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INTRODUCTION 
In recent years, the term "structured programming" has been used 
to refer to a highly disciplined methodology of computer programming 
which promotes the development of computer programs that are deemed bet­
ter than programs developed via classical, less disciplined and more 
ad hoc, methods. It has been observed that, although structured program­
ming leads to correct, well-written programs, it does little or nothing 
to promote efficiency in execution of such programs. Strawn (1) has 
addressed this issue in proposing an extension to the methodology, pro­
gramming by "partial recomposition." His extension is designed to aug­
ment existing structured programming techniques by promoting execution 
efficiency in a highly disciplined manner. 
Recent developments in structured programming methodology have in­
cluded the concept of "abstract data types" (implementation-independent 
mechanisms, typically axicsnatic in nature, for the formal specification 
of data structures [see Guttag (12)]) to be implemented via "operation 
clusters" (modules within a program in which all storage structures for 
data objects as well as all routines for manipulation of such storage 
structures are provided [see Liskov and Zilles (14)]). Underlying 
Strawn's proposal is the concept of a "composite operation" (an opera­
tion derived by composition of the primitive operations elaborated in 
operation clusters, intended to replace specific sequences of such primi­
tive operations. The significance of the techniques lies in the hypoth­
esis that direction execution of such composite operations by the 
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underlying execution mechanism is less costly than is execution of the 
corresponding sequence of primitives. (Storage utilization and execution 
time are accepted measures of efficiency in program execution; these will 
be employed throughout the remainder of this work.) Partial recomposi­
tion, then, is a form of "algorithm substitution" (50, p. 410), an opti­
mization technique recognized as inapplicable in the environment provided 
by high level languages. 
Strawn intends his technique to be applied to well-structured pro­
grams represented as the application of basic operations (which are elab­
orated in an operation cluster) to data values of the appropriate types. 
Advantage can thus be taken of the specific sequence in which such basic 
operations are applied, and of the relative frequencies with which sub­
sequences of the basic operations occur. 
Since the built-in operations of any programming language may be re­
garded as implementations of operation clusters on the language's built-in 
data types, Strawn's theory also has application in the context of pro­
gramming languages. The processes of translation and subsequent execution 
of programs are directly affected by Strawn's proposal. The former in­
volves a search for composite operations, while the latter involves the 
hypothesized gains in efficiency. 
This dissertation represents a verification of Strawn's proposal for 
a single programming language of significant size and scope. Such a ver­
ification does not, of course, establish the theory in general. It is 
felt, however, that the techniques used herein can be generalized and 
that general establishment of the theory will be forthcoming. 
3a 
The APL programming language was chosen for this study. Since APL 
is a very high level language, it represents a possible worst case lan­
guage for efficiency in program execution. More importantly, however, 
APL has a single data type (the rectangular array) with an exceptionally 
rich set of operations defined on it. This richness gives the language 
enough power to be interesting, yet the restriction to a single data 
type keeps the analysis manageable as a first step. 
The principal result of this dissertation is that partial recompo­
sition is applicable in the environment of APL and that execution of re­
sulting programs is significantly more efficient. This result was ob­
tained by acquiring a large sample of APL programs and applying the par­
tial recomposition technique to them. By comparing a detailed statisti­
cal analysis of these programs with comparable published work, it was 
established that the programs used here represent typical APL programs. 
This analysis was then extended to determine, for the language as a whole, 
what operation sequences are typically employed and with what relative 
frequencies. Specific composites were then proposed for recomposition 
and, within given models of an underlying execution mechanism, their 
execution efficiency compared with that of their underlying basic oper­
ations. 
In Chapter I, structured programming is surveyed, and Strawn's par­
tial recomposition methodology is explained. Chapter II details the 
specific environment within which the investigation herein described took 
place. Chapter III presents results, corroborating earlier work by 
others, leading to a determination of the ingredients of a typical APL 
3b 
program. Opportunities for improvement, via partial recomposition, of 
ccsnpiled APL code are investigated in Chapter IV, and recommendations 
are presented and modeled. Finally, Chapter V summarizes these proce­
dures, tenders conclusions, and offers some directions for future ex­
tensions of uhe present work. 
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CHAPTER I. STRUCTURED PROGRAMMING 
Introduction 
Dijkstra, in discussing structured programming, refers to "tech­
niques (mental, organizational or mechanical) [which] could be applied 
in the process of program composition . . (2, p. 222). Thus, struc­
tured programming can be defined as a discipline imposed on the program­
ming task in order to obtain "software that is characterized by high 
degrees of initial correctness, readability, and maintainability ..." 
(3, p. 3). Put another way, "The task of organizing one's thought in a 
way that leads, in a reasonable time, to an understandable expression of 
a computing task, has ccme to be called [structured programming]" 
(attributed to C. A. R. Hoare [in 4, p. 656]). 
This chapter presents three approaches to structured programming, 
all of which can blend to form a more complete methodology than any 
approach by itself. Most attention will be focused on Strawn's contribu­
tion, since it is the motivating force behind the present work. 
Stepwise Refinement 
Wirth has noted that "Program construction consists of a sequence 
of refinement steps" (5, p. 226). When adhered to, this discipline 
"leads to programs with an inherent structure . . ." (6, p. 126). Since 
"the object [a programmer] has to produce must be usefully structured" 
(7, p. 51), stepwise refinement appears to be an appropriate methodology 
for the formulation of computer programs. 
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At the highest levels, according to this methodology, a programmer 
deals principally with abstractions: those (abstract) properites (of 
the data) that are required for solution of the p-^oblem, and those (sb= 
stract) operations (on these data) needed to achieve the desired goal. 
As subsequent refinements take place, decomposing the problem into con­
stituent parts, more detail is added to the developing program and more 
ccHfflnitments are made. "Each refinement implies a number of design deci­
sions based upon a set of design criteria (5, p. 227). 
Two principal benefits accrue from such an orderly development. 
First, a well-structured program invites an inductive proof of its cor­
rectness based on its structure. Thus, "the reliability of the program 
is enhanced directly by program construction" (8, p. 10), for the end 
product admits "systematic verification" (6, p. 126). 
Second, a program developed in an orderly fashion is intellectually 
manageable. For example, a programmer need not treat all parts of a 
problem at once. Rather, he can address a specific subpart of the prob­
lem reasonably independently of others and only at the level of detail 
required at the moment. Similarly, a program developed in the manner 
described above can be understood in the same manner by others. Such pro­
grams, further, are typically easier to modify (should the need to do so 
ever arise) due to their heightened comprehensibility and coherent struc­
ture. 
According to Wirth, "Our most important mental tool for coping 
with complexity is abstraction" (9, p. 249), and so it is abstraction 
which the methodology most seeks to apply. Human considerations are 
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thus taken into account: "the limitations of our minds" (9, p. 249) 
and "our inability to do much" (7, p. 1). "Precise thinking is possible 
only in terms of a small number of elements at a time" (10, p. 176). 
Abstract Data Types 
Wirth (6, p. 125 f.) sets forth three requirements for each of the 
refinement steps described in the previous section: 
(a) the solutions of the partial problems imply the solu­
tion of the total problem, 
(b) the chosen sequence of component actions is meaningful, 
and 
(c) the selected decomposition yields statements that, in some 
sense, are closer to the language in which the program 
will ultimately be formulated. 
All too often, it is assumed that these guidelines are intended to 
apply only to the algorithm chosen to solve the problem at hand. It is 
necessary, however, that refinement of program structures and of data 
structures be done hand in hand (5, p. 221). Iftitil recently, typical 
programming languages have provided very few tools to assist in the 
orderly specification and development of the latter (11). 
The major developments in this area focus on data abstractions and 
on mechanisms for their convenient specification and realization (10, 
12, 13, 14, 15, 16). Here, a "data abstraction" or "abstract data type" 
refers to a grouping of a number of operations "related by the fact that 
they, and only they, operate on a particular class or type of object" 
(12, p. 21). "Notice that each [data abstraction] includes a data struc­
ture as well as one or more associated operations" (10, p. 176). 
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The concept of an "operation cluster" (14) has been set forth both 
as a design tool and as a concrete part of a programming language (17). 
It is argued that such clusters enable the convenient expression of 
"[data] abstractions uncovered in the course of program design" (14, 
p. 58). 
There are several benefits gained by having available such formal 
specifications of data abstractions. Among these is the ease of appli­
cation of formal proof techniques, since the specifications can be used 
as axioms. Further, the specifications can be used as a description or 
standard against which the resulting program can be verified. Also val­
uable is the improvement of communication among programmers or among 
designers and implementors working on a single project, since the roles 
of individuals' intuition and interpretation are diminished. 
Similar benefits can be expected whenever formalisms are employed. 
It is, therefore, the emphasis on specifications which makes program­
ming with abstract data types a harmonious addition to the stepwise re­
finement methodology described earlier. 
Partial Recomposition 
In the methodologies thus far discussed, nowhere does there appear 
any explicit concern for efficiency in execution of any resulting pro­
gram. It can be argued that such a concern is most properly expressed 
as one of the "design criteria" mentioned by Wirth. It is indeed true 
that selection or design of appropriate algorithms is the principal 
source of efficiency in programs, for it is here that the orders of 
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the concomitant time and space complexities are determined. Knuth, how­
ever, has shown (18) that it is possible to continue to refine a program, 
even after it is ostensibly in its final form, for the puirpose of im­
proving its efficiency. 
Such activity to obtain gains in efficiency can be justified, for 
"the need to obtain optimum efficiency will probably always be present 
in some types of programming" (1, p. 4). However, "We shouldn't attempt 
to understand the resulting program as it appears in its final form; it 
should be thought of as the result of the original program modified by 
specified transformations" (18, p. 295). 
Strawn's "partial recomposition" is an approach to "making and docu­
menting such transformations" (18, p. 295). In particular, since gains 
in efficiency are typically produced through the discovery and subsequent 
application of dependencies, it is an attempt to formalize and system­
atize the introduction of both representational and operation-sequence 
dependencies for concerns of efficiency. "Building 'integrated' products 
is an engineering principle as valuable as structuring the design 
process" (attributed to P.-A. de Mameffe [in 18, p. 295]). The method, 
then, is an attempt to identify and make explicit the nature of these 
optimizations. 
Strawn intends his scheme to be applied to programs developed via 
stepwise refinement with abstract data types. He argues that "the 'opti­
mal' set of operations for comprehension and analysis is not necessarily 
the same as the set that is optimal for the space and time complexities 
of a cluster" (1, p. 3 f.). Thus, at the heart of his partial 
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recomposition technique lies a search for appropriate composite opera­
tions, operations formed by the composition of one or more basic cluster 
operations. This approach is thus akin to the second of the two classi­
cal phases of engineering: structuring and integration. 
According to the technique, "Once appropriate composite operations 
have been determined, they are elaborated in an operation cluster in 
lieu of (or in addition to) the basic operations from which they are 
composed" (1, p. 5). It is claimed that "the composing of operations 
for cluster implementation can materially improve the time and space com­
plexities" (1, p. 4) and, indeed, this is the case in the small example 
Strawn presents. 
In general, many partial recompositions are possible within a given 
program. As a first step toward obtaining a set of criteria to govern 
the selection process, the remaining chapters of the present work in­
vestigate the utility of composite operations and their determination 
and evaluation within the context of APL, a programming language charac­
terized, in part, by an exceptionally rich set of primitive, built-in, 
operations. "Such a language can be viewed as providing an operation 
cluster for a primitive data type of the language (the rectangular array 
in this case)" (1, p. 17). 
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CHAPTER II. THE EXPERIMENTAL ENVIRONMENT 
Introduction and Terminology 
The present work is concerned with the APL language and especially 
with details of how the language is being used in practice. Such details 
were determined in an experimental manner. In particular, a sample of 
A PL programs was acquired and analyses were made of the constructs em­
ployed in these programs. Before taking any measurements, however, the 
APL sample programs were processed by an APL compiler and the resulting 
object code preserved. This object code was the form in which the sample 
programs were subsequently analyzed. Among other results, such measure­
ments led to a verification of the implicit assumption that the measured 
programs were truly representative of APL programs in general. (This 
verification is the general topic of the next chapter.) 
This chapter discusses first the APL compiler whose execution 
mechanism is used as a base in this project. Particular attention is 
paid to the underlying abstract APL machine and the object code gener­
ated for it. Secondly is described the acquisition and preparation of 
the above-mentioned sample of programs written in APL. 
In adopting the viewpoint that a programming language's features 
may be regarded as an operation cluster on the language's built-in data 
types, standard APL terminology will be employed, for the most part, to 
name specific APL primitive functions and operators constituting such a 
cluster. The broader term "operation" will be used to refer to any such 
cluster member, as well as to the APL machine's implementation of any 
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such member. By "bracketed operation" will be meant an operation for 
which an explicit dimension of application is specified. 
There are many standard references and texts for the APL language 
(19, 20, 21, 22, 23, 24, for example). Any of these may be used as a 
source during the following discussions in the event the reader is not 
familiar with APL terminology. 
The APL Compiler and its Execution Mechanism 
Since 1972, a locally-developed compiler for the APL language has 
been available at Iowa State University. It has been used as a research 
vehicle and has served as a tool in the production of several publica­
tions, master's papers, and doctoral dissertations (25, 26, 27, 28, 29, 
30). Of most importance to the present work, however, is the structure 
of the abstract APL machine for which the compiler generates object code 
and, in particular, the nature of the object code itself. 
Classical stack machine architecture has been employed in the design 
of the APL machine. The data objects directly manipulated by this machine 
are precisely those of the language: scalars, vectors, and arrays of 
booleans, integers, real numbers, and characters. Each of these, whether 
structured or unstructured, occupies a single position on the run-time 
stack when pushed thereon. 
The object code produced by this compiler is a linear postorder rep­
resentation of the expression tree determined by the compiler's parsing 
phase. The elements of this linear representation are directly the 
operations available to the abstract machine (its machine language). 
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These operations match almost exactly the APL built-in operations, aug­
mented only by stacking operations and a very few pseudo-instructions. 
There are twenty-one dyadic scalar operations. These are comprised 
of five arithmetic (plus, minus, times, divides, and modulus), four 
higher arithmetic (raise to a power, circle, general logarithm, and com­
bination), two extreme (maximum and minimum), four logical (and, or, 
nand, and nor), and six relational (equals, not equals, less than, not 
less than, greater than, and not greater than) operations. These are 
each implemented (in the compiler's run-time system) by removing the two 
topmost items from the stack and applying the selected operation to them. 
The result of the operation is then pushed onto the stack. 
In a similar manner, the twelve monadic scalar operations are im­
plemented by removing the topmost stack element, applying the desired 
operation to it, and pushing the result back onto the stack. These mon­
adic scalars consist of five arithmetic (identity, negate, signum, re­
ciprocal, and absolute value), four higher arithmetic (exponential, pi 
times, natural logarithm, and factorial/gamma), one logical (not), and 
two truncation (floor and ceiling) operations. 
In the case of dyadic mixed operations, again the topmost two 
(three if bracketed) stack elements serve as operands and are removed 
from the stack to be replaced by the single result of the specified oper­
ation. The majority of these nineteen dyadic mixed operations (some of 
which are starred in the following lists to indicate the existence of 
bracketed forms) deals with structuring or restructuring (catenate/lami­
nate*, reshape, index of, rotate*, transpose, take, drop, compress*, and 
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expand*), while the balance (member, format, deal, matrix quotient, 
representation of, and base value of) has various other concerns. The 
total of nineteen is achieved by counting bracketed and unbracketed forms 
as distinct. 
The category of monadic mixed operations is composed of fifteen 
operations, some of which again are here starred to indicate the exist­
ence of bracketed forms. Six of these are concerned with restructuring 
(ravel, shape, integers, reverse*, and transpose), while the rest have 
miscellaneous concerns (format, roll, invert matrix, grade up*, grade 
down*, evaluate, and i-bar). All of these are implemented in the usual 
manner. 
The six APL operators are a part of the system, of course. These 
are reduce*, scan*, inner product, and outer product. The first two of 
these operate on the topmost stack element (the topmost two elements if 
bracketed), while the remaining two always take two elements from the top 
of the run-time stack. Each operator, further, has one (two in the case 
of inner product) immediate operand(s) giving the specific dyadic scalar 
operation(s) to be involved. The result of the operator's application 
is pushed onto the stack. 
The ISU\APL compiler has two principal stacking operations, each 
having an immediate operand specifying the value to be stacked. Two 
stacking operations were provided in order to distinguish local frcsn non­
local references, for the latter might be either variables or function 
calls. For the purposes of the present work, however, such a broad dis­
tinction was deemed unsatisfactory due to the heavy anticipated (and 
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realized) use of constants in APL programs. Accordingly, minor modifi­
cations to the compiler were made to allow capturing of additional infor­
mation (the type and structure of each constant referenced, and the type 
of each nonlocal reference) by referring to the compiler's symbol table. 
It should be noted that the dynamic scopiïig of nonlocal references was 
handled at compile time by assuming that any identifier which named a 
function always referred to that function. This assumption was subse­
quently verified in all cases. 
As a result, the modified compiler produces twelve stacking opera­
tions. Distinct operations are used to stack each of boolean, integer, 
real, and character scalar constants; each of boolean, integer, real, 
and character vector constants; labels; cross sections (treated as spe­
cial constants by ISU\APL; local variables; and nonlocal variables. 
There are three additional operations to invoke defined functions: one 
such operation for each of niladic, monadic, and dyadic defined func­
tions . 
Four operations provide evaluated input, character (unevaluated) 
input, explicit output, and implicit output. These, of course, push to 
and pop from the stack as appropriate. There exists, also, one branch­
ing operation; it takes as its operand the (first component of the) data 
object which is topmost on the stack and interprets this value as a line 
number. 
There remain to be discussed the operations corresponding to assign­
ment and subscripting. Specification (assignment) is implemented by 
binding the value corresponding to the topmost stack element to the 
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variable given as the immediate operand of the assignment operation. 
Indexing, a term used herein to denote assignment to a subscripted 
variable, is similarly implemented, but has an additional immediate oper­
and specifying the dimensionality of the structure of which a part is to 
be replaced. This number of values is taken from the stack and used 
as subscripts to the first immediate operand. Assignment then fol­
lows . 
Finally, outdexing (a reference to a subscripted variable in right 
hand context) is also implemented with an immediate operand establishing 
the dimensionality of the referenced structure. The base address is first 
removed frcsn the stack, then the subscripts are removed. The result of 
the subscripted reference is then pushed onto the stack. 
There are three pseudo-instructions: end of statement, end of func­
tion, and end of workspace. These are present for control purposes only 
and will not contribute to the measurements described later herein. 
Acquisition and Preparation of the Sample 
Since a major thrust of the present research deals with the usage 
of APL constructs in actual programs, it was necessary to acquire a corpus 
of APL programs (workspaces) to study. This need was met by obtaining 
from APHPIE (the APL Program and Information Exchange, headquartered at 
SUNY-Binghamton) all workspaces contributed and available for distribu­
tion as of April 5, 1977. Many of these programs are described in the 
Computer Center Academic Support Group (31). 
The initial form of these workspaces was A?.- \360 internal notation. 
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incompatible with ISU\APL requirements. Accordingly, a program written 
by S. Preissman (documented in Preissman [32]) was employed to perform 
the needed conversion to the form and character set required by ISU|APL. 
Unfortunately, seventeen of the 147 acquired workspaces could not be 
processed successfully by the conversion program and were therefore dis­
carded from consideration. Some difficulties were still encountered, 
however, in attempting to compile the remaining 130 successfully con­
verted workspaces. 
Chief among these difficulties were 49 errors encountered by ISU\APL 
during its parsing phase. Investigation showed these errors to be due 
to various causes, including duplicate labels within a function, unpaired 
parentheses, extra operation symbols, and the like. In each case, a 
guess was made as to the intent of the offending line and a corresponding 
correction was made. Also during this period, eight references to APLSV 
system variables, a feature unsupported by ISU\APL, were changed to 
simple identifier references. 
The 130 workspaces were then carefully read, resulting in the dis­
covery that 51 of them duplicated, in essence, other workspaces in the 
sample. It was felt that such duplication would distort any results of 
the subsequent study. Accordingly, these 51 were discarded from further 
analysis. 
Also discovered during the reading were four workspaces consisting 
entirely of describe functions—functions whose sole purpose it is to 
provide narrative which describes the use of other functions and/or work­
spaces. All four of these workspaces were discarded, as were all describe 
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functions discovered in the remaining workspaces. 
Thus, the sample of APL programs used in the work described in sub­
sequent chapters consists of 75 workspaces. These are made up of 915 
functions totaling 11,340 lines (excluding header lines) of APL code. 
In ail, 97,511 APL machine instructions were generated by the ISU^APL 
compiler from these workspaces. To aid the reader in interpreting some 
of the statistics to be presented in subsequent chapters, it is noted 
that these figures approximate increasing powers of ten. Hence, fre­
quency measurements also give rough percentages, when the decimal point 
is shifted left by an appropriate number of decimal places. (Frequencies 
should first be doubled for composites of two nodes, trebled for compos­
ites of three nodes, etc.) 
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CHAPTER III. A TYPICAL APL PROGRAM 
Introduction 
Much work has been performed recently to determine, for each of 
several programming languages, the actual usage of the features provided 
by the language. Each of the high-level languages FORTRAN (33, 34, 35), 
COBOL (36, 37, 38), ALGOL (37), and PL/I (39, 40, 41) has been an object 
of such study, as has been the low-level PDP-11 instruction set (42) and 
the very-high-level language APL (43, 44, 45, 46, 47). A principal pur­
pose of such investigations is stated succinctly by Saal and Weiss (43, 
p. 47): 
the actual distribution of usage of features available in 
a programming language is highly non-uniform. Thus any 
pragmatic attempt to . . . optimize the performance of an 
implementation should be aware of the nature of the pro­
grams with which it must deal. ... To evaluate the per­
formance impact of . . . proposals . . . , we need measures 
of language utilization. 
Such information may be useful in other contexts, too. For example, in 
classroom or textbook exposition, features should often be highlighted 
according to their utility (48). From the opposite point of view, sel-
dom-used features of a language may be deeaphasized during exposition 
or, if implementing the language, may be omitted from an initial subset 
thereof. 
The present chapter describes in detail the characteristics of the 
sample used in the present investigation. It will be seen that the dis­
tribution of the features used closely parallels the distributions reported 
by Saal and Weiss (43) and by Bingham (44). Such a close parallel with 
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published work tends to increase confidence in these earlier results and 
to lend credence to the present sample of programs as being truly repre­
sentative of APL programs in general. 
General Information 
As reported at the end of Chapter II, the present sample consists 
of 75 workspaces: 915 functions totaling 11,340 lines (excluding header 
lines) of APL code. On the average, therefore, there are 12.2 functions 
per workspace at 12.39 lines per function (151.2 lines per workspace). 
These workspaces were ccmpiled into 97,511 APL machine instructions (ex­
cluding the pseudo-instructions end of statement, end of function, and 
end of workspace). 
Table 1 presents a comparison of the above figures with those pro­
vided by Saal and Weiss (43) and Bingham (44). In this and subsequent 
comparisons, it should be noted that Bingham's measurements are of 
tokens, i.e., lexically analyzed code, while the present work utilizes 
parsed code in the form of abstract machine instructions. Saal and 
Weiss, further, give their figures in terms of nodes in the parse trees 
of APL statements. 
The latter two approaches are quite similar and have the advantage 
that purely syntactic features of the language (such as brackets) are 
ignored. Further, lexically-analyzed code cannot detect occurrences of 
implied output, nor can it distinguish between function calls and vari­
able references. Thus, Bingham reports 89,027 tokens constituting his 
sample, while Saal and Weiss record 37,627 branching nodes (plus an 
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unstated number of leaf nodes). 
Table 1. General statistics of three samples 
Brown S & W Bingham 
Workspaces 75 32 51 
Functions 915 697 896 
Lines (no headers) 11340 8593 9931 
Lines/function 12.39 11.33 11.08 
Functions/workspace 12.20 21.78 17.57 
Table 2 presents a list of the most common APL operations, accord­
ing to the present study. (Appendix A contains the complete list.) 
Subsequent sections will discuss in more detail the frequency which has 
been measured. Further, the Saal and Weiss and the Bingham samples each 
presume that each statement is syntactically correct, and that dynamic 
changes such as function creation or erasure do not take place. It is 
interesting to note that Saal and Weiss feel, with hindsight, that "weak­
ening or changing these assumptions would hardly have changed the results" 
(43, p. 48). Due to the existence of the ISUIAPL compiler, and especi­
ally its parser, the present sample is known to be free of syntactic 
errors. The remaining assumptions made for the other samples are also 
presumed to hold for the present sample. 
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Table 2. Most common APL operations 
Operation Frequency Operation Frequency 
Local var^ 12311 Reshape 1639 
Assign 7532 Iota (monadic) 1556 
Boolean scalar^ 6772 Reduce 1231 
Nonlocal var^ 5901 Minus 1103 
Integer scalar^ 5826 Iota (dyadic) 1018 
Catenate 5214 Take 991 
Char vector^ 4797 Cross section^ 899 
Implicit output 3943 Char scalar^ 820 
Branch 3732 Not equals 718 
Outdex 3248 Invoke monadic 656 
Plus 3233 Ravel 651 
Label^ 3101 Index 583 
Shape 2653 Format (monadic) 539 
Times 2490 Drop 533 
Compress 2415 Invoke dyadic 516 
Equals 2001 Divide 504 
^This is a stacking operation. 
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Scalar and Mixed Operations 
Tables 3 through 6 present the frequencies of occurrence of the 
APL monadic and dyadic scalar and mixed operations. The close overall 
correspondence with Bingham's results is worthy of note. Further, while 
Saal and Weiss do not present specific statistics, they do show the rela­
tive frequency of occurrence of these operations, again demonstrating a 
close correspondence. In particular, Saal and Weiss show the most com­
monly-used dyadic operations to be (in order of decreasing frequency): 
catenate, plus, compress, times, equals, reshape, minus, take, drop, not 
equals, divide, iota, member. This largely corresponds to the results 
of the present work; the relative frequency of the compress and times 
primitives were found to occur in the reverse order from that in the 
above list, as were the drop and not equals primitives. Similarly, Saal 
and Weiss show the most commonly-used monadic primitive functions to be 
(again, in order of decreasing frequency): shape, integers, ravel, not, 
floor, absolute value, negate, reverse, transpose. This is identical to 
the findings of the present work. 
Operators 
In examining the frequency of occurrence of APL operators, the 
present sample again tends to corroborate earlier published data, except 
in the ratio of outer product to inner product frequencies. Both the 
Bingham and the Saal and Weiss studies show these operations roughly 
equally heavily used. Here, a ratio of 2:1 seems more descriptive of the 
data. No explanation for this sole disagreement has been found. 
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Table 3. Dyadic scalar operations* frequencies 
Function Frequency % Bingham % 
Plus 3233 26.00 28.4 
Times 2490 20.03 17.7 
Equals 2001 16.09 11.4 
Minus 1103 8.87 10.7 
Not equals 718 5.77 5.4 
Divide 504 4.05 4.7 
Less than 391 3.14 3.2 
Power 338 2.72 2.6 
Not less 273 2.20 2.2 
Greater than 251 2.02 2.9 
Modulus 249 2.00 2.7 
And 205 1.65 1.3 
Not greater 191 1.54 1.5 
Maximum 160 1.29 1.7 
Or 131 1.05 1.1 
Minimum 70 .56 1.3 
Logarithm 53 .43 
Circle 44 .35 --
Nor 13 .10 --
Combination 8 .06 --
Nand 8 .06 1.2" 
Total 12434 99.98 100.0 
^This figure includes all operations for which no separate figure 
is given. 
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Table 4, Monadic scalar operations* frequencies 
Function Frequency % Bingham % 
Not 337 21.85 21.8 
Floor 309 20.04 19.5 
Absolute value 279 18.09 10.4 
Negate 199 12.91 17.2 
Signum 187 12.13 13.7 
Ceiling 90 5.84 5.4 
Reciprocal 48 3.11 6.5 
Exponential 35 2.27 - -
Pi times 30 1.95 
Natural log 13 .84 
Gamma/factorial 13 .84 
Identity 2 .13 5.5* 
Total 1542 100.00 100.0 
^This figure includes all operations for which no separate figure 
is given. 
Table 7 summarizes the relevant statistics. 
Further information on the usage of reduction is shown in Table 
8. Also, Saal and Weiss note, in their study, that "the first seven 
[most frequently occurring] reductions . . . cover 95% of all reduc­
tions employed" (43, p. 52). These first seven reductions are the same, 
and have the same relative frequencies of occurrence, in the present 
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Table 5. Dyadic mixed operations* frequencies 
Function Frequency % Bingham % 
Catenate 5214 43.89 39.0 
Compress 2415 20.33 12.1 
Reshape 1639 13.80 16.2 
Take 991 8.34 13.3 
Drop 533 4.49 7.6 
Iota 299 2.52 3.4 
Member 267 2.25 1.8 
Rotate 122 1.03 1.9 
Encode 118 .99 .7 
Expand 86 .72 .9 
Decode 76 .64 .6 
Catenate^ 56 .47 
Compress^ 23 .19 — — 
Transpose 17 .14 
Deal 15 .13 --
Rotate^ 6 .05 - -
Expand® 4 .03 --
Format 0 .00 1.5 
Matrix quotient 0 .00 1.2^ 
Total 11881 100.01 100.2 
^Denotes bracketed form. 
^This figure includes all operations for which no separate figure 
is given. 
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Table 6. Monadic mixed operations' frequencies 
Function Frequency % Bingham % 
Shape 2653 41.54 41.0 
Integers 1556 24.36 26.7 
Ravel 651 10.19 13.5 
Format 539 8.44 —  -
I-beam 395 6.18 2.3 
Reverse 190 2.97 3.6 
Transpose 166 2.60 4.4 
Roll 147 2.30 2.7 
Grade up 64 1.00 —  -
Reverse^ 9 .14 — — 
Grade down 9 .14 — —  
Matrix invert 5 .08 --
Execute 3 .05 3.7 
Grade up^ 0 
o
 
o
 - -
Grade down^ 0 b
 
o
 
2.1" 
Total 6387 99.99 100.0 
^Denotes bracketed form. 
^This figure includes all operations for which no separate figure 
is given. 
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Table 7. API operator frequencies 
Operator Frequency % Bingham % 
Reduce 1231 75.29 72.01* 
Outer product 226 13.82 11.78 
Inner product 113 6.91 11.87 
Reduce^ 64 3.91 --
Scan 1 .06 4.30* 
^ b 
Scan 0 .00 --
Total 1635 99.99 99.96 
^This figure includes the bracketed counterpart. 
^Denotes bracketed form. 
work as in Saal and Weiss' report. 
Table 9 provides similar information on outer product usage. The 
present findings bear scant resemblance to Saal and Weiss' results with 
respect to the order of frequency of occurrence of the dyadic scalar 
operations involved; however, this is not completely unexpected when 
working with relatively few total occurrences. Bingham provides no such 
breakdown, so no comparison with his work can be drawn. 
A breakdown of inner product usage is shown in Table 10. Saal and 
Weiss, in comparison, observe that "The first five [most frequently 
occurring inner products] (plus.times, and.equals, or.not equals, and.not 
equals, and max.times) account for 70% of all inner products" (43, p. 55). 
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Table 8. Dyadic scalar frequencies used in reduction 
Function Frequency % Bingham % 
Plus 402 31.04 37.47 
And 271 20.93 12.53 
Or 266 20.54 11.10 
Max 164 12.64 11.10 
Min 75 5.79 5.61 
Times 59 4.56 8.35 
Minus 30 2.32 8.35 
Less than 4 .31 - — 
Equals 4 .31 - -
Not equals 4 .31 — -
Divide 3 .23 
--
Not less 3 .23 -  -
Greater than 3 .23 
Not greater 2 .15 - -
Power 1 .08 - -
Combination 1 .08 — — 
Modulus 1 .08 - -
Nand 1 o
 
00
 
- -
Nor 1 .08 5.49* 
Total 1295 99.99 100.00 
®This figure includes all operations 
is given. 
for which no separate figure 
29 
Table 9. Dyadic scalar frequencies used in outer product 
Function Frequency % 
Times 61 26.99 
Equals 45 19.91 
Not less 39 17.26 
Not greater 21 9.29 
Plus 19 8.41 
Divide 18 7.96 
Greater than 7 3.10 
Maximum 7 3.10 
Not equals 3 1.33 
Less than 3 1.33 
Minimum 1 .44 
Minus 1 .44 
Power 1 .44 
Total 226 100.00 
References 
In Table 11 is presented the frequency of occurrence of the various 
sorts of references, with Table 12 providing a more detailed breakdown 
of the types of constants encountered. Each reference gives rise to a 
stacking operation in the APL machine, and it is these stacking opera­
tions which were counted and classified. In classifying numeric 
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Table 10. Dyadic scalar pair frequencies used in inner product 
Functions Frequency % Bingham % 
Plus.times 35 30.97 41.30 
And.equals 33 29.20 41.30 
Or.and 16 14.16 
Maximum.times 9 7.95 -  -
Plus.equals 6 5.31 — -
Minus.times 5 4.42 — -
Or.equals 2 1.77 - -
Or.not equals 2 1.77 - -
Plus.not equals 2 1.77 - -
And.less than 2 1.77 --
And.not equals 1 .88 17.40® 
Total 113 99.98 100.00 
^This figure includes all operations for which no separate figure 
is given. 
constants, distinctions were drawn among data objects all of whose 
values were from the set [O, l] (boolean type), data objects all of 
whose values are integers but not all from the above-named set (integer 
type), and data objects meeting neither of these criteria (real type). 
No direct comparison with Bingham's work can be done in this area, 
for the only figures he provides are of frequencies of "numbers" and of 
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Table 11. Reference frequencies 
Reference Frequency 7o 
Constant 19804 43. ,75 
Local variable 12311 27. 20 
Nonlocal var 5901 13. 04 
Outdex 3248 7, 18 
Label 3101 6, .85 
Cross section 899 1, .99 
Total 45264 100, .01 
Table 12. Constant frequencies by type 
Type Frequency % 
Boolean scalar 5772 34. 20 
Integer scalar 5826 29, .42 
Char vector 4797 24, .22 
Integer vector 1018 5, 14 
Char scalar 820 4, .14 
Real scalar 436 2 .20 
Boolean vector 119 .60 
Real vector 16 .08 
Total 19804 100, .00 
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"quoted strings." The former, he states, constitute 79.59% of all 
references to constants, with the latter contributing the remaining 
20.41%. 
Finally, Saal and Weiss discovered that "The literals zero and 
one . . . account for 42 . . . % of all literal references" (34, p. 50). 
This corresponds roughly to the boolean data type defined above, al­
though it is not clear whether a vector is a single "literal reference" 
or whether, instead, each component of a structured object is deemed 
to be a distinct reference. 
Specification, User Function Calls, I/O, and Branching 
Of the 8115 occurrences of assignment (specification), only 583 
(7.18%) were to a subscripted identifier. The remaining 92.82% were re­
placements of entire objects. In comparison, Bingham finds that "re­
placements of entire data objects . . . occur 10 times as often as in­
sertions of values into indexed elements of arrays" (44, p. 62). Saal 
and Weiss do not address this issue. 
Of the sample's 1381 user function invocations, 656 (47.50%) were 
of monadic functions. Dyadic user functions ranked second in usage at 
516 (37.36%), while niladic user functions were invoked only 209 (15.13%) 
times. Saal and Weiss provide no similar breakdown, while Bingham's 
method did not apparently allow any measurement at all of user function 
calls. 
In Table 13 is presented the analysis of input/output in the present 
APL sample. Since Saal and Weiss, again, do not address this feature 
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Table 13. Input/output frequencies 
Type of i/o Frequency % 
Implicit output 3943 76.71 
Quad input 465 9.05 
Explicit output 393 7.65 
Quote-quad input 339 6.60 
Total 5140 100.01 
and since Bingham made "no direct measure" of output by default, no ccan-
parison with published data is possible. 
There were 3732 occurrences of branching. This is roughly one 
branch per three lines of APL text and compares with Saal and Weiss' re­
ported 28% of all lines and Bingham's 25% of all lines containing gotos. 
It will be shown in the next chapter that the application of composite 
operation techniques to branching and branching targets is a particu­
larly fruitful source of potential optimization. 
Suaanary 
Tables 14 and 15 provide a synopsis of the data presented in this 
chapter. In particular. Table 14 summarizes the usage statistics by cate­
gory of operation and compares these figures with Bingham's. Since 
Bingham's measurements are of tokens, some classes of which are irrele­
vant to the present work, his total percentage shown in Table 14 
34 
Table 14. Summary of static use of APL operation categories 
Category Frequency % Bingham % 
Reference 45264 46.42 49.2* 
Dyadic scalar 12434 12.75 8.3 
Dyadic mixed 11881 12.18 11.0 
Specification 8115 8.33 11.8 
Monadic mixed 6387 6.55 4.9 
Input/output 5140 5.27 .6^ 
Branch 3732 3.83 4.4C 
Operator 1635 1.68 1.3 
Monadic scalar 1542 1.58 .9 
Call 1381 1.42 --
Total 97511 100.01 92.4 
^Includes function calls. 
^Explicit output only. 
^Includes labels. 
is somewhat less than unity. 
On the whole, the data do agree extremely well. For example, where 
Bingham cites as 2.3 the ratio of identifier references to occurrences 
of specification, the present data yield 2.61 as the corresponding 
figure. Where Bingham finds the ratio of outdexing to indexing to be 
6, present data yield 5.57. Further, Bingham shows the ratios of dyadic 
35 
to monadic primitives and mixed to scalar primitives to be 3 and 1.8, 
respectively. The present sample gives results of 3.07 and 1.31 for the 
same ratios. 
It has, throughout this chapter, been more difficult to compare the 
present results to those of Saal and Weiss, for they cite very few actual 
measurements, preferring to rely instead on a graphical exposition frcsn 
which it is difficult to reconstruct their original data. Where possible, 
the relative frequencies have been cited and compared with the present 
findings. Overall, no fundamental disagreements in data have been found. 
Table 15 is a repetition of Table 14, but arranged on a line basis. 
It describes the make-up, by category, of a typical line of APL text and, 
consequently, highlights those features for which it is reasonable, due 
to their frequent use, to seek enhanced performance. The next chapter 
will therefore extend the results reported thus far to examine the con­
texts in which APL operations occur and seek to apply Strawn's partial 
recomposition methodology to obtain this hypothesized enhanced perform­
ance. 
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Table 15. Composition of a typical line of an APL program 
Category 
1 .83 References to constants 
1 .10 Dyadic scalars 
1 .09 References to local identifiers 
1 .05 Dyadic mixeds 
.72 Specifications 
.56 Monadic mixeds 
.52 References to nonlocal identifiers 
.45 Input/output operations 
.33 Branches 
.29 Outdexings 
.27 References to labels 
.14 Monadic scalars 
.14 Operators 
.12 Function invocations 
8.61  Total instructions per typical line 
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CHAPTER IV. OPPORTUNITIES FOR PARTIAL RECOMPOSITION IN APL 
Introduction and Definitions 
In investigating the applicability of partial recomposition to APL 
code improvement, measures were obtained net only of the frequency of 
occurrence of individual operations (the results of which were reported 
in the preceding chapter), but also of certain combinations of individ­
ual operations. In particular, each contiguous subunit of an expression 
tree is an instance of a composite operation according to Strawn's (1) 
standards and is therefore of special interest to the present research. 
Figure 1 illustrates a simple expression tree, while Figure 2 shows some 
of the composite operations occurring in this tree. (Abbreviations for 
operations are found in Appendix A.) 
The height of a node in a composite operation is defined as the 
path length from the root to the node. The height of the composite oper­
ation itself is the maximum of the heights of the nodes it contains. 
Figure 3 illustrates several composite operations of height 2. 
A node of a composite operation is complete if each of its immediate 
successors in any containing expression is also in the composite opera­
tion. A composite operation of height n is said to be complete if each 
of its nodes of height less than n is canplete. The two leftmost trees 
in Figure 3 illustrate complete composites, while the rightmost tree 
shows an incomplete composite operation. 
Every composite operation (both complete and incomplete) is a candi­
date for special implementation. Since it has been observed that the 
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c vect c seal 
Figure 1. A simple expression tree 
. q out . cat . q out 
! cat / c vect cat 
\ 
\ 
. c seal 
Figure 2. Some composite operations occurring in the expression 
tree of Figure 1 
, branch . shape . cat 
i I 
I times ravel fmt 1 / \ cat 
/ \  
label / \ iota 1 cat i seal ! 
Figure 3. Examples of height 2 composite operations 
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use of the features of a programming language is highly nonuniform, this 
chapter will examine the frequency of occurrence of all composite opera­
tions of manageable size in order to identify composites occurring suf­
ficiently frequently to warrant such implementation. Estimates of sav­
ings attainable are also provided. 
It is clear that special implementation of some composites can 
influence the desirability of special implementation of others. Every 
attempt has been made herein to ferret out such overlapping composites. 
Unfortunately, in a few instances of this, the exact extent of such over­
lap could not be determined from the form of the data at hand. 
Approach and General Statistics 
Since the goal of this study is the determination of composite APL 
operations appropriate for special implementation, early decisions were 
made to eliminate several classes of composite operations from consider­
ation. In particular, composites containing any of the following opera­
tions were discarded: assignment; quad or quote-quad input; niladic, 
monadic, or dyadic user function call. These particular operations have 
in ccanmon the fact that each has or may have side effects. Although it 
is not impossible for a valuable composite to contain such an operation, 
it was decided to leave for future investigation a study of the utility 
of composites involving side effects. 
The case of composites of height zero, i.e., single operations, has 
been reported in the previous chapter. All composites of heights one 
and two, subject to those exclusions noted above, were obtained frcm 
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the sample and analyzed to yield the statistics set forth later in 
this chapter. Moreover, three specific classes of composites (of all 
heights) were obtained and analyzed. The first had only constants at 
leaf nodes; the second contained only scalar primitive functions; and 
the third contained only concatenations. 
In all, 41,442 complete composites of height one were found, of 
which 4682 were distinct. This gives an average of 8.85 occurrences of 
each such distinct composite. Interestingly, only 419 distinct ccsnpos-
ites occurred with frequency greater than eight. 
Instances of the top twenty most frequently occurring complete 
height one composites (0.43% of distinct composites) accounted for 21.88% 
of all such composites. The top thirty accounted for 26.67%, while the 
top forty (0.85% of distinct complete composites) accounted for 29.90% 
(see Appendix B). Of the top forty, there were eleven dealing with inter-
statement flow of control (branching and label processing). Further, 
these eleven account for 11.30% of all complete height one composites 
(see Table 16). These figures support further the contention that a 
relatively small part of a programming language's features accounts for 
a disproportionately large part of its application. 
With respect to ccmplete height two ccanposites, 23,756 were counted, 
of which 8139 were distinct. This gives an average of merely 2.92 occur­
rences per such distinct composite, a substantial decrease from the com­
parable height one finding. A total of 1730 distinct composites exceeded 
two in frequency of occurrence, while 428 distinct composites exceeded 
eight in frequency. The top forty most frequently occurring height two 
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Table 15. Most frequently occurring height one flow of control 
composites 
Frequency % Root Left Right 
1649 3.98 branch cmprs 
604 1.46 branch label 
572 1.38 branch times 
335 .81 cat label label 
325 
00 
cmprs equals label 
288 .69 times label ints 
238 .57 branch cat 
208 .50 branch plus 
207 .50 cat label cat 
135 .33 cmprs not eq label 
122 .29 branch b seal 
4683 11.29 Total 
composites (0.49% of distinct complete composites) accounted for 16.23% 
of all height two composites (see Appendix C). 
Most composites of height three and greater were not investigated 
due to the emerging pattern of decreasing concentration in frequencies 
of occurrence as the height of the composites increased. This poor prog­
nosis, coupled with economic considerations, led to the decision not to 
study in general composites of greater height. However, some special-
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purpose studies, outlined above, were undertaken without regard to height 
considerations. 
All basic APL operations occurring individually 2% or more of the 
total frequency (see Appendix A for individual percentages) were examined 
in detail. In each case, the information provided from an analysis of 
complete and incomplete height one and two composites was summarized, and 
recommendations made for special implementation (recomposition) of se­
lected composite operations. 
The balance of the present chapter will discuss these specific in­
stances of the applicability of partial recomposition to APL. Wherever 
possible, an estimate of potential savings due to each recommended re-
composition is also provided. These estimates are generally based on the 
internal workings of the ISU/APL compiler. Specific assumptions regard­
ing timing, etc., are presented as needed. It should be noted that ex­
tremely conservative estimates for storage management timings were chosen. 
It is strongly suspected that other models would give results even better 
than those herein reported. 
Subsequent sections of this chapter are ordered by decreasing fre­
quency of occurrence of operations at the root nodes of the composites 
discussed. Special-purpose studies are inserted among these as ease of 
exposition dictates. The final sections of this chapter will summarize 
all recommendations in approximate order of significance and will attempt 
to gauge the overall performance improvement. 
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N-ary Concatenation 
There are 5214 instances of concatenation in the sample, compris­
ing the single most frequently-used operation after stacking operations 
and specification. Of these, 1804 (34.6%) occur as part of composites, 
all of whose internal modes are concatenation operations. There are 635 
such composites in the sample. The distribution of the number of con­
catenations in these composites is shown in Table 17. It should be noted 
that 358 of these concatenations do overlap with another composite, n-ary 
output, to be discussed in a subsequent section. 
Partial recomposition can be effectively applied to these concatena­
tion composites. Figure 4 illustrates the tree representation of such 
a composite and its proposed recomposition. The model of concatenation 
. cat . cat (3) 
/\ /i\ 
J cat J Î \ 
X / \ X y z 
/ \ 
Figure 4. Typical concatenation composite (with arbitrary 
operands) and its proposed 3-airy recomposition 
used to demonstrate time savings due to this recomposition is given in 
Table 18. Based upon this model. Table 19 cempares the execution time 
of such a composite with that of its recomposed implementation. 
It is seen from Table 19 that this n-ary concatenation operation 
has execution time equal to that of simple concatenation in the case of 
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Table 17. Distribution of concatenations in composites 
Concatenations Frequency Product 
1 3410 3410 
2 378 756 
3 143 429 
4 57 228 
5 27 135 
5 16 96 
7 3 21 
8 3 24 
9 19
10 0 0 
11 2 22 
12 1 12 
. . .  0  0  
18 4 72 
. . .  0  0  
50 0 0 
Total 4045 5214 
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Table 18. Execution time model for simple concatenation 
Units of 
time 
Purpose 
1 fetch the instruction 
2 pop the operands from the run-time stack 
3 determine size of result 
10 allocate storage for result 
2s® copy operands into result storage area 
8 deallocate operand storage 
1 push result onto the run-time stack 
25+2s* Total time required 
^here s is the size of a typical operand. 
n = 2. Further, time savings due to this recomposed operation are pro­
portional to the square of n, the number of simple concatenations in the 
composite, and to the sizes of the operands involved. Table 20 shows 
sample values of execution time for various values of n, the number of 
operands involved, assuming s, the average size of the operands involved, 
is ten. 
To give a picture of time savings accrued on a sample-wide basis, 
the results of Table 20 were weighted by the frequencies of Table 17 to 
obtain an estimate of time savings under the conservative assumption 
that each concatenation composite would be executed only once. It was 
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Table 19. Naive vs. recomposed n-ary concatenation execution times 
Units 
Naive 
of time 
Recomposed Purpose 
n-1 1 fetch the instruction 
2(n-l) n pop the operands frcan the run-time stack 
3(n-1) 2n-l determine size of result 
10(n-1) 10 allocate storage for result 
(n-l)(n+2)s/2 ns copy operands into result storage area(s) 
10(n-2) - free storage for intermediate concatenations 
4n 4n deallocate operand storage 
n-1 1 push result onto the run-time stack 
(s/2)n**2 
+ (31+s/2)n 
-(s+37) (7+s)n+ll Total time required 
found that the recomposition would give results 28.3% faster than that 
of the naive implementation. This figure includes those 3410 binary 
concatenations which do not benefit from recomposition. When these are 
excluded, the time savings increase to 62.6%. If the 358 overlapping 
concatenations mentioned above are discounted from the n-ary ccxnposite 
currently under discussion, the execution time improvement becomes 
approximately 25% over all concatenations. 
Storage savings also arise due to this composite. In particular. 
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Table 20. Comparison of execution 
s = 10 
times for n-ary concatenation when 
n Naive Recomposed Difference 
2 45 45 0 
3 106 62 44 
4 177 79 98 
5 258 96 162 
6 349 113 236 
7 450 130 320 
1804 - 358 - 635 = 811 simple concatenation instructions are made un­
necessary in the object program. This yields, over the entire sample, 
a 1.08% reduction in the space requirements of object code. Coupled 
with the time improvement estimated above at 25%, recomposition of n-ary 
concatenation is seen to result in significantly more efficient programs. 
Propagation of Constants 
A classical method of obtaining economy in execution of compiled 
programs is the replacement of run-time computations by compile-time 
computations. Constant propagation is a simple instance of this (see 
49, p. 919 f., for some details of this method). Since the compile-time 
propagation of constants may be regarded as a partial recomposition, an 
investigation of its applicability to APL properly lies within the scope 
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of the present work. Figure 5 illustrates such a recomposition. 
plus . (i seal) + (b seal) 
i seal ! \ b seal 
Figure 5. A typical height one composite having constant 
operands and its proposed recomposition via 
propagation of constants 
Such implementation can yield immediate space savings with respect 
to the size of the executable object code. A single operation (to stack 
the computed constant) replaces either the ccsnposite of three operations 
needed in the dyadic case (a 67% saving per occurrence) or the composite 
of two operations needed in the monadic case (a 50% saving per occur­
rence). These figures represent minimum savings, for they are computed 
from height one composites only. Composites of greater height, when re-
composed, yield greater savings; The net result of such a recomposition 
is always a single node, independent of the height of the composite. 
It is recognized that reshape (208 occurrences) and monadic iota 
(216 occurrences) do have the potential for creating constants with large 
space requirements. In order to prevent excessive space consumption, it 
is proposed to set heuristically determined bounds on the size of the 
objects these operations may generate. Should these bounds be exceeded, 
no compile-time operation will be done. 
It can be argued that the space savings claimed above are offset by 
the need to store, at run-time, the computed constant. However, this 
storage need may itself, in turn, be more than offset by not storing at 
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run-time the original contributing constants. (This is always possible 
in an environment where constants are not shared.) Moreover, propagated 
constants which are themselves further propagated need certainly not be 
stored at run-time. 
In the present sample, 1343 compile-time composite operations were 
found. These composites consist of 2969 references to scalar, vector, 
label, and cross-section constants (12.5% of the total of 23,804 con­
stants in the sample) and 2338 additional operations. Thus, by taking 
advantage of such recompositions and performing all possible compile-time 
computations, 5289 run-time operations could be replaced, after recompo­
sition, by 1343 simple run-time stacking operations. Over the entire 
sample, this would yield a reduction of just over 4% in the storage re­
quirements of executable object code. The actual distribution of opera­
tions per propagated constant composite is given in Table 21. 
Since performance of all possible compile-time computations implies 
the compile-time availability of all routines to perform these c(amputa­
tions, and since not all operations are heavily used in this connection, 
further study was given to a determination of those operations contribut­
ing most heavily. Six operations, as shown in Table 22, yielded 91.9% 
of the total possible compile-time ccanputations. Table 23 shows the fre­
quency with which these six appear at the root of compile-time compos­
ites. 
An explanation was sought for the overwhelming contribution of con­
catenation to these figures. Investigation showed the existence of 335 
instances of the concatenation of two label constants, and a further 113 
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Table 21. Distribution of operations in composites of constants 
Operations Frequency Product 
2 263 526 
3 484 1152 
4 292 1168 
5 129 645 
6 35 210 
7 62 434 
8 6 48 
9 30 270 
10 6 60 
11 21 231 
12 2 24 
13 4 52 
14 2 28 
15 3 45 
16 0 0 
17 1 17 
• • 0 0 
23 1 23 
• • 0 0 
37 2 74 
• • 0 0 
50 0 0 
il 1343 5307 
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Table 22. Major contributing operations to constant propagation 
Operation Frequency % of possible 
propagation 
Cat 
i-beam 
Plus" 
Iota (monadic) 
Reshape 
Roll 
947 
341 
333 
216 
208 
104 
40.50 
14.59 
14.24 
9.24 
8.90 
4.45 
Total 2149 91.92 
Table 23. Operations appearing at the root of compile-time composites 
Operation 
Height 1 
Root occurrences 
Height 2 
Root occurrences 
Cat 
i-beam 
Plus 
Iota (monadic) 
Reshape 
Roll 
468 
339 
25 
216 
194 
89 
219 
0 
281 
0 
2 
13 
Total 1331 515 
instances of the concatenation of a label constant with the vector re­
sulting frcsn two labels' concatenation. These 448 concatenations, among 
others, are attributable to the way APL programmers typically express 
conditional branching. 
Due to the dynamic nature of the i-beam and roll operations, a sep­
arate discussion of their proposed recompositions will be presented 
later in this section. Thus, were compile-time propagation of constants 
applied only to the remaining four most common and feasible operations, 
3443 run-time operations (composed of 2064 stackings of constants and 
1379 other operations) could be replaced, after recomposition, by 901 
run-time stacking operations. The distribution of operations for these 
most feasible propagated constant composites is given in Table 24. Over 
the entire sample, this would yield a reduction by 2.6% in the size of 
the executable object code. 
From the data in Table 24, it can be determined that a typical com­
posite of the form shown in Figure 5 contains 3.82 operations, each hav­
ing 1.76 operands. Such a typical composite will require in excess of 
88 units of time for execution under the existing, naive, implementation. 
After recomposition, only 2 units of time will be consumed. This gives 
a dramatic execution time improvement of nearly 98%. 
It is now argued that special treatment also yields execution time 
savings for the i-beam and roll operations whoe discussion was previously 
deferred. For roll, it is proposed that its scalar constant (or propa­
gated scalar constant) operand be made an immediate operand. This yields 
benefits similar to those to be described in a later section on constant 
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Table 24. Distribution of operations in feasible composites of con­
stants 
Operations Frequency Product 
2 170 340 
3 474 1422 
4 44 176 
5 112 560 
6 0 0 
7 54 378 
8 0 0 
9 20 180 
10 0 0 
11 16 176 
12 0 0 
13 4 52 
14 0 0 
15 3 45 
16 0 0 
17 1 17 
• * 0 0 
23 1 23 
e • 0 0 
37 2 74 
0 0 
50 0 0 
Total 901 3443 
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scalar operands. In the case of the i-beam operation, it is recognized 
that i-beam is really a family of operations, one of which is typically 
selected at run-time according to the operand. Where the operand is a 
constant (or propagated constant), it is proposed that such selection 
be done at compile-time, again yielding net time savings over multiple 
executions. 
It is thus seen that compile-time propagation of constants, a 
classical code improvement technique, is feasible in the context of par­
tial recomposition in an APL environment. Potentially large time savings 
are attainable at a maximum cost of small, bounded, amounts of storage 
for the propagated constants themselves. Attendant improvements in stor­
age requirements for executable code are additionally realized. 
Shape 
There are 2653 occurrences of the shape operation in the present 
sample. A total of six complete height one composites account for 91.1% 
of occurrences of shape, as shown in Table 25. Roeder (30), in a com­
panion project, is presently working on a compile-time flow analysis of 
APL source programs. His results may permit many of these and other 
composite operations involving structure to be done by deducing, at com­
pile-time, the shapes of the corresponding operands. 
For example, Roeder finds that 41% of the shapes of variables may 
be deduced at compile-time. According to Table 25, this would affect 
996 + 547 + 279 = 1822 (68.6%) occurrences of shape. Statistically 
speaking, 41% x 68.6% = 23.1% of all shape operations can thus be 
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Table 25. Major composites involving shape 
Composite Frequency % of occurrences 
of shape 
Shape of local variable 996 37.54 
Shape of assignment 547 20.62 
Shape of shape 290 10.93 
Shape of nonlocal variable 279 10.51 
Shape of explicit output 189 7.12 
Shape of ravel 116 4.37 
Total 2417 91.09 
expected to be determinable at compile-time, with attendant benefits as 
set forth in the previous section. Perhaps the shape of some of the 
explicit outputs might also be determinable at compile-time, increasing 
further the applicability of Roeder's work in the present context. 
Shape of shape is clearly recognizable as a composite rank (dimen­
sionality) operation, while shape of ravel corresponds to a composite 
size operation. Recomposition of both of these composites is proposed. 
Tables 26 and 27 present the models of shape and ravel operations used 
to demonstrate time savings due to such recomposition. It should be 
noted that the underlying model here represented is not based on ISU^APL, 
but rather on the simpler technique of keeping a dope vector and its 
data vector in adjacent storage. 
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Table 26. Execution time model for shape 
Units of 
time 
Purpose 
1 fetch the instruction 
1 pop the operand from the run-time stack 
1 determine size of result 
10 allocate storage for result 
d^ copy operand into result storage area 
4 deallocate operand storage 
1 push result onto the run-time stack 
18 + d® Total time required 
^here d is the dimensionality of the operand. 
Table 27. Execution time model for ravel 
Units of 
time 
Purpose 
1 fetch the instruction 
1 pop the operand from the run-time stack 
1 determine size of result 
10 allocate storage for result 
a 
s copy operand into result storage area 
4 deallocate operand storage 
1 push result onto the run-time stack 
18 + s® Total time required 
^Where s is the size of the operand. 
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Table 28 compares the execution time of the size composite with 
that of its proposed recomposition, while Table 29 performs a similar 
function with respect to the rank composite. In both cases, recomposi­
tion yields constant execution time roughly one-third the time required 
for the naive implementation. This is really too modest a statement of 
the size composite's time improvement, for it presumes that the size of 
the operand is small. Greater improvements in time performance are 
realizable as the operand's size increases. 
Table 28. Naive vs. recomposed rank execution times 
Units of time 
Naive Recomposed Purpose 
2 1 fetch the instruction(s) 
2 1 pop the operand(s) from the run-time stack 
2 0 determine size of results 
20 10 allocate storage for result(s) 
1+d^ 1 copy operand(s) into result storage area(s) 
10 - free storage for intermediate shape 
4 4 deallocate operand storage 
2 1 push result(s) onto the run-time stack 
434-d^ 18 Total time required 
^Where d is the dimensionality (rank) of the operand. 
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Table 29. Naive vs. recomposed size execution times 
Units of time 
Naive Recomposed Purpose 
2 1 fetch the instruction(s) 
2 1 pop the operand(s) from the run-time stack 
2 0 determine size of results 
20 10 allocate storage for result(s) 
1+s^ 1 copy operand(s) into result storage area(s) 
10 - free storage for intermediate ravel 
4 4 deallocate operand storage 
2 1 push result(s) onto the run-time stack 
43+8* 18 Total time required 
^Where s is the size of the operand. 
Table 30 lists all operands of the size composite found in the 
present sample, while Table 31 presents similar data for the rank compos­
ite. Roeder (30) has found that 67% of the ranks of variables may be 
determined via static analysis at compile-time. According to Table 31, 
this would affect 107 + 78 + 26 + 7 = 218 (75.1%) occurrences of the 
rank composite and implies, from a statistical viewpoint once more, that 
67% X 75.1% = 50.3% of all such occurrences can be determined at ctsnpile-
time. Again, the benefits shown in the previous section apply. 
It is further observed that space savings, too, result from these 
recompositions. Savings of 50% are achieved in object code size, while 
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Table 30. Operands of the size canposite 
Operation Frequency Percentage 
Local 64 55.2 
Nonlocal 23 19.8 
Assign 18 15.5 
Index 8 6.9 
Cat 2 1.7 
Outdex 1 0.9 
Total 116 100.0 
Table 31. Operands of the rank composite 
Operation Frequency Percentage 
Assign 107 36.9 
Local 78 26.9 
Shape 44 15.2 
Index 26 9.0 
Exp out 23 7.9 
Nonlocal 7 2.4 
Cat 4 1.4 
Plus 1 0.3 
Total 290 100.0 
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other gains result from the avoidance of intermediate result storage. 
Thus, size and rank recompositions are seen to be effective in terms of 
both time and space requirements. 
A language feature common to low-level languages is the capability to 
incorporate an operand and an operation within a single instruction. This 
capability, known as an immediate operand, may be regarded in a stack 
machine environment as a recomposition of two operations which stack an 
operand and then operate upon it. This is illustrated in Figure 6. An 
investigation was undertaken to determine the applicability to APL of 
such a class of recompositions. 
Due to limitations on the length of instructions, this investiga­
tion was limited to a treatment of boolean scalar, integer scalar, and 
label constants. Tables 32a, 32b, 33a and 33b present the results of 
this study, showing the frequencies with which these constant operands 
appeared with the various APL operations. In particular. Tables 32a and 
32b deal with commutative dyadic operations and Tables 33a and 33b with 
nonccaanutative dyadic APL operations. It is seen that 4614 (52.9%) of 
the 8672 instances of commutative dyadic operations and 6226 (41.4%) of 
Constant Scalar Operands 
. plus 
/\ 
i seal ! \ local 
plus (i seal) 
\ local 
Figure 6. An "immediate" recomposition 
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Table 32a, Constant left operands with commutative dyadic operations 
Operation b seal i seal Label Total Frequency % 
Plus 518 760 145 1423 3233 44.01 
Times 473 439 378 1290 2490 51.81 
Equals 368 125 0 493 2001 24.64 
Not equals 164 97 0 261 718 36.35 
Max 39 11 0 50 160 31.25 
Min 6 17 0 23 70 32.86 
Totals 1568 1449 523 3540 8672 
Table 32b. Constant right operands with commutative dyadic operations 
Operation b seal i seal Label Total Frequency % 
Plus 523 29 0 552 3233 17.07 
Equals 203 215 3 421 2001 21.04 
Not equals 79 14 2 95 718 13.23 
Times 1 14 7 22 2490 
00 00 
Max 3 1 0 4 160 2.50 
Min 3 1 0 4 70 5.71 
Totals 812 274 12 1098 8672 
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Table 33a. Constant left operands with nonconmiutative dyadic operations 
Operation b seal i seal Label Total Frequency % 
Cat 335 393 713 1441 5214 27 .64 
Take 457 170 0 627 991 63 .27 
Reshap 363 240 0 603 1639 36 .79 
Drop 147 70 0 217 533 40 .71 
Minus 60 131 18 209 1103 18 .95 
Mod 7 134 1 142 249 57 .03 
Power 0 129 1 130 338 38 .46 
Less 60 30 3 93 391 23 .79 
Greatr 30 27 0 57 251 22 .71 
Les eq 24 30 0 54 191 28 .27 
Decode 5 46 0 51 76 67 .11 
Log 0 48 0 48 53 90 .57 
Grt eq 9 36 0 45 273 16 .48 
Circle 24 20 0 44 44 .00 
Rotate 25 13 0 38 122 31 .15 
Divide 11 17 0 28 504 5 .56 
Cmprs 19 0 0 19 2415 .79 
Member 6 5 0 11 267 4 .12 
Deal 0 7 0 7 15 46 .67 
Expand 5 0 0 5 86 5 .81 
Iota 0 0 0 0 299 .00 
Totals 1587 1546 736 3869 15054 
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Table 33b. Constant right operands with noncommutative dyadic operations 
Operation b seal i seal Label Total Frequency % 
Cmprs 84 124 821 1029 2415 42 .61 
Cat 173 120 349 642 5214 12 .31 
Reshap 179 115 48 342 1639 20 .87 
Minus 265 51 1 317 1103 28 .74 
Divide 0 156 0 156 504 30 .95 
Power 0 94 0 94 338 27 .81 
Iota 78 4 0 82 299 27 
CM 
Less 63 16 0 79 391 20 .20 
Greatr 32 26 0 58 251 23 .11 
Les eq 39 14 0 53 191 27 .75 
Grt eq 24 13 0 37 273 13 .55 
Decode 9 0 0 9 76 11 .84 
Deal 0 6 0 6 15 40 .00 
Take 1 2 0 3 991 .30 
Mod 0 3 0 3 249 1 .20 
Drop 0 0 0 0 533 b
 
o
 
Member 0 0 0 0 267 .00 
Rotate 0 0 0 0 122 .00 
Expand 0 0 0 0 86 .00 
Log 0 0 0 0 53 .00 
Circle 0 0 0 0 44 .00 
Totals 947 744 1219 2910 15054 
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the 15,054 instances of the nonconnnutative operations involve constant 
operands of the types here studied. 
Expected time savings due to recomposition of these dyadic scalar 
constant operand composites are modeled as shown in Table 34. In partic­
ular, three units of time are expected to be saved per execution of such 
a composite. Further, space savings also exist at the rate of 50% per 
composite, for one (recomposed) operation takes the place of the operand 
stack and the operation, assuming the underlying machine uses fixed-
length instructions. 
Table 34. Naive vs. recomposed immediate execution times 
Units of time 
Naive Recomposed Purpose 
2 1 fetch the instruction(s) 
2 1 pop the operand(s) from the run-time stack 
10 10 allocate storage for result 
t t perform operation-specific manipulations 
4 4 deallocate operand storage 
2 1 push result(s) onto the run-time stack 
20+t 17+t Total time required 
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Based on Tables 33a and 33b, it is proposed that left constant 
scalar operands be recomposed as immediate operands to the concatenaticm, 
reshape, and take operations. Similarly, right constant scalar operands 
are proposed to be recomposed as immediate operands to the compress, con­
catenate, reshape, and minus operations. These seven proposals will in­
volve 4483 (39.27%) of the 11,417 boolean scalar, integer scalar, and 
label constant operands used with dyadic operations in APL. This figure 
takes into account the overlaps shown in Table 35. 
In the case of commutative dyadic operations (shown in Tables 32a 
and 32b), immediate operands are proposed for the left operands of plus, 
times, and equals operations. It is intended that advantage be taken of 
the commutativity of these operations in order to interchange left and 
right operands when the right operand is a constant appropriate for sim­
ilar recomposition. These proposals involve an additional 4177 (36.59%) 
of the relevant APL constants, again taking into account the overlaps 
shown in Table 35. 
Together, the above two sets of proposals will affect 8650 (75.76%) 
of APL boolean, integer, and label constants. The particular recommen­
dations made above were based on two factors: the frequency of occur­
rence of the operations themselves, and the frequency of occurrence of 
appropriate scalar constants per operation. Expansion of these proposals 
to other operations is certainly feasible, and will yield improvements 
generally proportional to the frequencies shown in Tables 32a, 32b, 33a, 
33b, and 35. 
Better, more specialized, recompositions are also possible in 
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conjunction with some scalar operands, particularly boolean scalars. 
For example, numerous contemporary low-level programming languages in­
clude a special increment operation equivalent to the imnediate addition 
of one. Implementation of this special operation was undoubtedly moti­
vated by an observed high usage of the corresponding composite. The APL 
environment, too, might benefit from such a recomposition: 1041 of the 
3233 plus operations in the sample have a boolean scalar operand. In 
those cases in which the particular operand is "1", a plus-one (incre­
ment) recomposition is in order. This is of particular benefit for stack 
machines with variable-length instructions (ISU/APL has fixed-length 
instructions). Since no operand identification is needed, a shorter in­
struction length is possible, leading to gains in space efficiency. 
Another specialized recomposition may be called for in some of the 
473 cases in which a boolean scalar appears as a multiplication's left 
operand. If this left operand is "1", the multiplication is unnecessary 
as it is merely an identity operation. If the left operand is zero, 
the multiplication may still be unnecessary: Consider, for example, a 
branch to the product of such an operation. In this context, the stack 
can merely be popped and an immediate return made from the function. 
Although the present measurements do not differentiate between occur­
rences of zero and one, it is surmised that the bulk of the 104 boolean 
scalars used in this connection is constituted of zeroes, and so repre­
sent an attempt to combine ("glue") two statements onto a single line. 
The relatively low frequency of occurrence of this composite makes ques­
tionable the wisdom of attempting such a recomposition. 
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Branch 
There are 3732 instances of branching in the present sample. The 
targets of these branch instructions tended to be the results of a very 
few distinct operations (shown in Table 36). This concentration makes 
branching a particularly fruitful source of optimizing recompositions. 
For purposes of demonstrating time savings due to such recompositions, 
the execution time model of branching is shown in Table 37. 
The most frequently used branching target was found to be the re­
sult of a compression operation. In all, 1649 instances of this compos­
ite were found, representing 44.9% of all branching. In the context of 
branching, it is wasteful to permit a compress operation to generate an 
entire vector, for all but the first element of the structure will be 
ignored by the branch. This observation strongly suggests that a some­
what different algorithm might be employed in support of such a composite. 
In particular, rather than permit the compress operation to complete 
normal execution, it suffices to identify the position of its left oper­
and's leftmost "1" and then use that position as a subscript into the 
right operand. The result of this implied outdexing operation will be 
the ultimate branch target. 
Figure 7 illustrates the form of this proposed branch-compress re-
composition. Object code space requirements are seen to be decreased 
by 25% per occurrence. The execution time model of compression is shown 
in Table 38, while Table 39 compares the execution times of the current 
and proposed implementations. For a right operand of modest size, say 
a vector of size ten, the recomposition's execution time is seen to be 
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Table 36. Predominant branching targets 
Operation Frequency % of branching 
targets 
Compress 1649 44.9 
Scalar constant 771 20.7 
Multiplication 572 15.3 
Concatenation 238 6.4 
Addition 208 5.5 
Totals 3438 92.1 
Table 37. Execution time model for branch 
Units of 
time 
Purpose 
1 fetch the instruction 
1 pop the operand from the run-time stack 
2 copy the operand to the program counter 
4 deallocate operand storage 
8 Total time required 
branch-compress 
Figure 7. Branch-compress composite (with arbitrary operands) and its 
proposed recomposition 
. branch 
I 
] compress 
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Table 38. Execution time model for compression 
Units of 
time 
Purpose 
1 fetch the instruction 
2 pop the operands frcsn the run-time stack 
10 allocate storage for result 
(1.5)8* copy elements of right operand according to left operand 
8 deallocate operand storage 
1 push result onto the run-time stack 
22+(1.5)8^ Total time required 
^Where s is the size of the operand. 
Table 39. Naive vs. recomposed branch-compress execution times 
Units 
Naive 
of time 
Recomposed Purpose 
2 1 fetch the instruction 
3 2 pop the operands from the run-time stack 
10 - allocate storage for compressed vector 
(1.5)s* - copy selected right operand components 
8 8 deallocate operand storage 
1 - push compressed vector onto the run-time 
stack 
1 (.5)s* find branch argument 
10 - deallocate storage for compressed vector 
2 2 copy to program counter 
37+(l,5)s® 13+(.5)s® Total time required 
^Where s is the size of the right operand. 
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23% of that of the naive implementation. 
Even greater savings are possible in 1168 of the 1649 instances of 
branching to a compression's result. In these cases, the left operand 
of the compression is formed by application of a relational operator, 
most often (731 occurrences) equals. It is unnecessary, however, to 
allow the relational to do more than produce the first (leftmost) one 
of its result, for nothing else is required in the composite. After the 
position of this one has been determined, branching by selection as dis­
cussed above is possible. Figure 8 illustrates the form of this proposed 
extended recomposition. Recomposed object code space requirements are 
seen to be 33% of those of the naive implementation. The execution time 
model used for relational operations is found in Table 40, while Table 
41 canpares the execution times of the current and proposed implementa­
tions of this branch-compress(rel) composite. Again assuming a right 
vector operand of size ten, recomposition gives execution time 17% of 
that otherwise needed. 
. branch . branch-compress-r(rel) 
i 
'. compress . I \ 
A B C  
rel . \ C 
/ \ 
A ./ \ B 
Figure 8. Branch-compress relational composite (with arbitrary 
operands) and its proposed recomposition 
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Table 40. Execution time model for a relational operation 
Units of 
time Purpose 
1 fetch the instruction 
2 pop the operands frcsn the run-time stack 
10 alloceta storage for result 
4s^ perform relational operation 
8 deallocate operand storage 
1 push result onto the run-time stack 
22+4s^ Total time required 
^Where s is the size of the operand. 
Table 41. Naive vs. recomposed branch-compress-relational execution 
Units of time 
Naive Recomposed Purpose 
3 1 fetch the instruction 
5 3 pop the operands from the run-time stack 
20 - allocate storage for result of relational 
and ccmpressed vector 
4s^ - perform relational operation 
1 (1.5)s^ determine leftmost one in relational's result 
(1.5)s^ - copy selected right operand components 
2 - push intermediate results onto the run-time 
stack 
20 - deallocate storage for intermediate results 
12 12 deallocate operand storage 
2 2 copy to program counter 
65+(5.5)s^ 18+(1.5)s^ Total time required 
^Where s is the size of the right operand 
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Of the remaining 2083 branch operations not employing compression 
as their target, 771 (20.7%) branch operations had a scalar or label con­
stant as their target. By making such a constant an immediate operand 
in this ccsnposite, 771 stacking operations may be eliminated. Table 42 
compares the execution times of this composite with that of its proposed 
recomposition. It is seen that time savings of 50% per occurrence accrue 
due to this recomposition. Space savings in object code size are also 
50%. 
Times is used as a branch target in 572 (15.3%) cases. Of these, 
278 have the form of a branch to the product (times operation) of a label 
constant and the result of an integers (monadic iota) operation. This, 
too, is a composite operation worthy of special implementation via re-
composition. Since the target of the iota operation is most commonly 
the result of a relational, this composite is a common method of express­
ing conditional branching in A PL. Figure 9 illustrates the form of the 
proposed composite. Table 43 compares the execution time of the current 
versus the proposed implementation. It is seen that time savings approx­
imating 90% are achievable by this recomposition. Space savings of 60% 
are simultaneously achieved. 
Finally are considered 238 (6.4%) branch targets formed by con­
catenation, a practice largely attributable to programmers' desires to 
combine two APL statements on a single line. In most (174) of these 
cases, the concatenation operation is wasted, since a branch to a vector 
(the typical result of a concatenation in this composite) ignores all 
but the first component of the vector. Thus, unless the left operand of 
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Table 42. Naive vs. recomposed branch-immediate execution times 
Units of time 
Naive decomposed Purpose 
2 1 fetch the instruction 
1 - pop the operand from the run-time stack 
1 - push onto the run-time stack 
2 2 copy to program counter 
6 3 Total time required 
Table 43. Naive vs. recomposed conditional branch immediate execution 
times 
Units of time 
Naive Recomposed Purpose 
4 1 fetch the instruction 
4 1 pop the operands frcsn the run-time stack 
20 - allocate storage for intermediate multiply 
3 - push intermediate results onto run-time stack 
4s® 
- multiplication 
20 - deallocation for intermediate results 
- 1 test operand against 0 
2 3 copy to program counter 
4 4 deallocate operand storage 
5744s® 10 Total time required 
^Where s is the size of the right operand. 
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. branch 
I 
I 
I times 
/ \ 
label / \ iota 
! 
Î X 
Figure 9. Conditional branch immediate composite and its 
proposed recomposition 
the concatenation is potentially a null vector, the concatenation itself 
may be elided. This is, in some sense, the simplest of all possible re-
compositions, for it simply ignores one of its operands as useless! 
Figure 10 illustrates the form of this proposed recomposition, while 
Table 44 models the execution time requirements of the current and pro­
posed implementations. Again, time savings are gained via the recomposed 
implementation and are seen to approximate 80%. Space savings of 50% are 
simultaneously obtained. 
. y . branch 
I 
I X 
Figure 10. Branch-concatenate composite and its proposed 
recomposition, for use where the left operand 
of the concatenation is known to be nonempty 
. branch conditional (label) 
i 
e X 
J branch 
I 
I  cat 
/ \  
/ \ , 
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Table 44. Naive vs. recomposed branch-concatenate execution times 
Units 
Naive 
of time 
Recomposed Purpose 
2 1 fetch the instruction 
3 2 pop the operands from the run-time stack 
10 - allocate storage for intermediate concatena­
tion 
2s^ - concatenate 
1 - push result onto the run-time stack 
10 - free storage for intermediate concatenation 
2 4 copy to program counter 
8 8 deallocate operand storage 
36+2s® 15 Total time required 
^Where s is the size of the right operand. 
To place into perspective, on a sample-wide basis, the time savings 
attainable via the branching reccmpositions recommended above, it was con­
servatively assumed that each branch would be executed only once. When 
all branching was taken into account, including those which do not bene­
fit from recomposition, a time improvement of 43.6% was computed. Aver­
age benefit due to recomposition, however, was computed to be a remark­
able 73.25%. 
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Compress 
Of the 2415 occurrences of the compress operation, 1482 (61.4%) 
employ the result of a relational operation as their left operand, as 
shown in Table 45. A substantial number (1649) of these compressions, 
however, occur in the context of branching, and so have already been 
discussed in the previous section. In particular, 1168 compressions 
employed a relational operation to form the compression's left operand 
in that context, and were dealt with by proposing an extended recomposi­
tion, branch-compress-r(rel). Accordingly, while significant savings 
do accrue due to the reccanposition recommended in this section, its 
global impact is lessened due to its overlap with other recompositions. 
There remain, therefore, 1482 - 1168 = 314 compress operations with 
relationals as left operands, 875 - 731 = 144 of which relationals are 
equals. These observations give rise to a proposal for a compress-r(rel) 
recomposition. 
Figure 11 illustrates this form of the proposed recomposition. 
Table 46 compares the execution time efficiency of the compress-r(rel) 
composite with that of its proposed implementation via recomposition. 
(The execution time model of cœapression was previously shown in Table 
38, while the comparable model for a relational operation was presented 
in Table 40.) It is seen that this proposed recompositions yields time 
savings on the order of 50% with attendant savings in object code size 
of 20%. 
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Table 45. Predominant left operands of compression 
Operation Frequency % of ccanpression 
Equals 875^ 36.23 
Not equals 282 11.67 
Cat 195 8.07 
Less 115 4.76 
Local 97 4.01 
Nonlocal 93 3.85 
Grt eq 91 3.76 
Not 91 3.76 
Greater 77 3.18 
Signum 71 2.93 
Less eq 42 1.73 
Total 2029 83.95 
^The corresponding figure for the remaining five relational opera­
tions combined is 607 (25.10%). 
. compress . compress (rel) 
/\ /;\ 
rel / \ C / \ \ 
A B C  
A \ B 
Figure 11. Compress-relational composite (with arbitrary operands) 
and its proposed recomposition 
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Table 46. Naive vs. recomposed compress-r(rel) execution, times 
Units 
Naive 
of time 
Recomposed Purpose 
2 1 fetch the instruction 
4 3 pop the operands from the run-time stack 
10 - allocate storage for intermediate result 
10 - deallocate storage for intermediate result 
10 10 allocate storage for result 
10 10 deallocate excess storage 
4 s* 4s* perform relational operation 
1 - push intermediate result onto the run-time 
stack 
(1.5)s* (0.5)s* copy selected components 
12 12 deallocate operand storage 
1 1 push result onto the run-time stack 
60+(5.5)s® 37+(4.5)s* Total time required 
®Where s is the size of the left and right operand. 
N-ary Output 
Within the context of output operations, it is not unreasonable to 
expect to find a substantial number of concatenation operations, typi­
cally used in order to form longer output lines. The present data have 
borne out this expectation. In particular, 1094 (21.0%) of all concate­
nations were found to occur in expressions appearing as operands of out­
put operations. 
It was realized that typical operating systems will buffer all items 
to be output whether or not such items constitute full lines. The use 
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by APL of concatenation to form a complete line before requesting out­
put service from the operating system is thus tantamount to buffering the 
line an extra time. By creating a new operation which is, in essence, 
an n-ary output instruction, the extra buffering is avoided. Accord­
ingly, it is proposed to allow the operating system to form and buffer 
the line rather than to duplicate this effort via the language's facil­
ities. 
Figure 12 shows the form of the proposed recomposition. Table 47 
compares the execution time requirements of the current and proposed im­
plementations for the case of a single concatenation having two operands. 
(See Table 18 for the execution time model of simple concatenation.) 
For operands of size ten, it is seen that time savings of 71% result. 
This result is perhaps overly optimistic, for the overhead associated 
with multiple calls upon the operating system does not appear in the 
model. It is felt, however, that only a truly ponderous operating sys­
tem could significantly detract from the resulting gain. In any event, 
space savings also result, both in tenas of object code and in terms of 
intermediate storage requirements. 
. output (3) 
/T\ 
x y z 
Figure 12. Typical output-concatenation composite (with 
arbitrary operands) and its proposed 3-ary 
recomposition 
. output 
/\ 
! \ cat 
/ \ 
/ \ 
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Table 47. Naive vs. recomposed 2-ary output execution times 
Units 
Naive 
of time 
Recomposed Purpose 
2 1 fetch the instruction 
3 2 pop the operands from the run-time stack 
2 0 determine size of result 
10 0 allocate storage for result 
2s® a s copy operands into result storage area 
10 0 deallocate storage for intermediate results 
8 8 deallocate operand storage 
2 1 push result onto the run-time stack 
37+2s^ 12+s* Total time required 
^Where s is the size of the operand(s). 
It should be noted that an n-ary output operation (using the semi­
colon notation) exists in APL for the purpose of mixing numeric and 
character data on the same output line. A new feature, the format oper­
ation, provides a more general facility for mixing numeric and character 
data on the same output line when used in conjunction with concatenation. 
Table 48 shows the predominant operands of monadic format found in the 
present sample. Finally, Table 49 gives the distribution of operands 
implicitly output via the semicolon notation. 
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Table 48. Predcaninant targets of monadic format 
Operation Frequency % of fint 1 
Local 222 41.2 
Outdex 100 18.6 
Nonlocal 52 9.6 
Assign 33 6.1 
Total 407 75.5 
Table 49. Distribution of number of operands of implicit output 
Number of 
operands 
Frequency % of imp out 
1 3461 87.8 
2 141 3.6 
3 154 3.9 
4 109 2.8 
5 39 1.0 
6 24 0.6 
7 5 0.1 
8 5 0.1 
9 3 0.1 
10 0 0.0 
11 . 2 0.1 
Total 3943 100.1 
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Composite Scalar Operations 
One final source of potential ccanposite operations was investigated. 
Scalar operations, it was recognized, do not deal with the structure of 
the objects operated upon, but rather merely with their constituent 
values. Since there is substantial overhead in storage management and 
loop control, it was sought to determine whether there exist frequently-
occurring composites of scalar operations acting on array data such as 
are exemplified in Figure 13. 
. plus 
/ \ 
/ \ times 
y z 
Figure 13. Typical scalar operation composite (with arbitrary 
operands) and its proposed recomposition 
Analysis showed that there were 2378 composites of two or more 
scalar operations. This is .21 per line of APL. On the average, each 
such composite consisted of 3.04 scalar operations. Thus, once in every 
five lines of AEL can a portion of the parse tree be expected to consist 
of roughly 3 connected scalar operations. Since there averages 1.24 
scalar operations per line, 6.20 scalar operations are expected every 
five lines. Of these 6.20, then, nearly half may be expected to occur 
as part of a scalar composite. Table 50 gives the complete frequency 
distribution of scalar operation composites. 
. scalar (plus, times) 
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Table 50. Distribution of operations in composites of connected scalar 
operations 
Number of Frequency Product 
operations 
1 6752 6752 
2 1347 2694 
3 484 1452 
4 227 908 
5 131 655 
6 63 378 
7 49 343 
8 29 232 
9 8 72 
10 12 120 
11 8 88 
12 5 60 
13 7 91 
14 3 42 
15 1 15 
16 2 32 
17 1 17 
• • • 0 0 
25 1 25 
• • • 
0 0 
50 0 0 
Total 9130 13976 
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Since there are 13,976 occurrences of scalar operations in the 
sample, and since nearly half occur as part of a composite of scalar 
operations, it appears that reccsnposition as discussed above is worth 
pursuing. Further investigation, however, is needed to determine the 
types of the operands involved in such composites. If most of these com­
posites deal merely with scalar data, time and space savings are negli­
gible. If array data, however, are frequently used in these composites, 
the savings could be substantial. 
As a specific example of such a scalar operation composite, it was 
noted that in 572 instances of plus, the right operand is the result of 
a times. A plus-times reccsnposition thus seems feasible, for it would 
affect 17.7% of all plus and 23.0% of all times operations. Table 51 
compares the time requirements of this ccanposite under the naive and re-
ccsnposed implementations, assuming both operands are of array type. Re-
composition is seen to yield time improvement of nearly 35% for vector 
operands of size ten. Greater savings are, however, predicted as the 
size of the operands increases. Further gains are envisioned for com­
posites of greater height: A typical height three composite of scalar 
operations yielded a 43% improvement in time. 
Some work done by Roeder (30) is relevant to estimate the impact of 
such recompositions. He has attempted to determine via static analysis 
the data types of APL identifiers. His preliminary results give the 
following approximate breakdown of variables: 21% scalar, 46% nonscalar, 
and 33% unknown (at compile time) rank. The relationship of variables 
to scalar operations is unknown. If, however, it is assumed that Roeder's 
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Table 51. Naive vs. recomposed plus-times composite execution times 
on vector data 
Units 
Naive 
of time 
Recomposed Purpose 
2 1 fetch the instruction 
4 3 pop the operands from the run-time stack 
10 - allocate storage for intermediate times 
10 10 allocate storage for result 
4+4s* 2+2s® looping overhead 
5s® 5s® perform plus and times operations 
1 
10 
push intermediate result onto the run-time 
stack 
deallocate storage for intermediate times 
12 12 deallocate operand storage 
1 1 push result onto the run-time stack 
54+9s® 29+7s® Total time required 
^Where s is the size of the vector operands. 
approximate 2:1 ratio of array to scalar variables holds for all oper­
ands to composite scalar operations, a 27% improvement in execution time 
is expected on a sample-wide basis. 
Impact of Results on Execution Time 
The time improvements due to the eight recommendations for recompo­
sitions made in this chapter are summarized in Table 52. Gains in time 
efficiency are seen to range from 20 to 98%, depending on the specific 
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Table 52. Summary of benefits of recommended recompositions 
_ 4 4. 1 Estimated time Composite class . _ 
improvement (%) 
Propagation of constants 98 
Branching 7 3 
n-ary output 71 
Compression 50 
Scalar operations 35-53 
Shape 33 
n-ary concatenation 25 
Scalar constants 20 
recomposition. An assessment of the cumulative effect of these recompo­
sitions on a sample-wide basis was made, based on several assumptions. 
It was first assumed that the static profile on which all measure­
ments were based is a reasonably accurate predictor of corresponding 
dynamic profiles. This assumption is strongly supported by Bingham's 
conclusion that "The dynamic data on APL function usage complements the 
static data. The correspondence between the results from the two methods 
of data collection suggest that the static data adequately represents 
the dynamic data as a guide for design decisions" (45, p. 86). Second, 
Boeder's reported 2:1 ratio of array to scalar data was assumed and all 
arrays were taken to be vectors of length ten. Finally, the execution 
models shown in Tables 18, 26, 37, 38, and 40 were employed, as were 
their counterparts for all remaining operations not explicitly discussed. 
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Calculation of the overall net improvement was performed in several 
steps. First, timing estimates were obtained for each frequently-used 
operation not occurring in any recommended reccanposition. These timings 
were weighted by their operations' frequency of occurrence and then 
summed. This process, summarized in Table 53, gave 431,115 as the ex­
pected execution time for these operations which do not benefit from re­
compositions recommended herein. 
Two similar calculations were performed with respect to the remain­
ing operations. One analysis was performed to determine the expected 
execution time under naive implementation, while the other took advan­
tage of all recommended recompositions to determine a ccanparable figure. 
These computations, summarized in Tables 54 and 55, yielded totals of 
1,800,536 and 1,425,340, respectively. This latter figure does take 
overlapping composites into account, but does so in a fairly crude way. 
From the three summary figures shown above, it was determined that 
where recomposition is applicable, an improvement of 20.8% may be ex­
pected. On a sample-wide basis, including those portions of the sample 
which do not benefit from recomposition, the overall time efficiency im­
provement is still a respectable 16.8%. This figure, then represents 
verification of Strawn's theory of recomposition in the context of APL. 
Summary 
This chapter has detailed a specific methodology for the investi­
gation of potential savings in the execution of APL programs. Operating 
under a specific theory, namely Strawn's partial recomposition 
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Table 53. Timing estimates for operations appearing in no composite 
Operation Frequency Time Product 
Stack local 12311 2 24622 
Assign 7532 2 15064 
Stack nonlocal 5901 2 11802 
Stack char vect 4797 2 9594 
Outdex 3248 17 55046 
Reduce 1231 53 65243 
Stack int vect 1018 2 2036 
Stack x-sect 899 3 2697 
Stack char 820 2 1640 
Monadic user fctn 656 3 1968 
Index 583 17 9911 
Monadic format 539 32 17248 
Drop 533 29 15457 
Dyadic user fctn 516 3 1548 
Quad input 465 37 17205 
Stack real 436 2 872 
Exp out 393 50 19650 
Quote-quad input 339 12 4068 
Iota 299 26 7774 
Member 267 26 6942 
Outer product 226 422 95372 
Mladic user fctn 209 3 627 
Stack boolean vect 119 3 357 
Inner prod 113 98 11074 
Reduce (bracketed) 64 58 3712 
Others 986 30 29580 
Total 431115 
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Table 54. Timing estimates for operations appearing in one or more 
composites 
Operation Frequency Time Product 
Stack boolean 6772 2 13544 
Stack integer 5826 2 11652 
Stack label 3101 2 6202 
Concatenate 5214 45 234630 
Implicit output 3943 50 197150 
Branch 3732 8 29856 
Relational 3825 30 114750 
Scalar 9884 91 902739 
Shape 2653 19 58607 
Compress 2415 37 89355 
Reshape 1639 13 21307 
Integers 1556 32 49792 
Take 991 29 29639 
Ravel 651 28 15828 
i-beam 395 30 11850 
Roll 147 35 5145 
Others 283 30 8490 
Total 1800536 
methodology, investigation has been undertaken to demonstrate its applic­
ability in the present context. Based upon measurements of the fre­
quencies with which each operation appears and of the frequencies of 
the composites within which each operation appears, specific proposals 
have been made which demonstrate the feasibility of this approach. 
It has been shown that the specific recommendations, if implemented 
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Table 55. Timing estimates for recomposed composite operations 
Operation Frequency Time Produc t 
Composite scalar 2378 
2218 
158 
248 
375724 
520229 
Branch 796 
1030 
619 
771 
278 
238 
8 
26 
18 
3 
10 
14 
6368 
26780 
11142 
2313 
2780 
3332 
Compress 314 
933 
82 
37 
25748 
34521 
n-ary output 1094 
3100 
18 
50 
19692 
155000 
Shape 1957 
696 
19 
18 
37183 
12528 
Stacking 6000 12000 
Concatenate 2000 45 90000 
Other 3000 30 90000 
Total 1425340 
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under the stated models and assumptions, will significantly improve the 
execution time of APL programs. These results were summarized, per 
recomposition, in Table 52 and wer<=! calculated in the previous section 
to yield a 16.8% improvement in execution time over the entire sample. 
Gains in space efficiency of resulting programs have also been noted 
throughout this chapter. 
Finally, questions on compile-time versus execution-time trade-offs 
have been raised, with results highly favorable to partial recomposi­
tion. These and other opportunities for furthering this work are dis­
cussed in the next chapter. 
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CHAPTER V. CONCLUSION 
Overview 
This dissertation has been chiefly concerned with the general topic 
of code optimization. Operating within a general structured program­
ming framework, motivation for a disciplined methodology for enhancing 
execution performance of programs has been provided, and Strawn's "par­
tial recomposition" proposal set forth (1). Evaluati n of this proposal 
has been a central motivating factor in this work. 
In order to begin such an evaluation, a particular framework, namely 
the APL language, was chosen. Justification for this selection has been 
provided by adopting the point of view that a programming language's 
built-in operations provide an operation cluster for the language's built-
in data structures. In particular, APL was deemed singularly appropri­
ate because of its exceptionally rich set of available operations, each 
geared to operate on a single data structure. 
Since partial recomposition requires knowledge of the particular 
ways in which operations are used, it became necessary to determine how 
the constructs of APL are typically used by programmers. Thus, a corpus 
of APL programs was obtained. By comparing static frequency measure­
ments of these programs with comparable published data, these programs 
were shown to constitute a representative sample of APL programs in 
general. 
The class of measurements used to determine the acceptability of 
the sample programs was subsequently determined to be a special case of 
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a larger class of measurements, herein termed "composites." The entire 
sample of programs was then measured in terms of composites of heights 
one and two. Composites of heights three and greater were measured 
only in several specific contexts (compile-time propagation of constants, 
concatenations, and scalar primitive functions). 
On the basis of these measurements, specific recommendations for 
recomposition of selected composites were made. Operating under given 
models of program execution, such recompositions were shown to have im­
proved execution time efficiency as well as improved space efficiency, 
thus demonstrating the applicability of Strawn's proposal (1), 
The next section of this chapter will provide evaluations of the 
procedures sunmiarized here and of their results. An indication of some 
directions in which such work might proceed in the future concludes this 
dissertation. 
Evaluation 
As a first empirical attempt to validate the appropriateness of 
Strawn's recomposition methodology, it is felt that the results are 
indeed encouraging. The potential execution savings hypothesized by 
Strawn have been shown to exist in the contexts of numerous APL opera­
tions . 
Based upon the high degree of correspondence with previously pub­
lished work, static frequency analysis is concluded to be an acceptable 
method of categorizing the manner in which a programming language is used 
in practice. "The consistency [of usage of a language's constructs] 
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we have observed suggests that other samples . . . would display simi­
lar behavior" (43, p. 48). Other measures (some of which are suggested 
in a later section of this chapter) would doubtless prove to be at least 
equally acceptable. Static analysis, however, does seem to be the place 
to begin. Further, such measures are relatively straightforward to ob­
tain and to interpret. 
The generalization of measures of individual operation frequency 
to measures of somewhat larger contexts (composite operations) appears 
to be a valuable tool in the categorization of the application of a 
language's features. Further, it appears to be a satisfactory way of 
deciding, in the large sense, which composite operations might profit­
ably be recomposed. 
Future Directions 
The work described herein can be pursued in numerous ways. It 
would be interesting, for example, to know whether similar results would 
be obtained had the measurements taken been based on dynamic usage sta­
tistics rather than static usage counts. Although some work in this 
area has been done (45), no analysis as extensive as that performed here 
has been performed on this basis, and certainly not with the same objec­
tives. 
Most certainly, to further the present direction, it would be appro­
priate to implement in the compiler the recommendations made here. Meas­
urements of utilization should be made, or an appropriate model for this 
set forth, to determine to what degree the recommended composites do 
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contribute to increased efficiency in execution. This could also be 
repeated using dynamic frequencies as the base. 
As a third basis for measurement, it would be interesting to use 
static (or dynamic) freqaency counts, weighted by the (relative) speed 
of execution of each of the operations. Just because an operation A oc­
curs more frequently thaa does an operation B does not necessarily imply 
that more execution time is taken up by the totality of As than by the 
totality of Bs. 
It would be appropriate to proceed in the direction of theoretical 
concerns. What are the limitations of composites? What is the maximum 
possible gain achievable via the use of this technique? Does such an 
upper bound, indeed, exist? Further, can the rough guidelines proposed 
herein be sharpened so as to reduce the effort expended in determining 
appropriate composites? Can these guidelines be made sufficiently pre­
cise as to warrant, say, interactive use of composite-searching algo­
rithms? Can, in fact, composites be found mechanically? 
From a pragmatic point of view, what techniques and algorithms can 
be elaborated which will recognize predetermined composites during a 
compiler's parsing phase, rather than during a scan of a postfix expres­
sion string in the form of machine operations? Here, too, there are 
numerous unanswered questions. 
Finally, what impact can flow analysis (30) have on this entire 
approach to optimization? Can the techniques be successfully merged? 
And just how general are these results? 
Work in very-high-level optimization is in its infancy. Many 
interesting challenges lie ahead. 
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APPENDIX A. HEIGHT 0 DATA 
Frequency % Operation Abbreviation 
12311 12.63 stack local variable local 
7532 7,72 assign assign 
6772 6.94 stack boolean scalar constant b seal 
5901 6.05 stack nonlocal variable nonlcl 
5826 5.97 stack integer scalar constant i seal 
5214 5.35 concatenate cat 
4797 4.92 stack character vector constant c vect 
3943 4.04 implicit output im out 
3732 3.83 branch branch 
3248 3.33 outdex outdex 
3233 3.32 plus plus 
3101 3.18 stack label constant label 
2653 2.72 shape shape 
2490 2.55 times times 
2415 2.48 compress cmprs 
2001 2.05 equals equals 
1639 1.68 reshape reshap 
1556 1.60 integers (monadic iota) ints 
1231 1.26 reduce reduce 
1103 1.13 minus minus 
1018 1.04 stack integer vector constant i vect 
991 1.02 take take 
899 
820 
718 
656 
651 
583 
539 
533 
516 
504 
465 
436 
395 
393 
391 
339 
338 
337 
309 
299 
279 
273 
267 
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(Continued) 
7o Operation Abbreviation 
92 cross section X sect 
84 stack character scalar constant c seal 
74 not equals not eq 
67 invoke monadic user function monad 
67 ravel ravel 
60 index index 
55 monadic format fmt 1 
55 drop drop 
53 invoke dyadic user function dyadic 
52 divide divide 
48 quad input q inp 
45 stack real scalar constant r seal 
41 i-beam (system function) i beam 
40 explict output ex out 
40 less than less 
35 quote-quad input qq inp 
35 raise to a power power 
,35 not not 
,32 floor floor 
,31 iota iota 
,29 absolute value abs 
,28 greater than or equals grt eq 
,27 member of member 
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APPENDIX A (Continued) 
Frequency % Operation 
251 .26 greater than 
249 .26 modulus 
226 .23 outer product 
209 .21 invoke niladic user function 
205 .21 and 
199 .20 negate (sign reverse) 
191 .20 less than or equals 
190 .19 reverse 
187 .19 signum 
166 .17 monadic transpose 
160 .16 maximum 
147 .15 roll 
131 .13 or 
122 .13 rotate 
119 .12 stack boolean vector constant 
118 .12 encode 
113 .12 inner product 
90 .09 ceiling 
86 .09 expand 
76 .08 decode 
70 .07 minimum 
64 .07 reduce (bracketed) 
64 .07 grade up 
Abbreviation 
greatr 
mod 
outer 
nilad 
and 
neg 
les eq 
rev 
signum 
tran 1 
max 
roll 
or 
rotate 
b vect 
encode 
inner 
ceil 
expand 
decode 
min 
rduc b 
upgr 
leni 
56 
53 
48 
44 
35 
30 
23 
17 
16 
15 
13 
13 
13 
9 
9 
8 
8 
6 
5 
4 
3 
2 
1 
(Continued) 
7o Operation Abbreviat: 
.06 concatenate (bracketed) cat b 
.05 general logarithm log 
.05 reciprocal recip 
.05 circle circle 
.04 exponential exp 
.03 pi times pi X 
.02 compress (bracketed) cmprsb 
.02 dyadic transpose tran 2 
.02 stack real vector constant r vect 
.02 deal deal 
.01 nor nor 
.01 natural logarithm log e 
.01 gamma/factorial gamma 
.01 reverse (bracketed) rev b 
.01 grade down dngr 
.01 combination comb 
.01 nand nand 
.01 rotate (bracketed) rota b 
.01 matrix inverse matinv 
.00 expand (bracketed) xpandb 
.00 execute xeq 
.00 identity ident 
.00 scan scan 
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APPEIÎDIX A (Continued) 
Frequency % Operation 
0 .00 scan (bracketed) 
0 .00 dyadic format 
0 .00 matrix quotient 
0 .00 grade up (bracketed) 
0 .00 grade down (bracketed) 
97511 100.03 Total Occurrences 
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APPENDIX B. TOP 40 DISTINCT HEIGHT 1 COMPOSITES 
Frequency 
1649 
996 
604 
572 
547 
461 
422 
394 
335 
326 
325 
310 
290 
289 
288 
279 
272 
241 
238 
230 
222 
217 
% 
3.98 
2.40 
1.46 
1.38 
1.32 
1.11 
1.02 
.95 
.81 
.79 
.78 
.75 
.70 
.70 
.69 
.67 
. 66 
.58 
.57 
.55 
.54 
.52 
Root 
branch 
shape 
branch 
branch 
shape 
cat 
plus 
outdex 
cat 
i-beam 
cmprs 
cmprs 
shape 
outdex 
times 
shape 
ints 
ravel 
branch 
outdex 
fmt 1 
times 
Left 
cmprs 
local 
label 
times 
assign 
c vect 
local 
local 
label 
i seal 
equals 
equals 
shape 
local 
label 
nonlcl 
local 
local 
cat 
local 
local 
b seal 
Right 
fmt 1 
b seal 
i seal 
label 
label 
cat 
b seal 
ints 
local 
shape 
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APPENDIX B (Continued) 
Frequency 
208 
207 
201 
200 
189 
188 
181 
170 
168 
161 
142 
135 
128 
125 
124 
122 
119 
117 
% 
.50 
.50 
.49 
.48 
.46 
.45 
.44 
.41 
.41 
.39 
.34 
.33 
.31 
.30 
.30 
,29 
.29 
.28 
Root 
branch 
cat 
equals 
ints 
shape 
times 
cat 
plus 
reshap 
minus 
cat 
cmprs 
reduce 
ints 
cat 
branch 
cmprs 
cat 
Left 
plus 
label 
i vect 
shape 
ex out 
b seal 
i seal 
i seal 
b seal 
local 
local 
not eq 
(or) 
i seal 
nonlcl 
b seal 
cat 
c vect 
Right 
cat 
q inp 
assign 
eat 
i-beam 
assign 
b seal 
local 
label 
equals 
eat 
cat 
cat 
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APPENDIX C. TOP 40 DISTINCT HEIGHT 2 COMPOSITES 
First order 
descendent 
Second order 
descendents 
Frequency 
325 
294 
278 
197 
166 
151 
135 
120 
113 
113 
107 
99 
98 
88 
78 
74 
73 
% 
1.37 
1.24 
1.17 
.83 
.70 
.64 
.57 
.50 
.48 
.48 
.45 
.42 
.41 
.37 
.33 
.31 
.31 
(Left) 
root 
branch 
branch 
branch 
cat 
plus 
cmprs 
branch 
times 
Ints 
cat 
shape 
branch 
cat 
floor 
shape 
cat 
cmprs 
Left 
(right) 
cmprs 
cmprs 
times 
c vect 
fmt 1 
i seal 
i beam 
equals 
cat 
cmprs 
b seal 
shape 
shape 
label 
cat 
shape 
cmprs 
i seal 
cat 
plus 
shape 
label 
cat 
equals 
label 
Right 
left 
equals 
equals 
label 
local 
i seal 
i vect 
label 
not eq 
ex out 
local 
label 
assign 
cat 
i seal 
r seal 
local 
label 
nonlel 
Right 
label 
eat 
ints 
q inp 
label 
label 
label 
cat 
cat 
times 
cat 
i seal 
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APPENDIX C (Continued) 
First order 
descendent 
Second order 
descendents 
Frequency 
68 
68 
67 
65 
65 
64 
64 
63 
63 
62 
62 
61 
61 
57 
53 
53 
% 
.29 
.29 
.28 
.27 
.27 
.27 
.27 
.27 
.27 
.26 
.26 
.26 
.26 
.24 
. 22  
.22 
(Left) 
root 
reduce 
(or) 
branch 
cat 
branch 
times 
branch 
shape 
reduce 
(plus) 
cmprs 
cmprs 
signum 
cmprs 
not eq 
outdex 
branch 
branch 
Left 
(right) 
equals 
cat 
c vect 
fmt 1 
cmprs 
label 
ints 
cmprs 
ravel 
not eq 
not eq 
label 
signum 
label 
reduce 
(plus) 
equals 
label 
i seal 
shape 
local 
cat 
cmprs 
times 
Right 
left 
nonlcl 
label 
outdex 
less 
equals 
signum 
local 
outdex 
i seal 
reduce 
(plus) 
not eq 
local 
local 
i seal 
grt eq 
b seal 
Right 
i vect 
assign 
label 
label 
local 
shape 
i seal 
cat 
label 
shape 
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APPENDIX C (Continued) 
First 
descendent 
Second order 
descendants 
Frequency 
52 
51 
50 
49 
48 
47 
47 
% 
. 22  
.21 
.21 
.21 
.20 
.20 
.20 
(Left) 
root 
times 
cat 
outdex 
cmprs 
times 
outdex 
outdex 
Left 
(right) 
b seal 
shape 
nonlcl 
reshap 
shape 
b seal 
equals 
cat 
label 
ints 
shape 
b seal 
shape 
i seal 
Right 
left 
assign 
b seal 
local 
i vect 
label 
grt eq 
nonlcl 
local 
Right 
assign 
q inp 
cat 
3849 16.23 Total occurrences 
