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2
Introduction
The main purpose of this master thesis is to study a generalization of Fermat’s
Last Theorem for real quadratic fields.
As it is well-known, Fermat’s Last Theorem states that the equation
an + bn = cn, abc 6= 0
has no integer solutions when the exponent n is greater or equal than 3. It was
enunciated by Fermat around 1630 and stood unsolved for more than 350 years,
until 1994 Andrew Wiles finally took that last step by proving the modularity
conjecture for semistable elliptic curves. The whole proof of FLT involves math-
ematical tools which are widely used in Number Theory. Namely, elliptic curves,
modular forms and Galois representations. It entangles contributions by many
authors, for instance; the work of Frey, who attached an elliptic curve with some
”remarkable” properties to a given solution to Fermat equation, the results of
Mazur about rational torsion points on elliptic curves, Ribet’s Level Lowering
Theorem for modular forms, and the previously mentioned Wiles result.
Fermat’s Last Theorem is not known to have an analog for number fields in
general. However, for some totally real fields, it can be shown that there is a
bound (depending on the field) on the exponent of any non-trivial solution to the
Fermat equation. For a given totally field K, this statement is called asymptotic
Fermat’s Last Theorem over K. In the article [10] Nuno Freitas and Samir Siksek
give some results towards the determination of whether a totally real field satisfies
the asymptotic Fermat’s Last Theorem, and a particular criterion for d in case
K = Q(
√
d) is a real quadratic field. We will follow this article restricting ourselves,
for simplicity, to the real quadratic case, and focusing on the proof of this particular
criterion. The strategy followed for proving it is inspired on the proof of the
classical FLT, and uses analogs to real quadratic fields of the results mentioned
in the last paragraph. In the same way, the mathematical tools involved are
elliptic curves, Galois representations and Hilbert modular forms, a generalization
of modular forms to totally real fields.
The structure of the thesis is the following: the first three chapters are devoted
to introduce the theoretical background required for dealing with both the asymp-
totic and classical FLT, that is, Galois representations, elliptic curves, modular
forms and Hilbert modular forms. We do not include the proofs of most of the
results of the first three chapters, since they would require a more detailed insight
into these theories, which is beyond the scope of this work. The last chapter is ded-
3
Introduction 4
icated to the asymptotic Fermat’s Last Theorem, and it also includes an overview
of the proof of FLT.
In Chapter 1 we give some basic notions of Galois representations. The ideas
of inertia subgroup and ramification of a Galois representation at a prime are
introduced.
In Chapter 2 we explain some elliptic curve theory. Concepts like reduction of
an elliptic curve at a prime, minimal discriminant and conductor are introduced.
The most important section of this chapter is devoted to Galois representations
attached to elliptic curves, in which we give some results about their irreducibility
and ramification.
In Chapter 3 we introduce modular forms. Notions of modular form with
respect to a congruence subgroup, Hecke operator, newform and Galois represen-
tation attached to a modular form are explained. In the last section we introduce
some theory on Hilbert modular forms.
Chapter 4 makes use of the machinery introduced in the previous ones to handle
both classical and asymptotic FLT. We begin with an overview of the proof of
FLT. Before going through the asymptotic Fermat’s Last Theorem we show how
the precise proof of the FLT fails when dealing with extensions of Q. Next we
state some strong theorems about irreducibility of representations, level-lowering
of Hilbert modular forms and modularity of elliptic curves over real quadratic
fields. Finally, we study the proof of the asymptotic Fermat’s Last Theorem for
certain real quadratic fields, which is the main goal of this thesis.
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Chapter 1
Galois Representations
Galois representations are a main ingredient on the proof of FLT because they
relate elliptic curves with modular forms. In this chapter Galois representations
are defined, and concepts such as a representation being unramified or irreducible
are introduced. Throughout this chapter we mainly follow [8].
1.1 The absolute Galois group
First of all we need to explain some algebraic number theory. Henceforth we take
K/Q to be a number field. Let p be a prime in K above a prime p ∈ Z and denote
by Kp the completion of K at p. Then Kp is a local field with a non-archimedean
absolute value | · |p, discrete valuation ring Op and maximal ideal mp. For the
residue fields we shall use the notation
Fp := Op/mp.
Let L/K be a finite Galois extension of number fields and P/p prime ideals in
these fields. The decomposition subgroup of P is defined as
D(P/p) = {σ ∈ Gal(L/K) : σ(P) = P}.
It is naturally isomorphic to the local Galois group Gal(LP/Kp). Indeed, since
L is dense in LP and K is dense in Kp, any automorphism σ ∈ D(P/p) can be
uniquely extended by continuity to an automorphism in the local Galois group. In
the converse direction one just restricts the automorphism to L.
Given a Galois extension of local fields LP/Kp we can consider the reduction
mod P of all the elements in Gal(LP/Kp), since each of them fixes the valuation
rings.
Proposition 1.1. The reduction map
pi(P/p) : Gal(LP/Kp) −→ Gal(FP/Fp),
is surjective.
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A canonical generator of Gal(FP/Fp) is given by the Frobenius endomorphism,
Frob(P/p), defined as x 7→ xq, where q = pf = #Fp. The kernel of the reduction
map is called the inertia group, and denoted by I(P/p), thus we have an exact
sequence
0 −→ I(P/p) −→ Gal(LP/Kp) pi(P/p)−−−−→ Gal(FP/Fp) −→ 0.
Recall that [LP : Kp] = ef , where e is the ramification index and f is the
inertial degree f = [FP : Fp]. If the extension is unramified, that is if e = 1, then
the inertia group is trivial and hence the reduction map is an isomorphism.
Any other prime in L above p has the form σ(P), with σ ∈ Gal(L/K). This
implies that
D(σ(P/p)) = σ ◦D(P/p) ◦ σ−1,
and similarly for the inertia group. Consequently, if L/K is unramified at one
prime P above p, so it is at all primes above p, whence we say that L/K is
unramified at p. In the same way, if pi(P/p) is an isomorphism, then Frob(P/p)
can be seen as an element of D(P/p), and therefore
Frob(σ(P)/p) = σ ◦ Frob(P/p) ◦ σ−1,
so that the Frobenius elements of the primes lying over p form a conjugacy class
of Gal(L/K). We will usually refer to the element in the decomposition subgroup
when we write Frobp. The Frobenius elements play an important role in the theory
of Galois representations, as we will see in the next section, mainly because of the
Chebotarev Density Theorem.
Theorem 1.2 (Chebotarev). Let L/K be a Galois extension of K unramified
outside a finite set of primes S. Then
⋃
p/∈S[Frobp] is dense in Gal(L/K).
Here the brackets of [Frobp] denote its conjugacy class.
Now we pass to the absolute Galois extension. We denote by GK = Gal(K¯/K)
the absolute Galois group of K. Recall that GK can be expressed as
GK ∼= lim←−
L
Gal(L/K),
where L runs over all finite Galois extensions of K. Since Gal(L/K) are finite, GK
is a profinite group. In order to treat the absolute Galois group, it is useful to take
an embedding point of view on primes. We fix once and for all algebraic closures
Q¯ and Q¯p for all primes p. Let still K ⊆ Q¯ be a number field. A prime p lying over
p is the same as an embedding of K into Q¯p, and given an embedding ι : K ↪→ Q¯p
we obtain an ideal p as the inverse image under ι of the valuation ideal of Q¯p.
Hence the role of the choice of a prime above p is now played by embeddings.
Fix an embedding ιp : K ↪→ Q¯p. Consider an embedding ι : Q¯ ↪→ Q¯p extending
ιp. It corresponds to choices of prime ideals above p for every extension K ⊆ L ⊂ Q¯
compatible with intersections. We obtain an embedding of absolute Galois groups
GKp ↪−−→ GK , σ 7−→ ι−1 ◦ σ ◦ ι.
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If we have two such embeddings ι1 and ι2, then the two embeddings of Galois
groups are conjugate by ι1 ◦ ι−12 , as in the case of finite primes.
Now, letKp ⊂ LP ⊂MP˜ be finite degree subfields of Q¯p. We obtain a projective
system of short exact sequences
0 // I(P˜/p) //

Gal(MP˜/Kp)

pi(P˜/p) // Gal(FP˜/Fp)

// 0
0 // I(P/p) // Gal(MP/Kp)
pi(P/p) // Gal(FP/Fp) // 0
Since the projective limit over compact sets is exact we obtain an exact sequence
0 −→ IKp −→ GKp
pip−→ GFp −→ 0,
where IKp = Ip is the projective limit of the inertia groups, which we call the
inertia group of Kp or of K at p. By Frobp we denote both the Frobenius element
in Gal(F¯p/Fp) and its preimage in GKp whenever Ip is trivial. Complex conjugation
can be seen as a variant of this. Suppose there is an embedding τ∞ of K into R.
Then for any embedding τ : Q¯ ↪→ C extending τ∞, the map
τ−1 ◦ ( complex conjugation in C/R) ◦ τ
define an element of GK , which is called a complex conjugation. All complex
conjugations are conjugate.
1.2 Galois Representations
Let k be a topological field. By a n-dimensional Galois representation we mean a
continuous homomorphism
ρ : GK −→ GLn(k).
The representation ρ is called an `-adic representation if k ⊆ Q¯` and a mod `
representation if k ⊆ F¯`. Two n-dimensional representations ρ1 and ρ2 of GK are
called equivalent if there is a matrix M ∈ GLn(k) such that
ρ1(g) = Mρ2(g)M
−1
for all g ∈ GK . Equivalence of representations is denoted ρ1 ∼ ρ2. Let V be a
subspace of kn which is invariant under the action of ρ, that is, ρ(g) · v ∈ V for
all v ∈ V and g ∈ GK , then the restriction of ρ to GL(V ) is a subrepresentation
of ρ. A representation is called irreducible if it has no proper non-trivial subrepre-
sentations, and semisimple if it can be decomposed as a direct sum of irreducible
representations. Note that an irreducible representation is thus semisimple. In
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terms of matrices, a representation is irreducible if and only if its image is not
equivalent to matrices of block triangular form
A ∗ · · · ∗
0 B · · · ∗
...
...
. . .
...
0 0 · · · Z
 .
Let k¯ be the algebraic closure of k. A representation ρ : GK −→ GLn(k) is
called absolutely irreducible if it is irreducible as a representation over GLn(k¯)
obtained by extension of scalars.
Suppose k is a local field with ring of integers O, maximal ideal m and residue
field F = O/m. Then given a `-adic representation ρ : GK −→ GLn(O) ⊆ GL2(k)
we define the mod ` reduction of ρ as
ρ¯ : GK −→ GLn(O) natural projection−−−−−−−−−−→ GLn(F).
Definition 1.3. Let Kp be a finite extension of Qp and let k be any topological
field. Consider a local Galois representation ρ : GKp −→ GLn(k). We say that ρ is
unramified if ρ(Ip) = 0.
If we have global Galois representation ρ : GK −→ GLn(k) we say that ρ is
unramified at p if the restriction of ρ to GKp is unramified.
Proposition 1.4. A semisimple mod ` or `-adic representation
ρ : GK −→ GLn(k)
with ` > n which is unramified outside a finite set of primes S is determined by
Tr(ρ(Frobp)) on the primes p /∈ S.
This is a consequence of the Chebotarev Density Theorem. For `-adic repre-
sentations this result is proved in [2, Ch.VIII, Proposition 12.1.3], and for mod `
representations it is proved in [5, (30.16)].
Let ρ be a global Galois representation with n = 1, 2. We say that ρ is odd if
det ρ(c) = −1 for all complex conjugations c.
Example. Let K be a number field and K¯ its algebraic closure. Let
µm(K¯) = K¯
∗[m]
be the m-torsion points of K¯∗. By choosing a compatible system of roots of unity
ζ`n we obtain the isomorphism of projective systems
Z/`nZ
17→1

1 7→ζ`n
∼ // µ`n(K¯)
x 7→x`

Z/`n−1Z
17→ζ`n−1
∼ // µ`n−1(K¯)
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giving rise to an isomorphism
Z` ∼= lim←−
n
µ`n(K¯
∗) =: T`(K¯∗).
The object on the right is called the `-adic Tate module of K¯∗. Note that GK acts
compatibly on all objects on the right. Thus we can define a Galois representation
χ` : GK −→ Aut(T`(K¯∗)) ∼= Z∗` = GL1(Z`) ↪→ GL1(Q`),
which is called the `-adic cyclotomic character.
Proposition 1.5. Let K be a number field. The cyclotomic character χ` over K
is a 1-dimensional global Galois representation, which is unramified at all primes
p - l and is characterized by
χ`(Frobp) = N(p).
More generally,
σ(ζ) = ζχ`(σ)
for all ζ ∈ µ`n(K¯∗), all n and all σ ∈ GK. In particular χ` is odd.
Here N(p) denotes the norm of p in Q, which in particular is equal to #Fp.
Given a representation
ρ : GK −→ GLn(Z`),
we say that ρ has determinant χ` if the composition
GK
ρ−−→ GLn(Z`) det−−→ Z∗`
is equal to χ`.
Chapter 2
Elliptic Curves
In this chapter we expose some elliptic theory. We begin by the basic definitions of
elliptic curve, Weierstrass equation and their main invariants. Next we introduce
the concept of reduction of an elliptic curve at a prime. Finally define the Galois
representations attached to elliptic curves and state some relevant results about
their ramification.
The main reference for this chapter is [18], although we also follow [19] in some
sections.
2.1 Basic definitions
An elliptic curve over a field K is a non-singular plane cubic curve E defined over
K and such that E(K) 6= Ø. A normalized Weierstrass form for a cubic plane
curve C over a field K is an equation of the form
y2 = f(x) = x3 + ax2 + bx+ c, (2.1)
with a, b, c ∈ K. In this configuration C has only one point at infinity, given by
O = [0 : 1 : 0]. Let us denote by e1, e2, e3 ∈ K¯ the roots of f(x). We define the
quantities
∆ = 16(e1 − e2)2(e2 − e3)2(e3 − e1)2,
c4 = 16((e1 − e2)2 − (e2 − e3)(e3 − e1)),
c6 = −32(e1 − e2)(e2 − e3)(e3 − e1).
The first one is called the discriminant of the Weierstrass equation. The point O is
never singular, hence any singular point (x0, y0) in C must satisfy y0 = f(x0) = 0.
Therefore C is an elliptic curve if and only if f(x) does not have repeated roots,
that is if and only if ∆ 6= 0. Moreover, if ∆ = 0 then C has a node (i.e. two repeat
roots) if c4 6= 0 and a cusp (i.e. three repeated roots) if c4 = 0. If C is an elliptic
curve we can define the j-invariant as
j = c34/∆.
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Any elliptic curve over a field K with char(K) 6= 2 can be expressed as a
Weierstrass equation uniquely up to a change of coordinates of the form
x = u2x′ + r
y = u3y′ + u2sx′ + t, (2.2)
with u, r, s, t ∈ K¯ and u 6= 0. Further, if char(K) 6= 3, there is a Weierstrass
equation with a = 0. We will mainly use the model (2.1) above, except in particular
cases where the assumption a = 0 makes the computations more comfortable.
Under a change of variables of the form (2.2) the old and new discriminant and
c4, c6 invariants are related by
∆′ = u−12∆, c′4 = u
−4c4, c′6 = u
−6c6, (2.3)
while the j-invariant remains unchanged. Moreover,
Proposition 2.1. Two elliptic curves over K are isomorphic (over K¯) if and only
if they have the same j-invariant.
Given an elliptic curve E/K as
E : y2 = x3 + ax2 + bx+ c = (x− e1)(x− e2)(x− e3),
the substitution
x = (e2 − e1)x′ + e1, y = (e2 − e1)3/2y′
yields an equation of the form
y2 = x(x− 1)(x− λ), λ = e3 − e1
e2 − e1 .
Such an equation is called Legendre form for E. Observe that λ is well defined
because as stated above, the three roots must be different. By the symmetry of
the roots, we could permute them to obtain six different Legendre forms. If µ is
the result of one of these permutations on λ then
µ ∈
{
λ,
1
λ
, 1− λ, 1
1− λ,
λ
λ− 1 ,
λ− 1
λ
}
.
In terms of λ the j-invariant of E is given by
j(E) = 28
(λ2 − λ+ 1)3
λ2(λ− 1)2 .
2.2 The Group Law
Let E be an elliptic curve given by a Weierstrass equation. Recall that E ⊂ P2
consists of the points (x, y) satisfying the equation together with the point at
infinity O = [0 : 1 : 0]. By Be´zout’s theorem any line intersects E at three points,
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counting multiplicities. We can construct consequently the following composition
law, which we denote by +: given two points P,Q ∈ E, let L be the line passing
throught P and Q. We call P ∗ Q be the third point of intersection of L and E.
Now let L′ be the line passing through O and P ∗ Q, then P + Q is the third
intersection point of E and L′. In other words, P +Q = (P ∗Q) ∗O.
It is clear that P +O = (P ∗O)∗O = P . Note that the point O is an inflection
point of E, this implies that P + P ∗O = (P ∗ (P ∗O)) ∗O = O ∗O = O, and we
will call P ∗ O = −P . In coordinates, if P = (x, y) then −P = (x,−y), because
the line connecting P and O is the vertical line crossing P .
Proposition 2.2. The composition law makes E into an abelian group.
Observe that if E is defined over fields K ⊂ L then E(K) is a subgroup of E(L),
because the intersection of lines defined in K lies in K, hence by the construction
and the fact that O ∈ K we see that the addition of two points in K lies in K.
We denote, for P ∈ E and m > 0,
[0]P = O,
[m]P = P + · · ·+ P (m times).
The points which satisfy [m]P = O are called m-torsion points of E. We do not
give explicit equations for the addition law, but it follows from the fact that they
are rational functions on the coordinates and the coefficients of the Weierstrass
equation that any torsion point is the root of a polynomial in K, hence any torsion
point is algebraic over K. We will denote by E[m] the set of m-torsion points of E
over an algebraically closed field, that is, the full set of m-torsion points, otherwise
we will specify by E(K)[m] the set of m-torsion points over K. It is clear that the
sum of m-torsion points is an m-torsion point, hence E[m] is a subgroup of E(K¯)
and E(K)[m] is a subgroup of E(K). The full torsion subgroup of E is denoted
Etors.
For instance, if P = (x, y) ∈ E and [2]P = O, then P = −P , which implies
that (x, y) = (x,−y) and therefore y = 0. Thus x must be a root of the polynomial
f , so E has four 2-torsion points, the three roots of f and O. If [3]P = O then
[2]P = −P , or what is the same P ∗ P = P , which means that P is an inflection
point. Any smooth cubic curve over an algebraically closed field of characteristic
0 has nine inflection points, it follows that in this case E has nine 3-torsion points.
In general we have
Proposition 2.3. Let E be an elliptic curve and m > 0. Let K be a field of
characteristic 0. Then
E[m] ∼= Z/mZ× Z/mZ.
At the moment we have seen that an elliptic curve has two distinct structures,
namely the structure of algebraic variety and the structure of abelian group. Thus
to define morphisms between elliptic curves it is natural to ask for both of them
to be respected. However, the following theorem asserts that any morphism as
algebraic curves between elliptic curves satisfying an additional weak condition
preserves the group structure.
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Theorem 2.4. Let E and E ′ be two elliptic curves with identity elements O and
O′ respectively, and let φ be a morphism of algebraic curves from E to E ′. Then
φ is a group homomorphism from E to E ′ if and only if φ(O) = O′.
A non-constant map satisfying this property is called an isogeny. By the pre-
vious theorem an isogeny satisfies φ(P + P ′) = φ(P ) + φ(P ′) for all P, P ′ ∈ E,
where addition on the left is on the curve E, while addition on the right is on the
curve E ′. An isogeny is always surjective and has finite kernel.
2.3 Elliptic curves over local fields
For this section we set K to be a complete local field, which we can think of the
localization at some prime of a number field, and we set the following notation
O the ring of integers,
m the maximal ideal of O,
pi a uniformizer of m,
F the residue field of O, F = O/m,
v the normalized valuation on K.
Let E/K be an elliptic curve, and let
y2 = x3 + ax2 + bx+ c
be a Weierstrass equation for E/K. By a change of coordinates as in (2.2) with u
divisible by large powers of pi we can find a Weierstrass equation with a, b, c ∈ O.
In this case ∆ ∈ O also, and since v is discrete there is a Weierstrass equation
with v(∆) as small as possible. A Weierstrass equation with minimum v(∆) and
a, b, c,∈ O is called minimal Weierstrass equation for E. As any two Weierstrass
equations are related by a change of coordinates as in (2.2) we have that v(∆) can
only be changed by multiples of 12 and v(c4) by multiples of 4. Hence if given an
equation either v(∆) < 12 or v(c4) < 4 it follows that it is minimal.
Now we look at the reduction modulo pi operation, which we denote by a tilde.
For example the natural map O → F is denoted by t 7→ t˜. Given a minimal
Weierstrass equation for E/K, we can reduce its coefficients modulo pi to obtain
a curve over F, namely
E˜ : y2 = x3 + a˜x2 + b˜x+ c˜.
If P ∈ E(K), then we can find homogenous coordinates such that P = (x0 : y0 : z0)
with x0, y0, z0 ∈ O and at least one of them in O∗. Then the reduced point
P˜ = (x˜0 : y˜0 : z˜0) belongs to E˜(F). This gives a reduction map E(K) → E˜(F)
given by P 7→ P˜ . The curve E˜/K may or not be singular, but it is one of the
three types mentioned in section 2.1, and we can classify E according to these
possibilities.
Definition 2.5. Let E/K be an elliptic curve, and let E˜ be its reduction modulo
pi.
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(a) E has good reduction over K if E˜ is non-singular.
(b) E has multiplicative reduction over K if E˜ has a node.
(c) E has additive reduction over K if E˜ has a cusp.
In cases (a) and (b) E is said to be semistable, and in cases (b) and (c) it is
naturally said to have bad reduction. Furthermore, if E has multiplicative reduc-
tion, then the reduction is said to be split if the slope of the tangent lines at the
node are in F, and non-split if the tangent lines at the node are not in F. The
reduction type of an elliptic curve can be read off from its minimal Weierstrass
equation.
Proposition 2.6. Let E/K be an elliptic curve with minimal discriminant ∆ and
c4 as usual.
(a) E has good reduction if and only if v(∆) = 0 (i.e. ∆ ∈ O∗).
(b) E has multiplicative reduction if and only if v(∆) > 0 and v(c4) = 0 (i.e.
∆ ∈ m and c4 ∈ O∗).
(c) E has additive reduction if and only if v(∆) > 0 and v(c4) > 0 (i.e. ∆, c4 ∈ m).
Even if an elliptic curve E/K has bad reduction, it is often useful to know
whether it attains good reduction over some extension of K. Thus, E is said to
have potentially good reduction if there is a finite extension K ′/K such that E has
good reduction over K ′. Equivalently E is said to have potentially multiplicative
reduction if there is a finite extension K ′/K such that E has multiplicative re-
duction over K ′. The next two results give a characterization of the reduction of
curves over field extensions.
Proposition 2.7. Let E/K be an elliptic curve.
(a) Let K ′/K be an unramified extension. Then the reduction type of E of K is
the same as the reduction type of E over K ′.
(b) Let K ′/K be any field extension. If E has either good or multiplicative reduc-
tion over K, then it has the same reduction type over K ′.
(c) There exists a finite extension K ′/K so that E has either good or split multi-
plicative reduction over K ′.
Proposition 2.8. Let E/K be an elliptic curve. Then E has potentially good
reduction if and only if its j-invariant is integral.
Since Proposition 2.7 tells us that E has either potentially good or multiplica-
tive reduction we also have that E has potentially multiplicative reduction if and
only if its j-invariant is non integral. The precise extension where an elliptic curve
attains split multiplicative reduction can be deduced from the theory of the Tate
curve, which we briefly explain in the next section.
If K is a number field and E/K is an elliptic curve, then the reduction type
of E at a prime p is the reduction type of E as a curve in Kp, and E is called
semistable if it is semistable at every prime.
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2.4 Discriminant, Conductor and L-series
Let K be a number field and E/K an elliptic curve. For each prime ideal p of
K we can consider a minimal Weierstrass equation for the local field Kp, and the
minimal discriminant ∆p of this equation. The minimal discriminant of E/K is
the integral ideal
∆E =
∏
p
pvp(∆p).
If K has class number 1 then it is possible to find an equation with discriminant
∆E. Such an equation is called global minimal Weierstrass equation.
More generally, let S be finite set of primes in K, we define the ring of S-integers
as
OS = {x ∈ K : vp(x) ≥ 0 for all p /∈ S}.
Then if OS contains the prime ideals above 2 and 3 and it is a principal ideal
domain every elliptic curve E/K has a model
E : y2 = x3 + Ax+B
such that A,B ∈ OS and its discriminant ∆ = −16(4A3 + 27B2) satisfies
∆EOS = ∆OS.
Such an equation is called S-minimal Weierstrass equation. Let us see where the
existence of this model comes from. Let y2 = x3 + Ax + B be any Weierstrass
equation for E. Then for each p /∈ S we choose a up ∈ K∗ such that the substitution
x = u2px
′ and y = u3py
′ gives a minimal equation at p. Since OS is principal there
is a u ∈ K∗ such that vp(u) = vp(up) for all p /∈ S. As a consequence the equation
y2 = x3 + u−4Ax+ u−6B
is S-minimal.
Theorem 2.9. Let S be a finite set of primes in K. Then, up to isomorphism,
there are only finitely many elliptic curves E/K having good reduction outside S.
Proof. Note that we are proving something stronger if we enlarge S. Hence we
may assume that S contains all prime ideals above 2 and 3 and further that the
ring of S-integers OS is a principal ideal domain. Under this assumptions we know
that any elliptic curve E/K has a global S-minimal equation
E : y2 = x3 + Ax+B A,B ∈ OS,
with discriminant ∆ = −16(4A3 + 27B2) satisfying ∆EOS = ∆OS. Observe that
since E has good reduction outside S then vp(S) = 0 for all p /∈ S. Therefore
∆ ∈ O∗S.
Consider the class of ∆ into O∗S/(O∗S)12. By the Dirichlet unit theorem for
number fields this group is finite, and hence there is a finite number of classes of
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discriminants. Thus we can restrict our attention to one such class. Denote by
E1, E2, . . . the elliptic curves with bad reduction outside S and discriminant in our
particular class. Write also Ai, Bi,∆i for their corresponding quantities. Then we
may write, for all i, ∆i = CD
12
i for a fixed C ∈ O∗Sand some Di ∈ O∗S.
The formula ∆ = −16(4A3 + 27B2) implies that for each i, the point
(−12Ai/D12i , 108Bi/D6i )
is an S-integral point on the elliptic curve
Y 2 = X3 − 27C.
By Siegel’s theorem ([18], IX.3) there are only finitely many such points, and so
only finitely many possibilities for Ai/D
4
i and Bi/D
6
i . Moreover, if Ai/D
4
i = Aj/D
4
j
and Bi/D
6
i = Bj/D
6
j then the change of variables
x = (Di/Dj)
2x′, y = (Di/Dj)3y′
gives an isomorphism from Ei to Ej. Therefore there is finitely manyK-isomorphism
classes of elliptic curves with good reduction outside S.
The minimal discriminant is a measure of bad reduction of E. Another such a
measure is the conductor of E/K. This is an ideal
NE/K =
∏
p
pfp(E/K),
where the exponents are given by
fp(E/K) =

0 if E has good reduction at p,
1 if E has multiplicative reduction at p,
2 if E has bad reduction at p and p - 6.
If p has residue characteristic 2 or 3 and E has additive reduction at p then
fp(E/K) = 2 + δp, where δp ≥ 0. The only fact towards the determination of δp
we will state is the following proposition, which follows from [19, p. 380-381].
Proposition 2.10. Let E/K be an elliptic curve with additive reduction at a prime
ideal p above 2 or 3. If there is a prime ` such that p - ` and such that E has full
`-torsion over K (i.e. #E(K)[`] = `2) then δp = 0.
Note that if E is semistable then the conductor is just the product of the bad
primes.
Finally, let us introduce the L-function of an elliptic curve. For a prime p of
good reduction, define
ap = N(p) + 1−#E(Fp),
where #E(Fp) is the number of points of the elliptic curve reduced to the residue
field Fp. There is a bound on the number ap which we will be useful later on.
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Theorem 2.11 (Hasse). ap ≤ 2
√
N(p).
The local factor of the L-series of E at p is the polynomial
Lp(T ) =

1− apT +N(p)T 2 if E has good reduction at p,
1− T if E has split multiplicative reduction at p,
1 + T if E has non-split multiplicative reduction at p,
1 if E has additive reduction at p.
The Hasse-Weil L-series of E/K is defined by the Euler product
L(E/K, s) =
∏
p
Lp(N(p)
−s)−1.
2.5 Galois representations
For this section we assume K to be a number field. Let E/K be an elliptic curve
given by a Weierstrass equation
E : y2 = x3 + ax2 + bx+ c.
Since the coefficients of this equation belong to K, we have that for any σ ∈ GK
σ(y)2 = σ(x3 + ax2 + bx+ c) = σ(x)3 + aσ(x)2 + bσ(x) + c,
so that the absolute Galois group GK acts on E. Furthermore, if we denote by
σ(P ) the image of P ∈ E we have that [m]σ(P ) = σ([m]P ). As a consequence GK
takes m-torsion points to m-torsion points. We thus obtain a representation
ρ¯E,` : GK −→ Aut(E[`]) ∼= GL2(Z/`Z),
where the isomorphism involves choosing a basis for E[m]. Now, let ` be a prime
different from char(K). Analogously to the construction of the `-adic Tate module
of a field K, we can construct the `-adic Tate module associated to E,
T`(E) = lim←−
n
E[`n],
where the inverse limit is taken with respect to the natural maps given by multi-
plication by [`].
E[`n+1]
[`]−→ E[`n].
Since E[`n] ∼= Z/`nZ× Z/`nZ, we have that as a Z`-module
T`(E) ∼= Z` × Z`.
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Now, since the action of GK on E[`
n] commutes with the multiplication map used
in the inverse limit, we have that GK acts naturally on the Tate module, and thus
we obtain a representation
ρE,` : GK −→ Aut(T`(E)) ∼= GL2(Z`),
where again the isomorphism involves choosing a Z` basis for T`(E). The reduction
of ρE,` to GL2(Z`/`Z`) ∼= GL2(Z/`Z) is precisely the representation ρ¯E,`.
Proposition 2.12. The determinant of ρE,` is the cyclotomic character χ`.
Theorem 2.13. Let E be an elliptic curve over K. Then ρE,` is unramified at a
prime p if p - ` and p is a prime of good reduction.
This is consequence of the Criterion of Ne´ron-Ogg-Shafarevich [18, Theorem
VII.7.1]. If p is such a prime, we can speak about the image of a Frobenius
element, and in fact since the determinant of ρE,` is the cyclotomic character we
have det ρE,`(Frobp) = N(p). Furthermore,
Tr(ρE,`(Frobp)) = ap.
It is clear that if ρE,` is unramified at a prime p then so is its reduction ρ¯E,`.
However, the representation ρ¯E,` can be unramified at more primes than ρE,`. To
characterize the ramification of the reduced representation we need to introduce
the Tate curve. For more details on the theory of the Tate curve we refer to [19,
Ch. V].
For the sake of notation we take now K to be a local field, which we can
imagine as the localization at some prime p of a number field, and we follow the
same notation as in Section 2.3. Any q ∈ K∗ with v(q) > 0 generates a discrete
subgroup K∗/qZ, where
qZ = {qi : i ∈ Z}.
For any such a q, there is an analytic isomorphism from K∗/qZ to an elliptic curve
Eq defined over K, which is called the Tate curve.
Theorem 2.14. Let q ∈ K∗ with v(q) > 0. There is an elliptic curve Eq/K and
a v-analytic isomorphism
φ : K¯∗/qZ −→ Eq(K¯).
Moreover, the map φ is compatible with the action of the Galois group, in the sense
that φ(σ(u)) = σ(φ(u)) for all u ∈ K¯∗ and σ ∈ GK. In particular, φ induces an
isomorphism L∗/qZ ∼−→ E(L) when restricted to any algebraic extension L/K.
The j-invariant of Eq can be written in terms of q as a power series,
j(Eq) =
1
q
+ 744 + 196884q + · · · ∈ 1
q
+ Z[[q]].
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It is clear from this expression that v(j(Eq)) = −v(q) < 0, so that the j-invariant
is non-integral, and hence a necessary condition for an elliptic curve E to be
isomorphic (over K¯) to an Eq is v(j(E)) < 0. This condition is also sufficient, and
moreover for any j such that v(j) < 0 there is a unique Eq such that j(Eq) = j.
In fact, in this case E is isomorphic to Eq over either K or a quadratic extension
of K. To characterize these two cases we need to define the invariant
γ(E/K) = −c4/c6 ∈ K∗/K∗2
attached to a Weierstrass equation for E. It is straight forward to see that γ(E/K)
is well-defined as an element of K∗/K∗2, since for any other Weierstrass equation
we will have c′4/c
′
6 = u
2c4/c6, with u ∈ K∗.
Theorem 2.15. Let E/K be an elliptic curve with v(j(E)) < 0 and let γ(E/K)
be defined as above.
(a) The following are equivalent.
(i) E is isomorphic to Eq over K.
(ii) E has split multiplicative reduction.
(iii) γ(E/K) = 1.
(b) Suppose γ(E/K) 6= 1. Note that then
L = K
(√
γ(E/K)
)
is a quadratic extension. Let
χ : GK −→ GL/K −→ {±1}
be the quadratic character associated to the extension L/K. Then there is an
isomorphism
ψ : E −→ E ′
over L such that ψ(σ(P )) = χ(σ)σ(ψ(P )) for all σ ∈ GK and P ∈ E.
The relation between Eq and E in case (b) can also be expressed by saying that
Eq is the twist of E by the quadratic character χ, and denoted by Eq = E ⊗χ. In
terms of Weierstrass equations, suppose E is given by
E : y2 = x3 + ax2 + bx+ c,
and to simplify notation call γ =
√
γ(E/K). Then E ⊗ χ has an equation
E ⊗ χ : γy2 = x3 + ax2 + bx+ c.
Now, let us return to K the role of number field. Let q be a prime of K, Fq
its residue field and denote by q the number of elements in FqWhen we reduce
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the equations above to Fq then γ may be a square or not. If it is a square then
#E(Fq) = #E ⊗ χ(Fq), and if it is not a square then
#E(Fq) + #E ⊗ χ(Fq) = 2q + 2.
If q is a prime of good reduction of E, the last equalities can be written as
aq(E) = χ(q)aq(E ⊗ χ),
where χ is a quadratic character attached to some cyclic extension of K which
takes the value 1 if γ is a square in Fq and −1 if it is not. In case K = Q this
character is precisely the Legendre symbol
(
q
γ
)
.
By using the Tate curve we can prove the following two results about the
ramification of the reduced Galois representation associated to an elliptic curve.
Theorem 2.16. Let K be a number field and E/K an elliptic curve. Let p be
a prime of K where E has potentially multiplicative reduction and let ` ≥ 3 be a
rational prime. Suppose that ` - vp(j(E)). Then the reduced representation ρ¯E,` is
ramified at p.
Proof. We will show that there is an element in the inertia subgroup Ip which acts
on the ` torsion subgroup E[`] via a matrix of the form
(
1 1
0 1
)
. Note that in
particular this implies that ` | #ρ¯E,`(Iq).
Observe that it is enough to find a finite extension L/Kp and an element σ in
the inertia subgroup IL of GL acting as mentioned above, since IL ⊆ Iq. Recall
that by Theorem 2.15 E is isomorphic to a Tate curve Eq either over Kp or over a
quadratic extension of Kp. Thus replacing Kp by this extension it suffices to prove
the theorem for Eq. We will also assume that K contains a primitive `
th-root of
unity ζ.
Let Q = q
1
` be a fixed `th-root of q. Since vp(q) = −vp(j) is not divisible by
`, the extension Kp(Q)/Kp is totally ramified. As a consequence there exists an
element σ ∈ Ip such that σ(Q) = ζQ.
Now, by Theorem 2.14 there is an isomorphism
φ : K¯∗/qZ ∼−→ Eq(K¯p)
satisfying φ(σ(P )) = σ(φ(P )) for all P ∈ K¯∗. It is clear that under this isomor-
phism we have
φ : (ζZ ·QZ)/qZ ∼−→ Eq[`].
Therefore if we take as basis of Eq[`] the elements P1 = φ(ζ) and P2 = φ(Q) we
have that
σ(P1) = σ(φ(ζ)) = φ(σ(ζ)) = φ(ζ) = P1,
σ(P2) = σ(φ(Q)) = φ(σ(Q)) = φ(ζQ) = P1 + P2,
as we wanted to see.
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The converse is true if we change the condition on E of having potentially
multiplicative reductional p by the stronger condition of having multiplicative
reduction at p and if we suppose that p - `.
Proposition 2.17. Let K be a number field and E/K an elliptic curve. Let p
be a prime of K where E has multiplicative reduction and let ` ≥ 3 be a rational
prime such that p - `. Suppose that ` | vp(j(E)). Then the reduced representation
ρ¯E,` is unramified at p.
Proof. By Theorem 2.15 we have that E is isomorphic to Eq for some q, and that
φ : (ζZ ·QZ)/qZ ∼−→ E[`],
where as before Q = q
1
` . Moreover the Galois action satisfies
φ(σ(P )) = χ(σ)σ(φ(P )),
where χ is trivial if E has split multiplicative reduction and the quadratic character
attached to Kp(
√
γ)/Kp if E has non-split multiplicative reduction. Since p - ` and
` | vp(q) we have that the extension Kp(ζ,Q) is unramified. Therefore, in principle,
the inertia subgroup can only act on E[`] through the character χ. However since
E has multiplicative reduction we have that vp(γ) = vp(c4/c6) = 0, so that the
extension Kp(
√
γ)/Kp is unramified. This implies that χ(σ) = 1 for all σ ∈ Ip. As
a consequence E[`] is unramified, as we wanted to see.
Note that in this case, since E has multiplicative reduction at p, we have that
vp(c4) = 0, so that we could change the condition ` | vp(j) by ` | vp(∆), in view of
the equality j = c34/∆.
For p | ` there is a result which states that with the conditions of Proposition
2.17 the reduced representation ρ¯E,` is flat at p. Both the notion of flatness and
the proof of this result are beyond the scope of this work and we refer the reader
to [6, Ch. V] for more information.
We also state the following result towards the ramification of elliptic curves
with potentially good reduction which is developed for example in [15].
Proposition 2.18. Let E/K be an elliptic curve with potentially good reduction
at a prime p of K, then #ρE,`(Ip) | 24 for all primes `.
Chapter 3
Modular Forms
In this sections we give the necessary information about modular forms for dealing
with FLT. We begin with the notions of congruence subgroup and modular form
with a congruence subgroup. Next we explain Hecke operators and introduce the
notion of newform. Then we introduce the L-function and the Galois representa-
tions attached to modular forms. In the last section we introduce Hilbert modular
forms.
The main references for this chapter are [8] and [14] for the modular forms part
and [3] and [1] for the Hilbert modular forms section.
3.1 The Modular Group
We define the the modular group as,
SL2(Z) =
{(
a b
c d
)
: a, b, c, d ∈ Z, ad− bc = 1
}
.
Let Cˆ denote C ∪ {∞}, i.e. the Riemann sphere. Given a point z ∈ Cˆ we define
α(z) =
az + b
cz + d
for all α =
(
a b
c d
)
∈ SL2(Z).
This is understood to mean that if c 6= 0 then −d/c maps to ∞ and ∞ maps to
a/c, and if c = 0 then ∞ maps to ∞. These maps are called fractional linear
transformations of the Riemann sphere. It is easy to check that the map defined
above defines a group action on the set Cˆ, that is, α1(α2(z)) = (α1 · α2)(z). Note
that each pair of matrices ±α ∈ SL2(Z) gives a single transformation. Hence we
actually have an action of PSL2(Z) = SL2(Z)/{±I} on Cˆ.
Let H ⊂ C denote the upper half plane H = {z ∈ C : Im(z) > 0}. Then an
easy calculation shows that
Im(α(z)) =
Im(z)
|cz + d|2 ,
22
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which implies that if z ∈ H then α(z) ∈ H, so that the modular group acts on
the upper half plane. When we study modular forms we will be interested in the
action on H of some subgroups of de modular group, the congruence subgroups.
Given a positive integer N , the principal congruence subgroup of level N is
Γ(N) =
{(
a b
c d
)
∈ SL2(Z) :
(
a b
c d
)
≡
(
1 0
0 1
)
(mod N)
}
,
where the matrix congruence is interpreted coefficient wise. In particular we denote
Γ(1) = SL2(Z). Observe that Γ(N) is the kernel of the map SL2(Z)→ SL2(Z/NZ)
so that it is a normal subgroup of SL2(Z). A subgroup Γ of SL2(Z) is a congruence
subgroup if Γ(N) ⊂ Γ. The main examples of congruence subgroups are
Γ0(N) =
{(
a b
c d
)
∈ SL2(Z) :
(
a b
c d
)
≡
(∗ ∗
0 ∗
)
(mod N)
}
,
where ∗ means unspecified, and
Γ1(N) =
{(
a b
c d
)
∈ SL2(Z) :
(
a b
c d
)
≡
(
1 ∗
0 1
)
(mod N)
}
,
satisfying Γ(N) ⊂ Γ1(N) ⊂ Γ0(N) ⊂ SL2(Z), and furthermore all these are normal
subgroup inclusions.
The action of a subgroup G of SL2(Z) divides H into equivalence classes. We
say that two points z1, z2 ∈ H are G-equivalent if there exists g ∈ G such that
gz1 = z2. Let F be a closed region in H. We say that F is a fundamental domain
for the subgroup G if every z ∈ H is G-equivalent to a point in F , but no two
distinct points in the interior of F are G-equivalent (two boundary points are
permitted to be equivalent). The most usual example of fundamental domain is
the fundamental domain for SL2(Z), given by
F = {z ∈ H : − 1
2
≤ <(z) ≤ 1
2
and |z| ≥ 1}.
Let Hˆ denote the set H ∪ {∞} ∪ Q. That is, we add to H a point at infinity
and also the rational numbers on the real axis. These points {∞} ∪ Q are called
cusps. It is not difficult to see that SL2(Z) permutes the cusps transitively. For
instance, for any a/c in lower terms there is a matrix
(
a b
c d
)
such that ad−bc = 1,
and this matrix maps ∞ to a/c. Therefore all rational numbers are in the same
SL2(Z)-equivalence class as ∞.
We can extend the usual topology on H to the set H as follows. First, a
fundamental system of open neighborhoods of ∞ is
NC = {z ∈ H : Im(z) > C} ∪ {∞}
for any C > 0. Note that under the map z 7→ q = e2piiz and ∞ 7→ 0 the open sets
NC map to the disk of radius e
−2piC centered at the origin. We can use this map to
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define an analytic structure on H∪ {∞}, that is, given a function on H of period
1, we say that it is meromorphic at ∞ if it can be expressed as a power series in
the variable q having at most finitely many negative terms. That is
f(z) =
∑
n∈Z
anq
n
with an = 0 for n << 0. We say that f(z) is holomorphic at ∞ if an = 0 for all
n < 0, and we say that f(z) vanishes at∞ if an = 0 for all n ≤ 0. More generally,
if f(z) has period N we use the map z 7→ qN = e2piiz/N to map H ∪ {∞} to the
open unit disk.
Next, we set as fundamental system of open neighborhoods of a given a/c ∈ Q
as the images α−1NC , where α =
(
a b
c d
)
∈ SL2(Z). Note that the resulting open
sets are disks tangent to the real axis at a/c with decreasing radius as C increases.
3.2 Modular Forms
Let f(z) be a meromorphic function on the upper half plane H, and let k be an
integer. Suppose that there is a k ∈ Z such that f(z) satisfies the relation
f(αz) = (cz + d)kf(z) for all α =
(
a b
c d
)
∈ SL2(Z).
This relation will be called modularity condition. Note that in particular, since(
1 1
0 1
)
∈ SL2(Z), the modularity condition tells us that
f(z + 1) = f(z).
This implies that it has a Fourier expansion
f(z) =
∑
n∈Z
anq
n.
If f(z) is holomorphic at∞, i.e. an = 0 for all n < 0, then f(z) is called a modular
form of weight k for SL2(Z). The set of such functions is denoted by Mk(SL2(Z)).
If we further have that f(z) vanishes at infinity, i.e. an = 0 for all n ≤ 0, then f(z)
is called a cusp form of weight k for SL2(Z). The set of such functions is denoted
by Sk(SL2(Z)). For a given α =
(
a b
c d
)
∈ SL2(Z) we define the operator [α]k as
f [α]k(z) = (cz + d)
−kf(αz).
Using this operator the modularity condition can be rewritten as
f [α]k = f.
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Note that if k is odd then Mk(SL2(Z)) = 0 since for α =
(−1 0
0 −1
)
we have
f(z) = f(αz) = −f(z), which implies that f is 0. Observe also that the conditions
are preserved under addition and scalar multiplication, so that the sets of modular
forms and cusp forms of some fixed weight are complex vector spaces. In addition
the product of two modular forms of weights k1 and k2 is a modular form of weight
k1 + k2, and the quotient of a modular form of weight k1 by a nonzero modular
form is a modular form of weight k1 − k2.
We now develop the definition of modular form with respect to a congruence
subgroup. Let k be an integer and Γ a congruence subgroup of SL2(Z). A function
H −→ C is a modular form of weight k with respect to Γ if it satisfies
f [α]k = f for all α ∈ Γ, (3.1)
and some holomorphy condition to be described below. Each congruence subgroup
Γ of SL2(Z) contains a translation matrix of the form(
1 h
0 1
)
: z 7−→ z + h
for some minimal h | N , since Γ contains Γ(N). For instance for both Γ0(N) and
Γ1(N) we have h = 1. Thus, every function f : H → C that is modular with
respect to Γ is hZ-periodic, so that it has a Fourier expansion
f(z) =
∞∑
n=0
anq
n
h ,
where qh = e
2piiz/h. We define such f to be holomorphic at ∞ if an = 0 for all
n < 0. Note that unlike in the SL2(Z) case, not all the cusps (i.e. Q ∪ {∞}) are
Γ-equivalent, so that the holomorphy at ∞ condition does not imply homolorphy
at all the cusps. Thus, this last condition has to be imposed. A way to express it
is by saying the f [α]k is holomorphic at ∞ for all α ∈ SL2(Z). Note that it makes
sense to speak about holomorphy at ∞ of f [α]k because f [α]k is modular with
respect to α−1Γα, which is again a congruence subgroup. In summary we have
Definition 3.1. Let Γ be a congruence subgroup of SL2(Z) and let k be an integer.
A function f : C −→ H is a modular form of weight k with respect to Γ if
(a) f is holomorphic,
(b) f [α]k = f ,
(c) f [α]k is holomprohic at ∞ for all α ∈ SL2(Z).
If in addition
(d) a0 = 0 in the Fourier expansion of f [α]k for all α ∈ SL2(Z),
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then f is a cusp form of weight k with respect to Γ. The modular forms of weight
k with respect to Γ are denoted by Mk(Γ), and the cusp forms by Sk(Γ).
Both sets are again vector spaces over C. From now on we will focus on modular
forms for the congruence subgroup Γ0(N), and we will call modular form (cusp
form) of weight k and level N the modular forms in Mk(Γ0(N)) (Sk(Γ0(N)). There
are explicit formulas for computing the dimension of the spaces of modular forms.
Next we give the formula for the particular case of cusp forms of weight 2, which
is of major importance in the proof of FLT.
Proposition 3.2. Let p be a prime. Then
dim(S2(Γ0(p)) =
{
bp+1
12
c − 1 if p+ 1 ≡ 2 (mod 12),
bp+1
12
c otherwise.
Let f(z) =
∑∞
n=0 anz
n ∈Mk(Γ0(N)), and let χ be a Dirichlet character modulo
M , then we define the twist of f by χ as
f ⊗ χ(z) =
∞∑
n=0
χ(n)anz
n.
The twist of a modular form is always again a modular form, although not nec-
essarily with respect to a congruence subgroup Γ0. More precisely, if χ is not
quadratic f ⊗ χ is a modular form with respect to another congruence subgroup,
and if χ is quadratic then f ⊗ χ ∈ Mk(Γ0(NM2)). Moreover if f is a cusp form
f ⊗ χ is again a cusp form.
3.3 Hecke Operators
The spaces Mk(Γ0(N)) and Sk(Γ0(N) are equipped with an action of pairwise
commuting diagonalizable operators. They arise from double coset decompositions
of the group Γ0(N) inside SL2(Z).
Definition 3.3. Let N ∈ Z+ and p a prime. The operator Tp is defined as
Tpf =

p−1∑
j=0
f
[(
1 j
0 p
)]
k
if p | N,
p−1∑
j=0
f
[(
1 j
0 p
)]
k
+ f
[(
p 0
0 1
)]
k
if p - N.
It holds that TpTq = TqTp = Tpq for all distinct primes. This allows us to
extend Tp to Tn for any n. First define, for prime powers,
Tpr = TpTpr−1 − pk−1Tpr−2 , for r ≥ 2,
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and note that inductively from the commutativity for primes we have also that
TprTqs = TqsTpr . Thus we can extend the definition multiplicatively to n,
Tn =
∏
Tpeii , where n =
∏
peii .
Note that
TnTm = TmTn if gcd(n,m) = 1.
Proposition 3.4. Let f ∈Mk(Γ0(N)) have Fourier expansion
f(z) =
∞∑
m=0
am(f)q
m, where q = e2piiz.
Then for all n ∈ Z+, Tnf has Fourier expansion
(Tnf)(z) =
∞∑
m=0
am(Tnf)q
m,
where
am(Tnf) =
∑
d|(m,n)
dk−1amn/d2(f).
It is natural to ask whether a given modular form of level N comes from a
lower level or not. This gives rise to the idea of oldforms and newforms. Let us
formally develop the meaning of those concepts. The most trivial way to move
between levels is to observe that if M | N then Sk(Γ0(M)) ⊂ Sk(Γ0(N)).
Another way to embed Sk(Γ0(M)) into Sk(Γ0(N)) is composing with the mul-
tiply by d map, where d is any factor of N/M . That is, for any such d and
f ∈ Sk(Γ0(M)) then f(dz) ∈ Sk(Γ0(N)). Note that for d = 1 we get the embed-
ding Sk(Γ0(M)) ⊂ Sk(Γ0(N)) again.
We say that a given modular form f ∈ Sk(Γ0(N)) is an oldform if it is a linear
combination of functions of type g(dz) where g is a modular form of level M | N
and d is a divisor of N/M . The subspace of old forms is denoted Sk(Γ1(N))
old. In
order to define the space of newforms we need to first define the Petersson inner
product.
The space of cusp forms of a given weight for a given congruence subgroup is
equipped with a product which is of major importance in Hecke theory. Let Γ be
a congruence subgroup, and let DΓ be a fundamental domain of H for the action
of Γ. Recall that a cusp form for Γ is a modular form for Γ which vanishes at the
cusps of DΓ. Let Sk(Γ) be the space of cusp forms for the group Γ of weight k > 0
and k even, and let dµ denote the invariant measure on H defined by
dµ(z) :=
1
y2
dxdy = − 1
2iy2
dzdz,
where z = x + iy. This measure is invariant under the automorphism group
GL+2 (R) of H, meaning that dµ(α(z)) = dµ(z) for all α ∈ GL+2 (R) and z ∈ H. Let
us define, for f, g ∈ Sk(Γ), a new measure,
(f, g)(z) := f(z)g(z)(Im z)kdµ(z).
The exterior form (f, g) satisfies the relations
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(a) (f, g) = (g, f),
(b) (f, f) ≥ 0 and (f, f) = 0 implies f = 0,
(c) (f, g)(γz) = (f, g)(τ) for every γ ∈ Γ.
Theorem 3.5. The space Sk(Γ) of cusp forms of weight k > 0 and k even for Γ
is a Hilbert space of finite dimension with the Peterson hermitian product:
(f, g) :=
∫
DΓ
(f, g)(z) =
∫
DΓ
f(z)g(z)ykdµ.
We define the space of newforms at level N , Sk(Γ1(N))
new as the orthogonal
complement of Sk(Γ1(N))
old with respect to the Peterson hermitian product. How-
ever, when we speak about newforms, we will refer to a more specific subset of
modular forms, defined as follows.
Definition 3.6. A nonzero modular form f ∈Mk(Γ0(N)) that is an eigenform for
the Hecke operators Tn for all n ∈ Z+ is a Hecke form or simply an eigenform. The
eigenform f(z) =
∑∞
n=0 anq
n is normalized if a1 = 1. A newform is a normalized
eigenform in Sk(Γ0(N))
new.
Theorem 3.7. The subspaces Sk(Γ0(N))
old and Sk(Γ0(N))
new are stable under
the Hecke operators Tn for all n ∈ Z+. Furthermore, the set of newforms is an
orthogonal basis of the space Sk(Γ0(N))
new. Each such newform satisfies
Tnf = an(f)f
for all n ∈ Z∗. That is, its Fourier coefficients are its Tn-eigenvalues.
It is clear then that, by the definition of the Hecke operators and by this
theorem, if f is a newform then its Fourier coefficients satisfy the conditions
(a) a1 = 1,
(b) apr = apapr−1 − pk−1apr−2 for all p prime and r ≥ 2.
(c) amn = aman when (m,n) = 1.
3.4 L-functions
Each modular form f ∈ Mk(Γ0(N)) has an associated series, its L-function. Let
f(z) =
∑∞
n=0 anq
n, let s ∈ C be a complex variable, and write formally
L(f, s) =
∞∑
n=1
an
ns
.
If f ∈ Mk(Γ0(N)) is a cusp form then L(f, s) converges absolutely for all s with
<(s) > k/2 + 1. If f is not a cusp form then L(f, s) converges absolutely for all s
with <(s) > k.
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Theorem 3.8. Let f ∈Mk(Γ0(N)), f(z) =
∑∞
n=0 ann
−s. Then f is a normalized
eigenform if and only if L(f, s) has an Euler product expansion
L(f, s) =
∏
p-N
(1− app−s + pk−1−2s)−1
∏
p|N
(1− app−s)−1,
where the product is taken over all primes.
3.5 Galois Repesentations
One of the main importances of modular forms is that one may attach 2-dimensional
Galois representations to each normalized cusp eigenform. Let f ∈ Sk(Γ0(N)) be
a normalized eigenform. Then the eigenvalues an(f) are algebraic integers. More-
over, the field Kf = Q({an}) generated by the Fourier coefficients of f is a finite
extension of Q.
Theorem 3.9. Let f ∈ Sk(Γ0(N)) be a normalized eigenform and Kf = Q({an})
as above. Let p be a prime and p ∈ OKf a prime above p. Then there is a
2-dimensional Galois representation
ρf,p : GQ −→ GL2(Kf,p).
This representation is unramified outside pN . Moreover, for all ` - pN ,
Tr(ρf,p(Frob`)) = a`(f) and det(ρf,p(Frob`)) = `
k−1.
For k = 2 the existence of this representation is a consequence of the Eichler-
Shimura theory, for which we refer to [8] or to [6, Ch. III]. The Eichler-Shimura
theory relates a given modular form with certain abelian variety, and defines the
Galois representation attached to the modular form as the Galois representation
attached to the abelian variety. In fact, if the coefficient field Kf = Q this abelian
variety is an elliptic curve. For k > 2 this result is is due to the work of Deligne
[9].
3.6 Hilbert Modular Forms
Hilbert modular forms are a generalization of modular forms to totally real fields.
In this section we give a brief introduction to Hilbert modular forms and state the
results we will need to deal with FLT. For simplicity and in view of the case we
are interested in we will restrict ourselves to the real quadratic case.
Let K be a real quadratic field. Recall that K = Q(
√
d) for some d > 1
squarefree integer. Denote by OK the ring of integers of K and by d the different
ideal of K. Since it is real quadratic, K has two embeddings into R given by
the identity,
√
d 7→ √d, and the conjugation, √d 7→ −√d. We will denote the
conjugation by x 7→ x′. These two embeddings define an embedding of SL2(K) into
3.6. Hilbert Modular Forms 30
SL2(R)×SL2(R). We define the full Hilbert modular group as SL2(OK) ⊆ SL2(K).
In analogy with the classical modular forms there is an action of SL2(OK) over
H×H, where H is the complex upper half-plane, given by(
a b
c d
)
(z) =
(
az1 + b
cz1 + d
,
a′z2 + b′
c′z2 + d′
)
,
where z = (z1, z2) ∈ H2. The cusps of SL2(OK) are the SL2(OK)-equivalence
classes of K ∪ {∞} where K is viewed as embedded in the real axis of C and the
action over ∞ is (
a b
c d
)
(∞) = a
c
.
In fact, we can extend the action over H2 to an action over
H2 ∪ {(∞,∞)} ∪ {(x, x′) ∈ K ×K},
which plays the role of Hˆ in classical modular forms. A subgroup Γ of SL2(K) is a
congruence subgroup if Γ∩ SL2(OK) has finite index in both Γ and SL2(OK). The
only example of congruence subgroup we will see is
Γ0(N) =
{(
a b
c d
)
∈ SL2(OK) : c ∈ N
}
,
where N is an integral ideal of K.
Definition 3.10. A Hilbert modular form of weight (k1, k2) for a congruence sub-
group Γ is a holomorphic function f : H2 −→ C such that
f(αz) = (cz1 + d)
k1(c′z2 + d′)k2f(z)
for all α =
(
a b
c d
)
∈ Γ. When k1 = k2 = k then f is said to have parallel weight
k, and if Γ = Γ0(N) then we say that f is a Hilbert modular form of level N.
The set of Hilber modular forms of weight (k1, k2) for a given congruence sub-
group Γ is a finite dimensional complex vector space denoted by Mk1,k2(Γ). For a
function f : H2 −→ C and an element α =
(
a b
c d
)
∈ SL2(K) define the operator
f [α]k1,k2(z) = (cz1 + d)
−k1(c′z2 + d′)−k2f(αz).
If k1 = k2 = k we just write [α]k. The assignment f 7→ f [α]k1,k2 defines a right
action of SL2(K) on complex valued functions on H2. Using it the modularity
condition can be rewritten as
f [α]k1,k2(z) = f(z) for all α ∈ Γ.
Note that {(
1 µ
0 1
)
: µ ∈ OK
}
⊆ Γ0(N),
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and as a consequence if f is a Hilbert modular form for Γ0(N) and h ∈ OK then
f(z + h) = f(z),
where z + h = (z1 + µ, z2 + µ
′) ∈ H2. Thus in this case f has a Fourier expansion
f(z) =
∑
ν∈d−1
aνe
2piiTr(νz),
where Tr(νz) = νz1 +ν
′z2, since the inverse of the different ideal is the dual lattice
of OK with respect to the trace form in K, that is
d−1 = {λ ∈ K : Tr(µλ) ∈ Z for all µ ∈ OK}.
In contrast to the one-dimensional case, a Hilbert modular form is automatically
holomorphic at the cusps by the Go¨tzky-Koecher principle, so that we do not have
to impose it in the definition.
Theorem 3.11 (Go¨tzky-Koecher principle). Let f : H2 −→ C be a Hilbert modular
form for a congruence subgroup Γ. Then
aν 6= 0⇐⇒ ν = 0 or ν >> 0,
where aν are its Fourier expansion coefficients.
By ν >> 0 we mean totally positive, that is ν > 0 and ν ′ > 0. Hence returning
to the case f ∈ Mk1,k2(Γ0(N)) we have that the Fourier expansion of f has the
form
f(z) = a0 +
∑
ν∈d−1
ν>>0
aνe
2piiTr(νz).
In particular f is holomorphic at infinity. Moreover, if κ is any other cusp, we take
γ ∈ SL2(K) such that γ∞ = κ. Then the behavior of f at κ is the same as the
behavior of f [γ]k1,k2 at ∞, hence f is holomorphic at all cusps. We say that f is a
cusp form if it vanishes at all cusps, that is, if the constant term a0 in the Fourier
expansion of f [γ]k1,k2 vanishes for all γ ∈ SL2(K). We denote by Sk1,k2(Γ0(N)) the
space of cusp forms of weight (k1, k2) for the congruence subgroup Γ0(N).
Despite this will not be the case in later applications, we assume henceforth
that the field K has strict class number 1 for simplicity. Recall that the strict
class group is the group of fractional ideals quotient the subgroup of principal
ideals generated by totally positive elements. We also restrict to Hilbert modular
forms of parallel weight 2, which are the ones which will be important for our
purposes.
In this case, if n is an integral ideal, then n = νd for some totally positive
ν ∈ d−1. We then define an = aν . The modularity condition implies that an does
not depend on the choice of ν, and we call an the Fourier coefficient of f at n.
Similarly to the modular forms case we may equip the spaces Mk1,k2(Γ0(N)) and
Sk1,k2(Γ0(N)) with an action of pairwise commuting Hecke operators Tn indexed
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by the nonzero integral ideals n. Let p be a prime ideal and p a totally positive
generator of p. Define
Tpf =

N(p)−1∑
j=0
f
[(
1 j
0 p
)]
2
if p | N,
N(p)−1∑
j=0
f
[(
1 j
0 p
)]
2
+ f
[(
p 0
0 1
)]
2
if p - N.
It holds that TpTq = TqTp = Tpq for all distinct prime ideals. So as before this
allows us to extend Tp to Tn for any n. First define, for prime powers,
Tpr = TpTpr−1 − pk−1Tpr−2 , for r ≥ 2,
and note that inductively from the commutativity for primes we have that also
TprTqs = TqsTpr . Thus we can extend the definition multiplicatively to n,
Tn =
∏
Tpeii , where n =
∏
peii .
An oldform is a Hilbert modular form f ∈ S2(Γ0(N)) coming from a lower
level in the same sense as for modular forms. That is, f is a linear combination
of functions of type g(dz) where g is a Hilbert form of level M | N and d is a
generator of N/M. The subspace of oldforms is denoted S2(Γ0(N))
old.
Define the differential form on H2 given by
dµ =
dx1dy1
y21
dx2dy2
y22
.
It is invariant under the action of SL2(R)2. Let f, g ∈ S2(Γ0(N)) and let DΓ0(N) be
a fundamental domain for Γ0(N). Then we define the Petersson inner product as
(f, g) =
∫
DΓ0(N)
f(z)g(z)(y1y2)
2dµ.
The space of newforms S2(Γ0(N))
new is the orthogonal complement of the space
of oldforms. A newform is a normalized (i.e. a(1) = 1) eigenform for all the Hecke
operators which belongs to S2(Γ0(N))
new. If f is a newform then Tnf = anf .
If f ∈ S2(Γ0(N)) is a normalized eigenform its eigenvalues are algebraic integers
and moreover the field Q({an}) := Kf generated by all its Fourier coefficients is a
finite extension of Q. We may attach to it an L-function
L(f, s) =
∑
n
an
N(n)s
and l-adic Galois representations
ρf,l : GK −→ GL2(Kf,l)
for primes l ∈ OK , which are unramified away from lN and furthermore
Tr(ρf,l(Frobp)) = ap(f) and det(ρf,l(Frobp)) = N(p).
Chapter 4
Fermat’s Last Theorem
In this chapter we will make use of the tools provided in the previous chapters
for studying the asymptotic Fermat’s Last Theorem. We begin by sketching the
proof of the classical FLT, this will serve as an inspiration for the study of the
asymptotic FLT, which will be proved next.
4.1 Fermat’s Last Theorem
Assume that p ≥ 5, and suppose that
ap + bp + cp = 0,
with a, b, c coprime integers, is a non-trivial solution to the Fermat equation. Ob-
serve that exactly one of them must be even. By changing the order and the sign
of a, b and c we may assume that a ≡ −1 (mod 4) and 2 | b. Attach to the triple
an elliptic curve
Eap,bp,cp : y
2 = x(x− ap)(x− bp), (4.1)
known as the Frey curve associated to ap, bp, cp. By the coprimality of a, b and c
we have that Eap,bp,cp is semistable, and hence its conductor can be expressed as
Nap,bp,cp =
∏
`|abc
`.
Let us compute its minimal discriminant. The discriminant and c4-invariant of
Eap,bp,cp are given by
∆ = 16(abc)2p,
c4 = 16(a
2p − (bc)p).
Clearly vl(c4) = 0 for all primes l 6= 2, so that the equation (4.1) is minimal at all
these primes. However v2(c4) = 4, hence (4.1) may not be minimal at 2. Indeed
the change of coordinates
x = 4x′, y = 8y′ + 4x′
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yields another equation
y2 + xy = x3 +
bp − ap − 1
4
x2 − (ab)
2p
16
x. (4.2)
By our assumptions on a and b the coefficients of this equations belong to Z,
and by Section 2.1, eq. 2.3, v2(c
′
4) = 0 and v2(∆
′) = v2(∆) − 12 = 2p − 8. In
particular equation (4.2) is minimal at 2. All this put together yields that the
minimal discriminant of the Frey curve is
∆ap,bp,cp = 2
−8(abc)2p.
Denote by ρap,bp,cp the p-adic Galois representation attached to Eap,bp,cp . By The-
orem 2.13 we have that ρap,bp,cp is unramified outside pN . Moreover, recall that,
by Theorem 2.16 we have that ρ¯ap,bp,cp is unramified at l 6= p if and only if
p | vl(∆ap,bp,cp) and flat at p if and only if p | vp(∆ap,bp,cp). Thus in our case
ρ¯ap,bp,cp is unramified outside 2p and flat at p. Moreover, Mazur proved in [16] and
[17] the following result about irreducibility of residual representations attached
to semistable elliptic curves.
Theorem 4.1. Let E/Q be a semistable elliptic curve. Then ρ¯E,` is absolutely
irreducible for ` > 7. Moreover if E has full 2-torsion over Q then ρ¯E,` is absolutely
irreducible for all ` > 3.
Definition 4.2. We say that an elliptic curve E/Q is modular if there is a weight
two newform f of level NE for which
L(E, s) = L(f, s).
In particular this implies that ρE,p ∼ ρf,p at every prime.
Theorem 4.3 (Wiles). Every semistable elliptic curve over Q is modular.
Since the Frey curve Eap,bp,cp is semistable this implies that there is a weight
two newform fap,bp,cp of conductor Nap,bp,cp associated to Eap,bp,cp . In particular, we
have ρap,bp,cp ∼ ρfap,bp,cp . We know that ρ¯ap,bp,cp is absolutely irreducible, unramified
outside 2p and flat at p, hence so is ρfap,bp,cp . The final step is to apply Ribet’s
level lowering theorem.
Theorem 4.4 (Ribet). Let f be a weight two newform of level N` where ` - N
is a prime. Suppose ρ¯f,p is absolutely irreducible and that one of the following is
true:
• ` 6= p and ρ¯f,p is unramified at `, or
• ` = p and ρ¯f,p is flat at p.
Then there is a weight 2 newform g of level N such that ρ¯g,p ' ρ¯f,p.
Applying Ribet’s theorem we conclude that there is a weight two newform g
of conductor 2 such that ρg ∼= ρap,bp,cp . But by Proposition 3.2 the dimension of
S2(Γ0(2)) is 0. Thus we reach contradiction, and Fermat’s Last Theorem is proved.
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4.2 Fermat’s Last Theorem for Real Quadratic
Fields
Recall that real quadratic fields are those of the form K = Q(
√
d) with d a positive
squarefree integer. We define the following sets once and for all,
S = {P : P prime above 2},
T = {P ∈ S : f(P/2) = 1},
where f(P/2) stands for the residual degree. Note that since K is quadratic the
only possibilities for the decomposition of 2 in K are
2 is

inert if d ≡ 5 (mod 8) =⇒ S = {P}, T = Ø,
split if d ≡ 1 (mod 8) =⇒ S = T = {P1,P2},
ramified if d ≡ 2, 3 (mod 4) =⇒ S = T = {P}.
First of all, let us see why the strategy followed to prove FLT fails when dealing
with the Fermat equation over extensions of Q. Let K/Q be a real quadratic field
and OK its ring of integers. Suppose ap + bp + cp = 0 with a, b, c ∈ K, abc 6= 0 and
p ≥ 5 prime. We can scale them so that they belong to the ring of integers OK . If
the class number of K is greater than 1 then we can not assume coprimality of a, b
and c. However we can take a finite set H of representatives of the class group and
assume coprimality outsideH. In this case the Frey curve Eap,bp,cp defined as in the
classical case is semistable outside S ∪H. Applying level lowering yields a Hilbert
newform of parallel weight 2 and level divisible only by primes in S ∪ H, but in
general there are newforms at these levels. Hence we do not reach a contradiction
as we did in the classical case.
To go further we must somehow get rid of the bad primes coming from the class
group. To achieve this we study, for P ∈ T , the action of IP in Eap,bp,cp [p]. This
allows us to find another elliptic curve E ′ such that ρ¯ap,bp,cp ∼ ρ¯E′,p and with better
properties, namely, potentially good reduction away from S and full 2-torsion over
K. These properties, along with the study of the the action of Iq in Eap,bp,cp [p] for
q /∈ S, permits us to relate the j-invariant of E ′ with the S-unit equation over K.
Since we can explicitly solve the S-unit equation for all real quadratic K, we will
reach a contradiction for some of them.
Before starting with these computations, we give some strong results necessary
to prove the asymptotic Fermat’s Last Theorem. More precisely, we state the
modularity theorem for real quadratic fields, level-lowering theorem for Hilbert
modular forms, irreducibility of reduced representations attached to elliptic curves,
and a version of Eichler-Shimura for Hilbert modular forms.
Theorem 4.5. Let K be a real quadratic field. Then all elliptic curves over K
are modular.
This modularity theorem was proved by Freitas, Le Hung and Siksek in [11].
We need also the following irreducibility theorem, derived in [12].
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Theorem 4.6. Let K be a real quadratic field. There is an effective constant CK,
depending only on K, such that, if p > CK is a prime, and E is an elliptic curve
over K semistable at all q | p, then ρ¯E,p is irreducible.
For the level-lowering theorem we refer to main article by Freitas and Siksek
we are following, [10].
Theorem 4.7. Let K be a real quadratic field and E/K and elliptic curve of
conductor N. Let p be a rational prime. For a prime ideal q of K denote by ∆q
the minimal discriminant of E at q. Let
Mp :=
∏
q||N
p|vq(∆q)
q, Np =
N
Mp
.
Suppose that
(i) ρ¯E,p is irreducible,
(ii) E is semistable at all q | p,
(iii) p | vq(∆q) for all q | p.
Then there is a Hilbert eigenform f of parallel weight 2 that is new at level Np and
some prime w of Qf such that w | p and ρ¯E,p ∼ ρ¯f,w.
Finally, we need the following version of Eichler-Shimura, in order to attach
an elliptic curve to a given Hilbert modular form with rational eigenvalues. This
result is proved in [7, Theorem 7.7].
Theorem 4.8. Let K be a real quadratic field and let f be a Hilbert new form
over K of level N and parallel weight 2 such that Qf = Q. Suppose that there is a
prime ideal q of K such that vq(N) = 1. Then there is an elliptic curve Ef/K of
conductor N with the same L-function as f .
Corollary 4.9. Let E be an elliptic curve over a real quadratic field K and p an
odd prime. Suppose ρ¯E,p is irreducible, and ρ¯E,p ∼ ρ¯f,p for some Hilbert newform
over K of parallel weight 2 with Qf = Q. Let q - p a prime of K such that
(i) E has potentially good reduction at q,
(ii) p | #ρ¯E,p(Iq),
(iii) p - (N(q)± 1).
Then there is an elliptic curve Ef/K of conductor N with the same L-function as
f .
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Proof. Consider the usual invariants c4 and c6 attached to E and γ = −c4/c6 as in
Section 2.5. Let χ be the quadratic character associated to K(
√
γ)/K. By what
we saw in Section 2.5 the quadratic twist E ⊗ χ has split multiplicative reduction
at q. Consider g = f ⊗ χ. Then since χ is quadratic and Qf = Q we have that
Qg = Q.
Suppose g is new at level Ng. Then it is enough to prove that vq(Ng) = 1.
In fact in this case by the previous theorem there is an elliptic curve Eg having
the same L-function as g, but recall that the twist by a quadratic character acts
in the same way on elliptic curves and on modular forms, so that L-functions of
f = g ⊗ χ and Ef := Eg ⊗ χ are also the same.
In order to prove vq(Ng) = 1 we look at the equivalence ρ¯E⊗χ,p ∼ ρ¯g,p. Let N
be their optimal level. Then since E ⊗ χ has multiplicative reduction at q then
vq(N) = 0 or 1. Since χ is a quadratic character and ρ¯E⊗χ,p = ρ¯E,p ⊗ χ then since
p | ρ¯E,p we have that p | ρ¯E⊗χ,p. Hence vq(N) 6= 0 and so vq(N) = 1. Now, by
[13, Theorem 1.5] we have that vq(N) = vq(Ng) except possibly when vq(N) = 0
and vq(Ng) = 1 or when NK/Q(q) = ±1 (mod p). The former is impossible since
vq(N) = 1 and the latter is impossible by hypothesis (c). Therefore vq(Ng) = 1.
Conductor of the Frey curve
In this section we minimize the primes of bad reduction of the Frey curve and
compute its conductor.
Let u, v, w ∈ OK such that uvw 6= 0 and u+ v + w = 0 and let
E : y2 = x(x− u)(x+ v).
Lemma 4.10. Let q - 2 be a prime and let
s = min{vq(u), vq(v), vq(w)}.
Denote by Emin a local minimal model of E at q. Then
(i) Emin has good reduction at q if and only if s is even and
vq(u) = vq(v) = vq(w).
(ii) Emin has multiplicative reduction at q if and only if s is even and the valua-
tions above are not all equal. In this case the minimal discriminant satisfies
vq(∆q) = 2vq(u) + 2vq(v) + 2vq(w)− 6s.
(iii) Emin has additive reduction if and only if s is odd.
Proof. Let pi be a uniformizer of Kq. Suppose first that s is even and vq(u) =
vq(v) = vq(w) = s. Then the change of coordinates y = pi
3s/2y′ and x = pisx′ yields
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an equation with vq(∆) = 0, and hence this equation is minimal and has good
reduction at q.
If s is even and vq(u) < vq(v) (say) then necessarily s = vq(u) = vq(w). Thus
the same change of coordinates yields an equation with vq(∆) > 0 and vq(c4) = 0,
and hence this equation is minimal and has multiplicative reduction at q.
Finally, if s is odd we apply the change of coordinates y = pi3(s−1)/2y′ and
x = pis−1x′. Then if vq(u) = vq(v) = vq(w) the equation we get has vq(∆) = 6 and
vq(c4) > 0. Otherwise the equation has vq(∆) > 0 and vq(c4) = 2. Thus in both
cases the equation is minimal and has additive reduction at q.
Let (a, b, c) be a non-trivial solution to the Fermat equation. Let Ga,b,c be the
ideal aOK + bOK + cOK . By the previous lemma an odd prime not dividing Ga,b,c
is a prime of good or multiplicative reduction for Ea,b,c and does not appear in the
final level Np. However, a prime dividing Ga,b,c exactly once is an additive prime,
and does appear in Np. Thus in order to control Np we must to control Ga,b,c. The
following lemma achieves this.
Lemma 4.11. Let (a, b, c) a non-trivial solution to the Fermat equation. There is
a non-trivial integral solution (a′, b′, c′) to the Fermat equation such that
(i) For some η ∈ K∗, we have a′ = ηa, b′ = ηb, c′ = ηc,
(ii) Ga,b,c = m for some m ∈ H,
(iii) [a′, b′, c′] = [a, b, c].
Proof. Let m ∈ H satisfy [Ga,b,c] = [m], where [ · ] stands for the class in the class
group. Therefore there is a η ∈ K∗ such that m = (η) · Ga,b,c. Define a′, b′ and c′
as in (i). Observe that (a′) = (η) · (a) = mG−1a,b,c · (a), which is an integral ideal,
since by its definition Ga,b,c divide (a). Similarly for (b′) and (c′). Finally we have
Ga′,b′,c′ = a′OK + b′OK + c′OK = (η) · (aOK + bOK + cOK) = (η) · Ga,b,c = m.
Lemma 4.12. Let Let (a, b, c) a non-trivial solution to the Fermat equation with
prime exponent p satisfying Ga,b,c = m ∈ H. Write E for the Frey curve, and let ∆
be its discriminant. Then, at all q /∈ S ∪ {m}, the model E is minimal, semistable
and satisfies p | vq(∆). Let N be the conductor of E, and let Np as defined in
Theorem 4.7. Then
N = ms
∏
P∈S
PrP
∏
q|abc
q/∈S∪{m}
q, Np = m
s′
∏
P∈S
Pr
′
P ,
where 0 ≤ r′P ≤ rP ≤ 2 + 6vP(2) and 0 ≤ s′m ≤ s′m ≤ sm ≤ 2.
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Proof. Let q /∈ S ∪ {m} be a prime such that q | abc. Then we have that q divides
exactly one of a, b and c, since otherwise we would have q | Ga,b,c and hence q = m,
contradicting the hypothesis. This implies that vq(c4) = 0, so that q is a prime of
multiplicative reduction. It is clear that p | vq(∆), and therefore q - Np.
Let P ∈ S. Then by [19, Theorem IV.10.4] we have that vP(N) ≤ 2 + vP(2).
Note that r′P = rP unless E has multiplicative reduction at P and p | vP(∆P),
in which case rP = 1 and r
′
P = 0. Finally, for sm, recall that m - 2. Since E has
full 2-torsion by Proposition 2.10 we have that sm ≤ 2, and as before sm = s′m
unless E has multiplicative reduction at m and | vm(∆m), in which case sm = 1
and s′m = 0.
Images of inertia
As mentioned in the beginning of the section, we need some results about the
images of the inertia subgroups at all primes. The first lemma shows that for all
primes q - 2 then p - #ρ¯E,p(Iq), while the second one shows that for primes P | 2
with residual degree 1 we have p | #ρ¯E,p(IP).
Lemma 4.13. Let q /∈ S be a prime of K. Let (a, b, c) a non-trivial solution to
the Fermat equation with prime exponent p ≥ 5 such that q - p. Let E be the Frey
curve. Then p - #ρ¯E,p(Iq).
Proof. By Theorem 2.16 and Proposition 2.18 if p ≥ 5 then p | #ρE,p(Iq) if and
only if vq(j) < 0 and p - vq(j). Recall that j = c34/∆. If a, b, c have distinct
valuations at q then vq(j) < 0 and p | vq(j). Otherwise vq(j) ≥ 0. In either case it
follows that p - #ρ¯E,p(Iq).
Lemma 4.14. Let P ∈ S. Let (a, b, c) a non-trivial solution to the Fermat equa-
tion with prime exponent p > 4vP(2). Let E = Ea,b,c be the Frey curve. If P ∈ T
then E has potentially multiplicative reduction at P and p | #ρ¯E,p(IP).
Proof. Let P be a uniformizer for KP. Let
t = min{vP(a), vP(b), vP(c)}
and α = pi−ta, β = pi−tb and γ = pi−tc. Note that α, β, γ ∈ OK . Since the residue
field of P is F2 the equation αp + βp + γp = 0 tells us that exactly one of them is
divisible by pi. Thus vP(a), vP(b), vP(c) are not all equal, and hence two of them
must be equal to t and the other one equal to t+ k with k ≥ 1. By the definition
of j we thus get vP(j) = 8vP(2)− 2kp. As p > 4vP(2), we see that vP(j) < 0 and
p - vP(j). Therefore by Theorem 2.16 p | #ρ¯E,p(IP).
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The curve E ′
We combine now the lemmas in the two last subsections with the theorems at the
beginning of this section for finding another elliptic curve with better properties
than the Frey curve E and equivalent reduced Galois representation mod p. How-
ever, first of all we need the following result, which will allow us to assume that
the coefficient field of certain modular form is the rational numbers, in order to be
within the hypothesis of Corollary 4.9. Although it holds in totally real fields, we
are going to prove it, for simplicity, over Q.
Theorem 4.15. Let E/K be an elliptic curve of conductor N and f a modular
newform of level N ′ and weight 2 such that ρ¯E,p ∼ ρ¯f,w for some prime p and prime
ideal w | p in Qf . Let ` ∈ Q be a prime such that `2 - N and ` - pN ′. Denote by
t = #Etors(Q). Define
S` =
{
a ∈ Z : − 2
√
` ≤ a ≤ 2
√
` and a ≡ ` (mod t)
}
,
B` = `NQf/Q((`+ 1)
2 − c2`)
∏
a∈S`
NQf/Q(a− c`),
where c` are the Fourier coefficients of f . Then p | B`.
Proof. Note that if ` is of good reduction, or what is the same ` - N , then t
divides #E(F`) = ` + 1 − a`, so that a` ≡ ` + 1 (mod t). This follows from
the fact that for primes ` of good reduction there is an injective homomorphism
φ : Etors(Q)→ E(F`) (see for example [18, Ch.VII]).
If ` = p the first term of B` ensures us that p | B`. Assume thus that ` - p.
If ` - pN , then the hypothesis ρ¯E,p ∼ ρ¯f,w implies that a` ≡ c` (mod w), so that
p | NQf/Q(a` − c`). Otherwise ` || N , and by [4, Theorem 15.2.2] this implies that
p | NQf/Q((`+ 1)2 − c2`). Since by Hasse’s theorem
−2
√
` ≤ a` ≤ 2
√
`,
and since in the first case ` is of good reduction we have that a` ∈ S. Therefore
p | B`.
In order for this result to be useful we have to see whether there is a prime
` as in the theorem such that B` 6= 0. If Qf 6= Q then there is infinitely many
non-rational c`, so for all those ` clearly B` 6= 0. Also, by [4, Proposition 15.4.2],
there exists an ` which satisfies B` 6= 0 if 4 | t and for every elliptic curve F/K
isogenous to E then F (K) does not have full 2-torsion.
Theorem 4.16. Let K = Q(
√
d) be a real quadratic field with d 6≡ 1 (mod 4).
There is a constant BK depending only on K such that the following hold. Let
(a, b, c) a non-trivial solution to the Fermat equation with prime exponent p > BK,
and assume Ga,b,c = m ∈ H. Let E be the Frey curve. Then there is an elliptic
curve E ′ over K such that
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(i) The conductor of E is divisible only by primes in S ∪ {m},
(ii) #E ′(K)[2] = 4,
(iii) ρ¯E,p ∼ ρ¯E′,p.
Moreover, if we call j′ the j-invariant of E ′. Then
(a) for P ∈ T , we have vP(j′) < 0,
(b) for q /∈ S, we have vq(j′) ≥ 0.
In particular, E ′ has potentially good reduction at outside S.
Proof. By Lemma 4.12 E is semistable away from S ∪ {m}. Theorem 4.5 tells
us that all elliptic curves over real quadratic fields are modular, therefore E is
modular. By Theorem 4.6 we can take a constant BK such that ρ¯E,p is irreducible.
Now, applying Theorem 4.8 we see that ρ¯E,p ∼ ρ¯f,w for a Hilbert newform f of
level Np and some prime w | p of Qf . Recall that Np = ms′
∏
P∈SP
r′P , as in
Lemma 4.12.
By the previous theorem we can reduce to the case Qf = Q, after enlarging
BK by an effective amount. Since we have assumed d 6≡ 1 (mod 4) then there is
only one prime P above 2 and furthermore P ∈ T . Thus, by Lemma 4.14 E has
potentially multiplicative reduction at P and p | #ρ¯E,p(IP). If we enlarge BK so
that p - (N(P)±1) then by Corollary 4.9 there is an elliptic curve E ′/K having the
same L-function as f . By the discussion above, after enlarging BK and possibly
replacing E ′ by an isogenous curve we may assume that E ′ has full 2-torsion.
It remains to prove (a) and (b). Recall that by Theorem 2.9 there are finitely
many elliptic curves E ′ with full 2-torsion and good reduction outside S ∪ {m}.
Therefore we may assume, after possibly enlarging BK , that for all primes q, if
vq(j
′) < 0 then p - vq(j′). We know from Lemma 4.13 that for q /∈ S, p - #ρ¯E,p(Iq),
hence p - #ρ¯E′,p(Iq). By Lemma 4.13 this implies that vq(j′) ≥ 0.
Finally, as mentioned before we have that p | ρ¯E,p(IP) for P ∈ T , therefore
p | ρ¯E′,p(IP). By Theorem 2.16 we have that vP(j′) < 0.
The S-unit equation
In the previous section we have found a particular elliptic curve E ′ related to
a solution the Fermat equation. Relating the j-invariant of E ′ with the S-unit
equation in K allows us to derive a condition which if satisfied by K implies that
the asymptotic Fermat’s Last Theorem holds in K.
Recall that the ring of S-integers of K, which already appeared in Section 2.4,
is
OS = {a ∈ K : vq(a) ≥ 0 for all q /∈ S}.
Here S denotes the set of primes above 2, as before. The S-unit equation is
λ+ µ = 1, λ, µ ∈ O∗S.
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Note that the S-unit equation has precisely 3 solutions in Q ∩ O∗S, namely
(λ, µ) = (2,−1), (−1, 2), (1/2, 1/2).
These solutions will be called irrelevant, while any other solution will be called
relevant.
Theorem 4.17. Let K = Q(
√
d) be a real quadratic field with d 6≡ 1 (mod 4).
Suppose that for every solution (λ, µ) to the S-unit equation
λ+ µ = 1, λ, µ ∈ O∗S,
the prime P ∈ T above 2 satisfies max{|vP(λ)|, |vP(µ)|} ≤ 4vP(2). Then the
asymptotic Fermat’s Last Theorem holds over K.
Proof. Take BK as in Theorem 4.16, and let (a, b, c) be a non-trivial solution to
the Fermat equation with prime exponent p > BK . By Lemma 4.11 we can rescale
(a, b, c) such that they remain integral and Ga,b,c = m for some m ∈ H. Recall
that since d 6≡ 1 (mod 4) then S = T = {P}. Now Theorem 4.16 yields an
elliptic curve E ′/K with full 2-torsion and potentially good reduction outside P
(i.e. vq(j
′) ≥ 0 for all q 6= P). Moreover vP(j′) < 0. As a consequence j′ ∈ OS.
Recall from Section 2.1 that the j-invariant can be written as
j′ = 28
(λ2 − λ+ 1)3
λ2(λ− 1)2
for some λ ∈ K. Moreover j′ is invariant under any of the six combinations{
λ,
1
λ
, 1− λ, 1
1− λ,
λ
λ− 1 ,
λ− 1
λ
}
. (4.3)
The equation for j′ shows that λ satisfies a polynomial equation with coefficients
in OS, and therefore λ ∈ OS. In the same way, all six combinations above belong
to OK . In particular 1/λ, µ := 1−λ and 1/µ belong to OS, so that both λ, µ ∈ O∗S,
and hence (λ, µ) is a solution to the S-unit equation.
We rewrite the j′ as
j′ = 28
(1− λµ)3
(λµ)2
and denote t := max{|vP(λ)|, |vP(µ)|}. By our assumption t ≤ 4vP(2). If t = 0
then vP(j
′) ≥ 8vP(2) > 0, which is a contradiction. If t > 0, then the relation
λ + µ = 1 implies that either vP(λ) = vP(µ) = −t, vP(λ) = 0 and vP(µ) = t or
vP(λ) = t and vP(µ) = 0. Thus vP(λµ) = −2t < 0 or vP(λµ) = t > 0. In either
case vP(j
′) = 8vP(2)− 2t ≥ 0, which is again a contradiction.
The final step is to understand the solutions the S-unit equation for real
quadratic fields, in order to give a explicit description of the d’s such that Q(
√
d)
satisfy the asymptotic Fermat’s Last Theorem. We will say that two solutions to
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the S-unit equation are equivalent if they are related to each other by a transforma-
tion as in (4.3). Note that the three relevant solutions (2,−1), (−1, 2), (1/2, 1/2)
form a single set of equivalent solutions.
It is straightforward to see that given two equivalent solutions (λ, µ) and (λ′, µ′)
then
max{|vP(λ)|, |vP(µ)|} ≤ 4vP(2)⇐⇒ max{|vP(λ′)|, |vP(µ′)|} ≤ 4vP(2).
Let us check for example the case λ′ = 1/λ. Clearly |vP(λ)| = |vP(λ′)|. Now,
µ′ = (λ − 1)/λ, so that if vP(λ) > 0 then vP(µ′) = −vP(λ), if vP(λ) < 0 then
vP(µ
′) = 0 and if vP(λ) = 0 then vP(µ′) = vP(µ). In all three cases we get the
desired result.
Finally, since K is quadratic there is only one or two primes above 2, and this
implies that in any equivalence class of solutions there is a representative which lies
in OK , or what is the same, there is a solution (λ, µ) such that vP(λ), vP(µ) ≥ 0
for all P ∈ S.
Lemma 4.18. Let K = Q(
√
2) with d ≥ 2 squarefree. Up to equivalence every
relevant solution to the S unit equation (λ, µ) has the form
λ =
η12
r1 − η22r2 + 1 + v
√
d
2
, µ =
η22
r2 − η12r1 + 1− v
√
d
2
, (4.4)
where
η1 = ±1, η2 = ±1, r1 ≥ r2 ≥ 0, v ∈ Z, v 6= 0 (4.5)
are related by
(η12
r1 − η22r2 + 1)2 − η12r2+2 = dv2, (4.6)
(η22
r2 − η12r1 + 1)2 − η12r1+2 = dv2. (4.7)
Moreover, if d 6≡ 1 (mod 8) then we can take r2 = 0.
Note that (4.6) and (4.7) are equivalent.
Proof. Let us first see that (λ, µ) defined as above are indeed relevant solutions. It
is clear from (4.4) that λ and µ belong to OS \Q∗ and that they satisfy λ+µ = 1.
Moreover, by (4.6) and (4.7) the norms of λ and µ are η12
r1 and η22
r2 respectively,
so that λ, µ ∈ O∗S. Thus (λ, µ) is a relevant solution.
Conversely, assume (λ, µ) is a relevant solution. By the discussion above we
may suppose that (λ, µ) ∈ OK . Denote by x 7→ x¯ conjugation in K. Then
λλ¯ = η12
r1 , µµ¯ = η22
r2 ,
with η1 = ±1, η2 = ±1 and since λ, µ ∈ OK then r1, r2 ≥ 0. We may suppose by
switching λ and µ that r1 ≥ r2 ≥ 0. Note that if d 6≡ 1 (mod 8) then S consists
of 1 element and therefore the relation λ+ µ = 1 forces r2 = 0. Write
λ+ λ¯ = λλ¯− (1− λ)(1− λ¯) + 1 = λλ¯− µµ¯+ 1 = η12r1 − η22r2 + 1.
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In the same way, λ− λ¯ = v√d for some v ∈ Z. Expressing λ as λ = 1
2
((λ + λ¯) +
(λ − λ¯)) gives the result in (4.4). The expression for µ comes from µ = 1 − λ,
equation (4.6) derive from the identity (λ + λ¯)2 − (λ − λ¯)2 = 4λλ¯ and similarly
with (4.7) and µ.
d
relevant solutions of the S-unit equation up to
equivalence
d = 2
(
√
2, 1−√2), (−16 + 12√2, 17− 12√2),
(4 + 2
√
2,−3 + 2√2), (−2 + 2√2, 3− 2√2)
d = 3 (2 +
√
3,−1−√3), (8 + 4√3,−7− 4√3)
d = 5
((1 +
√
5)/2, (1−√5)/2), (−8,+4√5, 9− 4√5),
(−1 +√5, 2−√5)
d = 6 (−4 + 2√6, 5− 2√6)
d ≡ 3 (mod 8),
d 6= 3 none
d ≡ 5 (mod 8),
d 6= 5 none
d ≡ 7 (mod 8) (2
2s+1 + 2s+1w
√
d, 1− 22s+1 − 2s+1w√d) such that
4s − 1 = dw2, s ≥ 2 and w 6= 0
d ≡ 2 (mod 16),
d 6= 2
(−22s + 2sw√d, 1 + 22s − 2sw√d) such that
4s + 1 = dw2, s ≥ 2 and w 6= 0
d ≡ 6 (mod 16),
d 6= 6 none
d ≡ 10 (mod 16) none
d ≡ 14 (mod 16) (2
2s + 2sw
√
d, 1− 22s − 2sw√d) such that
4s − 2 = dw2, s ≥ 2 and w 6= 0
Table 4.1: Relevant solutions of the S-unit equation for d ≥ 2 squarefree, d 6≡ 1 (mod 8).
Lemma 4.19. Let d 6≡ 1 (mod 8) be squarefree ≥ 2. The relevant solutions to the
S-unit equation, up to equivalence, are as given in Table 4.1.
Proof. Since d 6≡ 1 (mod 8) we assume r2 = 0. Values 0 ≤ r1 ≤ 5 combined with
η1 = ±1 and η2 = ±1 give the solutions Table 4.1 for d = 2, 3, 5, 6 and the solution
(16− 4√14,−15 + 4√14), which is included under d ≡ 14 in Table 4.1. Therefore
we suppose that r1 ≥ 6. If η2 = −1 then equation (4.7) gives 22r1 + 4 = dv2. Since
r1 ≥ 6 this implies that 4 ≡ dv2 (mod 8). However a square mod 8 can only be 0,
1 or 4, and as d is squarefree we have that necessarily d ≡ 1 (mod 8), which is a
contradiction.
Thus assume η2 = 1. Now equation (4.6) yields
2r1+2(2r1−2 − η1) = dv2.
Note that if d is odd then r1 is even, since in this case 2
r1+2 is the greatest power of
2 which divides v2. Moreover, if d is even, since it is squarefree the greatest power
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of 2 dividing v2 is 2r1+1, so that r1 must be odd. Suppose first that d is odd, and
so r1 = 2s+ 2 and v = 2
s+2w for some non-zero integer w. Note that since r1 ≥ 6
then s ≥ 2. Dividing by 2s+2 we get 4s − η1 = dw2. As η = ±1 this equation has
no solution if d ≡ 3 or 5 (mod 8). This completes the proof in these two cases. If
d ≡ 7 (mod 8) reduction of the equation modulo 8 shows that η = 1. This gives
the solution in Table 4.1 for d ≡ 7 (mod 8).
Suppose that d is even, and so r1 = 2s + 1 and v = 2
s+1w for some non-zero
integer w, and s ≥ 2. Then 22s−1−η = (d/2)w2. As before this gives a contradiction
when d ≡ 6 or 10 (mod 8), and thus proving these cases, including d = 6 (recall
that the solution for d = 6 was for r1 < 6). Finally for d ≡ 2 or 14 (mod 8) then
η1 = −1, 1 respectively, leading to the solutions of Table 4.1. However it is easy
to see that η1 = −1 neither gives a solution for d = 2 since 22s−1 + 1 = w2 implies
that (w + 1)(w − 1) = 22s−1, which is impossible.
Theorem 4.20. Let d ≥ 2 be squarefree, satisfying one of the following
(i) d ≡ 3 (mod 8).
(ii) d ≡ 6 or 10 (mod 16).
(iii) d ≡ 2 (mod 16) and d has some prime divisor q ≡ 5 or 7 (mod 8).
(iv) d ≡ 14 (mod 16) and d has some prime divisor q ≡ 3 or 5 (mod 8).
Then the asymptotic Fermat’s Last Theorem holds in K = Q(
√
d).
Proof. Since in all cases d 6≡ 1 (mod 4) we have that S = T = {P}. We have to
verify that for all such d all the solutions to the S-unit equation over K = Q(
√
2)
satisfy
max{|vP(λ)|, |vP(µ)|} ≤ 4vP(2), (4.8)
and then apply Theorem 4.17 to conclude that the asymptotic Fermat’s Last The-
orem holds. In fact, by what we saw above, we only have to check (4.8) for one
representative of each equivalence class of solutions. The irrelevant solutions and
the particular solutions for d = 2, 3, 6 listed in Table 4.1 satisfy it.
For d ≡ 3 (mod 8) or d ≡ 6 or 10 (mod 16) there are no further solutions, so
cases (i) and (ii) are proved.
Suppose d ≡ 2 (mod 16) and d 6= 2. Then there is no relevant solutions unless
there are s ≥ 2 and w 6= 0 such that 4s + 2 = dw2. If q | d is an odd prime, then
22s ≡ −2 (mod q), which implies that q ≡ 1 or 3 (mod 8).
Finally id d ≡ 14 (mod 16) there are no relevant solutions unless there are
s ≥ 2 and w 6= 0 such that 4s−2 = dw2. Now if q | d is an odd prime, then 22s ≡ 2
(mod q), which implies that q ≡ 1 or 7 (mod 8).
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