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ANOSOV DIFFEOMORPHISMS ON NILMANIFOLDS UP TO
DIMENSION 8
JORGE LAURET, CYNTHIA E. WILL
Abstract. After more than thirty years, the only known examples of Anosov
diffeomorphisms are hyperbolic automorphisms of infranilmanifolds. It is also
important to note that the existence of an Anosov automorphism is a really
strong condition on an infranilmanifold. Any Anosov automorphism deter-
mines an automorphism of the rational Lie algebra determined by the lattice,
which is hyperbolic and unimodular (and conversely ...). These two conditions
together are strong enough to make of such rational nilpotent Lie algebras
(called Anosov Lie algebras) very distinguished objects. In this paper, we
classify Anosov Lie algebras of dimension less or equal than 8.
As a corollary, we obtain that if an infranilmanifold of dimension n ≤ 8
admits an Anosov diffeomorphism f and it is not a torus or a compact flat
manifold (i.e. covered by a torus), then n=6 or 8 and the signature of f
necessarily equals {3, 3} or {4, 4}, respectively. We had to study the set of all
rational forms up to isomorphism of many real Lie algebras, which is a subject
on its own and it is treated in a section completely independent of the rest of
the paper.
1. Introduction
A diffeomorphism f of a compact differentiable manifoldM is called Anosov if it
has a global hyperbolic behavior, i.e. the tangent bundle TM admits a continuous
invariant splitting TM = E+ ⊕ E− such that df expands E+ and contracts E−
exponentially. These diffeomorphisms define very special dynamical systems and it
is then a natural problem to understand which are the manifolds supporting them
(see [29]). After more than thirty years, the only known examples are hyperbolic
automorphisms of infranilmanifolds (called Anosov automorphisms) and it is con-
jectured that any Anosov diffeomorphism is topologically conjugate to one of these
(see [23]). The conjecture is known to be true in many particular cases: J. Franks
[10] and A. Manning [22] proved it for Anosov diffeomorphisms on infranilmanifolds
themselves; Y. Benoist and F. Labourie [2] in the case the distributions E+, E− are
differentiable and the Anosov diffeomorphism preserves an affine connection (for
instance a symplectic form); and J. Franks [10] when dimE+ = 1 (see also [12]
for expanding maps). Since Anosov automorphisms have many additional dynam-
ical properties (see [31]), a general resolution of the conjecture would be of great
relevance.
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It is also important to note that the existence of an Anosov automorphism is
a really strong condition on an infranilmanifold. An infranilmanifold is a quotient
N/Γ, where N is a nilpotent Lie group and Γ ⊂ K ⋉N is a lattice (i.e. a discrete
cocompact subgroup) which is torsion-free andK is a compact subgroup of Aut(N).
Among some other more technical obstructions (see [21] for further information),
the first natural obstruction for the infranilmanifold N/Γ to admit an Anosov au-
tomorphism is that the nilmanifold N/(Γ ∩N), which is a finite cover of N/Γ, has
to do so.
In the case of a nilmanifold N/Γ (i.e. when Γ ⊂ N), any Anosov automorphism
determines an automorphism A of the rational Lie algebra nQ = Γ ⊗ Q, the Lie
algebra of the rational Mal’cev completion of Γ, which is hyperbolic (i.e. |λ| 6= 1 for
any eigenvalue λ of A) and unimodular (i.e. [A]β ∈ GLn(Z) for some basis β of nQ).
Recall that nQ is a rational form of the Lie algebra n of N . These two conditions
together are strong enough to make of such rational nilpotent Lie algebras (called
Anosov Lie algebras) very distinguished objects. It is proved in [15] and [5] that
if Γ1 and Γ2 are commensurable (i.e. Γ1 ⊗ Q ≃ Γ2 ⊗ Q) then N/Γ1 admits an
Anosov automorphism if and only if N/Γ2 does. All this suggests that the class of
rational Anosov Lie algebras is the key algebraic structure to study if one attempts
to classify infranilmanifolds admitting an Anosov diffeomorphism.
Finally, if one is interested in just those Lie groups which are simply connected
covers of such infranilmanifolds, then the objects to be studied are real nilpotent
Lie algebras n supporting a hyperbolic automorphism A such that [A]β ∈ GLn(Z)
for some Z-basis β of n (i.e. with integer structure constants). Such Lie algebras
will also be called Anosov. We note that a real Lie algebra is Anosov if and only if
it has an Anosov rational form.
The following would be then a natural program to classify all the infranilman-
ifolds up to homeomorphism of a given dimension n which admits an Anosov dif-
feomorphism:
(i) Find all n-dimensional Anosov Lie algebras over R.
(ii) For each real Lie algebra n obtained in (i), determine which rational forms
of n are Anosov.
(iii) For each rational Lie algebra nQ from (ii), classify up to isomorphism all
the lattices Γ in N , the nilpotent Lie group with Lie algebra nQ ⊗ R, such
that Γ⊗Q = nQ. In other words, classify up to isomorphism all the lattices
in the commensurability class corresponding to nQ.
(iv) Given a nilmanifold N/Γ from (iii), decide which of the finitely many in-
franilmanifolds N/Λ essentially covered by N/Γ (i.e. Λ ∩ N ≃ Γ) admits
an Anosov automorphism, that is, a hyperbolic automorphism ϕ of N such
that ϕ(Λ) = Λ (see [21]).
Parts (i) and (ii) have been solved for dimension n ≤ 6 in [3] and [20], yielding
only two algebras over R: h3 ⊕ h3 and f3 (see Table 1). There are some other
families of real Anosov Lie algebras in the literature (see Remark 3.8). Besides
these examples in somewhat sporadic dimensions, there is a construction in [18]
proving that n ⊕ n is Anosov for any real graded nilpotent Lie algebra n which
admits at least one rational form nQ. We note that the existing Anosov rational
form is not necessarily nQ⊕ nQ. Since for instance any 2-step nilpotent Lie algebra
is graded, this construction shows that part (i) of the program above is already a
wild problem for n large. Furthermore, by using the classification of nilpotent Lie
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algebras in low dimensions (see [19, 27]), we can assert that there are at least 18
real Anosov Lie algebras of dimension 10, 68 in dimension 12 and more than 100,
together with some curves in dimension 14.
In view of this fact, the aim of this paper is to approach the classification in small
dimensions. We have classified up to isomorphism real and rational Lie algebras of
dimension ≤ 8 which are Anosov. In other words, we have solved parts (i) and (ii)
of the program for n = 7 and n = 8. We refer to Tables 1 and 3 for a quick look at
the results obtained. Without an abelian factor, there are only three 8-dimensional
real Lie algebras which are Anosov and none in dimension 7. This is a really small
list, bearing in mind that there exist several one and two-parameters families and
hundreds of isolated examples of 7 and 8-dimensional nilpotent Lie algebras, and
there is not even a full classification in dimension 8.
One of the corollaries which might be interesting from a dynamical point of view
is that if an infranilmanifold of dimension n ≤ 8 admits an Anosov diffeomorphism
f and it is not a torus or a compact flat manifold (i.e. covered by a torus), then
n = 6 or 8 and the signature of f , defined by {dimE+, dimE−}, necessarily equals
{3, 3} or {4, 4}, respectively.
We now give an idea of the structure of the proof. The type of a nilpotent Lie
algebra n is the r-tuple (n1, ..., nr) , where ni = dimC
i−1(n)/Ci(n) and Ci(n) is the
central descending series. By using that any Anosov Lie algebra admits an Anosov
automorphism A which is semisimple and some elementary properties of lattices,
one sees that only a few types are allowed in each dimension 7 and 8. We then
study these types case by case in Section 4 and exploit that the eigenvalues of A are
algebraic integers (even units). For each of the types we get only one or two real Lie
algebras (sometimes no one at all) which are candidates to be Anosov, and some of
them are excluded by using a criterion given in terms of a homogeneous polynomial
(called the Pfaffian form) associated to each 2-step nilpotent Lie algebra.
We previously study the set of all rational forms up to isomorphism for each of
the real Lie algebras obtained in the classification over R. This is a subject on its
own, and it is treated in Section 2, a part which is completely independent of the
rest of the paper. The results obtained there (see Table 2) allows us to classify
Anosov Lie algebras over Q in Section 5, and here we also use a criterion on the
Pfaffian form to discard some of them, which has in this case integer coefficients
and hence some topics from number theory as the Pell equation and square free
numbers appear. Such criterions and most of the known tools to deal with Anosov
automorphisms are given in Section 3 (see also [4] for an approach via representation
theory and arithmetic groups), as well as a generalization of the construction in [18]
suggested by F. Grunewald, proving that n⊕ ...⊕ n (s times, s ≥ 2) is Anosov for
any graded nilpotent Lie algebra over R having a rational form.
Acknowledgements. We wish to thank M. Mainkar and S.G. Dani for very helpful
comments on a first version of this paper.
2. Rational forms of nilpotent Lie algebras
Since the classification of all nilmanifolds admitting an Anosov diffeomorphism
reduces to the determination of a special class of nilpotent Lie algebras over Q, we
now start the study of rational forms of real nilpotent Lie algebras. Let n be a
nilpotent Lie algebra over R of dimension n.
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Definition 2.1. A rational form of n is an n-dimensional rational subspace nQ of
n such that
[X,Y ] ∈ nQ, ∀ X,Y ∈ nQ.
Two rational forms nQ1 , n
Q
2 of n are said to be isomorphic if there exists A ∈ Aut(n)
such that AnQ1 = n
Q
2 , or equivalently, if they are isomorphic as Lie algebras over Q
(recall that nQ ⊗ R = n). Analogously, by considering R and C (resp. Q and C)
instead of Q and R one defines a real form (resp. a rational form) of a complex Lie
algebra.
Not every real nilpotent Lie algebra admits a rational form. By a result due to
Malcev, the existence of a rational form of n is equivalent to the corresponding Lie
group N admits a lattice, i.e. a cocompact discrete subgroup (see [25]). Another
difference with the semisimple case is that sometimes n has only one rational form
up to isomorphism. The problem of finding all isomorphism classes of rational
forms for a given real nilpotent Lie algebra is a very difficult one, even in the low
dimensional or two-step cases. Very little is known about this challenge problem
in the literature (see [8, Section 5]). When n is two-step nilpotent and has 2-
dimensional center, F. Grunewald and D. Segal [13, 14] gave an answer in terms
of isomorphism classes of binary forms, which will be explained below. In [30] it
is proved that h2k+1 ⊕ Rm has only one rational form up to isomorphism for all
k,m, and that certain real Lie algebras of the form g⊕g have infinitely many ones.
In this section, we will find all the rational forms up to isomorphism of four real
nilpotent Lie algebras of dimension 8 (see Table 2). This information will be useful
in the classification of 8-dimensional Anosov Lie algebras.
Let n be a Lie algebra over the field K, which is assumed from now on to be
of characteristic zero. We are mainly interested in the cases K = C,R,Q. Fix a
positive definite symmetric K-bilinear form 〈·, ·〉 on n (i.e. an inner product). For
each Z ∈ n consider the K-linear transformation JZ : n 7→ n defined by
(1) 〈JZX,Y 〉 = 〈[X,Y ], Z〉, ∀ X,Y ∈ n.
Recall that JZ is skew symmetric with respect to 〈·, ·〉 and the map J : n 7→ so(n,K)
is K-linear, where n is the dimension of n. Equivalently, we may define these maps
by fixing a basis β = {X1, ..., Xn} of n rather than an inner product in the following
way: JZ is the K-linear transformation whose matrix in terms of β is(
n∑
k=1
ckijxk
)
,
where [Xi, Xj ] =
n∑
k=1
ckijXk and Z =
n∑
k=1
xkXk. This coincides with the first defini-
tion if one sets 〈Xi, Xj〉 = δij .
If n and n′ are two Lie algebras over K and {JZ}, {J ′Z} are the corresponding
maps relative to the inner products 〈·, ·〉 and 〈·, ·〉′ respectively, then it is not hard
to see that a linear map A : n 7→ n′ is a Lie algebra isomorphism if and only if
(2) AtJ ′ZA = JAtZ , ∀ Z ∈ n,
where At : n′ 7→ n is given by 〈AtX,Y 〉 = 〈X,AY 〉 for all X ∈ n′, Y ∈ n.
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Definition 2.2. Consider the central descendent series defined by C0(n) = n,
Ci(n) = [n, Ci−1(n)]. When Cr(n) = 0 and Cr−1(n) 6= 0, n is said to be r-step
nilpotent, and we denote by (n1, ..., nr) the type of n, where
ni = dimC
i−1(n)/Ci(n).
We also take a decomposition n = n1 ⊕ ...⊕ nr, a direct sum of vector spaces, such
that Ci(n) = ni+1 ⊕ ...⊕ nr for all i.
Assume now that n is 2-step nilpotent, or equivalently of type (n1, n2). We
will always have fixed orthonormal basis {Xi} and {Zj} of n1 and n2, respectively.
Consider any direct sum decomposition of the form n = V ⊕ [n, n], that is, n1 = V .
If the inner product satisfies 〈V, [n, n]〉 = 0 then V is JZ-invariant for any Z and
JZ = 0 if and only if Z ∈ V . We define f : [n, n] 7→ K by
f(Z) = Pf(JZ |V ), Z ∈ [n, n],
where Pf : so(V,K) 7→ K is the Pfaffian, that is, the only polynomial function
satisfying Pf(B)2 = detB for all B ∈ so(V,K) and Pf(J) = 1 for
J =
[
0 I
−I 0
]
.
Roughly speaking, f(Z) = (detJZ |V )
1
2 , and so we need dimV to be even in order
to get f 6= 0. For any A ∈ gl(V,K), B ∈ so(V,K) we have that Pf(ABAt) =
(detA) Pf(B).
Definition 2.3. We call f the Pfaffian form of n.
If dimV = 2m and dim [n, n] = k then f = f(x1, ..., xk) is a homogeneous
polynomial of degree m in k variables with coefficients in K, where Z =
∑k
i=1 xiZi
and {Z1, ..., Zk} is a fixed basis of [n, n]. f is also called a form of degree m, when
k = 2 or 3 one uses the words binary or ternary and for m = 2, 3 and 4, quadratic,
cubic and cuartic, respectively.
Let Pk,m(K) denote the set of all homogeneous polynomials of degree m in k
variables with coefficients in K. The group GLk(K) acts naturally on Pk,m(K) by
(A.f)(x1, ..., xk) = f(A
−1(x1, ..., xk)),
that is, by linear substitution of variables, and thus the action determines the usual
equivalence relation between forms, denoted by f ≃ g. In the present paper, we
need to consider the following wider equivalence relation.
Definition 2.4. For f, g ∈ Pk,m(K), we say that f is projectively equivalent to g,
and denote it by f ≃K g, if there exists A ∈ GLk(K) and c ∈ K∗ such that
f(x1, ..., xk) = cg(A(x1, ..., xk)).
In other words, we are interested in projective equivalence classes of forms.
Proposition 2.5. Let n, n′ be two-step nilpotent Lie algebras over the field K. If
n and n′ are isomorphic then f ≃K f ′, where f and f ′ are the Pfaffian forms of n
and n′, respectively.
Proof. Since n and n′ are isomorphic we can assume that n = n′ and [n, n] = [n′, n′]
as vector spaces, and then the decomposition n = V ⊕ [n, n] is valid for both Lie
brackets [ , ] and [ , ]′. Any isomorphism satisfies A[n, n] = [n′, n′]′, and it is easy
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to see that there is always an isomorphism A between them satisfying AV = V . It
follows from (2) that
AtJ ′ZA = JAtZ , ∀ Z ∈ [n, n],
and since the subspaces V and [n, n] are preserved by A and At we have that
f ′(Z) = cf(At2Z),
where A2 = A|[n,n] and c−1 = detA|V . This shows that f ≃K f ′. 
The above proposition says that the (projective) equivalence class of the form
f(x1, ..., xk) is an isomorphism invariant of the Lie algebra n. This invariant was
introduced by Scheuneman in [26].
What is known about the classification of forms?. Unfortunately, much less than
one could naively expect. The case K = C is as usual the most developed one, and
there the understanding of the ring of invariant polynomials C[Pk,m]
SLk(C) is crucial.
A set of generators and their relations for such a ring is known only for small values
of k and m, for instance for k = 2 and m ≤ 8, or k = 3 and m ≤ 3. The following
well known result will help us to distinguish between projective equivalence classes
of forms, and in view of Proposition 2.5, to recognize non-isomorphic two-step
nilpotent Lie algebras.
Proposition 2.6. If f, g ∈ Pk,m(K) satisfy
f(x1, ..., xk) = cg(A(x1, ..., xk))
for some A ∈ GLk(K) and c ∈ K∗, then
Hf(x1, ..., xk) = c
k(detA)2Hg(A(x1, ..., xk)),
where the Hessian Hf of the form f is defined by
Hf(x1, ..., xk) = det
[
∂2f
∂xi∂xj
]
.
Let nQ be a rational nilpotent Lie algebra of type (4, 2). If nQ = n1 ⊕ n2 is
the decomposition such that dim n1 = 4, dim n2 = 2 and [n
Q, nQ] = n2, then
we consider the Pfaffian form f of n. Thus f is a binary quadratic form, say
f(x, y) = ax2 + bxy + cy2, with a, b, c ∈ Q. The strong result proved in [13] is that
the converse of Proposition 2.5 is valid in this case, that is, there is a one-to-one
correspondence between isomorphism classes of non-degenerate (i.e. with center
equal to n2) rational Lie algebras of type (4, 2) and projective equivalence classes
of binary quadratic forms with coefficients in Q. It is easy to see that such classes
can be parametrized by
{fk(x, y) = x2 − ky2 : k is a square free integer number}.
Recall that an integer number is said to be square free if p2 ∤ k for any prime p,
and the set of all square free numbers parametrizes the equivalence classes of the
relation in Q defined by r ≡ s if and only if r = q2s for some q ∈ Q∗. We are
considering k = 0 a square free number too. If fk ≃K fk′ then it follows from
Proposition 2.6 that −4k = −4q2k′ for some q ∈ Q∗, which implies that k = k′ in
the case k and k′ are square free.
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It is not hard to prove that the Pfaffian form of the Lie algebra nQk = n1 ⊕ n2
defined by
(3) [X1, X3] = Z1, [X1, X4] = Z2, [X2, X3] = kZ2, [X2, X4] = Z1
is fk. For K = R, these Lie algebras can be distinguished only by the sign of the
discriminant of fk, which says that there are only three real Lie algebras of type
(4, 2), namely, those of the form nQk ⊗R with k > 0, k = 0 and k < 0. We have that
nQ1 ⊗ R ≃ h3 ⊕ h3, where h3 denotes the 3-dimensional Heisenberg Lie algebra and
nQ−1⊗R is an H-type Lie algebra. Analogously, there are only two complexifications
nQk ⊗ C, those with k 6= 0 and k = 0.
Proposition 2.7. The set of isomorphism classes of rational forms of the Lie
algebra h3 ⊕ h3 is parametrized by
{nQk : k is a square free natural number}.
Proof. The Lie bracket of h3 ⊕ h3 is
[X1, X2] = Z1, [X3, X4] = Z2,
and one can easily check that the rational subspace generated by the set{
X1 +X3,
√
k(X1 −X3),
√
k(X2 +X4), X2 −X4,
√
k(Z1 + Z2), Z1 − Z2
}
,
is a rational subalgebra of h3 ⊕ h3 isomorphic to nQk . 
We now describe the results in [14] for the general case (see also [11]). Consider
n = n1 ⊕ n2 a vector space over K such that n1 and n2 are subspaces of dimension
n and 2 respectively. Every 2-step nilpotent Lie algebra of dimension n + 2 and
2-dimensional center can be represented by a bilinear form µ : n1 × n1 7→ n2 which
is non-degenerate in the following way: for any nonzero X ∈ n1 there is a Y ∈ n1
such that µ(X,Y ) 6= 0. If we fix basis {X1, ..., Xn} and {Z1, Z2} of n1 and n2
respectively, then each µ has an associated Pfaffian binary form fµ defined by
fµ(x, y) = Pf(J
µ
xZ1+yZ2
)
(see Definition 2.3). A central decomposition of µ is given by a decomposition of n1
in a direct sum of subspaces n1 = V1 ⊕ ...⊕ Vr such that µ(Vi, Vj) = 0 for all i 6= j.
We say that µ is indecomposable when the only possible central decomposition has
r = 1. Every µ has a central decomposition into indecomposables constituents and
such a decomposition is unique up to an automorphism of µ; in particular, the
constituents Vi ⊕ n2 are unique up to isomorphism.
There is only one indecomposable µ for n odd and it can be defined by
JµxZ1+yZ2 =


0
−x −y 0
0 −x −y
. . .
. . .
0 −x −y
x 0 0
y x
0 y
. . .
. . . x
0 y
0


.
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Recall that fµ = 0 in this case. When n is even the situation is much more
abundant: two indecomposables µ and λ are isomorphic if and only if fµ ≃K fλ. If
n = 2m and fµ(x, y) = x
m − a1xm−1y − ...− amym, then
JµxZ1+yZ2 =
[
0 −Bt
B 0
]
,
where
B =


x y 0 · · · 0
0 x y
...
...
. . .
. . . 0
0 · · · 0 x y
amy am−1y · · · a2y a1y + x


.
We note that here fµ is always nonzero, and in order to get µ indecomposable
one needs the form fµ to be primitive (i.e. a power of an irreducible one). For
decomposable µ and λ with respective central decompositions n1 = V1 ⊕ ... ⊕ Vr
and n1 = W1 ⊕ ... ⊕ Ws into indecomposables constituents, we have that µ is
isomorphic to λ if and only if r = s and after a suitable reordering one has that
(i) for some t ≤ r, dimVi = dimWi for all i = 1, ..., t and they are all even
numbers;
(ii) if µi = µ|Vi×Vi , λi = λ|Wi×Wi then there exist A ∈ GL2(K) and c1, ..., ct ∈
K∗ such that
fµi(x, y) = cifλi(A(x, y)) ∀ i = 1, ..., t;
(iii) dim Vi = dimWi is odd for all i = t+ 1, ..., r.
Concerning our search for all rational forms up to isomorphism of a given real
nilpotent Lie algebra, these results say that the picture in the 2-step nilpotent with
2-dimensional center case is as follows. Let (nQ = n1 ⊕ n2, µ) be one of such Lie
algebras over Q, and consider the corresponding Pfaffian form fµ ∈ P2,m(Q). The
isomorphism classes of rational forms of nQ ⊗ R are then parametrized by(
(R∗ ×GL2(R)).fµ ∩ P2,m(Q)
)
/(Q∗ ×GL2(Q)).
In other words, the rational points of the orbit (R∗ × GL2(R)).fµ (fµ viewed as
an element of P2,m(R)) is a (Q
∗ × GL2(Q))-invariant set and we have to consider
the orbit space of this action. Such a description shows the high difficulty of the
problem. Recall that we have to consider the action of R∗×GL2(R) instead of just
that of GL2(R) only when m is even.
In what follows, we will study rational forms of four 8-dimensional nilpotent Lie
algebras. We refer to Table 2 for a summary of the results obtained.
Let g be the 8-dimensional 2-step nilpotent Lie algebra defined by
(4) [X1, X2] = Z1, [X1, X3] = Z2, [X4, X5] = Z1, [X4, X6] = Z2.
It is easy to see that its Pfaffian form f is zero. Let gQ be a rational form of g, for
which we can assume that gQ = 〈X1, ..., X6〉Q⊕〈Z1, Z2〉Q. Since the Pfaffian form g
of gQ satisfies g ≃R f = 0 we obtain that g = 0. By using the results described above
one deduces that gQ can not be indecomposable, and so 〈X1, ..., X6〉Q = V1⊕ ...⊕Vr
with [Vi, Vj ] = 0 for all i 6= j. Now, 〈X1, ..., X6〉R = V1 ⊗ R ⊕ ... ⊕ Vr ⊗ R is also
a central decomposition for g, proving that r = 2 and dimV1 = dimV2 = 3 by the
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Notation Type Lie brackets
h2k+1 (2k, 1) [X1, X2] = Z1, ..., [X2k−1, X2k] = Z1
f3 (3, 3) [X1, X2] = Z1, [X1, X3] = Z2, [X2, X3] = Z3
g (6, 2) [X1, X2] = Z1, [X1, X3] = Z2, [X4, X5] = Z1, [X4, X6] = Z2
h (4, 4) [X1, X3] = Z1, [X1, X4] = Z2, [X2, X3] = Z3, [X2, X4] = Z4
l4 (2, 1, 1) [X1, X2] = X3, [X1, X3] = X4
Table 1. Notation for some real nilpotent Lie algebras.
uniqueness of such a decomposition. By applying again the results described above,
now to the odd situation, we get the following
Proposition 2.8. The Lie algebra g of type (6, 2) given in (4) has only one rational
form up to isomorphism, denoted by gQ.
Remark 2.9. Clearly, the same proof is valid if one need to find all real forms
of the complex Lie algebra gC = g ⊗ C. Thus g is the only real form of gC up to
isomorphism.
As another application of the correspondence with binary forms given above, we
now study rational forms of the real Lie algebra h3⊕h5 of type (6, 2). It has central
decomposition n1 = V1 ⊕ V2 ⊕ V3 with dim Vi = 2 for all i as a real Lie algebra and
its Pfaffian form is f(x, y) = xy2. Let µ : n1×n1 7→ n2 be a rational form of h3⊕h5
with Pfaffian form fµ. If µ is decomposable then n1 = W1 ⊕W2, dimW1 = 2,
dimW2 = 4; or n1 =W1 ⊕W2 ⊕W3, dimWi = 2 for all i. In any case, fµi ≃Q x, y
or y2 proving that µ must be isomorphic to the canonical rational form
µ0(X1, X2) = Z1, µ0(X3, X4) = Z2, µ0(X5, X6) = Z2,
for which fµ0 = f . We then assume that µ is indecomposable. We shall prove that
there is only one GL2(Q)-orbit of rational points in GL2(R).f , and so µ will have
to be isomorphic to µ0. There exists A ∈ GL2(R) such that fµ = A−1.f , that is,
fµ(x, y) = ac
2x3 + c(2ad+ bc)x2y + d(ad+ 2bc)xy2 + bd2y3, A =
[
a b
c d
]
.
Since µ is rational we have that
q := ac2, r := c(2ad+ bc), s := d(ad+ 2bc), t := bd2
are all in Q. If c = 0 then q = r = 0 and s = ad2, t = bd2, which implies that s 6= 0
and hence
fµ = B
−1.f, for B = [ s t0 1 ] ∈ GL2(Q).
If c 6= 0 then one can check by a straightforward computation that
d
c
=
9qst+ rs2 − 6r2t
6qs2 − r2s− 9qrt ∈ Q.
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There must be a simpler formula for dc in terms of q, r, s, t, but unfortunately we
were not able to find it. By putting u := dc we have that
fµ = B
−1.f, for B =
[
q t/u2
1 u
]
∈ GL2(Q).
Recall that detB = qu − tu2 = c(ad − bc) = c detA 6= 0. We then obtain that in
any case fµ ≃Q f and so µ is isomorphic to µ0.
Proposition 2.10. Up to isomorphism, the real Lie algebra h3 ⊕ h5 of type (6, 2)
has only one rational form, which will be denoted by (h3 ⊕ h5)Q.
Remark 2.11. It is easy to check that the above proof is also valid if we replace
Q and R by R and C, obtaining in this way that the only real form of (h3 ⊕ h5)C is
h3 ⊕ h5.
We now describe a duality for 2-step nilpotent Lie algebras over any field of
characteristic zero introduced by J. Scheuneman [26] (see also [11]), which assigns
to each Lie algebra of type (n, k) another one of type (n, n(n−1)2 − k). The dual
of a Lie algebra n = n1 ⊕ n2 of type (n, k) can be defined as follows: consider the
maps {JZ : Z ∈ n2} ⊂ so(n) corresponding to a fixed inner product 〈·, ·〉 on n (see
(1)). Let n˜2 ⊂ so(n) be the orthogonal complement of the k-dimensional subspace
{JZ : Z ∈ n2} in so(n) relative to the inner product (A,B) = − trAB. Now, we
define the 2-step nilpotent Lie algebra n˜ = n1⊕ n˜2 whose Lie bracket is determined
by
([X,Y ], Z) = 〈Z(X), Y 〉, Z ∈ n˜2.
In other words, the maps J˜Z ’s for this Lie algebra are the Z’s themselves. Recall
that dim n˜2 =
n(n−1)
2 − k, and so the dual n˜ of n is of type (n, n(n−1)2 − k). It is
proved in [26] that n1 is isomorphic to n2 if and only if n˜1 is isomorphic to n˜2, so
that any classification of type (n, k) simultaneously classifies type (n, n(n−1)2 − k).
Example 2.12. Let h be the Lie algebra of type (4, 4) which is dual to h3⊕ h3 (of
type (4, 2)). The Lie bracket of h3 ⊕ h3 is
[X1, X2] = Z1, [X3, X4] = Z2,
and hence
JZ1 =
[
0 −1
1 0
0 0
0 0
]
, JZ2 =
[
0 0
0 0
0 −1
1 0
]
.
The orthogonal complement n˜2 of {JZ : Z ∈ n2} is then linearly generated by[ −1 0
0 0
1 0
0 0
]
,
[
0 −1
0 0
0 0
1 0
]
,
[
0 0
−1 0
0 1
0 0
]
,
[
0 0
0 −1
0 0
0 1
]
,
which determines the Lie bracket for h given by
(5) [X1, X3] = Z1, [X1, X4] = Z2, [X2, X3] = Z3, [X2, X4] = Z4.
Scheuneman duality also allows us to find all the rational forms of h; namely,
the duals of the rational form of h3 ⊕ h3, already computed in Proposition 2.7.
Proposition 2.13. For any k ∈ Z let hQk be the rational Lie algebra of type (4, 4)
defined by
[X1, X2] = Z1, [X2, X3] = −Z3,
[X1, X3] = Z2, [X2, X4] = −Z2,
[X1, X4] = kZ3, [X3, X4] = Z4.
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Then the set of isomorphism classes of rational forms of the Lie algebra h defined
in (5) is parametrized by
{hQk : k is a square free natural number}.
Proof. For the rational form nQk of h3 ⊕ h3 (see (3)) we have that
JZ1 =
[ −1 0
0 −1
1 0
0 1
]
, JZ2 =
[
0 −1
−k 0
0 k
1 0
]
.
A basis of the orthogonal complement of 〈JZ1 , JZ2〉Q is then given by[
0 −1
1 0
0 0
0 0
]
,
[ −1 0
0 1
1 0
0 −1
]
,
[
0 −k
1 0
0 −1
k 0
]
,
[
0 0
0 0
0 −1
1 0
]
,
which determines the Lie bracket for hQk . To conclude the proof, one can easily
check that the rational subspace generated by{√
k(X1 −X3), X1 +X3, X2 +X4,
√
k(X2 −X4),
2
√
kZ1,
√
k(Z2 + Z3), Z3 − Z2,−2
√
kZ4
}
,
is closed under the Lie bracket of h and isomorphic to hQk . 
An alternative proof of the non-isomorphism between the hQk ’s without using
Scheuneman duality may be given as follows: from the form of JZ1 , ..., JZ4 for h
Q
k
in the above proof it follows that
JxZ1+yZ2+zZ3+wZ4 =
[
0 −x −y −kz
x 0 z y
y −z 0 −w
kz −y w 0
]
,
and so the Pfaffian form of hQk is given by fk(x, y, z, w) = xw + y
2 − kz2. Now, if
h
Q
k is isomorphic to h
Q
k′ then fk ≃Q fk′ (see Proposition 2.5), which implies that
k = q2k′ for some q ∈ Q∗ by applying Proposition 2.6 (recall that Hfk = 4k). Thus
k = k′ since they are square free.
We now study rational forms of l4 ⊕ l4, where l4 is the 4-dimensional real Lie
algebra with Lie bracket
[Y1, Y2] = Y3, [Y1, Y3] = Y4.
Since l4⊕ l4 is 3-step nilpotent, Pfaffian forms and duality can not be used as tools
to distinguish or classify rational forms, which makes of this case the hardest one.
For each k ∈ Z, consider the 8-dimensional rational nilpotent Lie algebra lQk with
basis {X1, X2, X3, X4, Z1, Z2, Z3, Z4} and Lie bracket defined by
(6)
[X1, X3] = Z1, [X2, X3] = Z2,
[X1, X4] = Z2, [X2, X4] = kZ1,
[X1, Z1] = Z3, [X2, Z2] = kZ3,
[X1, Z2] = Z4, [X2, Z1] = Z4.
Theorem 2.14. Let {X1, X2, X3, X4, Z1, Z2, Z3, Z4} be a basis of the Lie algebra
l4 ⊕ l4 of type (4, 2, 2) with structure coefficients
[X1, X3] = Z1, [X2, X4] = Z2,
[X1, Z1] = Z3, [X2, Z2] = Z4.
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Real Lie algebra Type Rational forms Reference
h3 ⊕ h3 (4, 2) n
Q
k
, k ≥ 1 Prop. 2.7
f3 (3, 3) f
Q
3 −−
g (6, 2) gQ Prop. 2.8
h3 ⊕ h5 (6, 2) (h3 ⊕ h5)
Q Prop. 2.10
h (4, 4) hQ
k
, k ≥ 1 Prop. 2.13
l4 ⊕ l4 (4, 2, 2) l
Q
k
, k ≥ 1 Prop. 2.14
Table 2. Set of rational forms up to isomorphism for some real
nilpotent Lie algebras. In all cases k runs over all square-free nat-
ural numbers.
For each k ∈ N the rational subspace generated by the set
{
X1 +X2,
√
k(X1 −X2), X3 +X4,
√
k(X3 −X4),
Z1 + Z2,
√
k(Z1 − Z2), Z3 + Z4,
√
k(Z3 − Z4)
}
is a rational form of l4⊕l4 isomorphic to the Lie algebra lQk defined in (6). Moreover,
the set
{lQk : k is a square-free natural number}
parametrizes all the rational forms of l4 ⊕ l4 up to isomorphism.
Proof. It is easy to see that the Lie brackets of the basis of the rational subspace
coincides with the one of lQk by renaming the basis as {X1, ..., Z4} with the same
order. In particular, such a subspace is a rational form of l4 ⊕ l4. If k′ = q2k then
one can easily check that A : lQk′ 7→ lQk given by the diagonal matrix with entries
(1, q, 1, q, 1, q, 1, q) is an isomorphism of Lie algebras.
Conversely, assume that A : lQk 7→ lQk′ is an isomorphism. We will show that
k′ = q2k for some q ∈ Q∗. Let {J ′Z}, {JZ} be the maps defined at the beginning of
this section corresponding to lQk′ and l
Q
k , respectively. If Z = xZ1+yZ2+zZ3+wZ4
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we have that
JZ =


0 0 −x −y −z −w 0 0
0 0 −y −kx −w −kz 0 0
x y 0 · · · 0
y kx
z w
...
...
...
w kz
0 0
0 0 0 · · · 0


,
and J ′Z is obtained just by replacing k with k
′. It follows from (2) that AtJ ′ZA =
JAtZ for all Z ∈ 〈Z3, Z4〉Q, and since this subspace is A-invariant we get that the
subspace ⋂
Z∈〈Z3,Z4〉Q
KerJZ =
⋂
Z∈〈Z3,Z4〉Q
KerJ ′Z = 〈X3, X4, Z3, Z4〉Q
is also A-invariant. Thus A has the form
(7) A =


A1 0 0 0
⋆ A2 0 0
⋆ 0 A3 0
⋆ ⋆ ⋆ A4.


(recall that C1(lQk ) = C
1(lQk′ ) = 〈Z1, Z2, Z3, Z4〉Q and C2(lQk ) = C2(lQk′ ) = 〈Z3, Z4〉Q
are always A-invariant), and now it is easy to prove that
At3
[
z w
w k′z
]
A1 =
[
az + bw cz + dw
cz + dw k′(az + bw)
]
, where At4 =
[
a bw
c d
]
.
We compute the determinant of both sides getting
qf ′(z, w) = f(At4(z, w)), ∀ (z, w) ∈ Q2,
where q = detA3A1 ∈ Q∗ and f(z, w) = kz2 − w2, f ′(z, w) = k′z2 − w2. By
Proposition 2.6 we have that
4k′ = q−2(detA4)24k,
and so k = k′ as long as they are square free numbers, as we wanted to show.
To conclude the proof, it remains to show that these are all the rational forms
up to isomorphism. Let nQ be a rational form of l4⊕ l4. Since nQ/[nQ, [nQ, nQ]] is of
type (4, 2), we can use the classification of rational Lie algebras of this type given
in (3) to get linearly independent vectors X1, ..., Z2 such that
(8) [X1, X3] = Z1, [X1, X4] = Z2, [X2, X3] = Z2, [X2, X4] = kZ1,
where k is a square free integer number. Jacobi condition is equivalent to
(9)
[X1, Z2] = [X2, Z1], [X3, Z2] = [X4, Z1],
k[X1, Z1] = [X2, Z2], k[X3, Z1] = [X4, Z2].
We will consider the following two cases separately:
(I) Z3 := [X1, Z1] and Z4 := [X1, Z2] are linearly independent,
(II) [X1, Z1], [X1, Z2] ∈ QZ3 for some nonzero Z3 ∈ nQ.
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In both cases we will make use of the following isomorphism invariant for real 3-step
nilpotent Lie algebras:
U(n) := {X ∈ n/[n, [n, n]] : dim Im(adX) = 1} ∪ {0}.
Clearly, if A : n 7→ n′ is an isomorphism then AU(n) = U(n′). Under the presenta-
tion of l4 ⊕ l4 given in the statement of the theorem, it is easy to see that
(10) U(l4 ⊕ l4) = 〈X3, Z1〉R ∪ 〈X4, Z3〉R.
In case (I), it follows from (9) that we also have
[X2, Z1] = Z4, [X2, Z2] = kZ3.
Therefore, in order to get that nQ is isomorphic to lQk (see (6)), it is enough to show
that the vectors in 〈Z3, Z4〉R given by
Z := k[X3, Z1] = [X4, Z2], Z
′ := [X3, Z2] = [X4, Z1]
are both zero (see (9)). Let us compute the cone U(n) for n = nQ ⊗ R. Recall
that U(n) has to be the union of two disjoint planes as n ≃ l4 ⊕ l4 (see (10)). If
X = aX1 + bX2 + cX3 + dX4 + eZ1 + fZ2 then
[X1, X ] = cZ1 + dZ2 + eZ3 + fZ4,
[X2, X ] = dkZ1 + cZ2 + fkZ3 + eZ4,
[X3, X ] = −aZ1 − bZ2 + ekZ + fZ ′,
[X4, X ] = −bkZ1 − aZ2 + fZ + eZ ′,
[Z1, X ] = −aZ3 − bZ4 − ckZ − dZ ′,
[Z2, X ] = −bkZ3 − aZ4 − dZ − cZ ′.
Assume that Im(adX) = RX0, X0 6= 0. If k ≤ 0 then it follows easily from
[X1, X ] = λ[X2, X ] and [X3, X ] = µ[X4, X ] for some λ, µ ∈ R that a = b = c = d =
e = f = 0, which implies that U(n) = {0}, a contradiction.
Remark 2.15. Since k has to be positive one can also get by an easy adaptation
of this proof that the only real form of (l4 ⊕ l4)C is l4 ⊕ l4.
We then have that k > 0 and a = ±√kb, c = ±√kd, e = ±√kf , where c and e
have the same sign. This implies that
X = b(±
√
kX1 +X2) + d(±
√
kX3 +X4) + f(±
√
kZ1 + Z2)
and
[X1, X ] = d(±
√
kZ1 + Z2) + f(±
√
kZ3 + Z4),
[X2, X ] =
√
k[X1, X ],
[X3, X ] = −b(±
√
kZ1 + Z2) + f(± 1√kZ + Z ′),
[X4, X ] =
√
k[X3, X ],
[Z1, X ] = −b(±
√
kZ3 + Z4)− d(± 1√kZ + Z ′),
[Z2, X ] =
√
k[Z1, X ].
If b 6= 0 then d 6= 0 and a has the same sign as c and e, and sinceX0 has a nonzero
component in 〈Z1, Z2〉R we get [Z1, X ] = 0, that is, − bd (±
√
kZ3+Z4) = ± 1√kZ+Z ′.
In any case we obtain a subset of U(n) of the form
{b(±
√
kX1 +X2) + d(±
√
kX3 +X4) + f(±
√
kZ1 + Z2) : b, d 6= 0}
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with the same sign in all the terms, which is a contradiction since U(n) is the union
of two planes. Thus b = 0 and so
U(n) = 〈
√
kX3 +X4,
√
kZ1 + Z2〉R ∪ 〈−
√
kX3 +X4,−
√
kZ1 + Z2〉R.
This clearly implies that 1√
k
Z + Z ′ = − 1√
k
Z + Z ′ = 0, that is Z = Z ′ = 0, as was
to be shown.
Concerning case (II), we can assume that
[X1, Z2] = rZ3, k[X1, Z1] = sZ3, [X3, Z2] = tZ4, k[X3, Z1] = uZ4,
where Z3, Z4 are linearly independent and (s, r), (u, t) 6= (0, 0). By using (9), for
X = aX1 + bX2 + cX3 + dX4 + eZ1 + fZ2 we have that
[X1, X ] = cZ1 + dZ2 + (
e
k s+ fr)Z3,
[X2, X ] = dkZ1 + cZ2 + (fs+ er)Z3,
[X3, X ] = −aZ1 − bZ2 + ( eku+ ft)Z4,
[X4, X ] = −bkZ1 − aZ2 + (fu+ et)Z4,
[Z1, X ] = −(ak s+ br)Z3 − ( cku+ dt)Z4,
[Z2, X ] = −( bk s+ ar)Z3 − ( dku+ ct)Z4.
If a = 0 then b = c = d = 0. We also obtain that e2 = kf2, since either[
e
k f
f e
] [
s
r
]
= 0 or
[
e
k f
f e
] [
u
t
]
= 0.
We do not get any plane in U(n) in this way and therefore there must be an
X ∈ U(n) with a 6= 0, which implies that b, c, d 6= 0 and a2 = kb2, c2 = kd2. Thus
[Z1, X ] = [Z2, X ] = 0 and so Im(adX) ⊂ 〈Z1, Z2〉R. This implies that e2 = kf2
and then the 3-dimensional subspace
〈
√
kX1 +X2,
√
kX3 +X4,
√
kZ1 + Z2〉R ⊂ U(n),
which is a contradiction, proving that case (II) is not possible and concluding the
proof.

3. Anosov diffeomorphisms and Lie algebras
Anosov diffeomorphisms play an important and beautiful role in dynamics as
the notion represents the most perfect kind of global hyperbolic behavior, giving
examples of structurally stable dynamical systems. A diffeomorphism f of a com-
pact differentiable manifold M is called Anosov if the tangent bundle TM admits
a continuous invariant splitting TM = E+ ⊕ E− such that df expands E+ and
contracts E− exponentially, that is, there exist constants 0 < c and 0 < λ < 1 such
that
||dfn(X)|| ≤ cλn||X ||, ∀X ∈ E−, ||dfn(Y )|| ≥ cλ−n||Y ||, ∀Y ∈ E+,
for all n ∈ N. The condition is independent of the Riemannian metric. Some of
the other very nice properties of these special dynamical systems, all proved mainly
by D. Anosov, are: the distributions E+ and E− are completely integrable with
C∞ leaves and determine two (unique) f -invariant foliations (unstable and stable,
respectively) with remarkable dynamical properties; the set of periodic points (i.e.
fm(p) = p for some m ∈ N) is dense in the set of those points of M such that for
any neighborhood U of p there exist k 6= m ∈ N with fk(U) ∩ fm(U) 6= ∅; the set
of all Anosov diffeomorphisms form an open subset of Diff(M).
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Example 3.1. Let N be a real simply connected nilpotent Lie group with Lie
algebra n. Let ϕ be a hyperbolic automorphism of N , that is, all the eigenvalues
of its derivative A = (dϕ)e : n 7→ n have absolute value different from 1. If
ϕ(Γ) = Γ for some lattice Γ of N (i.e. a uniform discrete subgroup) then ϕ defines
an Anosov diffeomorphism on the nilmanifold M = N/Γ, which is called an Anosov
automorphism. The subspaces E+ and E− are obtained by left translation of the
eigenspaces of eigenvalues of A of absolute value greater than 1 and less than 1,
respectively, and so the splitting is differentiable. If more in general, Γ is a uniform
discrete subgroup ofK⋉N , whereK is any compact subgroup of Aut(N), for which
ϕ(Γ) = Γ (recall that ϕ acts on Aut(N) by conjugation), then ϕ also determines an
Anosov diffeomorphism on M = N/Γ which is also called Anosov automorphism.
In this caseM is called an infranilmanifold and is finitely covered by the nilmanifold
N/(N ∩ Γ).
In [29], S. Smale raised the problem of classifying all compact manifolds (up
to homeomorphism) which admit an Anosov diffeomorphism. At this moment,
the only known examples are of algebraic nature, namely Anosov automorphisms
of nilmanifolds and infranilmanifolds described in the example above. It is con-
jectured that any Anosov diffeomorphism is topologically conjugate to an Anosov
automorphism of an infranilmanifold (see [23]).
All this certainly highlights the problem of classifying all nilmanifolds which
admit Anosov automorphisms, which are easily seen in correspondence with a very
special class of nilpotent Lie algebras over Q. Nevertheless, not too much is known
on the question since it is not so easy for an automorphism of a (real) nilpotent Lie
algebra being hyperbolic and unimodular at the same time.
Definition 3.2. A rational Lie algebra nQ (i.e. with structure constants in Q) of
dimension n is said to be Anosov if it admits a hyperbolic automorphism A (i.e. all
their eigenvalues have absolute value different from 1) which is unimodular, that
is, [A]β ∈ GLn(Z) for some basis β of nQ, where [A]β denotes the matrix of A
with respect to β. A hyperbolic and unimodular automorphism is called an Anosov
automorphism. We also say that a real Lie algebra is Anosov when it admits a
rational form which is Anosov. An automorphism of a real Lie algebra n is called
Anosov if it is hyperbolic and [A]β ∈ GLn(Z) for some Z-basis β of n (i.e. with
integer structure constants).
The unimodularity condition on A in the above definition is equivalent to the fact
that the characteristic polynomial of A has integer coefficients and constant term
equal to ±1 (see [5]). It is well known that any Anosov Lie algebra is necessarily
nilpotent, and it is easy to see that the classification of nilmanifolds which admit
an Anosov automorphism is essentially equivalent to that of Anosov Lie algebras
(see [18, 4, 15, 5]). If n is a rational Lie algebra, we call the real Lie algebra n⊗R
the real completion of n.
We now give some necessary conditions a real Lie algebra has to satisfy in order
to be Anosov (see [20]).
Proposition 3.3. Let n be a real nilpotent Lie algebra which is Anosov. Then there
exist a decomposition n = n1⊕ ...⊕ nr satisfying Ci(n) = ni+1⊕ ...⊕ nr, i = 0, ..., r,
and a hyperbolic A ∈ Aut(n) such that
(i) Ani = ni for all i = 1, ..., r.
(ii) A is semisimple (in particular A is diagonalizable over C).
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(iii) For each i, there exists a basis βi of ni such that [Ai]βi ∈ SLni(Z), where
ni = dim ni and Ai = A|ni .
Proof. Let β be a Z-basis of n for which there is a hyperbolic A ∈ Aut(n) satisfying
[A]β ∈ GLn(Z). By using that Aut(n) is a linear algebraic group, it is proved
in [1, Section 2] that we can assume that A is semisimple. Thus the existence of
the decomposition satisfying (i) follows from the fact that the subspaces Ci(n) are
A-invariant.
If β = {X1, ..., Xn} then the discrete (additive) subgroup
nZ =
{
n∑
i=1
aiXi : ai ∈ Z
}
of n is closed under the Lie bracket of n and A-invariant, and Ci(nZ) is a discrete
subgroup of Ci(n) of maximal rank. Since ACi(nZ) = Ci(nZ) for any i we have
that A induces an invertible map
Ci−1(nZ)/Ci(nZ) 7→ Ci−1(nZ)/Ci(nZ),
and it follows from Ci(nZ) ⊗ R = Ci(n) that Ci−1(nZ)/Ci(nZ) ≃ Zni is a discrete
subgroup of Ci−1(n)/Ci(n) ≃ ni which is leaved invariant by A, proving the exis-
tence of the basis βi of ni in (iii). Recall that by considering A
2 rather than A if
necessary, we can assume that detAi = 1 for all i. 
Proposition 3.4. Let n be a real r-step nilpotent Lie algebra of type (n1, ..., nr)
(see Definition 2.2). If n is Anosov then at least one of the following is true:
(i) n1 ≥ 4 and ni ≥ 2 for all i = 2, ..., r.
(ii) n1 = n2 = 3 and ni ≥ 2 for all i = 3, ..., r.
In particular, dim n ≥ 2r + 2.
Proof. We know from Proposition 3.3 that Ai ∈ SLni(Z) is hyperbolic, which im-
plies that ni ≥ 2 for any i. Assuming (i) does not hold means then that n1 = 3.
If n2 = 2 and {λ1, λ2, λ3} are the eigenvalues of A1 then the eigenvalues of A2 are
of the form λiλj , say {λ1λ2, λ1λ3}, and hence λ1 = λ21λ2λ3 = 1, which contradicts
the fact that A1 is hyperbolic. This implies that n2 = 3. 
In [18, Question (ii)] there are examples of real Anosov Lie algebras of type
(4, 2, ..., 2) for any r ≥ 2. We shall prove in Section 4, Case (3, 3, 2), that in part
(ii) of the above proposition one actually needs n3 ≥ 3. Also, we do not know of
any example of type of the form (3, 3, ...).
Part (i) of the following proposition is essentially [1, Theorem 3]
Proposition 3.5. Let n = n1 ⊕ n2 be a real 2-step nilpotent Lie algebra with
dim n2 = k. Assume that n is Anosov and let n
Q denote the rational form which is
Anosov.
(i) If f is the Pfaffian form of n then for any c > 0 the region
Rc = {(x1, ..., xk) ∈ Rk : |f(x1, ..., xk)| ≤ c}
is unbounded.
(ii) For the Pfaffian form f of nQ and for any p ∈ Z the set
Sp = {(x1, ..., xk) ∈ Zk : f(x1, ..., xk) = p}
is either empty or infinite.
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Proof. (i) Consider A ∈ Aut(n) satisfying all the conditions in Proposition 3.3. It
follows from the proof of Proposition 2.5 and detAi = 1 for any i = 1, ..., r that
f(x1, ..., xk) = f(A
t(x1, ..., xk)) ∀ (x1, ..., xk) ∈ Rk = n2,
and so ARc ⊂ Rc. Assume that Rc0 is bounded for some c0 > 0, by using that
f is a homogeneous polynomial we get that Rc is bounded for any c > 0; indeed,
Rc = c
− 1
mR1 if m is the degree of f . Now, for a sufficiently big c1 > 0 we may
assume that Rc1 contains the basis β2 of n2, but only finitely many integral linear
combinations of elements in this basis can belong to the bounded region Rc1 . This
implies that At|n2 leave a finite set of points invariant, and since such a set contains
a basis of n2 we obtain that (A
t)l = I for some l ∈ N. The eigenvalues of A have
then to be roots of the identity, contradicting its hyperbolicity.
(ii) Analogously to the proof of part (i), we get that AtSp ⊂ Sp. If Sp 6= ∅ and finite
then for the real subspace W ⊂ n2 generated by Sp we have that AtW ⊂ W and
(At|W )l = I for some l ∈ N, which is again a contradiction by the hyperbolicity of
A. 
We now give an example of how the above proposition can be applied. Rational
Lie algebras of type (4, 2) are parametrized by the set of square free numbers
k ∈ Z and their Pfaffian forms are fk(x, y) = x2 − ky2 (see the paragraph before
Proposition 2.7). Thus the set of solutions{
(x, y) ∈ Z2 : fk(x, y) = 1
}
is infinite if and only if k > 1 or k = 0 (Pell equation). By Proposition 3.5, (ii), the
Lie algebra nQk can never be Anosov for k < 0 or k = 1. Recall that we could also
discard nQk , k < 0 as a real Anosov Lie algebra by applying Proposition 3.5, (i).
It is not true in general that if a direct sum of real Lie algebras is Anosov then
each of the direct summands is so, as the example h3⊕h3 shows. However, we shall
see next that this actually happens when one of the direct summands is (maximal)
abelian.
Let n be a Lie algebra over K. An abelian factor of n is an abelian ideal a for
which there exists an ideal n˜ of n such that n = n˜ ⊕ a (i.e. [n˜, a] = 0). Let m(n)
denote the maximum dimension over all abelian factors of n. If z is the center of
n then the maximal abelian factors are precisely the linear direct complements of
z ∩ [n, n] in z, that is, those subspaces a ⊂ z such that z = z ∩ [n, n]⊕ a. Therefore
m(n) = dim z− dim z ∩ [n, n].
Theorem 3.6. Let n be a rational Lie algebra with m(n) = r and let n = n˜⊕ Qr
be any decomposition in ideals, that is, Qr is a maximal abelian factor of n. Then
n is Anosov if and only if n˜ is Anosov and r ≥ 2.
Proof. If n˜ is Anosov and r ≥ 2 then we consider the automorphism A of n defined
on n˜ as an Anosov automorphism of n˜ and on Qr as any hyperbolic matrix in
GLr(Z). Thus A is an Anosov automorphism of n.
Conversely, let A be an Anosov automorphism of n. As in the proof of Proposi-
tion 3.3 we may assume that A is semisimple and consider the discrete (additive)
subgroup
nZ =
{
n∑
i=1
aiXi, ai ∈ Z
}
ANOSOV DIFFEOMORPHISMS ON NILMANIFOLDS 19
which is A-invariant. Since the center z of n and z1 = z ∩ [n, n] are both leaved
invariant by A, there exist A-invariant subspaces V and a ⊂ z such that
n = V ⊕ z = V ⊕ z1 ⊕ a.
Thus a is a maximal abelian factor, dim a = r and A has the form
A =
[
A1
A2
A3
]
, A1 = A|V , A2 = A|z1 , A3 = A|a.
The subgroup z(nZ) = {X ∈ nZ : [X,Y ] = 0 ∀ Y ∈ nZ} is alsoA-invariant and it is a
lattice of z (i.e. a discrete subgroup of maximal rank) since for any Z ∈ z there exist
k ∈ Z such that kZ ∈ z(nZ) and Z = 1k (kZ), that is, z(nZ)⊗Q = z. Since nZ/z(nZ)
is A-invariant and (nZ/z(nZ))⊗Q ≃ V we get that A1 is unimodular. Analogously,
A2 and A3 are unimodular since z1(Z) = z(nZ) ∩ [nZ, nZ] and z(nZ)/z1(Z) are also
discrete subgroups of maximal rank of z1 and z/z1 ≃ a, respectively.
The hyperbolicity of A guaranties the one of A1, A2 and A3 and so n˜ ≃ V ⊕ z1
is Anosov and dim a ≥ 2, as we wanted to show. 
To finish this section, we give a simple procedure to construct explicit examples
of Anosov Lie algebras. This result is a generalization of [18, Theorem 3.1] proposed
by F. Grunewald.
A Lie algebra n over K is said to be graded (over N) if there exist K-subspaces
ni of n such that
n = n1 ⊕ n2 ⊕ ...⊕ nk and [ni, nj] ⊂ ni+j .
Equivalently, n is graded when there are nonzero K-subspaces nd1 , ..., ndr , d1 <
... < dr, such that n = nd1 ⊕ ...⊕ndr and if 0 6= [ndi , ndj ] then di+dj = dk for some
k and [ndi, ndj ] ⊂ ndk . Recall that any graded Lie algebra is necessarily nilpotent.
Theorem 3.7. Let nQ be a graded rational Lie algebra, and consider the direct
sum n˜Q = nQ ⊕ ...⊕ nQ (s times, s ≥ 2). Then the real Lie algebra n˜ = n˜Q ⊗ R is
Anosov. In other words, if n is a graded real Lie algebra admitting a rational form,
then n˜ = n⊕ ...⊕ n (s-times, s ≥ 2) is Anosov.
Proof. Let {X1, ..., Xn} be a Z-basis of nQ compatible with the gradation nQ =
nQd1 ⊕ ...⊕ n
Q
dr
, that is, a basis with integer structure constants and such that each
Xi ∈ nQdj for some j. We will denote this basis by {Xl1, ..., Xln} when we need to
make clear that it is a basis of the l-th copy of nQ in n˜Q, so the Lie bracket of n˜Q
is given by [Xli, Xl′j ] = 0 for all l 6= l′, and for any l = 1, ..., s
(11) [Xli, Xlj ] =
n∑
k=1
mkijXlk, m
k
ij ∈ Z.
Every nonzero λ ∈ R defines an automorphism Aλ of nQ ⊗ R by
Aλ|nQ
di
⊗R = λ
diI.
Let B be a matrix in GLs(Z) with eigenvalues λ1, ..., λs and assume that all of them
are real numbers different from ±1 (we are using here that s ≥ 2). This determines
an automorphism A of n˜ in the following way: A leaves the decomposition n˜Q =
(nQ ⊗ R) ⊕ ... ⊕ (nQ ⊗ R) invariant and on the l-th copy of nQ ⊗ R coincides with
Aλl .
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Consider the new basis of n˜ defined by
β = {X11 +X21 + ...+Xs1, λ1X11 + λ2X21 + ...+ λsXs1, ...,
λs−11 X11 + λ
s−1
2 X21 + ...+ λ
s−1
s Xs1, ..., ..., X1n +X2n + ...+Xsn,
λ1X1n + λ2X2n + ...+ λsXsn, ..., λ
s−1
1 X1n + λ
s−1
2 X2n + ...+ λ
s−1
s Xsn}.
In order to prove that β is also a Z-basis we take two generic elements of it, say
X = λt1X1i + λ
t
2X2i + ... + λ
t
sXsi and Y = λ
u
1X1j + λ
u
2X2j + ... + λ
u
sXsj for
some 0 ≤ t, u ≤ s − 1 and 1 ≤ i, j ≤ n. Since the λl’s are all roots of the
characteristic polynomial f(x) = a0 + a1x+ ...+ as−1xs−1 + xs of B (with ai ∈ Z
and a0 = ±1), there exist b0, ..., bs−1 ∈ Z (independent from l) such that λt+ul =
b0 + b1λl + ...+ bs−1λs−1l for any l = 1, ..., s. Now, by using (11) we obtain that
[X,Y ] = λt+u1 [X1i, X1j ] + ...+ λ
t+u
s [Xsi, Xsj ]
=
n∑
k=1
mkijλ
t+u
1 X1k + ...+
n∑
k=1
mkijλ
t+u
s Xsk
=
n∑
k=1
mkijb0(X1k + ...+Xsk) +
n∑
k=1
mkijb1(λ1X1k + ...+ λsXsk)
+...+
n∑
k=1
mkijbs−1(λ
s−1
1 X1k + ...+ λ
s−1
s Xsk),
showing that β is also a Z-basis of n˜. Thus the linear combinations over Q of
β determine a rational form of n˜, denoted by nQβ , which will be now showed to
be Anosov. Indeed, it is easy to see that, written in terms of β, the hyperbolic
automorphism A of n˜ has the form
[A]β =


B′
. . .
B′

 ∈ GLns(Z),
where
B′ =


0 0 −a0
1 0 −a1
0 1
. . .
0 0 1 −as−1

 ∈ GLs(Z)
is the rational form of the matrix B, concluding the proof of the theorem. 
Different choices of matrices B can eventually give non-isomorphic Anosov ra-
tional forms of n˜, as in the case n˜ = h3 ⊕ h3 and n˜ = l4 ⊕ l4 (see also [30]). Recall
that two-step nilpotent Lie algebras are graded, so Theorem 3.7 shows that a rea-
sonable classification of Anosov Lie algebras up to isomorphism is far from being
feasible, not only in the rational case but even in the real case (see [18] for further
information).
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Remark 3.8. The only explicit examples of real Anosov Lie algebras in the litera-
ture so far which are not covered by Theorem 3.7 are the following: the free k-step
nilpotent Lie algebras on n generators with k < n (see [4], and also [7, 5] for a differ-
ent approach); certain k-step nilpotent Lie algebras of dimension d+
(
d
2
)
+ ...+
(
d
k
)
with d ≥ k2 (see [9]); the 2-step nilpotent Lie algebra of type (d, (d2)−1) with center
of codimension d for d ≥ 5 (see [6]); and the Lie algebra g (see [18]). Thus h is
the only new example over R obtained in the classification in dimension ≤ 8 (see
Table 3). For the known examples of infranilmanifolds which are not nilmanifolds
and admit Anosov automorphisms we refer to [28, 24, 21].
The signature of an Anosov diffeomorphism is the pair of natural numbers
{p, q} = {dimE+, dimE−}. It is known that signature {1, n − 1} is only possi-
ble for torus (and their finitely covered spaces: compact flat manifolds) (see [10]).
If dim nQ = n then the signature of the Anosov automorphism of n˜Q ⊗ R (n˜Q =
nQ ⊕ ...⊕ nQ, s times) in the proof of Theorem 3.7 is {np′, nq′}, p′ + q′ = s, where
p′, q′ are the numbers of eigenvalues of B ∈ GLs(Z) having module greater and
smaller than 1, respectively. In the nonabelian case n is necessarily ≥ 3 and so
the signature {2, q} is not allowed for this construction. We do not actually of any
nonabelian example of signature {2, q}. We may choose {p′, q′} = {1, s − 1} and
nQ ⊗ R = h3 in order to obtain signature {3, 3(s− 1)} for any s ≥ 2.
4. Classification of real Anosov Lie algebras
We will find in this section all the real Anosov Lie algebras of dimension ≤ 8.
Our start point is Proposition 3.4, which implies that a nonabelian one has to be
of dimension ≥ 6 and gives only a few possibilities for the types in each dimension
6, 7 and 8.
We use Proposition 3.3 to make a few observations on the eigenvalues of an
Anosov automorphism, which are necessarily algebraic integers. An overview on
several basic properties of algebraic numbers is given in the Appendix.
Lemma 4.1. Let n be a real nilpotent Lie algebra which is Anosov, and let A and
n = n1⊕ n2⊕ · · ·⊕ nr be as in Proposition 3.3. If Ai = A|ni then the corresponding
eigenvalues λ1, . . . , λni , are algebraic units such that 1 < dgrλi ≤ ni and λ1...λni =
1.
This follows from the fact that [Ai]βi ∈ SLni(Z) and so its characteristic poly-
nomial pAi(x) ∈ Z[x] is a monic polynomial with constant coefficient a0 =
(−1)n detAi = ±1, satisfying pAi(λj) = 0 for all j = 1, . . . , ni.
Concerning the degree, it is clear that dgrλj ≤ ni for all j and if dgrλj = 1
then λj ∈ Q, is a positive unit and therefore λj = 1, contradicting the fact that Ai
is hyperbolic.
In the following, n, A, Ai and ni will be as in the previous lemma. In order to be
able of working with eigenvectors, we will always consider the complex Lie algebra
nC = n⊗C and its decomposition nC = (n1)C⊕ ...⊕ (nr)C, where (ni)C = ni⊗C. In
the light of Theorem 3.6, we will always assume that n has no abelian factor. We
now fix more notation that will be used in the rest of this section. For simplicity,
assume that n is a 2-step nilpotent Lie algebra. According to Proposition 3.3, there
exist
β1 = {X1, X2, . . . , Xn1} and β2 = {Z1, Z2, . . . , Zn2},
22 JORGE LAURET, CYNTHIA E. WILL
basis of eigenvectors of n1)C and (n2)C for A1 and A2, respectively. Let λ1, . . . , λn1
and µ1, . . . , µn2 be the corresponding eigenvalues. This notation will be used
throughout all the classification. The absence of abelian factor implies that [n1, n1] =
n2 and hence we may assume that for each Zi there exist Xj and Xl such that
Zi = [Xj, Xl]. On the other hand, for each j, l, there exist scalars a
j,l
k ∈ C such
that [Xj , Xl] =
∑
aj,lk Zk. Since {Zk} are linearly independent, for each k we obtain
(12) λjλla
j,l
k = µka
j,l
k .
Hence, if aj,lk 6= 0, µk = λjλl, and therefore, if aj,lk 6= 0 6= aj,lk′ , µk = µk′ . In
particular, if n2 = 2, since µ1 6= µ2, for each j, l, there exist a unique k such that
[Xj, Xl] = akZk. If it is so, by (12), λjλl = µk. When n2 = 3 the same property
holds. Indeed, µi 6= µj for all i 6= j since dgrµi > 1 for all i.
We are going to consider all the possible coefficients aj,lk ’s only in the cases when
the classification actually leads to a possible Anosov Lie algebra.
Dimension ≤ 6
Anosov Lie algebras of dimension ≤ 6 has already been classified in [20] and [3].
We give an alternative proof here in order to illustrate our approach.
Proposition 3.4 gives us the following possibilities for the types of a real Anosov
Lie algebra without an abelian factor: (3, 3) and (4, 2).
Case (3, 3). The only real (resp. rational) Lie algebra of type (3, 3) is the free
2-step nilpotent Lie algebra on 3 generators f3 (resp. f
Q
3 ), which is proved to be
Anosov in [4] and [5, 20].
Case (4, 2). Let n be a real nilpotent Lie algebra of type (4, 2), admitting a
hyperbolic automorphism A as in Proposition 3.3. If {X1, . . . X4} is a basis of
(n1)C of eigenvectors of A1 with corresponding eigenvalues λ1, . . . , λ4, then without
any lost of generality we may assume that we are in one of the following cases:
(a) [X1, X2] = Z1, [X1, X3] = Z2,
(b) [X1, X2] = Z1, [X3, X4] = Z2.
In the first situation, (a) implies that λ21λ2λ3 = 1, and since detA1 = λ1λ2λ3λ4 =
1, we obtain that λ1 = λ4. From this it is easy to see that dgrλ1 = dgrλ4 = 2 and
moreover, λ2 = λ3 = λ
−1
1 (see Appendix). Therefore, we get to the contradiction
µ1 = µ2 = 1.
Concerning (b), we may assume that there is no more Lie brackets among the
{Xi} since otherwise we will be in situation (a), and thus nC ≃ (h3⊕h3)C. This Lie
algebra has two real forms: h3⊕ h3 and nQ−1⊗R (see paragraph before Proposition
2.7). The Lie algebra nQ−1⊗R can not be Anosov by Proposition 3.5, (i), and h3⊕h3
is Anosov by Theorem 3.7.
Dimension 7
According to Proposition 3.4, if n is a 7-dimensional real Anosov Lie algebra of
type (n1, n2, . . . , nr), then r = 2 and n is either of type (4, 3) or (5, 2). We shall
prove that there is no Anosov Lie algebras of any of these types.
Case (4, 3). It is easy to see that the eigenvalues of A2 are three pairs of the form
λiλj , so without any lost of generality we can assume that two of them are λ1λ2
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and λ1λ3. There are four possibilities for the third eigenvalue of A2, and by using
that detA1 = 1 and detA2 = 1 we get to a contradiction in all the cases as follows:
(i) λ1λ2.λ1λ3.λ1λ4 = 1, then λ
2
1 = 1 contradicting the hyperbolicity of A1.
(ii) λ1λ2.λ1λ3.λ2λ3 = 1 implies that λ
2
4 = 1, but then A1 is not hyperbolic.
(iii) λ1λ2.λ1λ3.λ2λ4 = 1, then λ1λ2 = 1 and so A2 would not be hyperbolic.
(iv) λ1λ2.λ1λ3.λ3λ4 = 1, so λ1λ3 = 1 contradicting the hyperbolicity of A2.
Case (5, 2). Let n be a real nilpotent Lie algebra of type (5, 2), admitting a
hyperbolic automorphism A as in Proposition 3.3. If λ1, . . . , λ5, are the eigenvalues
of A1 we can either have
(i) λi 6= λj , 1 ≤ i, j ≤ 5, or
(ii) after reordering if necessary, λ1 = λ2.
Note that in (ii), λ1 = λ2 implies that 2 ≤ 2 dgrλ1 ≤ 5 and therefore dgrλ1 =
dgrλ2 = 2. From this it is easy to see that there exist i ∈ {3, 4, 5} such that
dgrλi = 1, contradicting the hyperbolicity of A1. Therefore, we assume (i).
On the other hand, since dim n2 = 2, we have two linearly independent Lie
brackets among the {Xi}, the basis of (n1)C of eigenvectors of A1. Note that if
they come from disjoint pairs of Xi, since λ1λ2λ3λ4λ5 = 1, it is clear that we
would have λi = 1 for some 1 ≤ i ≤ 5. Therefore, without any lost of generality
we can only consider the case when we have at least the following non trivial Lie
brackets:
(13) [X1, X2] = Z1, [X1, X3] = Z2.
In the following we will show that either X4 or X5 are in the center of n, which
would generate an abelian factor and hence a contradiction. From (13) we have
that
(14) λ21λ2λ3 = 1, and then λ4λ5 = λ1.
Therefore, [X4, X5] = 0 because both of the assumptions [X4, X5] = cZ1 and
[X4, X5] = cZ2 with c 6= 0 leads to the contradictions λ2 = 1 and λ3 = 1, respec-
tively. Also, if [X4, Xj] 6= 0 and [X5, Xk] 6= 0 for some 1 ≤ j, k ≤ 3, it follows from
(i) that we only have the following possibilities:
[X4, X3] = cZ1 and [X5, X2] = dZ2, or
[X5, X3] = cZ1 and [X4, X2] = dZ2,
(c, d 6= 0) which are clearly equivalent. Let us suppose then the first one, and hence
I. λ3λ4 = λ1λ2 and II. λ5λ2 = λ1λ3.
From I, and using that λ4λ5 = λ1 we obtain λ3 = λ2λ5. Therefore by II, λ1 = 1
which is a contradiction and then [X4, Xj ] = 0 for all j or [X5, Xk] = 0 for all k as
we wanted to show.
Dimension 8
In this case, Proposition 3.4 gives us the following possibilities for the types of a
real Anosov Lie algebra without an abelian factor: (4, 4), (5, 3), (6, 2), (3, 3, 2) and
(4, 2, 2). Among all this Lie algebras we will show that there is, up to isomorphism,
only three which are Anosov. One is of type (4, 2, 2), one of type (6, 2) and one
of type (4, 4). The first one is an example of the construction given in [18] and
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Theorem 3.7, and the second one is isomorphic to [18, Example 3.3]. The last one
is a new example.
Case (4, 4). We will show that there is only one real Anosov Lie algebra of this
type. We first note that there is only
(
4
2
)
= 6 possible linearly independent brackets
among the {Xi} and since dim[n, n] = 4, at most two of them can be zero. Therefore,
without any lost of generality, we can just consider the following two cases:
(15) [X1, X3] = Z1, [X2, X4] = Z2, [X2, X3] = Z3, [X1, X4] = Z4,
that is, the possible zero brackets corresponds to disjoint pairs of {Xi} (namely
{X1, X2} and {X3, X4}); and the other case is
(16) [X1, X4] = Z1, [X2, X4] = Z2, [X3, X4] = Z3, [X2, X3] = Z4,
corresponding to the case of non disjoint pairs, {X1, X2} and {X1, X3}.
However, the second case is not possible because we would have
I) λ1λ2λ3λ4 = 1 and II) λ1λ
2
2λ
2
3λ
3
4 = 1.
It follows that λ2λ3 = λ
−2
4 and replacing this in I) we get λ1 = λ4. This implies
that the λi’s have all degree two, and λ2 = λ3 = λ
−1
4 (see Appendix). Hence
µ3 = λ3λ4 = 1, contradicting the hyperbolicity of A2.
Concerning case (15), if we assume that [X1, X2] = 0 and [X3, X4] = 0
A =
[
A1
A2
]
, where A1 =
[
λ
λ−1
λ2
λ−2
]
and A2 =
[
λ3
λ−3
λ
λ−1
]
is an automorphism of n for any λ ∈ R∗. If λ ∈ R∗ is an algebraic integer such
that λ+ λ−1 = 2a, a ∈ Z, a ≥ 2, then it is easy to check that
(17)
β =
{
X1 +X2, (a
2 − 1) 12 (X1 −X2), X3 +X4, (a2 − 1) 12 (X3 −X4),
Z1 + Z2, (a
2 − 1) 12 (Z1 − Z2), Z3 + Z4, (a2 − 1) 12 (Z3 − Z4)
}
is a Z-basis of n. Moreover, if B =
[
a a2−1
1 a
]
, then the matrix of A in terms of the
basis β is given by
[A]β =


B
B2
B3
B

 ∈ SL(8,Z),
showing that n is Anosov. Recall that this n is isomorphic to the Lie algebra h
given in Example 2.12.
It follows from Scheuneman duality that there is only one more real form of hC,
namely, the dual of the Lie algebra nQ−1 ⊗ R of type (4, 2) (h is dual of h3 ⊕ h3).
The fact that such a Lie algebra is not Anosov will be proved in Section 5, Case h.
We will now show that if we add any more nonzero brackets in case (15), then the
new Lie algebra n˜ does not admit a hyperbolic automorphism any longer. Suppose
then that
0 6= [X1, X2] = a1Z1 + a2Z2 + a3Z3 + a4Z4.
As we have already pointed out at the beginning of this classification, since A is
an automorphism and Zi are linearly independent, it follows that if aj 6= 0 then
λ1λ2 = µj . Therefore, at most two of them can be non zero.
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If [X1, X2] = ajZj then we can change Zj by Z˜j = ajZj and the corresponding
bracket in (15) by [X1, X2] and we will be in the conditions of case (16).
If [X1, X2] = ajZj + akZk, aj, ak 6= 0, then we have that λ1λ2 = µj = µk.
One can check that for all the choices of j, k we obtain λi = λr = λs for some
1 ≤ i, r, s ≤ 4 which is not possible because it implies that 2 ≤ 3 dgrλi ≤ 4 and
then dgrλi = 1.
Hence we get [X1, X2] = 0 and by using the same argument we also obtain
[X3, X4] = 0 as we wanted to show.
We also note that for any choice of nonzero scalars a, b, c, d, the Lie algebra n˜
given by
[X1, X3] = aZ1 [X2, X4] = bZ2 [X2, X3] = cZ3 [X1, X4] = dZ4,
is isomorphic to n.
Case (5, 3). We shall prove that there are no Lie algebras of this type with no
abelian factor admitting a hyperbolic automorphism.
Suppose that A is as in Proposition 3.3. Hence as we have already pointed out,
the eigenvalues of A1, λ1, . . . , λ5 are algebraic integers with 2 ≤ dgrλj ≤ 5 for all
1 ≤ j ≤ 5. As we have seen in case (5,2), we can assume that λi 6= λj for all i 6= j
since otherwise we will have that there exists k with dgrλk = 1, contradicting the
hyperbolicity of A1. In this situation it is easy to see that
(18) if ♯ ({Xi, Xj} ∩ {Xk, Xl}) = 1 then [Xi, Xj ] /∈ C[Xk, Xl].
Moreover, since 2 ≤ dgrµk ≤ 3 we have that µk 6= µl for all 1 ≤ k 6= l ≤ 3 and
then for all i, j there exist k such that [Xi, Xj ] ∈ CZk.
On the other hand, it is clear that we can split the set of Lie algebras of this
type according to the following condition:
(19)
There are two disjoint pairs of {Xi} such that the corresponding
Lie brackets are linearly independent.
Note that if n does not satisfy this condition, we will have that
(20) {Xi, Xj} ∩ {Xl, Xk} = ∅ ⇒ [Xi, Xj ] ∈ C[Xl, Xk].
If (20) holds, we can assume without any lost of generality that
(21) [X1, X2] = Z1 [X1, X3] = Z2,
and for Z3 we have two possibilities
a) [X1, X4] = Z3, b) [X2, X3] = Z3.
We will now show that any of this assumptions leads to a contradiction.
Concerning a), we have that [X5, Xk] 6= 0 for some 1 ≤ k ≤ 4, but since λi 6= λj ,
when i 6= j it is clear that k 6= 1. We can assume then that k = 2, since every
other choice (i.e. k = 3, 4) is entirely analogous. Now, since {5, 2} ∩ {1, 3} = ∅, by
(20) we have that [X5, X2] ∈ CZ2, and analogously, {5, 2} ∩ {1, 4} = ∅ and then
[X5, X2] ∈ CZ3, giving the contradiction [X5, X2] = 0.
In case b) λ1λ2λ3 = 1, and therefore λ4λ5 = 1. Thus [X5, X4] = 0, and we may
assume that 0 6= [X4, X1] ∈ CZ3 and 0 6= [X5, X2] ∈ CZ2. Therefore, λ5λ2 = λ1λ3
and λ4λ1 = λ2λ3, and since λ4λ5 = 1, we get to the contradiction λ3 = 1.
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We can assume then that n satisfies condition (19) and thus without any lost of
generality we can suppose that
(22) [X1, X2] = Z1 [X3, X4] = Z2.
Note that we can not have [X5, Xj ] = Z3 because this would imply λj = 1 by using
that λ1 . . . λ5 = 1. Let us say then that [X5, Xj ] = aZ1, a 6= 0. From (18) we have
that j 6= 1, 2, and since both cases j = 3 and j = 4 are completely analogous, we
will just analyze the case j = 3. This is
[X1, X2] = Z1, [X3, X4] = Z2, [X5, X3] = aZ1.
Also, since Z3 ∈ [n, n] there is 1 ≤ k, k′ ≤ 4 such that [Xk, Xk′ ] = Z3, and by the
above observations, it is easy to see that
{k, k′} =


{1, 3} or (equivalently) {2, 3}
{1, 4} or (equivalently) {2, 4}
To finish the proof, we will see that both cases leads to a contradiction. The
idea is to show that one of the λi is equal to one of the µj , and since the conjugated
numbers are uniquely determined, this implies that every µj appears as a λk. From
here it is easy to check in both cases that this is not possible.
Indeed, if [X1, X3] = Z3, since 1 = λ5λ3λ3λ4λ1λ3, we have that λ
2
3 = λ2.
Therefore, λ5λ3 = λ1λ2 = λ1λ
2
3 and so λ5 = λ1λ3 = µ3. Hence, there exists i
such that µ1 = λ1λ
2
3 = λi. It is clear that i 6= 1, 2, 3, 5 and if λ1λ23 = λ4, since
1 = λ1λ2λ3λ4λ1λ3 = λ
2
1λ
4
3λ4, then 1 = λ
3
1λ
6
3 = µ
3
1 contradicting the fact that A2 is
hyperbolic.
Now, if [X1, X4] = Z3, then
(i) 1 = λ5λ3λ3λ4λ1λ4, and from there λ2 = λ3λ4 = µ2, and
(ii) 1 = λ1λ2λ3λ4λ1λ4, hence λ5 = λ1λ4 = µ3.
Therefore, as we have observed before, there is k such that µ1 = λk. This implies
that λ1λ2 = λ5λ3 = λk for some 1 ≤ k ≤ 5. Again, it is clear that k 6= 1, 2, 3, 5, and
if λ1λ2 = λ5λ3 = λ4, then by (ii) λ1λ4λ3 = λ5λ3 = λ4 and hence λ1λ3 = 1. From
this, using that 1 = detA2 = λ4λ2λ5, we obtain that λ1λ2 = λ5λ3 =
1
λ2λ4
. 1λ1 , or
equivalently λ24 = (λ1λ2)
2 = 1λ4 and then λ4 = 1 contradicting the fact that A1 is
hyperbolic, and concluding the proof of case (5, 3).
Case (6, 2). We will prove in this case that there is, up to isomorphism, only
one Anosov Lie algebra with no abelian factor. As usual, let A be an Anosov
automorphism of n and {X1, . . . , X6, Z1, Z2} a basis of nC of eigenvectors of A,
λ1, . . . , λ6, µ1, µ2 the eigenvalues as above.
As we have mentioned before, since µ1 6= µ2, for all i, j there exists k such that
[Xi, Xj ] ∈ CZk. Also, if dim [Xi, (n1)C] = 1 for any i, then nC is either isomorphic
to (h3 ⊕R⊕ h3 ⊕R)C or (h3 ⊕ h5)C. The first one has two real forms: h3 ⊕ h3⊕R2
and (nQ−1 ⊗ R) ⊕ R2, of which only h3 ⊕ h3 ⊕ R2 is Anosov by Theorem 3.6 and
the classification in dimension 6. The only real form of (h3 ⊕ h5)C is h3 ⊕ h5 (see
Remark 2.11), and by Proposition 2.10, h3 ⊕ h5 has only one rational form with
Pfaffian form f(x, y) = xy2. It then follows from Proposition 3.5, (ii) that it is not
Anosov.
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Therefore, we can assume that
(23) [X1, X2] = Z1, [X1, X3] = Z2.
From this, one has that
(24) λ21λ2λ3 = 1, or equivalently λ1 = λ4λ5λ6.
In what follows, we will first show that there exist a reordering β of {X1, ..., X6},
such that
(25) [A1]β =


λ
λ−1
ν
ν−1
µ
µ−1

 ,
and after that we will see that this implies that nC ≃ gC, the complexification of
the Lie algebra defined in (4), which is proved to be Anosov in [18, Example 3.3].
Moreover, g is known to be the only real form of gC (see Remark 2.9).
To do this, let us first assume that
a) λi = λl, denoted by λ, for some 1 ≤ i 6= j ≤ 6.
Thus dgrλ = 2, or dgrλ = 3, but dgrλ = 3 is not possible. In fact, if dgrλ = 3
then there exist a reordering of {Xi} such that the matrix of A1 in the new basis is
A1 =
[
B 0
0 B
]
, where B =
[
λ
µ
(λµ)−1
]
is conjugated to an element in SL3(Z). This says that λ1, λ2, λ3 ∈
{
λ, µ, (µλ)−1
}
,
and using (24) one can see that λ1 = λ2 (or equivalently λ1 = λ3), since every other
choice ends up in a contradiction. Therefore, we may assume that λ1 = λ2 = λ
and so λ3 = λ
−3 = µ. Since every eigenvalue of A1 has multiplicity 2, we have that
after a reordering if necessary, λ4 = λ5 = λ
2 and λ6 = λ
−3. Therefore, the matrix
of A in the basis β = {X1, X2, ..., X6, Z1, Z2} is given by [A]β =
[
A1
A2
]
where
A1 =


λ
λ
λ−3
λ2
λ2
λ−3

 and A2 = [ λ2 λ−2
]
.
Hence, since A is an automorphism of n, one gets that X4, X5 ∈ (z ∩ n1)C, contra-
dicting our assumption of no abelian factor. Thus dgrλ = 2, from where assertion
(25) easily follows.
On the other hand, if
b) λi 6= λj for all i 6= j,
with no loss of generality, we can assume that [X4, Xj ] = aZ1, a 6= 0, for some
j ∈ {3, 5, 6}.
If j = 5 then it follows from 1 = detA2 = λ4λ5λ1λ3, that
(26) λ2λ6 = 1.
Now, we also have that [X6, Xk] 6= 0 for some k, and hence it is easy to see that
we can either have
I) [X6, X3] = bZ1, b 6= 0, or
II) [X6, X4] = cZ2, c 6= 0, (or equivalently [X6, X5] = cZ2).
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In case I), λ6λ3 = λ1λ2 and so by (26) we have that λ3 = λ1λ
2
2. By using (24) we
get to the contradiction µ1 = 1.
Concerning II), since λ6λ4 = λ1λ3, we obtain from (24) that λ5λ3 = 1 and
therefore λ1λ4 = 1. This together with (26) implies assertion (25). The case when
j = 6 is entirely analogous to the case j = 5 and so we are not going to consider it.
If j = 3 then λ4λ3 = λ1λ2 and by (24) it is easy to see that
(27) λ3 = λ5λ6λ2.
Analogously to the previous case, since [X5, Xk] 6= 0 for some k, it is easy to see
that we can either have
I) [X5, X6] = b Z1, or
II) [X5, X2] = c Z2 (or equivalently [X5, X4] = cZ2).
It is easy to deduce from the situation I) that (27) implies that µ2 = µ
2
1 and so
both of them are equal to 1 contradicting the fact that A2 is hyperbolic.
In case II), λ5λ2 = λ1λ3 and it follows from (27) that λ6λ1 = 1. Also, since n
has no abelian factor, it is easy to see that [X6, X4] = dZ2, d 6= 0, and therefore
λ6λ4 = λ1λ3. Hence, using (24) we obtain λ2λ4 = 1, from where assertion (25)
follows.
To finish the proof we must study the case when (25) holds, that is,
A1 =
[
Aλ
Aν
Aµ
]
where Aη =
[
η
η−1
]
.
Let λ1 = λ, λ2 = ν and thus, by (24), λ3 =
1
λ2ν . It is easy to see that λ3 is different
from λ−1 or ν−1. Therefore, after a reordering if necessary, we have that
A1 =


λ
ν
(λ2ν)−1
λ2ν
λ−1
ν−1

 and A2 = [ λν (λν)−1 ] .
Using that A is an automorphism, one can see that [V1, V2] = 0, where V1 =
〈X1, X2, X3〉C and V2 = 〈X4, X5, X6〉C. Moreover, since nC has no abelian factor
[V1, V2] = 〈Z1, Z2〉C. From the classification of 2-step nilpotent Lie algebras with 2-
dimensional derived algebra in terms of Pfaffian forms given in Section 2, it follows
that there is only one Lie algebra satisfying these conditions and so nC is isomorphic
to gC, as was to be shown.
Case (3, 3, 2). We will show in this case that there is no Anosov Lie algebra. We
will begin by noting that since n2 has dimension three, we may assume that
[X1, X2] = Y3, [X1, X3] = Y2, [X2, X3] = Y1,
where {X1, X2, X3} and {Y1, Y2, Y3} are basis of (n1)C and (n2)C of eigenvectors of
A1 and A2, respectively.
It follows that
(28) [X1, Y1] = 0, [X2, Y2] = 0, [X3, Y3] = 0,
since any of them would be an eigenvector of A of eigenvalue λ1λ2λ3 = 1 and then
A3 would not be hyperbolic.
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On the other hand, since Z1, Z2 ∈ n3 we have that for some i, j, k, l
[Xi, Yj ] = Z1, [Xk, Yl] = Z2,
and thus i 6= k. Indeed, if i = k then j 6= l and by (28) j, l 6= i. This would imply
that λi.λiλj .λi.λiλl = 1 and so λ
3
i = 1, a contradiction.
Hence we can assume that
[X1, Yj ] = Z1 [X2, Yl] = Z2.
For the pairs (j, l) we have four possibilities as follows: (2, 1), (2, 3), (3, 1) and (3, 3).
In order to discard some of them, we recall that since dim n1 = 3, λi 6= λj for
all 1 ≤ i, j ≤ 3 and from this, it follows that (j, l) 6= (3, 1) or (2, 3). Indeed, if
(j, l) = (3, 1) (or (2, 3)) we have that λ1λ1λ2λ2λ2λ3 = 1 (or λ1λ1λ3λ2λ1λ2 = 1).
Hence λ1λ
2
2 = 1 (or λ
2
1λ2 = 1) and we get to the contradiction λ2 = λ3 (or λ1 = λ3).
It is also easy to see that (j, l) 6= (3, 3) since this implies λ1λ1λ2λ2λ1λ2 and
so λ1λ2 = 1, contradicting the fact that A2 is hyperbolic. Finally, assume that
(j, l) = (2, 1), that is, in nC we have at least the following non trivial brackets:
(29)
[X1, X2] = Y3, [X1, X3] = Y2, [X2, X3] = Y1,
[X1, Y2] = Z1, [X2, Y1] = Z2.
Let λ1 = λ and λ2 = ν, then the matrix of A is given by
[A] =
[
B
B−1
λ
ν
ν
λ
]
, where B =
[
λ
ν
1
λν
]
,
and B is conjugated to an element of SL3(Z). Thus
λ
ν is an algebraic unit with
|λν | 6= 1 and dgr λν = 2. It is easy to see that under such conditions λν is necessarily
a real number. Since the possibilities for ν are either ν = λ or 1|λ|2 , we obtain that
λ, ν ∈ R, which is a contradiction by the following lemma applied to λ2, ν2. This
concludes the proof of this case.
Lemma 4.2. Let λ1, λ2 be two positive totally real algebraic integers of degree 3.
If λ1 and λ2 are conjugated and units then
λ1
λ2
can never have degree two.
Proof. Let λ1 and λ2 be as in the lemma, then the minimal polynomial of λi is
given by mλi(x) = (x − λ1)(x − λ2)(x − λ3), where λ1λ2λ3 = ±1. Since mλi has
its coefficients in Z, we have that
λ1 + λ2 + λ3 ∈ Z, 1
λ1
+
1
λ2
+
1
λ3
∈ Z,
and hence
(30) λ21 + λ
2
2 + λ
2
3 = d ∈ Z.
On the other hand, if we assume that λ1/λ2 has degree two then
λ1
λ2
+ λ2λ1 = a ∈ Z,
and thus
λ1
λ2
=
a
2
+
√
a2
4
− 1 and λ2
λ1
=
a
4
−
√
a2
2
− 1.
Recall that a ≥ 2. We also note that λ1λ2 = ±λ21λ3 and λ2λ1 = ±λ22λ3, and hence
λ21 = ± 1λ3
(
a
2 +
√
a2
4 − 1
)
and λ22 = ± 1λ3
(
a
2 −
√
a2
4 − 1
)
. By replacing this in
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(30) we obtain ± 1λ3 a+ λ23 = d, or equivalently,
λ33 − λ3d± a = 0.
This means that p(x) = x3−dx±a is a monic polynomial of degree 3 with coefficient
in Z which is annihilated by λ3. Hence it is equal to the minimal polynomial of
λ3 and then a = ±1, which is a contradiction since as we have observed above,
a ≥ 2. 
We would like to point out that in this lemma, we are strongly using the fact
that λ1 and λ2 are totally real algebraic numbers and units. Indeed, if we consider
p(x) = x3 − 2, the roots of p are {λ1 = 21/3, λ2 = ω21/3, λ3 = ω221/3} , where
ω2+ω+1 = 0. Since x3− 2 is indecomposable over Q, we have that dgrλi = 3 for
all i = 1, 2, 3, and however λ2.
1
λ1
= ω has degree two.
Case (4, 2, 2). Let n be a nilpotent Lie algebra of type (4, 2, 2) and let A be an
hyperbolic automorphism with eigenvectors {X1, . . . , X4, Y1, Y2, Z1, Z2}, a basis of
nC, and corresponding eigenvalues λ1, . . . , λ4, η1, η2, µ1, µ2 as in Proposition 3.4.
Since ηi = λjλk we have the following two possibilities:
(I) In the decomposition of η1η2 as product of λi at least one of the λi appears
twice, or
(II) η1 = λ1λ2, η2 = λ3λ4, and λi 6= λj for 1 ≤ i, j ≤ 4.
In the first case we can either have
(a) η1 = λ1λ2, η2 = λ1λ3, (b) η1 = λ
2
1, η2 = λ2λ3, or (c) η1 = λ
2
1, η2 = λ
−2
1 .
Note that (a) and (b) implies that λ1λ2.λ1λ3 = 1 and hence λ4 = λ1. Thus dgrλ4 =
dgrλ1 = 2, and moreover, λ2 = λ3 = ±λ−11 . Therefore in case (a) we get to the
contradiction η1 = η2 = ±1, and case (b) becomes (c).
So it remains to study case (c). There is no lost of generality in assuming that
λ1 = λ2 = λ and λ3 = λ4 = λ
−1 and from this, using the Jacobi identity, it is easy
to see that the possible nonzero brackets are
(31)
[X1, X2] = Y1, [X2, Y1] = a Z1 [X1, Y1] = a
′ Z1
[X3, X4] = Y2, [X3, Y2] = b Z2. [X4, Y2] = b
′ Z2.
Since nC has no abelian factor, we have that a 6= 0 or a′ 6= 0 and b 6= 0 or b′ 6= 0.
Let n0 be the ideal of nC generated by {X1, X2, Y1, Z1} and n′0 the ideal generated by
{X3, X4, Y2, Z2}. By the above observation, they are both four dimensional 3-step
complex nilpotent Lie algebras. It is well known that there is up to isomorphism
only one of such Lie algebras and therefore n0 and n
′
0 are both isomorphic to (l4)C
and nC = (l4 ⊕ l4)C. By Remark 2.15, we know that l4 ⊕ l4 is the only real form of
(l4 ⊕ l4)C, and it is Anosov by Theorem 3.7. This concludes case (I).
We will now study case (II). We can assume that
(32) [X1, X2] = Y1, [X3, X4] = Y2.
Moreover, due to our assumption it is easy to see that there is no more non-trivial
Lie brackets among them. On the other hand, we have that Zi ∈ n3 and then for
each i = 1, 2
Zi = [Xji , Yki ].
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If k1 = k2 we may assume that k1 = k2 = 1. By using Jacobi identity and the
previous observation, one can see that j1, j2 /∈ {3, 4}, and hence we get
[X1, Y1] = Z1, [X2, Y1] = Z2.
From this we have that λ1.λ1λ2.λ2.λ1λ2 = 1 and therefore λ
3
1λ
3
2 = 1, a contradic-
tion.
Otherwise, we can assume that k1 = 1 and k2 = 2. Therefore λj1λ1.λj2λ2.λ3λ4 =
1 and then λj1λj2 = 1. Hence j1 6= j2 and since λ1λ2 6= 1 and λ3λ4 6= 1 we can
suppose that λ1λ3 = 1 and λ2λ4 = 1. Without any lost of generality we can assume
that
(33) [X1, Y1] = Z1 and [X3, Y2] = Z2,
since by Jacobi [X1, Y2] = [X3, Y1] = 0. Note that we have obtained that the matrix
of A is given by
[A1] =
[ λ
ν
λ−1
ν−1
]
, [A2] =
[
λν
(λν)−1
]
and [A3] =
[
λ2ν
(λ2ν)−1
]
.
From this, since λ 6= ν and A ∈ Aut(nC), it is easy to see that we can not have other
nonzero Lie brackets on nC but (32), (33), [X1, X4] = aZ1 and [X2, X3] = bZ2. This
Lie algebra is isomorphic to the one with a = b = 0 (by changing for X˜4 = X4+Y1,
X˜2 = X2 + Y2), and then nC is again isomorphic to (l4 ⊕ l4)C.
We summarize the results obtained in this section in the following
Theorem 4.3. Up to isomorphism, the real Anosov Lie algebras of dimension ≤ 8
are: Rn, n = 2, . . . , 8, h3 ⊕ h3, f3, h3 ⊕ h3 ⊕ R2, f3 ⊕ R2, g, h, and l4 ⊕ l4.
5. Classification of rational Anosov Lie algebras
In Section 4, we have found all real Lie algebras of dimension ≤ 8 having an
Anosov rational form (see Theorem 4.3 or Table 3). On the other hand, the set of all
rational forms (up to isomorphism) for each of these algebras has been determined
in Section 2 (see Table 2). In this section, we shall study which of these rational
Lie algebras are Anosov, obtaining in this way the classification in the rational case
up to dimension 8.
Case f3 (type (3, 3)). There is only one rational form f
Q
3 in this case which is
proved to be Anosov in [4] and [5, 20].
Case h3⊕ h3 (type (4, 2)). The rational forms of h3⊕ h3 are given by {nQk }, k ≥ 1
square-free (see Proposition 2.7). The fact that nQk is Anosov for any k > 1 has been
proved in several papers (see [29, 15, 1, 20]) and it also follows from the construction
given in [18] and Theorem 3.7. The Pfaffian form of nQ1 is f1(x, y) = x
2 − y2, and
thus it follows from Proposition 3.5, (ii), that nQ1 is not Anosov.
Case g (type (6, 2)). It is proved in Section 4 that the Lie algebra g defined in (4)
is the only real Anosov Lie algebra of this type, and we have seen in Proposition
2.8 that g has only one rational form, which is then the only rational Anosov Lie
algebra of this type.
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Case h (type (4, 4)). We have seen in Section 4 that the only possible real Anosov
Lie algebras of this type are the real forms of hC, namely, h and n
Q
−1 ⊗ R. The
rational forms of h are determined in Proposition 2.13; they can be parametrized
by hQk with k a square-free natural number. We know that the Pfaffian form of h
Q
k
is fk(x, y, z, w) = xw + y
2 − kz2 and then Hfk = 4k. By renaming the basis β
given in (17) as {X1, ..., X4, Z1, ..., Z4}, we have that the Lie bracket of the Anosov
rational form hQ of h defined by β is
[X1, X3] = Z1 + Z3, [X2, X3] = Z2 − Z4,
[X1, X4] = Z2 + Z4, [X2, X4] = (a
2 − 1)(Z1 − Z3).
This implies that the maps JZ ’s of h
Q are given by
JxZ1+yZ2+zZ3+wZ4 =
[
0 0 −x−z −y−w
0 0 −y+w m(−x+z)
x+z y−w 0 0
y+w m(x−z) 0 0
]
,
where m = a2 − 1, and then its Pfaffian form is
f(x, y, z, w) = mx2 − y2 −mz2 + w2,
with Hessian Hf = 16m2. We know that hQ has to be isomorphic to hQk for some
square-free natural number k, but in that case f ≃Q fk and so we would have
Hf = q2Hfk for some q ∈ Q∗. Thus 16m2 = q2k, which implies that k = 1. This
shows that the Anosov rational forms of h defined by different integers a’s are all
isomorphic to hQ1 . In what follows, we shall prove that the other rational forms of
h (i.e. hQk for k > 1) are Anosov as well.
Fix a square free natural number k > 1. Consider the basis β = {X1, ..., Z4} of
h
Q
k given in Proposition 2.13 and set n1 = 〈X1, ..., X4〉Q and n2 = 〈Z1, ..., Z4〉Q. Let
(a, b) ∈ N× N any solution to the Pell equation x2 − ky2 = 1. Let A : hQk 7→ hQk be
the linear map defined in terms of β by
(34) A1 = A|n1 =
[
0 0 b −a
0 0 −a kb
0 1 2n 0
1 0 0 2n
]
, A2 = A|n2 =
[
0 0 0 −1
0 −a b 4na
0 −bk a 4nbk
−1 −2n 0 2n2
]
.
It is easy to check that A ∈ Aut(hQk ) for any n ∈ N, and since detA1 = detA2 = 1 we
have that A1, A2 ∈ SL4(Z), that is, A is unimodular. The characteristic polynomial
of A1 is f(x) = (x
2 − 2nx+ a−√kb)(x2 − 2nx+ a +√kb) and so its eigenvalues
are
(35)
λ1 = n+
√
n2 − a+√kb, λ2 = n−
√
n2 − a+√kb,
µ1 = n+
√
n2 − a−√kb, µ2 = n−
√
n2 − a−√kb.
We take n ∈ N such that a + √kb < n2. Therefore 1 < λ1 and it follows from
λ1λ2 = a−
√
kb = 1
a+
√
kb
< 1 that λ2 < 1. Also, 1 < µ1 and µ1µ2 = a+
√
kb > 1,
and hence µ2 6= 1, proving that A1 is hyperbolic. The eigenvalues of A2 are all of
the form λiµj . Indeed, it can be checked that the eigenvector for λiµj is
Z = Z1 − (a−
√
kb)µjZ2 − (a+
√
kb)λiZ3 + λiµjZ4.
Now, the fact that λ2 < µ2 < µ1 < λ1 implies that λiµj 6= 1 for all i, j, showing
that A2 is also hyperbolic and hence that A is an Anosov automorphism of h
Q
k .
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The above is the most direct and shortest proof of the fact that hQk is Anosov
for any square free k > 1, and it consists in just checking that A is unimodular and
hyperbolic. But now we would like to show where did this A come from, which
will show at the same time that hQk is not Anosov for k < 0. Since the proof of
Proposition 2.13 actually shows that the set of rational forms up to isomorphism
of hC is given by
{hQk : k a nonzero square free integer number},
this will prove that the real completion nQ−1⊗R of those with k < 0 is not Anosov.
First of all, it is easy to see that any A˜ of the form
(36) A˜1 = A˜|n1 = [B 00 C ] , A˜2 = A˜|n2 =
[
b11C b12C
b21C b22C
] (
B =
[
b11 b12
b21 b22
])
,
where B,C ∈ GL2(C), is an automorphism of hC, for which we are considering
the basis α = {X1, ..., Z4} with Lie bracket defined as in (5). Moreover, this
forms a subgroup of Aut(hC) containing the connected component at the identity,
since any other automorphism restricted to (n1)C has the form [ 0 ⋆⋆ 0 ]. By taking
A˜2 if necessary, we can assume that if hQk is Anosov then it admits an Anosov
automorphism of the form (36). The change of basis matrix Pk from the basis βk
of the rational form isomorphic to hQk given in the proof of Proposition 2.13 to the
basis α is
Pk|n1 =


√
k 1 0 0
0 0 1
√
k
−
√
k 1 0 0
0 0 1 −√k

 , Pk|n2 =

 2
√
k 0 0 0
0
√
k −1 0
0
√
k 1 0
0 0 0 −2√k

 ,
and hence
P−1k |n1 =
1
2
[
1/
√
k 0 −1/
√
k 0
1 0 1 0
0 1 0 1
0 1/
√
k 0 −1/
√
k
]
, P−1k |n2 =
1
2

 1/
√
k 0 0 0
0 1/
√
k 1/
√
k 0
0 −1 1 0
0 0 0 −1/√k

 .
We then have that A = P−1k A˜Pk ∈ Aut(hQk ) if and only if A1 = P−1k A˜1Pk and
A2 = P
−1
k A˜2Pk belong to GL4(Q). A straightforward computation shows that
A1, A2 ∈ GL4(Z) (i.e. A is unimodular) if and only if B ∈ GL2(Z[
√
k]), C = B and
detBdetB = ±1.Here, Z[√k] is the integer ring of the quadratic numberfieldQ[√k]
and the conjugation is defined, as usual, by x+
√
kb = x − √kb for all x, y ∈ Q.
Recall that if detB = a − √kb, a, b ∈ Z, and we assume that detBdetB = 1,
then a2 − kb2 = 1, the Pell equation. In order to make easier the computation of
eigenvalues we can take B in its rational form, say
B =
[
0 −a+
√
kb
1 2n
]
, B =
[
0 −a−
√
kb
1 2n
]
,
for some n ∈ Z. This implies that the characteristic polynomial of A˜1 is f(x) =
(x2 − 2nx + a − √kb)(x2 − 2nx + a + √kb) and so the eigenvalues of A˜1 and A1
are as in (35). Concerning the hyperbolicity, if k < 0 then either b = 0 or a = 0
and k = −1, which in any case implies that |µ1µ2| = 1, a contradiction. Therefore
h
Q
k is not Anosov for k < 0, as was to be shown. For k > 0, we can easily see
that conditions a, b, n ∈ N, a +√kb < n2, are enough for the hyperbolicity of A1.
For A2, we can use the following general fact: the eigenvalues of a matrix of the
form A˜2 in (36) are precisely the possible products between eigenvalues of B and
eigenvalues of C; and so the hyperbolicity of A2 follows as in the short proof.
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RealAnosov Dimension Type Anosov Non− Anosov Signature
Lie algebra rat. forms rat. forms
Rn, 2 ≤ n ≤ 8 n n Qn −− any
h3 ⊕ h3 6 (4, 2) n
Q
k
, k > 1 nQ1 {3, 3}
f3 6 (3, 3) f
Q
3 −− {3, 3}
h3 ⊕ h3 ⊕ R
2 8 (6, 2) nQ
k
⊕Q2, k > 1 nQ1 ⊕Q
2 {4, 4}
f3 ⊕ R
2 8 (5, 3) fQ3 ⊕Q
2 −− {4, 4}
g 8 (6, 2) gQ −− {4, 4}
h 8 (4, 4) hQ
k
, k ≥ 1 −− {4, 4}
l4 ⊕ l4 8 (4, 2, 2) l
Q
k
, k > 1 lQ1 {4, 4}
Table 3. Real and rational Anosov Lie algebras of dimension ≤ 8.
We finally note that A = P−1k A˜Pk with this B is precisely the automorphism
proposed in (34).
Remark 5.1. An alternative proof of the fact that any rational form of h is Anosov
can be given by using [4, Corollary 2.3]. Indeed, the subgroup
S = SL2(R)× SL2(R) = {A ∈ Aut(h) : A1 = [B 00 C ] , B, C ∈ SL2(R)}
is connected, semisimple and all its weights on h are non-trivial. Recall that such
a corollary can not be applied to the cases h3 ⊕ h3 and l4 ⊕ l4, as they admit a
rational form which is not Anosov.
Case l4 ⊕ l4 (type (4, 2, 2)). The rational forms of l4 ⊕ l4 are determined in
Proposition 2.14 and they are denoted by lQk , k a square free natural number. Let
β denote the basis of lQk given in the proposition. For a ∈ Z, a ≥ 2, consider the
hyperbolic matrix
B =
[
a a2−1
1 a
] ∈ SL2(Z),
with eigenvalues λ1 = a+(a
2− 1) 12 and λ2 = a− (a2− 1) 12 . It is easy to check that
the linear map A : lQb −→ lQb whose matrix in terms of β is
[A]β =


B
. . .
B


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is an automorphism of lQb for b = a
2 − 1. A is hyperbolic since λ1 > 1 > λ2 and
it is unimodular by definition, so that A is an Anosov automorphism. Recall that
lQk ≃ lQk′ if and only if k = q2k′ for some q ∈ Q∗ (see Proposition 2.14). Given a
square-free natural number k > 1, there always exist a, q ∈ Z such that a2−1 = q2k
(Pell equation), and thus any lQk with k > 1 square free is Anosov.
We now prove that lQ1 is not Anosov. In the proof of Proposition 2.14 we have
showed that any A ∈ Aut(lQ1 ) has the form (7) and satisfies
qf(z, w) = f(At4(z, w)) ∀(z, w) ∈ Q2,
where q = detA3A1 and f(z, w) = z
2 − w2. In the same spirit of Proposition 3.5,
this implies that At4 leaves a finite set invariant and so it can never be hyperbolic.
The results obtained in this section can be summarized as follows.
Theorem 5.2. Up to isomorphism, the rational Anosov Lie algebras of dimension
≤ 8 are
• Qn, n = 2, . . . , 8, (Rn),
• nQk , k ≥ 2, (h3 ⊕ h3),
• fQ3 , (f3),
• nQk ⊕Q2, k ≥ 2, (h3 ⊕ h3 ⊕ R2),
• fQ3 ⊕Q2, (f3 ⊕ R2),
• gQ, (g),
• hQk , k ≥ 1, (h),
• lQk , k ≥ 2, (l4 ⊕ l4),
where k always run over square-free numbers and the Lie algebra between parenthesis
is the corresponding real completion.
In the last column of Table 3 appear the signatures of the Anosov automorphisms
found in each case. It follows from the proofs given in Section 4 that the eigenval-
ues of any Anosov automorphism always appear in pairs {λ, λ−1} (with only one
exception: f3), and thus there is only one possible signature for each nonabelian
Anosov Lie algebra of dimension ≤ 8.
Corollary 5.3. Let N/Γ be a nilmanifold (or infranilmanifold) of dimension ≤ 8
which admits an Anosov diffeomorphism. Then N/Γ is either a torus (or a compact
flat manifold) or the dimension is 6 or 8 and the signature is {3, 3} or {4, 4},
respectively.
It is not true in general that there is only one possible signature for a given
Anosov Lie algebra. For instance, it is easy to see that the free 2-step nilpotent
Lie algebra on 4 generators admits Anosov automorphisms of signature {4, 6} and
{5, 5}.
6. Appendix: Algebraic numbers
We will give in the following a short summary of some results about algebraic
numbers overQ that are used throughout the classification. We are mainly following
[17, Chapter V]. Note that we will omit information on numberfields since we are
not going to need it.
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An element λ ∈ C is called algebraic over Q if there exist a polynomial p(x) ∈
Q[x] such that p(λ) = 0. It is easy to see that the set D of all such polynomials
form an ideal in Q[x] and since this is a principal ideal domain, D is generated
by a single polynomial. This polynomial can be chosen to be monic, and in that
case it is uniquely determined by λ and will be called the minimal polynomial of λ,
denoted by mλ(x). Therefore, if we have an algebraic number λ then we can define
the degree of λ as the degree of mλ(x). It will be denoted by dgrλ. The minimal
polynomial mλ(x) is irreducible over Q and λ is not a double root of mλ(x).
If λ 6= µ are two algebraic numbers, we say that they are conjugated ifmλ(µ) = 0.
Note that the numbers which are conjugated to λ are uniquely determined by λ
and have the same degree.
An algebraic number λ is said to be an algebraic integer if there exists a monic
polynomial p(x) ∈ Z[x] such that p(λ) = 0. It can be seen that in this case,
mλ(x) ∈ Z[x], and moreover, these conditions are actually equivalent. An algebraic
number is called totally real ifmλ(x) has only real roots, that is, mλ(x) =
r∏
i=1
(x−λi)
with λi ∈ R, λ1 = λ. If λ is a totally real algebraic number with dgrλ = r, set
Aλ =
[
λ1
. . .
λr
]
. The characteristic polynomial of Aλ is mλ(x) and then the
rational form of Aλ is given by 

0 0 ... 0 −a0
1 0 ... 0 −a1
0 1 0 −a2
...
. . .
...
0 1 −ar−1

 ,
where mλ(x) = x
r + ar−1xr−1 + · · · + a1x + a0. If λ is an algebraic integer then
ai ∈ Z for all i = 0, . . . , r − 1 and then this shows that Aλ is conjugated to an
element in GLr(Z).
Conversely, if A =
[
λ1
. . .
λr
]
is conjugated to an element of GLr(Z), then if
pA(x) is the characteristic polynomial of A, pA(x) ∈ Z[x], and therefore λi is an
algebraic integer for all i = 1, . . . , r. Concerning the degree of the λi’s as algebraic
numbers in such a case, we can only say that 1 ≤ dgrλi ≤ r. Moreover, if λi = λj
for some i 6= j, and since λ is not a double root of mλ(x), we will have that
m2λi(x)|pA(x) and hence 1 ≤ 2 dgrλi ≤ r.
If λ is an algebraic integer, we say that λ is a unit if 1/λ is an algebraic integer as
well. If it is so, then the constant coefficient a0 of mλ(x) is (−1)n, where n = dgrλ.
Conversely, if a0 = ±1 then λ is a unit.
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