A video content representation framework is proposed in this paper for extracting limited, but meaningful, information of video data, directly from the MPEG compressed domain. A hierarchical color and motion segmentation scheme is applied to each video shot, transforming the frame-based representation to a feature-based one. The scheme is based on a multiresolution implementation of the recursive shortest spanning tree (RSST) algorithm. Then, all segment features are gathered together using a fuzzy multidimensional histogram to reduce the possibility of classifying similar segments to different classes. Extraction of several key frames is performed for each shot in a content-based rate-sampling framework. Two approaches are examined for key frame extraction. The first is based on examination of the temporal variation of the feature vector trajectory; the second is based on minimization of a cross-correlation criterion of the video frames. For efficient implementation of the latter approach, a logarithmic search (along with a stochastic version) and a genetic algorithm are proposed. Experimental results are presented which illustrate the performance of the proposed techniques, using synthetic and real life MPEG video sequences.
INTRODUCTION
Efficient access to video data located on distributed platforms is a very hard task, mainly due to large bandwidth requirements imposed by the large amount of video information. Traditionally, video is represented by numerous consecutive frames, each of which corresponds to a constant time interval. However, such a representation is not adequate for new emerging multimedia applications, such as content-based indexing, retrieval, and video browsing. Moreover, tools and algorithms for effective organization and management of video archives are still limited. For this reason, the MPEG-4 standardization phase aims at effective audiovisual coding, giving a new dimension to creating, accessing and manipulating video content [25, 34] . Furthermore, the MPEG-7 standard aims at developing an integrated framework for a multimedia content description interface [26] , with the objective to specify a set of descriptors that can be used to represent various types of multimedia information [20, 31] . * Corresponding author. E-mail: iavr@image.ntua.gr.
The active research effort in this area has been reflected in many conferences and special issues of leading journals dedicated to this topic [16, 37, 38] . In addition, several prototype systems, such as QBIC [12] , Virage [14] , VisualSEEK [35] , Photobook [30] , MARS [32] , Netra [21] , and VideoQ [4] have already been developed and are now in the first stage of commercial exploitation for content-based image manipulation. However, these systems cannot be easily extended to handle video databases, since it is very inefficient and time consuming to perform queries on every video frame. Storage requirements of digitized video information, even in compressed domain, are very large and present challenges to most multimedia servers. To make thinks worse, most video databases are often located on distributed platforms, imposing great transmission bandwidth requirements. For this reason, apart from developing appropriate congestion schemes or proposing algorithms for effective network design through modeling of video sources [10] , new methods for efficient video content representation should also be implemented.
In particular, a "preindexing" stage should be introduced, extracting limited and meaningful information of the video content. The objective is to divide a video sequence into separate representative shots and then to extract the most characteristic frames (key frames) within the selected shots by means of a contentbased sampling algorithm [33] . In this framework, instead of performing a query on all available video frames, one can only consider the selected ones. Video queries can thus be performed faster and more efficiently, since the redundant information is rejected. Furthermore, key frame extraction also permits fast video browsing and provides a powerful tool for video content summarization and visualization. For example, it has been observed in [42] that a 30-min video stream consists of approximately 200 shots. Consequently, using five key frames per shot, only 1000 out of 45,000 frames are required to represent the video content.
Some approaches [29, 41] are oriented to detecting shot changes; they can, therefore, be used as the first stage of video visualization algorithms. Video representation based on the extraction of frames at regular time instances has been proposed in [23] . This algorithm exploits neither shot information nor frame similarity. Consequently important shots of small duration may have no representatives while shots of longer duration may be represented by multiple frames with similar content. Exploiting shot information and selecting one key frame for each shot has been presented in [1, 36] . However, a single key frame cannot provide sufficient information about the video content of a given shot, especially for shots of long duration. Recently some other approaches dealing with construction of a compact image map or image mosaics have been described in [17, 40] . In [17] all frames of a shot are aligned with respect to the dominant object, while in [40] , a panoramic view of the shot frames is displayed. Although such a representation can be very good for specific applications, it cannot be effectively implemented in real world complex shots, where background/foreground changes or complicated camera effects may appear. A method for analyzing video and building a pictorial summary for visual representation has been proposed in [42] . This work is concentrated on dividing a video sequence into consecutive meaningful segments (story units) and then constructing a video poster for each story unit based on shot dominance, instead of extracting key frames. Other approaches for content-based video indexing include the works reported in [5, 15, 28] .
In this paper, extraction of several key frames within a shot is proposed for efficiently describing the shot content. First, video frame-based representation is transformed into a featurebased one, which is closer to the semantic characterization of the shot. This is accomplished by applying several image processing and analysis techniques, exploiting color and motion information, to each video frame. To reduce the required computations and simultaneously exploit information existing in MPEG video databases, such as block color average and motion vectors, our analysis is performed directly on the MPEG compressed domain. In this way, decoding can be omitted or performed with minimal effort. Then, all the aforementioned features are gathered together, using a fuzzy feature vector formulation. Two approaches for key frame extraction are proposed. The first one is based on temporal variation of feature vectors, while the second relies on minimization of a cross-correlation criterion.
In order to present the two key frame extraction approaches which constitute the main originality of the paper, we first introduce, in Section 2, the feature-based video representation incorporated in the proposed framework. The description of this representation includes shot detection, video sequence analysis (color and motion segmentation), and fuzzy feature vector formulation. Then, in Section 3, the temporal variation approach for key frame extraction is presented, along with an example of a synthetic video sequence that also demonstrates the properties of the proposed feature vector representation. The theoretical analysis of the cross-correlation approach is included next in Section 3, while its actual implementation is discussed in Section 4. In particular, a deterministic and a stochastic version of a logarithmic search, as well as a genetic algorithm are proposed for efficient implementation of this approach. Finally, experimental results on video sequences are presented in Section 5, demonstrating the performance of the proposed techniques, and Section 6 concludes the paper.
FEATURE-BASED VIDEO REPRESENTATION
A block diagram of the proposed architecture is illustrated in Fig. 1 , consisting of four modules: shot cut detection, video sequence analysis, fuzzy classification, and key frame extraction. The first three modules which are described in this section produce a feature vector representation of the video sequence by first segmenting it into distinct video shots and then applying image analysis techniques to the frames of each shot. Such a representation provides a more meaningful description of the video content and, therefore, key frame extraction can be implemented more efficiently.
Shot Detection
Since a video sequence is a collection of different shots, each of which corresponds to a continuous action of a single camera operation [41] , a shot detection algorithm is first applied in order to temporally segment the sequence into shots. Several algorithms have been reported in the literature for shot change detection which deal with the detection of cut, fading, or dissolve changes, either in the compressed or the uncompressed domain [29, 41] . In our approach the algorithm proposed in [41] has been adopted for shot detection since it is based on the dc coefficients of the DCT transform of each frame. These coefficients are directly available in the case of intracoded frames (I frames) of MPEG compressed video sequences, while for the intercoded ones (P and B frames), they can be estimated by the motion-compensated error with minimal decoding effort. Adoption of the above-described algorithm results in significant reduction of the required computations, compared to other algorithms which require a full resolution search of the video data.
FIG. 1.
Block diagram of the proposed architecture.
Video Sequence Analysis
Once a video sequence is temporally partitioned into video shots, the next step of the analysis is segmentation of each shot into semantically meaningful objects and extraction of essential information describing those objects. The goal of semantic segmentation is to determine the presence of a set of regions representing known objects with semantic meaning. This, however, is a difficult problem, since it involves a priori knowledge about the objects to be detected (e.g., detection of human faces) and thus can only be solved for a limited range of application contexts (e.g., videophone systems, news bulletins, etc.) [9, 18] . In this paper, color and motion segmentation is applied to the image sequence representing each video shot. Although semantic segmentation would be essential in a content-based retrieval environment, color and motion segmentation provide a powerful representation of video shots for the problem of key frame extraction. In the following, color and motion information is kept distinct in order to provide a flexible video content representation, where each piece of information can be handled separately. In particular, the number, size, location, and average color com- ponents of all color segments are used for the construction of a color feature vector. In a similar way, the number, size, location, and average motion vectors of all motion segments are used for the construction of a motion feature vector. These two vectors are then combined as explained in the next section.
A. Color segmentation. The recursive shortest spanning tree (RSST) [24] algorithm is our basis for color segmentation of each frame in a given video shot. Despite its relative computational complexity, it is considered as one of the most powerful tools for image segmentation, compared to other techniques (including color clustering, pyramidal region growing, and morphological watershed) [27] .
The flowchart of the algorithm is depicted in Fig. 2a . Initially an image I of size M 0 × N 0 pixels, is partitioned into M 0 × N 0 regions (segments) of size 1 pixel and links are generated for all 4-connected region pairs. Each link is assigned a weight equal to the distance between the two respective regions, which is in general defined as the Euclidean distance between the average color components of the two regions, using a bias for merging small regions. Using, for example, the RGB color space, a distance measure between two adjacent regions X and Y is defined as
where R X , G X , and B X respectively represent the average R, G, and B values of all pixels inside region X and A X is the number of pixels within the region. All link weights are then sorted in ascending order, so that the least weighed link corresponds to the two closest regions. The iteration phase of the RSST is then initiated, where neighboring regions are recursively merged by applying the following actions in each iteration: (i) the two closest regions are merged and the new region color components and size are calculated; (ii) the new region link weights from all neighboring regions are recalculated and sorted; and (iii) any duplicated links are removed. The iteration terminates when either the total number of regions or the minimum link weight (distance) reaches a target value (threshold). A distance threshold is in general preferable since it provides a result that is independent of the image content. The execution time of the RSST is heavily dependent upon the choice of the sorting algorithm, which is certainly a bottleneck of the algorithm. For this reason, a new multiresolution RSST (M-RSST) approach is proposed, which recursively applies the RSST algorithm on images of increasing resolution, as depicted in the flowchart of Fig. 2b . Initially a multiresolution decomposition of image I is performed with a lowest resolution level of L 0 so that a hierarchy of frames I (0) = I, I (1), . . . , I (L 0 ) is constructed, forming a truncated image pyramid, with each layer having a quarter of the pixels of the layer below. The RSST initialization takes place for the lowest resolution image I (L 0 ) and then an iteration begins, involving the steps: (i) regions are recursively merged using the RSST iteration phase; (ii) each boundary pixel of all resulting regions is split into four new regions, whose color components are obtained from the image of the next higher resolution level; (iii) the new link weights are calculated and sorted. This "split-merge" procedure is repeated until the highest resolution image I (0) is reached.
The results of the proposed color segmentation algorithm are depicted in Fig. 3 for a target number of segments equal to 5 and for an initial resolution level L 0 = 3 (equivalent to 8 × 8 blocks). After application of the RSST iteration on I (3) (Fig. 3c) , the boundary pixels are split into four new segments each. As shown in Fig. 3d , the total number of segments for the next RSST iteration at resolution level 2 is considerably reduced, compared to the initial number of segments of the conventional RSST algorithm at the same resolution level. The same applies for the next level (Figs. 3e and f ) . Since the speed of the RSST depends heavily on the initial number of segments, it is clear that the proposed M-RSST approach yields much faster execution, compared to RSST. The computational complexity of the M-RSST, however, is not straightforward to calculate, since it depends on the number, shape, and size of segments. For this reason, the execution times of both algorithms for the image of Fig. 3 at different sizes are compared in Table 1 . The execution times have been obtained using a C implementation on a Sun SparcStation-20 system. It can be seen that the improvement ratio is heavily affected by the adopted image size and that the M-RSST is approximately 400 times faster than the RSST for a typical image size of 720 × 576 pixels.
Also, it is observed from Fig. 3c that very small segments cannot be found by the algorithm at the initial (lowest) resolution, and, since no segments are created or destroyed at each iteration, these segments are also eliminated from all resolution levels (Figs. 3b, e) . For example, even if the target number of segments was higher than 5, some facial details would not produce separate segments. The final segmentation result of the M-RSST is thus different from that of the conventional RSST, as far as small segments are concerned. However, such filtering according to object size is desirable in the context of key frame selection, since it achieves a high level of video content representation. This is illustrated in Fig. 4 , where a landscape image is correctly segmented into building, sea, or forest areas. Oversegmentation is avoided and, thus, texture images can be handled.
Finally, it can be seen in Figs. 3c, e that effectively only the segment contour shapes are affected at each iteration, since no segments are created or destroyed. It is therefore possible to acquire the exact contour shapes of the segments that are retained at the highest resolution level (as in Fig. 3b ). Moreover, this is achieved without using the entire images of the truncated image pyramid, but only parts of them at the object boundaries. This can be exploited for segmenting frames in MPEG video streams by adopting block resolution for initialization of the algorithm. In this case, the truncated image pyramid is actually not constructed entirely. Instead, decoding of a very small percentage of blocks near object boundaries is performed in order to obtain the required parts of the higher resolution images, resulting in a very fast implementation.
B. Motion segmentation. In order to solve the motion segmentation problem, numerous different techniques can be employed, such as direct intensity-based methods, optical flowbased methods, or simultaneous motion estimation and segmentation methods [39] . Each method has its own advantages and disadvantages, restricting its use to specific applications. For example, simultaneous motion estimation and segmentation methods are unattractive due to their high computational complexity, while direct intensity-based methods cannot handle camera noise and illumination changes. Optical flow methods are quite popular and widely used both for video coding and image analysis and understanding.
Having in mind the huge amount of computations involved in the analysis of large video databases on the one hand, and the limited requirements for accuracy in the problem of key frame extraction on the other hand, we have chosen to exploit the motion vector information that is directly available in MPEG streams, thus eliminating the need for motion analysis altogether. Since no decoding is necessary, an extremely fast implementation is achieved. However, poor motion estimates are obtained, since motion vectors of MPEG streams are usually very noisy. For this reason, a postprocessing step for spatial filtering (smoothing) of motion vectors is necessary. A median filter is selected for this purpose due to its speed and its ability to preserve object contours. Motion segmentation is performed by dividing each frame into regions of homogeneous motion. The proposed M-RSST algorithm described above is applied at the MPEG block resolution, and motion vector differences are used instead of color differences for the evaluation of region distances. 
Fuzzy Feature Vector Formulation
All features extracted by the video sequence analysis module (i.e., size, location, color, or motion of each segment) can be used to describe the visual content of each video frame. However, they are not directly included in a vector to be used for this purpose, since their size differs between frames. For example, a frame consisting of 20 segments requires twice the number of feature elements than does a frame consisting of 10 segments. Moreover, there can be absolutely no correspondence between the elements of the feature vectors of two frames, making any comparison between the vectors unfeasible. To overcome this problem, we classify color as well as motion segments into predetermined classes, forming a multidimensional histogram. In this framework, each feature vector element corresponds to a specific feature class (equivalent to a histogram bin) and contains the number of segments that belong to this class. Segment size is accounted for by assigning separate feature classes for small and large segments: i.e., size is considered a segment feature just like color or motion. For example, a large moving segment is classified to a different feature class than a small moving segment. Although large objects might be considered more important than small ones, the above approach ensures that all information is kept separate and that, in a content-based retrieval environment, the degree of importance of each feature can be specified by the end user, possibly by assigning weights to feature vector elements [8] .
In order to reduce the possibility of classifying two similar segments to different classes, causing erroneous comparisons, a degree of membership is allocated to each class, resulting in a fuzzy classification formulation [19] . In conventional histograms, each sample-i.e., segment, in our case-may belong only to one histogram bin, so that two similar samples, located, say, in opposite sides of the boundary of two bins, are considered to belong to different bins. Using fuzzy classification, each sample is allowed to belong to several (or all) classes, but with different degrees of membership. Therefore, in the previous example, the two similar samples would slightly differ in their degrees of membership with respect to the two adjacent bins. Fuzzy representation permits the user to perform more complex queries, such as seeking a blue and somehow large object, which is located near the bottom of an image.
Let us first consider the simple case of a one-dimensional feature s, e.g., the area of an image segment, taking values in a domain, which, without loss of generality, is assumed to be [0, 1]; i.e., feature s is normalized between 0 and 1. This domain is partitioned, or quantized, into Q classes by means of Q membership functions µ n (s), n = 1, 2, . . . , Q. For a given real value s, µ n (s) denotes the degree of membership of s in the nth class. The membership functions µ n (s), n = 1, 2, . . . , Q, take values in the range [0, 1], so that values of µ n (s) near unity (zero) indicate that the degree of membership of feature s in the nth class is high (low). The most common membership functions are the triangular ones, defined as is depicted in Fig. 6 . It can be seen that width w controls the overlap between successive partitions, indicating how vague the classification is, and in this case 50% overlap is used. The exact shape and the overlap percentage of functions µ n (s) can be greatly varied [19] . However, according to experimental results, the effect of the membership function shape on key frame extraction is minimal (except for cases of synthetic video sequences as explained in Subsection 3.1); therefore triangular functions have been selected mainly due to the very simple calculations involved. Using this partition or quantization scheme, a fuzzy histogram can be constructed from a large number of feature samples s i , i = 1, . . . , K , each of which corresponds to an image segment, where K denotes the total number of segments. Then, the value of fuzzy histogram, say, H (n) corresponding to the nth class is defined
We should note that the above definition reduces to the definition of conventional histograms if membership functions take binary values (0 or 1). Since, however, each sample value has nonzero degree of membership to more than one class, the histogram can be meaningful even when the number of samples is small. Fuzzy representation thus permits the construction of histograms from a very limited set of data. This is very important since the number of segments in a frame, K , is typically much smaller than the total number of classes.
In the more general case of more than one segment features, such as color, motion, and location, a multidimensional feature vector is constructed for each segment. In particular, for each color segment S 
where a denotes the size of the color or motion segment, and l is a 2 × 1 vector, indicating the horizontal and vertical location of the segment center; the 3 × 1 vector c includes the average values of the color components of the color segment, while the 2 × 1 vector v includes the average motion vector of the motion segment. Thus, L c = 6 for color segments and L m = 5 for motion segments. For the sake of notational simplicity, the superscripts c and m will be omitted in the sequel; each color or motion segment will be denoted as S i and will be described by the L × 1 vector s i , where L = 5 or L = 6, depending on the segment type.
According to the above, let us denote by
. . , K , the vector describing the (color or motion) segment S i , where K is the total number of segments. The domain of each element s i, j , j = 1, 2, . . . , L, of vector s i is then partitioned into Q regions by means of Q membership functions µ n j (s i, j ), n j = 1, 2, . . . , Q. As in the one-dimensional case, for a given real value of s i, j , µ n j (s i, j ) denotes the degree of membership of element s i, j to the class with index n j . Gathering class indices n j for all elements j = 1, 2, . . . , L, and L-dimensional
T is defined. Then, the degree of membership of each vector s i to class n can be performed through a product of the membership functions µ n j (s i, j ) of all individual elements s i, j of s i to the respective elements n j of n:
In order for vector s i to belong to class n, all its elements s i, j should belong to the respective classes n j . The membership functions µ n j (s i, j ) should thus be combined with the "AND" operator, which is most commonly represented by multiplication in fuzzy logic. A simple example of two-dimensional vectors is illustrated in Fig. 7 . Assume that a segment S is described here by vector
T , and Q = 2 membership functions µ 1 (s j ) and µ 2 (s j ) are used to quantize both elements s j , j = 1, 2, of s. Since µ 1 (s j ) is used to express "low" values of s j and µ 2 (s j ) to express "high" values of s j , we can denote classes n j as "L" and "H" and the two membership functions as µ L (s j ) and µ H (s j ). The twodimensional classes n = [n 1 n 2 ]
T can then be denoted as "LL," "LH," "HL," and "HH," and the degree of membership of vector s to class n is µ n (s) = µ n 1 (s 1 )µ n 2 (s 2 ), or, taking all combinations, It is now possible to construct a multidimensional fuzzy histogram from the segment feature samples s i , i = 1, . . . , K , exactly as in the one-dimensional case. The value of the fuzzy histogram, H (n), is defined similarly as the sum, over all segments, of the corresponding degrees of membership µ n (s i ):
H (n) thus can be viewed as a degree of membership of a whole frame to class n. A frame feature vector f is then formed by gathering values of H (n) for all classes n, i.e., for all combinations of indices, resulting in a total of Q L feature elements:
T . In particular, an index function is defined which maps the Q L feature vector elements into an integer between 1 and Q L ,
Then, the elements 
It should be noted that the dimension of the feature vector f, and consequently, the computational complexity, increases exponentially with respect to the number of partitions, Q. Moreover, a large number of partitions does not necessarily improve the effectiveness of the key frame extraction algorithm. On the contrary, it results in a very large number of classes, leading to "noisy" classification. Based on several experiments, we have concluded that a reasonable choice with respect to complexity and effectiveness is Q = 3. Global frame characteristics, obtained through global frame analysis, could also be included as additional features in the feature vector, such as the color histogram of each frame or the average texture complexity, estimated using the ac DCT coefficients of each block derived from the MPEG stream. More segment properties could also be incorporated, such as contour shapes or high order moments. The feature vector would be much more representative of the frame content in this case, enabling selection of those features that are considered as more important for key frame extraction or content-based retrieval. It should be mentioned that the feature vector representation is independent of the key frame selection algorithms described in the sequel, so that any modification can be made without affecting the key frame selection module.
EXTRACTION OF KEY FRAMES
Once a feature-based representation of each frame is available, a shot feature vector can be constructed, characterizing a whole shot. One way of achieving this is by calculating the average value of the frame feature vectors over the whole shot duration. This information can be exploited for extracting a set of representative shots (key shots) using a shot-clustering algorithm, similar to that described in [11] . Key frames can then be selected from the key shots in order to provide a representation of a whole video sequence. The rest of the paper concentrates on key frame extraction from a given shot. Two approaches are proposed for this purpose. The first exploits the temporal variation of the frame feature vectors, while the second is an optimal solution, based on the minimization of a cross-correlation criterion which ensures that the selected frames are not similar to each other. In the following both methodologies are described, while results are given in Section 5.
Temporal Variation Approach
Since every frame in a shot corresponds to a specific time instance and is characterized by a specific feature vector, the feature vectors of all frames in the shot form a trajectory, or manifold, in a multidimensional space which expresses the temporal variation of the frame feature vectors of the shot. Therefore, selection of the most representative frames within a shot is equivalent to selection of the appropriate curve points which are able to characterize the corresponding trajectory. The selected curve points should provide sufficient information about the trajectory curve shape, so that the shape can be reproduced using some kind of interpolation. This can be achieved by extracting the time instances, i.e., the frame numbers which reside in the extreme locations of this trajectory. The magnitude of the second derivative of the feature vector with respect to time is used as a curvature measure in this case. The second derivative expresses the degree of acceleration or deceleration of an object that traces out the feature trajectory. Since local maxima correspond to time instances of peak variation of object velocity, while local minima correspond to almost constant velocity, representative frames are detected at those time instances. For example, suppose that we have a two-dimensional feature vector whose trajectory is illustrated in Fig. 8 as a continuous curve r(t) = (x(t), y(t)). Then the local maxima and minima of the magnitude of the second derivative D(t), shown as small circles in Figs. 8a, b, provide sufficient information about the curve shape, since it can be reproduced using some kind of interpolation.
Let us first assume that a video shot consisting of N s images frames has been selected. Let us also denote as f(k), k = 0, . . . , N s − 1, the feature vector of the kth frame, as defined in Eq. (8) . The first derivative of f(k) with respect to k is estimated, in discrete time, as the difference between two successive frames, i.e., d 1 
However, this operation is rather sensitive to noise, since differentiation of a signal amplifies its high-pass components. Thus, a weighted average of the first derivative is used over a window of predefined length to eliminate the noise influence, generating the first windowed derivative d (9) where
, and 2 * N w + 1 is the length of the window, centered at frame k. It can been seen from Eq. (9) that the window length linearly reduces at shot limits. The weights w l are defined for l ∈ {−N w , N w }; in the simple case of a rectangular window, they are all equal to 1/ (2N w + 1) . The second windowed derivative, d w 2 (k), for the kth frame is defined in a similar way,
where
and w l , l ∈ {−N w , N w }, equal the previous weights, assuming that the same window type is used for the first and second windowed derivative.
The elements of the second windowed derivative, d w 2 (k), express the variation of the elements of f(k) with respect to time. Thus, in order to take into consideration the variation of all elements of f(k), the magnitude of the derivative D(k) = |d To demonstrate the temporal variation method, an example of a synthetic video shot is examined below. The shot consists of N s = 100 video frames of size 256 × 256 pixels and depicts a solid black circle of radius 25 pixels, following a vertical elliptic trajectory in a static background. Figure 9a illustrates the video shot, by presentating 20 of its frames, whose time instances are uniformly distributed between 1 and 100. As is observed, the ball traces the elliptic trajectory twice. Let us take into account only color frame features; i.e., let the feature vector equal f(k) = f c (k), Two partitions (classes) are defined for each feature (Q = 2), resulting in a feature vector length of Q L c = 2 6 = 64. The partition indices in this case are n i ∈ {1, 2}, i = 1, . . . , 6, with n i = 1 representing a "low" value and n i = 2 representing a "high" value for the ith feature. This interpretation of feature values as "low" and "high" is explained in the two-dimensional example of Subsection 2.3. Two triangular membership functions are used for each feature with 50% overlap. As observed the color feature vector varies, although the color components of this sequence remain constant. This is due to the fact that the color feature vector, f c (k), also contains geometric properties of the color segments and, in particular, the horizontal and vertical location of the segment centers. Figure 9b depicts D(k) for all shot frames k = 0, . . . , N s −1 = 99. Four local maxima and four local minima are present in this figure, indicated as small circles. Local maxima correspond to frames where the circle reaches the outmost vertical positions (top and bottom of the image) while local minima correspond to frames where the circle reaches the outmost horizontal positions. Since the trajectory is traced twice, the first two local maxima and minima correspond to the first period while the other two correspond to the second one. The time instances of local maxima and minima are selected as key frame instances. Only eight frames out of 100 are thus required to represent the shot content. This leads to a 92% reduction of the storage requirements. Although the video information has been reduced at the same ratio, the visual content of the sequence is retained since the most representative frames are extracted. Figure 10 depicts the eight selected frames, together with the 64 feature elements of f(k) corresponding to each key frame. It is observed that two main groups of feature elements have nonzero values for each feature vector of this figure. The first group corresponds to the small black circle, while the second group corresponds to the background area. In this example, class indices n 1 , n 2 , and n 3 correspond to R, G, and B color components, n 4 and n 5 correspond to horizontal and vertical segment location (x and y, respectively), and n 6 corresponds to segment size. Thus, classes n of the first group, whose index function z(n) has integer values in {1, . . . , 8}, correspond to dark red, dark green, and dark blue color components (circle group). Similarly, classes n of the second group with z(n) in {25, . . . , 32} correspond to dark red, light green, and light blue color components (background group). The background group remains static during the shot while the circle group changes, since both the horizontal and vertical location of the circle segment fluctuate. Even integer values of z(n) correspond to large segment size while old ones correspond to small segment size. As a result, the background group is characterized by zero values at odd indices, while the circle group is characterized by zero values at the even indices. Figure 11 presents plots of feature elements f 1 , f 3 , and f 5 versus one another for the circle segment. These elements refer to the same classes n 1 , n 2 , n 3 , and n 6 (i.e., R, G, B, and segment size), and differ only in classes n 4 and n 5 (segment location x and y). In particular, f 1 corresponds to "low" x and "low" y (LL), f 3 to "low" x and "high" y (LH), and f 5 to "high" x and "low" y (HL), similarly to the two-dimensional example of Subsection 2.3. In addition, Fig. 12 illustrates plots of specific sums of two feature elements ( f 1 + f 3 , f 1 + f 5 , and f 3 + f 5 ) versus one another. Since f 1 refers to "low" y and f 3 to "high" y, adding them actually removes the effect of vertical location y, and thus the sum f 1 + f 3 refers to "low" x, independently of y. Likewise, the sum f 1 + f 5 refers to "low" y independently of x. The locations of the selected key frames are also shown as small circles in these figures. In fact, these plots represent projections of the feature vector trajectory onto the subspace defined by the respective feature elements. It is observed that, in all cases, the selected key frames reside near the extreme locations of the projected trajectory. A plot of particular interest is that depicted in Fig. 12b , where in effect the horizontal location of the circle is plotted versus the vertical location. In this case, it is ascertained that the elliptic movement of the circle is extracted.
Frame extraction based on temporal feature vector variation is an extremely fast and very straightforward algorithm since, in discrete time, the second derivative is implemented as a difference equation. In addition, the number of key frames for a shot is not required to be known a priori. Instead, it is estimated by the feature vector trajectory. In cases where constant variation of the feature vector is presented versus time, the second derivative may not work well for detecting the representative frames of a shot. However, these are rare situations that might be present only in synthetic video sequences; instead, in real world ones, feature elements do not obey a specific mathematical or physical law. This behavior can be eliminated, even in the case of synthetic sequences, by the use of a slightly higher number (e.g., 3 or 4) of membership functions. The use of nonlinear membership functions, such as sigmoid or Gaussian, also helps in this direction, since triangular functions may be nonlinear, but consist of linear segments.
Cross-Correlation Approach
As demonstrated in the previous example, the temporal variation approach has the ability of detecting several repetitions of the content of a frame. This is useful for understanding the flow of action in a video shot. In cases, however, where temporal evolution of the shot is not of great interest, this approach does not provide a compact video content representation, since it contains redundant information. In such cases, which generally include complex shots of large duration, it is necessary to select a small number of frames that are representative of the shot and are not similar to each other. For this reason a key frame selection algorithm is introduced, based on an optimization method for locating a set of minimally correlated feature vectors. This is achieved by minimizing a cross-correlation criterion among the frames of a given shot.
Let us recall that f(k) is the feature vector of the kth frame of the shot under examination, with k ∈ V = {0, 1, . . . , N s − 1}, where N s is the total number of frames in the shot. Let us also denote by K s the number of key frames that should be selected. This number is either known a priori or it can be estimated by the temporal variation algorithm, as was described in the previous subsection. In particular, using several experiments it can be shown that in most cases the number K s should be approximately half of the key frames extracted by the temporal variation method. Then, the correlation coefficient of two feature vectors M , where M is an integer number; i.e., the number of shot frames is a power of 2. In case the actual number does not meet this constraint, extension of the shot is performed by adding dummy frames. In this case, correlation coefficients of dummy frames are set to infinity so that they cannot be selected as key frames.
Based on the correlation coefficients between pairs of feature vectors, a measure of correlation among K s feature vectors can be defined. For this purpose, an index vector is defined first,
is the subset of V K s containing all sorted index vectors x corresponding to sets of frame numbers or time indices. The correlation measure of the feature vectors f(k), k = x 1 , . . . , x K s , can then be defined as
taking values in the real interval [0, 1]. Based on the above definition, it is clear that searching for a set of K s minimally correlated feature vectors is equivalent to searching for an index vector x that minimizes R(x). Searching is limited in the subset W , since index vectors are used to construct sets of feature vectors. Thus, any permutations of the elements of x will result in the same sets. It is clear that the correlation measure of the K s features is independent of the feature arrangement. Finally, the set of the K s least correlated feature vectors, corresponding to the K s most characteristic frames, is represented bŷ
Unfortunately, the complexity of an exhaustive search for obtaining the minimum value of R(x) is such that a direct implementation of the method is practically unfeasible. For example, about 264 million combinations of frames should be considered (each of which requiring several computations for estimation of R(x)) if we wish to select five representative frames out of a shot consisting of 128 frames. For this purpose, two methods are proposed next for efficient implementation of the optimization procedure: the logarithmic search and the genetic algorithm.
IMPLEMENTATION OF THE CROSS-CORRELATION APPROACH

Logarithmic Search Algorithm
The first approach is based on a technique similar to the one used in MPEG standards for block motion estimation [39] . The main difference is that it is implemented in the multidimensional space W . In particular, instead of performing an exhaustive search over all indices of W , a single path of points is followed, beginning from a certain initial point. At each point of the path, only the set of its neighbors is examined, so that the next point in the path is selected toward the direction of the neighbor corresponding to the minimum cross-correlation measure. In each iteration of the algorithm, the neighboring region is decreased until it reduces to a single point, which is selected as a solution of the optimization problem. Although a very small subset of the search space W is considered, the algorithm presents good performance, since frames that are close to each other (in time), usually have similar properties, and therefore, indices which are close to each other (in W ) should have similar correlation measures.
An initial index vector, say, x(0) should be selected at the initialization of the algorithm. A common choice would be to locate the initial index vector at the middle pointx = (µ, . . . , µ) , where µ = 2 M−1 − 1 is the central time instance of the shot for a shot length N s = 2 M . However, this point does not belong to space W , since its elements do not satisfy the corresponding inequality properties, as defined in Eq. (12) . Hence x(0) is selected as the element of W which is closest to the middle pointx,
if K s is even and
if K s is odd. Let us now assume that, at the nth iteration of the algorithm, an index vector x(n) has been selected. The next index vector x(n + 1) is then obtained by evaluating the correlation measure of all neighbors of x(n) in a region defined as
where G = {−1, 0, 1} and δ(n) is an integer indicating the step size of the neighborhood region. The above equation indicates that the neighbors of x(n) are located on the lattice G K s expanded by the step size δ(n). The step size is initialized as δ(0) = 2 M−2 so that the algorithm covers all possible points of the space W . Based on the above, the actions that are repeated in each iteration of the algorithm are (i) to select the neighbor of x(n) with the minimum correlation measure as the next index vector x(n + 1) and (ii) to divide the step size by two:
The above steps are repeated for n = 0, 1, . . . , M − 2, until δ(n) = 1. After M − 1 iterations the algorithm stops and the final result isx = x(M −1). This means that the time indices of the K s key frames of the shot are selected as the elements of the vector x(M − 1). Figure 13 do not belong to space W . The neighborhood area of each index vector is represented by a dotted rectangle, while the neighbors inside W are shown as small circles.
Although the proposed scheme significantly reduces the required time for estimating key frames, it cannot conclude a different solution than that provided by the examined path. Consequently, it is most frequently trapped in a local minimum of R(x). To make the algorithm more flexible, a stochastic approach is introduced in the following, providing the possibility of considering more than one different paths. Experimental results, which indicate the performance of both algorithms, are given in Section 5.
Stochastic Approach
The main difference of this algorithm is the introduction of a stochastic term in the selection of the next index vector in each iteration. Therefore Eq. (17a) is modified, based on a probabilistic criterion, while the rest of the algorithm remains the same. The concept of this stochastic approach is to assign a probability to every neighbor point of the current examined point x(n), i.e., every point belonging to the set N (x(n), δ(n)), and then to select the next index vector x(n + 1), using the assigned probabilities. These probabilities are inversely proportional to the respective correlation measure. The search procedure is repeated several times, so that, in effect, multiple logarithmic search experiments take place in a random way. Due to the stochastic behavior of the algorithm, different neighbors are selected in every new experiment, resulting in the generation of several random paths.
Let us denote by x m (n) the index vector at the nth iteration step for the mth experiment, and by y i , i= 1, . . . , |N|, its neighbors,  i.e., the elements of set N (x m (n), δ(n) ), where |N | is the set cardinality. Then, a probability value is assigned to each y i , according to the respective correlation measure as
A cumulative probability function is then constructed for all y i , i.e., q i = i j=1 p j , i = 1, . . . , |N|, with q 0 = 0. Using a given random number r , uniformly distributed in the range [0, 1], the next index vector x m (n + 1) is chosen among the neighbors y i as
The iteration is repeated n = 0, 1, . . . , M − 2, as in the case of the logarithmic search algorithm, and the result of the mth experiment is the index vectorx m = arg min i=0,...,M−1 R(x m (i)) corresponding to the minimum correlation measure along the path of the experiment. The final result is the index vector corresponding to the minimum correlation measure of all vectors in all experiments. After J experiments, the optimal solution x = arg min m=1...,J R(x m ) is selected, containing the indices of the K s key frames.
The stochastic version of the logarithmic search provides better results (see Section 5) than the logarithmic one, since different random paths are generated in each step of the algorithm. The search space W is thus explored in a more efficient way, since local minima of R(x) cannot trap the algorithm. As the number of experiments increases, the number of examined points increases too; thus the solution obtained by the algorithm reaches the optimal one. However, in this case the complexity increases as well, as shown in the experimental results below. For this reason, a genetic algorithm is proposed in the following for efficient key frame selection.
Genetic Algorithm
As we have seen, the logarithmic search algorithm provides very fast convergence to a suboptimal solution of the correlation minimization problem, with a significant possibility of converging to a local minimum of R(x). This drawback is alleviated by the use of its stochastic version at a higher computational cost. The idea of using a guided random search procedure can be further extended by employing an evolution program (EP) [22] . In contrast to enumerative search techniques, such as dynamic programming, which may break down on complex problems of moderate size, evolutionary programs provide unique flexibility and robustness on such problems. For this reason, a genetic algorithm (GA) [13] approach is adopted next. GAs are a special case of EPs, mainly used for discrete optimization problems. The approach seems to be very efficient for the particular optimization problem, given the size and dimensionality of the search space and the multimodal nature of the objective function. This is evident in Section 5, where experimental results are presented.
Possible solutions of the optimization problem, i.e., sets of frames, are represented by chromosomes whose genetic material consists of frame numbers (indices). Chromosomes are thus represented by index vectors x = (x 1 , . . . , x K s ) ∈ W following an integer number encoding scheme, that is, using integer numbers for the representation of chromosome elements (genes) x i , i = 1, . . . , K s . The reason for selecting integer numbers (instead of binary) representation is that all genetic operators, such as crossover and mutation, should only be applied to genes x i , and not to arbitrary bits of their binary representation. An initial population of P chromosomes, X(0) = {x 1 , . . . , x P } is then generated by selecting P sets of frames whose feature vectors reside in extreme locations of the feature vector trajectory, as described in the temporal variation approach. Since we do have some knowledge about the distribution of local optima, the above approach exploits the temporal relation of feature vectors and increases the possibility of locating sets of feature vectors with small correlation within the first few GA cycles.
The correlation measure R(x) is used as an objective function to estimate the performance of all chromosomes x i , i = 1, . . . , P, in a given population. However, a fitness function is used to map objective values to fitness values, following a rank-based normalization scheme. In particular, chromosomes x i are ranked in ascending order of R(x i ), since the objective function is to be minimized. Let rank(x i ) ∈ {1, . . . , P} be the rank of chromosome x i , i = 1, . . . , P (rank = 1 corresponds to the best chromosome and rank = P to the worst). Defining an arbitrary fitness value F B for the best chromosome, the fitness F(x i ) of the ith chromosome is given by the linear function
where D is a decrement rate. The major advantage of the rankbased normalization is that, since fitness values are uniformly distributed, it prevents the generation of super chromosomes, avoiding premature convergence to local minima. Furthermore, by simply adjusting the two parameters F B and D, it is very easy to control the selective pressure of the algorithm, effectively influencing its convergence speed to a global minimum.
After fitness values, F(x i ), i = 1, . . . , P, have been calculated for all members of the current population, parent selection is then applied so that a more fit chromosome gives a higher number of offspring and, thus, has a higher chance of survival in the next generation. The roulette wheel selection procedure [22] is used for parent selection, by assigning each chromosome a probability of selection proportional to its fitness values, exactly as in Eq. (19) for neighbor selection in the stochastic logarithmic approach. The roulette wheel selection is one of the most popular methods, because it ensures that each chromosome has a growth rate proportional to its fitness value. Note also that, due to rank-based normalization, selection probabilities remain constant between generations.
A set of new chromosomes (offspring) is then produced by mating the selected parent chromosomes and applying a crossover operator. The genetic material of the parents is combined in a random way in order to produce the genetic material of the offspring. For example, for a single random crossover point at position c, two parents a = a 1 , a 2 , . . . , a c , a c+1 , . . . , a K s ,   b = b 1 , b 2 , . . . , b c , b c+1 , . . . , b K s would generate the offspring a = a 1 , a 2 , . . . , a c , b c+1 , . . . , b K s ,   b = b 1 , b 2 , . . . , b c , a c+1 , . . . , a K s . A more general technique, employed in the context of this paper, is the uniform crossover, where each parent gene is considered to be a potential crossover point. This means that two parents
generate two offspring:
where K s has been replaced by K for notational convenience and s i , i = 1, . . . , K s , are random numbers taking values of 0 or 1 with equal probabilities, so that each component comes from the first or the second parent. Although single-point crossover is considered to be inferior to other techniques, no evidence has been reported in favor of uniform, multipoint, or other types of crossover operators (such as arithmetical, segmented, or shuffle) [22] . Instead, this selection is heavily problem-dependent, and in our case, uniform crossover has exhibited slightly better performance in the experiments. The next step is to apply mutation to the newly created chromosomes, introducing random gene variations that are useful for restoring lost genetic material, or for producing new material that corresponds to new search areas. Uniform mutation is the most common mutation operator and is selected for our optimization problem. In particular, each offspring gene x i is replaced by a randomly generated one x i ∈ W , with probability p m . That is, a random number r ∈ [0, 1] is generated for each gene and replacement takes place if r < p m ; otherwise the gene remains intact. Other alternatives, such as nonuniform, boundary, or swap operators, are also possible. Nonuniform mutation is in general preferable in numerical optimization problems with respect to accuracy and convergence speed, but does not achieve better performance in the problem under consideration.
Once new chromosomes have been generated for a given population X(n), n ≥ 0, the next generation population, X(n + 1), is formed by inserting these new chromosomes into X(n) and deleting an appropriate number of older chromosomes, so that each population consists of P members. The exact number of old chromosomes to be replaced by new ones defines the replacement strategy of the GA and greatly affects its convergence rate. An elitist strategy has been selected for replacement, where a small percentage of the best chromosomes is copied into the succeeding generation, together with their offspring, improving the convergence speed of the algorithm [13] . Several GA cycles take place by repeating the procedures of fitness evaluation, parent selection, crossover, and mutation, until the population converges to an optimal solution. The GA terminates when the best chromosome fitness remains constant for a large number of generations, indicating that further optimization is unlikely.
EXPERIMENTAL RESULTS
An MPEG video database consisting of real life video sequences is used in the following to test the performance of the proposed algorithm. The database consists of video sequences of total duration about 3.5 h and includes several shots of news programs, films, commercials, sports, and cartoons. The sequences have been encoded using the Optibase Fusion MPEG encoder at a bitrate of 2 Mbits/s. The shot detection and feature extraction algorithms have been applied offline to all sequences, so that all information regarding the shot change instances, as well as the feature vector representation of all frames, is stored in the database and is readily available. Hence, the key frame extraction algorithms are separately performed on each shot, using directly the feature vectors of all frames within the respective shot. The feature domains are partitioned in Q = 3 classes using three triangular membership functions with 50% overlap, so that the total feature vector length is Q frame thumbnails. The results of the temporal variation approach on this shot are presented in Fig. 15. In particular, Fig. 15a shows the magnitude of the second windowed derivative, |D(k)|, versus the frame number, k. The variation of |D(k)| denotes that, due to the complexity of the shot, the feature vector manifold is much more complex than that of the synthetic example of Fig. 9b . Still, the smoothness of the curve is maintained, due to the windowing procedure described in Section 3; this ensures that local extrema of |D(k)|, shown with small circles in Fig. 15a , actually correspond to variations of the shot content and not to segmentation noise. The seven selected frames are depicted in Fig. 15b . It can be seen that these frames provide sufficient visualization of the total 223 frames of the shot. Some of them, however, are similar to each other (e.g., #30 and #55). For this reason, the remaining implementations of the cross-correlation approach are applied, considering a smaller number of key frames; in particular, K s is determined using the rule mentioned above. However, in this specific experiment, K s = 4 (slightly greater) was selected in order to sufficiently describe the visual content of the shot.
The results of the cross-correlation approach are shown in Fig. 16 . In order to estimate the performance of the algorithms in terms of the obtained correlation measure R(x), a test of 100,000 random index vectors is first performed, and a histogram of R(x) is constructed, as depicted in Fig. 16a . The optimal values of R(x) obtained through the three algorithms are then compared to the minimum value of the histogram. In Fig. 16a , these values are shown with a vertical dashed line for the logarithmic search, a vertical solid line for the stochastic version, and a vertical dotted line for the genetic algorithm. It is first observed that all three algorithms return values that are lower than the minimum value of the histogram. Second, it is clearly shown that the genetic algorithm provides much more accurate results. Actually, the minimum value obtained through the genetic algorithm is much lower than that of the random test, although the random test requires about 100 times more computational time. Finally, it is illustrated that key frames are extracted, based on an objective numerical criterion, i.e., minimization of the cross correlation function of frame feature vectors. Other criteria, which take account of human perception, can also be used to evaluate the performance of the proposed scheme. In this case, the extracted frames could be compared to those provided by several appropriately selected humans to indicate which results are closer to human subjectivity. Figure 16b shows the minimum, over the whole population, value of the correlation measure versus the cycle of the genetic algorithm. As expected, R(x) decreases as the GA cycle increases, until it reaches a minimum at generation 40. Since in the specific experiment half chromosomes are replaced by new ones at each generation, there are cases where all generated offspring have lower fitness than their parents. In these cases the value of the correlation measure remains at the same level, hence the "stepwise" appearance of the curve in the above figure. Note that the step "width" increases with the GA cycle, since it is directly related to the probability of further optimization.
The four selected key frames of the given shot are shown in Figs. 16c, d , e for the logarithmic, stochastic, and genetic algorithms, respectively. Although a very small percentage of frames is retained, it is clear that, in all cases, one can visualize the content of the shot by just examining the four selected frames. Consequently, the selected frames give a meaningful representation of the content of the video shot. Although a comparison of the three algorithms is rather subjective, it can still be argued that key frames selected by the genetic algorithm are more representative of the shot than those of the other two algorithms.
Finally, the same experiments are repeated for all shots in the database, so as to obtain a reliable comparison between different approaches. The temporal variation approach is first applied in order to estimate the number of key frames required, as well as the initial index vectors for the genetic algorithm. The crosscorrelation approach follows, with K s equal to half the number detected by the temporal variation approach. The average, over all shots, correlation measure,R, obtained by each method, is displayed in Table 2 , together with the average computational time,T . As a conclusion, the genetic algorithm outperforms the other two methods in terms of both speed and accuracy of results. Still, however, the temporal variation approach is very useful, mainly as a preprocessing tool for estimation of the shot complexity.
CONCLUSIONS
In this paper, an efficient video content representation has been presented for extracting a small but meaningful information of video data. Our study has been concentrated on extracting several characteristic frames for a given shot by applying a content-based rate-sampling algorithm. To provide a more meaningful description of the shot content, several features are extracted first through a hierarchical color and motion segmentation algorithm. Additional properties such as segment size and location are also included. All the above features are gathered using a fuzzy feature vector formulation, providing more flexibility and simultaneously reducing the influence of segmentation discontinuities. The whole procedure has been oriented to exploit information that exists in MPEG video databases, so as to achieve fast implementation. In this case, many parameters used in the process such as the average block color and motion vectors are already precomputed. For key frame extraction, temporal variation of the feature trajectory and minimization of a cross-correlation criterion have been proposed. The former technique is very fast and easy to implement; moreover, it provides satisfactory results in case a collection of shot frames is periodically repeated. Instead, the latter one optimally selects the key frames for a given shot according to frame similarity. Since an exhaustive search for the optimal solution is practically unfeasible, a deterministic and a stochastic approach for logarithmic search, as well as a genetic algorithm have been proposed for implementation of the crosscorrelation approach. Experimental results have been presented indicating the good performance of the proposed architecture in real life video recordings. The genetic algorithm has been shown to outperform the other two cross-correlation approach implementations in terms of both speed and accuracy of results, while the temporal variation approach has been proved a powerful preprocessing tool for estimation of shot complexity.
The proposed video representation provides a sufficient framework for many multimedia applications. Examples include video content visualization and summarization, efficient management of large video databases, content-based indexing and retrieval, fast video browsing and access to video archives, and finally, the automatic creation of video clip previews (trailers). Further improvement of the proposed techniques can be achieved by applying more robust object segmentation algorithms. In particular, integration of color, motion, as well as depth information in a common segmentation scheme in the proposed representation is currently under investigation. Another objective is the implementation of semantic object segmentation and tracking so that meaningful entities of a video frame can be extracted. Finally, an object graph can be incorporated into the fuzzy classification so that the location and the relationship among different video objects are exploited.
