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1. INTRODUCTION 
Let f be a periodic function and c,(f) its Fourier coefficients. We want to 
give integrability conditions on f ensuring the convergence of the series 
c’ I cn(f>l I fi 1=--l> 
where (Y is a real number satisfying 0 < 01< 1. (The symbol 2’ means that 
the summation is carried out from --oo to + 00 except for 1z = 0.) We 
assume the period to be 1. For OL = 0 there is a global condition, given by 
Zygmund [8, p. 2421, saying that (1.1) converges if ) f ] log+ ]f 1 EL. There 
is a corresponding 1ocaI condition by the same author [7, p. 2991, saying that 
if f is bounded outside every neighborhood of x = 0, even and nonincreasing 
in a right neighborhood of x = 0, then 
(1.2) 
is necessary and sufficient for the convergence of (1 .l). For c1> 0 there seem 
to exist only local conditions. Sz.-Nagy [4, p. 1211 has proved that the con- 
vergence of 
s df(x) x-a x U-3) 
is necessary and sufficient for the convergence of (l.l), if f is odd or even, 
bounded outside a neighborhood of x = 0, and nonincreasing in IO, $1. For 
0 < OL < + it is easily seen that we do not have to require f to be monotone 
in the entire interval 10, &] but only in 10, S] for some 6 > 0. For OL > 4 there 
is, however, no such generalization since there are continuous (and, thus, 
bounded) functions, such that (1.1) diverges ([3, Chapter IV: 61). Boas [I, 
p. 141 has raised the question, whether the convergence of (1.2) or (1.3) is a 
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sufficient condition to ensure the convergence of (l.l), when f is positive in a 
right neighborhood of x = 0, bounded outside a neighborhood of x = 0 and 
odd or even. From Salem’s result it is clear that this is not true for (II > 8. 
For 0 < OL < Q an attempt to answer the question has been made by Izumi 
and Izumi [2, p. 5841. Unfortunately, their counterexamples are functions 
that are not bounded at x = & (or x = r when f has period 2~). 
In this paper we give in Section 3 a global condition for the convergence 
of (1.1) when 0 < a: < 8. The global conditions are used in Section 4 to 
deduce local criteria for 0 ,< 01 < +, and in Section 5 we give counterexamples 
showing that our conditions, in a way, are best possible. These examples also 
show that it is feasible to have (1.2) (a = 0) or (1.3) (0 < 01 < # convergent, 
f positive and (1.1) divergent. Section 2 contains a few lemmas that we have 
to use in more than one section. 
2. SOME LEMMAS 
LEMMA 2.1. Let Cz==, ap be a positive and convergent series and let 6 be a 
positive number. Then there exists a sequence (cs)y such that 
a, < c, , 
m 
1 c, is convergent and 2-a < c,+1 < 28. (2-l) 
p=l % 
Proof. Since ap+& -+ 0 when k + co, it is clear that for every p > 1 
there exists an integer k, , such that 
b, = yy 2-“ka,,k = 2-bEpap+rc, .
Obviously, b, > a, and b,,, = 2”‘“b, , k = 0, l,..., k, . The sequence 
(b,): satisfies the right inequality of (2.1) because 
b 9+1 = yz 2-6ka9+l+k = 2” max 2-8kaa,,k < 2sb, . 
k>l 
If (py)F is the increasing sequence of integers such that b8, = asV , then 
Thus, the convergence of C”,, a, implies the convergence of C”,, b, . Put 
cs = oyk~p 2-‘=b,-, = 2-6kPba-kg . 
\ 
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Evidently c, 2 b, and cPek = 28kc, , k = 0, 1 ,..., k, . The sequence (c,): 
satisfies the left inequality of (2.1) because 
2-“c, = oyt~p 2--a(k+l)b,-, = max 2-6kbp+l-k < c~+~ . 
\ l<k<pil 
We find that either c~+~ = 2-Q, or cp+r = b,+l . In the former case the right 
inequality of (2.1) is trivially true, and in the latter case we get 
CD+1 _ b VP+1 < b 21+1 ( 2s. ------\-, 
CD C, b, 
Thus, the sequence (cP)T satisfies (2.1). 
Consider now the increasing sequence of integers, (py)y, such that cg, = bDV .
Then 
Now Cz==, ca, is convergent since cfl b, is convergent, and the proof is 
complete. 
Using this lemma we prove a corresponding lemma for functions on 
P, 4. 
LEMMA 2.2. Let 6 be a positive number and let g be a positive, integrable 
function on [0, oo[ such that axg(x) is decreasing or increasing for some a > 0. 
Then there exists an integrable function gz(x) > g(x) such that 2*%g,(x) is non- 
decreasing and 2Fxg,(x) is nonincreasing. 
Proof. We prove the lemma when a”g(x) is increasing. The decreasing 
case is treated analogously. We can, without loss of generality, assume that 
a > 1 and thus for k < x < k + 1 we have 
$J- <g(x) < ag(k + 1). (2-2) 
Therefore, the integrability of g(x) is equivalent to the convergence of the 
series ~~zlg(k). By Lemma 2.1 we can construct a function g, , defined on 
the positive integers, such that g,(k) >, g(K), Cz==,g,(k) is convergent and 
(2.3) 
Define g, in the interval [k, k + l[, k = 0, 1, 2 ,..., by 
g,(k + x) = ~22~ g,(k) (gl;l(;)“)“, 0 d x < 1. 
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Using (2.2) and (2.3) we obtain 
Moreover, if t > 0, then 
This means that 26zg,(x) is nondecreasing and 2-azgs(x) is nonincreasing. 
Finally we observe that g,(k + x) < a2s max(g@), g,(K + I)), and, there- 
fore, 2; ga(k) converges. Consequently, g, is integrable and the proof is 
complete. 
We also need the lemma formulated for functions on IO, I]. 
LEMMA 2.3. Let 6 be a positive number and let g be a positive, integrable 
function on IO, I], such that x-ag(x) is decreasing for some real number a. Then 
there exists an integrable function ge(x) > g(x), such that xl+sgz(x) is increasing 
and xl-“gz(x) is decreasing. 
The lemma is easily proved by using the transformation x -+ 2-” and 
Lemma 2.2. 
LEMMA 2.4. Let h be a positive and continuous function on [0, co[ such that 
h(t) 28t is nondecreasing and h(t) 2-st is nonincreasing for some 6 satisfying 
0 < 8 -C 1. If ar < 1, then the equation 
h(log+ x2+9 = l/x (2.4) 
has a unique solution x = ak . If 
Xk = logf uk2(r-a)k, 
then there exists a natural number k, such that 
(1 - a) (1 + 8)-l < x,Q+l - xk < (1 - a) (1 - 8)-l, k = k, , k, + l,.... 
(2.5) 
Proof. Putting t = ~2(l-~)~ we see that the Eq. (2.4) is equivalent to the 
equation 
h(log+ t) = 2(l-=Jk/t. (2.6) 
We multiply each side in (2.6) by ta. By hypothesis t8h(log+ t) is nondecreasing 
and 2(1-a)kt-1+6 is decreasing. Therefore, (2.6) has a unique solution 
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Nk = uk2(r-a)k. It is easily seen that the sequence (N&’ is increasing. By 
hypothesis h(log+ t) t-6 is nonincreasing, and using this fact combined with 
(2.6) we obtain 
Hence, 
2h-d(k+l)p,y&+") < 2(1-u)k~i(l+6) 
Nk+l > 2(14/(1+6). 
N,' 
(2.7) 
In particular, it follows that Nk > 1, and, thus, 
N 
xk+l - 
Ic+1 Xk = log - 
Nit 
for k 3 k, . 
From (2.6) and the fact that t%(log+ t) is nondecreasing we deduce 
Nk+l < 2(1-a)/&~). 
-Tq-' 
Combining (2.7) (24, and (2.9) we get (2.5). The proof is complete. 
3. GLOBAL CONDITIONS 
(24 
In this section we shall state a theorem (in two equivalent forms) which 
imposes integrability conditions on a periodic function f ensuring the con- 
vergence of the series C’ 1 en(g)\ ( n la--l f or every periodic function g such 
that lgl <IfI. 
Let F be an indefinite integral of a periodic and integrable function f. 
We denote by w(F, h) the modulus of continuity of F, and the quadratic 
modulus of continuity, w,(F, h), is defined by 
w,(K h) = ;cqh (j’ I F(x + t) - wy dJxy2. 
We normalize f, such that j: 1 f 1 dx = 1, and estimate w2(H, , h), where 
f&(x) = ]=f (t> & Ifl >a. 
0 
We choose t satisfying 0 < t < h and obtain 
j' I f&(x + 4 - &(412dx B +L, h) j' I Kdx + t) - ~&)ldx. 
0 0 
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It is easily seen that w(H, , h) < V, and 
where V, is the total variation on [0, I] of H, . Thus, 
wz(H, , h) < Vah1/2. (3.1) 
We also need another property of w2, namely 
+@'+ G, h) -G w,(J? 4 + w,(G) 4. (3.2) 
This inequality follows from Minkowski’s inequality and the definition of w2 
as a supremum. 
For the proof of Theorem 3.3 we need two lemmas. 
LEMMA 3.1. Let f be a periodic function, with period 1, and let F be an 
indefinite integral off. Suppose that 
i12 P(a+1mw2(p,2--9) 
is convergent for some 01 satisf$ng 0 < 01 < +. Then the series c’ 1 c,( f )I / n la--l 
is convergent. 
Proof. We choose a constant K such that L(x) = F(x) + Kx is periodic. 
If n # 0 it is known that L(x) has Fourier coefficients 
q&(L) = c,(f) . (2n+z)-1. 
It is also known (e.g., [S, p. 2411) that 
(3.3) 
2" 
n=2zl+l I4L)I G 2"2w2(L,2-p-1), p = 1, 2,.... 
Therefore, 
Thus using (3.2) we obtain 
a=2~l+l 1 c,(L)1 1 n IoL < 2*(mf1/2)~2(F, 2-9 + K2~(~--1/2), p = 1, 2,... . 
(3.4) 
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The same estimations are valid for negative values of n, and, therefore, the 
lemma follows from (3.3) and (3.4). 
Remark. Applying the lemma to a bounded function we see that if [y. 
is a real number satisfying 0 < a < +, and if f is a bounded and periodic 
function, then the series 2 \ cn( f)l ( n la-l is convergent. 
LEMMA 3.2. Let f be a function with period 1. If 
and if 
E=(x/O,<x<landjf/ <AA), 
then 
w,(H, h) < Ah(mE)li2. 
Proof. By the definitions of w2 and W, it follows that 
(3.5) 
where V, is the total variation of N. However, 
w(H, h) < hA (3.6) 
and 
V, < AmE. (3.7) 
Combining (3.5)-(3.7) we obtain the desired result. 
THEOREM 3.3. Let f be a function with period 1. If 01 is a real number 
satisfying 0 < cz < Q, and if there exists a positive and continuous function h, , 
on [0, oo[ such that 
and 
then 
h,(x) xk is increasing for some constant k, 
e, dx 
s- o 44 -=c co 
s ,I If I (hl(l f I))u’(l-Or) dx < 00, 
(3.8) 
(3.9) 
(3.10) 
for every function g with period 1 such that j g / < / f / . 
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THEOREM 3.3’. Let f be a function with period 1. If OL is a real number 
satisfying 0 < c1 < Q, and if there exists a positive and continuous function h on 
[0, co] such that 
and 
then 
h(x) cx is increasing for some positive constant c, 
w dx 
s- h(x) < O” 0 
I llfl 
l’(l-cx’ (h(log+ 1 f I))@‘+a) dx < 03, 
0 
c’ I 4g)l I fl la--l < 03 
(3.11) 
(3.12) 
(3.13) 
for every function g with period 1 such that ] g j < ] f ) . 
Theorem 3.3 is easier than Theorem 3.3’ to apply to an individual function, 
but Theorem 3.3’ better shows the structure of the theorem and has a proof 
which is more easy to survey. 
Proof. If h satisfies (3.11), (3.12) and (3.13) when log = alog for some 
a > 1, then h3(x) = h(xalog2) satisfies (3.11), (3.12) and (3.13) when 
log = alog. Thus, we may, without loss of generality, assume that log = 210g. 
Now putting h(x) = 2+h,(2*), some computation establishes the equivalence 
of Theorems 3.3 and 3.3’. Because of hypothesis (3.11) we can apply Lemma 
2.2 to the function g(x) = l/h(x). It is easy to see that the modified function 
h,(x) = l/g,(x) satisfies (3.11), (3.12), and (3.13). Therefore, choosing 6 such 
that 0 < S < 1 we can, still without loss of generality, suppose that h(x) 2&* 
is nondecreasing and h(x) 2esx is nonincreasing. The choice of S makes the 
function t(h(log+ t)>” increasing in [0, co[, and, thus, if (3.13) is valid for a 
function f, then (3.13) is also valid for all functions g such that ) g 1 < 1 f 1 . 
Therefore, it is enough to prove the theorem with g = J 
Put 
Nk = ak2(l-lr)k and xg = log+ Nk , h = 1, 2,..., 
where ak are the unique solutions of the equation 
h(log+ X2(14) = l/x. 
From (2.7) and (2.9) it follows that 
2c1-am+e, < N,, 
Nk 
< 2"4/'1-8' 
, k = 1, 2,.... (3.14) 
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Let F be an indefinite integral off, and for k = 1, 2,..., and N, = 0 we put 
Ea = -cx IO d x d 1, IfW > 47 
and 
I/, = s,, I f I d% F(x) = G,(x) + f&(4, 
where 
KG4 = s, nlo J(t) dt, 
0 . 
Sk = EN,-AEN, and Fk(x) = HNk-l@) - HNk(x)* 
The sequence (Nk)y is increasing, and, therefore, the convergence of 
s 
llfl l/U-a) @(log+ 1 f I))rr/(l-d dx 
0 
is equivalent to the convergence of the series 
$)-sJf I 
l/a-d @(log+ 1f I))dl-=) &. 
By (3.14) and the fact that t (h(log+ t))” is increasing for t > 0, we obtain 
that this series is convergent if and only if 
il 2ba’,/(1-“)(h(~lc))b’(l~) m(S,) = f 2%,m(S,) < 00. (3.15) 
k-4 
Thus, hypothesis (3.13) is equivalent to (3.15). Because of Lemma 3.1, it is 
sufficient to prove that 
g2 ~(~+1’2402(F, 2-q < 03, (3.16) 
where F is an indefinite integral off. Applying Lemma 3.2 to F, we get 
W2(Fk , 2-q f N&@,)y2 2-p. (3.17) 
We observe that GN, = CEG_,F, , and, therefore, using (3.2) and (3.17), we 
obtain 
co2(GNp , 2-P) < i wz(F,, 2-p) G i ~V,(rn(&))~‘~ 2--p. 
k=l L=l 
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Thus, 
Z12 
"'"+l/2'u2(GNn, 2-9) < f 2~(01+1/2) i Nk(rn(Sk))l’2 2-p 
PA k=l 
= f Nk(rn(Sk))l’2 f 2p(=-1’2) < K, -f Nk(rn(S,))112 k(a-1/2) 
k=l P=k k=l 
= K, f 2k'z~&t(&))1'2, 
k=l 
(3.18) 
where K, is a positive constant. By Cauchy’s inequality 
il 2k12ak(m(Sk))1’2 < ( gl 2kakm(S,))1’2 ( iluk)“‘* (3.19) 
If n is a positive integer, and t is a real number satisfying 0 < t < 1, then it 
follows from the uniform growth condition of h that 
24 1 2” ___ - 
h(n - t) G h(n) G h(n + t) ’ 
(3.20) 
A consequence of (3.20) is that jr dx/h( x ) converges if and only if C,“=, l/h(n) 
converges. By Lemma 2.4 we have xk+r - xk > c > 0 for k > K, , and, 
therefore, there is at most [l/c] + 1 of the numbers xk in an interval L;t, n + I]. 
Using (3.20) we conclude that if Cz=‘=, I/h(k) is convergent, then C,“=, l/h(&) 
is convergent. Now combining (3.13), (3.15), (3.18), and (3.19), we see that 
‘f 2p(or+1’2~~2(GNp, 2-f’) < co. 
p=1 
(3.21) 
From the estimation (3.1) we observe that 
-f 2”‘“+1’2’w2(HNp ,2-p) < ‘f 2WNp . (3.22) 
p=l p=1 
We use Abelian transformation on the series Czzp=, 2paVNP, and deduce that it 
converges exactly when Cpl 2pa( VN, - VN,+l) converges. An easy computa- 
tion shows that the latter series converges and diverges exactly as 
Cl=‘=, 2kakm(S,). Therefore, by (3.13), (3.15), and (3.22), we infer that 
f2 P(~+~‘~)w~(H,.,~ , 2-9 < co. 
p=1 
(3.23) 
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Finally (3.16) follows from (3.2), (3.21), (3.23) and the fact that 
for every p. The proof is complete. 
Remark 1. The hypothesis (3.9) is not superfluous. We show this later as 
Theorem 5.4. 
COROLLARY. Let 01 be a real number satisfying 0 < 01 < 3, and let f be a 
periodic function, with period 1. If 
s llfl l/Cl-a) (log+ /f I)a/(l-a)+~ dGx 0 
is convergent for any E > 0, then the series C’ 1 c,(g)1 1 n ix-l converges, where g 
is a periodic function such that j g 1 < ( f / . 
Proof. Choose h(t) = tl+(e(l-a)la) and apply Theorem 3.3’. 
Remark 2. By Remark 1 we see that the corollary is false with E = 0. 
Remark 3. Choosing 
h(t) = t(log t)l+(r(l-u)l=), 
h(t) = t log t(log log t)l+(~(l-a)‘a),..., 
etc. for E > 0 we obtain corollaries analogous to the corollary above. 
Remark 4. The corresponding global condition for 01 = 0 has been 
given by Zygmund [8, p. 2421, and reads: “If 1 f ) log+ / f 1 EL, then 
c’ j c,(f)] j n 1-l < co.” This condition is also necessary in a class of func- 
tions [6, p. 19-221. 
Remark 5. For 01 > & Salem has shown [3, Chapter IV: 61 tbat there 
exists a continuous function f, such that C’ 1 c,( f)l 1 n /a--l = co. See also 
‘Zygmund [8, p. 225-2281. Therefore, Theorem 3.3 is not adequate for 01 > 4. 
4. LOCAL CONDITIONS 
In this section we study functions, with period 1, that are bounded on 
[S, 1 - S] for every 6 > 0. The functions only misbehave in a neighborhood 
of x = 0. The following lemma enables us to deduce a local condition from 
the global condition in the preceeding section. 
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LEMMA 4.1. Let 01 be a real number, 0 < OL < 1, and let f be a function on 
IO, l[, such thatfor some real a x-~ / f( )I * d x zs ecreasing in a right neighborhood of 
x = 0 and bounded elsewhere, and such that x-“f(x) EL[O, 11. Then there 
exists a positive and continuous function h, defined on [0, CYJ[ and a positive 
number K, K < 21i”, such that 
(a) K-“h(x) is nonincreasing, 
(b) K*h(x) is nondecreasing, 
(c) Jr dx/h(x) < co and 
(d) J; ) f I1/(1-0) (h(log+ ) f j))rrl(l-O) dx < co. 
Proof. The growth and integrability conditions on f imply by Lemma 2.3 
the existence, for every 6 > 0, of a functiong(x) > 1, such that / f (x)1 < g(x), 
xr-a+8g(x) is nondecreasing, (4-l) 
xl-u-Sg(x) is nonincreasing, (4.2) 
and 
I 
1 g(x) 
0 
-dx < co. 
This integral, however, converges if and only if 
g g(2-9) 2p(“-l) < 03. 
p=o 
(4.3) 
Put a, = g(2-p) * 28(o-1), and define the function h at the points xz, = logg(2-P) 
by h(x,) = l/ag , p = 0, 1,2 ,.... It now follows from (4.1) and (4.2) that 
g(2-P))2(1--a--dhz <g(2-P-S) \(g(2-P)2u-u+s)r, O,(x<l. (4.4) 
This gives 
(1 - 01 - 8) < xp+1 - xp < (1 - a + 9 (4.5) 
and from (4.4) and the definition of h(x,), 
4%) 
2-” G h(x,,,) = 
gPp-1) ( 2” 
gpP) .21-a ’ * 
Therefore, h can be extended to a continuous function, defined for x > 0, 
and satisfy (a) and (b) with K = 26c, where c = (1 - 01 - 8)-l + 1. Thus, 
choosing 6 small enough we obtain K < 2+. By (4.3) 
m m 
*go&-y = 1 a- p=o 
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is convergent, and from the right inequality of (4.5) we conclude that 
m 1 
;I 44 
and, thus, 
s 
l dx 
__ 
0 h(x) 
are convergent. Condition (c) of the lemma is, therefore, satisfied. From the 
growth properties of g and h we deduce 
s 
1 (g(x))l’(l-a) (h(log+ g))a’-) dx 
0 
< jp/cl-a, 5 g(2-~)l”l-c4 26ai(l-a)(h(xg))ai(l-a) 2-p 
9=0 
= ~1/~1-a)26d~l-a) 2 a, . 
p=0 
It now follows from (4.3) that condition (d) of the lemma is satisfied by the 
function g. However, K < 2l/a makes t(h(log+ t))” a nondecreasing function 
of t. We conclude that condition (d) is satisfied also for the function f, and 
the lemma is proved. 
We define f * to be the smallest function with period 1, satisfying j f / < f * 
and having the property that f * is nonincreasing in IO, $1 and nondecreasing 
in [t, l[. We then have the following. 
THEOREM 4.2. The following implication holds for 0 < 01 < i 
s 112 * -I,2 & dx <cQ =s c’ I cn(fl I 11 P-l < a* 
Proof. In the above proof we have in fact shown the lemma to be true 
for a nonincreasing function g, that majorizes 1 f j . It is then true for any 
smaller function and finite sums of such functions, in particular for the 
function f *. For 0 < 01< 4 the conclusion of the theorem now is an immediate 
consequence of Theorem 3.3. 
COROLLARY 4.3. The conditions on f posed in Theorem 3.3 are necessary 
and su$k’ent when 0 < 01 < 3 for the convergence of Cz==, j c,( f )I 1 n (a-1 ;f f 
is real, nonincreasing in a right neighborhood of x = 0, bounded in [S, 1 - S] 
for every 6 > 0, and odd or even. 
Proof. This follows immediately from Lemma 4.1, Theorem 3.3, and the 
fact [4, p. 1211 that the implication (4.6) is an equivalence for integrable, 
odd or even functions, nonincreasing in a right neighborhood of x =--- 0. 
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Remark 1. Implication (4.6) does not hold in general when 01 > 4. 
Salem has shown ([3, Chapter IV: 61 or [8, p. 225]), that there are continuous 
functions on [0, l] such that 
1 
I Cn(f>l = n1,2 log n * 
His functions are, for example, of the form 
for a certain real function g(n). The functions 4 Re(f(x) + f(-x)) or 
4 Wfb9 - f(- 1) x are bounded, real, even or odd and their cosine or sine 
coefficients are cos(2rrg(n)) (n1/2 log a)-‘. It is easy to see that this is also true 
for the corresponding functions, where g(n) has been replaced by tg(n), 
t being real and nonzero: 
ft(x) = ; cO$y;cnn,) cos 27rnx, 
gt(x) = g cos(2?rtg(n)) sin2vnx. 
1 nl’2 log n 
Applying Beppo-Levi’s theorem we find that there exists a number t > 0 
such that 
but f&> and gt( x are bounded, real, even and odd functions, respectively. 1 
Remark 2. The condition on f * given in the theorem cannot, in general, 
be weakened. This is shown by a counterexample (Theorem 5.2). 
The corresponding theorem in the case that 01 = 0 is trivial. We list it here 
mainly because our counterexample (Theorem 5.3) shows that the theorem is 
almost as sharp as possible. 
THEOREM 4.4. If f has period 1, is bounded in [S, 1 - 61 for every 6 > 0, 
and lim,,, xQf (x) = 0 for some real number a, then the following implication 
holds : 
s _‘:,“, If(x)1 l&dx < co 3 C’ I cn(f)l 1 n 1-1 < 03. (4.7) 
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Proof. By assumption j f(x)] < A ] x I-Q in some neighborhood of x = 0 
and for some constant A. This gives 
log+ 1 f 1 < logi- A + a log l/X. 
It follows that 1 f ] log+ 1 f j EL, and the conclusion of the theorem, then, is a 
consequence of a well known theorem by Zygmund [8, p. 2421. 
5. COUNTEREXAMPLES 
This section is used to show that Theorems 3.3 and 4.2 are, in a way, best 
possible, and that Theorem 4.4 is close to being best possible. In order to 
construct a counterexample corresponding to Theorem 4.2, we need a lemma. 
LEMMA 5.1. If 0 < a, < 1, p = 1,2 ,..., and z: a, diverges, then, for 
every 6 > 0, there exists an increasing sequence (p,JF of positive integers, such 
that 
and such that the series ‘& a,” diverges. 
Proof. A proof is found in Wik [5, p. 751. 
THEOREM 5.2. Suppose that 0 < a! < 1, and let g be a nonincreasing 
positive function on IO, 11, such that 
Then there exists a function f, with period 1, such that 0 <f(x) <g(x) and 
such that 
(a) jif(x)/x= dx < m and 
(b) C’ I 4f)l I n la-l = 00. 
Proof. Choose a positive number c, so large that 
ca > 10 and cl-a > 10. (5.2) 
Put a, = g(c-,+‘) @-I), p = 1, 2 ).... It follows from (5.1) that the series 
CT==, a, is divergent, and we may, without loss of generality, assume that 
up < 1. According to Lemma 5.1, there is a sequence (pV)T such that 
4 Dv+1-h ( ) 3- < apv ( (g""-"" % UC1 (5.3) 
409/44/2-3 
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and such that cf, aD, is divergent. We now choose a sequence (b,),“, b, < I, 
er = 1, 2,..., such that 
If1 b@P” -==c co (5.4) 
and 
gl btv’ape = co. (5.5) 
It is possible to choose (b,): as a nonincreasing sequence. Our function f now 
is defined in the following way: 
f(x> = [p,+(‘-=’ ~;ewh~;e;~;p;;-pv(l + bdl, ZJ = 293v.v 
t * 
We then have 0 <f(x) < g(x) on IO, I[ and 
which converges by (5.4). Condition (a) of the theorem is, thus, satisfied. For 
the Fourier coefficients we use the following estimation: 
II 
eZwinx dx 
t% 
ij 
2 (2/d mzk , I 11 I ml;, < t 
< ml,, every fl 
< l/n-% 1 n 1 mzk > 4. 
In the interval .+/3b, < n < c”s/2b, we, therefore, obtain 
By (5.2) and (5.3), the terms of the first series decrease at least as those of a 
geometric series with ratio &, In the same way we find that the terms of the 
second series increase at least as those of a geometric series with ratio 8. Thus, 
for 
n, = c’~/3b, < n < c”~/2b, = nv’ 
I 4f)l > a9,c-9vabv ($-+,. 
Summation over these values of n gives 
g 1 c*(f)/ n”-l > Kap,b:-“. 
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Since nvil > n,‘, it follows from (5.5) that the series 2 [ cn(f)l 1 n la-i 
diverges. Thus, condition (b) is satisfied, and the theorem is proved. 
Remark. By considering real and imaginary parts separately, it is easily 
seen that the preceding function, extended to an even or odd function, gives 
an example of a function which is bounded outside a neighborhood of x = 0, 
nonnegative in a right neighborhood of x = 0, and such that 
s l If( Idx<co but 0 il I4f)l w-l = ~0 
or 
respectively. This is an answer to a question raised by Boas [I, p. 141. 
The corresponding counterexample for 01 = 0 is the following. 
THEOREM 5.3. Let g be a bounded function on [S, 11, for every 6 > 0, 
satisfying 
lim a-l’“g(x) > 0, 
x+0+ 
for some real number a > 1. Then there exists a function f with period 1, such 
that 0 < f(x) < g(x), 
-:f(x)log;dx < co F and C’ 1 c,(f)1 1 n 1-l = co. (5.6) 
Proof. Without loss of generality we may assume that g(x) > aLiz in a 
neighborhood to the right of x = 0. 
Put f(x) = 0 except that f(x) = 3+‘2@ on intervals of length 2~~’ and 
right endpoints at (39 - p log 3)-l log a, p = p, , p0 + l,.... If p, is large 
enough, we have 
0 < f(x) < g(x), and I 
o1 f (x) log ; dx 
converges as the series C”,,p 3--3). For 
n, = 5.23”~1 < 423" = np' 
we obtain, in analogy with the proof of Theorem 5.2, the following estimation 
for the Fourier coefficients off: 
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This gives 
and since II s+l > 12,’ we conclude that C’ / c,( f)i 1 n 1-l is divergent. The 
theorem is thereby proved. 
Remark. Also this time we can extend the function to be even or odd 
and keep the properties (5.6). 
By Zygmund [7, p. 2991 (see also Boas [l, p. 13]), the integral and the 
series of (5.6) are equiconvergent for the class of even, integrable functions 
that are bounded in [S, 1 - S] for every S > 0, and nonincreasing in a right 
neighborhood of the origin. The above example shows that this is no longer 
true if we replace the assumption that f is monotone by the assumption that 
f 3 0 in a neighborhood of x = 0. However, in the class of positive, inte- 
grable functions f such that f(x) = 0(1/i x I) in a neighborhood of x = 0 
and bounded in [a, 1 - S] for every 6 > 0, the following equivalence holds: 
If I log+ If I EL[O, 11 ox’ I df>l I n I-’ < a. 
See Wik [6, p. 191. 
Finally we give a counterexample showing that the condition of Theorem 
3.3 that 1 /h(x) is integrable cannot be weakened. 
THEOREM 5.4. Let h be a positiwe function on [0, co], such that 28Sh(x) 
is increasing and 2Fxh(x) is decreasing for some number 6, 0 < 6 < 1. Suppose 
further that 
Then there exists, for every a: satisfying 0 < 01 < 1, a nonnegative function f 
with period 1 such that 
.r 
l If(x)1 1/(1-n) (h(log+ If J))ol’(l-a) dx < co, 
0 
but 
Proof. Let ak be the unique solution of 
/(clog+ xc--or)) = x-1, k = 1, 2,.... 
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By Lemma 2.4, applied with the base of the logarithm being c instead of 2 
it follows that if 
Xk = clog+ ukCk(r-a’, 
then 
(1 - a) (1 + 8)-l < xkfl - xk < (1 - a) (1 - 8)-l, k = k, ) k, + I,.... 
(5.7) 
As in Theorem 5.2, we assume c” and cl-~ are both greater than 8. 
The divergence of jr dx/h( x IS e ) ’ q uivalent to the divergence of CT=;, l/h(k), 
and the growth condition on h and (5.7) imply that this is its turn is equivalent 
to the divergence of 
m * m 
k;l h(:,) Or c ‘k -k=l 
We now proceed as we did in Theorem 5.2, and choose a nonincreasing 
sequence (bk)y such that CT=, a&i-’ diverges and ~~=, akbk converges, and 
Put 
ftx) = l~k(l-n) 
[c-k, c-k(l + h)], 
ziewhere. 
Then we obtain, just as in the proof of Theorem 5.2, that C’ / c,(f)\ [ n la-r 
diverges. Using the growth properties of h we see also 
s 
l 
0 
1 f(~)\~‘(~-~) @(log+ ) f I))““‘-“’ dx < f a:“l-“‘bk(h(x,))“‘l-“’ = fl a,& . 
k=l 
Since this series is convergent, our theorem is proved. 
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