In this paper, we consider the problem of reconstructing a hidden graph with m edges using additive queries. Given a graph G = (V, E) and a set of vertices S ⊆ V , an additive query, Q(S), asks for the number of edges in the subgraph induced by S. The information theoretic lower bound for the query complexity of reconstructing a graph with n vertices and m edges is
Introduction
The problem of reconstructing a hidden graph using additive queries is the following: Suppose we have a hidden graph G = (V, E). Suppose that the vertices of G are known and its edges are unknown. The goal is to exactly reconstruct the graph using additive queries of the following form Q(S) = How many edges exists in the subgraph induced by S?
where S ⊆ V . Given an algorithm for the problem, we distinguish between two types of algorithms. Adaptive algorithms, are algorithms in which the choice of a query may depend on earlier queries' answers. Non-adaptive algorithms are algorithms in which all queries are determined before receiving any answers. Obviously, adaptive algorithms are more powerful, however, in practice non-adaptive algorithm are desirable since the queries can be parallelized.
The graph reconstructing problem, motivated by applications to genome sequencing [6] , has known significant progress recently [14, 13, 12, 6, 15, 10, 9] . The information theoretic lower bound for the query complexity of reconstructing a graph G = (V, E) is Ω m log where n = |V | and m = |E|.
A tight upper bound of O(dn) for non-adaptive algorithms for the class of d-bounded degree graphs was given by Grebinski and Kucherov [12] . They also show a polynomial time algorithm for reconstructing a graph using O(n 2 / log n) queries. In [14] Grebinski proved a tight upper bound of O(dn) for reconstructing ddegenerate graphs, that is, graphs that their edges can be changed to directed edges where the out-degree of each vertex is bounded by d. In [15] , Reyzin and Srivastava give a simple polynomial time algorithm for reconstructing a graph with m edges and n vertices using O(m log n) queries. In a recent work [10] , S. Choi and J. Han Kim show a tight upper bound for reconstructing any graph with m edges and n vertices using O((m log n 2 m )/ log m) queries. All optimal algorithms in the literature are nonconstructive and therefore proving upper bounds only. That is, they prove the existence of a set of queries, such that, the answers to this set uniquely identifies the hidden graph. However, it is unknown how to find this set of queries deterministically in polynomial time and moreover, given the answers to the desired set of queries, it is not known how to reconstruct the graph in polynomial time.
In this paper, we give the first deterministic polyno-mial time algorithm that matches the information theoretic lower bound for reconstructing any graph with m edges. The algorithm asks its queries in log n nonadaptive rounds. Moreover, we actually show a more general result. We show that our algorithm works when the hidden graph is a weighted graph. In the weighted case, an additive query, Q(S), asks for the sum of weights for edges in the subgraph induced by S. Formally speaking, let G = (V, E, w) be a graph where E ⊆ (V × V ) and w : E → Z + , where Z + is the set of positive integers. Let n = |V | and m = e∈E w(e). Then, we show that we can reconstruct the hidden graph in polynomial time, using additive queries of the following form
where S ⊆ V . Our query complexity is O(k(n, m)) where
This complexity matches the information theoretic lower bound. The paper is organized as follows: In Section 2 we present some definitions, notation and background. In Section 3, we present an algorithm for reconstructing graphs given an upper bound for the weight of every edge. In Section 4 we present our main algorithm, that is, we give an algorithm for reconstructing a hidden graph without having an upper bound on the weight of every edge. Finally, Section 5 contains open problems.
Preliminaries
In this section, we present definitions and notation. We also present some background and basic tools that will be used for analyzing the complexity of the algorithm.
Notation
We denote by Z the set of integers. We denote by Z + the set of positive integers and by N 0 = Z + ∪ {0} the set of positive integers and zero. For a positive integer c, we denote by [c] the set {1, 2, . . . , c}.
Let A = (a ij ) ∈ Z n×n be a matrix. We denote by A r (i) its ith row and by A c (i) its ith column. We denote by A[i, j|k, l] the submatrix of A formed by selecting rows {i, i + 1, . . . , j} and columns {k, k + 1, . . . , l}.
We denote by e i the ith column of the identity matrix I n . Given a vector w we denote by w i the ith entry of w. Given σ ∈ {0, 1} we denote by (σ) k the k-vector where every entry equals σ.
Let x be a vector or a matrix. We denote by wt(x) the Hamming weight of x, that is, the number of nonzero entries in x. We denote by ψ(x) the sum of its entries.
Vector Reconstructing Algorithms
We now mention a known algorithm for reconstructing hidden vectors. This algorithm will be the building block of our graph reconstructing algorithm.
Theorem 2.1. (Bshouty, [7] ) Let w ∈ N n 0 be a hidden vector. Let q ∈ N n 0 be a vector such that w i ≤ q i for all i ∈ [n]. Then, there is a polynomial time non-adaptive algorithm that given q, it can reconstruct w using k queries of the form g(x) = x T w (here x ∈ {0, 1} n ) where
Algebraic View of the Problem
be its adjacency matrix, that is, a ij equals w((i, j)) if (i, j) ∈ E and equals zero otherwise. Given a set of vertices V ⊆ V define the vector a where a i equals "1" if v i ∈ V and "0" otherwise. Then, we have
See [12] . Thus, the problem of reconstructing a graph G using additive queries is equivalent to reconstructing its adjacency matrix A G using queries of the form
where x, y ∈ {0, 1} n .
Means
In this subsection we present some known inequalities that will help us analyze the complexity of the algorithm. Let r 1 , r 2 , . . . , r n be n real numbers. The arithmetic mean of r 1 , r 2 , . . . , r n is
The geometric mean is
The harmonic mean is
When r i ≥ 0 for all i ∈ [n] then, the means satisfy
We now rely on the above fact for proving two useful lemmas.
Then, we have
This implies the result.
Bounded Matrix Reconstruction
In this section we present a non-adaptive algorithm for reconstructing a matrix given an upper bound on the value of every entry of the matrix. Before proving Theorem 3.1 we give some definitions and prove useful lemmas. The algorithm we will present is iterative. At each iteration, it chooses a large set of unknown entries and determine their values. The matrix A is partly reconstructed at each iteration, that is, some of its entries are known to the algorithm, others are unknown.
At a given iteration, let M = (m ij ) ∈ (N 0 ∪{ * }) n×n be a matrix that holds the known entries of A. That is, m ij = a ij for all entries a ij that are known, and m ij = * for all entries a ij that are still unknown. For such matrix M , we say that M is a partial copy of A. Define Γ(m ij ) to be "1" if m ij = * and "0" otherwise. Notice that for any entry m ij such that b ij = 0 we have that a ij = m ij = 0 and therefore Γ(m ij ) = 0. We extend the definition of Γ in the following way: if x is a row, a column or a matrix then Γ(x) equals the number of entries in x that are equal to " * ". Now, Let (i 1 , j 1 ) and (i 2 , j 2 ) where i 1 , i 2 , j 1 , j 2 ∈ [n] be two indices. We say that these indices are "independent" in M if i 1 = i 2 , j 1 = j 2 , Γ(m i1j1 ) = 1, Γ(m i2j2 ) = 1, Γ(m i1j2 ) = 0 and Γ(m i2j1 ) = 0. A set of indices S is called "independent set of indices" in M if for every pair of indices u, v ∈ S, u and v are independent in M .
We now give useful lemmas showing how to reconstruct various sets of unknown entries.
Lemma 3.1. There exists an algorithm that reconstruct the ith row of A, A r (i), (and therefore the ith column, since A is symmetric) using k queries where
Proof. We can query the ith row A r (i) by asking e T i Ay. Thus, using Theorem 2.1 the result follows.
Next we have, j 2 ) , . . . , (i |S| , j |S| )} be an independent set of indices in M and let b = (i,j)∈S b ij . Then, entries a i1j1 , a i2j2 , . . . , a i |S| j |S| can be reconstructed using k queries where
Proof. Let C = (c ij ) ∈ N n×n 0 be a matrix. Let
In other words, c ij equals a ij if a ij is known and equals zero otherwise. The matrix C can be reconstructed without asking queries. Now, let us look at the matrix
The matrix D has the following properties:
1
Next, let N = (a i1j1 , a i2j2 , . . . , a i |S| j |S| ) be a vector. We now show how to query the vector N , that is, simulate g(z) = z T N where z ∈ {0, 1} |S| using queries of the form f (x, y) = x T Ay where x, y ∈ {0, 1} n . Let z ∈ {0, 1}
|S| be a vector. Define X(z) ∈ {0, 1} n to be "1" in every entry i r such that z r = 1 and zero otherwise (here r ∈ [|S|]). Also, Let Y (z) ∈ {0, 1} n be "1" in each entry j r such that z r = 1 and zero otherwise. From property (1) and (2) we have that
Therefore, by property (3) we get
Since C can be reconstructed without asking queries, we can simulate g(z) using f (x, y). By Theorem 2.1 the result follows.
Finally, we have Proof. Choose any index (i, j) such that m ij = * . Now, for every index (i, 1 ) such that Γ(m i 1 ) = 1 remove the column 1 from the matrix. Also, for every index ( 2 , j) such that Γ(m 2 ,j ) = 1 remove the row 2 from the matrix. Since every row or column has at most wt(B) α unknown entries, then we have removed at most 2wt(B) 2α − 2wt(B) α + 1 unknown entries. Note that the index (i, j) is independent with the remaining Γ(M ) − 2wt(B) 2α + 2wt(B) α − 1 indices that contains unknown entries.
The above can be repeated
times. Thus, by repeating the above we are able to find a set of (wt(B) α )/2 independent indices in M . Now, after proving the above lemmas we present our algorithm. In case (3.1) is true, the algorithm asks a query to determine the value of every entry a ij such that b ij > 0 (the value a ij equals e T i Ae j ). Otherwise, the algorithm works in iterations. At each iteration, the goal is to find a sufficiently large set (that is, of size Ω(wt(B) α ), for some constant 0 < α < 1/3) of unknown entries, and to determine their values using the known vector reconstructing algorithm. The algorithm first reconstruct all rows with at least wt(B) α unknown entries (see Lemma 3.1). Then, at each iteration, it finds a large set of independent indices and determine the value of the entries in those indices (Lemma 3.2 and Lemma 3.3). The algorithm continues iterating until at most wt(B) 3α unknown entries are left in A. Then, it asks a query for each unknown entry.
The algorithm
This algorithm is non-adaptive. This is because the choice of a later query does not depend on an earlier query's answer. In each iteration i the algorithm chooses a set of entries S i to reconstruct. The choice of this set depends on which entries are known and which are unknown; However, we do not rely on the values of the known entries. That is, the sets S 1 , S 2 , . . . , S t can be determined before any query is asked. Thus, the set of queries the algorithm asks can be determined before receiving any answers. After receiving all answers, the construction of the entries must be sequential. That is, we need to know all the values of entries in S 1 , . . . , S i−1 to reconstruct S i .
Complexity Analysis
In this subsection we prove Theorem 3.1.
Proof. At every iteration the algorithm finds a set of entries of size Ω(wt(B)
α ) and determines their values. Let S i be the set of entries the algorithm reconstructed at iteration i. Note that S i ∩ S j = ∅ for all i, j ∈ [t] where i = j and t equals the number of iterations. let
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if bij > 0 then mij ← * . 5. End For. Goto 18. 8. End if.
if exists i such that Γ(Mr(i)) > wt(B) α then 11.
reconstruct Mr(i).
12.
update Mc(i) (since A is symmetric). 13.
Goto 9. 14.
End if.
15.
Find an independent set of indices S in M such that |S| > wt(B) α /2.
16.
Determine the values of the entries in S. 17. End While.
18.
For every (i, j) such that Γ(mij) = 1 do 19.
Ask f (ei, ej). 20. End For.
Algorithm:
Matrix Reconstruct Description:
A reconstruction algorithm for a matrix A.
Complexity:
O min
log wt(B)
, wt(B) Figure 1 : Algorithm for reconstructing a matrix given upper bounds on the entries
By Theorem 2.1 the number of queries used for reconstructing the ith set, denoted by k i , satisfies
In (3.2) we use Lemma 2. On the other hand, denote by K = k 1 +k 2 +· · ·+k t . We have
In (3.4) we use Lemma 2.2. Therefore, the total number of queries K for reconstructing the sets satisfies
Since for all i we have s i = Ω(wt(B) α ), we conclude that the number of sets is
Thus,
For more details see [7] . To conclude the total number of queries asked is at most 3α .
Since α < 1/3 the result follows.
The Main algorithm
In the previous section we showed how to reconstruct a matrix given an upper bound on every entry of the matrix. In this section, we show how to reconstruct the matrix without having those upper bounds. Formally speaking, Proof. First, assume without loss of generality that log n is an integer. Define the following matrices
where h 2 (z) = zn/2 i for z ∈ Z. In other words, if we divide A into 2 2i blocks A r,j of size
rj = ψ(A r,j ) (recall that ψ(x) equals the sum of entries in x). Note that, A (0) has one entry that is equal to m. Also note that A (log n) = A.
Lemma 4.1. We can simulate queries for the matrices A (i) using queries for the matrix A.
Proof. Simply note that
T Ay where
and · denote concatenation.
We now present our main algorithm. Our algorithm is iterative. At iteration i the algorithm knows A (i−1) and the goal is to reconstruct the matrix A (i) . Note that
Thus, every entry a (i) rj is bounded by a
Then, we have that a
rj and ψ(B (i) ) = 4ψ(A (i−1) ) = 4m. Thus, using Lemma 4.1 and Theorem 3.1, we are able to reconstruct A (i) . Now, since A (log n) is equal to A, then after log n iteration the algorithm has successfully reconstructed the hidden matrix.
Complexity Analysis
In this subsection we prove Theorem 4.1.
Also define
By Theorem 3.1, our total complexity is
We will divide this sum to three parts i ≤ The first part
For the second part, we note that if
. Therefore, In both cases we have
Thus, By adding all three part together, the result immediately follows.
The algorithm is also optimal when m > n 2 . A different analysis for this case is given in Appendix A.
Open Problems
Our main algorithm asks the queries in log n nonadaptive rounds. The number of rounds can be easily reduced to log n c for any constant c by reconstructing A (0) , A (c) , A (2c) , . . . , A (log n) instead of reconstructing all A (i) . This action increases the number of queries need to be asked by a constant factor. An open question is: can we reduce the number of rounds to be a constant without increasing the query complexity?
Also, in [10, 9, 8] non-constructive algorithms are given for reconstructing weighted graphs with real number weights. While our algorithm works with weights that are integers, an explicit construction for reconstructing weighted graphs with real number weights is still open.
