Abstract. We obtain interesting new identities connecting the famous partition functions of Euler, Gauss, Lebesgue, Rogers-Ramanujan and others by attaching weights to the gaps between parts. The weights are in general multiplicative. Some identities involve powers of 2 as weights and yield combinatorial information about some remarkable partition congruences modulo powers of 2.
Introduction
Four of the most fundamental and extensively studied partition functions are:
(i) p(n) = the number of unrestricted partitions of n, (ii) Q(n) = the number of partitions of n into distinct parts, (iii) g(n) = the number of partitions of n in which the even parts do not repeat, and (iv) ρ(n) = the number of partitions of n with difference ≥ 2 between parts.
In laying the foundations of the theory of partitions, Euler established several generating function identities involving p(n) and Q(n). The function g(n) appears in a famous identity due to Lebesgue and Gauss. Finally, ρ(n) is the function appearing in the celebrated (first) Rogers-Ramanujan identity. Andrews' encyclopedia [5] contains a wealth of information about these and related partition functions.
Our purpose here is to provide some new relationships for these classical partition functions by attaching weights which are defined multiplicatively using gaps between parts. Such weighted identities have many applications, a few of which are briefly discussed here. Certain applications of great interest are discussed in detail elsewhere (see [1] , [2] ). For instance, the most striking application (see [1] ) is a combinatorial correspondence for a deep partition theorem of Göllnitz [11] , which is obtained by suitably extending the weighted identity in Theorem 15 of §7 and interpreting this extension combinatorially.
To understand these weighted identities in a proper setting, consider the following general problem: Given a set S of partitions, let P S (n) denote the number of partitions π of n with π ∈ S. Suppose S ⊆ T . Our problem is to determine weights is a valid choice. One may view (1.1) as some sort of an "inversion" of (1.2), but no such general inversion formula is known. For most choices of S and T , finding the weights w S (π) is quite difficult. Our primary purpose here is to produce such weights when P S (n) and P T (n) are the classical functions listed above.
After introducing notation and partition preliminaries in §2, a weighted identity connecting P S (n) = ρ(n) and P T (n) = p(n) is derived in §3 (see Theorem 1) . The Rogers-Ramanujan partition function has another interpretation; namely, ρ(n) is the number of partitions of n where each part is ≥ the number of parts. This second interpretation yields the identity in Theorem 2, §3, which has the advantage that it extends to the case where P T (n) = p(n) and P S (n) is the number of partitions of n into fewer than k Durfee squares (see Theorem 8, §4).
Next, by utilizing a variation in a combinatorial technique due to Bressoud [9] , a weighted identity connecting Q(n) and ρ(n) in derived in §5.
In terms of applications, the results of § §6 and 7 are the most significant. Section 6 discusses a result proved by Alladi and Gordon [4] connecting Q(n) and g(n) via the identity
and its refinement. Here Q(n, k) is the number of partitions b 1 + b 2 + · · · + b ν counted by Q(n) with the added restriction that there are exactly k gaps b i − b i+1 which are ≥ 2 with the convention that b ν+1 = 0. One reason (1.4) is of interest is because it indicates that g(n) is almost always a multiple of any given power of 2. In §7, a similar result is derived for Q(n), a result I had proved in 1990, namely,
For a precise definition of g 3 (n, k), see §7. I had proved (1.5) by a combinatorial study of an identity of Sylvester [16] in his classic paper of 1882, and this proof is given in §7. Identity (1.5) suggests the remarkable result that for each positive integer k, the congruence
holds for almost all values of n. A proof of (1.6) and an extension of it to pregular partitions has been given by Gordon and Ono [13] making use of the theory of modular forms. Naturally it is of interest to give a combinatorial proof of the validity of (1.6) for almost all n, and (1.5) appears to be the key to the combinatorial understanding of (1.6). Similarly, (1.4) is the key to the combinatorial study of the related congruence
In a forthcoming paper [2] we utilize (1.4) and (1.5) to show combinatorially that for small k, (1.6) and (1.7) are valid almost always, and to determine the exceptional sets of zero density where the congruences fail.
Recently, Bowman [8] has obtained many interesting results for various classical partition functions by inserting 'ones' in gaps. Bowman's notions are different from ours and so are his results, which are obtained by a study of continued fractions. But there appear to be connections between his approach and ours which may be worth a deeper study.
Partition preliminaries
Given any complex number a and a positive integer n, set
and for |q| < 1,
We use the symbol π to denote a partition as well as its Ferrers graph. The conjugate of the Ferrers graph of π is denoted by π * . The Ferrers graph of any partition π contains a largest square D 1 (π) = D 1 of nodes starting from the left hand top corner as is shown in Figure 1 . This is the Durfee square of the Ferrers graph. The nodes to the right of D 1 (π) constitute a partition denoted by π r . Similarly, the nodes below D 1 (π) constitute another partition denoted by π b .
Given a partition π:
we let σ(π) denote the sum of the parts of π and ν(π) = ν, the number of parts of π. Also ν * (π) is the number of different parts of π (not counting repetitions) and λ(π) = b 1 , Figure 1 the largest part of π. Sometimes we need to keep track of parts of a certain type, and this will be indicated by a subscript. Given two partitions π 1 and π 2 , by π 1 +π 2 we mean the partition whose parts are obtained by adding the number of nodes in the corresponding rows of the Ferrers graphs of π 1 and π 2 .
Since each partition π may be viewed as a multi-set whose elements are positive integers arranged in decreasing order, we define π 1 ∪ π 2 to be the partition obtained by considering the set theoretic union of π 1 and π 2 .
For each integer j ≥ 1, the function
is the generating function for partitions π using only the part j, where each nonempty partition is counted with weight bz ν(π) . Thus
is the generating function for partitions π with largest part ≤ n, with the power of b keeping track of the number of different parts and the power of z counting the total number of parts. For a partition π whose parts are b 1 ≥ b 2 ≥ · · · ≥ b ν > 0, the gaps in the partition are the differences b i − b i+1 for i = 1, 2, . . . , ν, where b ν+1 will be defined suitably based on the type of partition being discussed. For instance, in §6 we take b ν+1 = 0, whereas in §7, b ν+1 = −1.
Unrestricted and Rogers-Ramanujan partitions
One of the fundamental identities that Euler proved for the number of unrestricted partitions of n is
Identity (3.1) is best understood by appeal to Durfee squares as in [14] .
The celebrated first Rogers-Ramanujan identity is
The combinatorial interpretation of the product on the right of (3.2) is clear: it is the generating function of partitions into parts ≡ ±1(mod 5). One combinatorial interpretation for the left hand side is that it is the generating function of ρ(n), the number of partitions of n into parts differing by ≥ 2. More specifically,
is the generating function for partitions into ν parts differing by ≥ 2. Another interpretation for the term in (3.3) is that it is the generating function for partitions with a ν × ν Durfee square such that there are no nodes below the Durfee square as shown in Figure 2 . That is, the partition π b (see Figure 1) does not exist here. We call such partitions as primary partitions.
Figure 2
For primary partitions, the number of nodes in each row is at least as large as the number of rows. Thus ρ(n) is also the number of partitions of n into parts each at least as large as the number of parts. To get a bijection between partitions π 1 of n into parts b 1 ≥ b 2 ≥ · · · ≥ b ν with b ν ≥ ν and partitionsπ of n into ν parts h 1 + h 2 + · · · + h ν differing by ≥ 2, just count the number of nodes along hooks in the Ferrers graphs of the primary partitions. For the graph in Figure 2 , the partition with minimal difference 2 that it generates is 16 + 13 + 9 + 4 + 2 by counting nodes along hooks. In view of this bijection, and for later use, it is convenient to introduce the notation ρ(π) =π to mean the partition obtained by counting nodes along hooks of the Ferrers graph of π.
Consider the decomposition
To obtain a combinatorial interpretation of this decomposition, we define the sliding operation on Ferrers graphs.
Given a Ferrers graph π corresponding to a partition of n, by a sliding operation ψ on π we mean the removal of certain columns to the right of the Durfee square of π and the placement of these columns as rows below the Durfee square so as to form another Ferrers graph π . Several sliding operations ψ can be performed on each partition π. We write π = ψ(π) if π is obtained from π by a certain sliding operation. The following are invariants under the operation ψ.
(i) The total number of nodes in π and π are the same, that is, σ(π) = σ(π ).
(ii) The partitions π and π have the same Durfee square. That is,
The sum of the number of parts and the largest part is invariant. That is,
(iv) Most importantly, the partition obtained by counting nodes along the hooks of π and π will be the same. That is,
In the partition displayed in Figure 3 , up to d 3 = 3 columns of length 3 could be moved from the right of the Durfee square and placed below the square. More generally, given a primary partition π as in Figure 2 , with parts b 1 , b 2 , . . . , b ν , let h 1 , h 2 , . . . , h ν be the parts ofπ = ρ(π) satisfying h i − h i+1 ≥ 2, for 1 ≤ i ≤ ν − 1. Now write h i − h i+1 = 2+d i . Notice that up to d i vertical columns of length i could be removed from the right of the D(π) and placed below the Durfee square as rows. Thus the number of choices of moving columns of length i is Thus the number of choices here is h ν . So this leads us to define a weight function for Rogers-Ramanujan partitionsπ as follows:
In view of the invariant (iv) above, we see that under the sliding operation each Rogers-Ramanujan partitionπ of n generates w R (π) unrestricted partitions of n, and that all partitions of n can be generated in this manner. So we have proved Theorem 1. Let R denote the set of all partitions with minimal difference 2. Then
If we define h ν+1 = −1, then the weights in (3.5) could be cast in the more elegant form
The connection between the parts b i of a primary partition π and the parts h i of the partitionπ = ρ(π) is
Now (3.7) implies that
with the conventions b ν+1 = ν and h ν+1 = −1. Thus under the sliding operation each primary partition π with parts b 1 , b 2 , . . . , b ν generates w 1 (π) unrestricted partitions, where
(Compare (3.9) with (3.6).) This leads to Theorem 2 below, which may be viewed as a companion to Theorem 1.
Theorem 2. Let D 1 denote the set of all partitions each of whose parts is at least as large as the number of parts. Then
The invariants (ii) and (iii) under the sliding operation lead to refinements of Theorem 1 and 2 as stated below.
Theorem 3. Let p(n; ν) denote the number of partitions of n having a ν ×ν Durfee square.
Let R ν and D 1,ν denote the subsets of R and D 1 consisting of partitions having exactly ν parts. Then 
Partitions into < k Durfee squares
The partition theoretic form of the first Rogers-Ramanujan identity (3.2) is Theorem 5. The number of partitions ρ(n) of n into parts with minimal difference 2 is equal to the number of partitions of n into parts ≡ ±1(mod 5).
As was noticed earlier, ρ(n) is also the number of partitions of n into parts each at least as large as the number of parts.
The second Rogers-Ramanujan identity is
This has the following combinatorial interpretation.
Theorem 5 .
The number of partitions ρ (n) into parts ≥ 2 and with minimal difference 2 equals the number of partitions of n into parts ≡ ±2(mod 5).
In this case ρ (n) is also equal to the number of partitions of n into parts each of which is greater than the number of parts.
In the 1960's, Gordon [12] obtained the following significant extension of Theorems 5 and 5 to an odd modulus 2k + 1. Extending the interpretation of ρ(n) in terms of Durfee squares, Andrews [6] 
, the third Durfee square of π 1 , and so on. Thus each Ferrers graph π 1 has its own sequence of successive Durfee squares D k (π 1 ). In this sense, ρ(n) = ρ 2,2 (n) is equal to the number of partitions of n whose Ferrers graphs have fewer than two Durfee squares. Partitions having at least two Durfee squares may be called non-Rogers-Ramanujan partitions as in [10] .
A natural question to ask at this point is whether there is a weighted identity connecting p(n) with the partitions counted by ρ k,k (n). The answer to this is in the affirmative, as shown below.
A partition into k successive Durfee squares can be written in the form
. . .
with the conditions and for partitions π with exactly k Durfee squares
So what we have observed above is that every partition π of n in ≤ k Durfee squares generates w k (π) unrestricted partitions of n. So, we have proved Theorem 8. Let D j denote the set of all partitions into exactly j successive Durfee squares. Then
, it follows from Theorems 7 and 8 that
Distinct parts and Rogers-Ramanujan partitions
In this section we obtain a weighted identity connecting P T (n) = Q(n) and P S (n) = ρ(n) (see Theorems 9 and 10 below). We first prove these identities combinatorially and then obtain their generating function form.
Consider the product
as the generating function for partitions π into distinct parts, where π is written here as a bipartition (π 1 , π 2 ) with π 1 having distinct odd parts and π 2 having distinct even parts. The partition (π 1 , π 2 ) is counted with weight a ν(π1) b ν(π2) . In what follows several constructions will be described and illustrated with π 1 : 17 + 15 + 11 + 7 + 3, π 2 : 20 + 18 + 14 + 8 + 6 + 2.
Step 1 (Decomposition). Decompose π 2 as π 4 ∪ π 5 , where π 4 consists of the parts of π 2 which are ≤ 2ν(π 1 ) and π 5 has the remaining parts of π 2 (each > 2ν(π 1 )):
π 4 : 8 + 6 + 2, π 5 : 20 + 18 + 14.
Step 2. Construct π * 4 (2), the 2-fold Ferrers conjugate of π 4 , by either representing π * 4 (2) as columns of twos or representing π * 4 (2) as an ordinary Ferrers graph whose first and second columns are of equal length, whose third and fourth columns are of equal length, etc. In π * 4 (2), the number of nodes in each pair of equal columns (equivalently, the sums of the twos in each column) will be the parts of π 4 . Circle the two at the bottom of each column of π * 4 (2); equivalently, circle the bottom pair of nodes in each pair of equal columns of nodes of π *
(2). See Figure 4.
Step 3 (Imbedding). Consider the partition π 6 = π 1 + π * 4 (2) whose parts are obtained by adding the number of nodes (or weights) in the corresponding rows of π 1 and π * 4 (2): π 6 : 23 + 19 + 15 + 9 + 3.
Notice that the weight of π 6 is a ν(π1) b ν(π4) . Given the partitions π 1 and π * 4 (2), the partition π 6 = π 1 + π * 4 (2) is uniquely defined. But given π 6 , there are many 5010 KRISHNASWAMI ALLADI Figure 4 ways in which π * 4 (2) can be extracted out of it. That is, there are several bipartitions (π 1 ; π * 4 (2)) which will yield the same π 6 . We now determine all bipartitions (π 1 ; π * 4 (2)) which correspond to a specific π 6 . In 
we define the weight of b to be a. Finally, the weight of the partition π 6 is the product of the weights of its parts as described above.
Step 4. Write the parts of π 5 in the form of a column in descending order and below it write the parts of π 6 in descending order to form a column C. (See the top of the next page.)
Step 5. Subtract 0 from the bottom element of C, 2 from the next one above, 4 from the one above that, and so on, and display the new values and the subtracted values in two adjacent columns C 1 |C 2 .
Step 6 (Rearrangement). Rearrange the elements of C 1 in decreasing order to form a column C R 1 .
Step 7. Form a partition π 3 by adding the corresponding elements of C R 1 and C 2 . Note that π 3 is a partition with minimal difference 2. Moreover, the number of even parts of π 3 equals the number of parts of π 5 , and the number of odd parts of π 3 equals ν(π 1 ) = ν(π 6 ).
Step 4 π 5 /π 6  20  18  14  23  19  15  9  3 Step 5 C 1 C 2 6 14 6 12 4 10 15 8 13 6 11 4 7 2 3 0
Step 6 C 
Remark. The combinatorial method employed above in steps 1-7 is a technique due to Bressoud but with an important variation. Bressoud [9] used the method to set up bijections between sets of partitions. For example, he used the method to give a combinatorial proof of the following result:
Göllnitz' (Little) Theorem [11] . The number of partitions of n into parts ≥ 2 with minimal difference 2, and no consecutive odd parts, equals the number of partitions of n into distinct parts ≡ 0, 2, 3(mod 4).
In Bressoud's case, all the Steps 1-7 were bijections. The main variation here is that we do not require each step to be a bijection. For example, in the proof of Theorem 9 given above, Step 3, the imbedding, is not a bijection. This greater flexibility allows us to compare partition functions which are unequal, but which become equal with weights attached.
In the above proof, partitions into distinct even parts are imbedded into partitions with distinct odd parts. One could do it the other way, namely imbed distinct odd parts into distinct even parts. In this case the transition from Step 5 to Step 6 will not be a bijection, but the imbedding (Step 3) itself will be a bijection. The method of extraction of π * 4 (2) out of π 6 in this case will make use of a change of parity idea as discussed in our recent paper on Capparelli's conjecture (see AlladiAndrews-Gordon [3] ), where a variation in Bressoud's method is employed. In the next section another weighted identity will be discussed. There the weights arise because the transition from Step 5 to Step 6 is not a bijection.
One can obtain a generating function form of Theorem 9 by following Steps 1-7. To start with, Step 1 corresponds to the representation of the product in (5.1) in the form
At this stage it is worthwhile to introduce a third free parameter c and consider the more general series
which is equal to 
The weight w(π 3 ) of π 3 is the product of weights of its parts. The series in (5.3) is the generating function for partitions π into distinct parts counted with weights as follows. Every such partition π is written as a vector partition π = (π 1 , π 2 , π + 2 ), where π 1 has distinct odd parts, π 2 and π + 2 have distinct even parts satisfying the conditions that λ(π 2 ) ≤ 2ν(π 1 ) and each part of π
. This leads to a further strengthening of Theorem 9 in the form π=(π1,π2,π
with w(π 3 ) as described by the table above.
The weighted identities derived here have several interesting applications. The first one, although very simple, is quite elegant.
Take a = b = c = −1. Then the series in (5.2) and (5.3) are both equal to
by Euler's Pentagonal Numbers Theorem. Since a(1+b) = 0 in this case, we deduce from the weight table that the partitions we are counting are those consisting of consecutive odd parts starting from 1, followed by even parts each greater than every odd part. This leads to Theorem 11. Let P e (n) (resp. P 0 (n)) denote the number of partitions of n into an even (resp. odd) number of distinct parts such that every even part is greater than every odd part and such that if m is an odd part, then every positive odd integer < m occurs as a part. Then
otherwise.
The generating function form of Theorem 11 is
A more interesting application is obtained by replacing b by b/a in the weight table so that a(1 + b) is replaced by a + b. With this change, take a = 0. So now we are counting partitions with minimal difference 2, each part ≥ 2, and no consecutive odd parts, as in Göllnitz' (little) theorem. From (5.3) we see that the generating function for such partitions is equal to
In (5.7) take c = 1 to get
leading to a refined form of Göllnitz' (little) theorem involving a free parameter b. This refinement is well known, but the derivation here as a limiting case a → 0 is different from earlier approaches.
Lebesgue's identity and partitions into distinct parts
A well known identity due to Lebesgue (see Andrews [5] , Ch. 2) is where g(n, k) is the number of partitions of n in which even parts do not repeat, and there are exactly k even parts. If we take b = 1 in (6.2), we get the generating function of g(n) = k g(n; k), the partition function defined in §1.
Note that Göllnitz' (little) theorem is a consequence of (6.1) under q → q 2 , b → bq −1 .
In Alladi-Gordon [4] , a combinatorial proof of (6.1) was given. From the combinatorial proof the following partition theorem was deduced.
Theorem 12.
Let g(n, k) be as in (6.2) .
Let Q(n; k) denote the number of partitions of n into distinct parts b 1 + b 2 + · · ·+ b ν , such that there are exactly k gaps b i − b i+1 ≥ 2, with the convention b ν+1 = 0. Then
In particular with b = 1 in Theorem 12, we obtain the weighted identity Theorem 13. Let w(π) = 2 k if π is counted by Q(n, k). Then
The combinatorial proof of (6.1) given in [5] considers the product in (6.1) as the generating function for bipartitions (π 1 ; π 2 ), where π 1 has distinct even parts and π 2 has distinct parts. The bipartition (π 1 , π 2 ) is counted with weight b ν(π1) , explaining the left side of the identity in Theorem 12. The proof proceeds along Steps 1-7 as indicated in §5 by imbedding the smaller parts of π 2 into π 1 after conjugation. It turns out (see [4] for details) that every step in the proof of (6.1) is a bijection except the transition from Step 5 to From (6.4) and Theorem 13 it follows that g(n) is odd if and only if n is a triangular number. Thus g(n) ≡ 0(mod 2) (6.6) for almost all n.
More generally, the 2-adic identity in Theorem 13 contains information concerning g(n) ≡ 0(mod 2 k ). (6.7)
