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Abstract
In this paper we establish the interpolatory model reduction framework for optimal approximation of MIMO dynamical
systems with respect to the H2 norm over a finite-time horizon, denoted as the H2(tf ) norm. Using the underlying inner
product space, we derive the interpolatory first-order necessary optimality conditions for approximation in the H2(tf ) norm.
Then, we develop an algorithm, which yields a locally optimal reduced model that satisfies the established interpolation-based
optimality conditions. We test the algorithm on various numerical examples to illustrate its performance.
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1 Introduction
Simulation, design, and control of dynamical systems
play an important role in numerous scientific and in-
dustrial tasks such as signal propagation in the ner-
vous system [28]; the synthesis of interconnect [8] and
semiconductor devices [25]; large-scale inverse problems,
[14, 15, 31]; and prediction of major weather events [2].
The need for detailed models due to the increasing de-
mand for greater resolution leads to large-scale dynam-
ical systems, posing tremendous computational difficul-
ties when applied in numerical simulations. In order to
overcome these challenges, we perform model reduction
where we replace the large-scale dynamics with high-
fidelity reduced representations.
Consider the linear time-invariant dynamical system:
x˙(t) = Ax(t) +Bu(t), x(0) = 0,
y(t) = Cx(t) =
∫ t
0
h(t− τ)u(τ)dτ,
(1.1)
where A ∈ Rn×n, B ∈ Rn×m, and C ∈ Rp×n are con-
stant matrices; the variable x(t) ∈ Rn denotes the inter-
nal variables, u(t) ∈ Rm denotes the control inputs, and
y(t) ∈ Rp denotes the outputs; and h(t) = CeAtB is
the impulse response of the full model. The length of the
internal variable x(t), i.e., n, is called the order of the
full model that we would like to reduce. Model reduc-
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tion achieves this by replacing the original model with a
lower dimensional one:
x˙r(t) = Arxr(t) +Bru(t), xr(0) = 0,
yr(t) = Crxr(t) =
∫ t
0
hr(t− τ)u(τ)dτ,
(1.2)
where as in (1.1), hr(t) = Cre
ArtBr is the impulse re-
sponse of the reduced model, and Ar ∈ R
r×r, Br ∈
R
r×m, and Cr ∈ R
p×r with r≪ n. The goal is that the
output of the reduced model, yr(t), approximates the
true output, y(t), of the original system accurately in an
appropriate norm.
For the linear dynamical systems we consider here,
a plethora of methods exists for producing high-
fidelity/optimal reduced models, such as balanced trun-
cation [35, 36] and its variants, optimal Hankel norm
approximation [19], and the Iterative Rational Krylov
Algorithm (IRKA) [23] and its variants; see [2, 5] for
further references. These methods usually focus on con-
structing high-quality reduced models over an infinite
time horizon. However, in various settings, we might
either have access to simulations over a finite horizon or
can only simulate the system under investigation for a
finite horizon such as in the case of unstable dynamical
systems. Therefore, in those situations we are interested
in the behavior of the dynamical system over a finite
time interval [0, tf ] where tf < ∞, and we need the
reduced model to be accurate only in the interval of
interest.
Time-limited balanced truncation [18, 21, 29, 38] and
Proper Orthogonal Decomposition (POD) [26] are two
common frameworks to create reduced models on a fi-
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nite horizon. For time-limited balanced truncation, [21]
establishes an upper bound for the H∞ error between
the full and reduced models, [38] provides an H2 error
bound.
In this paper, we explore optimal model reduction over a
finite time horizon. We use a time-limited version of the
H2 norm, denoted by H2(tf ), to quantify the model re-
duction error. Optimality requires a parametrization of
the reduced model. We will work with the time-domain
representation of the dynamical system to derive the
optimality conditions. Specifically, we represent the im-
pulse response of the reduced dynamical system using
the modal decomposition, i.e.,
hr(t) = Cre
ArtBr =
r∑
i=1
eλitℓir
T
i . (1.3)
where λi’s are the eigenvalues ofAr, and ℓi ∈ C
p×1, ri ∈
Cm×1. In other words, the impulse response is expressed
as a sum of r rank-1 p×mmatrices. To simplify the pre-
sentation, we assume that λi’s, the reduced order poles,
are simple. The representation (1.3) is nothing but a
state-space transformation on hr(t) = Cre
ArtBr using
the eigenvectors ofAr. Using the parametrization of the
reduced model in (1.3), we derive interpolatory opti-
mality conditions in the H2(tf ) norm and implement a
model reduction algorithm that satisfies these optimal-
ity conditions.
The advantage of the interpolation framework we will
develop is that we do not require the reduced-model to be
obtained via projection, as usually assumed in model re-
duction [2]. Indeed, one observation we will make is that
unlike in the infinite-horizon H2 approximation prob-
lem, the optimal reduced model in the finite-horizon
case is not necessarily given by a projection and thus a
projection-based approach will not be able to satisfy the
optimality conditions. Therefore, by treating the poles
and residues in (1.3) as the parameters and directly
working with them, we obtain a reduced model to satisfy
the optimality conditions exactly.
The rest of the paper is organized as follows: In Section
2 we briefly review optimal H2 model reduction in the
infinite horizon case. Themain results, including the new
optimality conditions for finite horizon, are established
in Section 3 followed by numerical examples in Section
4. The papers ends with conclusions and future work in
Section 5.
2 H2-Optimal Model Reduction: The Infinite
Horizon Case
Model reduction with respect to the H2 norm in the
infinite horizon case has been studied extensively; see,
for examples, [1,4,9–12,16,23,24,27,30,33,37,39–43] and
the references therein. In this section, we briefly recall
these results as they will help to highlight the similarities
to and differences from the finite-horizon case that we
are interested in.
2.1 H2 Norm and H2 Error Measure
The error analysis for model reduction of linear dynam-
ical systems can be conducted either in the frequency
domain or in the time domain. Therefore, we define the
H2 norm in each domain.
Definition 2.1 Let h(t) and g(t) be the impulse re-
sponses of two asymptotically stable 3 linear dynamical
systems with real state-space realizations. The H2 inner
product 〈·, ·〉H2 and the H2 norm ‖·‖H2 are
〈h,g〉H2 =
∫ ∞
0
Tr
(
(h(t))T g(t)
)
dt,
‖h‖
H2
=
√∫ ∞
0
‖h‖2F dt,
respectively, where Tr(·) denotes the trace and ‖·‖F de-
notes the Frobenius norm of a matrix.
Todefine theH2 norm in the frequency domain, letY(s),
U(s), and H(s) denote the Laplace transforms of the
output y(t), the input u(t), and the impulse response
h(t) = CeAtB in (1.1). Then, taking the Laplace trans-
form of the convolution integral in (1.1), we obtain
Y(s) = H(s)U(s), where H(s) = C(sI−A)−1B
is called the transfer function of (1.1). Let {ρ1, ρ2, . . . , ρn}
denote the eigenvalues of A, assumed simple. Then,
similar to the parametrization of the reduced model
hr(t) in (1.3), the full-model impulse response can be
equivalently written as
h(t) =
n∑
i=1
eρitcib
T
i with H(s) =
n∑
i=1
cib
T
i
s− ρi
, (2.1)
where ci ∈ C
p and bi ∈ C
m, for i = 1, . . . , n. This
is called the pole-residue form where ρi’s are the poles
of the (rational) transfer function H(s) with the corre-
sponding rank-1 residues cib
T
i .
Definition 2.2 Let H(s) and G(s) denote the transfer
functions of two asymptotically stable dynamical systems
with real state-space realizations. The H2 inner product
〈·, ·〉H2 and the H2 norm ‖·‖H2 are
〈G,H〉H2 :=
1
2pi
∫ ∞
−∞
Tr(G(−ıω)HT (ıω))dω
‖H‖
H2
:=
√
1
2pi
∫ ∞
−∞
‖H(iω)‖
2
F dω,
respectively.
Similar to H(s), let Hr(s) = Cr(sIr −Ar)
−1Br denote
the transfer function of the reduced model. Then, the
3 We will call h(t) = CeAtB asymptotically stable if all
the eigenvalues of A have negative real parts. We will call
h(t) stable when A has some semi-simple eigenvalues on the
imaginary axis in addition to those with negative real parts.
Otherwise, we call h(t) unstable.
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relevance and importance of the H2 norm in the model
reduction become clear by noting that
‖y − yr‖L∞ ≤ ‖H−Hr‖H2 ‖u‖L2 , (2.2)
i.e., the L∞ norm of the output error y(t)−yr(t) due to
model reduction is bounded by the the H2 norm of er-
ror transfer function relative to the L2 norm of the input
u(t); see, e.g., [3], for a proof. Therefore, to guarantee
that the reduced model output yr(t) is close to the orig-
inal one y(t), one might look for a reduced model that
minimizes the H2 error norm.
2.2 Interpolatory Conditions for OptimalH2 Model Re-
duction
Given a reduced order r, the goal is to construct a
reduced order model whose transfer function Hr(s)
minimizes the H2 error norm ‖H−Hr‖H2 . Since this
is a non-convex optimization problem, the usual, nu-
merically feasible, approach is to find a reduced model
that satisfies the necessary conditions for H2 optimal-
ity. These conditions can be formulated in terms of
Sylvester equations [27, 42] or interpolation [23, 33].
These two frameworks are equivalent [23]. In this paper,
we will focus on the interpolation framework.
Theorem 2.1 Let
hr(t) =
r∑
k=1
eλktℓkr
T
k ⇐⇒ Hr(s) =
r∑
k=1
ℓkr
T
k
s− λk
be the best rth order approximation of an asymptotically
stable linear dynamical system H(s) with respect to the
H2 norm. Then, for k = 1, 2, ..., r,
ℓTkH(−λk) = ℓ
T
kHr(−λk),
H(−λk)rk = Hr(−λk)rk,
ℓ
T
kH
′(−λk)rk = ℓ
T
kH
′
r(−λk)rk,
(2.3)
where H′(s) denotes the derivative of H(s) with respect
to s.
For more details on Theorem 2.1, see [3, 23]. This re-
sult states that the transfer function of the optimal H2
approximation to H(s) is a (tangential) Hermite inter-
polant where the interpolation points are the mirror im-
ages of the reduced-order poles {λk}, and the tangen-
tal directions are given by the corresponding residues
{ℓkr
T
k }. Since the optimality conditions depend on the
reduced-model to be computed, the solution requires a
nonlinear iteration. The Iterative Rational Krylov Algo-
rithm (IRKA) [23] and its variants such as [6, 7, 11, 12]
use these interpolation based optimality conditions to
produce an interpolatory, locally H2 optimal reduced
model. The next section will extend this framework to
the finite-time interval case.
3 H2(tf ) Optimal Model Reduction on a Finite
Horizon
In this section, we present the main theoretical results
of the paper i.e., the interpolatory H2(tf ) optimality
conditions, and discuss their implications.
3.1 H2(tf ) Norm on a Finite-time Horizon
It is immediately clear from the time-domain definition
of the (infinite-horizon)H2 normhow to define the finite-
horizon version:
Definition 3.1 Let h(t) and g(t) denote the impulse re-
sponses of two dynamical systems with real state-space re-
alizations. For a finite-time horizon [0, tf ], the H2(tf )
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inner product 〈·, ·〉H2(tf ) and H2(tf ) norm ‖·‖H2(tf ) are
defined as
〈h,g〉H2(tf ) =
∫ tf
0
Tr((h(t))T g(t))dt,
‖h‖
H2(tf )
=
√∫ tf
0
‖h(t)‖
2
F dt.
3.2 Finite Horizon Interpolation-based Conditions
H2(tf ) Optimal Model Reduction
The problem we are interested in is as follows: Given a
dynamical system with impulse response h(t) (or equiv-
alently with transfer functionH(s)) and a reduced order
r, find the reduced model with the impulse response
hr(t) =
r∑
i=1
eλitℓir
T
i . (3.1)
such that ‖h− hr‖H2(tf ) is minimized. As in the regular
H2 case, this is a non-convex optimization problem and
wewill focus on localminimizers. Using the parametriza-
tion (3.1), we we will derive interpolation-based neces-
sary conditions for optimality. The main result is given
by Theorem 3.1. However, we need many supplementary
results, Lemmas 3.2-3.3, to reach this final conclusion.
It is immediately clear that, the H2(tf )-error, denoted
by J, satisfies
J = ‖h− hr‖
2
H2(tf )
= ‖h‖
2
H2(tf )
− 2〈h,hr〉H2(tf ) + ‖hr‖
2
H2(tf )
,
(3.2)
where the inner product 〈h,hr〉H2(tf ) is real since h(t)
and hr(t) are real. Finding the first-order necessary con-
ditions for optimal H2(tf ) model reduction will require
computing the gradient of the error expression (3.2) with
respect to the optimization variables. Since the reduced
4 Even though the termH2 is mostly associated with a mea-
sure in the frequency domain, following [20,38] we are using
the notation H2(tf ) here as well to denote the error measure
specifically formulated in the time domain. Our main rea-
son is to keep the connection to the infinite horizon problem
where the measure in the frequency- and time-domains are
equivalent. And more importantly, as in the regular H2 case,
the optimality conditions will still appear as interpolation
conditions in the frequency domain.
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model, as described by the impulse response in hr(t), is
parametrized by the reduced order poles {λi}, and the
residue directions {ℓi} and {ri}, we will be computing
the gradient of the error with respect to these variables.
Since the first term in the error (3.2), i.e., ‖h‖
H2(tf )
,
is a constant, we will be focusing on the remaining two
terms only. First, in the next lemma, we will formulate
these two last terms in terms of {λi}, {ℓi} and {ri}.
Lemma 3.2 Let h(t) =
∑n
j=1 e
ρjtcjb
T
j and hr(t) =∑r
i=1 e
λitℓir
T
i be, respectively, the impulse responses of
the full and reduced models as described in (2.1) and
(3.1). Then,
〈h,hr〉H2(tf ) =
n∑
j=1
r∑
i=1
ℓTi cjb
T
j ri
e(λi+ρj)tf − 1
λi + ρj
, (3.3)
and
‖hr‖
2
H2(tf )
=
r∑
i=1
r∑
j=1
ℓTi ℓjr
T
j ri
e(λi+λj)tf − 1
λi + λj
. (3.4)
PROOF. The both results follow from the definition of
the H2(tf ) inner product. First consider
〈h,hr〉H2(tf ) = Tr
(∫ tf
0
hr(t)
Th(t) dt
)
.
Plug h(t) =
∑n
j=1 cjb
T
j e
ρjt and hr(t) =
∑r
i=1 ℓir
T
i e
λit
into this formula to obtain
〈h,hr〉H2(tf ) = Tr
∫ tf
0
r∑
i=1
(ℓir
T
i e
λit)T
n∑
j=1
cjb
T
j e
ρj tdt

= Tr
 r∑
i=1
n∑
j=1
riℓ
T
i cjb
T
j
∫ tf
0
e(λi+ρj)tdt

Computing the integral and using the fact that
Tr(A1A2) = Tr(A2A1) for two matrices A1 and A2 of
appropriate sizes, we obtain
〈h,hr〉H2(tf ) = Tr
 n∑
j=1
r∑
i=1
riℓ
T
i cjb
T
j
e(λi+ρj)tf − 1
λi + ρj

=
n∑
j=1
r∑
i=1
ℓTi cjb
T
j ri
e(λi+ρj)tf − 1
λi + ρj
,
which proves (3.3). Then, (3.4) follows directly by re-
placing h(t) with hr(t) in this derivation.
For infinite time horizon, Theorem 2.1 tells us that a lo-
cally H2 optimal reduced transfer function is a tangen-
tial Hermite interpolant of the original transfer function
at the mirror images of the reduced poles. We will show
that in the finite horizon case, even though Hermite tan-
gential interpolation is still the necessary conditions for
optimality, what is being interpolated and what the in-
terpolant is are different.
Theorem 3.1 Let H(s) = C(sI − A)−1B, with A ∈
Rn×n, B ∈ Rn×m, and C ∈ Rp×n, be the transfer func-
tion of the full-order model with the pole-residue repre-
sentation H(s) =
∑n
i=1
cib
T
i
s−ρi
as in (2.1), where ci ∈ C
p,
bi ∈ C
m, and ρi ∈ C for i = 1, . . . , n. For a finite-time
horizon [0, tf ], define
G(s) = −e−stfC(sI−A)−1eAtfB+H(s). (3.5)
Let
Hr(s) = Cr(sIr −Ar)
−1Br =
r∑
i=1
ℓir
T
i
s− λi
(3.6)
be the transfer function of the best rth order approxi-
mation of H(s) with respect to the H2(tf ) norm where
Ar ∈ R
r×r, Br ∈ R
r×m, C ∈ Rp×r, ℓi ∈ C
p, ri ∈ C
m,
and λi ∈ C for i = 1, . . . , r. Define
Gr(s) = −e
−stfC(sIr−Ar)
−1eArtfBr+Hr(s). (3.7)
Then, for k = 1, 2, ..., r,
ℓTkG(−λk) = ℓ
T
kGr(−λk), (3.8)
G(−λk)rk = Gr(−λk)rk, and (3.9)
ℓTkG
′(−λk)rk = ℓ
T
kG
′
r(−λk)rk. (3.10)
The next lemma will be used in proving Theorem 3.1.
Lemma 3.3 Let G(s) and Gr(s) be as defined in (3.5)
and (3.7), respectively. Then,
G(−λk) =
n∑
j=1
cjb
T
j
e(λk+ρj)tf − 1
λk + ρj
, (3.11)
G′(−λk) = −
n∑
j=1
cib
T
i
(tf (λk + ρj)− 1)e
(λk+ρj)tf + 1
(λk + ρj)2
,
(3.12)
Gr(−λk) =
n∑
j=1
ℓjr
T
j
e(λk+λj)tf − 1
λk + λj
, and (3.13)
G′r(−λk) = −
n∑
j=1
ℓjr
T
j
(tf (λk + λj)− 1)e
(λk+λi)tf + 1
(λk + λj)2
.
(3.14)
PROOF. Recall the definition ofG(s) = −e−stfC(sI−
A)−1eAtfB + H(s). Note that we assume that the
eigenvalues of A are simple. Therefore, eAtf is also
diagonalizable by the eigenvectors of A. Using this
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fact and the pole-zero residue decomposition of
H(s) = C(sI−A)−1B =
∑n
j=1
cjb
T
j
s−ρj
, we obtain
G(s) = −e−stfC(sI−A)−1eAtfB+H(s)
= −e−stf
n∑
j=1
cjb
T
j
eρjtf
s− ρj
+
n∑
j=1
cjb
T
j
1
s− ρj
(3.15)
=
n∑
j=1
cjb
T
j
−e(−s+ρj)tf
s− ρj
+
n∑
j=1
cjb
T
j
1
s− ρj
=
n∑
j=1
cjb
T
j
e(−s+ρj)tf − 1
−s+ ρj
. (3.16)
Thus, G(−λk) =
∑n
j=1 cjb
T
j
e(λk+ρj)tf − 1
λk + ρj
, which
proves (3.11). To prove (3.12), we first differentiate
(3.16) with respect to s to obtain
G′(s) =
n∑
j=1
cjb
T
j
tf (s− ρj)e
(−s+ρj)tf + e(−s+ρj)tf − 1
(s− ρj)2
Plugging in s = −λk in this last expression yields the
desired result (3.12). The proofs of (3.12) and (3.14)
follow analogously.
PROOF OF THEOREM 3.1. As mentioned above,
let J denote the H2(tf ) error norm square, i.e.,
J = ‖h− hr‖
2
H2(tf )
= ‖h‖
2
H2(tf )
− 2〈h,hr〉H2(tf ) + ‖hr‖
2
H2(tf )
.
The expressions for 〈h,hr〉H2(tf ) and ‖hr‖
2
H2(tf )
in
terms of the optimization variables {λk}, {rk}, and
{ℓk}, for k = 1, 2, . . . , r, were already derived in Lemma
(3.2). To make the gradient computations with respect
to the kth parameter more clear, we seperate the kth
term from these expressions. For example, we write
〈h,hr〉H2(tf ) in (3.3) as
〈h,hr〉H2(tf ) =
n∑
j=1
ℓTk cjb
T
j rk
e(λk+ρj)tf − 1
λk + ρj
+
n∑
j=1
r∑
i=1
i6=k
ℓTi cjb
T
j ri
e(λi+ρj)tf − 1
λi + ρj
.
Following the same procedure for ‖hr‖
2
H2(tf )
, we obtain
J =
∫ tf
0
h(t)Th(t)dt− 2
 n∑
j=1
ℓTk cjb
T
j rk
e(λk+ρj)tf − 1
λk + ρj
+
n∑
j=1
r∑
i=1
i6=k
ℓ
T
i cjb
T
j ri
e(λi+ρj)tf − 1
λi + ρj

+ ℓTk ℓkr
T
k rk
e(2λk)tf − 1
2λk
+
r∑
i=1
i6=k
ℓTi ℓkr
T
k ri
e(λi+λk)tf − 1
λi + λk
+
r∑
j=1
j 6=k
ℓTk ℓjr
T
j rk
e(λk+λj)tf − 1
λi + λj
+
r∑
j=1
j 6=k
r∑
i=1
i6=k
ℓTi ℓjr
T
j ri
e(λi+λj)tf − 1
λi + λj
.
(3.17)
To compute the gradient of the cost function J we per-
turb the cost functional with respect to the residue di-
rections, i.e., ℓk → ℓk +∆ℓk and rk → rk +∆rk:
J˜k =
∫ tf
0
h(t)Th(t)dt
−2
( n∑
j=1
(ℓk+∆ℓk)
T cjb
T
j (rk+∆rk)
e(λk+ρj)tf − 1
λk + ρj
+
n∑
j=1
r∑
i=1
i6=k
ℓTi cjb
T
j ri
e(λi+ρj)tf − 1
λi + ρj
)
+ (ℓk +∆ℓk)
T (ℓk +∆ℓk)(rk +∆rk)
T (rk
+∆rk)
e(2λk)tf − 1
2λk
+
r∑
i=1
i6=k
ℓ
T
i (ℓk +∆ℓk)(rk +∆rk)
Tri
e(λi+λk)tf − 1
λi + λk
+
r∑
j=1
j 6=k
(ℓk +∆ℓk)
T ℓjr
T
j (rk +∆rk)
e(λk+λj)tf − 1
λi + λj
+
r∑
j=1
j 6=k
r∑
i=1
i6=k
ℓTi ℓjr
T
j ri
e(λi+λj)tf − 1
λi + λj
.
Then, collecting the terms that are multiplied by ∆ℓk
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and ∆rk, we obtain
∇rkJ = −2ℓ
T
k
n∑
j=1
cjb
T
j
e(λk+ρj)tf − 1
λk + ρj
+ 2ℓTk
n∑
j=1
ℓjr
T
j
e(λk+λj)tf − 1
λk + λj
,
∇ℓkJ = −2
 n∑
j=1
cjb
T
j
e(λk+ρj)tf − 1
λk + ρj
 rk
+ 2
 n∑
j=1
ℓjr
T
j
e(λk+λj)tf − 1
λk + λj
 rk.
Setting ∇rkJ = 0 and ∇ℓkJ = 0, and using Lemma 3.3,
mainly (3.11) and (3.13), yield
ℓTkG(−λk) = ℓ
T
kGr(−λk),
G(−λk)rk = Gr(−λk)rk,
which proves (3.8) and (3.9). To prove (3.10), we dif-
ferentiate J in (3.17) with respect to the k-th pole λk.
Note that we have written J in such a way to isolate
the terms that depend on λk from the ones that do not.
Thus, many of the terms in (3.17) have a zero derivative
and we obtain:
(3.18)
∂J
∂λk
= −2ℓTk
 n∑
j=1
cjb
T
j
tf (λk + ρj)e
(ρj+λk)tf
(λk + ρj)2
−
e(ρj+λk)tf − 1
(λk + ρj)2
 rk
+ 2ℓTk
(
r∑
i=1
ℓir
T
i
tf (λi + λj )˛e
(λi+λk)tf
(λi + λk)2
−
e(λi+λk)tf − 1
(λi + λk)2
)
rk.
Note that the first term in (3.18) corresponds to the
derivative of the second term in (3.17) and the second
term in (3.18) corresponds to the derivative of the last
four terms in (3.17). We rewrite (3.18) to obtain
(3.19)
∂J
∂λk
= −2K1 + 2K2
where
K1 = ℓ
T
k
 n∑
j=1
cjb
T
j
(tf (λk + ρj)− 1)e
(ρj+λk)tf + 1
(λk + ρj)2
 rk
(3.20)
K2 = ℓ
T
k
(
r∑
i=1
ℓir
T
i
(tf (λi + λj )˛− 1)e
(λi+λk)tf + 1
(λi + λk)2
)
rk.
(3.21)
Lemma (3.3), specifically (3.12) and (3.14), show that
the expressions in the parentheses in (3.20) and (3.21)
are, respectively,−G′(−λk) and−G
′
r(−λk). If
∂J
∂λk
= 0,
then
ℓTkG
′(−λk)rk = ℓ
T
kG
′
r(−λk)rk,
which completes the proof.
✷
We note that the interval of interest is problem depen-
dent and the choice of the interval, i.e., the choice of tf ,
may depend on the model. However, these optimality
conditions hold for any choice of tf > 0.
Remark 3.2 In the infinite-horizon case, if Hr(s) is
the best H2 approximation to H(s), then Hr(s) interpo-
lates H(s). However, in the finite-horizon case, the in-
terpolant isGr(s), and the interpolated function isG(s);
thusHr(s) does not interpolate H(s). To give more intu-
ition about these resulting interpolation conditions, con-
sider the time-limited function g(t) such that g(t) = h(t)
when t ≤ tf and g(t) = 0 when t > tf . A direct cal-
culation shows that G(s) is the Laplace transform of
g(t). Similarly let gr(t) denote the time-limited version
of hr(t). Then its Laplace transform is Gr(s). There-
fore, the optimality conditions (3.8)–(3.10) correspond to
optimal interpolation of G(s) (Laplace transform of the
time-limited function g(t)) by Gr(s) (Laplace transform
of the time limited function gr(t)). The fact that g(t) and
gr(t) are both time-limited is the precise reason why we
cannot simply apply H2 optimal reduction to G(s). The
method of [7], called TF-IRKA, does not require the orig-
inal function to be a rational function. Thus, in principle
we can use TF-IRKA to reduce G(s). However, the re-
sulting reduced model is a rational function without any
structure. In our case, the reduced model Gr(s) needs
to retain the same structure as G(s) so that we can ex-
tract an Hr(s). In other words, if we simply apply an
H2 optimal algorithm to G(s), we would be approximat-
ing a finite horizon model by an infinite horizon one and
we cannot extract Hr(s). Therefore, a new algorithmic
framework is needed as we discuss in more detail in Sec-
tion 3.3.
Remark 3.3 For an unstable dynamical system without
any purely imaginary eigenvalues, one can work with the
L2 norm by decomposing it into a stable and anti-stable
system, and then obtain an interpolatory reduced model
based on this measure. However, this solution requires
destroying the causality of the underlying dynamics [32].
This is not the framework we are interested in here and
we work with a finite-time interval.
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3.3 Implication of the interpolatory H2(tf ) optimality
conditions
Theorem 3.1 extends the interpolatory infinite-horizon
H2 optimality conditions (2.3) to the finite-horizon case.
Note that in the case of asymptotically stable dynamical
systems, if we let tf →∞, we recover the infinite-horizon
conditions (2.3).
Themajor difference from the regularH2 problem is that
optimality no longer requires that the reduced model
Hr(s) tangentially interpolate the full model H(s). In-
stead, the auxiliary reduced-order functionGr(s) should
be a tangential Hermite interpolant to the auxiliary full-
order function G(s). However, the optimal interpola-
tion points and the optimal tangential directions still re-
sult from the pole-residue representation of the reduced-
order transfer function Hr(s). This situation is simi-
lar to the interpolatory optimality conditions for the
frequency-weighted H2-optimal model reduction prob-
lem in which one tries to minimize a weighted H2 norm
in the frequency domain, i.e., find Hr(s) that minimizes
‖W(H−Hr)‖H2 where W(s) represents a weighting
function in the frequency domain. As [9] showed, the
optimality in the frequency-weighted H2-norm requires
that a function of Hr(s) tangentially interpolate a func-
tion of H(s). Despite this conceptual similarity, the re-
sulting interpolation conditions are drastically different
from what we obtained here as one would expect due to
the different measures. For details, we refer the reader
to [9].
As we pointed out in Section 2, in addition to the inter-
polatory framework, one can represent the H2 optimal-
ity conditions in terms of Sylvester equations, leading
to a projection framework for the reduced model. This
means that given the full-model H(s) = C(sI−A)−1B,
one constructs two basesV,W ∈ Rn×r withVTW = Ir
such that the reduced-order quantities are obtained via
projection, i.e.,
Ar = W
TAV, Br = W
TB, and Cr = CV.
(3.22)
In the infinite-horizon case, [42] showed that the optimal
H2 reduced model is indeed guaranteed to be obtained
via projection. Recently, Goyal and Redmann [20] have
established the Sylvester-equation based optimality con-
ditions for the time-limited H2 model reduction prob-
lem; i.e., they extended the Wilson framework to the
time-limited (finite-horizon) H2 problem. Furthermore,
they have developed a projection-based IRKA-type
numerical algorithm to construct the reduced models.
However, as the authors point out in [20], even though
their algorithm yields high-fidelity reduced models in
terms of the H2(tf ) measure, the resulting reduced
model satisfies the optimality conditions only approxi-
mately. This is not surprising in light of the optimality
conditions we derived here. Since the optimality requires
that Gr(s) should interpolate G(s) (as opposed to
Hr(s) interpolatingH(s)), unlike in the infinite-horizon
case, the reduced model in the finite-horizon case is not
necessarily given by a projection as in (3.22). Therefore,
a projection-based approach would satisfy the optimal-
ity conditions only approximately. This was also the
case in [9] where even though a projection-based IRKA-
like algorithm produced high-fidelity reduced models in
the weighted norm, it satisfied the optimality conditions
approximately.
The advantage of the interpolation framework and the
parametrization (1.3) we consider here is that we do
not require the reduced-model to be obtained via pro-
jection. By treating the poles and residues in (1.3) as
the parameters and directly working with them, we can
obtain a reduced model to satisfy the optimality condi-
tions exactly. Even though the main focus of this paper
is the theoretical interpolatory framework and a robust
numerical algorithm will be fully considered in a future
work, in the next section we will discuss a basic numer-
ical framework one can develop using the interpolatory
conditions.
Remark 3.4 The finite-horizon approximation problem
for discrete-time dynamical systems has been consid-
ered in [34]. The derivation in [34], however, allows
the reduced-model quantities to vary at every time- step,
thus using a time-varying reduced model as opposed to
the time-invariant formulation considered here and in
[20]. Allowing time-varying quantities drastically simpli-
fies the gradient computations, leading to a recurrence
relations for optimality. Therefore, the model reduction
problem for finite-horizon H2 approximation for time-
invariant discrete-time dynamical systems is still an open
question.
4 Numerical considerations
In this section, we briefly discuss a numerical frame-
work to construct a reduced model that satisfies the op-
timality conditions (3.8)-(3.10). To make the presenta-
tion and discussion concise, we will focus on the single-
input/single-output (SISO) version only. The complete
numerical framework for the general case with further
details on the underlying optimization schemes will be
discussed in a separate work.
4.1 A descent-type algorithm for the single-input/single-
output case
Let H(s) and Hr(s) be SISO full- and reduced-model
transfer functions, respectively, i.e.,
H(s) = cT (sI−A)−1b =
n∑
i=1
ψi
s− ρi
Hr(s) = c
T
r (sIr −Ar)
−1br =
r∑
i=1
φi
s− λi
,
(4.1)
where A ∈ Rn×n, b, c ∈ Rn, Ar ∈ R
r×r, and br, cr ∈
R
r. Note that the residues ψi and φi are scalar valued.
The following result, which is an immediate consequence
of Theorem 3.1, summarizes the optimality conditions
for SISO systems.
Corollary 4.1 Given the SISO transfer functions H(s)
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and Hr(s) as defined in (4.1), define
G(s) = −e−stfcT (sI−A)−1eAtf b+H(s),
Gr(s) = −e
−stfcTr (sIr −Ar)
−1eArtf br +Hr(s).
IfHr is the best r
th order approximation ofHwith respect
to the H2(tf ) norm, then
G(−λk) = Gr(−λk), and G
′(−λk) = G
′
r(−λk) (4.2)
where λk for k = 1, 2, ..., r are the poles of the reduced
system Hr(s) as given in (4.1).
As stated before, the H2(tf ) minimization problem is
a non-convex optimization problem and Corollary 4.1
gives the necessary conditions for optimality when both
poles and residues are treated as variables. However, if
the poles are fixed, we can establish the necessary and
sufficient optimality conditions for the residues and find
the global minimizer, the optimal residues, by solving a
linear system.
Corollary 4.2 Let H(s) and Hr(s) be as given in
(4.1), and G(s) and Gr(s) as in (4.2). Assume
the reduced poles {λi}
r
i=1 are fixed. Then, Hr(s) is
the best rth order approximation of H(s) with re-
spect to the H2(tf ) norm if and only if Mφ = z,
or equivalently,G(−λk) = Gr(−λk), for k = 1, 2, . . . , r,
where φ = [φ1 φ2 · · · φr ]
T ∈ Cr is the vector of residues;
z ∈ Cr is the vector with entries
zj = e
λjtf cT (−λjI−A)
−1eAtf b−H(−λj), i = 1, 2, . . . , r;
and M ∈ Cr×r is the matrix with entries
Mi,j =
e(λi+λj)tf − 1
λi + λj
, for i, j = 1, 2, . . . , r.
PROOF. Using the SISO counterparts for (3.4) and
(3.3) and applying some algebraicmanipulation, the cost
functional J can be written as
J = ‖h‖
2
H2(tf )
− 2φTw + φTMφ,
where w ∈ Cr×1 has the entries
wi =
n∑
k=1
ψk
e(ρk+λi)tf − 1
λi + ρk
for i = 1, 2, . . . , r.
Note thatM is positive definite, φTMφ = ‖hr‖
2
H2(tf )
>
0, and the cost function is quadratic in φ. Thus the
(global)minimizer is obtained by solvingMφ = z, which
corresponds to rewriting G(−λk) = Gr(−λk) for k =
1, 2, . . . , r in a compact way.
The result is analogous to the regular infinite-horizonH2
problem where the Lagrange optimality becomes neces-
sary and sufficient once the poles are fixed [7,17]. What
is important here is that once the reduced poles are fixed,
the best residues can be computed directly by solving an
r × r linear system Mφ = z. This is the property that
we will exploit in the numerical scheme next.
4.1.1 FHIRKA: A numerical algorithm for H2(tf )
model reduction
Here we describe a numerical algorithm which produces
a reduced model that satisfies the necessary H2(tf ) op-
timality conditions upon convergence. Let λ ∈ Cr de-
note the vector of reduced poles. Thus, the error J is a
function of λ and φ. Since we explicitly know the gradi-
ents of the cost function with respect to λ and φ (and
indeed we can compute the Hessians as well), one can
(locally) minimize J using well established optimization
tools. However, as Corollary 4.2 shows, we can easily
compute the globally optimal φ for fixed λ. Therefore,
we will treat the reduced poles λ as the optimization pa-
rameter, and once λ are updated at the kth step of an
optimization algorithm, we find/update the correspond-
ing optimal residues φ based on Corollary 4.2, and then
repeat the process. Similar strategies have been success-
fully employed in the regularH2 optimal approximation
problem as well; see [6, 7]. In summary, we use a quasi-
Newton type optimization as λ being the parameter and
in each optimization step, we update the residues, φ, by
solving the r × r linear system Mφ = z as in Corol-
lary 4.2. Since we are enforcing interpolation at every
step of the algorithm, yet tackling the model reduction
problem over a finite horizon, we name this algorithm
Finite Horizon IRKA, denoted by FHIRKA. Unlike reg-
ular IRKA, FHIRKA is a descent algorithm, thus indeed
mimics [6] more closely. Upon convergence, the locally
optimal reduced model satisfies the first-order necessary
conditions of Corollary 4.2.
4.2 Numerical Results
In this section we compare the proposed algorithm
FHIRKA with Proper Orthogonal Decomposition
(POD), Time-Limited Balanced Truncation (TLBT),
and the recently introduced H2(tf )-based algorithm by
Goyal and Redmann (GR) [20], as briefly discussed in
Section 3.3.
We use three models: a heat model of order n = 197 [13],
a model of the International Space Station 1R Module
(ISS 1R) of order n = 270 [22], and a toy unstable model
of order n = 402. The ISS 1R model has 3-inputs and 3-
outputs. We focus on the SISO subsystem from the first-
input to the first-output. We have created the unstable
system such that it has 400 stable poles and 2 unstable
poles (positive real part).
For all three models, we choose tf = 1, first reduce the
original model using POD, GR or TLBT, and then use
the resulting reduced model to initialize FHIRKA. Thus,
we are trying to investigate how these different initial-
izations affect the final reduced model via FHIRKA and
how much improvement one might expect. The results
are shown in Figures 1–3, where we show the H2(tf ) ap-
proximation error for different values of r, the order of
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the reduced model. All three initializations are used for
the heat model (Figure 1) where the order is reduced
from r = 2 to r = 10 with increments of one. For some r
values, certain initializations are excluded (e.g., the GR
initialization for r = 6) since the algorithm either did
not converge or produced poor approximations. How-
ever, this happened only rarely.
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10 -4
10 -2
100
 
H 2
(t f
) 
Er
ro
r
FHIRKA vs TLBT for a heat model
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FHIRKA w/ TLBT Init
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10 -2
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H 2
(t f
) 
Er
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r
FHIRKA vs GR for a heat model
GR
FHIRKA w/ GR Init
Fig. 1. FHIRKA and other algorithms for the heat model
For the ISS model (Figure 2), we use TLBT and GR
initializations since POD approximations was very poor
and is excluded. In this case, we reduce the order from
r = 2 to r = 14 with increments of 2. For the unstable
model (Figure 3), we use POD and GR initializations;
for this model our implementation of TLBT produced
poor results and is avoided. In this case, we reduce the
order from r = 2 to r = 12with increments of 2. The first
observation is that, since FHIRKA is a descent-method
and drives the initialization to a local minimizer, it im-
proves the accuracy of the reduced model for all three
initializations as expected. The improvements could be
dramatic. For example, FHIRKA is able to outperform
POD asmuch as by an order of magnitude, see, for exam-
ple, Figure 1, the r = 4 and r = 5 cases. While FHIRKA
improves TLBT and GR initialization as well, the im-
provements for the heat model are not as significant.
However, for the ISS model, FHIRKA is able to improve
the TLBT performance as much as 50%; see, e.g., Fig-
ure 2, the r = 8 case. The best improvement of the GR
initialization has occurred for the unstable model. For
example, for r = 8, for the unstable model, FHIRKA
improved the reduced model by more than 40%. Gains
were significantly better for POD, especially for larger r
values.
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FHIRKA w/ TLBT Init
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Fig. 2. FHIRKA and other algorithms for the ISS model
2 3 4 5 6 7 8 9 10 11 12
r
10 -6
10 -5
10 -4
10 -3
10 -2
10 -1
 
H 2
(t f
) 
Er
ro
r
FHIRKA vs POD for an unstable model
POD
FHIRKA w/ POD Init
2 3 4 5 6 7 8 9 10 11 12
r
10 -6
10 -5
10 -4
10 -3
10 -2
10 -1
 
H 2
(t f
) 
Er
ro
r
FHIRKA vs GR for an unstable model
GR
FHIRKA w/ GR Init
Fig. 3. FHIRKA and other algorithms for the unstable model
Finally, in Figure 4, we compare the error in the im-
pulse responses due to POD and FHIRKA for the ISS
model. For both methods, POD and FHIRKA the re-
duced model was of order r = 14. As we can see from the
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graph, FHIRKA clearly outperforms POD on the time
interval [0, 1].
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time (seconds)
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0.5
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2
2.5
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pl
itu
de
10 -3 Impulse Response of the Error
POD
FHIRKA
Fig. 4. FHIRKA and POD for the ISS model
Overall, as expected, FHIRKA yields a better approxi-
mation compared to the other algorithms for eachmodel.
We find that GR provided the best initialization for
FHIRKA. This is not surprising since GR produces a
reduced-model that approximately satisfies the H2(tf )
optimality conditions.
As we stated above, the numerical issues will be fully
investigated in a future work where we will develop a ro-
bust interpolatory H2(tf )-descent algorithm for MIMO
systems. We will not only study better initialization
techniques in terms of speed and accuracy, but also make
the algorithm numerically more efficient by using ap-
proximation techniques for the matrix exponential eAtf
appearing in theH2(tf ) setting. We will also investigate
the MIMO version of Corollary 4.2. In the MIMO case,
even for fixed poles, one cannot simply find the glob-
ally optimal residue directions by solving a linear sys-
tem, since the problem is no longer quadratic in these
variables. In the regular H2 case, finding the optimal
residue directions for given poles required solving a non-
linear least-squares problem [7]. We anticipate a similar
formulation here and will investigate the corresponding
numerical implications.
5 Conclusions and Future Work
We established interpolatory H2(tf )-optimality condi-
tions for model reduction of MIMO dynamical systems
over a finite horizon. Even though the optimal interpola-
tion points and tangential directions are still determined
by the reduced model, we showed that unlike the reg-
ular H2 problem, a modified reduced-transfer function
should interpolate a modified full-order transfer func-
tion. For the special case of SISO models, we have stud-
ied a numerical algorithm and illustrated that it per-
forms effectively.
As in the regular H2-problem, establishing equivalency
between the Sylvester-equation basedH2(tf )-optimality
conditions of [20] and the interpolation-based conditions
we developed here will be an interesting direction to pur-
sue. Furthermore, extensions to bilinear and quadratic-
bilinear problems will be crucial.
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