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INTRODUCTION 
Technologic advances have enabled man to attain a living standard 
heretofore not possible. An important measure of cultural success is soci­
ety's ability to provide an adequate food supply for its growing populace. 
In essence the world's underdeveloped countries will remain in a backward 
state until knowledge is acquired and applied to provide for their food 
supply needs. Ample food productivity has been achieved partially through 
the development of suitable constraints for controlling factors which 
adversely affect food production. Such practices have proved to be indis­
pensable as exemplified by the degree of food production by the more 
developed nations. Conversely, such practices may create deleterious 
effects upon other aspects of the environment which are not directly 
related to food production. Concerned nations are presently confronted 
with the task of objectively evaluating the entire scope of these practices 
as they relate to total environmen al quality. 
A specific area of public concern has been the practice of pesticide 
usage. Pesticides comprise a large group of both synthetic and naturally 
occurring inorganic and organic chemicals used to combat plant and animal 
pests which endanger man's health and food supply. Many substances in this 
group possess persistent properties which improve pest control efficacy. 
Improved efficacy results from the retention of these compounds in the 
active state over prolonged periods following application. Conversely, 
persistence creates a residue problem following subsequent applications 
which are known to have adverse effects on non-pest organisms. Improved 
analytical methods and increased interest in monitoring the environment have 
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clearly exemplified the persistence of certain organic insecticides. More 
importantly, it is not the residual levels per se which should be of con­
cern but rather an understanding of mechanisms by which these compounds act 
in a dynamic biologic system. Once these mechanisms are understood, safe 
environmental tolerance levels can be justifiably established. 
During the past seven years, the Behavioral Toxicology Laboratory, 
Iowa State University, has evaluated the organochlorine insecticides from 
this general philosophic viewpoint. The objectives have been to develop 
methods and techniques which would elucidate the mechanism of action of 
these compounds in the intact organism. Since the organochlorine insecti­
cides are capable of eliciting changes in the central nervous system, stud­
ies were directed toward the electrophysiologic and behavioral influences 
of these substances. 
The research reported here is in keeping with the general approach of 
this laboratory and was conceptualized from the findings of the electro? 
physiologic and behavioral studies conducted in this laboratory. Sandler 
et al. (1969) investigated the effect of dieldrin upon vigilance behavior 
in sheep. Sheep were trained to bar press within 5 sec. after a 5 kHz tone 
in order to gain access to food. During exposure to dieldrin, there was a 
marked decrement in percent correct responses. It was postulated that the 
decrement in vigilance performance may have resulted from interference with 
the processing of sensory information. Van Gelder £t (1969) clearly 
demonstrated a relationship between dieldrin exposure and electroencephalo-
graphic activity in sheep. Permanent durai recording electrodes were sur­
gically implanted in the frontal, parietal, and occipital areas of the 
cerebral cortex. Electrophysiologic alterations consisted of bursts or 
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spindles of high voltage slow wave activity from one or more of the record­
ing sites. It is presently postulated that the thalamus acts as the media­
tor of spindle activity of the cerebral cortex (Andersen e_t , 1967). 
This supports the hypothesis that dieldrin may produce alterations at sub­
cortical levels which are manifested cortically. 
Based on these findings, the present study was designed to determine 
the effects of dieldrin on the electrophysiologic activity of subcortical 
areas of sheep during a vigilance behavioral task. 
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LITERATURE REVIEW 
The literature reviewed in this treatise was restricted to publica­
tions pertaining to the effects of dieldrin upon the central nervous system 
(CNS) in man and animals. In the event that the reader's interest is 
directed toward biochemical and carcinogenic effects of dieldrin, reference 
to specific reviews is recommended (Jager, 1970; Obrien, 1967). Specific 
reference was made to literature which was pertinent to the méthodologie 
approaches employed. 
Dieldrin Toxicosis 
Dieldrin is a chlorinated hydrocarbon insecticide belonging to the 
cyclodiene group. It has been used extensively against a wide variety of 
arthropod pests being especially useful where long-lasting residual activ­
ity is required (Radeleff, 1970). Dieldrin is the common name for the 
technical insecticide which contains no less than 85% 1,2,3,4,10,10 hexa-
chloro-6,7, epoxy-l,4,4a,5,6,7,8,8a, octahydro-1,4,5,8, endo-exo-dimethano-
napthalene (HEGD) (Jager, 1970). Dieldrin is synthesized by a condensation 
reaction with molecules containing a diene group which upon reacting with 
other diene molecules form the cyclic compound. This process is termed the 
Diel-Alder reaction. Such derived compounds possess insecticidal proper­
ties and appear upon the basis of symptomatology and isolated nerve prepa­
rations to be neurotoxicants (Obrien, 1967). Aldrin, also a member of this 
group, is rapidly epoxidized to dieldrin in biologic systems (Wong and 
Terriere, 1965). The oral LD^^ of dieldrin in sheep has been reported to 
be 50-75 mg/kg (FAG/WHO, 1965, 1967 cited by Jager, 1970). Estimation of a 
lethal dose of dieldrin for the adult human male was approximately 5 gms 
(Hodge et aj^., 1967) . 
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The primary clinical signs of acute dieldrin toxicosis in animals are 
increased hyperirritability and muscular spasms progressing to clonic-tonic 
convulsions, indicating that the principal site of action is the CNS (Heath 
and Vandekar, 1964). Clinical signs may be varied, with depression rather 
than hyperirritability being predominant (Radeleff, 1970). Symptoms of 
dieldrin toxicity in man have been characterized as headache, dizziness, 
nausea, emesis, muscular tremors, and clonic-tonic convulsions (Hoogendam 
et al., 1965; Schafer, 1968). The onset of symptoms is dependent upon the 
level of exposure and route of administration with intravenous being the 
most rapid. Peracute intoxication may be characterized by severe convul­
sions without other symptoms. Death may result from hypoxemia (Hayes, 1957). 
A study conducted to determine the fate of radiolabelled dieldrin in 
rats found that dieldrin passed the blood barrier (Heath and Vandekar, 1964). 
Dieldrin was found to accumulate in animal tissues to varying degrees with 
greatest levels occurring in adipose tissue followed by liver, brain, and 
blood (Robinson £t , 1969). Tissue levels in accidentally killed men 
and women in Holland were found to contain dieldrin. Dieldrin concentra­
tions in adipose tissue were approximately 5 and 30 times greater than 
liver and brain, respectively (DeVlieger et al., 1968). 
The exact mechanism of action of dieldrin on the CNS is not completely 
understood. Ammonia was found to be liberated in the brain prior to the 
onset and during convulsive seizure. Alpha-ketoglutarate, glutamate, pyru­
vate, and alanine are necessary in the binding mechanism of ammonia, there­
fore, the possible blockade of glutamine synthesis by the brain during diel­
drin intoxication has been suggested (Hathway and Mallinson, 1964). Witter 
and Farrior (1964) investigated the effects of lethal doses of dieldrin 
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and DDT on the free amino acid levels of the rat brain. Elevated levels of 
alpha-alanine and gamma-glutarate were noted following dieldrin toxicosis. 
Elevation of these amino acids did not occur following DDT toxicosis indi­
cating a mode of action different from that of dieldrin. The evaluation of 
CNS function following low level chronic dieldrin exposure in dogs using 
electroencepholographic (EEG) alterations as an indication of toxic effect 
has been reported (Walker, 1967 cited in Jager, 1970). Walker noted no 
apparent EEG alterations following a ten-year dietary intake of 0.1 and 1.0 
ppm dieldrin. Van Gelder e^ (1969) has shown EEG alterations consist­
ing of high amplitude slow wave synchronous spindle formation in the cere­
bral cortex of sheep orally exposed to dieldrin. The occurrence of spindle 
formation following dieldrin exposure in sheep was directly proportional to 
exposure level. A health survey of industrial workers employed in the manu­
facture of aldrin, dieldrin, and endrin insecticides over a nine-year period 
utilized periodic EEG examination for the diagnosis of insecticide intoxi­
cation (Hoogendam et^ al., 1965). EEG anomalies were characterized by bilat­
eral synchronous spike and wave complexes encountered during occupational 
exposure. Those anomalies abated during recovery from insecticide intoxi­
cation (Hoogendam et al., 1962). EEG alterations could be elicited by 
photostimulation in some patients exhibiting a normal EEG during recovery 
from insecticide intoxication. Similar alterations were observed in sheep 
following photostimulation (Van Gelder et al., 1969). 
An investigation conducted to assess the influence of aldrin and 
dieldrin upon conditioned reflexes in cats has been reported (Medved e^ , 
1964). They found disruption occurred early in intoxication, and following 
repetitive low level exposure cyclic disturbances in conditioned reflexes 
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occurred. Maland (1968) reported on visual discrimination in sheep follow­
ing oral exposure of dieldrin. Sheep were found to require significantly 
longer training following dieldrin exposure to relearn a previously acquired 
visual discrimination task. 
Electroencephalographic Methodology 
There is an apparent discrepancy in nomenclature regarding the regis­
tration of potentials arising from the brain (Towe, 1965; Bures et al., 
1967). In this treatise, electroencephalography will be defined as the 
recording of electrical potential developed in the brain by means of elec­
trodes applied to the scalp, directly to the brain surface, or within the 
brain. The graphic record obtained will be termed the electroencephalogram. 
The scope of this discussion of electroencephalographic methodology will be 
confined to areas pertinent to the development of the present study. For 
more complete discussion, reference to books devoted to this area is recom­
mended (Bures e;t , 1967; Klemm, 1969; Ruch £t ^ ., 1965; Brazier, 1968; 
Kooi, 1971). 
Electroencephalographic studies in sheep 
Numerous studies have shown that EEGs can be successfully recorded 
from sheep for the clinical assessment of neurologic development and func­
tion. The development of interhemisphere functional relations has been 
investigated with electrophysiologic methods using acute preparations per­
formed on unanesthetized lambs, adult animals, and externalized sheep 
fetuses kept intact via umbilical contact (Myerson, 1964). The transcallo­
sal response, interhemispheric delayed response, and bilateral synchronism 
of spontaneous cortical activity were used to determine the effect of onto­
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geny upon hemispheric function. A progressive decrease in the transcallo­
sal response with maturation was found, whereas, an increase was shown for 
the interhemispheric delayed response. A similar study was conducted in 
prenatal sheep using evoked potentials following tactile stimulation and 
spontaneous EEC's as experimental parameters (Myerson and Persson, 1969). 
Both surface and depth recordings were made to assess the functional matu­
ration of the cerebral cortex. They concluded that the trigeminal somata-
sensory system could be excited by natural tactile stimulation in the fetus 
during the first trimester of gestation. In addition, a progressive 
increase in cortical unit activity was noted in the superficial cortical 
strata with fetal development. 
Investigations regarding the effects of anoxia upon the cerebral cor­
tex with electroencephalographic techniques in sheep have been conducted 
(Eidelberg £t , 1967 ; Myerson, 1964). These studies showed that the 
fetal cerebral cortex had greater resistance to anoxia, whereas, as matura­
tion progressed, cortical anoxemic effects were noted twice as rapidly at 
150 days as compared to 95 days of gestation. 
The effects of chlorinated hydrocarbon insecticide toxicosis in sheep 
using EEC's as a measurement parameter has been reported (Van Gelder et al., 
1969; Van Celder et al., 1970; Bonney, 1969). These studies showed that 
the EEC was a reliable parameter for detecting signs of toxicity long 
before the onset of clinical toxicosis. The EEC. alterations were charac­
terized by bilateral synchronous slow wave spindles recorded from the cere­
bral cortex. 
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Evoked response 
The stimulation of a peripheral sensory receptor, such as the cochlea, 
initiates a generator potential of sufficient intensity to set up an action 
potential. This potential is transmitted by its appropriate sensory path­
way through various synapses with higher order sensory neurons to its spe­
cific projection area located in the cerbral cortex. If recording elec­
trodes are placed in or on the projection area or within any site along the 
sensory pathway, a distinct electrical response to the peripheral stimulus 
can be detected. This electrical response has been termed an evoked poten­
tial. 
There appears to be two distinct systems of fibers which transmit the 
evoked potential from its origin to cortical projection area. One system 
proceeds directly through three or four neurons with a highly structured 
organization. The second system is less structured and arises from the 
first system at the medullary and midbrain levels. This system continues 
via the reticular activation system and diencephalon diffusely terminating 
in the cerebral cortex (Ruch et, al.» 1965). The evoked potential associated 
with the highly structured system consists of a large diphasic potential 
restricted to the specific cortical sensory receiving areas and is termed a 
primary evoked response (Adrian, 1941). Primary evoked potentials have 
been used to map the sensory auditory projection areas in the cat (Woolsey 
and Walzl, 1942). The configuration of the primary response changes with 
recording position. An initial positive phase followed by a long duration 
negative phase is recorded from the surface on the cerebral cortex; deep in 
the cerebral cortex the response is inverted. In conjunction with the pri­
mary evoked potentials, a series of repetitive positive waves of 8 to 12 Hz 
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are initiated which are described as a thalamic after discharge (Adrian, 
1941). The repetitive waves are restricted to the same cortical area as 
the primary evoked potential. A secondary positive-negative discharge 
which occurs throughout both cerebral hemispheres after a fairly uniform 
latency of 30-80 msec may follow the primary evoked potential. This sec­
ondary discharge apparently is not dependent upon the spread of activity of 
the primary evoked potential but is mediated via a different system of cor­
tical neurons which constitute the diffuse projection system (Towe, 1956; 
Davis, 1968). 
The detection of evoked potentials by recording from the conscious 
subject is extremely difficult because they are superimposed upon spontane­
ous brain electrical activity. Prior to the introduction of signal averag­
ing procedures, evoked activity was detected from the anesthetized subject. 
Signal averaging techniques allow the detection of evoked potentials from 
the conscious subject. This is accomplished by the sampling of brain elec-
cfical activity at discrete time intervals for a preset number of repeti­
tions. The presentation of a sensory stimulus is triggered at a discrete 
temporal point during the sampled record. This sampled epoch is stored in 
a memory device and subsequent epochs are compiled and added algebraically 
point by point to their corresponding memory location. It is crucial that 
the sensory stimulus be presented exactly at the same discrete temporal 
point for all sampled epochs. This had the effect of synchronizing each 
discrete sample of the epoch with the sensory stimulu. Repeated summation 
of several epochs enhances the electrical response resulting from the sen­
sory stimulus. The random spontaneous brain activity is not stimulus syn­
chronized and tends to cancel itself (Trimble, 1968). 
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The ability to successfully record evoked potentials by using signal 
averaging techniques has enabled its practical application for the assess­
ment of neurophysiologic function. Several investigators used evoked poten­
tials for the topographical characterization of specific relays within the 
auditory pathway of the cat (Desmedt, 1962; Galambos et al., 1953; Rose 
and Galambos, 1952; Amato et^jl., 1970; Saunders, 1971; Halas et al., 
1970; Sommer-Smith and Morocutti, 1970; Aitken and Webster, 1971). Evoked 
responses have been used to map the specific auditory projection areas in 
various species of primates (Hoffman et al.. 1969; Massopust et al., 1968; 
Bignall, 1970). The evaluation of auditory acuity in retarded children by 
signal averaging telemetered EEC data from unrestricted subjects has been 
reported (Reneau and Mast, 1969). Numerous clinical investigations in man 
have assessed auditory decrements due to neoplasia (Shimizu, 1968) and have 
evaluated acuity with amplitude, frequency, and duration variates of audi­
tory stimuli (Norkus and Mills, 1967; Allen, 1968; Spreng, 1969; Spoor 
ejt , 1969; Spong et al., 1965). Davis and Zerlin (1966) have reviewed 
computer techniques for signal averaging of auditory evoked potentials in 
man. 
Stereotaxic methodology 
A necessary prerequisite for electrophysiologic and anatomic research 
into deep structures of the intact brain is a suitable method for the loca­
tion of recording sites by means of external triangulation. The stereo­
taxic principle is based upon the mechanical introduction of a recording 
electrode by reference to external points either on the calvarium or other 
anatomical reference points into a nonvisible brain structure. The typical 
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stereotaxic apparatus consists of a frame and electrode carrier. The frame 
fixes and immobilizes the subject's head in an exact position, whereas the 
electrode carrier positions the recording electrode through mobility in a 
three-dimensional space. Fixation of the subject's head in an exact posi­
tion in the stereotaxic frame is accomplished by the introduction of ear 
bars into the subject's external auditory meati. Anterior fixation varies 
with species and may involve the hard palate, canine teeth, or external 
orbits of the eye. The fixation procedure positions the head in a system 
of three planes which are mutually perpendicular. The first stereotaxic 
method was reported in 1908, and numerous stereotaxic apparatuses have 
since been designed for various animal species (Clark and Horsley, 1908). 
Delgado (1964) has reviewed stereotaxic methodology. 
The determination of stereotaxic coordinates for a specific brain 
structure is achieved by using a system of three coordinates which indicate 
the position from the point of intersection of the three mutually perpen­
dicular planes (Bures et al., 1967). Stereotaxic atlases showing the posi­
tion of various brain structures have been derived for various species of 
animals (Snider and Niemer, 1961; Monnier and Gangloff, 1961; Emmers and 
Akert, 1963; Manocha £t al., 1968). A stereotaxic atlas for the midbrain 
area of sheep has been published (Richard, 1967). Certain discrepancies 
may arise between data from atlases and actual findings due to species and 
breed variations. It is, therefore, often advisable in extensive studies 
of specific brain structures to derive an atlas system from the actual 
experimental group being used. An atlas system was made in the present 
investigations because a stereotaxic atlas for sheep was not available 
which included all of the specific areas to be studied. 
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Numerical Analysis of Electrophysiologic Data 
In conjunction with the technologic developments regarding electro­
physiologic assessment of CNS function, extensive advances in analytical 
techniques of data assessment have occurred as exemplified in numerous per­
tinent reviews (Burch, 1959; Brazier, 1961; Walter, 1963; Bendat and 
Piersol, 1966; Walter and Brazier, 1969; Dumermuth, 1971; Elsberry, 1972). 
Two basic approaches may be considered regarding the objective evaluation 
of data. Analysis can be made either in the time or frequency domains. 
The analytical approach of data assessment must be based upon the data 
record length, data form being either analog or digital, the computing 
facility available, and, most importantly, the statistical characteristics 
of the recorded data (Elsberry, 1972). The majority of analytical tech­
niques presently employed are based upon the assumption that the data con­
forms to a normal random probability distribution (Bendat, 1962). Three 
commonly employed statistical analyses are amplitude probability density 
functions, correlation functions, and power density functions. 
The amplitude probability density functions provide an estimate of the 
amount of time that a particular amplitude value will occur in a series 
record of finite time. This function provides an estimation of the degree 
of normality characterizing the data record, thus, indicating the direction 
and significance of further statistical analysis which are based upon a 
normal probability distribution (Dumermuth et al., 1970). 
The correlation functions are time domain functions which improve sig­
nal-to-noise ratio, detect hidden periodicities, determine latencies, and 
serve as an intermediate step in frequency domain transformation (Anstey, 
1964; Walter et al., 1966). Two mathematical algorithms of interest in 
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correlation analysis are the autocorrelation and crosscorrelation functions. 
The statistical significance of correlation analysis of short duration 
records has been questioned. Short duration records have the physical limi­
tation of the number of independent samples which can be derived without 
the occurrence of sample interdependency (Walter, 1963). 
Spectral analysis in the frequency domain has been used extensively to 
quanitate EEC data (Barnett et al., 1971; Bingham et al., 1967; Blackman and 
Tukey, 1958). This approach relates the amplitude intensity of the EEG 
record to frequency. There are two basic spectral functions which may be 
derived from the sampled record and from which further statistical relation­
ships can be derived. The autospectral intensity function represents the 
root mean square intensity of a single record as a function of frequency, 
whereas the cross-spectral intensity function represents the root mean 
square intensity between two EEG records as a function of frequency. Deri­
vation of the spectral functions may be accomplished either from the trans­
formation of correlation functions or by direct fourier transformation of 
the EEG record. Prior to the development of the Fast Fourier Transform 
(FFT) algorithm, which is an efficient method of rapidly calculating the 
fourier transformation with the digital computer, direct fourier transforma­
tion was not practical (Kleiner et al., 1970). Numerous reports regarding 
the derivation of spectral functions by machine calculation using the FFT 
algorithm have been published (Cooley and Tukey, 1965; Bergland, 1969; Coll, 
1970). Limitations of the spectral function as derived from the FFT algo­
rithm are concerned with the problems encountered upon the estimation of the 
continuous fourier transformation from the discrete fourier transformation 
of a data record of finite length. Problems such as aliasing of high fre­
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quency components and leakage of adjacent frequency components encountered 
during calculation of the discrete transform can be minimized by appropriate 
data sampling rates and data smoothing processes (Bergland, 1969). 
Some investigators have reported that, depending upon the length of 
EEC records, a deviation from a normal guassian distribution may occur 
which would necessitate the evaluation of higher order spectrums (Barnett 
e^ , 1971; Dumermuth et al., 1971). Spectral analysis of EEC records of 
short duration using lower order spectrums have appropriate application if 
the EEG data is found to comply to a normal probability distribution (Sato 
et al., 1970). The spectral function is not dependent upon normality, how­
ever, the statistical evaluation of the spectral function is usually based 
upon a normal guassian distribution (Dumermuth ^  , 1970). 
Electrophysiologic-Behavioral Correlated Studies 
During the past decade, the electrophysiologist has begun to fully 
appreciate the value of correlating an organism's behavioral processes with 
electrophysiologic parameters for improving the understanding of higher 
neurologic function. Thalamocortical evoked potentials and thalamic multi­
ple unit activity have been recorded during the performance of an appeti­
tive classical conditioned response to determine the functional state of 
the central visual and auditory pathways in dogs (Feeney, 1971). Similarly, 
amplitudes of cortical and subcortical evoked potentials in cats were con­
ducted to establish the relationship of learning behavior to EEG activity 
during classical auditory conditioning (Sommer-Smith and Morocutti, 1970). 
An intrinsic increased amplitude of the evoked response occurred when stim­
ulation provoked a visible alert state of the subject. The use of instru-
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mental vigilance with reinforced behavioral inhibition in cats chronically 
implanted with cortical recording electrodes for the correlation of EEG 
activity with behavioral performance was investigated (Weinburger et al., 
1968). Upon learning acquisition, the EEG activity was characterized by 
desynchronization which differed little from the cortical activity prior to 
behavioral inhibition. Further studies of neuronal response in the audi­
tory system employed classical and instrumental conditioning correlated 
with EEG activity in the auditory pathway (Halas et al., 1970; Halas and 
Beardsley, 1970). These studies indicated that the conditioned neuronal 
response developed sequentially, originating within the reticular formation 
and progressing upward from the cochlear nucleus to the cerebral cortex. 
Correlated electrophysiologic-behavioral studies have been conducted 
in man to determine the influence of psychologic variables upon auditory 
function. One study was designed to determine the effects of task rele­
vance on auditory stimuli evoked potentials (Sheatz and Chapman, 1969). 
Quantitation of evoked potentials during the presentation of stimuli which 
were either relevant or irrelevant to the subject's task indicated that 
larger positive peaks in the evoked potential occurred during relevant 
stimulus presentation. Similar results were noted following the quantita­
tive analysis of the auditory evoked responses during varying states of 
vigilance (Fruhstorfer and Bergstrom, 1969). This study concluded that 
decreased amplitudes during various stages of vigilance may be attributed 
to intermediate stages of higher brain function essential to maintenance of 
an efficient subject-environment relationship. 
Electrophysiologic-behavioral studies have been employed to assess the 
correlation between brain function in monkeys and visual mechanisms. 
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Recording of the contingent negative variation (CNV) from the cerebral cor­
tex of rhesus monkeys was made during a visual reaction time behavioral 
task (Donchin e_t , 1971). The CNV is associated with the expectancy of 
sensory presentation and is characterized by a slow negative cortical 
potential. The investigators found a difference in topographic distribu­
tion of the CNV depending upon the monkey's response to the visual task. 
An additional study was conducted in the primate correlating retroactive 
perceptual masking with a visual discrimination task (Fehmi ^  , 1969). 
Retroactive perceptual masking is the inability to perceive information 
contained in a brief flash which is followed by a second brief flash. The 
second flash may be either patterned or blank but does not bear resemblance 
to the previous flash. The experimental paradigm consisted of the tachisto-
scopic presentation of geometric symbols with simultaneous recording of 
electrical activity from the optic nerve, lateral geniculate body, and 
visual cortex. From the latency data obtained from the evoked potentials, 
it was concluded that the major locus of the interference of a diffuse 
masking flash occurred at the retinal level. 
Correlated studies have been employed to investigate neurologic func­
tion of subcortical structures. Theta activity recorded from the hippocam­
pus during auditory vigilance discrimination has been reported (Holmes and 
Beckman, 1969). The subject's behavioral response could be predicted from 
the presence of hippocampal theta activity. Bennett (1969) confirmed the 
occurrence of hippocampal theta activity during the attentative state of an 
auditory vigilance task and implied an additional role of the hippocampus 
with regard to response inhibition. 
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Classical Central Auditory Pathway 
In this discussion, the central auditory pathway will be defined as 
described by Ramon Y Cajal (Ades, 1959). This pathway is the sequence of 
interconnections of fiber tracts and nuclei originating from the ganglion 
of Corti and terminating in the cerebral cortex. First order neurons enter 
the pons at its junction with the medulla, bifurcate, and pass to both ven­
tral and dorsal cochlear nuclei. Synapses occur with numerous second order 
neurons. Second order neurons arising from the dorsal cochlear nucleus may 
project into the tuber vermis of the cerebellum or the contralateral infe-
fior colliculus. Second order neurons from the ventral cochlear nucleus 
send fibers bilaterally to the superior olivary complex. These neurons 
appear to be frequency discriminatory dependent upon stimulus intensity 
(Rose et al., 1959). 
Third order neurons arise from both the superior olivary complex and 
the inferior colliculus. The olivary complex is comprised of the superior 
olivary nucleus, its accessory nucleus, preolivary nucleus, trapezoid body, 
and cells of the olivocochlear bundle of Rasmussen (Galambos, 1954). The 
complex gives rise to the lateral lemniscus which projects bilaterally to 
the inferior colliculi, and fibers are also projected into the diffuse 
reticular formation. A large degree of decussation occurs within the infe­
rior colliculi. Third order neurons may synapse in the inferior colliculi 
or may bypass and continue in the lateral lemniscus. Synaptic efferents may 
be projected to the medial geniculate body, the superior colliculus, or 
down into lower nonspecific brainstem nuclei. Tonotopic organization of 
fibers has been found in the inferior colliculi (Rose ejt al., 1963). Both 
excitatory and inhibitory postsynaptic potentials have been recorded from 
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this level depending upon the side being stimulated and upon the frequency 
and intensity of the tonal stimulus (Nelson and Erulkar, 1953). 
Fourth order neurons arise at the medial geniculate body which appears 
to be composed of a superior nonauditory lobe and an inferior lobe contain­
ing a medial magnocellular nucleus and a lateral principal nucleus. Affer­
ent fibers from the lateral lemniscus and brachium of the inferior collicu-
lus enter the principal nucleus where they synapse with fourth order neu­
rons. Diffuse spread of afferents occurs into the magnocellular nucleus. 
The efferents of the principal nucleus constitute the primary relay to the 
cerebral cortex. The function of the magnocellular nucleus is not fully 
understood (Galambos, 1954). Recordings from microelectrodes placed in the 
medial geniculate body have shown that only the principal nucleus is acti­
vated following sound stimulation (Rose and Galambos, 1952). There appears 
to be a progressive narrowing of neuronal response from the first order 
neurons through the pathway to fourth order fibers (Katsuki ^  , 1959). 
Initial response latencies to click and tonal pips were found to be approx­
imately 12 msec, at the medial geniculate level regardless of the side of 
stimulation. 
Investigations of the auditory cortex using the primary evoked 
response as a mapping tool found two complete representations on the ecto-
sylvian and syprasylvian gyri. One representation, termed AI, is heavily 
innervated by the medial geniculate, whereas the second representation, 
termed All, is the tonotopic reverse of the AI representation (Woolsey and 
Walzi, 1942). It appears that All representation is concerned with pattern 
discrimination, whereas the AI representation is not (Diamond and Neff, 
1957). Subsequent studies have undermined the validity that cortical audi-
20 
tory mechanisms are described solely by classical tonotopic representation 
(Evans, 1968). Selective bilateral ablation of the known auditory areas in 
cats did not abolish the animal's ability to discriminate between tonal 
frequency and intensity, however, cortical functions which were disrupted 
were temporal pattern discrimination, spatial discrimination, and tonal 
duration discrimination. These findings Indicate that auditory cortical 
representation is not completely characterized by tonotopic organization. 
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METHODS AND MATERIALS 
A group of two-year-old adult female sheep of uniform weight and size 
was selected from the experimental flock maintained at the Behavioral 
Toxicology Laboratory. The sheep were Columbia Rambouillet crossbreds and 
originated from the range regions of the Western United States. Animals 
were maintained on dry-lot conditions with open air shelters. They were 
fed a maintenance diet of chopped alfalfa, cracked corn, soybean oilmeal, 
and dicalcium phosphate. Water and a salt-trace mineral supplement were 
fed ad libitum. 
Construction of Stereotaxic Coordinates 
for Electrode Placement 
A subgroup of eight sheep was randomly chosen from the preselected 
group for the determination of brain stereotaxic coordinates. Coordinate 
determinations were accomplished by serial marking of the sheep's brain 
in vivo, euthanitizing, perfusing with fixation fluid, and serial gross 
sectioning ^  vivo for subsequent histologic preparation. 
The marking procedure involved anesthetization of each animal with 
1 2 
intravenous barbituate induction and methoxyflurane anesthesia mainte-
3 
nance. The animal's head was positioned in a brain stereotaxic frame . A 
12.5 cm long midline incision was made over the crown of the cranium origi­
nating 5 cm posterior and perpendicular to the imaginary line between the 
1 R 
Pento-Short , Haver-Lockhart, Kansas City, Missouri 64141. 
2 R 
Metofane , Pitman-Moore, Indianapolis, Indiana 46200. 
3 
David Kopf Instruments, 7324 Elmo Street, Tujunga, California 91042. 
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medial canthi. The cranium was exposed and cranial openings 4.68 mm in 
4 diameter were made with a dental drill mounted in an electrode carrier. 
Cranial openings began 2 cm anterior to an imaginary line through the exter­
nal auditory meatuses and 1 cm lateral to the midline. Nine openings were 
made serially at 5 mm increments in an anteroposterior direction. In^ vivo 
marking of the brain was accomplished with a stainless steel marking elec­
trode (22 gauge) mounted in an electrode carrier. The marking electrode 
was introduced vertically into the brain via the cranial opening to a depth 
1 cm dorsal to the measured 0 reference point of the vertical plane. The 
positive terminal of a 5 volt D.C. supply was attached to the marking 
electrode, and a 10-20 microampere current was passed for 15 seconds through 
the marking electrode to the negative terminal clipped to the sheep's ear. 
This resulted in electrolysis of the steel marking electrode with deposi­
tion of iron into the adjacent neural tissue (Adrian and Moruzzl, 1939). 
The brain was serially marked by this method at the 5 mm increments. 
Asepsis was not maintained during this procedure. Both external jugular 
veins and common carotid arteries were surgically exposed in the cervical 
region and cannulated. The plane of anesthesia was increased until cessa­
tion of respiration was achieved. Two liters of saline were perfused via 
the cannulated common carotid arteries under 160 mm Hg positive pressure. 
Following saline brain perfusion, 2 liters of 10% buffered formalin contain­
ing 1% potassium ferrocyanide were perfused. The potassium ferrocyanlde 
4 
Stereotaxic Drill Press 1462, David Kopf Instruments, 7324 Elmo 
Street, Tujungu, California 91042. 
^Model L6-633, Knight Electronics Corporation, 2100 Maywood Drive, 
Maywood, Illinois 60153. 
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reaction with electrolytically deposited iron rendered a blue coloration in 
the neural tissue, thus identifying the marking electrode's track. The 
cranial vault was opened, and transverse 1 cm thick serial brain sections 
were made with an electrode carrier mounted brain sectioning knife. 
The histologic preparation of the transverse brain sections utilized 
the frozen sectioning technique (Marshall, 1940). Duplicate histologic 
serial sections were mounted on frosted slides at 1 mm increments. One 
member of the duplicate section was stained with cresyl violet for cellular 
clarity, and the other was stained with iron hematoxylin for neural fiber 
demarcation (Davis and Huffman, 1968). Photographic replications of the 
stained transverse brain sections were made (Davis and Huffman, 1968) 
(Appendix D). 
Construction of Depth Electrodes 
Depth electrodes were designed for maximum immobilization following 
stereotaxic placement. Sheep possess a dense, fibrous dura mater, thus 
electrodes were constructed of material possessing sufficient rigidity to 
minimize deformation during placement. The final consideration in elec­
trode fabrication was the capacity to provide functional integrity during 
the entire experiment. 
Depth electrodes were constructed of 22 gauge stainless steel suture 
wire^. The stainless steel wire was straightened by placing one end in a 
bench top vise and increasing the segment length by 4%. The straightened 
wire was then cut into 10 cm electrode lengths. Electrical insulation of 
^American Hospital Supply, 2020 Ridge Avenue, Evanston, Illinois 60201 
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the depth electrodes was accomplished by two coats of electrode insulator^. 
Following each coat, the electrodes were baked in an air dry oven at 176°C. 
for two hours. Prior to forming a 0.5 mm electrode tip, continuity tests 
were conducted to evaluate insulation status. The hub used for seating the 
8 insulated electrode was fabricated from a nylon screw (9.35 mm by 6.25 nun) 
with binder head. A 1.59 mm diameter shaft was bored longitudinally 
through each screw to accommodate the insulated electrode. The longitudl-
9 
nal shaft was filled with medical adhesive silicone . This provided elec­
trode immobilization and prevented cerebrospinal fluid leakage following 
penetration of the dura mater. Following an initial 24-hour curing period, 
the insulated electrode was introduced into the partially cured silicone 
seal, and the electrode unit was allowed to cure for seven days. Prior no 
surgical implantation, the completed depth electrodes were washed, dried, 
and sterilized with 12% ethylene oxide^^ at 15 pounds of pressure for 24 
hours. 
A miniature nine pin socket connector^^ equipped with 22 gauge color-
coded vinyl insulated wire segments served as the interface between elec­
trodes and external monitoring equipment. The color coded vinyl insulation 
^Expoxylite^ 6001-M, The Epoxylite Corporation, South El Monte, Cali­
fornia 91733. 
g 
MN 832-6B, Small Parts Incorporated, Box 792, Biscayne Annex, Miami, 
Florida 33152. 
9 R 
Silastic Medical Adhesive, Dow Corning Corporation, Medical Products 
Division, Midland, Michigan 48640. 
^^12% Ethylene Oxide, 88% "Freon"-12, Air Products and Chemicals, Spe­
cialty Cases Department, 733 West Broad Street, Emmas, Pennsylvania 18049. 
^^Amphenol 713-4528, Allied Electronics, 100 North Western Avenue, 
Chicago, Illinois 60680. 
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facilitated pin identification of the socket connector for electrode con­
nection during the surgical implantation of the depth recording electrodes. 
The socket connector and metal locking clip were embedded in acrylic plas-
12 13 
tic (Figure 1). Tlie interface unit and stainless steel screws (9.35 mm 
by 4.68 mm) were washed and gas sterilized prior to surgical use. The 
steel screws served to anchor the completed electrode implant to the cra­
nium. 
Surgical Procedure 
Feed was withheld for 18 hours prior to surgery. Water was available 
ad libitum. One hour prior to anesthetic induction, 30 mg atropine sulfate 
was administered subcutaneously, and the wool was clipped from the head and 
14 
neck region. An ultra-short barbituate was administered intravenously to 
induce anesthesia. The anesthetized sheep was placed on the surgery table, 
and its head was positioned and immobilized in the stereotaxic frame (Fig­
ure 2). Tracheal intubation was performed with a cuffed endotracheal tube 
connected to a closed system anesthesia machine^^. Methoxyflurane was 
administered to achieve the desired surgical plane of anesthesia. 
The entire dorsum of the head was scrubbed, chemically disinfected, 
and draped. Strict aseptic procedure was used. A 12.5 cm midline incision 
12 
Cranioplastic, Plastic Products Company, Box 1204, Roanoke, Virginia 
24000. 
13 
MX 632-6, Small Parts Incorporated, Box 492, Biscayne Annex, Miami, 
Florida 33152. 
14 R 
Surital , Parke-Davis, Detroit, Michigan 48232. 
^^Heidbrink Model 960, Ohio Chemical and Surgical Equipment Corpora­
tion, Madison, Wisconsin 53700. 
Figure 1. Electrode socket connector (a), finished depth electrode with 
nylon seating hub (b), electrical insulated depth electrode 
(c), and bare stainless steel wire segment (d) 
Figure 2. Head positioned in stereotaxic frame prior to the surgical 
electrode placement procedure 
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was made over the crown of the cranium originating 5 cm posterior and per­
pendicular to an imaginary line drawn between the medial canthi. Exposure 
of the cranium was performed by blunt dissection, periosteal elevation, and 
removal of soft tissue. Hemostasis was achieved with a cold cautery unit^^. 
Cranial openings 4.68 mm in diameter were made with an electrode carrier 
mounted dental drill and bit over the predetermined electrode implantation 
sites (Figure 3). Stereotaxic coordinates for the cranial openings were 
obtained from Table 1, Cranial openings were made through the entire cal-
varium with special caution to retain an intact dura mater. Approximately 
10-12 additional anchor holes were drilled at various locations for anchor 
screw placement with special care taken not to penetrate the calvarium. 
Each cranial opening and anchor hole was threaded with a machine tap to 
accommodate the appropriate electrode or anchor unit. 
Each electrode was positioned in the electrode carrier and implanta­
tion into the specific brain location was performed using the appropriate 
stereotaxic coordinates (Table 1) (Figure 4). Stainless steel anchor 
screws were secured into the anchor sites. The calvarium was cleaned of 
debris during electrode implantation and dried with gauze. A 1 cm thick 
layer of acrylic plastic was pressed firmly around the surface of each 
electrode unit and anchor screw (Figure 5). The adherence to the calvarium 
of this initial application of acrylic plastic was of crucial importance to 
assure a functional implant. Care was taken not to incorporate or cover 
any soft tissue with the initial or subsequent layers of acrylic plastic. 
^^Wappler Cold Cautery Unit, American Cystoscope Makers Incorporated, 
Electro Medical Division, Pelham Manor, New York 10803. 
Figure 3. Drilling cranial opening with electrode carrier mounted dental 
drill and bit 
Figure 4. Positioning of depth recording electrode into specific brain 
area with electrode carrier 
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Table 1. Stereotaxic coordinates for recording sites 
Anterior- Vertical Left-right 
Specific recording posterior plane plane 
location plane (mm)* (mm)* (mm)* 
Dorsal cochlear nucleus -10 +10 10 
Ventral cochlear nucleus -10 +6 10 
Trapezoid body -10 +5 2 
Superior olivary nucleus -15 +5 2 
Inferior colliculus -4 +10 10 
Medial geniculate +10 +10 15 
Temporal cortex +5 20 
Hippocampus +5 +25 10 
^Reference to zero. 
The acrylic plastic was allowed to cure for 10-15 minutes during which time 
the implanted recording electrodes and the interface unit were prepared for 
connection. 
A heat sink consisting of a hemostatic forcep was clamped to each 
recording electrode to minimize heat induced neural damage during the sol­
dering process. A further precaution against thermal neural damage was the 
use of low melting point solder^^. Each recording electrode was soldered 
to its appropriate color coded insulated wire. All soldered connections 
were checked for continuity, and the interface unit was positioned for the 
final layer of acrylic plastic (Figure 5). The final acrylic layer incor­
porated the initial layer, exposed electrodes, and interface unit into a 
smooth mass with the miniature connector plug exposed posteriorly (Fig-
^^Ersin, L.M.P., 62% tin, 36% lead, 2% silver, melting point 354°F., 
Allied Electronics, 100 North Western Avenue, Chicago, Illinois 60680. 
Figure 5. Partially finished electrode implant with initial layer of 
acrylic plastic and recording electrodes soldered to socket 
connector 
Figure 6. Completed electrode implant with skin closure 
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ure 6). The skin incision was adjoined around the base of the finished 
electrode implant and sutured at the anterior and posterior margins with 
simple interrupted sutures. 
The surgical patient was removed from the stereotaxic frame and trans­
ported to the recovery room for observation. Each surgical animal under­
went a 14-day recovery period prior to further training on the auditory 
task. 
Experimental Paradigm 
The behavioral task was performed in a test chamber 2.45 m by 2.42 m 
with a height of 2.61 m. The test chamber walls were especially con­
structed to minimize extraneous sound levels within the chamber. Wall con­
struction consisted of three layers. Beginning externally, materials were 
0.635 cm thick pressed composition pegboard panels, fiberglass insulation, 
and 1.27 cm thick plywood panels. The plywood paneling served as the 
interior chamber wall. The testing chamber was equippped with an operant 
feeding device suitable for use by sheep as previously described (Sandler 
18 
et al., 1971). A speaker was attached to the ceiling 1.98 m above the 
chamber floor. The downward directed speaker was located in the center of 
the test chamber. A photocell box was located on the floor at one corner 
of the chamber and 0.955 m from the feeding device (Figure 8). The photo­
cell box (35.5 cm by 35.5 cm by 22.8 cm) contained an opening (19 cm by 
16.5 cm) in its top. The placement of the sheep's muzzle into the opening 
interrupted the photocell beam which activated the electromagnetic clutch 
18 
Utah C8JC-3C, Allied Electronics, 100 North Western Avenue, Chicago, 
Illinois 61680. 
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o£ the feeding device. A closed circuit television (CCTV) camera was 
located at the posterior of the chamber for observation of the subjects 
during testing. A FM radio antenna was mounted from the chamber ceiling 
19 
for transmission of the subject's telemetered signals. White noise was 
employed to minimize the effects of extraneous sources external to the 
chamber environment. Total background noise consisted of white noise, 
feeding device noise, and chamber air exhaust fan noise. Background sound 
level was determined using three alternate frequency-response characteris-
20 
tics as provided by a sound level meter . Three responses were obtained 
by the selection of weighting networks designated as A, B, and C. Depend­
ing upon response selection, an indication of the frequency distribution-
of total background noise was obtained (Peterson and Gross, 1967). Back­
ground noise levels were +71+1 decibels (db), +72+1 db, and +73+1 db for 
the response networks, respectively. Tone stimulus (S^) sound level meas­
urements were determined in the presence of total background noise at vari­
ous locations in the testing chamber. These were C weighted response meas­
urements and are expressed as +db values above the respective background 
sound level measurement (Figure 7). 
The experimental events during the behavioral task were controlled by a 
21 
solid state modular programming system identical to that previously 
19 
White Noise Generator, Massey Dickinson Company, Incorporated, 9-11 
Elm Street, Saxonville, Massachusetts 01701. 
20 
Type 1551-C, General Radio Company, West Concord, Massachusetts 
01781. 
21 
Programming Modules, Massey Dickinson Company, Incorporated, 9-11 
Elm Street, Saxonville, Massachusetts 01701. 
Figure 7. Positioning within the testing chamber of the feeding device (FD), photocell box (PC), 
stimulus presentation speaker (SP), telemetry receiving antenna (AN), and closed circuit 
television camera (TC) 
Figure 8. C weighted response sound level measurements of the tone stimulus in decibels above C 
weighted response sound level measurements of background noise at various locations in the 
testing chamber 
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reported with the exception of the tone presentation (Sandler, 1968). 
The presentation of the was dependent upon relay closure by an on-line 
22 digital computer which directed the solid state programming modules to 
present the stimulus. The S^ consisted of a 5 kHz tone presented through 
the chamber speaker for 0.1 sec. 
Experimental animals were initially brought into the testing chamber 
and habituated to the test environment. Following habituation, the sheep 
were trained to place their muzzles into the photocell box. for feed rein­
forcement. After the animals had acquired the muzzle placement response, 
training on the auditory detection task was begun. The task consisted of 
executing the muzzle placement response within 5.0 seconds following 
presentation in order to gain access to feed for 3.5 seconds. This 
sequence of events constituted one vigilance trial. Each trial was sepa­
rated by a 30 +4 seconds intertriai interval controlled by an electrome-
23 
chanical timer . If spontaneous responses were made by the animal during 
the intertriai interval, another intertriai interval was initiated. The 
sheep were tested daily for 30 trials per session each morning and after­
noon. Upon reaching a competence of 50% correct responses during a trial 
session, the animal underwent the surgical electrode implantation procedure. 
Following a 14-day postsurgical recovery period, training was reinitiated 
and continued until the animal was performing at a 70% correct response 
level for three consecutive days. During this final stage in the training 
Linc-8, Digital Equipment Corporation, 146 Main Street, Maynard, 
Massachusetts 01754. 
23 
Model Cm2, Industrial Timer Corporation, Parsipany, New Jersey 07054. 
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process, animals were habituated to wearing a weighted backpack simulating 
the telemetry backpack employed in the final phase of the experiment. This 
process was employed to prevent physical damage to the telemetry apparatus 
during habituation. Upon reaching the 70% correct response criterion, the 
animals were placed in the final experimental phase. This phase consisted 
of three five-day periods during which both electrophysiologic and behav­
ioral data were collected. During the first period, all subjects received 
gelatin capsules containing sucrose and during the second period received 
gelatin capsules containing dieldrin. During the third period, dieldrin 
exposure was discontinued and recovery was studied. 
Exposure of Animals 
Exposure of animals was via oral administration of technical 
24 dieldrin . The oral dosage rate schedule for each animal is presented in 
Table 2. 
Data Acquisition and Reduction 
During the afternoon auditory detection task session, EEG activity of 
25 
the subject was transmitted via radiotelemetry . Each animal was equipped 
with four battery powered two-channel FM radio-transmitters which were 
placed in individual leather pouches affixed to a 42.5 cm by 33.75 cm 
leather backpack. A shielded cable connected the implant to the transmit­
ters (Figure 9). The animal's EEG activity was radiotelemetered to the 
24 
Technical Dieldrin (100%) was supplied through the courtesy of Shell 
Chemical Company, 2401 Crow Canyon Road, San Ramon, California 94583. 
25 
Bio Com, Incorporated, Culver City, California 90230. 
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Table 2. Dieldrin dosage rate schedule 
Animal number 
Body weight 
(kg) 
Dosage rate 
(mg/kg)* 
Daily dose 
(mg) 
Total dose 
(mg) 
1 50.5 15 758 3925 
2 53.5 15 803 4015 
3 59.0 15 885 4425 
4 48.6 15 730 3650 
5 47.4 15 712 3560 
*Body weight. 
instrumentation room which housed the radiotelemetric receivers, démodula-
26 
tors, digital behavioral control logic, direct ink-writing polygraph , 
27 
CCTV monitor , and on-line digital computer (Figure 10). Continuous moni­
toring of the animal's EEG activity was recorded by the polygraph during 
the vigilance task session. The polygraph*s driver amplifiers were con­
nected to the inputs of low pass filters with the filter outputs connected 
to the A/D converter. Filter characteristics were -6 db at 42.5 Hz. Ampli­
tude-frequency response curves for the radiotelemetry, polygraph and radio-
telemetry, polygraph, and filters are shown (Figure 11). 
The on-line digital computer served as the master control unit. A 
computer relay was connected to one of the event marker pens. Relay do-
26 
Model 7, Grass Instruments Company, Quincy, Massachusetts 02169. 
27 
General Electronic Company, C. H. Schulter Company, Des Moines, Iowa 
50300. 
Figure 9. Sheep wearing telemetry backpack 

Figure 10. Block diagram of the data acquisition instrumentation 
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sure caused the pen to defect indicating on the permanent paper record when 
the digital sampling of the EEG activity and presentation occurred. The 
second event marker was connected via a relay to the solid state behavioral 
control logic. When the animal made a correct response during the behav­
ioral trial, the relay was closed and the paper record marked. 
The recording system was calibrated with a 200 uv peak-to-peak 6 Hz 
sine wave applied to the input terminals of the radiotelemetric transmit­
ters to give a 1 cm pen deflection. D.C. nulling of the polygraph's driver 
amplifier outputs was achieved by grounding the input terminals of the 
radiotelemetric transmitters and adjusting the control while monitoring the 
output voltage of the driver amplifier with the A/D converter. These pro­
cedures were conducted prior to each recording session. 
Computer programs were developed for the real-time on-line control of 
data acquisition (Appendix A). A buffered real-time programmable clock 
generating a program interrupt every 3.906 msec determined the sampling 
rate (Van Gelder and Munsinger, 1972). The analog EEG digitization rate 
was 256 samples per second with 1,024 total samples obtained per recording 
site per vigilance trial. During each sampling, a total of eight recording 
sites was digitized and placed in memory storage at 25.5 usee intervals. 
After digitizing for two seconds, the computer closed a relay which pre­
sented the S^. The latency from the computer's relay closure to the actual 
presentation within the testing chamber was 7.80 msec. Following 
presentation, the second 512 discrete sample points were obtained. The 
first 512 discrete sample points constituted the spontaneous EEG activity 
and was termed the pretone epoch. The remaining discrete sample points 
constituted both the spontaneous EEG activity and the specific EEG activity 
48 
evoked by presentation across the eight recording sites and was termed 
the post-tone epoch. The total number of 245,760 digital samples were 
obtained from each animal during each vigilance task session. Two indexed 
28 
digital magnetic tapes were used for data storage during each session. 
The index contained the animal's identification number, test day number, 
trial number, trial response, and specific tape storage location for each 
recording area according to trial. 
Reduction of a single day's EEG data was accomplished by a series of 
computer programs (Appendix B). Initial data reduction consisted of the 
point by point summation over each discrete sampled point across all record­
ing site records depending on the animal's behavioral response. This 
resulted in a data record consisting of pretone epoch and post-tone epoch 
for each recording site for all correct trials during a single auditory 
detection session. A second data record was similarly generated for all 
incorrect trials. The above process effectively signal averaged the digi­
tized EEG activity with respect to behavioral activity and reduced the 
auditory detection session data from 245,760 to 16,384 digital samples. 
A subsequent computer program was developed for the standardization of 
the reduced EEG data (Appendix B). The reduced data was standardized by 
dividing the correct and incorrect EEG data by the number of correct and 
incorrect trials occurring in a vigilance session, respectively. 
28 R 
Dectape , Digital Equipment Corporation, 146 Main Street, Maynard, 
Massachusetts 01754, 
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Numerical Analysis 
A cornniput^r program was developed for determining the statistical char-
acteristio.es oi the generated data records (Appendix C). This procedure 
calculateoid th.« amplitude probability distribution function thereby assess­
ing comi>l3.ia3ic« with a normal gaussian distribution. 
Aseiiries of computer programs were developed to format, translate, and 
transfer lithe leduced data onto IBM compatible incremental magnetic tape 
(Appendix :C). Formating consisted of the consecutive arrangement of data 
by pretome and post-tone epochs within a specific brain area according to 
behavioral;! response across days for each animal. Following formating, the 
data was tltransformed from a signed binary coded octal system to a signed 
binary c«ôded decimal system and transferred onto incremental tape. 
A F<ttrtran program was developed to process data from the incremental 
29 
tape witli , a large general purpose digital computer . This program con­
sisted oi several subroutines which read the incremental tape, digitally 
filtered tttHe data, calculated the FFT, calculated the power spectral inten­
sity fun<tltlon, calculated the relative power spectral function, plotted the 
relative ppowe* spectrum, and stored the processed data onto magnetic tape 
(Appendia C). The subroutine used to digitally filter the data effectively 
smoothed ttthe data by banning. The banned data was transformed into the 
frequency domain with the FFT subroutine (Fisher, 1970). 
Ccœmputatioti Center, Iowa State University, Ames, Iowa 50010. 
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RESULTS 
All experimental sheep were observed clinically throughout the entire 
15-day test period. Clinical manifestation of dieldrin toxicosis varied 
from animal to animal; however, a common clinical sign observed from all 
exposed sheep was an initial belligerent state which varied in degree from 
mild to severe depending upon the duration of exposure. Belligerency was 
assessed by the increased difficulty encountered when moving the sheep from 
the holding area to the testing chamber. In addition, all animals resisted 
having the telemetry backpack secured in place prior to testing following 
dieldrin exposure. As toxicosis increased in severity, hypersensitivity 
was predominantly observed. Involuntary muscular spasms of the head and 
neck regions resulted in ventro-caudal and dorso-caudal spastic movements 
of the head and ears. Animals 5 and 1 were observed to have clonic-tonic 
convulsive seizures approximately 0.5 hours after testing in the auditory 
detection chamber on test days 10 and 12, respectively. Animal 2 clini­
cally exhibited the mildest degree of toxicosis being only slightly bellig­
erent during early exposure and mildly hypersensitive during late exposure 
and recovery. 
All experimental sheep had a decreased correct response rate during 
auditory detection testing following dieldrin exposure. The behavioral 
performance of each sheep during the testing period is shown in the compos­
ite in Figure 12. Each performance graph is identified by the animal num­
ber appearing in the lower right margin, and the data are presented as the 
percentage of correct responses in relationship to experimental days. 
Figure 12. Behavioral performance for animals 1 through 5 plotted in the corresponding numbered 
graph 
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The onset of performance decrements during the auditory detection task 
varied between animals; however, all test sheep except sheep 3 had a per­
formance rate £50% correct following 52 hours of dieldrin exposure. The 
maximum performance decrement occurred on day 8 for animals 2 and 4, day 11 
for animals 1 and 3, and days 8 and 11 for animal 5. The degree of the 
maximum performance decrement was no correct responses for animals 1, 4, 
and 5, whereas animals 2 and 3 were 47% and 10% correct responses, respec­
tively. 
The average correct response rates over each five days of the three 
different treatment levels for each sheep are shown in Table 3. 
Table 3. Individual animal mean percent correct response 
rate for each five days of the three treatment levels 
Treatment Mean % correct response rate 
level Animal 1 Animal 2 Animal 3 Animal 4 Animal 5 
Control 98.0 99.4 96.8 97.4 92.8 
Exposure 60.8 79.6 74.2 50.0 48.8 
Recovery 15.2 89.4 76.0 26.2 56.8 
The data in Table 3 were subjected to an analysis of variance using a 
two-way classification. The mathematical model employed was expressed as 
X = u + a + p + e , i = 1... a 
J ^ ^ J j = 1... b 
where u represents the overall mean, represent treatment effects and 
denotes the replication effects. This model was defined with the basic 
assumptions that 
54 
Sof. = 26 . =0 
where (u + or. + B.) implies additivity and e.. are independent random vari-
1 J ij 
ables being normally distributed. The analysis of variance for the audi­
tory detection performance data is summarized in Table 4. 
Table 4. Analysis of variance summary for auditory 
detection performance data appearing in Table 3 
Source of Degrees of Sum of Mean 
variation freedom squares square F ratio 
Replications 4 2433. 629 608.407 2.75 
Treatments 2 5364. 912 2682.456 9.93*** 
Residuals 8 2161. 955 270.244 
Total 14 9960. 496 
***p<0.01. 
The treatment sum of squares with two degrees of freedom (df) was sub­
sequently partitioned into two planned comparisons each with one df. One 
contrast compared the difference in performance between the mean of the 
control period versus the combined mean of both the exposure and recovery 
periods. The second mean comparison contrasted the performance difference 
between exposure and recovery periods. The results of these treatment com­
parisons are shown in Table 5. 
The gross changes observed in the EEGs between experimental sheep 
varied in degree as did within animal alteration due to treatment levels. 
Representative analog records of EEGs generated during a single auditory 
detection trial during the control period, day when maximum performance 
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Table 5. Partitioning of the treatment sum of squares of Table 4 
Source of 
variations 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F ratio 
Control vs. 
exposure & 
recovery 1 5116.908 5116.908 19.0**** 
Exposure vs. 
recovery 1 248.004 248.004 0.92 
Residuals 8 2161.955 270.244 
****p<0.005. 
decrement occurred, and recovery day when maximum performance occurred fol­
lowing dieldrin exposure are presented in Figures 13 through 17 for animals 
1 through 5, respectively. Animal 3 was observed to maintain a slow fre­
quency EEC pattern from all recording sites following dieldrin exposure 
which would be disrupted upon the presentation of the S^. These altera­
tions were progressive and predominated as dieldrin toxicosis developed but 
abated during the recovery period as shown in Figure 15. In contrast to 
the slow frequency trend of animal 3, decreased amplitude increased fre­
quency activity was predominate in the other animals during the days when 
maximum performance decrement occurred as is evident in Figures 13, 14, 16, 
and 17. The electrode implant of animal 5 developed a discontinuity 
between the recording electrode located in the superior olivary nucleus and 
the implant pin connector. The input terminals of the corresponding trans­
mitter amplifier were grounded as is apparent in Figure 17, and data from 
this area was excluded from the study. 
Figure 13. Representative EEC's generated by animal 1 during a single audi 
tory detection trial during the three treatment conditions 
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Figure 14. Representative EEC's generated by animal 2 during a single audi­
tory detection trial during the three treatment conditions 
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Figure 15. Representative EEC's generated by animal 3 during a single audi­
tory detection trial during the three treatment conditions 
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Figure 16. Representative EEC's generated by animal 4 during a single audi 
tory detection trial during the three treatment conditions 
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Figure 17, Representative EEC's generated by animal 5 during a single audi­
tory detection trial during the three treatment conditions 
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The data presented in Figures 18 through 21 are the power intensity 
spectrums averaged over five-day periods during the control, exposure, and 
recovery treatment levels for pretone incorrect, pretone correct, post-tone 
incorrect, and post-tone correct records from the hippocampal area of ani­
mal 1. Those data and the data from the hippocampal area of the other ani­
mals were statistically analyzed. The data from the remaining recording 
areas were analyzed in similar manner, except for the data generated for 
the superior olivary nucleus where four rather than five replications were 
used in the analysis. 
The averaged power intensity spectrum was represented with multiple 
regression by fitting a second degree polynomial using orthogonal polynomi­
als such that 
? = + BgXg 
where the derived regression coefficients B^, Bj^, and Bg represent the mean 
energy intensity, slope, and curvature of the fitted polynomial regression. 
The B^ coefficient will be referred to as the intercept, whereas B^ and Bg 
will be termed the linear and quadratic regression coefficients. An indi­
vidual analysis of variance was performed for each regression coefficient 
for the data generated from each recording area. 
The analysis of variance was based upon a factorial experimental 
design consisting of four factors. Factor A represented the temporal ele­
ment and consisted of two levels, being pretone and post-tone. Factor B 
represented the behavioral element and was composed of incorrect and cor­
rect levels. Factor C comprised the three treatment levels, being control, 
drug, and recovery. The five experimental sheep comprised the levels for 
factor D. The experimental design can be conveniently denoted by (2x2x3x5) 
Figure 18. Averaged power intensity spectrums generated from the hippocampus of animal 1 for the 
three treatment conditions for the pretone incorrect condition 
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Figure 19. Averaged power intensity spectrums generated from the hippocampus of animal 1 for the 
three treatment conditions for the pretone correct condition 
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Figure 20. Averaged power intensity spectrums generated from the hippocampus of animal 1 for the 
three treatment conditions for the post-tone incorrect condition 
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Figure 21. Averaged power intensity spectruras generated from the hippocampus of animal 1 for the 
three treatment conditions for the post-tone correct condition 
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where the expected values of the mean squares for main effects and interac­
tions in the analysis of variance are expressed in terms of components of 
the variance as defined by the mathematical model. This design is 
expressed as 
Xijkl = u + *1 + Pj + Yk + Gl + *9lj + + 95 jk + **il + 
Pôji + + ePYijk + PyGjkl ^^^ikl ®ijkl 
where represents the 1th replication of the ith level of factor A, 
jth level of factor B, and the kth level of factor C. The denotes 
the error term. Factors A, B , and C are fixed, whereas factor D is 
denoted as random. Only the data from recording areas which demonstrated an 
F Ratio p<0.10 are included for discussion. 
Power intensity spectrums from the hippocampus, ventral cochlear 
nucleus, and trapezoid body demonstrated significant effects either in the 
main effect of the behavioral factor (B) or within the behavioral-treatment 
(BC) interaction. 
The results of the analysis of variance for the mean energy intensity 
of the hippocampal area are summarized in Table 6. The means for the BC 
interaction are shown in Table 7. The sum of squares for the intercept BC 
interaction was partitioned into two mean contrast comparisons where one 
contrast compared the control mean to both exposure and recovery means over 
both behavioral levels. The second contrast compared the difference 
between exposure and recovery means over behavioral levels. The results of 
this partioning technique are summarized in Table 8. Neither the linear 
nor the quadratic regression coefficients were significant for spectrums 
from the hippocampal area. 
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Table 6. Analysis of variance summary for the multiple regression 
intercept for the spectrums from the hippocampal area 
Source of Degrees of Sum of Mean 
variation freedom squares square F ratio 
A 1 3315.27 3315.27 1.07 
B 1 93788.75 93788.75 4.78* 
C 2 6051.05 3025.52 0.51 
D 4 248671.40 62167.86 58.17 
AB 1 252.97 252.97 0.08 
AC 2 293.62 146.81 0.01 
AD 4 12302.99 3075.75 2.88 
BC 2 45246.38 22623.19 3.01 
BD 4 78337.56 19584.39 18.33 
CD 8 47820.93 5977.61 5.59 
ABC 2 3077.26 1538.63 1.44 
ABD 4 12496.65 3124.16 2.92 
BCD 8 60173.66 7521.71 7.03 
ACD 8 10120.03 1265.00 1.18 
Error 8 8549.25 1068.66 
Total 59 630497.40 
*p<0.10. 
Table 7. Means of BC interaction for the regression intercept 
of spectrums from the hippocampal area 
Behavioral Treatment levels 
levels Control* Exposure* Recovery* 
Incorrect 252.52 179.54 171.52 
Correct 97.86 122.78 145.72 
2 
*uV . 
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Table 8. Partitioning of sum of squares of BC interaction for 
the hippocampal area spectral regression intercept 
Source of Degrees of Sum of Mean 
variation freedom squares square F ratio 
Control vs. 
exposure & 
recovery 1 42842,52 42842.52 5.7** 
Exposure vs. 
recovery 1 2396.30 2396.30 
Error 8 60173.66 7521.71 
**p<0.05. 
Only the regression intercept was found to be significant following 
the analysis of the power intensity spectrums generated from the ventral 
cochlear nucleus. The analysis of variance for the intercept of spectrums 
from this area is summarized in Table 9. Both the main effect of B and the 
BC interaction were significant at p<0.10. The means for the BC interac­
tion are shown in Table 10. Partitioning of the BC interaction sum of 
squares was performed using the means form Table 10. Two orthogonal com­
parisons were made which contrasted control level versus the combined expo­
sure and recovery levels and the differences between the exposure and 
recovery levels. The orthogonal contrast comparing the mean energy inten­
sity during the control period was significantly different from that fol­
lowing dieldrin toxicosis (p<0.05). The results of partitioning the BC 
interaction sum of squares are shown in Table 10. 
The intercept, linear, and quadratic coefficients of multiple regres­
sion of the power intensity spectrums originating from the trapezoid area 
•i7 
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Table 9. Analysis of variance summary for the multiple regression 
intercept for spectrums from the ventral cochlear nucleus 
Source of Degrees of Sum of Mean 
variation freedom squares square F ratio 
A 1 1448.45 1448.45 2.34 
B 1 62326.36 62326.36 6.40* 
C 2 3298.99 1649.49 0.54 
D 4 171879.40 42969.84 39.89 
AB 1 331.35 331.35 0.37 
AC 2 188.72 941.36 0.75 
AD 4 2476.04 619.01 0.58 
BC 2 31708.25 15854.13 3.60* 
BD 4 38957.25 9739.31 9.04 
CD 8 24300.81 3037.60 2.82 
ABC 2 296.74 148.37 0.14 
ABD 4 3615.18 903.74 0.84 
BCD 8 35273.94 4409.24 4.09 
ACD 8 10001.81 1250.23 1.16 
Error 8 8618.13 1077.27 
Total 59 396415.10 
*p<0.10. 
Table 10. Means of BC interaction for the regression intercept 
of spectrums form the ventral cochlear nucleus 
Behavioral Treatment levels 
levels Control* Exposure* Recovery* 
Incorrect 207.13 163.81 133.93 
Correct 81.20 111.73 118.56 
2 
*uV . 
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Table 11. Partitioning of sum of squares of BC interaction for 
ventral cochlear nucleus regression intercept 
Source of 
variation 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F ratio 
Control vs. 
exposure & 
recovery 1 28338.37 28338.37 6.44** 
Exposure vs. 
recovery 1 3369.06 3369.06 
Error 8 35273.94 4409.24 
**p<0.05. 
were statistically significant. The main effects of B and C and the BC 
interaction of the mean spectral energy intensity, the rate of spectral 
energy change, and the degree of spectral curvature were noted to be sta­
tistically significant. The results of the analysis of variance for the 
regression intercept, linear coefficient, and quadratic coefficient are 
summarized in Tables 12 through 14, respectively. 
The means for the main effects of the different treatment levels are 
presented in Table 15 for the regression intercept, linear, and quadratic 
coefficients. Thu sum of squares of the main effect of C were partitioned 
into two orthogonal comparisons for each of the regression coefficients. 
One comparison contrasted the difference between control values versus 
values following dieldrin toxicosis, whereas the second contrast compared 
the effect of recovery following dieldrin exposure. The results of parti­
tioning the sum of squares of the main effect of C for each regression 
coefficient are presented in Tables 16 through 18. 
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Table 12. Analysis of variance for the multiple regression 
intercept for spectrums from the trapezoid body 
Source of Degrees of Sum of Mean 
variation freedom squares square F ratio 
À 1 190.46 190.46 0.13 
B 1 103525.90 103525.90 6.27* 
C 2 21048.02 10524.01 3.19 
D 4 106083.80 26520.94 29.75 
AB 1 547.83 547.83 0.22 
AC 2 2277.15 1138.57 2.78 
AD 4 5765.32 1441.33 1.62 
BC 2 33041.76 16520.88 3.38* 
BD 4 30888.08 7722.02 8.66 
CD 8 26390.23 3298.78 3.70 
ABC 2 3820.54 1910.27 2.14 
ABD 4 9856.02 2464.01 2.76 
BCD 8 39166.28 4895.79 5.49 
ACD 8 3275.38 409.42 0.46 
Error 8 7132.06 891.51 
Total 59 303008.50 
*p<0.10. 
The means for the BC interaction for each of the regression coeffi­
cients are shown in Tables 19 through 21. Partitioning of the sum of 
squares of each regression coefficient into two orthogonal contrasts were 
calculated. The contrasts made were identical to those made for the BC 
interactions for the spectral regressions of the hippocampal and ventral 
cochlear areas. The results of the sum of squares partitioning for each 
regression coefficient are presented in Tables 22 through 24. 
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Table 13. Analysis of variance for the regression linear 
coefficient for spectrums from the trapezoid body 
Source of Degrees of Sum of Mean 
variation freedom squares square F ratio 
A 1 5872.65 5872.65 0.28 
6 1 323811.10 323811.10 8.01** 
C 2 176577,10 88288.50 5.73** 
D 4 783661.20 195915.30 15.55 
AB 1 3697.27 3697.27 0.12 
AC 2 13911.53 6955.77 0.96 
AD 4 82696,88 20674.22 1.64 
BC 2 140356.30 70178.13 3.61* 
BD 4 161653.90 40413.48 3.21 
CD 8 123850.90 15481.36 1.23 
ABC 2 22638.77 11319.38 0,90 
ABD 4 125784,60 31446.16 2.50 
BCD 8 155686,90 19460.87 1,54 
ACD 8 58049,28 7256.16 0,58 
Error 8 100811.00 12601.38 
Total 59 2279053.00 
*p<0.10. 
**p<0.05. 
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Table 14. Analysis of variance for the regression quadratic 
coefficient for spectrums from the trapezoid body 
Source of Degrees of Sum of Mean 
variation freedom squares square F ratio 
A 1 3577.46 3577.46 0.20 
B 1 188461.60 188461.60 6.83* 
C 2 212305.90 106152.90 7.5** 
D 4 560112.80 140028.20 8.32 
AB 1 4111.77 4111.77 0.14 
AC 2 18128.79 9064.40 0,84 
AD 4 72694.44 18173.61 i-.08 
BC 2 112949.70 56474.84 4.00* 
BD 4 110439.10 27609.77 1.64 
CD 8 113008.80 14126.23 0.84 
ABC 2 21858.00 10929.00 0.65 
ABD 4 120401.90 30100.48 1.79 
BCD 8 112993.10 14124.13 0.84 
ACD 8 86537.69 10817.21 0.64 
Error 8 134697.00 16837.13 
Total 59 1872275.00 
*p<0.10. 
**p<0.05. 
Table 15. Means of main effect of C for regression intercept, linear, and 
quadratic coefficients of spectrums from the trapezoid body 
Regression Treatment levels 
coefficient Control Exposure Recovery 
Intercept 
Linear 
Quadratic 
173.82 
392.95 
362.05 
133.49 
282.61 
242.30 
134.72 
273.65 
230.29 
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Table 16. Partitioning of sum of squares of main effect of C 
for the trapezoid body spectral regression intercept 
Source of 
variation 
Degrees of Sum of 
freedom squares 
Mean 
square F ratio 
Control vs. 
exposure & 
recovery 
Exposure vs. 
recovery 
Error 
1 
8 
21330.42 
15.13 
26390.23 
21330.42 
15.13 
3298.78 
6.7** 
**p<0.05. 
Table 17. Partitioning of sum of squares of main effect of C for 
trapezoid body spectral linear regression coefficient 
Source of 
variation 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F ratio 
Control vs. 
exposure & 
recovery 
Exposure vs, 
recovery 
Error 
1 175615.10 
1 802.82 
8 123850.90 
175615.10 
802.82 
15481.36 
11.3*** 
***p<0.10. 
84 
Table 18. Partitioning of sum of squares of main effect of C for 
trapezoid body spectral quadratic regression coefficient 
Source of Degrees of Sum of Mean 
variation freedom squares square î ratio 
Control vs. 
exposure & 
recovery 1 210857.60 210857.60 14.9*** 
Exposure vs. 
recovery 1 1342.40 1342.40 
Error 8 113009.80 14126.23 
***p<0.01. 
Table 19. Means of the BC interaction for the regression 
intercept of spectrums for the trapezoid body 
Behavioral Treatment levels 
levels Control Exposure Recovery 
Incorrect 248. ,54 157. 91 160.19 
Correct 99. ,10 109. 07 109.19 
Table 20. Means of the BC interaction for the linear regres­
sion coefficient of spectrums from trapezoid body 
Behavioral Treatment levels 
levels Control Exposure Recovery 
Incorrect 
Correct 
534.06 
251.83 
131.51 
251.71 
322.02 
225.27 
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Table 21. Means of the BC interaction for the quadratic regres­
sion coefficient of spectrums for the trapezoid body 
Behavioral Treatment levels 
levels Control Exposure Recovery 
Incorrect 477. ,24 254, 62 270. ,91 
Correct 246. 86 229. 97 189. 67 
Table 22. Partitioning of sum of squares of BC interaction 
for the trapezoid body spectral regression intercept 
Source of 
variation 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F ratio 
Control vs. 
exposure & 
recovery 
Exposure vs. 
recovery 
Error 
1 
8 
33030.69 
11.13 
39166.28 
33030.69 
11.13 
4895.79 
6.75** 
**p<0.05. 
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Table 23. Partitioning of sum of squares of BC interaction for 
the trapezoid body spectral linear regression coefficient 
Source of Degrees of Sum of Mean 
variation freedom squares square F ratio 
Control vs. 
exposure & 
recovery 1 137534.13 137534.13 7.1** 
Exposure vs. 
recovery 1 1556.26 1556.26 
Error 8 155686.90 19460.87 
**p<0.05. 
Table 24. Partitioning of sum of squares of BC interaction for 
the trapezoid body spectral quadratic regression coefficient 
Source of Degrees of Sum of Mean 
variation freedom squares square F ratio 
Control vs. 
exposure & 
recovery 1 104942.25 104942.25 7.46** 
Exposure vs. 
recovery 1 8006.07 8006.07 
Error 8 112993.10 14124.13 
**p<0.05. 
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DISCUSSION 
The results presented in this study have clearly shown that dieldrin 
toxicosis following oral exposure in sheep is manifested by a progressive 
syndrome which may be described both clinically and behaviorally. These 
findings are in agreement with similar results found in sheep during 
dieldrin toxicosis (Van Gelder ^  , 1969; Sandler e_t , 1969). The 
degree of clinical toxicosis varied within the experimental group; however, 
all sheep appeared to be more hypersensitive following testing in the audi­
tory detection chamber after dieldrin exposure as compared to their pretest 
behavior. This increased state of arousal both during and following the 
testing session may have precipitated the convulsive seizures of animals 
1 and 5. Aggressive behavior was predominantly encountered as dieldrin 
toxicosis progressed and was characterized by belligerency and hypersensi­
tivity. The experimental animals were infrequently observed to exhibit the 
stamping response during the control period; however, this response became 
more frequent as toxicosis developed. The stamping response consisted of 
the animal striking the ground with the forefoot when approached by an ani­
mal caretaker. This response is associated with the sheep's defense reac­
tion and is commonly observed from female sheep with newborn. The actual 
significance of these gross observations occurring during dieldrin toxico­
sis cannot be fully explained; however, it is postulated that these findings 
in conjunction with the electrophysiologic results will better explain the 
possible mechanism of action of dieldrin upon CNS function. 
Oral exposure of dieldrin at the 15 mg/kg body weight level was capa­
ble of causing a significant decrement in the correct response rate of 
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sheep during the auditory detection task. All animals were observed to 
partially regain their pre-exposure correct response rate during the recov­
ery period. A possible explanation regarding the failure to illustrate a 
distinct recovery effect following cessation of dieldrin exposure is pre­
sented by the contrast of treatment means in Table 5. The greater source 
of treatment variation occurred between the control versus treatment con­
trast, whereas negligible variation occurred between the exposure versus 
recovery contrast. In addition it is noted in Figure 12 that marked 
response decrements were noted to occur during early recovery in four of 
five animals indicating that the recovery period was of insufficient length 
to fully assess recovery. 
The gross observations of the EEG of all animals were similar in 
appearance excluding the EEG of animal 3. The apparent discrepancy of the 
EEG of this animal cannot be fully explained; however, this animal was 
noted to possess brief moments during the control period when this activity 
would occur. As dieldrin toxicosis developed following exposure, animal 3 
was observed to possess this EEG pattern predominantly. 
The total mean energy intensity of the power spectrums generated from 
the hippocampal area was found to decrease in energy for incorrect response 
spectrums following dieldrin exposure, whereas the mean energy intensity 
was observed to increase for correct response spectrums. Interpretation of 
these results imply that dieldrin toxicosis produces a total mean energy in 
the hippocampus which is similar in intensity regardless of the auditory 
detection response. In contrast, the total mean energy of the hippocampal 
spectrums prior to dieldrin exposure were significantly different with 
regard to the auditory detection response. The power intensity spectrums 
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presented in Figures 18 through 21 for animal 1 indicates the degree of 
energy distribution for the different experimental levels. It is of inter­
est to note that the incorrect response power spectrums generated during 
the control period regardless of the temporal factor were characterized by 
increased intensity and dispersion over the entire frequency range, whereas 
following dieldrin exposure, energy was decreased. In contrast, the power 
spectrums associated with correct auditory detection responses were charac­
terized by decreased total energy with relatively little energy dispersion 
prior to dieldrin toxicosis, whereas spectrums following dieldrin exposure 
were similar to the incorrect control period power spectrums. It should be 
emphasized that the maximum performance decrement for animal 1 occurred 
during the recovery period which would coincide with the recovery spectrums 
presented which are more extensively affected than the drug spectrums. The 
power intensity spectrums from the hippocampus following dieldrin toxicosis 
may be interpreted as being desynchronized electrical activity which 
occurred during correct responses and were similar to the activity occur­
ring during the incorrect responses of the control period. 
The actual role that the observed alterations in hippocampal electri­
cal activity which occurred during an auditory detection task might play 
regarding the mechanism of action of dieldrin is strictly hypothetical at 
this time. However, it is interesting to speculate as to the degree of 
neurologic dysfunction which would account for the behavioral and electro­
physiologic alterations observed during this study. Various attempts have 
been made to offer an explanation concerning the mechanism by which the CNS 
maintains the arousal state for the perception and interaction of an organ­
ism with its environment. Routtenberg (1968) has recently reviewed the 
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literature and offered a two-arousal hypothesis which would provide a pos­
sible explanation of the mechanisms involved in the maintenance of the 
organism's arousal state. One system of the organism arousal mechanism is 
concerned with the ascending reticular activating system (ARAS), whereas 
the limbic system comprises the second. It is theorized that these two 
systems are maintained in a mutually dynamic inhibitory equilibrium. 
Stated in simpler terms, each system acts as a brake or modulator upon the 
other. This equilibrium state is necessary for the normal perceptive 
arousal condition of the CNS; however, if one system is affected so as to 
result in its impairment, then the mutual inhibitory system may become 
dominant. Alternately, the impaired system may be hypersensitive such that 
mutual inhibition is insufficient to control the impaired system's over­
driven state. Thus dominance of the arousal state may be indistinguishable 
with regard to impairment. Essentially the ARAS is concerned with specific 
aspects of behavior different from those attributed to the limbic system. 
The ARAS is important in the organization of the response aspect of behav­
ior, whereas the limbic system is more concerned with reinforcement or 
increasing the probability that a particular response will reoccur. Vari­
ous types of hippocampal EEC activity have been associated for assessing 
which arousal system is dominant during a particular behavioral state. 
Grastyan e_t (1966) have reported that hippocampal desynchronization is 
associated with ARAS predominance, whereas hippocampal theta activity is 
associated with limbic system dominance. The occurrence of hippocampal 
desynchronization following dieldrin exposure is indicative that the ARAS 
is playing a dominant role in dieldrin toxicosis. Brady and Nauta (1953) 
have reported that increased, aggressiveness and attack behavior resulting 
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from septal lesions may be due to the facilitation of responses as a result 
of the ARAS. The manifestation of increased aggressiveness and defense 
behavior by the experimental sheep during dieldrin toxicosis would indicate 
a possible relationship with regard to ABAS dominance. In addition, the 
role of the hippocampus regarding internal inhibition and the resulting 
affect upon sensory perception has been reported (Kimble, 1968). This view­
point developes the possible bearing of the hippocampus relative to sensory 
percentlon as being actively inhibitory to the activation system of the 
lower brain areas. This is compatible with the two-arousal hypothesis. 
Kimble envisions this role of the hippocampus as being an active attention 
decoupling mechanism where sensory stimuli of minimal environmental conse­
quence are gated out of the perceptive process. This mechanism would enable 
Increased refinement of sensory perception toward those sensory stimuli 
which are of greater relevance to the particular environmental situation. 
In conjunction with alterations in the hippocampal power spectrums, 
similar alterations were noted in the mean total energy intensity of power 
spectrums of both the ventral cochlear nucleus and the trapezoid body of 
sheep during dieldrin toxicosis. The trapezoid body appeared to be more 
severely affected following dieldrin exposure, which was evident by the 
statistical significance "if the main effect of both behavioral and treat­
ment factors. A complete explanation of the mechanism involved during tox­
icosis which would account for the occurrence of these electrical altera­
tions is not possible. Perhaps a partial understanding of this mechanism 
would be gained from the consideration of the role of the efferent crossed 
ollvo-cochlear bundle (COCB) of the auditory system. This efferent fiber 
bundle originates in the medial superior olivary nucleus and passes via the 
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trapezoid body to the contralateral cochlear hair cells in the organ of 
Corti (Rasmussen, 1946). Direct stimulation of this system has a powerful 
influence upon cochlear output (Desmedt and Monaco, 1961). The neurologic 
mechanism required for the activation of the COCB is not known; however, 
the stimulation of the brainstem reticular system had no affect upon COCB 
activation suggesting that the COCB was not a part of the ABAS (Hernandez-
Peon, 1961). It is also of interest to speculate with regard to the pos­
sible role of the hippocampus upon the COCB. Possibly the hippocampus nor­
mally functions as not only a dynamic braking system upon the ABAS but also 
has a modulating action upon the COCB for the optimization of auditory sen­
sory perception. It would appear that this proposed structural relation­
ship might be a fruitful area in which to direct further investigation. 
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SUMMARY AND CONCLUSIONS 
This study was conducted to determine the effects of dieldrin on the 
electrophysiologic activity of subcortical structures of the central ner­
vous system of sheep during an auditory detection task. 
Two groups of adult female sheep were used during this investigation. 
One group consisting of eight animals was used for the determination of 
stereotaxic coordinates for the specific brain areas comprising the central 
auditory pathways. The other group's five sheep were surgically prepared 
with the stereotaxic placement of depth recording electrodes suitable for 
long-term experimentation. The electrode implanted sheep were subsequently 
trained in an auditory detection task. This task required the experimental 
sheep to respond within five seconds after the presentation of a 0.1 second 
5 kHz tone in order to gain access to a feed reward. 
The electrophysiologic activity of the sheep's subcortical structures 
were monitored by radiotelemetry while it was performing in the auditory 
detection chamber. Observation of the unrestrained animals during auditory 
detection testing was accomplished via closed circuit television. A digi­
tal computer was used to acquire, reduce, and analyze the electrophysio­
logic data. 
Dieldrin was orally administered at the rate of 15 mg/Kg body weight 
daily for five days. All experimental sheep had a significant decrement in 
the percentage of correct responses during the auditory detection testing 
sessions following dieldrin exposure. Following the cessation of dieldrin 
exposure, sheep were observed to increase their rate of correct responding 
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which approached the correct response rate attained prior to dieldrin expo­
sure. 
The mean total energy of the power spectrums proved to be a sensitive 
correlate for the prediction of the sheep's behavioral response to the 
auditory detection task prior to dieldrin exposure. Following dieldrin 
exposure, this parameter showed the converse of the pre-exposure energy 
values relative to the auditory detection behavioral response. 
Hippocampal elecrophysiologic activity was characterized by desynchro-
nization during both the pre-exposure incorrect responses and the exposure 
correct responses. The mean total energy of power spectrums from the hip­
pocampus were significantly increased during incorrect behavioral responses 
prior to dieldrin exposure. During dieldrin toxicosis, the mean total 
energy of this area's power spectrums decreased during incorrect behavioral 
responses and increased during correct behavioral responses. 
Power spectrums from the ventral cochlear nucleus and trapezoid body 
had mean total energy alterations similar to those observed from the hip­
pocampal area following dieldrin exposure. The most significant effect 
upon mean total energy was observed from the trapezoid body during dieldrin 
toxicosis. 
It was concluded that dieldrin toxicosis is capable of disrupting the 
EEG of the hippocampus, ventral cochlear nucleus, and trapezoid body of 
sheep during an auditory detection task. A hypothesis regarding arousal 
mechanisms which possibly could account for the electrophysiologic altera­
tions observed in the subcortical structures following dieldrin toxicosis 
was presented. Whether this action upon the affected structures was 
directly or indirectly related could not be definitely ascertained; however. 
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the results are suggestive that further investigation of hippocampal func­
tion during dieldrin toxicosis is warranted. 
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APPENDIX A: DATA ACQUISITION 
DATA, a Linc-8 computer program developed to control the entire exper­
imental paradigm for data acquisition, consisted of four subroutines. The 
subroutines either resided in core memory or on disk storage depending upon 
the priority of the particular temporal sequence of the experimental para­
digm. The interrupt priority subroutine always resided in core memory. 
DATA requires 1024 memory locations. 
A subroutine, termed LOG, accepted input via teletypewriter for 
recording the test day and animal identification number. LOG initialized 
core memory and disk storage locations reserved for data. The SAM and 
UNSCR subroutines were written into their respective disk storage locations. 
SAM was the main subroutine used for data acquisition. When an inter-
trial interrupt was sensed, SAM was read from disk storage into core memory. 
SAM started the real-time programmable clock which upon interrupt genera­
tion initiated the sampling of EEC activity from the various brain areas. 
EEG activity was sampled at 256 samples per second per brain area. When 
1024 samples were obtained and stored in the second 1 K of memory, the sam­
ples were written into their respective disk locations, and an additional 
1024 data points were sampled and stored in the third 1 K of memory. When 
the third 1 K samples were obtained, they were written into their respec­
tive disk locations, and another 1024 samples were obtained and stored into 
the second 1 K of memory. This was continued until four seconds of data 
were written into disk storage. When two seconds of data had been sampled 
during the four-second period, the subroutine activated a relay closure 
which presented the S^ for 0.1 second then the last two seconds of EEG data 
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were required. The test day, animal identification, trial number, and 
trial response were recorded and stored on disk. The real-time program­
mable clock was stopped and control was returned to the interrupt priority 
subroutine. 
Five seconds after completing data sampling, an interrupt was gen­
erated by the behavioral control logic which was sensed by the interrupt 
priority subroutine. This caused the UNSCR subroutine to be read from disk 
storage into memory. The sampled data stored on the disk during the sam­
pling subroutine was in modulated form (i.e. area 1^, area 2^, area 3^,... 
area 8^,... area 1^1^024' ^1024' 3io24'' ' ' 8j^o24^ * U^SCR read 
the modulated data into memory, demodulated the data (i.e. area 1^, area Ig, 
area 1^»— area area 8^, area 8^, area 8^,— area and 
wrote the demodulated data into Line-tape. It also maintained a tape index 
which identified the tape storage location regarding day, animal, and trial. 
When the data had been read from disk storage and transferred to Line-tape, 
the sampling subroutine was recalled from disk storage into memory. Con­
trol was returned to the interrupt priority subroutine which monitored the 
intertriai interrupt. The interrupt notified control that another trial 
was to begin. 
The EXCMOD subroutine serviced the input-output devices (i.e. bulk 
storage disk, two real-time programmable clocks, and interface for the 
behavioral control logic). This enabled the program operation to be main­
tained in the Line mode. The interrupts generated by these devices were 
serviced and stored in memory for subsequent program evaluation by the 
other data acquisition subroutines. 
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APPENDIX B; DATA REDUCTION 
Dally testing of five subjects resulted in the data acquisition of 
1200 digital records. The data was reduced to 40 digital records with the 
KRUNCH program. Reduction was made dependent upon the behavioral response 
of each trial for each testing session per subject. The two Line-tapes 
containing a single subject's data were placed on units 0 and 1 of the 
Linc-8. The program was started and the tape index of the unit 0 tape was 
read into memory. Index information for trial 1 was determined and depend­
ing upon the behavioral response, the data from the eight recording areas 
were added to its respective disk storage allocation. The program trial 
counter was incremented by one, and the next trial response was determined 
and its corresponding data was summed with the respective data already 
stored on disk. When 15 trials were evaluated for behavioral response and 
its corresponding data stored in its respective disk storage area, the 
index of the unit 1 tape was read into memory, and the remaining 15 data 
trials were evaluated and transferred to disk storage. The technique 
effectively reduced by signal averaging the 30 trials into two summed data 
trails which were either correct or incorrect for each recording area per 
subject. A new tape was placed on unit 1, and the reduced data was trans­
ferred from disk storage to 100 consecutive blocks of the new data tape. 
Initial block location for data transfer to the unit 1 tape was determined 
by setting the desired block number into the Linc-8's right switches. 
The AVER program was developed for the standardization of the reduced 
data. The data tape generated by the KRUNCH program was mounted on unit 0, 
and a new data tape was mounted on unit 1 of the Linc-8. The program ana­
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lyzed 100 consecutive tape blocks. The data blocks to be analyzed were 
determined by toggling the number of the initial block location into the 
computer's right switches. The number of correct behavioral responses for 
the corresponding 100 data blocks was toggled into the computer's left 
switches and analysis was begun. Analysis consisted of the division of the 
correct summed data by the number of correct responses. The incorrect 
summed data was divided by the number of incorrect responses. The averaged 
data generated by AVER was then transferred to 100 consecutive data blocks 
of the unit 1 tape. The initial block location was identical to that of 
the reduced data tape. 
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APPENDIX C; NUMERICAL ANALYSIS 
The AMPDIS program was developed to calculate and display the ampli­
tude distribution function of the pretone and post-tone epochs. The data 
tape to be processed was placed on unit 0, and a new data tape was placed 
on unit 1 of the Linc-8. AMPDIS sequentially calculated the amplitude dis­
tribution function beginning at block zero of the unit 0 tape. A total of 
120 data records were processed and transferred to the unit 1 data tape. 
Oscilloscope display of the processed data was accomplished with a subrou­
tine which was under manual teletypewriter control. Selection of the 
desired amplitude distribution function display was accomplished by keying 
in the function's initial block location with the teletypewriter. Termina­
tion of function display occurred when sense switch 1 was raised which 
returned control to teletypewriter input for the next function display. 
The averaged data generated by AVER was stored on a single magnetic 
tape for all subjects for a single testing day. Prior to transfer to 
incremental tape, the averaged data was formated by days for each animal on 
two magnetic tapes. The TRANS program was developed to formate the aver­
aged data. The data tape to be formated was placed on unit 0, and the new 
data tape was placed on unit 1. The initial block location of the unit 0 
tape was toggled into the computer's right switches. TRANS formated the 
data from unit 0 tape to unit 1 tape by consecutively transferring 64 unit 
0 tape blocks to specified block locations of the unit 1 tape. When 32 
consecutive data blocks were transferred to unit 1 tape, the TRANS program 
halted and a second data tape was placed on unit 1. The console resume 
switch was raised, and the remaining 32 blocks were transferred to the unit 
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1 tape. TRANS halted and the next day's averaged data tape was mounted on 
unit 0, and the first data tape was mounted on unit 1. The resume switch 
was raised, and the first 32 data blocks of day 2 were transferred to the 
unit 1 tape. The second data tape was placed on unit 1, and the remaining 
32 data blocks were transferred to the unit 1 tape. This was continued 
until all 15 days of averaged data for a particular subject was transferred 
to the two transfer tapes. The formate of the transfer tapes consisted of 
the sequential storage of averaged pretone data for the entire 15 days of 
data acquisition for recording area 1 followed by the post-tone averaged 
data for area 1 over the entire testing period. The data for the remaining 
recording areas were likewise sequentially stored on the two transfer tapes. 
The IN365 program was developed for the translation and transfer of 
the formated data from the two transfer tapes to incremental tape. IN365 
consisted of three subroutines. EXCMOD was loaded from magnetic tape into 
quarter 3 of memory bank 3. This serviced the Line instructions necessary 
for the transfer of data from memory to the incremental tape unit. BINDEC 
was a subroutine which translated the transfer data from a Line binary 
coded octal system to a Line binary coded decimal system. The LINC-BCD 
subroutine converted the data from Line coded decimal system to ASC II 
coded decimal system and transferred the converted data to the incremental 
tape. After the EXCMOD subroutine was loaded into core memory, IN365 
halted. The two transfer tapes were mounted on units 0 and 1, and the con­
sole resume switch was raised and IN365 resumed operation. Four tape 
blocks were read into memory, and the transfer data was translated and 
transferred to the incremental tape. Each incremental tape record con­
sisted of 1024 EEC data points. Data was transferred to the incremental 
tape until the entire 
This consisted of 240 
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subject's data was read from the two transfer tapes, 
incremental tape records. 
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APPENDIX D: STEREOTAXIC PLATES 
The photographic reproductions of the brain sections from which the 
coordinates were derived for the specific placement of depth electrodes 
into the various areas of the auditory pathway are presented in Plates 1 
through 5. The units of measure of the plate axes are expressed in milli­
meters (mm). 
Plate 1. Transverse section 10 mm anterior to zero A-P plane 
Key; 
CC corpus callosum 
CM nucleus centrum medianum 
fsc fasciculus sub-callosus 
FR fasciculus retroflexus 
GC substantia grisea centralis 
GL corpus geniculatum laterale 
GM corpus geniculatum mediale 
Hb ra nucleus habenulae mediale 
Hb 1 nucleus habenulae laterale 
Hip d hippocampus dorsalis 
Hip y hippocampus ventralis 
LME lamina medullaris externa 
LM lemniscus medialis 
LP nucleus lateralis posterior 
NX nucleus institialis 
NR nucleus ruber 
Pul pulvinar 
PVT nucleus paraventricularis thaiami 
RCC radiatio corporis callosi 
SG nucleus suprageniculatus 
TO tractus opticus 
TTC tractus tegmentalis centralis 
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Plate 2. Transverse section 5 mm anterior to zero A-P plane 
Key: 
CC corpus callosum 
CP commissura posterior 
Ep epiphysis 
FLM fasciculus longitudinalis medialis 
FRM formatio reticularis mesencephali 
GC substantia grisea centralis 
(31 corpus geniculatum medialis 
Hip V hippicampus ventralis 
LM lemniscus medialis 
NR nucleus ruber 
Ped Cer pedunculus cerebri 
Pta nucleus praectectalis anterior 
Ptm area praectectalis medialis 
Ptp nucleus praectectalis posterior 
Pul pulvinar 
TO tractus opticus 
TTC tractus tegmentalis centralis 
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Plate 3. Transverse section at zero A-P plane 
Key; 
Aq Cer aqueductus cerebri 
BCI brachium colliculi inferioris 
CCS commissura colliculi superioris 
CI colliculus inferior 
CS colliculus superior 
FRM formatio reticularis mesencephali 
GC substantia grisea centralis 
LM lemniscus medialis 
N III nervus oculomotorius 
NPL nucleus pontis lateralis 
NPM nucleus pontis medialis 
RCC radiatio corporis callosi 
TTC tractus tegmentalis centralis 
VL nucleus ventralis lateralis 
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Plate 4. Transverse section 4 mm posterior to zero A-P plane 
Key; 
Aq Cer aqueductus cerebri 
BCI brachium colliculi inferioris 
CI colliculus inferior 
CS colliculus superior 
FLM fasciculus longitudinalis medialis 
FRM formatio reticularis mesencephali 
GC substantia grisea centralis 
IP nucleus interpeduncularis 
LM lemniscus medialis 
NBCI nucleus brachii colliculi inferioris 
NPL nucleus pontis lateralis 
NPM nucleus pontis medialis 
TTC tractus tegmentalis centralis 
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Plate 5. Transverse section 10 mm posterior to zero A-P plane 
Key; 
L lingula 
NCD nucleus cochlearis dorsalis 
NCV nucleus cochlearis ventralis 
NF nucleus fastigii 
NX nucleus interpositus 
NNF nucleus nervi facialis 
NTSNT nucleus tractus spinalis nervi trigemini 
NV nervus vestibularis 
NVM nucleus vestibularis medialis 
P pyramis 
PCS pedunculus cerebellaris superior 
RNFPA radix nervi facialis pars ascendens 
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