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Synopsis
In a changing climate, terrestrial water storages are of great interest as water avail-
ability impacts key aspects of ecosystem functioning. Thus, a better understanding
of the variations of wet and dry periods will contribute to fully grasp processes
of the earth system such as nutrient cycling and vegetation dynamics. Currently,
river runoﬀ from small, nearly natural, catchments is one of the few variables of
the terrestrial water balance that is regularly monitored with detailed spatial and
temporal coverage on large scales. River runoﬀ, therefore, provides a foundation
to approach European hydrology with respect to observed patterns on large scales,
with regard to the ability of models to capture these.
The analysis of observed river ﬂow from small catchments, focused on the iden-
tiﬁcation and description of spatial patterns of simultaneous temporal variations
of runoﬀ. These are dominated by large-scale variations of climatic variables but
also altered by catchment processes. It was shown that time series of annual low,
mean and high ﬂows follow the same atmospheric drivers. The observation that
high ﬂows are more closely coupled to large scale atmospheric drivers than low
ﬂows, indicates the increasing inﬂuence of catchment properties on runoﬀ under
dry conditions. Further, it was shown that the low-frequency variability of Euro-
pean runoﬀ is dominated by two opposing centres of simultaneous variations, such
that dry years in the north are accompanied by wet years in the south.
Large-scale hydrological models are simpliﬁed representations of our current
perception of the terrestrial water balance on large scales. Quantiﬁcation of the
models strengths and weaknesses is the prerequisite for a reliable interpretation
of simulation results. Model evaluations may also enable to detect shortcomings
with model assumptions and thus enable a reﬁnement of the current perception
of hydrological systems. The ability of a multi model ensemble of nine large-scale
hydrological models and the land surface scheme of a high resolution regional
climate model to capture various aspects of runoﬀ were assessed. In general high
and mean ﬂows were better captured than low ﬂows, pointing toward deﬁciencies
with the models representation of storage processes. The analysis of the multi
model ensemble also showed that the mean of all model simulations generally
provided a more robust and accurate estimator of continental scale variations of
catchment runoﬀ than any individual model.
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Part A.
Introduction and Synthesis
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1. Introduction
Terrestrial water stores and ﬂuxes are key variables controlling many aspects of
ecosystem- and climate dynamics. Examples include a wide range of phenomena
ranging from micro-scale processes related to nutrient turnover in soils to regional
scale inﬂuences of precipitation patterns. Many of the processes underlying these
phenomena happen on very small scales and their physical, chemical and biological
principles are relatively well understood. On large (e.g. ecosystem and landscape)
scales, however, these small scale principles are often not suﬃcient to explain the
full range of natural variability. The reasons for this are manifold and rooted
in the complexity of environmental systems. However, in many instances the
large-scale environmental settings such as the geological framework and average
climatic conditions deﬁne a framework that restricts the observed phenomena to
a limited number of possibilities [e.g. Raich and Potter , 1995; Clark et al., 2001].
The rationale underlying this is based on the fact that many small scale processes
are controlled by the availability of water, energy or nutrients. Vegetation, for
example, is often regarded as a function of environmental conditions [e.g. Haxeltine
et al., 1996; Knapp et al., 2002; Caylor et al., 2006] and this relation has been used
to predict global vegetation patterns as a function of mean water availability [e.g.
Stephenson, 1990; Gerten et al., 2004]. Other interesting aspects are nutrient and
carbon cycling, which largely depend on average water availability [e.g. Davidson
et al., 2000; Reichstein et al., 2003; Lohse et al., 2009; Ju et al., 2010]. In recent
years, the inﬂuence of episodic changes in terrestrial water availability on large-
scale carbon cycling, including droughts [e.g. Saigusa et al., 2010; Ju et al., 2010],
has received increasing attention. Theoretical [e.g. Porporato et al., 2004] and
experimental [e.g. Knapp et al., 2002; Miller et al., 2005; Knorr and Blodau, 2009]
investigations have shown that changes in the dynamical properties of terrestrial
water availability may lead to large changes in carbon and nutrient dynamics.
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Terrestrial water storage does not only impact ecosystem processes but also in-
ﬂuences atmospheric dynamics [Seneviratne et al., 2010, and references therein].
Commonly this inﬂuence is described by two positive feedback loops, describing
the coupling of soil-moisture, precipitation and temperature. The soil-moisture
precipitation feedback loop is based on the fact that evaporation rates are higher
for wet soils, leading to increasing precipitation, which in turn causes an increase
in soil moisture [e.g. Findell and Eltahir , 1997; Koster and Suarez , 2001; Koster
et al., 2004, 2003]. The soil-moisture temperature feedback loop is linked to evap-
oration processes. Evaporation requires energy and thus leads to a reduction in air
temperature. On the other hand, if soil moisture is low, less water is being evap-
orated and thus the cooling eﬀect of evaporation is reduced, leading to increasing
temperature. This soil-moisture temperature feedback has been suggested as a
key factor for the generation of heat-waves and droughts [e.g. Fischer et al., 2007;
Zampieri et al., 2009].
As the inﬂuence of terrestrial water storages and ﬂuxes on various aspects of
the earth system are increasingly recognised, the need for a sound understanding
of their ﬂuctuations on large, continental, scales is of a vital interest. Both for the
scientiﬁc community, trying to disentangle the complexity of the earth system, as
well as for the many practitioners dealing with the challenges of resources man-
agement on a daily basis. This dissertation aims to contribute to this task with
a special emphasis on the large-scale hydrology in Europe. Focus is put both on
the characterisation of observed patterns of runoﬀ on continental scales, and on
the skill of comprehensive large-scale hydrological models to important features of
runoﬀ variability in Europe.
This introduction is continued with a summary of the physical framework un-
derlying the terrestrial water balance (Section 1.1) and a review that covers an
overview on relevant observations (Section 1.2), a summary of observed runoﬀ
patterns on large scales, with emphasis on Europe (Section 1.3), and a recapitula-
tion of the principals of large-scale hydrological modelling. (Section 1.4). Finally
the scope of the thesis is speciﬁed in more detail in Section 2. The main body of
this dissertation is a collection of ﬁve Articles (Articles I, II, III, IV and V), which
are summarised in Chapter 3, where general conclusions are also drawn.
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1.1. A Physical Framework
1.1.1. The Terrestrial Water Balance
The fundamental principle underlying all hydrological phenomena is the terrestrial
water balance
dS
dt
= P − E −Q, (1.1)
where dS/dt describes changes in the total amount of water stored in a land unit.
The terrestrial water storage S, includes amongst others, water stored in vegeta-
tion, snow, soil-moisture, groundwater and surface water bodies. Precipitation, P ,
denotes atmospheric water input, either as rain or snowfall, and E denotes Evapo-
transpiration. The runoﬀ term Q stands for all water ﬂowing out of the land unit,
both at the surface as streamﬂow and below the surface as groundwater runoﬀ.
Runoﬀ is usually assumed to be a function of storage
Q = h(S), (1.2)
where the function h summarises all relevant terrestrial drainage of water. The
function h is subject to hydrological research and a many possible formulations
are known, each attempting to describe the most relevant processes. Principally,
all water movements are based on small-scale physical principles such as the ﬂow
through porous media (soils) or channels (macro-pores, river beds) and plant wa-
ter uptake. However, due to the complexity of natural systems and the fact that
large parts of the subsurface are unobservable, physical descriptions of hydrolog-
ical systems incorporate simpliﬁcations. These simpliﬁcations are often tailored
for distinct spatial or temporal resolutions. Due to the need for simpliﬁcation,
however, the form of h has many degrees of freedom, resulting in a variety of many
plausible forms. In general h is assumed to be dependent on land properties such as
topography, vegetation cover, storage capacity and hydraulic conductivity of soils
and aquifers. (See Clark et al. [2008, 2011] for a comprehensive overview of so
called lumped hydrological models that have a large degree of spatial aggregation
and Kampf and Burges [2007] for so called distributed hydrological models that
describe the spatial distribution of water ﬂows explicitly). Evapotranspiration E,
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the other ﬂux of water leaving the system, couples the terrestrial water balance to
the surface energy balance
dH
dt
= Rn − λE − SH −G, (1.3)
where dH/dt describes changes in the surface energy balance, Rn is net radiation,
λE the latent heat ﬂux, SH the sensible heat ﬂux and G the ground heat ﬂux. The
latent heat of vaporisation λ is the energy required to evaporate a given quantity
of water. Evapotranspiration is, similar to runoﬀ, a function of terrestrial water
storage but also dependent on the amount of energy that is available to evaporate
water, such that
E = β(S)× Ep, (1.4)
where the function β describes the release of water from soils and accounts for other
inﬂuencing factors such as air humidity, wind speed and plant water uptake [e.g.
Allen et al., 1998]. Ep is the potential evaporation and under idealised conditions,
when all energy is converted into evapotranspiration and none into heat, potential
evaporation is deﬁned as Ep = Rn/λ [Arora, 2002; Gerrits et al., 2009].
The key variables of the terrestrial water cycle that are of interest for many
aspects of ecosystem and climate dynamics are storage variables, especially soil
moisture and ground water. As these variables can often not be directly monitored
with the desired spatial and temporal resolution, it is useful to recall that runoﬀ is
a function of storage (Eq. (1.2)). Thus runoﬀ rates can be used to infer information
on terrestrial water storage by inverting the storage-discharge relation (Eq. (1.2))
such that
S = h−1(Q), (1.5)
[e.g. Kirchner , 2009]. Even if the form of the function h(S), respectively h−1(Q)
is not known, it implies that any ﬂuctuations in (observed) Q are proportional to
ﬂuctuations in the terrestrial water storage.
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1.1.2. Temporal and Spatial Scales
Many environmental phenomena can be characterised by their spatial and tempo-
ral scales. Although only vaguely deﬁned in the context of hydrology [e.g. Blo¨schl
and Sivapalan, 1995; Klemesˇ, 1983] and atmospheric sciences [e.g. von Storch and
Zwiers, 1999], the following qualitative deﬁnitions of temporal and spatial scale,
following von Storch and Zwiers [1999, chapter 3.0.3], are suﬃcient for many pur-
poses: The timescale is the characteristic duration of the phenomenon/process of
interest. The spatial scale is the characteristic length that is representative for the
spatial variations relevant to the phenomenon/process of interest.
From a quantitative perspective, temporal and spatial scales are often charac-
terised by means of a de-correlation time or length [e.g. von Storch and Zwiers,
1999; Skøien et al., 2003], that is the distance in time or space at which two obser-
vations no longer share common variations. De-correlation times or lengths can be
quantiﬁed using statistical techniques such as the autocorrelation function or the
semi variogram. For periodical phenomena, such as the seasonal cycle (temporal)
or ripples in the sediment of a river bed (spatial), the characteristic scale is often
deﬁned by means of the period (temporal scale) or the wavelength (spatial scale).
Usually scales are quantiﬁed not by exact numbers but by orders of magnitude. For
spatial scales often multiples of ten of a length measure are used e.g. 1km, 10km
and 100km. Similarly, temporal scales can be characterised by “days”, “months”
and “years”.
Historically, hydrology has mostly been focusing on temporal phenomena, often
with the aim of predicting river ﬂow. As the temporal evolution of hydrological
variables is directly related the atmospheric forcing, the temporal scales of hy-
drological phenomena is often characterised in conjunction with the timescale of
meteorological variables [Blo¨schl and Sivapalan, 1995]. The term “event scale” is
usually used to characterise the duration of runoﬀ peaks, that follow rainfall events.
Depending on the hydrological system, the event scale is usually considered to have
an order of magnitude of days. The “seasonal scale” is determined by the periodic
annual cycle, which is driven by the revolution of the earth around the sun and
impacts hydrological phenomena by changing meteorological conditions. Further,
timescales longer than one year, often referred to as “inter-annual”, “long term” or
7
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“climatic” timescales, are usually assumed to reﬂect the response of hydrological
systems to climatic variability.
Spatial scales of hydrological phenomena have often been associated with the
spatial properties of landscapes, including topographic features and sub surface
properties [Blo¨schl and Sivapalan, 1995]. At the “local” or “plot scale” (order
of magnitude: 1 m) the hydraulic properties of the soils including macro pores
(e.g. root channels) inﬂuences the capacity of soils to act as a medium for water
storage and transport. At the “catchment scale” (order of magnitude: 10 km)
both topographic features and the spatial distribution of soil types determine how
precipitation is translated to runoﬀ. Finally, at the “regional” (order of magnitude
1000 km) scale geology determines predominant soil types and also large-scale
topographic features, including stream network density. However, the spatial scale
of hydrological phenomena does not only depend on the properties of landscape,
but also on the spatial scales of the atmospheric forcing, i.e. precipitation and the
atmospheric water demand driving evapotranspiration. Convective precipitation
and thunderstorms have, for example, often relatively short durations (a few hours)
and a small spatial extent (some kilometres). This is contrasted by the large areas
covered by low and high pressure systems, which last from several days to possibly
several weeks. Finally, the mean climatic conditions, including the annual cycle
of precipitation and temperature, cover even larger regions. The spatial scale of
terrestrial hydrological phenomena is thus a result of the combined eﬀects of land
properties and atmospheric forcing.
To assess the diﬀerent roles of land properties and atmospheric forcing on ter-
restrial water storages, in particular soil moisture, Vinnikov et al. [1996] suggested
that soil moisture has two distinct spatial scales. A short, land property scale that
is related to small scale variations of land properties such as soil texture and micro
topography and a longer atmospheric scale that reﬂects the spatial scale of the at-
mospheric forcing (Figure 1.1). Vinnikov et al. [1996] hypothesised that both the
land property scale and the atmospheric scale of soil moisture can be characterised
using two spatial (and temporal) autocorrelation functions with an exponential de-
cay law. At short distances the spatial autocorrelation decreases rapidly due to
the heterogeneity of land properties. At long distances and long time intervals,
however, the autocorrelation decreases slower and follows atmospheric variability.
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Figure 1.1.: Schematic diagram of hydrological and meteorological scales of soil
moisture variations. r is the autocorrelation function. The scales are determined
by the slopes of the curves: for time scales, r(t) = e−t/T , t is time and T is the
timescale; for spatial scales, r(l) = e−l/L, l is distance and T is the length scale.
Adapted from Robock et al. [1998], modiﬁed annotation.
Empirical investigations have indeed suggested that soil moisture has two scales
of variability, where the land property scale has an order of magnitude of tens
of meters and the atmospheric scale has an order of magnitude of hundreds of
kilometres [Entin et al., 2000; Robock et al., 1998; Vinnikov et al., 1996]. This is
in agreement with the common notion that soil moisture has a huge amount of
spatial variability in the ﬁeld [e.g. Famiglietti et al., 2008; Wilson et al., 2004; Daly
and Porporato, 2005; Rodr´ıguez-Iturbe et al., 2006; Western et al., 2002] and the
observation that satellite based, continental scale, estimates of soil-moisture are
highly correlated to the equivalent precipitation and evapotranspiration patterns
[Liu et al., 2009].
River ﬂow, the most commonly observed hydrological variable, is in contrast
to many other variables of the terrestrial water balance (including soil moisture,
ground water and evaporation), not continuous in space. River ﬂow is constrained
to the drainage network, which extends over a multitude of spatial scales, from
9
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micro topography to large continental river basins. Thus, the spatial scale of a
continental river system may be predominantly determined and constrained by
the drainage network and the temporal scale is likely to be primarily controlled
by hydrodynamic routing. However, regions of simultaneous variation of seasonal
river ﬂow from large number of stations from all over the United States were
not in correspondence with large-scale drainage basins [Lins, 1997] but rather
related to features of large-scale atmospheric variability [Tootle and Piechota, 2006;
Barlow et al., 2001]. Similarly, process controls of the seasonality of runoﬀ (i.e.
evapotranspiration and snow processes) do not correspond to large-scale drainage
basins but rather vary with the mean climate. This suggests that the spatial
scale of river ﬂow is determined by the atmospheric drivers – at least if the scale of
considered catchment is smaller than the scale of the atmospheric forcing variables.
As catchments diﬀer substantially in their characteristics, the “land property scale”
of river ﬂow is likely to be larger than the one of soil moisture suggested by Vinnikov
et al. [1996]. Skøien et al. [2003] estimated the spatial scale of runoﬀ from a large
number of catchments in Austria as the e-folding distance, which is the distance at
which the spatial variogram reaches 1− 1/e of its maximum. They found that the
spatial scale of river ﬂow ranged between 18 and 59 km, depending on estimation
technique and catchment size. As the spatial extent of this study was limited to
Austria it is likely that the atmospheric scale of streamﬂow is not fully resolved.
Thus, these results suggest that the “land property scale” of catchment runoﬀ
may be an order of magnitude of tenths of kilometres in regions with climates and
landscapes that are comparable to Austria.
1.2. Observational Data
1.2.1. Terrestrial Variables
To better understand terrestrial water storage and ﬂux and their inﬂuence on
climate and ecosystem processes, observations are essential. Ideally observations
would cover information on the temporal evolution of the amount of water stored
in a landscape unit (state variables) as well as information on the amount of water
leaving the system (ﬂux variables). To date, however, the only variable of the
10
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terrestrial water cycle being reliably monitored with relatively high spatial and
temporal coverage is river discharge, also referred to as (catchment) runoﬀ, river
ﬂow and streamﬂow. River discharge provides information on the spatially inte-
grated outﬂow from water stores for a given catchment. The temporal and spatial
coverage of gauging stations varies between regions, and observations from small
catchments and large river basins cannot be easily compared. Hannah et al. [2010,
2011] provide a comprehensive overview on various large-scale river ﬂow archives.
Examples include the large amount of discharge series available from the U.S. Ge-
ological Survey1 (USGS) which provide also the quality assured observations col-
lected in the Hydro-Climatic Data Network (HCDN) [Slack and Landwehr , 1992]
and the Global Runoﬀ Data Center2 (GRDC) which hosts several data sources,
such as discharge series from the worlds largest rivers (e.g. Rhine, Danube, Congo)
and some of their tributaries as well as the European Water Archive (EWA). The
EWA is a collection of a large number of gauging stations in Europe, gathered by
the European partners of the Flow Regime from International Experimental and
Network Data3 (FRIEND) program, and is to date the data source with the most
exhaustive coverage of streamﬂow in Europe.
Observational networks of water stores that are suited for studying large-scale
hydrology are scarce. Albeit groundwater is monitored regularly in the context of
local resource management, data availability varies with national authorities and
no harmonised transnational data products exist. The situation is slightly better
for soil moisture where the Global Soil Moisture Data Bank [Robock et al., 2000]
collects a large number of observations based on gravimetric measurements. The
observations are concentrated on grassland in mid-latitude regions of the Eurasian
continent. A variety of other in-situ observation techniques are increasingly used
(see Vereecken et al. [2008] for a review) and their systematic application may
eventually augment available data sources.
The principal limitation of any observation network is, besides the observed time
window, the distribution of stations. Stations are usually clustered in regions with
high population density and high levels of industrialisation. However, the use of
1http://www.usgs.gov/, last accessed: 4 June 2011
2www.grdc.bafg.de, last accessed: 4 June 2011
3http://ne-friend.bafg.de, last accessed: 4 June 2011
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modern remote sensing techniques are promising. In recent years, soil moisture
estimates based on data from passive and active microwave sensors are becoming
increasingly available [e.g. de Jeu et al., 2008; Wagner et al., 2007] and some data
products combining the information of multiple sensors extend as far back as the
late 1970s [e.g. Owe et al., 2008]. However, microwave based soil moisture esti-
mates have a relatively large uncertainty in regions with high vegetation density
[e.g. de Jeu et al., 2008]. The twin-satellites of the Gravity Recovery and Climate
Experiment (GRACE) measure variations in the gravity ﬁeld of the earth with ap-
proximately monthly resolution [Ramillien et al., 2008; Tapley et al., 2004; Rodell
and Famiglietti , 1999]. Regional accumulations of water (e.g. ground water, soil
moisture and snow cover) change the gravity ﬁeld, which in turn can be used to
retrieve estimates of ﬂuctuations in the total terrestrial water storage. In recent
years several studies have demonstrated the reliability of GRACE products for
regional investigation of terrestrial water stores [e.g. Chen et al., 2010; Schmidt
et al., 2006] and some advances have been made regarding the interpretation of
ﬂuctuations in the gravity ﬁeld with respect to small basins [Longuevergne et al.,
2010]. To date, however, remote sensing based estimates of terrestrial water stor-
age are not yet fully developed and research on both sensor technology and data
processing algorithms is still ongoing.
1.2.2. Atmospheric Variables
Precipitation and evaporation, the dominant water ﬂuxes between land and at-
mosphere, have great inﬂuence on terrestrial hydrology. Precipitation is regularly
monitored by national meteorological authorities and a large collection of station
data (and derived data products) is collected by the Global Precipitation Clima-
tology Centre4 [GPCC Schneider et al., 2010; Fuchs, 2009; Rudolf and Schneider ,
2005] on behalf of the World Meteorological Organisation5 (WMO). Evapotran-
spiration is, in contrast to precipitation, not regularly monitored and usually es-
timated by means of models that take variables related to the surface energy
budget (e.g. temperature, net short and long wave radiation) and land properties
4http://gpcc.dwd.de, last accessed: 4 June 2011
5www.wmo.int, last accessed: 25 June 2011
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(e.g. vegetation types, soil types or lake cover) into account. (See Kingston et al.
[2009b]; Kalma et al. [2008]; Allen et al. [1998] for reviews and comments on diﬀer-
ent approaches). Only recently the FLUXNET6 initiative [Baldocchi et al., 2001]
established a global network to monitor ecosystem scale evapotranspiration (and
CO2 ﬂuxes). However, there is still a limited number of monitoring sites (mainly
in Europe and north America) and the observational window is relatively short.
Pan evaporation, the amount of water being evaporated from a dish on the earth
surface is another estimator for evaporation. Many countries have over the past
built relatively large monitoring networks and the observational time window is
long [Roderick et al., 2009a]. However, due to diﬀerent standards in instrumenta-
tion and dependency on surrounding vegetation as well as other factors that are
often diﬃcult to control, interpretation of the resulting time series, albeit possible,
has to be done with caution [Roderick et al., 2009a,b].
For most atmospheric variables that are monitored on a regular basis (e.g. pre-
cipitation, temperature, air pressure), various data products exist that provide
estimates of these variables on a regular spatial grid. These so-called gridded data
are either available for a given region of interest or for the entire globe. Values
at grid-cells without observations are estimated using sophisticated statistical in-
terpolation techniques. The Climate Research Unit7 (CRU) of the University of
University of East Anglia, for example, provides global estimates of a wide range
of atmospheric variables with a monthly resolution [Mitchell and Jones , 2005].
Another example are the high resolution estimates of gridded daily surface tem-
perature and precipitation data introduced by Haylock et al. [2008].
Another source of gridded data are reanalysis products, where dynamical
weather forecast models are used to assimilate in situ observations and remote
sensing data to provide consistent estimates of atmospheric variables. These prod-
ucts have the advantage that they combine observed values while also provid-
ing estimates of variables that are not being monitored based on physical princi-
ples. Widely used examples of comprehensive reanalysis products are the ERA40
reanalysis8 [Uppala et al., 2005], which covers the period 1957 - 2002 and the
6http://www.ﬂuxnet.ornl.gov/ﬂuxnet, last accessed: 4 June 2011
7http://www.cru.uea.ac.uk, last accessed: 4 June 2011
8http://www.ecmwf.int/research/era/do/get/era-40, last accessed: 4 June 2011
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NCEP/NCAR9 reanalysis [Kalnay et al., 1996]. However, reanalysis products are
known to have signiﬁcant biases (and other inaccuracies) in variables related to the
terrestrial water budget such as near surface temperature [e.g. Pitman and Perkins ,
2009; Simmons et al., 2004; Uppala et al., 2005] and precipitation [e.g Serreze and
Hurst , 2000; Sheﬃeld et al., 2004; Uppala et al., 2005]. In recent years, several
authors [e.g Sheﬃeld et al., 2006; Weedon et al., 2011] have suggested the creation
of so called forcing data. These forcing data are based on reanalysis products,
which are modiﬁed by a series of statistical corrections that remove systematic
diﬀerences between the reanalysis and the observed values. Such forcing data are
currently assumed to be one of the most accurate data sources available to pro-
vide near-surface estimates of atmospheric variables relevant to the hydrological
cycle. One of the most comprehensive data sets are the so called WATCH forcing
data [Weedon et al., 2011, 2010], which have been developed within the European
Framework Project “Water and Global Change”10 (WATCH). The WFD provide
bias corrected estimates of a wide range of atmospheric variables based on the
ERA40 reanalysis.
One issue common to most data sets with gridded atmospheric variables, is re-
lated to the eﬀects that topography can have on the variables, such as changes in
temperature and air pressure with elevation. Especially, the orographic eﬀect on
precipitation [Barstad et al., 2007] is often not resolved, which is known to lead
to systematic biases in regions with complex topography [Adam and Lettenmaier ,
2003]. This issue can in principle be tackled using downscaling techniques that
estimate local variability of atmospheric variables based on coarse gridded data
(e.g. from a 1◦ grid), taking landscape features (e.g. topography) into account.
Currently two downscaling approaches are distinguished. In statistical downscal-
ing [e.g. Wilby et al., 1998], statistical models are built that aim at reproducing
the observed values based on the grid-cell value and additional variables such as
elevation. Once such a model is built it can be used to estimate the variable value
at any desired location. In dynamical downscaling [e.g. Barstad et al., 2009], the
grid-cell value (and possible values of neighbouring grid-cells) are used as boundary
conditions for dynamical atmospheric models that provide estimates of the desired
9http://www.esrl.noaa.gov/psd/data/reanalysis/reanalysis.shtml, last accessed: 4 June 2011
10www.eu-watch.org, last accessed: 25 June 2011
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variables on a ﬁner spatial grid. To date both approaches are used and seem in
general to have comparable a precision [e.g. Haylock et al., 2006; Schmidli et al.,
2007].
1.3. Large-scale Hydrology - A Review of Observed
Patterns
The following section aims at providing a summary on observed patterns of large-
scale hydrology, focusing on ﬁndings from Europe. In some instances, additional
results from the north American continent are reported to provide a more com-
plete picture of hydrological phenomena on large scales in a region comparable to
Europe. As mentioned in Section 1.2.1, river ﬂow is the most commonly monitored
variable of the terrestrial water balance. Consequently the work referred to in the
following sections is based on river ﬂow. Nevertheless, the summarised results are
likely to be relevant for analogue patterns in variables such as soil moisture or
ground water.
1.3.1. The Global Water Cycle
Regional ﬂuctuations of terrestrial water storage and the corresponding ﬂuxes of
water (Eq. (1.1)) contribute to the global water cycle (Figure 1.2). Driven by
solar radiation, water evaporates from oceans and land. The water vapour is
ﬁrst transported in the atmosphere and than precipitated nearby or at a distant
location. Globally, about 60% of the precipitation over land evaporates, whereas
40% is discharged through rivers and groundwater to the oceans [Oki and Kanae,
2006]. The precise ﬁgures vary in space and time, depending on factors such as the
mean climatic conditions and geographic location. Especially transport of water
vapour from the oceans to land is highly dependent on the atmospheric circulation
and the fraction of precipitation that is evaporated again will vary largely, being
much higher in warm than in cold regions.
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Figure 1.2.: Global water ﬂuxes between oceans, atmosphere and land as well as the
corresponding storage volumes. Numbers are taken from [Oki and Kanae, 2006].
1.3.2. Longterm Summaries of Hydrological Variables
The Coupled Water Energy Balance
The terrestrial water balance (Eq. (1.1)) is to a wide extend determined by the
trade oﬀ between water input from precipitation, P , and losses driven by the po-
tential evaporation Ep. The relation between atmospheric water input and demand
can be characterised by the ratio Ep/P , which is also referred to as the aridity in-
dex. The aridity index is usually computed on the basis of long term averages and
allows for an easy classiﬁcation of arid i.e. water limited (Ep/P > 1) and humid
i.e. energy limited (Ep/P < 1) environments. However, land processes involved
in separating the incoming precipitation into evaporation and runoﬀ do also play
a considerable role. The observable counterpart to the aridity index is the evapo-
transpiration ratio E/P . Unlike the aridity index, which grows toward inﬁnity for
large Ep and small P , the evaporation ratio has an upper limit of E/P = 1, which
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occurs if all precipitation is evaporated and none is discharged. In some cases
the longterm evapotranspiration ratio (E/P ) is replaced with the longterm runoﬀ
ratio Q/P , which provides essentially the same information under the assumption
that changes in the terrestrial water balance (Eq. (1.1)) are negligible such that
dS/dt ≈ 0. The aridity index and the evaporation ratio can be put into relation
such that
E
P
= F
(
Ep
P
)
, (1.6)
where F is a parametrisation of those processes that inﬂuence the partition of
precipitation into evapotranspiration and runoﬀ as a function of water and energy
availability and many diﬀerent forms have been suggested [see e.g. Szilagyi and
Jozsa, 2009, for an comprehensive overview]. Equation(1.6) was initially intro-
duced by Budyko [1974] and is also known as Budykos hypothesis.
Various authors have used Budykos framework to characterise the hydroclimatic
conditions [e.g. Koster and Suarez , 1999; Sankarasubramanian et al., 2000; Arora,
2002; Sankarasubramanian and Vogel , 2003;Donohue et al., 2007; Yang et al., 2007;
Oudin et al., 2008; Yang et al., 2008; Szilagyi and Jozsa, 2009; Yang et al., 2009],
but only relatively few assessed its variability across large spatial scales and along
hydroclimatic gradients. For the eastern part of the continental United States
(US) Milly [1994] was one of the ﬁrst to use a physically based parametrisation
of F to estimate mean annual runoﬀ. Budykos framework has also been used to
characterise the average water balance of the entire US [Sankarasubramanian and
Vogel , 2003, 2002]. Throughout the continent, the aridity index was found to vary
from values close to zero (in the northwest of the country) to values of Ep/P > 3
(in the southwest of the country). Sankarasubramanian and Vogel [2003] pointed
out that the predictive potential of E/P for water balance components became in-
creasingly limited in dry regions, where the water holding capacity of soils gained
importance. In Europe, the aridity index has only been used regionally to charac-
terise hydroclimatic conditions. In Austria, the majority of 459 catchments were
found to be in humid (energy limited) environments and the aridity index was
found to be a good predictor for the evapotranspiration ratio [Merz and Blo¨schl ,
2009]. Similar results were found for a large number of catchments in France and
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Great Britain [Oudin et al., 2008]. Due to the regional focus of these studies they
only provide an incomplete picture of the coupled energy-water balance in Europe,
focusing on regions with predominantly humid climates. However, large parts of
southern Europe have arid climates [e.g. Kottek et al., 2006; Peel et al., 2007].
Mean Annual Runoﬀ
Most large-scale hydroclimatic analyses do not focus on the spatial variability of
the coupled water-energy balance, but rather on directly observable variables, es-
pecially river runoﬀ per unit area. Global estimates of average runoﬀ per unit area
range from 339 mm year−1 [McMahon et al., 2007b] to 404 mm year−1 [Dettinger
and Diaz , 2000]. The mean annual runoﬀ rate varies amongst regions depending
on the climatic conditions [e.g. McMahon et al., 2007a]. In Europe, runnoﬀ rates
have been reported to range from < 150 mm year−1 to > 2900 mm year−1 [McMa-
hon et al., 2007a; Oudin et al., 2008]. Figure 1.3 provides an overview on observed
and modelled mean annual runoﬀ rates in Europe. Observed runoﬀ rates range
from < 40 mm year−1 in central and southern Europe to > 4000 mm year−1 on
the Scandinavian west coast. The modelled runoﬀ rates are lower ranging from
< 10 mm year−1 in the Mediterranean to > 2700 mm year−1 at the Scandinavian
west coast. The mean observed runoﬀ rate is 730;mm year−1 which is well above
the mean of the modelled runoﬀ rates (373;mm year−1). Note however, that the
observation network is geographically biased and does thus not provide a consistent
estimate of mean runoﬀ in Europe. Comparable maps based on a combination of
observations and empirical water balance estimates [Rees et al., 1997] are available
from the European Environmental Agency11.
Seasonality of Runoﬀ
To understand hydrological variability on large scales, not only the annual average
values of a runoﬀ are of interest, but also its seasonality, that is, the average
evolution throughout a year. The seasonality of runoﬀ in mid latitudes is in general
determined by the interplay of two diﬀerent processes, which are both related to
11http://www.eea.europa.eu/data-and-maps/ﬁgures/average-annual-runoﬀ, , last accessed: 21
June 2011
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Figure 1.3.: Observed (left) and modelled (right) mean annual runoﬀ rates in Europe.
The observed values originate form the European Water Archive. The modelled
values are the mean of a multi model ensemble (See Gudmundsson et al. [2011d]
(Article III) and Gudmundsson et al. [2011c] (Article IV) for a description of the
model ensemble and a verdict on the quality of the simulations.)
the seasonal cycle of incoming solar radiation. In warm climates, the seasonality
of runoﬀ is closely related to the mean annual cycle of evapotranspiration, which is
typically highest in summer. Consequently, the mean annual cycle of runoﬀ has a
summer minimum (when most of the incoming precipitation is evaporated) and an
autumn or winter maximum. In cold climates, the mean annual cycle of runoﬀ is
predominantly inﬂuenced by snow processes. Precipitation falling as snow is stored
in a snow pack, often leading to a winter minimum in runoﬀ, and later discharged
during snow melt, typically causing pronounced spring ﬂoods. In many regions
of Europe both evapotranspiration and snow processes inﬂuence the mean annual
cycle of runoﬀ causing gradually changing spatial patterns of runoﬀ seasonality
[Dettinger and Diaz , 2000].
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One approach to summarise hydroclimatic patterns is to group hydrological
units with respect to their mean annual cycle, often leading to the identiﬁcation of
geographical regions with common behaviour. Regions with a common seasonality
in runoﬀ are often referred to as ﬂow regimes. In western Europe a broad dis-
tinction can be drawn between Atlantic, Mediterranean and Continental regimes
based on the timing of the minimum and the maximum of the mean annual cycle
of monthly runoﬀ [Arnell , 2002; Krasovskaia et al., 1994; Gottschalk et al., 1979].
The Atlantic regimes are most abundant in western Europe and are characterised
by a winter maximum and summer minimum. These regimes are predominantly
inﬂuenced by evaporation, as precipitation rates are almost constant throughout
the year. The Mediterranean regimes have seasonal patterns comparable to the
Atlantic regimes, but have a larger amplitude because most precipitation falls dur-
ing the winter months. The continental regimes are strongly inﬂuenced by snow
melt, leading to peak ﬂows in spring. However, they diﬀer in the timing of low
ﬂows (either in summer due to evaporation or in winter as all precipitation is
stored as snow) and some have a secondary peak due to the seasonality of rainfall.
Continental regimes occur in the Nordic region, east of central Germany and in
European mountain ranges.
Figure 1.4 shows the month of the minimum and the maximum of the mean
annual cycle of observed and modelled runoﬀ. Observed values originate from
the EWA (see Section 1.2.1). The modelled runoﬀ is derived as the mean of a
multi model ensemble which is described and evaluated in detail in Gudmundsson
et al. [2011d] (Article III) and Gudmundsson et al. [2011c] (Article IV). In western
and central Europe, along the Scandinavian west coast and in the Mediterranean
region, the mean annual cycle follows the atmospheric water demand and has
its minimum in summer and a maximum in winter. In the inland regions of
Scandinavia, the Alps and in eastern Europe, the mean annual cycle of runoﬀ is
mostly inﬂuenced by snow accumulation and melt with winter minima and spring
ﬂoods.
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Figure 1.4.: Month of the minimum and the maximum of the mean annual cycle of
observed (top) and modelled (bottom) runoﬀ rates.
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Other Longterm Summaries
In addition to the mean annual ﬂow and the seasonal cycle, a large variety of
other statistical summaries of streamﬂow are used to characterise the hydrocli-
matic conditions. Clausen and Biggs [2000] and Olden and Poﬀ [2003] provide
comprehensive comparisons of up to 171 diﬀerent indices. Many of these are based
on the empirical cumulative distribution of runoﬀ, also referred to as the Flow Du-
ration Curve [FDC; e.g. Vogel and Fennessey , 1994] and include the probability of
exceeding diﬀerent ﬂow levels as well as measures of the diﬀerence between high
and low ﬂows which are suitable for the characterisation of extremes. Drought in-
dices or low ﬂow statistics include the probability of not exceeding a low ﬂow level,
and the average duration of spells below a ﬂow level and its deﬁcit volume [e.g.
Zelenhasic´ and Salvai , 1987; Tallaksen et al., 1997; Smakhtin, 2001; Tallaksen and
van Lanen, 2004; Fleig et al., 2006]. Flood characteristics are often quantiﬁed us-
ing the probability of exceeding certain ﬂow levels and statistical moments related
to the variability of runoﬀ such as the coeﬃcient of variation or the skewness [e.g.
Hosking and Wallis, 1997; Merz and Blo¨schl , 2009, 2008a,b]. For both drought
[e.g. Smakhtin, 2001; Laaha and Blo¨schl , 2005; Engeland et al., 2006; Laaha and
Blo¨schl , 2007] and ﬂood [e.g. Blo¨schl and Sivapalan, 1997; Merz and Blo¨schl , 2009,
2008a,b; Sivapalan et al., 2005] characteristics a large range of statistical and pro-
cess oriented studies have assessed inﬂuencing factors. In summary most of these
studies ﬁnd that both the average climatic conditions as well as land properties
are inﬂuencing regional patterns.
1.3.3. Decadal and Inter-Annual Variability
As the terrestrial water balance is directly coupled to the dynamic atmosphere,
runoﬀ climatologies such as mean annual runoﬀ, the seasonal cycle or ﬂood and
drought statistics are likely to change systematically from year to year. In the
following, all variability of runoﬀ on timescales longer than one year will be referred
to as low-frequency variability. Low-frequency variability of runoﬀ has often been
analysed with special emphasis on phenomena such as trends or (quasi) periodic
oscillations with timescales ranging from several years to several decades.
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First studies that have analysed runoﬀ with respect to trends will be summarised,
followed by a review of investigations focusing on (quasi-)periodic oscillations on
timescales longer than one year. The low-frequency variability of runoﬀ from
neighbouring rivers usually have a coherent temporal evolution and the spatial
extent as well as emerging regions of coherent low-frequency runoﬀ variability will
be commented upon. Finally, links between the low-frequency variability of runoﬀ
and large-scale atmospheric drivers will be summarised.
Trends
A variety of studies have analysed streamﬂow trends throughout Europe, either
based on data sets covering large parts of the continent [Stahl et al., 2010; Hisdal
et al., 2001] or for speciﬁc regions of interest [e.g. Hannaford and Marsh, 2006;
Mudelsee et al., 2003; Kingston et al., 2011]. Most of these studies analysed trends
of miscellaneous annual summary statistics such as mean annual runoﬀ, seasonal
trends and trends in ﬂood and drought characteristics. Trends of mean annual
runoﬀ in Europe have coherent regional patterns. In southern Europe streamﬂow
has a tendency to decrease throughout the last decades, indicating drying condi-
tions. The drying trends in southern Europe are contrasted by wetting trends in
annual runoﬀ north of the alps [Stahl et al., 2010]. Trends in seasonal runoﬀ (e.g.
trends in mean January, February, ... ﬂow) have coherent spatial patterns. How-
ever, there are pronounced shifts between the seasons. In the winter months, runoﬀ
increases quite consistently throughout Europe. In the spring and summer months,
however, monthly runoﬀ generally decreases, especially in central and southern Eu-
rope, indicating increasingly dry summers [Stahl et al., 2010]. Trends in annual low
ﬂow [e.g. Hannaford and Marsh, 2006; Hisdal et al., 2001; Stahl et al., 2010] and
high ﬂow [e.g. Kundzewicz et al., 2005; Hannaford and Marsh, 2008] statistics of-
ten follow the patterns of the corresponding seasonal trends. However, the spatial
patterns of trends in low and high ﬂows are at times less coherent than trends in
mean annual or seasonal runoﬀ. Comparable patterns of regional coherence have
been found for trends in various aspects of North American streamﬂow, where the
availability of continental scale observation networks has triggered a rich body of
literature of continental scale trend analysis [e.g. Lettenmaier et al., 1994; Rose,
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2009; Lins and Slack , 1999; Small et al., 2006; Regonda et al., 2005; Khaliq et al.,
2008].
Low-frequency Oscillations
Studies that analyse the temporal variability of runoﬀ with respect to trends as-
sume monotonic (often linear) changes over time. However, streamﬂow exhibits,
like many other variables of the earth system, other systematic ﬂuctuations on
timescales longer than one year. Analysis of river discharge from several stations
around the globe [Labat , 2008; Labat et al., 2005; Pekarova et al., 2003] showed
that river discharge has quasi-periodic oscillation with periods ranging from a few
years to several decades. Examples in Europe include the Seine River where two
periodic modes (17 and 5-9 years) have been identiﬁed [Massei et al., 2010] and the
analysis of river ﬂow in England and Wales, which was found to have systematic
variations of decadal timescales [Sen, 2009]. In the Elbe and the Oder, which are
the two largest rivers in central Europe, systematic (decadal) ﬂuctuations in the
extreme ﬂoods were found [Mudelsee et al., 2004, 2003]. The existence of system-
atic variations on long timescales is consistent with the previous notion that high
and low ﬂow years in Europe have a tendency to cluster in time [Arnell , 1994]. The
presence of systematic ﬂuctuations in hydrological variables on timescales longer
than one year has also been demonstrated for various locations across the North
American continent [e.g. Hanson et al., 2004; Kumar and Duﬀy , 2009; Shun and
Duﬀy , 1999].
Spatial Coherence
An interesting feature of ﬂuctuations of runoﬀ on inter-annual and decadal
timescales is that these ﬂuctuations are coherent in space. In relatively small re-
gions such as southern Germany [Stahl and Demuth, 1999; Lange and Bernhardt ,
2004], Denmark [Hisdal and Tallaksen, 2003] and Iceland [Jo´nsdo´ttir and Uvo,
2009], inter-annual ﬂuctuations of various streamﬂow characteristics (including
signiﬁcant low-frequency oscillations and drought statistics) have been shown to
have a high degree of coherence and their temporal evolution diﬀers only marginally
between locations. In larger regions (e.g. Iberian peninsula [Lorenzo-Lacruz et al.,
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2011] or Turkey [Kalayci and Kahya, 2006]) gradual changes in the degree of si-
multaneous variations become visible and are associated with varying inﬂuences
of dominant temporal signals. Only few studies have assessed the coherence of
the inter-annual and low-frequency variability of runoﬀ in Europe on continental
scales. Overall, large parts of Europe experience similar streamﬂow variations at
the same time and only the Nordic countries have been reported to diﬀer from
this pattern [Arnell , 1994; Shorthouse and Arnell , 1999]. Comparable results were
found for the analysis of streamﬂow droughts across Europe which exhibit spatial
patterns of highly coherent temporal variations [Zaidman et al., 2002]. The anal-
ysis of streamﬂow anomalies in North America revealed large regions with highly
intercorrelated streams. These regions corresponded only marginally with major
physiographic divisions of the US [Bartlein, 1982; Lins, 1997]. For both the US
[McCabe and Wolock , 2002] and Canada [Ehsanzadeh et al., 2011] regionally co-
herent changes in annual streamﬂow statistics (including low and high ﬂows) have
been reported.
Atmospheric Drivers
The inter-annual and decadal variability or runoﬀ is related to equivalent ﬂuctu-
ations in precipitation and the atmospheric water demand, driving evapotranspi-
ration [e.g. Shun and Duﬀy , 1999; Kumar and Duﬀy , 2009]. These variables are
in turn driven by large-scale patterns of atmospheric circulation and thus, river
ﬂow will respond to changes in atmospheric dynamics. Atmospheric circulation is
commonly characterised using spatial pattens of atmospheric pressure (indicating
air ﬂow direction), which can be classiﬁed into regions with coherent temporal
variability [Barnston and Livezey , 1987]. In these regions the temporal variability
is often summarised by so called atmospheric oscillation indices.
European climate is closely related to the North Atlantic Oscillation (NAO),
which is characterised by ﬂuctuations in the pressure gradient between the Azores
high and the Icelandic low [e.g. Hurrell and van Loon, 1997; Hurrell , 1995; van
Loon and Rogers, 1978]. Large-scale precipitation [e.g. Hurrell and van Loon,
1997; Hurrell , 1995; Wibig , 1999] and temperature [e.g. van Loon and Rogers,
1978] anomalies in Europe can be related to the NAO as well as to comparable
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patterns of atmospheric circulation. These large-scale precipitation and tempera-
ture patterns over Europe are often characterised by a seesaw, where anomalies in
southern Europe are paired with opposing anomalies in the north. Unsurprisingly
ﬂuctuations in statistical summaries of river ﬂow observations in Europe have been
successfully related to the NAO and equivalent indicators of atmospheric circula-
tion [e.g. Shorthouse and Arnell , 1997; Rıˆmbu et al., 2002; Jacobeit et al., 2003;
Bouwer et al., 2006; Kalayci and Kahya, 2006; Kingston et al., 2006a,b; Bouwer
et al., 2008; Hannaford and Marsh, 2008; Holman et al., 2009; Jo´nsdo´ttir and
Uvo, 2009; Kingston et al., 2009a; Massei et al., 2010; Lorenzo-Lacruz et al., 2011;
Mora´n-Tejeda et al., 2011]. Dependencies are usually found to be most pronounced
in northwestern and southwestern Europe and the relation is generally reported to
be stronger in winter. The NAO is not the only atmospheric circulation pattern
that inﬂuences European weather, and inﬂuences of the Arctic Oscillation [Schae-
fer et al., 2004; Kingston et al., 2006a; Ionita et al., 2011] on hydrological variables
in northern Europe have also been identiﬁed. As river ﬂow is not only controlled
by the climatic water balance, but also depends on terrestrial processes, it is plau-
sible that low, mean and high river ﬂows may respond diﬀerently to large-scale
circulation patterns. This is supported by fact that annual peak discharges are
more strongly correlated to the NAO than mean discharges [Bouwer et al., 2008].
Another approach to relate changes in hydrological variables to atmospheric cir-
culation is based on weather types, also referred to as circulation patterns. Weather
types are recurrent weather patterns, that are often characterised by dominant air
ﬂow directions [e.g. Gerstengarbe et al., 1999; James, 2007]. The frequency of cer-
tain weather types have been related to mean annual runoﬀ [Bouwer et al., 2008,
2006] as well as to ﬂood [Mudelsee et al., 2004; Prudhomme and Genevier , 2011]
and drought [Fleig et al., 2011; Stahl and Demuth, 1999] statistics.
Common to many European studies attributing long term changes in river ﬂow to
large-scale atmospheric variability, is the concentration on relatively small regions
of interest – or – the analysis of just one river ﬂow series. Although such a regional
focus enables detailed insights to local variations, it hampers the identiﬁcation of
clear patterns on large scales. For the North American continent the availability
of appropriate data has enabled the demonstration that large-scale patterns of
observed river ﬂow can be directly attributed to ﬂuctuations in atmospheric water
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balance variables [e.g. Krakauer and Fung , 2008; Small et al., 2006; Tootle and
Piechota, 2006] and large scale atmospheric circulation patterns [e.g. Barlow et al.,
2001; Rajagopalan et al., 2000; Tootle and Piechota, 2006; Tootle et al., 2005].
1.4. Principles of Large-scale Hydrological Modelling
Modelling of large-scale hydrology is, like any other hydrological modelling, based
on solving the water balance equation (Eq. (1.1)), sometimes paired with explicit
solutions of the energy balance (Eq. (1.3)). The crucial step in model building
is to ﬁnd appropriate descriptions of the terrestrial hydrological processes, which
determine how much water is stored and how easily water is released as runoﬀ
or as evapotranspiration (Eq. (1.2) and (1.4)). The task is to ﬁnd a compromise
between a realistic mathematical description of the inﬂuencing factors such as veg-
etation, soil properties and topography, while keeping the solution of the resulting
set of equations feasible. Thus, model building is often a trade-oﬀ between the
level of detail (inclusion of distinct processes; spatial and temporal resolution)
and the availability of data and computational resources. Throughout the years
a multitude of plausible models that provide descriptions of the terrestrial water
balance have been suggested [e.g. Manabe, 1969; Deardorﬀ , 1978; Haxeltine et al.,
1996; Meigh et al., 1999; Hagemann and Du¨menil Gates , 2003; Hanasaki et al.,
2008; Balsamo et al., 2009; Best et al., 2011]. Although diﬀering in the processes
included and the level of detail, all large-scale hydrological models share the same
principle architecture. In order to represent the spatial variability, the area of in-
terest is subdivided into many small areas, commonly referred as grid cells. These
grid-cells are the basic unit of large-scale hydrological models and are usually built
to represent a vertical water balance, describing the exchange of water between
the land and the atmosphere and the vertical drainage of water through soils.
The mathematical structures of model grid-cells are usually based on partition-
ing the terrestrial water storage (S) into smaller units within each grid-cell and
the description of the ﬂuxes of water between these. Figure 1.5 illustrates such
a structure, summarising diﬀerent storages and ﬂuxes. Typically considered stor-
ages are the canopy or interception storage (Scan) that accounts for water stored
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on plant surfaces, the snow storage (Ssnow), surface water bodies such as lakes or
streams (Ssurf , not included in Figure 1.5), several soil layers Ssoil and ground
water (Sgw). The ﬂuxes between these storages can be separated into upward
ﬂuxes feeding evapotranspiration and downward ﬂuxes that eventually contribute
to runoﬀ. Amongst the upward ﬂuxes are evaporation from soils (Esoil), transpi-
ration of plants (Ecan), sometimes paired with descriptions of root water uptake
(Eroot) and sublimation of snow (Esub). The downward ﬂuxes include throughfall
(Pt), i.e. water that reaches the ground, snow melt (Qm), inﬁltration into soils and
recharge to groundwater (Qd). Excess water leaves the grid-cells either as surface
(Qs) or sub-surface (Qsb) runoﬀ. The sum of surface and sub-surface runoﬀ of
each grid-cell is then used as input to the river network. It shall be noted that the
mathematical structure of the individual grid-cells is in many cases closely related
to the form of so-called “lumped catchment models”, which are used to describe
rainfall runoﬀ processes of individual catchments.
Grid-cells of large-scale hydrological models usually cover large areas (hundreds
to thousands of square kilometres). Consequently, land properties that inﬂuence
water movements may vary largely within a grid-cell and several strategies to
account for this sub-grid variability have been suggested. Popular approaches
include incorporation of stochastic properties of topography [e.g. Todini , 1996] or
soils [e.g. Moore, 1985; Hagemann and Du¨menil Gates, 2003] and the sub-division
of the area covered by a grid-cell depending on dominant vegetation types [e.g.
Essery et al., 2003; Best et al., 2011].
Once a set of equations describing the water movements within a grid-cell has
been established, their parameters, representing the land properties (e.g. the hy-
draulic conductivity of soils) need to be determined. In catchment modelling these
parameters are usually determined through an extensive calibration process. This
practise is contrasted by large-scale hydrological models that usually undergo no
(or only a limited) calibration procedure. Large-scale hydrological models rather
rely on mapped land properties such as the Harmonized World Soil Database [FAO
et al., 2009]. However, both the data products used to estimate the model param-
eters as well as the interpretation of the mapped values varies largely between
diﬀerent models, which results in considerable diﬀerences in simulated system be-
haviour [e.g. Teuling et al., 2009]. Consequently, large-scale hydrological models
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State variables (storages):
Scan : Canopy storage
Ssnow : Snow storage
Ssoil : Soil storage (unsaturated zone)
Sgw : Groundwater storage (saturated zone)
Flux variables:
P : Precipitation
Pt  : Throughfall
Qm : Snowmelt
Qd : Drainage to groundwater 
   (includes capillary flux)
Qs : Surface runoff
Qsb : Subsurface runoff
E : Evapotranspiration
Ecan : Evapotranspiration form canopy
Esub : Sublimation from snow
Esoil : Evaporation from soil 
Eroot : Root water uptake
P
Pt
Qm
QsEsoil
Esub
Ecan
E
Scan
Ssnow
Ssoil
Qd
Qsb
Sgw
Eroot
Figure 1.5.: Simpliﬁed conceptualisations of state (storage) and ﬂux variables in-
volved in runoﬀ generation. Adapted from Gudmundsson et al. [2011d] (Article
III)
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are not only deﬁned by their mathematical structure but also by the data sources
used for parameter identiﬁcation.
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2. Scope of the Thesis
The superordinate goal of this thesis is to contribute to a better understanding
of the terrestrial water storages and ﬂuxes. Special emphasis is put on those
patterns in runoﬀ that become apparent on large, continental scales. The main
part of this dissertation is a compilation of ﬁve journal articles, each focusing
on diﬀerent aspects of runoﬀ European variability on large scales. The ﬁrst two
articles concentrate on the identiﬁcation, description and interpretation of the
spatial patterns associated with the inter-annual or low-frequency variability of
observed runoﬀ in Europe. The remaining three articles are concerned with the
performance of large-scale hydrological models, as providing insights into their
strengths and weaknesses may help to reﬁne our understanding of the functioning
of the terrestrial water balance on large, continental, scales.
2.1. Observed Patterns
Observations are the primary source of informations enabling insights to the func-
tioning of hydrological systems. However, most available studies that assess the
inter-annual or low-frequency variability of river runoﬀ in Europe have a distinct
regional focus. Therefore the knowledge about spatial patterns associated with the
inter-annual or low-frequency variability of runoﬀ in Europe on large, continental,
scales is fare from exhaustive (Section 1.3). The two articles that focus on observed
patterns of large-scale hydrology in Europe aim at bridging this gap.
Article I: Spatial cross-correlation patterns of European low, mean
and high ﬂows [Gudmundsson et al., 2011a], assesses the spatial patterns asso-
ciated with annual low, mean and high ﬂow statistics. Article I also addresses
the question whether the inter-annual variability of low, mean and high ﬂows is
controlled by diﬀerent atmospheric drivers.
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Article II: Low-frequency variability of European runoﬀ [Gudmunds-
son et al., 2011b], assesses the spatial patterns of simultaneous variability of the
low-frequency components of monthly runoﬀ and compares them to the spatial
patterns of low-frequency precipitation and temperature. This study also searches
for factors that determine the strength of low-frequency variability of individual
runoﬀ series.
2.2. Model Performance
Large-scale hydrological models implement our current understanding of those
processes that dominate the terrestrial water balance on large scales. The inclusion
of a multitude of small-scale processes, however, does not necessarily imply the
emergence of large-scale patterns. Thus, models can be regarded as hypotheses
on the functioning of hydrological systems which can be tested with respect to
their plausibility [Savenije, 2009; Sivapalan, 2005]. The model evaluation studies,
focus on the models ability to capture large-scale patterns of runoﬀ dynamics. In
a hypothesis testing framework this implies that speciﬁc processes are not tested,
but rather whether a set of interacting processes does in fact lead to the emergence
of macroscopic patterns. The complexity of the considered models may render a
strict veriﬁcation or falsiﬁcation impossible [Harte, 2002]. However, the ability
of the models to capture well deﬁned macroscopic patterns as well as possible
regularities in the model error may give hints on the reasons for speciﬁc virtues
and shortcomings.
Article III: Comparing Large-scale Hydrological Models to Observed
Runoﬀ Percentiles in Europe [Gudmundsson et al., 2011d], introduces a multi
model ensemble of nine large-scale hydrological models and assesses its ability of
capture the dominant features of the inter-annual variability of low, mean and high
river ﬂows in Europe.
Article IV: Seasonal Evaluation of Nine Large-Scale Hydrological
Models Across Europe [Gudmundsson et al., 2011c], assesses the ability of the
multi model ensemble introduced in Article III to simulate the mean annual cycle
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of monthly runoﬀ. Article IV also explores possibilities of inferring speciﬁc issues
with the model formulation based on systematic structures in the model error.
Article V: Streamﬂow data from small basins: a challenging test to
high resolution regional climate modelling [Stahl et al., 2011], assesses the
ability of the land surface scheme of a high resolution regional climate model to
capture the dynamical properties of streamﬂow anomalies with special emphasis
on low and high ﬂows.
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3.1. Data Sources
Runoﬀ Observations
All articles contributing to this dissertation are based on daily runoﬀ observations
from the European Water Archive (EWA, see Section 1.2.1), which were aug-
mented with data held by national authorities [see Stahl et al., 2010, for a detailed
description of the various data sources]. Figure 3.1 gives an overview on the spatial
distribution, the size (median catchment area 258 km2) and the elevation (median
catchment elevation 582 m) of the considered catchments. Catchment boundaries
as well as mean catchment elevation and slope where taken from the pan-European
river and catchment database CCM2 [Catchment Characterisation and Modelling
2 Vogt et al., 2007]. In most instances runoﬀ rates per unit area (e.g. mm day−1)
and not ﬂow volumes (e.g. m3 sec−1) were analysed. This collection is to date
the most comprehensive source of discharge observations in Europe from small,
nearly undisturbed, catchments that are not nested. The time window covered by
the observations ranges in some instance from 1932 to 2004, with large regional
diﬀerences. In this dissertation, however, only observations covering the period
1962 to 2004 are considered as this is the most complete part of the data set. The
speciﬁc selection of catchments as well as the chosen time window vary for the
diﬀerent articles contributing to this thesis, depending on diﬀerent data quality
requirements as well as on the spatial and temporal coverage of supplementary
data sources.
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Figure 3.1.: Spatial distribution and mean elevation of the catchments with runoﬀ
observations considered in this dissertation.
Atmospheric Variables
Atmospheric variables, matching the runoﬀ observations from the EWA are in most
instances taken from the WATCH Forcing Data (WFD, see Section 1.2.2). The
WFD provide global estimates of near surface meteorology based on the ERA40
reanalysis which have been bias corrected [Weedon et al., 2011]. The WFD can be
assumed to be currently one of the most reliable global estimators for atmospheric
near surface variables. The WFD are provided on the 0.5◦ grid, deﬁned by the CRU
(Climate Research Unit of the University of East Anglia) global land mask. The
grid-cell size varies depending on the latitude and ranges from the northernmost
to the southernmost gauging station of the runoﬀ observations from 1065 km2
(at 70◦N) to 2387 km2 (at 39.5◦N). Thus the size of the grid-cells is about one
order of magnitude larger than the median catchment size. The WFD are either
used directly to provide estimates of precipitation and temperature (Article II) or
indirectly as they are used to force models (Article III and IV) which in turn are
evaluated using the observations from the EWA. To match the large (0.5◦) grid-
cells with runoﬀ observations from small catchments, only those grid-cells with
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gauging stations were selected. The observed runoﬀ series were assigned to the
corresponding grid-cells and if several stations where located in one grid-cell the
average of the runoﬀ series (weighted by catchment area) was used.
Model Simulations
The articles focusing on model performance rely on model simulations conducted
by other work groups. Two articles (Article III and IV) evaluate the performance
of a multi model ensemble comprising nine large-scale hydrological models. This
multi model ensemble is closely related to the ensemble described by Haddeland
et al. [2011] and has been developed as a joint eﬀort within the WATCH project.
All models are forced using the WFD but no eﬀort has been made to harmonise
model parameters. The simulation setup and the models contributing to the en-
semble are described in detail in Article III. Observations were matched with the
model simulations in the same manner as for the WFD. Only those 0.5◦ grid-cells,
containing gauging stations were considered and the runoﬀ observations were as-
signed to these grid-cells. Thus observed runoﬀ from small catchments was com-
pared to simulated runoﬀ from relatively large grid-cells. This approach appears
valid as the mathematical structure underlying the individual grid-cells is typically
closely related to the mathematical structures of lumped catchment models which
are commonly applied to assess runoﬀ from small catchments.
Article V compares the runoﬀ observations to simulation results of a high res-
olution regional climate model (0.12◦). In this case simulated runoﬀ from those
model grid-cells that are located in a particular catchment have been selected and
the sum of the grid-cell runoﬀ was compared to the observations.
3.2. Features of Runoﬀ Variability
A common approach for the analysis of environmental time series is to preprocess
these in order to emphasis speciﬁc features of variability. Examples are the analysis
of time series of annual mean values or monthly anomalies, i.e. monthly time series
with the longterm mean of each month being removed. In all articles contributing
to this dissertation data preprocessing is used to isolate diﬀerent features of runoﬀ
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variability. Although diﬀering in their scope as well as in complexity, the prepro-
cessing steps used in the diﬀerent articles have in common that they operate on
time series from individual catchments (or grid-cells) isolating selected temporal
features of runoﬀ variability.
Percentile Series
Both Article I and III analyse time series of annual runoﬀ percentiles in order
get insights to the inter-annual variability of low, mean and high ﬂows. Runoﬀ
percentiles are derived from daily time series and are deﬁned as time series of the
annual 5%, 10%, . . . , 95% percentile, where the 5% percentile denotes low and the
95% percentile denotes high ﬂows. (Alternatively, the notation 5th, 10th, . . . , 95th
has also been used.) Note that the deﬁnition of percentiles follows the statistical
convention (representing cumulative frequencies) which is commonly used in North
America and not the hydrological convention (representing exceedance frequencies)
which is more often used in Europe.
Low-frequency Components
Article II makes use of low-frequency components of monthly runoﬀ. Within this
dissertation the term low-frequency is used to address all variability on timescales
longer than one year. Note, however, that the term “low-frequency” is used diﬀer-
ently in other context and may for example be used to address the variability with
timescales of centuries. By construction, the information content of low-frequency
components of monthly runoﬀ is closely related to the information content of an-
nual mean or median series.
Nonparametric Anomalies
Article V is based on nonparametric anomaly series of daily data, smoothed by a
seven day moving average. These series were deseasonalised and standardised by
replacing the actual values with the percentiles of the empirical frequency distri-
bution of each calender day. This eﬀectively removes the annual cycle and scales
the time series between 0 and 100. Values of 0 are given for the day of the year
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with the lowest value in the observational window and values of 100 are given to
the maximum value.
Mean Annual Cycle
Both Article II and IV make use of the mean annual cycle of monthly runoﬀ, which
in this dissertation is also referred to as hydroclimatic regime. The mean annual
cycle is deﬁned be the longterm mean of each month and it’s analysis also has
implications for understanding time series or runoﬀ percentiles, as the lowest and
the highest ﬂows values usually occur in distinct season (e.g. spring ﬂood in snow
dominated climates).
3.3. Observed Patterns
The two articles focusing on observed patterns of runoﬀ variability focus on the
inter-annual variability of runoﬀ percentiles and the low-frequency components of
monthly runoﬀ. The main attention is not on the temporal evolution (i.e. the anal-
ysis of the sequence of wet and dry years) but on the associated spatial patterns.
In other words, the question is asked: Which of the small rivers across Europe
share common temporal variations and how does the relation of the temporal evo-
lution of diﬀerent rivers change in space? Once identiﬁed, these spatial patterns of
common temporal variability derived from diﬀerent variables (e.g. diﬀerent per-
centile series or the low-frequency components of runoﬀ and precipitation ) can be
compared and further analysed. Similarity in these patterns are interpreted as an
indication for physical coupling.
Article I
Spatial cross-correlation patterns of European low, mean and high ﬂows
The main question underlying this study was whether annual low, mean and high
ﬂows respond in a similar manner to inter-annual variations of the atmospheric
forcing – or – whether catchment processes emphasise diﬀerent modes of climatic
variability in low and high ﬂows. The rational behind this question is that high
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ﬂows occur in direct response to precipitation or snow melt, whereas low ﬂows
occur in periods with now direct water input and thus depend on the amount of
water stored in the catchment. Further, low and high ﬂows usually occur in distinct
seasons, which may also lead to diﬀerent inter-annual dynamics, depending on the
inter-annual variability of the corresponding weather patterns.
The study was based on analysing time series of annual streamﬂow percentiles
(5th, 10th, ..., 95th), covering the full range of ﬂow dynamics. For each percentile
level, cross-correlation matrices, summarising the interrelation of the inter-annual
variability of all streams were then derived. Each of these cross-correlation ma-
trices summarises to what degree all pairs of streams share common temporal
variability, depending on the percentile level. Finally, the similarity among the
cross-correlation matrices was quantiﬁed. In other words, it was tested whether
streams with correlated low ﬂows also have correlated high ﬂows. The reason
for comparing spatial correlation patterns instead of correlating time series of
annual runoﬀ percentiles directly are manifold. Spatial correlation patterns of
annual runoﬀ percentiles are, for example, likely to reﬂect equivalent patterns of
atmospheric variables. Furthermore, the average strength of correlations between
neighbouring stations may change if the inﬂuence of catchment processes gets more
pronounced. This may provide insights on the importance of diﬀering catchment
properties.
The spatial correlation of all runoﬀ percentiles are dominated by one common
cross-correlation pattern. Further analysis of this pattern revealed six regions of
coherent runoﬀ-variability in Europe. This regional coherence suggests that time
series of annual low mean and high ﬂows follow essentially the same large-scale
atmospheric drivers. However, both low and high ﬂows deviate systematically
from this pattern – especially with respect to the strength in the correlation of
nearby catchments. On average, high ﬂows exhibit a higher degree of correlation
in space than low ﬂows. This indicates that time series of annual high ﬂow statistics
do closely follow the corresponding atmospheric drivers. Low ﬂows on the other
hand, exhibit on average a much smaller degree of correlation between nearby
stations, which points toward the inﬂuence of locally varying catchment properties
including topography and aquifers.
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Article II
Low-frequency variability of European runoﬀ
The aim of this study was to get a comprehensive overview on the low-frequency
variability of monthly runoﬀ in Europe as well as to gather empirical evidence on
inﬂuencing factors such as the atmospheric drivers and catchment properties.
To guide the analysis it was hypothesised that catchments can be charac-
terised as spectral ﬁlters, dampening or amplifying ﬂuctuations depending on the
timescale. To characterise such eﬀects the fraction of variance of monthly runoﬀ,
that can be attributed to the low-frequency components of monthly runoﬀ (i.e.
the fraction of low-frequency variance) was determined and compared to catch-
ment properties and climatic conditions. Further, it was assumed that the tem-
poral evolution of low-frequency runoﬀ (and their associated spatial patterns) is
primarily dependent on the atmospheric drivers.
The fraction of low-frequency variance was neither correlated to the fraction
of low-frequency variance of precipitation and temperature nor to land properties
such as catchment area, elevation or slope. It was, however, found to be signif-
icantly lower in those regions where snow accumulation and melt inﬂuence the
mean annual cycle. Furthermore, the fraction of low-frequency variance of runoﬀ
increases (decreases) under drier (wetter) conditions and is lowest in catchments
with a high variability of daily runoﬀ. These results suggest that the mean cli-
matic conditions have a signiﬁcant inﬂuence on the strength of the low-frequency
variability of monthly runoﬀ.
The dominant space-time patterns of low-frequency runoﬀ in Europe can eﬃ-
ciently be characterised by three dominant modes, each associated with a distinct
spatial pattern. The dominant pattern has two opposing centres of simultaneous
variations, suggesting that dry years in northern Europe are accompanied by wet
years in the south (and vice versa). The secondary pattern features an west-east
gradient, suggesting a gradual change in the temporal evolution of low-frequency
runoﬀ from maritime to continental climates. The third pattern features a gra-
dient from the centre of the spatial domain toward the north and south. These
spatial pattern of simultaneous variations of low-frequency runoﬀ in Europe can
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be directly related to analogue patterns extracted from low-frequency precipita-
tion and temperature. The precipitation pattern, however, was found to have a
stronger inﬂuence.
3.4. Model Performance
The three articles focusing on model performance focus, like the studies concen-
trating on observed patterns, on speciﬁc features of runoﬀ variability on large
scales. The key assumption underlying the analysis is that diﬀerent features of
runoﬀ variability may correspond to diﬀerent ﬂow processes and that a model may
have appropriate representation of some of them but not necessarily for the others.
One simple example is that simulated catchment runoﬀ may be highly correlated to
the observations (i.e. the temporal evolution of precipitation is correctly translated
into runoﬀ), while being biased (i.e. too much or too little water is discharged).
Similar arguments have previously been used advocate “signature indices”, that
measure speciﬁc properties of the runoﬀ dynamics for model evaluation [Gupta
et al., 2008; Yilmaz et al., 2008].
Some similarities in the text of the two articles that analyse the multi model
ensemble of nine large-scale hydrological models (Articles III and IV), with respect
to background literature as well as the description of models, were unavoidable.
These articles do also make use of almost the same performance metrics, although
diﬀerent features of runoﬀ variability are analysed. The ﬁrst performance metric
is the relative diﬀerence in the mean of observed and modelled runoﬀ, also referred
to as the relative bias. The second performance metric the relative diﬀerence
in standard deviation. This performance metric provides insights on the model
ability to capture the amplitude of the analysed features of runoﬀ variability. The
third performance metric is diﬀers slightly for the two articles. Article III uses the
squared Pearson correlation coeﬃcient, to quantify the degree of similarity between
observed and simulated runoﬀ percentiles. Article IV also uses the unsquared
Pearson correlation coeﬃcient to compare the phasing of observed and simulated
mean annual cycles.
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Article V, however, diﬀers as it is based on the evaluation of one single model
with a relatively high spatial resolution and the assessment of model performance
is based on the evaluation of nonparametric anomalies.
Article III
Comparing Large-scale Hydrological Models to Observed Runoﬀ Percentiles
in Europe
This study aimed at assessing how well a comprehensive ensemble of nine large-
scale hydrological models captures the inter-annual variability of runoﬀ in Europe.
Special attention was given to aspects of runoﬀ that are important for the simula-
tion of large-scale ﬂoods and droughts.
For each grid-cell with runoﬀ observations, observed and simulated daily series
were aggregated to ﬁve time series of annual runoﬀ percentiles (5%, 25%, 50%, 75%
and 95%) representing low, mean and high ﬂows. Finally, the resulting annual
percentile series of the individual grid-cells were spatially aggregated to obtain
ﬁve time series of average percentile values for every model as well as for the
observations. Limiting the model evaluation to spatially averaged percentile series
enabled to focus on the models’ ability to capture the dominant features of the
inter-annual variability of runoﬀ.
Overall, the models capture the temporal evolution of annual low, mean and high
ﬂows reasonably well. The relatively small diﬀerences among the models suggests
that this is likely related to the fact that all annual runoﬀ percentiles closely
follow the atmospheric drivers. However, errors in the mean and the standard
deviations are getting increasingly pronounced for the low runoﬀ percentiles, where
diﬀerences among the models are also larger. As low ﬂows are more dependent on
catchment properties (especially storages), this emphasises the large uncertainty
in the appropriate parametrisation of sub-surface processes.
The large diﬀerences among the models were contrasted by the overall good
performance of the ensemble mean, which was treated as an additional model.
The ensemble mean can thus be used as a robust estimator of spatially aggregated
runoﬀ percentiles.
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Article IV
Seasonal Evaluation of Nine Large-Scale Hydrological Models Across Europe
This study focused on assessing the ability of an ensemble of nine large-scale hydro-
logical models to simulate the mean annual cycle of runoﬀ at the grid-cell scale.
Besides a robust quantiﬁcation of model skill, the study also attempted also to
do a diagnostic model evaluation, with the aim of getting insights into the struc-
tural deﬁciencies leading to poor model performance. In order to achieve robust
quantiﬁcations of model skill, the performance metrics derived for each grid-cell
were averaged for regions with comparable mean annual cycles, also referred to as
hydroclimatic regime classes.
The performance of all nine models were found to have a large spatial variability,
indicating pronounced diﬀerences in model performance among the grid-cells. At
this local scale, errors can at times be large and grid cells with biases exceeding
100% are often found close to nearly unbiased grid-cells. Thus, the interpretation
of individual grid-cells is likely to result in biased conclusions. Instead, regime
class wide averages of model performance were used as these provide a more ro-
bust picture. Model performance was found to vary systematically among regime
classes and was best in regions with little inﬂuence of snow. In cold regions, many
models were found to have shortcomings related to the timing of the mean annual
cycle, which is likely related to issues in the modelling of snow accumulation and
melt. Further, some of the observed errors are likely to be related to biases in
the forcing data, as indicated by the long term mean of the observed runoﬀ rates
being in some instances, larger than the precipitation of the input data. Despite
some considerable eﬀort diﬀerences, in model performance could not be related to
diﬀerences in model structure. This documents the limits of attributing model er-
rors to particular model components in the case of complex large-scale hydrological
models. These results thus also emphasise the need for transparent documentation
of the mathematical structure of the models, the data sources used for parameter
identiﬁcation, and last but not least, the technical choices made throughout model
implementation as a prerequisite for further diagnostic model evaluation.
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Article V
Streamﬂow data from small basins: a challenging test to high
resolution regional climate modelling
This study compared simulated runoﬀ from the land-surface scheme of a high-
resolution (0.12◦) regional climate model to observed runoﬀ in Europe, in order
to assess the models’ ability to capture the dynamical properties of streamﬂow
anomalies, with special emphasis on low and high ﬂows.
The data analysis was based on daily series which were deseasonalised and stan-
dardised by replacing the actual values with the percentiles of the empirical fre-
quency distribution of each calender day. The resulting time series are referred to
as nonparametric anomaly series. These series were then stratiﬁed into 19 equally
spaced anomaly levels, in order to distinguish low, mean and high ﬂows. For each
anomaly level, four performance metrics were applied. The ﬁrst two operate on
daily timescales and focuses on the temporal evolution of wet and dry events as
well as on their occurrence frequency. The second two are deﬁned on the an-
nual timescale and compare the inter-annual variability as well as trends of annual
anomalies.
All four indices exhibited similar patterns of model performance among the
diﬀerent anomaly levels. Simulated runoﬀ had the least agreement with the obser-
vations for the lowest anomaly levels. Model performance was found to be best for
moderately high anomalies, decreasing again for the extremely wet conditions. For
all anomaly levels, model performance was found to have a large spatial variability
with a tendency of decreasing model performance from the west to the east and
from low to high altitudes.
3.5. Conclusions
The overall aim of this dissertation was to contribute to a better understanding
of the terrestrial water balance with special emphasis on runoﬀ patterns emerging
at large, continental, scales. Large-scale patterns of diﬀerent aspects of runoﬀ in
space and time have been assessed focusing both on the identiﬁcation of observed
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structures as well as the ability of large-scale hydrological models to capture these.
Although diﬀering in approach, the combination of studies focusing on observed
patterns, and studies concentrating on model performance allowed for some new
insights into features of European runoﬀ variability and raised questions that can
be used to guide further research.
Spatial Patterns of Low-frequency Variability
Both the analysis of time series of annual runoﬀ percentiles (Article I) and the ex-
amination of low-frequency components of monthly runoﬀ (Article II) documented
large similarity in the temporal patterns of nearby rivers. These investigations also
showed how the similarity in the temporal evolution of runoﬀ on timescales longer
than one year changes over long spatial distances, leading to the identiﬁcation of
clear regional patterns of simultaneous runoﬀ variability. The strength of these
patterns as well as the similarity to analogue patterns found in low-frequency pre-
cipitation and temperature, suggests that runoﬀ variability on timescales longer
than one year, predominantly follows the atmospheric drivers. This is also sup-
ported by the fact that large-scale hydrological models were found to capture the
temporal evolution of time series of annual runoﬀ statistics reasonably well (Arti-
cles III and V). Topics that could not be addressed within the framework of this
thesis are related to the characterisation of the actual sequence of wet and dry
years that underly these patterns. Questions of speciﬁc interest may be directed
to the identiﬁcation of (quasi) periodic phenomena and the inﬂuence of large-scale
atmospheric circulation patterns. In recent years, the feedback between terres-
trial water storage and atmospheric variability has received increasing attention
[Bierkens and van den Hurk , 2007; Seneviratne et al., 2010]. In this context, it may
be of interest to assess whether runoﬀ observations from a large number of small
catchments can provide added information that may assist to fully understand the
inﬂuence of land-atmosphere interactions on climate variability.
Diﬀerences Between Low and High Flows
The analysis of observed runoﬀ percentiles (Article I) revealed that time series
of annual high ﬂow statistics have a larger degree of spatial dependence than
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time series of annual mean and low ﬂow statistics. This ﬁnding suggests that
hydrological systems are more closely linked to the atmospheric drivers in periods
of high ﬂows. In periods of low ﬂows, runoﬀ is fed by terrestrial water storage (e.g.
ground water, soil moisture and lakes) and their properties vary largely in space,
which may explain the observed pattern. This result is to some extent unexpected,
as the inter-annual variability of low ﬂows follows predominantly slow ﬂuctuations
in the climatic water balance which have a high degrees of regional coherence. The
inﬂuence of terrestrial water storage on the inter-annual variability of low runoﬀ
percentiles is also supported by the systematic decrease in model performance from
high to low ﬂows (Articles III and V). The relatively poor model performance as
well as decreasing discrepancies among large-scale hydrological models for low
ﬂows, illustrate the large uncertainties in the appropriate description of processes
involved in the storage and release of water, which is one of the main topics within
hydrological research.
Inﬂuence of Climatic Conditions on Runoﬀ Dynamics
Several measures of model performance (Articles IV and V) as well as observed
characteristics of runoﬀ variability (Article II), change systematically in space, of-
ten along climatic gradients. Among the relevant climatic characteristics identiﬁed
were the seasonality of runoﬀ as well as water balance components, such as mean
annual runoﬀ. This suggests that the mean annual conditions may act as a pri-
mary control of runoﬀ dynamics. Although several of the underlying mechanisms,
such as the impact of snow on runoﬀ in cold regions, or the fact that catchments
respond quicker to precipitation in wet conditions, are relatively well understood,
the role of the mean climatic conditions on runoﬀ dynamics has received relatively
little attention. Therefore, studies that clearly document the inﬂuence of mean
climatic conditions on the dynamic properties of runoﬀ appearer to be of great
interest. Further research on this topic could for example follow previous work
that focuses on the role of soil moisture on the longterm water-energy balance [e.g.
Milly , 1994] or be motivated by the ﬁndings of studies that relate both climatic
conditions and catchment properties to statistical ﬂood moments [e.g. Merz and
Blo¨schl , 2009].
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Implications From Model Evaluation
The runoﬀ simulations of the multi model ensemble (Article III and IV) were found,
on average, to underestimate runoﬀ, despite the fact that they have been forced
with bias corrected atmospheric variables. The spatial patterns of underestimation
of runoﬀ, inconsistencies between forcing data and runoﬀ observations, and avail-
able literature [e.g. Adam et al., 2006; Barstad et al., 2009; Weedon et al., 2011]
suggest that orographic eﬀects underly these biases. The incapability of forcing
data to fully resolve small-scale variations in precipitation, paired with the uncer-
tainty of the mapped land properties that are used to derive model parameters,
are likely to underly the large spatial variability in model performance (Articles
IV and V). This rapid succession of good and poor model performance between
neighbouring grid-cells highlights the limits of large-scale hydrological modelling.
These models are built to capture the dominant features of the terrestrial water
balance on large scales and interpreting their predictions locally (e.g. individual
grid-cells) will lead to inconsistent ﬁndings.
The evaluation of the multi model ensemble also revealed large diﬀerences in
the runoﬀ simulations among the models. These diﬀerences highlight the dissen-
sion on the appropriate description of hydrological systems and no unambiguous
criterion for the acceptability of a certain model could be identiﬁed. This implies
that the application of any single model is associated with a high risk of biased
conclusions. However, the mean of the simulations of a large number of models,
also referred to as the “ensemble mean”, has been shown to be a reliable predictor
for several features of runoﬀ variability on large scales. Thus the ensemble mean is
recommended to make runoﬀ predictions of large-scale hydrological models more
robust.
The complexity of large-scale hydrological models did render an unambiguous
allocation of model errors to speciﬁc parameterisations impossible. However, the
fact that regular structures in model error could be clearly related to distinct
hydrological phenomena (e.g. diﬀerences between low and high ﬂows, diﬀerences
among hydroclimatic regimes) shows that much can be gained from using large-
scale patterns for model validation. These patterns can, for example, be used
for “process-based evaluation of model hypotheses” [Clark et al., 2011], where
48
3.5. Conclusions
the plausibility of distinct model components is judged upon their relevance for
simulating observed features of runoﬀ variability on large scales.
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Abstract
This study investigates the low-frequency components of observed monthly river
ﬂow from a large number of small catchments in Europe. The low-frequency com-
ponents, deﬁned as ﬂuctuations on time scales longer than one year, were analysed
both with respect to their dominant space-time patterns as well as their contri-
bution to the variance of monthly runoﬀ. The analysis of observed streamﬂow
and corresponding time series of precipitation and temperature, showed that the
fraction of low-frequency variance of runoﬀ is on average larger than, and not
correlated to, the fraction of low-frequency variance of precipitation and temper-
ature. However, it is correlated with mean climatic conditions and is on average
lowest in catchments with signiﬁcant inﬂuence of snow. Furthermore, it increases
(decreases) under drier (wetter) conditions – indicating that the average degree of
catchment wetness may be a primary control of low-frequency runoﬀ dynamics.
The fraction of low-frequency variance of runoﬀ is consistently lower in respon-
sive catchments, with a high variability of daily runoﬀ. The dominant space-time
1This is a revised version of the discussion paper published online as: Gudmundsson L, Tallaksen
L M, Stahl K, Fleig A K. 2011. Low-frequency variability of European runoﬀ. Hydrology and
Earth System Sciences Discussions, 8, 1705-1727. doi:10.5194/hessd-8-1705-2011
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patterns of low-frequency runoﬀ in Europe, identiﬁed using nonlinear dimension
reduction, revealed that low-frequency runoﬀ can be described with three modes,
explaining together 80.6% of the variance. The dominant mode has opposing cen-
ters of simultaneous variations in northern and southern Europe. The secondary
mode features a west-east pattern and the third mode has its centre of inﬂuence in
central Europe. All modes are closely related to the space-time patterns extracted
from time series of precipitation and temperature. In summary, it is shown that
the dynamics of low-frequency runoﬀ follows continental-scale atmospheric fea-
tures, whereas the proportion of variance attributed to low-frequency ﬂuctuations
is controlled by catchment processes and varies with mean climatic conditions. The
results may have implications for interpreting the impact of changes in temperature
and precipitation on river-ﬂow dynamics.
1. Introduction
Catchment runoﬀ depends on atmospheric water input (precipitation) and loss
(evapotranspiration) as well as on catchment processes, which determine how at-
mospheric ﬂuctuations are translated into runoﬀ. On short time scales (days,
months) a multitude of processes is known to inﬂuence runoﬀ generation. In a
changing climate, ﬂuctuations on longer time scales (years, decades) gain increas-
ing importance. On these time scales runoﬀ variability is known to have systematic
space-time patterns [e.g. Lins , 1997; Gudmundsson et al., 2011] that are related
to large-scale atmospheric drivers [e.g. Barlow et al., 2001; Tootle and Piechota,
2006]. However, the variance of annual runoﬀ varies largely among catchments
[for a global analysis see McMahon et al., 2007] and is on average larger than the
variance induced by annual precipitation and evapotranspiration alone [as demon-
strated for US streamﬂow by Sankarasubramanian and Vogel , 2002]. Several stud-
ies have shown that the diﬀerence between the variance of annual runoﬀ and of
precipitation is dependent on the climatic water balance, expressed by the arid-
ity index [e.g. Dooge, 1992; Koster and Suarez , 1999; Sankarasubramanian et al.,
2000; Milly and Dunne, 2002].
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It is also of interest to look at the relative strength of the variability on long
time scales as compared to sub-annual variability. In the following, low-frequency
variability is deﬁned as variability on time-scales longer than one year. Studies
that are concerned with low-frequency variability of monthly runoﬀ [e.g. Shun and
Duﬀy , 1999; Hanson et al., 2004; Kumar and Duﬀy , 2009], focus primarily on its
temporal evolution and less emphasis is given to its strength. When the strength
of the low-frequency variability of runoﬀ (or deﬁned sub-signals e.g. quasiperiodic
oscillations) is reported, it is often measured as the fraction of the total variance
of monthly runoﬀ time series, which can be attributed to ﬂuctuations on time-
scales longer than one year. Further, it is found that the fraction of low-frequency
variance of runoﬀ is usually larger than the fraction of low-frequency variance in
the forcing.
A high fraction of low-frequency variance in time-series arising form hydrological
systems is closely related to the presence of “longterm-memory” or persistence
which is often quantiﬁed by the Hurst coeﬃcient [e.g. Mandelbrot and Wallis ,
1968, 1969; Klemesˇ, 1974; Vogel et al., 1998; Koutsoyiannis, 2002]. However,
studies addressing persistence in annual runoﬀ series have several common features
that distinguish them from those analyzing low-frequency variance of monthly time
series. For example, it is common only to consider annual time series [e.g Tallaksen
et al., 1997; Vogel et al., 1998; Koutsoyiannis, 2002, 2003, 2010], and the results
are thus not directly comparable to results obtained from analyses of monthly
time series. Only a few “Hurst” studies consider daily or monthly time series [e.g.
Montanari et al., 1997; Mudelsee, 2007], in which case the series are deseasonalised
prior to further analysis. However, the seasonal cycle is one of the most important
phenomenas in hydrology and contributes signiﬁcantly to the variance of monthly
runoﬀ.
Alongside stochastic models [e.g. Montanari et al., 1997; Koutsoyiannis, 2002],
various physical mechanisms have been proposed to explain the relatively high
fraction of low-frequency variance (i.e. persistence) in hydrological time series.
Amongst these are climate instationarities [Potter , 1976] – possibly due to land-
atmosphere interactions [Bierkens and van den Hurk , 2007] –, storage mechanisms
[Klemesˇ, 1974], groundwater upwelling [Shun and Duﬀy , 1999], and channel rout-
ing [Mudelsee, 2007].
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This study aims at providing further insight into the low-frequency variability of
monthly runoﬀ, both with respect to its spatio-temporal patterns as well as with
respect to its strength, measured by the fraction of low-frequency variance. The
formulation of the working hypothesis, the design of the data analysis as well as
the interpretation of the results, are based on the assumptions that hydrological
systems can be suﬃciently characterised by a simple water-balance model
dS
dt
= P − E −Q (1)
where dS/dt denotes changes in the terrestrial water storage S (e.g. snow, soil
moisture, groundwater, lakes), P precipitation, E actual evapotranspiration and
Q runoﬀ. Evapotranspiration is usually not directly observed but estimated as
a function of the atmospheric water demand (i.e. potential evapotranspiration)
and water availability (i.e. soil moisture). Here temperature (T ) will be used as a
surrogate for potential evapotranspiration driving E, which is a common approach
[e.g. Kingston et al., 2009]. Runoﬀ is assumed to be a function of storage
Q = h(S) (2)
where the function h summarizes various storage response functions in a catchment
[see Clark et al., 2011, 2008, for diﬀerent plausible formulations]. Here, no speciﬁc
assumptions on the form of h are made, instead focus is on detecting empirical
relationships based on observations. However, it shall be noted that h can be
characterized as a spectral ﬁlter [e.g. Milly and Wetherald , 2002] that reduces
the high-frequency variance of the precipitation input, for example due to the
retention of water in soils. Similarly, h can also be thought of as an ampliﬁer of
low-frequency ﬂuctuations in the atmospheric forcing, for example if multi-year
storages of groundwater are considered.
To better understand the diﬀerent roles of meteorological forcing and terrestrial
processes on low-frequency runoﬀ variability, the following questions guiding the
analysis were formulated:
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1. Can the space-time patterns of low-frequency runoﬀ be directly related to
the equivalent patterns of precipitation (P ) and temperature (T ) – or do
catchment processes alter these patterns?
2. Is the fraction of low-frequency variance in runoﬀ related to the fraction of
low-frequency variance in the forcing data – or do catchment processes have
a major impact?
3. Can the fraction of low-frequency variance in runoﬀ be related to catchment
processes – here represented by a few, easy accessible, catchment character-
istics?
In order to approach these questions we adopt the idea that hydrological systems
can be considered as low-pass ﬁlters and that the strength of this ﬁltering depends
on catchment properties such as topography, hydrogeology, land-cover and climatic
conditions. Any low-pass ﬁltering implies a spectral representation of the time
series and accordingly, a runoﬀ series Q can be decomposed into a set of additive
sub-series,
Q =
∑
f∈F
Qf (3)
where F denotes a set of frequency bands f , covering fmax > f ≥ fmin (fmax
and fmin are the upper and the lower frequency bounds respectively). Each sub-
series Qf , can additionally be characterized by its variance σ
2
f . In this study, the
focus is on runoﬀ variability on time scales larger than 12 months (1/12 > f > 0
months−1). The corresponding sub-series is denoted as QLong and the fraction of
low-frequency variance of runoﬀ is
ΦQ =
σ2QLong
σ2Q
(4)
where σ2QLong is the variance of QLong and σ
2
Q is the total variance of the runoﬀ-
series Q. Any reduction in the high frequency variance (variance on time scales
smaller than one year) will increase the fraction of the low-frequency variance ΦQ,
whereas the temporal evolution of the corresponding low-frequency component
QLong, will not change.
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This framework is then used to assess the low-frequency variability of monthly
runoﬀ. After isolating QLong and quantifying ΦQ these quantities will be analysed
separately in order to provide answers to the questions formulated above. Finally,
the results are discussed with respect to possible mechanistic explanations.
2. Data
The study was based on a set of 358 time series of daily runoﬀ covering the period
1963 to 2000 and where aggregated to monthly values. This unique data set
consists of small, near-natural catchments that are not nested (median catchment
size: 300 km2). Most records originate from the European Water Archive (EWA),
a database assembled by the Euro-FRIEND1 program. The EWA is held by the
Global Runoﬀ Data Centre2 (GRDC) which also manages data requests. The
EWA was recently updated and complemented by national data from partners
in the WATCH project3. For a detailed overview on data availability see Stahl
et al. [2010, 2008]. Mean catchment elevation and slope, estimated from a high
resolution digital elevation model, were obtained from the pan-European river and
catchment database CCM2 [Catchment Characterisation and Modelling 2; Vogt
et al., 2007].
Observed temperature and precipitation series were not available for the catch-
ments, so instead the WATCH forcing data Weedon et al. [WFD; 2010, 2011] were
used. The WFD provide bias corrected variables, based on the ERA-40 reanalysis
[Uppala et al., 2005], on a 0.5 degree grid. In the centre of the spatial domain
of this study, at 55◦N, grid-cell cover 1994 km2. Only grid-cells with one or more
runoﬀ stations were used, resulting in a total of 246 grid-cells. In case of more
than one runoﬀ station per grid-cell, the area-weighted average of the runoﬀ values
was used.
Mean climatic conditions of all grid-cells were characterized by the mean annual
temperature (T¯ ), precipitation (P¯ ) and runoﬀ (Q¯) (Fig. 1). The fraction of low-
1http://ne-friend.bafg.de/servlet/is/7413/, last accessed: 15 May 2011
2http://grdc.bafg.de, last accessed: 15 May 2011
3http://eu-watch.org/, last accessed: 15 May 2011
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Figure 1.: Mean annual runoﬀ (Q¯), precipitation (P¯ ) and temperature (T¯ ) for the
period 1962–2000.
frequency variance of runoﬀ (ΦQ), precipitation (ΦP) and temperature (ΦT) was
used to characterize the strength of ﬂuctuations on long time scales.
The ratio of the 25% (low-ﬂows) to the 75% (high-ﬂows) percentile of daily
runoﬀ (Q25/Q75) was used to characterise catchment response to precipitation.
The notion of percentiles follows the statistical convention (representing cumulative
frequencies) and not the hydrological one (representing exceedance frequencies).
The ratio Q25/Q75 is related to the shape of the ﬂow duration curve [FDC; Vogel
and Fennessey , 1994]. High values indicate a ﬂat FDC, reﬂecting the relatively
low variability of ﬂows around the median and thus a dampened response. A low
value corresponds to a steep FDC, and is thus an indicator of a fast responding
ﬂow regime with a high variance of daily runoﬀ [Gustard et al., 1992].
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3. Methods
3.1. Extracting low-frequency components
The low-frequency components of runoﬀ (QLong), temperature (TLong) and precip-
itation (PLong) were obtained using the “Seasonal-Trend Decomposition Procedure
Based on Loess” [STL; Cleveland et al., 1990]. The STL-algorithm is one of many
time series decomposition techniques that are available and is limited to the decom-
position of time series into a low-frequency, a seasonal and a residual component.
STL has been applied in several hydrological studies, for example, for deseasonali-
sation of runoﬀ time series [Montanari et al., 1997] or for the detection of nonlinear
trends in groundwater levels [Shamsudduha et al., 2009]. In addition, other, more
ﬂexible, techniques were considered for the analysis, including Singular System
Analysis [SSA; e.g. Ghil et al., 2002], Wavelet ﬁltering [e.g. Torrence and Compo,
1998] and Empirical Mode Decomposition [EMD; Huang et al., 1998]. The choice
of the STL algorithm was motivated by its suitability for isolating low-frequency
components from time series while analytically controlling the spectral leakage of
high frequency variability into the low-frequency component.
STL is based on locally weighted scatter-plot smoothing, LOESS [Cleveland and
Devlin, 1988]. Assuming a dependent variable xi and an independent variable ti
(for i = 1 to n), the LOESS estimates smoothed values of the dependent variable
gˆ(ti) for any value ti. First, a positive integer λ is chosen. Then the subset of the
λ nearest tj to ti are selected, where j is the index of the subset. For this selection
weights are computed as
wj =
[
1−
( |tj − ti|
δλ
)3]3
+
(5)
where [ ]+ denotes the positive part and δλ is the distance from the λth
farthest tj from ti. Finally, the locally smoothed value of xi at ti are computed as
a polynomial ﬁt to the selected subset, weighted with wj, to obtain the smoothed
value gˆ(ti). Here a polynomial of degree one (i.e. a locally linear ﬁt) was used.
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STL decomposes a time series X into
X = XLong +XSeas +XResid (6)
where the seasonal (XSeas) and the low-frequency (XLong) components are sepa-
rated from the residual (XResid). STL is an iterative procedure involving an inner
and an outer loop, each applying a sequence of LOESS. In the inner loop, X is
decomposed into the three sub-series (Eq. (6)). The seasonal component is iden-
tiﬁed by ﬁrst smoothing the seasonal sub-series (i.e. the series of all Januaries,
Februaries, ...) with LOESS (parameter λSeas), which are then low-pass ﬁltered
by a sequence of moving averages and an additional application of LOESS. After
removing the seasonal component, XLong is separated from XResid using LOESS
(parameter λLong). In the outer loop, robustness weights are calculated that are
used in the next iteration of the inner loop to reduce the inﬂuence of outliers.
The full STL algorithm has six free parameters, determining the value of λ for
the diﬀerent applications of LOESS as well as the number of iterations. In this
study only λSeas and λLong need to be controlled and all other parameters were
set to default values. (See Cleveland et al. [1990] for recommendations and the
documentation of the function “stl” in the R - software [R Development Core
Team, 2011]). Both λSeas and λLong are set in such a manner that an optimal
identiﬁcation of XLong, the target variable, is guaranteed. For the identiﬁcation
of XSeas, the LOESS parameter was set to λSeas = 10n + 1, where n = 444 is
the length of the monthly observations. This eﬀectively replaces the smoothing
by the mean of each month and guarantees that all low-frequency variability is
captured by XLong. For the identiﬁcation of XLong, the LOESS parameter was set
to λLong = 19. This choice follows the recommendations of Cleveland et al. [1990],
who showed analytically that setting λLong equal to the smallest integer satisfying
λLong ≥ 1.5p/(1− (1.5/λSeas), is optimal with respect to a minimal spectral leak-
age of high frequency components into the low-frequency components (p = 12 is
the periodicity of the seasonal cycle). Note that the choice of λLong = 19 is closely
related to separating the variance of a power-spectrum at a frequency of f = 1/19
and thus a small part of the low-frequency variance is not captured by XLong.
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Figure 2.: Decomposition of a monthly runoﬀ series Q [mm d−1] into low-frequency
(QLong), seasonal (QSeas) and residual (QResid) components.
Figure 2 illustrates such a decomposition and reﬂects the chosen value of the
parameter λSeas, that enforces annual cycles that do not change over time. It
should be noted that the amplitude of the three diﬀerent components are actually of
the same order of magnitude and thus these three sub signals of similar importance.
However, onlyXLong is further analyzed both with respect to its fractional variance
(Eq. (4)) and its space time pattern.
The fraction of low-frequency variance ΦX, is a parameter characterizing the
variance distribution of the power-spectrum of the time series X. However, the
STL-algorithm used to estimate ΦX is primarily designed for time-series decom-
position and may thus lead to biased estimates of spectral properties. Appendix 6
summarizes the results of a supplementary analysis comparing ΦQ to an alterna-
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tive (spectral) estimate, based on the multi taper method [e.g. Ghil et al., 2002].
The results show that both estimates are closely related and that ΦX estimated
using the STL algorithm is reliable. Further, due to sampling errors and ﬁnite
size eﬀects, the estimated values of ΦX are uncertain and thus error-bars for ΦQ.
This uncertainty was quantiﬁed using a bootstrapping technique and the resulting
conﬁdence intervals of ΦQ are also presented in Appendix 6.
3.2. Factors inﬂuencing ΦQ
Hydroclimatic regime
Diﬀerences in the seasonality of runoﬀ may have an inﬂuence on the magnitude of
ΦQ and therefore it was chosen to group observed runoﬀ into two classes of hydro-
climatic regimes. One is a snow-regime where snow accumulation and melt lead
to an annual cycle with minimum discharge in winter and a maximum in spring.
The other is an evapotranspiration-regime, where the mean annual cycle of runoﬀ
follows the seasonal pattern of the potential evapotranspiration with maximum
discharge in winter and a summer minimum. Although a two-class description
is a strong simpliﬁcation of the complexity of seasonal patterns of runoﬀ found
throughout Europe [e.g. Haines et al., 1988; Harris et al., 2000; Krasovskaia et al.,
2003; Renner and Bernhofer , 2011], the separation into snow- and evaporation-
regimes allows for an easy assessment of the inﬂuence of snow on ΦQ.
The two groups were separated based on the shape of the hydroclimatic regime,
deﬁned as the mean annual cycle of runoﬀ, using cluster analysis. Such an approach
is also referred to as classiﬁcation by shape [Harris et al., 2000]. At each grid-cell,
the mean monthly ﬂow was ﬁrst standardized by removing the mean and then
dividing by the standard deviation. These standardized hydroclimatic regimes
were than grouped into two regime-classes using Ward’s hierarchical clustering
algorithm with an euclidean distance measure [Ward , 1967]. The diﬀerence in ΦQ
between the two regime-classes will be tested using Wilcoxon’s rank test [Wilcoxon,
1945]. Wilcoxon’s test is comparable to the t-test which assesses whether the mean
of two groups are diﬀerent. However, unlike the t-test it does not rely on the
assumption of normality.
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Catchment characteristics and climatic conditions
Spearman’s rank-correlation coeﬃcient ρ [Spearman, 1987, reprint from Spear-
man, 1904], was used to test the inﬂuence of catchment topography, mean cli-
matic conditions and climatic variability on the fraction of low-frequency variance
of runoﬀ, ΦQ. Spearman’s ρ is equivalent to the Pearson correlation coeﬃcient
between ranked variables. The advantage of Spearman’s ρ over the Pearson corre-
lation coeﬃcient is that it does not rely on observations from a bivariate normal-
distribution. It is robust to outliers and can also detect and quantify the strength
of any monotonic (nonlinear) relation.
A statistical testing of the signiﬁcance of ρ is hampered by the fact that all
variables considered are likely to exhibit some spatial dependence, which may lead
to spuriously high correlations. Therefore, no formal statistical testing is applied
and instead only values satisfying |ρ| ≥ √0.25 = 0.5, explaining more than 25% of
the variance of the ranks, will be considered.
3.3. Spatial patterns of simultaneous variations
Dominant spatial patterns of simultaneous variations of geophysical time series
are commonly identiﬁed using so-called dimension reduction techniques. One of
the most popular methods is principle component analysis (PCA), also known as
empirical orthogonal function (EOF) analysis [e.g. von Storch and Zwiers, 1999].
(For applications to continental scale river ﬂow, see Lins [1997] and Shorthouse and
Arnell [1999]). The results of PCA are often depicted as a series of maps, where
each map corresponds to one temporal signal and the mapped value quantiﬁes how
the time series at each location are correlated to this signal. However, PCA relies
on the assumption of linearity, which is not necessarily appropriate for geophys-
ical phenomena [e.g. Monahan, 2001; Gamez et al., 2004; Mahecha et al., 2010].
The consequences of the linearity assumptions can be illustrated by considering
distances on the earth surface. The linear (euclidean) distance between a location
on the northern hemisphere (e.g. Oslo) and a location on the southern hemisphere
(e.g. Cape Town) would go through the solid earth. Thus it does not reﬂect their
true distance which is rather characterized by the geodesic distance, that describes
the shortest path between two locations on the curved earth surface. However, dis-
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tances between nearby locations on the earth-surface can be approximated using
linear (euclidean) measures and the distance between locations far from each other
can be approximated as the sum of those local linear distances. Similar arguments
hold for the analysis of nonlinear physical processes and thus isometric feature
mapping [ISOMAP; Tenenbaum et al., 2000], which takes advantage of these con-
sideration, was used to characterize the sets of spatially distributed time series of
QLong, PLong and TLong, separately.
Let X be a matrix containing spatially distributed time series with m rows rep-
resenting the locations and n columns representing the time steps. First ISOMAP
estimates a m×m geodesic distance matrix G, which is a symmetric matrix and
each element gij quantiﬁes the strength of common variability between pairs of time
series. G is estimated based on the assumption that the geodesic distances can
be approximated as the shortest path on a neighbourhood graph. This neighbour-
hood graph is computed using the algorithm of Dijkstra [1959], which connects
each point to its k nearest neighbours.
The geodesic distance matrix G is then subject to classical multidimensional
scaling [e.g. Torgerson, 1952; Borg and Groenen, 2005], which seeks an euclidean
space Y that suﬃciently describes G with few dimensions. Y is found as the ﬁrst
columns of
Y = EΛ1/2 (7)
where Λ1/2 is a diagonal matrix containing the square-root of the eigenvectors of
τ(G) in a decreasing order and E is a column matrix containing the correspond-
ing eigenvectors. (τ(G) = 12HG
(2)H is a double centering operator, where G(2)
is a matrix of squared distances, Hij = δij − 1N and δij is the Kronecker delta).
Each dimension (column) of the space Y has m entries, which represent the diﬀer-
ent spatial locations and similar values indicate simultaneous temporal evolution.
Thus, maps of the leading dimensions are used to show spatial patterns of simulta-
neous variations. Only the ﬁrst columns of Y that explain more than one percent
of the variance of G will be considered, as they capture the most dominant part
of the signal.
ISOMAP has one free parameter, k, the number of nearest neighbours used to
estimate the geodesic distance. Following the procedure of Mahecha et al. [2007],
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k = 20 was found to provide the best choice for representing the spatial structure
of QLong, TLong and PLong with a limited number of dominant modes. Geodesic
distances were estimated based on euclidean distance matrices of the standard-
ised versions of the low-frequency components to emphasize common temporal
evolution.
The similarity in the spatial patterns of simulations variation, found as the lead-
ing ISOMAP dimensions of QLong, PLong and TLong, was quantiﬁed using linear
Procrustes analysis [PA; e.g. Borg and Groenen, 2005]. In principle, Procrustes
analysis assesses whether a space B can be transformed into a target space A
by a limited set of operations such as scaling, rotation and reﬂection. Here, the
matrix A contains the standardized leading ISOMAP dimensions of QLong and B
contains the standardised leading ISOMAP dimensions of either PLong or TLong.
In principle, the resulting parameters can be analysed in detail, however, in this
study, only the goodness of the ﬁt will be considered, which together with a test
of statistical signiﬁcance, will allow to quantify the relation between the leading
ISOMAP components of two variables. This is achieved using the procedure intro-
duced by Peres-Neto and Jackson [2001] which solves A = TB, where the rotation
matrix T is found to minimize the sum of squared diﬀerences (i.e. linear PA). The
strength of this ﬁt can be quantiﬁed by
r2 = 1− 2(1− trace(W))
trace(W)2
, (8)
where W is a diagonal matrix containing the singular values of ATB. r2 scales
between 0 and 1 and its interpretation is equal to Pearson’s correlation coeﬃcient.
The signiﬁcance of r2 is tested using a resampling test.
4. Results
4.1. Fraction of low-frequency variance
On average, the fraction of low-frequency variance was found to be highest for
runoﬀ (0.01 ≤ ΦQ ≤ 0.53), followed by precipitation (0.03 ≤ ΦP ≤ 0.13) and
lowest for temperature (0.01 ≤ ΦT ≤ 0.04). The large spread in the fraction
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Figure 3.: Spatial patterns of the fraction of low-frequency variance of runoﬀ (ΦQ),
precipitation (ΦP) and temperature (ΦP). (Note that each panel has its own loga-
rithmic color scale).
of low-frequency variance of runoﬀ, suggests that catchments vary signiﬁcantly
in their sensitivity to long-term climatic ﬂuctuations. Note that the distribution
of ΦQ is extremely skewed. All but nine out of 246 grid-cells have ΦQ ≤ 0.3
indicating that QLong accounts, in most of the cases, for less than one third of
the total runoﬀ variance. The fractions of low-frequency variance of runoﬀ (ΦQ),
precipitation (ΦP) and temperature (ΦT) have large spatial variability (Fig. 3).
ΦQ is on average largest in central Europe and lowest in the Alps and the inland
parts of Scandinavia. Comparison with the spatial distributions of mean annual
runoﬀ, precipitation and temperature (Fig. 1) shows that the fraction of low-
frequency variance of runoﬀ is generally largest in regions where the mean annual
runoﬀ and precipitation are low and the mean annual temperature is high. The
spatial patterns of ΦP and ΦT diﬀer from the spatial distribution of ΦQ. ΦP has
the highest values in central Europe and Scandinavia, whereas ΦT has its largest
values in southern France and Denmark.
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Figure 4.: Classiﬁcation of grid-cells into regime classes. RC1: Winter minimum
- summer maximum regime. RC2: Summer minimum - winter maximum regime.
The map shows the geographical domain of each regime class. The two small panels
show the average shape of each hydroclimatic regime; dark line: median, dark shaded
area: inter-quartile range, light shaded area: range; (< > denotes standardisation).
Inﬂuence of snow on ΦQ
Figure 4 shows the results of the cluster analysis used to group grid-cells according
to their hydroclimatic regime. Both the snow dominated (RC1, 81 grid-cells) and
the evapotranspiration dominated regime class (RC2, 165 grid-cells) have distinct
seasonal and regional patterns. RC1 has a winter minimum and a spring maximum
and is separated into two regions, one in Scandinavia and one in the Alps. RC2
has a summer minimum and a winter maximum. Most grid-cells of this regime
class are located in the center of the spatial domain, between the two regions of
RC1.
The median ΦQ of the two regime classes is signiﬁcantly diﬀerent (p ≤ 0.01,
Wilcoxon test). On average ΦQ is signiﬁcantly lower in RC1 (median: ΦQ,RC1 =
0.07) than in RC2 (median: ΦQ,RC2 = 0.15) and the inter-quartile ranges of ΦQ
do not overlap (Fig. 5a).
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Figure 5.: A) Boxplots of ΦQ for the two hydroclimatic regime classes (RC1 and
RC2). The black horizontal line is the median, the box covers the interquartile
range and the gray whiskers range from the minimum to the maximum value. B)
Spearman’s rank correlation coeﬃcients (ρ) between the fraction of low-frequency
variance of runoﬀ (ΦQ) and the following set of variables: fraction of low-frequency
variance of precipitation (ΦP) and temperature (ΦT); mean annual runoﬀ (Q¯), mean
annual precipitation (P¯ ) and temperature T¯ ; mean catchment elevation, slope and
area as well as the ratio of 25% and 75% percentile of daily runoﬀ Q25/Q75.
Correlating ΦQ with catchment properties and climatic conditions
Figure 5b summarizes the results of the correlation analysis relating ΦQ to climate
and catchment characteristics, both for the entire study domain as well as for
the two regime classes separately. Among all variables only mean annual runoﬀ
(Q¯), mean annual temperature (T¯ ) and Q25/Q25 have correlations satisfying |ρ| ≥√
0.25 = 0.50. (The correlation among these three variables never exceeds |ρ| ≥
0.50). The weakest correlations are found for the fraction of low-frequency variance
of precipitation (ΦP) and temperature (ΦQ) as well as for catchment area.
A negative correlation if found between ΦQ and Q¯ for all grid-cells as well as the
grid-cells in RC2, indicating that the fraction of low-frequency variance of runoﬀ
decreases under wetter conditions. However, in the snow-regime (RC1) ΦQ and Q¯
have almost zero correlation. As illustrated in Fig. 6a, the ΦQ values of RC1 are
almost constant over the entire ﬂow-range.
The fraction of low-frequency variance of runoﬀ and mean annual temperature
are positively correlated for all grid-cells and those in RC1. Thus ΦQ is larger
under warmer conditions, as also seen in Fig. 6b, were the ΦQ values for RC1
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Figure 6.: Scatter plots illustrating the inﬂuence of selected variables (mean annual
runoﬀ Q¯ and temperature T¯ ; the ratio of 25% and 75% percentile of daily runoﬀ
Q25/Q75) on the fraction of low-frequency variance of runoﬀ (ΦQ).
increase almost linearly with temperature. However, this is not the case for the
evapotranspiration-regime (RC2).
Only Q25/Q75 has approximately equally strong positive correlations with ΦQ in
all cases. Figure 6b shows that the rate of increase in ΦQ with increasing Q25/Q25
are comparable in both regime classes, although overall higher ΦQ values are found
for RC2.
4.2. Space-time patterns of low-frequency runoﬀ
Figure 7 is used to illustrate how the results of ISOMAP can be interpreted in the
context of spatially distributed time series, using the ISOMAP of QLong. The left
panel shows the space spanned by the two leading components (i.e. the ﬁrst two
columns of the spaceY, Eq. (7)). Each point represents a spatial location (i.e. grid-
cell). The gray lines are the neighbourhood graph used to estimate the geodesic
distances. Neighboring points in this plot indicate that the underlying time series
have a large agreement. The further the points are apart, the larger the diﬀerence
of the underlying time series. This is illustrated using two pairs of points that are
marked with circles and triangles. The corresponding time-series are shown in the
two right panels. The time series of neighbouring points are very similar, whereas
time series of the more distant points do not share common patterns. This change
in temporal evolution occurs gradually along each component (i.e. the axis of the
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Figure 7.: Left: the space spanned by the two leading ISOMAP components derived
from QLong. The gray lines are the neighborhood graph used to estimate the geodesic
distances. Two pairs of neighbouring points are marked (triangles and circles) and
their spatial location is indicated on the map. Right: time series of QLong for the
two pairs of points marked in the left panel (< > denotes standardisation).
left panel). These changes of temporal evolution with spatial location can be due to
various processes, each of them generating a signal. In the framework of ISOMAP
the ﬁrst component represents the most dominant signal, and other signals are
captured by subsequent components. The percentage of variance explained by
each component indicates how strong these signals are. Maps of the components
show thus the relation of the time series to each other, and how this relation
changes in space.
The three leading ISOMAP components of QLong, PLong and TLong (Fig. 8) ex-
plain a large amount of the variance of the input matrices (runoﬀ: 80.6%, precip-
itation: 80.8%, temperature: 90.3%). The three runoﬀ components are strongly
related to the corresponding precipitation components (r2 = 0.93, p ≤ 0.001,
see Eq. (8)) and moderately related to the temperature components (r2 = 0.79,
p ≤ 0.001). The remaining components account for less than 1% of the variance.
The ﬁrst components of runoﬀ (Q1 : 59.4%), precipitation (P1 : 57.6%) and tem-
perature (T1 : 73.5%) have very similar spatial patterns. Their common feature
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is a pronounced north-south gradient across Europe. For runoﬀ and precipitation
the gradient is slightly tilted northwest in Scandinavia. The main feature of the
second components of runoﬀ (Q2 : 11.9%), precipitation (P2 : 15.4%) and tem-
perature (T2 : 15.7%) is a west-east gradient. This pattern is also common to
all three variables with some departures of the runoﬀ component (Q2) in Scandi-
navia. Furthermore, the third components of runoﬀ (Q3 : 9.3%) and precipitation
(P3 : 7.9%) have similar patterns. Their common feature is a gradient from the
center of the spatial domain (around Denmark) toward the north and south. The
spatial pattern of the third temperature component (T3 : 1.1%) is diﬀerent and
does not appear to be related to runoﬀ.
5. Discussion
5.1. Fraction of low-frequency variance
The fact that ΦQ is on average larger than and not correlated to ΦP and ΦT
(Fig. 5b), shows that the fraction of low-frequency variance of runoﬀ is not propor-
tional to the fraction of low-frequency variance of precipitation and temperature.
Thus it is likely that the magnitude of ΦQ is primarily controlled by catchment
processes. In principle, ΦQ can be altered by either a change in the variance of
high frequency components (i.e. the variance of QSeas and QResid) or by a change
in the variance of the low-frequency component (QLong). The fact that ΦQ is sig-
niﬁcantly lower in hydroclimatic regimes where the mean annual cycle of runoﬀ is
dominated by snow (Fig. 5a) suggests that snow accumulation and melt lead to a
pronounced annual cycle, which implies a low ΦQ. The relatively strong positive
correlation of ΦQ with the mean annual temperature in RC1 (ρ = 0.63) suggests,
that this eﬀect gets more pronounced in colder environments, where the inﬂuence
of snow is more important.
The large diﬀerences in ΦQ within both the snow dominated and the evapo-
transpiration dominated regime class, however, indicate that the impact of snow
on the shape of the mean annual cycle is not suﬃcient to fully explain all the
variations. The strong negative correlation of ΦQ with mean annual runoﬀ in the
evaporation dominated regime class (RC2, ρ = −0.62) shows that the fraction of
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Figure 8.: Spatial patterns of the three dominant ISOMAP components of low-
frequency variability of runoﬀ (Q), precipitation (P ) and temperature (T ). The
numbers in the ﬁgure headings are the percentage of explained variance.
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low-frequency variance decreases under wetter conditions. In humid environments,
catchment storages are often close to being saturated and thus runoﬀ is more likely
to respond quickly to precipitation, maintaining more of its high-frequency vari-
ance (resulting in a low ΦQ). In this context it appears noteworthy that ΦQ is
not correlated to mean annual precipitation. This may be related to comparing
precipitation estimates from a global reanalysis product with large grid-cells to
runoﬀ from small catchments. Precipitation amounts are known to have a large
spatial variability, depending on orographic eﬀects [e.g. Barstad et al., 2007], which
are neither resolved in the WFD nor the underlying ERA40 data [Weedon et al.,
2011]. A dynamical down-scaling of the re-analysis data as suggested by Barstad
et al. [2009] would be a possible solution for further studies.
Interestingly, none of the considered catchment properties (elevation, slope and
area) were found to be correlated to the fraction of low-frequency variance of runoﬀ,
suggesting that rainfall-runoﬀ processes controlled by these properties have little
inﬂuence on ΦQ. However, it is likely that storage properties of the catchments
have an eﬀect and it would be desirable to include information on the hydrogeology
and lake percentage of each catchment into the analysis. Unfortunately, no suitable
data with the necessary precision are available at the pan-European scale.
The ratio Q25/Q75 is the only variable found to have a strong positive correla-
tion with the fraction of low-frequency variance of runoﬀ for both regime classes,
indicating that ΦQ is larger for rivers with a dampened runoﬀ response. The ra-
tio Q25/Q75 is a parameter characterising the spread of the distribution of daily
runoﬀ, which is often characterised by the ﬂow duration curve (FDC). The FDC
can empirically be related to storage properties [Gustard et al., 1992], but both
theoretical [Botter et al., 2008, 2009] and empirical [Castellarin et al., 2004] inves-
tigations suggest that the average degree of catchment saturation, which in turn
is related to the climatic water balance, also play a vital role.
Further investigations are needed to fully resolve the diﬀerent roles of catchment
properties and mean climatic conditions on the fraction of low-frequency variance
of runoﬀ. However, the current lack of large-scale high quality data on catchment
properties hinders further investigations, and supplementary approaches based on
hydrological modelling would go beyond the scope of this study.
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5.2. Space-time patterns
The simultaneous variations of European low-frequency runoﬀ can be eﬃciently
described by three components, each having a distinct spatial pattern. The large
amount of variance explained by the ﬁrst ISOMAP component shows that the
low-frequency variations of European runoﬀ are dominated by opposing centers
of simultaneous variations in the north and the south. This north-south pattern
may be related to the zonal structure of atmospheric circulation where the south
of Europe is inﬂuenced by subtropical and the north by arctic weather systems.
Similar patterns of precipitation [Lo´pez-Moreno and Vicente-Serrano, 2008], runoﬀ
[Shorthouse and Arnell , 1997, 1999] and peak discharges [Bouwer et al., 2008] have
previously been related to the North Atlantic Oscillation. The west-east gradient
of the second component may be related to a shift in inﬂuences between Atlantic
and continental weather systems. Located in the zone of westerly winds, climate
in western Europe is strongly inﬂuenced by the Atlantic Ocean. With increasing
distance from the coast this inﬂuence diminishes. Also the third components of
runoﬀ and precipitation have similar spatial patterns. Both explain a considerable
amount of the variance. The location of the pattern in the center of the spatial
domain, indicates that it may be related to the spatial distribution of the observa-
tions and thus may be an artifact of the analysis. However, comparable structures
have been identiﬁed as the leading principal component of the standardized pre-
cipitation index on time-scales of 24 months [Bordi et al., 2009].
In principle, such large-scale patterns in runoﬀ can be related to the general
features of atmospheric oscillation [e.g. Tootle and Piechota, 2006; Barlow et al.,
2001; Shorthouse and Arnell , 1997]. In the context of this study, however, the
pronounced similarity to the equivalent patterns found in precipitation and tem-
perature is a suﬃcient proof that the space-time patterns of low-frequency runoﬀ
follow closely the atmospheric drivers. A full interpretation of the patterns found
for precipitation and temperature falls in the domain of atmospheric sciences and
is not within the scope of this study, which focuses on terrestrial hydrology.
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6. Conclusions
This study aimed at analysing the low-frequency variability of monthly European
runoﬀ and to provide insights into the controlling factors. It was shown that
the space-time patterns of low-frequency runoﬀ (QLong) can be described by a
few modes of oscillation that have their direct counterparts in precipitation and
temperature. This demonstrated that continental-scale patterns of low-frequency
runoﬀ dynamics are directly driven by large-scale climatic variability and are un-
likely to be altered by catchment processes.
The fraction of low-frequency variance of runoﬀ (ΦQ), however, was found to
be on average larger than, and not correlated to, the fraction of low-frequency
variance of precipitation (ΦP) and temperature (ΦT), suggesting that catchment
processes amplify low-frequency ﬂuctuations in the forcing. The large spread of
ΦQ across Europe indicates large diﬀerences in the sensitivity of runoﬀ to low-
frequency variability in the forcing. ΦQ is on average lowest in regions with a
signiﬁcant inﬂuence of snow on the hydroclimatic regime and here a decrease with
temperature is found. In evapotranspiration dominated regimes ΦQ is generally
larger in catchments with lower annual runoﬀ. Overall ΦQ was found to be largest
for catchments with a dampened rainfall-runoﬀ response. In general, the fraction
of low-frequency variance of runoﬀ, increases under drier and warmer conditions
where catchments respond less directly to precipitation input.
The mechanisms underlying these observations need to be explored in more de-
tail. None the less, these ﬁndings may be of interest for studies of climate variability
and change. The inﬂuence of any climate signal may vary largely between rivers,
depending on the long-term water budget. Climatic change, however, may inﬂu-
ence the mean water budget, eventually changing ΦQ. In the case of increasingly
wetter conditions, low-frequency runoﬀ variability is likely to decline, simplifying
water management on a year to year basis. In the case of increasingly drier con-
ditions, low-frequency runoﬀ variability is likely to increase, eventually decreasing
predictability and challenge water management.
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Appendix: Stability of ΦX
This study aimed at a parallel analysis of the space-time patterns of the low-
frequency components of runoﬀ as well as an analysis of its spectral properties.
To achieve this ΦX , the fraction of low-frequency variance of the series X, as an
albeit simplistic parameter characterizing the shape of the power spectrum was
introduced and all time-series analysis was based on the STL-algorithm, which
is designed for time-series decomposition. To assess whether the STL-algorithm
produces biased estimates, a supplementary analysis was conducted, assessing the
stability of the estimated values of ΦQ, the fraction of low-frequency variance of
runoﬀ. This test was performed by comparing ΦQ,STL, the estimate used in the
main section of the paper, to an alternative estimate, ΦQ,MTM, which relies on the
multi-taper method [MTM; e.g. Ghil et al., 2002] to estimate spectral properties.
ΦQ,MTM was estimated by ﬁrst computing the power-spectrum of Q using MTM.
(Following the recommendations of Ghil et al. [2002] “discrete prolate spheroidal
sequences” (DPSS) - tapers were used). In a second step, ΦQ,MTM was deter-
mined as the fraction of variance explained by frequencies > 1/19 months (being
consistent with the STL parameter λLong).
Conﬁdence intervals of both ΦQ,STL and ΦQ,MTM were obtained using a boot-
strapping procedure. To account for the strong seasonality and high serial corre-
lation in the runoﬀ time series we used a block bootstrap, where blocks of a time
series with ﬁxed length are resampled instead of single data points [e.g. Efron and
Tibshirani , 1993]. There is no standard recommendation on the choice of the block
length nb, and often nb is set in an ad-hoc fashion. In the present case, the seasonal
pattern of the input series needs to be accounted for, requiring a block-length of at
least nb = 12 (months). In order to be consistent with the parameter value chosen
for the parameter λLong, the block length was set to nb = λLong = 19. The boot-
strapping was based on 1000 replications and the 2.5% and the 97.2% percentiles
of the bootstrap sample were used to construct 95% conﬁdence intervals.
Figure 9 summarizes the results. The estimates of ΦQ,STL and ΦQ,MTM (cir-
cles) are closely related (R2 = 0.93), indicating that the two approaches provide
quantitatively comparable results. The gray horizontal and vertical bars are the
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Figure 9.: Comparison of ΦQ,STL and ΦQ,MTL. Gray bars are the 95% conﬁdence
intervals based on bootstrap.
boot-strap conﬁdence intervals (CI) of each data point and are measures of sta-
bility. For both measures, the CIs have comparable magnitudes. Note that the
estimates fall outside of the CI in a few cases (STL: 1.6% and MTM: 0.9 %).
This may be related to (a) that the “model” introduced by the block bootstrap
may not be fully appropriate, and (b) that 5% of the observations are expected
to lie outside the 95% conﬁdence-intervals by construction. Based on these results
we conclude that the estimate ΦQ,STL is equally robust and comparable to the
alternative estimate ΦQ,MTM.
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