In this paper, we focus on triplet-based deep binary embedding networks for image retrieval task. The triplet loss has been shown to be effective for hashing retrieval. However, most of the triplet-based deep networks treat the triplets equally or select the hard triplets based on the loss. Such strategies do not consider the order relations of the binary codes and ignore the hash encoding when learning the feature representations. To this end, we propose an order-aware reweighting method to effectively train the triplet-based deep networks, which up-weights the important triplets and down-weights the uninformative triplets via the rank lists of the binary codes. First, we present the order-aware weighting factors to indicate the importance of the triplets, which depend on the rank order of binary codes. Then, we reshape the triplet loss to the squared triplet loss such that the loss function will put more weights on the important triplets. The extensive evaluations on several benchmark datasets show that the proposed method achieves significant performance compared with the state-of-the-art baselines.
W ITH the rapid development of the Internet, the amount of images grows rapidly. The large-scale image retrieval has attracted increasing interest. Hashing methods that encode images into binary codes have been widely studied since the compact binary codes are suitable for fast search and efficient storage.
There are a multitude of hashing methods in [1] and [2] , which can be mainly divided into three categories: the unsupervised hashing methods [3] , [4] , the semi-supervised hashing methods [5] , [6] and the supervised hashing methods [7] . The supervised hashing methods always perform better than other two approaches since they utilize the supervised information. In the literature, two supervised information are widely utilized to learn the binary codes: pairwise labels [8] , [9] and triplet labels [10] . The pair-wise methods take the image pairs as input and the pair-wise losses, e.g, the contrastive loss [11] , are used to characterize the relationship (i.e., similar or dissimilar) between a pair of two images. The triplet methods preserve relative similarity relations. Given an anchor image, the triplet ranking loss [12] requires the negative images to be farther away than the positive images. The triplet labels have been shown to be effective [10] , [12] for hashing retrieval and the triplet-based deep binary embedding networks have received considerable attention. For instance, in [12] , an architecture based on deep convolutional neural networks (CNNs) with triplet ranking loss is proposed for image retrieval. In [13] , it presents a deep semantic ranking based method to learn hash functions that preserve multi-level semantic similarity between multi-label images. Due to the huge number of triplets, a collaborative two-stage approach [10] is employed to reduce the training complexity of the triplet-based deep binary embedding networks. A triplet ranking loss for face video retrieval is also proposed in [14] . In this paper, we only focus on triplet ranking loss for the deep binary embedding networks.
An acknowledged shortcoming of the triplet-based approach is hard training, which has been found in [15] and [16] . In particular, the triplet loss relatively quickly learns to correctly map most trivial triplets, which makes a large fraction of all triplets uninformative [16] . The huge number of easy triplets constitutes the majority of the whole triplets. These easy triplets go through the deep network and would not contribute to training the network, which makes the triplet-based deep networks are hard to be trained. For instance, the triplet (magpi e, magpi e, dog) is much easier than the triplet (magpi e, magpi e, sparr ow) in which the three images of the second triplet are from the fine-grained bird database. And the number of (magpi e, magpi e, dog) is far larger than that of (magpi e, magpi e, sparr ow). Intuitively, the hash model which was told over and over again that bird and dog are dissimilar cannot further improve the performance. Triplet selection methods have been proposed to solve this problem. Semi-hard negative mining [15] uses all anchor-positive pairs in a mini-batch and selects the negative samples that are further away from the anchor than the positive ones. Wang et al. [17] investigated to select top K hard negative triplets with the highest losses and the other triplets are ignored.
Although these existing triplet selection methods offer several advantages, there are still some issues that have not been well-explored. Firstly, the existing methods select hard examples by the values of the triplet loss, where the triplet loss is calculated by using the distance between real-value approximate hash codes. However, the distance between the real-value approximate hash code may not be the same to the distance between the corresponding binary hash codes. Specifically, let (r i , r j , r k ) be the real-value codes of three data points (I i , I j , I k ) that I i is more similar to I j than to I k , and (h i , h j , h k ) be the corresponding binary codes, respectively. Then the triplet loss of (r i , r j , r k ) may not be the same as that of (h i , h j , h k ). For instance, when r i = r j = 0 and r k = 0.4, we have h i = h j = h k = 0 after quantization. The relative similarity relation is preserved by the real-value codes, but not for the binary codes. It is better to select and retrain this triplet. Secondly, the triplet selection methods only consider the relationship among three images and do not consider that a rank list of binary codes but not triplets are returned when a query code is taken to retrieval the database. The hashing retrieval is a prediction task on the list of binary codes. Taken Figure 2 as an example (please refer to Section IV-A for more details), to weight the triplets, using the order relations of the binary codes will be more accurate than using the loss. Although (h i , h π r−1 , h π r−2 ) is larger, moving h π r−3 to the top-1 position will improve the evaluation metrics better since the top positions are more important in most evaluation metrics for image retrieval.
To address these issues, in the proposed method, we assign different weights to each of the training triplets within a batch by the relative ordering information, where this ordering information is calculated based on the distance between binary hash codes. Instead of using the loss to search the hard triplets, we utilize the binary representations and their order relations to efficiency select the triplets.
The idea of order-aware methods is not new [18] [19] [20] , but there are several major distinctions. The prior works seek to encode the rank order into binary codes. For instance, Discrete Semantic Ranking Hashing (DSeRH) [18] proposes generalized adaptive discrete minimization approach to embed the rank order into binary codes. Ranking Preserving Hashing (PRH) [19] directly optimizes the ranking measure, Normalized Discounted Cumulative Gain (NDCG), to obtain powerful binary codes. While our proposed method aims to solve the hard training problem of the triplet-based network by order-aware reweighting of triplets. Moreover, the rank orders of triplets in our method are dynamic, and the proposed method is able to discover the most informative triplets for the current deep network. Hence, our network is always under continuous improvements and tuning, no matter how many easy triplets are there.
More specifically, we up-weights the informative triplets and down-weights the uninformative triplets to solve the hard training problem. We firstly introduce a weighting factor for each triplet. In practice, the weighting factor can be set to the value that indicates how the triplet is misranked by the current hash model. Hence, we use the MAP (mean average precision), which is a widely used evaluation measure, to calculate the weights. For each mini-batch in the training phase, we encode the images into binary codes via deep CNNs. For an arbitrary triplet with an anchor, a positive code and a negative code, we rank all binary codes, including the positive code and the negative code, in the mini-batch according to their Hamming distances to the anchor. The weight of this triplet is defined as the change of MAP by only swapping the rank positions of the positive code and the negative code. Besides this order-aware weighting factor, we further use the squared triplet loss instead of the linear form, which up-weights hard triplets and down-weights easy ones from the perspective of the order relation of binary codes in triplets themselves. Please note that our method is similar to bootstrapping [21] , [22] , in which the important/unimportant triplets are dynamic. It can gradually select the informative triplets that current model gives false predictions and then put more weights on these hard triplets to boost the model.
The main contributions of this paper can be concluded as follows.
• We propose a novel triplet-based deep binary embedding network, which gradually selects the hard triplets and then up-weights these hard examples to boost the retrieval model. It is a simple but effective method. • We propose novel order-aware weighting factors to solve the hard training problem, which use the binary codes and their order relations to efficiently find the important triplets. • We conduct extensive evaluations on five benchmark datasets for image retrieval. The empirical results show that the proposed method achieves significant performance over the baseline methods. The rest of the paper is organized as follow. First, a brief review of the related work will be given in Section II. Then we will show a brief overview of the triplet-based hashing network in Section III. In Section IV, we describe an order-aware reweighed triplet ranking loss for hashing. The experiments are reported in Section V. Finally, the conclusion is drawn in Section VI.
II. RELATED WORK
Hashing methods [1] that learn similarity-preserving hash functions to encode data into binary codes have become popular methods for nearest neighbor search. Many methods have been proposed, which can be mainly divided into three categories: the unsupervised, semi-supervised and supervised hashing methods.
Unsupervised methods [23] learn the hash functions only from the unlabeled data. The representative methods include ITerative Quantization (ITQ) [24] , Anchor Graph Hashing (AGH) [25] , Kernerlized LSH (KLSH) [26] , Spectral Hashing (SH) [27] and semantic hashing [28] . ITQ learns an orthogonal rotation matrix to reduce the quantization errors. KLSH is the extension of LSH, which can use the similarity of data in kernel spaces to learn hash functions. Lin et al. [23] proposed an unsupervised deep hashing approach called Deep-Bit to learn the binary codes, which learns three criterions In this paper, we only focus on the loss function. We reshape the triplet loss to our order-aware reweighted triplet loss. on binary codes: minimal quantization loss, evenly distributed codes and uncorrelated bits. Similarity Adaptive Deep Hashing (SADH) is present in [3] , which alternatively proceeds over three modules: deep hash model training, similarity graph updating and binary code optimization.
Semi-supervised methods take advantage of the information from both the labeled and unlabeled data. One representative work is Semi-Supervised Hashing (SSH) [6] , which consists of a loss on the labeled data, and an information theoretic regularizer over both the labeled and the unlabeled data. Wang et al. [29] proposed Sequential Projection Learning for Hashing (SPLH), in which the hash functions are learned in sequence. Xu et al. [30] proposed bootstrap sequential projection learning for semi-supervised nonlinear hashing. A non-linear hash function is utilized to capture the relationship among the data points. And then a semi-supervised non-linear hashing algorithm is proposed by using bootstrap sequential projection learning. Ng et al. [31] proposed bagging-boosting-based semi-supervised multi-hashing with query-adaptive re-ranking.
Supervised methods [12] , [32] are proposed to boost the performance by using the supervised information. Minimal Loss Hashing (MLH) [33] is a hash method based on structural SVMs with latent variables. Kernel-based Supervised Hashing (KSH) [34] learns Hamming distances that are minimized on similar pairs and maximized on dissimilar pairs. Binary Reconstruction Embedding (BRE) [35] minimizes the reconstruction errors between the Hamming distance of the learned binary codes and the original distances of the data points. Wang et al. [19] proposed a ranking preserving hashing approach which directly optimizes the NDCG measure. Rank-order Preserving Hashing (RoPH) [20] is proposed for cross-modal hashing, which employs the ranking information to learn binary codes. Learning the hash codes with deep frameworks, e.g., CNN-based methods [36] , [37] , has been emerged as one of the leading approaches. For example, HashNet [38] is a deep architecture for optimizing deep networks with non-smooth binary activation by continuation method. According to the forms of the supervised information, two supervised information are widely used: 1) the pair-wise approaches and 2) the triplet-based approaches. The representative pair-wise approaches include DPSH [39] , DSH [9] and so on. The approaches learn the hash codes by preserving the similarities among the input pairs of images. The triplet-based methods cast learning-to-hash as a ranking problem. Lai et al. [12] proposed a deep triplet-based supervised hashing method. The triplet methods suffer from huge training complexity, thus Zhuang et al. [10] further proposed a two-step approach to accelerate the training process of triplet-based hashing network. Yao et al. [40] proposed a deep semantic-preserving and ranking-based hashing, which the triplet ranking loss and the softmax loss are jointly learned.
Recently, some works [41] show that triplet selection plays an important role in learning the triplet-based deep networks. For example, the hard or semi-hard triplets are selected to train the network [15] , [17] . The distance weighted sampling [41] is proposed to select the informative and stable examples, where the samples are drawn uniformly according to their relative distance from one another. And the focal loss [42] reshapes the standard cross entropy loss which down-weights the loss assigned to well-classified examples. Zhao et al. [13] also proposed to add weight to the triplets. The weight is related to the similarity levels of samples. For a triplet (I, I + , I − ), the weight is defined as (2 sim(I,I + ) − 2 sim(I,I − ) )/Z , where si m(I, I + ) denotes as the number of shared labels between I and I + , and Z is normalization constant. The main difference is that the weights in [13] are fixed and determined by the ground-truth labels, while our weighting factors are dynamic and we use the order relations to adaptively obtain the weights. In addition, the weights in [13] are for multi-label images and useless in the single-label setting.
In this paper, we propose an order-aware method to reweight the triplet loss. The existing methods use the loss to select the hard examples or treat the triplets equally. In contrast, our proposed method introduces the order information [43] to weight the triplets, which is much more effective and accurate.
III. OVERVIEW OF TRIPLET-BASED HASHING NETWORKS
In this section, we briefly summarize the triplet-based hashing framework. It takes triplets of images as inputs, i.e., (I i , I j , I k ), in which I i is semantically more similar to I j than to I k . The triplet hashing network itself can be divided into two sequential parts: a deep network with a stack of convolution, max-pooling and fully-connected layers; and a triplet ranking loss layer as shown in Figure 1 .
In deep network, the convolutional layers are applied to produce powerful feature maps, which encode the images into high-level representations. Then the following several fully-connected layers project the feature maps into the desired-length feature vectors, e.g., q-dimensional vectors, where q is the length of binary codes. The feature vectors are fed into a sigmoid layer which is smooth and well approximated the threshold function. The outputs of the network are restricted in the range [0, 1] q . We denote the outputs of triplet network as h i = F (I i ), where I i is the input image and F is the deep network.
Through the deep network, triplet ranking loss [12] is used to preserve the relative similarities of images. Given the input images in the form of (I i , I j , I k ), the goal of the hash network is to preserve the similarities of the learned binary codes, i.e., the binary code h i is closer to h j than to h k . The triplet ranking loss is defined by
where is a hyper-parameter to control the margin between the two distances, and || · || H denotes as the Hamming distance.
Since the optimization for binary codes and Hamming distances is non-smooth and non-differentiable, the equation (1) is hard to be directly optimized. The relaxation tricks are to replace the binary codes with continuous real values, i.e., the sigmoid function is to approximate the threshold function, and the Hamming distances is replaced with the Euclidean distances. The relaxed loss function is defined as
After the deep network is trained, a new image I firstly goes through the deep network followed by a sigmoid layer. Then a q-dimensional feature vector F (I ) ∈ [0, 1] q is obtained. Finally, a simple threshold function can be used to obtain the binary codes, which is formulated as
where j = 1, · · · , q.
IV. ORDER-AWARE REWEIGHTING OF TRIPLETS
In this section, we only focus on the loss function and propose a simple yet effective order-aware reweighting algorithm for image retrieval. We first introduce the motivation of this work and then elaborate the proposed method.
A. Motivation
When training a deep retrieval model, the backpropagation method requires many iterations to adjust the parameters. Suppose that at iteration t, the model misranks some triplets. To boost the model, a simple and intuitive method is to use the 
. Left: the weights of the triplets (see the arrows on the left) only based on the loss. Since (h i , h π r−1 , h π r−2 ) is larger, the model will more focus on moving the relevant samples h π r−1 to the (r −2)-th position but not moving the h π r−3 or h π 3 to the top position. However, the top results are more important in retrieval task and it is better to push the relevant codes to the top. Right: the better choice to reweight the three triplets (see the arrows on the right) based on order relations. To better quantify the misranked triplet, we adopt the change of AP by swapping the positions of the positive and negative codes to weight these misranked triplets.
bootstrapping [21] , [22] , which is to gradually select the hard examples that current model gives false predictions and then use these hard examples to boost the model. When training a hash model, it is also expected to more focus on these hard triplets which the current retrieval model triggers false alarms. Inspired by that, we add more weights to these informative triplets and down-weight the unimportant triplets. Now the problem becomes how to define the importance of the triplets.
Some approaches select the triplets based on the loss. For instant, Lai et al. [12] only used the loss to train the model. However, in hashing problem, the binary codes but not the continuous values are ranked according to the Hamming distances with the query code. We argue that using the loss to choose the triplets might not be sufficiently accurate and less reliable than using the order information of the binary codes. First, it is not certain that the good triplets calculated by the continuous representations are also the good triplets for the binary codes. For instance, suppose that the length of binary codes is one, i.e., q = 1, if F (I ) = 0.0, F (I + ) = 0.0, F (I − ) = 0.4, we have F (I + ) rank ahead F (I − ) when F (I ) as a query. It is a good triplet for continuous representations. However, after the quantization, we have h = h + = h − = 0. It is a bad triplet for binary representations. Second, the loss ignores the whole rank list of the binary codes, which may result in suboptimal solution to weight the triplets. Figure 2 is an example illustration. Given h i as the query, we rank other binary codes according to their Hamming distances to h i and π = {π 1 , · · · , π r−1 } is the returned rank list. Suppose that the two misranked triplets (h i , h π r−3 , h π 1 ) and (h i , h π r−1 , h π r−2 ) in which (h i , h π r−3 , h π 1 ) < (h i , h π r−1 , h π r−2 ). If we only use the loss to weight the triplets, the triplet (h i , h π r−1 , h π r−2 ) will have larger weight. Hence, the model will put more weight on the triplet (h i , h π r−1 , h π r−2 ) and move the h π r−1 to the (r − 2)-th position, i.e., the model in the next iteration will output the new rank list asπ = {· · · , π r−1 , π r−2 }. However, the better choice is to push the relevant samples to the top of the rank list. Since h π 1 is in the top position, simply swapping the positions of h π 1 and h π r−3 can achieve better performance than simply swapping those of h π r−2 and h π r−1 . That is, the rank list {π r−3 , · · · , π 1 , · · · } is better than the rank list {· · · , π r−1 , π r−2 }, where other positions are the same as the rank list π. Hence, the triplet (h i , h π r−3 , h π 1 ) should be assigned more weight than (h i , h π r−1 , h π r−2 ). The better choice is shown in the right side of Figure 2 .
In this paper, we propose a simple algorithm that down-weights the uninformative triplets and up-weights the informative triplets via 1) an order-aware weighting factor and 2) a squared triplet ranking loss.
B. Order-Aware Weighting Factor
We add an order-aware weighting factor to indicate the importance of the triplet. If the triplet is important, the more weight should be assigned to this triplet. We use the following steps to obtain the order-aware weights for triplets.
(1) Triplet generation with order information. Given a mini-batch of r images, these images go through the deep network and are encoded as h i , i = 1, · · · , r . Then we construct r rank lists π (1) , π (2) , . . . , π (r) . The i -th rank list is constructed for the i -th binary code, in which given the i -th code as the query, we rank the other r − 1 codes according to their Hamming distances to the i -th code, e.g., π (i) = {π (i) 1 , · · · , π (i)
denotes Hamming distance function. With these rank lists, we generate the set of triplets for the i -th query code:
where si m(·, ·) is a label matrix that records the pairwise relationships. For example, si m(h i , h j ) = 1 means h i and h j are similar, while si m(h i , h j ) = 0 means they are dissimilar. Note that the first item is always h i in the set T (i) . Then, the union of all the r sets, T = r i=1 T (i) , is the total set of all triplets in the mini-batch.
(2) Order-aware reweighting of triplets. Now the problem becomes how to define weighting factors for these triplets. Take the set T (i) as an example, given a triplet
we denote λ (i, j,k) as the importance weight of this triplet. Since the AP 1 is a widely used evaluation measure for ranking, we adopt AP to calculate the weights. More specifically, for the triplet (h i , h π (i) j , h π (i) k ), we first calculate the AP of the rank list π (i) for the query h i . Then we only swap the rank positions of π (i) j and π (i) k , and the other 1 Note that MAP is mean AP for all query images. It is only one query to calculate the weight, thus, the AP but not MAP is used. rank positions are fixed in rank list π (i) , through which we can obtain another AP. The absolute value of the difference between the two APs is used as the weight of the triplet. More specifically, let π (i) = {· · · , π (i) k , · · · , π (i) j , · · · } and π (i) = {· · · , π (i) j , · · · , π (i) k , · · · }. Note that other positions in the two rank lists π (i) andπ (i) are the same, and only the rank positions of π (i) j and π (i) k are swapped. The order-aware weight for the triplet
Please note that we consider the order relations in the mini-batch but not in the whole database. The main reason is the huge number of triplets. It will suffer from high training complexity when considering the whole database. For example, suppose that we only have 10,000 training images, there are 1, 000, 000, 000, 000(= 10, 000 3 ) triplets in total. This is unacceptable. Fortunately, our method is similar to bootstrapping [21] , [22] , which gradually finds the hard examples that the current model gives false predictions to boost the model. Given a query sample, the importance of generated triplets can be ranked according to the current model. The triplets, which the current model gives false predictions, are more useful to boost the current model and should be given larger weights. Using a mini-batch training strategy, it is equal to randomly select a subset of triplets. Since the current retrieval model is not changed, the relationships among the subset of triplets are also not changed. For example, suppose that triplets A and B are generated with the same query sample. If triplet A is more important than triplet B in the whole triplets, then, triplet A is also more important than the triplet B when both triplets A and B are selected in the mini-batch. In such a case, we can also use the hard/important triplets in the mini-batch to boost the current model. In total, since using whole triplets is unacceptable, we use a subset of triplets in one iteration. With more and more iterations, all triplets can be selected and used to train the model.
C. Squared Triplet Ranking Loss
As shown in [15] and [16] , a large number of easy triplets comprise the majority of the whole triplets and dominate the gradients when backpropagation is applied to update the weights of the deep networks. A simple and intuitive method for increasing the weights of the informative triplets is to reshape the loss from linear function to quadratic function. Hence, we propose a squared triplet ranking loss which aims to down-weight uninformative triplets and focuses on training hard distinguished triplets. The triplet loss function is changed as:
When the loss of a triplet is small, the quadratic error is smaller. As the loss increases, the quadratic loss increases faster. This reduces the importance of the easy triplets and increases the importance of the hard triplets. By using the squared triplet loss, the informative triplets will comprise the majority of the loss and dominate the gradients, even for the case that there are an overwhelming number of uninformative triplets and a small number of informative triplets. Take 10 triplets as an example, there are one harder triplet, e.g., (i, j 1 ,k 1 ) = 5 and nine easier triplets, e.g., (i, j m ,k m ) = 1, m = 2, · · · , 10. The overall loss is 14, in which the loss of the easy triplets overwhelms that of the hard triplet. By using the quadratic function, we have [ (i, j 1 ,k 1 ) ] 2 = 25 and [ (i, j m ,k m ) ] 2 = 1 for other nine easy triplets. Thus, the loss of hard triplets can dominate the overall loss. 2
D. Full Objective
The overall objective for order-aware reweighting triplet loss is defined as
Our loss function contains two terms: 1) the order-aware weighting factors, which define the importance of the triplets by considering the whole rank list. It will let the loss function focus on the triplets that have the worst rank positions. And 2) the squared ranking objective is to up-weight the hard triplets by considering the order relation of binary codes in triplets.
The backpropagation is used to minimize the full objective. According to [12] , for ease of optimization, the Hamming distance is replaced with the Euclidean distance and the threshold function is replaced with the differentiable sigmoid function. Hence, the gradients with respect to h i , h π (i) j and h π (i)
where loss is the full objective and I (i, j,k) >0 = 1 if the condition (i, j,k) > 0 is true, otherwise I (i, j,k) >0 = 0. Note that λ (i, j,k) is the order-aware weighting factor for the triplet, which is directly calculated by the order relations of binary codes. Adding such weighting factors can help to generate higher-quality binary codes.
The Training Complexities of the Loss Functions: In this paper, we replace the traditional triplet ranking loss in Eq. 2 with our order-aware reweighed triplet ranking loss in Eq. 6. The training complexities of these two loss functions are analyzed in the following.
Given a mini-batch of r images, the training complexity of the traditional triplet ranking loss is O(r 3 ), where the number of triplets scales cubically with the number of images in the mini-batch. Please note that the triplets only constructed in the loss functions since it is computationally expensive if the triplets go through the whole deep network. For our 2 Note that the conclusion can also be obtained when the losses are less than one, e.g., (i, j 1 ,k 1 ) = 0.5 and (i, jm ,km ) = 0.1, m = 2, · · · , 10. method, these r samples need to be ranked. The complexity is O(r ×log(r )) for each image, thus the complexity of ranking is O(r 2 × log(r )) for all r images. Hence, the total complexity is O(r 3 ) + O(r 2 × log(r )). The training complexity of our method is the same as that of the traditional triplet methods. Note that r is always a very small value, e.g., r = 100 in our paper.
V. EXPERIMENTS

A. Datasets and Evaluation Measures
In this section, we conduct extensive evaluations of the proposed method on five benchmark datasets:
• VOC2007 [44] : It consists of 9,963 annotated consumer photographs collected from the Flickr 3 photo-sharing website. There are 20 object classes in this dataset, and each image is annotated with 1.5 labels on average. • Stanford Dogs [45] : It contains 20,580 images of 120 breeds of dogs from around the world, which has been built using images and annotation from ImageNet for the task of fine-grained image categorization. • SUN397 [46] : It contains 397 scene categories. The number of images varies across categories, but there are at least 100 images per category and 108,754 images in total. • CUB-200-2011 [47] : It is a challenging dataset of 200 bird species. All 11,788 images and annotations were filtered by multiple users of Mechanical Turk. • CIFAR-10 [48] : It consists of 60,000 color images in 10 classes, which is the subsets of the 80 million tiny images dataset. Each class has 6,000 images. In VOC2007, Stanford Dogs and CUB-200-2011 three datasets, we utilize the official train/test partitions to construct the query sets and the retrieval databases. The testing samples are used as the query set, and the rest images, i.e., the training samples, are used as the retrieval database. The training samples are also used to train the hash models. Note that the validation set of VOC2007 is included in the retrieval database but not used in training.
In SUN397 dataset, we follow the setting of [49] and use the subset of images associated with the 42 categories with each containing more than 500 images. 4 The randomly sampled 4,200 images (100 images per class) are constructed as the query set. The rest images are used as the database for retrieval. We randomly select 400 samples per class from the retrieval database to form the training set.
In CIFAR-10 dataset, we follow the setting of [9] and [12] . The randomly sampled 1,000 images (100 image per class) are used as the query set and the rest images are constructed as the retrieval database. In the database, we also randomly select 500 images per class to train the hash functions.
Evaluation Measures: To evaluate the quality of hashing, we use the following evaluation metrics: mean average precision (MAP), precision-recall curves, and precision curves w.r.t. different numbers of top returned samples. MAP is 
where n is the number of images in the retrieval database. 
where n q is the number of the query images.
B. Experimental Setting
All deep CNN-based methods, including ours and previous baselines, are based on the same CNN architecture, i.e., GoogLeNet [50] . We make the following modifications for hashing problem: 1) the last fully-connected layer is removed since it is for 1,000 classifications, and 2) another fully-connected layer with q dimensional output is added to generate the binary codes. The weights are initialized with the pre-trained GoogleNet model 5 that learns from the ImageNet dataset. These experiments are implemented by using the open source Caffe framework. All networks are trained by stochastic gradient descent with 0.9 momentum and 0.0005 weight decay. The base learning rate is 0.001 and it is changed to one tenth 5 http://dl.caffe.berkeleyvision.org/bvlc_googlenet.caffemodel of the current value after every 50 epochs. The total epoch is 150 and the batch size is 100. We implement both our methods and comparison ones for varied hash code lengths, e.g., 16 bits, 32 bits, 48 bits and 64 bits. For fair comparison, the hyper-parameters for all deep-network-based methods are the same, including training iterations, batch sizes and etc. For other non-deep-network-based methods, the input features are also extracted by the same pre-trained GoogleNet model, i.e., the last layer's output 1024 dimensional vector.
C. Experimental Results
1) Comparison With State-of-the-Art Methods:
In this set of experiments, we evaluate and compare the performance of the proposed method with several state-of-the-art algorithms.
LSH [51] , SH [27] , ITQ [24] , MLH [33] , BRE [35] , triplet hashing (TripletH) [12] , DSH [9] , HashNet [38] and QaDWH [52] are selected as the baselines. LSH, SH, ITQ, MLH and BRE are the state-of-the-art methods that use the shallow models. TripletH, DSH, HashNet and QaDWH are the deep-network-based hashing methods. TripletH is one of the representative triplet-based methods and DSH is one of the representative pairwise-based methods. HashNet optimizes the non-smooth binary activations by continuation method. QaDWH is a query-adaptive deep weighted hashing approach, which perform ranking for different queries by weighted Hamming distance. It is also a weighted approach. The results of these comparison methods are carefully obtained by the implementations provided by their authors, respectively. Table I and Table II show the comparison results of MAP on the five datasets. It can be observed that the proposed method performs significantly better than all previous methods. Specifically, on VOC2007, our method obtains a MAP of 0.8227 on 64 bits, compared with 0.7897 of the existing triplet based method. On Stanford Dogs, our method shows an increase of 2% in comparison with the TripletH. On CIFAR-10 database, the MAP of our method is 0.8432 on 16 bits, compared with 0.8312 of the second best baseline. Figure 3 , Figure 4 and Figure 5 show the precision-recall and precision curves on 16 bits. Again, for most levels, our method yields the better accuracy. The results show that our proposed method can achieve better performance than the existing stateof-the-art methods on five benchmark datasets.
2) Effects of the Order-Aware Weight and Squared Triplet Loss: In the second set of our experiments, we do ablation study to clarify the impact of each part of our method on the final performance.
In the first baseline, we only explore the effect of the order-aware weighting factors. The loss function is formulated as
In the second baseline, we set the order-aware weighting factors to be one for all triplets, e.g., λ (i, j,k) = 1, and only explore the effects of the squared ranking loss. The objective 
The last baseline is the existing triplet hashing (TripletH), which the objective is formulated as
Note that all baselines and our method use the same network and the only difference is the loss function, these comparisons can show us whether the proposed order-aware weights and the squared triplet loss can contribute to the accuracy or not.
Table III, Figure 6 and Figure 7 shows the comparison results. We can observe that using both the order-aware weights and squared ranking loss performs best. And the proposed order-aware weight and squared loss perform better than the TripletH. It is desirable to reweight the triplets for triplet-based hashing networks.
3
) Comparison With Hard Triplet Selection Methods:
Our method is an order-aware method for reweighting the triplets. To show the advantages of the proposed method, we compare it to the hard triplet selection methods.
The first baseline is hard negative mining (HNM) [17] for triplet sampling. It includes two steps: 1) random selection. They firstly randomly sample the triplets. After 10 epochs of training using data selected randomly, they do 2) hard negative mining, where it selects the top 4 negative triplets with highest losses for each anchor-positive pair. Similar to that, we first use the TripletH to train a hash model (random selection), then we fine-tune the network by using hard negative mining. In each mini-batch, we select the top 4 negative triplets as the suggestion by HNM. The second baseline is semi-hard triplet selection [15] . It uses all anchor-positive pairs in a mini-batch and selects the negative examplars that are further away from the anchor than the positive examplar.
Table IV, Figure 9 and Figure 8 show the comparison results on the four datasets. We can see that the proposed method performs better than the loss-based hard triplet mining methods. The results show that order relations can further improve the performance.
4) Effects of Different Functions for Triplet Loss:
In this paper, we use the squared triplet loss function to replace the linear form. In this set of experiments, we explore the effects of different functions. In general, the triplet loss can be written into more general form:
min
When γ = 1, it equals to the traditional triplet ranking loss, when γ = 2, it is the squared triplet loss, etc. Figure 10 shows the comparison results, which is implemented on 32 bits, on different functions: γ = 1, · · · , 5. We can observe that the best results are obtained when γ = 2 or γ = 3. Hence, we use the squared triplet ranking loss in the paper.
VI. CONCLUSION
In this paper, we proposed an order-aware reweighted method for training the triplet-based deep binary embedding networks. In the proposed deep architecture, images go through the deep network with stacked layers and are encoded into the binary codes. Then, we proposed to up-weight the informative triplets and down-weight the easy triplets by considering the order relations. One is the order-aware weighting factor, which is used to calculate the importance of the triplets.
Another is the squared triplet ranking loss, which is used to put more weight on the triplets in which the codes are misranked. Empirical evaluations on several datasets show that the proposed method achieves better performance than the state-of-the-art baselines.
