Droughts are a recurring hazard in sub-Saharan Africa, that can wreak huge socioeconomic costs. Acting early based on alerts provided by early warning systems (EWS) can potentially provide substantial mitigation, reducing the financial and human cost. However, existing EWS tend only to monitor current, rather than forecast future, environmental and socioeconomic indicators of drought, and hence are not always sufficiently timely to be effective in practice. Here we present a novel method for forecasting satellite-based indicators of vegetation condition. Specifically, we focused on the Vegetation Condition Index (VCI) over pastoral livelihood zones in Kenya, which is the indicator used by the Kenyan National Drought Management Authority (NDMA). Using data from MODIS and Landsat, we apply linear autoregression and Gaussian processes modeling methods and demonstrate highly skillful forecasting several weeks ahead. As a bench mark we predicted the drought alert marker used by NDMA (3 month VCI< 35). Both of our models were able to predict this alert marker four weeks ahead with a hit rate of around 89% and a false alarm rate of around 4%, or 81% and 6% respectively six weeks ahead. The methods developed here can thus identify a deteriorating vegetation condition well and sufficiently in advance to help disaster risk managers act early to support vulnerable communities and limit the impact of a drought hazard.
Introduction
Droughts are a major threat globally as they can cause substantial damage to society, especially in regions that depend on rain-fed agriculture. They particularly impact food security by significantly reducing agricultural production [1] and raising food prices [2, 3] , which often leads to increased levels of malnutrition, migration, disease, and other health concerns [4, 5] . The majority of droughts occur in sub-Saharan Africa [6] where many communities rely on predictable rainfall patterns for their livelihood.
In East Africa, the main economic activity in the arid and semi-arid lands (ASAL) is subsistence rain-fed agriculture, as well as livestock farming using pastures and grasslands as the main source of fodder. As a result, the pastoral and agro-pastoral communities who live in these drylands are particularly vulnerable to drought [7, 8] , especially since their existing coping strategies have been compromised by population growth and land use change in recent years [9] . Governments and donor agencies in the region have thus developed several tools and early warning systems (EWS) to mitigate the impact of droughts on pastoralists.
Most EWS tend to monitor current key biophysical and socio-economic factors to assess the possible exposure of vulnerable people to specific hazards. However, once the impacts are visible, it may be too late to mitigate the consequences [10] . As a consequence, there is growing interest in moving toward a proactive humanitarian approach to disasters by developing preparedness actions based on climate forecasts [11, 12, 13] . Additionally, it is estimated that being better prepared before a drought hits significantly reduces the costs and losses from these disasters [14] . Hence, EWS now increasingly include expert knowledge and qualitative assessments of seasonal climate forecasts to assess the future development of food security, and define actions to mitigate possible losses [11, 15] . However for drought conditions, a meteorological drought does not always lead to negative agricultural outputs [16] . There is thus a growing interest to include forecasts of the impacts of these hazards [17, 18, 19] .
In Kenya, following several periods of intense drought, the government established the National Drought Management Authority (NDMA) in 2016, to set up and operate a drought EWS, as well as to establish drought preparedness strategies and contingency plans. The NDMA provides monthly bulletins assessing food security in the 23 ASAL regions using current biophysical (e.g., rainfall, vegetation condition) and socio-economic (production, access, and utilisation) factors. One key biophysical indicator used by the NDMA drought phase classification is based on the Vegetation Condition Index [20, 21, 22, 23] .
The VCI, which expresses the Normalized Difference Vegetation Index (NDVI) in terms of where it currently lies within its expected range for the given pixel, is one of a number of satellite-based indicators that have been developed to detect and monitor drought [24] . While there is little agreement between VCI and precipitation-based meteorological drought indicators [25, 16] , it is strongly linked to agricultural production and widely used to identify drought onset, intensity, duration, and impact [26] . The NDMA uses the 3-month averaged VCI (VCI3M) in its operational EWS [21] . Once the VCI3M goes below a threshold of 35, the NDMA triggers a rapid food security assessment and has access to the National Drought Contingency Fund in order to implement its preparedness strategies and contingency plans.
The main goal of this paper is to explore machine-learning techniques to forecast (up to six weeks ahead) the vegetation indices that are commonly used in the pastoral areas of Kenya to monitor droughts. Based on NDMA's experience, we particularly focused on the pastoral livelihood zones as the VCI3M is more reliable in identifying drought condition for grazing and browsing in the more arid regions of the country. Several studies have developed statistical and machine-learning approaches [27, 28, 29, 30] to predict end-of-season crop, forage and biomass production. Recently, [31] developed a decision support tool based on a mechanistic model to estimate 6-monthly forecasts of forage condition. Here, we specifically focus on Gaussian Process modelling [32, GP, ] , and linear autoregressive (AR) modelling [33, e. g.] to forecast NDVI and the 3-month VCI (VCI3M), which are derived from both Landsat (every 16 days at 30 m resolution) and the MODerate resolution Imaging Spectroradiometer (MODIS -daily data at 500 m resolution). GP modelling uses kernel-based nonparametric Bayesian inference on the structure of correlations between observations, and is widely applied to classification, interpolation, change detection and forecasting problems [34, 35, 36, 37] . Linear AR is the regression of future observations on past observations, assuming a linear dependence. Previously it has been performed on monthly (i.e. temporally more sparse) NDVI data, see for example [38] and [39] , with mixed results in terms of forecasting potential (R 2 -scores between 0 and 0.4 at a lead time of one month).
Study area
In Kenya, the livestock sector accounts for 13% of the national GDP and 43% of its agricultural GDP. Livestock farming mainly occurs in the ASAL which cover about 80% of the country [40, 41] . In these regions, the pastoral communities rely on pastures and grasslands as the main source of fodder [42] . Thus, providing information on pasture productivity to these communities is key in times of drought.
For the ASAL regions, the NDMA reports every month the VCI3M value at county level as well as over the different livelihood zones within the county. This study focused on the 10 (agro)-pastoral livelihood zones (see Fig 1) , which cross 15 counties. The names of the 29 livelihood zone county intersections can be found in C.1. 
Methods
This research is based on two satellite-based Earth observation datasets, Landsat and MODIS. Description and justification of data selection, and a comparison between the two datasets can be found in A. It should be noted that the analysis is based on a random subsample of the pixels within each of the 29 pastoral livelihood zone and county intersections of interest (Fig. 1) . A summary of the entire work from data preparation to forecasting drought can be seen in Fig. 2 .
Data preprocessing

Landsat
Temporal gridding and gap-filling on the Landsat data was done using Gaussian Process (GP) regression. For a given pixel, the GP regression took raw data as input, fit a temporal correlation structure to the data, and used this to output a time series of expected NDVI values, with observations provided every Saturday over the studied time period; see Figure 3 for an illustration and B.1 for details. Two versions of GP gap-filling were carried out, which we refer to as forecast mode and non-forecast mode. For the non-forecast mode, the full time series from the given pixel were used to train the GP. The non-forecasting mode was used as the "ground truth" to test forecasts against. The forecast mode, by contrast, only used data up to a certain date, whichever date a forecast was being attempted from -since when doing forecasting with a near real-time data stream, one does not have access to future data.
MODIS
Weekly NDVI composites were obtained for each pixel by taking the mean of all available data over a 7-day time period. Gaps in the weekly time series were then filled using quadratic interpolation. Gaps longer than 6 weeks were left unfilled, see B.2 for details. The gap-filled time series were then smoothed using the Savitzky-Golay method [43] to filter high-frequency measurement noise. The smoothing involved fitting, for each pixel, a polynomial to a window centred on the observation, and then replacing that observation with the output of the polynomial fit. Following [44] and [45] , the polynomial order was set to 2 (i.e. quadratic function) and the window length to 7 weeks. (Note that the combined interpolation and smoothing procedure does two rounds of quadratic interpolation where there are gaps, but that these are distinct: the interpolation fills a gap of up to 6 weeks with one quadratic function, while the smoothing modifies only one observation per fitted quadratic function.) Illustration of the GP approach used for the Landsat data. In "forecast mode", the correlations in the data up to a given date (black) furnish a GP model (green), which can then be used for forecasting. In the "non-forecast mode", the entire time series is used to train the GP, and provide a ground truth for the forecast. 
Indices
For both datasets, the weekly NDVI time series from the sampled pixels were converted to NDVI anomalies (i.e., the seasonal mean-subtracted NDVI, sometimes referred to as absolute anomaly) and VCI, which at time point i is defined as:
where NDVI min,i and NDVI max,i are the minimum and maximum observed values for the NDVI of the pixel for the week of the year at time point i. The data within each livelihood zone and county intersection were aggregated taking the mean of the sampled pixels at each time point. Thus forecasting was applied on a single time series for each region (see Fig. 4 for an example time series). Finally, VCI3M was calculated as the mean VCI across the 12 weeks leading up to the given time point. With Landsat data, the mean, maximum and minimum value for the NDVI in (1) was computed using the non-forecast mode GP interpolated time series. Then forecast mode and non-forecast mode versions of each index were created. With the MODIS data, since large gaps were unfilled, whenever there were fewer than 25 individual pixel observations from a particular region at a given time, it was decided that there should be no datum in the aggregate NDVI anomaly time series (i.e., there should be a gap in the time series). Additionally, if the current aggregate NDVI observation was not present, a gap was placed in the VCI3M time series. Else, the mean was taken over all present observations from the most recent 12 weeks.
Forecasting
Machine-learning techniques offer a data-driven, empirical route to forecasting. Many different data inputs could be used to forecast these vegetation indices (e.g. precipitation and precipitation forecasts). However, perhaps the most simple is to use the past history of the indices themselves. This has the practical benefits of readily available data over large areas. It is also likely to work as these indices are subject to plant growth and climate cycles giving periodic behaviour on large temporal scales that can be empirically modelled while external perturbations, such as water availability, have persistent impact providing correlations on short temporal scales. Forecasts of NDVI anomaly and VCI3M were calculated using two separate methods, respectively based on Gaussian Process modelling (GP) and linear autoregressive (AR) modelling.
GP forecasting was performed by fitting a GP to the forecast mode aggregate time series for the index in question, and then using the GP to extrapolate. For details on GP modelling, see B.1. The key step involved fitting a temporal correlation structure to the data, i.e. a kernel k(t, t ) that describes the covariance between the index at any two times t and t . The kernel with the highest evidence was the Radial Basis Function (RBF):
and the modelling was carried out with the best fit version of this. AR forecasting was performed with the following model-fitting and extrapolation method. For forecasting n weeks ahead, the following model was fit:
where X is the index in question, subscripts denote the date (week), a i are model coefficients, t are the residuals (i.e. the errors), and p is called the model order. (This model assumes zero mean, so for VCI3M, the mean was removed prior to fitting the model, and then added back again after using the model to forecast the deviation from the mean.) Fitting the model to a segment of data involved finding the model coefficients that gave the minimum sum-square error, i.e. led to residuals with the minimum variance. To make a forecast, the model was fit using the most recent T consecutive observations (where T was a parameter choice to be determined), and then used to predict the observation n weeks after the most recent observation. This forecasting method was carried out along the entire available time series, fitting a distinct model to each segment of length T . A search for optimal model orders and training segment lengths found that forecast quality, as measured by root mean square error (RMSE), plateaued at T = 200 and p = 3.
Forecast assessment
Several metrics were used to assess the performance of the forecast methods tested on the data. In addition to RMSE, the R 2 -score and the percentage of standard deviation remaining, S, were used. These are given by:
where the y i are the true data, and the f i are the forecasts. Note that S ≡ 100 × √ 1 − R 2 -score. To test for bias, linear regression of actual index on forecast index was performed, and slope and intercept computed. Finally, receiver operating characteristic (ROC) curves were constructed for forecast-based drought-alert detection.
These performance indicators were also used to assess the sensitivity of our methods in space (comparing the results by region) and in time (to account for seasonality). Additionally, the forecast methods were evaluated for various drought categories [21] , compared against a persistence forecast, and the impact of data gaps on forecast performance was analysed.
Forecasts on the MODIS data were assessed from January 1st 2014 onward, which was approximately the earliest date for which there were sufficient prior data for the AR method to be applied. Forecasts on the Landsat data were assessed only from January 1st 2014 onward, since the GP gap-filling method required training on data up to this date.
Results
Forecast value accuracy
The GP and AR forecasting methods were applied, on each of the two datasets, to regional aggregate NDVI and VCI3M time series. We focus on performance results of GP forecasting on Landsat data and AR forecasting on MODIS data since these two combinations of data and forecasting method performed the best (as measured by R 2 -score, see C.1). Contour plots of forecast against actual data for two, four and six week forecasts are shown in VCI3M. Table 1 shows the R 2 -scores, RMSE, slope and intercept from each of these plots, and demonstrates that there is substantial forecast skill from each method at each lead time (R 2 -scores are substantial), and that the forecasts are unbiased (slopes are all approximately 1, and intercepts approximately 0). The much higher R 2 -scores for VCI3M compared to NDVI anomaly is due to the fact that VCI3M is the 12 week composite of weekly VCI observations, and thus there is much greater correlation between VCI3M at time t and VCI3M at time t + (2, 4, 6) weeks due to overlap in the composited weeks. Notwithstanding this, each forecasting method performed substantially better than a persistence forecast of VCI3M. For example, the AR method on the MODIS data achieved an RMSE of approximately half that of the persistence forecast for a lead time of 4 weeks, see For both methods, the forecast time series lag behind the true time series, since changes not foreseen by the models are incorporated only once they are observed, see Fig. 4 for examples. The two methods tend to make different types of error. The GP method has a tendency to err in the direction of a reversion to the long term mean value. This is because a priori to taking into account the most recent observations, the model assumes the forecast observation will be equal to the long term mean. By contrast, the AR method sometimes mistakenly predicts a continuation of the recent trend. This is because the model assumes a continuation of the recent frequency profile, so if a faster-than-average trend is seen in either direction, the trend will be predicted to continue [33] .
Due to the presence of non-interpolated gaps in the MODIS time series, there were weeks when a forecast assessment was not carried out on these data, see B.2 for details. For 15 of the regions, a 4 week forecast could be made on more than 90 percent of weeks; however, for some of the more cloudy/wet regions, a forecast could rarely be made, see Table 7 in the Supplementary Material.
Additional checks were included to test the sensitivity of the methods to drought severity and seasonality. The methods, when computed separately for each of the five categories on the NDMA drought scale [21] , perform better when there was a state of drought than when the vegetation condition was normal (Table 2) . Moreover, both methods do not show substantial seasonal differences, although RMSE was generally somewhat elevated for some of the January/February dry season (Fig. 7) .
The fact that seasonal differences in RMSE are not substantial provides reassurance that the forecast accuracy estimates are not inflated by the gap-filling during preprocessing. If this were the case, there would be a sustained drop in RMSE during the more overcast months of the year (March to May and October to December). While the GP forecasts on the Landsat data were computed from time series on which no future data were used for the interpolations (see 3.1), for the MODIS data interpolations did make use of future data. Therefore, to obtain further reassurance that performance estimates of AR forecasting on the MODIS data were not inflated, a plot was made of RMSE at 4 weeks lead time against percentage of pixels from which a good observation was obtained on the date of the forecast, see Fig. 6 in the Supplementary Material. There was no apparent correlation (Pearson coefficient was 0.01), and hence it was concluded that the gap-filling was not leading to inflated forecast performance. 
Drought event forecast: ROC curves
To assess the usefulness of the AR and GP methods for drought forecasting, we tested their ability to detect specific drought events, as defined by the NDMA's alert threshold [?, VCI3M<35,]]rs8040267. ROC curves were plotted for the detection of VCI3M<35 at lead times of two, four and six weeks (Fig. 8) . These curves show the probability of predicting a state of drought (VCI3M<35) when there will be a state of drought, i.e. hit rate, against the probability of predicting drought when there will not be drought, i.e. false alarm rate, for varying binarisation thresholds on the forecast. These curves give an indication that one can reliably forecast droughts with these methods even as far as six weeks ahead. The ROC curve performance is not highly dependent on the region (see Table 3 ). Even for the wetter Eastern regions, for which observations are sparser due to cloud cover, the hit and false alarm rates only differ by 1 to 2 percentage points compared with those computed across all regions. Further, ROC curves for predicting the NDMA drought categories of severe (10<VCI3M<20) or extreme (VCI<10) drought look similar to those for detecting VCI3M<35, see Fig. 7 in the Supplementary Material.
Discussion
Droughts are complex and hence inherently difficult to define and measure [46] . A large number of satellite-based indicators have been developed to identify meteorological, hydrological, and agricultural droughts [24, 47] with each performing well in space and time to a certain degree [48] . This paper uses two machine-learning methods to provide short-term forecasts of two satellite-based drought indicators, the weekly NDVI and the 3-month VCI (VCI3M) which are used by Kenya's National Drought Management Authority (NDMA) in their drought Early Warning System (EWS). We have investigated the skill and robustness of our forecasts in a number of ways. Both of our methods showed high sensitivity and specificity for prediction of VCI3M values indicative of drought, at lead times of 2, 4 and 6 weeks (see Fig. 8 ). They also perform much better than a persistence forecast (a factor of two in RMSE for VCI3M) and considerably better than a similar study, [49] , that used a Artificial Neural Network model to predict future VCI for four Kenyan counties, and showed R 2 -scores of 0.78 for a 1-month VCI3M forecast compared to 0.95 and 0.94 for our methods. Moreover, these two methods provide robust results with either dataset (MODIS and Landsat), and are not impacted by the preprocessing steps. Finally, the methods present a high skill in forecasting drought irrespective of the region, the drought category, and the season.
Compared to other forecasting studies for pastures [31, 49, 39, 28] , our methods perform better, provide useful forecasts with detailed skill assessments, and are rather simple as they only rely on one data stream as input and output. Furthermore, this data stream, the VCI3M, is already used (without forecast) by the NDMA and is thus a natural first step towards more ambitious and useful forecasts. Finally, the forecasts are reliant only on observations from satellites, which are available globally. The methods can thus be applied everywhere, providing there is sufficient calibration data.
A very important strength of our methods is the high level of skill. This may be surprising since the methods are rather simple and do not include other variables (e.g., rainfall, precipitation). However, the natural growth cycles of vegetation and their response to environmental factors introduce temporal correlations (persistence) in the indices which can be exploited in short-range forecasting. In addition because as we are using the indicators themselves to determine the forecast we track all the factors that change the vegetation, e.g. disease, soil memory and land-use change and not just meteorological factors. This is confirmed as our skill did not improve much, when adding meteorological variables. However, future work should investigate the impact on our methods, in terms of skill and lead times, by including weekly, monthly and seasonal rainfall and temperature forecasts. These forecasts would allow to incorporate an estimate of exceptional seasonal events which will substantial impact on pastures.
Often, new forecast information developed by scientists to help the development and humanitarian sectors enhance disaster preparedness and response goes unused due to a "usability gap" between knowledge producers and users [50] . In our study, the focus on VCI3M was mainly driven by the fact that this indicator is currently used by the NDMA to classify drought severity in the arid and semi-arid regions of Kenya. Such co-production strategies allow us to bridge the usability gap [51, 52] and provides confidence that our forecasting methods may be used.
We have also concentrated on methods that produce accurate short-term forecasts, rather than less-certain, but longer-range forecasts. We can speculate that while the latter might have greater value, the former might be more readily adopted in the monthly county bulletins released by the NDMA. Indeed, the forecasts developed here could, for example, help establish a new drought phase classification ('Early Alert') which, along with adequate preparedness actions developed by the disaster risk managers, would minimise the risk of a worsening drought condition. Anticipatory drought management strategies based on this 'Early Alert' could for example focus on livestock vaccination programmes, livestock movement monitoring, or the repair of strategic water sources which enhance the resilience of these communities before a drought hits.
Forecasts alone do not necessarily lead to good anticipatory actions. Whilst acting ahead of disasters is on average more financially effective than responding to an event [14] , traditionally the humanitarian agencies tend to respond to disasters as financial resources are only available during or after an event. Additionally, due to the uncertainty in the models, anticipatory actions based on such forecasts do raise the risk of "acting in vain", which may have substantial negative impact on the humanitarian sector in the short term [12] . These agencies thus need access to adequate financial resources, e.g. forecast-based finance [11, FbF, ] to fund anticipatory actions based on skill-assessed forecast in order to factor in the possible negative consequences of acting in vain. For the forecast methods developed in this study, the chance of acting in vain will be low due to the high level of skill, which will ultimately lower the barriers to uptake.
Caveats and Future Work
As discussed above, our methods are already suitably skillful that they are usable as they stand, however, there are some minor limitations and improvements that we have identified to enhance the functionality, skill, lead-time and impact of our forecasts.
Our analysis has been based on relatively small samples of the available pixels, aggregated, spatially, at the level of livelihood zone and county intersections. This limits the localisation specificity of our predictions and reduces the accuracy (different land usages will have been merged). The processing of all pixels can be achieved within reasonable computational constrains. This we will allow us to aggregate with localised regions of the same land-use classes which will provide greater accurach suitable spatial scale (e.g., grazing units).
Our forecasts will be unavailable or less accurate in periods during or following cloud-cover gaps. More subtly, our validation will have favoured dry season observations, which are less affected by cloud cover, and this will have an impact on the validation of the forecast performance. However, we found little variation in performance throughout the seasons so we do not think these are significant problems.
Drought indicators derived from radar satellites, such as Sentinel 1, could also be used to reduce the impact of cloud cover.
Conclusion
In conclusion we have developed two new forecasting methods which provide similar skillful, shortrange forecasts of vegetation indexes. The choice of input data, output indicators and demonstrated skill argues that these methods will be useful for drought early warning systems. Despite the limitations, there is clear evidence here of a statistical persistence model providing strong skill over useful lead times. This can be an important contribution to anticipatory drought risk management in Kenya
To further strengthen EWS, future research needs to improve forecast skill of drought impact indicators with clearly-defined triggers (e.g., threshold values based on forecasts, which may vary in time and space). Adequate policy and institutional arrangements are also needed to allow the various actors to engage and interact with a long-term perspective on risk management. This in turn, requires financial systems that can be accessed based on such forecasts to be able to act across various timescales before the disaster occurs (i.e. FbF).
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Supplementary Material
A Data selection and comparison of datasets
A.1 Landsat
Landsat-5, 7 and 8 [53] red and near infrared (NIR) surface reflectances and quality assessment (QA) data over the 10 pastoral livelihood zones of Kenya, from January 1st, 2000 to February 1st, 2019, were obtained using the United States Geological Survey (USGS) EarthExplorer. Specifically, data from 1 000 pixels within each region were drawn from the Level-1 Precision Terrain (L1TP) processed dataset, which has well-characterized radiometry and is inter-calibrated across the different Landsat sensors. The spatial resolution of these data is 30m and the repeat interval is 16 days. Using the QA data, observations classified as clear from clouds or cloud shadows were kept. Pixels with fewer than half of the observations over the full time period were discarded (and replaced with an alternative random selection, with a few exceptions, see Table 5 ). The surface reflectances were combined to obtain NDVI.
A.2 MODIS
NDVI data were also gathered from the surface reflectances obtained from the daily, 500-meter resolution MODIS Terra/Aqua Nadir BRDF-Adjusted Reflectance product [?, MCD43A4, v006 ;]]Schaaf2015. Data from February 22nd, 2000 up to February 1st, 2019 were acquired via the NASA Land Processes Distributed Active Archive Center. QA maps files with binary quality flags were used to remove poor quality data resulting from cloud or unreliable BRDF corrections. Data were drawn from 100 pixels within each region, out of those that had been identified as grassland by the MODIS land cover classification maps (MCD12Q1,v006). The key differences between the two datasets are the spatial and temporal resolutions, see Table  1 . The Landsat data had higher spatial resolution, whilst the MODIS data had higher temporal resolution. Since forecasting was being attempted at the level of large scale regions (livelihood zone and county intersections), and at a weekly temporal resolution, the expectation was that the MODIS data would have advantages, assuming individual Landsat and MODIS observations have similar signalto-noise ratios. The processed MODIS time series with weekly observations have less measurement noise because they are composites of 7 daily observations (that themselves are 16-day composites of measurements taken every 1-2 days), whereas the processed Landsat time series are derived from more temporally sparse data (up to 3 different Landsat missions, each yielding one observation every 16 days). Landsat data would have advantages in different applications where forecasts on smaller spatial scales are required. The Landsat data also has the advantage that the quality flags and cloud masks are defined on smaller scales.
A.3 Comparison of the two datasets
The differences between the MODIS and Landsat datasets produced slightly different 'true' aggregate time series on which to assess the interpolation and forecasting methods. In addition to the different temporal resolution of the observations supplying the final time series, the MODIS data were aggregated across 100 random grassland pixels from each region, whereas the 1 000 Landsat pixels analysed were randomly distributed over the whole of each region. In choosing how many pixels to analyse per region, there is a trade-off between using a larger number of pixels for higher accuracy, and a smaller number of pixels for lower computational cost. Fewer MODIS pixels were used than Landsat pixels since they correspond to larger spatial regions. Both these choices of number of pixels should be sufficient for high accuracy of results, since for Landsat data the R 2 -score comparing the average of all pixels from a region with the average of 100 or 1 000 random pixels was 0.990 and 0.9993 respectively. The MODIS grassland classification was not available at Landsat resolution, thus unambiguous classification of the smaller Landsat pixels was not possible. This is unlikely to have made much difference to pixel selection, given that the pastoral livelihood zones are mostly grasslands (Fig. 1) .
B Further details on preprocessing B.1 Gaussian process modelling
A Gaussian Process is a probabilistic model defined as a collection of random variables for which any finite subset has a joint Gaussian distribution [32] . Formally, for the present application of interpolation or extrapolation of a time series, with observation at time t denoted by X t , the model is
Here Y (t) is the true value of the observed index, and the measurement noise is σ r , so that an observation X t is a normal random variable with mean Y (t) and standard deviation σ r . The true values Y (t) are also normally distributed, with the mean at time t given by the mean function m(t), and the covariance between values at times t and t given by the kernel function k(t, t ). To carry out interpolation or extrapolation from a time series, existing data are used to fit the mean, m, kernel, k, and measurement noise σ r , and then expected values are produced for the desired times, based on the obtained fit. For gap-filling on individual Landsat pixel NDVI time series, the model was determined as follows, using the Pyro programming package for Python. The mean, m(t), was assumed to be constant, and the mean of the whole time series. To determine the kernel, Compositional Kernel Search [54] was used. A search through products and sums of up to two common kernel combinations (Linear, Radial Basis Function, Periodic, Rational Quadratic and Matern) yielded Radial Basis Function (RBF) plus Periodic (k RBF + k P ), with period p set to one year, as the kernel to use:
There were thus 5 parameters to fit for each time series (σ r , σ RBF , l RBF , σ P , l P ). These were learned using Stochastic Variational Inference (SVI). For the forecasting on the aggregated NDVI anomaly and VCI3M, a pure Radial Basis Function kernel was used, since for these anomaly indices, the periodic component is not present, see Section 3 in the main manuscript.
B.2 Gap-filling for MODIS
Interpolation of gaps in the raw MODIS time series was not carried out when the length of the gap was longer than a certain maximum, L max . In choosing L max , a trade off between quality and quantity of remaining observations had to be made. The choice L max = 6 weeks was made, after exploring a range of values and finding results to be not sensitive to the precise choice within the range between 4 and 8 weeks, see Table 2 . Note that interpolation on the Landsat data was carried out for all gaps, since the GP interpolation method makes use of the entire time series, and interpolated values within a long interpolation take values close to the seasonal mean.
Due to the presence of non-interpolated gaps in the MODIS time series, there were weeks when a forecast assessment was not carried out on these data. The criteria for being able to do AR forecasting 0.0 on these data were: (i) the three most recent weekly aggregated observations had to be present, since these are required for making a prediction; (ii) there had to be an aggregated observation present for the week being forecast, so the quality of the prediction could be assessed. 
B.3 Comparison of other possible gap-filling methods
Various gap-filling methods have been used to deal with missing values resulting from the presence of clouds and atmospheric aerosols. These methods are based on either spatial information, temporal information or some combination of both spatial and temporal information [45, 55] . Temporal interpolation was chosen given that spatial interpolation methods suffer from the fact that there are frequently clouds over Kenya that cover large groups of neighbouring pixels (although a possible alternative, not considered here, would be to make use of other pixels that historically behave similarly in time [56] ). The performance of the temporal gap-filling methods employed, compared with alternative temporal gap-filling methods, was tested by removing observations, applying the method, and then comparing the interpolated observations with the removed observations. GP interpolation and linear, quadratic and cubic polynomial interpolation methods were tested, on both the Landsat and MODIS datasets. Table 3 , and for MODIS in Table 4 . Note that with these methods, the random samples are more likely to come from periods when there are not many gaps. It is an assumption that these methods are still the correct ones to choose during periods when there are lots of gaps.
For the Landsat data, the GP method achieved the highest R 2 -score, thus showing its utility, and justifying our choosing it. The R 2 -score of 0.67, achieved by the GP method, is close to the R 2 -score of 0.76 which is obtained from using one Landsat observation to predict another Landsat observation from the same 16-day observation period (which could be checked, since there were instances of duplicate observations due to overlap of tiles). Fig. 1 shows a versus interpolated NDVI observations using this method. This plot shows that the method doesn't introduce any biases-the slope and intercept are approximately 1 and 0 respectively. For the MODIS data, GP, linear interpolation and quadratic interpolation all performed similarly well. Quadratic interpolation had the highest R 2 -score, hence this method was chosen for gapfilling on the MODIS data. The higher interpolation R 2 -scores for MODIS, compared to Landsat, imply that the MODIS data is less noisy than the Landsat data. Assuming that observations from MODIS and Landsat have similar signal-to-noise ratio, this can be explained by the higher temporal resolution of MODIS, and the compositing of multiple observations for the weekly gridded MODIS data. Fig. 2 shows a contour plot of the true versus interpolated NDVI observations using the quadratic interpolation method. This again demonstrates that the interpolation doesn't introduce biases-the slope and intercept are approximately 1 and 0 respectively. 
C Further forecast results
Figs. 3 and 4 plot the forecast performance of the two methods in terms of percentage of standard deviation remaining S, for lead times of 1 to 10 weeks. For NDVI anomaly, for both methods, S approaches the baseline of 100 as the lead time approaches 10 weeks, while for VCI3M, some forecast skill is still apparent at a lead time of 10 weeks. Fig. 5 compares the performance of the AR VCI3M forecast with that of the persistence VCI3M forecast, on the MODIS data; the persistence forecast being simply the most recent observation. The AR forecast performs substantially better than the persistence forecast, for example, achieving a RMSE of approximately half that of the persistence forecast for a lead time of 4 weeks. The GP VCI3M forecast on the Landsat data achieves a similar improvement on the persistence forecast. Fig. 6 shows, for the MODIS/AR method, the average RMSE of a 4 week forecast against the percentage of pixels from which there was a clear observation during the week the forecast was made. Fig. 7 shows alternative ROC curves for drought prediction using the AR method on the MODIS data, based on different thresholds for defining drought. Table 7 : VCI3M forecast performance (R 2 -scores) using the AR method on MODIS data. In the 'Forecasts' column, the number gives the percentage of time points for which it was possible to obtain a forecast. 
C.1 Tables of NDVI anomaly and VCI3M forecast performance by region
C.2 Assessing forecasting with the inclusion of additional variables
For the MODIS data, we tested to see whether we could improve the prediction of NDVI anomaly by including the past of other available variables in the AR model, i.e. we performed a Granger causality analysis. Taking X as NDVI anomaly, as in equation (3), for another variable Y , the extended model was fit:
and Granger causality measured as ∆R 2 , the R 2 -score obtained from this extended model minus the R 2 -score obtained from the previous (reduced) model (3). Firstly, we tested whether including past observations of either the red band or the NIR band (at the same lags as NDVI anomaly) in the regression to predict NDVI anomaly could improve the quality of the forecast, and found it did not. For a lead time of 4 weeks, for example, the improvement in R 2 -score was generally negative; the mean improvement across regions was -0.007 for red and -0.01 for NIR.
Secondly, we tested for Granger causality of NDVI anomaly from each region to each other region (within the set of regions for which predictions could be made more than 50% of the time). That is, for each pair of distinct regions, i and j, the 3 most recent observations from region j were added to the AR forecast model for region i, and the R 2 -score was compared with that obtained without including observations from region j. There was not strong Granger causality of NDVI anomaly between most regions. For only a few combinations was there an improvement in R 2 -score of more than 0.05, see Fig. 8 . Nevertheless, these results suggest that, to create the optimal linear regression based forecasting method, data from all regions should be used. Future work will explore how best to extract any useful information from regions other than the one being forecast. 
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