Abstract. The Boltzmann-Nordheim equation is a modification, based on physical considerations, of the Boltzmann equation that describes the dynamics of the distribution of particles in a quantum gas composed by bosons or fermions. We investigate the homogeneous Boltzmann-Nordheim equation for the particular case of bosons. We solve existence and uniqueness for any initial data that are bounded and with finite mass and energy, without any assumption of isotropy. We also show that moments of all order appear immediately for such solutions.
Introduction
This paper deals with the dynamics of the distribution of particles in time and velocity, f (t, v) 0 in R + × R d (d 2), for a dilute homogeneous quantum gas of bosons. In greater generality, the dynamics of particles undergoing binary collisions in quantum statistics is given by the Boltzmann-Nordheim equation
where f ′ , f * , f ′ * and f are the values taken by f at v ′ , v * , v ′ * and v respectively and B is the collision kernel which encodes the physical properties of the collision process. Define:
, and cos θ = v − v * |v − v * | , σ .
This equation has been derived by Nordheim (see [17] ) using quantum statistics considerations. Basically, when α = 0 one recovers exactly the Boltzmann equation which rules the dynamics of particles in a dilute gas when only elastic binary collisions are taken into account. The main difference with the Boltzmann-Nordheim equation is that in quantum statistics the probability of two particles colliding not only depends on the number of particles undergoing the collision but also the number of particles already in the final state the latter collision yields. In the case of fermions (α = −1), this probability decreases and in the case of bosons it increases (α = 1).
The collision kernel B 0 contains all the information about the interaction between two particles with velocities v and v * , and is determined by physics. We can mention here that one can derive this type of equations from Newton mechanics (coupled with quantum effects in the case of the Boltzmann-Nordheim equation) at least formally, see [4] or [5] for the classical mechanics case and [17] or [6] in the quantum case. However, if mathematically rigorous derivations are known for small times for the classical Boltzmann equation (Landford's theorem, see [9] or more recently [7] ), we do not have, at the moment, the same kind of proof for the Boltzmann-Nordheim equation.
1.1. The problem and its motivations. All along this paper we will assume that the collision kernel B can be decomposed as
which is a common assumption as it is more convenient and also covers a wide range of physical applications.
Moreover, we will consider only kernels with hard potentials, that is to say there is a constant C Φ > 0 such that (1.1) Φ(z) = C Φ z γ , γ ∈ [0, 1], and satisfying Grad's angular cutoff (see [8] ), expressed here by the fact that we assume b to be continuous on (0, π) and to be integrable on the sphere: All those assumptions allow us to rewrite the Boltzmann-Nordheim equation with α = 1, into the equation we are going to study (1.3)
with the following decomposition
where we defined
In this article, we are first interested in the existence and uniqueness properties of (1.3).
The first thing to notice is the symmetry property of the Boltzmann-Nordheim operator.
Lemma 1.1. Let f be such that Q(f ) is well-defined. Then for all Ψ(v) we have
This result is well-known for the Boltzmann equation and is simply a play with the changes of variables (v, v * ) → (v * , v) and (v, v * ) → (v ′ , v ′ * ) and the symmetries of the operator q(f ). A straightforward consequence is the a priori conservation of mass, momentum and energy for a solution of (1.3), f , associated to an initial data f 0 , that is (1.6)
Comparison with previous results. The first theorem of this article deals with existence and uniqueness of solutions to the bosonic Boltzmann-Nordheim equation for bounded initial datum f 0 with bounded mass and energy (second moment).
The issue of existence and uniqueness for the homogeneous bosonic BoltzmannNordheim equation has been studied recently, especially by X. Lu ([11] , [13] , [12] ) and M. Escobedo and J. J. L. Velasquez ( [14] , [15] ). However, all those studies focused on the case of radially symmetric solutions (f (t, v) = f (t, |v| 2 )) and in the case of hard potential with angular cut-off.
In his papers [11] and [12] , X. Lu developped a global-in-time Cauchy theory for isotropic initial data with bounded mass and energy and extended the concept of solutions for isotropic distributions. In those cases he proved existence and uniqueness of radially symmetric solutions that preserve mass and energy. Moreover, he showed the boundedness of moments of order s > 2 as long as the initial data has a moment of order s.
Very recently, M. Escobedo and J. J. L. Velasquez in [14] used an idea developped by Carleman for the Boltzmann equation ( [2] ) in order to obtain a result of uniqueness and existence for radially symmetric solutions in the spaces L ∞ (1 + |v| 6+0 ). We discussed above that the creation of the Bose-Einstein condensate leads to a blow-up in finite time. Therefore one cannot expect more than local-in-time results in L ∞ -spaces. The a priori conservation of mass, momentum and energy seems to imply that the most natural space to tackle the Cauchy problem is L 1 2 , the space of positive functions with bounded mass and energy. This was indeed the case for the homogeneous Boltzmann equation (see [10] and [16] ). However, our quick look at the Bose-Einstein condensate told us that one may physically expect that a solution to (1.3) is bounded up to the appearance of a blow-up. Therefore it seems that the natural framework of the homogeneous Boltzmann-Nordheim equation for bosons is L 1 2 ∩ L ∞ . Theorem 2.1 answers that question and we prove local-in-time existence, uniqueness and immediate appearance of moments of all orders for initial data in L 1 2 ∩ L ∞ . We emphasize here that we extend the spaces studied before and above all we get rid of the isotropic assumption.
1.3. Our strategy. We tackle the issue of the existence of solutions with an approximative scheme (see Section 7). More precisely, we truncate the Boltzmann-Nordheim operator Q and solve the associated differential equation using a Euler scheme. The sequence of functions we obtain is then proved to be weakly compact and goes to a solution of (1.3). The key ingredients are a new control on the operator Q + for high and small relative velocities v − v * as well as an extended version of Povzner inequality (see Section 3) .
Notice that the L ∞ -norm is of great importance in the study of the BoltzmannNordheim operator in order to be able to deal with the trilinear parts of the operator Q.
The proof of the uniqueness follows very closely the proof of uniqueness developped by S. Mischler and B. Wennberg in [16] . Our extended version of Povzner inequality matches the main features of their proof. The main issue is the control of terms of the form |v − v * | 2+γ that appear when one studies the evolution of the energy of solutions. This is achieve by the fact that bounded solutions of (1.3) happen to have more regularity (see Proposition 4.1) and thanks to an explicit control on the explosion at t = 0 of the moment of order 2 + γ of solutions to (1.3) (see Proposition 5.5). The speed of the blow-up is exactly the one required to use a Nagumo's type uniqueness criterion in small times. The uniqueness for long time uses a Gronwalltype lemma which is available thanks to the boundedness of the moment of order 2 + γ whenever t > 0 (see Section 5).
1.4. Organisation of the paper. Section 2 is dedicated to the statement and the description of the main results proved in this article.
The first problem we shall deal with is the uniqueness result. As said when we described our strategy (Section 1.3), this part requires the control of a little bit more than the L ∞ -norm as well as the control of moments of order greater than 2. A very important tool is an extended version of the Povzner inequality (first derived in [18] ) and we shall use it throughout this article. The statement of this lemma and its proof are given in Section 3.
Section 4 focuses on an a priori boundedness property of solutions to the bosonic Boltzmann-Nordheim equation. Proposition 4.1 will allow us to control terms of the form |v| γ f (t, v) in L ∞ . The next section, Section 5, deals with the moments of solutions to (1.3). It is divided in two subsections. The first one is dedicated to the immediate appearance of bounded moments of all order, see Proposition 5.1. Then, Section 5.2 quantifies the explosion near t = 0 of the moment of order 2 + γ.
Finally, Section 6 proves the uniqueness of bounded solutions preserving mass and energy.
Then we turn to the proof of existence of such bounded, mass and energy preserving solutions in Section 7. We construct our sequence of approximations in Section 7.2 and derive some of their properties. Section 7.3 shows that this sequence converges toward a mass-preserving solution of (1.3) and finally Section 7.4 proves that this limit is also energy-preserving.
Main results
We begin with the notations we shall use all along the article. We are going to use spaces in the v and the t variables. Therefore, to shorten notations, we will index by v or t the spaces we are working on. The subscript v will always refer as
We also adopt the convention that a Lebesgue space on an open interval is the local Lebesgue space on that interval. For example,
) . Finally, we denote, for all s and t in R + ,
The first main theorem is the Cauchy problem for the Boltzmann-Nordheim equation for bosons.
that preserves mass and energy.
Moreover, this solution satisfies
• f preserves the momentum of f 0 , • for all s > 0 and for all 0 < T < T 0 ,
Remark 2.2. We empasize here that moments appear as soon as t is strictly positive. However, we only get that
. This is slightly weaker than the result derived in [16] for the Boltzmann equation but it is explained by the fact that at T 0 we can obtain a blow-up of the L ∞ -norm. The latter norm is not required for the control of the bilinear Boltzmann operator but is of great importance for the trilinear part of the Boltzmann-Nordheim operator.
An extended version of a Povzner-type inequality
This section is dedicated to proving a refinement of a result in [16] , which extends a Povzner-type inequality (see [18] ) which captures the geometry of the collisions inside the Boltzmann kernel. The statement of the lemma is very close to Lemma 2.2 in [16] . 
Then one can write
where G ψ and H ψ satisfies the following inequalities (where we omit the subscript ψ).
iii) If ψ is a positive convex function that can be written ψ(x) = xφ(x), where φ is concave, increasing to infinity, and such that for any ε > 0 and any α in (0, 1), it satisfies (φ(x) − φ(αx)) x ε → ∞ as x → ∞. Then, for all ε > 0,
In addition, there is a constant C > 0 such that φ
The constants in the Lemma depends on α, ψ, ε, b and F L ∞ v,v * ,σ . Remark 3.2. As noticed in [16] , the operator H ψ can be taken monotonous in ψ in the following sense. If ψ 1 − ψ 2 0 is convex then H ψ 1 − H ψ 2 0. This property will prove itself really useful to apply Lemma 3.1 to truncated sequences converging to convex functions.
Proof of Lemma 3.1. The proof of this result has been done in Lemma 2.2 of [16] in the case where F = 1. Therefore, our goal will be to compare our new operators H and G with H 1 and G 1 (obtained when F = 1) in each of the three cases.
We start with the term H which is quite straightforward. We define H to be the following operator, which coincides with
where
-uple of angles). The core of the proof is the fact that the term
keeps the same sign if ψ is convex (positive sign) and if ψ is concave (negative sign). We have that 1
and therefore when ψ is convex we have
This yields the expected inequalities i), ii) and iii) for the operator H since they hold true for H 1 .
The proof for the operator G is more intricate and we shall write it in dimension d = 3 for sake of simplicity. We follow the proof in [16] and we parametrise the sphere S 2 by
with the measure dσ = 4sin θcos θ dθdω.
To shorten notation we define, for a given v and a given v *
In these coordinates, with the notations above, we have geometrically that
where τ denotes the sine of the angle between the vector v and v * .
With these notations we obtain
where H is given by (3.1) (after the change of variable θ → π/2 − θ) and
The two terms on the right-hand side will be treated the same way and therefore we focus only on
Since ψ is increasing in all the cases we have that
is positive when −π/2 ω π/2 and negative elsewhere on [−π, π]. Thus,
where we just made the change of variable ω → π − ω on [π/2, π].
Upper bound in cases i) and ii). In these cases, we have that ψ is twice differentiable and therefore we can integrate by part twice in the integral with respect to ω. The first time we consider 1 to be the derivative of ω to get
and in the second integration by part considers ωsin ω as a derivative to get
On [0, π/2], sin ω − ωcos ω is positive and thus
which is the integrand dealt with in the case F = 1 in Lemma 2.2 in [16] . Hence, (3.3) becomes
It only remains to control the last integral which can be achieve thanks to the fact that for θ in [0, π/2],
In the case −1 < α < 0 we have easily that (3.5) yields
which, combined with (3.4) gives us the expected inequality in point ii).
In the case α > 0 we use (3.5) in two different ways. First of all we notice the following
Then basic computations yields
To conclude in that case we gather (3.6) and (3.7) to obtain that
This last bound combined with (3.4) gives the inequality of point i), up to the fact that we choose ε small enough so that the second term in the right-hand side of the inequality above can be included in the inequality satisfied by H, which only leads to a slight change of definition for H in that case.
Upper bound in cases iii). We start from (3.2)
In case iii) we consider ψ(x) = xφ(x) with ψ being convex and φ being concave. Therefore, the latters are almost everywhere differentiable with
Hence, developing every term in (3.2) yields
We recognize here the term I for F = 1, see proof of Lemma 2.2 in [16] . Therefore
and hence iii) follows directly from the case where F = 1. This concludes the proof of Lemma 3.1.
This section is dedicated to proving an a priori estimate in the L ∞ v space for solutions to (1.3), in small times. We cannot expect more than small times as we know from [14] that, even for radially symmetric solutions, there exists solutions with a blow-up in finite time. We will prove the following result
, with initial value f 0 , satisfying the conservation of mass and energy. Then for all 0 T < T 0 there exists C T > 0 such that following controls holds
4.1. Some properties of the Boltzmann-Nordheim operator. Here we gather and prove some useful properties about the positive operator Q − and Q + . First, we have the following control on the negative part
Proof of Lemma 4.2. We have that
We supposed that f is positive, thus
Since γ is in [0, 1], we know that the following triangular inequality holds
This yields
because γ 1 and so there exists C γ > 0 such that for all x 0,
Remark 4.3. If R d f lnf dv was finite then it would be possible to lower bound Q − (f ) by a quantity that is strictly positive. Unfortunately, this quantity decreases in the case of the classical Boltzmann equation whereas the decrease of entropy for Boltzmann-Nordheim is given by the decrease of
which does not bring any knowledge about a non-concentration property for f .
Moreover we also have the following general bound on the positive part 
and
where C γ has been defined in (4.2) and C(λ) is given by (4.7).
Proof of Lemma 4.4. The L ∞ v -norm is intricate and for this purpose we write the operator under another form. We use the Carleman representation of the operator (see [3] ), which uses the final velocities after a collision, v ′ and v ′ * , as the parameters we integrate against:
In this form we have that E vv ′ is the hyperplane orthogonal to v − v ′ going throught v and the new operator B is such that
With this new representation we have that
Now we are going to split our integral into velocities far from v and velocities close to v. Let us consider λ > 0, (4.6)
The function 1/ |x| d−1 is integrable near 0 and therefore we can define
, which fulfils the requirements of (4.3) in Lemma 4.4. In (4.6), instead of taking 
We consider 0 T < T 0 and we define the following quantities, for 0 t < T and
In (4.8), we apply to Q(f ) the Lemmas 4.2 and 4.4 (with λ 1 and λ 2 to be defined later) together with the conservations laws satisfied by f (1.6) to get
where we set
We emphasize here that we slightly changed Lemma 4.4 since we put the integrale in time before taking the supremum in v. Which is obtain by exactly the same proof but integrating first in time.
By bounding all quantities in (4.9) in time and velocities, one gets
To conclude, we notice that by assumption
is finite and therefore we fix λ 1 and λ 2 small enough such that
we take the supremum over t in [0, T ] and v in R d to obtain the expected result.
Creation of moments of all order
In this section we prove that moments of all order appear immediately for solutions of the Boltzmann-Nordheim equation, as long as they are in L
The first part of this section is dedicated to the proof of this a priori result. It thoroughly follows the proof established in [16] for the Boltzmann equation which was relying on a subtle Povzner inequality. Our extension of their Povzner-type inequality, see Section 3, allows us to apply their methods directly to the BoltzmannNordheim equation.
Then, in a second part we quantify the explosion of the (2 + γ) th moment as time goes to 0. This estimate will be of great importance in the proof of the uniqueness, see Section 6. Here again we copy the arguments of [16] thanks to the extension of Povzner inequality, Lemma 3.1.
All the details of the proofs are exactly the same as for the Boltzmann equation given by S. Mischler and B. Wennberg in [16] . However, we still write them down roughly in order to show that they are indeed a straight combination of their proofs and our Povzner-type inequality. Basically we show that we can apply our inequality each time they applied theirs and that the outcome is the same.
5.1.
A priori estimate on the moments of a solution. The immediate appearance of moments is characterized by the following proposition.
, with initial value f 0 , satisfying the conservation of mass and energy. Then for all for all s > 0 and for all 0 < T < T 0 ,
The proof of that proposition is done by induction and requires two lemmas, which gives the same estimates as the ones for the Boltzmann equation in [16] . The first one is the initialisation of the induction, it controls the L 1 2+γ/2,v -norm, and the second lemma gives an inductive bound on moments.
We start by taking f 0 , f , T 0 as in Proposition 5.1. We have that f 0 is positive and such that 1 + |v|
v . Proposition A1 in the appendix of [16] gives the existence of ψ a positive convex function on R + such that there exists C > 0 such that
Moreover, ψ can be written ψ(x) = xφ(x), where φ is concave, increasing to infinity, and such that for any ε > 0 and any
Proof of Lemma 5.2. We fix T in [0, T 0 ) and we consider 0 t T .
As proved in the proof of uniqueness in [16] , we can construct an increasing sequence (ψ n ) n∈N of convex function converging pointwise to ψ and such that ψ n+1 − ψ n is convex. The ψ n are such that there exists a sequence (p n ) n∈N of polynomial of order 1 such that ψ n − p n is of compact support. Moreover, for a given F satisfying the assumptions of Lemma 3.1, we have that H ψn is non-negative and converges pointwise to H ψ (see Remark 3.2) and |G ψn (v, v * )| C G |v| |v * | for all n.
We know that f preserves mass and energy and therefore
Now, ψ n − p n is of compact support so we can use the fact that f is solution to the Boltzmann-Nordheim equation and the integral property of the operator Q, Lemma 1.1. This yields
We can decompose the left hand-side as in point iii) of Lemma 3.1 with
Thanks to Lemma 3.1, our operators H ψn , G ψn , H ψ and G ψ satisfies exactly the same properties than the operators H ψn , G ψn , H ψ and G ψ in step 1 of proof of Theorem 1.1 ′ in [16] , with C H and C G depending on T which has been fixed. Equality (5.2) is exactly equality (3.4) in step 1 of proof of Theorem 1.1 ′ in [16] . Thus we can compute this equality in exactly the same way as Mischler and Wennberg did.
This yields the inequality of Lemma 5.2.
We turn to the induction property.
Lemma 5.3. Let T be in (0, T 0 ). For all n in N there exists T n > 0 as small as we want such that
and such that for all t in [T n , T ] there exists C T > 0 and c Tn,T > 0 such that
where M s (t) is the moment of order s at time t, see (2.1).
Proof of Lemma 5.3. The fact that there exists T n+1 as small as we want such that M 2+(2n+3)γ/2 (T n ) < ∞ is given by the second term on the left-hand side of inequality (5.3) at rank n, and from the second term on the left-hand side of inequality (5.1) in Lemma 5.2 for n = 0. Then the proof amounts to using Povzner inequality of Lemma 3.1 in exactly the same way as in [16] , this time considering the function ψ to be ψ(x) = x 1+(2n+3)γ/4 (so we use point i) of Lemma 3.1). We can therefore follow the proof of [16] (step 2 of proof of Theorem 1.1 ′ ) and apply our Lemma 3.1 with
and the constants C H and C G depending on T via f [0,T ],v .
We are now able to finish the proof of the main proposition of this section. In this section we show that M 2+γ explodes at most like 1/t when t goes to zero. This is the purpose of the next proposition.
Proof of Proposition
, with initial value f 0 , satisfying the conservation of mass and energy. Then there exists 0 < τ < T 0 and there exists C τ > 0 such that
Proof of Proposition 5.5. We take 0 < t T < T 0 . Thanks to Proposition 5.1 we know that M s (t) is bounded by a constant C T > 0 depending on T and t.
The technical Lemma 1.1 yields
where K 1+γ/2 (v, v * ) is given in Lemma 3.1 for ψ(x) = x 1+γ/2 . We can use point i) of Lemma 3.1 since f is bounded on [0, T ]. Hence, (5.
where C G and C H are given in Lemma 3.1 (up to a multiplicative constant only depending on γ). Since f preserves the mass and the energy and since 0 γ 1, a mere triangular inequality in the first term in the integral yields
where C γ has been defined in (4.2). Besides,
Then, because 2γ 2 and taking ε small enough, (5.5) shows that there exists c T and C T positive constants depending on T and independent of t such that
We have the following Holder's inequality
and therefore
(t). So we have two cases to consider. Either M 2+γ (t) is bounded when t goes to 0 and then Proposition 5.5 is proven. Or there exists τ such that M 2+γ (τ ) 2c T /C T and then for all t τ , M 2+γ (t) is decreasing and
(t), which gives the expected bound on M 2+γ (t).
Uniqueness of solution for the Boltzmann-Nordheim equation
In this section we prove that there exists at most one solution to the BoltzmannNordheim equation for bosons ( 
The proof relies on precise estimates on the L 
These estimates lead to a system of three differential and non-differential inequalities that we solve thanks to an extended Nagumo's uniqueness criterion for small times and an extended Gronwall lemma for larger times.
In the end, we prove the following theorem.
. Let f and g be two non-negative solutions of
satisfying the conservation of mass and energy. If f and g have the same initial data h 0 then f = g on [0, T 0 ).
For now on we take f and g satisfying the assumptions of Theorem 6.1. In order to shorten notations we still denote by N T the maximum of N T for f and for g, defined in (6.1).
. First of all we can write the following algebraic identity which we are going to use throughout this section.
We have the following differential inequality,
and N T (see (6.1)).
Proof of Lemma 6.2. We fix T in [0, T 0 ) and we consider t in [0, T ]. Thanks to the integral property of Q, Lemma 1.1,
where we wrote Ψ(t, v) = sgn(f − g)(t, v) and
We easily have that |[Ψ ′ * + Ψ ′ − Ψ * − Ψ| 4. Furthermore, using the arithmetic identity (6.2) we compute
We plug these two inequalities inside (6.3) which we cut into for integrals. The change of variable (v, v * ) → (v * , v) shows that the first two terms are equal as well as the last two. Thus,
The first integral is easily dealt with by a mere triangular inequality together with (4.2).
In the second integral we use the change of variable (v, v * ) → (v ′ , v ′ * ) and the terms in v ′ and v ′ * are dealt with Lemma 4.4, inequality (4.4) with λ = 1. Therefore,
By setting C T the maximum among the multiplicative constants above, we reach the inequality of Lemma 6.2.
is more intricate and requires to control the (2 + γ) th moments of g and f by the L 1 v -norm of the difference. This is achieve thanks to the next lemma.
M 2+γ is the (2 + γ) th moment of f + g (see (2.1)) and C T only depends on
Proof of Lemma 6.3. We fix T in [0, T 0 ) and we consider t in [0, T ]. As in the proof of Lemma 6.2 we have
where this time we wrote Ψ(t, v) = sgn(f − g)(t, v) 1 + |v| 2 and P (f, g) is still given by (6.4) .
Using the algebraic inequality (6.2) and using the change of variable (v, v * ) → (v * , v) we obtain
where we defined G(Ψ) = Ψ ′ * + Ψ ′ − Ψ * and we have straightforwardly
Thanks to the latter bound on G(Ψ) and the fact Ψ.(f − g) = 1 + |v| 2 |f − g| we find
where C γ has been defined in (4.2).
The term I 2 is dealt exactly the same way, remembering the f and g are bounded by N T .
In the term I 3 we make the change of variable (v, v * ) → (v * , v) and after bounding the terms in v ′ and v ′ * by N T we recover |I 1 |. Therefore, (6.10)
The last term, I 4 , is more intricate and we have to deal with it carefully so that the terms of order 2 + γ in v only appear in front of the L 1 2,v -norm of f − g. First of all, thanks to (6.7), we have
Then, the change of variable (v, v * ) → (v * , v) followed by the change of variable σ → −σ, which brings v ′ to v ′ * and reciprocally, gives
The last integral is dealt with in the same way as in the proof of Lemma 4.4, (4.6), by studying the cases v ′ is close to v and when not. We use the Carleman representation of this integral, which reads, with v * = v
where C(1) is defined in (4.7). We plug the latter inequality into (6.11) to obtain the following control from above (6.12)
To conclude we gather (6.8), (6.9), (6.10) and (6.12) into (6.6) 
, τ and N τ (see (6.1)).
Proof of Lemma 6.2. We fix T in [0, T 0 ) and we consider t in [0, T ]. We have the following decomposition
where P is given by (6.4).
We have that at t = 0, f (0, v) − g(0, v) = 0 for all v and therefore
We start by the first term J 1 . Using the algebraic equality (6.2) and the definition of P one can bound P (f ′ , g ′ ) by
The change of variable σ → −σ sends v ′ to v ′ * and reciprocally. Therefore we have
For both integrals, we use Lemma 4.4 with λ > 0 to be chosen later. This yields
We choose λ small enough such that (6.14)
and we define τ < T such that
These choices of constants lead to
with C τ a constant depending on τ .
We now turn to the last term J 2 in (6.13). By using (6.2) and the change of variable σ → −σ we get
where we wrote
The second integral is easily dealt with and we have (6.18)
The third and last integral is a bit more intricate and we use the Carleman representation of the integral against (σ, v * ). We emphasize that in the integral against
and we follow the idea developed in Lemma 4.4 with λ = 1
γ is in [0, 1] and thus we have
The first integral on the left-hand side of (6.17) is negative because f and g are both non-negative solutions. Thus we plug (6.18) and (6.19) in (6.17), which gives
where C T is a constant depending on T .
Therefore, if we take τ given by (6.15), we can use (6.16) and (6.20) inside (6.13). This yields the result given in the statement of Lemma 6.4.
6.4. Uniqueness result: proof of Theoreme 6.1. In this section we prove the uniqueness result stated in Theorem 6.1. We set τ to be the minimum between τ in Proposition 5.5 and τ in Lemma 6.4. Throughout this section, C will stand for a positive generic constant depending only on τ , N τ , on the parameters of the operator Q and on h 0 L 1 2,v . We use Lemma 6.2, Lemma 6.3 and Lemma 6.4 together to see that there exists τ such that if t belongs to [0, τ ] then
,v -norms of f and g are bounded by assumption. Therefore, the first inequality in (6.
, where C τ has been defined in Proposition 5.5 and therefore the second inequality in (6.21) gives
Ct. We can use these results to get
Ct in the third inequality in (6.21).
We can use this argument again to obtain that in fact
Ct n .
Remark 6.5. We emphasize here that one would like to take the limit as n goes to +∞ to obtain the uniqueness on short times. Unfortunately, C is a generic constant and we do not explicitely mentionned that this constant is increasing with n.
Therefore the three norms are time-differentiable at 0 with their time-derivatives being 0 at t = 0. Therefore we can use (6.21) for all t in [0, τ ] and combining the second with the third one we get
where K 1 , K 2 > 0 only depend on τ , h 0 and the operator Q.
We fix n K 1 and we defined
which means that X(t) is continuous at 0 and also right-differentiable at 0 with X ′ (0) = 0. We differentiate X(t) in the same spirit that Nagumo's fixed point theorem. The main difference relies on the fact that we shall have to deal with terms of the form sup X in the differential inequality. Thanks to (6.22) we have
We integrate in time between 0 and t and because X(t) is positive we obtain
and by induction we obtain
Hence, we can take the limit as m goes to +∞ for all t < 1/K 2 . Which means that
and as a result, if we denote
To conclude for all time in [0, τ ] we know that for t τ 1 , M 2+γ (t) is bounded by C τ /τ 1 (see Proposition 5.5) and therefore (6.22) becomes
, which we can multiply by e −Kτ 1 t , which is decreasing in t, to use an extended Gronwall lemma: at time τ since these two solutions preserves mass and energy. Therefore starting the proof at τ will give us the uniqueness between τ and 2τ . By induction we have that f = g on [0, T ] for all 0 T < T 0 .
Local existence of solutions
This section is dedicated to proving the following theorem
• f preserves the mass, momentum and energy of f 0 ,
• for all T < T 0 ,
For now on, we take f 0 , non identically 0, in
The proof of this theorem relies on a time discretisation of equation (1.3) together with an approximation of the Boltzmann-Nordheim operator Q. This raises a sequence of functions (f n ) n∈N that will be proven to be approximations of a solution of the Boltzmann-Nordheim equation. This step is done by establishing the weak convergence of the sequence (f n ) n∈N to the unique solution of (1.3) (see Theorem 6.1). We shall first derive some properties for truncated operators approximating the Boltzmann-Nordheim operator. Then we define some constants and construct a sequence of functions and finally show that this sequence convergences to a solution of equation (1.3).
7.1. Some properties of truncated operators. This idea of approximating the collision kernel in the case of hard potentials is a common one in the Boltzmann equation litterature (see for instance [1] or [16] ). We consider now the following truncated operators, where n is a positive integer,
where a ∧ b = min(a, b). We associate to these operator the natural decomposition (1.4) − (1.5): 
Proof of Lemma 7.2. We have that
Therefore the first two inequalities are trivially obtained by bounding f
and the kernel by n γ b(cos θ) and then taking the supremum in v or integrating against (1 + |v| 2 ) dv.
Now we suppose that f is positive and we copy the proof of Lemma 4.2, thus
by definition of C γ , see (4.2). We obtained the expected lower bound.
Moreover we also have the following bounds on the positive part
Then we have the following inequalities
Proof of Lemma 7.3. For the first inequality, we just have to notice that, after the change of variable (v
and we deal with the L 1 2,v -norm the same way we did in proof of Lemma 7.2.
For the L ∞ v -norm, we use exactly the same approach than in Lemma 4.4, using Carleman representation. This yields
We just have to deal with the integral whether (1 + |v| γ ) is smaller than n γ or not. In the case where (1+|v| γ ) n γ we bound the integral from above in the following way,
since γ is in [0, 1] and therefore, thanks to (4.2),
We obtain the expected result in the case (1 + |v| γ ) n γ by splitting the integral in (7.2) into small and large relative velocities v − v * .
The case (1 + |v| γ ) n γ is dealt with in exactly the same way but we bound (|v ′ − v ′ * | ∧ n) by n in (7.2) . This gives us the expected result.
7.2. Construction of a sequence of approximations. We now fix a positive integer n and we want to discretise in time the Boltzmann-Nordheim equation associated to the truncated operators Q n . Thus we need to work on a closed interval. More precisely, we shall solve the truncated Boltzmann-Nordheim equation
by a implicit Euler scheme on an intervalle [0, T 0 ], T 0 not depending on n.
To this end, we require to fix some constants (like the ones appearing in Lemma 7.3) that we are going to define below. First of all, in order to shorten notations, we define
where C γ has been defined in (4.2). Then, we define
We have that |u| 1−d is integrable near 0 in R d . Therefore we can consider λ strictly positive such that
. Now we are able to define the time intervalle we shall work on,
We emphasize here that all the constants are independent of the integer n.
We consider the following explicit Euler scheme on [0,
where Q − n and Q + n have been defined in (1.4) − (1.5). ∆ n is the time step such that
.
The last term on the right hand side is zero since Q n satisfies the same integral property than the non-truncated Boltzmann-Nordheim operator, Lemma 1.1. Hence, f (k+1) n satisfies point ii).
In order to prove iii) we use Lemma 7.2 (f (k) n being positive), Lemma 7.3 and the fact that f
Thus, sup
n (v) exists and is finite.
Hence, we can consider property iii) at rank k+1 and take the essential supremum over
by definition of T 0 , see (7.7) and of λ, see (7.6) . This gives us the expected result iv) for f 
We shall see these functions as piecewise constant functions of time. Therefore we define (7.10) ∀n ∈ N,
, the mass and energy preserving solution of the Boltzmann-Nordheim equation (1.3) with initial data f 0 (which is unique thanks to Theorem 6.1). This is the purpose of the following proposition.
such that a subsequence of (f n ) n∈N , see (7.10) and (7.8), converges towards f weakly in
• f is a solution of the Boltzmann-Nordheim equation (1.3) with initial data f 0 , • f is positive and for all t in [0,
Proof of Proposition 7.6. Thanks to point ii) of Proposition 7. Point i) of Proposition 7.4 tells us that f 0. The sequence (f n (t, ·)) N ∈N is tight and its tightness property is independent of the time t (see the uniform control of the second moment, point ii) of Proposition 7.4). Therefore, for all ǫ > 0, it exists R ε > 0 such that for all n and t we have
Since 1 {|v| Rε} is in L ∞ v we can take the weak limit as n tends to +∞ in the inequality above to obtain Thanks to point iv) of Proposition 7.4, we have, for all n in N and k in {0, . . . , T 0 /∆ n − 1}, for all (t, v) in [k∆ n , (k + 1)∆ n ) × R d ,
Therefore, if we define , where C γ has been defined in (4.2). Therefore (g n ) n∈N is tight and equi-integrable and therefore is weakly compact in L 1 ([0, T 0 ] × R d ). As we did for f n we obtain that g n converges (up to a subsequence) weakly to g in L 1 ([0, T 0 ] × R d ). We are going to prove that (7.13) g(t, v) = t 0 (1 + |v| γ )f (s, v) ds.
As we emphasised before, the compactness properties of f n and g n are the same for f n (t, ·) and g n (t, ·) for a given t, because our bounds are independent of t. Therefore we fix a t in [0, T 0 ] and we take φ in C But we have the following
φ is of compact support so for n big enough we have that This gives us the expected equality (7.13), since both functions are in L 1 v . As a result, we have that
Thanks to (7.11) we also find (7.14) sup
To conclude the proof of Proposition 7.6 it remains to show that f is a solution of the Boltzmann-Nordheim equation (1.3). However, this is now pretty straightforward since g n (t, ·) converges weakly-* in L ∞ v and f n (t, ·) converges weakly in L n , see (7.8), we can take the limit in . Indeed, Q n is basically a convolution operator with a kernel not growing faster than (n γ ∧ (1 + |v| γ )). Then, since we have the equality (7.13), we obtain that for all test function φ 7.4. Preservation of the energy. This section is devoted to the proof of the following result, which is the fact that f preserves the energy of the initial data.
Proposition 7.7. Let f be the function obtained in Proposition 7.6. Then for all t in [0, T 0 ],
