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In the quantum control process, arbitrary pure or mixed initial states need to be protected from
amplitude damping through the noise channel using measurements and quantum control. However,
how to achieve it on a two-qubit quantum system remains a challenge. In this paper, we propose a
feed-forward control approach to protect arbitrary two-qubit pure or mixed initial states using the
weak measurement. A feed-forward operation and measurements are used before the noise channel,
and afterwards a reversed operation and measurements are applied to recover the state back to its
initial state. In the case of two-qubit pure states, we use the unravelling trick to describe the state of
the system in each step of the control procedure. For two-qubit mixed states, a completely-positive
trace-preserving (CPTP) map is implemented. Finally, the fidelity and success probability are used
to evaluate the effect of protection. The complete recovery conditions for the measurement strengths
are derived, under which we achieve the optimal fidelity and the success probability of recovering
the initial pure or mixed states.
I. INTRODUCTION
The dynamic of open quantum systems becomes de-
coherent easily due to the inevitable interaction with
the environment [1]. To suppress the effect of deco-
herence, various strategies have been studied, such as
decoherence-free subspaces [2], quantum error correction
[3], [4], quantum feedback control (QFBC) [5–7] and
quantum feed-forward control (QFFC) [8–10]. For the
problem of protecting quantum states from the noise,
a quantum feedback control scheme was proposed [11],
which included quantum weak measurement and cor-
rection rotation based on the result of measurements
after the noise channel. It was experimentally imple-
mented [5]. This scheme was studied for different initial
states, measurements and feedback control bases [6, 7].
In both quantum feedback control and quantum feed-
forward control, the measurement plays an important
role. Different from the measurement in the classical
theory, in the quantum measurement there is a trade-
off between the information gain and the disturbance
of the system via measurement [12]. Hence, the quan-
tum weak measurement technique is promising, since it
has little effects on the dynamic of the quantum system.
Weak measurements generalise ordinary quantum mea-
surements, and they reveal some information about the
quantum state without collapsing the state into eigen-
vectors. This process is achieved by leveraging a weak
coupling between the measurement device and the sys-
tem.
Amplitude damping is a major decoherence that occurs
in many quantum systems [8], such as a photon qubit in
a leaky cavity, an atomic qubit subjected to spontaneous
decay, or a super-conduction qubit with zero-temperature
energy relaxation. The specific control problem we are
interested in here is the stabilisation against amplitude
damping for two-qubit pure or mixed states. Similar
problem has been considered for one qubit quantum state
recovery based on quantum feed-forward control. It is
shown that one-qubit state affected by amplitude damp-
ing can be completely recovered by applying feed-forward
control [8]. Feed-forward control can be applied to make
the state of the system immune to the effect of an am-
plitude damping channel. A feed-forward control (FFC)
technique was used to realise a better impact of the dis-
crimination of two nonorthogonal states after passing an
amplitude damping channel [13]. Also, a quantum com-
posite control scheme was proposed [14], where quantum
feedback control and quantum feed-forward control were
combined for protecting two nonorthogonal states of a
two-level quantum system against the amplitude damp-
ing noise. In [9, 10] the problem of protecting completely
unknown states against given noise was mathematically
discussed in two cases: only after-the-noise, and both
before-and-after-the-noise. They mathematically shown
that by using only after-the-noise control, one essentially
cannot suppress any given noise. In other words, if the
initial state is unknown, only the unitary rotational part
of noise can be eliminated. Next, they considered the
before-and-after-noise control scheme. It was shown that
if the noise is weak, doing nothing to the system is the
best control scheme; In case of intense noise, one needs
to measure the system before noise and after the noise,
based on the result of the measurement, reconstruct the
state. Similar problems were considered for two-qubit
quantum state recovery based on quantum gates [15]. An
arbitrary two-qubit pure state under amplitude damp-
ing in a weak measurement was probabilistically recov-
ered using Hadamard and CNOT gates. However, their
scheme cannot recover some states, in which they solved
it by adding a step before the noise to prepare the sys-
tem in a more robust state. Later, the authors used the
same method to protect an arbitrary two-qubit mixed
state [16].
In this paper, we consider the feed-forward control
scheme for recovering arbitrary pure and mixed initial
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2two-qubit states. We use the pre-weak measurement to
gain information about the initial state. Then to make
the states almost immune to the amplitude damping
channel, we apply feed-forward operation based on the re-
sult of measurements. After the noise channel, we restore
the initial state; hence, a reversed unitary operation and
a post-weak measurement are applied. For mixed initial
states, we propose a completely-positive trace-preserving
(CPTP) map to describe the recovery control and final
state of the system. we use the Monte-Carlo method over
a large ensemble of initial states in experimental simula-
tions to prove the effectiveness of feed-forward control
for any arbitrary initial state. Furthermore, We compare
the feed-forward control for two-qubits with the one in
[15], and prove that feed-forward control has much better
performance.
The paper’s structure is as follows. In Sec. II. we in-
troduce the feed-forward recovery control in general to
protect arbitrary two-qubit states. In Sec. III, the pro-
tection of two-qubit pure initial states is specifically stud-
ied, and Sec. IV focuses on the feed-forward protection
control in the case of mixed initial states. In Sec. V we
give the complete recovery condition under which one can
completely recover the state of the system. In Sec. VI
we show the behavior of the system in general protection
schemes. Finally, the conclusion is drawn in Sec. VII.
II. WEAK-MEASUREMENT BASED
FEED-FORWARD RECOVERY CONTROL
The control task in this paper is to bring the state
of the system after passing through the noise channel
back to its initial state as close as possible before being
affected by noise. To do so, the proposed control pro-
cedure consists of two parts: before and after the noise
channel parts. Before the noise channel, we apply the
pre-weak measurement to gain some information about
the initial state. Then the feed-forward operations are
used to change the state in a way to reduce the effects of
the noise. Amplitude damping leaves the ground states
unchanged and decays the excited states by its decaying
rate. Hence, the feed-forward operations need to bring
the states close to ground state of the noise channel. Af-
ter the noise channel, the reversed operations are ap-
plied to retrieve the information of the initial state. The
schematic diagram of the feed-forward recovery control is
given in Fig. 1, which consists of five steps. The details
are explained as follows.
Step 1: In the first step we need to obtain some
information about the initial state by performing pre-
weak measurement as: Π00 = M
†
00M00, Π01 = M
†
01M01,
Π10 = M
†
10M10 and Π11 = M
†
11M11 where the measure-
ment operators Mij(i, j = 0, 1) are given in Table I, and
p ∈ [0, 1] is the pre-weak measurement strength.
Step 2: The feed-forward operation is applied based
ρin
Pre-weak measurement
M ij
feed-forward operation
Fij
Noise channel
Reversed operation
Fij
Post-weak measurement
Nij
ρ fin
FIG. 1. The schematic diagram of the feed-forward recovery
control scheme
on the result of the pre-weak measurement. The feed-
forward operation brings the qubit closer to the ground
state and makes them less vulnerable to the amplitude
damping. The feed-forward operators are given in Ta-
ble. I. When the result according to M00 is acquired,
the system is in the ground state and it is immune to
the amplitude damping. We apply the identity oper-
ator as F00 to keep the state unchanged. As the re-
sult according to M01 is acquired, F01 is chosen as the
feed-forward operation. To better understand the ef-
fects of feed-forward operation F01, we assume the state
|ψ〉 = α|00〉+ β|01〉+ γ|10〉+ δ|11〉. By applying F01, it
changes to |ψ′〉 = β|00〉+ α|01〉+ δ|10〉+ γ|11〉. In such
a scenario, by applying F01 and replacing the β and α,
we make the state closer to ground state.
Step 3: The Two-qubit goes through the amplitude
damping noise channel. The amplitude damping of a
single qubit can be represented by Kraus operators as
e0 =
(
1 0
0
√
1− r
)
, e1 =
(
0
√
r
0 0
)
, where r ∈ [0, 1] is
the possibility of decaying of the excited state [17]. For a
two-qubit we assume that amplitude damping occurs for
both qubits locally and independently but with the same
decaying rate r = r1 = r2. Therefore the amplitude-
damping process for the whole two-qubit system can be
3described by four Kraus operators (emn, m, n = 0, 1) as:
e00 = e0 ⊗ e0 =

1 0 0 0
0
√
1− r 0 0
0 0
√
1− r 0
0 0 0 1− r

e01 = e0 ⊗ e1 =

0
√
r 0 0
0 0 0 0
0 0 0
√
r
√
1− r
0 0 0 0

e10 = e1 ⊗ e0 =

0 0
√
r 0
0 0 0
√
r
√
1− r
0 0 0 0
0 0 0 0

e11 = e1 ⊗ e1 =

0 0 0 r
0 0 0 0
0 0 0 0
0 0 0 0

(1)
Step 4: After the noise channel, the reversed opera-
tions Fij , which are the same as the ones in step 2, are
applied based on the feed-forward operations.
Step 5: We retrieve the information of the initial
state by means of post-weak measurement in a way that
MijNij is almost proportionate to I. The post-weak
measurement is an incomplete measurement with mea-
surement operators given in Table I, and q ∈ [0, 1] is the
post-weak measurement strength.
The weak measurement operators and corresponding
feed-forward operations are given in Table I.
III. FEED-FORWARD RECOVERY CONTROL
FOR TWO-QUBIT PURE INITIAL STATE
Suppose that the quantum system consists of two-
qubits, which is in an arbitrary pure initial state as:
|ψin〉 = α|00〉+ β|01〉+ γ|10〉+ δ|11〉 (2)
We want to protect this state from the noise by means
of the feed-forward recovery control based on the follow-
ing five steps.
Step 1: In the first step the pre-weak measurement
is applied. The state of the system |ψin〉 after being
measured by the pre-weak measurements Mij in Table 1
becomes
∣∣ψMij〉 as
∣∣ψMij〉 = Mij |ψin〉√
〈ψin|M†ijMij
∣∣∣ ψin〉 (3)
with probability gMij = 〈ψin|M†ijMij
∣∣∣ ψin〉.
Step 2: The feed-forward operation Fij in Table I is
applied based on the result of the pre-weak measurement.
The state of the system
∣∣ψMij〉 after the feed-forward
operation is given by
∣∣ψFij〉:∣∣ψFij〉 = Fij∣∣ψMij〉 (4)
Step 3: The Two-qubit goes through the noisy
channel. The state of the system
∣∣ψFij〉 after pass-
ing through the noise channel is not pure anymore.
But to make the calculation more manageable, we use
a mathematical technique called unravelling. So the
qubit trajectories can be divided into two parts, ‘jump’
and ‘no jump’ trajectories, and each qubit can jump
to state |0〉, or ‘no jump’ happens. If both qubits
jump, the system state becomes |ψe11〉 = |00〉 with
probability ge11 =
〈
ψFij
∣∣ e†11e11∣∣∣ ψFij〉, which is non-
invertible. If ‘no jump’ scenario happens for at least
one of the qubits, the state of the system transforms to
|ψemn〉 = emn|ψFij 〉√〈ψFij | e†mnemn|ψFij 〉 with probability gemn =〈
ψFij
∣∣ e†mnemn∣∣ ψFij〉 and we can recover the state of the
system.
Step 4: After the noise channel, the reversed opera-
tions Fij based on the feed-forward operations applied.
The state of the system after using the reversed operation
is
∣∣∣ψemnFij 〉 : ∣∣∣ψemnFij 〉 = Fij |ψemn〉 (5)
Step 5: At last, we measure the state of the system by
post-weak measurement operators Nij . The state of the
system after being measured by the post-weak measure-
ment is presented as:
∣∣∣ψemnNij 〉 = Nij
∣∣∣ψemnFij 〉√〈
ψemnFij
∣∣∣ N†ijNij∣∣∣ ψemnFij 〉 (6)
with probability gemnNij =
〈
ψemnFij
∣∣∣ N†ijNij∣∣∣ ψemnFij 〉.
Since we consider the damped state in two scenarios,
‘jump’ and ‘no jump’, the final state of the system cor-
responding to Mij is given by:
ρfinMij =
1∑
m,n=0
gemnNij
∣∣∣ψemnNij 〉〈ψemnNij ∣∣∣√
gemnsNij
(7)
with the success probability gfinMij :
gfinMij =
1∑
m,n=0
gemnNij (8)
To calculate the performance of the recovery con-
trol process, we use the fidelity FidMij between the
4TABLE I. Measurement operators and control operations used in two-qubit feed-forward recovery control.
Pre-weak measurement Unitary operation Post-weak measurement
M00 =

p 0 0 0
0
√
p
√
1− p 0 0
0 0
√
p
√
1− p 0
0 0 0 1− p
 F00 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 N00 =

1− q 0 0 0
0
√
1− q 0 0
0 0
√
1− q 0
0 0 0 1

M01 =

√
p
√
1− p 0 0 0
0 p 0 0
0 0 1− p 0
0 0 0
√
p
√
1− p
 F01 =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 N01 =

√
1− q 0 0 0
0 1− q 0 0
0 0 1 0
0 0 0
√
1− q

M10 =

√
p
√
1− p 0 0 0
0 1− p 0 0
0 0 p 0
0 0 0
√
p
√
1− p
 F10 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 N10 =

√
1− q 0 0 0
0 1 0 0
0 0 1− q 0
0 0 0
√
1− q

M11 =

1− p 0 0 0
0
√
p
√
1− p 0 0
0 0
√
p
√
1− p 0
0 0 0 p
 F11 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 N11 =

1 0 0 0
0
√
1− q 0 0
0 0
√
1− q 0
0 0 0 1− q

initial state |ψin〉 and the final state ρfinMij that corre-
sponds to each weak measurement operator as: FidMij =
〈ψin| ρfinMij
∣∣∣ ψin〉. The final total fidelity Fidtotal and final
total probability gtotal after the whole process of recovery
control, respectively, are:
Fidtotal =
gfinM00
FidM00+g
fin
M01
FidM01+g
fin
M10
FidM10+g
fin
M11
FidM11
gfinM00
+gfinM01
+gfinM10
+gfinM11
(9)
gtotal = g
fin
M00
+ gfinM01 + g
fin
M10
+ gfinM11
To better understand the control process, we present
an analytic expression only for measurement operator
M00. All the states corresponding to all measurement
operators can be analytically obtained, for brevity we do
not bring them in this paper although.
In the first step, we apply a pre-weak measurement
defined by Mij . Let us consider the result corresponding
to M00 is acquired. The state of the system |ψin〉 in Eq.
(2) after being measured by M00 becomes
|ψM00〉 = M00|ψin〉 =
1√
gM00
(
αp|00〉+ β√p
√
1− p|01〉
+ γ
√
p
√
1− p|10〉+ δ
√
1− p|11〉)
(10)
where gM00 = α
2p2 +β2p(1−p)+γ2p(1−p)+δ2 (p− 1)2
is the probability of achieving the result according to
measurement operator M00.
Since the result that corresponds to M00 happens, be-
fore noise we choose the feed-forward operation F00, and
do-nothing. |ψF00〉 is the state of the system after apply-
ing the feed-forward operation:
|ψF00〉 = F00|ψM00〉 = |ψM00〉 (11)
Now the two-qubit enters the noise channel. As
we explained before the state of the system ‘jumps’
into |00〉 state or ‘no jump’ happens. The ‘jump’ sce-
nario for both qubits happens with probability ge11 =〈
ψFij
∣∣ e†11e11∣∣∣ ψFij〉 = |δ|2 r2(p−1)2, and the state of the
system becomes |ψe11〉 = |00〉. Also, ‘no jump’ scenario
for both qubits transfers the state into |ψe00〉 as:
∣∣ψe00M01〉 = 1√ge00 (αp|00〉
+ β
√
p
√
1− p√1− r|01〉
+ γ
√
p
√
1− p√1− r|10〉
+ δ(1− p)(1− r)|11〉)
(12)
where ge00 = |α|2 p2 + (|β|2 + |γ|2) (p(1− p) (1− r)) +
|δ|2 (1 − p)2 (1− r)2 is the probability of no jumping of
both qubits after the noise channel. The state of the
system in the case that just one of the qubits jumps is
analysed in Appendix A. Here we calculate the states
which both qubits jump or no jump. After the noise
channel, we make the reversed operation F00. Hence the
state of the system from ‘no jumping’ trajectory becomes∣∣ψe00F00〉 = F00|ψe00〉 = |ψe00〉, and the ‘jump’ trajectory
becomes
∣∣ψe11F00〉 = F00|ψe11〉 = |00〉.
At last the post-weak measurement is applied by using
the measurement operator N00. The state of the system
from ‘no jumping’ scenario becomes:∣∣ψe00N00〉 = 1√gN00 (αp (1− q) |00〉
+ β
√
p
√
1− p√1− r
√
1− q|01〉
+ γ
√
p
√
1− p√1− r
√
1− q|10〉
+ δ(1− p)(1− r)|11〉)
(13)
with probability ge00N00 = |α|
2
p2 (1− q)2 + (|β|2 +
|γ|2) (p(1− p) (1− r) (1− q)) + |δ|2 (1− p)2 (1− r)2.
5The jumping state after post-weak measurement be-
comes
∣∣ψe11N00〉 = |00〉 with probability ge11N00 = |δ|2 r2(1 −
p)2(1 − q)2. The final state of the system corresponds
to measurement operator M00 after passing through the
whole control procedure is given by:
ρfinM00 =
1
ge00N00 + g
e01
N00
+ ge10N00 + g
e11
N00
(
ge00N00
∣∣ψe00N00〉〈ψe00N00 ∣∣
+ ge01N00
∣∣ψe01N00〉〈ψe01N00 ∣∣+ ge10N00 ∣∣ψe10N00〉〈ψe10N00 ∣∣+ ge11N00 |00〉〈00|)
(14)
where
∣∣ψe01N00〉〈ψe01N00 ∣∣, ∣∣ψe10N00〉〈ψe10N00 ∣∣, ge01N00 , and ge10N00 are
presented in the appendix A.
IV. FEED-FORWARD RECOVERY CONTROL
FOR TWO-QUBIT MIXED INITIAL STATE
The arbitrary two-qubit mixed initial state can be rep-
resented in matrix form as:
ρ¯in =

a e f g
e′ b h i
f ′ h′ c j
g′ i′ j′ d
 (15)
To apply the proposed feed-forward recovery control in
the case of the mixed initial state, we use a quantum op-
eration, a completely-positive trace-preserving (CPTP)
map, that acts on a two-qubit density matrix. Hence
the non-normalized final recovered state corresponds to
measurement operator Mij(i, j = 0, 1) is given as:
C(ρ¯finMij ) =
1∑
m,n=0
NijFijemnFijMijρin (NijFijemnFijMij)
†
=
1∑
m,n=0
NijFijemnFijMijρinM
†
ijF
†
ije
†
mnF
†
ijN
†
ij
(16)
where Nij are the post-weak measurement operators, Fij
are the feed-forward operations, Mij are the pre-weak
measurement operators given in Table. 1. Moreover,
emn,m, n = 0, 1 are four different Kraus operators for
amplitude damping noise given in Eq. (1). The prob-
ability for gaining the result ρ¯Mij is the normalization
factor of Eq. (16) as:
g¯finMij =
1∑
m,n=0
trace
(
NijFijemnFijMijρinM
†
ijF
†
ije
†
mnF
†
ijN
†
ij
)
(17)
Since the initial and final states are both mixed, we
find the final fidelity corresponds to each measurement
operator Mij as:
FidMij =
[
Tr
(√√
ρ¯finMij ρ¯in
√
ρ¯finMij
)]2
(18)
The final total fidelity and final total success probabil-
ity can be defined as Eq. (9).
V. COMPLETE RECOVERY CONDITION OF
FEED-FORWARD CONTROL
As we explained in Sec. II, the state of the system af-
ter passing through the amplitude damping noise channel
will be in ‘jump’ scenario or ‘no jump’ scenario. If one
of the qubits or both of them jump, we are not able
to retrieve the information of the initial state. How-
ever, when ‘no jump’ scenario happens for both qubits
by choosing the appropriate measurement strength for
the post-weak measurements, one can make the state of
the system after post-weak measurement
∣∣∣ψe00Nij〉, com-
pletely same as the initial state |ψin〉.
∣∣∣ψe00Nij〉 given
in Eq. (13) is the final state of the system for mea-
surement operator M00 when no jump happens for both
qubits. It should be equal to the initial state of the sys-
tem given in Eq. (2). Hence, all the vectors should
be equal as: p (1− q) = √p√1− p√1− r√1− q =√
p
√
1− p√1− r√1− q = (1− p)(1− r)
Therefore, the complete recovery condition is:
q = 1− (1− p)(1− r)
p
(19)
which is a function of damping probability r and pre-
weak measurement strength p. By substituting the post-
weak measurement strength q as Eq. (19), the state of
the system given in Eq. (13) becomes:
∣∣∣ψ˜e00N00〉 = 1√
g˜e00N00
(
α(1− p)(1− r)|00〉
+ β(1− p)(1− r)|01〉
+ γ(1− p)(1− r)|10〉
+ δ(1− p)(1− r)|11〉
)
=
(1− p)(1− r)√
g˜e00N00
(α|00〉+ β|01〉+ γ|10〉+ δ|11〉)
(20)
with probability
g˜e00N00 = |α|
2
(1− p)2 (1− r)2 + |β|2 (1− p)2 (1− r)2
+ |γ|2 (1− p)2 (1− r)2 + |δ|2 (1− p)2 (1− r)2
= (1− p)2 (1− r)2
(
|α|2 + |β|2 + |γ|2 + |δ|2
)
= (1− p)2 (1− r)2
(21)
Hence, one can see that the final state becomes exactly
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FIG. 2. Complete recovery total final success probability as
a function of pre-weak measurement strength and damping
probability.
the same as the initial state:∣∣∣ψ˜e00N00〉 = (1− p)(1− r)√
(1− p)2 (1− r)2
(α|00〉+ β|01〉+ γ|10〉+ δ|11〉)
= α|00〉+ β|01〉+ γ|10〉+ δ|11〉 = |ψin〉
(22)
By substituting Eq. (19) in Eq. (9) (success probabil-
ity for pure initial state) or Eq. (17) (success probability
for mixed initial state), the complete recovery success
probability becomes:
gtotalfin =
(1− p)2(1− r)2(2p+ r − pr)2
p2
(23)
According to Eq. (23), the total final success probabil-
ity under the complete recovery condition is not a func-
tion of the initial state. So the behaviour of the success
probability is the same for mixed and pure initial states.
In other words, under the complete recovery condition
given in Eq. (19) the total final success probability for
pure initial states Eq. (9) and mixed initial states Eq.
(17) have the same amount as given in Eq. (23). To
study the behaviour of the complete recovery total final
success probability, we set the value of post-weak mea-
surement strength q as complete recovery condition in
Eq. (19), and use Monte-Carlo method over a large en-
semble of two-qubit initial states. The complete recovery
total final success probability as a function of pre-weak
measurement strength p and damping probability r for
pure and mixed initial states via Monte-Carlo method is
given in Fig. 2.
As can be seen from Fig. 2, in complete recovery con-
trol the success probability has the most significant value
while the pre-weak measurement strength is so weak. By
increasing the amount of pre-weak measurement strength
the amount of total success probability decreases and
tends to zero. We note that in complete recovery control,
according to Eq. (19) q is the function of pre-weak mea-
surement p and damping probability r. Since q ≥ 0 the
lowest amount of p depends on damping probability r.
That’s why in Fig. 2 there are some gaps in the success
probability for the small pre-weak measurement strength
p.
The final expression for complete recovery fidelity is
complicated, so the behaviour of the fidelity is explained
in numerical simulations. The behaviour of the complete
recovery total final success probability as a function of
pre-weak measurement strength and damping probability
for pure and mixed initial states via Monte-Carlo method
are given in Fig. 3. Fig. 3(a) is the complete recovery
total final fidelity for pure initial states as in Eq. (9) and
Fig. 3(b) is the complete recovery total final fidelity for
mixed initial states by substituting Eq. (18) in Eq. (9).
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FIG. 3. Complete recovery total final fidelity as a function
of pre-weak measurement and damping probability for mixed
initial state.
Total complete recovery fidelity increases by increasing
the amount of pre-weak measurement strength as shown
in Fig. 3 for both pure and mixed initial states. However,
the fidelity of the complete recovery control is better in
case of mixed initial states. It can be seen from Fig. 3(b)
that the fidelity of mixed initial states is more than 99%
for all amounts of damping probability by choosing the
appropriate amount of pre-weak measurement.
Furthermore, to show the effectiveness of our recovery
control for pure and mixed initial state, Fig. 4 shows
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FIG. 4. The relation between total final fidelity and total success probability under complete recovery condition for (r=0. 01,
0.5 and 0.9) . Green curves correspond to pure initial states and magnet curves to mixed initial states.
the relation between total final fidelity and total success
probability via Monte Carlo method over 104 iteration of
the two-qubit mixed and pure initial states. Once more,
the complete recovery total final fidelity for pure initial
states is given in Eq. (9), and the complete recovery
total final fidelity for mixed initial states calculated by
substituting Eq. (18) in Eq. (9). The complete recovery
success probability is given in Eq. (19). In each plot, the
damping probability r is fixed as (r=0. 01, 0.5 and 0.9),
and the pre-weak measurement strength p changes from
0 to 1.
From Fig 4, one can see that the higher the fidelity
is, the lower success probability becomes, and vice versa.
However, even for heavy damping probability our con-
trol can protect two-qubit pure and mixed states from
noise. By comparing the relation between total final suc-
cess probability and total final fidelity of mixed and pure
initial states, one can see the feed-forward operation has
the same success probability but better fidelity for mixed
initial states.
In order to compare the effectiveness of our recovery
control for protecting two-qubit against amplitude damp-
ing, we demonstrate the fidelity and success probabil-
ity in complete recovery condition and the one in ref.
[15]. We note that, in ref. [15] the amplitude damping
caused by weak measurement has been considered, which
is equivalent to ‘no jump’ scenario for both qubits in our
paper. Hence, we only consider the case of ‘no jump’ sce-
nario. For each amount of damping probability r the best
pre-weak measurement p is chosen for calculating the to-
tal fidelity and success probability of the complete recov-
ery control. As showed in Fig. 2 and Fig. 3 the highest
fidelity is obtained with stronger pre-weak measurement
and highest success probability is obtained with weaker
pre-weak measurement. We generate arbitrary two-qubit
pure states density matrices via extensive Monte-Carlo
method over 104 iteration. Success probability as a func-
tion of damping probability for our complete recovery
control given in Eq. (9) and recovery control in ref. [15]
are shown in Fig. 5.
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FIG. 5. Success probability as a function of damping proba-
bility r via Monte-Carlo method. The red curve is the success
probability for protecting scheme in ref. [15]; and blue curve
is the fidelity of our scheme with complete recovery condition.
From Fig 5 we can see that by choosing the appropriate
amount of pre-weak measurement strength p our control
with complete recovery condition makes significant im-
provement for success probability even for high amount
of damping probability.
In addition, the fidelity as a function of damping prob-
ability via Monte-Carlo method is shown in Fig. 6. Fd
is the fidelity without any control field, fidelity between
8damped state and the initial state; Fr corresponds to the
fidelity of the recovery control in ref. [15]; and Fep is
the fidelity of our control with complete recovery condi-
tion. Since we choose the strongest pre-weak measure-
ment strength, fidelity of our control is close to 1 for all
amounts of damping probability.
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FIG. 6. Fidelity as a function of damping probability r via
Monte-Carlo method. The black curve is the fidelity without
any control field, red curve is the fidelity for protecting scheme
in ref. [15]; and blue curve is the fidelity of our scheme with
complete recovery condition.
Also, to compare the amount of success probability
(fidelity) for the given fidelity (success probability), we
plot the relation between fidelity and success probability
for our recovery control with complete recovery condi-
tion and the recovery control in ref. [15] in Fig. 7. To
make sure that our comparison is not just for some suit-
able states we use Monte-Carlo method over 104 itera-
tion. The amount of damping probability changes from
0 to 1, and each point is the corresponding amount of
fidelity and success probability. The pre-weak measure-
ment strength was chosen to be the smallest amount for
each damping probability amount based on Eq. (19).
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FIG. 7. The relation between fidelity and success probability
via Monte-Carlo method. The red curve corresponds to our
scheme and blue curve is for the one in ref. [15].
As Fig. 7 depicted our recovery control always has
significant improvement in terms of success probability
(fidelity) for the given fidelity (success probability).
VI. EXPERIMENTS AND DISCUSSIONS
In this Section, we consider the optimal recovery con-
trol for two-qubit in which the variables of pre-weak
measurement strength p and post-weak measurement
strength q can have dependent amounts.
The final expression for total success probability as a
function of pre-weak measurement strength p, post-weak
measurement strength q and damping probability r is:
g¯totalfin = (pq + qr − pqr − 1)2 (24)
According to Eq. (24) the total success probability
in the general recovery scheme, is not a function of the
initial state. Hence, the behaviors of success probability
for pure and mixed initial states are the same. Fig. 8
depicted the total success probability given in Eq. (24),
as a function of pre-weak measurement strength p and
post-weak measurement strength q for fixed amount of
r = 0.5.
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FIG. 8. General recovery control total success probability as a
function of pre-weak measurement strength p and post-weak
measurement strength q for fixed amount of r = 0.5.
As Fig. 8 depicted, in general the recovery control
post-weak measurement strength has most effects on the
behavior of success probability. By choosing weaker post-
weak measurement strength one can gain a higher success
probability.
Since the analytical expression for the total final fi-
delity as a function of (p, q, r) in general recovery con-
trol is complicated, we use the simulation experiments
to study the behavior of the fidelity. The total final
fidelity and success probability as a function of post-
weak measurement and pre-weak measurement for dif-
ferent amounts of damping probability r = 0.1, 0.6, 0.9,
via Monte-Carlo method for pure and mixed initial states
are given in Fig. 9.
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FIG. 9. Total fidelity as a function of post-weak measurement strength and pre-weak measurement strength for pure and
mixed initial states via Monte-Carlo method for fixed amounts of damping probability r = 0.1, 0.6, 0.9,
As Fig. 9 shows, to gain higher fidelity one needs to ap-
ply stronger post-weak measurement and pre-weak mea-
surement for all amounts of damping probability r and
initial state (pure and mixed). Although, the general re-
covery control fidelity for mixed initial states is higher
than the fidelity for pure initial states. For instance,
when r = 0.6, the highest amount of total final fidelity
for pure initial states is Fidtotal = 91.32%, where its
amount for mixed initial state is Fidtotal = 99.63%
In addition, the relation between total fidelity
(Fidtotal) and total success probability (gtotal), for all
independent real amounts of (p, q) from 0 to 1 is given in
Fig. 10. In Fig. 10 the amount of damping probability
is fixed as r = 0.5 and the relation between total fidelity
Fidtotal and total success probability gtotal for pure and
mixed initial states via Monte-Carlo method is given.
For each amount of fidelity, the maximised success
probability is located on the boundary of the diagram.
Hence, the optimal fidelities and success probabilities are
distributed on the boundary line of the diagram. Each
point on the boundary line has a group of measurement
strength (p, q) amount which we call them as optimal
groups of measurement strength. The boundary line of
the diagram indicates the relationship between the fi-
delity and the success probability under the optimal pro-
tecting condition.
VII. CONCLUSION
In this paper, we proposed a feed-forward control and
its reversal to protect the arbitrary initial state of two-
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FIG. 10. The relation between total fidelity (Fidtotal) and
total success probability (gtotal) for pure and mixed initial
state in general protection scheme via Monte-Carlo method.
qubit. The aim of the feed-forward operation is to make
10
the state of the system robust to the amplitude damping.
We consider the recovery in two cases: two-qubit pure
initial state and two-qubit mixed initial state. Fidelity
and success probability were calculated to evaluate the
performance of the control. Theoretical expressions were
derived, and specific numerical results were illustrated
in plots. We have shown that under complete recovery
condition the state of the system can be completely re-
covered.
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Appendix A
Here we give the states of the system after the noise
channel in case that the result |00〉 corresponding to M00
is acquired and after the noise channel just one of the
qubits ‘jump’.
If the first qubit ‘no jump’ and the second qubit ‘jump’,
the state of the system becomes:∣∣ψe01M00〉 =
1
ge01
(
β
√
p
√
1− p√r|00〉+ δ√r√1− r(1− p)|10〉
)
(A1)
with probability ge01 = β
2p(1− p)r+ δ2r (1− r) (1− p)2.
After the noise channel by applying the reversed
operationF00, the state of the system becomes:
∣∣ψe01F00〉 =
F00|ψe01〉 = |ψe01〉.
At last, after the post-weak measurement the recovered
state of the system represented as:
∣∣ψe01N00〉 = 1gN00e01
(β(1− p)√1− p√r(1− r)√
p
|00〉
+
δ
√
r(1− r)(1− p)√1− p√
p
|10〉
)
(A2)
with success probability:
gN00e01 =
β2(1− p)3r (1− r)2 + δ2r (1− r)2 (1− p)3
p
.
In the case that first qubit ’jump’ and sec-
ond qubit ‘no jump’, the state of the sys-
tem after the noise channel is:
∣∣ψe10M00〉 =
1
ge10
(
γ
√
p
√
1− p√r|00〉+ δ√r√1− r(1− p)|01〉) with
probability ge10 = γ
2p(1− p)r + δ2r (1− r) (1− p)2.
After the feed-forward operation, the state of the sys-
tem becomes
∣∣ψe10F00〉 = F00|ψe10〉 = |ψe10〉.
Finally, to recover the state of the system, we apply
the post-weak measurement which makes the state of the
system as:
∣∣ψe10N00〉 = 1gN00e10
(γ(1− p)√1− p√r(1− r)√
p
|00〉
+
δ
√
r(1− r)(1− p)√1− p√
p
|01〉
)
(A3)
with success probability:
gN00e10 =
γ2(1− p)3r (1− r)2 + δ2r (1− r)2 (1− p)3
p
.
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