Abstract. This paper presents a projective reconstruction method of electrical impedance distribution using two boundary measurements of current-voltage data. The proposed method has a major advantage over existing electrical impedance tomography systems: relatively high resolution impedance image in a near-surface region underneath the voltage-sensing probe that is placed on a skin surface. We attach two pairs of electrodes on the border of the probe in such a way that each pair of electrodes generates electrical current flowing underneath the voltage-sensing probe and two currents flow across each other. A careful analysis of the measured data with respect to local perturbation of admittivity leads to the projective reconstruction method and its rationale. Numerical simulations show that the proposed method successfully reconstructs high resolution image of local perturbation of admittivity, due to object position changes or admittivity value changes or the both, in a near-surface region underneath the probe.
Introduction. In electrical impedance tomography (EIT)
, it is most common to attach electrodes at equal spacing around an imaging object such as the human body to provide cross-sectional images of an internal impedance distribution. Electrical currents are sequentially injected by changing combinations of pairs of electrodes, and the induced boundary voltages are measured on some or all of the electrodes [1, 6, 8, 17, 24, 29] . EIT uses all the current-voltage data taken at electrodes to reconstruct an image of inner impedance distribution inside the imaging object. EIT seems to be a unique technique capable of monitoring impedance changes of the patients for a long time at a low cost; it has been applied to dynamic pulmonary monitoring, stomach emptying, and more.
It is well known that the current-voltage data in EIT is insensitive to a local perturbation of inner admittivity, whereas it is heavily dependent on the boundary geometry and electrode position. Experiences show that it is very difficult to deal with the forward modeling errors caused by the boundary geometry errors and un-certainties in electrode positions. Hence, it would be desirable to pay attention to difference EIT imaging methods where voltage data sets measured at two different times or frequencies are utilized to produce time-difference or frequency-difference, respectively, images of the admittivity distribution [15, 17, 24, 26, 30, 31, 39] .
Since the late 1970s, there have been numerous reconstruction methods for EIT imaging: impedance camera [38] , backprojection EIT algorithm [4, 6, 28] , one-step Newton [9] , layer stripping [35] , D-bar [20] , factorization method [7, 16, 19] , and their variations. However, there still exists difficulty in achieving high quality images with a practical EIT system. The major reason is that the measurement sensitivity decreases rapidly with increasing distance from electrodes. Hence, the measurement sensitivity is very low to local perturbation of the impedance distant from the voltage-sensing electrodes. For details, see the review papers [5, 8, 23] .
Admitting the fundamental limitations of EIT methods in providing a high resolution image for the interior region away from the boundary, it would be desirable to pay attention to a high resolution impedance image in a near-surface region. In theory, the layer stripping method by Somersalo et al. [35] provides a good reconstruction near the boundary; if we apply a current with a rapid spatial variation on the surface, the induced current does not penetrate very deeply into the body, and therefore the boundary voltage difference is affected mainly on the impedance change near the boundary. Hence, if the measurement error is sufficiently small, we may achieve a high resolution image in a near-surface region. However, it is difficult to get accurate voltage measurements on current injection electrodes due to the effect of contact impedance at the skin-electrode interface. The most accurate EIT model is the complete electrode model that includes the electrode-skin contact impedance [10, 34] . But, we have difficulties in obtaining accurate knowledge of electrode-skin impedances that vary from electrode to electrode [13, 21] . This inaccurate knowledge of the contact impedance produces serious image reconstruction artifacts in a near-surface region.
Lately, we proposed a new EIT system that has a unique electrode configuration and associated data collection method [22] . There has been much research using electrode configuration with a planar or circular array of sensing electrodes: EIT using a probe with a compact array of electrodes placed over the breast [11] , EIT using rectangular electrode arrays [25] , EIT using two plates of planar arrays of electrodes with the breast between them [12, 18] , T-scan using a probe with an array of currentsensing electrodes to measure exit currents induced by an applied voltage [2, 3, 32, 33] , and EIT using a hemisphere geometry [36] . Unlike all the above approaches, in this new system, two pairs of driving electrodes are attached on the four sides of the surface of the body, and an array of many voltage-sensing electrodes is attached on the surface as shown in Figure 2 .1. The advantage of the separation of current injection and voltage sensing electrodes is that no current flows through the contact impedance of a voltage sensing electrode, and therefore the contact impedance contributions on measured voltage values are negligible. When we inject current using a pair of driving electrodes, the induced internal current will flow underneath the voltage sensing electrodes, and we can measure voltages between equipotential lines in the normal direction to the voltage sensing electrode array. This novel data collection method is different from those of other frontal plane techniques such as the impedance camera [38] and T-scan imaging methods [3, 33] because we do not get any data on the plane that is perpendicular to the current flow. This paper [22] focuses on analyzing the structure of electrode configuration, setting up the corresponding algorithm, and showing successful numerical simulation results.
In this paper, we give a thorough mathematical analysis of a new EIT system which has not been explored in [22] . We conduct the sensitivity analysis on the measured boundary voltage data to the time changes of interior admmitivity. Through this analysis, we explain the reasons why we obtain high resolution reconstructed images for near surface area and why the reconstructed images of the area further away from the surface appear blurry. We also introduce a deblurring process to improve these blurry reconstructed images. In the proposed new method, the measuring surface is composed of numerous voltage sensing electrodes which are placed between two pairs of current injection electrodes as shown in Figure 2 .1. Similar management for voltage sensing electrodes is a pigeon hole imaging based on simple back-projection algorithm [27] . Once we describe an admittivity image reconstruction algorithm which is well-posed for a projected image and provide a mathematical analysis, we will show various numerical simulation results to verify our theory.
Methods.
In this section, a method to reconstruct a projected image of admittivity distribution in the human abdomen using time difference Dirichlet voltage data is proposed and the mathematical analysis is presented. Let the human body be a three-dimensional domain Ω with its boundary ∂Ω. The complex admittivity γ depends on time t and position r = (x, y, z) in Ω denoted by
with σ(t, r) conductivity, (t, r) the permittivity, and ω angular frequency. We attach two pairs of driving electrodes, E 1 ± and E 2 ± , and an array of sensing electrodes on the surface ∂Ω as shown in Figure 2 .1. When a sinusoidal current of I mA at angular frequency ω is applied through a pair of electrodes E j ± for j = 1, 2, the resulting complex potential u j (t, r) satisfies the following boundary value problem:
where n is the unit outward normal vector to the boundary ∂Ω and g is the corresponding Neumann boundary condition on ∂Ω. To be precise, for j = 1, 2
Let Γ represent a portion of ∂Ω where an array of sensing electrodes is placed (see Figure 2 .1). Through the probe Γ we measure the time varying boundary voltage
The goal is to reconstruct the time changes of complex admittivity distribution, (∂γ/∂t)/γ, underneath the probe Γ at the moment t 0 using the time change of voltage ∂f j /∂t on Γ.
2.1. Sensitivity analysis of the projected image reconstruction method. First we describe sensitivity analysis on surface Laplacian of measured voltage to the time changes of interior admittivity. For notational convenience, fix time t = t 0 and denote
We assume γ t (r) = 0 except the interior of a local region D which is compactly imbedded in Ω. Let Φ(r, r ) be the fundamental solution to the equation ∇ · (γ(r )∇v(r )) = 0, where γ(r ) is defined in the entire space by a standard extension. Define ∇ 2 S := (n × ∇) · (n × ∇) as the surface Laplacian along the measuring surface Γ. In practice, the surface Laplacian is computed based on interpolated potentials [37] . Note that the surface gradient ∇ S is expressed as
We denote the double layer potential of a function φ ∈ L 2 (∂Ω) by
From the well-known trace formula for the double layer potential (see [14] for the details about trace operator), we have
where Kφ(r) = ∂Ω γ(r )(∂Φ(r, r )/∂n r )φ(r )dS r for r ∈ ∂Ω. Under the above definitions and assumptions, the following lemma holds. Lemma 2.1. For j = 1 and 2, the surface Laplacian of the measurable quantity (
Proof. For j = 1 and 2, applying time derivative to the governing equation in (2.1) yields
Since the Neumann data g in (2.1) is independent of time t and the equality (2.6) holds, the second term in the right side of (2.7) can be expressed as
The above equality leads (2.7) to
Along the measuring surface, the identity (2.8) can be expressed as
Taking the surface Laplacian to both sides of equation (2.9), we obtain the identity (2.5).
Since we inject two linearly independent currents through E 1 ± and E 2 ± , we have available two boundary voltage data f j corresponding to u j from (2.1) for j = 1, 2. Let J be 2 × 3 matrix given by
for r ∈ Γ, the identity (2.5) can be rewritten as
Observation 2.2. Multiplying pseudoinverse J † (r) to the identity (2.10) and taking the surface divergence, we obtain
The right-hand side of the above identity carries information of γ t /γ including its supporting region D and spatial change, and so does the left-hand side which is a measurable quantity.
Roughly speaking, if a function Υ t : Γ → C is the solution of the two-dimensional Poisson equation
with the homogeneous boundary Neumann data, then Υ t can be viewed as a diffusive image of γ t /γ projected to the measuring surface Γ. Figure 2 .2 shows the relation between Υ t and γ t /γ. Here, at time t = 0, the container is filled with a homogeneous material, say, γ = 1, and at t = 0.01, a letter "E" appears in the middle of the container with γ = 3. In order to set up the right-hand side of (2.12), we computed the right-hand side of (2.11) as follows. The current distribution J(r ) and its pseudoinverse J † (r) were obtained by numerically solving the forward problem (2.1). We took the Laplacian fundamental solution 1/(4π|r − r |) as Φ(r, r ) and calculated γ t /γ pointwise. Then the Poisson equation (2.12) was numerically solved, and the solution Υ t is presented in Figure 2 .2.
For a better understanding of the solution Υ t in (2.12), we simplify the model and provide sensitivity analysis on the right quantity of (2.10) in the following subsection.
Planar model.
We assume that Ω is the upper half-space R 3 + and Γ ⊂ ∂Ω, the xy-plane. We also assume the admittivity γ at time t = t 0 is a constant. Under these assumptions, the surface Laplacian becomes ∇ 
2 for some α, and then we have resembles the Dirac delta function δ(r) with r = (x − x ) 2 + (y − y ) 2 . Also, once |z | gets bigger, the overall function values vanish no matter what α is. In Figure 2 .4, we draw the right-hand side of (2.13) according to each j = 1, 2. In the computation, the domain Ω is set as a hexagon of (0, 20) × (0, 20) × (0, 8) cm 3 and two pairs of driving electrodes are placed at four corners of bottom surface. When t = t 1 , the container is filled with homogeneous material with γ = 1, and at t = t 2 , there appear three objects. Three objects are spheres with the same diameter, 1 cm, that are located along y = 10. The center of first object is located at (2,10,2) with γ = 3 and distance 2 cm from sensing surface Γ. The second object is located at (10,10,3) with γ = 4 and distance 3 cm from Γ. The third object is located at (18,10,2) with γ = 4 and distance 2 cm from Γ. As in Figure 2 .4, it follows that the graph of ∇ Based on the analysis of ∇ 2 S Φ(r, r ) given above, if r ∈ Γ is away from the driving electrodes and the perturbed area D is located close to the sensing surface, then we have the following approximation: J(r ) can be approximated by J(r). In order to verify this approximation, we rewrite the right-hand side of (2.13) as (2.14) and compare the values of (a) and (b) in Table 2 .1. In the Table 2 .1, the center of a cylindrical shape of thin object (which is D in this test) is placed at (10, 10, z) with various z > 0, and let r = (x, y, 0) ∈ Γ. The admittivity γ(0, r ) is set to be 1 for all r at time t = 0 and 3 , a cubic container. As shown in the table, the value of integration with J(r ) − J(r) is relatively smaller than the value of integration with J(r). As additional evidence, we use the "E" shape object from Figure 2 .2 (d = 1: "E" is located at z = 2) and plot the overall values of (a) and (b) in (2.14) on Γ-surface in Figure 2 .5. Since the value in (2.14) is a 2 × 1-vector where the first component is obtained when the current is injected through E 1 ± and the second is from injecting current through E 2 ± , we only show the graph of the first component of (2.14) here. (The second component shows similar behavior.) By comparing figures in Figure 2 .5, one can easily see that the image of (b) is much closer to the image of (a) + (b) than the image of (a) is.
where ∇ S = (∂ x , ∂ y ) T . Therefore, we conclude
where (∇ S (γ t /γ)) Pr is a projected value of ∇ S (γ t /γ) which is magnified and localized by the Newtonian potential in D onto Γ-surface. Since only the boundary voltage data on Γ is available, current components J j 1 and J j 2 can be approximated as
Now we construct the projected image reconstruction algorithm using time difference voltage data to provide the projected image of the interior admittivity distribution which is parallel to the measuring surface.
T with f j the measured boundary voltage data as in (2.3) . If Υ t (r) is the solution of
then Υ t (r) provides a projected image of γ t /γ in the interior of the body onto the sensing surface, Γ. We recall the "E" shape of object which was used in Figure 2 .2. The same size of container and electrode configuration in Figure 2 .2 are used and a total of 1089 (33 × 33) sensing electrodes are placed on top of the container for boundary voltage measurements. Instead of solving (2.12) to obtain Υ t , we now use the proposed algorithm introduced in Observation 2.3 to obtain Υ t . Figure 2 .7 shows the reconstructed image of projected γ t /γ. Comparing with the results in Figure 2 .2, the proposed algorithm provides similar Υ t .
Deblurring.
When an object is located further away from the sensing surface, the reconstructed projected image Υ t (obtained from (2.17)) is getting more and more blurred; see Figure 2 .6. We can improve the reconstructions by the following simple deblurring strategy.
We consider the reconstructed image Υ t as a function of the true conductivity change and define G : nonlinear mapping in order to obtain a better approximation of γ t /γ from the blurred reconstructions Υ t . To that end we replace G by its linearized version (noting that
It is not realistic to reconstruct the full three-dimensional distribution of γ t /γ from the two-dimensional images Υ t . We therefore solve (2.18) in the subspace of threedimensional conductivity distributions that are zero up to depth d and constant along the z-direction below this depth and interpret the solution as a two-dimensional projected image of γ t /γ. G (0) is approximated by finite differences.
We apply the suggested deblurring process to the blurred reconstructed images obtained in Figure 2 
Numerical simulations.
In this section, we use the boundary voltage data f obtained from sensing electrodes to reconstruct the image of internal admittivity distribution parallel to the sensing surface by solving (2.17). The finite element method is used for every numerical simulation. Figure 3. 1. In the container, three static objects are placed with different admittivity (see Figure 3. 2) and one changing object is placed between them. First, we change the position of object in time. Then we fix the position and change the admittivity or size of the object.
Example 3.1. One tetrahedron with side length 0.5 cm is counted as an object with γ = 7, and the center of it moves from (−1, 1, 1.5) at t = 0 to (3, −0.5, 1.5) at t = 0.1 as shown in Figure 3.3(a) . (   Fig. 3.2 . The locations of static objects in the hexagonal container. Example 3.2. In this example, we fix one tetrahedron at (−1, 1, 1.5) with side length 0.5 cm as an anomaly and change the admittivity γ = 2 at t = 0 to 3 at t = 0.1 as shown in Figure 3 .4. Figure 3 .4 also contains the reconstructed image of γ t /γ when Gaussian random noises are added.
Example 3.3. This example shows the reconstructed image of γ t /γ in the presence of multiple anomalies. We set three anomalies in different positions, centered at (2, 2.5, 2), (−1.5, 1, 2), and (1, −2, 2). All anomalies are of cylindrical shape with radius 0.8 cm and thickness 1 cm. In Figure 3 .5(b), three anomalies have the same at t = 0, the side length of the ribbon is set to 1cm admittivity change γ = 3 at t = 0 and γ = 5 at t = 0.1. Figure 3 .5(c) shows the reconstructed image of γ t /γ when each object has different admittivity change:
object 1 centered at (2, 2.5, 2), γ = 3(t = 0) =⇒ γ = 4(t = 0.1), object 2 centered at (−1.5, 1, 2), γ = 3 =⇒ γ = 5,
Example 3.4. A ribbon shape object is repeating consecutive extension and contraction with different admittivity. The distance of this object from the measuring surface is 1 cm and the thickness is 2 cm. We present the reconstructed image of γ t /γ in Figure 3 .6. The third row of the figure shows reconstructed images in a fixed scale. Throughout this section, the background admittivity is always fixed as 1.
Example 3.5. One small object (a tetrahedron with side length less than 0.6 cm) moves 1 cm to the right as shown in Figure 3 .9. The admittivity of this moving object changes from 8 (at time t 0 ) to 7 (at time t 1 ) for 0.1 second while the background admittivity is fixed as 1. The distance of the object from the measuring surface is about 4 cm. Figure 3 .9 also presents the reconstructed images when Gaussian random noise is added to the collected data.
Example 3.6. Now, we fix the position of object and change the admittivity only. The size of object is the same with Example 3.5, but the position is now much further away from the measuring surface. The distance of the object from the measuring surface is about 10 cm and γ changes from 8 to 7 for 0.1 second as in Figure 3 .10. Example 3.7. In this example, we run test with complex admittivity. The size and position of anomaly is the same with the case t = 0 in Example 3.5, but γ changes from 1 + 2πiω to 8 + 2πiω for 0.1 second in which ω = 10 Hz and = 6 × 10 −6 . The other organ parts also have admittivity γ j + 2πiω , j = 0, 1. The results are shown in Figure 3 .11.
Example 3.8. Here, we place a thin cylindrical shape object, M, with thickness 2.4 cm as shown in Figure 3 .12. The center of this object is fixed and the distance from the measuring surface is 10 cm. As time goes, the radius and admittivity of anomaly object are changing (see Table 3 .1). Here the object M does not touch other organs. The admittivity of each organ in Figure 3 .8 is given in Table 3 .1, and the background admittivity is fixed as 1. Figure 3 .13 shows the real values of the reconstructed image of γ t /γ. The magnitude of imaginary part of the reconstructed value γ t /γ is relatively small and is sensitive to the noise. Once the Gaussian noise is added, the imaginary part of reconstructed value γ t /γ looks like a noise data. 
Discussion and conclusion.
A conventional EIT system injects current into the body through a pair or more of surface electrodes and measures induced voltages on multiple surface electrodes. Utilizing boundary voltage data subject to multiple injection current patterns, it visualizes the interior admittivity distributions. While it has numerous biomedical applications as a noninvasive, portable, and low-cost medial imaging modality with high temporal resolution, the spatial resolution is low. To improve the resolution, a new direct EIT image reconstruction algorithm with a novel electrode configuration is proposed and analyzed in this paper. Through various numerical simulations, we showed reconstructed images of the internal admittivity distribution of the body using boundary voltage measurements.
As shown in Figure 2 .6 and other simulation results, if an object is close to the sensing surface, then the proposed method produces high resolution images. However, if an object is located further away from the sensing surface, then we cannot avoid the blurring effect caused by the surface Laplacian of fundamental solution given in (2.11). In such cases, we suggest using a deblurring process introduced in subsection 2.3. Our future work includes minimizing these blurring effects and the usage of depth directional information. We believe that the method is promising and is worth being explored in various applications.
