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a b s t r a c t
In this paper a class of weakly singular Volterra integral equations with an infinite set of
solutions is investigated. Among the set of solutions only one particular solution is smooth
and all others are singular at the origin. The numerical solution of this class of equations
has been a difficult topic to analyze and has received much previous investigation. The
aim of this paper is to improve the convergence rates by a graded mesh method. The
convergence rates are proved and a variety of numerical examples are provided to support
the theoretical findings.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we solve the following weakly singular equation
u(t) =
∫ t
0
sµ−1
tµ
u(s)ds+ g(t), t ∈ (0, T ], (1)
where µ > 0 and g is a given function. This class of equations arises in a certain type of heat conduction problems with
time dependent boundary conditions (see e.g., in [1]). The numerical solutions of the equations have been investigated by
several authors (see e.g., in [2,1,3–6]). The following analytical results of the solutions to (1) are given in [7].
(a) If 0 < µ ≤ 1 and g ∈ C1[0, T ] (with g(0) = 0 for µ = 1), Eq. (1) has an infinite set of continuous solutions which are
given by the formula
u(t) = c0t1−µ + g(t)+ γ + t1−µ
∫ t
0
sµ−2(g(s)− g(0))ds, (2)
where
γ =

g(0)
µ− 1 if µ < 1,
0 if µ = 1,
and c0 is an arbitrary constant. The set of solutions contain only one particular solution which belongs to C1[0, T ]
(corresponding to c0 = 0).
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(b) If µ > 1 and g ∈ Cm[0, T ] (m ≥ 0), the unique solution u ∈ Cm[0, T ] is
u(t) = g(t)+ t1−µ
∫ t
0
sµ−2g(s)ds.
Lima and Diogo [1,3] analyze the Euler method for solving Eq. (1) and obtain a convergence rate O(hµ) for 0 < µ ≤ 1,
where h stands for the maximum mesh size. Later Diogo et al. [4] used a coordinate transformation t = τ +  where  is
either a constant or a value depending on the mesh size h. They obtained a convergence rate like O(h/) which definitely
improves the previous results. However due to the fact that  is not allowed to be too large, the convergence rate is still not
optimal. In this paper we try to apply graded meshes, which has been developed by Brunner [8](see also in [9]) for solving
integral equation with weakly singular convolutionary kernels, to the equation. We obtain for the Euler method on graded
mesheswith the grading exponent r ≥ 2 thatO(N−1) forµ ≥ 1,O(N−1 lnN) for 1/r ≤ µ < 1 andO(N−rµ) for 0 < µ < 1/r .
Throughout this paper, we use the letters C and c (or with subscripts) to denote generic positive constants which are
independent of the discretizing process.
2. Graded mesh method
For a positive integer N , define a mesh
ΠN = {t0, . . . , tN : 0 = t0 < t1 < · · · < tN = T },
by
tj = T
(
j
N
)r
, j = 0, . . . ,N, (3)
where the real number r ≥ 2, which is called the grading exponent, characterizes the nonuniformity of the mesh. The mesh
points are densely clustered near the origin. Let
hj = tj − tj−1, j = 1, . . . ,N; h = max
1≤j≤N
hj. (4)
It is easy to see that
hj ≤ h ≤ rTN , j = 1, . . . ,N
and
tj+1
tj
≤ 2r , j = 1, . . . ,N − 1. (5)
It follows by setting t = ti (i ≥ 1) in (1) that
u(ti) =
∫ ti
0
sµ−1
tµi
u(s)ds+ g(ti). (6)
In Euler method, we approximate u(s) on each subinterval [tj, tj+1] by u(tj). Define
Dj :=
∫ tj+1
tj
sµ−1ds = t
µ
j+1 − tµj
µ
. (7)
Then the numerical scheme is given by
uNi = g(ti)+
1
tµi
i−1∑
j=0
DjuNj , i = 1, 2, . . . ,N, (8)
with uN0 = u(0).
Remark 2.1. In the case µ > 1 or µ < 1, u(0) = µ
µ−1g(0) (with c0 = 0); In the case µ = 1, g(0) ≡ 0, the value of u(0)
needs to be given in advance. Since h1 = T/N r and u ∈ C1[0, T ], we have
max
s∈[t0,t1]
|u(s)− u(t0)| ≤ T max
s∈[t0,t1]
|u′(s)| 1
N r
. (9)
Define the truncation error δ(N, ti) via
u(ti) = g(ti)+ 1tµi
i−1∑
j=0
Dju(tj)+ δ(N, ti), i ≥ 1. (10)
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Then the truncation error δ(N, ti) has the following form
δ(N, ti) =
∫ ti
0
sµ−1
tµi
u(s)ds− 1
tµi
i−1∑
j=0
Dju(tj)
=
i−1∑
j=0
∫ tj+1
tj
sµ−1
tµi
(u(s)− u(tj))ds. (11)
Now we derive the upper bound on the truncation error.
Theorem 2.1. There is a positive constant C (independent of N) such that the truncation error is bounded by
|δ(N, ti)| ≤ C i
r−1
N r
,
for i = 1, 2, . . . ,N.
Proof. Write δ(N, ti) = δ1(N, ti)+ δ2(N, ti), i = 1, 2, . . . ,N , with
δ1(N, ti) =
∫ t1
0
sµ−1
tµi
(u(s)− u(t0))ds, δ2(N, ti) =
i−1∑
j=1
∫ tj+1
tj
sµ−1
tµi
(u(s)− u(tj))ds. (12)
Then by (9), we have
|δ1(N, ti)| ≤ 1
µ
tµ1
tµi
max
s∈[t0,t1]
|u(s)− u(t0)| ≤ C1N r , (13)
where C1 = Tµ maxs∈[t0,t1] |u′(s)|. We derive for δ2(N, ti) that
|δ2(N, ti)| ≤ 1tµi
i−1∑
j=1
∫ tj+1
tj
sµ−1|u(s)− u(tj)|ds
≤ 1
µtµi
i−1∑
j=1
max
s∈[tj,tj+1]
|u′(s)|(tj+1 − tj)(tµj+1 − tµj )
≤ C2
µ
1
tµi
i−1∑
j=1
(tj+1 − tj)(tµj+1 − tµj )
= C2
µTµ
1
(i/N)rµ
i−1∑
j=1
((
j+ 1
N
)r
−
(
j
N
)r)(( j+ 1
N
)rµ
−
(
j
N
)rµ)
≤ C2
µTµ
1
(i/N)rµ
i−1∑
j=1
r
N
(
j+ 1
N
)r−1 rµ
N
max
((
j+ 1
N
)rµ−1
,
(
j
N
)rµ−1)
≤ C2r
2
Tµ
1
irµN r
i−1∑
j=1
(j+ 1)r−1max ((j+ 1)rµ−1, jrµ−1) , (14)
where C2 = maxs∈[0,T ] |u′(s)|. Noting that (j+ 1)/j ≤ 2 for j ≥ 1, we have
i−1∑
j=1
(j+ 1)r−1max ((j+ 1)rµ−1, jrµ−1) = i−1∑
j=1
max
(
(j+ 1)r+rµ−2, (j+ 1)r−2jrµ j+ 1
j
)
≤
i−1∑
j=1
2(j+ 1)r+rµ−2
≤ C3ir+rµ−1, (15)
where C3 is some positive constant independent of i. Combining (15) with (14) gives
|δ2(N, ti)| ≤ C2C3r
2
Tµ
ir−1
N r
. (16)
Combining with (13), we obtain the desired result with C = C1 + C2C3r2/Tµ. 
810 J. Ma, Y. Jiang / Journal of Computational and Applied Mathematics 231 (2009) 807–814
Denote the error by eNi = u(ti)− uNi . Then we have the following error estimations for scheme (8) (Theorem 2.2 for the
case µ > 1 and Theorem 2.3 for 0 < µ ≤ 1).
Theorem 2.2. If µ ≥ 1, then the error estimation for scheme (8) is given by
|eNi | ≤ CN−1, i = 0, 1, 2, . . . ,N,
where C is a positive constant that is independent of N.
Proof. Subtracting the numerical scheme (8) by Eq. (10), we obtain that
eNi =
1
tµi
i−1∑
j=0
eNj Dj + δ(N, ti), 1 ≤ i ≤ N, (17)
which yields
|eNi | ≤
i−1∑
j=0
Dj
tµi
|eNj | + |δ(N, ti)|, 1 ≤ i ≤ N. (18)
By Theorem 2.1 and the fact that eN0 = 0, we have
|eN0 | ≤
C4
N r
, |δ(N, ti)| ≤ C4i
r−1
N r
for some positive constant C4. Let 0 = C4/N r and
i =
i−1∑
j=0
Dj
tµi
j + C4i
r−1
N r
, 1 ≤ i ≤ N. (19)
It is not difficult to see that |eNi | ≤ i. Hence, to estimate the error |ei|, it is sufficient to derive the upper bound on i. We
have, for i ≥ 2,
i = Di−1tµi
i−1 + t
µ
i−1
tµi
i−2∑
j=0
Dj
tµi−1
j + C4i
r−1
N r
= Di−1
tµi
i−1 + t
µ
i−1
tµi
(
i−2∑
j=0
Dj
tµi−1
j + C4(i− 1)
r−1
N r
− C4(i− 1)
r−1
N r
)
+ C4i
r−1
N r
= 1
µ
tµi − tµi−1
tµi
i−1 + t
µ
i−1
tµi
i−1 − t
µ
i−1
tµi
C4(i− 1)r−1
N r
+ C4i
r−1
N r
≤ i−1 − t
µ
i−1
tµi
C4(i− 1)r−1
N r
+ C4i
r−1
N r
, (20)
and
1 = D0tµ1
0 + C4N r ≤ 0 +
C4
N r
. (21)
Iterating the above two inequalities gives that
i ≤ 0 +
i−1∑
k=1
tµk+1 − tµk
tµk+1
C4kr−1
N r
+ C4i
r−1
N r
≤ 0 +
i−1∑
k=1
(k+ 1)rµ − krµ
(k+ 1)rµ
C4kr−1
N r
+ C4i
r−1
N r
≤ 0 + C4rµ
i−1∑
k=1
(k+ 1)rµ−1
(k+ 1)rµ
kr−1
N r
+ C4i
r−1
N r
≤ 0 + C4rµ
i−1∑
k=1
kr−2
N r
+ C4i
r−1
N r
≤ 0 + C4(rµ+ 1) i
r−1
N r
≤ CN−1. (22)
Thus the proof of this theorem is complete. 
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Now we consider the case 0 < µ < 1 in the following theorem.
Theorem 2.3. For i = 0, 1, . . . ,N, we have the following error estimations for scheme (8):
(a) If 0 < µ < 1/r, then
|eNi | ≤
C
N rµ
.
(b) If 1/r ≤ µ < 1, then
|eNi | ≤
C lnN
N
.
Here the positive constant C is independent of N.
Proof. Rewrite (17) into the form (noting eN0 = 0)
eNi
t1−µi
= 1
ti
i−1∑
j=1
eNj Dj +
δ(N, ti)
t1−µi
, 1 ≤ i ≤ N. (23)
For 1 ≤ j ≤ N , we derive that
|eNj Dj| =
|eNj |
t1−µj
∫ tj+1
tj
(
s
tj
)µ−1
ds ≤ |e
N
j |
t1−µj
∫ tj+1
tj
ds = |e
N
j |
t1−µj
(tj+1 − tj).
Combining this with (23), we obtain that
|eNi |
t1−µi
≤
i−1∑
j=1
tj+1 − tj
ti
|eNj |
t1−µj
+ |δ(N, ti)|
t1−µi
, 1 ≤ i ≤ N. (24)
Let ηi = |eNi |/t1−µi , i = 1, 2, . . . ,N . Then
ηi ≤
i−1∑
j=1
tj+1 − tj
ti
ηj + δ¯(N, ti), (25)
where, by Theorem 2.1,
δ¯(N, ti) = |δ(N, ti)|
t1−µi
≤ C5i
r−1/N r
t1−µi
= 1
T 1−µ
C5
i1−rµ
1
N rµ
≡ C6
i1−rµ
1
N rµ
(26)
for some positive constant C5 and C6 = C5/T 1−µ. Applying (25) and (26) gives that
η1 ≤ δ¯(N, t1) ≤ C6N rµ . (27)
Let σ1 = C6/N rµ and
σi =
i−1∑
j=1
tj+1 − tj
ti
σj + C6i1−rµ
1
N rµ
, 2 ≤ i ≤ N. (28)
Obviously, we have
|eNi | = t1−µi ηi ≤ T 1−µσi, i = 1, . . . ,N. (29)
We then derive that
σ2 = t2 − t1t2 σ1 +
C6
21−rµ
1
N rµ
≤ σ1 + C621−rµ
1
N rµ
(30)
and for i ≥ 3,
σi = ti − ti−1ti σi−1 +
ti−1
ti
i−2∑
j=1
tj+1 − tj
ti−1
σj + C6i1−rµ
1
N rµ
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= ti − ti−1
ti
σi−1 + ti−1ti
(
i−2∑
j=1
tj+1 − tj
ti−1
σj + C6
(i− 1)1−rµ
1
N rµ
− C6
(i− 1)1−rµ
1
N rµ
)
+ C6
i1−rµ
1
N rµ
= ti − ti−1
ti
σi−1 + ti−1ti σi−1 −
ti−1
ti
C6
(i− 1)1−rµ
1
N rµ
+ C6
i1−rµ
1
N rµ
= σi−1 − ti−1ti
C6
(i− 1)1−rµ
1
N rµ
+ C6
i1−rµ
1
N rµ
. (31)
Then we have
σi ≤ σ1 + C6i1−rµ
1
N rµ
+
i−1∑
k=2
tk+1 − tk
tk+1
C6
k1−rµ
1
N rµ
= σ1 + C6i1−rµ
1
N rµ
+
i−1∑
k=2
(k+ 1)r − kr
(k+ 1)r
C6
k1−rµ
1
N rµ
≤ σ1 + C6i1−rµ
1
N rµ
+
i−1∑
k=2
r
k+ 1
C6
k1−rµ
1
N rµ
= σ1 + C6i1−rµ
1
N rµ−1
1
N
+
i−1∑
k=2
r
k+ 1
C6
k1−rµ
1
N rµ−1
1
N
, (32)
where we have used the fact ti = T (i/N)r .
(a) If 1/r ≤ µ < 1, we know from (32) that
σi ≤ σ1 + C6N +
rC6
N
i−1∑
k=1
1
k+ 1 ≤ σ1 +
C6
N
+ rC6
N
lnN ≤ C7 lnN
N
, (33)
where the last inequality is derived by 12 + 13 + · · · + 1i ≤ ln i ≤ lnN.
(b) If 0 < µ < 1/r , we derive from (32) that
σi ≤ σ1 + C6N rµ +
i−1∑
k=1
rC6
k2−rµ
1
N rµ
. (34)
Moreover, the sum in the above inequality is bounded by an infinite sum that is convergent, i.e.,
i−1∑
k=1
rC6
k2−rµ
≤
+∞∑
k=1
rC6
k2−rµ
≤ C8.
Therefore we arrive at
σi ≤ CN rµ . (35)
Finally combining (29) with (33) gives the proof of (a) and combining (29) with (35) gives the proof of (b). 
3. Numerical examples
In this section, we use four examples to confirm the theoretical results. In the tests, we take the mesh grading exponent
as e.g., r = 2. In the examples, we take t ∈ [0, 1]. The following formula is used to estimate the convergence rate
k = − log2
 maxi |eNi |
max
i
|eN/2i |
 . (36)
Example 3.1. Set g(t) = t3/2 + t + 1, µ = 2 in (1). Then the solution is given by
u = 7
5
t
3
2 + 3
2
t + 2.
From the numerics in Table 1, we observe that the convergence rate is approximately equal to 1 which is consistent with
the result in Theorem 2.2.
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Table 1
Convergence results for Example 3.1.
N Error k N Error k
40 5.0919× 10−2 NA 1280 1.6013× 10−3 0.99740
80 2.5547× 10−2 0.99504 2560 8.0071× 10−4 0.99987
160 1.2794× 10−2 0.99774 5120 4.0037× 10−4 0.99994
320 6.4016× 10−3 0.99892 10240 2.0019× 10−4 0.99997
640 3.2019× 10−3 0.99474 20480 1.0010× 10−4 0.99999
Table 2
Convergence results for Example 3.2 with c0 = 0.
N Error k N Error k
40 1.4948× 10−1 NA 1280 5.0567× 10−3 0.99740
80 7.7535× 10−2 0.94702 2560 2.5333× 10−3 0.99485
160 3.9584× 10−2 0.96994 5120 1.2680× 10−3 0.99719
320 2.0025× 10−2 0.98315 10240 6.3435× 10−4 0.99917
640 1.0077× 10−2 0.99064 20480 3.1727× 10−4 0.99956
Table 3
Convergence results for Example 3.3.
N Error k N Error k
40 5.3383× 10−1 NA 1280 3.3096× 10−2 0.85019
80 3.1966× 10−1 0.73983 2560 1.8177× 10−2 0.86453
160 1.8619× 10−1 0.77975 5120 9.9023× 10−3 0.87630
320 1.0623× 10−1 0.80955 10240 5.3577× 10−3 0.88615
640 5.9663× 10−2 0.83233 20480 2.8820× 10−4 0.89453
Example 3.2. Set g(t) = t3/2 + t , µ = 1 in (1). Then the solution is given by
u = 5
3
t
3
2 + 2t + c0,
where c0 is an arbitrary constant.
The numerics in Table 2 show that the convergence rate is approximately equal to 1 which is consistent with the result in
Theorem 2.2.
Example 3.3. Set g(t) = t3/2 + t + 1, µ = 0.5 in (1). Then the smooth solution is given by
u = 2t 32 + 3t − 1.
The numerics in Table 3 obey the rule that
N−k ≈ lnN
N
which is consistent with the result in Theorem 2.3 – (b).
Example 3.4. Set g(t) = t3/2 + t + 1, µ = 0.25 in (1). Then the smooth solution is given by
u = 7
3
t
3
2 + 5t − 1
3
.
The theoretical result in Theorem 2.3 – (a) means for this example that
|eNi | = O(N−rµ) = O(N−0.5).
The computational results in Table 4 provide perfect consistency with the theory.
4. Conclusions
We have used a Euler method on graded meshes to improve the accuracy of the normal Euler method or its variants
in the literature for a class of weakly singular Volterra integral equations. The proof provides a number of techniques that
might be used to prove a high-order collocation method based on graded meshes for this class of equation with the difficult
case 0 < µ < 1. It is noted that recently the high-order collocation methods have been used to solve this class of equation
with µ ≥ 1, see Diogo and Lima [5] and Diogo [6]. It will be the topic of our future research to solve the weakly singular
Volterra integral equations with 0 < µ < 1 by a high-order collocation method based on graded meshes.
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Table 4
Convergence results for Example 3.4.
N Error k N Error k
160 9.7813× 10−1 NA 5120 1.7981× 10−1 0.49567
320 7.0223× 10−1 0.47808 10240 1.2741× 10−1 0.49703
640 5.0151× 10−1 0.48567 20480 9.0219× 10−2 0.49794
1280 3.5696× 10−1 0.49050 40960 6.3857× 10−2 0.49857
2560 2.5353× 10−1 0.49363 81920 4.5185× 10−2 0.49900
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