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Abstract
We study the bound state problem for N attractive point Dirac δ-interactions in two and three
dimensional Riemannian manifolds. We give a sufficient condition for the Hamiltonian to have N
bound states and give an explicit criterion for it in hyperbolic manifolds H2 and H3. Furthermore, we
study the same spectral problem for a relativistic extension of the model on R2 and H2.
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1 Introduction
Point interactions were first introduced as a solvable toy model describing the short range interactions
in nuclear and solid state physics. There exists a vast amount of literature about them from several
perspectives. The reader is invited to consult the books [1, 2, 3] and references therein for a more detailed
study. The formal Hamiltonian is given by
H = − ~
2
2m
∆−
N∑
i=1
λiδ(x− ai) , (1.1)
where ∆ is the Laplacian, and λi’s are the coupling constants (also called strength or intensity of the
potential), which are assumed to be positive for all i = 1, 2, . . . , N and ai’s are the locations of the Dirac-δ
centers in RD. One reason why the subject attracts a great deal of interest is that the point interactions (or
Dirac-δ potentials) in two and three dimensions requires renormalization procedure. Moreover, the formal
Hamiltonian describing them was not a well-defined self-adjoint operator in Sobolev spaces W 2,2(M) so
that one must clarify the meaning of the formal Hamiltonian. In order to accomplish this, one should
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develop a mathematically rigorous way which corresponds to the intuitive notion of Dirac-δ potential.
One possible approach is to construct rigorously an operator associated with the formal Hamiltonian
(1.1) through the self-adjoint extension theory of symmetric operators [1]. Historically, the first rigorous
approach to the problem in R3 was given by Berezin and Faddeev [4] and summarized in section 1.5
of [2]. In there, the Hamiltonian is first approximated by the sequence of operators using the spectral
representation of the Laplace operator. By choosing the sequence of functions converging to the Dirac delta
function through the Fourier transformation, it is then possible to calculate the resolvent of the sequence
of the operators explicitly and to show that it has a nontrivial limit if and only if a sequence for coupling
constants is chosen properly (coupling constant renormalization). Alternatively, another approach has
been discussed in chapter 2.1 of [1]: The formal Hamiltonian is first treated as a singular perturbation
of the free Hamiltonian. Then, the Fourier transform of that ill-defined formal Hamiltonian with a
momentum cut-off becomes a finite rank perturbation of the free Hamiltonian, and the coupling constant
is chosen as a function of the cut-off in such a way that the resolvent of the regularized Hamiltonian in
Fourier space has a non-trivial limit as the cut-off is removed. In both approaches, after choosing the
coupling constant, the sequence of the self-adjoint operators converges to a self-adjoint operator in the
strong resolvent or norm resolvent sense. Apart from the self-adjoint extension approaches developed by
von Neumann and Krein, and the above two approximation procedures, there are other approaches to
point interactions, namely non-standard analysis and the theory of quadratic forms [1].
Point interactions have been generalized onto some particular surfaces in R3 (onto infinite planar strip
as a natural model for quantum wires containing impurities and onto torus using the Von Neumann’s and
Krein’s theory of self-adjoint extensions (see [5, 6] and references therein)) and their spectral properties
have been studied in great detail. Moreover, they have been constructed rigorously on even more general
spaces, e.g. Riemannian manifolds of bounded geometry in [7]. Our approach in this work is to study some
interesting problems for the bound state spectrum of the point interactions on some class of Riemannian
manifolds. In order to keep the present paper self-contained and make the reading of this paper easier, we
recall some of the results basically established in our previous works constructed on compact manifolds
and Cartan-Hadamard manifolds with Ricci tensor bounded below (by which we mean Ric(., .) ≥ c g(., .))
in two and three dimensions [8, 9, 10] (they were not stated as theorems in there) through Theorem 1
and Theorem 2. Their proofs are given in Appendices. In there, we basically follow a strategy similar to
the above first approximation procedure by using the heat kernel. In contrast to the flat case, Fourier
transformation was useless since it cannot be defined globally on a generic Riemannian manifold. After
reviewing our previous results, we show in this work that the principal matrix given in the resolvent
formula is a matrix-valued holomorphic function on the complex plane, where ℜ(z) < 0 for the above-
mentioned manifolds. This is done by using the explicit closed expression of the principal matrix without
going into the theory of Nevanlinna functions. Hence, we also justify some a priori assumptions in our
previous works and improve our earlier somewhat heuristic calculations.
The estimates for the number of bound states of a Schro¨dinger operator for a particular class of
potentials is extensively discussed in [11]. For N point δ-interactions, it is well-known that there exist
at most N bound states in flat spaces [1, 2]. Moreover, necessary and sufficient condition for the one
dimensional Schro¨dinger operator with finitely many point δ-interactions to have the same number of
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negative eigenvalues as the number of point interactions is given in [12] and an effective algorithm for
determining the number of negative eigenvalues is constructed in [13]. It has been proved in [14, 15] that
the number of negative eigenvalues is less than or equal to the number of negative coupling constants
and necessary and sufficient conditions are given for it to satisfy the saturation value of the bound. In
[16, 17], the number of negative eigenvalues is shown to be equal to the number of negative eigenvalues of
a certain class of finite Jacobi matrices and given independently a necessary and sufficient condition for
the same problem to satisfy the above saturated bound. Multi-dimensional extension of the above results
has been carried out in a recent work [18]. The main aim of this work is to give a sufficient condition for
the Hamiltonian (after the renormalization procedure) to satisfy that the number of bound states equals
to the number of point δ-interactions and determine an explicit criterion for that in hyperbolic spaces
H
2 and H3. Our proof is essentially the extension of the work [14] to the curved spaces, namely to the
hyperbolic manifolds. However, the matrix elements in the resolvent formula here are closed analytic
expressions in terms of the heat kernel for a generic Riemannian manifold in contrast to the explicit
analytic formula in flat spaces. Finally, the same spectral problem is discussed for a relativistic version
of the model on R2 and H2.
Notation. The notation in this work is slightly different from the one usually used in mathematics
literature [1]. We also use some terminology from quantum field theory since the point interactions in
two and threee dimensional quantum mechanics are considered as a toy model for understanding many
concepts originally introduced in quantum field theory, e.g., regularization, dimensional transmutation,
renormalization, renormalization group, asymptotic freedom, etc. (see [19] and also a recent work [20]).
The notation used here can easily be converted to the one used in [1]. For instance, the principal matrix
Φ introduced here is exactly the matrix Γ in [1] up to a unitary transformation and all the others are
implicitly related.
2 Point Interactions on Riemannian Manifolds
We consider a single quantum mechanical particle intrinsically moving in a D - dimensional Riemannian
manifold M with the metric structure g (that is, the particle is constrained to M a priori) in the presence
of finitely many point δ-interactions. In this approach, an ordering ambiguity arises, and it leads to
multiple quantization procedures which differ by a term proportional to the scalar Ricci curvature in
the Hamiltonian [21]. If one is interested in the class of manifolds with constant scalar curvature, then
the effect of this term is simply a shift in the spectrum of the Hamiltonian. Here, we are not taking
into account this curvature term for simplicity since one can essentially construct the model with this
additional term. For this reason, we assume that the free Hamiltonian of a particle in (M,g) is chosen as
H0 = −∆g , (2.1)
where ∆g =
1√
det(g)
∑D
i,j=1
∂
∂xi
(
gij
√
det(g) ∂
∂xj
)
is the Laplace-Beltrami operator (or simply Laplacian)
written in local coordinates {xi} on a D-dimensional Riemannian manifold (M,g). We use the units such
that ~ = 2m = 1.
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Then, Hamiltonian for a single particle moving inM and interacting with attractive point interactions
δg,ai supported by a finite set of isolated points ai ∈M is formally given by
H = −∆g −
N∑
i=1
λiδg,ai(.) , (2.2)
where δg,ai in the interaction term denotes the point-like Dirac δ-function supported by the points ai ∈M
(it is defined as a continuous linear functional acting on the space of test functions f(x) on M : δg,ai(f) =
f(ai), or sometimes formally written as
∫
M δg(x, ai) f(x)d
D
g x = f(ai)). Moreover, we suppose that ai 6= aj
for i 6= j.
Unless otherwise stated throughout the paper, we restrict (M,g) to two and three -dimensional Rieman-
nian manifolds without boundary and consider two important classes of Riemannian manifolds, namely
compact Riemannian manifolds and Cartan-Hadamard manifolds (geodesically complete, simply con-
nected, noncompact Riemannian manifolds with nonpositive sectional curvature everywhere) with Ricci
tensor bounded from below (Ric(., .) ≥ c g(., .)).
We call the point spectrum below the spectrum of the free Hamiltonian as bound state spectrum. Since
we can always shift the spectrum by a constant without altering physics, we will always assume that the
bound state spectrum lies on the negative real axis for the above class of manifolds. We now recall the
essential part of the construction of the model which was already established in [9, 10]. We here state
them as a theorem and shortly give its proof in Appendix 5 for the sake of completeness of our paper.
Theorem 1. Let M be a compact Riemannian manifold without boundary with Ricci curvature bounded
from below (Ric(., .) ≥ c g(., .)) or a Cartan-Hadamard (C-H) manifold without boundary, and Hǫ be the
self-adjoint operator in L2(M), given by
Hǫψ(x) = −∆gψ(x)−
N∑
j=1
λj(ǫ)Kǫ(x, aj)
∫
M
Kǫ(y, aj)ψ(y) d
D
g y , (2.3)
where Kǫ(x, y) is the heat kernel defined on M and d
D
g x =
√
det(g)dx1 . . . dxD is the Riemannian volume
form in the local coordinates. If the coupling constants λi’s are chosen as
1
λi(ǫ)
=
∫ ∞
ǫ
Kt(ai, ai) e
−tµ2i dt , (2.4)
with µi > 0 (from the renormalization point of view, −µ2i is the experimentally measured bound state
energy of the particle to the i-th point interaction while all the other centers are sufficiently far away from
the i-th one), then for ℜ(z) < 0 sufficiently large, the resolvent of the regularized Hamiltonian (2.3) as
ǫ→ 0 converges to the following nontrivial limit (known as Krein’s resolvent formula)
R(z)f(x) = R0(z) f(x) +
N∑
i,j=1
R0(x, ai|z)
[
Φ−1(z)
]
ij
R0(z) f(aj) , (2.5)
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where R0(z) f(x) = (−△g − z)−1f(x) =
∫
M R0(x, y|z) f(y) dDg y and
Φij(z) =


∫ ∞
0
Kt(ai, ai)
(
e−tµ
2
i − etz
)
dt if i = j
−
∫ ∞
0
Kt(ai, aj) e
tz dt if i 6= j.
, (2.6)
called the principal matrix and R0(x, y|z) =
∫∞
0 e
ztKt(x, y) dt is the free resolvent kernel. Moreover, there
exists a unique self-adjoint operator, say H, associated with the resolvent (2.5). Hence, the operator Hǫ
converges to the self-adjoint operator H in the strong resolvent sense.
Remark 1. The motivation for choosing the coupling constants (2.4) is due to the short time asymptotic
expansion of diagonal heat kernel
Kt(x, x) ∼ 1
(4πt)D/2
∞∑
k=0
uk(x, x) t
k , (2.7)
for any point x in a D-dimensional Riemannian manifold without boundary [22]. Here uk(x, x) are scalar
polynomials in the curvature tensor of the manifold and its covariant derivatives at point x.
Remark 2. Note that all the matrix elements of the principal matrix Φ are bounded for ℜ(z) < 0 thanks
to the exponentially damping terms in the upper bounds of the heat kernel related to the geometry of
M . In particular, based on the estimate given in [23], the upper bound of the heat kernel for compact
manifolds with Ricci curvature bounded from below (Ric(., .) ≥ c g(., .)) [9], is given by
Kt(x, y) ≤
[
C1
V (M)
+
C2
tD/2
]
exp
(
−d
2(x, y)
C3t
)
, (2.8)
for all x, y ∈M and t > 0. For Cartan-Hadamard (C-H) manifolds [24, 25], one has
Kt(x, y) ≤ C4
tD/2
exp
(
−d
2(x, y)
C5t
)
, (2.9)
for all x, y ∈M and t > 0. Here V (M) is the volume of the manifold and d(x, y) is the geodesic distance
between the point x and y on M . All the constants C1, C2, · · · are dimensionless and depend on the
geometry. In particular, the constants C3 and C5 are strictly greater than 4.
Lemma 1. [Cheeger - Yau [26]] If the Riemannian manifold is complete and has a Ricci tensor bounded
from below, i.e., Ric(., .) ≥ −(D − 1)k g(., .), with k ∈ R, then we have the following lower bound for the
heat kernel:
Kt(x, y) ≥ Kkt (d(x, y)) , (2.10)
where Kkt is the heat kernel of the simply connected complete manifold of constant sectional curvature k.
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Remark 3. In particular, we may choose Kkt (d(x, y)) as the heat kernel on the hyperbolic manifolds H
D
κ
of constant negative sectional curvature −κ2 since they are explicitly known [24]:
Kκt (d(x, y)) =


√
2
κ
1
(4πt)3/2
e−κ
2t/4
∫ ∞
κd(x,y)
s e−s2/4κ2t√
cosh s− cosh κd(x, y) ds , for D = 2
κd(x, y)
(4πt)3/2 sinhκd(x, y)
e−κ
2t− d(x,y)2
4t , for D = 3 .
(2.11)
In case the lower bound for the Ricci curvature is positive, we may choose the lower bound as the heat
kernel on D-dimensional flat space and the argument below becomes even simpler.
Lemma 2. The principal matrix Φ(z) for compact manifolds with Ricci tensor bounded from below
(Ric(., .) ≥ c g(., .)) and for Cartan-Hadamard manifolds is a matrix-valued holomorphic function on
the complex plane, where ℜ(z) < 0. In particular, it has a branch cut along [(D − 1)2κ2/4,∞) for
D-dimensional hyperbolic spaces of sectional curvature −κ2.
Proof. The proof is essentially based on the following theorem (theorem 1.1 in Chapter 2 of [27]): Let t
be a real variable ranging over the interval (0,∞) and z a complex variable ranging over a domain R.
Assume that the function f(z, t) satisfies the following conditions: (i) f(z, t) is a continuous function of
both variables. (ii) For each fixed value of t, f(z, t) is a holomorphic function of z. (iii) The integral F (z) =∫∞
0 f(z, t) dt converges uniformly at both limits in any compact set in R. Then, F (z) is holomorphic
in R and its derivatives of all orders may be found by differentiating under the integral sign. It is self-
evident that two hypotheses of the above theorem applied to the matrix elements of the principal matrix
Φ are satisfied since the heat kernel Kt(x, y) defined on M ×M × (0,∞) is C1 - function with respect
to the variable t and exponential function etz is an entire function for each fixed value of t. What is
left is to show that all the matrix elements converge uniformly on a compact subset of the chosen region
R. Let R be the complex plane with ℜ(z) < 0. Here we choose the compact subset of the region as
D = {z ∈ C| − ǫ2 ≤ ℜ(z) ≤ −ǫ1 & η2 ≤ ℑ(z) ≤ η1}, where ǫ1, ǫ2 are positive. We first prove the uniform
convergence for the diagonal part of the principal matrix on D. Since the integrand is unbounded due to
the short time asymptotic expansion of the diagonal heat kernel (2.7), we split the integral into two parts:∫ 1
0 Kt(ai, ai) (e
−tµ2i − etz) dt and ∫∞1 Kt(ai, ai) (e−tµ2i − etz) dt. We first use the upper bounds of the
heat kernel for compact manifolds with Ricci tensor bounded below (Ric(., .) ≥ c g(., .)) and for Cartan-
Hadamard manifolds given in the remark 2. For the sake of simplicity, we do not have to analyse the
problem separately for each class of manifold since the volume term in the upper bound can be combined
into the proof by essentially following the same line of arguments. In the first integral, we have
|Kt(ai, ai) (e−tµ2i − etz)| ≤ C4
∣∣∣∣∣e
−tµ2i − etz
tD/2
∣∣∣∣∣ , (2.12)
for all t > 0 and i = 1, . . . , N . If we define the following holomorphic function f(z) = − etz
tD/2
for each
value of t > 0, then it is easy to show that |f(z) − f(−µ2i )| = |
∫
γ f
′(ζ)dζ| ≤ maxζ∈D |f ′(ζ)|L(γ) for any
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curve γ connecting −µ2i to any z in the above compact region D. Then, we can always choose γ as a
straight line on D connecting the points −µ2i and z, i.e., L(γ) = |z + µ2i |. Hence we obtain
|Kt(ai, ai) (e−tµ2i − etz)| ≤ C4|z + µ2i |max
ζ∈D
etℜ(ζ)
t
D
2
−1 ≤ C4(
√
ǫ21 + η
2
1 + µ
2
i )
e−tǫ1
t
D
2
−1 , (2.13)
and the right hand side of the inequality is integrable on the interval (0, 1) for D = 2, 3. In the second
integral, we have |Kt(ai, ai) (e−tµ2i−etz)| ≤ C4|e−tµ2i−etz| ≤ C4(e−tµ2i +e−tǫ1), and this is clearly integrable
on (1,∞). As for the off-diagonal matrix elements of the principal matrix, we have |Kt(ai, aj)etz | ≤
C4 exp(−d2(ai, aj)/C3t)t−D/2 in the region D, which is integrable on (0,∞). Hence, we show that all
the matrix elements of the principal matrix are uniformly convergent on the compact subset D of R as
a consequence of the Weierstrass’s M-test [28]. Since all its matrix elements of Φ are holomorphic, the
principal matrix Φ is matrix-valued holomorphic function on R and the derivatives of all orders of Φ with
respect to z can be found by differentiating under the sign of integration.
If we do not know the exact explicit expression of the principal matrix, it is in general difficult and
rather involved to determine its branch cut structure for a generic class of Riemannian manifold. For the
three dimensional hyperbolic spaces H3κ, we have the explicit expression for the principal matrix thanks
to the above explicit expression of the heat kernel (2.11),
Φij(z) =
1
4π
(√
κ2 − z −
√
κ2 + µ2i
)
δij − (1− δij)

κ exp
(
−d(ai, aj)
√
κ2 − z
)
4π sinh (κd(ai, aj))

 , (2.14)
which clearly has the branch cut along [κ2,∞). As for the two dimensional hyperbolic spaces H2κ, we can
also find the explicit expression of the principal matrix by interchanging the order of t and s-integrations
(Fubini’s theorem),
Φij(z) =
1
2π
[
ψ
(
1
2
+
√
− z
κ2
+
1
4
)
− ψ
(
1
2
+
√
µ2i
κ2
+
1
4
)]
δij
− 1
2π
(1− δij) Q 1
2
+
√
− z
κ2
+ 1
4
(cosh(κd(ai, aj))) ,
(2.15)
where we have used the integral representation of the digamma function [29]
ψ(z) =
∫ ∞
0
(
e−t
t
− e
−tz
1− e−t
)
dt , (2.16)
for ℜ(z) > 0, and the integral representation of the Legendre function of second type [29]
Qλ(cosh a) =
∫ ∞
a
e−(λ+
1
2
)r
√
2 cosh r − 2 cosh a dr , (2.17)
for real and positive a and ℜ(λ) > −1. From the above result (2.15), we see that the branch cut is along
[κ2/4,∞), which completes the proof.
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For real values of z, the principal matrix Φ is symmetric, i.e., Φ(z)∗ = Φ(z), so that Φ(z) is a symmetric
matrix-valued holomorphic function so that its eigenvalues and eigenprojections are holomorphic on the
real axis due to the theorem 6.1 in [30]. Throughout the paper, ∗ denotes the adjoint. One can also make
the analytical continuation of the principal matrix Φ from the region R onto the largest possible set of
complex plane except possibly the real axis. As a consequence of this theorem, the operation of taking
the derivative of the matrix elements of the principal matrix under the integral sign is justified. This
operation without testing its validity was used in our previous works to find the flow of eigenvalues ωn of
the principal matrix (i.e., dωndE > 0).
Now, we are going to give a new result about the essential spectrum of the Hamiltonian H for compact
manifolds in Proposition 1 and discuss some other spectral properties (partly given in our previous work
[9]) of our problem in Theorem 2.
Proposition 1. Let (M,g) be a compact connected Riemannian manifold without boundary. Then, the
essential spectrum of the operator H is empty.
The point interactions on flat spaces are known as finite rank perturbations to the free Hamiltonian
so that the essential spectrum of the Hamiltonian is the same as the one of the free Hamiltonian. Hence,
it is expected that this is also true on Riemannian manifolds. A technical proof of it is given in Appendix
5.
Theorem 2. Let (M,g) be a compact connected Riemannian manifold without boundary. Then, the
spectrum of H is purely discrete and contained in (−∞, 0) ∪ {σl}, where {σl} = {0 = σ0 ≤ σ1 ≤ . . .}
and σl → ∞ as l → ∞, and each σl has finite multiplicity. It has at most N (negative) eigenvalues
counting multiplicity and −ν2 (ν is real and positive) belongs to the negative part of the point spectrum iff
detΦ(−ν2) = 0 (characteristic equation). The multiplicity of the eigenvalue −ν2 equals to the multiplicity
of the eigenvalue zero of the matrix Φ(−ν2). Moreover, let E = −ν2k be an eigenvalue of H, then the
corresponding eigenfunctions ψk(x) are given by
ψk(x) =

 N∑
i,j=1
Ai(νk)
∫ ∞
0
t Kt(ai, aj)e
−tν2k Aj(νk) dt


− 1
2
×
∫ ∞
0
e−tν
2
k
N∑
i=1
Ai(νk)Kt(ai, x) dt ,
(2.18)
where (A1, A2, . . . , AN ) are the eigenvectors with eigenvalue zero of the matrix Φ(−ν2k) and the ground
state is nondegenerate and the corresponding eigenfunction can be chosen strictly positive.
The proof of this theorem was essentially given in our previous work [9] so we give it in Appendix 5
for the completeness of the paper.
Since the Laplacian −△g is symmetric and positive, its spectrum is contained in [0,∞). When M =
R
D, then the spectrum of −△ has no point spectrum. For a general noncompact Riemannian manifold
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M , the spectrum may include positive eigenvalues [31]. Nevertheless, under some mild conditions, it is
expected that there does not exist any positive eigenvalue with the finite multiplicity of −△g. This is
stated as a conjecture in [32]:
Conjecture 1. Let M be a complete noncompact Riemannian manifold with Ricci tensor bounded
below (Ric(., .) ≥ c g(., .)). Then, the essential spectrum of −△g on functions is a connected subset of
the positive real line [a,∞).
Following the same argument given in the proof of Proposition 1 and using the upper bound of the
heat kernel for Cartan-Hadamard manifolds (2.9), it is easy to see that the essential spectrum of H is the
same as that of H0. In other words, the Hamiltonian H is a compact perturbation to the free Hamiltonian
H0:
Corollary 1. Let M be Cartan-Hadamard manifold. Then, the point spectrum of H in the positive
real axis is empty, and the essential spectrum of the operator H is σess(H) = [a,∞). In particular,
a = (D − 1)2κ2/4 for D-dimensional hyperbolic manifolds of sectional curvature −κ2 [33].
Proposition 2. Let M be compact manifold with Ricci tensor bounded below or Cartan-Hadamard man-
ifold, and let N(−ν2, µ1, . . . , µN ) denote the number of bound states (counting multiplicities) of H less
than or equal to −ν2. Then,
N(−ν2, µ¯, . . . , µ¯) ≤ N(−ν2, µ1, . . . , µN ) ≤ N(−ν2, µ, . . . , µ) , (2.19)
where µ¯ = max1≤j≤N (µj) and µ = min1≤j≤N (µj).
Proof. As a consequence of the Feynman-Hellmann theorem [34, 35] and the positivity of the heat
kernel, it is easy to see that the derivative of the eigenvalues of the matrix Φ with respect to µk is
|Ak|2
∫∞
0 Kt(ak, ak)(−2tµk) e−tµ
2
k dt, where we have taken the derivative under the integral sign thanks
to the Lemma 2. This is always negative and the proof is immediate from this fact.
We now discuss the conditions on the number of bound states by starting from the special cases,
where we have two point δ-interactions separated by the distance d on R2 and R3. This will be done by
working out the characteristic equation detΦ = 0. This problem is realized as a very elementary model
for ionized diatomic molecule H+2 and its one-dimensional version is discussed even in the textbooks on
quantum mechanics [36].
3 On the Number of Bound States in Flat Spaces
Proposition 3. For N = 2, if
(i)
√
µ1µ2 d > 2 in R
2 and
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(ii)
√
µ1µ2 d > 1 in R
3.
then there exist exactly two bound states. Otherwise, there exists precisely one bound state.
Proof. Since the result is well-known in the literature, we give a proof of it in Appendix 5 in order to be
self-contained.
Above results seem to be a little different from the the ones given in [18] (log d > 2πα in two dimensions,
αd > 1/4π in three dimensions, where α is related to the parameter µ implicitly). However, this is due to
the different choice of the coupling constant (2.4) and the computations there are performed in momentum
space. Nevertheless, these results are essentially same. In one dimension, we do not need renormalization,
so we have Φij(−ν2) = ( 1λi −
1
2ν )δij − (1− δij) 12ν e−dijν . The above analysis can be easily applied to this
case and the condition for two bound states is given by d > 1λ1 +
1
λ2
, which is exactly the same result as
in [13].
It is not easy to determine what condition must be met for the Hamiltonian with an arbitrary number
of delta centers to have N bound states directly from the characteristic equation. In this case, the
characteristic equation becomes much more complicated to work with. Moreover, there is no explicit
expression for the the principal matrix Φ(−ν2) because there is no explicit expression for the heat kernel
of a general Riemannian manifold. In order to solve this problem in more generic class of manifolds, we
essentially follow the idea established for the same problem in one dimension [14] and develop it onto the
particular class of Riemannian manifolds.
4 Main Results
Corollary 2. By Lemma 2, the principal matrix is real symmetric and continuously differentiable matrix-
valued function on the complex plane with ℜ(z) < 0.
Proposition 4. (Theorem II.6.8, [30]) Let T (k) = (tij(k))
N
i,j=1 be a real symmetric and continuously
differentiable matrix. Suppose that limk→∞ T (k) = diag(a1, a2, . . . , aN ). Then, the following holds:
(i) There exist N continuously differentiable functions τi(k) that represent the repeated eigenvalues of
the matrix T (k).
(ii) limk→∞ τi(k) = ai for all i = 1, . . . , N .
Lemma 3. Let
Tij(−ν2) = 1
g(−ν2) Φij(−ν
2) =


1
1
2π log ν/µi
Φij(−ν2) , for D = 2
1
1
4π (ν − µi)
Φij(−ν2) , for D = 3 ,
(4.1)
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for ν > µi. Then, there exist N continuously differentiable functions ωi(−ν2)/g(−ν2) that represent the
eigenvalues of Tij(−ν2), where ωi(−ν2) is the eigenvalue of the matrix Φij(−ν2). Moreover, lim
ν→∞
ωi(−ν2)
g(−ν2) =
1 for all i.
Proof. Since the principal matrix Φ is symmetric, continuously differentiable matrix, so is T for ν > µi.
The off-diagonal elements of the principal matrix Φ(−ν2) vanishes as ν → ∞. This can be easily seen
by Lebesgue dominated convergence theorem so that the order of limit and integral can be interchanged.
This is possible since the term Kt(ai, aj) e
−tν2 is dominated by the upper bounds of the heat kernel (2.8)
and (2.9) multiplied by e−µit for all t and ν > µi 6= 0. Therefore, we obtain limν→∞Φij(−ν2) = 0 for
i 6= j. Hence, limν→∞ Tij(−ν2) = 0 for i 6= j.
Using the lower bound of the diagonal heat kernel (2.10), we can find the lower bound of the diagonal
part of the principal matrix. It is easy to find the lower bound of the principal matrix for three dimensions
due to the explicit expression of the heat kernel (2.11) for D = 3. However, we need to estimate the closed
expression of the heat kernel for the two dimensional hyperbolic manifolds given in (2.11). The diagonal
lower bound for two dimensional hyperbolic manifolds of sectional curvature −κ2 is given by [37]
Kt(x, x) ≥ 1
8(4π)3/2
e−κ2t/4
t
√
1 + κ2t
, (4.2)
for all t > 0 and x ∈ M . The constant factor in the above upper bound is not crucial for our purpose
here (which was also absent in [37]). Using 1
t
√
1+κ2t
≥ κ2
(1+κ2t)3/2
for all t > 0 together with the integral
representation of the complementary error function erfc (entry 3.369 in [38])∫ ∞
0
e−at
(b+ t)3/2
dt =
2√
b
− 2√πaeab erfc(
√
ab) , (4.3)
for all a, b > 0, we obtain
Φii ≥


1
32π
(φ(ν)− φ(µi)) , for D = 2
1
4π
(√
ν2 + κ2 −
√
µ2i + κ
2
)
, for D = 3 ,
(4.4)
where φ(x) =
√
x2
κ2
+ 14 e
x2
κ2
+ 1
4 erfc(
√
x2
κ2
+ 14). This shows that Φii → ∞ as ν → ∞. We can find
the asymptotic behaviour of the diagonal principal matrix Φii as ν → ∞ as follows. Since the major
contributions to the integral come from the neighbourhoods around t = 0, it is natural to use the short
time asymptotic expansion of the diagonal heat kernel (2.7) to get
Φii(−ν2) ∼


1
2π
log ν/µi , for D = 2
1
4π
(ν − µi) , for D = 3 ,
(4.5)
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as ν →∞. This motivates us to define a modified matrix (4.1). Then, limν→∞ Tij(−ν2) = diag(1, . . . , 1)
so that it satisfies the hypothesis of the Theorem 4, so that the eigenvalues of the principal matrix Φ
tends asymptotically to a positive function g for large values of ν and this completes the proof.
Lemma 4. If Φ(−ν2∗) is negative definite with some ν∗ > 0, then we have N bound states.
Proof. Due to the Lemma 3, ωi(−ν2) > 0 for large enough ν. According to the assumption of the lemma,
ωi(−ν2∗) < 0 for all i, then there exist at least N number of νi such that ωi(−ν2i ) = 0 for all i due to the
intermediate value theorem. Hence, it implies that det Φ(−ν2i ) = 0, so that −νi2 is an eigenvalue. The
monotonic behaviour of ωi’s guarantees that there exists exactly N number of νi such that ωi(−ν2i ) = 0
for all i.
Let d = min
1≤i,j≤N
{d(xi, xj); i 6= j} and µ = min
1≤i≤N
µi. Using Lemma 4 and the following Gerschgorin’s
theorem, we can prove our main theorem. In particular, if we restrict the class of Cartan-Hadamard
manifold to the hyperbolic spaces of sectional curvature −κ2, we obtain an explicit criterion for the
existence of N bound states in terms of d, µ and κ:
Proposition 5. (Theorem 6.1.1, [39]) All eigenvalues of a matrix T are contained in the union of
Gerschgorin’s disks
Gi =

z ∈ C; |z − Tii| ≤
∑
j 6=i
|Tij |

 (4.6)
for i = 1, . . . , N .
The following theorem is one of the main results in this paper:
Theorem 3. (i) If there exists ν∗ > 0 such that
Φii(−ν2∗) +
∑
j 6=i
|Φij(−ν2∗ )| < 0 , (4.7)
then there are N bound states.
In particular,
(ii) If
exp
(
d
√
κ2 + µ2 − 1
) (sinhκd
κd
)
> (N − 1) , (4.8)
holds in H3, then there are N bound states.
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(iii) If either
1
2
+
√
µ2
κ2
+
1
4
≥ e and (N − 1) < κd
2e
(
1
2
+
√
µ2
κ2
+
1
4
)
(4.9)
or
1
2
+
√
µ2
κ2
+
1
4
< e and (N − 1) < κd
2
log
(
1
2
+
√
µ2
κ2
+
1
4
)
. (4.10)
holds in H2, then there are N bound states.
Proof. Let
Gi(−ν2) =

Φii(−ν2)−∑
j 6=i
|Φij(−ν2)|, Φii(−ν2) +
∑
j 6=i
|Φij(−ν2)|

 . (4.11)
Then, Gerschgorin’s theorem implies that ωi(−ν2) ∈ ∪Nj=1Gj(−ν2) for all i. Thus, all the eigenvalues
ωi(−ν2∗) are negative and the hypothesis of Lemma 4 holds, which then proves the statement (i).
The statement (ii) can be proved as a corollary of (i). Let us first notice that max
1≤i≤N
Gi(−ν2) ≤
max
1≤i≤N
Φii(−ν2) + (N − 1) max
1≤i≤N
max
1≤j 6=i≤N
|Φij(−ν2)|. For this to be negative, it is necessary that the first
term max1≤i≤N Φii(−ν2) must be negative. For the three dimensional hyperbolic spaces H3κ, it is easy to
see that imposing the following condition
(√
κ2 + ν2 −
√
κ2 + µ2
)
+ (N − 1)

κ exp
(
−d√κ2 + ν2
)
sinhκd

 < 0 (4.12)
implies the condition (4.7) for the principal matrix (2.14) at z = −ν2. In order to find the sufficient
criterion for this to be negative, we must necessarily have ν < µ. For this reason, let us define the
function F1(ν) to be the right-hand side of (4.12). Let νc satisfies F
′
1(νc) = 0. Since F
′′
1 (ν) > 0, we obtain
that
inf
0<ν<µ
F1(ν) =


F1(µ) , if νc ≥ µ
F1(νc) , if 0 ≤ νc < µ ,
F1(0) , otherwise
(4.13)
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Using this, we can see that inf0<ν<µ F1(ν) < 0 if and only if
(N − 1) < exp
(
d
√
κ2 + µ2 − 1
) sinhκd
κd
. (4.14)
Thus, we arrive at the claimed inequalities given in the statement (ii).
For two dimensional hyperbolic spaces H2κ, if we impose the condition[
ψ
(
1
2
+
√
ν2
κ2
+
1
4
)
− ψ
(
1
2
+
√
µ2
κ2
+
1
4
)]
+ (N − 1) Q
1
2
+
√
ν2
κ2
+ 1
4
(cosh κd) < 0 , (4.15)
it implies (4.7) for the principal matrix (2.15) at z = −ν2 since digamma function ψ(x) is an increasing
function for all real positive x whereas the Legendre function of second type Qλ(x) is decreasing function
for all real x > 1. Similar to the three dimensional case, we must necessarily have ν < µ since Qλ is
always positive. We first find an upper bound to the first term in the left hand side of the inequality
(4.15) using the integral representation (2.16) and the bound 11−e−t ≥ 1t for all t (Note that the difference
of the exponentials are always negative due to ν < µ). Similarly, we can also find an upper bound for
the Legendre function of second type in the second term of the inequality (4.15) by using its integral
representation (2.17) together with the bound cosh r − cosh a ≥ 12 (r2 − a2). Hence, imposing
log

 12 +
√
ν2
κ2
+ 14
1
2 +
√
µ2
κ2
+ 14

+ 2(N − 1)
κd
1
1 +
√
ν2
κ2 +
1
4
< 0 (4.16)
implies (4.15). Here we have used the integral representation [29] of modified Bessel function of the third
kind K0(x) =
∫∞
1 e
−xt/
√
t2 − 1 dt and the upper bound for it K0(x) < e−x/2x/2 < 1x/2 for all real x > 0,
which was proved in our earlier work [8]. It is hard to find the infimum of the left-hand side of (4.16), so
we use the simplified and the following less sharper bound to (4.15):
log
(
t(ν)
t(µ)
)
+
c(N − 1)
t(ν)
< 0 , (4.17)
where we have defined t = t(ν) = 12 +
√
ν2
κ2
+ 14 and c = 2/κd. Similar to the three dimensional case, we
define the function F2(ν) to be the left-hand side of the above inequality (4.17)
F2(ν) = f(t) = log(t/t(µ)) +
c(N − 1)
t
. (4.18)
Then, it is easy to find the infimum of the function F2(ν):
inf
0<ν<µ
F2(ν) = inf
t(0)<t<t(µ)
f(t) =


f(t(µ)) , if tc ≥ t(µ)
f(tc) , if t(0) = 1 ≤ tc < t(µ) ,
f(t(0)) , otherwise ,
(4.19)
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where tc = c(N − 1) is the solution of f ′(tc) = 0. This infimum of F2(ν) is negative for some ν if and only
if either (4.9) or (4.10) holds, then there exists N bound states.
Remark 4. Let us consider the limiting case, where the sectional curvature−κ2 of the hyperbolic manifolds
approaches zero. In order to compare the result with the flat space results, we consider for simplicity
two point δ-interactions with the same strength (µ1 = µ2 = µ). From the explicit bounds given in
the statements (ii) and (iii) converge to the bounds µd > 2e in two dimensions and µd > 1 in three
dimensions as κ→ 0. These results are pretty consistent with the ones given in the Proposition 3 except
that the two-dimensional results are slightly different. However, this is due to the estimations that we
made in order to be able to find an analytical result. Furthermore, for N = 1 we always have one bound
state no matter how small κ and other parameters are.
Actually, similar criteria can also be found for compact manifolds with Ricci tensor bounded from
below and Cartan-Hadamard manifolds by using the heat kernel upper and lower bounds (3), (2.8) and
(2.9). However, the results would depend on the unknown coefficients C1, C2, C3 and C4 and this would
not be useful from the physical point of view.
We can also improve the above results by the following proposition, the result of which is not necessary
to understand the next part of the paper.
Proposition 6. Suppose that µj ≥ µ2 > µ1 = µ for all i ≥ 3 (order it by renumbering µi’s) and that
there exists ν∗ > 0 such that Φ11(−ν2∗) < 0, Φ22(−ν2∗) < 0, and
(
Φ11(−ν2∗) + Φ22(−ν2∗)
)−
[ (
Φ11(−ν2∗)− Φ22(−ν2∗)
)2
+ 4

∑
j 6=k
|Φjk(−ν2∗ )|


2 ]1/2
< 0 , (4.20)
then there exist N bound states.
Proof. We will use Brauer-Cassini’s theorem (Theorem 6.4.7 in [39]): All eigenvalues of Φ are located in
the union of N(N − 1)/2 ovals of Cassini Kj,k
N⋃
j 6=k

z ∈ C|z − Φjj| |z − Φkk| ≤
∑
i 6=j
|Φij |
∑
i 6=k
|Φik|

 . (4.21)
Then, it holds that
N⋃
j 6=k
Kj,k ∩ R ≤ 1
2
(
Φ11(−ν2) + Φ22(−ν2)
)
−
[ (
Φ11(−ν2)− Φ22(−ν2)
)2
+ 4

∑
j 6=k
|Φjk(−ν2)|


2 ]1/2
.
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If the right hand side is negative for some ν∗ > 0, then the assumptions of Lemma 4 holds, so we obtain
the desired result.
This result is stronger than part (i) in Theorem 3 since
Φii(−ν2) +
∑
j 6=i
|Φij(−ν2)| ≤ Φ11(−ν2∗) +
∑
j 6=i
|Φij(−ν2∗)|
≤ 1
2
(
Φ11(−ν2) + Φ22(−ν2)
)−
[ (
Φ11(−ν2)− Φ22(−ν2)
)2
+ 4

∑
j 6=k
|Φjk(−ν2)|


2 ]1/2
.
(4.22)
5 A Relativistic Extension of the Model on R2 and H2
One relativistic extension of the above model on two dimensional Riemannian manifolds was first con-
sidered in [40]. Here we are first going to summarize the basic idea of the construction of the model. In
this model, relativistic Klein-Gordon particles interacts with finitely many localized sources on M . We
use the units such that ~ = c = 1. The second quantized regularized Hamiltonian is formally given by
Hǫ =
1
2
∫
M
d2gx :
[
Π2 + φ(x)
(−∆g +m2)φ(x)] :
−
N∑
i=1
gi(ǫ)
∫
M
d2gx Kǫ/2(ai, x)φ
(−)(x)
∫
M
d2gy Kǫ/2(ai, y)φ
(+)(y) ,
(5.1)
where Π(x) = ∂0φ(x, t) at t = 0 (also φ(x, 0) = φ(x)) and the normal ordering is denoted by colon, and
φ(−)(x) is the positive frequency part of the real bosonic field operator, given in terms of the creation
operator a∗σ (the index σ is the analog of the momentum label in flat spaces):
φ(−)(x) =
∑
σ
a∗σ fσ(x)√
ω(σ)
ω2σ = λ(σ) +m
2 (5.2)
and fσ(x) are the orthonormal complete set of eigenfunctions of Laplace-Beltrami operator in L
2(M),
i.e., −∆gfσ(x) = λ(σ)fσ(x). This is a relativistic many-body problem, where the number of particles are
conserved. Here is the idea of the paper [40]: First, fictitious operators χi obeying ortho-fermion algebra
are introduced
χi χ
∗
j = δijΠ0
χi χj = 0
16
N∑
i=1
χ∗i χi =
N∑
i=1
Πi = Π1 (5.3)
where Π0, Π1 are the projection operators onto no ortho-fermion and 1-ortho-fermion states, respectively.
Then, the following augmented operator is defined in matrix form on the augmented symmetrized Fock
space Fs(H)⊕Fs(H)⊗ CN :
 (H0 − z)Π0
∑
i
∫
M d
2
gxKǫ/2(ai, x)φ
(−)(x)χi∑
j
∫
M d
2
gyKǫ/2(aj , y)φ
(+)(y)χ∗j
∑
k,l
δkl
gk
χ∗kχl

 (5.4)
Then, there are two apparently different but equivalent formula for the projection of the inverse of the
above operator onto no ortho-fermion subspace and gives an explicit formula for regularized resolvent of
our original Hamiltonian:
(Hǫ − z)−1 = (H0 − z)−1 + (H0 − z)−1
N∑
i=1
∫
M
d2gx Kǫ/2(ai, x)φ
(−)(x) Φ−1ǫ (E)
×
∫
M
d2gy Kǫ/2(ai, y)φ
(+)(y) (H0 − z)−1
(5.5)
where the regularized principal operator is defined as
Φǫ =
N∑
i=1
1
gi(ǫ)
χ∗iχi −
N∑
i,j=1
∫
M
d2gy Kǫ/2(ai, y)φ
(+)(y) (H0 − z)−1
×
∫
M
d2gx Kǫ/2(ai, x)φ
(−)(x) χ∗iχj .
(5.6)
After normal ordering the above regularized principal operator and considering the single boson particle
states, and choosing the coupling constants gi(ǫ)
1
gi(ǫ)
=
1√
π
∫ ∞
0
ds e−s
2/4
∫ ∞
ǫ
du esµi
√
u e−um
2
Ku(ai, ai) (5.7)
we obtain a nontrivial limit of the resolvent formula restricted to single boson state:
(H − z)−1 = (H0 − z)−1 +
N∑
i,j=1
(H0 − z)−1φ(−)(ai) Φ−1ij (z) φ(+)(ai)(H0 − z)−1 (5.8)
where
Φij(z) =


1√
π
∫ ∞
0
ds e−s
2/4
∫ ∞
0
du
(
esµi
√
u − esz
√
u
)
e−um
2
Ku(ai, ai) if i = j
− 1√
π
∫ ∞
0
ds e−s
2/4
∫ ∞
0
du esz
√
u e−um
2
Ku(ai, aj) if i 6= j.
, (5.9)
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and µi < m is the experimentally measured bound state energy of the single relativistic boson in the single
ith delta center. In order to prevent pair productions, we must have −m < ℜ(E) < m. The upper bound
must be due to the attractiveness of the potential (see [40] for the details). Similar to the non-relativistic
version of this problem, we have showed that there exists a self-adjoint operator associated with the above
resolvent formula in [10]. Moreover, the eigenvalues ω of the principal matrix flow according to dωdE < 0.
Lemma 5. The principal matrix given in (5.10) for compact manifolds with Ricci tensor bounded from
below and for Cartan-Hadamard manifolds is a matrix-valued holomorphic function on the complex plane,
where ℜ(E) < m.
Proof. In order to show analyticity of the above principal matrix, we first make a change of variable
s = t/
√
u, then we have
Φij(E) =


1√
π
∫ ∞
0
dt
(
eµit − etE) ∫ ∞
0
du
e−t
2/4u e−um
2
Ku(ai, ai)√
u
if i = j
− 1√
π
∫ ∞
0
dt eEt
∫ ∞
0
du
e−t
2/4u e−um
2
Ku(ai, aj)√
u
if i 6= j.
. (5.10)
It is easy to see that u-integrations are uniformly convergent for all t ∈ (0,∞) using Weierstrass’s M test.
Then, the result of u integrations are continuous functions of t. Hence, using the same line of arguments
in the proof the Theorem 2, one can show that all the assumptions of the theorem given in the proof of
Theorem 2 are satisfied.
Lemma 6. Let
Tij(E) =
1
g(E)
Φij(E) =
2π
log
(
m−E
m−µi
) Φij(E) (5.11)
for E is real and E < m. Then, there exist N continuously differentiable functions ωi(E)/g(E) that
represent the eigenvalues of Tij(E), where ωi(E) is the eigenvalue of the matrix Φij(E). Moreover,
limE→−∞ ωi(E)/g(E) = 1 for all i.
The proof is essentially the same as the non-relativistic version of the model.
Theorem 4. (i) If there exists a real E = E∗ and E∗ > µi, and −m < E∗ < m such that
Φii(E∗) +
∑
j 6=i
|Φij(E∗)| < 0 , (5.12)
then there are N bound states.
(ii) If
(N − 1) < d (m− µ)
e
(5.13)
holds in R2, then there are N bound states.
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(iii) If either
√
m2 + κ2/4 − µ ≥ e (
√
m2 + κ2/4−m) and (N − 1) < d
24(4π)3/2
(
√
m2 + κ2/4− µ)
e
(5.14)
or
(
√
m2 + κ2/4− µ) < e(
√
m2 + κ2/4−m) and
(N − 1) < d (
√
m2 + κ2/4−m)
24(4π)3/2
log(
√
m2 + κ2/4− µ
(
√
m2 + κ2/4−m)) (5.15)
holds in H2, then there are N bound states.
Proof. The proof of part (i) is the same as that of the part (i) of Theorem 3. The principal matrix in R2
is given by
Φij(E) =


1
2π
log
(
m− E
m− µi
)
if i = j
− 1
2π
∫ ∞
0
ds
e−dij(m
√
s2+1−Es)
√
s2 + 1
if i 6= j.
. (5.16)
We first find an upper bound on the off-diagonal term |Φij|
|Φij(E)| ≤ 1
2π
∫ ∞
0
ds e−dij(m−E)s =
1
2πdij(m−E) ≤
1
2πd(m −E) . (5.17)
If we impose the condition
1
2π
log
(
m− E
m− µ
)
+
(N − 1)
2πd(m− E) < 0 , (5.18)
it implies (5.12) for the principal matrix (5.16). Since the left-hand side of the above inequality (5.18) is
the same as (4.17) except for the form of the function t(ν) and c. Hence, the result is straightforward.
An upper bound of the heat kernel on H2 has been calculated in [37] without the constant coefficient
since it was irrelevant for their purposes. If we follow the same line of arguments in the proof, it is not
difficult to compute the constant sharply and obtain
Kt(x, y) <
4
√
2e−3/8(16
√
2 + 4
√
π)
(4π)3/2
(1 + κd(x, y))
exp
(
−d2(x,y)4t − κd(x,y)2 − κ
2t
4
)
t
√
1 + κd(x, y) + κ2t
<
3
t
exp
(
−d
2(x, y)
4t
− κ
2t
4
)
,
(5.19)
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for all x, y ∈ M and t > 0. By changing the variable s = t/√u in the off-diagonal part of the principal
matrix and using the above bound for the heat kernel we get
|Φij(E)| ≤ 6
∫ ∞
0
ds e−d(ai,aj)s(
√
m2+κ2/4−E) =
6
d(ai, aj)
(√
m2 + κ2/4− E
) . (5.20)
Using the lower bound of the heat kernel (4.2) and the fact that (1 + κ2t)−1/2 ≤ e−κ2t/2 for the diagonal
part of the principal matrix, and imposing the condition
1
4(4π)3/2
log
(
E −
√
m2 + κ2/4
µ−
√
m2 + κ2/4
)
+
6(N − 1)
d
(√
m2 + κ2/4− E
) < 0 , (5.21)
it implies (5.12). The function on the left-hand side of the inequality is the same as in (4.17) except for
the form of t(ν) and c, so the result is immediate.
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Appendix A: A Proof of Theorem 1
It is well-known that Laplacian △g is essentially self-adjoint on complete Riemannian manifolds without
boundary so there exists a unique self-adjoint extension of the Laplacian. Since the interaction term
in Hǫ is a bounded finite rank symmetric perturbation to the Laplacian, Hǫ is self-adjoint on the same
domain of the Laplacian. We first find the resolvent associated with the regularized Hamiltonian (2.3).
Let K˜ǫ(x, ai) =
√
λi(ǫ) Kǫ(x, ai). This rescaling is necessary to preserve the symmetry property of the
integral kernel. Then, a simple computation from the inhomogenous equation (Hǫ − z)ψ = f for some z,
ℑ(z) 6= 0 shows that
ψ(x) =
∫
M
R0(x, x
′)
(
N∑
i=1
(K˜iǫ, ψ) K˜ǫ(x
′, ai) + f(x′)
)
dDg x
′ , (A-1)
where (K˜iǫ, ψ) =
∫
M K˜ǫ(x, ai)ψ(x) d
D
g x. If we multiply the above equation by K˜ǫ(x, aj) and integrate
with respect to x, we get
N∑
j=1
Aǫij(z) (K˜
j
ǫ , ψ) =
∫∫
M2
R0(x, x
′|z)K˜ǫ(x, ai)f(x′) dDg x dDg x′ , (A-2)
for all i = 1, . . . , N . Here we have defined
Aǫij(z) =


1−
∫∫
M2
R0(x, x
′|z)K˜ǫ(x, ai)K˜ǫ(x′, ai) dDg x dDg x′ if i = j
−
∫∫
M2
R0(x, x
′|z)K˜ǫ(x, ai)K˜ǫ(x′, aj) dDg x dDg x′ if i 6= j.
. (A-3)
Solving (K˜iǫ, ψ) from (A-2) and substituting this back into (A-1), we obtain
ψ(x) =
∫
M
R0(x, x
′|z)f(x′) dDg x′ +
N∑
i,j=1
∫∫∫
M3
R0(x, y|z)K˜ǫ(y, ai)
[
A−1(z)
]
ij
× K˜ǫ(x′, aj)R0(x′, y′)f(y′) dDg x′ dDg y dDg y′
. (A-4)
Inserting an N ×N diagonal matrix EE−1 before and after the matrix A−1, where Eij =
√
λi(ǫ)δij , yields
ψ(x) =
∫
M
R0(x, y|z)f(y) dDg y +
N∑
i,j=1
∫∫∫
M3
R0(x, y
′|z)Kǫ(y′, ai)
[
Φ−1(z)
]
ij
× Kǫ(x′, aj)R0(x′, y)f(y) dDg x′ dDg y′ dDg y ,
(A-5)
where
Φǫij(z) =


1
λi(ǫ)
−
∫∫
M2
R0(x, x
′|z)Kǫ(x, ai)Kǫ(x′, ai) dDg x dDg x′ if i = j
−
∫∫
M2
R0(x, x
′|z)Kǫ(x, ai)Kǫ(x′, aj) dDg x dDg x′ if i 6= j .
(A-6)
The resolvent (A-5) has a nontrivial limit if and only if the diagonal terms of Φ converge to a nontrivial
limit as ǫ→ 0+. For this reason, one can choose the coupling constants λi(ǫ) as in (2.4) so that the limit
of the resolvent (A-5) converges to (2.5). Here the above matrix (A-6) converges to the matrix (2.6),
called principal matrix.
However, it is not obvious at this stage that the operator R obtained from the above limiting procedure
is actually a resolvent of a densely defined closed operator. In Euclidean case, one can prove that the
operator R given in (2.5) is the resolvent of a closed operator by first going to Fourier space and then
showing that the limit is injective [1] since the pseudo-resolvent is a resolvent of a closed operator if and
only if ker(R) = {0}, where ker(R) is the null space or the kernel of the resolvent R. Therefore, we can
write R(z) = (H − z)−1. As a consequence of this result and the property of the resolvent R(z)∗ = R(z¯)
from its explicit expression (2.5) and the symmetry property of the heat kernel, it is easy to see that H
is self-adjoint (H∗ − z¯ = (H − z)∗ = (R−1(z))∗ = (R(z)∗)−1 = R(z¯)−1 = H − z¯, where ∗ denotes the
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adjoint). Then, it can be shown that the sequence of Hǫ operators converges to H in the strong resolvent
sense [2].
Unfortunately, Fourier transform on a general Riemannian manifold is absent. Nevertheless, using
the Corollary 9.5 in [41], it is possible to prove that there exists a densely defined closed operator H
associated with the resolvent (2.5) [10]. For convenience of the reader, we give the statement of that
corollary: Let Λ be an unbounded subset of C. Then, R(z) associated with the above resolvent (2.5)
is a pseudo resolvent on Λ. Moreover, if there is a sequence Ek such that |Ek| → ∞ as k → ∞ (for
instance, choose Ek = −k|E0| ∈ Λ, where E0 is chosen to be below the lower bound E∗ on the ground
state energy which has been found in [9]) and limk→∞−EkR(Ek)ψ = ψ for all ψ ∈ H, then R(z) is the
resolvent of a unique densely defined closed operator H. Then, self-adjointness of H follows immediately
from symmetry property as we have shown in the above paragraph. Hence, the sequence of the operator
Hǫ converges to the operator H in the strong resolvent sense, and this completes the proof. Actually,
the existence of the self-adjoint Hamiltonian operator can also be proved using Trotter-Kato theorem [42]
and this is discussed for this model and its many-body version on flat spaces in [43].
Appendix B: A Proof of the Proposition 1
It is well known [44] that the spectrum of the Laplacian on compact connected Riemannian manifolds
without boundary only consists of the point part, i.e., σ(−△g) = {0 = σ0 ≤ σ1 ≤ . . .}, with σl tending to
infinity as l→∞ and each eigenvalue has finite multiplicity. In order to show that the Hamiltonian H is
a compact perturbation of the free Hamiltonian, we first note that if (H − z)−1 − (H0 − z)−1 is compact
for some z ∈ ρ(H) ∩ ρ(H0), where ρ denotes for the resolvent set, it holds for all z ∈ ρ(H) ∩ ρ(H0)
by Lemma 4 in chapter XIII.4 [11]. Hence it suffices to prove it for a particular z. For that reason,
let us choose z = −E + iǫ, where E is real and sufficiently large positive and ǫ > 0. Then, compute
Tr[(H − z)−1 − (H0 − z)−1] for any orthonormal basis {φn} in L2(M)
∑
n
N∑
i,j=1
(∫
M
φn(x)R0(x, ai| − E + iǫ) dDg x
)
[Φ−1(−E + iǫ)]ij
×
(∫
M
φn(y)R0(y, aj | − E + iǫ) dDg y
)
.
(B-1)
Using the Cauchy-Schwarz inequality and the fact that R0(x, ai|z) =
∫∞
0 Kt1(x, ai) e
zt1 dt1 (similarly for
R0(y, aj |z)) for ℜ(z) < 0, the above term is less than or equal to
N2 max
1≤i,j≤N
[(∫ ∞
0
Ku1(ai, ai) e
−u1E sinu1ǫ
ǫ
du1
)1/2
|[Φ−1(−E + iǫ)]ij |
×
(∫ ∞
0
Ku2(aj , aj) e
−u2E sinu2ǫ
ǫ
du2
)1/2 ]
,
(B-2)
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where we have used the semi-group property of the heat kernels and made change of variables t1+ t2 = u,
t1 − t2 = v. One can then easily show that the above integrals are finite due to the upper bound of the
heat kernel (2.9). Let us now recall the following fact (Corollary 5.6.13 in [39]): Let A be N ×N matrix,
and let η > 0 be given. Then, there is a constant C = C(A, η) such that |(Ak)ij | ≤ C(ρ(A) + η)k for all
k = 1, 2, . . . and all i, j = 1, 2, . . . , N , where ρ(A) is the spectral radius of the matrix A. Let A = Φ−1
and k = 1, then |[Φ−1(−E + iǫ)]ij | ≤ C(ρ(Φ−1) + η) ≤ C(||Φ−1(−E + iǫ)||+ η). Let Φ = D−K, where D
is the diagonal part of the matrix Φ. Then, Φ−1 = (1−D−1K)−1 D−1. Therefore, the principal matrix Φ
is invertible if and only if (1−D−1K) has an inverse. The matrix (1−D−1K) is invertible if ||D−1K|| < 1.
Then, the inverse of Φ can be written as a geometric series Φ−1 = (1 + (D−1K) + (D−1K)2 + . . .) D−1
from which we get ||Φ−1|| ≤ 1
1−||D−1K|| ||D−1||. If we choose E sufficiently large that ||D−1K|| = 1/2 we
find ||Φ−1(−E + iǫ)|| ≤ 2||D−1(−E + iǫ)||, which is bounded from above by Lemma 1. Hence, we show
that the operator (H − z)−1 − (H0 − z)−1 is trace class so it is compact for sufficiently large values of E
(hence for all z ∈ ρ(H) ∩ ρ(H0)). Since there are points of ρ(H0) in both upper and lower half-planes,
σess(H) = σess(H0) = ∅ due to the Weyl’s essential spectrum theorem [11].
Appendix C: A Proof of the Theorem 2
Since the point spectrum of the self-adjoint operator H is given by the set of real numbers such that
the resolvent of that operator does not exist, the resolvent formula (2.5) shows that its negative poles
can only occur when the principal matrix is noninvertible, i.e., the solution to the characteristic equation
detΦ(ν) = 0 contributes to the negative part of the point spectrum of H, whereas the free resolvent
has positive real poles. Since the positive part of the point spectrum is due to the free Hamiltonian, we
interpret the negative part of the point spectrum as bound states.
Let z = −ν2k be one of the negative isolated poles of the resolvent. Then, the orthogonal projection
onto the subspace ker(H + ν2k) is given by the Riesz integral representation for H [11]:
Pk = − 1
2πi
∮
Γk
dz R(z) , (C-1)
where Γk is an admissible contour enclosing only the isolated pole −ν2k. Since the principal matrix is
symmetric (self-adjoint) on the real axis, we can write the spectral decomposition of it. Moreover, we
can use the fact that Φ is holomorphic so that there exists holomorphic family of projection operators
on the complex plane [30]. Hence, the spectral resolution of the inverse principal matrix exists and given
by Φ−1ij (z) =
∑
n
1
ωn(z)
Pn(z)ij , where Pn(z)ij = A¯
n
i (z)A
n
j (z), and A
n
i (z) is the normalized eigenvector
corresponding to the eigenvalue ωn(z). Above contour integral can be calculated from residue theorem
and Feynman-Hellmann theorem [34, 35] (actually this theorem is also stated without referring Feynman-
Hellmann in [30]), from which we can find the wave function (2.18) associated with the pole −ν2k . After
a tedious but straightforward computation, we find that the eigenvalues flow according to dωndν > 0 as a
consequence of Feynman-Hellmann theorem and positivity of the heat kernel (see the details in [9]). Since
bound states are obtained from the zeros of the eigenvalues of the principal matrix, namely, ωn(−ν2k) = 0,
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there is a unique solution for each ωn(−ν2) due to its monotonic behavior. Hence, each eigenvalue ωn
has at most one zero in (0,∞). This implies that there can be at most N zeroes of the eigenvalues, say
ν1, . . . , νN , i.e., there can be at most N negative eigenvalues of H.
Let E = ν2k be an eigenvalue of H. Suppose that this eigenvalue does not coincide with the poles
of the free resolvent. Then, from the explicit expression of (2.18), the wave function associated with
this positive isolated pole can not be in L2(M) unless it is identically zero. This proves the absence of
nonnegative eigenvalues coming from the principal matrix Φ.
Nondegeneracy of the ground state and the positivity of its eigenfunction follows from the Perron-
Frobenius theorem [9].
Appendix D: A Proof of Proposition 3
Let us first prove the two dimensional case. Using the well-known explicit expression of the heat kernel
in R2, the principal matrix Φ restricted to the negative real axis z = −ν2 is
Φij(−ν2) = 1
2π
log(ν/µi)δij − (1− δij) 1
2π
K0 (νdij) , (D-1)
whereK0 is the modified Bessel function of the third kind, or Macdonald’s function [29] and dij = |ai−aj|.
The characteristic equation for N = 2 yields log(ν/µ1) log(ν/µ2) = K
2
0 (νd). Let x = νd, α1 =
1
µ1d
and α2 =
1
µ2d
, so that it becomes
log(α1x) log(α2x) = K
2
0 (x) . (D-2)
in the dimensionless variables. Although the roots of the above transcendental equation (D-2) can not be
analytically found, we can at least determine how many roots (bound states) we have and what sufficient
conditions must be met for the maximum number of roots. The left hand side of (D-2) is a positive
decreasing function when 0 < x < 1α1 and a positive increasing one when x >
1
α2
, whereas it has one
zero at x = 1√α1α2 . Hence, log(α1x) log(α2x) has a local minimum at x =
1√
α1α2
. No matter how α1
and α2 are chosen, we expect that there is at least one root because the function on the left-had side
of (D-2) eventually intersects the monotonically positive decreasing function on the right-hand side of it
(K20 (x) ∼ π2xe−2x (1 +O(1/x)) as x → ∞). This tells us that there exists at least one bound state. We
may have a second root if we impose the condition that log2(αx) is able to exceed the function K20 (x)
near x = 0. Therefore it is necessary to impose (D-2) for x < 1/α1 in order to get a second bound state.
Using the asymptotic expansion of the Bessel function K0(x) [29]
K0(x) ∼ − log(x/2) as x→ 0 , (D-3)
and imposing (D-2) near x = 0, we obtain the claimed condition d > 2√µ1µ2 .
The principal matrix restricted to real negative energies in R3 is given by
Φij(−ν2) = 1
4π
(ν − µi)δij − (1− δij) 1
4π
e−νdij
dij
. (D-4)
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Then, the characteristic equation for N = 2 leads to
(ν − µ1)(ν − µ2) = 1
d2
e−2dν . (D-5)
Introducing the dimensionless variables x = νd, α1 = µ1d, and α2 = µ2d, the above equation simply
becomes (x−α1)(x− α2) = e−2x. We can assume that α1 < α2 without loss of generality. The left-hand
side of this equation is a parabola whose zeroes are α1 and α2. If the exponential function on the right-
hand side at x = 0 is less than the value of the function at x = 0 on the left-hand side, then there are
two roots (bound states) of this equation. This means that if we impose LHS(0) > RHS(0), we arrive
at the claimed condition d > 1√µ1µ2 .
Actually, we can also obtain the above conditions by following the same arguments developed in
Section 4 (the infimum of the functions are very easy to find).
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