Abstract. The objective of this paper is to give an overview of the optimization strategies that are required when designing chemical processes in which the existence of regions of feasible steady-state operation must be ensured in the face of parameter variations. Two major areas are considered: optimal design with a fixed degree of flexibility, and design with optimal degree of flexibility. For the first area the problems of multiperiod design, and design under uncertainty are analyzed. For the second area the problem of deriving an index of flexibility in the context of multiobjective optimization is discussed. As shown in the paper, the major challenge in these problems lies in the development of efficient solution procedures for large scale nonlinear programs which are either highly structured, or otherwise involve an infinite number of constraints.
INTRODUCTION
Flexibility is one of the main concerns in the design of chemical plants.
The reason is that for a design to be useful in practice it is essential that the plant be able to satisfy specifications and constraints despite variations that may occur in parameter values during operation. For example, in practice it is quite likely that the amount and quality of the feedstreams to the process will vary during operation. This aspect will be particularly critical when the plant has to process alternate feedstocks as is commonly the case in many chemical processes (see for instance Draaisma and Mol. 1977; Rhoe and de Blingiers. 1979) .
Other examples of changes that often occur during plant operation include variations in the ambient temperature, deactivation of catalysts, fouling of heat exchangers, and wearout of mechanical equipment such as pumps and compressors. Therefore, it is clear that at the design stage some degree of flexibility must be introduced to ensure that the plant will be able to cope with uncertain parameters during operation.
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The usual approach that is used in practice is to The main difficulty that arises in the solution of this multiperiod problem is the , fact that the number of decision variables can become rather large as the number of periods N increases.
This implies that the computational burden that would be required by using current nonlinear programming algorithms could become excessive, and also that the numerical solution could be very difficult to obtain. However, it should be noted that problem (1) has a very special structure. Firstly, the objective function is separable in the design variables and in the N periods of operation.
Secondly, since the variables x 1 , z\ t 1 , are associated with the corresponding period i, the constraints have a bordered block-diagonal structure, where the coupling variables are given by the vector d. and the coupling constraints by the vector r. Therefore, it is clear that an efficient optimization algorithm ought to take advantage of this structure in order to reduce the computational requirements. As will be shown in the next section algorithms can be developed that accomplish this goal. Note that problem (2) also has a block-diagonal structure, but it involves coupling in the variables d only and no coupling in the constraints. Although at first sight this problem appears to be too specific, it turns out to be one of the underlying formulations for solving design problems under uncertainty as will be shown later in the paper. Furthermore, the formulation in (2) still has a wide applicability in deterministic multiperiod design problems.
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Fig. 1. Block-diagonal structure of the constraints in problem (2).
The decomposition technique proposed by Grossmann and Halemane (1980) exploits two basic features in this design problem. The first one is the block-diagonal structure in the constraints which is shown in Fig. 1 . Since the objective function C is separable in the N periods, this implies that if the vector d is fixed, the optimization problem decomposes in N uncoupled subproblems. each having as decision variables the control variables z 1 , i=1,2,...N. The second feature that is exploited, and which is strictly heuristic in nature, is that many of the inequality constraints become active at the solution.
Clearly, this feature cannot be expected to hold necessarily for any arbitrary mathematical problem. However, in the context of multiperiod chemical plant design this condition seems to hold true in general. The main reason for this is that cost functions tend to be monotonic. and therefore, the optimal solutions commonly lie at the boundary of the feasible region (Westerberg and Debrosse, 1973) . Another important reason is that in the formulation of multiperiod problems it is necessary to treat most of the output variables of the process in the form of inequalities in order to introduce a positive number of degrees of freedom (see Grossmann and Sargent, 1979) . Since these output variables (e.g. production rates, purity specifications, target temperatures and pressures) are normally fixed for the single period problem, they will have a high tendency to become active at the solution. In fact, the observation that many inequalities do become active at the solution has been confirmed numerically in a number of example problems (see Grossmann and Halemane, 1980) . The main steps involved in the projectionrestriction strategy, which is based on some ideas proposed by Grigoriadis (1971) and Ritter (1973) for linearly constrained problems, are as • follows:
Step 1 
. i*1.2.~N where z^ is the redefined vector of control variables which results from eliminating the vector z^ of n^ elements, and x 1 is the expanded vector of state variables.
Step 4 -Solve the restricted problem:
Step 5 -Return to Step 2 and iterate until no further changes occur in the values of the variables d and in the active set of constraints.
Note that in
Step 4 the projection-restriction strategy really consists in solving problem (2) simultaneously for all variables, but in general with a much smaller number of decision variables, since many of these get eliminated by the active constraints determined in Step 2. Clearly, the effectiveness of this strategy relies heavily on the number of inequality constraints that actually become active at the solution.
Also, it should be noted that for effective implementation of this procedure it is necessary to find an initial feasible point in Step 1 efficiently, and to ensure nonsingularity in the redefined system of equation h' in Step 3. For the first point Grossmann and Halemane (1980) have suggested an alternate optimization scheme of design and control variables in which the sum of squares of violation of constraints is minimized. For the second point, they perform an analysis on the reduced jacobian of the system of equations to determine its maximum rank. This scheme allows one to incorporate only those active inequalities that lead to a nonsingular system of equations (see Halemane and Grossmann. 1981b Grossmann and Sargent (1979) . Since the variables d are defined by expressions of the form d . -max {c }, where c is the i'th capacity required for period i, the standard procedure is to replace them by inequalities to avoid discontinuous derivatives. However, since in problem (2) the lengths of the time periods are fixed it is very common that a given period i will define the bottleneck for a given capacity variable d . Since by solving the projection step the periods where the bottlenecks occur can be identified, one can replace each design variable d by the dominant capacity, which in turn reduces the problem size in the restriction step, particularly if the majority of the design variables are capacity variables. However, it is clear that this procedure will only work if the periods where bottlenecks occur remain the same in the restriction step, and therefore caution should be exercised when using this procedure.
Future directions. It is clear that the next step in the area of multiperiod design problems would be to derive a decomposition strategy for problem (1) which involves the coupling constraints r. This would be an important development since that structure would fit the multiproduct batch plant design problem (Grossmann and Sargent, 1979) . It is interesting to note that if only a few variables occur in the constraint r, for instance the lengths of periods t. one could still apply the projection-restriction strategy if those variables are treated as design variables. However, this would increase the number of decision variables in the restriction step, and therefore, an extension of the projection-restriction strategy for this case would seem to be worth exploring.
Design under Uncertainty
In chemical plant design there are usually a number of parameters for which there is considerable uncertainty in their actual values. For instance, these parameters can correspond to internal process parameters such as transfer coefficients, reaction constants, efficiencies or physical properties. In addition, the uncertain parameters can also be external to the process such as specifications in the feedstreams. utility streams, environmental conditions or economic cost data. There have been several approaches to the problem of design under uncertainty reported in the literature. They differ from eacn other in terms of problem formulation as well as solution strategies, since in principle the problem of design under uncertainty is not welldefined. Some authors consider the probability distribution of the parameters as either known or predictable, and minimize the expected value of cost. Another approach consists in transforming the problem into a deterministic one, assuming that the parameters vary within bounded ranges of values that are soecified by the designer or by a statistical analysis. As it will be shown in the next section, this latter approach can be regarded as a generalization of the multiperiod problem if the control variables are allowed to be adjusted for the different parameter realizations in order ro achieve feasible operation. However, it is worthwhile to first present a brief review on the extensive previous work that has been published on the problem of design under uncertainty.
In the earlier work, the stochastic approach was the one that was most frequently used. For instance, Kittrel and Watson (1966) to be noted that apart from minimizing the cost, the main concern of the design engineer is to ensure feasible steady state operation of the plant for every value of the parameters witnin specified bounds. Grossmann and Sargent (1973) propose a formulation that tries to incorporate this objective. They approximate the expected value of the cost by a weighted average of a finite number of terms, assuming discrete probabilities for a finite set of parameter values. They select the optimum design by minimizing this expected cost subject to maximizing each of the individual inequality constraints with respect to the parameters. In their solution procedure a small set of extreme values of parameters is selected by analyzing the signs of the gradients of each of the individual inequality constraints. and the optimization is performed for this set of parameter values, in the form of a multiperiod design problem. However, t. u .eir approach cannot always guarantee that the extreme values that have been selected will ensure feasibility of operation for all the other parameter values. In the next section the formulation proposed by Halemane and Grossmann (1981c) is presented. This formulation is an extension of the work by Grossmann and Sargent (1978) , and rigorously ensures feasible operation for the specified set of bounded parameter values.
Two-Stage Proqramminq Formulation
Assuming that bounded values of the uncertain parameters are specified in problem (7), the region T that is defined to contain all possible values of these parameters is given by {$ | 6 L * 6 $ 6 U )
where 0 L and 9 U represent given lower and upper bounds on 6. Of course the parameters could also be dependent, in which case they would typically be related by linear constraints. However, for the sake of simplicity in the presentation they will be assumed to be independent.
In order to derive the mathematical formulation it is convenient to consider the design strategy used by Halemane and Grossmann (1981c) as being composed of two stages:
an operating stage and a design stage.
I. Operating stage:
Assuming that a given design d has been selected, it is considered that the plant will be operated optimally while satisfying the constraints of the process for all possible realizations of the parameters in T. Hence, the objective in this stage is to select "Tor every realization 0€T, a control z which is both optimal and feasible.
Clearly, for the given design d and for any value of 6. the state variables can be expressed as an implicit function of the control z from the system of equations of the process.
Since the control variable z should be selected so as to satisfy the specifications given by the vector of inequality constraints, Furthermore, if the optimization is performed for every realization #€T, the average cost of operation will be given by the expected value E {C # (d,0)K II. Design Stage: In order to achieve the basic objective of feasible operation in the region of parameters T, the design variable d must be chosen so as to ensure that for every value of d the control variable z in the operating stage can indeed be selected to satisfy the constraints in (11). Note that an improper selection of d can lead to infeasible operation for some realization of 6, in which case no selection of the control z will exist so as to satisfy the inequality constraints in (11). Furthermore, in order to achieve the optimal design, the design variable d must be selected so as to minimize the expected value of the optimal cost function C*(d.#) over the entire region T.
This strategy for dealing with uncertainties in design can be interpreted qualitatively in the following way. In stage II, the designer selects a design such that if in stage I the operator properly adjusts the controls depending on the realization of the parameter values, feasible and optimal operation of the plant can be achieved within the specified range of parameter values.
Note that the assumption made here is that essentially perfect control of the plant can be achieved, since for instance no noise is assumed in the measurement of the parameters. Although this could clearly be regarded as a limitation of the strategy, it is considered that at the design stage including more detailed information on the control scheme would make the problem virtually unmanageable. Despite the limitation, it is clear that the strong point of the strategy is that it does recognize explicitly that chemical plants can be adjusted during operation to achieve feasibility.
The strategy as stated above can be expressed mathematically as the two-stage programming problem, It is interesting to note that since there is an infinite number of possible realizations for the values of the parameters 6. and since the optimal operation of the plant is implicitly dependent on 6. the overall number of decision variables involved in problem (12) is infinite. This is because for every value of 6 an optimal value of the control variables z is being chosen. Also, note that the feasibility constraint represents an infinite set of constraints since the inequalities in (10) are defined for the infinite set of values #€T. Therefore, problem (12) corresponds to a two-stage nonlinear infinite program. " It is interesting to note that if the feasibility constraint is excluded in (13), the resulting structure of the problem is equivalent to that of the deterministic multi-period problem given by (2). This problem could then be interpreted as one where the plant operates in each period with the parameter value d\ and with the length of each period being proportional to w 1 . Since this problem can be solved very efficiently with .the projection-restriction strategy, a very important question that arises is whether a finite number of points in 0-space can be selected, so that by ensuring feasibility of the design for those points, one " can guarantee that the feasibility constraint in (13) will be satisfied. (1981a,c) , the answer to this problem is given by proving firstly that the feasibility constraint in (13) The feasible region for this set of constraints is shown in Figure 2a for d -1 , and the corresponding function f is shown in Figure 2b . Note that f is nondifferentiable at 6 = 9/5. and that it exhibits two local maxima at 6 = 1 and 6 « 2. It is clear from Figure 2a that the size of the feasible region decreases at both extreme points, 6 » 1 and 6 = 2, and gets enlarged towards the interior point 6 = 9/5. The function f plotted in Figure 2b reflects precisely this information, since y is strictly negative for 1 < 6 < 2, and zero at the two extreme points. Thus, there are in this case two critical points that would have to be considered for design, which are in fact the two extreme points of the parameter 6. 
As shown by Halemane and Grossmann
A direct solution procedure for this optimization problem poses great difficulty since it involves the max-min-max constraint, which as has been shown in the example of Figure 2 involves a non-differentiable global optimization problem (see Danskin, 1967; Demyanov and Malozemov, 1974) . Therefore, in order to derive a reasonable solution procedure it is best to take advantage of the fact that in the convex case feasibility of this constraint can be guaranteed if the constraint functions are forced to be feasible at the vertices of the polyhedron T. Although this procedure would be strictly valid only for the convex case, it may also be valid in some instances when nonconvex constraint functions are involved. functions.
Step 2 
using the projection-restriction strategy for multiperiod-design problems.
Step 3 -Determine the critical parameter values 0 c#k by solving for every vertex 0 1 in T, the problem Given that the objective is to ensure feasibility for all the vertices of the set T, one approach to solve problem (17) would be to reformulate it as a multiperiod problem in which the 2 P parameter vertices are selected as the n points for the design. However, this procedure could clearly become very expensive computationally if the number of parameters p is rather large (e.g. p ^ 4). To circumvent this difficulty. Halemane and Grossmann (1981c) have proposed an iterative multi-period design algorithm that is given by the following steps:
Step 1 -Set k = 0. Choose an initial set T consisting of N vertices where N <? Step 4 This can be achieved with small computing requirements using the procedure suggested by Grossmann and Sargent (1978) , in which each constraint is maximized individually by assuming monotonicity. The gradients of >oQ of each of the individual constraint functions f , j=1.2,...m, with respect to the parameters 6 , k=1,2,...p, are computed at Initial values of d and z, and the signs of these gradients are analyzed. If for each individual constraint function f , the gradient df.ldO^ > 0, the upper bound d u^ is selected for the parameter 6 . whereas if 9f 730 < 0 the lower bound d^ is selected. Clearly, for zero gradients either choice of the bounds is possible. Since each constraint may lead to a different vertex, the set of vertices obtained for all constraints is finally merged into the smaller set of vertices T by using a o set covering formulation (see Garfinkel and Nemhauser, 1972) . It should be noted that if the constraint functions f., are monotonic in the parameters $ , these vertices will correspond to the maximization of individual constraint
•Note that at the termination of this algorithm the design will necessarily be feasible for all values of parameters, because it will be feasible for the critical parameter values. Also, the algorithm has to terminate in a finite number of iterations since there can only be a finite number of critical parameter points. The initial vertices predicted in Step 1 by the method of Grossmann and Sargent (1978) will often yield very good guesses for which only one global iteration in the algorithm may be required. It is also important to note that the minimizations in (19) may not have to be performed until completion for all vertices, as they can be stopped when f reaches a negative value in which case the existence of a non-empty feasible region is detected. Thus, by the above considerations this algorithm should provide in general a more efficient method of solution than the case when all the vertices are included in problem (18). Halemane and Grossmann (1981c) have applied this algorithm to two example problems, each one involving five uncertain parameters: a heat exchanger network and a reactor with a cooler.
The computational requirements were modest since no more than two global iterations of the algorithm were required to obtain the optimal and feasible solutions.
The efficiency of the above algorithm could be enhanced further by making use of the following provisions. Firstly, the number of parameter points that must be considered in Step 2 could be kept relatively small at each iteration of the algorithm if some of the vertices are eliminated when new ones are added in Step 3. The obvious criterion would be to discard those vertices that have the smallest negative value of f. since they are the ones that are most likely to remain feasible for small changes in the design vector d. However, there is clearly no guarantee that these vertices would become infeasible in the next iteration in which case they would have to be included in Step 2 again. (Swaney, 1982) indicate that the quality of these bounds is very good. These bounds could be used either as a heuristic to avoid solving (19) in Step 3, or otherwise they could be used within a rigorous bounding procedure since an upper bound y' t can be computed by simply evaluating the constraint functions at the control variables z predicted by (21).
The second provision would be related to the problem of having to solve problem (19) for each one of the vertices of the set T, which can
Unfortunately, numerical results have indicated that the quality of these upper bounds is not very good.
Further investigation would be required to test the effectiveness of this procedure.
Discussion on locating critical parameter points
Clearly one of the major difficulties involved in the problem of design under uncertainty is the selection of a finite number of critical points whose feasibility will ensure feasibility for the whole set of parameters T. Ideally, one would like a procedure by which the critical parameters could be predicted a priori.
At the simplest level one could think of using intuition or engineering judgment to do that, for instance by selecting what would appear to be the "worst" parameter values (e.g. low transfer coefficients, low efficiencies, high flowrates, etc.). However, as has been shown with the heat exchanger network example by Grossmann and Sargent (1978) . this selection is not always trivial since in their problem the feasible design is not obtained by selecting the lower bounds for the heat transfer coefficients which would be 1 normally regarded as the "worst" values.
A further complication, as was illustrated in the example of Fig. 2 . is that there may be several critical points that may have to be considered for the design. A procedure that can predict several points a priori is the one suggested by Grossmann and Sargent (1978) . This procedure predicts the critical points by analyzing the sign of gradients of the constraints, as was outlined in Step 1 of the algorithm. However, although this procedure is very often successful, it may in some cases fail to predict the right set of critical parameter values. In order to gain some insight as to why this may happen, and also to try to understand under which conditions a single critical point exists. consider the following set of three linear constraints that involve two control variables, two parameters and one design variable: Future directions. As has been shown above, it is the aspect of feasibility that greatly complicates the two-stage programming formulation for the design problem under uncertainty. In the case when feasibility can be ensured by considering only the vertices in T, the proposed algorithm provides a reasonable way of tackling the problem. However, there is no question that there is still great incentive to enhance the efficiency of this algorithm and some of the provisions suggested above should be explored further. The greatest challenge, however, would be to devise a procedure that could also handle the nonconvex case for which the critical point may not correspond to a vertex. This would require the solution of the nondifferentiable global optimization problem that is involved in the max-min-max constraint, which at the present time appears to be an extremely difficult problem to tackle.
DESIGN WITH OPTIMAL DEGREE OF FLEXIBILITY
In the first part of the paper procedures were outlined which treat the case of design for a fixed degree of flexibility. In that case the required flexibility is pre-specified. either by a discrete set of required operating conditions or by requiring feasibility of operation when a set of uncertain parameters can vary between fixed bounds.
The more general problem is to determine the design which possesses the optimal degree of flexibility.
Solution of this problem requires a quantitative characterization of the property of flexibility.
For the flexibility of a design to be "optimal" requires that the economic advantages of flexibility be balanced in relation to its cost. As stated before, flexibility as a design attribute represents the ability of a design to accommodate variations: with a higher degree of flexibility, the range of tolerable variations is greater.
The uncertain parameters which describe the variations may be considered as random variables, and conceptually their realizations may be described in terms of their joint probability distribution.
It follows then -that a design featuring a higher degree of flexibility will have a lower probability of encountering infeasible operation. Since there will be an economic penalty incurred when infeasibilities prevent successful operation, there is strong motivation to provide a design with an adequate degree of flexibility.
Conceptually one could construct a nonlinear program with an objective function which involves the expectation of the composite economic cost. including penalties for infeasibility.
In theory the solution to that stochastic program would determine the optimal degree of flexibility. The practical problems of such an approach are two-fold.
First, the combined occurrence of the feasibility constraint and the expectation operator make the above program one of great mathematical difficulty. Second, it is doubtful that either the probability distributions of the uncertain parameters or the economic penalties for infeasibility will ever be known very accurately in a practical plant design situation.
For these reasons the complex stochastic program as outlined can hardly be justified, and pragmatic simplifications are in order. Clark and Westerberg, 1982 ). This could be done for instance by using the * -constrained method where one objective is optimized while the other objective is set to the limit < which is varied parametncally (Haimes. Hall and
Freedman. 1975).
Examination of the curve would allow the assessment of an appropriate trade-off, thereby establishing an "optimal" degree of flexibility. The principal requirement in such a procedure is that a quantitative measure for the degree of flexibility be available. This need of a metric for flexibility is the motivation for the flexibility index described below.
An Index of Flexibility
The problem at hand is to construct a scalar metric whose value for any fixed design characterizes the size of the region of feasible operation in the space of uncertain parameters. Since for each realization of the parameters control variables will be adjusted to attain feasibility of operation ( Since in general the geometry of the feasiDie region as given in (31) is difficult to treat in a meaningful way, the following approach is proposed. It may be assumed that the uncertain parameters will vary independently of each other.
2
It makes sense then to analyze the feasible region R in terms of the maximum ranges over which the parameters may vary independently of each other while still remaining inside the feasible region.
Geometrically this approach corresponds to inscribing a hyperrectangle within the feasible region as shown in Fig. 6 . The size of the feasible region is then characterized by the lengths of the sides of the rectangle.
The remaining difficulty is that the rectangle is not uniquely determined; trade-offs can result by increasing the range of some parameters while decreasing the range of others. Note that this hypercube has the property that for any of the parameter points contained in it. the existence of control variables which meet the design specifications and constraints is guaranteed. By considering the probability distributions of the parameters one could in theory compute the total probability that parameter realizations will Tie "within the rectangle by integrating the joint probability density function over the rectangular region. Since it is this probability of feasibility which is the underlying objective of flexibility, it would make sense to define the rectangle in a way which tends to maximize that probability for a given cost.
Usually only approximate knowledge of the individual probability distributions will be available, so that a rigorous maximization will not be possible. However, it is reasonable to expect that some estimate of range or variance measure will be available for each parameter, to be specified by the design engineer based on experience, statistical data, or rule-of-thumb target values.
An appropriate choice of scaling factors would be to use these variances or range estimates-directly; this choice has the following heuristic support.
Consider the problem of defining one corner of a rectangle in a space of two parameters as shown in Fig. 9 . Given probability distributions, contours may be constructed representing the locus of corners for rectangles which enclose the same total probability. Since the individual probability distributions will usually be unimodal, these contours will be concave; examples for normal and uniform distributions are shown in the Fig. 9 . By invoking the traditional convex cost argument. another contour may be envisioned which represents the locus of corners for rectangles corresponding to designs of constant cost.
Since this cost contour will usually be convex, the rectangle which maximizes the probability of feasibility will have its corner located near the "knee" of a constant-probability contour.
By scaling in proportion to the square-root of the variance of the individual distributions, the rectangle corner is positioned along a ray which passes through the "knees". By virtue of this the direct use of the variance estimates as scaling factors is deemed reasonable.
Thus, the index of flexibility F represents the size of a scaled hypercube region of guaranteed feasibility, with that size being an approximate representation of the total probability that parameter realizations will be feasible. The first is that if the constraints are jointly convex in z and 6, the maximum of the feasibility constraint lies at one or several of the vertices of the hypercube T given by (33). The second one is that the function y given by equation (15) (which provides a measure of feasibility) is zero at these vertices. These properties are illustrated in Fig. 8 , where the hypercube touches the boundary y{6.6) -0 at one of its vertices. Note that this vertex may be interpreted as a critical parameter value which identifies a worst-case condition for the design.
An Efficient Vertex Enumeration Procedure
The formulation in (35) 
J€J
Step 3. Select the vertex direction A#* such that (Ar) T A0* > 0. where
It should be noted that if y(d.6) is monotonic in "97 the initial estimate will lead to the correct critical vertex for defining the flexibility index F. However, since the property of monotonicity cannot be expected to hold in general, feasibility must be checked for all the other vertices.
To establish feasibility at a given point d requires only thai some z be found for which f(d.z.O) ^ 0. The z value which solves equation (15) would be a sufficient choice, and a solution procedure applied to (15) will serve as an effective feasible point procedure. However, as was discussed in the algorithm for design under uncertainty it is in general not necessary to find an optimal solution for (15); any point z for which u ^ 0 will establish feasibility. The procedure may thus be halted as soon as the condition u < 0 is obtained, with the result that in many cases feasibility will be established with less work than would be required to solve (15) completely. Clearly, for infeasible vertices, termination with u > 0 will result. Significant economy in performing the feasibility tests may be achieved by taking advantage of the fact that the same set of active constraints will apply to many vertices in the feasibility subproblems. By carefully ordering the sequence of vertex examination, the computational work required to locate a feasible z can be minimized. A heuristic procedure for vertex sequencing which provides an initial sequence, as well as an evolutionary re-ordering method has been developed and is described in Swaney and Grossmann (1982) who apply it to an example •problem. It is also interesting to mention that this vertex enumeration procedure could be applied in Step 3 of the algorithm that was presented for design under uncertainty.
A Bounding Procedure
The rigorous evaluation of F requires that the location of the pointis) where the inscribed hypercube touches the boundary of the feasible region be determined. In the above procedure it was assumed that the critical points will lie at vertices of the hypercube. and that they could therefore be identified by searching among the set of all vertices. Unfortunately, if the number of parameters p becomes large the method can become expensive, since the number of vertices to be analyzed increases as 2 D .
The important question that arises, then, is whether a procedure can be derived for evaluating the flexibility index F which does not necessarily require analyzing all of the vertices in the parameter space. Provided one is willing to assume convexity in the feasible region, it is possible to derive a bounding procedure that can accomplish this objective. This bounding procedure is based on two observations. First, a valid upper bound on F is given by a hypercube centered at the origin which contains on at least one of its faces any point belonging to the boundary of the feasible region. Second. if convexity in the region is assumed, a lower bound may be obtained by determining the largest hypercube that can be inscribed in a polytope that is contained within the feasible region, and whose vertices lie on the boundary. This suggests the following procedure whose first three steps are depicted in Step 4. a) An improved upper bound F is obtained by solving (36) along the vertex direction which corresponds to the face of the current polytope that is closest to the origin (e.g. in the first iteration the direction is defined by (41)). b) If F = F, or the bounds are within a specified tolerance, stop. Otherwise go to step 5.
Step 5.
a) The polytope contained within the feasible region is expanded by incorporating the additional boundary point found in step 4.
b) The lower bound F is updated by inscribing the largest hypercube in the expanded polytope. Return to step 4. Step 2. A valid upper bound F for the flexibility index is given by the smallest deviation obtained in step 1.
It should be noted that this bounding procedure requires solving at least 2p * 1 optimization subproblems for determining the boundary points.
Therefore, it is clear that potential computational gains can only be achieved if the number of parameters p. is strictly greater than two. Also, since there is no guarantee that for some cases (e.g. symmetric regions) all of the vertices will not have to be analyzed, the efficiency of this bounding procedure is unpredictable.
Nevertheless, in a number of instances the procedure would require analyzing only a small number of vertices, and if the exact determination of F is not required it could still be a useful tool.
Finally, since the assumption of convexity is crucial in establishing the validity of the lower bound, the vertex enumeration procedure presented in the previous section is of more general applicability.
Future directions. It is clear that the flexibility index defined above is only one possible choice. Although this index has the advantage of a meaningful physical interpretation, it might be* worthwhile to explore other options which, for instance, do not require the definition of a nominal point. As for the solution procedures, \ more computational experience is required to test their effectiveness.
Also, it would be particularly important to develop an efficient numerical procedure for solving the bicriterion optimization problem of minimizing cost and maximizing flexibility.
GENERAL REMARKS
This paper has attempted to present a unified approach for the problem of design of flexible chemical plants. As has been shown, this area offers a number of very interesting possibilities at both theoretical and practical levels.
On the theoretical side, the problems in flexibility give rise to optimization problems that involve large numbers of decision variables and/or an infinite number of constraints. The distinct feature of these optimization problems is that the major difficulty lies in the feasibility constraints, as opposed to the case where designs are optimized for a single nominal parameter value.
It is clear that there is still much work required to derive efficient optimization strategies for solving the challenging problems that arise in flexible design.
More research is required to improve the computational efficiency of the methods that have been described in the paper for multiperiod design, design under uncertainty and the flexibility index. Also more work is required to extend these methods, or develop new ones, for handling the nonconvex case. An avenue that is also worthwhile exploring for the development of strategies is the use of computer graphics which can yield interesting insights into ihe feasibility and movement of constraints (see Arkun and Stephanopoulos. 1979; Etzkorn and Arkun, 1982 However, it should be noted that the nature of these problems is somewhat different from the ones encountered in chemical process design. The emphasis in the work in electrical engineering has been on manufacturing where the uncertainties arise in the design variables. Another crucial difference in these problems is that in most cases no control variables as considered in this paper are included.
On the practical side, the area of flexibility adds a new important dimension to the field of optimization of chemical processes. The reason is that since in this area the main concern is the feasibility of operation of the plant, there is the possibility of obtaining designs that are not only economically attractive, but perhaps more importantly, sufficiently robust to satisfy design specifications despite uncertainties in the parameter values. Since this would seem to be the overriding concern of design engineers (see Blau, 1981) , it is expected that systematic procedures for flexible design could have an 'important impact in practice.
Furthermore, it should be clear that the aim of these procedures is not only to determine rational overdesigns, but also to provide tools that can be used to help close the gap that currently exists between the activities of design and control of chemical plants.
It is clear ihat before performing a detailed analysis on the dynamics and control of a process, it is first of all necessary to determine whether in fact feasible operation over a finite range of parameters can be attained with a proposed design.
In principle these tools for flexible design could also be used to synthesize systematically flexible process flowsheets, although there is clearly much more research work required to accomplish this goal.
