Cotransversal matroids are a family of matroids that arise from planted graphs. We prove that two planted graphs give the same cotransversal matroid if and only if they can be obtained from each other by a series of local moves.
Introduction
Cotransversal matroids are a family of matroids that arise from planted graphs. The goal of this short note is to describe when two planted graphs give rise to the same cotransversal matroid.
The paper is organized as follows. In Section 2 we recall some basic definitions and facts in matroid theory, including the notions of cotransversal and transversal matroids. In Sections 3 and 4 we introduce the operations of swapping and saturating on a planted graph, and prove that they preserve the cotransversal matroid. (Theorems 3.2 and 4.2) In Section 5 we prove a crucial lemma on transversal matroids. Finally in Section 6 we prove our main result: two planted graphs give rise to the same cotransversal matroid if and only if their saturations can be obtained from each other by a series of swaps. (Theorem 6.1) This paper is inspired by and analogous to Whitney's work on presentations of graphical matroids. He showed [10] that two graphs give rise to the same graphical matroid if and only if they can be obtained from each other by repeatedly applying three operations. Our main theorem is also analogous to Bondy [3] and Mason's [5] elegant theorem that a transversal matroid has a unique maximal presentation. In Sections 4 and 5 we will explain how our theorem and theirs are connected by matroid duality, and we will see the need to resolve several subtleties that do not arise in that dual setting.
Preliminaries
Matroids can be thought of as a notion of independence, which generalizes various notions of independence occuring in linear algebra, field theory, graph theory, matching theory, among others. We begin by recalling some basic notions of the theory of matroids. For a more thorough introduction, we refer the reader to [2, 7, 9] . Definition 2.1. A matroid (E, B) consists of a finite set E and a nonempty family B of subsets of E, called bases, with the following property: If B a , B b ∈ B and x ∈ B a − B b , then there exists
A prototypical example of a matroid consists of a finite collection of vectors E spanning a vector space V , and the collection B of subsets of E which are bases of V .
Matroids have a useful notion of duality, as follows.
is a matroid then B * = {E − B | B ∈ B} is also the collection of bases for a matroid M * = (E, B * ), called the dual of M.
Notice that (M * ) * = M . This allows us to talk about pairs of dual matroids. Duality behaves beautifully with respect to many of the natural concepts on matroids. In particular, the general theory makes it straighforward to translate many notions and results (e.g. definitions, constructions, and theorems) about M into "dual" notions and results about M * .
Cotransversal and transversal matroids
We are particularly interested in two families of matroids arising in graph theory and matching theory. First we define cotransversal matroids, which are the main object of study of this paper. A vertex of a directed graph G is called a sink if it has no outgoing edges. A routing is a set of vertex-disjoint directed paths in G. Definition 2.3. A planted graph (G, B) is a directed graph G with vertex set V having no loops or parallel edges, together with a specified set of sinks B ⊆ V . Theorem 2.4. [6, 7] Given a planted graph (G, B) on V , there is a matroid L(G, B) on V whose bases are the sets of |B| vertices that can be routed to B through vertex-disjoint directed paths.
Any matroid M that arises in this way is called cotransversal, and a planted graph giving rise to it is called a presentation of M .
Example 2.5. Figure 1 shows a planted graph G with a specified set of sinks, B = {4, 5, 6}. The bases of the cotransversal matroid M = L(G, B) are all 3-subsets of {1, 2, 3, 4, 5, 6} except 245 and 356. Now we define transversal matroids, another important family.
Definition 2.6. Let S be a finite set. Let A = {A 1 , . . . , A r } be a family of subsets of S. A system of distinct representatives (SDR) of A is a choice of an element a i ∈ A i for each i such that a i = a j for i = j. A transversal is a set which can be ordered to obtain an SDR.
Theorem 2.7.
[7] Given a family A = {A 1 , . . . , A r } of subsets of S, there is a matroid on S whose bases are the transversals of A.
A matroid that arises in this way is called a transversal matroid, and A is called a presentation of it. We can also view A = {A 1 , . . . , A r } as a bipartite graph between the "top" vertex set [r] = {1, . . . , r} and the "bottom" vertex set S, where top vertex i is connected to the elements of A i for 1 ≤ i ≤ r. The SDRs of A become maximal matchings of [r] into S in this bipartite graph. We will use these two points of view interchangeably. Notice that the cotransversal matroid M of Example 2.5 is dual to the transversal matroid M * of Example 2.8. This is a special case of a general phenomenon: Theorem 2.9. [1, 4, 7] Cotransversal matroids are precisely the duals of transversal matroids.
Cotransversal matroids were originally called strict gammoids. Ingleton and Piff's discovery of Theorem 2.9 prompted their newer, widely adopted name.
Swapping
In this section we introduce the swap operation on planted graphs, and show that it preserves the cotransversal matroid.
In a planted graph, denote the edge from vertex i to vertex j by e ij .
Definition 3.1. Let (G, B) be a planted graph, and let i / ∈ B, j ∈ B be such that e ij ∈ G. The swap operation swap(i, j) turns (G, B) into the planted graph
• replacing e ij ∈ G with e ji ∈ G ,
• replacing every other edge of the form e ik in G with e jk ∈ G , and • replacing the sink j ∈ B with the new sink i ∈ B . 
Proof. Since swap(i, j) is invertible, it suffices to show that any set of vertices which could be routed to
, and consider a routing R from A to B. Let p ab be the path in R which goes from a to b, and let v be the vertex of A which gets routed to j. We consider three cases: (i) v is routed through i to get to j, (ii) v is routed to j without going through i, and i is not in any other route of R, and (iii) v is routed to j without going through i, and i is in some other route of R.
(i) Since e ij is in G, we can assume that R uses the path p vj = (v, . . . , i, j) from v to j. As a result of the operation swap(i, j) we have B = B − j ∪ i. The operation swap(i, j) does not affect the path from v to i, or any other paths in R. We can replace the path p vj in R with the path p vi = p vj − e ij of G , and let the other paths of the routing stay the same. Therefore A is a basis of L(G , B ).
(ii) Since i is not on the route from v to j, no edges along the path p vj are affected by the swap, so v still has this path to j in G . Also e ji ∈ G , so the path p vi = p vj ∪ e ji in (G , B ) routes v to i and doesn't intersect the other paths of the routing. We obtain that A is a basis of L(G , B ).
(iii) Let w be the vertex of A which is routed through i to some sink b ∈ B, b = j, as shown in Figure 3 . As a result of swap(i, j), the path p wb in (G, B) gets blocked at the edge e ik . We can use the truncated path p wi = (w, . . . , i) in (G , B ) as a route from w to i ∈ B . To complete a routing we need a path leaving v ∈ A and arriving at b ∈ B . The path p vj in G is unaffected in G , and e jk ∈ G since e ik ∈ G. So we can use the old path p vj and the new edge e jk ∈ G to pick up the old path from k to b; this does not intersect any other path in the routing R. It follows that A is a basis of L(G , B ). 
Saturation for cotransversal matroids
In this section we will see that every presentation (G, B) of a cotransversal matroid M = L(G, B) can be "saturated" in a unique way into a maximal planted
. This is done by adding to (G, B) all missing edges that will not affect the cotransversal matroid. This was essentially proved in [3, 5] ; to explain it, we need to take a closer look at the duality between cotransversal and transversal matroids.
Duality between transversal and cotransversal matroids revisited
In Theorem 2.9 we saw that transversal matroids and cotransversal matroids are dual to each other. We will need a slightly stronger version of this statement:
Theorem 4.1.
[4] Let M and M * be a pair of dual cotransversal and transversal matroids on V . Then there is a bijection that maps a planted graph presentation of M to a presentation of M * together with an SDR.
The previous theorem is implicit in [4] . For that reason we omit its proof, but we describe the bijection.
Given a planted graph presentation (G, B) of M , let A i := {i} ∪ {u | e iu ∈ G} for each i ∈ V − B. The sets A i with i ∈ V − B make up a presentation of M * , and the matching of i with A i is an SDR for those sets.
In the opposite direction, consider a presentation A = {A 1 , A 2 , . . . , A k } of M * and an SDR a 1 , . . . , a k . For each x ∈ A j with x = a j , draw the directed edge from a j to x in G. Let B be the complement of {a 1 , . . . , a k }. This will give a presentation of M .
The reader may find it instructive to check that the planted graph presentation of M in Example 2.5 is dual to the presentation of M * in Example 2.8 with SDR (1, 2, 3 ).
Saturating a graph
As mentioned in Section 2, theorems about a matroid M can often be translated automatically into "dual" theorems about the dual matroid M * . This is very useful for our purposes. In their foundational work on transversal matroids, Bondy [3] and Mason [5] explained how the different presentations of a transversal matroid are related to each other. Using Theorem 4.1, we will now "dualize" their work, to obtain for free several useful results about the presentations of a cotransversal matroid.
The statements in this section are not difficult to show directly. Since they are dual to results in [3] and [5] , we omit their proofs. G, B) . We call (G, B) the saturation of (G, B). Theorem 4.2 is all that we need to prove our main result, Theorem 6.1. In the rest of this section, which is logically independent from the remainder of the paper, we describe how one constructs the saturation (G, B) of (G, B). First we need some definitions. Definition 4.3. Let M = (E, B) be a matroid. Let K ⊆ E and let B K be a basis of K. The contraction of M by K, denoted M/K, is the matroid on E − K whose bases are the sets B ⊆ E − K such that B ∪ B K is a basis of M .
It is known [9, Chapter 5] that any contraction L(G, B)/K of a cotransversal matroid is also cotransversal. To obtain an explicit presentation of it, we first need a presentation (G , B ) of L(G, B) with |K ∩ B | = r(K), where r(K) is the maximum number of paths in a routing from K to B in (G, B) . To construct it, start with the planted graph (G, B). If |K ∩ B| < r(K), there must be a path from some k ∈ K to some b ∈ B − K. Performing successive swaps on the edges along this path, one obtains a new presentation (G 1 , B 1 ) where
By repeating this procedure, we will eventually reach a presentation (G , B ) of the matroid with |K ∩ B | = r(K).
Finally, delete from (G , B ) the vertices in K and all the edges incident to them. It is easy to check that the resulting planted graph is a presentation of the contraction L(G, B)/K.
Definition 4.4. Let v be a vertex of a planted graph (G, B). The claw of v in
Recall that a loop in a matroid is an element that does not occur in any basis of the matroid. In a cotransversal matroid L(G, B), a loop is a vertex of G from which there is no path to B. The following proposition tells us which edges we can add to (G, B) without changing the cotransversal matroid. Therefore, to construct the saturation (G, B) of a planted graph (G, B), one successively saturates each vertex v / ∈ B as follows: one contracts the matroid by the claw K v , finds the loops in the resulting planted graph, and connects v to those loops. In Proposition 4.5, the condition for adding the edge e vw depends only on the matroid L(G, B) and the claw K v , neither of which is affected by the saturation of a different vertex v = v. It follows that one can saturate the vertices in any order, and one will always end up with the same graph (G, B).
An exchange lemma for transversal matroids
Theorem 5.1. [3, 5] A transversal matroid has a unique maximal presentation: For every family A = {A 1 , . . . , A n } of subsets of a set S there is a unique family A = {A 1 , . . . , A n } of inclusion-maximal subsets of S such that A i ⊆ A i for 1 ≤ i ≤ n, and A and A give rise to the same transversal matroid.
The following lemma on SDRs will be crucial later on.
Lemma 5.2 (SDR exchange lemma).
Suppose that A = {A 1 , . . . , A r } satisfies the dragon marriage condition: 1 for all nonempty sets {i 1 , . . . , i k } ⊆ [r] we have Figure 4 , this means that there are no edges from the top of Part III to Part I.
By the dragon marriage condition, the top of Part III must be connected to the bottom of Part II. Define a zigzag path to be a path such that:
• its starting point is a vertex in the top of Part III, 
The main result
We have now laid all the necessary groundwork to present our main theorem. Since A has at least one matching, we have
then all the elements of A i 1 ∪ · · · ∪ A i k are in every basis of M * . Such elements are called coloops of M * and they correspond to loops in M . By maximality, the loops of M form a complete subgraph in both (G, B) and (H, C). This is because loops have no path to the sinks; so they cannot be connected to vertices having paths to the sinks, but they can have any possible connection among themselves. We can then restrict our attention to the non-loops of M , where the dragon marriage condition is satisfied.
Applying Lemma 5.2, we can get from M 1 to M 2 by exchanging one element of the matching at a time. One easily checks that these matching exchanges in the bipartite graph correspond exactly to swaps in the corresponding planted graphs under the bijection of Theorem 4.1. It follows that one can get from (G, B) to (H, C) by a series of swaps, as desired.
We end by illustrating Theorem 6.1 with two examples. Example 6.2. Figure 6 shows three saturated planted graph presentations of the cotransversal matroid of Example 2.5. They correspond to the dual maximal presentation A = {{1, 2, 3, 4, 5, 6}, {2, 4, 5}, {3, 5, 6}} of the transversal matroid of Example 2.8, with SDRs (1, 2, 3), (1, 2, 5) , and (3, 2, 5), respectively. Notice how one-position exchanges in the SDRs correspond to swaps in the planted graphs. Figure 7 shows the graph of saturated planted graph presentations of M , where two planted graphs are joined by an edge labelled ij if they can be obtained from one another by swap(i, j). There are nine saturated presentations in two isomorphism classes. We have drawn one representative from each isomorphism class; every other saturated presentation is obtained from one of these two planted graphs by relabelling the vertices. 
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