Freezing of polydisperse hard spheres is studied by Monte Carlo simulation and the results are interpreted with a cell model of the solid. The results supplement an earlier study of freezing of nearly monodisperse hard spheres and, within the assumption of a substitutionally disordered solid, a complete description of the freezing behavior is obtained. The density and polydispersity of the precipitate are characterized by a single curve, regardless of the composition of the fluid from which it is formed. Fractionation enables a fluid of arbitrary polydispersity to precipitate a solid of small polydispersity, dispeling the long-held notion of a fluid-phase ''critical'' polydispersity, beyond which it cannot form a solid. Nevertheless, a primary conclusion from the previous study is confirmed: a solid crystalline phase of polydispersity exceeding 5.7% of the average sphere diameter cannot be precipitated from a fluid phase. ͓S1063-651X͑98͒04312-8͔ PACS number͑s͒: 64.70. Dv, 61.20.Ja, 64.60.Cn, 82.70.Dd The freezing transition of a system of pure hard spheres was demonstrated by some of the earliest molecular simulations ͓1͔, and the precise location of the transition was later determined by free-energy calculations ͓2͔. The hard-sphere model provides a crude but reasonable description of the behavior of some colloidal systems ͓3͔, and an ordering transition that has been observed in uncharged monodisperse colloids is consistent with the hard-sphere behavior ͓4,5͔. Real colloidal systems often comprise spheres of varying size, and the effect of this polydispersity on the ordering behavior is not well understood. The influence of polydispersity has been examined with theory ͓6͔, molecular simulation ͓7,8͔, and experiment ͓5͔. A general conclusion from all of these studies is the existence of an upper limit on size polydispersity, a ''terminal polydispersity'' above which no crystallization can occur. If the polydispersity is defined as the standard deviation of the size distribution divided by the mean, then the various studies indicate that the terminal polydispersity is in the range of 5-15 %. Almost all studies based in theory or molecular simulation invoke some assumption regarding the distribution of particle diameters between the two phases, typically taking them to be identical. In principle, this approach is incorrect, as phase equilibria in mixtures generally involve some fractionation, with components of the mixture distributing themselves unevenly between the phases. This ''constrained eutectic'' approximation is reasonable only for small polydispersity.
The freezing transition of a system of pure hard spheres was demonstrated by some of the earliest molecular simulations ͓1͔, and the precise location of the transition was later determined by free-energy calculations ͓2͔. The hard-sphere model provides a crude but reasonable description of the behavior of some colloidal systems ͓3͔, and an ordering transition that has been observed in uncharged monodisperse colloids is consistent with the hard-sphere behavior ͓4,5͔. Real colloidal systems often comprise spheres of varying size, and the effect of this polydispersity on the ordering behavior is not well understood. The influence of polydispersity has been examined with theory ͓6͔, molecular simulation ͓7,8͔, and experiment ͓5͔. A general conclusion from all of these studies is the existence of an upper limit on size polydispersity, a ''terminal polydispersity'' above which no crystallization can occur. If the polydispersity is defined as the standard deviation of the size distribution divided by the mean, then the various studies indicate that the terminal polydispersity is in the range of 5-15 %. Almost all studies based in theory or molecular simulation invoke some assumption regarding the distribution of particle diameters between the two phases, typically taking them to be identical. In principle, this approach is incorrect, as phase equilibria in mixtures generally involve some fractionation, with components of the mixture distributing themselves unevenly between the phases. This ''constrained eutectic'' approximation is reasonable only for small polydispersity.
We recently reported ͓8͔ a molecular simulation study of the freezing transition of polydisperse hard spheres. These simulations were conducted in a semigrand ensemble ͓9,10͔ and employed the Gibbs-Duhem integration ͑GDI͒ technique ͓10,11͔ to follow the coexistence behavior as a function of size polydispersity. The study provided an essentially exact description of the freezing transition, and it found that fractionation begins to show at a polydispersity of approximately 3%. The study also indicated the existence of a terminal polydispersity which, due to fractionation, is different in the solid and fluid phases: 5.7 and 11.8 %, respectively.
It is important to understand how the terminus arises in the simulation study. In the semigrand ensemble an independent variable is the distribution of chemical potential differences ⌬(), or activity ratios a()ϭexp"⌬()…, where is the hard-sphere diameter ͑to simplify notation we take unit temperature kT͒. This distribution is imposed on both phases, thereby ensuring equality of all species chemical potentials as long as the chemical potential of an arbitrary reference species is made equal in the two phases. This requirement is met by the GDI procedure via selection of an appropriate value of the coexistence pressure ͑also imposed on both phases͒. The imposed activity distribution is Gaussian with variance , which thereby becomes the variable used to control the polydispersity. The GDI method traces the locus of states in the ( P,) plane for which the solid and fluid are in equilibrium. The initial condition for the integration is the monodisperse limit, →0, at which the coexistence pressure is known. Integration proceeds in a direction of increasing . As the activity distribution becomes less sharp, the mixtures become increasingly nonideal, and the composition distribution migrates away from the imposed activity distribution. The shift in both phases is toward smaller diameters.
Eventually the integration path bends back, and the coexistence pressure grows without bound as the parameter returns to zero. The resulting distribution of diameters is such that most spheres are vanishingly small. Nevertheless, physically relevant results can be recovered by scaling all quantities by a mean diameter. In particular upon rescaling it is found that the polydispersity continues to increase ͑despite the decrease in ) and the pressure remains finite. As this regime takes hold, the interpretation of as a measure of polydispersity becomes inappropriate. The diameter distribution is highly skewed away from the imposed Gaussian activity, and is so narrow that the chemical potential distribution is essentially linear across it. Here, can be interpreted only as ͑the reciprocal of͒ the slope of this linear distribution. The system is analogous to one in which Hookean springs attempt to push the spheres to larger diameters, while the external pressure constrains them to finite values. The single state parameter for this limiting system is the ratio of the pressure to this ''spring constant.'' Only one value of this ratio is consistent with solid-fluid coexistence ͑just as only one pressure is possible for coexisting solid and fluid monodisperse hard spheres͒; hence when the limit is reached no further variation is possible and the coexistence line terminates.
In this paper, we extend this integration procedure from the previously identified terminus by imposing a chemicalpotential distribution containing quadratic or cubic terms in the sphere diameter. Interestingly, this process finds that the saturated solid phase becomes increasingly monodisperse and close-packed while the saturated fluid adopts increasingly large polydispersity, i.e., fractionation increases. The narrowness of the solid-phase diameter distribution permits its chemical potentials to be well characterized by a linear form, so the higher-order terms in the chemical-potential distribution have their greatest effect on the fluid phase only. This outcome imbues the study with a generality we discuss below.
Before continuing, it is worth remembering the notion of equivalence of ensembles ͓12͔, which permits us to study polydisperse hard spheres as though the diameters were fluctuating under the influence of ''internal springs'' and still draw conclusions about the coexistence behavior of real colloidal spheres each of fixed diameter. The device of fluctuating the diameters facilitates the phase-coexistence calculation, and should be viewed as the sampling of different physical regions of the solid and fluid; for this analysis to be valid it is by no means necessary that the spheres in the real system actually fluctuate in diameter.
We conduct our Monte Carlo ͑MC͒ simulations in the isobaric semigrand ensemble, for which the distribution of chemical potential differences ⌬ is an independent ͑func-tional͒ parameter. We are interested in including terms up to cubic in the sphere diameter
The identity of the ''reference'' diameter, against which the difference is formed, is not important and for convenience we take it to be zero. The c 1 terminus identified in ͓8͔ corresponds to c 1 ϭ1 with c 2 ϭc 3 ϭ0 ͑here c 1 sets the length scale͒. To depart from this point we apply the GDI method ͓10,11͔ to follow the coexistence line as c 2 or c 3 is increased from zero. The governing Clapeyron-like equation is
where s k is the kth moment ͑about the origin͒ of the diameter distribution, v is the volume per molecule, and the ⌬ indicates a difference between the two coexisting phases. Both quantities are measured by the MC simulation, and a predictor-corrector procedure is applied to integrate this differential equation, as described elsewhere ͓8,10,11͔.
The volume integral in the isobaric ensemble average can be evaluated analytically, so MC sampling of the volume is not necessary ͓8͔. A closely connected result is an exact scaling formula that relates the pressure to the moments of the composition distribution ͓13͔. For the ⌬ distribution of Eq. ͑1͒, this relation is
where ϭ1/v is the number density. In the semigrand ensemble the moments are not known a priori so this formula is not a self-contained equation of state, but it is useful nonetheless. Several integration series were performed, differing in the choice of integration path and the method for characterizing the fluid phase. In some series simulation was used to characterize both phases. In other series we applied the hardsphere mixture equation of Mansoori et al. ͓14͔ ͑MCSL͒ in lieu of simulation of the fluid. We used the fluid-phase equation of state because we were concerned about the ability of the fluid-phase simulations to converge at high pressure. Of course, the validity of the equation of state may be questioned in this regime too. Simulations of the solid and fluid phases were performed with system sizes of 256 or 864 particles in each phase. In each simulation 20 000 simulation cycles were performed, where one simulation cycle comprises one translation attempt and one diameter-change trial per particle ͑on average; trial particles were always selected at random͒.
Two series were performed from the c 1 terminus. In one the c 2 coefficient was increased from zero with c 1 fixed at unity ͑thereby setting the length scale͒; in another series the c 3 coefficient was instead increased. The c 2 series terminated naturally ͑with c 2 /c 1 2 →ϱ) much as the original series ͓8͔ did. At this new terminus a second ''c 3 series'' was initiated, using the MCSL equation for the fluid phase. Both c 3 series were extended to the point where the approach broke down, either because the MCSL equation of state had no solution for the given ⌬ distribution, or because the simulations were extremely sluggish at converging ͑owing to the high density of the simulated fluid͒.
In Fig. 1 results are presented in the volume fractionpolydispersity plane. The original c 1 terminus and the new c 2 terminus are indicated. Several tie lines joining coexisting fluid and solid phases are presented as well. Two features are notable. First, the fluid-phase curves differ with the choice of integration path ͑i.e., whether c 2 is integrated before initiating the c 3 integration͒. This, of course, is not a surprising outcome. The coexistence density and polydispersity should be expected to depend on details of the imposed chemical potential distribution. Therefore, it is surprising that a corresponding difference is not observed in the coexisting solid. All solid-phase coexistence curves are practically indistinguishable. The second feature worth noting is the behavior of this ''universal'' solid-phase curve. In all cases the integration proceeds to a solid that becomes increasingly monodisperse and increasingly dense, approaching a pure, closedpacked solid phase. This limiting solid is in equilibrium with a highly polydisperse fluid. It must be emphasized that before this limit is reached it is likely that the fluid-phase data becomes compromised, perhaps by the onset of a glass transition, and almost certainly by limits of the convergence rate of the simulation; thus at some point the fluid-phase data must be viewed only qualitatively.
The approach to monodisperse close packing is interesting, especially in light of the finding that such a system can be precipitated from a fluid phase. The narrowness of the composition distribution permits us to treat the imposed chemical potential distribution as a linear form ͓only c 1 nonzero in Eq. ͑1͔͒. The need to apply a cubic distribution to reach this limit has more to do with the behavior of the coexisting fluid than with the solid. Accordingly, we consider a simple cell-model description of the limit of close packing for the linear case.
Cottin and Monson have made a lot of progress recently in applying canonical-ensemble cell models to understand the freezing behavior of hard-sphere mixtures ͓15͔. We instead work in the semigrand ensemble. In addition, we exploit some simplifications that accompany the approach to close packing to develop analytical relations for the thermodynamic properties. In this regard this treatment for mixtures is an extension of the methods used to model the approach of monodisperse hard spheres to their close-packing limit ͓16͔. We see the semigrand ensemble as providing the only viable framework to conduct this high-density analysis for polydisperse mixtures.
The ͑constant volume͒ semigrand-canonical ensemble ͓9,10͔ partition function ⌼ for an uncorrelated cell model is written as the product of cell partition functions: ⌼ϭ N . The single-cell partition function integrates over all positions and diameters of a hard sphere within the unit cell. The positions are constrained by the requirement of no overlap with spheres in neighboring cells, which are fixed at their lattice positions and which are of fixed diameter s 1 ; the diameter s 1 will be determined self-consistently in the treatment. For a given diameter of the central sphere, the integral over positions is well approximated by the volume of an appropriate dodecahedron ͑assuming the solid forms an fcc lattice͒, in which case the unit-cell partition function is
where cp ϭ(ͱ2/) 1/3 is the nearest-neighbor separation for a lattice of density , and max ϭ2 cp Ϫs 1 is the maximum diameter without overlap; also V D ϭ4ͱ2 is the volume of a rhombic dodecahedron for which an inscribed sphere has unit radius; 0 is a unit diameter that serves only to make the partition function dimensionless ͓17͔, and ⌳ is the thermal wavelength.
In the close-packing limit the slope c 1 becomes infinite, and the average diameter s 1 approaches cp . It is appropriate to express s 1 as a series in 1/c 1 : s 1 ϭ cp Ϫq 1 /c 1 ϩO(1/c 1 2 ), with the coefficient q 1 to be determined by the analysis. The integral in Eq. ͑4͒ is easily evaluated and yields for the cell-model free energy per particle yϭϪln
The first moment of the composition distribution is given by the derivative ‫ץ‬y/‫ץ‬c 1 ; setting this equal to s 1 produces the result q 1 ϭ4. Within the uncorrelated cell model approximation the higher moments can be obtained by further differentiation with respect to c 1 . In summary, to lowest order in 1/c 1 ,
with m k as the kth moment about the mean s 1 . The dimensionless cell-model coefficients q k are recorded in Table I . The equation of state is obtained most easily ͑and with no further approximation͒ via the scaling relation, Eq. ͑3͒. The chemical potential () of a sphere of diameter is then obtained from its relation to the semigrand free energy and the pressure:
We performed semigrand-ensemble MC simulations of a single phase of nearly close-packed polydisperse hard spheres for 1/3 c 1 ranging from 10 4 to 10 7 , examining the system-size dependence to extrapolate to infinite size. The simulations confirm the scaling with c 1 indicated by the cell model. However, the simulations find that the coefficients of the scaling relations are incorrect for the second and third moments. Results are presented in Table I . Not surprisingly, the cell-model second moment is too small because the treatment ignores fluctuations in the diameters of the neighbors of the central sphere, fluctuations which can only cause the dis- tribution of diameters to become wider than the uncorrelated prediction. We made several attempts to develop correlated models but did not find satisfactory improvement. MC simulations of cell models of varying degree of approximation indicate that many-neighbor correlations are needed to yield any improvement in the higher moments. Elimination of c 1 between the moments in Eqs. ͑6͒-͑8͒ permits comparison with the MC density-polydispersity phase diagram. The corresponding cell-model curve is presented as a dashed line in Fig. 1 . This curve was computed according to the c 1 -scaling relations prescribed by the cell model, but with corrected values of the coefficients recorded in Table I . We must emphasize that the linear chemical potential approach, and the cell model based upon it, applies only to a precipitating solid; it is not valid as a general equation of state for a polydisperse solid away from coexistence.
The complete solid-fluid coexistence diagram for polydisperse hard spheres exhibits two regions in which the solid phase is nearly monodisperse. The first is the region that was used to initiate this study in our previous work ͓8͔. Here, the solid is monodisperse because the fluid is too; i.e., it is monodisperse because all spheres in the complete fluid-solid system are of nearly the same diameter. This case is marked by an equally narrow activity distribution. The other nearlymonodisperse coexisting solid does not have a narrow activity distribution. Instead the distribution increases exponentially over the ͑narrow͒ range of diameters. Consequently, this phase can be equilibrated with a lower-density fluid phase of arbitrarily large polydispersity. The details of the activity distribution beyond the narrow range of diameters are of no consequence to the solid phase. Thus, such a solid can be precipitated from any polydisperse hard-sphere fluid; the principal limitation is whether the fluid can be sufficiently compressed without forming a glass. Nevertheless our previous conclusion ͓8͔ regarding the terminal polydispersity of the solid phase remains: a stable, substitutionally disordered crystalline phase of polydispersity exceeding 5.7% of the average sphere diameter cannot be formed from a fluid phase.
One can apply a fluid-phase model ͑e.g., the MCSL equation of state ͓14͔͒ in conjunction with the cell model outlined above to predict the existence and nature of a substitutionally disordered solid precipitate for an arbitrary polydisperse hard-sphere fluid phase. Given a fluid phase of known composition at a pressure P, one could proceed as follows:
͑i͒ Guess a value s 1 of the average diameter of the solid precipitate. ͑ii͒ Using the model of the fluid phase, compute the local slope c 1 of the fluid-phase chemical-potential distribution at the diameter s 1 . ͑iii͒ Within the approximation of the cell model a solid phase corresponding to these values of P, c 1 , and s 1 can exist only if a density can be found satisfying both Eqs. ͑3͒ and ͑6͒. This requires ͑taking q 1 ϭ4) One might then find that a solid is precipitated continuously as the pressure is increased, forming crystalline domains of different average diameter. Alternatively the solid might form a single quasicrystalline phase with sphere diameters that vary continuously with position. A related issue is the formation of quasicompounds-crystals that exhibit long-range ordering of the average sphere diameters. Twocomponent hard-sphere mixtures are known to form stable compounds of the type AB, AB 2 , and AB 13 ͓18͔. However, these crystals arise only for spheres differing greatly in size ͑size ratios on the order of 0.6͒; in the present work the observed upper bound of ϳ6% polydispersity corresponds to a smallest-sphere/largest-sphere size ratio barely below 0.9. Moreover, the systems simulated in this work had the freedom to adopt bimodal distributions and form compounds, but this behavior was not observed. Nevertheless, it seems likely that substitutionally ordered phases are part of the overall freezing behavior of polydisperse hard spheres, and may be relevant to the freezing of highly polydisperse fluid phases. 
