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  This paper describes a moving vehicle detection and tracking algorithm that is useful for crossing 
a pedestrian crosswalk using an omnidirectional camera. The omnidirectional camera is suitable for such 
applications due to its wide viewing angles without blind spots; however, since captured image from the 
omnidirectional camera is distorted that are not suitable for conventional object tracking algorithm. In 
order to overcome the omnidirectional camera image distortion problem, we propose a new algorithm that 
is consisting of YOLOv3 and a deep SORT algorithm. The YOLOv3 is mainly detecting object type and 
location and the deep SORT is used to track each detected object. The combination of these two algorithms 
enables robust and stable object tracking even if occlusion phenomena has happened. The validity of the 
proposed algorithm is confirmed by applying actual captured pedestrian crosswalk movie images.  















































































歩道の全長は約 11m である． 
 
 



















Fig.4 Panorama converted image (lower lens image) 
 
Table.1 に実験に使用した PC のスペックを記載する． 
 
Table.1 Computer specifications 
Topics Spec 
OS Ubuntu 18.04 LTS 
CPU Intel Core™ i7-9700 CPU @ 3.00GHz 
GPU NVIDIA GeForce GTX 1650 













均 適 合 率 (AP) の 検 証 を 行 な っ た ． Table.2 に




Table.2 AP results for varying IOU thresholds 
IOU  








程度にするには，IOU の閾値が 0.5 にすると良いことが
わかった． 
b）パノラマ画像の自動車の検出と信頼度スコアの検証 








Fig.5 Input data 
 
 
Fig.6 Output image with bounding boxes 
 
Table. 3 Detection result  
Number Class Confidence score 
1 Bus 0.870 
2 Car 0.459 









Fig. 7 Input data 
 
 
Fig.8 Output image and zoomed image 
 
Table.4 Detection result  
Number Class Confidence score 
1 Car 0.987 
2 Person 0.601 
3 Car 0.591 
4 Car 0.399 
5 Truck 0.300 
6 Person 0.127 
7 Car 0.112 
 
Fig.8 では同一の物体が，2 種類のクラス(⑤, ⑦)として
検出された． 




























Fig.9 Flow of the developed system 
 
（１）自動車の重複検出の補正 






トラッキング手法は，Deep SORT (Simple Online and 
Realtime Tracking with a Deep Association Metric)[12, 13, 14]
を用いる．これは，再帰的カルマンフィルタと連続するフ
レームごとのデータを参照して，検出された物体に Track-





し，予測の範囲内にあれば同一物体として Track ID を紐
付けし，それ以外なら新しい Track ID を与える．Fig.10 に
連続するフレームの切り抜き画像を示す．フレームが変









で紐づけた Track ID から，直前の 1 秒間のバウンディン
グボックスの中心座標(u, v)を抽出する．抽出した座標の




















Fig.12 Output image and zoomed image 
 
Table.6 Detection result 
Number Class Confidence score 
1 Car 0.987 
2 Car 0.591 
3 Car 0.399 
4 Truck 0.300 
 
（２）Deep SORT を用いたトラッキング 
Fig.12 にトラッキング結果のグラフを示す．グラフの横
軸に時間，縦軸に角度を取る．角度は，バウンディングボ
ックスの中心座標(u, v)の u に対応している． 
 







場合 Track ID がずれる．その様子を Fig,13 に示す． 
 
 







Fig.14 Result of object tracking 
 
Table.7 にトラッキングされた 5 つの自動車がどの程度
動いたかを示す．Track ID がそれぞれ整数秒のとき，バウ




Table.7 Average of coordinate displacements 
ID 17s 18s 19s 20s 21s 22s 
32 12.25 ----- ----- ----- ----- ----- 
36 ----- ----- 7.40 5.60 ----- ----- 
37 ----- ----- 1.78 ----- ----- ----- 
39 ----- ----- 0.38 0.28 0.84 0.03 
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