We show that a connected split reductive group G over a field of characteristic 0 is determined up to isomorphism by specifying a maximal torus T of G, the set of isomorphism classes of irreducible representations of G, and the character homomorphism from the Grothendieck ring of G to that of T. More precisely, we determine all isomorphisms compatible with the specified data.
which may be viewed as an 'inverse problem' in the representation theory for connected split reductive groups. Theorem 1.4 below shows that the group G is indeed determined up to an (essentially unique) isomorphism by the maps above. This result is folklore, but no reference for it seems to be available. It was worked out for an application to the question of 'independence of l' of monodromy groups but it may be of independent interest. Here, Xð f T Þ (resp. Kð f T Þ) is the group isomorphism (resp. ring isomorphism) induced by f T , and KðfÞ is the isomorphism of additive groups induced by f. Note that since the ring homomorphisms ch G and ch G 0 are injective, the assumption that the above diagram commutes implies that KðfÞ is necessarily a ring isomorphism.
Theorem 1.4. Under the hypotheses of (1.3), the following conclusions hold. Note that the conclusion in (a) asserts more than just that G and G 0 are isomorphic; the compatibility conditions (i) and (ii) are required of the isomorphism, and (b) determines all isomorphisms satisfying these conditions. The case when both groups are semisimple does not appear to be easier. Corollary 1.5. Let G be a connected split reductive algebraic group over a field of characteristic 0. Then the outer automorphism group OutðGÞ of G acts faithfully on the set IrrðGÞ. This is immediate from Theorem 1.4, although it can also be established directly (by reduction to the simple case) in arbitrary characteristic.
1.6. Since the structure theory of a connected split reductive group is very closely related to its representation theory, Theorem 1.4 should be almost obvious to experts. Indeed, one just has to show that the hypotheses induce an isomorphism between the root data of G and G 0 and apply the 'isomorphism theorem' to conclude that G and G 0 are isomorphic. Let us make this argument more precise. Recall that XðTÞ denotes the group of characters of T; let YðTÞ be the group of cocharacters of T, and let FðG; TÞ (resp. F 4 ðG; TÞ) denote the set of roots (resp. coroots) of G with respect to T. The given isomorphism f T : T ! F T 0 of maximal tori already induces an adjoint pair of isomorphisms is that Xð f T Þ should send FðG 0 ; T 0 Þ into FðG; TÞ. Indeed, suppose that r 0 is the adjoint representation of G 0 , and to fix ideas, let us furthermore assume that r 0 is irreducible. The non-zero weights of r 0 are then the roots FðG 0 ; T 0 Þ, and it is easy to deduce from the hypotheses of Theorem 1.4 that Xð f T Þ maps these to the non-zero weights of the irreducible representation r :¼ fðr 0 Þ of G. If we somehow know that r is also the adjoint representation of G, then it would follow that Xð f T Þ sends FðG 0 ; T 0 Þ onto FðG; TÞ; however, there is no a priori reason to assume that r has anything to do with the adjoint representation of G. It is therefore necessary to justify the validity of the following key result: We will establish this proposition in Section 2; for now, let us proceed to deduce Theorem 1.4 from it. One knows that a subset D 0 J FðG 0 ; T 0 Þ is a system of simple roots if and only if every element of FðG 0 ; T 0 Þ is a unique Z-linear combination of elements in D 0 with coe‰cients of the same sign. Hence Proposition 1.7 and the linearity of Xð f T Þ imply the following result: Next, consider the Weyl group W ðG 0 ; T 0 Þ J Aut Z ðXðT 0 ÞÞ. Since KðT 0 Þ is the group ring over XðT 0 Þ, the group Aut Z ðXðT 0 ÞÞ and hence W ðG 0 ; T 0 Þ acts faithfully on the ring KðT 0 Þ by ring automorphisms. One knows that the subring of W ðG 0 ; T 0 Þinvariants in KðT 0 Þ is precisely KðG 0 Þ. It then follows from Galois theory that W ðG 0 ; T 0 Þ is identified with the group of automorphisms of the algebra KðT 0 Þ over KðG 0 Þ. Hence the commutativity of the diagram in (1.3) implies the following result: Proposition 1.9. Under the hypotheses of (1.3), the isomorphism
given by
maps WðG 0 ; T 0 Þ onto WðG; TÞ.
If a A FðG; TÞ is a root, write a 4 A F 4 ðG; TÞ for the coroot determined by a, and write s a A Aut Z ðXðTÞÞ for the corresponding reflection x 7 ! x À hx; a 4 ia. One knows that for any system D J FðG; TÞ of simple roots, s a is the unique element of WðG; TÞ which maps a to Àa and stabilizes the subset PðDÞnfag, where PðDÞ denotes the sub-set of positive roots determined by D. This fact, together with Corollary 1.8 and Proposition 1.9, gives the following result: It is easy to see that the coroot a 4 A F 4 ðG; TÞ is the unique element y A YðTÞ with the following property:
for any x A XðTÞ one has x À s a ðxÞ ¼ hx; yia in XðTÞ:
Thus Corollary 1.10 and the fact that Yð f T Þ is the adjoint of Xð f T Þ shows that Yð f T Þða 4 Þ is the unique element y 0 A YðT 0 Þ with the following property:
for any x 0 A XðT 0 Þ one has x 0 À s a 0 ðx 0 Þ ¼ hx 0 ; y 0 ia 0 in XðT 0 Þ; and hence we have the following result: As we have observed before, it is then a consequence of the isomorphism theorem for connected split reductive groups thatf f ¼ f Á ðconjugation by tÞ for some k-rational point t A TðkÞ of T. r 1.13. Remark. We do not know whether Theorem 1.4 remains valid when k has nonzero characteristic. In the key steps (1.7)-(1.11) leading to the above proof in (1.12), the hypothesis that k is of characteristic 0 is needed only for the proof of Proposition 1.7 in Section 2 below; if Proposition 1.7 holds in positive characteristic, the proofs of the other propositions as well as the argument in (1.12) go through without change.
Weight polytopes and roots
Our goal now is to establish Proposition 1.7. The main idea is to obtain a description of the roots of a connected split reductive group in terms of the geometry of the weight polytopes associated to its irreducible representations. Let us first fix some notation.
2.1.
Let G be a connected split reductive group over a field k, let T J G be a maximal torus, and let FðG; TÞ be the set of roots of G with respect to T. If D J FðG; TÞ 
If r A IrrðGÞ is an irreducible representation of G, its weight polytope PðrÞ is defined as the convex hull of the set of weights wtsðrÞ of r in the R-vector space XðTÞ R . The action of WðG; TÞ on XðTÞ R stabilizes PðrÞ since it stabilizes wtsðrÞ. It is a well-known fact that the set of vertices of the weight polytope PðrÞ is precisely the Weyl group orbit of the highest weight (with respect to any system of simple roots) of r. It seems to be a lesser-known fact that the edges of PðrÞ can also be described in terms of the root datum of the pair ðG; TÞ and the highest weight of r: Furthermore, if x 0 is strongly dominant with respect to D, then Dðx 0 Þ ¼ D.
In other words, every edge of PðrÞ emanating from x 0 is obtained by reflecting x 0 in the wall of a uniquely determined positive root a, and when x 0 is strongly dominant, the possible roots a are precisely the simple roots. This result is intuitively clear from the geometry of the weight polytopes; however we will prove a more precise result, Theorem 3.2, in Section 3. In order to prove Proposition 1.7, we will need to recover the root a from the edge ½x 0 ; s a ðx 0 Þ that it determines, and this is made possible by the following result: Proposition 2.3. Suppose that the base field k is of characteristic 0. In the situation of Proposition 2.2, let e A Eðr; x 0 Þ be an edge of PðrÞ emanating from the vertex x 0 ; then the positive root a A Dðx 0 Þ for which e ¼ ½x 0 ; s a ðx 0 Þ is characterized as the unique indivisible element of x 0 À ðwtsðrÞ V eÞ. Proof. Let c :¼ hx 0 ; a 4 i A Z; this is an integer > 0 since x 0 A XðTÞ is dominant with respect to D and s a ðx 0 Þ ¼ x 0 À ca is not equal to x 0 . It su‰ces for us to show that wtsðrÞ V e ¼ fx 0 À ta A XðTÞ : t A f0; 1; . . . ; cgg in XðTÞ R :
Suppose that x A wtsðrÞ V e. Then x 0 À x lies in ZD because x 0 is the highest weight of r, and it lies in ½0; ca because x 0 À e ¼ ½0; ca. So to establish the inclusion J, we just have to show that ZD V ½0; ca ¼ f0; a; . . . ; cag. Pick a Weyl group element w A WðG; TÞ such that wðDÞ contains a. Then ZD V ½0; ca ¼ ZwðDÞ V ½0; ca, and this is equal to f0; a; . . . ; cag because wðDÞ is a linearly independent subset of the R-vector space XðTÞ R and it contains a. For the reverse inclusion K, we have to show that x 0 À ta for t ¼ 0; 1; . . . ; c actually occur as weights of r. By a standard argument (see the proof of [3, Lemme 5] for instance), we are reduced to the case when the base field k is algebraically closed and the group G is a connected semisimple group. The assertion we want is then a consequence of the corresponding assertion of the representation of the Lie algebra of G (cf. [2, §3.2 Theorem B (c)] for instance); here, we have used the assumption that k is of characteristic 0. r 2.4. Proof of Proposition 1.7. We assume the hypotheses of (1.3). By symmetry, it su‰ces to show that Xð f T Þ maps FðG 0 ; T 0 Þ into FðG; TÞ. Let a 0 A FðG 0 ; T 0 Þ be given and let a :¼ Xð f T Þða 0 Þ A XðTÞ; we want to show that a is in fact a root of ðG; TÞ. There is no a priori reason to assume that x 0 is strongly dominant with respect to any system of simple roots of ðG; TÞ; however, we can always choose a system D J FðG; TÞ of simple roots of ðG; TÞ so that x 0 is dominant with respect to D. It is then clear that x 0 is the highest weight of r with respect to D, since x 0 lies in CðDÞ and is a vertex of PðrÞ. We can now apply Proposition 2.2 again to see that the edge e is of the form ½x 0 ; s b ðx 0 Þ for some root b A FðG; TÞ which is positive with respect to D, and by Proposition 2.3, b is also the unique indivisible element of x 0 À ðwtsðrÞ V eÞ:
Therefore a ¼ b lies in FðG; TÞ. r
Edges of weight polytopes
In this section, we prove Theorem 3.2, which is a more precise version of Proposition 2.2. First let us fix the necessary notation.
3.1. We keep the notation introduced in (2.1). In addition, let r A IrrðGÞ be an irreducible representation of G, let D J FðG; TÞ be a system of simple roots, and let x 0 A XðTÞ be the highest weight of r with respect to D. Define is a well-defined bijection.
To illustrate: if x 0 A XðTÞ is strongly dominant with respect to D, then the subset D 0 J D above is the empty set, W 0 is the trivial subgroup of WðG; TÞ, and Dðx 0 Þ is equal to D. On the other hand, if r is a one-dimensional representation of G, then D 0 ¼ D, W 0 ¼ WðG; TÞ, and Dðx 0 Þ is the empty set-i.e. the polytope PðrÞ reduces to a singleton fx 0 g and hence has no edges.
We first establish a series of lemmas necessary for the proof. The hypotheses of the theorem are assumed throughout the rest of this section. Proof. The first inclusion is clear. From the definitions it is also clear that DnD 0 is contained in PðDÞnP 0 . Since Dðx 0 Þ ¼ W 0 ðDnD 0 Þ, the second inclusion will follow if we can show that PðDÞnP 0 is stable under W 0 . Now W 0 is generated by the reflections s b with b A D 0 J P 0 , and so it su‰ces to show that PðDÞnP 0 is stable under s b for any b A P 0 . But if b A P 0 , then we can write PðDÞnP 0 ¼ ðPðDÞnfbgÞnF 0 , and we just have to note that both PðDÞnfbg and F 0 are individually stable under s b . r Lemma 3.4. One has
Proof. Since we have Z >0 F 0 V FðG; TÞ H F 0 and since F 0 ¼ ÀF 0 , it follows that ðXðTÞ; F 0 ; YðTÞ; F 4 0 Þ is itself a root datum (cf. [4, exp. XXI, Proposition 3.4.1]), with D 0 J D as a system of simple roots, with P 0 J PðDÞ as the corresponding system of positive roots, and W 0 J WðG; TÞ as its Weyl group. If
is the closed Weyl chamber in XðTÞ R determined by P 0 , its image under the action of w À1 for any w A W 0 admits the description
Since D is a fundamental domain for the action of W 0 on XðTÞ R , the lemma follows. r CðDÞ ¼ fx A XðTÞ R : hx; a 4 i d 0 for every a A Dðx 0 Þ U P 0 g: Therefore,
But for every w A W 0 , we have
and so we can write for some coe‰cients c a A Z d0 .
Proof. We deduce this from Lemma 3.5 following the usual argument for the case when Dðx 0 Þ ¼ D (cf. [2, §2.11, Lemma J]). Define a partial order relation 3 in XðTÞ as follows: for any x; x 1 A XðTÞ, the relation x 1 3 x holds if and only if
for some coe‰cients c a A Z d0 . Given a point x A WðG; TÞx 0 in the Weyl group orbit of x 0 , we need to show that x 0 3 x. Choose an element x 1 A WðG; TÞx 0 which satisfies x 1 3 x and is maximal with respect to 3. If x 1 does not lie in the set C 0 of Lemma 3.5, then there is some a A Dðx 0 Þ such that hx 1 ; a 4 i is <0; but then s a ðx 1 Þ ¼ x 1 À hx 1 ; a 4 ia satisfies s a ðx 1 Þ 3 x 1 and s a ðx 1 Þ 0 x 1 , and yet it lies in WðG; TÞx 0 , contradicting the maximality assumption on x 1 . Hence x 1 belongs to C 0 . Consequently, there exists an element w A W 0 such that wðx 1 Þ A CðDÞ. But CðDÞ is a fundamental domain for the action of WðG; TÞ on XðTÞ R , and so WðG; TÞx 0 meets CðDÞ at exactly one point, namely x 0 . Since we also have wðx 1 Þ A CðDÞ V WðG; TÞx 0 , it follows that wðx 1 Þ ¼ x 0 , whence x 1 ¼ w À1 ðx 0 Þ ¼ x 0 because w À1 A W 0 fixes x 0 . Thus x 0 3 x as desired. r Proof. First suppose that the root a lies in DnD 0 J Dðx 0 Þ. Choose an element y y A YðTÞ R strongly dominant with respect to D, and set y :¼ỹ y À 1 2 ha;ỹ yia 4 A YðTÞ R :
Now for every g A D, the two roots a, g belong to the same system D of simple roots, and so hg; a 4 i equals 2 if g ¼ a and is at most 0 if g 6 ¼ a. As hg;ỹ yi > 0 for every g A D by assumption, we infer that A g ¼ 0 if g ¼ a and A g > 0 if g 6 ¼ a. In general, we can write a ¼ w 0 ða 0 Þ for some w 0 A W 0 and a 0 A DnD 0 . By what we have already shown, there exists an element y 0 A YðTÞ R such that for every b A Dðx 0 Þ, one has hb; y 0 i d 0 and equality holds if and only if b ¼ a 0 . Set y :¼ w 0 ðy 0 Þ A YðTÞ R . Then for any b A Dðx 0 Þ, we have hb; yi ¼ hw À1 0 ðbÞ; y 0 i d 0 because w À1 0 ðbÞ belongs to Dðx 0 Þ; and equality holds if and only if w À1 0 ðbÞ ¼ a 0 , which is to say that b ¼ a. This proves the lemma. r 3.8. Aside from the results in Lemmas 3.3, 3.6 and 3.7 above, the proof of Theorem 3.2 given in (3.11) also requires the general Lemmas 3.9 and 3.10 below about the edges of a polytope containing a given vertex. We first recall the basic facts about polytopes and their faces:
Fact A. If P J V is a polytope, then P ¼ convðvertðPÞÞ is the convex hull of its vertices.
Fact B. If F J P is a face of P, then F is also a polytope, and vertðF Þ ¼ F V vertðPÞ.
For the proof of these standard results, we refer to [5, Propositions 2.2 (i) Proof. First, suppose that e is an edge of P containing x 0 . By Fact B, e is a polytope and vertðeÞ ¼ e V vertðPÞ. Since e has dimension 1, vertðeÞ is necessarily a set of two distinct elements, namely x 0 and another vertex x 1 A vertðPÞ di¤erent from x 0 . By Fact A, we have e ¼ ½x 0 ; x 1 , which gives condition (i). Condition (ii) follows because e is a face of P and because fx 0 ; x 1 g ¼ e V vertðPÞ from Fact B. Conversely, suppose that e J P is a subset satisfying conditions (i) and (ii). Since P ¼ convðvertðPÞÞ by Fact A, every element x A P is a convex linear combination of the points in vertðPÞ, and so (ii) implies that hx; yi c c holds for all x A P and not just for the vertices x A vertðPÞ. Therefore,
is a face of P. Now vertðF Þ ¼ F V vertðPÞ by Fact B, and this intersection is precisely fx 0 ; x 1 g according to condition (ii). So by Fact A, F ¼ ½x 0 ; x 1 ¼ e is a face of P containing x 0 ; since x 0 0 x 1 by condition (i), the face e is of dimension 1. r Lemma 3.10. Let V be a finite-dimensional R-vector space, and let P J V be a polytope. Let x 0 A vertðPÞ be a vertex. Suppose that there exist elements y A V 4 and c A R, and an element v A V , such that hx; yi c c for every vertex x A vertðPÞ, and equality holds if and only if x A x 0 þ R d0 v. Let F :¼ P V fx A V : hx; yi ¼ cg. Then (i) either F is the singleton fx 0 g, or (ii) there exists a vertex x 1 A vertðPÞ of P distinct from x 0 and lying in F , in which case F is the line segment ½x 0 ; x 1 and is an edge of P containing x 0 .
Proof. It follows from the hypotheses that F is a face of the polytope P. From Fact B, we see that vertðF Þ ¼ F V vertðPÞ ¼ fx A vertðPÞ : hx; yi ¼ cg, which by assumption is contained in the half-line x 0 þ R d0 v. By Fact A, F ¼ convðvertðF ÞÞ is also contained in that half-line, and so it follows that F is of dimension 0 or 1, and correspondingly, either vertðF Þ ¼ fx 0 g or vertðF Þ ¼ fx 0 ; x 1 g for some x 1 A vertðPÞ with x 1 0 x 0 ; these correspond to cases (i) and (ii) respectively. r 3.11. Proof of Theorem 3.2. To show that the map ( * ) is well defined, let a A Dðx 0 Þ be given; we shall apply Lemma 3.10 to show that ½x 0 ; s a ðx 0 Þ is an edge of PðrÞ containing x 0 . By Lemma 3.7, there exists an element y A YðTÞ R such that for every b A Dðx 0 Þ, one has hb; yi d 0 and equality holds if and only if b ¼ a. Set c :¼ hx 0 ; yi A R. If w A WðG; TÞ is any element of the Weyl group, then by (3.6),
for some coe‰cients c b A Z d0 . It now follows from the positivity property of the element y that hwðx 0 Þ; yi c c, and that equality holds if and only if wðx 0 Þ ¼ x 0 or wðx 0 Þ ¼ x 0 À c a a for some c a > 0. The hypotheses of Lemma 3.10 are therefore satisfied, and we infer that F :¼ PðrÞ V fx A XðTÞ R : hx; yi ¼ cg is either fx 0 g or an edge of PðrÞ containing x 0 . Since a A Dðx 0 Þ does not lie in P 0 by Lemma 3.3, one has hx 0 ; a 4 i > 0, and so s a ðx 0 Þ ¼ x 0 À hx 0 ; a 4 ia is distinct from x 0 and lies in F ; this rules out the case F ¼ fx 0 g, and thus we must have F ¼ ½x 0 ; s a ðx 0 Þ, and it belongs to Eðr; x 0 Þ. To show that the map ( * ) is injective, suppose that we are given a; b A Dðx 0 Þ such that ½x 0 ; s a ðx 0 Þ ¼ ½x 0 ; s b ðx 0 Þ in Eðr; x 0 Þ; then s a ðx 0 Þ ¼ s b ðx 0 Þ 6 ¼ x 0 , from which we obtain hx 0 ; a 4 ia ¼ hx 0 ; b 4 ib 0 0. Since the root datum of ðG; TÞ is reduced, and since a, b are positive roots by Lemma 3.3, it follows that a ¼ b.
To show that the map ( * ) is surjective, let e A Eðr; x 0 Þ be an edge containing x 0 . Applying Lemma 3.9, we see that e ¼ ½x 0 ; x 1 for some x 1 A WðG; TÞx 0 with x 1 0 x 0 , and there are elements y A YðTÞ R and c A R such that for every w A WðG; TÞ, one has hwðx 0 Þ; yi c c, and equality holds if and only if wðx 0 Þ ¼ x 0 or wðx 0 Þ ¼ x 1 . We claim that x 1 ¼ s a ðx 0 Þ for some a A Dðx 0 Þ. Suppose that this is not the case. Then for each a A Dðx 0 Þ, we have s a ðx 0 Þ 0 x 1 , and since a B P 0 by Lemma 3.3, we also have s a ðx 0 Þ 0 x 0 , and hence it follows that hs a ðx 0 Þ; yi < c. Since s a ðx 0 Þ ¼ x 0 À hx 0 ; a 4 ia, we infer that hx 0 ; a 4 iha; yi > 0, and since x 0 is dominant with respect to D, this implies that ha; yi > 0, for each a A Dðx 0 Þ. However, by Lemma 3.6, we can write
for some coe‰cients c a A Z d0 , with at least one strictly positive coe‰cient because x 1 0 x 0 . If we apply the pairing hÀ; yi to both sides of the equation, we see that the sum P a A Dðx 0 Þ c a ha; yi is 0, which is a contradiction since this is a sum of nonnegative terms with at least one strictly positive term. This proves our claim, and hence e ¼ ½x 0 ; s a ðx 0 Þ for some a A Dðx 0 Þ. r
