Levin I141 discovered a number of NP -complete problems. The usefulness of these complete problems is that in order to separate P from NP one only has to focus on one particular complete problem and prove for this problem that it is not in P . Similar considerations are valid for EXP since this class also exhibits complete problems. Since then many people studied the complete problems of these and other complexity classes (among many others see for example [9, 6, 20, 51 In this paper we try to follow this type of approach.
t ( n ) E 2"O'l). W e show that the class of sets that TUTing reduce to Rt has measure 0 in EXP with respect to the resoul-ce-bounded measure introduced by [I 71.

From this we conclude that Rt is not Turing -complete for EXP. This contrasts the resource unbounded setting. There R is Turing -complete f o r CO-RE. w e show that thti class of sets to which Rt bounded truthtable reduces; has p2 -measure 0 (therefore, measure 0 in EXP). Th,is answers a n open question of Lutz, giving a natural example of a language that is not weaklycomplete for EXP and that reduces t o a measure 0 class in EXP.
It follows that the sets that are <:tt -hard for EXP have p2-measure 0.
1ntrod.uction
One of the main questions in complexity theory is the relation between complexity classes, such as for example P,iVP, and EXP. It is well known that P NP C EXP. The only strict inclusion that is known is the one between P and EXP. It is conjectured however that all of the inclusions are strict.
In the late sixties, early seventies Cook [8] and
Levin I141 discovered a number of NP -complete problems. The usefulness of these complete problems is that in order to separate P from NP one only has to focus on one particular complete problem and prove for this problem that it is not in P . Similar considerations are valid for EXP since this class also exhibits complete problems. Since then many people studied the complete problems of these and other complexity classes (among many others see for example [9, 6, 20, 51 ). 
es
However Kolmogorov [15] suggested, even before the notions of P , NP and NP -completeness existed, that lower bound efforts might best be focused on sets that are relatively devoid of simple structure. That is, the NP -complete problems are probably too structured to be good candidates for separating P from NP. One should rather focus on the intermediate less structured sets, that somehow were complex enough to prove separations. As a candidate of such a set he proposed to look at the set of, what we call nowadays, resource bounded Kolmogorov Random strings.
In this paper we try to follow this type of approach.
We study the set of strings Rt that are Kolmogorov random with respect to time bounds t such that
A variant of this set was studied before by [7] with respect t o instance complexity. A more restricted version of this set, namely Rp for p a polynomial, was studied by KO [13] . It is well known that the time unbounded version of this set, ie the CO-RE set of truly Kolmogorov random strings, is Turing -complete for CO-RE [21] . On the other hand it is not hard to see that Rt is P -immune, ie it has no infinite subset in P , and thus is complex enough to figure as the set Kolmogorov had in mind.
We also examine the sets that Rt reduces to, i.e. { A I Rt 5 P A } . We prove that for -reductions this class of sets has p2-measure 0, therefore also has measure 0 in EXP (in 
Preliminaries
We will use what is now standard notation, see [3, 41. Let so,s1,sz,. . . be the standard enumeration of the strings in (0,1}* in lexicographical order.
We will use the characteristic sequence X L of a language L , defined as follows:
We identify through characteristic sequences the class of all languages over (0, l} with the set {0,1}"" of all sequences.
E is the class defined by linear exponential time.
The function classes p = U k E N D T I M E F ( n k ) and pz = UkEN DTIMEF(210g(n)k).
Next we include the main definitions of measure in EXP and E. For a complete introduction to resourcebounded measure see [17] and [22] .
Intuitively, the measure in EXP is a function p: P(EXP) + [0, I] with some additivity properties, whose main purpose is t o classify by size criteria the subclasses of EXP. In this sense, the smallest classes are those X for which p ( X ) = 0 and the largest are those having p ( X ) = 1.
We only define measure 0 and measure 1 in EXP because we are always interested in classes that are closed under finite variations, and from a resourcebounded generalization of the Kolmogorov 0-1 law [17] these classes can only have measure 0 or measure 1 in EXP, if they are measurable a t all.
n-w 
(and we denote it p p ( X ) = 0 ) iff there exists a mar-
A set X (0,l)" has p-measure 1 (and we denote it p p ( X ) = 1) i f f X " has p-measure 0.
A set X C (0,1}" has measure 0 in E iff X n E has p-measure 0. This is denoted as p ( X 1 E) = 0. A set X C {0,1}" has measure 1 in E iff X " has measure 0 in E . This is denoted as p(X I E) = 1. If X has p-measure 0 then X has measure 0 in E .
If X has p,-measure 0 then X has measure 0 in EXP.
Next we state an important property of measure in EXP and E, the u-additivity property, that will be an important tool in the proof that certain classes have measure 0. 
We also will use the notion of instance complexity but also only give an intuitive definition, see ICt(x: A ) = min{lMI I M is a t-bounded Turingmachine consistent with A and deciding x}.
We stud.y the set Rt = {x I K t ( x ) 2 Ixl}, for t(n) 2 2"' and t(n) E 2n0(1). A variant of this this set was studied before in [7. We will use the following version of Theorem 3.2 in r ' 71, concerning the instance complexity of the strings in Rt:
We also study the set R1 = { x I K 1 ( x ) 2 [ X I } , for l(n) 2 23" and l ( n ) E 2'(l)". For this set we also have 
Main results
In this section we prove our main results. Let in the following t be a time constructible function such that for almost every n E W , t ( n ) 2 2"' and t(n) E 2n0(1), and let 1 be a time constructible function such that for almost every n E W,Z(n) 2 23" and l ( n ) E 2'(l)". 
PT(Rt) C UiXi. This allows us to show that P T ( R~)
has measure 0 in EXP by using the p2-union property.
Let us define d E p2 such that for each i E W , di is a martingale witnessing that X i has p,-measure 0.
Next we define the classes
and M~(R~I"I"'I,s~,.I) = b.
By definition di is a martingale. To compute di(w) we need t o compute R,<'og(iwi) and simulate Mi on inputs of the form On, for n 5 1og(lw1), thus di can be computed in time t(log(lw1)) . 1wI3, and d E p . With the same proof technique we can show the next theorem for R1. lently, A[2" -11 = A ( s p -1 ) = Mi(R,<'"'"-l' , S z n -1 ) .
Theorem 15 Ptt(R1) has p-measure 0, therefore, it has measure 0 in E .
As a corollary of the proof of Theorem 14 we have that the theorem holds for any infinite subset of Rt.
Corollary 16 Let A E EXP be a n infinite subset of Rt. T h e n p(PT(Rt) I EXP) = 0.
Let A E E be a n infinite subset of Ri. T h e n p p ( P t t ( R i ) )
As an immediate consequence ot Theorems 14 and 15 we have the following:
Corollary 17 Rt is n o t Turing -complete f o r EXP.
RI is n o t truth-table -complete f o r EXP.
Also Theorem 14 shows that Rt is not weakly Turing complete for EXP, and Theorem 15 that R1 is not weakly truth-table complete for EXP and E . Note that weak completeness for EXP not always implies weak-completeness for E [ll] .
Corollary 17 contrasts with the situation in the recursion theoretical setting. Let R = {z I K ( z ) > i~/ } .
It is not hard t o see that is effectively simple (see [23] for a definition). Moreover in [21] it is shown that every effectively simple set is Turing complete for RE from which it follows that R is Turing complete for
CO-RE.
Moreover Rt is a natural example of a Turing incomplete set in EXP -P .
Lutz has proposed to study the reasonableness and consequences of the hypothesis ' N P does not have measure 0 in EXP' (see [19] ). We have the following corollary
Corollary 18 If NP does not have measure 0 in EXP then Rt is n o t Turing -hard f o r NP.
Applying the results of Kautz and Miltersen [I21 we get the following:
Corollary 19 Relative t o a random oracle Rt is not Turing -hard f o r NP.
Note that Rt relative to an oracle can be defined using a relativization of resource bounded Kolmogorov complexity. It would be interesting t o connect our results with those obtained in [13] for the set R,, with p a polynomial. In this case Rp is in CO-NP. KO [13] shows that there exists an oracle relative to which R, is incomplete for CO-NP and not in P .
Another application comes from the results in [a] .
They show that the majority of EXP, ie a subclass of sets with measure 1, is weakly complete. It follows thus that Rt is a-typical in EXP.
Next we will turn our attention t o the upper span -the class of sets Rt reduces to ~ of Rt. We start by proving a general result about the 5;--upper span of any set having infinitely many hard instances, in the following sense.
finitely m a n y f -hard instances if there exist infinitely m a n y z E {0,1}* such that, I c q z : C ) 2 1x1.
Theorem 21 Let k E N , let C be a set in E that has infinitely m a n y nlogn-hard instances. T h e n Pk-tt-l(C) has p-measure 0.
Proof:
We start by seeing that every 5;-,t-reduction from C can be done such that on infinitely many 3: E {0,1}* there are useful queries of length bigger than 1z1/(5k). We say that a query is useful1 if the answer to that query is necessary to compute the answer t o the oracle computation, even if the answers t o smaller queries are known.
A via machine M . Let A be such that C (z : C ) < 4 k g < IzI.
Next we define the classes d; A) = 1.
By definition di is a martingale. The small span theorem of Juedes and Lutz [lo] says Our results show that the converse of Theorem 24 is false, since both P'tt-l(Rt) has p,-measure 0 and Pbtt(Rt) has measure 0 in EXP. (Juedes and Lutz proved in [lo] that the converse of the many-one version of Theorem 24 is also false.) In fact we have seen that even a much weaker converse of Theorem 24 is false, since the following holds Where pspace and p,space-measure are defined similarly to p and p,-measure (see [17] ). Notice that there is a slight improvement with respect t o the time bound case, here the Turing-lower span has pspacemeasure 0.
As a last remark, the whole paper could have been developed by considering R F = { x I K t ( z ) 2 p ( l z \ ) } , for p any fixed sublinear polynomial.
Conclusions and questions
We studied the lower span of Rt with respect to Turing -reductions. We showed that that lower span has measure 0 in EXP. As a consequence we obtained that relative to a random oracle Rt is not Turinghard for NP. It would be interesting t o connect these results to the set studied in [13] and show that similar results are true with respect to the set studied there. We also studied the upper span of Rt and showed that with respect t o -reductions this upper span also has measure 0 in EXP. In fact, our proof shows that this upper span has p2-measure 0, thus if we could push these results up t o polynomialtime truth-table reductions it would result in proving that BPP # EXP.
