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My interest is in estimating the average number of
real zeros of the trigonometric cosine polynomial,
a^os x + 21/2a2cos 2x + n1/2ancos nx, (1)
when the coefficients a^ are independent normally distrib
uted random variables with mean 0 and variance 1. The same
problem without the square roots in the coefficients has
been studied by Das [Froc. Cambridge Philos. Soc. 64
(1968), 721-729], and by Wilkins [Proc. Am. Math. Soc. Ill
(1991), 851-863]. I generalize their results and find an
asymptotic expansion for the average number vn of zeros of
the polynomial (1) on the interval (0,27c) . This expansion
will have the form, vn = 2'%(2jj + 1) [1 + Ex(2n + I)"1
+ E2 (223 + 1) "2 + E3 (222 + 1) "3+ Oi{2n + 1) ~4] , in which the
coefficients EltE2 and E2 are numerical constants whose
values are -0.378124, -1/2 and 0.5523 respectively.
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Suppose that a1,a2, . . . ,aB are independent, normally
distributed random variables with mean 0 and variance 1,
and that vno is the mean value of the number of zeros on
the interval (0,2it) of the trigonometric polynomial aj
2°a2cos 2x + ... + n°ancos nx. Das [3] has shown that
vno ={(2o + l)/(2o + 3)}'M(2n) + O(n'A))
for large n. Christensen and Sambandham [2] (cited by
Bharucha-Reid and Sambandham [1]) have shown that
|vno- (2jj/3'a) I s lOn* when n * 25.




in which Do = 1, Dx = 0.232423, D2 = -0.25973 and D3 = 0.2172.
Wilkins [6] has also shown that, when o is a positive inte
ger p,
3
v^ = (2n + D|ip£ (2n + l)-rDzp + d(2n + I)"3),
r=0
in which Dip are explicitly defined constants (DOp = 1) and
|ip = {(2p + l)/(2p + 3)}%. In this paper we will consider the
special case for which o = Vz. More precisely, we will
prove the following theorem (in which we have dropped the
subscript \).
Theorem. For large n, it is true that
(1.1) vn - 2-%(2ji + 1) [Eo + E^2n + I)"1 + £"2(211 + I)'2
+ £3(222 + I)"3] + 0i(2n + I)"3},
in which Eo = 1, E2 - -V2, and Ex and E3 are explicitly
defined constants (see Equations (3.37), and (3.39)) whose
numerical values are approximately -0.378124 and 0.5523,
respectively.
After a statement of the basic formulas on which our
analysis rests, we devote Chapter 2 to the derivation of a
convergent series representation for vn (cf. Lemma 7).
Asymptotic representations for the first few coefficients
in that series are derived in Chapter 3 and are used to
establish the Theorem. We have calculated and recorded in
Table 1, 6D values of vn when n = 2(1)60. In Chapter 4 we
use these values to assess the accuracy of (1.1). In
particular, the approximation to vn obtained from (1.1) if
the ci(2n + I)"3} term is neglected produces 5D values that
differ from the calculated values by at most 10"5 when
n * 8 and by only about 0.1% when n is as small as 2.
CHAPTER 2
PRELIMINARY ANALYSIS
It is known [1, p. 107] that, when n z 2,
in which
(2.1) Fa - Aa1 (ABCB - Ba) %#
n
(2.2) Aa = rj cos2jx,
n
(2.3) Ba » V j 2cos jx sin jx,
(2.4) Cfl=
It is then obvious that
(2.5) va -4*"1]/ FB(x)dx.
We will need the explicit representations for An,Bn
and Cn stated in the following lemma.
1. It is true that
(2.6) QAa = (2n + l)2flr0 + (2n + 1)^ + g2,
(2.7) 16Bn - (2i3 + l)3il0 + (2i3 + l)2^ + (2il + I)!!, + h3,
(2.8) 32Cn = (2n + l)4Jc0 + (2n + l)3^ + (2n + l)2k2
+ (2n + l)k3 + lc4,
if the quantities g0lg1,g2,h0,hllh2lh3tk0,klfk2,k3 and kA are
defined so that
(2.9) g0 = Vz + z^sin^ - z"2(l - cos z),
3
(2.10) gx = fix) sin z, fix) - csc x - x'1,
(2.11) g2 - -(V2 + <p(x) + f'(x)cos z}, <p(x) - csc2x - x"2,
(2.12) h0 - -z^cos z + 2z"2sin z - 2z"3(l - cos z),
(2.13) J3X = -f(x) cos z,
(2.14) A2 » ^/'(xjsin z#
(2.15) A3 = <p7U) + f"{x)cos z,
(2.16) Jc0 ■ % - z^sin z - 3z"2cos z + 6z"3sin z
- 6z"4(l - cos z),
(2.17) kx = -f(x)sin z,
(2.18) ic2 = Sf'Ortcos z - Va,
(2.19) k3 - 3/;/(x)8in z,
(2.20) J^ - - »"(x) - f'"{x)cos + 1/4,
(2.21) z = (2n + l)x.
It is a consequence of a known result [4, p. 133, Eg.
(31)] (or of a simple mathematical induction) that
(2.22) BAn = 2n(n + 1) + (2X2 + l)csc x sin z
- (1 - cos x cos z)csc*x.
The validity of (2.6), together with (2.9), (2.10) and
(2.11), is now a consequence of some algebraic manipula
tion . The validity of (2.7) together with (2.12), (2.13),
(2.14) and (2.15), and of (2.8) together with (2.16),
(2.17), (2.18), (2.19) and (2.20), follows at once from
(2.6) and the observations that
2Ba = -dAjdx,
n
(2.23) 32Cn = 16V J3 - 16dBB/dx
= (212 + 1)V4 - (2n + l)2/2 + V4 - 16dBjdx.
For future reference we record in the following lemma the
power series expansions of the functions f(x) [5, Lemma 2]
and <p (x) .
Lemma 2. If P2JR is the Bernoulli number of order 2m,
then
fix) = f) (-i)»-i(22ffl - 2)$2ax2a-1/(2m) I
m=l
= (x/6) + (7x3)/360) + (3)X5/1512O) + ...,
(2.24)
<p(x) = csc2x - x~2 = f2(x) + 2x~xf(x)
= (1/3) + (x2/15) + U4/630) + • ♦ •.
The power series in (2.24) converge when \x\ < %, and their
coefficients are positive.
We calculate the first factor A^1 in (2.1) in the
following:
3. There exists an integer n0 such that, if
0 s x * it/2 and n £ n0,
(2.25) (BAJ-1 = (2u + l)-2g?Y; (212 + l)"rjbr/
r=o
in which b0 = l, bx = -gJgQ, b2 = (gjgj2 - g2fgQ, bz
-gl/gl, ' • *. The series in (2.25) converges
absolutely and uniformly when 0 £ x s rc/2, 12 s 12O.
It is a consequence of (2.9) that
(2.26) go{z) = /^fcd + cos zt)dt.
Jo
Therefore, go(z) > 0 when 0 £ z < <», and lim go{z) = V2 > 0
We infer that both gQ and g^1 are bounded functions of z.
Because the functions g± and g2 defined in (2.10) and
(2.11) are obviously bounded (uniformly in n and x when
12 * 2 and 0 * x * it/2), it follows that there is a positive
integer nQ so large that
(2.27) (223 + D-MSi/flU + <2n + D"aba/^ol < °-95
when 22 s i20 and 0 * x s it/2. The expression (2.6) can be
inverted for such values of n and x; this yields (2.25),
in which the first four coefficients are those specified in
Lemma 3.
A straightforward calculation, based on (2.6) through
(2.8), shows the validity of the following lemma.
Lemma 4. It ia true that
(2.28) 256 (A^ - Bl) = (221 + l)62?0 + (222 + l)5^ + (222 + l)*f2
+ (222 +l)3f3 + (212 + l)2f4 + (222 + l)f5 + f6,
if the quantities fz are defined so that
(2.29) ft = £ (gje^ - hjix.m) .
JJ1=
(It is understood that gm - 0 if m > 2,hm ■ 0 if m > 3, and
km = 0 if jn > 4. ; In particular,
(2.30) f0 = goko -hi
= (1/8) - (4z)"1sin z - (5/4)z"2(l - cos z)
+ 4z"3sin z - z"4(l - cos z)2
- 4s~5sin z(l - cos z) + 2z"6(l - cos z)2,
(3.31) fx = groJCi + g^ - 2hQh^
= {-4"xsin z - 2z~x + z"2sin z
6
+ z~3(5 - 4 cos z - cos 2z)
- 6z"4(l - cos z)sin z)f(x),
(2.32) £2 = flr0lc2 + ^Icj. + flr2^0 - 2A.A " -&i
= {(5/4) cos z + z"2(6 cos2z + 8 sin2z - 3 cos z
+ z~3 (2sin z cos z - 8 sin z)
- 6z"4(cos2z - cos z))f'(x)
+ {- V* + z^sin z + 3z"2cos z - 6z"3sin z
+ 6z"4(l - cos z)}<p(x)
- f2(x) + {-3/8 + z~2cos z + 2~xz - 3z"3sin z
+ 3z"4(l - cos z)),
(2.33) £3 - ^3 + g^ + g2Jc! - 2i20A3 - 2A1iJ2
= {(3/2) sin z + z-x(3 sin2z + 2 cos2z)
- z"2(3 + cos z)sin z + 4z"3(l - cos z) cos z)f"(x)
+ fez^cos z - 4z"2sin z + 4z"3(l - cos z)}<p/(x)
+ if(x)<p(x)sin z.
We calculate the second factor (AnCa - s|)% in (2.1) in
the following lemma:
Lemma 5. There exists an integer nQ such that n0 £ 2
and
^Z« J*tj ID IAjjCjj x7jj / — \&Il t XV Xo y ^ \Aii "T" X/ l<r
when n in0, in which
(2.35) c0 = 1, cx = f2/2f0, c2 = f2/2f0 - fl/Sff,
The series in (2.34) converges absolutely and uniformly
when 0 * x z n/2 and n z n0.
We infer from (2.12) and (2.16) that
(2.36) h0 = f1t2sin zt dt, k0 = pt3 (1 - coa zt) dt.
so that (2.26) and the Schwarz inequality imply that
f0 = SiA) - hi > 0 when 0 < z < «>. Moreover, f0 = z2/48 + O(z<)
for small z and jf0 = 1/8 + O(z~1) for large z.
Because f is an odd function of x, q> is an even func
tion of x, and 0 * x z n/2, 0 s x = z/(2n + 1) £ z/5 when
Di2, it follows from (2.36), (2.12), (2.13), (2.14) and
(2.15) that hz = O(z), uniformly in n and x, and from
(2.36) and (2.16) through (2.20) that kz = O(z2). uniformly
in n and x. It is now a consequence of (2.29), and the
earlier observation that gz = 0(1), that fz = O(z2) , uni
formly in n and x, and fz - 0(1) uniformly in n and x.
Because it is obvious that hz = O(l) , kz = O(l) , uniformly
in n and x, we conclude that fjfo = 0(1) , uniformly in n
and x. We can accordingly choose n0 so large that (2.27)
holds and
6
(2.37) 2 (2n + 1)-r|jfr/fo| < 0.95
r=l
when ia ss n0 and 0 <, x <. %/2. Lemma 5 now follows upon
extracting the square root of the expression in (2.28).
If we use (2.1), (2.5) and Lemmas 3 and 5, we obtain
the following lemmas.
Lemma 6. It is true that, when n z n0,




The series (2.38) converges absolutely and uniformly when
0 £ x £ n/2 and n z n0.
7. It is true when n * n0 that
(2.40) va = (222 + 1)£ (223 + l)"rvr,
r=0
in which
(2.41) vc = 2%
(2.42)
We observe that G(z) = 0(1) and G(z) = O(z) , both uni
formly in 2i and x, and that the series (2.40) converges
absolutely and uniformly in 23 when n z n0.
CHAPTER 3
PROOF OF THE THEOREM
In the next four lemmas we will exhibit constants
SrJB(0 :£ r + in * 3) and Sz(r = 0,1,2,3) such that
3-r
(3.1) 2%vr = £ (2i2 + l)-ffl5rin + (-l)a(2i2 + l)*"3^ + Oi(2n + l)r-*
when r = 0,1,2,3. In the proofs of these lemmas it will be
convenient to use Tq(z) as a generic symbol for a trigono
metric sine polynomial of degree g, not necessarily the
same at each occurrence.
Lemma 8. Eq. (3.1) is true when r = 0 if
(3.2) SQ0 - 1, S01 = 2iz-ir&AG(z) - l)dz.
jo
If z is large we deduce from the definitions (2.41),
(2.9) and (2.33) of G(z) ,gQ and fQ that
(3.3) 2%G(z) = 1 - Sz^sin z - (2z)~2(ll cos 2z + 28 cos z + 1)
+ z~3T3(z) + O(z"«) .
It then follows from (2.41) and (2.39) when r = 0, and
Lemmas 3 and 5, that
(3.4) 2%v0 = 1 + X"1 f"{2%G(z) - l)dz - X^f^Giz) - ±)dz,
Jo JX
in which
(3.5) X = (2n + 1)ti/2.
If the last term in (3.4) is evaluated with the help of
10
(3.3) and some integrations by parts, we find that Lemma 8
is true.
Lemma 9. Eq. (3.1) is true when r = 1 if
(3.6) S10 = 0, S1X - -(5/n)fn/2x-1f(x)dxf Sx = -24/ir3,
312 = -(l/3«)J~z{21Aff(z) - 3 sin z
- (2z)"1(5 + 11 cos 2z))dz
in which
(3.7) H(z) = [i(2fo)-1(go - Jc0) + sro^sin z - fo~xho cos z)]G(z) .
If H(z) is the function defined in (3.7), we infer
from (2.39) and Lemmas 3, 4 and 5 that
(3.8) G{z)ux = -2f(x)H(z) .
If z is large we deduce from the definitions (2.9), (2.12),
(2.16) and (2.30) of g0, h0, Jc0 and if0/ respectively, and
from (3.3) that
(3.9) H(z) = H*(z) + Oiz'3),
(3.10) 2*H*(z) = 3 sin z + (2z)~1(5 + 11 cos 2z)
+ (822)"1(151 sin z - 60 sin 2z - 69 sin 3z) .
Moreover, H(z) = 0(1) and H*(z) = Oiz-1) for small z. Hence
(3.9) is true for all positive z. It now follows from
(2.41) and (3.8) that
(3.11) -7CVi2%/2 - Jx + Ja + J3/
in which
(3.12) Ji = f*/22* te(z) -fT'(z)}(f(jc) - (x/6)} dx,
Jo
(3.13) J2 = (2%/6)p/2x\H(z) -H*(z))dx,
(3.14) J3 = fn/22%if(^)f(x)dx.
Jo
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We conclude from (2.24), (3.9) and (3.12) that
(3.15) Ix = Jw/2OU-3)O(z-3)dx = 0i(2n + I)"3}.
Similarly, we conclude from (2.21), (3.9), (3.13) and (3.5)
that
(3.16) 6J2 = (223 + 1) "22%fkz iH(z) - H*(z))dz
) - H*(z))dz
Jo
- 6(223 + l)-22*p0(z-2)dz
= (2n + l)-22*[~z iH(z) - H*(z))dz + d(2n + I)'3).
J0
In order to evaluate the integral (3.14) for J3, we observe
that
(3.17) r/2f(x) sin z dx = [- (222 + l)~x£(x) cos z
Jo
+ (222 + l)-2f'(x) sin z + (222 + !)-*£"ix) cos
- (222 + l)-*r/2ff//(x) cos z dx
Jo
= (222 + l)-2(4/it2) (-l)a + O{(222 + I)"3},
because f'(n/2) = 4/n2;
(3.18) / z~1f(x)dx - (222 + I)"1/ x-1f(x)dx;
Jo Jo
(3.19) ^r/2z-xf(x) cos 2zdx= [2(222 + D^ffx) sin 2z
Jo
+ (222 + l)-i(x-x£(x)YcOB
- (222 + I)"3/ ix"1!?(x)rcos 2z dx
Jo
= O{(222 + I)"3};
(3.20) r/2z~2f(x) sin gs dx = (222 + l)-2f'(0) [lz-x sin qz dz
Jo Jo
+ (222 + l)-2f"/2x-2{2f(x) - jrf'(0)> sin qz dx
Jo
= (223 + l)-2(n/l2)
12
- (2J2 + l)-3q-1lx-iif(x) - xf'(O)) cos qz\ln
+ (2n + l)-*q-l[1'/*lx-*{£(x) - xf'{0)}]'cos qz dx
Jo
+ Ci{2n + I)"3}
= (2n + l)-2(it/l2) + d(2n + I)"3},
because f'(0) = 1/6 and f (x) = xf'(0) + OU3) .
If we use the known identity,
(3.21) fz^sin qz dz = n/2 (q > 0) ,
Jo
and (3.14), (3.10), (3.17), (3.18), (3,19) and (3.20) to
evaluate J3, and then combine that result with (3.15),
(3.16) and (3.11) to evaluate vx, we conclude that Lemma 9
is true.
Lemma 10. Eq. (3.1) is true when r = 2 if
(3.22) 520 = (2/«>f"/29(jrtdx- (1/2) - (5/2 it) f/2f2 (x) dx,
Jo Jo
S21 = (3n)-1/>"{2v6J-(z) +1-7 cos z)dz, S2 = 56/w3,
in which
(3.23) J(z) = [6g^ - 3fo-1ko + 2fo1ho sin z
+ {- 9o~x + (k0 - 3gr0) (2fo)-Ml - cos z)]G(z) .
We infer from the lemmas in section 2 that
(3.24) Giz)!^ = k(z)if (x) - f'(0)} + M(z){<p(x) -<p(0)}
-L(z)f2(x) + f'(0)J(z),
in which J(z) is defined in (3.23), and K(z), M(z) and
L(z) are defined so that
K/G = {(2fo^o)-1(3^o2 - Sroko + 2f0)} cos z + 2/0"1A0sin z,
M/G- (2f0g0)-H2fQ - kQg0),
13
L/G = [(lefo2)"1^ - ko)z - (4fo2)-1Ao2
- (4foflro) "x (9b " ko) ~ (2ST02)"1] (1 ~ cos 2z)
* {go1 - (2fo)-1lgo - k0)) {(2fo)-1iio sin 2z)
We need to know that, for all positive z,
(3.25) 2*K(z) = 7 cos z - (2z)~115 sin 2z +
(3.26) 2*M(z) = 1 - 2z"1sin z + O(z~2),
(3.27) 2%L(z) = {10 + 22 cos 2z
+ z'Mlll sin z - 69 sin 3z)}/8 + O(z"2) .
Moreover, if F{x) is either of the functions f'(x) - f'(0)
or f2(x), so that F{x) = O(x2) when 0 £ x s it/2# we see that
r/2F(x)z~1T3(z)dx = Ci(2n + I)"2},
Jo J








= (2J3 + D-^if'(w/2) - f'(O)K-l)11 + O((2i3 + I)"2},
(3.29) 2%r/2M(z){<p(x) - <p(0))dx
Jo
= f <p(x)dx - it/6 - 0{(2n + I)"2},
Jo
(3.30) 2%r/2L(z)f2U)dx = 5/&r/2f2(x)dx + d(2n + I)"2}.
Jo Jo
We also need to know that, for large z,
(3.31) J(z) = J*(z) + z-*-T2(z) + O(z~2),
(3.32) 2%J-*(z) = - 1 + 7 cos z.
It now follows, by reasoning like that used in the
proof of Lemma 9, that
14
f%/2J*(z)dx + (2n + l)-l[m{j(z) - J*(z))dz
o Jo Jo
- (2n + l)-xf~{j(z) - J*(z))dz
= - (it/2) + (2n + D^K-i)* + (2n + D^TiKz) - J*(z))dz
Jo
+ Ci(2n + I)"2}.
An appropriate combination of these results shows that
Lemma 10 is true, if we observe that ff(0) = 1/6, f'(n/2)
= 4/n2.
11. Eq. (3.1) is true when r = 3 if
(3.33) S30 = 0, S3 = 0.
We use the lemmas in section 2 to see that, for all
positive z,
G(z)u3 = f(x){T2(z) + CHz-1)} + f(x)f'(x)iT2(z) + Oiz'1))
* i iJt/ Cp \ X) \£ + \ Z) ' C/ V Z ) I *t*
If F(x) is any one of the functions f{x), f{x)f'(x),
f"(x), f*(x), f(x)<p(x), or (p'U), so that F(x) = O(x) when
0 s x £ it/2, then
F(x) sin qz dx = oi(2n + I)"1},
o
Therefore, each of the terms in (3.34) contributes only
oi(2n + l)"1} to v3. This remark completes the proof of
Lemma 11.
The Theorem is now an immediate consequence of Lemmas
7,8,9,10 and 11 if we define Ez so that
15
r
(3.35) Br-ES:-*.m (r- 0,1,2,3),
jn=
and observe that So + Sx + S2 + S2 = 0. If we use Lemma 2 and
the identity
(3.36) (*/2{f2(x) + 2x~1f(x)}dx = f"/2(csc2x - x"2)dx = 2/n,
Jo Jo
we then find the following explicit formulas for Ez;
(3.37) £0 = 1, Ex = 2/nf{2VtG(z) - l)dz,
Jo
(3.38) E2 = (I/it2) - (5/it) r/2x-1f(x)dx + (2/ic) fn/2<pU)dx
Jo Jo
- 1/2 - (5/2ic) r/2f2(x)dx = -V2,
Jo
(3.39) £"3 - (l/3n) ri21AlJ(z) +1-7 cos z)dz
Jo
- (l/3ic) [mzte*H(z) - 3 sin z - (2z)"1(5 + 11 cos 2z))cte.
Jo
This completes the proof of the Theorem, except for the




We calculated the three integrals in (3.37) and (3.39)
over the interval (0,25it) by Simpson's rule. The inte
grals over the interval (25n,<») were calculated using the
asymptotic relations (3.3), (3.9) and (3.10), (3.31) and
(3.32), (3.25), (3.26) and (3.27) for G{z), H(z),
J(z), K{z), M{z) and L(z), respectively. In each case it
was desirable to include additional terms in those rela
tions. The results for the coefficients E1 and E3 are
those recorded in the statement of the Theorem, along with
the values, Eo = 1, E2 = -Vz.
We have also numerically computed the integral in
(2.5) when n = 2(1)60, using Simpson's rule. The results
are displayed in Table 1. The approximation \'a =
2~%(2n + 1 + JS^) is in error (in excess) by about 0.0034%
when .n = 60, 0.0076% when n = 40, 0.030% when n = 20, 0.110%
when n = 10, and 1.61% when n = 2. The more accurate ap
proximation Vn = 2"vK2u + 1 + E1 + (2.n + l)"1^} is in error (by
default) by about 0.00004% when n - 60, 0.00011% when
n = 40, 0.00080% when n = 20, 0.0061% when n = 10, and .588%
when n = 2. The most accurate approximation, v^ = 2"%{2n + Ex
+ (2n + 1)~XE2 + (2n + l)"2^}, agrees to 5D with the correct
17
vn when n z 8, and is only in error (by default) by about
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