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GLOBAL SOLVABILITY OF THE ROTATING NAVIER-STOKES
EQUATIONS WITH FRACTIONAL LAPLACIAN IN A
PERIODIC DOMAIN
NOBU KISHIMOTO AND TSUYOSHI YONEDA
Abstract. We consider existence of global solutions to equations for three-
dimensional rotating fluids in a periodic frame provided by a sufficiently large
Coriolis force. The Coriolis force appears in almost all of the models of me-
teorology and geophysics dealing with large-scale phenomena. In the spatially
decaying case, Koh, Lee and Takada (2014) showed existence for the large
times of solutions of the rotating Euler equations provided by the large Cori-
olis force. In this case the resonant equation does not appear anymore. In
the periodic case, however, the resonant equation appears, and thus the main
subject in this case is to show existence of global solutions to the resonant
equation. Research in this direction was initiated by Babin, Mahalov and
Nicolaenko (1999) who treated the rotating Navier-Stokes equations on gen-
eral periodic domains. On the other hand, Golse, Mahalov and Nicolaenko
(2008) considered bursting dynamics of the resonant equation in the case of a
cylinder with no viscosity. Thus we may not expect to show global existence
of solutions to the resonant equation without viscosity in the periodic case. In
this paper we show existence of global solutions for fractional Laplacian case
(with its power strictly less than the usual Laplacian) in the periodic domain
with the same period in each direction. The main ingredient is an improved es-
timate on resonant three-wave interactions, which is based on a combinatorial
argument.
1. Introduction
We consider the rotating three-dimensional Navier-Stokes equations with the
fractional Laplacian:
∂tu+ (u · ∇)u +Ωe3 × u+ ν(−∆)αu = −∇p in T3 := [0, 2π)3,(1.1)
∇ · u = 0 and u|t=0 = u0,
where u = u(t) = (u1(t, x), u2(t, x), u3(t, x)) is the unknown velocity vector field and
p = p(t, x) is the unknown scalar pressure at the point x = (x1, x2, x3) ∈ [0, 2π)3
in space and time t > 0 while u0 = u0(x) is the given initial velocity field. Here
Ω ∈ R is the Coriolis parameter, which is twice the angular velocity of the rotation
around the vertical unit vector e3 = (0, 0, 1), and ν > 0 is the kinematic viscosity
coefficient. By × we denote the exterior product, and hence, the Coriolis term is
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represented by1 e3 × u = Ju with the corresponding skew-symmetric 3 × 3 matrix
J , namely,
J :=
0 −1 01 0 0
0 0 0
 .
Note that J restricted to divergence free vector fields is in fact a non-local zero
order pseudo-differential operator.
The Coriolis force plays a significant role in the large scale flows considered in
meteorology and geophysics. In 1868 Kelvin observed that a sphere moving along
the axis of uniformly rotating water takes with it a column of liquid as if this were
a rigid mass (see [11] for references). After that, Taylor [27] and Proudman [26]
did important contributions. Mathematically, linear wave dynamics for rotating
fluids was investigated by Poincare´ [25], more recently, by Babin, Mahalov and
Nicolaenko [2, 3] using the fully Navier-Stokes equations in a periodic domain.
Throughout this paper we essentially use the spatial Fourier transform denoted
by F or ·̂ :
u(x) =
∑
n∈Z3
û(n)ein·x with (Fu)(n) = û(n) := 1
(2π)3
∫
T3
u(x)e−in·x dx.
Let us define the inhomogeneous Sobolev spaces Hs as follows:
Hs(Td) :=
{
u =
∑
n∈Zd
uˆ(n)ein·x
∣∣∣∣ ‖u‖Hs := ( ∑
n∈Zd
(1 + |n|2)s|uˆ(n)|2
)1/2
<∞
}
.
The homogeneous version H˙s can be defined as
H˙s(Td) :=
{
u =
∑
n∈Zd
uˆ(n)ein·x
∣∣∣∣ ‖u‖H˙s := ( ∑
n∈Zd
|n|2s|uˆ(n)|2
)1/2
<∞
}
.
We will assume that all the vector fields in this paper are mean-zero. This
assumption is valid from the following observation: Let
f(t) :=
(
û10(0) cosΩt+ û
2
0(0) sinΩt, −û10(0) sinΩt+ û20(0) cosΩt, û30(0)
)
.
Note that f(t), which is the solution to the following ODE:
f ′(t) + ΩJf(t) = 0, f(0) = û0(0),
is the average over T3 of the velocity component of the solution to (1.1) at t. Then
the following invertible transforms
u(t, x) 7→ u
(
t, x+
∫ t
0
f(s)ds
)
− f(t) and p(t, x) 7→ p
(
t, x+
∫ t
0
f(s)ds
)
preserve the equation (1.1), and the new velocity field has zero mean for all time.
We therefore do not distinguish homogeneous and inhomogeneous Sobolev spaces.
Let us recall the result of Babin et al. as the starting point of our work:
1 Vectors in R3 should be considered as column vectors, but we will write them as row vectors
throughout the paper for notational convenience.
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Theorem 1.1 ([3]). Let s > 1/2 and T3 be a torus with arbitrary period (distin-
guished from T3). Let u0 ∈ Hs(T3) be a divergence-free vector field. Then there
exists a positive Ω0 depending on ‖u0‖Hs and the period of torus such that for all
|Ω| ≥ Ω0, there is a unique global solution
u(t) ∈ C([0,∞);Hs(T3)) ∩ L2((0,∞);Hs+1(T3))
to the equation (1.1) with α = 1.
As shown in [2, 3], it turns out that the estimates on the obtained global solutions
depend crucially on the period of the torus. For instance, the global a priori bound
is independent of the viscosity coefficient ν > 0 for generic periods ([2]), whereas
exponential-in-ν−1 dependence may occur in the “worst case” ([3]). In this paper,
we will focus on the special torus T3 = [0, 2π)3, which is among the “worst case”
as we will see in Section 4.4 below. We remark that the above result was extended
to the critical case s = 1/2 in [8, Theorem 6.2]; see also [8, Theorem 5.7] for an
analogous result on R3.
We next recall previous results in the inviscid case. In the spatially decaying
setting, combining the Strichartz estimates with Beale-Kato-Majda’s blow-up cri-
terion, Koh, Lee and Takada [22] showed long time existence of solutions to the
Euler equations provided by large Coriolis parameter. The periodic case may be
more difficult due to the appearance of the resonant equation. In [2], Babin et al.
initially considered long time solvability of the rotating Euler equations (see also
[24] in a cylinder case). However they set specific periodic domains (specific aspect
ratios) and eliminate “nontrivial resonant part” which is essentially related to the
Rossby wave in physics (see [21, 29] for example). For domains with other periods
we need to deal with “nontrivial resonant part”, and it has been an open problem.
On the other hand, in a cylinder case, Golse, Mahalov and Nicolaenko [18] consid-
ered bursting dynamics of the inviscid resonant equation. Thus we may not expect
to show existence of inviscid smooth global flow in general periodic cases. Never-
theless, by a refined estimate on “nontrivial resonant part” based on elementary
number theory (Lemma 5.1 below), we can progress a less viscosity effect case (frac-
tional Laplacian case) in the periodic domain T3 = [0, 2π)3. A fractional Laplacian
has been employed in many theoretical and numerical works instead of the usual
viscosity; see, for example, [10] and [28].
First we state the following local existence theorem, which is obtained by a
standard argument. For α ∈ (34 , 1], C(α) denotes any positive constant depending
on α with C(α)→∞ as α ↓ 34 .
Theorem 1.2. Let ν > 0, α ∈ (34 , 1], s ≥ 1. Then, (1.1) is locally well-posed
in Hs(T3): For any u0 ∈ Hs with div u0 = 0, there exists a unique solution u ∈
C([0, TL];H
s) ∩ C((0, TL];H∞) of (1.1) on the time interval [0, TL] such that
νTL =
(
C(α)ν−1‖u0‖H1
)− 4α4α−3 ,(1.2)
sup
0<t≤TL
(‖u(t)‖H1 + (νt) 12 ‖u(t)‖H1+α) ≤ C‖u0‖H1 ,(1.3)
ν
∫ TL
0
‖u(t)‖2H1+α dt ≤ C(α)‖u0‖2H1 .(1.4)
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Moreover, there exists η = η(s) > 0 such that if ‖u0‖H1 ≤ η(1)ν, then the solution
u is global. If ‖u0‖H1 ≤ η(s)ν, then it holds that
‖u(t)‖Hs ≤ e− 12νt‖u0‖Hs , t ≥ 0.
We give its proof in the next section. Since we consider the subcritical problem
with respect to the scaling (see Section 7.2), time of local existence is bounded from
below in terms of the size of initial data. Note also that the result is uniform in the
Coriolis parameter Ω.
We now state the main theorem.
Theorem 1.3. Let ν > 0 and α ∈ (34 , 1]. For any E > 0, there exists Ω0 depend-
ing on α, ν and E such that for any Ω ∈ R with |Ω| ≥ Ω0 and any real-valued
divergence-free mean-zero initial vector field u0 ∈ H1(T3) with ‖u0‖H1 ≤ E, there
exists a unique global smooth solution u(t) ∈ C([0,∞);H1) ∩ C((0,∞);H∞) of
(1.1) satisfying
‖u(t)‖2H1 + ν
∫ t
0
‖u(t′)‖2H1+α dt′ ≤ C(α)E2
(
1 +
E
ν
)C(α)
, t > 0.(1.5)
Moreover, Ω0 can be taken as
Ω0 = E exp
[
C(α)
(E
ν
)C(α)]
.(1.6)
Remark 1.4. For a = (a1, a2, a3) ∈ (0,∞)3, consider the torus
T3a := [0, 2πa1)× [0, 2πa2)× [0, 2πa3).
We say T3a regular if a1 = a2 = a3 and rational if a
2
2/a
2
1, a
2
3/a
2
1 ∈ Q. Although we
will mainly focus on the case of T3 = [0, 2π)3, our result can be extended to the
case of any rational periodic domains with a slight modification. See Remark 5.5
below.
We also remark that for periodic domains T3a with a2/a1, a3/a1 ∈ Q, global
regularity under fast rotation follows immediately from the above theorem and a
scaling argument. In fact, by a suitable scaling transformation, any solution (u, p)
to (1.1) on T3a with a2/a1, a3/a1 ∈ Q can be transformed into a solution on T3 with
rescaled initial data and rotation speed.
Remark 1.5. We will obtain a global H1 bound on the solution to (1.1) which
is polynomial in ν−1 rather than exponential. Even for the usual Navier-Stokes
equations (α = 1) this improves the previous result of Babin et al. [3] in the case
of rational periodic domains. See Section 4.4 for related discussion.
Remark 1.6. Let us define the function space F−1ℓ1 as follows:
F−1ℓ1(Td) :=
{
u =
∑
n∈Zd
uˆ(n)ein·x
∣∣∣∣ ∑
n∈Zd
|uˆ(n)| <∞
}
.
It is well known that F−1ℓ1 is continuously embedded in the space of continuous
functions (in the nonperiodic case it is embedded in BUC, the space of bounded uni-
formly continuous functions). In the spatially almost periodic case, F−1ℓ1 frame-
work seems to be one of the most suitable (see [12, 13, 14, 15, 16, 17, 30] for
example). On the other hand, to control the nontrivial resonant part, the energy
method is one of the most powerful tools. Note that, up to now, we can use the
energy method only in the periodic case, thus, controlling the nontrivial resonant
part in the spatially almost periodic case is open. See also Section 7.2.
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In the rest of this section, we outline the proof of the main theorem (Theorem
1.3). We basically follow the previous argument in [2, 3, 4, 8].
The Poincare´ propagator L(Ωt) = e−ΩtPJP is defined as the unitary group asso-
ciated with the linear problem
∂tΦ+ ΩP(e3 × Φ) = 0, Φ
∣∣
t=0
= Φ0 with div Φ0 = 0,
where P denotes the Helmholtz-Leray projection onto divergence-free vector fields;
P acts as multiplication by the matrix P̂(n) in the Fourier space:
P̂(n) = Id− (ninj|n|2 )1≤i,j≤3 = 1|n|2
n22 + n23 −n1n2 −n1n3−n2n1 n21 + n23 −n2n3
−n3n1 −n3n2 n21 + n22
 .
We see that the matrix
P̂(n)J P̂(n) =
n3
|n|2
 0 −n3 n2n3 0 −n1
−n2 n1 0

has eigenvalues ±i n3|n| , 0, and for each n ∈ Z3 \ {0}, the vectors e±(n) ∈ C3 defined
by
e±(n) =

1√
2|n||nh|
(
n1n3 ± in2|n|, n2n3 ∓ in1|n|, −|nh|2
)
if nh := (n1, n2) 6= 0,
1√
2
(
1, ∓i sgn(n3), 0
)
if nh = 0
are eigenvectors corresponding to ±i n3|n| and form an orthonormal basis of{
â ∈ C3
∣∣n · â = 0} = Ran P̂(n).
Therefore, the Poincare´ propagator L(Ωt) acts on a divergence-free and mean-free
vector field a(x) =
∑
n6=0 â(n)e
in·x as
[L(Ωt)a](x) =∑
n6=0
∑
σ∈{±}
e−σiΩt
n3
|n| âσ(n)ein·x, âσ(n) := (â(n)|eσ(n))eσ(n),
where (·|·) denotes the inner product of C3. (Note that a · b = ∑j ajbj whereas
(a|b) =∑j ajb∗j , where ∗ stands for the complex conjugate.)
Remark 1.7. It is also easy to see that
n× e±(n) = ±i|n|e±(n), n ∈ Z3 \ {0}.(1.7)
Using this, we obtain another representation of L(Ωt) which appears in [2, (2.10)]:
[L(Ωt)a](x) = ∑
n∈Z3\{0}
[
cos
(Ωtn3
|n|
)
â(n)− sin
(Ωtn3
|n|
) n
|n| × â(n)
]
ein·x.
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In fact, for divergence-free and mean-zero a,
cos
(
Ωt
n3
|n|
)
â(n)− sin
(
Ωt
n3
|n|
) n
|n| × â(n)
=
∑
σ∈{±}
1
2
e−σiΩt
n3
|n|
(
â(n)− σi n|n| × â(n)
)
=
∑
σ∈{±}
1
2
e−σiΩt
n3
|n|
∑
σ′∈{±}
(
â(n)
∣∣eσ′(n))(eσ′(n)− σi n|n| × eσ′(n))
=
∑
σ∈{±}
e−σiΩt
n3
|n|
∑
σ′∈{±}
(
â(n)
∣∣eσ′(n))eσ′(n) + σσ′eσ′(n)
2
=
∑
σ∈{±}
e−σiΩt
n3
|n| âσ(n).
Next, we set v(t) := L(−Ωt)u(t). If u(t) solves (1.1), then v (formally) solves{
∂tv + ν(−∆)αv +B(Ωt; v(t), v(t)) = 0, t > 0, x ∈ T3,
v
∣∣
t=0
= u0 with div u0 = 0,
(1.8)
where
B(Ωt; a, b) := L(−Ωt)P(L(Ωt)a · ∇)L(Ωt)b,
so that[FB(Ωt; a, b)](n)
= i
∑
σ=(σ1,σ2,σ3)
∈{±}3
∑
k,m 6=0
n=k+m
e−iΩtω
σ
nkm(âσ1 (k) ·m)(b̂σ2(m)∣∣eσ3(n))eσ3(n),
ωσnkm := σ1
k3
|k| + σ2
m3
|m| − σ3
n3
|n| .
Now we decompose B(Ωt; a, b) into the resonant and the non-resonant parts as
(1.9) B(Ωt; a, b) = BR(a, b) +BNR(Ωt; a, b),
where[FBR(a, b)](n) := i ∑
σ∈{±}3
∑
n=k+m
ωσnkm=0
(âσ1(k) ·m)(b̂σ2(m)∣∣eσ3(n))eσ3(n),
so that [FBNR(Ωt; a, b)](n)
= i
∑
σ∈{±}3
∑
n=k+m
ωσnkm 6=0
e−iΩtω
σ
nkm(âσ1(k) ·m)(b̂σ2(m)∣∣eσ3(n))eσ3(n).
It is expected (and actually proved in Section 6) that only the resonant part con-
tributes in the limit |Ω| → ∞. Therefore, we need to consider the following limit
equation (resonant equation):{
∂tU + ν(−∆)αU +BR(U(t), U(t)) = 0, t > 0, x ∈ T3,
U
∣∣
t=0
= u0 with div u0 = 0.
(1.10)
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We remark that similar local existence results to Theorem 1.2 for the equation
(1.8) and for the limit equation (1.10) can be obtained with the identical proof.
The main task is to show existence of global regular solutions to the resonant
equation (1.10). More precisely we will show the following:
Proposition 1.8. Let ν > 0, α ∈ (34 , 1] and u0 ∈ H1(T3) be any real-valued,
divergence-free, mean-zero initial vector field. Then, there exists a unique global
solution U ∈ C([0,∞);H1)∩L2((0,∞);H1+α)∩C((0,∞);H∞) to (1.10) satisfying
the same estimate as (1.5). In particular, for any s ≥ 1, the Hs norm of U(t) decays
exponentially for large time.
To prove the above proposition, we make further decomposition of BR into the
2D part and the non-trivial resonance part, as in [2, 3, 4, 8]. For a 3D-3C (three-
dimensional three-component) vector field a = (a1, a2, a3) : T
3 → R3, we define
• 2D-3C vector field a by a(xh) := 1
2π
∫ 2π
0
a(x) dx3,
or a(xh) =
∑
n3=0
â(n)ein·x,
• 3D-3C vector field aosc by aosc(x) := a(x) − a(xh),
or aosc(x) =
∑
n3 6=0
â(n)ein·x,
• 3D-2C vector field ah by ah(x) := (a1(x), a2(x)).
It is easily verified that for any divergence-free and mean-zero vector fields a, b,
BR(a, bosc) = BR(aosc, b) = BR(a, b)osc = 0,
BR(a, b) = BR(a, b) =
(
Ph(a
h · ∇h)bh, (ah · ∇h)b3
)
,
where Ph is the 2D Helmholtz projection, and∇h = (∂x1 , ∂x2). Note that divh u0h :=
∇h · u0h = 0 if div u0 = 0. Moreover, it is known ([2, Theorem 3.1]; see also [3,
(2.24)], [8, Proposition 6.2(1)], and Lemma 3.1 below for a proof) that
BR(aosc, aosc) = 0.
These properties imply that BR(U,U) = BR(U,U). Consequently, the limit equa-
tion (1.10) can be decomposed into the following three equations:∂tU
h
+ ν(−∆h)αUh + Ph(Uh · ∇h)Uh = 0, t > 0, x ∈ T2,
U
h∣∣
t=0
= u0
h with divh u0
h = 0,
(1.11)
{
∂tU3 + ν(−∆h)αU3 + (Uh · ∇h)U3 = 0, t > 0, x ∈ T2,
U3
∣∣
t=0
= u0,3,
(1.12)

∂tUosc + ν(−∆)αUosc
+BR(U,Uosc) +BR(Uosc, U) +BR(Uosc, Uosc) = 0, t > 0, x ∈ T3,
Uosc
∣∣
t=0
= u0,osc with div u0,osc = 0,
(1.13)
where (−∆h)αf := F−1[(n21 + n22)αfˆ ].
The H1 energy estimate for the 2D part U(t) can be obtained straightforwardly:
(1.14) ‖U(t)‖2H1 + ν
∫ t
0
‖U(t′)‖2H1+αdt′ ≤ C(‖U(0)‖H1) <∞.
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The key is to control the following norm globally in time:
(1.15) ‖Uosc(t)‖2H1 + ν
∫ t
0
‖Uosc(t′)‖2H1+αdt′.
In order to control the above quantity in the weak viscosity case (α < 1), we essen-
tially use a new estimate on non-trivial resonant three-wave interactions (Lemma 4.1
below). We prove this estimate in Section 5 by using some tools from elementary
number theory, which is the crucial idea in this paper. However, this kind of ar-
gument is only available for the case of regular (or rational) torus. As a result,
our main theorem is also restricted to that case. Once we get the above energy
estimates, we will be able to deduce Proposition 1.8. See Section 4 for details.
To prove the main theorem, it suffices to ensure under the large Coriolis param-
eter assumption that solutions to the original equation and the resonant equation
that coincide at t = 0 stay close to each other until an arbitrarily given time t = T ,
which also means that we can obtain the existence theorem in [0, T ]. To this end,
it suffices to control the non-resonant part in (1.9). More precisely, our task is to
estimate the difference w(t) := v(t)− U(t), which satisfies{
∂tw + ν(−∆)αw +BR(w, v) +BR(U,w) +BNR(Ωt; v, v) = 0, t > 0,
w
∣∣
t=0
= 0.
Let E˜ be the global upper bound of U(t) in H1 given in Proposition 1.8, and let
T˜L be a local existence time of the H
1 solution to (1.8) of size 2E˜. The following
lemma enables us to control the non-resonant part BNR:
Lemma 1.9. For any δ > 0, there exists Ω0 = Ω0(δ, α, ν, E) > 0 such that the
following holds for |Ω| ≥ Ω0. Let T ≥ 0, and assume that the solution v of (1.8)
exists on [0, T ] with ‖v‖2L∞([0,T ];H1) + ν‖v‖2L2([0,T ];H1+α) ≤ (2E˜)2. Then, we have∣∣∣ ∫ t
0
〈BNR(Ωt′; v(t′), v(t′)) , w(t′)〉H1 dt′
∣∣∣
≤ δ + 1
4
(
‖w(t)‖2H1 + ν
∫ t
0
‖w(t′)‖2H1+α dt′
)
, t ∈ [0, T + T˜L].
Roughly saying, we can control the contribution from the non-resonant forcing
term by an arbitrarily small constant δ. By the above lemma, which will be re-
stated as Lemma 6.2 and proved in Section 6, we can prove the main theorem
(Theorem1.3). For the precise argument, see Section 6.
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2. Proof of local well-posedness
In this section, we shall establish local well-posedness for (1.1), i.e., Theorem 1.2.
Let us consider the corresponding integral equation:
u(t) = S(t)u0 −
∫ t
0
S(t− t′)P(u(t′) · ∇)u(t′) dt′, S(t) := e−νt(−∆)αL(Ωt).
(2.1)
Note that {S(t)}t≥0 is a continuous semigroup of contractions on Hs for any s ∈ R.
Lemma 2.1. Let ν, α > 0, Ω ∈ R, s ∈ R and θ ≥ 0. Then, for divergence-free and
mean-zero vector fields a, it holds that∥∥S(t)a∥∥
Hs+θ
. (νt)−
θ
2α ‖a‖Hs , t > 0.
The implicit constant depends only on θ2α and is independent of ν, t, s,Ω.
Remark 2.2. In the following argument, we apply this lemma only with 0 ≤ θ < 2α.
Then, we can take the implicit constant independent of α and θ.
Proof. We see that∥∥S(t)a∥∥
Hs+θ
=
∥∥|n|θe−νt|n|2α · |n|s[FL(Ωt)a](n)∥∥
ℓ2(Z3)
.
∥∥|n|θe−νt|n|2α∥∥
ℓ∞(Z3)
‖a‖Hs ≤
[
sup
r>0
r
θ
2α e−r
]
(νt)−
θ
2α ‖a‖Hs . 
Proof of Theorem 1.2. We will apply fixed point argument in the Banach space
XsT :=
{
u ∈ C([0, T ];Hs) ∩ C((0, T ];Hs+α) ∣∣ ‖u‖Xs
T
<∞},
‖u‖Xs
T
:= sup
0<t≤T
(
‖u(t)‖Hs + (νt) 12 ‖u(t)‖Hs+α
)
.
By Lemma 2.1, we have∥∥S(t)u0∥∥Xs
T
. ‖u0‖Hs , T > 0.
Moreover, by continuity of S(t) we see that S(t)u0 ∈ C([0,∞);Hs)∩C((0,∞);H∞).
For the Duhamel term, let u, v ∈ XsT . We first consider the estimate when s = 1.
By using Lemma 2.1 and the Sobolev inequality (see Lemma 7.1 below), we have
∥∥ ∫ t
0
S(t− t′)P(u(t′) · ∇)v(t′) dt′∥∥
H1
.
∫ t
0
[
ν(t− t′)]− 34α ∥∥(u(t′) · ∇)v(t′)∥∥
H−
1
2
dt′
.
∫ t
0
[
ν(t− t′)]− 34α ‖u(t′)‖H1‖∇v(t′)‖L2 dt′
.α ν
−1(νT )1−
3
4α ‖u‖L∞([0,T ];H1)‖v‖L∞([0,T ];H1)
(2.2)
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for 0 < t ≤ T , where we have used the assumption α > 34 . Similarly,
(νt)
1
2
∥∥ ∫ t
0
S(t− t′)P(u(t′) · ∇)v(t′) dt′∥∥
H1+α
. (νt)
1
2
∫ t
0
[
ν(t− t′)]− 34α ∥∥(u(t′) · ∇)v(t′)∥∥
Hα−
1
2
dt′
. (νt)
1
2
∫ t
0
[
ν(t− t′)]− 34α ‖u(t′)‖H1‖∇v(t′)‖Hα dt′
.α ν
−1(νT )1−
3
4α ‖u‖L∞([0,T ];H1)‖(ν·)
1
2 v(·)‖L∞((0,T ];H1+α)
for 0 < t ≤ T , and therefore,∥∥ ∫ t
0
S(t− t′)P(u(t′) · ∇)v(t′) dt′
∥∥
X1T
≤ C(α)ν−1(νT )1− 34α ‖u‖X1T ‖v‖X1T .
The estimate for general s ≥ 1 can be deduced from that for s = 1 as∥∥ ∫ t
0
S(t− t′)P(u(t′) · ∇)v(t′) dt′∥∥
Xs
T
≤ C(s, α)ν−1(νT )1− 34α (‖u‖Xs
T
‖v‖X1T + ‖u‖X1T ‖v‖XsT
)
.
(Note that the s-dependence may come into the estimate when we divide the de-
rivative |∇|s−1, since |n|s−1 ≤ 2max{s−2,0}(|k|s−1 + |n− k|s−1).)
We next show that for u, v ∈ XsT
I(u, v)(t) :=
∫ t
0
S(t− t′)P(u(t′) · ∇)v(t′) dt′ ∈ C([0, T ];Hs) ∩ C((0, T ];Hs+α),
namely, continuity in t. Set F (t) := P(u(t) ·∇)v(t). As seen in the above estimates,
we have F ∈ C([0, T ];Hs− 32 ) ∩ C((0, T ];Hs+α− 32 ). For t ∈ [0, T ) and 0 < δ ≪ 1,
we have
‖I(u, v)(t+ δ)− I(u, v)(t)‖Hs
≤
∫ t+δ
t
∥∥S(t+ δ − t′)F (t′)∥∥
Hs
dt′ +
∫ t
0
∥∥S(t− t′)[S(δ)F (t′)− F (t′)]∥∥
Hs
dt′
.ν δ
1− 34α ‖F‖
L∞([0,T ];Hs−
3
2 )
+
∫ t
0
(t− t′)− 34α ‖S(δ)F (t′)− F (t′)‖
Hs−
3
2
dt′.
The right-hand side tends to 0 as δ → 0 by the dominated convergence theorem.
Similarly, for t ∈ (0, T ],
‖I(u, v)(t− δ)− I(u, v)(t)‖Hs
≤
∫ δ
0
∥∥S(t− t′)F (t′)∥∥
Hs
dt′ +
∫ t
δ
∥∥S(t− t′)[F (t′)− F (t′ − δ)]∥∥
Hs
dt′
.ν δ(t− δ)− 34α ‖F‖
L∞([0,T ];Hs−
3
2 )
+
∫ t
δ
(t− t′)− 34α ‖F (t′)− F (t′ − δ)‖
Hs−
3
2
dt′ → 0
as δ → 0. Next, for any 0 < T ′≪ 1 the above argument and F ∈ C([T ′, T ];Hs+α− 32 )
show that
∫ t
T ′ S(t − t′)F (t′) dt′ ∈ C([T ′, T ];Hs+α). On the other hand, for t ∈
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[3T ′, T ] and δ ∈ [−T ′, T ′],
∥∥ ∫ T ′
0
S(t+ δ − t′)F (t′) dt′ −
∫ T ′
0
S(t− t′)F (t′) dt′
∥∥
Hs+α
≤
∫ T ′
0
∥∥[S(t+ δ − T ′ − t′)− S(t− T ′ − t′)]S(T ′)F (t′)∥∥
Hs+α
dt′.
By the dominated convergence theorem and S(T ′)F (·) ∈ L∞([0, T ′];Hs+α), the
right-hand side tends to 0 as δ → 0. Since 0 < T ′ ≪ 1 is arbitrary, we conclude
I(u, v) ∈ C([0, T ];Hs) ∩ C((0, T ];Hs+α).
Then, the contraction mapping principle can be applied if we take T = Ts > 0
so that
ν−1(νTs)1−
3
4α ‖u0‖Hs ≪s,α 1.(2.3)
In particular, we obtain existence (and continuous dependence on initial data) of a
solution on [0, Ts] belonging to X
s
Ts
⊂ C([0, Ts];Hs) ∩ C((0, Ts];Hs+α). The esti-
mate (2.2) can be used to show uniqueness of solutions in C([0, T ];H1). Smoothness
of the solution is verified by iterating the above construction of local solutions which
gains α regularity, together with the uniqueness.
To show that the local existence time depends only on the H1 norm of u0 ∈ Hs,
it suffices to apply the above construction also with s = 1, so that by uniqueness
we have u ∈ XsTs ∩ X1T1 ⊂ C([0, T1];Hs) ∩ C((0, T1];H∞). Defining TL := T1, we
have (1.2) and (1.3).
From the Sobolev inequality (Lemma 7.1), we have∥∥P(f · ∇)g∥∥
L2
≤ ‖f‖H1‖g‖H 32 .
This and interpolation show that, for α ≥ 34 and s ≥ 34 ,
|〈P(f · ∇)f , f〉Hs | ≤
∥∥P(f · ∇)f∥∥
Hs−
3
4
‖f‖
Hs+
3
4
.s
(‖f‖
Hs+
1
4
‖f‖
H
3
2
+ ‖f‖H1‖f‖Hs+34
)‖f‖
Hs+
3
4
. ‖f‖H1‖f‖2
Hs+
3
4
.
By skew-symmetry of the Coriolis term in (1.1), the standard Hs-energy estimate
with the above inequality implies that
d
dt
‖u(t)‖2Hs + 2ν‖u(t)‖2Hs+α ≤ C∗(s)‖u(t)‖H1‖u(t)‖2Hs+34
≤ C∗(s)‖u(t)‖H1‖u(t)‖2Hs+α
(2.4)
for any smooth solutions u(t) of (1.1), where the constant C∗(s) > 0 depends only
on s.
From (1.3) and interpolation, the solution u ∈ X1TL obtained above satisfies
‖u(t)‖H1‖u(t)‖2
H
7
4
≤ C(νt)− 34α ‖u0‖3H1 . t ∈ (0, TL].
Hence, by integrating (2.4) with s = 1, we have
‖u(t)‖2H1 + 2ν
∫ t
0
‖u(t′)‖2Hs+α dt′ ≤ ‖u0‖2H1 + C(α)ν−1(νt)1−
3
4α ‖u0‖3H1
for t ∈ (0, TL] if α > 34 . Together with (2.3), we obtain (1.4).
12 NOBU KISHIMOTO AND TSUYOSHI YONEDA
Finally, we prove the global existence for small initial data. Assume that the
initial data u0 satisfies the smallness condition
‖u0‖H1 ≤
ν
2C∗(1)
,
and define
T∗ := sup
{
T ≥ 0 ∣∣ the solution u(t) exists and ‖u(t)‖H1 ≤ ν
C∗(1)
on [0, T ]
}
.
By the local theory established above, we have T∗ > 0. Furthermore, (2.4) with
s = 1 shows that
d
dt
‖u(t)‖2Hs + ν‖u(t)‖2Hs+α ≤ 0, t ∈ (0, T∗)(2.5)
with s = 1. In particular, ‖u(t)‖H1 is decreasing and thus T∗ = ∞. If we further
assume that (
‖u(t)‖H1 ≤
)
‖u0‖H1 ≤
ν
2C∗(s)
,
then (2.5) holds for this choice of s, which combined with ‖u‖Hs ≤ ‖u‖Hs+α implies
the exponential decay of ‖u(t)‖Hs as t→∞. 
3. Properties of the nonlinear term in the resonant equation
In this section we recall some cancellation properties of the nonlinear term BR
in the resonant equation. These properties have been essentially proved in the
previous works [2, 3, 4, 8], but we shall present a proof of them for the sake of
completeness.
Lemma 3.1 (cf. Theorem 3.1 in [2]; see also Proposition 6.2 (1) in [8]). For any
divergence-free mean-zero smooth vector field a, we have BR(aosc, aosc) = 0.
Proof. We first notice that, under n3 = 0 and k3 6= 0,
ωσnk(n−k) = σ1
k3
|k| + σ2
−k3
|n− k| = 0 ⇐⇒ σ1 = σ2, |k| = |n− k|.
Hence,
BR(aosc, aosc)(x)
= i
∑
n∈Z3\{0}
n3=0
ein·x
∑
(σ,σ3)∈{±}2
∑
k∈Z3\{0}
k3 6=0
|k|=|n−k|
(
â(k)
∣∣eσ(k)) (â(n− k)∣∣eσ(n− k))
·
([
eσ(k) · (n− k)]eσ(n− k)∣∣∣eσ3(n))eσ3(n)
=
i
2
∑
n∈Z3\{0}
n3=0
ein·x
∑
(σ,σ3)∈{±}2
∑
k∈Z3\{0}
k3 6=0
|k|=|n−k|
(
â(k)
∣∣eσ(k)) (â(n− k)∣∣eσ(n− k))
·
([
eσ(k) · (n− k)]eσ(n− k) + [eσ(n− k) · k]eσ(k)∣∣∣eσ3(n))eσ3(n).
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Hence, all we have to do is to show
([
eσ(k) · (n− k)]eσ(n− k) + [eσ(n− k) · k]eσ(k)∣∣∣eσ3(n)) = 0(3.1)
for any σ, σ3 ∈ {±}, n, k ∈ Z3 \ {0} such that n3 = 0, k3 6= 0, |k| = |n− k|.
By the formula in vector analysis, we have
eσ(k)× [(n− k)× eσ(n− k)]
=
[
eσ(k) · eσ(n− k)](n− k)− [eσ(k) · (n− k)]eσ(n− k),
eσ(n− k)× [k × eσ(k)]
=
[
eσ(n− k) · eσ(k)]k − [eσ(n− k) · k]eσ(k).
By (1.7) and the assumption, we have
eσ(k)× [(n− k)× eσ(n− k)] = σi|n− k|[eσ(k)× eσ(n− k)]
= −σi|k|[eσ(n− k)× eσ(k)] = −eσ(n− k)× [k × eσ(k)].
Therefore, we have
[
eσ(k) · (n− k)]eσ(n− k) + [eσ(n− k) · k]eσ(k) = [eσ(k) · eσ(n− k)]n.
Since P̂(n)n = 0, the left-hand side belongs to (Ran P̂(n))⊥, and (3.1) holds. 
Lemma 3.2 (cf. Theorem 5.3 in [2]; see also Proposition 6.2 (2) in [8]). Let s ≥ 0
and a, b be any divergence-free and mean-zero smooth vector fields. Assume that b
is real-valued. Then, we have
〈BR(a, bosc) , bosc〉Hs = 〈BR(bosc, b) , bosc〉Hs = 〈BR(aosc, bosc) , bosc〉L2 = 0.
Proof. Let us first consider BR(a, bosc). Similarly to the proof of Lemma 3.1, we
see that
〈BR(a, bosc) , bosc〉Hs
= i
∑
(σ1,σ)∈{±}2
∑
n,k∈Z3\{0}
n3 6=0=k3
|n|=|n−k|
[
âσ1(k) · (n− k)][̂bσ(n− k) · eσ(n)∗][eσ(n) · |n|2sb̂(n)∗]
= i
∑
(σ1,σ)∈{±}2
∑
n,k∈Z3\{0}
n3 6=0=k3
|n|=|n−k|
|n|2s[âσ1(k) · (n− k)][b̂σ(n− k) · b̂σ(n)∗].
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Since b is real-valued, b̂(n)∗ = b̂(−n) and thus b̂σ(n)∗ = b̂σ(−n) for any n. By a
change of variables n 7→ n′ := k − n,
〈BR(a, bosc) , bosc〉Hs
= i
∑
(σ1,σ)∈{±}2
∑
n,k∈Z3\{0}
n3 6=0=k3
|n|=|n−k|
|n|2s[âσ1(k) · (n− k)][b̂σ(−n) · b̂σ(k − n)∗]
= i
∑
(σ1,σ)∈{±}2
∑
n′,k∈Z3\{0}
n′3 6=0=k3
|k−n′|=|n′|
|k − n′|2s[âσ1(k) · (−n′)][̂bσ(n′ − k) · b̂σ(n′)∗]
= −i
∑
(σ1,σ)∈{±}2
∑
n′,k∈Z3\{0}
n′3 6=0=k3
|n′|=|n′−k|
|n′|2s[âσ1(k) · n′][̂bσ(n′ − k) · b̂σ(n′)∗].
Since eσ1(k) · k = 0, we have
2〈BR(a, bosc) , bosc〉Hs
= −i
∑
(σ1,σ)∈{±}2
∑
n,k∈Z3\{0}
n3 6=0=k3
|n|=|n−k|
|n|2s[âσ1(k) · k][̂bσ(n− k) · b̂σ(n)∗] = 0.
Next, we consider BR(bosc, b). In a similar manner, by a change of variables
n 7→ n′ := k − n and e±(k) · k = 0,
〈BR(bosc, b) , bosc〉Hs
= i
∑
(σ,σ2)∈{±}2
∑
n,k∈Z3\{0}
n3=k3 6=0
|n|=|k|
|n|2s[̂bσ(k) · (n− k)][b̂σ2(n− k) · b̂σ(n)∗]
= i
∑
(σ,σ2)∈{±}2
∑
n,k∈Z3\{0}
n3=k3 6=0
|n|=|k|
|k|s|n|s[̂bσ(k) · (n− k)][̂bσ(−n) · b̂σ2(k − n)∗]
= i
∑
(σ,σ2)∈{±}2
∑
n′,k∈Z3\{0}
n′3=06=k3
|k−n′|=|k|
|k|s|n′ − k|s[̂bσ(k) · (−n′)][̂bσ(n′ − k) · b̂σ2(n′)∗]
= −i
∑
(σ,σ2)∈{±}2
∑
n′,k∈Z3\{0}
n′3=06=k3
|k−n′|=|k|
[|k|sb̂σ(k) · (n′ − k)][|n′ − k|sb̂σ(n′ − k) · b̂σ2(n′)∗]
= −〈BR(|∇|sbosc, |∇|sbosc) , b〉L2 = 0,
where we have applied Lemma 3.1 at the last equality.
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Finally, since b is real-valued,
〈BR(aosc, bosc) , bosc〉L2
= i
∑
(σ1,σ2,σ3)∈{±}3
∑
n,k∈Z3\{0}
n3k3(n3−k3) 6=0
[
âσ1(k) · (n− k)][̂bσ2(n− k) · b̂σ3(n)∗]
= i
∑
(σ1,σ2,σ3)∈{±}3
∑
n,k∈Z3\{0}
n3k3(n3−k3) 6=0
[
âσ1(k) · (n− k)][̂bσ3(−n) · b̂σ2(k − n)∗]
= −i
∑
(σ1,σ′2,σ
′
3)∈{±}3
∑
n′,k∈Z3\{0}
n′3k3(n
′
3−k3) 6=0
[
âσ1(k) · n′][̂bσ′2(n′ − k) · b̂σ′3(n′)∗],
where we have changed the variables as (σ2, σ3, n) 7→ (σ′2, σ′3, n′) := (σ3, σ2, k − n).
Therefore,
2〈BR(aosc, bosc) , bosc〉L2
= −i
∑
(σ1,σ2,σ3)∈{±}3
∑
n,k∈Z3\{0}
n3k3(n3−k3) 6=0
[
âσ1(k) · k][̂bσ2(n− k) · b̂σ3(n)∗] = 0,
as desired. 
4. A priori estimate and global existence for the limit equation
In this section, we shall prove Proposition 1.8. By the local theory, we can
solve the limit equation (1.10) in H1 for a short time and the solution immediately
becomes smooth. Therefore, for the global existence, it suffices to derive global
a priori H1 estimate on smooth solutions of (1.10)=(1.11)+(1.12)+(1.13).
Let α ∈ (34 , 1], u0 ∈ H1(T3) be a divergence-free, mean-zero initial vector field
and M := ‖u0‖L2, E := ‖u0‖H1 .
4.1. 2D horizontal part (1.11). Note that this is the usual 2D incompressible
Navier-Stokes equations. However, when α is strictly less than one, we need to
consider equation for the vorticity ω = ∇⊥h U
h
:= ∂x1U2 − ∂x2U1:{
∂tω + ν(−∆h)αω + (Uh · ∇h)ω = 0, t > 0, x ∈ T2,
ω
∣∣
t=0
= ∇⊥h u0h.
(4.1)
Note that U
h
can be recovered from ω by the Biot-Savart law U
h
= −(−∆h)−1∇⊥h ω
and
‖ω‖Hs ∼ ‖Uh‖Hs+1 , s ∈ R,
whenever ω is mean-zero. The standard L2-energy estimate for (4.1) yields that
d
dt
‖ω(t)‖2L2 + 2ν‖ω(t)‖2Hα ≤ 0,
or
‖Uh(t)‖2H1 + ν
∫ t
0
‖Uh(t′)‖2H1+α dt′ ≤ C‖u0h‖2H1 ≤ CE2, t > 0.(4.2)
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4.2. 2D vertical part (1.12). We begin with the easy L2-energy estimate for
(1.12): ∥∥U3(t)∥∥2L2 + 2ν ∫ t
0
∥∥U3(t′)∥∥2Hα dt′ ≤ ∥∥u0,3∥∥2L2 ≤M2, t > 0.(4.3)
For theH1-energy estimate, we see that the 2D Sobolev inequality and interpolation
argument yields that∣∣〈(Uh · ∇h)U3 , U3〉H1 ∣∣ = ∣∣〈∇hUh , ∇hU3 ⊗∇hU3〉L2∣∣
≤ ‖∇hUh‖L2‖∇hU3‖2L4 . ‖U
h‖H1‖U3‖2
H
3
2
≤ ‖Uh‖H1‖U3‖3−2αH1+α‖U3‖2α−1Hα
≤ ν‖U3‖2H1+α + Cν−
3−2α
2α−1 ‖Uh‖
2
2α−1
H1 ‖U3‖2Hα .
Note that this estimate is available as long as 32 ≥ α > 12 . From this we have
d
dt
∥∥U3(t)∥∥2H1 + ν∥∥U3(t)∥∥2H1+α ≤ Cν− 3−2α2α−1 ∥∥Uh(t)∥∥ 22α−1H1 ∥∥U3(t)∥∥2Hα , t > 0.
Integrating both sides in t and applying (4.2), (4.3), we obtain that∥∥U3(t)∥∥2H1 + ν ∫ t
0
∥∥U3(t′)∥∥2H1+α dt′
≤ E2 + Cν− 3−2α2α−1
(
sup
0<t′<t
∥∥Uh(t′)∥∥ 22α−1H1 )∫ t
0
∥∥U3(t′)∥∥2Hα dt′
≤ E2 + Cν− 22α−1E 22α−1M2, t > 0.
(4.4)
4.3. Non-trivial resonance part (1.13). By the L2 energy estimate with Lemma
3.2, we immediately have∥∥Uosc(t)∥∥2L2 + 2ν ∫ t
0
∥∥Uosc(t′)∥∥2Hα dt′ ≤ ‖u0,osc‖2L2 ≤M2, t > 0.(4.5)
The H1 bound will be obtained from the following lemma:
Lemma 4.1. For any ε > 0 there exists C > 0 such that for any real-valued,
divergence-free and mean-zero vector field a, we have∣∣〈BR(aosc, aosc) , aosc〉H1 ∣∣ ≤ C‖aosc‖2H1‖aosc‖H 32+ε .
This estimate, which is the most important piece in the proof of our result (we
will give its proof in the next section), improves in the case of regular (or rational)
periodic domains the previous one proved in [3, Theorem 3.1]. The relation to the
results of Babin et al. [2, 3] will be discussed in detail in the following subsection.
By Lemmas 3.2 and 4.1, we proceed the H1 energy estimate as
d
dt
∥∥Uosc(t)∥∥2H1 + 2ν∥∥Uosc(t)∥∥2H1+α ≤ C(ε)∥∥Uosc(t)∥∥2H1∥∥Uosc(t)∥∥H 32+ε .
Let α ∈ (34 , 1], and choose ε > 0 so that 2α > 32 + ε. By interpolation and Young’s
inequality,
C(ε)
∥∥Uosc∥∥2H1∥∥Uosc∥∥H 32+ε ≤ C(ε)∥∥Uosc∥∥ 72−2α+εH1+α ∥∥Uosc∥∥L2∥∥Uosc∥∥2α− 32−εHα
≤ ν
∥∥Uosc∥∥2H1+α + C(ε, α)ν− 7−4α+2ε4α−3−2ε ∥∥Uosc∥∥ 44α−3−2εL2 ∥∥Uosc∥∥2Hα ,
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and hence,
d
dt
∥∥Uosc(t)∥∥2H1 + ν∥∥Uosc(t)∥∥2H1+α
≤ C(ε, α)ν− 7−4α+2ε4α−3−2ε ∥∥Uosc(t)∥∥ 44α−3−2εL2 ∥∥Uosc(t)∥∥2Hα , t > 0.
Integrating both sides in t and applying (4.5), we obtain that∥∥Uosc(t)∥∥2H1 + ν ∫ t
0
∥∥Uosc(t′)∥∥2H1+α dt′
≤ E2 + C(ε, α)ν− 7−4α+2ε4α−3−2ε
(
sup
0<t′<t
∥∥Uosc(t′)∥∥ 44α−3−2εL2 ) ∫ t
0
∥∥Uosc(t′)∥∥2Hα dt′
≤ E2 + C(ε, α)ν− 44α−(3+2ε)M2+ 44α−(3+2ε) , t > 0.
(4.6)
Combining (4.2), (4.4) and (4.6), we obtain a global H1-a priori estimate on the
solution U(t) of the limit equation (1.10) as∥∥U(t)∥∥2
H1
+ ν
∫ t
0
∥∥U(t′)∥∥2
H1+α
dt′
≤ CE2 + Cν− 22α−1M2E 22α−1 + C(ε, α)ν− 44α−(3+2ε)M2+ 44α−(3+2ε)
.α,ε E
2
{
1 +
(E
ν
) 4
4α−(3+2ε)
}
, t > 0,
(4.7)
where 0 < ε < 2α− 32 and we have used M ≤ E, 0 ≤ 22α−1 ≤ 44α−(3+2ε) . Note that
the last line of (4.7) is constant in t. This immediately implies that the solution
U(t) is bounded in H1. This is enough to show the existence of global regular
solutions U(t) of (1.10). Moreover, (4.7) also means that the H1+α norm of U(t)
will eventually become arbitrarily small. By the result of small-data global existence
(similar to Theorem 1.2), we see that, for any s ≥ 1, the Hs norm of the solution
U(t) decays exponentially after some time.
We have thus established Proposition 1.8, up to the proof of the key Lemma 4.1.
4.4. Remarks. Lemma 4.1 should be compared to the previous one by Babin et al.
([3, Theorem 3.1]). Let us recall some results in [2, 3].
Let a2, a3 > 0 be positive numbers and consider the problem on the torus T
3
a :=
[0, 2π)× [0, 2πa2)× [0, 2πa3). (We may always assume the period in the x1 direction
to be equal to 2π by rescaling the torus.) The Fourier series is defined by
u(x) =
∑
n∈Z3
û(n)einˇ·x, û(n) :=
1
(2π)3a2a3
∫
T3a
u(x)e−inˇ·x dx,
where nˇ = (n1,
n2
a2
, n3a3 ), and Sobolev spaces H
s(T3a) is defined in a natural way.
The eigenvalues of the matrix P̂(n)J P̂(n) are ±inˇ3/|nˇ|, and the nontrivial resonance
condition can be written as
∃σ ∈ {±}3; σ1 k3|kˇ| + σ2
m3
|mˇ| = σ3
n3
|nˇ|
with k3m3n3 6= 0 and the convolution condition
k +m = n.(4.8)
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This is equivalent to
0 =
∏
σ1,σ2∈{±}
(
σ1
k3
|kˇ| + σ2
m3
|mˇ| −
n3
|nˇ|
)
=
( k23
|kˇ|2 +
m23
|mˇ|2 −
n23
|nˇ|2
)2
− 4 k
2
3m
2
3
|kˇ|2|mˇ|2 ,
or
P (k,m, n; θ2, θ3) = 0,(4.9)
where we set θ2 := a
−2
2 , θ3 := a
−2
3 and
P (k,m, n; θ2, θ3) :=
(
k23 |mˇ|2|nˇ|2 +m23|kˇ|2|nˇ|2 − n23|kˇ|2|mˇ|2
)2 − 4k23m23|kˇ|2|mˇ|2|nˇ|4.
Since
|nˇ|2 = n21 + θ2n22 + θ3n23
and similarly for k,m, P (k,m, n; θ2, θ3) is a polynomial of degree 4 in θ2, θ3 and
the coefficient of θ43 (= −3k43m43n43) does not vanish whenever k3m3n3 6= 0.
On the other hand, (4.9) determines algebraic curves Γ(k,m, n) in the (θ2, θ3)-
plane parameterized by integer vectors k,m, n. We see that the equation (4.9)
(i.e. the curve Γ(k,m, n)) with the convolution condition (4.8) is invariant under
dilations, reflections and permutations:
(k,m, n) 7→ (λk, λm, λn), λ ∈ R \ {0};
(k,m, n) 7→ (Rk,Rm,Rn), R ∈
{
Id,
(−1 0 0
0 1 0
0 0 1
)
,
(
1 0 0
0 −1 0
0 0 1
)
,
(−1 0 0
0 −1 0
0 0 1
)}
;
(k,m, n) 7→ (S(k), S(m),−S(−n)), S: any permutation of {k,m,−n}.
Hence, if we write Ln to denote the straight line in the Fourier space through
the origin and n, then the curve Γ(k,m, n) depends only on (unordered) triplets
{Lk, Lm, Ln} and does not depend on their (simultaneous) reflections.
It was shown in [3, Section 4] that if we assume k+m = n, k3m3n3 6= 0 and that
the curve Γ(k,m, n) intersects with the first quadrant of the (θ2, θ3)-plane, then the
curve is represented as the graph of a function θ3 = φ3(θ2) on the first quadrant,
and moreover,
• if (k3m2 − k2m3)(k1m3 − k3m1)(k1m2 − k2m1) = 0, then the curve is
reduced to a straight line;
• otherwise, the curve is irreducible. In this case, the coincidence of two
such curves Γ(k,m, n) = Γ(k′,m′, n′) implies the coincidence of the sets{k21
k23
,
m21
m23
,
n21
n23
}
=
{ (k′1)2
(k′3)2
,
(m′1)
2
(m′3)2
,
(n′1)
2
(n′3)2
}
,{k22
k23
,
m22
m23
,
n22
n23
}
=
{ (k′2)2
(k′3)2
,
(m′2)
2
(m′3)2
,
(n′2)
2
(n′3)2
}
.
Based on these facts, the numbers Nr, Nir were defined for given θ2, θ3 as follows:
Nr(θ2, θ3) := #
{
Γ(k,m, n)
∣∣∣ k3m3n3 6= 0, k +m = n, (θ2, θ3) ∈ Γ(k,m, n)
Γ: straight line
}
,
Nir(θ2, θ3) := sup
L
#
{
Γ(k,m, n)
∣∣∣ k3m3n3 6= 0, k +m = n, (θ2, θ3) ∈ Γ(k,m, n)
Γ: irreducible curve s.t.RL ∈ {Lk, Lm, Ln}
}
,
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where L ranges over all the lines through the origin and R denotes reflection sym-
metries.
Babin et al. [2, 3] studied the global regularity for (1.1) with α = 1 in general
periodic domains and made a refined analysis for domains with Nir(θ2, θ3) < ∞.
Their result on the estimate of non-trivial resonant part can be rewritten with our
notations as follows:
(i) Nr = Nir = 0 holds for almost all (θ2, θ3). In this case, non-trivial res-
onances do not occur; namely, 〈BR(aosc, aosc) , aosc〉H1 ≡ 0. One has
uniform-in-ν−1 a priori bound∥∥Uosc(t)∥∥2H1 ≤ ∥∥Uosc(0)∥∥2H1
for solutions Uosc(t) of (1.13) with α = 1, which even implies long time
existence under fast rotation for inviscid flow, as shown in [2].
(ii) In the case where Nr = 0 and 0 < Nir < ∞, non-trivial resonances do
exist but are finitely many, i.e. “0D like”. One obtains an a priori bound∥∥Uosc(t)∥∥2H1 ≤ ∥∥Uosc(0)∥∥2H1 + CNirν2 ∥∥Uosc(0)∥∥4L2 .
(iii) In the case where 0 < Nr ≤ ∞ and 0 ≤ Nir <∞, non-trivial resonance is
“1D like”, and the a priori bound obtained is∥∥Uosc(t)∥∥2H1 ≤ ∥∥Uosc(0)∥∥2H1 + CNirν2 ∥∥Uosc(0)∥∥4L2 + Cν4 ∥∥Uosc(0)∥∥6L2 .
(iv) In general, including the “worst case” of Nir =∞, one has the bound∥∥Uosc(t)∥∥2H1 ≤ ∥∥Uosc(0)∥∥2H1 exp [ Cν2 ∥∥Uosc(0)∥∥2L2].
In (ii) and (iii), one gets polynomial-in-ν−1 a priori bound similar to (4.6) shown
above. In particular, one can also show global regularity for (1.1) with α less than
1 on these domains (optimal range for α may depend on whether Nr = 0 or not).
However, in the case (iv) the estimates in [3] are not sufficient to treat the fractional
Laplacian with α < 1.
The general estimate in [3, Theorem 3.1] was based on an observation that the
total number of non-trivial resonant frequency triplets is “2D like”, though the
interactions are genuinely 3D. This claim seems rather obvious (and actually was
verified by a very elementary argument) because the resonance constraint repre-
sented by one nontrivial equality should reduce possibility by at least one dimen-
sion. Now, it is also natural to expect that the non-trivial resonance is in fact much
“rarer” event, since the resonance relation defines a surface of nonzero curvature
in frequency space. As we will see in the proof of Lemma 4.1, this kind of heuris-
tics can be justified by a combinatorial argument in the case of regular or rational
domains. (Lemma 4.1 says that the non-trivial resonances are actually “(1 + ε)D
like”.) Such a combinatorial argument is a standard tool in the study of periodic
nonlinear dispersive equations (see e.g. [6, 7, 20]), while it seems new in the context
of equations of rotating fluids in a periodic domain. We also note that it is not
clear whether the “(1 + ε)D like” estimate is optimal or not.
Finally, we claim that the regular (i.e. θ2 = θ3 = 1) domains considered in this
paper are in fact included in the Nir = ∞ case. However, it is hard in general to
determine the precise values of Nr and Nir for given (θ2, θ3).
Lemma 4.2. Nir(1, 1) =∞.
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Proof. We will prove it by constructing infinitely many triplets {(kj ,mj , nj)}j≥1
satisfying kj,3mj,3nj,3 6= 0, kj + mj = nj , nj ∈ L(1,0,1) and generating mutually
different irreducible curves Γ(kj ,mj , nj) in the (θ2, θ3)-plane passing through (1, 1).
Let us look for a triplet (k,m, n) of the form
k = (x, 1, y), m = (y,−1, x), n = k +m = (x+ y, 0, x+ y); x, y ∈ Z.
To ensure that (1, 1) ∈ Γ(k,m, n), we impose the following condition:
k3
|k| +
m3
|m| =
n3
|n| or −
n3
|n| , i.e.,
|x+ y|√
x2 + y2 + 1
=
1√
2
.
This is equivalent to
x2 + 4xy + y2 = 1.(4.10)
Setting X := x+ 2y, we get
X2 − 3y2 = 1.(4.11)
This is one of Pell’s equations known to have infinitely many integer solutions. In
fact, (X, y) = (X1, y1) := (2, 1) is a solution, and by the theory of Pell’s equation,
(Xj , yj) ∈ N2 defined by Xj + yj
√
3 = (X1 + y1
√
3)j , j = 1, 2, 3, . . .
are all solutions of (4.11). Since
Xj+1 + yj+1
√
3 = (Xj + yj
√
3)(2 +
√
3) = (2Xj + 3yj) + (Xj + 2yj)
√
3,
the corresponding solutions (xj , yj) of (4.10) with Xj = xj + 2yj satisfies the
recurrence relations
yj+1 = Xj + 2yj = xj + 4yj,
xj+1 = Xj+1 − 2yj+1 = (2Xj + 3yj)− 2(Xj + 2yj) = −yj,
with (x1, y1) = (0, 1). Then, (x˜j , y˜j) := (−1)j−1(xj , yj) is also a solution of (4.10)
satisfying
x˜j+1 = y˜j, y˜j+1 = −x˜j − 4y˜j = −y˜j−1 − 4y˜j; (x˜1, y˜1) = (0, 1).
Therefore, we have (x˜j , y˜j) = (aj−1, aj) with the sequence {aj}j≥0 defined by
a0 = 0, a1 = 1, aj+2 + 4aj+1 + aj = 0 (j ≥ 0).(4.12)
So far, we have obtained a sequence of triplets {(kj ,mj , nj)}j≥1,
kj = (aj , 1, aj+1), mj = (aj+1,−1, aj), nj = (aj + aj+1, 0, aj + aj+1),
for which kj + mj = nj, nj ∈ L(1,0,1), and by the above construction of {aj},
the curve Γ(kj ,mj , nj) passes through (1, 1). (Given the sequence {aj} defined by
(4.12), one can also show directly without using the theory of Pell’s equation that
(x, y) = (aj , aj+1) satisfies (4.10), and hence (1, 1) ∈ Γ(kj ,mj , nj), by an induction
on j.)
It remains to check kj,3mj,3nj,3 6= 0 and that {Γ(kj,mj , nj)}j≥1 are mutually
different irreducible curves. By (4.12), we see that |aj+1| ≥ 3|aj |+1 for any j ≥ 0;
in fact,
|aj+1| − 3|aj| = |4aj + aj−1| − 3|aj | ≥ (|aj | − 3|aj−1|) + 2|aj−1|
≥ |aj | − 3|aj−1| ≥ · · · ≥ |a1| − 3|a0| = 1.
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In particular, it holds that
|aj | 6= |aj′ | (j 6= j′); aj 6= 0 (j ≥ 1).
This ensures that kj,3mj,3nj,3 6= 0. Moreover, we have
(kj,3mj,2 − kj,2mj,3)(kj,1mj,3 − kj,3mj,1)(kj,1mj,2 − kj,2mj,1)
= (aj + aj+1)
3(aj − aj+1) 6= 0,
which shows that Γ(kj ,mj , nj) is irreducible. Finally, the sets{k2j,2
k2j,3
,
m2j,2
m2j,3
,
n2j,2
n2j,3
}
= {a−2j+1, a−2j , 0}, j ≥ 1
are mutually different, and so are the curves Γ(kj ,mj , nj). 
5. The key estimate on the non-trivial resonant part
Here, we shall give a proof of Lemma 4.1. Recall ωσnkm = σ1
k1
|k| + σ2
m3
|m| + σ3
n3
|n| .
Define the set of non-trivial resonant frequencies K∗ ⊂ (Z3)3 as
K∗ :=
{
(n, k,m) ∈ (Z3)3 ∣∣ k +m = n, k3m3n3 6= 0, ωσnkm = 0 for some σ ∈ {±}3}.
We also use the notation Z3∗ :=
{
n ∈ Z3
∣∣n3 6= 0}.
The following lemma is crucial in the proof:
Lemma 5.1. Let L ≥ 1. Then, for any ε > 0 we have
sup
n∈Z3∗
#
{
(k,m) ∈ (Z3∗)2
∣∣ (n, k,m) ∈ K∗, |k| ≤ L} ≤ CL1+ε,
where the constant C > 0 depends only on ε.
Remark 5.2. In [3, 8], they used the following estimate instead of the above:
sup
n∈Z3∗
#
{
(k,m) ∈ (Z3∗)2
∣∣ (n, k,m) ∈ K∗, |k| ≤ L} ≤ CL2.
This estimate follows easily from the fact that the resonant constraint ωσnk(n−k) = 0
determines an algebraic equation in k3 of order 8 for each fixed n and (k1, k2). In
particular, this estimate requires no combinatorial argument, and hence it holds
for any periodic domains. On the other hand, the following proof of Lemma 5.1 is
available only for regular (or rational) domains.
Proof of Lemma 5.1. We rely on the well-known lemma in elementary number the-
ory:
Lemma 5.3 (divisor bound, cf. Theorems 278 and 315 in [19]). For any ε > 0
there exists C > 0 such that the following estimates hold for any positive integer
N .
(i) #{divisors of N} ≤ CNε.
(ii) #{(x, y) ∈ Z2 |x2 + y2 = N} ≤ CNε.
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We focus on the case σ = (+,+,+); a similar proof applies for other cases.
For given n, k,m ∈ Z3∗, positive integers ν, κ, µ, dn, dk, dm are uniquely deter-
mined so that
|n| = ν
√
dn, |k| = κ
√
dk, |m| = µ
√
dm, dn, dk, dm : square-free.
We first see that dn = dk = dm if ω
σ
nkm = 0. In fact, we have
n23
|n|2 −
2n3k3
|n||k| +
k23
|k|2 =
m23
|m|2 ,
hence |n||k| = νκ√dndk must be in Q, which means dn = dk since both dn and dk
are square-free. Similarly we have dn = dm. Therefore, we may write uniquely as
|n| = ν
√
d, |k| = κ
√
d, |m| = µ
√
d, d : square-free.
Now, we fix n ∈ Z3∗ and count the number of k ∈ Z3∗ such that n3 6= k3,
ωσnk(n−k) = 0 and |k| ≤ L. (Note that ν, d are determined once n is fixed.) First,
there are at most 2L choices for k3, since |k| ≤ L.
Next we fix k3, so that n3 − k3 is also fixed. We shall prove that there are at
most O(Lε) choices for κ. Before proving it, we note that there are at most O(L2ε)
choices for (k1, k2) after fixing κ, because k
2
1 + k
2
2 = |k|2 − k23 = κ2d − k23 =: N is
a fixed positive integer and we can apply Lemma 5.3 (ii), noticing N ≤ |k|2 ≤ L2.
These estimates imply the desired bound on the number of k’s. More precisely, we
just multiply all possibilities; O(L) for k3, O(L
ε) for κ and O(L2ε) for (k1, k2).
Now we estimate the total number of possible κ’s for fixed n and k3, considering
the following three cases separately.
(I) |n| . L6: We see that
ωσnk(n−k) = 0 ⇐⇒
k3
κ
+
n3 − k3
µ
=
n3
ν
⇐⇒ (n3κ− k3ν)(n3µ− (n3 − k3)ν) = k3(n3 − k3)ν2.
Therefore, n3κ−k3ν ∈ Z divides the fixed integer k3(n3−k3)ν2 of size O(L1+6+6·2).
By Lemma 5.3 (i), there are at most O(Lε) choices for n3κ− k3ν ∈ Z. This implies
that there are at most O(Lε) possibilities for κ, because n3, k3, ν are all already
determined.
(II) |n| ≫ L6, |n3| . |n|1/2: We show that this case does not occur. In fact, it
holds that |n− k| ∼ |n| and |k| ≤ L≪ |n|1/2 in this case. We have
1
L
≤ 1|k| ≤
∣∣∣∣ k3|k|
∣∣∣∣ ≤ ∣∣∣∣n3|n|
∣∣∣∣ + ∣∣∣∣n3 − k3|n− k|
∣∣∣∣ . |n|1/2|n| = 1|n|1/2 ,
which is not consistent with |n| ≫ L6.
(III) |n| ≫ L6, |n3| ≫ |n|1/2: In this case we show that there are at most four
choices for κ’s. Suppose for contradiction that there are five possibilities for κ.
Since (κ, µ) ∈ N2 satisfies(
κ− k3ν
n3
)(
µ− (n3 − k3)ν
n3
)
=
k3(n3 − k3)ν2
n23
,
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at least three different (non-collinear) points Pj := (κj , µj) ∈ Z2 (j = 1, 2, 3) are
on the same component of the fixed hyperbola (in this order):
{(x, y) ∈ R2 : (x− a)(y − b) = M},
a =
k3ν
n3
, b =
(n3 − k3)ν
n3
, M =
k3(n3 − k3)ν2
n23
.
Now, an elementary calculation shows: For fixed a, b,M ∈ R, the area S of the
region surrounded by (one component of) hyperbola (x − a)(y − b) = M and a
chord of length λ is at most
(5.1) S = O(λ3/
√
|M |), whenever
√
|M | ≫ λ.
To prove this, we may assume that a = b = 0 and M > 0 without loss of generality.
Let x0 > 0 and define S(x0) as the area of the region surrounded by the hyperbola
and the segment between two points (x0,
M
x0
), (x0 + λ,
M
x0+λ
). By symmetry of
hyperbolic curves on diagonal lines, S is bounded by supx0≥
√
M−λ S(x0) if
√
M > λ.
Now, for x0 ≥
√
M − λ, noticing that η := λx0 ≪ 1 if
√
M ≫ λ, we have
S(x0) =
λ
2
(
M
x0
+
M
x0 + λ
)
−
∫ x0+λ
x0
M
x
dx
= M
[
η
2
+
η
2(1 + η)
− log(1 + η)
]
= M
[
η
2
+
η
2
(1− η + η2 +O(η3))− (η − η
2
2
+
η3
3
+O(η4))
]
= M(
η3
6
+O(η4)).
By the above estimate, we have (5.1).
In our case, (κ, µ) is already confined to [0, L/
√
d] × [ν − L/
√
d, ν + L/
√
d], so
the length of the segment P1P3 is at most
√
5L/
√
d. Since |n3| ≫ L ≥ |k3| and
|n| ≫ L2, we have∣∣∣∣k3(n3 − k3)ν2n23
∣∣∣∣ = |k3| ∣∣∣∣n3 − k3n3
∣∣∣∣ ∣∣∣∣ν2n3
∣∣∣∣ & ν2|n3| = |n||n3| |n|d ≥ |n|d ≫
(
L√
d
)2
.
Hence, we can apply (5.1) with M & |n|/d and λ . L/
√
d to show that the area of
the triangle P1P2P3 is bounded by
C
(
L√
d
)3(
d
|n|
)1/2
.
L3
|n|1/2 ≪ 1,
where we have used the assumption |n| ≫ L6. This is a contradiction, because the
area of a non-degenerate lattice triangle is bounded from below by 12 . Therefore,
the case (III) has been proved.
This completes the proof of Lemma 5.1. 
To show Lemma 4.1, we use the following Sobolev estimate.
Lemma 5.4. Let d ≥ 1 and ρ ∈ [0, d]. Assume that a set Λ ⊂ { (n, k,m) ∈
(Zd)3
∣∣n+ k +m = 0} satisfies the following conditions:
• Symmetry: (n, k,m) ∈ Λ implies (k, n,m), (n,m, k) ∈ Λ.
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• Dimension: There exists C > 0 such that for any L ≥ 1,
sup
n∈Zd
#
{
k ∈ Zd
∣∣ (n, k,−n− k) ∈ Λ, |k| ≤ L } ≤ CLρ.
Let α, β, γ ∈ R satisfy one of the following:
(i) α+ β + γ ≥ max{α, β, γ} and α+ β + γ > ρ2 ;
(ii) α+ β + γ > max{α, β, γ} and α+ β + γ = ρ2 .
Then, the following estimate holds.∣∣∣ ∑
(n,k,m)∈Λ
f̂(k)ĝ(m)ĥ(n)
∣∣∣ . ‖f‖Hα‖g‖Hβ‖h‖Hγ .
This lemma can be proved by a standard argument using the Littlewood-Paley
decomposition (cf. [3, Lemma 3.1], [8, Lemma 6.2]). For the sake of completeness,
we will give a proof in Section 7.1.
We observe that for the set K∗ of non-trivial resonant frequencies, Lemma 5.1
shows that Λ :=
{
(n, k,m)
∣∣ (−n, k,m) ∈ K∗ } satisfies the conditions in Lemma 5.4
with any ρ ∈ (1, 3]. We also notice that
〈BR(aosc, aosc) , aosc〉H1 = 〈BR(∇aosc, aosc) , ∇aosc〉L2 ,
since 〈BR(aosc,∇aosc) , ∇aosc〉L2 = 0 by Lemma 3.2. Now, Lemma 4.1 is deduced
from Lemma 5.4 with α = β = 0 and γ = 12 + ε.
Remark 5.5. Lemma 5.1 also holds for any rational domains; T3a = [0, 2πa1) ×
[0, 2πa2) × [0, 2πa3) satisfying a22/a21, a23/a21 ∈ Q. In fact, we may assume that
bi := a
−2
i ∈ N, i = 1, 2, 3 by a scaling argument. Then, the resonance condition
ωσnkm = 0 is replaced by
σ1
k3
|kˇ| + σ2
m3
|mˇ| = σ3
n3
|nˇ|
with |kˇ|2 := b1k21 + b2k22 + b3k23 . Since |kˇ|2 ∈ N for any k ∈ Z3, most of the above
argument is applicable, except that Lemma 5.3 (ii) should be modified as
#{(x, y) ∈ Z2 | b1x2 + b2y2 = N} ≤ C(ε, b1, b2)Nε.
This is actually true for any b1, b2 > 0 by the result of Bombieri and Pila [5,
Theorem 3]. Once we have the key estimate (Lemma 5.1), we can show the main
result (Theorem 1.3) for rational domains by the same arguments with some trivial
modifications.
6. Error estimate and conclusion
In this section, we give a proof of the main theorem (Theorem 1.3). Let α ∈ (34 , 1],
u0 ∈ H1 be an arbitrarily large initial vector field which is real-valued, divergence-
free and mean-zero, and let E := ‖u0‖H1 . We focus on the case
P := ν−1E & 1.
In fact, P ≪ 1 corresponds to the small-data case, where from Theorem 1.2 we
have a unique global solution to (1.1) for any Ω ∈ R.
The purpose of this section is to see how global smooth solutions of (1.8) (and
hence, of (1.1)) are constructed from those of the limit equation (1.10) in the fast
rotation case (|Ω| ≥ Ω0 ≫ 1), and how Ω0 depends on the initial vector field. In
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what follows, C(α) denotes any positive constant depending on α with C(α)→∞
as α ↓ 34 , while C denotes any absolute positive constant.
Theorem 1.3 follows once we have the same result for the equation (1.8). This
will be shown by estimating the H1 distance between solution v(t) of (1.8) and the
corresponding global-in-time solution U(t) of (1.10).
By (4.7), we know that
‖U(t)‖2H1 + ν
∫ t
0
‖U(t′)‖2H1+α dt′ ≤ E˜2 := C(α)E2PC(α), t ≥ 0.(6.1)
Let T˜L be the local existence time of the H
1 solution to (1.8) of size 2E˜.
We shall prove the following by induction: If we define Ω0 = Ω0(α, ν, E) > 0
as (1.6), then for n = 1, 2, · · · , the solution v(t) to (1.8) with |Ω| ≥ Ω0 exists on
[0, nT˜L] and satisfies
‖v(t)‖2H1 + ν
∫ t
0
‖v(t′)‖2H1+α dt′ ≤ (2E˜)2(6.2)
for t ∈ [0, nT˜L]. For n = 1 this follows from Theorem 1.2, so we assume it for some
n. Since ‖v(nT˜L)‖H1 ≤ 2E˜, by Theorem 1.2 again, v extends up to t = (n + 1)T˜L
and we have a larger bound:
‖v(t)‖2H1 + ν
∫ t
0
‖v(t′)‖2H1+α dt′ ≤ L2 := C(α)(2E˜)2, t ∈ [0, (n+ 1)T˜L].(6.3)
It then suffices to show (6.2) on [0, (n+ 1)T˜L] from (6.1) and (6.3).
Let us first prepare some useful estimates.
Lemma 6.1. Let ε > 0. We have∣∣〈BR(f, g) , h〉H1 ∣∣ .ε ‖f‖H1‖g‖H 32+ε‖h‖H 32 ,(6.4) ∣∣〈BNR(Ωt; f, g) , h〉H1 ∣∣ . ‖f‖H1‖g‖H 74 ‖h‖H 74 .(6.5)
Proof. We consider the sets
ΛR :=
{
(n, k,m) ∈ (Z3 \ {0})3
∣∣n+ k +m = 0, ωσnkm = 0 for some σ ∈ {±}3 },
ΛNR :=
{
(n, k,m) ∈ (Z3 \ {0})3
∣∣n+ k +m = 0, ωσnkm 6= 0 for any σ ∈ {±}3 }.
Clearly, ΛNR satisfies the hypotheses of Lemma 5.4 with ρ = 3. We recall that
(n, k,m) ∈ ΛR implies P (k,−k − n, n; 1, 1) = 0, where P is the polynomial defined
in (4.9) with the coefficient of k83 being −(4|n|2−n23)n23. This shows that if n3 6= 0,
for n, k1 and k2 fixed, there are at most 8 possibilities for k3. On the other hand,
when n3 = 0, the resonant condition implies that |k| = | − n− k|, so that k must
be on the hyperplane passing through −n/2 and orthogonal to −n. Hence, ΛR
satisfies the hypotheses of Lemma 5.4 with ρ = 2.
We apply Lemma 5.4 with Λ = ΛR and (α, β, γ) = (
1
2 ,
1
2 + ε, 0), (1, ε, 0) to have∑
(n,k,m)∈ΛR
|f̂(k)| · |m||ĝ(m)| · |n|2|ĥ(n)|
≤
∑
(n,k,m)∈ΛR
(
|k| 12 |f̂(k)| · |m||ĝ(m)|+ |f̂(k)| · |m| 32 |ĝ(m)|
)
|n| 32 |ĥ(n)|
. ‖f‖H1‖g‖H 32+ε‖h‖H 32 .
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This estimate implies (6.4). The estimate (6.5) follows from Lemma 5.4 with Λ =
ΛNR and (α, β, γ) = (
3
4 ,
3
4 , 0), (1,
1
2 , 0) as∑
(n,k,m)∈ΛNR
|f̂(k)| · |m||ĝ(m)| · |n|2|ĥ(n)|
≤
∑
(n,k,m)∈ΛNR
(
|k| 14 |f̂(k)| · |m||ĝ(m)|+ |f̂(k)| · |m| 54 |ĝ(m)|
)
|n| 74 |ĥ(n)|
. ‖f‖H1‖g‖H 74 ‖h‖H 74 . 
Now, we estimate the difference w(t) := v(t)−U(t), which is smooth for 0 < t ≤
(n+ 1)T˜L and satisfies{
∂tw + ν(−∆)αw +BR(w, v) +BR(U,w) +BNR(Ωt; v, v) = 0, t > 0,
w
∣∣
t=0
= 0.
(6.6)
In view of (6.1), we will obtain (6.2) on [0, (n+ 1)T˜L] once we show that
‖w(t)‖2H1 + ν
∫ t
0
‖w(t′)‖2H1+α dt′ ≤ E˜2, t ∈ [0, (n+ 1)T˜L].(6.7)
By the H1 energy argument on (6.6) and the estimate (6.4), together with in-
terpolation, we have
d
dt
‖w(t)‖2H1 + 2ν‖w(t)‖2H1+α
≤ C‖v(t)‖H1+α‖w(t)‖H1‖w(t)‖H1+α + C‖U(t)‖H1‖w(t)‖
1
2
H1‖w(t)‖
3
2
H1+α
− 2〈BNR(Ωt; v(t), v(t)) , w(t)〉H1 .
Using Young’s inequality, we have
d
dt
‖w(t)‖2H1 + ν‖w(t)‖2H1+α ≤ C
(
ν−1‖v(t)‖2H1+α + ν−3‖U(t)‖4H1
)
‖w(t)‖2H1
− 2〈BNR(Ωt; v(t), v(t)) , w(t)〉H1 ,
and hence, by (6.1),
‖w(t)‖2H1 + ν
∫ t
0
‖w(t′)‖2H1+α dt′
≤ C
∫ t
0
(
ν−1‖v(t′)‖2H1+α + ν−3E˜2‖U(t′)‖2H1+α
)
‖w(t′)‖2H1 dt′
− 2
∫ t
0
〈BNR(Ωt′; v(t′), v(t′)) , w(t′)〉H1 dt′, t ∈ [0, (n+ 1)T˜L].
(6.8)
To control the last integral, we claim the following:
Lemma 6.2. For given δ > 0, there exists Ω0 = Ω0(δ, α, ν, E) > 0 such that if
|Ω| ≥ Ω0, then we have∣∣∣2 ∫ t
0
〈BNR(Ωt′; v(t′), v(t′)) , w(t′)〉H1 dt′
∣∣∣
≤ δ + 1
2
(
‖w(t)‖2H1 + ν
∫ t
0
‖w(t′)‖2H1+α dt′
)
, t ∈ [0, (n+ 1)T˜L].
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One can take Ω0 as
Ω0 = C(α)P
C(α)(δ−1ν2)C(α)E.
Let us admit the above lemma and continue the proof. From (6.8), we have
‖w(t)‖2H1 + ν
∫ t
0
‖w(t′)‖2H1+α dt′
≤ 2δ + C
∫ t
0
(
ν−1‖v(t′)‖2H1+α + ν−3E˜2‖U(t′)‖2H1+α
)
‖w(t′)‖2H1 dt′
for t ∈ [0, (n + 1)T˜L] if |Ω| ≥ Ω0, with δ > 0 to be chosen later. By the Gronwall
inequality and (6.1), (6.3),∥∥w(t)∥∥2
H1
+ ν
∫ t
0
∥∥w(t′)∥∥2
H1+α
dt′
≤ 2δ exp
[
C
∫ t
0
(
ν−1‖v(t′)‖2H1+α + ν−3E˜2‖U(t′)‖2H1+α
)
dt′
]
≤ 2δeC(ν−2L2+ν−4E˜4), t ∈ [0, (n+ 1)T˜L].
We finally obtain the claimed estimate (6.7) by choosing δ as
2δeC(ν
−2L2+ν−4E˜4) ≤ E˜2.
Since E˜, L ≤ C(α)PC(α)E, we can take Ω0 as (1.6). Note that δ does not depend
on n, so that we can proceed to bigger and bigger n without redefining Ω0.
This concludes the proof of Theorem 1.3, up to the proof of Lemma 6.2.
Proof of Lemma 6.2. Let N be a large positive number to be chosen later, and
P≤N := F−1χ{|n|≤N}F , P>N := 1− P≤N . We see that
〈BNR(Ωt; v, v) , w〉H1 − 〈BNR(Ωt;P≤Nv, P≤Nv) , w〉H1
= 〈BNR(Ωt;P>Nv, v) , w〉H1 + 〈BNR(Ωt;P≤Nv, P>Nv) , w〉H1
= 〈BNR(Ωt;P>Nv, P>N/2v) , w〉H1 + 〈BNR(Ωt;P>Nv, P≤N/2v) , P>N/2w〉H1
+ 〈BNR(Ωt;P>Nv, P≤N/2v) , P≤N/2w〉H1 + 〈BNR(Ωt;P≤Nv, P>Nv) , w〉H1 .
Note that the third term vanishes in the right-hand side of the last equality. By
the inequality
‖P>Nf‖
H
7
4
≤ N−(α− 34 )‖f‖H1+α
and (6.5), we then obtain∣∣∣〈BNR(Ωt; v, v) , w〉H1 − 〈BNR(Ωt;P≤Nv, P≤Nv) , w〉H1 ∣∣∣
≤ CN−(α− 34 )‖v‖H1‖v‖H1+α‖w‖H1+α
≤ ν
8
‖w‖2H1+α + Cν−1N−(2α−
3
2 )‖v‖2H1‖v‖2H1+α .
Invoking (6.3), we have
2
∫ t
0
∣∣∣〈BNR(Ωt′; v(t′), v(t′))−BNR(Ωt′;P≤Nv(t′), P≤Nv(t′)) , w(t′)〉H1 ∣∣∣ dt′
≤ ν
4
∫ t
0
‖w(t′)‖2H1+α dt′ + Cν−2L4N−(2α−
3
2 ).
(6.9)
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To estimate the low-frequency term, we first claim that:
inf
{
|ωσnk(n−k)|
∣∣∣∣σ ∈ {±}3, n, k ∈ Z3 \ {0} s.t. n 6= k,ωσnk(n−k) 6= 0, |k| ≤ N, |n− k| ≤ N
}
& N−12.(6.10)
To this end, we take k, n 6= 0 such that |k|, |n− k| ≤ N and n− k 6= 0. If there
is a σ ∈ {±}3 such that ωσnk(n−k) = 0, then we see that
ωσnk(n−k) ∈ {0, ±2
k3
|k| ,±2
n3 − k3
|n− k| , ±2
n3
|n| }
for any σ ∈ {±}3. In this case, |ωσnk(n−k)| & N−1 unless ωσnk(n−k) = 0.
We thus assume that ωσnk(n−k) 6= 0 for all σ. In this case, by the identity∏
σ1,σ2∈{±}
ωσ1,σ2,−nk(n−k)
=
k43
|k|4 +
(n3 − k3)4
|n− k|4 +
n43
|n|4 − 2
( k23
|k|2
(n3 − k3)2
|n− k|2 +
n23
|n|2
k23
|k|2 +
(n3 − k3)2
|n− k|2
n23
|n|2
)
=
(non-zero integer)
|k|4|n− k|4|n|4 ,
the product of these four ω’s has a lower bound 2−4N−12. Since each of them
has an upper bound |ωσnk(n−k)| ≤ 3, we have |ωσnk(n−k)| ≥ 3−32−4N−12 for any σ.
Therefore, (6.10) has been proved.
By integration by parts in t′, we see that∫ t
0
〈BNR(Ωt′;P≤Nv(t′), P≤Nv(t′)) , w(t′)〉H1 dt′
= i
∫ t
0
∑
σ
∑
n,k∈Z3\{0}
ωσnk(n−k) 6=0
|k|,|n−k|≤N
e−iΩt
′ωσnk(n−k)
[
v̂σ1(t′, k) · (n− k)][v̂σ2 (t′, n− k) · |n|2ŵσ3(t′, n)∗] dt′
=
[∑
σ
∑
ωσnk(n−k) 6=0
|k|,|n−k|≤N
e−iΩt
′ωσnk(n−k)
−Ωωσnk(n−k)
[
v̂σ1(t′, k) · (n− k)][v̂σ2 (t′, n− k) · |n|2ŵσ3(t′, n)∗]]t
0
+
∫ t
0
∑
σ
∑
ωσnk(n−k) 6=0
|k|,|n−k|≤N
e−iΩt
′ωσnk(n−k)
Ωωσnk(n−k)
[
∂t′ v̂
σ1(t′, k) · (n− k)][v̂σ2 (t′, n− k) · |n|2ŵσ3(t′, n)∗] dt′
+
∫ t
0
∑
σ
∑
ωσnk(n−k) 6=0
|k|,|n−k|≤N
e−iΩt
′ωσnk(n−k)
Ωωσnk(n−k)
[
v̂σ1(t′, k) · (n− k)][∂t′ v̂σ2 (t′, n− k) · |n|2ŵσ3(t′, n)∗] dt′
+
∫ t
0
∑
σ
∑
ωσnk(n−k) 6=0
|k|,|n−k|≤N
e−iΩt
′ωσnk(n−k)
Ωωσnk(n−k)
[
v̂σ1(t′, k) · (n− k)][v̂σ2(t′, n− k) · |n|2∂t′ŵσ3(t′, n)∗] dt′.
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We assume that |Ω| is greater than some Ω0 to be determined. Invoking (6.10) and
(6.5), we have∣∣∣ ∫ t
0
〈BNR(Ωt′;P≤Nv(t′), P≤Nv(t′)) , w(t′)〉H1 dt′
∣∣∣
≤ CN
12
Ω0
[∥∥P≤Nv(t)∥∥H1∥∥P≤Nv(t)∥∥H 74 ∥∥P≤2Nw(t)∥∥H 74
+
∫ t
0
(∥∥P≤N∂t′v(t′)∥∥H1∥∥P≤Nv(t′)∥∥H 74 ∥∥P≤2Nw(t′)∥∥H 74
+
∥∥P≤Nv(t′)∥∥H1∥∥P≤N∂t′v(t′)∥∥H 74 ∥∥P≤2Nw(t′)∥∥H 74
+
∥∥P≤Nv(t′)∥∥H1∥∥P≤Nv(t′)∥∥H 74 ∥∥P≤2N∂t′w(t′)∥∥H 74 )dt′
]
≤ CN
12
Ω0
[
N
3
2 ‖v(t)‖2H1‖w(t)‖H1
+N
7
4
∫ t
0
(
‖∂t′v(t′)‖L2‖v(t′)‖H1‖w(t′)‖H 74 + ‖v(t
′)‖H1‖v(t′)‖H 74 ‖∂t′w(t
′)‖L2
)
dt′
]
.
Time derivatives of v and w can be estimated by using the equations and
Lemma 7.1 (assuming α ∈ (34 , 1]), as follows:
‖∂tv(t)‖L2 =
∥∥ν(−∆)αv +B(Ωt; v, v)∥∥
L2
≤ ν‖v‖H1+α + C‖v‖H1‖v‖H1+α ,
‖∂tw(t)‖L2 =
∥∥ν(−∆)αw +BR(w, v) + BR(U,w) +BNR(Ωt; v, v)∥∥L2
≤ ν‖w‖H1+α + C
(‖v‖H1 + ‖U‖H1)‖w‖H1+α + C‖v‖H1‖v‖H1+α .
By these estimates and Young’s inequality with (6.1) and (6.3), we obtain that
2
∣∣∣ ∫ t
0
〈BNR(Ωt′;P≤Nv(t′), P≤Nv(t′)) , w(t′)〉H1 dt′
∣∣∣
≤ CN
C
Ω0
[
‖v(t)‖2H1‖w(t)‖H1
+
∫ t
0
{
‖w‖H1+α‖v‖H1
(
ν + ‖U‖H1 + ‖v‖H1
)‖v‖H1+α + ‖v‖2H1‖v‖2H1+α} dt′]
≤ 1
4
(
‖w(t)‖2H1 + ν
∫ t
0
‖w(t′)‖2H1+α dt′
)
+
CNC
Ω0
∫ t
0
‖v‖2H1‖v‖2H1+α dt′
+
CNC
Ω20
(
‖v(t)‖4H1 + ν−1
∫ t
0
‖v‖2H1
(
ν2 + ‖U‖2H1 + ‖v‖2H1
)‖v‖2H1+α dt′)
≤ 1
4
(
‖w(t)‖2H1 + ν
∫ t
0
‖w(t′)‖2H1+α dt′
)
+
CNCL4
Ω0ν
+
CNC
Ω20
(
1 +
E˜2 + L2
ν2
)
L4.
Combining it with (6.9), we have
2
∣∣∣ ∫ t
0
〈BNR(Ωt′; v(t′), v(t′)) , w(t′)〉H1 dt′
∣∣∣
≤ 1
2
(
‖w(t)‖2H1 + ν
∫ t
0
‖w(t′)‖2H1+α dt′
)
+ Cν2
[(L
ν
)4
N−(2α−
3
2 ) +
NC
Ω0/ν
(L
ν
)4
+
NC
(Ω0/ν)2
{
1 +
( E˜ + L
ν
)2}(L
ν
)4
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for t ∈ [0, (n+ 1)T˜L]. Recalling that E˜ν , Lν ≤ C(α)PC(α), the above bound can be
rewritten as
1
2
(
‖w(t)‖2H1 + ν
∫ t
0
‖w(t′)‖2H1+α dt′
)
+ ν2
[
N−(2α−
3
2 ) +
NC
Ω0/ν
]
C(α)PC(α)
Now, for given δ, we take N as
C(α)PC(α)ν2N−(2α−
3
2 ) ≤ δ
2
i.e. N ≥ C(α)PC(α)(δ−1ν2)C(α)
and then take Ω0 so that
C(α)PC(α)ν2NC
Ω0/ν
≤ δ
2
i.e. Ω0 ≥ C(α)PC(α)δ−1ν3(δ−1ν2)C(α)NC ≥ C(α)PC(α)(δ−1ν2)C(α)E,
concluding the proof of Lemma 6.2. 
7. Appendix
7.1. Sobolev estimates. Here, we give a proof of Lemma 5.4.
Proof of Lemma 5.4. By symmetry of Λ, we may restrict the summation onto the
frequencies satisfying |k| ≥ |m| ≥ |n| in the left-hand side of the claimed estimate.
We define the dyadic set Σj := {k ∈ Zd : 2j ≤ |k| < 2j+1} for j = 0, 1, 2, . . . and
decompose mean-zero f as f =
∑
j≥0 fj with f̂j := f̂χΣj , and similarly for g and
h. Note that ‖f‖Hα =
(∑
j≥0 ‖fj‖2Hα
)1/2
. Since n+k+m = 0 and |k| ≥ |m| ≥ |n|
implies |k| ≤ 2|m|, it holds that
S :=
∣∣∣ ∑
(n,k,m)∈Λ
|k|≥|m|≥|n|
f̂(k)ĝ(m)ĥ(n)
∣∣∣ ≤∑
j≥0
∑
j′=j,j+1
∑
0≤l≤j
∑
(n,k,m)∈Λ
∣∣f̂j′(k)ĝj(m)ĥl(n)∣∣.
By the Cauchy-Schwarz inequality and the dimension hypothesis on Λ, we have
2αj
′+βj+γl
∑
(n,k,m)∈Λ
∣∣f̂j′(k)ĝj(m)ĥl(n)∣∣
≤
( ∑
k∈Z3
22αj
′ |f̂j′(k)|2
)1/2( ∑
k∈Z3
( ∑
m,n∈Z3
(n,k,m)∈Λ
2βj|ĝj(m)| · 2γl|ĥl(n)|
)2)1/2
. 2
ρ
2 l
( ∑
k∈Z3
22αj
′ |f̂j′(k)|2
)1/2( ∑
k∈Z3
∑
m,n∈Z3
(n,k,m)∈Λ
22βj|ĝj(m)|2 · 22γl|ĥl(n)|2
)1/2
. 2
ρ
2 l‖fj′‖Hα‖gj‖Hβ‖hl‖Hγ ,
so that
S .
∑
j≥0
∑
j′=j,j+1
‖fj′‖Hα‖gj‖Hβ
∑
0≤l≤j
‖hl‖Hγ · 2−αj
′−βj−γl+ ρ2 l.
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When (i) holds, we define δ > 0 so that ρ2 + δ = α + β + γ. By applying the
Cauchy-Schwarz inequality in j and l, we have∑
j≥0
∑
j′=j,j+1
‖fj′‖Hα‖gj‖Hβ
∑
0≤l≤j
2−δl‖hl‖Hγ . ‖f‖Hα‖g‖Hβ‖h‖Hγ .
It then suffices to show
p := −αj′ − βj − γl + ρ
2
l+ δl ≤ C
under the condition 0 ≤ l ≤ j ≤ j′ ≤ j + 1.
It is enough to consider the worst case that α ≤ β ≤ γ. By the assumption
α+ β ≥ 0, we have
αj′ + βj + γl = α(j′ − j) + (α + β)j + γl ≥ −|α|+ (α+ β + γ)l,
which implies p ≤ |α|. This concludes the proof for the case (i).
When (ii) holds, we set δ = α+ β + γ −max{α, β, γ} > 0. Since∑
j≥0
∑
j′=j,j+1
‖fj′‖Hα‖gj‖Hβ
∑
0≤l≤j
2−δ(j−l)‖hl‖Hγ . ‖f‖Hα‖g‖Hβ‖h‖Hγ ,
it suffices to prove
q := −αj′ − βj − γl+ ρ
2
l + δ(j − l) ≤ C.
Considering the worst case α ≤ β ≤ γ, we see that
αj′ + βj + γl = α(j′ − j) + (α+ β)(j − l) + (α+ β + γ)l ≥ −|α|+ δ(j − l) + ρ
2
l,
which implies q ≤ |α|. This concludes the proof for the case (ii). 
Next, we recall the following Sobolev estimate.
Lemma 7.1. Let d ≥ 1 and α, β, γ ∈ R. The inequality∣∣〈fg, h〉L2(Td)∣∣ . ‖f‖Hα(Td)‖g‖Hβ(Td)‖h‖Hγ(Td),
or equivalently,
‖fg‖H−γ(Td) . ‖f‖Hα(Td)‖g‖Hβ(Td),
holds if and only if one of the following is satisfied:
(i) α+ β + γ ≥ max{α, β, γ} and α+ β + γ > d2 ;
(ii) α+ β + γ > max{α, β, γ} and α+ β + γ = d2 .
Proof. The ‘if’ part follows from Lemma 5.4 with Λ = {k+m+ n = 0} and ρ = d.
To show the ‘only if’ part, we assume α ≤ β ≤ γ without loss of generality. It
suffices to show that the quantity
I(f, g, h) :=
∣∣∣ ∑
k,n,m∈Zd
k+m+n=0
f̂(k)ĝ(m)ĥ(n)
∣∣∣
‖f‖Hα‖g‖Hβ‖h‖Hγ
does not have an upper bound in each of the following cases: (a) α + β < 0, (b)
α+ β + γ < d2 , (c) α+ β = 0 and γ =
d
2 .
Let N ≫ 1 be a positive integer and e1 := (1, 0, . . . , 0) ∈ Zd. In (a), we define
f̂ := χ{Ne1}, ĝ := χ{(−N−1)e1}, ĥ := χ{e1},
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so that
I(f, g, h) ∼ 1
Nα ·Nβ · 1 →∞ (N →∞).
In (b), we can use
f̂ = ĝ := χ{n∈Zd | |n−2Ne1|≤N}, ĥ := χ{n∈Zd | |n+4Ne1|≤2N},
so that
I(f, g, h) &
N2d
Nα+
d
2 ·Nβ+d2 ·Nγ+d2
= N
d
2−(α+β+γ) →∞ (N →∞).
In (c), we take
f̂ = χ{n∈Zd | |n−2Ne1|≤N}, ĝ := χ{n∈Zd | |n+2Ne1|≤N},
ĥ := | · |−dχ{n∈Zd | 0<|n|≤N},
so that
I(f, g, h) &
Nd logN
Nα+
d
2 ·Nβ+d2 · (logN) 12
= (logN)
1
2 →∞ (N →∞),
which finishes the proof. 
7.2. Scaling invariance and optimality of the result. We first recall the scal-
ing invariance of the fractional Navier-Stokes equations. If (u, p) is a solution of
(1.1) with Ω = 0, then (uλ, pλ) with
uλ(t, x) := λ
2α−1u(λ2αt, λx), pλ(t, x) := λ4α−2p(λ2αt, λx), λ > 0
is also a solution with rescaled initial data
u0,λ(x) := λ
2α−1u0(λx)
with div u0,λ = 0. Although such a rescaling changes the period of spatial domain,
one can still consider the scaling critical regularity sc for which ‖u0,λ‖H˙sc (Rd) =
‖u0‖H˙sc (Rd) for any λ > 0. We find that
sc =
d
2
+ 1− 2α.
By the scaling heuristics, the local-in-time theory may be developed inHs for s ≥
sc (sub-critical and critical regularities); equivalently, in H
s with a fixed regularity
s for
α ≥ d+ 2− 2s
4
.(7.1)
For instance, local theory in H1 requires α ≥ 12 in 2D and α ≥ 34 in 3D, as observed
in the proof of Theorem 1.2.
Another regularity restriction may arise in the global a priori estimate for the
limit equation (1.10). For the 2D part U(t), one can apparently gain one spatial
derivative through the vorticity formulation; in fact, the nonlinear term (U
h ·∇h)ω
has the same scaling as square of ω with no derivative. Then, the 2D part may
have an Hs global a priori bound if the dissipation 〈(−∆)αω, ω〉Hs dominates the
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nonlinearity 〈ωω, ω〉Hs in the energy estimate. Regarding an extra w in the non-
linearity as extra d2 derivatives (by the scaling heuristics L
∞ ∼ H d2 ) and compare
the total number of derivatives in these terms, we find the condition
2α+ 2s > 2s+
d
2
.
Since U behaves as a 2D flow, we set d = 2 to come to the condition α > 12 .
For the oscillating part Uosc, the nonlinearity, which is quadratic with one deriv-
ative, has 1 + ε dimensional interactions, as suggested in Lemma 5.1. We compare
the number of derivatives just as above, but with d = 1+ε, to see that the condition
2α+ 2s > 2s+ 1 +
1 + ε
2
⇔ α > 3
4
(7.2)
is required for an Hs global control on Uosc.
We remark that our result (Theorem 1.3), global regularity in H1 for α > 34 , is
optimal in both (7.1) and (7.2). In other words, by (7.1) one needs regularity H1
to deal with α arbitrarily close to 34 ; however, one may not relax the condition on
α due to the restriction (7.2) even if the initial data is more regular than H1. That
is exactly why we work in H1 in this article.
Hence, if we could prove Lemma 5.1 with just CLε in the right-hand side, then
the restriction on α would be relaxed to α > 12 . In this case, however, one has to
work with higher regularity H
3
2 , due to (7.1). Another natural space to work in is
the Fourier-Lebesgue space F−1ℓ1(T3) defined in Remark 1.6. This space has the
same scaling as H
3
2 (T3), while it is an algebra and continuously embedded into the
space of (bounded uniformly) continuous functions on T3.
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