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a b s t r a c t
In this paper, we consider the Bilevel Knapsack Problem (BKP), which is a hierarchical
optimization problem inwhich the feasible set is determined by the set of optimal solutions
for a parametric Knapsack Problem. We introduce a new reformulation of the BKP into
a one-level integer programming problem using dynamic programming. We propose an
algorithm that allows the BKP to be solved exactly in two steps. In the first step, a dynamic
programming algorithm is used to compute the set of follower reactions to leader decisions.
In the second step, an integer problem that is equivalent to the BKP is solved using a branch-
and-bound algorithm. Numerical results are presented to show the performance of our
method.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In operations research literature, the class of bilevel optimization problems was introduced by Bracken and McGill [1],
whose work is closely related to the extensively studied ‘‘Stackelberg game’’ economic model [2]. Stackelberg used a
hierarchical model to describe themarket situation in which different decision-makers try to optimize their decisions based
on different individual objectives according to a certain hierarchy. Stackelberg games can be considered as an extension
of the well-known Nash games. However, unlike the Nash game in which the players all decide at the same time, the
Stackelberg game establishes a player hierarchy: a distinctive player, called the leader, makes his/her decision before the
decisions of the other players, called the followers. Thus, the leader is in a superior position with regard to everyone else
and thus can achieve his/her objective while forcing the followers to respond to his/her strategic decisions by solving the
Stackelberg game.
Bilevel problems have been the subject of extensive study both from a theoretical and a practical point of view (e.g., [3]).
They are generally non-convex and non-differentiable, even in the easiest case (i.e., continuous linear bilevel problems) in
which all objectives and constraints functions are affined. In fact, linear bilevel problems have been shown to be strongly
NP-hard [4]. For any ϵ > 0, finding a feasible solution to the linear bilevel programming problem with no more than
times the optimal value is NP-hard [5]. In the literature, much attention has been devoted to approaches for solving
linear bilevel problems with continuous variables. The most common solution methods are based on solving the non-
linear problem obtained by replacing the lower-level problemwith its Karush–Kuhn–Tucker conditions. Penaltymethods or
branch-and-boundmethods based on complementarity conditions are then used to achieve convergence (see [6] for several
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implementations). Descent algorithms for bilevel programming problems can be found in articles by Dempe and Schmidt [7]
and Savard and Gauvin [8].
Algorithms designed to solve integer linear bilevel problems [9] mostly rely on some kind of a branch-and-bound (B&B)
algorithm. Unfortunately, devising a B&B algorithm for solving integer linear bilevel problems is much more challenging
than defining one for traditional integer problems. Indeed, the optimal value for the LP-relaxation of an integer bilevel
problem, obtained by dropping the integrality constraints from both the upper and lower levels, does not provide a valid
upper bound for the optimal value of the integer problem [9]. Thus, even if the optimal solution of the LP-relaxation is
integral, this solution may not be a globally optimal solution for the original integer bilevel problem, and the only rule that
remains valid for pruning the branch-and-bound tree is the one according to which the relaxed subproblem has no feasible
solution.
The nature of the variables of a bilevel mixed-integer problem directly influences the existence of optimal solution. For
example, there may not be an optimal solution for integer bilevel problems with continuous leader variables and integer
follower variables [10]. For other properties of the Mixed-Integer Linear Bilevel programming problems, the interested
reader can consult Vicente et al. [11], Shimizu et al. [12], Dempe [13], Bard and Moore [14]. The difficulties mentioned
above for solving integer bilevel problems have inspired people to design solution methods relying greatly on the structure
of the problem. For example, [15–17] have proposed solution methods for bilevel knapsack problems with a continuous
leader variable (i.e., the knapsack capacity).
In this paper, we consider the bilevel knapsack problem inwhich the follower solves the knapsack problem and the leader
constraints involve both leader and follower variables. We propose a new two-step exact algorithm for solving the Bilevel
Knapsack Problem (BKP) based on a one-level reformulation of the integer linear bilevel problem proved as an equivalent
integer problem. In the first step, dynamic programming is used to compute exactly the set of follower reactions to any
leader decisions. In the second step, an integer problem that is equivalent to the BKP is solved using a branch-and-bound
algorithm.
This paper is organized as follows. Section 2 introduces the integer linear bilevel model for the BKP. Section 3 proposes a
two-step algorithm for solving BKP and illustrates this algorithm’s use with a simple example. In Section 4, computational
results are reported to show our algorithm’s performance. Finally, Section 5 presents conclusions and suggestions for future
research.
2. The bilevel knapsack problem
The Bilevel Knapsack Problem (BKP) involves two decision-makers interacting hierarchically. A leader, responsible for a
subset of variables, has to explicitly take the reaction of a follower (responsible for another subset of variables) into account
in its optimization process. The specificity of this BKP is that the follower problem is a knapsack problem and the leader’s
constraints involve both leader and follower variables. In otherwords, the BKP is an optimization problemwhose feasible set
is determined by the set of optimal solutions of a parametric Knapsack Problem (KP). The BKP can be appropriately modeled
as the following linear bilevel problem with integer variables:
(BKP) Maximizex,y f 1(x, y) = d1x+ d2y
s.t.
B1x+ B2y ≤ b1
x ∈ Nn1
y ∈ Argmax{f 2(y′) = cy′ : a1x+ a2y′ ≤ b, y′ ∈ Nn2},
where the integer vector x (resp. y) represents the leader’s (resp. the follower’s) decision variables and n1 (resp. n2) denotes
the number of leader (resp. follower) variables. We assume that the coefficients of matrices B1(m1 × n1) and B2(m1 × n2)
are integers; the components of vectors a1, a2 and b1 are positive integers. The follower’s knapsack capacity is defined as b.
The BKP is NP-Hard since it is a generalization of the knapsack problem (obtained by settingm1 = n1 = 0 and d2 = c).
Below, we introduce several definitions common to bilevel problems:
◃ Relaxed feasible set (or constrained region):
S =

(x, y) ∈ Nn1 × Nn2 : B1x+ B2y ≤ b1, a1x+ a2y ≤ b

;
◃ The follower’s rational reaction set for a fixed x:
P(x) = Argmax

f 2(y) : a2y ≤ b− a1x, y ∈ Nn2

;
◃ The Inducible Region (IR), or the zone that the leader optimizes:
IR = {(x, y) ∈ S : y ∈ P(x)} .
With those notations, BKP can be stated as follows: (BKP) Maxx,y =

f 1(x, y) : (x, y) ∈ IR.
Two types of relaxations can be considered.
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• The high-point relaxed problem of a bilevel problem, obtained by dropping the follower’s objective function and
integrality constraints, is defined as:
(HPP) Maximizex,y d1x+ d2y
s.t.
B1x+ B2y ≤ b1
a1x+ a2y ≤ b
x, y ≥ 0.
• The linear programming relaxation of BKP, obtained by dropping the integer requirement on x and y, denoted by LP(BKP),
is defined as:
(LP(BKP)) Maximizex,y d1x+ d2y
s.t.
B1x+ B2y ≤ b1
x ≥ 0
y ∈ Argmax{f 2(y′) = cy′ : a1x+ a2y′ ≤ b, y′ ≥ 0}.
BKP solutions can be defined either optimistically or pessimistically if, for the fixed leader variables, there are several
optimal solutions for the follower [12]. With the optimistic approach, the leader is assumed able to influence a follower’s
decision to favor its solution. The BKP can thus be expressed as: Maxx{Maxy{f 1(x, y) : y ∈ P(x)} : (x, y) ∈ S}. An optimal
solution to this problem is called a weak solution. With the pessimistic approach, a follower’s decision does not support the
interests of the leader. In this case, the BKP is expressed as: Maxx{Miny{f 1(x, y) : y ∈ P(x)} : (x, y) ∈ S}. An optimal solution
to this problem is called a strong solution.
The difference between these approaches can also be explained from a follower point of view: the optimistic solution
results from friendly or cooperative behavior, while an aggressive follower produces a pessimistic solution. Amore complete
discussion of these approaches may be found in Loridan and Morgan [18]. In this paper, we only consider the optimistic
approach, but our results can be easily extended to the pessimistic approach.
3. One-level reformulation of the bilevel knapsack problem
In this section, we introduce a two-step exact algorithm, denoted by DPBKP, combining dynamic programming and the
B&B method, designed to solve the BKP. In the first step, a dynamic programming (DP) algorithm is used to determine all
possible reactions of the follower, ignoring the resources consumed by the leader. In the second step, the list of all the
optimal solutions computed through DP is used to reformulate the BKP as a one-level integer problem that can be solved by
any appropriate algorithm (e.g., B&B method). We also give an illustrative example.
3.1. Step 1: dynamic programming
In this first step, only the integer knapsack follower problem is considered; the resources a1x consumed by the leader
are ignored:
(KP)Max

f 2(y) = cy, a2y ≤ b, y ∈ Nn2

.
This problem is solved using a dynamic programming (DP) algorithm [19,20]. Dynamic programming, based on the Bellman
optimality principle (1949), is usually run in two phases: the first one is a forward phase that computes the optimal value
of the knapsack problem, and the second one is a backtracking phase that generates an optimal solution. In our approach,
only the forward phase is needed.
Dynamic programming decomposes an optimization problem into several interrelated sub-problems. One advantage of
using DP to solve knapsack problems is its efficiency at solving KP for all capacities 0, . . . , b, which is required in the first
step of the DPBKP. Formally, DP recursively decomposes the KP problem in terms of its sub-problems KP(k, β), where k and
β are integers with 1 ≤ k ≤ n2 and 0 ≤ β ≤ b. The optimal value f 2k (β) of the subproblem KP(k, β), associated with kth
first variables y1, . . . , yk and the capacity β , is defined as follows:
f 2k (β) = Max

k
j=1
cjyj :
k
j=1
a2j yj ≤ β, y ∈ Nk

.
The recurrence rules for computing f 2k (β), the optimal values of the integer knapsack problems KP(k, β), are:
f 2k (β) = Max

f 2k−1(β − h× a2k)+ h× ck : h = 0, . . . , uk, β ≥ h× a2k

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for k = 2, . . . , n2 and β = 0, . . . , b, where uk is an upper bound of the follower variable yk. A trivial upper bound is given by
uk = b/a2k because the coefficients of the two vectors a1 and a2 are strictly positive. For k = 1, f 21 (β) is initialized as follows:
f 21 (β) = h× c1 for h = 0, . . . , u1, with β ∈ [h× a21, (h+ 1)× a21[.
We next defineΩ = {(cˆl, aˆ2l ) : l = 1, . . . , p} as the set of the p couples (cˆl, aˆ2l ), where cˆl (respectively, aˆ2l ) represents the
profits (respectively, the consumed resources) of the optimal solutions to the follower sub-problems, in which the global
optimal values are f 2
n2
(β) for β = 0, . . . , b. More explicitly, aˆ2l = a2yl and cˆl = cyl, where cyl = f 2n2(β) for β = 0, . . . , b, and
p is equal to the number of optimal solutions. The space-complexity of a straightforward algorithm is O(n2b) (where n2 is
the number of follower variables), but in our implementation we use an efficient algorithm with O(b) space-complexity.
3.2. Step 2: integer programming reformulation of the BKP
The goal of the second step is to reformulate BKP as a linear integer problem. We first explicitly define the follower’s
rational reaction set (i.e., P(x)) for any fixed leader decision x, in order to replace the follower optimization problem with
the convex hull of these reactions, where
P(x) = Argmax

f 2(y) : a2y ≤ b− a1x, y ∈ Nn2

.
The following lemma gives the necessary and sufficient conditions for solution y to be a follower’s rational reaction set for
fixed x.
Lemma 1. For fixed leader variables x, we have y ∈ P(x) if and only if the following two conditions are satisfied:
1. f 2
n2
(b− a1x) = cy,
2. a2y ≤ b− a1x.
The proof is straightforward, based on the definition of the function f 2n2 .
Based on this lemma the right-hand side parametric analysis is performed to determine the sensitivity intervals
[s1, s2[, [s2, s3[, . . . , [sp, sp+1[ by
s1 = 0
sl = min b− a1x : f 2n2(b− a1x) > f 2n2(sl−1) for l = 2, . . . , p
sp+1 = b+ 1
(1)
where p = max{l : f 2
n2
(b) > f 2
n2
(sl−1)} is the number of intervals.
They are used to compute the appropriate reaction of the follower y, for a fixed leader action x and thus a residual capacity of
b−a1x. The construction of sl leads to f 2
n2
(b−a1x) = f 2
n2
(sl) for all b−a1x ∈ [sl, sl+1[. In otherwords, if the leader decision x is such
that b− a1x ∈ [sl, sl+1[, then the reaction of the follower y must satisfy the two conditions: cy = f 2
n2
(sl) and a2y ∈ [sl, b− a1x[.
Proposition 1 gives the necessary and sufficient conditions for solution (x, y) to be in the inducible region.
Proposition 1. Let (x, y) ∈ Nn1 × Nn2 , we have (x, y) ∈ IR if and only if the following two conditions are satisfied:
1. B1x+ B2y ≤ b1,
2. if b− a1x ∈ [sl, sl+1[ then cy = f 2n2(sl) and a2y ∈ [sl, b− a1x].
Proof. First, we show that any solution (x, y) in the inducible region IR respects the two conditions, (i) and (ii). According
to condition (i), the solution (x, y)must respect the constraints of the leader. This condition is trivially satisfied. Moreover,
according Lemma 1, y ∈ P(x) is equivalent to f 2n2(b − a1x) = cy and a2y ≤ b − a1x. Thus, based on the definition of the
sensitivity intervals, cy = f 2
n2
(sl) and a2y ∈ [sl, b − a1x] if b − a1x ∈ [sl, sl+1[, which proves that condition (ii) is satisfied.
According to condition (ii), cy = f 2
n2
(sl) if b − a1x ∈ [sl, sl+1[, which implies that f 2
n2
(b − a1x) = cy = f 2
n2
(sl) since f 2
n2
(β)
is constant for all β ∈ [sl, sl+1[. Furthermore, a2y ∈ [sl, b − a1x] implies that a1x + a2y ≤ b. Thus, f 2
n2
(b − a1x) = cy and
a2y ≤ b − a1x is equivalent to y ∈ P(x). Moreover, according to condition (i), we conclude that the solution (x, y) belongs
to the inducible region IR. 
The next lemma allows accurate follower reactions to be defined, respecting the leader’s action without considering the
sensitivity interval bounds.
Lemma 2. Let (x, y) be a feasible solution of BKP, thus we have:
a2y ≤ b− a1x < sl+1
cy = f 2n2(sl)

⇒ sl ≤ b− a1x.
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Proof. Assume that sl > b−a1x. Based on the rules pertaining to sl in Eq. (1), f 2n2(b−a1x) < f 2n2(sl). However, the assumption
implies that y is a feasible solution to the sub-problem whose optimal value is f 2
n2
(b − a1x), thus cy ≤ f 2
n2
(b − a1x) and
cy = f 2n2(sl). Therefore, cy ≤ f 2n2(b − a1x) < f 2n2(sl) (f 2n2(sl) = cy). This contradicts the hypothesis that sl > b − a1x, which
completes the proof of this lemma. 
Finally, the following theorem leads to the equivalent formulation of BKP as an integer problem.
Theorem 1. Let (x, y) ∈ Nn1 × Nn2 , we have (x, y) ∈ IR if and only if the following system is feasible:
B1x+ B2y ≤ b1 (a)
a1x+ a2y ≤ b (b)
a1x+
p
l=1
sl+1z l ≥ b+ 1 (c)
cy =
p
l=1
f 2n2(s
l)z l (d)
p
l=1
z l = 1 (e)
x ∈ Nn1 , y ∈ Nn2 , z ∈ {0, 1}p.
(2)
Proof (Necessary Condition). According to Proposition 1, as (x, y) ∈ IR, we have:
1. B1x+ B2y ≤ b1,
2. if b− a1x ∈ [sl, sl+1[, then cy = f 2
n2
(sl) and a2y ∈ [sl, b− a1x].
Clearly, for each leader decision x, there is a single sensitivity interval [sl, sl+1[ containing b− a1x. This can be expressed by
introducing the choice variables z l, where
z l =

1 if b− a1x ∈ [sl, sl+1[
0 otherwise

and
p
l=1
z l = 1.
Since b − a1x ∈ [sl, sl+1[, i.e. sl ≤ b − a1x < sl+1, thus z lsl ≤ z l b− a1x < z lsl+1. Consequently, we havep
l=1 z lsl ≤
p
l=1 z l

b− a1x <pl=1 z lsl+1 which is equivalent topl=1 z lsl ≤ b− a1xpl=1 z l <pl=1 z lsl+1. As a result,p
l=1 z l = 1, and
p
l=1 z lsl ≤

b− a1x <pl=1 z lsl+1. Finally,we obtainpl=1 z lsl ≤ b− a1x andpl=1 z lsl+1 > b− a1x
with
p
l=1 z l = 1.
Sufficient condition: First, the choice constraint (2)(e) insures the existence of an unique index l′, such that z l′ = 1 and z l = 0
for l ≠ l′. This implies that constraints (2)(b)–(d) become:
a1x+ a2y ≤ b (b)
a1x+ sl′+1 ≥ b+ 1 (c′)
cy = f 2n2(sl
′
) (d′).
(2)
Since all the data are integers, the constraint (2)(c
′
) can be written as a1x+ sl′+1 > b and thus:
a2y ≤ b− a1x < sl′+1
cy = f 2n2(sl
′
).
According to the result of Lemma 2, sl
′ ≤ b−a1x, which implies that b−a1x ∈ [sl′ , sl′+1[. Using condition (ii) of Proposition 1,
we conclude that (x, y) ∈ IR. 
According to the definition of IR, BKP is equivalent to:
(BKP′)Maxx,y

f 1(x, y) = d1x+ d2y : (x, y) ∈ IR .
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Thus, it follows from Theorem 1 that BKP is equivalent to:
(IP)

Maxg(x, y, z) = d1x+ d2y
s.t.
B1x+ B2y ≤ b1 (a)
a1x+ a2y ≤ b (b)
a1x+
p
l=1
sl+1z l ≥ b+ 1 (c)
cy =
p
l=1
f 2n2(s
l)z l (d)
p
l=1
z l = 1 (e)
x ∈ Nn1 , y ∈ Nn2 , z ∈ {0, 1}p.
(3)
The binary variables z l are introduced to select the sensitivity interval consistent with a leader action (i.e., z l is equal to 1
if the lth sensitivity interval is chosen and equal to 0, otherwise). The unique sensitivity interval [sl′ , sl′+1[, containing the
resource b− a1x, must be sought for each x. The reaction of the follower ymust be feasible for the leader constraints (3)(a)
and the follower constraints (3)(b). The choice constraint (3)(e) states that a single sensitivity interval has to be chosen for
each leader decision. The constraints (3)(c) and (d) insure that the conditions of Lemma 2 are satisfied. In other words, the
selected interval must be compatible with the leader decision x.
The integer problem IP can be solved exactly using an appropriate algorithm. In our experiments (see Section 5), this
model was solved using the branch-and-bound algorithm of CPLEX software.
In order to illustrate the main steps of DPBKP, we consider the following example:
(BKP)

Maximize f 1(x+ y) = −x1 + x2 + 2y1 + 5y2 + y3 + 10y4
s.t.
2x1 − 3x2 + y1 + 5y2 + 3y3 + 2y4 ≤ 5
x1, x2 ≥ 0, integer
Maximize f 2(y) = 5y1 + y2 + 3y3 + 15y4
s.t.
x1 + x2 + 2y1 + 4y2 + y3 + 3y4 ≤ 8
y1 ∈ {0, 1, 2},
y2, y3, y4 ≥ 0, integer.
In the first step, dynamic programming is used to solve the following integer knapsack problem:
(KP)

Maximize f 2(y) = 5y1 + y2 + 3y3 + 15y4
s.t.
2y1 + 4y2 + y3 + 3y4 ≤ 8
y1 ∈ {0, 1, 2}, y2, y3, y4 ≥ 0, integer.
Table 1 provides, for each capacity β varying from 0 to b = 8, the values f 2k (β) for k = 1, . . . , 4, as well as the bounds sl
for the sensitivity intervals (p + 1, with p = 7) and their corresponding values f 2n2(sl). For this example, [sl, sl+1[= {l} for
l = 0, . . . , 3; [s4, s5[= {4, 5}; and [sl, sl+1[= {l+ 1} for l = 5, . . . , 7 with s8 = 9 = b+ 1.
The equivalent formulation of the above BKP problem as an integer problem can be expressed as:
(IP)

Maximize g(x, y, z) = −x1 + x2 + 2y1 + 5y2 + y3 + 10y4
s.t.
2x1 − 3x2 + y1 + 5y2 + 3y3 + 2y4 ≤ 5 (a)
x1 + x2 + 2y1 + 4y2 + y3 + 3y4 ≥ 8 (b)
x1 + x2 + z1 + 2z2 + 3z3 + 4z4 + 6z5 + 7z6 + 8z7 + 9z8 ≥ 9 (c)
5y1 + y2 + 3y3 + 15y4 − 3z2 − 6z3 − 9z4 − 15z5 − 18z6 − 21z7 − 30z8 = 0 (d)
z1 + z2 + z3 + z4 + z5 + z6 + z7 + z8 = 1 (e)
x1, x2, y1, y2, y3, y4 ≥ 0, integer, y1 ≤ 2, z ∈ {0, 1}8
(4)
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Table 1
The dynamic programming values.
β/k 1 2 3 4 sl f 2n2 (s
l)
0 0 0 0 0 0 0
1 0 0 3 3 1 3
2 5 5 6 6 2 6
3 5 5 9 9 3 9
4 10 10 12 15 4 15
5 10 10 15 15
6 10 10 18 18 6 18
7 10 10 21 21 7 21
8 10 11 24 30 8 30
Table 2
Comparison between DPBKP and M&B.
m1 n2 n1 DPBKP M&B
6 0.01 2.77
5 10 8 0.01 6.18
10 0.01 0.01
6 0.01 6.08
5 20 8 0.02 10.22
10 0.01 0.08
6 0.12 9152.25
5 30 8 0.14 14874.49
10 0.01 0.70
6 0.01 0.04
10 10 8 0.01 4.39
10 0.00 0.49
6 0.02 33.63
10 20 8 0.11 639.46
10 0.03 2663.35
6 0.02 6.11
10 30 8 0.14 1585.35
10 0.06 163.91
6 0.01 2.34
15 10 8 0.02 8.90
10 0.01 0.03
6 0.04 167.42
15 20 8 0.12 920.60
10 0.24 1671.82
6 0.02 33.15
15 30 8 0.14 21658.78
10 0.02 247.63
where constraints (4)(a) and (b) correspond to the follower and leader constraints, and constraints (4)(c)–(e) insure that the
follower reaction y corresponds to an optimal solution for the knapsack problem when the leader decision x is fixed.
4. Numerical results
We tested our DPBKP algorithm on randomly generated instances based on knapsack problems obtained through the
generator proposed by Martello et al. [19]. Non-correlated (NC), correlated (C) and strongly correlated (SC) instances
were considered. The leader’s objective and constraint coefficients were uniformly generated in the interval [1, 1000]. The
maximal size of the follower’s coefficientswas set to 1000. The algorithmwas coded in C++ on a 3GHzXeon5160processor.
In our implementation, each Mixed Integer Programming problem was solved with CPLEX 11.1.
Before considering the performance of DPBKP, we first compare the DPBKP results with those obtained with Moore and
Bard’s B&B algorithm [9] (M&B). This exact algorithm is designed to solvemixed integer bilevel problemswithout particular
structure on the second level constraints but the first level constraints include only leader’s variables. However, our DPBKP
is designed to solve integer bilevel problems with knapsack constraint on the second level and the first level constraints
can include both leader’s and follower’s variables. So to compare (M&B) and DPBKP, we generate instances with B2 = 0.
Non-correlated instances (NC) involving m1 ∈ {5, 10, 15}, n1 ∈ {6, 8, 10} and n2 ∈ {10, 20, 30} were considered in these
tests. These results are shown in Table 2. Computation times are reported in seconds in columns DPBKP and M&B. Each row
of Table 2 corresponds to the average value over 10 instances for the corresponding data set.
As a general rule, DPBKP dominates the M&B algorithm on all instances. In fact, DPBKP needs the solution of a single MIP
problem, whereas M&B, requires a MIP solution at each node of the B&B algorithm. The low CPU time for DPBKP is due to
the instantaneous solution produced by the dynamic programming step as well as a MIP solution step.
8 L. Brotcorne et al. / Discrete Optimization 10 (2013) 1–10
Table 3
Impact of the follower problem size.
n2 α Phase 1: DP Phase 2: IP
NC C SC pnc pc psc NC Opt Gap C Opt Gap SC Opt Gap
100
0.25 0.08 0.09 0.08 1809 3376 13942 68.13 10 0.00 579.47 9 0.01 1621.55 7 0.01
0.50 0.19 0.20 0.18 3270 8037 29524 375.83 10 0.00 2588.85 3 0.01 2364.43 5 0.01
0.75 0.29 0.30 0.29 4720 17930 44849 25.28 10 0.00 2421.50 4 0.01 3292.96 2 0.01
200
0.25 0.32 0.34 0.34 5072 14136 27815 31.42 10 0.00 1695.98 7 0.01 2680.79 3 0.01
0.50 0.69 0.70 0.70 9785 23374 56930 99.54 10 0.00 2687.36 3 0.01 3226.96 3 0.01
0.75 1.06 1.09 1.06 15070 38760 85031 970.73 8 0.29 3089.81 3 0.16 3585.53 2 0.01
300
0.25 0.73 0.74 0.74 10251 18668 40909 1014.02 8 0.13 2460.34 5 0.01 3264.98 2 0.01
0.50 1.50 1.50 1.51 18674 45959 82444 858.37 10 0.00 3061.25 2 0.01 3300.86 4 0.07
0.75 2.28 2.27 2.31 26975 65583 123950 1093.53 8 0.26 3374.10 1 0.17 3267.27 3 0.01
400
0.25 1.30 1.31 1.30 16398 30670 53625 1683.34 7 0.31 2969.62 4 0.17 3509.37 2 0.01
0.50 2.64 2.64 2.66 31679 62792 107538 1687.08 7 0.18 3692.89 0 0.17 3338.82 3 0.01
0.75 4.06 4.05 3.99 42590 95841 161218 908.05 10 0.00 2388.21 5 0.01 3049.60 3 0.01
500
0.25 1.98 1.97 1.99 25816 40841 65264 2039.72 7 0.06 3154.97 2 0.34 3331.29 1 0.01
0.50 4.12 4.07 4.00 43590 94759 132427 2696.57 4 0.04 3457.63 2 0.33 3169.08 3 0.01
0.75 6.21 6.17 5.95 64903 132365 197620 2564.93 9 0.01 3022.18 2 0.33 3267.46 3 0.01
Tables 3 and 4 report the results of DPBKP on larger size instances in order to assess its performance. The results provided
in Table 3 are for the sensitivity analysis of our DPBKP algorithm, in terms of the follower problem characteristics: the
correlation of the instances, the number of follower variables and the knapsack capacity. In our tests, the number of leader
variables n1 and leader constraints m1 were respectively set to 50 and 5. To measure the knapsack capacity impact, we
defined b as follows
b = α
 n1
j=1
a1j +
n2
j=1
a2j
 ,
where α = 0.25, 0.5 or 0.75. The number of follower variables n2 varies, belonging to the interval 100, 200, 300, 400, 500.
In Table 3, columns NC, C and SC give the average CPU time in seconds over 10 instances. Columns pnc, pc, psc represent
the average number of choice variables (zi) in the IP reformulation over 10 instances. Finally column Opt gives the number
of instances for which an optimal solution was found within one hour of CPU time and columns Gap (in %) gives the average
Cplex Gap over the 10 instances.
First, for all instance families, the CPU time for the first and second phases, as well as the number of choice variables,
increased with the number of follower variables n2. For example, as shown in Table 3, for the NC instances and α = 0.25,
CPU time of DP phase varies from 0.08 s for n2 = 100 to 1.98 s for n2 = 500; the number of choice variables p varies from
1809 to 25816 and CPU time of IP phase varies from 68 to 2039 s. The sharp increase of the number of choice variables p in
the IP model comes from the number of non-dominated solutions in the dynamic programming phase.
Note also that the difference between pnc and psc increases whenever n2 decreases (see Table 3 n2 = 100 and n2 = 500).
This results from the feasibility and objective function rules used in dynamic programming to eliminate dominate solutions.
More precisely, the feasibility rule is related to the capacity b and the objective function rule is controlled by the correlation
of the problem coefficients. For a given number of leader variables, if the number of follower variables n2 is small with
respect to n1 then the knapsack constraint is not strong to eliminate a large number of solutions (since the capacity value
b = α
n1
j=1 a
1
j +
n2
j=1 a
2
j

, involves both leader and follower coefficients).
Second, as could be expected, the number of choice variables p increases with the α value and, consequently, with the
knapsack capacity. Finally, the higher the correlation of the instances, the greater the number of non-dominated solutions
in the dynamic programming phase. This positive correlation resulted in an increase in the number of choice variables. As
can be seen in Table 3, factors other than the follower problem characteristics influenced CPU_IP values.
Table 4 reports the DPBKP performance results, in terms of the number of leader variables and constraints. The follower
problem is the same for all BKP instances (NC instance, n2 = 100). Each row in Table 4 corresponds to the average value
over 30 instances for the corresponding data set. The columns p, CPU_IP, Opt, and Gap(%) in Table 4 are defined as in
Table 3. The instances in Table 4 proved more difficult to solve than instances in Table 3 due to their larger size. Contrary
to common knowledge, the existence of first-level constraints do not always result in more difficult bilevel problems. In
fact, for a medium-sized number m1, the feasible solution space was reduced, allowing CPLEX to find an optimal solution
in a reasonable CPU time. As a general rule, a good quality lower bound was obtained in a few seconds due to the multi-
dimensional knapsack structure of the IP, but a large CPU_IP time was needed to prove optimality.
Finally, we compare the quality of the two upper bounds on the BKP objective value in Table 5. The first one, HPP,
comes from a relaxation called High point problem [9]; the second one, LP(IP), is the linear relaxation of IP. The percentage
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Table 4
Impact of the leader constraints.
n1 m1 p CPU_IP Opt Gap(%)
50
5 3266 157.03 29 0.01
10 3270 617.04 25 0.31
15 3433 313.47 28 0.01
20 3402 311.36 28 0.07
25 3333 7.22 30 0.00
30 3323 10.17 30 0.00
35 3276 100.22 30 0.00
40 3560 5.34 30 0.00
45 3199 5.49 30 0.00
50 3246 1.88 30 0.00
150
5 7566 1565.00 19 2.09
10 7481 1744.72 16 3.09
15 8261 1807.29 18 0.73
20 7357 1702.47 16 1.10
25 7950 952.56 24 0.34
30 7583 1069.11 22 0.93
35 7607 1013.98 22 0.36
40 8036 1512.62 18 0.64
45 8074 1309.99 20 0.79
50 8084 1447.81 21 0.25
250
5 12462 2622.16 10 3.73
10 12857 3227.88 5 2.63
15 13937 2322.97 11 3.64
20 13114 2405.78 10 2.90
25 12829 1361.46 20 1.49
30 12340 1565.24 18 0.80
35 12443 1194.77 21 0.89
40 13090 1575.55 18 0.81
45 12440 1237.35 20 0.65
50 12905 1351.09 20 0.36
100
5 5234 1261.78 22 0.58
10 5396 1511.94 18 1.50
15 5178 886.00 24 0.39
20 5102 435.93 27 0.01
25 5126 523.57 27 0.01
30 4829 816.77 25 0.15
35 5014 861.00 23 0.45
40 5634 969.47 23 0.45
45 5355 864.47 23 0.03
50 4871 988.56 22 0.28
200
5 10843 2185.56 14 1.06
10 10726 2712.86 9 3.96
15 10470 2516.06 10 2.91
20 10919 2278.35 14 1.16
25 10099 2125.08 12 1.38
30 11262 2038.10 14 1.12
35 11029 1080.86 22 0.47
40 10243 2214.58 13 0.36
45 10054 1251.00 21 0.67
50 11146 1220.42 22 0.71
300
5 13669 2303.69 11 5.38
10 13545 2284.39 11 3.74
15 14207 1955.83 14 2.39
20 14227 2009.27 14 1.63
25 13903 1655.01 18 1.36
30 13889 1793.79 15 1.22
35 13898 1455.30 18 0.80
40 13828 1213.75 21 0.34
45 13884 1019.96 22 0.27
50 13826 673.60 25 0.21
quality measure (row: %) is defined as:
v(HPP)− v(LP(IP))
v(HPP)− v(BKP) ,
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Table 5
Upper bound for DPBKP.
n2 = 100
n1 50 100
m1 5 10 5 10
α 0.25 0.50 0.25 0.50 0.25 0.50 0.25 0.50
% 91% 96% 92% 90% 95% 98% 93% 98%
CPU_LP(IP) 0.96 3.87 0.50 2.29 2.64 14.05 3.06 13.80
where v(P) denotes the optimal value of the problem P. The CPU time needed to obtain v(HPP) was negligible. Row
CPU_LP(IP) gives the CPU time needed to compute LP(IP). Each row of Table 5 corresponds to the average value over 10
instances for the corresponding data set. As could be expected, LP(IP) greatly outperforms HPP since it takes into account
the follower objective function. In addition, computing LP(IP) is not time consuming.
5. Conclusions
In this paper, we propose a new exact algorithm (DPBKP) to solve the bilevel knapsack problem (BKP). This algorithm
has two steps: the first one uses dynamic programming in which the recurrence rules only take the follower problem into
account; the second step reformulates BKP problem as a linearmodelwith integer variables. Numerical results on randomly-
generated instances show theDPBKP’s performance for solvingmedium-sized instances. In future research,wehope to adapt
DPBKP to solve Bilevel Multidimensional Knapsack Problem (BMKP) with several knapsack constraints on both levels. A
surrogate relaxation of BMKP, obtained from the BMKP by replacing the constraints of the follower by a surrogate constraint
and adding the aggregated constraints to the leader constraints, could lead to a heuristic inspired from DPBKP.
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