Causal models are in general invariant in the following sense: we can intervene on predictor variables or change the whole experimental setting and the predictions in the causal model are still valid. Here, we propose to exploit this invariance for causal inference: given different experimental settings (for example various interventions), one can look for submodels that do show invariance across settings. The causal model will be a member of this set with high probability. This yields valid confidence intervals for the causal relationships in quite general scenarios. We examine some sufficient assumptions and investigate identifiability for structural equation models in more detail. The empirical properties are studied for various data sets, including gene perturbation experiments.
Introduction
Inferring cause-effect relationships between variables is a primary goal in many applications. Such causal inference has its roots in different fields and various concepts have contributed to its understanding and quantification. Among them are the framework of potential outcomes and counterfactuals [cf. Dawid, 2000 , Rubin, 2005 ; or structural equation modelling [cf. Bollen, 1989 , Robins et al., 2000 , Pearl, 2009 and corresponding graphical modeling [cf. Lauritzen and Spiegelhalter, 1988 , Greenland et al., 1999 , Spirtes et al., 2000 , where the book by Pearl [2009] provides a nice overview. Besides understanding structural relations, causal information may lead to improved performance in some prediction problems [Bottou et al., 2013 .
A typical approach for causal inference, in the context of unknown causal structure, is to characterise the Markov equivalence class of structures (or graphs) [Verma and Pearl, 1991 , Andersson et al., 1997 , Hauser and Bühlmann, 2012 , estimate such a class based on observational or interventional data [Spirtes et al., 2000 , Chickering, 2002 , Castelo and Kocka, 2003 , Kalisch and Bühlmann, 2007 , He and Geng., 2008 , Hauser and Bühlmann, 2015 , and finally infer the identifiable causal effects or provide some bounds [Maathuis et al., 2009, VanderWeele and Robins, 2010, cf.] . More recently, within the framework of structural equation models, interesting work has been done for fully identifiable structures exploiting additional restrictions such as non-Gaussianity [Shimizu et al., 2006] , nonlinearity [Hoyer et al., 2009 or equal error variances .
Unlike these approaches, we propose here a new concept for causal inference. The key idea is that the prediction quality and estimation of causal components are invariant under different experimental settings. In other words, the conditional distribution of the target variable of interest, given the corresponding causal predictors, has to remain constant under interventions or varying environments. This new framework does not require the fitting of graphical, structural equation or potential outcome models. It leads to a few major advantages which are indicated below in Section 1.1. Our method is tailored for the setting where we have data from different experimental settings. For example, two different interventional data samples, or a combination of observational and interventional data [He and Geng., 2008, cf.] belong to such a scenario. Furthermore, we primarily consider the situation with no hidden (confounder) variables: a rigorous treatment with hidden variables would be more involved [see Richardson and Spirtes, 2002 , for graphical language] but we provide an example with instrumental variables in Section 5 to illustrate that the method could also work more generally in the context of hidden variables. We do not touch on the framework of feedback models [Lauritzen and Richardson, 2002 , Mooij et al., 2011 , Hyttinen et al., 2012 , and it is an open question whether our concept of invariance would provide a useful key for such models as well.
New contribution
The main components of our entire approach can be considered as new but we provide relations to established frameworks for causal inference.
We consider the setting where we have different experimental conditions e ∈ E. For the sake of simplicity, we focus on a linear model with a target or response variable and various covariables. If a subset of variables is causal for the prediction of Y with causal coefficients γ * , we assume:
for all e ∈ E : Y e = µ + X e γ * + ε e , ε e ∼ F ε ,
where µ is a constant intercept term; the error distribution ε e ∼ F ε is not a function of the experimental setting and independent of the covariates X e S * from the set of causal predictors S * = {k; γ * k = 0} (the support of γ * ), see Assumption 1 in Section 2. Proposition 2 shows that structural equation models with the traditional notion of interventions [Pearl, 2009] provide examples that satisfy all assumptions.
The main and novel idea is that we can use the invariance of the causal relationships under different settings e ∈ E. The property in (1) can be exploited for statistical estimation and inference, and this opens a new road for causal inference.
We propose in Section 3 a new method, based on the invariance in (1), for the construction of (potentially) conservative confidence intervals for γ * j for j = 1, . . . , p, in the setting without knowing the causal structure. It does not require any knowledge whether some causal effects are identifiable or not: the method provides potentially conservative confidence intervals, and if an effect would not be identifiable, it would automatically detect this fact and provide a non-informative statement. Obtaining confidence statements for causal parameters in structural equation models is difficult as one would need to determine the distribution of causal effects estimators after having searched and estimated a graphical structure of the model. It is completely unknown how one could do this, except relying on data-splitting strategies which have been found to perform rather poorly in such a setting [Bühlmann et al., 2013] . Another main advantage of our methodology is that we do not need to know how the experimental conditions arise or which type of interventions they induce. We only assume that the intervention does not change the conditional distribution of the target given the causal predictors (no intervention on the target or a hidden confounder): it is simply a device exploiting the grouping of data into blocks, where every block corresponds to an experimental condition e ∈ E. We will show in Section 3.2 that such grouping can be misspecified: the price to pay is only in terms of power and larger confidence intervals, but still providing correct (potentially conservative) control for coverage of the confidence intervals. This is again a major bonus in practice as it is often difficult to specify what an intervention or change of environment actually means. In contrast, with structural equation models, a so-called do-intervention [Pearl, 2009] needs to be specified on which variables it acts on.
We believe that the method's underlying invariance principle is rather general. However, for simplicity, we present our results for linear Gaussian models, including settings with instrumental and hidden variables. Section 7 comments on more general situations.
Organization
The invariance assumption is formulated and discussed in Section 2. Using this invariance assumption, a general way to construct confidence intervals for causal predictors and associated coefficients is derived in Section 3. Two specific methods are shown, using regression effects for various sets of predictors as the main ingredient. Identifiability results for structural equation models are given in Section 4, while the relation to instrumental and the behaviour in the presence of hidden variables is discussed in Section 5. Simulations and applications to a biological gene perturbation data set and an educational study related to instrumental variables are presented in Section 6. We discuss the results and provide an outlook in Section 7.
Software
The methods are made available as package InvariantCausalPrediction for the R-language [R Core Team, 2014] .
Assumed invariance of causal prediction
We formulate here the invariance assumption for causal predictors and discuss the notion of identifiable causal predictors. Let X be a p-dimensional vector of predictor variables and let Y ∈ R be the response or target variable. Let further E denote the index set of |E| possible interventional or experimental settings, each having its own probability distribution. That is, for any e ∈ E we have variables (X e , Y e ) that are distributed according to F e :
(X e , Y e ) ∼ F e .
In the simplest case, |E| = 2 and we have for example in the first experimental setting observational data and interventions of some (possibly unknown) nature in the second setting.
In the remainder of this article, we consider linear models but the ideas can be generalised to nonlinear models; see Section 7.1. For the following, let X S be the vector containing all variables X k , k ∈ S for any set S ⊆ {1, . . . , p}. Our entire discussion will rest on the following assumption. We assume the existence of a causal model that is invariant under different experimental or intervention settings.
Assumption 1 (Invariance of causal predictions) There exists a true vector γ * = (γ * 1 , . . . , γ * p ) t of linear causal coefficients which satisfies for all e ∈ E :
where µ ∈ R is an intercept term, ε e (which is not a function of e) with mean zero and finite variance. The variables X S * with
are called causal predictors. We further assume, for all e ∈ E, that ε e is independent of the causal predictors X e S * .
If not mentioned otherwise, we will always assume that an intercept µ is added to the model (2).
To simplify notation, we will from now on refrain from writing the intercept down explicitly. Equation (2) is assumed to hold for all experimental settings; in this sense, the true causal model is assumed to be invariant over all experimental settings. We discuss in Section 7.2 whether we can use Assumption 1 to define causal predictors.
Linear structural equation models provide a natural and important example that satisfy Assumption 1 under some assumptions encompassing the standard scenario of so-called do-interventions [Pearl, 2009, cf.] but including other cases as well; definitions are given in Section 4. Among the main assumptions are: i) there are no interventions on the target variable of interest;
ii) the structural equation for the target variable, namely γ * and F ε , are invariant under interventions; see Proposition 2 in Appendix A. The first condition is a restriction but verifiable in quite a few applications where it is known on which variables an intervention has happened. The second condition is closely related to what is sometimes called "autonomy" [Aldrich, 1989] of structural equations [see also "stability" Pearl, 2009, e.g. Sec. 1.3.2] : structural equations are autonomous if whenever we replace one of them due to an intervention, all other structural equations remain invariant. Under this autonomy assumption, i) implies ii). The concept of autonomous structural equations seems natural in some form or another: if the causal coefficients would change drastically from one intervention to the next, the usefulness of the concept of causality would become questionable. On the other hand, if the equations are not structural, i.e. they are only algebraic and do not represent causal relationships, the assumption does not seem plausible.
Our main focus will be on identifying both the linear causal coefficients γ * and the causal predictors in S * , with provable coverage guarantees for corresponding confidence intervals.
Plausible causal predictors and plausible causal coefficients
The assumption of invariance in (2) does in general not uniquely identify the causal coefficients. For example, if |E| = 1 and (X, Y ) follow a jointly Gaussian distribution and X and Y are not independent, then several γ's with different support fulfil (2) and the set of causal predictors is not identifiable. Define for γ ∈ R p and S ⊆ {1, . . . , p} the null hypothesis H 0,γ,S (E) as
and ∃F ε such that for all e ∈ E Y e = X e γ + ε e , where ε e ⊥ ⊥ X e S and ε e ∼ F ε .
As stated above, we have dropped the constant intercept notationally. The null hypothesis is, under Assumption 1, fulfilled for the pair γ * and S * with the true error distribution, that is H 0,γ * ,S * (E) is true. Due to identifiability issues, however, it might also be fulfilled for many other vectors and sets, too, especially if the set of different experimental settings E is small. We call such vectors and sets plausible causal coefficients and plausible causal predictors, respectively.
Definition 1 (Plausible causal predictors and coefficients) (i) We call the variables S ⊆ {1, . . . , p} plausible causal predictors under E if the following null hypothesis holds true:
(ii) Analogously, we define the set Γ S (E) of plausible causal coefficients for the set S ⊆ {1, . . . , p} and the global set Γ(E) of plausible causal coefficients under E as
Γ(E) := S⊆{1,...,p}
Thus,
The global set of plausible causal coefficients Γ(E) is, in other words, shrinking as we enlarge the set E of possible settings. Note that the null hypothesis H 0,S (E) in (4) can be simplified. Writing
for the least-squares regression effects when regressing the target of interest onto the variables in S in setting e ∈ E, we obtain the equivalent formulation of the null hypothesis for set S ⊆ {1, . . . , p}, H 0,S (E) : ∃β ∈ R p such that β pred,e (S) ≡ β and ∃F ε such that for all e ∈ E Y e = X e β + ε e , where ε e ⊥ ⊥ X e S and ε e ∼ F ε .
We conclude that
In other words, the set of plausible causal coefficients for a set S is either empty or contains only the regression vector. We will make use of this fact further below in Section 3.1.
Identifiable causal predictors
We can now define the identifiable causal predictors as the variables that have a non-vanishing contribution for all plausible causal coefficients.
Definition 2 The identifiable causal predictors under interventions E are defined as the set of all variables that have non-vanishing coefficients for all plausible causal coefficients,
Under Assumption 1 we have γ * ∈ Γ(E) and the identifiable causal predictors are thus a subset of the true causal predictors,
The set of identifiable causal predictors under interventions E is now growing monotonically if we enlarge the set E,
In particular, if |E| = 1 (for example only observational data), then S(E) = ∅ because γ ≡ 0 ∈ Γ(E) is a plausible causal coefficient. The set of identifiable causal predictors under a single intervention setting is thus empty and we make no statement as to which variables might be causal. In Section 4, we examine conditions for structural equation models (see Proposition 2) under which we have equality S(E) = S * and hence complete identifiability of the causal coefficients.
In practice, the set E of experimental settings might often be such that ∅ S(E) S * .
Confidence sets
We would like to get confidence intervals for the linear causal coefficients when observing the distribution of (X e , Y e ) under different experimental conditions e ∈ E. Recall again the definition (5) of the plausible causal coefficients Γ S (E) for the set S ⊆ {1, . . . , p} of variables. Suppose for the moment that confidence sets for Γ S (E) are available. Then the construction of the confidence sets for the causal coefficients can work as follows.
Generic method to generate confidence sets with invariant prediction 1) For each set S ⊆ {1, . . . , p}, construct a setΓ S (E) (we will discuss later concrete examples).
3) DefineŜ(E) asŜ
The properties of the procedure depend on the specific formΓ S (E) we choose to get a confidence region for the set of plausible causal coefficients. To guarantee coverage of the true causal coefficient and the true causal predictors we just need the following property.
Theorem 1 Assume thatΓ S (E), S ⊆ {1, . . . , p} are constructed in such a way that the true causal vector is contained inΓ S (E) with probability 1 − α if we choose S = S * as the set of true causal predictors, that is P γ * ∈Γ S * (E) ≥ 1 − α .
Then, the confidence setsΓ(E) in (11) andŜ(E) in (12) have the desired coverage:
Proof. The first property follows immediately since
where the last inequality follows by assumption (13). The second property follows then since
The confidence sets thus have the correct coverage whenever the coverage property (13) is true. The estimator of the causal predictors will, with probability at least 1 − α, not erroneously include non-causal predictors. Note that the statement is true for any set of experimental or intervention settings. In the worst case, the setŜ(E) might be empty but the error control is valid nonetheless.
Two concrete proposals
The missing piece in the generic procedure given by (11) and (12) is a confidence setΓ S (E) for a given set of variables S ⊆ {1, . . . , p} that fulfils property (13),
To specify a concrete procedure and derive its statistical properties, we assume throughout the paper that the data consists of n independent observations, with n e samples for each experimental setting e and thus, e∈E n e = n. Within each experimental setting e, we assume that we receive n e independent and identically distributed samples from (X e S * , ε e ). We propose in the following a way to construct such a confidence region, but acknowledge that different choices are possible. Our set will be based on the fact the causal coefficients are identical to the regression effects in all settings e ∈ E if we consider only variables in the set S * of causal predictors.
We first need some additional notation. For experimental setting e ∈ E and a subset S ⊆ {1, . . . , p}, define the regression coefficients β pred,e (S) ∈ R p as above in (7). Define further the population residual standard deviations when regressing Y e on variables X e S as
These definitions are population quantities. The corresponding sample quantities are denoted with a hat. Note that, for S = S * , the regression effects are identical to the causal coefficients under Assumption 1: for all e ∈ E,
To get confidence setsΓ S (E) with property (13), we first weaken H 0,S (E) in (8) tõ
The null hypothesisH 0,S (E) is true whenever the original null hypothesis (8) is true. Finally, we setΓ
Here,Ĉ(S) is a (1 − α/2)-confidence set for the regression vector β pred (S) that is obtained by assuming that (X e , Y e ) has the same distribution for all e ∈ E, i.e. pooling the data. This assumption is true for S = S * and is violated in general for other sets, but we just need to provide coverage for the unknown set S * as per (13) . (The analysis is also valid if it is the confidence set for any single setting, but a confidence set for the pooled data will be smaller in general.) This defines a whole family of confidence sets as we have flexibility in the test we are using for the null hypothesis (14) and how the confidence intervalĈ(S) is constructed. If the test and pooled confidence interval have the claimed level and coverage probability, then we guarantee property (13) and the whole procedure will have the correct coverage, as shown above.
We now give a concrete example which we will use in the numerical examples under the assumption of Gaussian errors and that the design matrix X e of all n e samples in setting e ∈ E has full rank. (We write the design matrix in bold letters, as opposed to the random variables X e .) The whole procedure is then a specific version of the general procedure given further above, where we use a specific confidence set in the first step (the second and third steps are unchanged).
Method I: causal confidence intervals using regression.
1) For each S ⊆ {1, . . . , p} and e ∈ E:
(a) Let I e with n e = |I e | be the set of observations where experimental setting e ∈ E was active.
Likewise, let I −e = {1, . . . , n} \ I e with n −e := |I −e | be the set of observations when using only observations where experimental setting e ∈ E was not active. Let X e,S be the n e × (1 + |S|)-dimensional matrix when using all samples in I e and all predictor variables in S, adding an intercept term to the design matrix as mentioned previously. If S = ∅, the matrix consists only of a single intercept column. Analogously, X −e,S is defined with the samples in I −e . LetŶ e be the predictions for observations in set I e when using the OLS estimator computed on samples in I −e and let D := Y e −Ŷ e be the difference between the actual observations Y e on I e and the predictions.
(b) Under Gaussian errors, if (14) is true for a set S, then [Chow, 1960] 
whereσ 2 is the estimated variance on the set I −e on which the OLS estimator is computed.
The covariance matrix Σ D is given by
letting 1 n be the identity matrix in n-dimensions. For any set S, we reject the null hypothesis H 0,S (E) if the p-value of (15) is below α/(2|E|) for any e ∈ E.
(c) If we do reject a set S we setΓ S (E) = ∅. Otherwise, we setΓ S (E) to be a (1 − α/2)-confidence interval for β pred (S) when using all data simultaneously. For simplicity, we will use a rectangular confidence interval where the constraint for β pred (S) k is identically 0 if k / ∈ S and for coefficients in S given by (β
, where X S is the design matrix of the pooled data when using variables in S, t 1−α;q is the (1 − α)-quantile of a t-distribution with q degrees of freedom, andσ 2 the estimated residual variance.
2) + 3) As in the generic algorithm, using (11) and (12).
A justification of the pooling in Step 1(c) is given in Section 3.2. The procedure above has some shortcomings. For example, the inversion of the covariance matrix in (15) might be too slow if we have to search many sets and the sample size is large. One can then just work with a random subsample of the set I e of size, say, a few hundred, to speed up the computation. It also depends on the assumption of Gaussian errors, although this could be addressed by using rank tests or other nonparametric procedures. Lastly, it is not straightforward to extend this approach to classification and nonlinear models. We thus provide a second possibility which simplifies the analysis but makes the assumption that Var(Y i ) Var(Ŷ i ) for all observations i = 1, . . . , n, that is the variance of the observations exceeds the variance of the predictions, whereŶ i is based on a given subset of predictor variables S ⊆ {1, . . . , p}.
The fast approximate version below is not fitting a model on each experimental setting separately as in Method I, but is just fitting one global model to all data and comparing the distribution of the residuals in each experimental settings. This is ignoring the sampling variability of the coefficient estimates but leads to a faster procedure.
Method II: Fast(er) approximate causal confidence intervals 1) For each S ⊆ {1, . . . , p} and e ∈ E:
(a) Fit a linear regression model on all data to get an estimateβ pred (S) of the optimal coefficients using set S of variables for linear prediction in regression. Let R = Y − Xβ pred (S).
(b) Test the null hypothesis that the mean of R is identical for each set I e and e ∈ E, using a twosample t-test for residuals in I e against residuals in I −e and combing via Bonferroni correction across all e ∈ E. Furthermore, test whether the variances of R are identical for residuals in I e and I −e , using an F-test, and combine again via Bonferroni correction for all e ∈ E. Combine the two p-values of equal variance and equal mean by taking twice the smaller of the the two values.
(c) If the p-value of the set S is smaller than α/2, we reject the set S. If we do reject a set S we set Γ S (E) = ∅. Otherwise, we setΓ S (E) to be the conventional (1 − α/2)-confidence interval for β pred (S) when using all data simultaneously. For simplicity, we will use rectangular confidence intervals.
Besides a computational advantage, the method can also easily be extended to nonlinear and logistic regression models. For logistic regression, one can test the residuals R = Y −f (X) for equal mean across the experimental settings, for example.
Data pooling
So far, we have assumed that the set E of experimental settings is given and fixed. An experimental setting e ∈ E can correspond for example to (i) observational data;
(ii) a known intervention of a certain type at a known variable; (iii) a random intervention at an unknown and random location;
(iv) observational data in a changed environment.
We have used data pooling in Methods I and II to get confidence intervals for the regression coefficients (which is not necessary but increases power in general). A justification of this pooling is in order. The joint distribution of (X e S * , Y e ) will vary in general with e ∈ E, as the distribution of X e S * is subject to changes under different interventions or different environments. The conditional distribution Y e |X e S * , however, is constant as a function of e ∈ E under Assumption 1. As long as our tests and confidence intervals require only an invariant conditional distribution for S * (which is the case for the procedures given above), we can pool data from various e ∈ E.
To make it more precise, assume there is a set of countably many experimental settings or interventions J and (X j , Y j ) follow a certain distribution F j for each j ∈ J . Then each encountered experimental setting e can be considered to be equivalent to a probability mixture distribution over the settings in J , that is
where w e j corresponds to the probability that an observation under setting e follows the distribution F j . We can then pool two experimental settings e 1 and e 2 , for example, thereby creating a new experimental setting with the averaged weights (w e 1 + w e 2 )/2.
Pooling is a trade-off between identifiability and statistical power. The richer the set E of experimental settings, the smaller the set Γ(E) of plausible causal coefficients will be and the larger the set of identifiable causal predictors S(E). By pooling data, we make the set of identifiable causal variables smaller, that is S(E) is shrinking as we reduce the number of different settings E. Section 4 discusses conditions on the interventions under which all true causal effects are identifiable.
However, if we have just one or a few observations per experimental setting, the confidence sets forΓ(E) will be very wide, leading to a small set of actually identified causal predictors. We can pool various experiments into a meta-experimental setting. This will enlarge the set of plausible causal coefficients but reduce the conservativeness introduced by small sample sizes. The trade-off can either be settled a-priori (for example if we know that we have "sufficiently" many observations in each known experimental setting, we would typically not pool data) or one can try various pooling procedures and combine all results, after adjusting the level α to account for the increased multiplicity of the associated testing problem.
Splitting purely observational data
In the case of purely observational data, the null hypothesis (3) cannot be rejected for γ = 0 and S = ∅ with high probability. Therefore, S(E) = ∅ with high probability, i.e. our method stays conservative and does not make any causal claims.
In a reverse operation to data pooling across experiments, the question arises whether we can identify the causal predictors by artificially separating data into several blocks although the data have been generated under only one experimental setting (e.g. the data are purely observational). If the distribution is generated by an SEM (see Section 4.1), we may consider a variable I that is known to be a non-descendant I of the target variable Y , such that there is no directed path from I to Y , for example as it precedes Y chronologically. (This is similar as in an instrumental variable setting, see Section 5.) We may now split the data by conditioning on this variable I. For a binary-valued function g, for example, we consider the data corresponding to g(I) = 1 as coming from experimental setting e = 1 and the data corresponding to g(I) = 2 as from e = 2 and apply the proposed method to these two groups of variables. If it is possible that I itself is a direct cause for Y , i.e. I ∈ S * , we need to include I in the set of predictor variables. A direct causal effect on I on Y can sometimes be excluded on a-priori grounds, however, and then I does not need to be included in the set of predictor variables. In both scenarios (assuming we have included all causes of Y in the set of predictor variables, as before), our method then still has the correct coverage because the conditional distribution of Y given its true causal predictors X S * does not change:
Equation (16) is a direct implication of the global Markov property that is satisfied in an SEM [Pearl, 2009, Theorem 1.4 .1]. The confidence intervals remain valid but the implication on (partial) identifiability of the causal predictors remains as an open question. Even without data splitting, there might still be some directional information in the data set that is not exploited by our method; this may either be information in the conditional independence structure [Spirtes et al., 2000 , Chickering, 2002 , information from non-Gaussianity [Shimizu et al., 2006] , nonlinearities [Hoyer et al., 2009 , equal error variances or shared information between regression function and target variable . Our method does not exploit these sources of identifiability. We believe, however, that it might be possible to incorporate the identifiability based on nonGaussianity or nonlinearity.
Computational requirements
The construction of the confidence regions for the set of plausible causal coefficients and the identifiable causal predictors requires to go through all possible sets of variables in step 1) of the procedures given above. The computational complexity of the brute force scheme seems to grow super-exponentially with the number of variables.
There are several aspects to this issue. Firstly, we often do not have to go through all sets of variables. If we are looking for a non-empty setŜ(E), it is worthwhile in general to start generating the confidence regionsΓ S (E) for the empty set S = ∅, then for all singletons and so forth. If the empty set is not rejected, we can stop the search immediately, as thenŜ(E) = ∅. If the empty set is not rejected, we can stop early as soon as we have accepted more than one set S and the sets have an empty overlap (asŜ = ∅ in this case no matter what other sets are accepted). Stopping early saves in general many computations. However, in a positive case (where we do hope to get a non-empty confidence set) we will still have to go through all sets of variables eventually. This is where the second aspect of initial variable-screening becomes important if there are more than, say, a dozen variables in total.
A possible solution is an adaptation of the confidence interval defined above, in which the number of variables is first reduced to a subset of small size that contains the causal predictors with high probability. LetB ⊆ {1, . . . , p} be, for the pooled data, an estimator of the variables with non-zero regression coefficient when using all variables as predictors. For example,B could be the set of variables with non-zero regression coefficient with square-root Lasso estimation [Belloni et al., 2011] , Lasso [Tibshirani, 1996] or boosting [Schapire et al., 1998 , Friedman, 2001 , Bühlmann and Yu, 2003 ] with cross-validated penalty parameter. If the initial screening is chosen such that the causal predictors are contained with high probability, P S * ⊆B ≥ 1 − α, and we construct the confidence setŜ(E) as above, but just letting S be a subset ofB instead of {1, . . . , p}, it will have coverage at least 1 − 2α. Sufficient assumptions of such a coverage (or screening) condition are discussed in the literature [e.g. Bühlmann and van de Geer, 2011] . For the sake of simplicity, we will not develop this argument further here but rather focus on the theoretical results for the low(er)-dimensional case.
Identifiability results for structural equation models
The question arises whether the proposed confidence sets for the causal predictors can recover an assumed true set of causal predictors. Such identifiability issues are discussed next. Sections 4.1 and 4.2 describe possible data generating mechanisms and Section 4.3 provides corresponding identifiability results.
Linear Gaussian SEMs
We consider linear Gaussian structural equation models (SEMs) [e.g. Wright, 1921 , Duncan, 1975 . We assume that each element e ∈ E represents a different interventional setup. Let the first block of data (e = 1) always correspond to an "observational" (linear) Gaussian SEM. Here, a distribution over (X 1 1 , . . . , X 1 p+1 ) is said to be generated from a Gaussian SEM if
with ε 1
The corresponding directed graph is obtained by drawing arrows from variables X 1 k on the right-hand side of (17) with β 1 jk = 0 to the variables X 1 j of the left-hand side. This graph is assumed to be acyclic. Without loss of generality let us assume that
p+1 is the target variable and we write X := {X 1 , . . . , X p }. We further assume that all variables are observed; this assumption can be weakened, see Proposition 2 in Appendix A and Section 5. Keeping the notation (2) from above, we then have
Here, we adapt the usual notation of graphical models [e.g. Lauritzen, 1996] . For example, we write PA j , DE j and ND j for the parents, descendants and non-descendants of X j , respectively.
Let us assume that the other data blocks are generated by a linear SEM, too:
Assumption 1 states that the influence of the causal predictors remains the same under interventions, that is Y e = X e γ * + ε 1 p+1 . This translates to β e p+1,k = β 1 p+1,k = γ * k and ε e p+1 d = ε 1 p+1 for k = 1, . . . , p and e ∈ E. The other coefficients β e j,k and noise variables ε e j , j = p + 1, however, may be different from the ones in the observational setting (17). Within this setting, we now define various sorts of interventions.
Interventions
We next discuss three different types of interventions that all lead to identifiability of the causal predictors for the target variable.
Do-interventions on single nodes
These type of interventions correspond to the classical do-operation from Pearl [2009, e.g.] . In the e-th experiment, we intervene on variables A e ⊆ {1, . . . , p} and set them to values a e j ∈ R, j ∈ A e . For the observational setting e = 1, we have A 1 = ∅. We specify the model (18), for e = 1, as follows:
and
The do-interventions correspond to fixing the intervened variable at a specific value. The following two types of interventions consider "softer" forms of interventions which might be more realistic for certain applications.
Noise interventions
Instead of fixing the intervened variable at a specific value, noise interventions correspond to "disturbing" the variable by changing the distribution of the noise variable. This is an instance of what is sometimes called a "soft intervention" [e.g. Eberhardt and Scheines, 2007] . We now consider a kind of soft intervention, in which we scale the noise distributions of variables A e ⊆ {1, . . . , p} by a factor A e j , j ∈ A e . Alternatively, we may also shift the error distribution by a variable C e j . More precisely, we specify the model in (18), for e = 1, as follows:
The factors A e j and the shifts C e j are considered as random but may be constant with probability one. They are assumed to be independent of each other and independent of all other random variables considered in the model.
Simultaneous noise interventions
The noise interventions above operate on clearly defined variables A e which can vary between different experimental settings e ∈ E. In some applications, it might be difficult to change or influence the noise distribution at a single variable but instead one could imagine interventions that change the noise distributions at many variables simultaneously. As a third example, we thus consider a special case of the preceding Section 4.2.2, in which we pool all interventional experiments into a single data set. That is, |E| = 2 and, for all j ∈ {1, . . . , p},
and ε
The random variables A j ≥ 0 are assumed to have a distribution that is absolutely continuous wrt Lebesgue measure with EA 2 j < ∞ and to be independent of all other variables and among themselves. The pooling can either happen explicitly or, as stated above, as we cannot control the target of the interventions precisely and a given change in environment might lead to changes in the error distributions in many variables simultaneously. As an example we mention gene knock-out experiments with off-target effects in biology [e.g. Jackson et al., 2003 , Kulkarni et al., 2006 .
Identifiability results
The following Theorem 2 gives sufficient conditions for identifiability of the causal predictors. We then discuss some conditions under which the assumptions can or cannot be relaxed further below. Proofs can be found in the Appendix C.
Theorem 2 Consider a (linear) Gaussian SEM as in (17) and (18) with interventions. Then, with S(E) as in (10), the all causal predictors are identifiable, that is
if one of the following three assumptions is satisfied:
i) The interventions are do-interventions (Section 4.2.1) with a e j = EX 1 j and there is at least one single intervention on each variable other than Y , that is for each j ∈ {1, . . . , p} there is an experiment e with A e = {j}.
ii) The interventions are noise interventions (Section 4.2.2) with 1 = E(A e j ) 2 < ∞ or EC e j = 0, respectively, and again, there is at least one single intervention on each variable other than Y .
iii) The interventions are simultaneous noise interventions (Section 4.2.3). This result still holds if we allow changing linear coefficients β e=2 j,k = β e=1 j,k in (19) with (possibly random) coefficients β e=2 j,k . The statements remain correct if we replace the null hypothesis (8) with its weaker version (14).
These are examples for sufficient conditions for identifiability but there may be many more. For example, one may also consider random coefficients or changing graph structures (only the parents of Y must remain the same).
Remark. In general, the conditions given above are not necessary. The following remarks, however, provide two specific counter examples in which some of the conditions turn out to be necessary. i) We cannot remove the condition a e j = EX 1 j from Theorem 2 (i): consider observational data from experiment e = 1, interventional data corresponding to do(X 1 = 0) in experiment e = 2, and interventional data corresponding to do(X 2 = 0) in experiment e = 3:
Then, we cannot identify the correct set of parents S * = {1, 2}. The reason is that even S = ∅ leads to a correct null hypothesis (8).
ii) If we only check the null hypothesis (14) instead of the stronger version (8) (namely whether the residuals have the same variance rather than the same distribution), the condition E(A e j ) 2 = 1 is essential. Consider a two-dimensional observational distribution from experiment e = 1 and an interventional distribution from experiment e = 2: e = 1 :
with E(A) 2 = 1 and ε X , ε Y iid ∼ N (0, 1). Then we cannot identify the correct set of parents PA Y = {X} because again S = ∅ leads to the same residual variance and therefore a correct null hypothesis (14). If we stick to hypothesis (8), however, condition E(A e j ) 2 = 1 can be weakened as shown in the proof of Theorem 2 (iii).
In practice, we expect stronger identifiability results than Theorem 2. Intuitively, intervening on (some of) the ancestors of Y should be sufficient for identifiability in most cases. Note that the two counter-examples above are non-generic in the way that they violate faithfulness [e.g. Spirtes et al., 2000] . The following theorem shows that when the data generating model is chosen "generically", even one interventional setting on a single node may be sufficient.
Theorem 3 Assume a linear Gaussian SEM as in (17) and (18) with all non-zero parameters drawn from a joint density w.r.t. Lebesgue measure. Let X k 0 be a youngest parent of target variable Y = X p+1 , that is there is no directed path from X k 0 to any other parent of Y . Assume further that X k 0 is directly connected to any other parent of Y . Assume that there is only one intervention setting, where the intervention took place on X k 0 , that is |E| = 2 and A e=2 = {k 0 }.
Then, with probability one, all causal predictors are identifiable, that is S(E) = S * if one of the following two assumptions is satisfied:
i) The intervention is a do-intervention (Section 4.2.1) with a e=2
ii) The intervention is a noise intervention (Section 4.2.2) with 1 = E(A e=2
It is, of course, also sufficient for identifiability if the interventional setting A e=2 = {k 0 } is just a member of a larger number of interventional settings. We anticipate that more identifiability results of the latter type can be derived in specific settings.
Instrumental and hidden variables
We now discuss the properties of the proposed procedure in the presence of hidden variables. We consider a simple instrumental variables setting in Section 5.1 and make the case that the procedure still provides coverage in the presence of hidden variables while the power to detect causal effects might suffer. An alternative procedure is proposed in Section 5.2. The alternative suffers less from a decline in power but is at the same time more burdensome from a computational point of view.
Instrumental variables can sometimes be used when the causal relationship of interest is confounded and there are no randomised experiments available [Bowden and Turkington, 1990 , Angrist et al., 1996 , Wright, 1928 . Consider a distribution that is generated by a structural equation model (SEM) with a graph shown in Figure 1 . For simplicity, let us assume that I is binary and given each value of I all other structural equations are linear Gaussian with the shown coefficients. We are interested in the causal coefficient γ * . Because of the hidden variable W , however, regressing Y on X does not yield a consistent estimator for γ * . Assuming causal sufficiency, we can use I as an instrument (note that I is independent of W ). We can thus estimate γ * by the following two-stage least squares, for example: first we estimate the influence of I on X and then we regress Y on the predicted values of X given I.
What happens if we interpret the two different values of I as two experimental settings and apply the method described above? We state in Proposition 2 in Appendix A that SEMs (with interventions) satisfy the assumptions of invariant predictions if there are no hidden variables between the target variable and the causal predictors. Because here there is the hidden variable W we cannot justify our method using Proposition 2. is hidden. We can also interpret this situation using invariant predictions.
We nevertheless look at properties of the proposed estimate described in Sections 2.1 and 2.2. In Section 5.2 we discuss an alternative that might be more appropriate in the presence of hidden variables.
Using invariant prediction
For different scenarios we analyse the set Γ(E) of plausible causal coefficients, see (6), and the set S(E) of identifiable causal predictors. The population properties are summarised in the following table.
Proposition 1 For the model of shown in Figure 1 , letγ = Cov(X, Y )/Var(X). We then have parameters accepted sets
or disprove a causal influence of X κ = 0 and ω = 0 {X} Γ(E) = {γ * } S(E) = {X} can identify causal (hidden variable has influence of X no influence on X) κ = 0 and λ = 0
A proof is given in Appendix B.
Our method is robust in the following sense: if the instrument is weak, we accept the empty set for S and can thus not prove nor disprove a causal influence. If the instrument is not weak (large value of κ) and the hidden variable has either no influence on X or on Y , then we can identify the causal relation between X and Y . If the instrument is not weak and the hidden variable has a strong influence on both X and Y , then the set of plausible causal coefficients is empty and we reject the whole model.
If the instrument is weak (κ small or vanishing), the influence of I on X is small and a potential problem occurs for the instrumental variables approach [Bound et al., 1995] , as the weak dependence makes the identification of γ * using two-stage least squares harder. In particular, the predicted values from the first regression may have very small variance. The principle of invariant regression, however, is able to handle weak instruments automatically since they correspond to (almost) no intervention, that is purely observational data. If the influence of the instrument is weak, the procedure will automatically show that it can neither prove nor disprove a causal influence of X on Y since the 0 causal coefficient will be included in the set of plausible causal coefficients.
A novel approach for instrumental variables
The discussion above rested on the assumption that we construct the set of plausible causal coefficients Γ(E) and identifiable causal predictors S(E) based on the null hypothesis H 0,γ,S (E) (3), see Sections 2.1 and 2.2. This leads to the rejection of the whole model in the most general setting of the instrumental variables model (where κωλ = 0). The reason for the rejection is that the regression effect of X on Y is shifting in the two groups created by the binary instrumental variable I and the residuals will in general not be independent of X.
We can generalize the procedure to include hidden variables. We therefore weaken the null hypothesis H 0,γ,S in (3) for every γ ∈ R p tō H 0,γ,S : γ k = 0 if k / ∈ S and ∃λ ∈ R, F W , F ε such that for all e ∈ E Y e = X e γ + λW e + ε e , where ε e ⊥ ⊥ X e S , ε e ∼ F ε , W e ∼ F W ,
where we can constrain the distribution F W of the hidden variable to have unit variance to make λ identifiable (we have dropped the intercept notationally, as stated previously). The null hypothesis (21) is true if and only if γ k = 0 if k / ∈ S and Y e − X e γ has an identical distribution for all e ∈ E,
and we can test the latter for every γ ∈ R p . Let us for now assume that we are given a procedure that can detect any deviation from the null (22). Then, in the setting of Figure 1 with κ = 0, the null hypothesis will not be rejected if and only if X e (γ − γ * ) has the same distribution for all e ∈ E which is the case if and only if γ = γ * . The identifiability table provided above can thus be improved to
a causal influence of X κ = 0 Γ(E) = {γ * } S(E) = {X} we can identify causal influence of X In the absence of hidden variables, using regression coefficients and null hypothesis (8) instead of (4) simplified the analysis considerably. Here, we cannot conclude that a γ satisfying the null (21) must equal β pred S . As a possible implementation of this approach we must therefore test every γ ∈ R p . This is feasible in the one-dimensional case of the discussed instrumental variable setting but clearly not feasible in higher dimensions, unless one can find computational shortcuts, which lies beyond the scope of this manuscript. In this sense, using invariant prediction in Section 5.1, we trade computational time against some power to detect causal effects in the presence of hidden variables.
Numerical results
We apply the method to simulated data, gene perturbation experiments from biology with interventional data and and an instrumental variable type setting from educational research.
Simulation experiments
For the simulations, we generate data from randomly chosen linear Gaussian structural equation models (SEMs) and compare various approaches to recover the causal predictors of a target variable.
The generation of linear Gaussian SEMs is described in Appendix D. We sample 100 different settings and for each of those 100 settings, we generate 1000 data sets. We tried to cover a wide range of scenarios, some (but not all of which) correspond to the theoretical results developed in Section 4.3. After randomly choosing a node as target variable, we can then test how well various methods recover the parents (the causal predictors) of this target. We check whether false variables were selected as parents (false positives) or whether the correct parents were recovered (true positives).
For the proposed invariant coefficients, we divide the data into a block of observational data and a block of data with interventions. Some other existing methods will make use of the exact nature of the interventions but this information is discarded or presumed unknown for our proposed method. The estimated causal predictorsŜ(E) at confidence 95%, computed as in Method I in Section 3.1, are then compared to the true causal predictors S * of a target variable in the causal graph (which can sometimes be the empty set). The results of Method II are very similar in the simulations and are not shown separately. We record whether any errors were made (Ŝ(E) S * ) and whether the correct set was recovered (Ŝ(E) = S * ). We compare the proposed confidence intervals with point estimates given by several procedures for linear SEMs:
1. Greedy equivalence search (GES) [Chickering, 2002] . In the case of purely observational data, we can identify the so-called Markov equivalence class of the correct graph from the joint distribution, i.e. we can find its skeleton and orient the v-structures, i.e. some of the edges [Verma and Pearl, 1991] . Although, many directions remain ambiguous in the general case, it might be that we can orient some connections of the target variable X j − Y . If the edge is pointing towards Y , we identify X j as a direct cause of Y . The GES searches greedily over equivalence classes of graph structures in order to maximise a penalised likelihood score. Here, we apply GES on the pooled data set, pretending that all data are observational. [Hauser and Bühlmann, 2012] . The greedy interventional equivalence search (GIES) considers soft interventions (at node j) where the conditional p(x j | x PA j ) is replaced by a Gaussian density in x j . One can identify interventional Markov equivalence classes from the available distributions that are usually smaller than the Markov equivalence classes obtained from observational data. GIES is a search procedure over interventional Markov equivalence classes maximising a penalised likelihood score. In comparison, a benefit of our new approach is that we do not need to specify the different experimental conditions. More precisely, we do not need to know, which nodes have been intervened on.
Greedy interventional equivalence search (GIES) with known interventions
3. Greedy interventional equivalence search (GIES) with unknown interventions. To obtain a more fair comparison to the other methods, we hide the intervention targets from the GIES algorithm and pretend that every variable has been intervened on.
4. Linear non-Gaussian acyclic models (LiNGAM) [Shimizu et al., 2006] . The assumption of non-Gaussian distributions for the structural equations leads to identifiability. We use an Rimplementation [R Core Team, 2014] of LiNGAM which is based on independent component analysis, as originally proposed by Shimizu et al. [2006] . In the observational setting, the structural equation of a specific variable X j reads
whereas in the interventional setting (if the coefficients β j,k remain the same), we have
One may want to model the pooled data set as coming from a structural equation model of the formX
where theε j follows a distribution of the mixture of ε 1 j and ε 2 j and thus has a non-Gaussian distribution (this idea evolved from a private discussion between JP and Kun Zhang). The new noise variablesε 1 , . . . ,ε p are not independent of each other: if, for any j = k,ε j comes from the first mixture thenε k does so, too. We can neglect this violation of LiNGAM and apply the method nevertheless. There is no theoretical result which would justify LiNGAM for interventional data.
5.
Regression. We pool all data and use a linear least-squares regression and retain all variables which are significant at level α/p, in an attempt to control the family-wise error rate (FWER) of falsely selecting at least a single variable at level α in a regression (not causal) sense. As a regression technique, this method cannot correctly identify causal predictors. Figure 2: The probability of success, defined as P (Ŝ(E) = S * ) for various methods, including our new proposed invariant coefficients to the right. The empirical probability of success over 1000 simulations is shown as a red dot (with uniform x-offset) for each of the 100 simulation scenarios and the bars indicate a 95% confidence for the true success probability. Identical scenarios are connected by grey solid lines. The maximal and minimal values along with the quartiles of each distribution are indicated by horizontal solid bars for each method.
6. Marginal regression. We pool all data and retain all variables that have a correlation with the outcome at significance level α/p. As above, this regression method cannot correctly identify causal predictors.
We show the (empirical) probability of false selections, P (Ŝ(E) S * ), in Figure 3 for all methods. The probability of success, P (Ŝ(E) = S * ), is shown in Figure 2 .
The success probabilities show some interesting patterns. First, there is (as expected) not a method that performs uniformly best overall scenarios. However, regression and marginal regression are dominated across all 100 scenarios by GIES (both with known and unknown interventions), LiNGAM and the proposed invariant coefficients). Among the 100 settings, there were 3 where GES performed best on the given criterion, 14 where GIES (with known interventions) performed best, 54 for LiNGAM and 23 where the proposed invariant coefficients were optimal for exact recovery. There is no clear pattern as to which parameter is driving the differences in the performances: Spearman's correlation between the parameter settings and the differences in performances between all pairs of methods were less than 0.3 and the interactions between the parameter settings seem responsible for the relative merits of one method over another. The pattern for false selections in Figure 3 is very clear on the other hand. The proposed invariant coefficients control the rate at which mistakes are made at the desired 0.05 (and often lower due to a conservativeness of the procedure). All other methods have FWE rates that reach 0.4 and higher. No other method offers a control of FWER and the results show that the probability of erroneous selections can indeed be very high. The control of the FWER (and the associated confidence intervals) are the key advantage of the proposed invariant prediction.
Gene perturbation experiments
Data set. We applied our method to a yeast (Saccharomyces cerevisiae) data set [Kemmeren et al., 2014] . Genome-wide mRNA expression levels in yeast were measured and we therefore have data for p = 6170 genes. There are n obs = 160 "observational" samples of wild-types and n int = 1479 data points for the "interventional" setting where each of them corresponds to a strain for which a single gene k ∈ K := {k 1 , . . . , k 1479 } ⊂ {1, . . . , 6170} has been deleted (meanwhile, there is an updated data set with five more mutants). If the method suggests, for example, gene 5954 as a cause of gene 4710, and there is a deletion strain corresponding to gene 5954, we can use this data point to determine whether gene 5954 indeed has a (possibly indirect) causal influence on 4710. We say that the pair is a true positive if the expression level of gene 4710 after intervening on 5954 lies in the 1% lower or upper tail of the observational distribution of gene 4710, see also Figure 4 below. (We additionally require that the intervention on gene 5954 appears to be "successful" in the sense that the expression level of gene 5954 after intervening on this gene 5954 lies in the 1% lower or upper tail of the observational distribution of gene 5954. This was not the case for 38 out of the 1479 interventions.) With this criterion, there are about 9.2% relevant effects, which corresponds to the proportion of true positives for a random guessing method.
Separation into observational and interventional data. For predicting a causal influence of, say, gene 5954 on another gene we do not want to use interventions on the same gene 5954 (this would use information about the ground truth). We therefore apply the following procedure: for each k ∈ K we consider the observational data as e = 1 and the remaining 1478 = 1479 − 1 data points corresponding to the deletions of genes in K \ {k} as the interventional setting e = 2. Since this would require n int × p applications of our method, we instead separate K into B = 3 subsets of equal size, consider the two subsets not containing k as the interventional data, and do not make any use of the subset containing k. This leaves some information in the data unused but yields a huge computational speed-up, since we need to apply our method in total only 3 × p times. Additionally, when looking for potential causes of gene 4710, we do not consider data points corresponding to interventions on this gene (if it exists), see Proposition 2 ii).
Goodness of fit and p-values. If we would like to avoid making a single mistake on the data set with high probability 1 − α, we can set the significance level to for each gene to α/n int , using a Bonferroni correction in order to take into account the n int = 1479 genes that have been intervened on. We work with α = 0.01 if not mentioned otherwise. The guarantee requires, however, that the model is correct (for example the linearity assumption is correct and there are no hidden variables with strong effects on both genes of interest). These assumptions are likely violated, and the implications have been partially discussed in the previous Section 5. To guard against false positives that are due to model misspecifications we require that there is at least one model (one subset S ⊆ {1, . . . , p}) for which the model fits reasonably well: we define this by requiring a p-value above 0.1 for testing H 0,S (E) for the best-fitting set S of variables (the set with the highest p-value), if not mentioned otherwise (but we also vary the threshold to test how sensitive our method is with regard to parameter settings). If no set of variables attains this threshold, we discard the models and make no prediction.
Method. We use L 2 -boosting [Friedman, 2001, Bühlmann and Yu, 2003 ] from the R-package mboost [Hothorn et al., 2010] with shrinkage 0.1 as a way to preselect for each response variable ten potentially causal variables, to which we then apply the causal inference methods. We primarily use Method II as Method I requires subsampling for computational reasons. Subsampling can lead to a loss of power as there is a not-negligible probability of loosing the few informative data-points in the subsampling process. The goodness-of-fit value is chosen to be 0.1, that is we discard all results where the best fitting model does not attain a p-value of 0.1 to avoid spurious results due to model misspecifications. For a computational speed-up we only consider subsets of size ≤ 3 as candidate sets S. Furthermore, we only retain results where just a single variable has been shown to have a causal influence to avoid testing more difficult scenarios where one would have to intervene on multiple genes simultaneously.
Comparisons. As alternative methods we consider IDA [Maathuis et al., 2009 ] based on the PC algorithm [Spirtes et al., 2000] and a method that ranks the absolute value of marginal correlation (j 1 → j 2 and j 2 → j 1 obtain the same score and are ranked randomly), both of which make use only of the observational data. We also compare with IDA based on greedy interventional equivalence search (GIES) [Hauser and Bühlmann, 2015] and a correlation-based method that ranks pairs according to correlation on the pooled observational and interventional data. It was not feasible to run LiNGAM [Shimizu et al., 2011] on this data set.
Results. The proposed method (Method II) outputs eight gene pairs that can be checked because the corresponding interventional experiments are available. There are in total eight causal effects that are significant at level 0.01 after a Bonferroni correction. Out of these eight pairs, six are correct (random guessing has a success probability of 9.2%). Figure 4 shows the three pairs that obtained the highest rank, i.e. smallest p-values. The rows in the figure therefore correspond to the three causal effects in the data set that were regarded as most significant by our method. The three rows correspond to the three most significant effects found by the proposed method (with the most significant effect on top, suggesting a causal effect of gene 5954 on gene 4710). The left column shows the observational data used for training the invariant prediction model, while the second column shows the used interventional data (that are neither using interventions on the target variable itself nor using interventions on the examined possible causal predictors of the target variable). The regression line for a joint model of observational and interventional data, as proposed in Method II, is shown in both plots; we cannot reject the hypothesis that the regression is different for observational and interventional data here. The third column finally shows the test data (with the 1%-99% quantile-range of the observational data shown as a shaded box as in the first column). There, we use the intervention data point on the chosen gene and look at the effect on the target variable. The first two predicted causal effects can be seen to be correct (true positives) in the following sense: after successfully intervening on the predicted cause, the target gene shows reduced activity; the third suggested pair is unsuccessful (false positive) since the intervention reduces the activity of the cause but the target gene remains as active as in the observational data. One note regarding the plot: we plot all available data even though only two-thirds of it was effectively used for training due to the discussed cross-validation scheme. Many outlying points in the interventional training data of the false positive (second column of third row in Figure 4 ) are in particular not part of the training data and the method might have performed better with a more computationally-intensive validation scheme that would split the data into B blocks with B larger than the currently used B = 3. In order to compare with other methods (none of which provide a measure of significance), we always consider the eight highest-ranked pairs. Table 1 summarises the results. In this data set, the alternative methods were not able to exceed random guessing.
To test sensitivity of the results to the chosen implementation details of the method, the variable pre-selection, the goodness-of-fit cutoff have also all been varied (for example using Lasso instead of boosting as pre-selection and using a cutoff of 0.1 instead of 0.01). For Method II, variable selection with Lasso instead of boosting leads to a true positive rate of 0.63 (5 out of 8). Choosing the goodness-of-fit cutoff at 0.01 rather than 0.1 leads to true positive rates of 0.43 (9 out of 21) for boosting and 0.47 (8 out of 17) for Lasso. Method I without forcing eight decisions leads to a true positive rate of 0.75 (3 out of 4) for boosting and 1.00 (1 out of 1) for Lasso. Choosing the goodness-of-fit cutoff at 0.01 rather than 0.1 leads to true positive rates of 0.86 (6 out of 7) for boosting and 0.75 (3 out of 4) for Lasso. (Using 500 instead of 1000 subsamples for Method I leads to increased speed and worse performance.) We regard it as encouraging that the true positive rate is always larger than random guessing, irrespective of the precise implementation of the method.
Among the reasons for false positives (e.g. 2 out of 8 for Method II in Table 1) , there are at least the following options: (a) noise fluctuations, (b) nonlinearities, (c) hidden variables, (d) issues with the experiment (for example the intervention might have changed other parts of the network) and (e) the pair is a true positive but is -by chance-classified as a false positive by our criterion (see "Data set" above). Missing causal variables in the pre-screening by boosting or Lasso falls under category (c). We control (a) and have provided arguments why (b) and (c) will lead to rejection of Figure 5: The 90% confidence intervals for the influence of various variables on the probability of receiving a BA degree (or higher) are shown in blue. Of all 8192 possible sets S, we accept 1565 sets (the empty set is not accepted as the probability of receiving a degree is sufficiently different for people within a close distance to a 4-year college and further away). The point-estimates for the coefficients are shown for these 1565 sets as red dots and the corresponding confidence intervals as vertical red bars. The blue confidence intervals are then the union of all 1565 confidence intervals, as in our proposed procedure. The variables score (test score) and fcollege no (active if father did not go receive a college degree) show significant effects.
the whole model rather than lead to false positives. Lowering the goodness-of-fit-threshold seemed indeed to lead to more spurious results, as expected from the discussion in the previous Section 5. Validating a potential issue with the experiment as in reason (d) is beyond our possibilities. We could address (e) if we had access to multiple repetitions of the intervention experiments.
Educational attainment
We look at a data set about educational attainment of teenagers [Rouse, 1995] . For 4739 pupils from approximately 1100 US high schools, 13 attributes are recorded, including gender, race, scores on relevant achievement tests, whether the parents are college graduates, or family income. Here we work with the data as provided in Stock and Watson [2003] , where we can see the length of education pupils received. We make a binary distinction into whether pupils received a BA degree or higher (equivalent to at least 16 years of education in the classification used in Stock and Watson [2003] ) and ask whether we can identify a causal predictive model that allows to forecast whether students will receive a BA degree or not and this forms a binary target Y . The distance to the nearest 4-year college is recorded in the data and we use it to split the dataset into two parts in the sense of (16); we assume that this variable has no direct influence on the target variable. As discussed, this variable does not have to satisfy the usual assumptions about instrumental variables for our analysis but just has to be independent of the noise in the outcome variable (it must be a non-descendant of the target), which seems satisfied in this dataset as the distance to the 4-year college precedes the educational attainment chronologically. One set of observations are thus all pupils who live closer to a 4-year college than the median distance of 10 miles. The second set are all other pupils, who live at least 10 miles from the nearest 4-year college. We ask for a classification that is invariant in both cases in the sense that the conditional distribution of Y , given X, is identical for both groups, where X are the set of collected attributes and Y is the binary outcome of whether they attained a BA degree or higher. We use the fast approximate Method II of Section 3.1, with the suggested extension to logistic regression. Figure 5 shows the outcome of the analysis, which is also included as an example in the R-package
InvariantCausalPrediction. Factors were split into dummy variables so that "ethnicity afam" is 1 if the ethinicity is african-american and 0 otherwise, "fcollege no" is 1 if the father did not receive a college degree and so forth. We provide 90% confidence intervals. All of them include 0 except for the confidence interval for the influence of the test score (positive effect) and the indicator that the father did not receive a college degree (negative effect). A high score on the achievement test thus seems to have a positive causal influence on the probability of obtaining a BA degree, which seems plausible.
As it is difficult to verify the ground truth in this case, we refrain from comparisons with other possible approaches to the same data set and just want to use it as an example of a possible practical application. The example shows that we can use instrumental-variable-type variables to split the data set into different "experimental" groups. If the distributions of the outcome are sufficiently different in the created groups, we can potentially have power to detect invariant causal prediction effects.
7 Discussion and Future Work
Beyond linearity
If the proposed method rejects all sets S, we have Γ(E) = ∅. As we have seen in Section 4.2, this can alert us to the presence of hidden variables. Another reason for the rejection of the whole model could be sufficiently strong nonlinearities in the data. This is because whenever we approximate a nonlinear function by a linear one, the residuals remain dependent on the input variable and the null hypothesis (3) will be rejected.
While we have restricted ourselves to linear models, the ideas are readily generalizable to nonlinear settings. Assumption 1 could be rephrased as requiring the existence of a function f : R p → R of some appropriate function class such that
with ε e ∼ F ε and ε e independent of X e S * as in Assumption 1. The invariance could be tested analogously to the linear case. We can, for example, fit a functionf on the pooled data and estimate whether the residuals adhere to the assumptions in the various settings in E. Note that the nonlinearity alone can be sufficient to identify the causal relationships, even if just observational data are available . We believe this could be an interesting and helpful extension to the linear model.
Definition of causal predictors through invariance
The causal predictors were required to fulfill Assumption 1, which can be fulfilled for structural equation models (SEMs). For example see Proposition 2 in Appendix A. We have proposed to estimate the set of causal predictors as the variables S(E) that are necessary for constructing invariant prediction, see (10). It might be fruitful to discuss the possibility of defining causal predictors as the set S(E) that is required for invariant prediction. This definition would depend, however, on the class E of experimental settings. This raises the question how E is to be chosen for a useful definition of causal predictors. Depending on the circumstances and the specific goals of a study, the class E may either contain (i) all hypothetical interventions, even if they can never be realised in an experiment, (ii) all interventions that could potentially be realised or (iii) interventions that have actually been made in a given experiment (precise definitions remain to be given). The latter choice (iii) seems maybe too extreme as we probably do not want to make the definition of causal effects dependent on the particular choice of experiments we happen to have chosen. It might be interesting to have a discussion about the advantages and disadvantages of such a definition of causal effects that is based on the invariance of conditional distributions.
It might also be fruitful to step back from the level of individual variables and discuss the use of causal models as those that "always work", that is models whose predictions are equally accurate for observational data and interventional data. If we do not intervene, this is the class of regression and classification models for observational data. The more interventions we permit, the more stringent the requirement becomes that the predictions are equally accuracate under all interventions and this will manifest itself in the chosen models.
Hidden variables
The properties of the proposed invariant effect estimator in the presence of hidden variables was discussed in Section 5. It was shown that in the presence of hidden variables for instrumentalvariable-type settings, we either recover the true causal coefficients or reject the whole model. If we refrain from using regression effects, we mentioned that the power to detect causal predictors in the presence of hidden variables can be increased by using hypothesis (21); that is, we take all coefficient vectors for which the residuals are invariant across all experimental settings as the set of plausible causal effects (dropping the assumption of independence). It is at present unclear, however, how this approach could be extended in a computational efficient way to situations with multiple predictor variables.
Conclusions
An advantage of causal predictors compared to non-causal ones is that their influence on the target variable remains invariant under different changes of the environment (which arise for example through interventions). We have described this invariance and exploit it for the identification the causal predictors. Under the assumption of a linear model, our approach comes with valid confidence statements. In the special case of Gaussian structural equation models with interventions we have proved identifiability guarantees for the set of causal predictors.
The approach of invariant prediction provides new concepts and methods for causal inference, and also relates to many known concepts but considers them from a different angle. It constitutes a new understanding of causality that opens the way to a novel class of theory and methodology in causal inference.
A Invariance assumption for structural equation models
Proposition 2 Consider a linear structural equation model (formally defined in Section 4.1) including variables (Y, X 1 , . . . , X p , H 1 , . . . , H k ) and assume that the variables H 1 , . . . , H k are hidden. We regard the observed parents of Y as its direct causal predictors:
As an experimental setting e ∈ E we consider the system when intervening on variables A e (possibly empty set). This may also include so-called "soft interventions" [e.g. Eberhardt and Scheines, 2007] , see Section 4.2.2. Then Assumption 1 holds if the following three conditions are satisfied.
i) The causal coefficients γ * , that is the coefficients in the structural equation for Y , do not change under interventions.
ii) There are no interventions that include the target variable or an ancestor of an unobserved direct cause of the target Y .
iii) There is no unblocked path between any observed parent of Y and any unobserved parent of Y (e.g. no hidden confounding between the direct causal predictors X S * and the target variable).
Note that condition i) is weaker than what is sometimes referred to as stability [Pearl, 2009] since one could even allow for changes in the graphical structure of the model, as long as the conditional Y given X S * = x S * remains the same. The third condition is to prevent a dependence between residuals and causal predictors.
Proof. The proof is immediate. We have that Y e − i∈PA Y ∩{X 1 ,...,Xp} γ * i X e i has the same distribution for all e, by assumption ii), and is independent of X e i by assumption iii).
B Proof of Proposition 1
Proof. There are two subsets of variables to test: the empty set S = ∅ and the set S = {X}. For each of these two subsets, one is testing in step 1)(b) of Method I or II whether a single linear model is adequate to describe both parts of the data. Specifically, for S = ∅, an intercept is fitted on both parts of the data e = 1, 2 and the tests proceeds as in (15). For S = {X}, a linear model is fitted, which includes an intercept. We now discuss the cases separately.
(I) The first case is κ = 0. The set S = ∅ is accepted in step 1)(b) of Method I or II as Y e has an identical distribution for e = 1 and e = 2. This implies that 0 ∈ Γ. The set S = {X} is also accepted as Y e − X eγ has an identical distribution for e = 1 and e = 2 andγ is the regression effect for both e = 1, 2. This implies Γ(E) = {0,γ} and S(E) = ∅.
(II) The second case is κ = 0 and ω = 0. The set S = ∅ is rejected now as Y e has a different distribution for e = 1 and e = 2 (since Y e is a sum of (a) a random variable which has an identical distribution for e = 1 and e = 2 and (b) the term κγ * I e , which is a constant in each setting e = 1 and e = 2 but with a different value). The set S = ∅ is thus rejected. For S = {X}, note that γ * is the regression effect argmin γ,µ E((Y e − X e γ − µ) 2 ) and the intercept terms agree as well for e = 1, 2. The distribution of Y e − X e γ * is identical for both e = 1, 2 and the set S = {X} is thus accepted. Hence Γ(E) = γ * and S(E) = {X}.
(III) The third case is κ = 0 and λ = 0. For the same reasons as in the second case, we have that S = ∅ is rejected as Y e has a different distribution in e = 1, 2 (identical distributions except a shift by κγ * I e ). Also for the same reason as in the third case, the set S = {X} is accepted and the regression slope is γ * . Hence again Γ(E) = {γ * } and S(E) = {X}.
(IV) The last case is κωλ = 0. For S = ∅, the same argument as in (II) and (III) applies and S = ∅ is rejected. Now turning to S = {X}, we have that the regression slope (the first component of argmin γ,µ E[Y e − X e γ − µ] 2 ) isγ = Cov(X e , Y e )/Cov(X e ) and is identical for e = 1, 2. However, the intercept term (the second component of argmin
Hence the two linear models for e = 1, 2 do not agree and the test in (15) will reject the set S = {X}. None of the possible sets of variables is thus accepted and Γ(E) is by convention equal to Γ(E) = ∅, and S(E) = ∅.
C Proofs of Section 4.3 C.1 Proof of Theorem 2 (i)
Proof. As usual we have S(E) ⊆ PA Y because the null hypothesis (4) is correct for S * = PA Y . We assume that S(E) = PA Y and deduce a contradiction. As in (7) we define the regression coefficient
We then look for sets S ⊆ {1, . . . , p} such that for all e 1 , e 2 ∈ E β pred,e 1 (S) = β pred,e 2 (S) and R e 1 (S)
with R e 1 (S) := Y e 1 − X e 1 β pred,e 1 (S) and R e 2 (S) := Y e 2 − X e 2 β pred,e 2 (S) ("constant beta" and "same error distribution"). If S(E) = PA Y , then there must be a set S PA Y whose null hypothesis is correct and that satisfies β pred,e (S) = β pred,e (S * ) = γ * . This set S leads to the following residuals for e = 1:
with α k := γ * k − β pred,1 (S) k = γ * k − β pred,e (S) k for any e ∈ E and α k = 0 for some (possibly more than one) k ∈ S.
Among the set of all nodes (or variables) X 1 k that have non-zero α k , we consider a "youngest" node X 1 k 0 with the property that there is no directed path from this node to any other node with non-zero α k . We further consider experiment e 0 with A e 0 = {k 0 }. This yields
and (24)
Since EX 1
, R e 0 (S) and R 1 (S) cannot have the same distribution. This yields a contradiction.
C.2 Proof of Theorem 2 (ii)
Proof. As before we obtain equations (24) and (25) for a "youngest" node X 1 k 0 among all nodes with non-zero α k 0 and an experiment e 0 with A e 0 = {k 0 }. We now iteratively use the structural equations in order to obtain 
Since all ε e k are jointly independent and E(A e 0 k 0 ) 2 = 1, R 1 (S) and R e 0 (S) cannot have the same distribution. This contradicts the fact that the null hypothesis (4) is correct for S. Analogously for the shifted noise distributions.
C.3 Proof of Theorem 2 (iii)
Proof. We start as before and obtain analogously to equations (26) and (27) where theD k are continuous functions of the random variables A s , s ∈ {1, . . . , p} \ {k 0 } and β e=2 j,s , j, s ∈ {1, . . . , p} (and therefore random variables themselves). R 1 (S) and R 2 (S) are supposed to have the same distribution. It follows from Cramér's theorem [Cramér, 1936] that A k 0 ε 1 k 0 must be normally distributed. But then it follows that
and therefore Var(A 2 k 0 ) = 0 which means P [A k 0 ∈ {−c, c}] = 1 for some constant c ≥ 0. This contradicts the assumption that A k 0 has a density.
C.4 Proof of Theorem 3
Proof. The proof follows directly from Lemma 1 (see below) and the fact that faithfulness is satisfied with probability one [Spirtes et al., 2000, Theorem 3.2] . Assume that the null hypothesis (8) is accepted for S with S * \ S = ∅. Lemma 1 implies that with probability one, we have α k 0 = 0, where α is defined as in (28). (Otherwise, we construct a new SEM by replacing the equation for Y with Y k 0 := k∈S * \{k 0 } γ * k X k + ε p+1 and removing all equations for the descendants of Y . Equation (29) then reads a violation of faithfulness since there is a path between k 0 and Y k 0 via nodes in S * \ S that is unblocked given S \ {k 0 }.) But if α k 0 = 0, we can use exactly the same arguments as in the proof of Theorem 2.
Lemma 1 Let the joint distribution of (X 1 , . . . , X p+1 ) be generated by a structural equation model (17) with all non-zero parameters β j,k and σ 2 j drawn from a joint density w.r.t. Lebesgue measure. Let X k 0 denote a youngest parent of target variable Y = X p+1 . Let S be a set with S * \ S = ∅, that is, some of the true causal parents are missing in the set S. Consider the residuals
where the second equation is obtained by iteratively using the structural equations except the ones for the parents of Y . Then for almost all parameter values, we have: α k 0 = 0 implies k 0 ∈ S and
where Y k 0 := k∈S * \{k 0 } γ * k X k + ε p+1 andS := S ∩ ND k 0 with ND k 0 being the non-descendants of k 0 .
Proof. With probability one, we have γ * k 0 = 0. Hence, α k 0 = 0 can happen only if k 0 ∈ S or S contains a descendant of X k 0 (otherwise α k 0 = γ * k 0 = 0). We will now show that in fact k 0 ∈ S must be true. Let the random vector X S contain all variables X k with k ∈ S and let it be topologically ordered such that if X k 2 is a descendant of X k 1 , it appears after X k 1 in the vector X S . Assume now that S contains a descendant of X k 0 . W.l.o.g., we can assume that the |S|-entry of X S (i.e. its last component) is a "youngest" descendant X s of X k 0 in S, that is, there is no directed path from X s to any other descendant of X k 0 in S. The entry (|S|, |S|) of the matrix EX 1 S t X 1 S is the only entry containing the parameter σ 2 s , we call this entry d. With 
=:
A −1 0 0 0
bound lb e=1 and an upper bound ub e=1 = lb e=1 + ∆ e=1 b . We consider normally distributed noise variables with a random variance between σ 2 min and σ 2 max . We can then sample the observational data set (e = 1).
For the interventional setting (e = 2), we choose simultaneous noise interventions (Section 4.2.2) with the extension of changing linear coefficients, that is for j ∈ A (where even A is random), we have ε e=2 j = A j ε e=1 j and (possibly) β e=2 j,s = β e=1 j,s . The set A of intervened nodes contains either a single node or a fraction θ of nodes. We chose A j to be uniformly distributed random variables that take values between a min and a min + ∆ a . The linear coefficients β e=2 j,s are chosen either equal to β e=1 j,s or according the same procedure with corresponding bounds lb e=2 and ub e=2 . All parameters were sampled independently for each of the scenarios, uniformly in a given range that is shown below in brackets (or with given probability for discrete parameters).
(1) The number n obs of samples in the observational data is chosen uniformly from {100, 200, 300, 400, 500}. (2) The number n int of samples in intervention data is chosen uniformly from {100, 200, 300, 400, 500}. (3) The number p of nodes in the graph is chosen uniformly from {5, 6, 7, . . . , 40}. (4) The average degree k of the graph is chosen uniformly from {1, 2, 3, 4}. (5) The lower bound lb e=1 is chosen uniformly from {0.1, 0.2, . . . , 2}. (6) The maximal difference ∆ e=1 b between largest and smallest coefficients is chosen uniformly from {0.1, 0.2, . . . , 1}. (7) The minimal noise variance σ 2 min is chosen uniformly from {0.1, 0.2, . . . , 2} and (8) the maximal noise variance σ 2 max uniformly from {0.1, 0.2, . . . , 2}, yet at least equal to σ 2 max . (9) The lower bound a j,min for the noise multiplication is chosen uniformly from {0.1, 0.2, . . . , 4}. (10) The difference ∆ a between upper and lower bound a j,min for noise multiplication is chosen to be zero with probability 1/3 (which results in fixed coefficients) and otherwise uniformly from {0.1, 0.2, . . . , 2}. (11) The interventional coefficients are chosen to be identical (β e=2 j,s = β e=1 j,s ) with probability 2/3, otherwise they are chosen uniformly between lb e=2 and ub e=2 . (12) The lower bound lb e=2 for new coefficients under interventions is chosen as the smaller value of two uniform values in {0.1, 0.2, . . . , 2} and (13) the upper bound ub e=2 for new coefficients under interventions as the corresponding larger value. (14) With probability 1/6 we intervene only on one (randomly chosen) variable, that is |A| = 1. (15) Otherwise, the inverse fraction 1/θ is chosen uniformly from {1.1, 1.2, . . . , 3}, that is the fraction of intervened nodes varies between θ = 1/3 and θ = 1/1.1.
