Introduction
Software systems must change over time. Changing business practices, the relentless advance of technology, and the demands of end users drive this evolution. The functionality required of applications inevitably changes in response to these factors. Consequently, in order to remain viable, applications must evolve to meet new requirements. Software component evolution is a major focus of effort in software engineering [15, 26] .
The vast majority of commercial software is written in a few imperative languages, such as C++ or Java [1] . For these languages, software evolution is generally a slow, static process. Since any update requires stopping a program and overwriting all or part of it, incremental updates are often impractical, and major updates problematic. For a large class of critical applications, such as business transaction systems, telephone switching systems and emergency response systems, the interruption poses an unacceptable loss of availability. What is needed, then, is more support for applications that evolve during execution. Dynamic evolution provides a number of benefits in addition to easing upgrades to critical software.
Dynamic evolution has applications in software distribution and management. Consider a distributed system in which changes in all active applications are either pulled or pushed from software servers. While several applications, for instance NetscapeNavigator, MicrosoftInternet Explorer and RealAudioRealPlayer, currently support such application-specific updates, most use static updates for modifying applications.
Consider, also, runtime optimization. Often, specific properties of systems are best determined at runtime. For example, many applications can be highly optimized if some information about the input is known during development. However, these same optimizations result in specialThis research is supported in part by NSF grants CCR-00-82677 and CCR-99-88349.
ized code restricted to a smaller input domain. If code can be modified at runtime, a program can accept a wider range of data, yet load and use code optimized for the current data set. In a similar manner, dynamic evolution can be very useful in any application whose behavior is driven by a set of policies, such as security policies. For example, dynamic security policies can be implemented using total mediation, without modifying code at runtime. This method requires a security check at every access of every resource [25] ; due to the high performance cost, it is not widely used. Systems that employ total mediation implement dynamic policies by using general, static code to interpret dynamic data structures -a computationally expensive process. Dynamic evolution allows designers to move logic from interpreted data structures into directly executed code. This provides the efficiency of code-driven security enforcement [24] without sacrificing flexibility.
The Evolvable Systems Project (ESP) at University of California, Davis is developing techniques for safely and securely evolve distributed Java applications at runtime. In Section 2, we briefly describe design and implementation of a type-safe model for dynamically modifying Java programs on a single host. In Section 3, we then describe how this model can be applied for building an adaptive security infrastructure. Section 4 describes an extension of the single host model to a distributed environment. We describe related work in Section 5. We conclude with a brief outline of the project and the future work in Section 5.3.
Type safe dynamic evolution of Java Programs
We have developed a model [20] for dynamic evolution of Java programs, which preserves the syntax and semantics of Java. Doing so ensures compatibility with existing code, and provides greater ease of use as developers do not need to learn new language constructs. This constraint requires that we preserve the type safety characteristics of a program 1 throughout its execution. Type safety encourages the development of safer, more disciplined code. In a dynamic system, type safety can restrict wild, unsound changes, alleviating the dangers inherent in changing code. Further, many of Java's security mechanisms, e.g., separation of user and system name spaces and protection of private data, depend on the type-safety properties of Java programs. Therefore, we impose the restriction that all changes in a program preserve the type safety properties of the program.
In order to provide a convenient, backward-compatible interface, and to support changes in any Java class, we extended the Java class loader [16] . This new, dynamic class loader allows a program to define a class multiple times. The dynamic class loader implements changes in a class and any resulting changes in its instances in an executing program.
Java is increasingly being used to support distributed programming through code mobility [28] . Although appealing in terms of system design and extensibility [3] , systems that support mobility are vulnerable to malicious mobile code. The Java programming environment provides several security mechanisms [7, 10] for protecting hosts from malicious applets. Support for dynamic evolution, however, raises additional security issues, as malicious applets may use the dynamic class mechanism to modify the classes that enforce specific security policies of a host. Therefore, the dynamic class loader implements a security model that ensures that Java programs can dynamically modify only those resources to which they are authorized. We enforce this policy using name space separation and resource access control.
We implemented support for dynamic classes by modifying Sun's Java virtual machine (JDK 1.2). Dynamic classes can be implemented in several ways: by changing the language, through library-based support, or by modifying the virtual machine. As stated above, we did not wish to change the language. Library-based support proved to be too awkward and inefficient for our requirements. Thus, we chose to directly modify the virtual machine. We performed several experiments to measure the performance characteristics of our implementation. The experiments show that dynamic classes add about 6-10% of overhead to Sun's JVM. Further, the cost of updating classes is moderate.
Dynamically adaptive security
We have developed [12] a security infrastructure that supports dynamic policies. The infrastructure uses a declarative policy language to specify access constraints. It enforces these constraints by performing binary editing on programs and resources [24] . In addition, the infrastructure provides a runtime meta-interface by representing access control policies as first class objects. The user can inspect, add, delete, and modify security policies at runtime. This mechanism supports dynamic security environments that adapt to unanticipated operating condition changes and system evolution. For example, the meta-interface is useful in large distributed systems, where the local policies in individual clusters must be discovered in order to construct and enforce global policies, and to verify consistency among the different local policies.
We have implemented the infrastructure by generating binary code for each security policy on the fly, and integrating this code directly into the protected resource. We support dynamic evolution of security policies by using dynamic classes, which allow the system to generate new interposition code and add it to previously instrumented classes.
Dynamic evolution of distributed applications
We are extending our single host dynamic evolution model for distributed applications. Clearly, These programming paradigms are not mutually independent. Distributed systems that support dynamic evolution are rare. The difficulty is clear: the problems involved in dynamic evolution are aggravated by network latency, packet loss, and the discontinuity between the namespace models implemented by runtime systems on single hosts and those used to link applications over a network.
In addition, our current implementation of dynamic classes is based on a Java virtual machine that runs on a single host, in a single process. The techniques we use to discover dependencies between classes and update objects in memory simply do not scale to multiple VMs. It is much more difficult to discover and handle dependencies between code and objects on a network; the same is true for different versions of a class.
The problem domain
A distributed programming model must specify the semantics of naming and moving components between hosts. Most models accomplish this by adding a secondary programming layer: programmers code to a specification, such as an IDL, that is external to the language they work in. They define the semantics in terms of abstractions, such as services or resources, that are the units of distribution. Programmers access them by interfaces; the implementation, defined in terms of language constructs (such as objects or hardware access) is hidden. This technique is well motivated. Often, it is precisely the abstraction of "services" that programmers are concerned with. The secondary programming layer hides language and implementation details. For applications that require cooperation between multiple language platforms, or where the programmer wishes to hide class and object details, this approach is optimal.
Unfortunately, the extra programming layer reduces transparency in distributed programming. Language-level constructs cannot serve as units of distribution, applications require extra code and design work to be properly distributed, and the programmer must learn additional mechanisms. Dynamic evolution models that act on abstract components, as in dynamic component architectures, may integrate well with abstract distributed programming modelsif designed to do so. However, if more fundamental constructs, such as classes, can change, the advantage is lost.
Consider, for instance, a simple code distribution mechanism. A server contains the most current versions of a group of classes, which may change at any time. A number of clients use these classes in perpetually running applications. Upon any class change, the server notifies its clients, which immediately download and activate the new version. In this case, the simplest specification for client behavior is "get class from host À ". Any secondary namespace system is unnecessary complexity for the programmer, who is concerned with actual Java class names and not abstractions. The discontinuity between language-level and secondary namespace models becomes an impediment when dealing with dynamic evolution at the language level.
We have extended Java's class namespace model to permit binding across hosts, or even different namespaces on the same host. Generally, Java's class loader binds class names to their implementations automatically: upon encountering a symbolic reference to a class, it attempts to load the class file and create a class object. The symbolic reference is then resolved to point to the newly created class object. User-defined class loaders can fine-tune this process, for instance by loading class files from the network instead of the local disk. Our model allows users to explicitly bind class names in one namespace to class definitions previously loaded in another namespace. Further, the model allows class loader hierarchies to span a network.
Java class namespaces
Java's class namespace model defines the manner in which the JVM resolves and binds class names at runtime. These namespaces can be hierarchical; the hierarchy is determined by the configuration of class loaders. Class loaders are components that resolve and bind names, locating and loading class definitions if needed. Each class loader has a parent class loader, with the root being the system class loader embedded in the runtime system. A class loader delegates name resolution to its parent -only if the parent cannot locate the class does the child make an attempt. Thus, a class namespace defines a set of names. trates an example. The root namespace, AE Ë ½ , defines the set Ý Þ . AE Ë ¾ and AE Ë ¿ both define Ü Ý Þ ; they inherit Ý and Þ from the root, and define their own copies of Ü. The numbered arrows depict the search path taken when AE Ë ¾ resolves a name: (1), delegate to the parent, AE Ë ½ , and if this fails, then (2), AE Ë ¾ searches. Under a standard JVM, class bindings are static: once the JVM resolves and binds a name to a definition, the binding holds until the program terminates or the class is garbage collected. COD models such as Java applets permit a limited form of inter-host binding. The class loader can acquire class files from a remote host. However, Java applets do not support explicit links between class namespaces.
Distributed Java class namespaces
We extended Java's namespace model across the network. Figure 2 demonstrates a distributed namespace hierarchy. Recall Java's standard class namespace model typified by Figure 1 . We aimed to extend the model slightly to permit the delegation, say from AE Ë ¾ to AE Ë ½ , to occur across a network. Our approach was complicated somewhat by reluctance to completely divorce any class loader from the local system class loader: in general, the major- Figure 2(b) depicts the resulting conceptual model. AE Ë Ê ÅÇÌ is effectively inserted between AE Ë and AE Ë Ë ËÌ Å , and provides those classes that it defines and are published by its export controls. AE Ë Ê ÅÇÌ , of course, delegates to its own system class loader.
We accomplish this using a variant of publish-andsubscribe [23] . In actuality, each host has its own copy of the class definition. Hosts can publish classes they define, and subscribe to classes published by other hosts. Any update of a published class is automatically pushed to subscribers. Hence, the definitions on publisher and subscriber are always identical; the class name in the subscriber's namespace is effectively bound to the definition in the publisher's namespace. We use Java Remote Method Invocation (RMI) [21] for the communications infrastructure. The programming model presented to the user has several additional characteristics. Class changes in any given namespace are safe, due to the dynamic class mechanism; users can change classes freely. Further, these changes can propagate over the network as desired, and affect both active and inactive classes. The model supports simple distributed class namespaces, such as the client/server system described above, as well as more complex hierarchical, branching structures. Extensions to Java's standard model are slight; the API is very small and easy to use.
Our implementation has several aspects: the organization of namespaces with regard to communication, the enforcement of rules specified by the model, security assurance, and, finally, the message protocol. We introduced a new API for class namespace manipulation and redesigned the dynamic class loader described in [19] to support it.
We associate a dynamic class loader with an RMI server that provides publish-and-subscribe services. Thus, a namespace becomes an active, composite entity, and multiple namespaces can be created and used within one application. A namespace can be described by a tuple Ó×Ø ÔÓÖØ Ò Ñ . Namespaces are organized into workgroups; a namespace can communicate with the members of its workgroup. These workgroups are static, and must be specified by an administrator or programmer when a namespace is initialized. We made this decision predominantly for implementation reasons. We use Java RMI for the communication infrastructure, and the names of RMI remote objects must be statically known [21] . Jini [22] , which provides a discovery/join protocol, could be used to support dynamic workgroups.
The RMI server is a simple remote object that implements the message protocol interface. It communicates with its associated class loader to carry out publish-andsubscribe activity. It must, of course, perform other supporting functions, such as loading a user-specified workgroup list in its constructor, and unsubscribing from all classes in finalize.
Our new class loader, DistCL, notifies its RMI server upon changing any class. The RMI server then sends an update message to any remote namespaces that subscribe to that class. The class loader may also write all updates to disk making class changes become persistent. DistCL contains several pertinent methods: Note that the constructor takes, as parent class loader, either another class loader or a remote namespace, represented by the DistNS interface. loadClass() is the standard Java class loading method. Users call replaceClass() to replace the current definition of a class with a new one. bind(class, ns) binds the name class to its definition in the namespace ns, using the publish-andsubscribe protocol. Finally, unbind() reverses the process; the binding reverts back to the class definition originally loaded in the local namespace. The RMI server's interface consists of the message protocol: The server implementation must enforce the namespace model by making several checks. The first problem to surmount is the possibility of binding the same name on two different hosts to the same definition. Consider the class ½ on host À ½ in Figure 2 , which must be bound to the definition located on À ¾. Given that, in general, classes do not change often, the simplest solution is to simply download ½'s definition from À ¾, and repeat the step whenever ½ on À ¾ changes. We accomplish this using a variant of the publish-and-subscribe method [23] . A host "publishes" any class that it wishes to allow other hosts to use. To bind ½ to À ¾'s version, À ½ "subscribes" to ½. À ¾ then notifies À ½ of any change to ½, sending the new version.
Having accomplished this, we must now ensure that Java's namespace model is not violated. A class name can be bound once within a given namespace, and parent delegation must be preserved. Further, for security reasons, a namespace should have full control over access to its classes. Thus, we impose the following conditions on publishing and subscribing:
1. A namespace can only be subscribed to a given class once.
2. A namespace can only subscribe to a class it defines, not to one defined by its parent.
3. A namespace can only publish a class it defines, not one defined by its parent.
4.
A namespace cannot change a subscribed-to class.
Note that a namespace can both publish and subscribe to the same class. This does not violate the namespace model, as a class name can still only be bound to one definition. However, cycles in the publish/subscribe graph become an issue. We solve this by "remembering" the originator, which breaks the cycle if it receives its own update message. Our implementation as it currently stands has certain drawbacks. The workgroups that namespaces are organized into are static, due to the RMI API classes; mobile objects are not explicitly supported. Nothing prevents the programmer from using them, but incoming objects are not checked for class version conflicts. Further, the user is not entirely insulated from class dependency issues. Thus, the user bears some responsibility for preventing conflicts.
We are currently developing techniques for addressing many of these issues.
Related work
In this section, we primarily focus on approaches for building and dynamically evolving distributed name spaces.
Dynamic evolution and distributed computing
The Information Bus [23] distributed systems architecture uses a CLOS-derived language to implement dynamic classes. It also uses a publish-and-subscribe protocol to handle dynamic component updates. The Argus language [17] provides a client/server model for distributed computing, and supports dynamic update of servers, or guardians [2] . Similarly, Conic [18] provides a modulebased environment using message passing. Modules communicate via ports, and may be dynamically updated by switching all links from the present version of a module to a new one. However, the ports between modules are static; connections cannot be created or broken dynamically.
Linda's tuple spaces realize environments as first-class objects [9, 4] . Linda now supports multiple, hierarchical tuple spaces that can be shared across distributed and parallel systems [14, 5, 8] . Since tuple spaces are dynamic, specifying operations by which the user can add and remove bindings, they support a form of dynamic program reconfiguration.
Distributed namespaces
Several existing systems support some form of distributed namespaces in Java. All differ from our approach in one of the two ways: They impose another namespace structure over Java's native model; for instance, by using a flat class namespace where class names are augmented with host and VM information. They also apply names only to objects, not classes; class files are pushed or pulled as needed, but their names are not explicitly bound across hosts. The focus is on shared resources or services, not code.
Snowflake [13] supports resource namespaces that can span administrative domains on a network. An interesting contribution is the decoupling of names from storage; Snowflake uses a separate container interface to expose storage decisions to the user. Multispaces [11] is a similar mechanism. An ispace is a JVM extended with a component loading service, which pushes classes as needed. The multispace links ispaces and provides a registry of all active components.
Sun's Jini [22] provides a global, dynamic namespace for services. Applications use a discovery/join protocol to join the namespace, find out what services are available, and advertise their own.
Ninja [27] provides a scalable, distributed, composable services platform. Ninja's Secure Discovery Service (SDS) [6] provide secure resource lookup and discovery services for the system. SDS is similar in functionality to Jini's discovery service. SDS also supports descriptive tags, in XML, that can contain information about cost, location, etc. Also, all communication is authenticated and encrypted.
Summary
The ESP project is developing a distributed system that can evolve dynamically. Our design for such a system is primarily motivated by concerns for type safety, performance, compatibility and security. Our future work involves semantic analysis of changes in program versions, runtime optimizations and applications.
