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Abstract— Autonomous navigation emerges from both motion
and local visual perception in real-world environments. How-
ever, most successful robotic motion estimation methods (e.g.
VO, SLAM, SfM) and vision systems (e.g. CNN, visual place
recognition–VPR) are often separately used for mapping and
localization tasks. Conversely, recent reinforcement learning
(RL) based methods for visual navigation rely on the quality of
GPS data reception, which may not be reliable when directly
using it as ground truth across multiple, month-spaced traver-
sals in large environments. In this paper, we propose a novel
motion and visual perception approach, dubbed MVP, that
unifies these two sensor modalities for large-scale, target-driven
navigation tasks. Our MVP-based method can learn faster, and
is more accurate and robust to both extreme environmental
changes and poor GPS data than corresponding vision-only
navigation methods. MVP temporally incorporates compact
image representations, obtained using VPR, with optimized
motion estimation data, including but not limited to those
from VO or optimized radar odometry (RO), to efficiently
learn self-supervised navigation policies via RL. We evaluate
our method on two large real-world datasets, Oxford Robotcar
and Nordland Railway, over a range of weather (e.g. overcast,
night, snow, sun, rain, clouds) and seasonal (e.g. winter, spring,
fall, summer) conditions using the new CityLearn framework;
an interactive environment for efficiently training navigation
agents. Our experimental results, on traversals of the Oxford
RobotCar dataset with no GPS data, show that MVP can
achieve 53% and 93% navigation success rate using VO and
RO, respectively, compared to 7% for a vision-only method.
We additionally report a trade-off between the RL success rate
and the motion estimation precision, suggesting that vision-
only navigation systems can benefit from using precise motion
estimation techniques to improve their overall performance.
I. INTRODUCTION
Navigation is a key component for enabling the deploy-
ment of mobile robots and autonomous vehicles in real-world
environments. Current large-scale, real-world navigation sys-
tems rely on the usage of GPS data only as ground truth
for sensory image labeling [1]–[6]. They then reduce the
problem of navigation to vision-only methods [1], GPS-level
localization combined with publicly available maps [2], or
extend it with language-based tasks [3]–[6]. These end-to-
end learning approaches are hard to train due to their large
network models and weakly-related input sensor modalities.
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Fig. 1. Proposed MVP-based approach. We temporally incorporate
odometry-based motion estimation data with compact image representations
to perform large-scale all-weather navigation via reinforcement learning.
Our method is efficient, accurate and robust to extreme environmental
changes, even when GPS data reception fail (see Fig. 2).
Fig. 2. Navigation success rate results on the Oxford RobotCar dataset.
Left: Our MVP-based methods can accurately navigate across a range of
visual environmental changes and GPS data situations, where vision-only
approaches typically fail. Right: Trade-off curve of the RL success rate and
the motion estimation precision using VO (log scale for better visualization).
Moreover, their generalization capabilities to environments
with different visual conditions is not well explored. In con-
trast, we have recently shown an alternative non end-to-end
vision-based approach using preprocessed compact image
representations to achieve practical training and deployment
on real data with challenging environmental transitions [7].
In this paper, we build on the main ideas of our previous
work [7]—that combines reinforcement learning (RL) and
visual place recognition (VPR) techniques for navigation
tasks—to present a new, more efficient and robust approach.
The main contributions of this paper are detailed as follows:
• Leveraging successful robotic motion estimation meth-
ods including VO [8] or radar [9] to capture compact
motion information through an environment that can
then be used to perform goal-driven navigation tasks
(see Fig. 1). This makes our system more efficient and
robust to extreme environmental changes, even with
limited or no GPS data availability (Fig. 2-left).
• Using RL to temporally incorporate compact motion
representations with equally compact image observa-
tions, obtained via deep-learning-based VPR models
[10], for large-scale, all-weather navigation tasks.
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• Experimental results on the RL navigation success
rate and the VO motion estimation precision trade-off
(Fig. 2-right). This shows how our proposed navigation
system can improve its overall performance based on
precise motion estimation techniques such as VO.
We evaluate our motion and visual perception (MVP)
method using our interactive CityLearn framework [7], and
present extensive experiments on two large real-world driv-
ing datasets, the Oxford RobotCar [11] and the Nordland
Railway [12] datasets. The results of our MVP-based ap-
proach are consistently high across multiple, month-spaced
traversals with extreme environmental changes, such as win-
ter, spring, fall, and summer for Nordland, and overcast,
night, snow, sun, rain, and clouds for Oxford (see blue bar
in Fig. 2). For Nordland, we show how our approach outper-
forms corresponding vision-only navigation methods under
extreme environmental changes, especially when GPS data
is fully available and consistent across multiple traversals of
the same route. For Oxford, we show the robustness of our
approach across a range of real GPS data reception situations,
including poor and no data reception at all, where vision-only
navigation systems typically fail.
II. RELATED WORK
We present a brief overview of some successful work in
motion estimation research, related visual place recognition
methods for sequence-based driving datasets, and recent RL-
based navigation systems for large real-world environments.
A. Motion Estimation in Robotics
Odometry-based sensors (i.e. wheel, inertial, laser, radar,
and visual) for self-localization have long attracted atten-
tion in robotics research as an alternative approach to es-
timate motion information, especially in situations where
GPS data is not reliable such as multi-path reception and
changes in environmental conditions [8], [11], [13]. Tradi-
tional VO methods [14], SLAM-based systems [15], includ-
ing MonoSLAM [16] and ORB-SLAM [17], and also bio-
inspired models such as RatSLAM [18], [19] have captured
the main challenges of the localization problem in large
outdoor environments and indoor spaces—also with a range
of alternative systems [20]–[23]. These methods have shown
good invariance to changes in viewpoint and illumination
by associating hand-crafted visual place features to locally
optimized maps. Odometry, however, is known to be the
first phase of solving a SLAM problem, which also includes
loop closing and global map optimization. Consequently,
multi-sensor fusion techniques combining vision [24]–[30],
inertial sensors [31]–[33], LiDAR [34]–[36], and radar [37]
have been proposed to further improve both the localization
accuracy and the real-time performance, with a number
of recent deep-learning-based methods that can match the
precision of those traditional methods [9], [38]–[47]. In this
work, we demonstrate our approach using both learning- and
conventional-based odometry methods for motion estimation
when GPS data is not available, as occurs in several traversals
of the Oxford RobotCar dataset [11].
B. Visual Place Recognition
VPR approaches can be broadly split into two categories:
image-retrieval-based methods that compare a single-frame
(query) to an image database (reference) [10], [48]–[52],
and multi-frame-based VPR techniques built on top of those
single-frame methods to work on image sequences [53]–
[57]; typically found in driving datasets [11], [12], [58]–[63].
These two approaches often first require computing image
descriptors using diverse hand-crafted- [64] or deep-learning-
based models [65]–[67]. However, using large image repre-
sentations can be computationally expensive and also limit
the deployment of these methods on real robots. Alterna-
tively, we have recently demonstrated how compact image
representations can be used to achieve state-of-the-art results
in visual localization [68] by modeling temporal relationships
between consecutive frames to improve the performance of
compact single-frame-based methods. In this paper, we build
on these main ideas to propose our MVP-based approach that
uses compact but rich image representations, such as those
from NetVLAD [10], and can also temporally use movement
data through an environment via odometry-based techniques.
C. Learning-based Navigation
Significant progress has recently been made in goal-driven
navigation tasks using learning methods [1]–[6], [69]–[80],
inspired by advances in deep RL [81], [82]. Most of these
algorithms can successfully train navigation agents end-to-
end based on raw images. These approaches, however, are
typically only evaluated using either synthetic data [69]–[72],
[80], indoor spaces [73], [74] or relatively small outdoor
environments [75], that generally do not require GPS data
or map information. Alternatively, combining map-like- or
SLAM-based input modalities, including motion sensor data,
and images for goal-driven navigation tasks has been pro-
posed [1], [76]–[79], but again these methods are trained only
using small indoor environments. For large-scale outdoor
navigation, however, different approaches that rely on GPS
data as ground truth have been proposed [1], with a range of
developments using language-based tasks [3]–[6] or publicly
available maps [2]. However, relying on GPS data only
for benchmarking purposes may not be reliable; especially
when using large driving datasets recorded over many month-
spaced traversals, as highlighted in previous work [9], [11].
In this paper, we propose a different approach that over-
comes the limitations of prior work for large-scale, all-
weather navigation tasks. We unify two fundamental and
highly-related sensor modalities: motion and visual percep-
tion (MVP) information. Our MVP-based method builds on
the main ideas presented in our previous works [7], [68]—
that use compact image representations to achieve sample-
efficient RL-based visual navigation using real data [7], and
also demonstrate how to leverage motion information for
VPR tasks [68]. We propose a network architecture that
can incorporate motion information with visual observations
via RL to perform accurate navigation tasks under extreme
environmental changes and with limited or no GPS data;
where visual-based navigation approaches typically fail. We
provide extensive experimental results in both visual place
recognition and navigation tasks, using two large real-world
dataset, that show how our method efficiently overcomes the
limitations of those vision-only navigation pipelines.
III. MVP-BASED METHOD OVERVIEW
Our objective is to train an RL agent to perform goal-
driven navigation tasks across a range of real-world en-
vironmental conditions, especially under poor GPS data
conditions. We therefore developed an MVP-based approach
that can be trained using motion estimation and visual data
gathered in large environments. Our MVP method operates
by temporally associating local estimates of motion with
compact visual representations to efficiently train our policy
network. Using this data, our policy can learn to associate
motion representations with visual observations in a self-
supervised manner, enabling our system to be robust to both
visual changing conditions and poor GPS data.
In the following sections, we describe our problem for-
mulation via RL, the driving datasets we used in our experi-
ments, details of our MVP representations, our evaluation
metrics for VPR and navigation tasks, and related visual
navigation methods against which we compare our approach.
A. Problem Formulation
We formulate our goal-driven navigation tasks as a Markov
Decision Process M, with discrete state space st ∈ S,
discrete action space at ∈ A, and transition operator T :
S ×A → S as in a finite-horizon T problem. Our goal is to
find θ∗ that maximizes this objective function:
J(θ) = Eτ∼piθ(τ)
[
T∑
t=1
γr(τ)
]
(1)
where piθ : S → P(A) is the stochastic policy we want
to learn, and r : S × A → R is the reward function with
discount factor γ. We parametrize our navigation policy piθ
with a neural network that can learn θ to optimize our policy.
We also defined our state space S by our compact bimodal
MVP space representation (mt, xt), and our action space A
by discrete action movements in the agent action space (at).
B. Real-World Driving Datasets
We evaluate our approach using our interactive CityLearn
framework [7] on two challenging large real-world datasets,
the Oxford RobotCar dataset [11] and the Nordland Railway
dataset [12], that include diverse environmental changes and
real GPS data reception situations.
Oxford RobotCar: This dataset [11] was collected using
the Oxford RobotCar platform over a 10km route in central
Oxford, UK. The data recorded with a range of sensors (e.g.
LiDARs, monocular cameras and trinocular stereo cameras)
includes more than 100 traversals (image sequences) of the
same route with a large range of transitions across weather,
season and dynamic urban environment changes over a
period of 1 year. In Fig. 3 we show the selected 6 multiple
traversals used in our experiments, referred here as overcast,
Fig. 3. Our six selected traversals from the Oxford RobotCar dataset.
Fig. 4. Samples of the four traversals provided by the Nordland dataset.
Fig. 5. Raw GPS data: The 4 traversals from the Nordland Railway
(left) dataset and our 6 selected traversals from the Oxford RobotCar (right)
dataset, both with a number of weather/season changes and GPS data
reception situations (drifted for better visualization).
night, snow, sun, rain, and clouds.1 Fig. 5-right shows the
raw GPS data of our selected traversals, where both the sun,
and the clouds traversals have poor GPS data reception and
no GPS data at all, respectively.
Nordland Railway: The Nordland dataset [12] covers a
728km train journey from Trondheim to Bodø in Nordland,
Norway. This 10 hour train ride has been recorded four times,
once per season: summer, spring, fall, and winter. Fig. 4
shows a sample image for each traversal we used in our
experiments, and Fig. 5-left shows the related raw GPS data;
which is more consistent compared to the Oxford RobotCar
raw GPS data (see Fig. 5-right).
C. Motion Estimation
To provide our agent with motion data we separately
use three different sensor modalities in our experiments:
raw GPS data, visual odometry (VO), and optimized radar
odometry (RO). For the Oxford RobotCar dataset, it already
provides both GPS and VO sensor data. For RO, we used
the optimized ground truth RO sensor data provided in the
extended Oxford Radar RobotCar dataset [9]—which has
been demonstrated to be more accurate under challenging
visual transitions—carefully chosen to visually match our
selected traversals. For the Nordland dataset, however, we
used the provided raw GPS data only as it is consistent across
every traversal (Fig. 5-left).
The goal of using these two datasets is to evaluate the
effectiveness of our MVP-based approach in situations where
vision-only navigation methods typically fail. For Nordland,
when GPS data is fully available and consistent, we show
1Referred as 2015-05-19-14-06-38, 2014-12-10-18-10-50, 2015-02-03-
08-45-10, 2015-08-04-09-12-27, 2015-10-29-12-18-17, and 2015-05-15-08-
00-49, respectively, in [11].
that our approach can generalize better than visual-based
navigation systems under extreme visual transitions. Sim-
ilarly, for Oxford RobotCar, our method outperforms these
visual-based navigation pipelines again under extreme visual
changes, and also when GPS data reception fails.
D. Visual Representations
To enable sample-efficient RL training, as per previous
work [7], we encode all our full resolution RGB sensory im-
ages using the off-the-shelf VPR model NetVLAD; based on
a VGG-16 network architecture [83] with PCA plus whiten-
ing on top their model. This deep-learning-based model is
known to provide significantly better image representations
compared to other VPR approaches [84], and also enables to
obtain compact feature dimensions (e.g., from 4096-d all the
way down to 64-d). However, other deep-learning- or VPR-
based models can equally used to encode our raw images. In
this work, we used 64-d image representations, xt, in all our
MVP-based experiments. We then combine it with compact
2-d motion representations, mt, to generate equally compact
bimodal representations, bt, that feed our navigation policy
network, see Fig. 6 (a). We encoded mt into compact feature
vectors to preserve the compactness of bt, but it can be
encoded using larger representations as in [1].
E. MVP-based Policy Learning
Goal-driven navigation: Our method is trained on both
motion (mt) and visual representations (xt) to success-
fully navigate through actions (at) towards a required goal
destination (gt), which is also encoded using 2-d feature
representations, over a single traversal in our CityLearn
environment; see Fig. 1 and Fig. 6 (a) for further details.
Network Architecture: We design our network model
inspired by [1], see Fig. 6 (a). A single linear layer with 512
units encodes our MVP bimodal representation (bt) to then
combine it with the agent’s previous actions (at−1), using
a single recurrent layer long short-term memory (LSTM)
[85] with 256 units. Updated agent’s actions (at) are also
used to estimate both the required next actions and the value
function V from our policy network (piθ). To optimize piθ,
we use the proximal policy optimization (PPO) algorithm
[86], which evaluates our objective function in Eq. (1) for
policy learning. We choose PPO as it can properly balance
the small sample complexity of our compact input modalities
and fine tuning requirements.
Reward design and curriculum learning: We use multi-
ple levels of curriculum learning [87] to gradually encourage
our agent to explore the environment, and a sparse reward
function that gives the agent a reward of +1 only when it
finds the target.
F. Vision-based Navigation Agent
We compare our MVP-based agent against a visual navi-
gation agent with network architecture as proposed in [1],
see Figs. 6 (a) and (b). This raw image based agent is
adapted to also use a 2-d feature vector for gt to enable a
fair comparison. In contrast to our method, this agent relies
Fig. 6. Baselines agents. We compared (a) our MVP-based approach to
an (b) end-to-end vision-based policy network model based on raw images
and also relies on GPS data for ground truth labeling as in [1].
on GPS data for image labeling during both training and
deployment and also does not incorporate motion learning.
The network architecture of this agent includes a visual
module of 2 convolutional layers, as per previous work [70],
[88], with RGB input images of 84 × 84 pixels. The first
CNN layer uses a kernel of size 8× 8, stride of 4× 4, and
16 feature maps, and the second CNN layer uses a kernel of
size 4× 4, stride of 2× 2, and 32 feature maps.
G. Evaluation Metrics
VPR experiments: We report extensive VPR results,
obtained using our compact image representations (xt), in
order to provide an indicator of the visual component per-
formance underlying our overall RL-based MVP system. A
linear classifier is trained on each reference traversal to then
evaluate it on the remaining query traversals. Classification
scores obtained for each image are then used to compute
precision-recall curves, which are finally used to calculate
our area under the curve (AUC) results. AUC results on 10
experiments per traversal are presented in Fig. 7.
RL-based navigation tasks: We evaluate our trained
agents on all corresponding dataset traversals, and provide
statistics on the number of successful tasks in terms of
the success rate results over 10 deployment iterations, each
iteration with 100 different targets. Average results on those
evaluations are reported in Fig. 8. We additionally constrain
the maximum number of agent steps per episode to be less
than the number of images within the traversal as in [7].
IV. EXPERIMENTS: RESULTS
We present two main experimental results: conventional
single-frame visual place recognition evaluations (Fig. 7),
and reinforcement learning deployment of the navigation
agents; both evaluated in our two datasets (Fig. 8). We also
provide details on the influence of incorporating motion data
into our network architecture, and present selected illustrative
results from our MVP method during deployment.
A. Visual Place Recognition Results
In Fig. 7 we provide a full overview of our visual place
recognition experiments, as described in Sections III-D and
III-G, in terms of AUC performance. For the Nordland
dataset (Fig. 7-left), we trained a linear classified on the
Fig. 7. Visual place recognition experiments. Conventional single-frame VPR results on Nordland Railway (left) and Oxford RobotCar (right) datasets.
For Nordland, we show how our 64-d visual representations perform under season changes. For Oxford Robotcar, we additionally show how VPR methods
suffer when using poor GPS data as ground truth.
Fig. 8. Reinforcement learning deployment. Our MVP-based self-supervised method, that temporally aligns our compact visual representation with
motion estimation data, achieves a 92% navigation success rate across all-weather conditions on the Nordland (left) and the Oxford RobotCar (right) dataset,
compared to vision-only navigation methods that do not to generalize well under extreme visual conditions (left) or rely on precise GPS data (right).
summer traversal, and then evaluated it on spring, fall and
winter conditions. It is observed that extreme environmental
changes such as those from fall and winter significantly re-
duce the results to around 0.50 and 0.25 AUC, respectively. It
is worth noting, again, that each traversal of this dataset (and
also of the Oxford RobotCar dataset) is a single sequence of
images, meaning that we have used a single image from a
particular place for training, and we do not use any data
augmentation technique.
For the Oxford RobotCar dataset (Fig. 7-right), we trained
a linear classifier on the overcast traversal, and evaluated
it on the remaining traversals. AUC results in this dataset
are relatively lower compared to those from the Nordland
dataset; except for the rain traversal that achieves around
0.80 AUC. This is mainly because those traversals include
significant viewpoint changes, diverse environmental transi-
tions, and also real GPS data. For the sun and clouds traver-
sals, with around 0.12 and 0.05 AUC, with poor and no GPS
data reception, respectively, the results obtained highlight
the importance of having good GPS data for ground truth
labeling; especially for VPR. In contrast, the night and snow
traversals, with good GPS data, still present relatively good
result around 0.30 and 0.55 AUC, respectively; regardless
of their significantly different visual and lighting conditions,
compared to the overcast traversal.
B. Navigation Policy Deployment
Navigation success rate results of our RL policies are
reported on the Nordland (Fig. 8-left) and Oxford RobotCar
(Fig. 8-right) datasets. We also compare our method to a
vision-only approach, as described in Sections III-E and III-
F, respectively, using our CityLearn environment.
For the vision-based agent (referred as vision only in Fig.
8), which has been trained on raw images only, it is notable
that the success rate results are significantly better than those
from our VPR experiments (Fig. 7), with over 84% success
rate for the Nordland dataset (Fig. 8-left) and more than 46%
for the Oxford RobotCar dataset (Fig. 8-right); except for the
clouds traversal which has no GPS data. Suggesting that the
generalization capabilities of the whole RL-based systems is
robust to environmental variations. However, this method still
does not generalize well under different weather conditions
with significant viewpoint changes and occlusions, as in the
Oxford RobotCar dataset, especially with poor GPS data (see
vision only in 8-right for the sun and clouds traversals).
Suggesting that RL-based vision-only navigation methods
that rely on precise GPS information are likely to fail when
using poor motion estimation information.
In contrast, our MVP-based agents overcome the limita-
tions of the VPR module, underlying the vision-only method,
by temporally incorporating those visual representations with
precise motion information into our navigation policy net-
work using either GPS (when fully available) or odometry-
based techniques, referred in Fig. 8 as MVP-GPS and MVP-
RO, respectively. On the Nordland dataset (Fig. 8-left), the
vision only agent achieves around 86% success rate under
challenging winter conditions, compared to around 94% for
the MVP-GPS agent (see green bar in both cases). Similarly,
on the Oxford RobotCar dataset (Fig. 8-right), the MVP-RO
agent achieves 93% success rate under clouds conditions,
with no GPS data available, compared to 7% for the vision
only agent (see red bar in both cases).
C. Influence of Motion Estimation Precision
To analyze the influence of including motion data as an
input to our policy network, we provide additional results
on the Oxford RobotCar dataset shown in Fig. 2. Vision-
based navigation methods actually generalize relatively well
under extreme changes with a 75% success rate from day
to night transitions, but with good GPS data reception.
However, these methods can fail when GPS data is not
precise, even under similar visual conditions, such as day
to clouds (day) changes, with a 7% success rate (see green
bars for both cases in Fig. 2-left). Conversely, our MVP-
based approach leverages the use of relatively precise motion
estimation data, including but not limited to those from radar
or visual odometry, on top of those vision navigation methods
to improve overall performance under both visual changes
and when there is no GPS data available (see orange and
blue bars in Fig. 2-left). In Fig. 2-right, we characterize
the deployment performance of our MVP-based method
using VO to estimate motion data. This graph shows how
incorporating precise motion information can improve the
overall navigation performance of our system, suggesting
that current vision-only navigation methods can also benefit
from using MVP-like approaches. As also demonstrated in
related work [14], odometry-based techniques can be used
directly for navigation tasks. This method, however, may
require additional baseline metrics to estimate global scale
factors during deployment on real robots; particularly when
using relative motion data relative to the robot initial pose.
D. Generalization Results
We present illustrative navigation deployment results in
Figs. 9 and 10 for the vision-based agent and for our
MVP-based approach, respectively. The agent is required
to navigate from the same starting location to a distant
target over all our selected traversals of the Oxford RobotCar
dataset; see navigation states from left to right in Figs. 9 and
10 including two intermediate states. Our approach is capable
of precisely navigating to the target for every condition
change (see Fig. 10), while the vision-based agent fails under
extreme condition variations and also where GPS data is poor
or not available (Fig. 9).
V. CONCLUSIONS
We have proposed a method including a new network
architecture that temporally integrate two fundamental sensor
modalities such as motion and visual perception (MVP) in-
formation for large-scale target-driven navigation tasks using
real data via reinforcement learning (RL). Our MVP-based
approach was demonstrated to be robust to both extreme
visual changing conditions and also poor absolute positioning
information such as those from GPS, where typical visual
(only) navigation pipelines fail. This suggests that the in-
corporation of motion information, including but not limited
to GPS (when fully available) or visual/radar odometry, can
be used to improve the overall performance and robustness
of conventional visual-based navigation systems that rely on
raw images only for learning complex navigation tasks. Fu-
ture work combining different motion estimation modalities
such as linear/angular velocities with visual representations
is likely to be considered. However, this could potentially
increase the network complexity and training requirements
[80], [89], especially when using real data. Quantifying
the relationship between required RL performance, visual
place recognition generalization capabilities, and motion
Fig. 9. Vision-based navigation results. This approach can navigate to
the target on overcast, night and rain, but fails on the other traversals.
Fig. 10. MVP-based navigation results. Our approach is capable of
precisely navigating to the goal across all the traversals of the Oxford
RobotCar dataset.
estimation quality can also provide new insights for selecting
between different motion estimation sensor modalities for a
specific robotic navigation system.
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