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This thesis provides an overview of the localization techniques used by the robotic plat-
form Mousr, as well as the modeling assumptions and simulator scaffolding used to test
these techniques. Mousr is a centimeter-scale differential drive robot with an IMU, wheel
encoders, and a front-facing time-of-flight sensor. We fuse the differential IMU and wheel
encoder measurements with the absolute time-of-flight sensor measurements via particle fil-
ter to produce an accurate localization estimate within a known map. Our particle filter
successfully accounts for the nonlinearities of the time-of-flight sensor model; we are able to
driftlessly drive around a known map in perpetuity. We also discuss a method to approxi-
mate the information gain of a map, a crucial component of active localization techniques.
Our Jensen-based approximation runs over 20,000 times faster than the exact computation
within a 2m × 2m region with minimal degradation in accuracy.
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The field of robotic localization and mapping, also referred to as simultaneous localization
and mapping, has been an active area of work since Smith and Cheeseman first proposed the
idea in 1986 [1]. Recent years have seen the incorporation of more compute-heavy algorithms
such as MonoSLAM [2] and PTAM [3] from 2007, some of the first popular camera-based
algorithms, and LSD-SLAM [4] and ORB-SLAM [5] from 2014 and 2015 respectively, two
of the current leading SLAM algorithms. Less work has been done, however, looking at
localization and mapping techniques for compute and sensing-constrained robots.
Our robot platform Mousr, described in further detail in Section 3.1, was designed to max-
imize agility and minimize weight for the lowest BOM price possible. Moreover, localization
and mapping capabilities were not a consideration during the hardware design. It was only
after experimenting with a completed body that we realized localization may be possible
with our robot. Thus, our motivation is tangible. We have a low-cost, lightweight robot
with minimal compute, a six-axis IMU, wheel encoders, and a single time-of-flight sensor,
and any scene understanding we can obtain would be beneficial.
This work focuses on giving Mousr the ability to localize within a scene. Chapter 2 dis-
cusses the estimation framework used. Chapter 3 discusses the physical model of the robot,
the limitations of the platform, and the simulation environment created to test our local-
ization algorithms. Chapter 4 discusses the implementation of the estimator and deviations
from the generic particle filter estimator. Finally, Chapter 5 introduces a control method to





Consider a standard differential drive robot with the following kinematic model:
xt = f(xt−1, ut) (2.1)









is the control input, zt
is the scalar ToF sensor measurement, f is the forward motion model, and g is the sensor
model. We are interested in localizing the robot within a known map, which can be written




The sketch of this proof was originally done by Stachniss [6]. First, we use Bayes’ theorem
to factor the probability of our pose:
p(xt|z1:t, u1:t) =
p(zt|xt, z1:t−1, u1:t)p(xt|z1:t−1, u1:t)
p(zt|z1:t−1, u1:t)
(2.4)
= ηp(zt|xt, z1:t−1, u1:t)p(xt|z1:t−1, u1:t). (2.5)
The term η is a constant given the prior sensor measurements and control input and is
rewritten for clarity. Next, noting that xt is only dependent on the prior state and the current
control input, we apply the Markov property to simplify the conditional probabilities of the
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first term:
= ηp(zt|xt)p(xt|z1:t−1, u1:t). (2.6)




p(xt|xt−1, z1:t−1, u1:t)p(xt−1|z1:t−1, u1:t)dxt−1 . (2.7)
Again considering that the state of our robot is Markovian, we can simplify this term to
remove non-conditionally dependent states. This includes removing dependences on z1:t−2




p(xt|xt−1, ut)p(xt−1|z1:t−1, u1:t−1)dxt−1 . (2.8)
Combining terms, we arrive at our final equation:
p(xt|z1:t, u1:t) = ηp(zt|xt)
∫
xt−1
p(xt|xt−1, ut)p(xt−1|z1:t−1, u1:t−1)dxt−1 . (2.9)
This equation can be logically split into two steps, a prediction step and an update step.





bel(xt) = ηp(zt|xt)bel(xt). (2.11)
Note that the constant η is carried through in this derivation without computation. Prac-




bel(xt)dxt = 1. (2.12)
The beauty of this formulation is that, assuming that the state of the robot is Markov, we
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can compute the posterior at time t in recursive form. For low-cost robots, cheap recursive
updates are favorable over larger successive batch optimizations. This style of estimator
forms the basis for Kalman filtering, one of the most often-used estimators in robotics [7],
which assumes Gaussian noise models and linear or linearizeable robot dynamics. It also
forms the basis for particle filtering, a non-parametric Monte Carlo-based estimation tech-
nique popularized in the 2000s for robot localization and map-building [8].
2.2 Particle Filter Estimation
The following derivation loosely follows Thrun et al.’s particle filter derivation beginning on
page 100 of [9].
The following is a derivation describing how Monte Carlo approximation can be used to
represent the bel(xt) and bel(xt) posterior distributions described in the prior section. This is
particularly interesting for our robot due to the nature of the sensor noise, further described
in Section 3.1.1. Our robot posterior is often multimodal and non-Gaussian, which a particle
filter handles much better than a traditional EKF.
The probability of a probability density function f over some domain, f(xt ∈ A), can be
equivalently written as Ef [I(xt ∈ A)], where I is the indicator function. This expectation
can be computed as follows:
Ef [I(xt ∈ A)] =
∫
xt∈X
f(xt)I(xt ∈ A)dxt. (2.13)
This probability density function f often cannot be drawn from directly. If our posterior
of interest is the robot state posterior, f would be unknown. Therefore we rewrite our
expectation in terms of a different arbitrary function g which can be easily sampled, such as
a Gaussian or a uniform random variable:
Ef [I(xt ∈ A)] =
∫
xt∈X










w(xt)g(xt)I(xt ∈ A)dxt (2.16)
= Eg[w(xt)I(xt ∈ A)]. (2.17)
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Next, consider a sampled version of this expectation where a large number of samples x
[m]
t
are drawn from the proposal distribution g. If this is the case, the expectation over g(xt)
can be written as follows:


















This result follows from the law of large numbers. Specifically, the empirical mean of
a random variable X drawn from distribution f almost surely converges to the analytical










xf(x)dx = Ef [x]. (2.19)
We now need to transform our expectation Eg[I(xt ∈ A)] to Ef [I(xt ∈ A)], or express our
desired expectation over f in terms of the easily computable expectation using g. We found
earlier that Ef [I(xt ∈ A)] = Eg[w(xt)I(xt ∈ A)], so our approximation will be of the form:







t ∈ A). (2.20)




. Because we were drawing directly from g, the particles
could remain unweighted and thus normalized simply by 1
M
. Approximating f by g requires







Next, we look at the individual particle weights w(xt) referenced in Equation 2.17. From
the results in Section 2.1, the robot state posterior f is computed recursively as:
f(xt|z1:t, u1:t) = ηp(zt|xt)
∫
xt−1
p(xt|xt−1, ut)p(xt−1|z1:t−1, u1:t−1)dxt−1 . (2.22)





p(xt|xt−1, ut)p(xt−1|z1:t−1, u1:t−1)dxt−1 . (2.23)














Combining results, we get our final particle filter approximation:










t ∈ A) (2.28)
where the weight is given as:
w(x
[m]
t ) = ηp(zt|xt). (2.29)















a.s.−−→ p(xt ∈ A|z1:t, u1:t), (2.31)








corresponds directly to the value of the pdf p(xt|z1:t, u1:t) at xt.
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2.3 Rao-Blackwellized Particle Filters
As with other sampling-based estimation techniques, particle filters suffer from the curse
of dimensionality and thus tend to be used in low-dimensional estimation tasks such as
3-DOF localization with a known map. However, particle filters can be extended to higher-
dimensional tasks through the use of Rao-Blackwellization [8]. Consider a case where we are
trying to estimate both the robot state x and the environment map m. For the 2D cases we
have considered so far, the robot state is only a 3-DOF estimation. The map could easily be
in the hundred or thousand-dimensional space, however. For example, representing a 10m
× 10m room with 1cm x 1cm occupancy cells is already a one-million-dimensional space.
Mapping a building, as is popular with current SLAM techniques [5], [4], [10], could easily
reach billion-dimensional space. Formally, we are trying to estimate:
p(xt,m|z1:t, u1:t). (2.32)
By the law of total probability, we can split this joint distribution into two separate
estimation tasks:
p(xt,m|z1:t, u1:t) = p(xt|z1:t, u1:t)p(m|xt, z1:t, u1:t). (2.33)
This formulation allows us to estimate the (low-dimensional) robot pose using a sampling-
based technique such as a particle filter, then condition on the estimated pose and separately
estimate the map. In other words, we can run particle filter localization to estimate the
robot pose xt; then for each sampled pose hypothesis within the particle filter, we can
compute a separate map using a technique which scales better to larger-dimensional spaces,
such as Kalman filtering. Furthermore, if we use a parameterized, landmark-based map
representation, individual landmarks will be conditionally independent of the pose. This
means that if we have 50 landmarks each parameterized by their (x, y) coordinates, rather
than maintaining a 100× 100 EKF, we can maintain 50 2× 2 EKFs.
The dominant compute for an EKF is its matrix inverse, which is approximately O(N3).
Let M be the number of landmarks, and let α be the size of each landmark. The mono-
lithic EKF will have a computational complexity of O (M3α3), whereas the set of Rao-
Blackwellized EKFs will have a total computational complexity of O (Mα3).
One of the largest disadvantages of RBPFs is their substantial memory cost over non-
sampling-based estimation techniques. Each particle in the RBPF represents a single pose/map
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hypothesis, so for N particles, the estimator will need to store N map hypotheses. This cost
may be manageable for landmark-based SLAM, but for occupancy grid-based SLAM, the





The platform used for experiments done in this thesis is Mousr, a robotic cat toy currently
in production by our company Petronics [11]. Launched on Kickstarter in November 2014
[12], Mousr is a small differential drive robot with wheel encoders, an IMU, front-facing TOF
sensor, and an upward-facing binary proximity sensor. See Figure 3.1 for a design rendering.
Mousr was designed specifically to be an effective cat toy, not to be an effective differential-
drive robot, making localization and control differ slightly from canonical approaches. In
particular:
• Non-centered wheelbase: Our most significant odometry errors come during spin-
in-place maneuvers, i.e., when the vleft wheel = −vright wheel. The robot rotational center
is in a different location than the wheelbase center, but moreover, the location of the
rotational center is surface dependent. The head of the robot has “ears” which act as
stationary casters for the robot. These ears are currently made from hard TPE, which
is similar in feel to hard rubber optical mouse wheels. These TPE ears are significantly
less grippy than the robot’s wheels. If the surface friction is such that the TPE ears
grip the floor, namely on carpeted surfaces, the robot can pivot around the ears. If the
surface friction is low, such as on vinyl or tile, the TPE ears tend not to be an issue and
instead the robot pivots about its center of gravity. Because of this, the uncertainty
of our odometry grows substantially with each spin in place. Practically, the error can
be as much as a full body-width per spin.
• Extremely lightweight: Our robot weighs only 60g, and because of this, floor surface
characteristics significantly affect our odometry. In particular, we have discovered a
phenomenon which we call magic carpet drift. The explanation for the phenomenon
is still debated; however, we have repeatedly demonstrated this phenomenon on many
different carpet surfaces. What we see is that when executing a repeated maneuver on
carpet, such as driving in a 1m × 1m square ad nauseam, the odometry slowly drifts
9
Figure 3.1: Graphical rendering of Mousr, the robotic platform used in this thesis.
along a single axis aligned to the world frame, irrespective of robot starting position
or actual maneuver type. This is repeatable across multiple days and multiple robots,
and depending on the pile of the carpet, the drift when driving in a 1m × 1m square
can be as much as a full body length per loop. See Figure 3.2 for an example run.
Our current explanation is that the weave of the carpet causes asymmetric slip for
robots within our weight regime. When driving along the weave of the carpet, the
robot experiences minimal slip, but when driving against the weave of the carpet,
the robot pushes against the weave. This increases the effective path length that the
robot has to travel, resulting in odometry that overestimates the true traveled distance.
This phenomenon seems to be consistent on a per-carpet basis, but to estimate the
direction of drift would require some form of external positioning estimator, i.e., SLAM
or motion capture, and that is intractable for our current system.
• Non-rigid body attachments: While a much smaller issue than spin-in-place odom-
etry errors or magic carpet drift, manufacturing constraints have forced us to put the
IMU in the head of the robot rather than the body. Mousr is designed for home navi-
gation, and homes tend to have frequent floor height variations in the form of cabling,
carpeting, and floor molding. To avoid getting stuck on these transitions, we added a
suspension system to the head, making the transformation from wheel encoder to IMU
non-rigid. We compute the robot yaw from the gyroscope and the tangential velocity
from the wheel encoders, so having a non-rigid transform between the two sensors’
positions is problematic during fusion. Right now, we ignore this non-rigidity, but we
may need incorporate it into our estimator in the future.
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(a) (b)
Figure 3.2: A plot of example odometry with the robot randomly wandering inside a 1m ×
1m pen. (a) shows the true robot position as measured by a motion capture system. (b)
shows the output of the robot’s internal odometry integration system. Note that (b) does
not drift meaningfully along the vertical axis but drifts approximately 0.5m along the
horizontal axis due to magic carpet drift.
• Cheap sensors: Lastly, we have what seems to be a unique challenge in the robotics
research world. Because we are producing a consumer product, our BOM needs to
be as low as possible. Tasks such as collision avoidance, localization, map-building,
navigation, and semantic world understanding would be significantly easier with more
sensing, but keeping a low BOM significantly limits our sensing. As such, our only
external sensors are the forward-facing TOF sensor and the upward-facing proximity
sensor. We are forced to incorporate our egocentric sensors as well for world under-
standing. For example, in order to detect whether or not we are stuck, we rely on a
fusion of wheel encoder, IMU, and TOF.
3.1.1 Time of Flight Sensor Model
We are using a single ST VL53L0X time-of-flight [13] in the front of Mousr. In theory,
this sensor provides absolute range up to 2m, independent of target reflectance. However, in
practice, we have found that this sensor only works up to 1.2m when used in their fast ranging
mode, sampling at 50 Hz. The readings near the actual maximum range are very noisy,
however, and we further artificially limit the sensor to a practical maximum range of 0.6m.
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The reflectance of the surface does not change the accuracy of the sensor, but it does change
the maximum range of the sensor. For example, pointing at a glossy wooden door permits
the full 1.2m range, but pointing at a matte black garbage can only permits approximately
0.6m before indicating that the way is clear. In addition to the range specifications, the
emitter cone has a 25◦ beam spread as in Figure 3.3.
This sensor is not designed for what we are working on. The datasheet only lists per-
formance metrics for beam incidences normal to the surface and assumes that the surface
covers the entire sensing cone. Attaching this sensor to a mobile wheeled robot, it is highly
unlikely that objects will cover the entire sensing cone, i.e., in the case of chair legs or ground
clutter. It is also highly unlikely that we will ever drive up to an object perfectly incident
to its surface normal. We have not discussed with the manufacturer how operating under
our relaxed assumptions should affect sensor performance, but we have built up a reasonable
intuition through months of trials.
The sensor appears to average all responses within the cone that are above some threshold
power. Covering half of the cone with a reflective object, then slowly moving a second object
through the other half of the cone, smoothly changes the output reading. The exact way
that the sensor averages responses, however, is unknown. More interesting is the response
when observing a wall from a non- normal position. Following the averaging intuition, it
seems that the sensor returns some mean distance to the wall portions within the beam.
This causes an interesting phenomenon when observing a corner head-on, where a right-
angle corner in the environment appears obtuse from the sensor’s point of view if the robot
collects data from a spin-in-place scan such as in Figure 3.4.
This beam model causes significant problems for mapping, as even ignoring beam averaging
effects, the true position of an object within the cone could lie anywhere along a 25◦ arc of
radius z from the robot.
3.2 Simulator
In accordance with good engineering practice, we developed a software simulator for local-
ization and navigation algorithm development rather than prototype directly on the robot.
The benefit is multi-fold:
• Mousr’s operating system is written in C++. While C++ runs extremely quickly,
its static typing, memory management system, and lack of easy mathematics library
integration impedes prototyping.
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Figure 3.3: VL53L0X time-of-flight viewing cone illustration [13].
Figure 3.4: Example of a simulated set of TOF measurements. Maximum range
measurements are plotted at 0.6m away from the robot.
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• Flashing Mousr takes between one and two minutes depending on connection speed.
Combined with compilation time, the setup overhead is onerous for the developer.
• Most importantly, algorithm development within a sandbox environment removes the
need to deal with problems that arise in the physical world. When prototyping new
algorithms, it is important to distinguish between problems with the algorithm and
problems with the robot.
To this end, we chose to write our system in Python 3.5. Python is a natural extension
for those comfortable with MATLAB who want to develop larger software projects.
3.2.1 Software Architecture
Our simulator is written specifically to handle 2-D navigation and localization strategies.
There are three main components to the simulator: a Robot, an Environment, and Sensor’s.
Robot Class
The Robot class is considered the root of the simulator. Every instance of Robot must
implement the following functions:
• get pose()
• set pose(new pose)
• perform motion update(control cmd)
• check odometry sensors()
• check observation sensors()
• set observation sensors()
• set environment(env)
These functions are not implemented by default. It is up to the user to define how their
instance of the robot will behave. We have written a few reference implementations as
follows, with noise models described in further detail below.
• SimpleRobotModel: The simplest possible representation of the robot. The robot is
a perfectly controllable single point mass. Motion model inputs are (v, θ). Odometry
output is (∆d,∆θ), where ∆d is distance traveled.
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• NoisySimpleRobotModel: The same as SimpleRobotModel, but with noisy odometry
output. The robot is still perfectly controllable.
• LooksLikeRobotModel: A robot with width, length, and wheelbase location approxi-
mately equal to Mousr. The robot is perfectly controllable except for limits on maxi-
mum linear velocity and maximum angular velocity. Commanded inputs that exceed
these limits will be saturated. Collisions with the environment are consistent with the
robot body width and length. Odometry output is perfect.
• SlippyLooksLikeRobotModel: The same as LooksLikeRobotModel, except the com-
manded inputs are applied with some noise, and the odometry output is also returned
with noise.
• ReplayDataRobotModel: Same as SimpleRobotModel, except rather than take com-
manded inputs, the model reads from a prerecorded .csv file. This is used to analyze
real data traces of the robot in an offline setting.
The simulator is driven by running Robot.perform motion update((v, θ)). This func-
tion returns both robot odometry (∆d,∆θ) as well as any robot measurements z. Robot
measurements are intentionally left generic to allow for different sensor attachments, such as
top proximity sensor and front TOF, as well as allowing multiple TOF sensors.
A simulator is only as good as its models, and significant effort has gone into these reference
implementations to exhibit representative behaviors of the robot. SlippyLooksLikeRobotModel
is the most realistic of the reference implementations and contains a superset of our imple-
mented noise models.
• Spin-in-place drift: When executing a desired (v, θ) setpoint, if the velocity is zero,
we mimic a spin-in-place by setting the velocity to a low (but non-zero) value. This
results in the robot actually driving in small arcs rather than spinning in place. In
practice, we have seen that the robot drifts as much as half a body width per 180◦ .
• Velocity slop factor: Even in nominal cases, our wheel encoder count tends to
overestimate our true velocity. We apply a scaling factor to the commanded velocity
to account for this, nominally set to 90% of the commanded velocity.
• Magic carpet drift: To account for global magic carpet drift, we scale the true
velocity such that vactual = vactual + 0.05 sin(θactual).
• Velocity odometry noise: The estimated velocity returned from the robot is the
commanded velocity plus some noise. In particular, this is not multiplied by our
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nominal 90% slip factor. We assume that the commanded wheel speed (sans slip)
tends to be achieved.
• Theta odometry noise: The yaw on the robot is observed by the gyroscope, which
is unaffected by slip, so the odometry measurement will measure the differential ∆θ
with zero-mean Gaussian noise. This is also representative of the robot.
Note that lower-level outputs like ω from the gyroscope or wheel encoder counts are not
output directly, nor do the commanded inputs go through any PID control. We assume
that the robot dynamics are quick enough that issues such as PID settling time will be a
non-factor. This is possible to incorporate in future reference implementations of the robot,
but for the task of localization and navigation, such fine-grained control is not necessary.
Were these dynamics to be an issue, we could simply drive slower.
Environment Class
An instance of an Environment class attaches to an instance of the Robot class. Every
instance of Environment must implement the following functions:
• check line intersection(start coord, end coord)
• check ray intersection(start coord, theta, max range)
• check coord occupied(coord)
Similar to the Robot class, these functions are not implemented by default. We have
written two references implementations as follows:
• PolygonalEnvModel: The simplest way to define a map is to use this reference im-
plementation. Objects in the map are assumed to be polygonal (but not necessarily
convex) and can be defined using an ordered list of their vertices. There is no limit
to the number of polygons in a map. Ray-tracing for TOF sensing is implemented in
C++ rather than Python for speed. See Figure 3.5 for an example map.
• GridEnvModel: Alternately, another common map representation is using occupancy
grids. Cell widths can be chosen arbitrarily, although representing large maps with
small cell widths can be memory and compute-intensive. The underlying data structure
is written entirely in C++ and handles dynamic grid resizing without exposure to the
developer. Raycasting is done using the Fast Voxel Traversal Algorithm by Amanatides
and Woo [14]. This occupancy grid model is written with the intent of frequent map
updates such as in a SLAM system. See Figure 3.6 for an example map.
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Figure 3.5: Example of a PolygonalEnvModel using arbitrary non-convex polygons as map
obstacles.
Figure 3.6: Example of a GridEnvModel taken during an active localization session.
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Sensor Class
The third and final required class within the simulator is the Sensor class. The Robot class
is written to allow for any arbitrary number and type of sensor, although the preceding
APIs are written with TOF sensors in mind. Every instance of Sensor must implement only
one function, perform measurement(robot). The input argument robot contains complete
state information about the robot as well as the map.
Multiple reference implementations for Sensor are given, all relating to TOF models.
These implementations are as follows:
• RayTofModel: The simplest model. The TOF sensor is modeled as a single ray and
performs a raycasting operation using the robot’s pose.
• MaxRangeRayTofModel: Same as RayTofModel, but the reading is saturated to some
maximum value. Nominally, our maximum range is 0.6m.
• BeamTofModel: In this model, we attempt to capture the intuition described in Section
3.1.1. This model raycasts over a cone of some predetermined width, nominally 25◦,
and averages over all readings. Prior implementations take the minimum over all
readings.
• MaxRangeBeamTofModel: The most descriptive model. Same as BeamTofModel, but





One of the ultimate goals in home robotics is to be able to navigate through and understand
unknown environments [7]. While this may be within reach for robots with significantly
more sensing capabilities than ours [5], [4], [10], the sparse nature of our data forces us
to reconsider what is possible. Rather than start from the top and work down, we have
chosen to build up successive MVPs and only move into more sophisticated solutions once
our current MVP ceases to meet our needs.
In particular, our first attempts at localization and navigation started with simple wall-
following heuristics. Even before our robot had a TOF in the front, we developed simple
controllers to follow walls by bumping into them, the algorithm essentially being: If the
robot collides with something, turn left, else turn right. The disadvantages of this strategy
are obvious. Constantly colliding into walls does not permit fast driving, nor does it look
intelligent to the user.
The next attempt, which we still leverage heavily today, is a wall-following technique
using our front TOF. Similar to the collision-based wall-follower, the strategy is simple: If
the robot observes something in front, turn left, else turn right. This strategy makes very few
assumptions about the environment, only that there exists a perimeter for which to follow,
and that makes it an extremely robust strategy. Parameters such as the rate at which the
robot deflects from the wall and the robot velocity can make for intelligent-looking driving.
Once our wall-following controller was stable, we were afforded the chance to look upward
again and redefine our goals. Combined with a wandering controller that avoided obstacles
using the front TOF sensor, we were able to robustly drive through arbitrary environments
without getting stuck, and in the event that we did get stuck, we had effective strategies to
free ourselves.
This was an important step in our navigation strategies, but we still lacked any sort of
reasonable semantic understanding. A goal of the company had always been to be able to
drive around a box repeatedly without drift. This had been achieved in the past through
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use of an external camera (a solution called Mousehouse), but we were interested in doing
this with only our onboard sensors. While driftlessly driving around a box is not inherently
compelling, it implies some notion of environmental understanding. If we wanted to entice
a cat and then reliably dash to the other side of a box, for example, we would need to
maintain the global location of the box in memory. Likewise, if we wanted to confine Mousr
to a particular play area, we would need some method of global localization.
By this point in Mousr’s development, we had reasonable intuition that localization should
be done in a Bayesian manner in order to unify our multiple sensing modalities. We had
attempted other heuristic-based methods of localization in the past which ultimately modeled
decision trees, but these approaches were cumbersome and did not scale with the number
of corner cases we were observing. Given that data association is impossible to do robustly
with single TOF datapoints, we intuited that unimodal approaches such as Kalman filtering
would not be effective. Because of this, we decided to try a non-parametric filter. Particle
filters would give us the flexibility to deal with highly non-linear errors in measurement while
still fusing measurements in a mathematically justifiable manner.
4.2 Algorithm
The particle filter algorithm is written in full in Algorithm 1. This implementation is pri-
marily based on Thrun et al.’s discussion on particle filters in [9]. Going over the algorithm
in further detail:
1. In lines 3 and 4, we check that the robot has rotated sufficiently since the last particle
filter update before reweighting particles. Because our TOF is mounted in the front of
the robot, driving forward gathers no new information, as it is continually observing
the same point in space. Likewise, if the robot is sitting still and continually observing
the same point, it is gathering no new information. There is a well-known problem
in particle filtering called particle starvation, and this occurs when only a small
number of particles have a non-zero weight, thereby breaking the assumption made in
Section 2.2 that our set of particles adequately sample the true underlying posterior
distribution. Constantly reweighting the particles using the same measurement will,
over time, cause the particle distribution to collapse to only a few non-zero weighted
samples. Spatially decimating by requiring the robot to have rotated at least 1◦ is a
heuristic that seems to solve this.
2. In lines 6 through 10, we propagate each particle forward using the robot motion model:
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Algorithm 1: Mousehouse Particle Filter
1 N = Number of particles
2 if zt available then
3 if ∆θrobot > 1
◦ then
4 do weighting = True;
5 for i = 1 : N do
6 ∆θ[i] = N (∆θ, σ2∆θ);
7 ∆d[i] = N (∆d, σ2∆d);
8 θ[i] = θ[i] + ∆θ[i];
9 x[i] = x[i] + ∆d[i] cos θ[i];
10 y[i] = y[i] + ∆d[i] sin θ[i];
11 if do weighting then
12 ẑt = check ray intersection(x
[i], y[i], θ[i]);




14 if zt = ẑt = Max Range then
15 ` = 1;
16 else if zt 6= ẑt and (zt = Max Range or ẑt = Max Range) then
17 ` = 0.01;






















24 for i = 1 : N do
25 w[i] = 1;
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θt+1 = θt + ∆θ (4.1)
xt+1 = xt + ∆d cos θt+1 (4.2)
yt+1 = yt + ∆d sin θt+1. (4.3)
There are arguments to be made about the best method for numerical integration, but
our approach of modeling each iteration as a spin, dash maneuver produces reasonable
results. Important to note is that for each particle, the observed differential odometry
inputs ∆θ[i],∆d[i] are sampled from some Gaussian with non-zero noise. This step
is one method by which we avoid particle starvation. If we were to only propagate
particles forward by our motion model and ignore TOF measurements, we would see
the uncertainty in particles grow in proportion to the true forward motion model
posterior.
3. In lines 11 through 18, we perform the particle reweighting described by Equation
2.17. The function check ray intersection(x, y, θ) performs a raycasting opera-
tion from the candidate robot pose into the known environment. As briefly described
in Section 3.1.1, this raycasting operation can be as simple as a single ray intersec-
tion, or it could perform a check over the full beam cone. The raycasting operation
on line 12 comprises the majority of the particle filter runtime, as raycasting itself is
an expensive process, and anything occurring in this section is run N times, once per
particle. Our realtime implementation only uses a single ray model.
The likelihood in line 13 is computed using a simple Gaussian in our model. There
exist more complex models to handle random sensor noise, unmodeled disturbances
such as agents walking in front of the sensor, and maximum range readings, but we
found the Gaussian model to be sufficient.
Lines 14 through 17 introduce significant non-linearity into our likelihood response,
and while only a heuristic, they help to quickly collapse the particle filter posterior.
In practical terms, if the sensor sees nothing and the virtual measurement ẑt also
sees nothing, do not change the weights. Of course, the sensor seeing nothing and
indicating that the path ahead is clear is indeed information, but we see reasonable
results without implementing this. If there is a contradiction between the true and
virtual measurements, however, we penalize this sharply. This occurs frequently when
observing corners in the environment. In some senses, we are taking advantage of the
poor numerical conditioning exhibited when the virtual measurements are observing
22
Figure 4.1: An illustration of low-variance sampling.
the edge of corners, as observations ε− from the corner will return a valid measurement,
and observations ε+ from the corner will return maximum range. While not the best
method in theory, we find that this poor numerical conditioning actually helps to
collapse our posterior and relocalize the robot quicker than without this method.
4. Lines 19 through 21 compute the effective sample size of the particle filter. To illustrate,
N particles distributed uniformly with equal weights will have an effective sample size
of N . Conversely, if N particles are distributed such that the particles are bimodal
with only two positive weights and the rest zero, the effective sample size will be 2.
Using the effective sample size as a metric, we can choose to only resample when the
particle distribution is “lopsided” enough that the underlying distribution may not be
adequately represented by our current set of particles. This is another effective tool to
combat particle starvation. For example, if our robot sat still for a long period of time
and resampled at regular intervals without any motion update, our estimated posterior
would converge to a single point with probability 1, potentially removing an accurate
hypothesis in the process.
5. Lastly, if the effective sample size is sufficiently low, we resample our particles in line 23.
In its simplest form, resampling is done by choosing a random particle with probability
w[i]
wtotal
, duplicating it, and repeating N times. This naive form of resampling has an
unfortunate side effect that, because particles are only duplicated probabilistically,
there is a chance that highly weighted particles are not preserved for the next round.
One of the simplest and most popular[9] ways to get around this is to use a method
called low-variance sampling. An example of this is shown in Figure 4.1. Rather than
choose a random number N times for every resampled particle, we only choose a single
random number at the beginning of the round between 0 and 1
N
. Call this random
number α. We then choose particles for resampling corresponding with the weights[
α, α + 1
N
, α + 2
N
, α + 3
N
, . . . , α + N−1
N
]
. This sampling method guarantees that if a
particle has w[i] > 1
N
, or if the particle weight is greater than uniform weight, it will
live through the next round.
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4.3 Implementation
Considering the compute and memory constraints of our robot, for our first pass, we chose
to implement the particle filter on a phone. The robot is nominally connected to a phone for
remote-controlled driving, and phone memory is orders of magnitude larger than robot mem-
ory.1 We set up a plain cardboard box of approximately 0.6m × 0.3m in an otherwise-empty
section of the room and set the robot to run a simple controller described in Algorithm 2.
This controller attempts to hit fixed global waypoints set around the box, with periodic spin-
in-place maneuvers to collect TOF measurements and encourage particle filter resampling.
Algorithm 2: Mousehouse Controller (running on phone)
1 Waypoints = with respect to the box;
2 if New odometry is received from robot then
3 if Current goal is close enough then
4 if Current goal is left side or top side waypoint then
5 Spin in place;
6 Send best particle filter estimate to robot;
7 Update goal waypoint;









10 Send (v, θ) over BLE;
The overall control flow of the system is as follows:
1. The robot generates odometry updates at 5 ms intervals and TOF measurements at
40 ms intervals. Odometry is integrated at 5 ms intervals using the motion model
described in Algorithm 1. TOF measurements trigger a BLE packet send to the phone
containing (x, y, θ, TOF).
2. The phone receives a data packet from the robot. There is some unknown delay between
the robot and the phone, but the round-trip time is 100 ms on average, yielding a mean
one-way transfer time of 50 ms if we assume symmetric delay. This update is passed
into a Java-based particle filter implementation with parameters given in Table 4.1.
3. If the robot has just completed a spin-in-place maneuver, we search for the particle
with the largest weight and send new odometry (x, y, θ) to the robot. Note that we
wait for the robot to be (relatively) stationary before new odometry is sent. Because we
164kB of RAM on the robot versus 4GB of RAM on a Google Pixel
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Table 4.1: Mousehouse Particle Filter parameters. Note that these parameters were chosen
empirically such that the posterior generated by the particle filter is representative of the













have uncharacterized and potentially non-static delays in our system, updating robot
odometry while driving could result in gross odometry error.






Given that we now have a way of representing the robot posterior through the work in
Chapter 4, a natural followup is to figure out how to drive such that uncertainty is minimized.
If our robot ever gets lost or its uncertainty is too large, we would like a way to relocalize.
In our current framework, we simply spin in place and hope that the robot is within range
for it to observe a known portion of the map. This is a brittle strategy, however. In the
case of the particle filter in Chapter 4, what would happen if the robot was greater than
0.6m away from the nearest side of the box? One way to guarantee convergence, assuming
no other objects in the environment, is to drive in a space-filling curve path and periodically
spin in place. This method is unrealistic in practical scenarios, however. The odds that the
robot play area is completely empty except for the box are low, and the time an algorithm
like this would take is unacceptable for the user.
Instead, we can apply an information-theoretic approach such as in Thrun et al. [9] to
execute a single motion command which, probabilistically, will yield the best information
gain.
5.2 Derivation
The entropy of a distribution is a metric for the certainty of a distribution. A point-mass
distribution with 1 at x∗ and 0 else would have a maximal entropy of 0, implying maximum
certainty, while a uniform distribution would have minimal entropy. The definition of entropy
then is the expectation of the negative log probability, or:
Hp(x) = Ep[− log p(x)] = −
∫
x∈X
p(x) log p(x)dx. (5.1)
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We are interested in finding an action that maximizes information gain, or:




where u∗ is the optimal control input, and x′ is the new state achieved after a control input
u. Hp(x) is a constant, so we can omit it from our derivation:
u∗ = arg max
u
Hp(x)−Hp(x′|x, u) = arg max
u
−Hp(x′|x, u). (5.3)
The resulting entropy also depends on the sensor measurement taken after executing con-
trol u, but we can incorporate it by marginalizing over all possible z′, weighted by the
appropriate beam sensor model:
Hp(x
′|x, u) ≈ Ez′ [Hp(x′|x, z′, u)]. (5.4)
Now, we begin by substituting in the definition of entropy:
Ez′ [Hp(x
















p(z′)p(x′|x, z′, u) log p(x′|x, z′, u)dx′dz′. (5.7)
At this point, we have terms which look very similar to those discussed in Section 2.1.
Recall that bel(xt) = p(xt|xt−1, zt, ut) = p(zt|xt)bel(xt)p(z) . We can substitute these in as follows:
= −
∫ ∫
p(z)bel(x′) log bel(x′)dx′dz′ (5.8)
= −
∫ ∫
p(z|x′)bel(x′) log bel(x′)dx′dz′. (5.9)
We can then approximate the inner integral by a summation, given that we will ultimately










At this point, we depart from traditional derivations and begin considering approxima-
tions. This equation has no simple form to compute. Recall that bel(x′) = ηp(z′|x′)bel(x′),







where ai = p(z











Jensen’s inequality has two main requirements:
1. The function ϕ(t) must be convex.
2. The weights ai must be positive.
We let ϕ(t) = t log t, satisfying convexity. Our weights ai all come from a pmf, so they
must be positive; therefore, our requirements are satisfied. Now, we do simple algebraic
manipulations to get the expression into the form above. For notational clarity, summation


























































and bring the numerator
out. We now have an expression that matches the form given in Equation 5.12. Applying

























































Note that N equals the number of samples of x′, which is the same as the number of




















Finally, plugging this back in to our full approximation for the entropy from Equation
5.10 and moving the integral, we get the full expression:
Hp(x








Recall our objective function below, the logN term going away through the arg max:













We now have a much easier equation to optimize. The integral term can be precomputed
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Table 5.1: Runtime for active localization information gain computation using the actual
computation versus the derived approximation over a 2m × 2m region.
Map Resolution Method Precompute Time [s] Online Time [s] Total Time [s]
0.1m Actual 3318.55 3318.55
Approximate 28.92 0.15 29.07
0.01m Actual 331262.91 331262.91
Approximate 2888.80 14.02 2902.82
given a known map, as it has no dependence on the particle filter posterior. This step can
take an extremely long time depending on the granularity of the map, but it can all be done
offline. The multiplication with bel(x′) acts as a convolution of the motion model-updated
posterior with the precomputed map, which is O(MN) where M = number of candidate
control inputs and N = number of particles. In practice, the speedup goes from multiple
hours on laptop compute to only minutes with an extremely fine-grained map.
5.3 Results
The final algorithm is simply an implementation of the following equation:









We compute the integral
∫
Z p(z|x
′)dz for every position in our discretized map, where the
actual observation z is a collection of measurements through a spin-in-place maneuver. Then
during online computation, we convolve this precomputed map with our robot posterior. The
runtime is orders of magnitude quicker for our approximation than for the actual computation
as shown in Table 5.1, yet the output is very similar as shown in Figure 5.1.
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(a) (b)
Figure 5.1: Actual versus approximate information gain.
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