Abstract. The theory of geometric zeta functions for locally symmetric spaces is generalized to the case of higher rank spaces. We show that the zeta functions can be continued to meromorphic functions on the plane, describe the divisor in terms of tangential cohomology and in terms of group cohomology which generalizes a conjecture of Patterson. We also extend the range of zeta functions in considering higher dimensional flats.
Introduction. In [41] A. Selberg introduced the zeta function
N0
(1 , e ,(s+N)l(c) ), where the first product is taken over all primitive closed geodesics in a compact Riemannian surface of genus 2 and l(c) denotes the length of the geodesic c. Selberg proved that Z(s) extends to an entire function on C , that it satisfies a functional equation as s is replaced by 1 , s and that a generalized Riemann hypothesis holds for the function Z. Many authors have studied this zeta function more thoroughly, see [10] , [12] , [18] , [19] , [29] , [39] , [43] , [44] or [20] and the references therein.
To generalize Selberg's approach to higher dimensions, R. Gangolli defined in [22] a zeta function of Selberg type for compact locally symmetric spaces whose universal covering is a noncompact locally symmetric space of rank one. M. Wakayama [45] extended the theory of Gangolli to allow twists by homogeneous vector bundles. D. Fried [21] applied heat kernel methods to get meromorphic continuation of the zeta function. This also allowed him to interpret the zeta function as a determinant of the Laplacian. A similar approach via functional calculus of differential operators is worked out for the rank one case in the book [10] . A. Juhl [31] gave a geometric way to achieve the analytic continuation which describes the divisor of the zeta function in terms of Lie algebra cohomology.
The case of higher rank seemed impenetrable until H. Moscovici and R. Stanton [38] used supersymmetry arguments to compute traces of certain linear combinations of heat operators. This made it possible for them to get the continuation of the Ruelle zeta function in the cases SL 3 (R ) and SO( p, q) with pq odd. The Ruelle zeta function is a rational function in some Selberg zeta functions. Their method was generalized in [14] to compact locally symmetric manifolds of odd dimension.
In this paper we present a geometric approach which works for arbitrary locally symmetric manifolds. The central idea is to use the rank one approach of A. Juhl to shift down to a Levi component of split rank one less. Then one plugs in an Euler-Poincaré function to single out the elliptic classes in that particular Levi component.
We express the vanishing order of the zeta function in terms of nilpotent Lie algebra cohomology, thereby proving a determinant formula giving the zeta function as a determinant on tangential cohomology. We further relate the Lie algebra cohomology to the cohomology of the fundamental group thus proving a version of a conjecture of Patterson in our setting. In the rank one case this conjecture was proven by U. Bunke and M. Olbrich [9] .
Acknowledgments. I thank Andreas Juhl for his comments and Ulrich Bunke and Martin Olbrich for communicating their work to me.
Notation. We will write N , Z , Q , R , C for the natural, integer, rational, real and complex numbers.
For any locally compact group G we writeĜ for the unitary dual, i.e., the set of equivalence classes of irreducible unitary representations.
Throughout we will use small German letters to denote Lie algebras of the corresponding Lie groups which will be denoted by capital Roman letters. A subscript zero will indicate the Lie algebra over R , otherwise it will be its complexification. So for example G a Lie group, then we write g 0 = Lie R (G) and g = g 0 R C .
A virtual vector space V will be the formal difference of two vector spaces, i.e.:
An endomorphism A of a virtual space V is a pair of endomorphisms A on V + and V , resp. The trace and determinant of A are then tr(A) = tr(A + ) , tr(A , ), det(A) = det(A + )=det(A , ).
Every vector space V with Z-grading will naturally be considered as a virtual vector space by
As an example consider the exterior algebra over the finite dimensional space V, then for any endomorphism A of V we have the well-known formula det(1 , A) = tr(A j^V).
For an endomorphism A of a finite dimensional vector space V denote by V 0 = n2N ker A n the generalized kernel of A. Since V 0 is stable under A it induces an endomorphism of V 0 = V=V 0 , which is injective. Define the essential determinant of A to be det 0 (A) = det(A 0 ).
Although our results do not depend on Haar-measure normalizations, we will need those for the computations along the way. All Haar measures occurring are normalized as in [26] . We will make this a bit more precise. Fix a semisimple connected Lie group G without center and such that G admits a compact Cartansubgroup. Recall from [26] that the Haar-measure normalization depends on the choice of an invariant bilinear form B on the Lie algebra of G. In the following fix a maximal compact subgroup K of G and write X for the quotient space G=K. We will choose B arbitrary as long as G has no compact Cartan subgroup. When G has a compact Cartan, however, we will choose B such that the Haar measure it induces equals the absolute value of the Euler-Poincaré measure, which is the unique Haar measure on G such that for all torsion-free cocompact discrete subgroups Γ we have vol(ΓnG) = (, 1) dim X=2 (ΓnX) (here denotes the Euler-characteristic). Having chosen B we use it to define an invariant metric on the manifold X. This makes X a globally symmetric space.
Euler-Poincaré functions.
In this section let G denote a semisimple real reductive group of inner type [47] and fix a maximal compact subgroup K. Let G 0 denote the connected component of G. Let ( , V ) be a finite dimensional representation of G and write (˘ , V˘ ) for the dual representation. Assume that G has a compact Cartan subgroup T K. Let g 0 = k 0 p 0 be the polar decomposition of the real Lie algebra g 0 of G and write g = k + p for its complexification. Let t be the complexified Lie algebra of the Cartan subgroup T. We choose an ordering of the roots Φ(g, t) of the pair (g, t). This choice induces a decomposition p = p , p + . As usual denote by the half sum of the positive roots. The chosen ordering induces an ordering of the compact roots Φ(k, t). We let K denote the half sum of the positive compact roots. Recall that a function f on G is called 
Proof. Without loss of generality assume irreducible. Suppose we have constructed such a function f which satisfies the claims of the theorem except that it is not necessarily K-central, then the function
will satisfy all claims of the theorem. Thus we only need to construct a function having the claimed traces. At first we prove the following:
an irreducible unitary representation of G and assume
then the Casimir operator acts by the scalar
Proof of the lemma. At first note that, since G is of inner type the Casimir operator is centralized by G and hence (C) and (C) are scalars. Next recall that the Killing form defines a K-isomorphism between p and its dual p , hence in the assumption of the lemma we may replace p by p . Let K denote the (g, K)-module of K-finite vectors in V and let C q ( K V ) = Hom k (^q p, K V ) = (^q p K V ) k the standard complex for the relative Lie algebra cohomology
Note that by [7] , p. 28
on page 52 of [7] implies (C) = (C).
To continue the proof of the theorem let ( , V ) be a finite dimensional irreducible unitary representation of K and write E for the G-homogeneous vector bundle over X = G=K defined by . The space of smooth sections C 1 (E ) may be written as C 1 (E ) = (C 1 (G) V ) K , where K acts on C 1 (G) by right translations. The Casimir operator C of G acts on this space and defines a second order differential operator
this operator is formally selfadjoint with domain, say, the compactly supported smooth functions and extends to a selfadjoint operator. Consider a Schwartz function f on R such that the Fourier transformf has compact support. By general results on hyperbolic equations ( [42] , chap. IV) it follows that the smoothing operator f (C ), defined by the spectral theorem has finite propagation speed. Since f (C ) is G-equivariant it follows that f (C ) can be represented as a convolution operator ' 7 ! ' f , for somef 2 (C 1 c (G) End(V )) KK and withf denoting the pointwise trace off we have for 2Ĝ:
where we have written (C) for the Casimir eigenvalue on . This construction extends to virtual representations by linearity.
Choose f such that f ( (C)) = 1. Such an f clearly exists. Let be the virtual representation of K on the space
then set f =f . The theorem follows.
We want to show that tr ( f ) vanishes for a principal series representation . To this end let P = MAN be a parabolic subgroup with A exp (p 0 ). Let Proof. By Frobenius reciprocity we have for any irreducible unitary representation of K:
where K M := K M. This implies that tr , ( f ) does not depend on . On the other hand tr , ( f ) 6 = 0 for some would imply , (C) = (C) which only holds for in a set of measure zero.
We want to compute the orbital integrals 
where c g is Harish-Chandra's constant, which only depends on the centralizer G g of g. Its value is given for example in [14] .
Proof. The vanishing of O g ( f ) for nonelliptic semisimple g is immediate by the lemma above and Harish-Chandra's formula for the Fourier transform of orbital integrals [27] . So consider g 2 T G 0 , where G 0 denotes the set of regular elements. Note that for regular g our claim is O g ( f ) = tr ( g). Assume we have proven this. Then the general result follows by standard considerations as in [25] , p. 32 ff., where, however, different Haar-measure normalizations are used to produce a factor [G g : G 0 g ]. We will explain these standard considerations now. Assuming we have proven the claim for regular elements we will now take some g 2 T which is not necessarily regular. Let y 2 T 0 be such that gy is regular.
The factor
comes in by our Haar-measure normalizations. On G 0 g consider the function
Now apply Harish-Chandra's operator ! G g to h then for the connected group G 0 g we get
When y tends to 1 the -conjugation drops out and the claim follows.
So in order to prove the proposition we only have to consider the regular orbital integrals. At first we will reduce the proof to the case when the compact Cartan T meets all connected components of G. Since the Euler-Poincaré function is not uniquely determined the claim reads that the right-hand side is a EP-function for G + .
Proof. Recall the construction of f . Let be a finite dimensional representation of K and let + = j K + , where K + = TK 0 = K G + . We will show more generally thatf + =f j K + . For this let ' + 2 (C 1
This defines an element of (C 1
Considering our normalizations of Haar measures gives the lemma.
where the factor 1 [G:G + ] stems from normalization of Haar measures and we have used the fact that G + is normal. The latter equals
Since we assume the proposition proven for G + , this is From now on we thus may assume that the compact Cartan T meets all connected components of G. Let (, V ) 2Ĝ. Harish-Chandra has shown that for any ' 2 C 1 integrable conjugation invariant function on G, smooth on the regular set such 
(For G connected this assertion is in [3] 
where we have written ' s (k) = '(sks ,1 ). On the other hand
This implies the claim for all functions 2 C 1 c (K) which are of the form
for some ' 2 C 1 c (G) with support in the regular set. Consider the map 
We can choose the function such that
Since was arbitrary and D(k) 0 on K 0 the lemma follows. By the invariance of the Killing form B we get
So on each pair of root spaces Ad(t) has determinant one hence also on p.
Replacing G by a double cover if necessary, which doesn't effect the claim of the lemma, we may assume that ' lifts to the spin group Spin(p). Let p = p + p , be the decomposition according to an ordering of (t, g). This decomposition is a polarization of the quadratic space p and hence the spin group acts on S + = even p + and S , =^o dd p + in a way that the virtual module (S + , S , ) (S + , S , ) becomes isomorphic to W. For K connected the claim now follows from [3] (4.5).
An inspection shows however that the proof of (4.5) in [3] , which is located in the appendix (A.12), already applies when we only assume that the homomorphism ' factors over the spin group.
We continue the proof of the proposition. Let T denote the set of all unitary characters of T. Any regular element t 2 T gives rise to a discrete series representation (!, V ! ) of G. Let t = ! be its character which, due to HarishChandra, is known to be a function on G. Harish-Chandra's construction gives a bijection between the set of discrete series representations of G and the set of
W(G, T)-orbits of regular characters of T.
Let + denote the set of positive roots of (g, t) and let + c , + n denote the subsets of compact and noncompact positive roots. For each root let denote the corresponding character on T. Define 
Proof. This is a reformulation of Lemma 4.2 in [37] in light of Theorem 12 of [27] . Now the inversion formula of Harish-Chandra [27] implies that for g 2 T G 0 we have
The proposition is proven. Proof. It suffices to consider the case rank R (G) = 1. Consider a nonsemisimple element g. By [4] , x6 we get a curve t 7 ! z t of semisimple elements and a natural number m such that
is bounded on semisimple elements by the proposition and therefore we have 
i.e., f gives the Euler-Poincaré numbers of the (g, K)-modules (V˘ , V ), which justifies the name Euler-Poincaré function.
Proof. By definition it is clear that
The claim now follows from [7] , p. 52.
The zeta function.
We consider locally symmetric spaces of the type X Γ = ΓnG=K, where G is a connected semisimple Lie-group without center, K a maximal compact subgroup of G and Γ a torsion-free cocompact lattice.
It follows that Γ is the fundamental group of X Γ and thus there is a bijection between the set of nontrivial conjugacy classes of Γ and the set of free homotopy classes of closed paths in X Γ . Each such class [ ] contains closed geodesics which share a common length, denoted l , and the union of which forms a submanifold X which again is a locally symmetric manifold [17] . Let h j (X ) denote the jth Betti number of X then for r 0 we define the higher Euler number of X as
(compare [16] ).
Let denote the Cartan involution on G given by the choice of K. Fix a -stable Cartan subgroup H of split rank 1. Note that such a H doesn't always exist. It exists only if the absolute ranks of G and K satisfy the relation:
This certainly holds if G has a compact Cartan subgroup or if the real rank of G is one. In the case rank G = rank K, i.e., if G has a compact Cartan, there will in general be several G-conjugacy classes of split rank one Cartan subgroups.
In the case rank G , rank K = 1, however, there will only be one. The number Besides the parabolic P = MAN we also consider the opposite parabolic P = MAN. The complexified Lie algebra of N is written n. Let V denote a HarishChandra module of G. Then we consider the Lie algebra homology H (n, V) and cohomology H (n, V). It is shown in [28] that these are Harish-Chandra modules of the group MA. For any irreducible unitary representation of G we will denote by K the Harish-Chandra module of K-finite vectors in .
We will say that a discrete subgroup Γ G is weakly neat if for every 2 Γ the adjoint Ad( ) has no roots of unity as eigenvalues. Every arithmetic Γ has a weakly neat subgroup of finite index [6] .
Let H 1 2 a + be the unique element with B(H 1 ) = 1. We will denote by E P (Γ) the set of nontrivial Γ-conjugacy classes [ ], which are such that is in G conjugate to an element of A + B. Such an element will then be written a b or a m with a 2 A + . The element 6 = 1 will be called primitive if 2 Γ and n = with n 2 N implies n = 1. Every 6 = 1 is a power of a unique primitive element. Obviously primitivity is a property of conjugacy classes. Let E p P (Γ) denote the subset of E P (Γ) consisting of all primitive classes.
In this section we are going to prove the following: THEOREM 2.1. Let Γ be weakly neat and (', V ' ) a finite dimensional unitary representation of Γ. Choose a parabolic P = MAN of split rank one. For Re (s) 0 define the generalized Selberg zeta function:
, where S N (n) denotes the Nth symmetric power of the spacen and acts on V ' 
where (.) denotes the generalized -eigenspace. Further, all poles and zeroes of
The proof will essentially occupy the rest of this section.
Recall that the group G acts unitarily by right shifts on the Hilbert space
and f is square integrable over ΓnG (modulo null functions). Let R denote the corresponding representation of G. It is known that this representation splits as
Consider a function f on G which is dim G + 1-times continuously differentiable and of compact support. Then f may be plugged into the Selberg trace formula:
where the sum runs over all conjugacy classes in the group Γ and O is the orbital integral:
We will prove Theorem 2.1 by constructing a function f to be plugged into the trace formula such that the right-hand side will give a sufficiently high derivative of the logarithm of the zeta function. For this we will have to construct test functions with prescribed orbital integrals. There is a direct and natural way to construct such functions on the regular set since there the orbital integrals form a foliation so one can construct a function as a tensor product of a function of the orbits times a mollifier. However, we must also take care of the nonregular elements. This problem wil be solved by using the Euler-Poincaré functions. Then we have to show convergence of the trace formula. This will make the definition of the test function more complicated and will require some preparation.
At first let V denote a finite dimensional euclidean vector space. 
be a smooth function with support equal to the ball B 1 (0) of radius one around zero. Assume g 0 on the interior of B 1 (0). Then the function g(
supported on the largest disk around x n whose interior does not meet Q. The sum
converges uniformly with all derivatives. The function = B + 1 satisfies the claim of the lemma.
Let S n be the affine variety S n = A n =Per(n), where the group of permutations in n letters, Per(n) acts on the affine space A n be permuting the coordinates. It is known that the elementary symmetric polynomials give global coordinates on S n , so S n = A n . This means that V = S n (C ) gets the structure of an ndimensional complex vector space. Moreover we have a fixed basis and we choose an inner product making this basis orthonormal. Consider the projection map C n ! C n =Per(n) = V and let Q V be the (compact) image of the set fz 2 C n j jz 1 j = 1, : : : , jz n j = 1g. Construct a map as in Lemma 2.2 and call this map S n . Let W be a vector space of dimension n and let g 2 GL(W). Then the eigenvalues a 1 , : : : , a n of g on W give an element [ g, W] 2 S n (C ). Define
Since the map GL n ! S n , mapping g to its eigenvalues, is a regular conjugation invariant map it follows that (. Proof. First note that ( g j g) only depends on the semisimple part of G.
Next, since G is connected, a semisimple element is elliptic if and only if all its eigenvalues on g are of absolute value 1.
Let G act on itself by conjugation, write g.x = gxg ,1 , write G.x for the orbit, Let min ( g j V) := min (E( g j V)) and max ( g) := max (E ( g j V) ) the minimum and maximum.
We will consider the set
Let M ell denote the set of elliptic elements in M.
LEMMA 2.4. The set (MA) has the following properties:
Proof. The first two are immediate. For the third let am, a 0 m 0 2 (AM) and g 2 G with a 0 m 0 = gamg ,1 . Observe that by the definition of (AM) we have
that is, any eigenvalue of am on n is strictly bigger than any eigenvalue on a + m +n. Since g = a + m + n +n and the same holds for a 0 m 0 , which has the same eigenvalues as am, we infer that Ad( g)n = n. So g lies in the normalizer of n, which is P = MAN = NAM. Now suppose g = nm 1 a 1 andm = m 1 mm ,1
Since this lies in AM we have (am) ,1 n(am) = n which since am 2 (AM) implies n = 1. The lemma is proven.
Note further that det(1 , (ma) ,1 j n) 6 = 0 for am 2 (AM) .
Let S be the boundary of (AM) in AM. Recall that the function f has compact support on M. For a 2 A + letl a := ( log (a))=j j. It is possible to satisfy the first condition since am 2 S implies max (m j g) 2 = min (a j n), which implies that the unordered tuple of eigenvalues of m on g lies in the set E a = fz 2 S n (C ) j max j (jz j j 2 ) = min (a j n)g, which is a compact set varying continuously with a. It follows that the map
is continuous and nowhere vanishing on A + . Since Given these data we define
In order to see that Φ is well defined recall first that by the decomposition Proof. Consider the map
Since the zeroes of l am cancel those of det(1 , (am) ,1 j n) it is clear that Φ is a j , dim (n)-times continuously differentiable function on K N M A which factors over F. To compute the order of differentiability as a function on G we have to take into account the zeroes of the differential of F.
So we compute the differential of F. Let at first X 2 k, then and it is clear that kDf , h n Df k 1 tends to zero as n tends to infinity. For the rest assume D 1 
To prove the lemma we estimate the operator norm as
The latter tends to zero according to the claim proven above. Denoting the trace norm by k.k tr we infer
N f )k which tends to zero. Therefore tr R( f n ) tends to tr R( f ) as n ! 1. It follows that:
by monotonic or dominated convergence depending upon which of the assumptions is satisfied by f .
In order to show that Φ goes into the trace formula for s and j large we fix N dim G 2 . We have to show:
To prove (b) we consider a functionf on M which has compact support and satisfiesf j f j. Note that we still can choose the function d in a way that for some a 0 we have that for all a a 0 it holds that d(a) 3 (m j g) for any m 2 suppf . We then let
ThenΦ jΦj and the way we will prove (a) for Φ will also apply to prove this assertion with Φ replaced byΦ. Then by the lemmaΦ satisfies the trace formula which implies (b).
It remains to show (a). For this we recall the map F and our computation of its differential. Let q k be a complementary space to k M . On the regular set DF is surjective and it becomes bijective on q n a m. So that as above we get
j n)
. Now to the proof of Theorem 2.1. From [14] we take for Γ weakly neat
where l 0 is the length of the primitive 0 underlying . Note that in [14] there is an additional factor [G :
The reason that this factor shows up is that in [14] we constructed a differential form and not a measure. 
Since Γ is weakly neat and G is of adjoint type it follows that for any 2 Γ we have for the centralizers: G n = G for any natural number n. In [17] it is proven that X = Γ nG =K and so it follows that X n = X for any n. Further recall that det(1 , (ma) ,1 j n) = det(1 , ma jn). With this in mind we get from Proposition 2.5 that the right-hand side of the trace formula is:
To understand the spectral side let
Note that, if the real rank of G is 1, then (MA) + coincides with the set of all g 2 MA such that det(1 , g jn) 0 which in case that dim X is even also equals MA + . This becomes false in the higher rank case. Note also that always M ell A + (MA) + holds. Now B is a compact Cartan in M and (M.B)A + is a subset of (MA) + . Let 2Ĝ then the space of K-finite vectors K forms a HarishChandra-module. Any Harish-Chandra-module V has a character which by the work of Harish-Chandra is known to be a function Θ G V . In the case of K we write that function as Θ G . It was proven in [28] that for any 2Ĝ we have for
Let f be integrable and supported on G.(MA) then applying the Weyl integration formula first to G and then backwards to M gives
So that for 2Ĝ
Applying the Weyl integration formula again we see that the integral over M is a sum over all conjugacy classes of Cartan subgroups L of M where the summand is
Here D(l) is the Jacobian determinant of the Weyl integration formula on M. The integral over M=L is just an orbital integral of f so that in the sum only the compact Cartan B will survive. Hence we get that
By the compactness of B the Jacobian factor here is trivial. The factor
A final application of the Weyl integration formula yields
Using the properties of f we get
a e ,sl a da.
E is the biggest subspace on which a , e ( log a) acts nilpotently.
Let m denote the dimension of E . Integrating over a + instead over A + we get tr (Φ) = (,1)
.
From this it follows that the order of Z P, ,' (s) at a point
To prove the last assertion on the zeroes and poles recall that in the tensor product H q (n, 0 ) ^pp M V the group A only acts on the first tensor factor. Let 2 a be such that
Then there is an AM-irreducible subquotient of H q (n, 0 ) satisfying the same assertion, especially we get tr ( f ) 6 = 0. A standard representation of M is a representation induced from a tempered one. Any character Θ for irreducible admissible is an integer linear combination of standard representations. On the other hand by Lemma 1.3 we have that tr ( f ) = 0 for induced, so that there is a discrete series or limit of discrete series representation having the same infinitesimal character as . Especially it follows that is real.
By Corollary 3.32 of [28] it follows that + = w + , M , where is the infinitesimal character of and w is an element of the Weyl group  W(g, h) . Let C be the Casimir operator of G, then (C) is a real number. We
Since is real it follows that B( , j M + M ) is real and so then is B( , 0 ). Since a is one dimensional, , 0 must be real or purely imaginary.
Functional equations and determinant formulas.
In case that the Weyl group W (G, A) is nontrivial, we have Z P, ,' = ZP , ,' . To give the reader a feeling of this condition consider the case G = SL 3 (R ). In that case we have trivial Weyl group W(G, A). On the other hand, consider the case when the fundamental rank of G is 0; this is the most interesting case to us since only then we have several conjugacy classes of split rank-one Cartan subgroups. In that case it follows that the dimension of all irreducible factors of the symmetric space X = G=K is even, hence the point-reflection at the point eK is in the connected component of the group of isometries of X. This reflection can be thought of as an element of K which induces a nontrivial element of the Weyl group W(G, A). So we see that in the most important case we have jW(G, A)j = 2.
From now on for the rest of the section we assume that the Weyl group W(G, A) is nontrivial. Let w denote the nontrivial element as well as a representative in K. We will restrict to the case when the representation is invariant under w. This means (m) = w (m) = (wmw ,1 ). Since need not be irreducible this can be achieved by replacing by w if necessary. For p 2 f0, : : : , dim (p M ) + dim (N)g let V p be the space
The normalized element H = H 1 of a acts on V p . THEOREM 3.1. Assume is invariant under w, then the zeta function satisfies a determinant formula, i.e.:
where Q is a polynomial of degree dim G + dim N.
Proof. Suppose we could show the existence of the determinant on the righthand side. The proof of the theorem then shows that the derivatives of order dim G + dim N of the logarithm of the right-hand side coincide with the corresponding terms of the left-hand side. The assertion follows.
We are left to show the existence of the determinant. For this we will employ Cramér's theorem [30] , which says that Z P, ,' is a determinant if it satisfies a functional equation with fudge factor being a determinant.
A representation 2Ĝ is called elliptic if Θ is nonzero on the compact Cartan. LetĜ ell be the set of elliptic elements inĜ and denote byĜ ds the subset of discrete series representations. Further letĜ lds denote the set of all discrete series and all limits of discrete series representations. In the proof of the theorem we have shown that the vanishing order of Z P, ,' (s) at the point
A standard representation is a representation induced from a tempered representation. Any character Θ for 2Ĝ is an integer linear combination of characters of standard representations. From this it follows that for 2Ĝ the character restricted to the compact Cartan T is
with integer coefficients k , 0.
LEMMA 3.2. Assume is invariant under w, then there is a C
Proof. For any 2Ĝ we know that if Θ j AT M 6 = 0 then in the representation of Θ as linear combination of standard characters there must occur lds-characters and characters of representations , induced from P. Since Θ , = Θ w ,, and is w-invariant any contribution of , for Re (s) 0 would also give a pole or zero of Z P, ,' for Re (s) 0. In the latter region we do have a Euler product, hence there are no poles or zeroes. Now consider the case FR(G) = 1, so there is no compact Cartan, hence no discrete series. Since is invariant under w it follows that the poles and zeroes of The claim of Theorem 3.1 follows in this case. Now assume FR(G) = 0 so there is a compact Cartan subgroup T. As Haar measure on G we take the Euler-Poincaré measure. The sum in the lemma can be rearranged to
We want to show that the summands with 0 in the limit of the discrete series add up to zero. For this suppose 0 and 00 are distinct and belong to the limit of the discrete series. Assume further that their Harish-Chandra parameters agree. By the Paley-Wiener theorem [13] there is a smooth compactly supported function f 0 , 00 such that for any tempered 2Ĝ:
Plugging f 0 , 00 into the trace formula it follows
so that in the above sum the summands to 0 and 00 occur with the same coefficient. Let 0 be the induced representation whose character is the sum of the characters of the 00 , where 00 varies over all lds-representations with the same Harish-Chandra parameter as 0 . Then for Re ((H 1 )) ,C we have m( 0 , , ) = 0. Thus it follows that the contribution of the limit series vanishes.
Plugging the pseudo-coefficients [36] of the discrete series representations into the trace formula gives for 2Ĝ ds :
where d is the formal degree of .
The infinitesimal character of can be viewed as an element of the coset space (t ) reg =W K . So let J denote the finite set of connected components of (t ) reg =W K , then we get a decompositionĜ ds =`j 2JĜ ds,j .
In the proof of the theorem we used the Hecht-Schmid character formula to deal with the global characters. On the other hand it is known that global characters are given on the regular set by sums of toric characters over the Weyl where the ordering Φ + is chosen to make positive.
Putting things together we see that for Re (s) small enough the order of 
This can also be expressed as
Proof. Extend V to a m n-module by letting n act trivially. We then get
The (m, K M )-cohomology of the module H p (n, K V ) is the cohomology of the complex (C ) with
Therefore we have an isomorphism of virtual A-modules:
Now one considers the Hochschild-Serre spectral sequence in the relative case for the exact sequence of Lie algebras 0 ! n ! m n ! m ! 0 and the (m n, K M )-module V . We have
and
Now the module in question is just
Since the differentials in the spectral sequence are A-homomorphisms this equals (E 1 ). So we get an A-module isomorphism of virtual A-modules
The second statement is clear by [7] p. 16.
Consider the space
The space W p can be thought of as a cohomology space of the reduced tangential cohomology of the unstable-central bundle attached to the flow t on ΓnG=K M with generator H. Since the closed geodesics occurring in the zeta function are just the closed orbits of t , the following proposition gives the analogue of the determinant formula in Deligne's proof of the Weil conjectures. In the rank one case the following is already implicit in [31] .
THEOREM 3.7. For the zeta function Z P, ,' attached to a w-invariant Mrepresentation we have
, for a polynomial Q of degree dim G + dim N.
Note that if W(G, A) is nontrivial then
2 E P (Γ) implies ,1 2 E P (Γ).
Considering the definition of the zeta function we then find that Z P, ,' = Z (P), ,' , but this does not hold in general. To get rid of the dependence on P we define the zeta function attached to the Levi-component MA by
The Ruelle zeta function.
The generalized Ruelle zeta function can be described in terms of the Selberg zeta function as follows. , then Z R P,' (s) extends to a meromorphic function on C . More precisely, let n = n n 2 be the root space decomposition of n with respect to the roots of (a, g).
In the case when rank R G = 1 this zeta function coincides with the Ruelle zeta function of the geodesic flow of X Γ .
Proof. For any finite dimensional virtual representation of M we compute
Since n is an M-module defined over the reals we conclude that the trace tr ((a m ) ,1 j^n) is a real number. Therefore it equals its complex conjugate which is tr (a ,1 m j^n). Now split into the contributions from n and n 2 . The claim now becomes clear.
5.
Γ-cohomology and the divisor of the zeta function. According to [32] there is to each Harish-Chandra module V a minimal globalization V min and a maximal globalization V max . We first need a generalization of the Gelfand duality theorem [24] , which states that the multiplicity N Γ () of a certain representation equals the dimension of the space of Γ-fixed vectors in ( K ) max . In other words:
We generalize this to higher degrees as follows: 
See [11] for an independent proof.
Proof. LetṼ be the Harish-Chandra module dual to V, soṼ = (V ) K , the space of K-finite vectors in the algebraic dual space V . Since V is admissible it follows that the natural map V !Ṽ is an isomorphism. Let
The group K acts onŴ via
The derived action of the Lie algebra
extends by this very formula to the Lie algebra g of G and makes W a (g, K)-
The group G acts onŴ by
This action commutes with the (g, K)-structure, it preserves W and thus makes
which as G-module is just V max [32] .
By restriction W becomes a (g, K) Γ-module.
Let Mod(Γ) denote the category of Γ-modules and similar for (g, K) and 
which vanishes for q 0 according to Theorem 6.13 p. 481 of [32] .
For the Γ-acyclicity we consider the standard resolution C q := ff: 
be defined by
The sum is locally finite in x and since is K-invariant this function remains K-finite. A computation shows that F is Γ-invariant and that dF = (,1) q f .
It follows that both our spectral sequences degenerate. Since they have the same abutment it follows that:
Recall that C 1 (ΓnG) K splits as a topological direct sum with finite multiplicities:
so that using the standard complex for (g, K)-cohomology one sees that
where now only those finitely many summands are nonzero with infinitesimal character occurring in the Jordan-Hölder series ofṼ. We now apply the following:
LEMMA 5.3. Let V 1 , V 2 be Harish-Chandra modules, then
Proof. We have the natural dualizing map from Hom C (V 1 , V 2 ) K to Hom C (Ṽ 2 ,Ṽ 1 ) K , which is injective. Iterating this we get
These two maps are inverse to each other.
Applying this and the fact that the invariant integral puts C 1 (ΓnG) in duality with itself we conclude
The duality theorem is proven.
Let 2 a and consider the principal series representation , on the Hilbert
and such that the restriction of f to K is an L 2 -function. For 2 a let denote its complex conjugate with respect to the real form a 0 . We will now formulate the Patterson conjecture [9] . Before proving this theorem we are going to sketch some consequences. For this consider the special case rank(X) = 1 and dim (X) even. In [15] the author showed that all poles and zeroes of Z P, ,' lie in the union of the set f,1, ,2, : : : g and the set [ , a, a] iR for some a 0 and that for s 0 = (H 1 ) 2 iR , f0g it holds ord s=s 0 Z P, ,' (s + j 0 j) = N Γ,' ( , ).
On the other hand, the duality theorem implies 6. The function L. In Section 2 it was necessary to restrict to locally symmetric manifolds of fundamental rank 1. In this section we consider arbitrary compact manifolds X Γ = ΓnX = ΓnG=K. From this the theorem follows.
