Bibliographic reference parsing refers to extracting machinereadable metadata, such as the names of the authors, the title, or journal name, from bibliographic reference strings. Many approaches to this problem have been proposed so far, including regular expressions, knowledge bases and supervised machine learning. Many open source reference parsers based on various algorithms are also available. In this paper, we apply, evaluate and compare ten reference parsing tools in a specific business use case. The tools are Anystyle-Parser, Biblio, CERMINE, Citation, Citation-Parser, GROBID, ParsCit, PDFSSA4MET, Reference Tagger and Science Parse, and we compare them in both their outof-the-box versions and tuned to the project-specific data. According to our evaluation, the best performing out-of-the-box tool is GROBID (F1 0.89), followed by CERMINE (F1 0.83) and ParsCit (F1 0.75). We also found that even though machine learning-based tools and tools based on rules or regular expressions achieve on average similar precision (0.77 for ML-based tools vs. 0.76 for non-ML-based tools), applying machine learning-based tools results in the recall three times higher than in the case of non-ML-based tools (0.66 vs. 0.22). Our study also confirms that tuning the models to the task-specific data results in the increase in the quality. The retrained versions of reference parsers are in all cases better than their out-of-the-box counterparts; for GROBID F1 increased by 3% (0.92 vs. 0.89), for CERMINE by 11% (0.92 vs. 0.83), and for ParsCit by 16% (0.87 vs. 0.75).
INTRODUCTION
Scientific information systems such as digital libraries, academic search engines and recommender systems need machine-readable bibliographic metadata of documents. However, such data is not always available. As a consequence, there is a demand for automated methods and tools for extracting machine-readable bibliographic metadata directly from unstructured scientific data.
Bibliographic reference parsing is one important task in this research area. In reference parsing, the input is a single reference string, usually formatted in a specific bibliography style (Figure 1) . The output is a machine-readable representation of the input string, typically called a parsed reference ( Figure 2 ). Such parsed representation is a collection of metadata fields, each of which is composed of a field type (e.g. "volume" or "journal") and value (e.g. "12" or "Nature"). Bibliographic reference parsing is important for tasks such as assessing the impact of researchers [1, 2, 3] , journals [4, 5, 6] and research institutions [7, 8, 9] , and calculating document similarity [10, 11, 12] , in the context of academic search engines [13, 14] and recommender systems [15, 16, 17] .
Reference parsing can be viewed as reversing the process of formatting a bibliography record into a string. During formatting some information is lost, and thus the reversed process is not a trivial task and usually introduces errors.
Figure 2:
An example output of the reference parsing task, which is a machine-readable representation of the reference string from Figure 1 . This representation is a collection of metadata fields, each composed of a field type and value. For this reference, the following metadata field types were extracted: author, title, journal, volume, issue, first page, last page, year and doi.
There are a few challenges related to reference parsing. First, the type of the referenced object (a journal article, a conference publication, a patent, etc.) is typically not known, so we do not know which metadata fields can be extracted. Second, the reference style is unknown, thus we do not know where in the string specific metadata fields are present. Finally, it is common for a reference string to contain errors, introduced either by erroneous formatting, or by the process of extracting the string itself from the scientific publication. These errors include for example OCR errors, unexpected spaces inside words, missing spaces, and errors in style-specific punctuation.
The most popular approaches to reference parsing include regular expressions, template matching, knowledge bases and supervised machine learning. There also exist a number of open source reference parsers ready to use. It is unknown, however, which approaches and which open source parsers give the best results for given metadata field types. What is more, some of the existing parsers can be tuned to the data of interest. In theory, this process should increase the quality of the results, but it is also time consuming and requires training data, which is typically expensive to obtain. An important issue is then how high an increase in the quality should be expected after retraining.
In this study we apply, evaluate and compare a number of existing reference parsing tools, both their out-of-the-box and retrained versions. Specifically, we are interested in the following questions:
1. How good are reference parsing tools for our use case? 2. How do the results of machine learning-based approaches compare to the results of more static, non-trainable approaches, such as regular expressions or rules? 3. How much impact does retraining the machine learning models using project-specific data have on the parsing results? In the following sections, we describe the state of the art, give the larger context of the business case, list the tools we evaluated, describe our evaluation setup and report the results. Finally, we discuss the findings and present conclusions.
RELATED WORK
Reference parsing is a well-known research problem, and many techniques have been proposed for solving it over the years, including regular expressions, template matching, knowledge bases and supervised machine learning.
Regular expressions are a simple way of solving reference parsing task. This approach is typically based on a set of manually developed regular expressions able to capture single or multiple metadata fields in different reference styles. Such strategy works best if the reference styles to process are known in advance and if the data contains little noise. In practice, it can be challenging to maintain a regular expressions-based system, constantly adapting the set of used regular expressions to changing data.
Regular expressions are often combined with other techniques, such as hand-crafted rules or knowledge bases. In knowledgebased approaches, at the beginning the system is populated with knowledge extracted from available data and/or existing external sources, such as digital libraries. During the actual parsing, fragments of the input reference string are matched against the information in the knowledge base. This approach works best in the case of fields which values tend to form closed sets, such as journal titles or last names.
Gupta et al. [18] propose a combination of regular-expression based heuristics and knowledge-based systems for reference parsing. In addition, their approach is able to match inline citations to their corresponding bibliographic references.
Constantin et al. [19] describe a rule-and regular expressionsbased system called PDFX. PDFX is in fact a large system able to extract the logical structure of scholarly articles in PDF form, including parsed bibliography.
Day et al. [20] employ a hierarchical knowledge representation framework called INFOMAP for extracting metadata from reference strings. They report 92.39% accuracy for extracting author, title, journal, volume, issue, year, and page from references formatted with six major reference styles.
Finally, Cortez et al. [21] present FLUX-CiM, a method for reference parsing based on a knowledge base automatically constructed from an existing set of sample metadata records, obtained from public data repositories. According to their results, FLUX-CiM achieves precision and recall above 94% for a wide set of metadata fields.
In template matching approaches, references are first matched against a database of templates and then template-specific rules or regular expressions are used.
For example, Hsieh et al. [22] propose a reference parsing algorithm, in which the matching is based on sequence alignment. They report a 70% decrease in the average field error rate (2.24% vs. 7.54%) in comparison to a widely used machine learning-based approach.
Chen et al. [23] describe a tool called BibPro, which is able to extract metadata from reference strings using a gene sequence alignment tool (Basic Local Alignment Search Tool).
The most popular approach to reference parsing is supervised machine learning. In this approach training data is used to learn a so-called model, which is used during actual parsing to extract metadata from the input string. Such an approach requires little expert knowledge, as patterns are learned directly from the training data. Maintainability is also an important concern in a machine learning-based approach, however, it is comparatively easy to make sure the models are up to date by repeatedly retraining them on newer data.
In a supervised machine learning-based approach, reference parsing is usually formally defined as a sequence tagging problem. In a sequence tagging problem, on the input there is a sequence of objects represented by features, and the goal is to assign a corresponding sequence of labels, taking into account not only the features themselves, but also the dependencies between direct and indirect neighboring labels in the sequence.
For a sequence tagger to be useful for a reference parsing task, first the input reference string has to be transformed into a sequence of smaller fragments, typically called tokens. Tokenization can be performed in many different ways, for example it can be based on punctuation characters, or spaces. After tokenization, each token is assigned a label by a supervised sequence tagger. The labels usually correspond to the sought metadata field types, and a special label "other" is used for tokens that are not a part of any metadata field. Sometimes separate labels are used for the first token of a metadata field. After assigning labels to tokens, neighboring tokens with the same label are concatenated to form the final metadata fields.
It is important to note that in order to train a supervised sequence tagger for reference parsing, a specific representation of a reference string, composed of labeled tokens is required ( Figure 3 ). In practice, training data is usually stored in an XML-based format, which can be easily transformed to the sequence of labelled tokens ( Figure 4 ). Datasets useful for reference parsing training and evaluation include: Cora-ref 1 , GROTOAP [24] and GROTOAP2 [25] .
Many machine learning algorithms have been applied to reference parsing problem, including Support Vector Machines (SVM) [26, 27] , Hidden Markov Models (HMM) [28, 29, 30] or Conditional Random Fields (CRF) [26, 27, 31, 32, 33, 34, 35] . SVM is a general-purpose classification technique, while both HMM and CRF can be directly employed as sequence taggers.
Hetzner [28] proposes a simple HMM-based solution for extracting metadata fields from references. Yin et al. [29] employ a modification of a traditional HMM called a bigram HMM, which considers words' bigram sequential relation and position information. Finally, Ojokoh et al. [30] explore a trigram version 1 http://people.cs.umass.edu/~mccallum/data.html of HMM, reporting overall accuracy, precision, recall and F1 measure of over 95%. 
Figure 4: An example of a reference string, represented in XML-based format. Given the tokenization strategy, there is a 1-1 mapping between this representation and the sequence of labelled tokens.
By far the most popular machine learning algorithm for reference parsing is Conditional Random Fields. Councill et al. [31] describe ParsCit, one of the best known, widely used open source CRF-based systems for extracting metadata from references. GROBID, created by Lopez [32] , is another example of a CRFbased system able to parse bibliographic references. GROBID is also a larger tool, able to extract the metadata and logical structure from scientific papers in PDF. The author reports metadata fieldlevel accuracy of 95,7%. CERMINE, proposed by Tkaczyk et al. [33] , is also a large system able to extract metadata and structure, including parsed bibliography, from scientific papers in PDF format. CERMINE's reference parsing functionality is also based on CRF technique. In 2015 CERMINE won Semantic Publishing Challenge [36, 37] , which included tasks requiring accurate extraction of title and year information from bibliographic references.
Matsouka et al. [38] also propose a CRF-based reference parsing method, which uses lexical features as well as lexicons.
Finally, Zhang et al. [35] applied CRF algorithm for the task of extracting author, title, journal and year information from reference strings, reporting an overall 97.95% F1 on open-access PubMed Central data.
Some researchers also compare various approaches to bibliographic reference parsing. For example, Zou et al. [26] compare CRF and SVM, achieving very similar overall accuracies for both approaches: above 99% accuracy at the token level, and over 97% accuracy at the metadata field level.
Zhang et al. [27] propose structural SVM with contextual features, and compare it to conventional SVM and CRF algorithms. They also report similar accuracies for all three approaches: above 98% token classification accuracy and above 95% for field extraction.
Finally, Kim et al. [34] describe a system called BILBO and compare it to other popular reference parsing tools (ParsCit, Biblio, free_cite and GROBID), using previously unseen data. According to their study, the best results were obtained by BILBO (F1 0.64), followed closely by GROBID (F1 0.63).
A number of reference parsers are also available as open source tools. They can be divided into two categories: tools that are solely reference parsers, and tools with wider functionality.
Pure reference parsers include: Reference Tagger 9 (a CRF-based parser written in Python) Apart from tools providing only reference parsing functionality, there exist a few larger systems able to extract much more information from scientific documents. It is possible, however, to employ them only for the task of reference parsing. These are:
• 
BUSINESS CASE
Some details related to the business case are left out on purpose, as we are not allowed to publish them. In the business project, the input is a collection of 506,540 scientific documents in PDF format, mostly from chemical domains. The goal of the project is to extract machine-readable bibliographies from the input documents. More specifically, for each input document we require a list of bibliographic items in the form of parsed bibliographic references.
The input documents vary in quality. Some of them are native PDF files, with all characters correctly present in the PDF content stream, while others contain the results of a separate OCR process, with typical OCR errors.
For the task of extracting machine-readable bibliography metadata from a scientific paper, we employ a workflow composed of three stages ( Figure 5 ):
1. First, the PDF file is parsed and the regions containing bibliography are recognized. 2. Next, the content of these bibliography regions is split into a list of individual reference strings. 3. Finally, we perform reference parsing for each reference string separately. For the first two stages we employed the open source tool GROBID [32] . It uses supervised machine learning, specifically the sequence tagging algorithm Conditional Random Fields, to find bibliography regions within a document and split their contents into a list of reference strings.
The third stage of the workflow is in fact reference parsing task. For this we explored the possibility of using available reference parsers, both in their pretrained versions and versions tuned to our project's data. This paper focuses solely on the third, final stage of the workflow.
In our project, the following metadata fields are required on the output of reference parsing: 15 Entire author list only 16 Journal name only 17 Author fullnames only • author: the first author of the referenced document, formatted as "Lastname, Initial_of_the_first_name" (e.g. "Tkaczyk, D"), • source: the source of the referenced document, this can be either the name of the journal, the name of the conference, URL or identifier such as ArXiv id or DOI,
page: the first page of the pages range, • organization: the organization, which is an author of the referenced document, the so-called "corporate author". Unlike the typical reference parsing task, the title of the references document is not required in our project.
METHODOLOGY

Evaluated Tools
In our study, we include only open source reference parsers: Anystyle-Parser, Biblio, BibPro, CERMINE, Citation, Citation-Parser, Free_cite, GROBID, Neural Parscit, ParsCit, PDFSSA4MET, Reference Tagger and Science Parse.
We were not able to evaluate three tools, due to installation errors or missing resources: BibPro, Free_cite and Neural ParsCit. As mentioned before, not all evaluated tools extract all needed metadata fields. Also, in some cases the tools extract only a subset of a metadata field (for example, Anystyle-Parser extracts journal name, but not URL or DOI, which constitutes only part of the expected "source" field). Table 2 shows the matching between the fields extracted by all evaluated tools and the desired metadata fields.
Data
We had access to a collection of 9,491 PDF documents, containing 371,656 references and 1,886,174 metadata fields in total. The data was manually curated and contains occasional minor errors (e.g. typos). For the purpose of the study we assume it is 100% correct.
The data was divided in the following way: roughly 67% of the dataset (6,306 documents) were used for training the tools, and the remaining 33% (3,185 documents) were used for testing and comparing the tools, both their out-of-the-box and retrained versions. The test set contains 64,495 references in total.
To be useful for the evaluation and training, the data needed to be transformed into the right formats.
Our ground truth data was composed of PDF files and corresponding lists of parsed references, and for the evaluation we needed pairs: reference string + corresponding parsed reference. One problematic issue was that the input reference strings were buried in the PDF files, and not available as plain text strings. To obtain them, we processed the PDFs automatically using the implementation of the first two steps of our workflow ( Figure 5 ). Unfortunately, this process is not error-free and in some cases results in reference strings missing or incorrect strings present on the output. In general, the number of extracted reference strings does not have to be equal to the number of ground truth parsed references. As a result, it is not trivial to automatically decide which string corresponds to which ground truth parsed reference. We used a separate process based on fuzzy term matching to generate pairs: reference string, parsed reference. As a side effect, this procedure removes some of the extracted reference strings (most likely those erroneously extracted from the PDF), and some of the ground truth references (most likely those for which a corresponding string was not extracted).
Similarly, for training we needed the references in the format preserving both input reference string and token tags (Figure 3 and Figure 4) . To obtain such a representation, we matched the ground truth field values against the extracted reference strings, which allowed us to find substrings corresponding to the metadata fields. In some cases, this process failed to find a suitable substring (for example if the string was extracted erroneously or if it contains noise). Such references were discarded and not used for training.
Comparison Procedure
For a given tool and a given reference, the ground truth metadata fields are compared with the fields extracted by the tool from the string. The field values are subject to simple normalization and cleaning steps (transformation to lowercase, normalization of hyphen-like characters, cleaning fragments like "&apos;" and "&amp;"). After cleaning, every extracted metadata field is marked as correct or incorrect. A correct field is a field with both type and value equal to one of the fields in the ground truth parsed reference.
For a given metadata field type, we calculate precision, recall and F1 measure. Precision is the ratio of the number of correctly extracted fields (over the entire reference set) to the number of all extracted fields. Recall is the fraction of correctly extracted fields to the number of expected fields (fields in the ground truth data). F1 measure is the harmonic mean of precision and recall.
In practice, the tools vary in the field types and their meaning, and in each case careful mapping from the tool's output to our desired collection of fields was needed. For example, URL, DOI and journal name are usually present as three separate metadata field types, while in our project they are treated as one field "source". The tools also differ with respect to how the authors are extracted. Some tools (e.g. Anystyle-Parser) extract the entire author list as one field, while others split the author names. Some tools (e.g. Biblio, ParsCit, Science Parse) extract the entire author fullname as one string, while others mark additionally firstname, middlename and/or surname. In our case, the surname and first name of the first author was needed. In case of systems which do not include this information, we employ additional simple heuristics on top of their output.
Training Procedure
Some of the tools allow retraining the models using external data. We retrained three most promising tools, that is, tools with the best average results obtained by their out-of-the-box versions: GROBID, CERMINE and ParsCit.
For the training we used 10,000 references randomly chosen from the documents in the training set. We did not use more training data for performance reasons.
Only machine learning-based tools are in fact trainable. It is also important to note that some tools (Anystyle-Parser, CERMINE, GROBID, ParsCit) contain specific training procedures and instructions, while in other cases retraining is more difficult due to the lack of documentation. Figure 6 presents the overall results of the comparison of the outof-the-box systems and Table 3 presents the evaluation results broken down by metadata field type. Each cell in the table gives precision, recall and F1 values, respectively. For each combination (metadata type, metric) the best result is bolded. We do not give the results for organization, as none of the systems is able to extract this field.
RESULTS
Measured with F1, the best performing out-of-the-box tools are: GROBID (F1 0.89), followed by CERMINE (F1 0.83) and ParsCit (F1 0.75). All these tools implement CRF-based reference parsers. In general, for all tools precision is higher than recall, with the difference ranging from 0.03 (CERMINE, 0.82 and 0.85) to 0.78 (Citation, 0.19 and 0.97). Interestingly, the difference between precision and recall is smaller in the case of machine learning-based tools (average difference 0.11) than in the case of regular expressions-or rule-based systems (average difference 0.53).
The following three systems were retrained: GROBID, CERMINE and ParsCit. These are the systems achieving the best results in the previous experiment. Figure 7 and Table 4 show the results.
Both retrained CERMINE and GROBID achieved the same F1 of 0.92, and ParsCit was a bit worse with F1 of 0.87. The results of CERMINE and GROBID broken down by metadata types (Table  4 ) are similar with the exception of source (CERMINE: 0.84, GROBID: 0.87), page (CERMINE: 0.96, GROBID: 0.90) and organization (CERMINE: 0.39, GROBID: 0.53). All three systems achieved very similar high results for year. ParsCit did not extract organization at all, which suggests the training process did not pick it up from the training data. 
DISCUSSION
At the beginning, we stated the following questions: 1. How good are the results of existing reference parsing tools for previously unseen data?
2. How do the results of machine learning-based approaches compare to the results of more static, non-trainable approaches, such as regular expressions or rules? 3. How does retraining the machine learning models using project-specific data affect the results? ---Question 1. The evaluated systems vary greatly in the quality of the results. The out-of-the-box tool achieving the best F1 is GROBID with F1 of 0.89, followed by CERMINE (F1 0.83) and ParsCit (F1 0.75). The tools with the worst F1 are: Citation-Parser (F1 0.27), Citation (F1 0.32) and PDFSSA4MET (F1 0.32). Table  5 shows the final ranking of out-of-the-box systems, ordered by decreasing F1. Question 2. Machine learning-based systems achieve on average better results (precision: 0.77, recall: 0.66, F1: 0.71) than regular expressions-or rule-based tools (precision: 0.76, recall: 0.22, F1: 0.33) ( Figure 8 ). What is more, the worst ML-based tool, Anystyle-Parser (F1 0.54) outperforms the best non-ML-based tool, Biblio (F1 0.42).
The main cause of this difference is recall (Figure 8 ). The average recall for ML-based tools (0.66) is three times as high as non-ML-based tools (0.22). At the same time, the difference in average precisions is small (0.77 for ML-based tools vs. 0.76 for non-ML-based tools). The reason for this might be that it is relatively easy to achieve good precision of manually developed rules and regular expression, but it is difficult to have a high enough number of rules, covering all possible reference styles. Question 3. For all three retrained systems (CERMINE, GROBID, ParsCit), retrained versions are better than out-of-thebox versions. The relative increase in F1 vary: GROBID 3% (increase from 0.89 to 0.92), CERMINE 11% (increase from 0.83 to 0.92), ParsCit 16% (increase from 0.75 to 0.87). Figure 9 compares the F1 before and after retraining for each system. In addition, in Table 6 we present the exact values for all metrics. We obtained the highest increase in the results in the case of ParsCit, which was the weakest system (of the three retrained) before retraining. On the other hand, in the case of GROBID the increase was the smallest. After retraining, the results of the three systems were much more similar to each other than before. In general, our results suggest that if the pretrained version of a ML-based tool performs poorly (e.g. ParsCit), we can gain a lot by retraining the system. On the other hand, if a system already performs well (GROBID), we should still expect increase in the quality, but the magnitude of the increase might be lower.
SUMMARY AND FUTURE WORK
In this paper we study the problem of reference parsing in the context of a real business use case. We applied and compared ten reference parsing tools: Anystyle-Parser, Biblio, Citation, Citation-Parser, Reference Tagger, CERMINE, GROBID, ParsCit, PDFSSA4MET and Science Parse. We investigated the differences between tools that use rules or regular expressions and machine learning-based tools. We also checked, how important training machine learning-based tools is and how it affects the results.
According to our results, the best performing out-of-the-box tool is GROBID with F1 of 0.89, followed by CERMINE (F1 0.83) and ParsCit (F1 0.75). On average, machine learning-based systems achieve better results than rule-based systems (F1 0.71 vs. 0.33). While ML-based and non-ML-based tools achieve similar precisions (0.77 and 0.76, respectively), ML-based tools have three times higher recall than non-ML-based tools (0.66 vs. 0.22).
Our study also confirms that it is worth retraining the models using task-specific data, especially if initial results appear low. For all three retrained systems (CERMINE, GROBID, ParsCit), retrained versions are better than out-of-the-box versions, with the relative differences in F1 varying from 3% (GROBID, increase from 0.89 to 0.92), through 11% (CERMINE, increase from 0.83 to 0.92), to 16% (ParsCit, increase from 0.75 to 0.87).
It is important to note some limitations of our study. First, in our business project a very specific metadata type set was required and only those types were present in the ground truth data. As a result, we did not evaluate the extraction of important metadata such as the title of the referenced document or the names of all the authors. Second, we limited our study to reference parsers fully implemented and made available on the Internet. The list of evaluated parsers does not include, for example, tools that use template matching. Finally, only the three best systems were retrained.
In the future, we plan to retrain all the available ML-based tools, and perform a similar study using other available datasets and including more metadata field types. We also plan to experiment with various strategies for building reference parsing ensembles.
