SUPPLEMENTAL NOTE
I. The problem. We observe the 2D images X 1 , X 2 , · · · , X N according to the model (1.1)
where (a) X i is the recorded data;
(b) F i is a mean zero, stationary Gaussian random field, i.e., 2D Gaussian noise with covariance
In addition, we assume that the Gaussian field is isotropic, i.e., that [ Σ i ] m−p,n−q is a function of the (squared) distance (m − p) 2 + (n − q) 2 only. The Σ i are unknown. Also, we assume that F i and F j are independent for i = j . . These are the objects we wish to reconstruct from the data.
is the 2D projection data (uncontaminated by noise) of the unknown object V o κ i in an unknown random orientation in space and position in the plane. The unknown orientation and position in the plane is parametrized by Φ i , a 5D vector (three Eulerian angles, 2 plane coordinates). The parameter space is denoted by T .
(e) C i is the known, rotationally symmetric point response function, and in (1.1) we have a 2D convolution denoted by * . Additionally, the images are organized in so-called defocus groups f of N f images each and with identical C f = C i for all i ∈ f .
Denote the 2D Fourier transform of a 2D image A by A ∧ . Taking Fourier transforms in (1.1) then leads to the model
with G i = (F i ) ∧ . Now, G i is again 2D Gaussian, but with independent components, and
i,m,n , for m = p, n = q , 0 , otherwise .
We assume that the σ 2 m,n are unknown. They will be estimated. Also, G i and G j are independent for i = j .
II. Maximum likelihood, a missing data problem. To make effective use of the improved noise model (1.1), we estimate
by way of the maximum likelihood approach. We view the estimation problem as a missing data problem, where the missing data associated with X i are the "orientation" Φ i and the random index κ i . The associated V o κ i is viewed as an unknown parameter, not as missing data.
(a) So, the complete data set is (2.1)
a random sample of X , Φ , κ . Note that this random variable has one discrete component, to wit κ , and two continuous components. The joint distribution may then be written as
thus defining the probability vector p o . Note that f X|Φ,κ (x | ϕ, V k ) is known (a multivariate normal with covariance matrix Σ ; Eq. (4) in the main text), apart from V k and Σ .
(b) The marginal pdf of X is then a mixture,
Note that the unknown "parameters" in
(c) The maximum likelihood estimation problem based on the data
maximize L(p, f, Σ, V ) subject to p a probability vector
where f ( · | k) are pdfs, and
(d) We propose a generalized expectation maximization (GEM) algorithm for the problem (ML). See [ Demspter, Laird and Rubin, 1977 ] The algorithm for p and f in (ML) is a standard EM algorithm; only in the determination of V and Σ do we deviate from the EM algorithm. (Note that EM = Expectation-Maximization not Electron Microscopy.) The maximum likelihood estimation problem based on the complete data is
subject to p a probability vector
(e) Since the missing data are not observed, we must estimate them. In fact, we estimate log
by computing its expectation, conditioned on the actually observed data X i . So, we need the distribution of ( Φ, κ ) conditioned on X . By Bayes' rule, we have
so that the distribution of ( Φ, κ ) conditioned on X may be described as
Indeed, summing over k and integration over ϕ gives 1 . Recall that f X was defined in (2.2).
As (2.3) refers to the unknown p o , f o , Σ o and V o , we replace them with our current guesses, denoted by
Then, compare with (2.2), f X is replaced by
This leads to
.
(f) and so, the E-step of the EM algorithm gives (E-ML)
maximize Λ E (p, V, f ) subject to p a probability vector
(g) The maximization problem (E-ML) separates nicely : The maximization over
is not affected by/does not affect the maximization over V or Σ . Thus, the maximization over p k and f ( · | k) is done by maximizing
Observe that the expression inside the curly brackets is always nonnegative (it is of the form a log(a/b) + b − a = b * (r log r + 1 − r) with r = a/b), and it equals zero
Thus,
Note that the value of p new k can be obtained since f new ( · | k) is supposed to be a pdf. Also, one checks that
(h) Now, we need to maximize over Σ and V . Here, we deviate from the strict EM regimen. We must maximize
over Σ and V , where
or, in Fourier space terms,
At this point, it is tempting to reparametrize the σ i,m,n by setting
so that then, apart from terms not depending on Σ or V , the right hand side of (2.5) equals
However, the above fails to acknowledge the ill-posed nature of deconvolution, which manifests itself in division by zero, or actually more seriously, by "small" values of (C i ) ∧ m,n . Therefore, we employ a Wiener filter, see, e.g., [ Trussel, 1984 ] or [ Byrne and Fiddy, 1988 ] , and for the appropriate Wiener filter W i discussed below, reparametrize σ i,m,n as
Maximizing over the s i,m,n can be done explicitly, giving
Translating back to the σ i,m,n gives the update formula
(Note that for the update of the σ's there are no singularities yet.) Now, using the maximal s i,m,n from (2.6), we obtain
Unfortunately, although this problem is formally a least squares problem, solving it turns out to be computationally very expensive, as the integral over T and the summation over i are typically very large. Instead, we take the V k in (2.6) as our current guesses V old k
and so obtain updated values of s i,m,n and thus Σ new i . Note that in practice, we average over all N f images in defocus group f , and over all N ω pixels in Fourier space annuli R ∆ω(ω) with central radial frequency ω and width ∆ω, such that
At the same time as the maximization over the Σ i (or the S i ), we minimize L(Σ, V ) over V by using the old value(s) Σ
The maximization over the V k separates. We can solve for each V k separately by minimizing
We use a modified (weighted) algebraic reconstruction technique (wlsART) [ Scheres et al., 2007 ] 
. If this were the case, then it would follow from general considerations [ Dempster, Laird and Rubin, 1977 ] that
Now, although this is not guaranteed, in practice it nearly always holds. Note that this property is open to inspection. Indeed, for an empirical verification of (2.9) for representatives of the experiments presented in this paper the reader is referred to Supplemental Figure 2 .
(j) As the Wiener filter discussed above, we use a so-called Wiener filter for defocus groups [ Penczek et al., 1997 ] , W i as
where [SNR i ] m,n are estimates for the spectral signal-to-noise ratios (i.e in Fourier space) of images X i .
We estimate [SNR i ] m,n based on [ Unser et al., 2005 ] . First, we estimate the spectral signal in Fourier space annuli R ∆ω(ω) for each k as:
where α k (ω, ∆ω) is a noise reduction factor as proposed by Unser et al., which empirically takes the effects of the 3D reconstruction algorithm into account, and V c k is a reconstruction obtained by solving (2.8), but using (W i ) ∧ m,n = 1 for all m , n. Then, we calculate the average estimated spectral signal over all k as (2.12)
and estimate the spectral signal for each individual image X i as (2.13)
Finally, we estimate the spectral signal to noise ratios for all images i belonging to defocus group f as (2.14)
where σ 2 f (ω, ∆ω) is defined in (2.7).
III. Pre-filtered maximum likelihood estimation. One can argue, as indeed one reviewer did, that the algorithm derived in Section II, especially the adaptive Wiener filter implementation with a dynamic Fourier cut-off, is based on heuristics and cannot be characterized as an (implementation of an) ExpectationMaximization algorithm. To clarify this issue, we derive here a "strict" (G)EM algorithm for the maximum likelihood problem associated with a pre-filtered version of the original model (1.1). In fact, it shows that the algorithm derived in Section II is a most sensible implementation of the new algorithm derived here.
(a) The pre-filtered model is obtained by applying an approximate inverse of the CTF-s. We first describe a low bandpass inverse which is not data-driven. Then, we describe a Wiener pre-filter, which depends on (estimated) signal-to-noise ratios.
(b) First, the low bandpass inverse approach. Let ρ i be the smallest radial zero of
Here, we temporarily interpret (C i ) ∧ as the continuous Fourier transform, a function of the "continuous" variable ω, ω ∈ R 2 . Now, define an approximate inverse
for some fixed α < 1 . Then, replace/approximate the model (1.1) by
where X i is the filtered version of X i , 
and formally, (H
Note that the difference between the two vanishes in Fourier space for | ω | α ρ i , and is small for | ω | > α ρ i . So, in the low bandpass inverse approach, we assume the model (3.3) with
(c) Here we briefly mention the Wiener pre-filter model. If, somehow, the signalto-noise ratios (2.14) could be (reasonably) accurately estimated by way of some inexpensive pre-processing, then one could replace the low bandpass inverses D i by the Wiener filters (2.10). The derivation to follow goes through for either choice.
(d) We may now repeat the derivation of the likelihood for the model (3.3)+(3.7) as in Section II. The likelihood is then given as
where f e
The vector of probabilities p and the conditional pdf f Φ|κ have the same interpretation as before.
(e) The Expectation-Maximization algorithm may now be derived as in Section II. As in II(a), the complete data is
a random sample of the random variable X , Φ , κ . with joint distribution (3.9)
As in II(b), the marginal distribution of X is then
As in II(c), the likelihood based on data
As in II(d), the likelihood for the complete data (3.8) is
As in II(e), given estimates
Here, one obtains f old e X (3.10) by substituting the p old for p o and f old (ϕ | k) for f Φ|κ (ϕ | k) . The E-step of the EM algorithm then goes through as in II(f). As in II(g), the updated estimates for the probability vector p and the pdfs f (ϕ | k) are then given by
As in II(h), the updates of S and V are computed by maximizing
As in II(h)+(i), we minimize over S and V separately, using the old estimates. Thus, maximizing L(S, V old ) over S gives in terms of the Fourier coefficients that
for all i, m, n . (We omit the modifications induced by the fact that the S i are the same for each defocus group.) Note that the above guarantees that
Next, we minimize L(S old , V ) over V , As in II(i), this is done by maximizing, for each k,
This is "just" a weighted least squares problem, and is solved by the wlsART algorithm [ Scheres et al., 2007 ] , which practically guarantees that
This completes the derivation of the GEM algorithm for the pre-filtered maximum likelihood problem.
(3.19) Remark. If in the Wiener pre-filter set-up, which depends on an estimate for the signal-to-noise ratio, one would update the SNR estimator as the algorithm proceeds, this would lead to an algorithm that is practically the same as the one derived in Section II. 
Figure S3. Results of the Strict Generalized Expectation Maximization Algorithm
For all runs, only those frequencies up to the resolution where the CTF with the highest defocus value in the data dropped below 0.1 were included in the refinement. For comparison, the curves for the MLF2D and the conventional ML2D algorithms are shown in black and grey, respectively.
