Abnormal microRNA (miRNA) expression can induce various complex human diseases. Thus, revealing the underlying relationship between miRNA and human diseases contributes to the early diagnosis and treatment of diseases. Utilizing a computational approach in selecting the most likely miRNA candidates related to a given disease for further biological experimental validation can save time and manpower costs. In this study, we propose a novel information fusion strategy called RLSSLP, which is based on a regularized framework, for discovering the underlying associations between miRNAs and diseases.
Introduction
MiRNAs are a set of small non-protein-coding RNAs and approximately 22 nt long. 1, 2 MiRNAs are involved in many crucial pathological and biological processes. Thus, abnormal miRNA expression can induce various complex human diseases, including cancer. 3, 4 Revealing the underlying relationships between miRNA and human diseases contributes to the early diagnosis and treatment of diseases. However, traditional experimental methods for detecting disease-related miRNAs require huge amounts of time and manpower. Utilizing computational approaches in selecting miRNA candidates that are likely related to a particular disease for further biological experimental validation is more efficient than traditional approaches and costs less.
In recent years, many efforts have been extensively exerted to investigate the associations between miRNAs and diseases. Some network-based methods that predict miRNA-disease interactions are based on the hypothesis that similar miRNAs are likely to relate to similar diseases, and vice versa. Jiang et al. 5 rst proposed a similarity-based approach that measures miRNA functional similarity based on the common sets of their associated target gene and identify disease-related miRNAs based on hypergeometric distributions. Shi et al. 6 investigated the relationships of miRNA-target and disease-gene and constructed a bipartite network for discovering the miRNA regulation of disease gene. However, due to the false-positive rate in target predictions, the accuracy of the above methods is oen negatively affected. Xuan et al. 7 proposed a new method called HDMP, which sorts the most likely miRNA candidates related to diseases according to the weighted k most similar neighbor. Chen et al. 8 presented "RWRMDA: predicting novel human microRNA-disease associations", which is a predictive approach wherein the algorithm of random walk with restart is applied to construct a global network for capturing underlying miRNA-disease associations. Li et al. 9 presented a new computational method based on the algorithm of matrix completion to recover the associations score of each miRNAdisease pair. However, these methods cannot be used to predict diseases with no known related miRNAs.
Some classical machine learning methods were also utilized for mining the relationship between miRNAs and diseases. Jiang et al. 10 advanced a computational approach based on Naïve Bayes for discovering disease-associated miRNAs. Xu et al. 11 presented a method, which applied support vector machine in distinguishing associated or nonassociated miRNAs for particular diseases. However, one weakness of these approaches is that the negative samples utilized in these machine-learning methods are practically hard to obtain because veried nonassociations between miRNAs and diseases cannot be found exactly in any existing database.
By incorporating experimentally veried miRNA-disease associations and diverse similarity information based on miRNAs and diseases into a heterogeneous graph, Chen et al.
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advanced a novel approach named HGIMDA to infer underlying relationship between miRNAs and diseases. You et al. 13 presented a path-based prediction method, named PBMDA, which applied depth-rst search algorithm in the integrated heterogeneous graph to capture the potential miRNA-disease associations. Chen et al.
14 developed a new method named WBSMDA, which predicted miRNA-disease interactions based on the framework of within and between score. They also proposed a computational approach named SDMMDA 15 based on superdisease and super miRNA to predict underlying miRNAdisease interactions. "RBMMMDA: predicting multiple types of disease-microRNA associations", which proposed by Chen et al.,
16 is the rst model that can predict not only whether there is a link between each miRNA and disease pairs, but also the corresponding type of association.
Zou et al. 17 presented a method called KATZ for predicting miRNA-disease interactions. In this method, social network analysis methods are adopted to construct miRNA-disease association networks. However, although KATZ has excellent performance, its capability to spare known associations is relatively poor. Chen et al. 18 presented a semi-supervised approach, called RLSMDA, for exposing unknown miRNAdisease interactions on the basis of regularized least squares. Luo et al. 19 utilized heterogeneous omics data and adopted Kronecker regularized least-squares framework to identify potential disease-related miRNAs. However, cross-validation performance of these methods is not so good.
Overall, the aforementioned approaches have the following limitations: some methods cannot predict diseases without known related miRNAs, some methods require negative samples that are practically hard to obtain, and exhibit predictive performance that requires further improvement.
To overcome the above challenges, we proposed a novel information fusion strategy called RLSSLP, which is based on a regularized framework, for discovering underlying associations between miRNAs and diseases. RLSSLP comprehensively measures the similarity for miRNAs and diseases by fully using the multiple omics data, which include known miRNA-disease interactions, gene-gene networks, and the experimentally veried association data of miRNA-gene from three different databases. RLSSLP adopts the eigenvalue transformation technique to reduce computational time and memory requirement, as well as utilizes integrated regularized framework based on regularized least squares (RLS) 18, 19, 29 and semi-supervised link prediction (SLP) 20, 30 to prioritize disease-related miRNAs. The main contributions of this study are as follows: (1) RLSSLP does not need negative training samples, which are practically hard to obtain.
(2) Various omics data can be fully utilized in RLSSLP and are benecial for comprehensive evaluation of the similarities between miRNAs and diseases. MiRNA-gene association data are obtained from three different experimentally veried databases, which help reduce inuence of false-positive rate on the performance of the miRNA-target prediction process.
(3) Eigenvalue transformation technique has been adopted to reduce computational time and memory requirement for the storage and calculation between the similarities matrices during the Kronecker operation.
(4) Two submodels are combined in RLSSLP to enhance predictive performance.
Materials and methods

Data preparation
The standard dataset used in our study include data on known miRNA-disease associations, disease similarities, and relevant information about miRNA similarities. MiRNA-disease associations are retrieved from HMDD v2.0.
21 Aer duplicated associations are ltered, the data contain 5424 experimentally veried interactions, which consist of 495 miRNAs and 378 diseases. Disease directed acyclic graph (DAG), which is used to calculate disease semantic similarities, is derived from the MeSH database (available from: https://www.nlm.nih.gov/ mesh/). We obtain miRNA target genes from the miRTarBase v4. 
Problem description
The problem can be regard as predicting novel interactions in a miRNA-disease association network. Formally, X m ¼ {m 1 ,m 2 ,.m n m } and X d ¼ {d 1 ,d 2 ,.d n d } represent the sets of miRNA and disease nodes, respectively. The known miRNAdisease association network is characterized as n m Â n d adjacency matrix pre. If miRNA i interacts with disease j, pre ij is 1; otherwise, 0. In this study, we calculate the prediction score of each unknown miRNA-disease pair though a computational approach and recover the underlying association between miRNAs and diseases.
Disease similarity calculation
Accumulating ndings show that miRNAs with similar functions tend to regulate similar diseases. In this work, the method for estimating disease semantic similarities was based on the strategy of Wang et al.
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In MeSH database, diseases can be expressed into a DAG. Formally, disease i can be denoted as DAG(i) ¼ (i,T i ,E i ), where T i is the disease set containing i itself and all its ancestors, and E i represents the sets of corresponding links of disease i. The semantic contribution of ancestor node t to disease i is as follows:
where, D is the semantic contribution factor, and according to Wang et al., the value of D is 0.5.
The semantic similarity score between disease i and j is denoted as follows: disease i and disease j, respectively. As shown in eqn (2), the two diseases share a common part of DAG, the semantic similarity score is high, and the two diseases are increasingly similar.
MiRNA similarity calculation
The more the two miRNAs share target genes, the more similar they are. In this work, we measure the similarities for miRNA according to an experimentally validated miRNA-target gene relationship and probabilistic functional gene network. First, we extract the common miRNA-target gene set from three experimentally valid databases mentioned above. The gene-gene relationship network can be acquired from HumanNet, in which the closeness of the link between each pair of genes is measured by associated log-likelihood scores. S L (e i ,e j )stands for the associated log-likelihood scores between genes e i and e j . Second, we normalize S L (e i ,e j ) and obtain the normalized similarity S L norm (e i ,e j ) between genes e i and e j as follows:
where, S L max and S L min indicate the maximum and minimum loglikelihood scores in HumanNet, respectively. If a functional linkage exists between genes e i and e j , then the functional similarity S G (e i ,e j ) between gene e i and gene e j is S L norm (e i ,e j ). Otherwise, it defaults to 0. In addition, when i ¼ j, the similarity score is 1. The similarity between genes e t and gene set E ¼ {e t1 ,-e t2 ,.e tk } is provided as follows:
Finally, basing on a best matching average (BMA) strategy, 27, 28 we calculate the functional similarity between miRNAs i and j according to common genes.
where, E 1 and E 2 represent the gene set related to miRNA i and j, respectively.
Methods for miRNA-disease interaction prediction
In our study, we apply an information fusion strategy and combine RLS and SLP to establish a prediction model. The overall owchart of RLSSLP is shown in Fig. 1 .
Part 1: RLS model for uncovering miRNA-disease interaction. RLS is an effective supervised learning algorithm, which can achieve good performance if an appropriate kernel has been selected. To uncover the potential associations between miRNA-diseases, the objective function of RLS can be dened as follows (notice that, vec(pre 1 ) is the vectorization operation of matrix pre 1 ):
In this study, l is a regularization parameter. Kernel matrix S is dened as S ¼ S M 5 S D , which represents the Kronecker product of miRNA similarity matrix S M and disease similarity matrix S D . Through the derivative of c, the optimal solution of c is c ¼ (S + sI) À1 vec(pre), where s ¼ lI. I is the identity matrix.
The prediction association score matrix pre 1 is calculated as follows:
Part 2: SLP model for uncovering miRNA-disease interactions. Basing on the SLP algorithm, 20 in which two similar nodes are assumed to share the same link strength, we obtain the objective function for miRNA-disease association prediction as follows:
where, the rst term denotes that the prediction score ½pre i;j and ½pre l;m for the two pairs (for instance, the association between miRNA i-disease j and miRNA l-disease m) should be close to each other if some signicant similarities between the two pairs are present. The second term is a regularization term and represents the loss function that ts the prediction matrix pre 2 to known miRNA-disease association matrix pre 2 . Parameter s represents the regularization parameter to balance the two terms. The Laplacian matrix L is denoted as
where, D M and D D are the diagonal matrices in which their diagonal elements are
respectively. Therefore, the prediction score matrix pre 2 is calculated as follows:
Information fusion strategy (RLSSLP)
In general, we can directly use conjugate gradient-based method 30 to solve eqn (7) and (10) . However, an unavoidable limitation exists due to the large memory requirements and computational time for storing the matrices, which include S M , S D , pre 1 and pre 2 during the Kronecker operation. Therefore, we perform the eigenvalue transformation technique 31 to improve the calculation efficiency and further extend its application on large-size miRNA-disease association network.
Step 1: improving RLS with eigenvalue transformation. Let 
Based on the property of Kronecker product, we can transform eqn (7) into:
where, Z is a diagonal matrix and its diagonal elements are [Z] ii ¼ l i /(l i + s); l i is an eigenvalue of S. We apply a simple eigenvalue transformation as f(l i ) ¼ l i a and replace l i with l i a in eqn (11) . Therefore, we can rewrite the new prediction score matrix pre 1 aer eigenvalue transformation:
where, Z is a diagonal matrix and its diagonal elements are
Step 2: improving SLP with eigenvalue transformation. We use S ¼ RL R T as the Eigen decomposition of matrix S for SLP. Then eqn (10) can be rewritten as:
where Z is a diagonal matrix and its diagonal elements are [Z] ii ¼ 1/(1 + s À sl i ) and l i is an eigenvalue of S. Similar to RLS, aer the transformation of the eigenvalue, the new prediction matrix pre 2 in SLP is as follows:
where, [
) is a diagonal matrix and its diagonal elements are [
Step3: combining the two submodels
Finally, we combine the new prediction score matrix pre 1 and pre 2 aer the eigenvalue transformation. The prediction matrix is obtained as follows: The more miRNA i strongly associates with disease j, the higher the corresponding prediction score pre ij is.
The eigen decompositions of similarity matrix S M and S D are one of the key technique in this paper to efficiently compute the inverse matrix on the eqn (6) and (8) 
Results
Performance evaluation of RLSSLP
In this section, we implement a 10-fold cross-validation on the standard dataset to evaluate the performance of RLSSLP and other compared methods. In the experiment, both known and unknown miRNA-disease interactions are randomly divided into 10 subsets of equal sizes. In each repetition of the method, one subset of known miRNA-disease interactions and one of unknown interactions are selected (their scores in the adjacency matrix pre were set to 0) as test sets. We use the remaining nine subsets as training sets to recover the prediction score matrix. The value of area under the curve (AUC receiver operating characteristic (ROC)) is used as the main quantitative index for performance evaluation. Basing on the RLS and SLP models, we apply information fusion strategy and eigenvalue transformation technique to construct a global prediction framework to uncover potential miRNA-disease interactions. We evaluate the predictive performance of RLSSLP by considering the following aspects: (1) RLSSLP with information fusion strategy and eigenvalue transformation technique, (2) RLSSLP with RLS model only, and (3) RLSSLP with SLP model only. The ROC curves and average AUC values of RLSSLP at different situations mentioned above are displayed in Fig. 2 .
As illustrated in Fig. 1 , RLSSLP exhibited desirable predictive performance and achieved an AUC value of 0.9265. The AUC values for the RLS model and SLP models are 0.8992 and 0.8735, respectively. The RLSSLP framework of the combined information increases the AUC value, which is 2.73% and 5.30% higher compare with those of the RLS and SLP models, respectively. Evidently, the information fusion strategy and eigenvalue transformation technique enhance the predictive ability of RLSSLP.
Effect of parameter on RLSSLP performance
Parameters s and a are introduced in the RLSSLP method. Parameter s is the regularization parameter for the RLS and SLP models and balances the rst and second terms in each regularization framework. Parameter a is an eigenvalue exponent and inuences the improvement performance attributed to the application of the eigenvalue transformation technique. In this study, we set s to 0.05 for the RLS model and 0.01 for SLP model in a noninformative manner according to a previous study. 32 To explore the inuence of parameter a on predictive performance, we x regularization parameter s and vary the value of a from 0 to 2 with an interval of 0.1 in the 10-fold cross-validation experiments. Fig. 3 shows the average AUC obtained from RLSSLP at different values of a. When we set the value of a from 0 to 2, the AUC value uctuates between 0.6987 and 0.9450. When a ¼ 1.3, RLSSLP has an optimal AUC value. More remarkably, when a ¼ 1, the algorithm is equal to the original algorithm without applying the eigenvalue transformation technique.
Comparison with other methods
To the best of our knowledge, RWRMDA, RLSMDA, KATZ, HDMP, and KRLSM are the representative computer methods for the prediction of miRNA-disease associations. Given that RWRMDA and HDMP cannot predict diseases with no related miRNAs, we compared RLSSLP with RLSMDA, KATZ, and KRLSM.
We implement a 10-fold cross-validation for RLSSLP and three other methods. The optimal parameters of RLSMDA, KATZ, and KRLSM are selected as described in literature. The ROC curves and AUC values of the four methods are shown in Fig. 4 . The average AUC values of RLSSLP, RLSMDA, KATZ, and KRLSM are 0.9250, 0.8547, 0.9081, and 0.8324, respectively. Fig. 3 The effect of parameters a on the RLSSLP. RLSSLP has the best prediction result, and its average AUC value is increased and is 7.03%, 1.69%, and 9.26% higher than the other three approaches. The comparison results demonstrate that RLSSLP performs better than RLSMDA, KATZ, and KRLSM during the 10-fold cross-validation.
Case studies
Few miRNAs play a crucial regulatory role in various human cancers. Case studies for breast, hepatocellular carcinoma (HCC), and lung cancer were implemented to evaluate the capability of RLSSLP to discover disease-related miRNA candidates. All the known miRNA-diseases interactions in the standard dataset were assigned as training sets, and the remaining unknown interactions served as testing sets. The predictive disease-related miRNAs were conrmed by public databases dbDEMC 33 and miRCancer.
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Lung cancer is one of the primary cancers that kill thousands of people annually. Early diagnosis and intervention can improve the low survival rate of patients with lung cancer. Many researchers reported that miRNAs, such as let-7e, mir-21, mir-25, mir-223, and mir-486, are potential premonitory biomarkers for lung cancer. 35 In particular, Mir-145 inhibits tumor cell proliferation and is known to act as a tumor suppressor. Meanwhile, miRNA-192, miRNA-200c, and mir-21 are overexpressed during the progression of lung neoplasms.
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The top 20 potential miRNA candidates associated with lung cancer and predicted by RLSSLP are listed in Table 1 . Of these candidates, 17 are veried by the dbDEMC and miRCancer databases to be associated with lung neoplasms. Meanwhile, three are not veried on these two databases, although we nd that mir-296 suppresses cell viability in lung cancer 37 (PMID: 26549165).
Meanwhile, HCC is the most common form of liver cancer. Analyzing miRNA expression data in cancerous liver tissues and normal tissues may facilitate the discovery of novel miRNA biomarkers and may assist the early detection of HCC cancer state. For instance, the expression levels of mir-125a, let-7e, mir99b, and mir-195 are lower in HCC neoplasm tissues compared with those in normal liver tissues.
38 Mir-92, mir-20, mir-100, mir-10a, mir-122, and mir-222 are more overexpressed in HCC tumor tissues compared with those in nontumor liver tissues.
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The top 20 potential HCC-related miRNAs predicted by RLSSLP and their conrmed interactions are listed in Table 2 . All these Finally, we implement another experiment on an isolated disease (diseases without known related miRNAs) to demonstrate the strength of our method. We remove known veried miRNAs related to three diseases discussed above and predict potential miRNA candidates associated with a particular disease by only using similarity information and associations of other diseases. Consequently, the average AUC value of RLSSLP for the prediction of isolated diseases is 0.8175. Fig. 5 displays the predicted results of breast cancer, colonic cancer, and lung cancer.
The results of these case studies further illustrate that RLSSLP exhibits good performance in identifying underlying disease-related miRNAs.
Discussion
In this study, we have presented a novel information fusion strategy called RLSSLP, which is based on regularized framework, for discovering underlying associations between miRNAs and diseases. RLSSLP can predict isolated diseases and does not require negative training samples. The results of the 10-fold cross-validation and case studies for lung cancer, HCC, and breast cancer indicate that RLSSLP performs well in predicting miRNA-disease interactions. The AUC value obtained through cross-validation also demonstrated that RLSSLP performs better compared with other state-of-art approaches. The favorable performance of RLSSLP can be mainly attributed to the following aspects. First, RLSSLP is a comprehensive prediction approach, which fuses various omics data that include the veried associations of miRNA-diseases, miRNAsgene, and weighted gene-gene network. Second, RLSSLP combines two submodels to construct a more effective prediction framework for predicting miRNA-disease associations. Third, in RLSSLP, eigenvalue transformation technique can be used to improve the efficiency of the calculations.
Inevitably, the current version of RLSSLP has limitations. First, a more comprehensive similarity measurement for evaluating similarities for miRNAs and diseases can be adopted in the algorithm to improve the performance of RLSSLP. Second, the optimal value of parameter a can be obtained in a more satisfactory way. Finally, in RLSSLP, miRNA similarity measurement is based on miRNA-target associations. The number of known veried miRNA-target associations affects the prediction accuracy. The more the number of experimental validated miRNA targets, the more accurate the prediction is. Hence, the performance of the RLSSLP could be improved by obtaining more miRNA-target associations in the future. Nevertheless, RLSSLP exhibited good performance and can thus be considered a useful bioinformatics tool for biomedical research.
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