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Abstract
We introduce a new method for deriving the time-dependent Hartree or Hartree-Fock
equations as an effective mean-field dynamics from the microscopic Schro¨dinger equation for
fermionic many-particle systems in quantum mechanics. The method is an adaption of the
method used in [51] for bosonic systems to fermionic systems. It is based on a Gronwall type
estimate for a suitable measure of distance between the microscopic solution and an antisym-
metrized product state. We use this method to treat a new mean-field limit for fermions with
long-range interactions in a large volume. Some of our results hold for singular attractive or
repulsive interactions. We can also treat Coulomb interaction assuming either a mild singu-
larity cutoff or certain regularity conditions on the solutions to the Hartree(-Fock) equations.
In the considered limit, the kinetic and interaction energy are of the same order, while the
average force is subleading. For some interactions, we prove that the Hartree(-Fock) dynamics
is a more accurate approximation than a simpler dynamics that one would expect from the
subleading force. With our method we also treat the mean-field limit coupled to a semiclassical
limit, which was discussed in the literature before, and we recover some of the previous results.
All results hold for initial data close (but not necessarily equal) to antisymmetrized product
states and we always provide explicit rates of convergence.
MSC class: 35Q40, 35Q55, 81Q05, 82C10
Keywords: mean-field limit, fermionic mean-field dynamics, reduced Hartree-Fock, many-body
quantum mechanics
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1 Introduction
The behavior of an interacting many-body system in classical or quantum mechanics can be very
complicated and the microscopic equations governing its behavior are usually practically impossible
to solve for more than three or four particles. For large interacting systems it is therefore essential
to use a statistical description in order to make statements about the typical behavior of a large
number of particles. One type of such a statistical description is to approximate the microscopic
dynamics by an effective one-body dynamics, i.e., replace the microscopic evolution equation with
very many degrees of freedom by a simpler, usually non-linear equation with very few degrees of
freedom. Famous examples are the Boltzmann, Navier-Stokes and Vlasov equations in classical
mechanics, and the Hartree, Hartree-Fock and Gross-Pitaevskii equations in quantum mechanics;
different regimes can lead to different effective evolution equations, e.g., kinetic equations or mean-
field equations. Apart from the study of these equations and their interesting properties and
consequences, it is an ongoing project of mathematical physics to derive them from the microscopic
dynamics, i.e., to prove rigorously that the solutions to the effective equations approximate the
solutions to the microscopic equations well in certain situations. Only some cases of such a rigorous
derivation are known. In classical mechanics, this could for example be shown for the Vlasov
equation [17], however, for the Boltzmann equation it has been shown only for very short times
[40], and for the Navier-Stokes equation it is still an open problem (see [58] for an excellent overview).
In quantum mechanics, starting in the 70s and by a series of recent works, the derivation of effective
dynamics for bosons near a condensate is well understood, see [37, 56, 28, 31, 54, 51, 39] for the
case of the Hartree equation and [23, 24, 25, 26, 27, 50, 52, 10] for the Gross-Pitaevskii equation.
Derivations of mean-field dynamics for fermions have been discussed in [47, 57, 8, 22, 30, 14, 13];
in particular [14] treats an interesting scaling limit very comprehensively. In general, the Fermi
statistics makes the situation more complicated, see the discussion in Sections 1.1 and 1.2.
For fermionic many-particle systems in quantum mechanics, the microscopic evolution is given
by the Schro¨dinger equation (we set ~ = 1 = 2m throughout this work)
i∂tψ
t = Hψt (1)
for antisymmetric complex-valued N -particle wave functions ψt ∈ L2(R3N ) (for simplicity, we ne-
glect spin and always work in three dimensions). Antisymmetry means that ψt(. . . , xj , . . . , xk, . . .) =
−ψt(. . . , xk, . . . , xj , . . .) ∀j 6= k. We consider Hamiltonians
H =
N∑
j=1
H0j +
∑
i<j
v(N)(xi − xj), (2)
2
where H0j acts only on xj and v
(N)(x) = v(N)(−x) is a real-valued pair-interaction potential (the
superscript (N) denotes a possible scaling with the particle number N which is explained below).
According to (1), the unitary time evolution of an initial wave function ψ0 is given by ψt = e−iHtψ0
if H is self-adjoint which we henceforth assume. Note that for antisymmetric initial conditions ψ0,
the wave function ψt remains antisymmetric under the Schro¨dinger evolution (1) with Hamiltonian
(2) for all times. For the desired mean-field description, consider N orthonormal one-particle wave
functions (also called orbitals) ϕt1, . . . , ϕ
t
N ∈ L2(R3) which are solutions to the fermionic Hartree
equations (sometimes called reduced Hartree-Fock equations). These are the coupled system of
non-linear differential equations
i∂tϕ
t
j = H
0ϕtj +
(
v(N) ∗ ρtN
)
ϕtj , (3)
for j = 1, . . . , N , where ∗ denotes convolution, and ρtN =
∑N
i=1 |ϕti|2 is the spatial density. Note
that for orthonormal initial conditions ϕ01, . . . , ϕ
0
N , (3) preserves the orthonormality for all times.
The term (
v(N) ∗ ρtN
)
(x) =
∫
R3
v(N)(x− y)ρtN (y) d3y (4)
is called the mean-field. It can be viewed as the average value of the interaction potential at point
x, created by particles distributed according to the density ρtN . Note that closely related effective
equations for fermions are the Hartree-Fock equations, where an additional exchange term
−
N∑
k=1
(
v(N) ∗ (ϕtk∗ϕtj)
)
(x)ϕtk(x) (5)
is present on the right-hand side of (3). In general, the Hartree-Fock equations are expected to be a
better approximation than the fermionic Hartree equations. However, the exchange term is always
smaller than the direct term (4), and, as we see later, is negligibly small for the scaling limits that
we consider in the sense that including the exchange term does not improve our error estimates.
It would be interesting to study other scaling limits where taking into account the exchange term
gives a more accurate approximation.
Now suppose that some initial ϕ01, . . . , ϕ
0
N are given. Let the initial N -particle wave function be
ψ0 ≈ ∧Nj=1 ϕ0j , where(
N∧
j=1
ϕj
)
(x1, . . . , xN ) = (N !)
−1/2
∑
σ∈SN
(−1)σ
N∏
j=1
ϕσ(j)(xj), (6)
is the antisymmetrized product of ϕ1, . . . , ϕN , with SN the symmetric group and (−1)σ the sign of
the permutation σ. Then, under the Schro¨dinger evolution (1), this initial wave function evolves
to ψt = e−iHtψ0. We want to compare this ψt to the wave function
∧N
j=1 ϕ
t
j , where the ϕ
t
j are the
solutions to the fermionic Hartree equations (3). In other words, if still ψt ≈ ∧Nj=1 ϕtj at some time
t, then the Schro¨dinger dynamics is approximated well by the Hartree dynamics. To show such a
statement is the goal of this article.
Note that in the presence of an interaction potential v(N) it is in general never true that
e−iHt
∧N
j=1 ϕ
0
j =
∧N
j=1 ϕ
t
j , since the interaction leads to correlations between the particles, i.e.,
the wave function evolves into a superposition of many antisymmetrized product states. These
correlations are caused by deviations from the mean-field behavior, i.e., by fluctuations around the
mean-field. For a rigorous derivation we thus need to consider a regime where the fluctuations
become small for large N , on the relevant time scales. Such an appropriate limit N → ∞ is then
called a mean-field limit.
3
1.1 Density ∝ N Regime
One such regime describes a system of fermions with very high density proportional to N . The
microscopic wave function ψt(x1, . . . , xN ) is a solution to the Schro¨dinger equation (here for non-
relativistic particles)
iN−1/3∂tψ
t =
 N∑
j=1
(
−N−2/3∆xj + w(N)(xj)
)
+N−1
∑
i<j
v(xi − xj)
ψt, (7)
and ϕt1, . . . , ϕ
t
N are solutions to the corresponding fermionic Hartree equations
iN−1/3∂tϕ
t
j =
(
−N−2/3∆+ w(N) +N−1 (v ∗ ρtN))ϕtj , (8)
for j = 1, . . . , N (recall ρtN =
∑N
i=1 |ϕti|2), where w(N) is a real-valued external field. The evolution
(7) is considered for initial data in a volume of order 11 which can be realized if the particles are
confined by a nice external trapping potential w(N). Note, that due to the antisymmetry of ψt, the
total kinetic energy for particles in a volume of order 1 is always bigger or equal CN5/3 (which can,
e.g., be read off from the kinetic energy inequality in Section 8.1). For states close to the ground
state and nice external fields, the kinetic energy is of order N5/3 (e.g., for free particles in a box
of constant side length, this can easily be checked). Then, the kinetic term on the right-hand side
of (7) is of order N−2/3N5/3 = N . The interaction term is of the same order, since N2 terms are
scaled down with N−1.
Let us describe heuristically two ways of how to arrive at the scaling limit of (7) (and let us for
simplicity disregard external fields here). One way is to start with initial conditions in a volume of
order 1 and kinetic energy of order N5/3 and then add a scaling for the interaction, such that the
scaled interaction and the kinetic energy are of the same order. The Schro¨dinger equation is then
i∂t˜ψ
t˜ =
− N∑
j=1
∆xj +N
−1/3
∑
i<j
v(xi − xj)
ψt˜. (9)
Since the average momentum per particle is of order N1/3, but the average scaled interaction or
force per particle is of order N−1/3N = N2/3, one can, for large N , expect a nice limiting equation
only for short times t˜ of order N−1/3 (change in momentum = force × time). By introducing
t = N1/3t˜ (and then dividing both sides of the equation by N2/3), we get Equation (7). Let us
describe another, more physical way to arrive at Equation (7), which, however, only works for
Coulomb interaction. Consider initial data in a small volume of order N−1 and kinetic energy of
order N7/3. This is realized, e.g., for electrons in the “core” region of a large-Z atom, see [41]. The
unscaled Schro¨dinger equation for Coulomb interacting particles is
i∂t˜ψ
t˜ =
− N∑
j=1
∆x˜j +
∑
i<j
|x˜i − x˜j |−1
ψt˜. (10)
A calculation for the free ground state in a box shows that the average force per particle is of order
N5/3. Since the average momentum is of order N2/3, from “change in momentum = force × time”
we can expect nice behavior for large N for times of order N−1. If we now introduce rescaled
variables t = Nt˜ and x = N1/3x˜ (such that in the variables t, x we consider the same kind of initial
conditions as in (7)), we arrive at Equation (7).
Note that Equation (7) has a semiclassical structure due to the N−1/3 factors, which play the
role of a very small parameter, like the ~ in the Schro¨dinger equation with units. As a consequence,
1Here, the phrase that a quantity is “of order x” means that it is bounded from below and above by some constant
times x. It is not meant in the sense of the Landau symbol O(x), where a function f(x) is O(g(x)), if there is a
constant C such that |f(x)| ≤ C|g(x)| for x large enough.
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the solutions to the Schro¨dinger equation (7) are close to solutions to the classical Vlasov equation,
e.g., in the sense that the Wigner transform of a solution to (7) is close to a classical phase space
density ρt(x, p) that solves the Vlasov equation. Such a derivation of the Vlasov equation from the
microscopic Schro¨dinger equation has been considered in [47] and improved in [57]. Several other
works [45, 46, 33, 49, 4, 2, 1, 12] also study the derivation of the Vlasov equation starting from
the Hartree equation (8) or the Hartree-Fock equation. However, the mean-field dynamics (8) is a
better approximation to the dynamics (7) than the Vlasov dynamics. A derivation of the mean-field
dynamics (8) from the microscopic dynamics (7) has first been given in [22] for bounded analytic
interactions and short times. In [14, 13], the derivation was crucially improved in the sense that it
was shown to hold for all times, for initial data with a certain semiclassical structure. Furthermore,
the result holds for pseudo-relativistic free Hamiltonians and with fewer regularity assumptions on
the interaction. The interaction is, however, still assumed to be bounded. Since many applications
concern electrons and in light of the discussion around Equation (10), a derivation for Coulomb
interaction would be desirable. Let us also mention [11] where the analysis of [14] is extended to
fermionic mixed states.
1.2 Density ∝ 1 Regime
Let us now introduce a new scaling limit for fermions. The inspiration for this new limit is twofold.
On the one hand, we want to study a scaling limit, where the solution to the Schro¨dinger equation
is not close to a solution to the Vlasov equation. In such a limit, one would see more quantum
effects like interference of wave packets. On the other hand, we are inspired by the application of
the Hartree-Fock equations to large molecules, where the size of the system is of order N . This is
the case for the scaling limit we now introduce.
We consider initial conditions in a volume of order N , i.e., with average density of order 1. The
idea is that for such initial data a mean-field approximation is valid for long-range interactions like
Coulomb interaction. The microscopic evolution for the wave function ψt(x1, . . . , xN ) is given by
the Schro¨dinger equation (for non-relativistic particles)
i∂tψ
t =
 N∑
j=1
(
−∆xj + w(N)(xj)
)
+N−β
∑
i<j
v(xi − xj)
ψt, (11)
and the corresponding fermionic Hartree equations are
i∂tϕ
t
j =
(
−∆+ w(N) +N−β (v ∗ ρtN))ϕtj , (12)
for j = 1, . . . , N , ρtN =
∑N
i=1 |ϕti|2, scaling exponent β ∈ R and v(x) = v(−x) a real-valued long-
range interaction. The Schro¨dinger equation (11) is interesting for initial data with total kinetic
energy of order N . (Note that by the kinetic energy inequality (see Section 8.1), this implies that
the system volume is at least of order N .) Now the crucial observation is that the total unscaled
interaction energy for long-range v is not of order N2, as one might expect from the order N2
terms in the double sum
∑
i<j in (11). It is in fact smaller, namely of order N
1+β˜ , with some
0 ≤ β˜ ≤ 1 depending on the long-range behavior of v. This can be seen heuristically by considering
the mean-field for constant density and interactions |x|−s, since (VN denotes a volume of order N)
(| · |−s ∗ ρtN) ≈ C ∫
VN
|x|−s d3x ≈ C
∫ N1/3
0
r−s r2dr ∝ N1−s/3 =: N β˜ , (13)
for appropriate s > 0 (see Lemma 8.1). Thus, if we set β = β˜ in Equation (11), the kinetic term
and the interaction term are both of order N .
Let us now consider the average force per particle. For simplicity, let us discuss it heuristically
in the mean-field approximation (a similar consideration can be done for the microscopic wave
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function ψt). There, the average force, including the scaling with β˜ = 1 − s/3, is given by the
gradient of the mean-field, i.e., it is of the order
N−β˜∇(| · |−s ∗ ρtN) ≈ N−β˜(| · |−s−1 ∗ ρtN) ≈ CN−β˜ ∫ N1/3
0
r−s−1 r2dr ∝ N−β˜N2/3−s/3 = N−1/3.
(14)
Thus, the mean-field is almost constant on scales of order 1 and only varies over the whole system
size. One would therefore heuristically expect free evolution to leading order. This classically
inspired heuristics is actually only almost right, since orbitals which are spread over the whole
system should feel an effect coming from the mean-field. We expect, however, that this could be
easily taken care of by adding a time and space dependent phase to the freely evolving orbitals.
Those orbitals can be expected to approximate the Schro¨dinger equation (11). However, similar
to before, one would expect that the fermionic Hartree equations (12) provide a more accurate
approximation to the dynamics. In fact, we prove this in Section 2.1 for 0 < s < 3/5, where we
also discuss relevant observables.
Note that one can repeat the heuristic calculation (14) and ask for the variation of the force.
One finds, e.g., that
N−β˜∆
(| · |−s ∗ ρtN) ≈ N−β˜(| · |−s−2 ∗ ρtN) ≈ CN−β˜ ∫ N1/3
0
r−s−2 r2dr ∝ N−β˜N1/3−s/3 = N−2/3,
(15)
for s < 1, and
N−β˜∆x
(| · |−1 ∗ ρtN)(x) = N−β˜(∆| · |−1 ∗ ρtN)(x) = N−β˜ρtN(x) ≈ N−β˜ ≈ N−2/3. (16)
for Coulomb interaction (where one would actually expect an lnN correction to the variation of the
force). Thus, while the leading order in this scaling limit is free dynamics, the next to leading order
is a constant force (at least when taking appropriate phase factors into account, see the discussion
after Equation (14)).
For interactions |x|−s, we can compare the new scaling limit to the one from Section 1.1. Let
us choose s = 1 here. The new scaling limit for initial conditions ψ˜0 in a volume of order N is then
i∂t˜ψ˜
t˜ =
− N∑
j=1
∆x˜j +N
−2/3
∑
i<j
|x˜i − x˜j |−1
 ψ˜t˜. (17)
If we rescale the spatial variables such that the initial conditions are in a volume of order 1, i.e., we
introduce x = N−1/3x˜, then the rescaled wave function ψt˜ solves
i∂t˜ψ
t˜ =
−N−2/3 N∑
j=1
∆x˜j +N
−1
∑
i<j
|x˜i − x˜j |−1
ψt˜. (18)
This is similar to Equation (7), but on a different time scale. The time scales are related by
t˜ = N1/3t. In other words, if we formulate the new scaling limit for initial conditions in a volume of
order 1, then the time scales are much shorter than those considered in Section 1.1. The important
difference between the two scaling limits lies in the kind of initial conditions one would naturally
consider. In (7), the initial conditions would vary over spatial scales of order 1, i.e., the whole
system size, and not over scales of order, say N−1/3. This is also assumed in [22, 14]. On the
other hand, the initial conditions for (11) would naturally vary over scales of order 1. If we would
rescale those initial conditions to a volume of size 1, then they would have a small scale structure
on spatial scales of order N−1/3. In fact, in our main results about the new scaling limit, we have
no restrictions for the initial conditions, except that the kinetic energy is appropriately bounded by
CN .
The described regime, to our knowledge, has not been considered in the literature before for a
derivation of mean-field dynamics. Note, however, that [8, 9, 7, 30] consider the case β = 1 which,
for Coulomb interaction, leads to an interaction term of order N−1/3. Compared to that, the results
in this article are an improvement by a factor N1/3 in the interaction strength. However, in [30]
Coulomb interaction without any cutoff is considered, while we have to introduce a very mild cutoff
on scales much shorter than the average particle distance, in order to treat the Coulomb singularity.
Note that in [6], by using the method introduced in this article and additional techniques like the
Fefferman-de la Llave decomposition of the Coulomb potential, also Coulomb interaction without
cutoff can be dealt with.
1.3 Outline
Next, we present the main results of this article. The results for the new scaling (11), which are
the focus of this work, are presented and discussed in Section 2.1. In Section 2.2, we derive the
mean-field equations (8) for a class of bounded interactions and initial states with a semiclassical
structure. For this case, we reproduce some of the results from [14], with minor improvements on
the initial conditions. We give this derivation in order to demonstrate the generality of our approach
and since the proof is very short. In Section 3, we introduce our method for deriving fermionic
mean-field dynamics. In Section 3.1, we explain the connection between the functional we use in
the proof and reduced density matrices. In Section 3.2, we state a slightly more general version of
our main result in terms of the newly defined functional and in Section 3.3 we sketch the proof of
these theorems. All proofs are given in Sections 4 to 9. Finally, let us remark that the length of this
article is due to the fact that we introduce our method in great detail and generality, in particular
in Sections 4 to 7.2. The core parts of the proof are given in Sections 7.3 and 9.
2 Main Results
In order to state the main results of this article, we need a measure for the closeness of a many-body
wave function ψ ∈ L2(R3N ) to the antisymmetrized product state ∧Nj=1 ϕj , with ϕ1, . . . , ϕN ∈
L2(R3). A natural choice is a trace norm estimate on the reduced density matrices. For any
normalized antisymmetric ψ ∈ L2(R3N ), the reduced one-particle density matrix is defined by its
integral kernel
γψ1 (x; y) =
∫
ψ(x, x2, . . . , xN )ψ
∗(y, x2, . . . , xN ) d
3x2 . . . d
3xN . (19)
If we want to have control over the statistics of one-body observables A : L2(R3) → L2(R3), we
need to control the trace norm difference of the reduced one-particle density matrices of ψ and∧
ϕj , since, e.g., for bounded A,
trAγψ1 − trAγ
∧
ϕj
1 ≤ ||A||op
∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣
tr
, (20)
where ||·||op denotes the operator norm and ||·||tr the trace norm (see also Section 5). Thus, we
express our main results in terms of the trace norm difference above. Note that we actually prove
slightly stronger convergence statements, see Section 3.
2.1 Density ∝ 1 Regime with Interactions |x|−s
In this section we explicitly consider the non-relativistic Schro¨dinger equation (11) and the corre-
sponding fermionic Hartree equations (12), as discussed in Section 1.2. The results in this subsection
are concerned with interaction potentials |x|−s with 0 < s < 6/5, sometimes with singularity weak-
ened or cutoff, and the corresponding β = 1 − s/3 (see also Lemma 8.1). For the following results
we assume the existence of solutions to the equations (11) and (12) and that the total kinetic energy
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of the solutions to (12) (but not necessarily to (11)) is bounded by AN , i.e.,
∑N
i=1 ||∇ϕti||2 ≤ AN .
There are several works about solution theory to the Hartree(-Fock) equations [15, 19, 18, 16] which
establish existence and uniqueness of solutions even for singular (attractive or repulsive) interactions
and external fields like |x|−1. A blowup of solutions is only expected for strong attractive interac-
tions (e.g., for gravitating fermions) with semirelativistic free Hamiltonian, see, e.g., [32, 36, 35].
(Indeed, as is shown in [32], even for bounded interactions, v ∗ ρtN can become infinite in the limit
of t → T , for some T < ∞.) Therefore, for non-relativistic Hamiltonians, due to the conserva-
tion of the total Hartree energy,
∑N
i=1 ||∇ϕti||2 ≤ AN always holds if it holds for the initial states
ϕ01, . . . , ϕ
0
N and if the external field is nice enough (e.g., scaled external Coulomb fields generated
by nuclei with some N -independent distances to each other are ok).
Theorem 2.1. Let t ∈ [0, T ) for some 0 < T ∈ R ∪ ∞. Let ψt ∈ L2(R3N ) be a solution to the
Schro¨dinger equation (11) with antisymmetric initial condition ψ0 ∈ L2(R3N ). Let ϕt1, . . . , ϕtN ∈
L2(R3) be solutions to the fermionic Hartree equations (12) with orthonormal initial conditions
ϕ01, . . . , ϕ
0
N ∈ L2(R3), and with
N∑
i=1
∣∣∣∣∇ϕti∣∣∣∣2 ≤ AN (21)
for some A > 0 and all t < T . Then there are positive constants C, such that
(a) for interactions
v(x) = ±|x|−s, (22)
with 0 < s < 3/5 and β = 1− s/3 we have∣∣∣∣∣∣γ∧ϕtj1 − γψt1 ∣∣∣∣∣∣
tr
≤ 2eCt
∣∣∣∣∣∣γ∧ϕ0j1 − γψ01 ∣∣∣∣∣∣1/2
tr
+
(
8
(
eCt − 1))1/2N−1/2, (23)
with C ∝ As/2;
(b) for interactions v = ±vs,δ with
0 ≤ vs,δ(x)
{ ≤ DN δs , for |x| ≤ N−δ
= |x|−s , for |x| > N−δ, (24)
with D > 0, 0 < s < 6/5, β = 1− s/3 and δ < (3− 2s)/(6s) we have∣∣∣∣∣∣γ∧ϕtj1 − γψt1 ∣∣∣∣∣∣
tr
≤ 2eCtN1/2−γ/2
∣∣∣∣∣∣γ∧ϕ0j1 − γψ01 ∣∣∣∣∣∣1/2
tr
+
(
8
(
eCt − 1))1/2N−γ/2, (25)
for all 0 < γ ≤ 1− 2δs− 2s/3;
(c) for interactions v(x) = ±|x|−1 and β = 2/3, under the condition that for all t and some ε > 0
there are C1(t), C2(t) (independent of N) such that
N∑
j=1
∣∣∣∣∣∣∇3/2+εϕtj∣∣∣∣∣∣2 ≤ C1(t)N or ∣∣∣∣ρtN ∣∣∣∣∞ ≤ C2(t), (26)
we have∣∣∣∣∣∣γ∧ϕtj1 − γψt1 ∣∣∣∣∣∣
tr
≤ 2e
∫ t
0
C(s)ds
∣∣∣∣∣∣γ∧ϕ0j1 − γψ01 ∣∣∣∣∣∣1/2
tr
+
(
8
(
e
∫ t
0
C(s)ds − 1
))1/2
N−1/2, (27)
for some C(t) independent of N .
Proof. See Section 8.2.
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Remarks.
1. Let us put the three different cases of Theorem 2.1 into perspective. In (a) we treat sin-
gular interactions, but with weaker singularity than Coulomb. Case (b) includes Coulomb
interaction with the singularity cut off on a ball with radius much smaller than the average
particle distance. However, in case (b) the convergence rate is only N−γ/2, with γ < 1/3
in the Coulomb case, depending on the cutoff distance N−δ. In case (c) we treat Coulomb
interaction without cutoff. We get the convergence rate N−1/2. For this we need additional
regularity assumptions on the solutions to the fermionic Hartree equations. We expect these
conditions to hold for all times under suitable assumptions on the initial data, but we refrain
from proving that in this paper.
2. Using Lemmas 3.2 and 3.3 we can also deduce bounds in Hilbert-Schmidt norm. For example,
in case (a) we have
√
N
∣∣∣∣∣∣γ∧ϕtj1 −γψt1 ∣∣∣∣∣∣
HS
≤
√
2eCt
(√
N
∣∣∣∣∣∣γ∧ϕ0j1 − γψ01 ∣∣∣∣∣∣
HS
)1/2
+
(√
2
(
eCt − 1))1/2N−1/2. (28)
(Note that our choice of normalization is
∣∣∣∣γ∧ϕtj1 ∣∣∣∣tr = 1 and √N ∣∣∣∣γ∧ϕtj1 ∣∣∣∣HS = 1.)
3. If we set the external field w(N) = 0, then, for the interactions in this theorem, the bound
(21) holds for all times, if it holds for the initial conditions. Furthermore, we have existence
and uniqueness for the solutions to (11) and (12) in this case. Thus, for w(N) = 0, all the
results in this theorem hold under the sole assumption that (21) holds at t = 0.
4. Note that in the setup of Theorem 2.1, the kinetic energy per particle is of order 1, i.e.,
a particle can on average travel a distance of order 1, while the diameter of the system is
of order N1/3. Heuristically speaking this means that the system looks static on very large
scales. The results above are therefore relevant for observables that are sensitive for properties
on small scales. Let us give a simple example of such an observable. We divide the volume
of the system into 2N cells, where each cell has a volume of order 1. As initial state we
choose smooth wave packets with disjoint supports, each with kinetic energy of order 1. Each
packet occupies one of the cells, and we leave a neighboring cell unoccupied. Then a suitable
observable A would be the number of particles in the unoccupied cells. After a short time of
order 1, due to the diffusion of wave packets, there will be order N particles in the previously
unoccupied cells. Furthermore, the wave packets will show interference effects.
5. Let us follow up on the example of the previous remark and discuss what result we would
expect if we compare the Schro¨dinger evolution with the free evolution. As discussed in
Section 1.2, the average force per particle is of order N−1/3. This would be the expected
relative error we make in estimating the expectation value of the observable A from above:
after some time t the unoccupied cells contain order N ±N2/3 particles. On the other hand,
the estimates (23) and (27) would give a prediction of order N ± N1/2. Thus, in the cases
(a) and (c), the prediction from the fermionic Hartree equations is better than what we could
expect from the free evolution (or the free evolution with a time and space dependent phase).
Let us conclude this subsection with a remark about Coulomb interaction with N−1 scaling,
and with N−2/3 scaling for times smaller than order 1. In the first case, we have free evolution
for times of order N1/3−ε, for any ε > 0. In the second case, we even have closeness to any state,
without evolution, if, of course, the initial conditions are close. We summarize this in the following
proposition which for simplicity we only state for Coulomb interaction without external fields.
Proposition 2.2. Let ψt ∈ L2(R3N ) be a solution to the Schro¨dinger equation
i∂tψ
t = Hψt =
− N∑
j=1
∆xj +N
−δ
∑
i<j
|xi − xj |−1
ψt, (29)
9
with antisymmetric initial condition ψ0 ∈ L2(R3N ) with total energy 〈ψ0, Hψ0〉 = E. Then,
(a) if ϕt1, . . . , ϕ
t
N ∈ L2(R3) are solutions to the free equations i∂tϕtj(x) = −∆ϕtj(x) with orthonor-
mal initial conditions ϕ01, . . . , ϕ
0
N ∈ L2(R3), there is a C > 0 such that for all t > 0,∣∣∣∣∣∣γ∧ϕtj1 − γψt1 ∣∣∣∣∣∣
tr
≤ 2
∣∣∣∣∣∣γ∧ϕ0j1 − γψ01 ∣∣∣∣∣∣1/2
tr
+ C
(
N1/6−δE1/2 t
)1/2
, (30)
(b) given time-independent ϕ1, . . . , ϕN ∈ L2(R3) with
∑N
j=1 ||∇ϕj ||2 = Emfkin, there is a C > 0 such
that for all t > 0,∣∣∣∣∣∣γ∧ϕj1 − γψt1 ∣∣∣∣∣∣
tr
≤ 2
∣∣∣∣∣∣γ∧ϕj1 − γψ01 ∣∣∣∣∣∣1/2
tr
+ C
((
EN−1 + EmfkinN
−1 +N1/6−δE1/2
)
t
)1/2
. (31)
Proof. See Section 8.2.
2.2 Density ∝ N Regime
Let us now state the result for the derivation of the mean-field dynamics for the regime discussed
in Section 1.1. Such a derivation has recently been given in [14] and here, we reproduce some of
these results. We actually use estimates about the propagation of properties of the initial data
from [14] (see Lemma 9.1). A slight improvement of our result is that our conditions on the
closeness of the initial data are more transparent and general, see Remark 10. In contrast to [14],
we express our result solely in terms of the one-particle reduced density matrices. We consider the
Schro¨dinger equation (7) (for simplicity, without external fields) and the corresponding fermionic
Hartree equations (8). Note that for the interactions we consider the exchange term can easily be
shown to be subleading (compared to the error term in the bound (36)), so the theorem can be
proven directly for both the fermionic Hartree and for the Hartree-Fock equations
iN−1/3∂tϕ
t
j =
(
−N−2/3∆+N−1 (v ∗ ρtN))ϕtj −N−1 N∑
k=1
(
v ∗ (ϕt∗k ϕtj)
)
ϕtk, (32)
for j = 1, . . . , N (recall ρtN =
∑N
i=1 |ϕti|2). Note that here we do not have to use the long-range
behavior of the interaction, since we are interested in solutions in a volume of order 1. For technical
reasons, we consider a class of interactions that is in particular bounded. Our theorem is analogous
to [14, Thm. 2.1]. We denote the trace norm by ||·||tr (see also Section 5) and the commutator by
[A,B] = AB −BA.
Theorem 2.3. Set w(N) = 0. Let ψt ∈ L2(R3N ) be a solution to the Schro¨dinger equation (7)
with antisymmetric initial condition ψ0 ∈ L2(R3N ). Let ϕt1, . . . , ϕtN ∈ L2(R3) be solutions to the
fermionic Hartree equations (8) or to the Hartree-Fock equations (32), with orthonormal initial
conditions ϕ01, . . . , ϕ
0
N ∈ L2(R3). We assume that v ∈ L1(R3) and∫
d3k (1 + |k|2) |vˆ(k)| <∞, (33)
where vˆ is the Fourier transform of v, and that the initial conditions ϕ01, . . . , ϕ
0
N are such, that
sup
k∈R3
(1 + |k|)−1
∣∣∣∣∣∣[p0, eik·x]∣∣∣∣∣∣
tr
≤ cN2/3, (34)
∣∣∣∣∣∣[p0,∇]∣∣∣∣∣∣
tr
≤ cN, (35)
for some constant c > 0, where p0 =
∑N
j=1 |ϕ0j〉〈ϕ0j | is the projector on the span of ϕ01, . . . , ϕ0N .
Then, there are positive C1, C2, such that for all t > 0,∣∣∣∣∣∣γ∧ϕtj1 − γψt1 ∣∣∣∣∣∣
tr
≤ 2eC1(eC2t−1)
∣∣∣∣∣∣γ∧ϕ0j1 − γψ01 ∣∣∣∣∣∣1/2
tr
+
(
8
(
eC1(e
C2t−1) − 1
))1/2
N−1/2. (36)
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Proof. See Section 9.
Remarks.
6. The condition (34) captures the semiclassical structure of the initial data, see [14] for a more
detailed discussion. The condition (35) is used to propagate (34) in time. Note that for the
initial state from Remark 4 the condition (35) does not hold.
7. The theorem also holds with external fields that are such that they preserve the bounds (34)
and (35) for all t.
8. The double exponential in the bound (36) comes from using the Gronwall Lemma twice: once
for propagating the conditions (34) and (35) in time, and once for the time derivative of a
quantity similar to the left-hand side of (36) (see Section 3).
9. Using Lemma 3.2 we can also deduce a bound in Hilbert-Schmidt norm, i.e.,
√
N
∣∣∣∣∣∣γ∧ϕtj1 −γψt1 ∣∣∣∣∣∣
HS
≤
√
2eC1(e
C2t−1)
(√
N
∣∣∣∣∣∣γ∧ϕ0j1 − γψ01 ∣∣∣∣∣∣
HS
)1/2
+
(√
2
(
eC1(e
C2t−1) − 1
))1/2
N−1/2.
(37)
10. Let us compare Theorem 2.3 to [14, Thm. 2.1]. Our bounds (36) and (37) are similar to the
bounds [14, Eq. (2.20)] and [14, Eq. (2.19)]. In particular, the convergence rates are the same.
The bounds (36) and (37) are formulated for more general initial data, in the sense that
convergence of the initial trace respectively (
√
N times) Hilbert-Schmidt norm is sufficient
to control the left-hand sides of (36) and (37). In [14, Thm. 2.1], there are two additional
bounds that improve the rate of convergence: in [14, Eq. (2.21)] this is achieved by additional
assumptions on the closeness of the initial data to antisymmetric product states and in [14,
Eq. (2.22)] by evaluating the trace norm difference only for certain observables. Furthermore,
in [14, Thm. 2.2] bounds for the reduced k-particle density matrices are proven.
3 Exposition of The Method
We now present our method for deriving fermionic mean-field dynamics form the microscopic
Schro¨dinger dynamics. This method does not rely on BBGKY hierarchies but on a Gronwall
type estimate for a suitably defined functional, which leads to many technical advantages. The
key of the method is to define the functional αf (ψ, ϕ1, . . . , ϕN ) that measures the closeness of
a many-body wave function ψ ∈ L2(R3N ) to the antisymmetrized product state ∧Nj=1 ϕj , with
ϕ1, . . . , ϕN ∈ L2(R3). For the definition of αf we need to introduce several projectors that play a
crucial role in the proofs later.
Definition 3.1. Let ϕ1, . . . , ϕN ∈ L2(R3) be orthonormal and ψ ∈ L2(R3N ) be normalized. For
all j,m = 1, . . . , N we define the projector
pϕjm := |ϕj〉〈ϕj |m = |ϕj(xm)〉〈ϕj(xm)| = 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−1 times
⊗ |ϕj〉〈ϕj | ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
N−m times
, (38)
i.e., its action on any ψ ∈ L2(R3N ) is given by
(pϕjm ψ) (x1, . . . , xN ) = ϕj(xm)
∫
ϕ∗j (xm)ψ(x1, . . . , xN ) d
3xm. (39)
We define pm :=
∑N
j=1 p
ϕj
m and qm := 1− pm. For any 0 ≤ k ≤ N we define
P (N,k) :=
(
k∏
m=1
qm
N∏
m=k+1
pm
)
sym
=
∑
~a∈Ak
N∏
m=1
(pm)
1−am(qm)
am , (40)
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with the set Ak :=
{
~a = (a1, . . . , aN ) ∈ {0, 1}N :
∑N
m=1 am = k
}
, i.e., P (N,k) is the symmetrized
tensor product of q1, . . . , qk, pk+1, . . . , pN . We define P
(N,k) = 0 for all k < 0 and k > N . We call
any f : {0, . . . , N} → [0, 1] with f(0) = 0, f(N) = 1 a weight function. For any weight function f
we define the operator
f̂ :=
N∑
k=0
f(k)P (N,k), (41)
and the functional
αf (ψ, ϕ1, . . . , ϕN ) := 〈ψ, f̂ ψ〉, (42)
where 〈·, ·〉 denotes the scalar product on L2(R3N ).
The functional αf has first been introduced by one of the authors (P.P.) for bosons [51], that is,
with pm = |ϕ〉〈ϕ|m. The functional was used in [51, 39] for the derivation of the bosonic Hartree
equation, and in [52, 50] for the derivation of the Gross-Pitaevskii equation. A variant of it has
been used in [21, 20] to derive the effective dynamics of a tracer particle in a Bose gas and in [3] to
derive the Hartree-von Neumann limit.
Let us explain Definition 3.1 a little further. First, note that pm, qm and P
(N,k) are indeed
projectors, since ϕ1, . . . , ϕN are assumed to be orthonormal. As operators on L
2(R3), p1 projects
on the subspace spanned by ϕ1, . . . , ϕN , and q1 on its complement, i.e., in particular, p1q1 = 0.
The P (N,k) have the property that
N∑
k=0
P (N,k) =
N∏
m=1
(pm + qm) = 1 and P
(N,k)P (N,ℓ) = δkℓP
(N,k), (43)
where the last equation is true since P (N,k) contains exactly k q-projectors in each summand
and qmpm = 0. We can thus define the decomposition ψ =
∑N
k=0 P
(N,k)ψ of the microscopic
wave function, where now each contribution P (N,k)ψ has (N − k) particles in one of the orbitals
ϕ1, . . . , ϕN (“good particles”) and k particles not in the orbitals ϕ1, . . . , ϕN (“bad particles”). With
the functional αf , each contribution P
(N,k)ψ is given the weight f(k), i.e., f specifies how much
weight is given to the number of particles outside the antisymmetrized product state
∧N
j=1 ϕj .
Since 0 ≤ αf ≤ 1, αf ≈ 0 means (for suitable weight functions f) that the approximation of ψ by∧N
j=1 ϕj is very good, while αf ≈ 1 means that the approximation is not valid at all. By choosing
an appropriate f we can fine tune what exactly is meant by the closeness of ψ to
∧N
j=1 ϕj . One
obvious and very simple weight is the relative number k/N . We always denote this weight function
by
n(k) = k/N (44)
and the corresponding functional by αn. For this weight function, due to the antisymmetry of ψ
and (43), the functional has the simple form (recall that each summand in P (N,k) contains exactly
k projectors q)
αn =
N∑
k=0
k
N
〈
ψ, P (N,k)ψ
〉
=
N∑
k=0
N−1
〈
ψ,
N∑
m=1
qmP
(N,k)ψ
〉
=
〈
ψ, q1ψ
〉
. (45)
Let us note here that αn has been used before in [5, 34] to measure deviation from the antisym-
metrized product structure in the static setting; see also the remarks following (51). Furthermore,
αn coincides with the measure introduced in [14] for states in Fock space with fixed particle number
N . Another important weight is
m(γ)(k) =
{
kN−γ , for k ≤ Nγ
1 , otherwise,
(46)
with some 0 < γ ≤ 1. The function m(γ)(k) gives a much larger weight to already very few particles
outside the antisymmetrized product structure. On the other hand, for k > Nγ , i.e., very many
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particles outside the antisymmetrized product structure, m(γ)(k) gives the same weight 1 for all
k > Nγ . These properties enable us to derive mean-field approximations for a much wider range
of physical situations, e.g., singular or weakly scaled interaction potentials. Let us stress that the
freedom in the choice of the weight function is a key feature and advantage of the described method.
Note that we could also define projectors pϕ =
∑N
m=1 p
ϕ
m and q
ϕ = 1− pϕ. For antisymmetric
ψ, the αf functional defined with those projectors coincides with αf from Definition 3.1, since(∏k
j=1 q
ϕj
∏N
j=k+1 p
ϕj
)
sym
ψ = P (N,k)ψ, as can be seen from multiplying out the left-hand side.
Note that the projectors pϕ are related to fermionic creation and annihilation operators a(ϕ) and
a†(ϕ) (see, e.g., [43]) by pϕ = a†(ϕ)a(ϕ), i.e., pϕ is the number operator for the state ϕ.
The goal of this work is to prove bounds on αf (t) = αf
(
ψt, ϕt1, . . . , ϕ
t
N
)
, where ψt is a solution
to the Schro¨dinger equation and ϕt1, . . . , ϕ
t
N are solutions to the fermionic Hartree equations. In
more detail, we first look for a bound on the time derivative of αf (t) of the type
∂tαf (t) ≤ C(t)
(
αf (t) +N
−δ
)
, (47)
which then, by Gronwall’s Lemma, implies the bound
αf (t) ≤ e
∫
t
0
C(s)ds αf (0) +
(
e
∫
t
0
C(s)ds − 1
)
N−δ, (48)
where the function C(t) is independent of N , and δ > 0 is called the convergence rate. In the main
theorems of Section 2, the weight function is either n from (44) or m(γ) from (46). A bound of the
form (48) implies that if initially (at time t = 0) αf is small, then it stays small for times t > 0 and
N large enough. In the limit of N → ∞, we arrive at the statement that limN→∞ αf (t = 0) = 0
implies limN→∞ αf (t) = 0 for all t > 0. Note that for all f ≥ n, we have αf ≥ αn, i.e., if the bound
(47) holds for such an f , we find
αn(t) ≤ αf (t) ≤ e
∫
t
0
C(s)ds
(
αf (0) +N
−δ
)
. (49)
Thus, by using a weight function f ≥ n (which can be advantageous in the estimates, see below) we
can still control αn(t), but now under stronger conditions on the initial state, namely that αf (0)
has to be small in N .
3.1 Connection to Density Matrices
The functional αf is closely related to the trace and Hilbert-Schmidt norms of the difference between
reduced one-particle density matrices as defined in (19). Note that for an antisymmetrized product
state
∧N
j=1 ϕj we find
γ
∧
ϕj
1 = N
−1p1. (50)
Let us now consider αn, i.e., the α-functional with the weight n(k) = k/N . Note that
αn = 〈ψ, q1ψ〉 = tr(γψ1 q1) = tr(γψ1 (1 − p1)) = Ntr(γψ1 (N−1 − γ
∧
ϕj
1 )), (51)
where tr(·) denotes the trace. It is the expression tr(γψ1 q1) that has been used before to measure
deviation from the antisymmetrized product structure in the static setting, see [5, 34]. The relations
between αn and the differences between Schro¨dinger and Hartree reduced one-particle density ma-
trices in trace norm ||·||tr and Hilbert-Schmidt norm ||·||HS are summarized in the following lemma
(see Section 5 for the definition of the norms).
Lemma 3.2. Let ψ ∈ L2(R3N ) be antisymmetric and normalized, and let ϕ1, . . . , ϕN ∈ L2(R3) be
orthonormal. Then ∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣2
tr
≤ 8αn ≤ 8
√
N
∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣
HS
, (52)
N
∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣2
HS
≤ 2αn ≤
∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣
tr
. (53)
13
Proof. See Section 5.
Note that the extra N factors are due to the choice of normalization; indeed∣∣∣∣∣∣γ∧ϕj1 ∣∣∣∣∣∣
tr
= 1 and
∣∣∣∣∣∣γ∧ϕj1 ∣∣∣∣∣∣
HS
= N−1/2. (54)
Lemma 3.2 is the main result of this section. It implies in particular that
lim
N→∞
αn = 0 ⇐⇒ lim
N→∞
∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣
tr
= 0 ⇐⇒ lim
N→∞
√
N
∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣
HS
= 0, (55)
i.e., convergence of γψ1 to γ
∧
ϕj
1 in certain norms is equivalent to convergence of αn to zero. However,
there is a difference in the convergence rates, e.g., if αn converges with rate N
−1, then the density
matrices converge in trace norm only with rate N−1/2, as can be seen from (52).
Let us now consider more general weight functions f with f(k) ≥ n(k) for all k and in particular
the weight m(γ)(k) from (46) which we use later. Note that for those weights αf ≥ αn.
Lemma 3.3. Let ψ ∈ L2(R3N ) be antisymmetric and normalized, and let ϕ1, . . . , ϕN ∈ L2(R3) be
orthonormal. Then, for all f with f(k) ≥ k/N ∀k = 1, . . . , N ,∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣2
tr
≤ 8αf , N
∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣2
HS
≤ 2αf , (56)
αm(γ) ≤ N1−γαn. (57)
Thus, convergence of αf to zero still implies convergence of γ
ψ
1 to γ
∧
ϕj
1 , but in general not the
other way around. We use (57) to express some of our main result only in terms of trace norms.
Let us make a brief remark about convergence in operator norm. Note that ||γψ1 ||op ≤ N−1 for
antisymmetric ψ, so a possible indicator of convergence would be the operator norm times N . This,
however, is not a good type of convergence for our purpose, since the operator norm is given by the
largest eigenvalue (which at most can be N−1 for fermionic density matrices; recall our choice of
normalization). Thus, while convergence of N times the operator norm does imply convergence of
αn, the opposite is not true. One orbital not in the antisymmetrized product of the ϕ1, . . . , ϕN is
enough to let the operator norm of N times the difference between the density matrices be equal
to one, while αn converges to zero.
3.2 Main Theorems in Terms of α
Let us state and discuss two Theorems with bounds on αn and αm(γ) which hold for very general
Hamiltonians. From these theorems we can then deduce Theorem 2.1.
Theorems 3.4 and 3.6 are of the form: Given certain properties of the solutions to the fermionic
Hartree equations, the mean-field approximation for the dynamics is good, i.e., αf (t) ≤ C(t)
(
αf (0)+
N−δ
)
for some δ > 0. We consider wave functions ψt ∈ L2(R3N ) that are solutions to the
Schro¨dinger equation (1) with self-adjoint Hamiltonian (2) with real and possibly scaled interaction
v(N)(x) = v(N)(−x). The most important example for the free part H0j is the non-relativistic free
Hamiltonian with external field, H0j = −∆j + w(N)(xj), but we could also replace the Laplacian
by relativistic operators like
√−∆+m2 −m (m > 0) or |∇|. The fermionic mean-field equations
for the one-particle wave functions ϕt1, . . . , ϕ
t
N ∈ L2(R3) are given by (3). The first theorem gives
a bound on αn(t) = 〈ψt, qt1ψt〉.
Theorem 3.4. Let t ∈ [0, T ) for some 0 < T ∈ R ∪ ∞. Let ψt ∈ L2(R3N ) be a solution to the
Schro¨dinger equation (1) with Hamiltonian (2) with antisymmetric initial condition ψ0 ∈ L2(R3N ).
Let ϕt1, . . . , ϕ
t
N ∈ L2(R3) be solutions to the fermionic Hartree equations (3) with orthonormal
initial conditions ϕ01, . . . , ϕ
0
N ∈ L2(R3).
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We assume that v(N) and ρtN =
∑N
i=1 |ϕti|2 for all t ∈ [0, T ) are such that there is a positive
D(t) (independent of N), such that
sup
y∈R3
((
v(N)
)2 ∗ ρtN)(y) ≤ D(t)N−1. (58)
Then there is a positive C(t) = 9
√
D(t), such that
αn(t) ≤ e
∫ t
0
C(s)ds αn(0) +
(
e
∫ t
0
C(s)ds − 1
)
N−1. (59)
Proof. See Section 7.4.
Remarks.
11. The corresponding bounds for the reduced one-particle density matrices follow from Lemma 3.2.
12. The condition (58) is only a condition on the solutions to the fermionic Hartree equations (3),
and not on the solutions to the Schro¨dinger equation (1). Note that for solutions ϕt1, . . . , ϕ
t
N ∈
H1(R3) (the first Sobolev space) and interactions with at most a singularity |x|−1, the left-
hand side of (58) is always finite due to Hardy’s inequality. Therefore, the challenge lies in
the N -dependence on the right-hand side of (58).
13. Note that condition (58) implies that (by Cauchy-Schwarz and
∫
ρtN = N)
sup
y∈R3
(∣∣v(N)∣∣ ∗ ρtN)(y) ≤√D(t), (60)
i.e., the scaled mean-field interaction is everywhere bounded.
14. There is an interesting connection between condition (58) and the fluctuations around the
mean-field. At each point y ∈ R3, let us denote the “fluctuations” in the interaction at y in
the state φ =
∧N
j=1 ϕ
t
j by Var[φ]
(∑N
k=1 v
(N)
ky
)
, with the definition Var[φ](X) = 〈φ,X2φ〉 −
〈φ,Xφ〉2, and where vky = v(xk − y) and x1, . . . , xN denote the integration variables in the
scalar product. Then, by a simple calculation, we find Var[φ]
(∑N
k=1 v
(N)
ky
) ≤ ((v(N))2∗ρtN)(y).
Therefore, if condition (58) holds, then the fluctuations around the mean-field vanish at each
point for large N , with rate N−1. Note that N−1 is the typical size of fluctuations in the
(weak) law of large numbers, for independently identically distributed random variables. It is
therefore not surprising that under this condition the derivation of the mean-field dynamics
succeeds (although condition (58) could well be too restrictive; see also Theorem 3.6).
15. Theorem 3.4 shows indirectly that under the condition (58) the scaled exchange term is at
most of O(N−1/2). (For the simple example of plane waves in a box of size N and Coulomb
interaction with scaling exponent β = 2/3, it is actually of O(N−2/3).) This is so because an
exchange term of O(N−δ) gives an error term of O(N−2δ) in the αn estimate. We show this
in Remark 21, following the proof in Section 7.4.
The condition (58) can be relaxed and replaced by other conditions if we use the weight function
m(γ)(k) from (46). This allows to treat more singular interactions and smaller scaling exponents.
Let us first summarize the precise assumptions that we need on the scaled interaction v(N) and the
density ρtN and afterwards state the theorem.
Assumption 3.5. For all t ∈ [0, T ), ρtN =
∑N
i=1 |ϕti|2 and v(N) are such that there are a (possibly
N -dependent) volume ΩN ⊂ R3, positive Di(t) (independent of N) and 0 < γ ≤ 1, such that
sup
y∈R3
((
v(N)
)2 ∗ ρtN)(y) ≤ D1(t)N−γ , (61)
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∫ ((
v(N)
)2 ∗ ρtN)(y) ρtN (y) d3y ≤ D2(t), (62)
sup
y∈R3
∫
ΩN+y
(
v(N)(y − x)
)2
ρtN (x) d
3x ≤ D3(t)N−1, (63)
sup
y∈R3\ΩN
∣∣v(N)(y)∣∣ ≤√D4(t)N−1/2−γ/2. (64)
Under this assumption we can conclude convergence of αm(γ)(t).
Theorem 3.6. Let t ∈ [0, T ) for some 0 < T ∈ R ∪ ∞. Let ψt ∈ L2(R3N ) be a solution to the
Schro¨dinger equation (1) with Hamiltonian (2) with antisymmetric initial condition ψ0 ∈ L2(R3N ).
Let ϕt1, . . . , ϕ
t
N ∈ L2(R3) be solutions to the fermionic Hartree equations (3) with orthonormal
initial conditions ϕ01, . . . , ϕ
0
N ∈ L2(R3).
We assume that v(N) and ρtN :=
∑N
i=1 |ϕti|2 for all t ∈ [0, T ) are such that Assumption 3.5 holds.
Then there is a positive C(t) = 16
√
3 max
{
D1(t), D2(t), D3(t), D4(t)
}1/2
, such that
αm(γ)(t) ≤ e
∫ t
0
C(s)ds αm(γ)(0) +
(
e
∫ t
0
C(s)ds − 1
)
N−γ . (65)
Proof. See Section 7.4.
Remarks.
16. The corresponding bounds for the reduced one-particle density matrices follow from Lem-
mas 3.2 and 3.3.
3.3 Sketch of Proof
Let us give a brief overview of how the bounds (59) and (65) can be obtained. We also aim to
illustrate that the idea to “count the number of particles” not in the antisymmetrized product is
very natural and has a clear physical interpretation which is reflected in the proof. We first consider
the weight function n(k) = k/N . Note that qt1 is a solution to the Heisenberg equation of motion
i∂tq
t
1 = [H
mf
1 , q
t
1], where H
mf
1 = H
0
1 + V
(N)
1 is the “mean-field Hamiltonian” from the right-hand
side of (3), with V
(N)
1 =
(
v(N) ∗ ρtN
)
. Using the antisymmetry of ψt, we then find
∂tαn(t) = ∂t
〈
ψt, qt1ψ
t
〉
= i
〈
ψt,
[
(N − 1)v(N)12 − V (N)1 , qt1
]
ψt
〉
= (I)n + (II)n + (III)n, (66)
where, using pt1 + q
t
1 = 1 = p
t
2 + q
t
2,
(I)n = 2 Im
〈
ψt, qt1
(
(N − 1)pt2v(N)12 pt2 − V (N)1
)
pt1ψ
t
〉
, (67)
(II)n = 2 Im
〈
ψt, qt1q
t
2 (N − 1)v(N)12 pt1pt2ψt
〉
, (68)
(III)n = 2 Im
〈
ψt, qt1q
t
2(N − 1)v(N)12 pt1qt2ψt
〉
. (69)
Let us emphasize here that the kinetic and external field terms coming from the Schro¨dinger and
the fermionic mean-field equations cancel, which is why the theorems in Section 3.2 hold for any
H0j . Also, terms (II)n and (III)n do not depend on the mean-field V
(N)
1 ; it is only term (I)n where
a difference between Schro¨dinger interaction and the mean-field enters. Note that these three terms
have an intuitive explanation. The change ∂tαn(t) in the “number of bad particles” is given by
three different kind of transitions due to the microscopic interaction: transitions between one good,
one bad particle and two good particles (term (I)n); between two bad and two good particles (term
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(II)n); and transitions between two bad and one good, one bad particle (term (III)n). Note,
however, that for αn(0) = 0, i.e., ψ
0 =
∧N
j=1 ϕ
0
j , we find ∂tαn(t)
∣∣
t=0
= 0. Thus, what causes the
deviations from the antisymmetrized product structure in the first place, is a higher order effect,
viz., the fluctuations around the mean-field. The exponential growth in time in (48) comes from
the fact that the larger the number of bad particles, the more possibilities do good particles have
to become correlated, i.e., as in (47), the change in the number of bad particles at some time t is
expected to be proportional to the number of bad particles at this time, plus fluctuations.
Let us briefly discuss how the three terms in (66) can be bounded rigorously (Lemma 7.3).
Let us first show why the terms can be bounded by CNαn(t) plus error terms of O(N−1), where
CN denotes some possibly N -dependent constant, and afterwards discuss why CN in fact does not
depend on N for the scalings discussed in Sections 1.1 and 1.2. Recall that ||qt1ψt|| =
√〈ψt, qt1ψt〉 =√
αn(t). Thus, by using Cauchy-Schwarz, term (III)n is bounded by CNαn(t), assuming ||v12pt1||op
is bounded. In term (II)n we also have two q’s available, but both q’s are left from v
(N)
12 , so we
cannot directly apply Cauchy-Schwarz. However, there is a trick that uses the antisymmetry of
ψt to shift the qt2 to the right side of the scalar product, on the expense of a boundary term of
O(N−1). Then, by Cauchy-Schwarz, we can again conclude (II)n ≤ CN (αn(t) +N−1). Term (I)n
is the crucial term in the sense that there is only one q-projector available (which is not enough
for the desired bound) and one thus has to use a cancellation between the microscopic interaction
and the mean-field. From the proof of Lemma 7.3 we see that one can indeed extract an extra
q-projector from the difference (N − 1)pt2v(N)12 pt2 − V (N)1 , again at the expense of an error term of
O(N−1), which yields the desired bound.2
For Coulomb interaction and the corresponding scaling v(N) = N−2/3v, there is a prefactor
N1/3 in front of the scalar products in the three terms from (66). For the desired bound one thus
needs to gain an extra N−1/3 from the scalar products, so that the constants CN from above are
of O(1), i.e., N -independent. For the case discussed in Section 1.2, it is the long-range decay of
the Coulomb interaction that gives us this additional factor. In the estimates, the p projectors
are used to smooth out the singularity, which leads to terms like v ∗ ρtN or v2 ∗ ρtN . From these
terms we gain the additional N−1/3 by using kinetic energy inequalities (Lieb-Thirring inequalities,
see Section 8) which take into account the orthonormality of ϕt1, . . . , ϕ
t
N (fermi pressure), i.e.,
the fact that the system volume is of order N when the total kinetic energy is bounded by AN .
This leads to the results in Section 2.1. In the semiclassical case, we have to gain the additional
N−1/3 by other means, namely from condition (34). In the estimates, this is reflected by using
N−1
∣∣∣∣pt1eik·xqt1∣∣∣∣tr ≤ c(t)N−1/3, see Section 9.
Finally, let us discuss where and how the use of the weight function (46) helps in the estimates.
For strong singularities or weak scalings, term (III)n can be problematic, since there is only one
projector p available to smooth out the singularity and gain the additional N−1/3 by the kinetic
energy inequalities. Here we would like to improve the estimate. For general weight functions,
∂tαf (t) is calculated in Section 6. Each of the transitions between good and bad particles is now
weighted with the corresponding change in the weight function, i.e., a derivative of the weight
function appears. More exactly, ∂tαf (t) is again given by three terms similar to (66), but with ψ
t
replaced by √
Nf̂ ′(d)
1/2
ψt, (71)
where f ′(d) is a discrete derivative of f . (This is consistent with (66), since the derivative of
n(k) = k/N equals N−1.) The key observation is now that the derivative of the weight function
m(γ) is zero for all k > Nγ , i.e., all contributions coming from P (N,k)ψt with k > Nγ vanish. This
2Note that here lies the crucial difference compared to the bosonic Hartree equation, as treated in [51, 39]. There,
since there is just one orbital ϕ, i.e., pm = |ϕ〉〈ϕ|m, and since v(N) = N−1v, one can directly calculate that
V
(N)
1 − (N − 1)p2v
(N)
12 p2 =
(
v ∗ |ϕ|2
)
(x1) (q2 +N
−1p2), (70)
i.e., the corresponding term (I)n can directly be seen to be bounded by CN
(
αn(t) + N−1
)
. (Note that in [51, 39],
the term
(
v ∗ |ϕ|2
)
(x1) q2 is usually regarded as being part of term (III)n.)
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helps us to make term (III)m(γ) small, which only gives contributions from large k due to the three
projectors q.
4 Notation and Preliminaries
We summarize here some notation, list often used inequalities and establish some basic properties
of the projectors pϕm that we use in the proofs throughout the following sections. The Hilbert space
of complex square integrable functions on Rd is denoted by L2(Rd) = L2(Rd,C) and H1(Rd) ={
f ∈ L2(Rd) : ||∇f || <∞} denotes the first Sobolev space. For f ∈ L2(Rd) we sometimes write
||f ||2 = 〈f, f〉 =
∫
Rd
|f(x)|2 ddx =
∫
|f |2. (72)
We denote by 〈·, ·〉a+1,...,N the scalar product only in the variables xa+1, . . . , xN , i.e., it is a “partial
trace” or “partial scalar product”, formally defined for any χ, ψ ∈ L2(R3N ) by
〈ψ, χ〉a+1,...,N (x1, . . . , xa) :=
∫
d3xa+1 . . .
∫
d3xN ψ
∗(x1, . . . , xN )χ(x1, . . . , xN ), (73)
which should be regarded as a vector in L1(R3a) (for χ = ψ, it is the diagonal of the reduced
a-particle density matrix, a generalization of (19)). In the same style we denote by |·〉m a vector in
L2(R3) acting only on the m-th variable of L2
(
(R3)N
)
, by 〈·|m its dual, and by 〈·, ·〉m the scalar
product only in the m-th variable. Given a function h : Rd → R we introduce h12 : Rd × Rd →
R, h12(x1, x2) = h(x1 − x2). In general, subscripts i1, . . . , ia usually indicate that an operator acts
only on xi1 , . . . , xia . We always denote by BR(x) =
{
y ∈ Rd : |x − y| < R} the open ball with
radius R around x. For any set Ω ⊂ Rd we write Ωc = Rd \ Ω.
Note that the operator pϕm from Definition 3.1 is indeed a projector on L
2(R3N ) and that for
ϕi ⊥ ϕj and all m,n = 1, . . . , N we have
pϕim p
ϕj
m = 0 and [p
ϕi
m , p
ϕj
n ] = 0. (74)
From that we conclude that pm and qm = 1− pm are projectors with
pmqm = 0 and [pm, pn] = [pm, qn] = [qm, qn] = 0, (75)
for all m,n = 1, . . . , N . An important property of pϕm is that for antisymmetric ψas ∈ L2(R3N ),
pϕmp
ϕ
nψas = 0 (76)
for all m 6= n, since
(pϕmp
ϕ
nψas) (x1, . . . , xN ) = ϕ(xm)ϕ(xn)
∫
dxmdxnϕ(xm)
∗ϕ(xn)
∗ψas(. . . , xm, . . . , xn, . . .)
= −ϕ(xm)ϕ(xn)
∫
dxmdxnϕ(xm)
∗ϕ(xn)
∗ψas(. . . , xn, . . . , xm, . . .)
= −ϕ(xm)ϕ(xn)
∫
dxndxmϕ(xn)
∗ϕ(xm)
∗ψas(. . . , xm, . . . , xn, . . .). (77)
For the operator norm of the projectors pϕm it makes an important difference if it is calculated
on all L2 functions or only on antisymmetric functions in L2, as the following lemma shows.
Lemma 4.1. For any a = 0, . . . , N , let ψ1,...,aas ∈ L2(R3N ) be normalized and antisymmetric in all
variables except x1, . . . , xa, and let ϕ ∈ L2(R3). Then, for all m = a+ 1, . . . , N ,
〈ψ1,...,aas , pϕmψ1,...,aas 〉a+1,...,N (x1, . . . , xa) ≤ (N − a)−1 〈ψ1,...,aas , ψ1,...,aas 〉a+1,...,N (x1, . . . , xa), (78)
for almost all x1, . . . , xa (with the definition of 〈·, ·〉a+1,...,N from (73)).
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It follows in particular that for all m = a+ 1, . . . , N
〈ψ1,...,aas , pϕmψ1,...,aas 〉 ≤ (N − a)−1 (79)
and, for all antisymmetric normalized ψas ∈ L2(R3N ) and all m = 1, . . . , N ,
〈ψas, pϕmψas〉 ≤ N−1. (80)
Proof of Lemma 4.1. For this proof it is useful to think of ψ1,...,aas (x1, . . . , xN ) as a function in the
variables xa+1, . . . , xN , with fixed parameters x1, . . . , xa. We can then use 〈ψ1,...,aas , ψ˜1,...,aas 〉a+1,...,N
as scalar product in xa+1, . . . , xN and define correspondingly
∣∣∣∣ψ1,...,aas ∣∣∣∣2a+1,...,N = 〈ψ1,...,aas , ψ1,...,aas 〉a+1,...,N .
For ease of notation we do not explicitly write out the dependence on x1, . . . , xa for this proof. Using
the antisymmetry of ψ1,...,aas in xa+1, . . . , xN , Cauchy-Schwarz and (76), we find
〈ψ1,...,aas , pϕmψ1,...,aas 〉a+1,...,N
= (N − a)−1
〈
ψ1,...,aas ,
N∑
n=a+1
pϕnψ
1,...,a
as
〉
a+1,...,N
≤ (N − a)−1 ∣∣∣∣ψ1,...,aas ∣∣∣∣a+1,...,N
∣∣∣∣∣
∣∣∣∣∣
N∑
n=a+1
pϕnψ
1,...,a
as
∣∣∣∣∣
∣∣∣∣∣
a+1,...,N
= (N − a)−1
√
〈ψ1,...,aas , ψ1,...,aas 〉a+1,...,N
√√√√〈ψ1,...,aas , N∑
ℓ=a+1
pϕℓ
N∑
n=a+1
pϕnψ
1,...,a
as
〉
a+1,...,N
= (N − a)−1/2
√
〈ψ1,...,aas , ψ1,...,aas 〉a+1,...,N
√
〈ψ1,...,aas , pϕmψ1,...,aas 〉a+1,...,N , (81)
which yields (78).
5 Proof of Results About Density Matrices
In this section, we prove the results from Section 3.1 about the relation of αf to the reduced one-
particle density matrices of ψ and of the antisymmetrized product state
∧N
j=1 ϕj . For a bounded
operator A on a Hilbert space H , we define the operator norm, trace norm and Hilbert-Schmidt
norm by
||A||op := sup
ψ∈H ,||ψ||=1
||Aψ|| , ||A||tr := tr|A| =
∑
i
〈φi, |A|φi〉 , ||A||HS :=
√
tr(A∗A), (82)
where {φi}i∈N is some orthornormal basis and A∗ denotes the adjoint of A. Note that (for proofs,
see, e.g., [53, chapter VI])
||A||op ≤ ||A||HS ≤ ||A||tr (83)
and
||AB||tr ≤ ||A||op ||B||tr , ||AB||HS ≤ ||A||op ||B||HS , ||AB||tr ≤ ||A||HS ||B||HS , (84)
which we frequently use in the following proof.
Proof of Lemma 3.2. First, note that reduced one-particle density matrices have the well-known
properties that they are non-negative, i.e.,
〈
f, γψ1 f
〉 ≥ 0 ∀f ∈ L2(R3), that ∣∣∣∣γψ1 ∣∣∣∣tr = 1, and
that for antisymmetric ψ ∈ L2(R3N ), ∣∣∣∣γψ1 ∣∣∣∣op ≤ N−1. Recall that we are here concerned with
αn = 〈ψ, q1ψ〉, i.e., the α-functional with the weight n(k) = k/N . Also, recall that γ
∧
ϕj
1 = N
−1p1.
We first show that N−1p1 − p1γψ1 p1 is a non-negative operator with trace norm αn. Note that the
operator p1γ
ψ
1 p1 maps the N -dimensional subspace span(ϕ1, . . . , ϕN ) to itself, and is non-negative
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and self-adjoint. We can therefore diagonalize it, i.e., there is an orthonormal basis {χ1, . . . , χN},
such that
p1γ
ψ
1 p1 =
N∑
i=1
λi |χi〉〈χi|1 =
N∑
i=1
λi p
χi
1 , (85)
with 0 ≤ λi ≤ N−1 ∀i = 1, . . . , N , since (see also Lemma 4.1)
λi =
〈
χi, p1γ
ψ
1 p1χi
〉
= 〈ψ, |χi〉〈χi|1ψ〉 ≤ N−1〈ψ, ψ〉 ≤ N−1. (86)
Therefore, N−1p1 − p1γψ1 p1 =
∑N
i=1
(
N−1 − λi
)
pχi1 is non-negative and∣∣∣∣∣∣N−1p1 − p1γψ1 p1∣∣∣∣∣∣
tr
= tr
(
N−1p1 − p1γψ1 p1
)
= 1− 〈ψ, p1ψ〉 = αn. (87)
We now show
∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣
tr
≤ √8αn. Note that the operators γψ1 , p1γψ1 p1 and q1γψ1 q1 are
non-negative, and that∣∣∣∣∣∣p1γψ1 p1∣∣∣∣∣∣
tr
= 〈ψ, p1ψ〉 = 1− αn and
∣∣∣∣∣∣q1γψ1 q1∣∣∣∣∣∣
tr
= 〈ψ, q1ψ〉 = αn. (88)
By inserting two identities 1 = p1 + q1 we find, using the triangle inequality, (87), (88) and (84),∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣
tr
≤
∣∣∣∣∣∣N−1p1 − p1γψ1 p1∣∣∣∣∣∣
tr
+
∣∣∣∣∣∣p1γψ1 q1∣∣∣∣∣∣
tr
+
∣∣∣∣∣∣q1γψ1 p1∣∣∣∣∣∣
tr
+
∣∣∣∣∣∣q1γψ1 q1∣∣∣∣∣∣
tr
= αn +
∣∣∣∣∣∣∣∣p1√γψ1√γψ1 q1∣∣∣∣∣∣∣∣
tr
+
∣∣∣∣∣∣∣∣q1√γψ1√γψ1 p1∣∣∣∣∣∣∣∣
tr
+ αn
≤ 2αn + 2
∣∣∣∣∣∣∣∣√γψ1 p1∣∣∣∣∣∣∣∣
HS
∣∣∣∣∣∣∣∣√γψ1 q1∣∣∣∣∣∣∣∣
HS
= 2αn + 2
√∣∣∣∣∣∣p1γψ1 p1∣∣∣∣∣∣
tr
∣∣∣∣∣∣q1γψ1 q1∣∣∣∣∣∣
tr
= 2αn + 2
√
αn(1 − αn). (89)
Since 0 ≤ αn ≤ 1, it is indeed true that
2αn + 2
√
αn(1− αn) ≤
√
8αn, (90)
since the continuous function f(α) =
√
8α − 2α − 2√α(1 − α) has its only minimum at α = 1/2
with f(1/2) = 0, and also f(0) = f(1) ≥ 0, thus f(α) ≥ 0 for all α ∈ [0, 1], i.e., (90) holds.
We now show 2αn ≤
∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣
tr
. We find, using (87), (88), (84), tr(q1γ
ψ
1 p1) = tr(p1γ
ψ
1 q1) =
0 and |tr(A)| ≤ ||A||tr, that
2αn = tr
(
γ
∧
ϕj
1 − p1γψ1 p1
)
+ tr
(
q1γ
ψ
1 q1
)
= tr
((
γ
∧
ϕj
1 − γψ1
)
(p1 − q1)
)
≤
∣∣∣∣∣∣(γ∧ϕj1 − γψ1 ) (p1 − q1)∣∣∣∣∣∣
tr
≤
∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣
tr
∣∣∣∣∣∣p1 − q1∣∣∣∣∣∣
op
=
∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣
tr
. (91)
Note that indeed ||p1 − q1||op = 1, since for all f ∈ L2(R3),
||(p1 − q1)f ||2 =
〈
f, (p1 − q1)2f
〉
= 〈f, (p1 + q1)f〉 = ||f ||2 . (92)
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We now show
∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣2
HS
≤ 2N−1αn. Recall that
∣∣∣∣γψ1 ∣∣∣∣op ≤ N−1 and ∣∣∣∣γψ1 ∣∣∣∣tr = 1. We
find, using (84),∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣2
HS
= tr
((
γ
∧
ϕj
1 − γψ1
)2)
= N−1 −N−1〈ψ, p1ψ〉 −N−1〈ψ, p1ψ〉+ tr
((
γψ1
)2)
≤ N−1 (1− 〈ψ, p1ψ〉)−N−1〈ψ, p1ψ〉+
∣∣∣∣∣∣γψ1 ∣∣∣∣∣∣
op
∣∣∣∣∣∣γψ1 ∣∣∣∣∣∣
tr
≤ N−1αn −N−1〈ψ, p1ψ〉+N−1
= 2N−1αn. (93)
We now show αn ≤
√
N
∣∣∣∣∣∣γ∧ϕj1 − γψ1 ∣∣∣∣∣∣
HS
. Using first (87) and then (84), ||p1||op = 1 and
||p1||HS =
√
N , we find
αn =
∣∣∣∣∣∣p1 (γ∧ϕj1 − γψ1 ) p1∣∣∣∣∣∣
tr
≤
∣∣∣∣∣∣p1 (γ∧ϕj1 − γψ1 )∣∣∣∣∣∣
tr
∣∣∣∣∣∣p1∣∣∣∣∣∣
op
≤
∣∣∣∣∣∣p1∣∣∣∣∣∣
HS
∣∣∣∣∣∣(γ∧ϕj1 − γψ1 )∣∣∣∣∣∣
HS
≤
√
N
∣∣∣∣∣∣(γ∧ϕj1 − γψ1 )∣∣∣∣∣∣
HS
. (94)
Proof of Lemma 3.2. The inequalities (56) follow directly from αn ≤ αf and Lemma 3.2. Let us
denote the floor function by ⌊·⌋, i.e., for any x ∈ R, ⌊x⌋ = max{m ∈ Z : m ≤ x}. Then
αm(γ) = N
1−γ
⌊Nγ⌋∑
k=0
k
N
〈ψ, P (N,k)ψ〉+
N∑
k=⌊Nγ⌋+1
〈ψ, P (N,k)ψ〉 ≤ N1−γαn. (95)
6 The Time Derivative of αf(t)
The expression for the time derivative of
αf (t) =
N∑
k=0
f(k)〈ψt, P (N,k)ψt〉 (96)
for arbitrary weight functions f(k) follows from direct calculation (recall that the projectors P (N,k)
depend on t through their dependence on ϕt1, . . . , ϕ
t
N ). We use that the time derivative of ψ
t ∈
L2(R3N ) is given by the Schro¨dinger equation (1) with self-adjoint Hamiltonian H given by (2)
with real interaction v(N)(x) = v(N)(−x). As effective equations for the one-particle wave functions
ϕt1, . . . , ϕ
t
N ∈ L2(R3) we consider the general equations
i∂tϕ
t
j(x) = H
mfϕtj(x) = H
0ϕtj(x) +
(
V (N)ϕtj
)
(x), (97)
where the operator V (N) can possibly depend on N , j and ϕt1, . . . , ϕ
t
N . The two interesting cases
are when there is only direct interaction,
V (N)(x) = V dir,(N)(x) = (v(N) ∗ ρtN )(x), (98)
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where ρtN =
∑N
i=1 |ϕti|2, and when there is direct and exchange interaction,
V (N)ϕtj(x) =
(
V dir,(N) + V exch,(N)
)
ϕtj(x)
= (v(N) ∗ ρtN )(x)ϕtj(x) −
N∑
ℓ=1
(
v(N) ∗ (ϕt∗ℓ ϕtj)
)
(x)ϕtℓ(x). (99)
We calculate the time derivative of αf (t) in two steps. First, in Lemma 6.1 we directly calculate
a straightforward expression for the time derivative. We then prove an auxiliary lemma which we
use to bring the time derivative into a form (Lemma 6.5) that can nicely be estimated (later in
Lemma 7.3).
Lemma 6.1. Let ψt ∈ L2(R3N ) be an antisymmetric solution to the Schro¨dinger equation (1) and
let ϕt1, . . . , ϕ
t
N ∈ L2(R3) be orthonormal solutions to the effective equations (97). Then
∂tαf (t) =
i
2
〈
ψt,
[
W12, f̂
]
ψt
〉
, (100)
where W12 := N(N − 1)v(N)12 −NV (N)1 −NV (N)2 .
Proof. Note that the operators pm, qm, P
(N,k) all depend on t through the orbitals ϕt1, . . . , ϕ
t
N . For
ease of notation, we do not explicitly write out this t-dependence. Let us first prove that f̂ fulfills
the Heisenberg equation of motion
i∂tf̂ =
[
N∑
m=1
Hmfm , f̂
]
. (101)
Note that i∂tpm =
[
Hmfm , pm
]
and, using pm + qm = 1, i∂tqm =
[
Hmfm , qm
]
. Then, by applying the
product rule and using
[
Hmfm , pn
]
= 0 ∀m 6= n, it follows that
i∂tP
(N,k) =
[
N∑
m=1
Hmfm , P
(N,k)
]
, (102)
which implies (101). Using this and the antisymmetry of ψt, we find
∂tαf (t) = ∂t
〈
ψt, f̂ ψt
〉
=
〈 (
∂tψ
t
)
, f̂ ψt
〉
+
〈
ψt, f̂
(
∂tψ
t
) 〉
+
〈
ψt,
(
∂tf̂
)
ψt
〉
= i
〈
Hψt, f̂ ψt
〉
− i
〈
ψt, f̂ Hψt
〉
− i
〈
ψt,
[
N∑
m=1
Hmfm , f̂
]
ψt
〉
= i
〈
ψt,
[
H −
N∑
m=1
Hmfm , f̂
]
ψt
〉
= i
〈
ψt,
 N∑
j=1
H0j +
∑
1≤i<j≤N
v(N)(xi − xj)−
N∑
m=1
(
H0m + V
(N)
m
)
, f̂
ψt〉
= i
〈
ψt,
[
N(N − 1)
2
v(N)(x1 − x2)− N
2
V
(N)
1 −
N
2
V
(N)
2 , f̂
]
ψt
〉
. (103)
Let us now bring the expression (100) into a form we can use for the desired Gronwall estimate.
For that, we need to define shifted operators and discrete derivatives of weight functions f .
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Definition 6.2. Let d ∈ Z and f be a weight function as in Definition 3.1.
(a) We define the shifted operators
f̂d :=
N−d∑
k=−d
f(k + d)P (N,k) =
N∑
k=0
f(k)P (N,k−d) =
N∑
k=0
f(k + d)P (N,k), (104)
where for the last step we defined f(k) = 0 for all k < 0 and k > N .
(b) For d > 0, we define discrete first derivatives of f by
f ′(d)(k) :=
(
f(k)− f(k − d)
)
1{d,...,N}(k), (105)
f ′(−d)(k) :=
(
f(k + d)− f(k)
)
1{0,...,N−d}(k), (106)
where 1A(k) = 1 for k ∈ A and 0 otherwise.
For Lemma 6.4 and the proof of Lemma 6.5 we need some more notation.
Definition 6.3. Let ϕ1, . . . , ϕN ∈ L2(R3) be orthonormal. For all a, n ∈ N with a ≤ n < N ,
{i1, . . . , in} ⊂ {1, . . . , N} we define
P
(a)
i1...in
:=
(
a∏
m=1
qim
n∏
m=a+1
pim
)
sym
, (107)
where the subscript sym means the symmetrized tensor product.
In accordance with Definition 3.1 we have P
(k)
1...N = P
(N,k). For the proof of Lemma 6.5 we need
an auxiliary Lemma that shows how to shift an f̂ to the other side of a two-particle operator.
Lemma 6.4. As in Definition 6.3, we abbreviate P
(0)
12 = p1p2, P
(1)
12 = p1q2+ q1p2 and P
(2)
12 = q1q2.
Let h12 be an operator that acts only on the first and second particle index. Then, for all a, b = 0, 1, 2,(
P
(a)
12 h12P
(b)
12
)
f̂ = f̂b−a
(
P
(a)
12 h12P
(b)
12
)
, (108)
f̂
(
P
(a)
12 h12P
(b)
12
)
=
(
P
(a)
12 h12P
(b)
12
)
f̂a−b. (109)
Proof. We only prove (108) since (109) can be proven in just the same way. In the following
calculation we use the splitting
P (N,k) =
2∑
d=0
P
(d)
12 P
(k−d)
3...N , (110)
where P
(d)
12 contains exactly d q-projectors, and P
(k−d)
3...N contains k− d q-projectors and acts only on
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the variables x3, . . . xN . Then we find
(
P
(a)
12 h12P
(b)
12
)
f̂ =
N∑
k=0
f(k) P
(a)
12 h12P
(b)
12
2∑
d=0
P
(d)
12 P
(k−d)
3...N
[by P
(b)
12 P
(d)
12 = δbdP
(b)
12 ] =
N∑
k=0
f(k) P
(a)
12 h12P
(b)
12 P
(k−b)
3...N
=
N∑
k=0
f(k) P
(k−b)
3...N P
(a)
12 h12P
(b)
12
[by P
(d)
12 P
(a)
12 = δadP
(a)
12 ] =
N∑
k=0
f(k)
2∑
d=0
P
(d)
12 P
(k+a−b−d)
3...N P
(a)
12 h12P
(b)
12
=
N∑
k=0
f(k) P (N,k+a−b)P
(a)
12 h12P
(b)
12
[by Def. 6.2] = f̂b−a
(
P
(a)
12 h12P
(b)
12
)
. (111)
Note that Lemma 6.4 holds more generally for m-particle operators h1...m, i.e.,(
P
(a)
1...mh1...mP
(b)
1...m
)
f̂ = f̂b−a
(
P
(a)
1...mh1...mP
(b)
1...m
)
(112)
for all a, b ∈ {0, . . . ,m}. As last preparatory remark, note that for all f ≥ 0,
f̂1/2 = f̂1/2, (113)
since P (N,k)P (N,ℓ) = δkℓP
(N,k).3
With Lemma 6.4 we can simplify the expression (100) for the time derivative of αf (t) by splitting
it into three parts, each of which will be estimated separately later in Lemma 7.3. The advantage
of having the square root of the “derivatives” f̂ ′(d) next to ψt is made clear in Lemma 7.1 and the
estimates in Lemma 7.3.
Lemma 6.5. Let ψt ∈ L2(R3N ) be an antisymmetric solution to the Schro¨dinger equation (1) and
let ϕt1, . . . , ϕ
t
N ∈ L2(R3) be orthonormal solutions to the effective equations (97). Then, for all
monotone increasing f(k),
∂tαf (t) = (I)f + (II)f + (III)f (114)
with
(I)f := 2N Im
〈
ψt, f̂ ′(1)
1/2
[
qt1
(
(N − 1)pt2v(N)12 pt2 − V (N)1
)
pt1
]
f̂ ′(−1)
1/2
ψt
〉
(115)
(II)f := N Im
〈
ψt, f̂ ′(2)
1/2
[
qt1q
t
2(N − 1)v(N)12 pt1pt2
]
f̂ ′(−2)
1/2
ψt
〉
(116)
(III)f := 2N Im
〈
ψt, f̂ ′(1)
1/2
[
qt1q
t
2(N − 1)v(N)12 pt1qt2
]
f̂ ′(−1)
1/2
ψt
〉
. (117)
Remarks.
3Note that for all 0 < s ∈ Q also the more general relations
(
f̂
)s
= f̂s and, if f(0) = 0 and f(k) > 0 ∀k > 0,
f̂−s
(
1− P (N,0)
)
= f̂−s hold.
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17. Note that the time derivative is formally the same as for bosons, where p1 := |ϕ〉〈ϕ|1, see
[50, 51]. Note that in [50, 51] the splitting into three summands is done slightly differently:
compared to (114), an additional identity 1 = p2 + q2 is added in front of V
(N)
1 and the
operator f̂ ′(−d)
1/2
is pulled over to the left side of the scalar product.
18. For the case f(k) = n(k) = k/N we find a simple expression for the time derivative of
αn(t) = 〈ψt, qt1ψt〉. It can easily be found by direct calculation as in (66) or from (114). Note
that, in view of Definition 3.1 and the identity
∑N
k=0 P
(N,k) = 1,
q1f̂ ′(1)
1/2
= q1
N∑
k=1
(
k
N
− (k − 1)
N
)1/2
P (N,k) = N−1/2 q1
N∑
k=1
P (N,k) = q1N
−1/2, (118)
and similarly
p1f̂ ′(−1)
1/2
= p1N
−1/2, q1q2f̂ ′(2)
1/2
= q1q2
√
2N−1/2, p1p2f̂ ′(−2)
1/2
= p1p2
√
2N−1/2.
(119)
Then (114) simplifies to
∂tαn(t) = 2 Im
〈
ψt, qt1
(
(N − 1)pt2v(N)12 pt2 − V (N)1
)
pt1ψ
t
〉
+ 2 Im
〈
ψt, qt1q
t
2(N − 1)v(N)12 pt1pt2ψt
〉
+ 2 Im
〈
ψt, qt1q
t
2(N − 1)v(N)12 pt1qt2ψt
〉
. (120)
19. Note that the proof of Lemma 6.5 can easily be generalized to m-particle interactions W1...m.
With the proper definition of W1...m coming from Lemma 6.1 and using (112), we find
∂tαf (t) =
i
2
〈
ψt,
[
W1...m, f̂
]
ψt
〉
= Im
∑
a>b
〈
ψt, f̂ ′(a−b)
1/2
P
(a)
1...mW1...mP
(b)
1...mf̂
′(b−a)
1/2
ψt
〉
.
(121)
Proof of Lemma 6.5. We calculate the time derivative of αf (t) starting from the expression (100)
of Lemma 6.1. The idea of the proof is to insert two identities 1 = p1 + q1 and 1 = p2 + q2 in front
of each ψt (which leads to 16 summands) and then to use Lemma 6.4 in order to shift f̂ . It turns
out that a lot of terms drop out due to the commutator structure. Let us first note two auxiliary
calculations. For all a, b = 0, 1, 2 with a > b, we have
(
f̂ − f̂b−a
)
P
(a)
12 =
N∑
k=a−b
(
f(k)− f(k − (a− b))
)
P (N,k)P
(a)
12 = f̂
′(a−b) ≥ 0, (122)
where the positivity is true since f was assumed to be monotone increasing, and
√̂
f ′(a−b)a−b =
N∑
k=0
(
f(k + a− b)− f(k)
)1/2
1{a−b,...,N}(k + a− b)P (N,k)
=
N−(a−b)∑
k=0
(
f(k + a− b)− f(k)
)
P (N,k)
1/2
= f̂ ′(b−a)
1/2
. (123)
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Then, by inserting two identities 1 =
∑2
a=0 P
(a)
12 (in the following sums, the indices a, b always run
from 0 to 2), we find
∂tαf (t) =
i
2
〈
ψt,
[
W12, f̂
]
ψt
〉
=
i
2
〈
ψt,
∑
a
P
(a)
12
(
W12f̂ − f̂W12
)∑
b
P
(b)
12 ψ
t
〉
[by Lem. 6.4] = − i
2
∑
a,b
〈
ψt,
(
f̂ − f̂b−a
)
P
(a)
12 W12P
(b)
12 ψ
t
〉
[by (122) and a↔ b] = Im
∑
a>b
〈
ψt, f̂ ′(a−b)P
(a)
12 W12P
(b)
12 ψ
t
〉
[by (113)] = Im
∑
a>b
〈
ψt, f̂ ′(a−b)
1/2√̂
f ′(a−b)P
(a)
12 W12P
(b)
12 ψ
t
〉
[by Lem. 6.4] = Im
∑
a>b
〈
ψt, f̂ ′(a−b)
1/2
P
(a)
12 W12P
(b)
12
√̂
f ′(a−b)a−bψ
t
〉
[by (123)] = Im
∑
a>b
〈
ψt, f̂ ′(a−b)
1/2
P
(a)
12 W12P
(b)
12 f̂
′(b−a)
1/2
ψt
〉
[by W12 = W21] = 2 Im
〈
ψt, f̂ ′(1)
1/2
qt1p
t
2W12p
t
1p
t
2 f̂
′(−1)
1/2
ψt
〉
+ Im
〈
ψt, f̂ ′(2)
1/2
qt1q
t
2W12p
t
1p
t
2 f̂
′(−2)
1/2
ψt
〉
+ 2 Im
〈
ψt, f̂ ′(1)
1/2
qt1q
t
2W12p
t
1q
t
2 f̂
′(−1)
1/2
ψt
〉
. (124)
Equation (114) follows by inserting the definition W12 = N(N − 1)v(N)12 −NV (N)1 −NV (N)2 , using
pmqm = 0 and using p1q2 = p1 − p1p2 in the third summand.
7 Proof of Results for General Hamiltonians
7.1 Using the New Weight Function
In Section 6 we went through some trouble to handle general weight functions in the time derivative
of αf (t). The next lemma shows what we gain by choosing the weight function m
(γ)(k) from (46).
Morally, the lemma says that by choosing γ < 1 compared to γ = 1, we make the convergence
rate worse when there is no q available (see (125)), we do not loose anything when there is one q
available (see (126)) and we gain powers in N when there are two q’s available (see (127)).
Lemma 7.1. Let m̂ = m̂(γ) =
∑N
k=0m
(γ)(k)P (N,k) with m(γ)(k) as in (46) for some 0 < γ ≤ 1
and let ψ ∈ L2(R3N ) be antisymmetric and normalized. Then, for all d = 1, 2,∣∣∣∣∣∣∣∣m̂′(±d)1/2ψ∣∣∣∣∣∣∣∣2 ≤ dN−γ , (125)
∣∣∣∣∣∣∣∣q1 m̂′(−d)1/2ψ∣∣∣∣∣∣∣∣2 ≤ dN−1αm(γ) and ∣∣∣∣∣∣∣∣q1 m̂′(d)1/2ψ∣∣∣∣∣∣∣∣2 ≤ (d+ 1)N−1αm(γ) , (126)
and ∣∣∣∣∣∣∣∣q1q2 m̂′(1)1/2ψ∣∣∣∣∣∣∣∣2 ≤ 3Nγ−2αm(γ) . (127)
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Remarks.
20. Note that more generally the estimate∣∣∣∣∣∣∣∣q1 . . . qn m̂′(±d)1/2ψ∣∣∣∣∣∣∣∣2 ≤ C(d, n)Nn(γ−1)−γ αm(γ) (128)
holds for all 1 < d < N and 1 < n < N , for some constant C that depends only on d and n.
Proof of Lemma 7.1. First, recall that for all antisymmetric φ ∈ L2(R3N ),〈
φ, q1φ
〉
= N−1
〈
φ,
N∑
m=1
qmφ
〉
=
N∑
k=0
N−1
〈
φ,
N∑
m=1
qmP
(N,k)φ
〉
=
N∑
k=0
k
N
〈
φ, P (N,k)φ
〉
, (129)
and in a similar way〈
φ, q1q2φ
〉
=
1
N(N − 1)
〈
φ,
N∑
m,n=1
m 6=n
qmqnφ
〉
=
N∑
k=0
k(k − 1)
N(N − 1)
〈
φ, P (N,k)φ
〉
. (130)
Recall that we denote the floor function by ⌊·⌋, i.e., for any x ∈ R, ⌊x⌋ = max{m ∈ Z : m ≤ x}.
Then we find ∣∣∣∣∣∣∣∣m̂′(±d)1/2ψ∣∣∣∣∣∣∣∣2 = 〈ψ, m̂′(±d)ψ〉
=
{ ∑N
k=d
(
m(k)−m(k − d)) 〈ψ, P (N,k)ψ〉 , for +∑N−d
k=0
(
m(k + d)−m(k)) 〈ψ, P (N,k)ψ〉 , for −
≤ dN−γ
〈
ψ,
N∑
k=0
P (N,k)ψ
〉
≤ dN−γ , (131)
and, by using (129),∣∣∣∣∣∣∣∣q1m̂′(±d)1/2ψ∣∣∣∣∣∣∣∣2 = 〈ψ, q1m̂′(±d)ψ〉
=
{ ∑N
k=d
(
m(k)−m(k − d)) kN 〈ψ, P (N,k)ψ〉 , for +∑N−d
k=0
(
m(k + d)−m(k)) kN 〈ψ, P (N,k)ψ〉 , for −
≤ d
N
{ ∑⌊Nγ⌋+d
k=d
k
Nγ 〈ψ, P (N,k)ψ〉 , for +∑⌊Nγ⌋
k=0
k
Nγ 〈ψ, P (N,k)ψ〉 , for −
≤ C(d)N−1αm(γ) , (132)
and, by using (130),∣∣∣∣∣∣∣∣q1q2m̂′(±d)1/2ψ∣∣∣∣∣∣∣∣2 = 〈ψ, q1q2m̂′(±d)ψ〉
=
{ ∑N
k=d
(
m(k)−m(k − d)) k(k−1)N(N−1) 〈ψ, P (N,k)ψ〉 , for +∑N−d
k=0
(
m(k + d)−m(k)) k(k−1)N(N−1) 〈ψ, P (N,k)ψ〉 , for −
≤
{
d(⌊Nγ⌋+d−1)
N(N−1)
∑⌊Nγ⌋+d
k=d
k
Nγ 〈ψ, P (N,k)ψ〉 , for +
d(⌊Nγ⌋−1)
N(N−1)
∑⌊Nγ⌋
k=0
k
Nγ 〈ψ, P (N,k)ψ〉 , for −
≤ C˜(d)Nγ−2αm(γ) . (133)
Careful consideration of the boundary terms around the k = ⌊Nγ⌋ summands gives the values of
the constants C(d) and C˜(d).
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7.2 Diagonalization of p2h12p2 and Related Lemmas
For handling the terms in the time derivative of αf (t) from equation (114), it is often useful to
diagonalize operators p2h12p2. Let us briefly summarize what we mean by that and introduce some
notation on the way. For any h : R3 → [0,∞) and ϕ1, . . . , ϕN ∈ L2(R3) such that (h ∗ ρN )(x) <∞
for all x ∈ R3 (with ρN (x) =
∑N
i=1 |ϕi(x)|2), the operator p2h12p2 is a multiplication operator
in x1 and a projector onto the N -dimensional subspace span(ϕ1, . . . , ϕN ) in the second variable.
Therefore one can write it as an x1 dependent non-negative self-adjoint (N ×N)-matrix acting on
the second variable, i.e., (recall our notation from Section 4)
p2h12p2 =
N∑
i,j=1
〈ϕi, h12 ϕj〉2 (x1) |ϕi〉〈ϕj |2 =
N∑
i=1
λi(x1) |χx1i 〉〈χx1i |2 =
N∑
i=1
λi(x1) p
χ
x1
i
2 , (134)
where the eigenvectors |χx1i 〉2 are orthonormal and can be written as |χx1i 〉2 =
∑N
k=1 Uik(x1) |ϕk〉2,
where U(x1) is some unitary (N × N)-matrix. Note that span(χx11 , . . . , χx1N ) = span(ϕ1, . . . , ϕN )
for all x1 ∈ R3 and that the projector p2 is independent of the choice of basis, i.e.,
p2 =
N∑
i=1
|ϕi〉〈ϕi|2 =
N∑
i=1
|χx1i 〉〈χx1i |2. (135)
The eigenvalues λi(x1) have the properties that
λi(x1) = 〈χx1i , p2h12p2χx1i 〉2 (x1) = 〈χx1i , h12 χx1i 〉2 (x1) <∞, (136)
N∑
i=1
λi(x1) =
N∑
i=1
〈χx1i , h12 χx1i 〉2 (x1) =
N∑
j=1
〈ϕj , h12 ϕj〉2 (x1) = (h ∗ ρN )(x1), (137)
and furthermore, for all i 6= j,〈
χx1i , h12 χ
x1
j
〉
2
(x1) =
〈
χx1i , p2h12p2 χ
x1
j
〉
2
(x1) =
〈
χx1i , λj(x1)χ
x1
j
〉
2
(x1) = 0. (138)
We use this diagonalization in the proof of Lemma 7.3 for the operator p2v
(N)
12 p2 from term (I)f
from the time derivative of αf (t) in (114), and to prove the following lemma which we need in order
to bound term (II)f and (III)f from (114). Note that this lemma is similar to (84); the additional
N−1 factors come from Lemma 4.1.
Lemma 7.2. Let ϕ1, . . . , ϕN ∈ L2(R3) be orthonormal, h : R3 → [0,∞) and set ρN (x) =∑N
i=1 |ϕi(x)|2. Then,
(a) for all ψ ∈ L2(R3N ) which are antisymmetric in the variables x2, . . . , xN ,
〈ψ, p2 h12 p2ψ〉 ≤ (N − 1)−1
(
sup
y∈R3
(h ∗ ρN )(y)
)
〈ψ, ψ〉, (139)
(b) for all antisymmetric ψ ∈ L2(R3N ),
〈ψ, p1p2 h12 p1p2ψ〉 ≤ (N(N − 1))−1
(∫
R3
(h ∗ ρN )(y) ρN (y) d3y
)
〈ψ, ψ〉, (140)
where this inequality remains true with (N(N − 1))−1 replaced by ((N − 1)(N − 2))−1, when ψ
is antisymmetric in all variables except x3.
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Proof. Recall our notation for the “partial scalar product” from (73). For proving (139) we use the
diagonalization (134), Lemma 4.1 and (137). We find
〈
ψ, p2 h12 p2ψ
〉
=
∫
d3x1
N∑
i=1
λi(x1)︸ ︷︷ ︸
≥0
〈
ψ, p
χ
x1
i
2 ψ
〉
2,...,N
(x1)︸ ︷︷ ︸
≥0 ∀ x1
≤
∫
d3x1
N∑
i=1
λi(x1) (N − 1)−1
〈
ψ, ψ
〉
2,...,N
(x1)
≤ (N − 1)−1
(
sup
x1
N∑
i=1
λi(x1)
)∫
d3x1
〈
ψ, ψ
〉
2,...,N
(x1)
= (N − 1)−1
(
sup
x1
(h ∗ ρN )(x1)
)〈
ψ, ψ
〉
. (141)
For proving (140) we diagonalize p1(h ∗ ρN)(x1)p1 = p1
∑N
i=1 λi(x1)p1. We call the eigenvalues µj
and the eigenvectors ϕ˜j . With the diagonalization (134) and Lemma 4.1 we find
〈
ψ, p1p2 h12 p1p2ψ
〉
=
∫
d3x1
N∑
i=1
λi(x1)
〈
p1ψ, p
χ
x1
i
2 p1ψ
〉
2,...,N
(x1)
≤ (N − 1)−1
〈
ψ, p1
N∑
i=1
λi(x1)p1ψ
〉
= (N − 1)−1
〈
ψ,
N∑
j=1
µj p
ϕ˜j
1 ψ
〉
≤ (N(N − 1))−1
 N∑
j=1
µj
 〈ψ, ψ〉
= (N(N − 1))−1
(∫
(h ∗ ρN )(x) ρN (x) d3x
) 〈
ψ, ψ
〉
. (142)
If ψ is antisymmetric in all variables except x3, then by Lemma 4.1 one can only extract factors
(N − 2)−1 instead of (N − 1)−1, and (N − 1)−1 instead of N−1 from the antisymmetry of ψ.
7.3 Bounds on ∂tαf(t)
We now give the rigorous bounds for the three terms in the time derivative of αf (t) given by (114).
Here, we use the weight function m(γ)(k) from (46). This also contains the case where γ = 1,
i.e., where the weight function is n(k). The estimates are collected in the following lemma, which
constitutes the heart of the proof of our main results.
We state this lemma only for positive v(N). If v(N) contains both positive and negative parts,
we later decompose v(N) = v
(N)
+ − v(N)− , with v(N)+ , v(N)− ≥ 0, and then estimate the three terms in
(114) separately for v
(N)
+ and v
(N)
− .
Lemma 7.3. Let ϕ1, . . . , ϕN ∈ L2(R3) be orthonormal and ψ ∈ L2(R3N ) be antisymmetric. Let
v(N) be positive and set ρN (x) =
∑N
i=1 |ϕi(x)|2. Let V (N)1 = (v ∗ ρN )1 be the direct mean-field
interaction. Let ΩN ⊆ R3, with ΩN (x1) = ΩN + x1 and ΩcN = R3 \ ΩN (possibly ΩN = R3 or
ΩN = ∅). Then, using the weight function m(γ)(k) from (46), we find for all 0 < γ ≤ 1 for the
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three terms from (114),
∣∣(I)m(γ) ∣∣ ≤ √8
(
sup
x1∈R3
∫
ΩN (x1)
v(N)(x1 − y)2ρN (y) d3y
)1/2
N1/2
(
αm(γ) +N
−γ
)
+
√
12
(
sup
y∈ΩcN
v(N)(y)
)
N1/2+γ/2
(
αm(γ) +N
−γ
)
, (143)
∣∣(II)m(γ) ∣∣ ≤ √6(∫ ((v(N))2 ∗ ρN)(y) ρN (y) d3y)1/2 (αm(γ) +N−γ), (144)
∣∣(III)m(γ) ∣∣ ≤ √12
(
sup
y∈R3
((
v(N)
)2 ∗ ρN)(y))1/2 Nγ/2 αm(γ) . (145)
Proof. Term (I)m. In the following, we diagonalize the operator pmv
(N)
1m pm and use the same
notation as in (134). We split each eigenvalue into two parts,
λi(x1) =
∫
ΩN (x1)
v(N)(x1 − y) |χx1i (y)|2 d3y︸ ︷︷ ︸
=:λ
ΩN
i (x1)
+
∫
ΩcN (x1)
v(N)(x1 − y) |χx1i (y)|2 d3y︸ ︷︷ ︸
=:λ
Ωc
N
i (x1)
. (146)
Note that by using Cauchy-Schwarz,
∑N
i=1 |χx1i (y)|2 =
∑N
i=1 |ϕi(y)|2 and ||χx1i || = 1, we find
N∑
i=1
λΩNi (x1)
2 ≤
N∑
i=1
(∫
ΩN (x1)
(
v(N)(x1 − y)
)2
|χx1i (y)|2 d3y
)1/2(∫
ΩN (x1)
|χx1i (y)|2 d3y
)1/22
≤
∫
ΩN (x1)
(
v(N)(x1 − y)
)2
ρN (y) d
3y, (147)
and
λ
ΩcN
i (x1) ≤
(
sup
y∈ΩcN (x1)
v(N)(x1 − y)
)∫
R3
|χx1i (y)|2 d3y = sup
y∈ΩcN
v(N)(y). (148)
For bounding (I)m it is useful to introduce the projectors
pϕi6=1 :=
N∑
m=2
pϕim , q
ϕi
6=1 := 1− pϕi6=1 (149)
that act on all but the first variable. From these projectors we only need the properties that for all
ψ1as that are antisymmetric in all variables except x1,
(
q
χ
x1
i
6=1
)2
ψ1as = q
χ
x1
i
6=1 ψ
1
as, and that
〈
ψ1as,
N∑
i=1
qϕi6=1ψ
1
as
〉
=
〈
ψ1as,
(
N −
N∑
i=1
N∑
m=2
pϕim
)
ψ1as
〉
= (N − 1)
〈
ψ1as, q2ψ
1
as
〉
+
〈
ψ1as, ψ
1
as
〉
, (150)
which remains true if |ϕi〉m = |χx1i 〉m (m ≥ 2). In the following we abbreviate φ = m̂′(1)
1/2
ψ and
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φ˜ = m̂′(−1)
1/2
ψ. Note that both φ and φ˜ are still antisymmetric. Then we find
∣∣(I)m∣∣ = 2N ∣∣∣∣Im〈φ, q1((N − 1)p2v(N)12 p2 − V (N)1 )p1φ˜〉∣∣∣∣
= 2N
∣∣∣∣Im〈φ, q1
(
N∑
m=2
pmv
(N)
1m pm − V (N)1
)
p1φ˜
〉∣∣∣∣
[by (134), (137)] = 2N
∣∣∣∣Im〈φ, q1
(
N∑
i=1
λi(x1)
N∑
m=2
p
χ
x1
i
m −
N∑
i=1
λi(x1)
)
p1φ˜
〉∣∣∣∣
= 2N
∣∣∣∣Im〈φ, q1
(
N∑
i=1
λi(x1)q
χ
x1
i
6=1
)
p1φ˜
〉∣∣∣∣
≤ 2N
∣∣∣∣ N∑
i=1
〈
φ, q1λ
ΩN
i (x1)q
χ
x1
i
6=1 p1φ˜
〉∣∣∣∣+ 2N ∣∣∣∣ N∑
i=1
〈
φ, q1λ
ΩcN
i (x1)q
χ
x1
i
6=1 p1φ˜
〉∣∣∣∣. (151)
For the first summand in (151), we find by Cauchy-Schwarz,
2N
∣∣∣∣ N∑
i=1
〈
φ, q1λ
ΩN
i (x1)q
χ
x1
i
6=1 p1φ˜
〉∣∣∣∣
≤ 2N
(
N∑
i=1
〈
φ, q1
(
λΩNi (x1)
)2
q1φ
〉)1/2 ( N∑
i=1
〈
φ˜, p1q
χ
x1
i
6=1 p1φ˜
〉)1/2
[by (150)] ≤ 2N
[(
sup
x1
N∑
i=1
(
λΩNi (x1)
)2)〈
φ, q1φ
〉(
(N − 1)
〈
φ˜, p1q2φ˜
〉
+
〈
φ˜, p1φ˜
〉)]1/2
[by Lem. 7.1] ≤ 2N
(
sup
x1
N∑
i=1
(
λΩNi (x1)
)2)1/2(
2N−1αm
)1/2(
αm +N
−γ
)1/2
[by (147)] ≤
√
8
(
sup
x1
∫
ΩN (x1)
(
v(N)(x1 − y)
)2
ρN (y) d
3y
)1/2
N1/2
(
αm +N
−γ
)
. (152)
For the second summand in (151), we find
2N
∣∣∣ N∑
i=1
〈
φ, q1λ
ΩcN
i (x1)q
χ
x1
i
6=1 p1φ˜
〉∣∣∣
= 2N
∣∣∣ N∑
i=1
〈
φ, q1q
χ
x1
i
6=1 λ
ΩcN
i (x1)q
χ
x1
i
6=1 p1φ˜
〉∣∣∣
≤ 2N
(
N∑
i=1
〈
φ, q1λ
ΩcN
i (x1)q
χ
x1
i
6=1 q1φ
〉)1/2( N∑
i=1
〈
φ˜, p1λ
ΩcN
i (x1)q
χ
x1
i
6=1 p1φ˜
〉)1/2
≤ 2N
(
sup
i,x1
λ
ΩcN
i (x1)
)( N∑
i=1
〈
φ, q1q
χ
x1
i
6=1 q1φ
〉)1/2( N∑
i=1
〈
φ˜, p1q
χ
x1
i
6=1 p1φ˜
〉)1/2
[by (150)] ≤ 2N
(
sup
i,x1
λ
ΩcN
i (x1)
)(
(N − 1)
〈
φ, q1q2φ
〉
+
〈
φ, q1φ
〉)1/2
×
×
(
(N − 1)
〈
φ˜, p1q2φ˜
〉
+
〈
φ˜, p1φ˜
〉)1/2
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[by Lem. 7.1] ≤ 2N
(
sup
i,x1
λ
ΩcN
i (x1)
)(
3Nγ−1αm + 2N
−1αm
)1/2(
αm +N
−γ
)1/2
[by (148)] ≤
√
12
(
sup
y∈ΩcN
v(N)(y)
)
Nγ/2+1/2
(
αm +N
−γ
)
. (153)
Term (II)m. We abbreviate φ = m̂′(2)
1/2
ψ and φ˜ = m̂′(−2)
1/2
ψ. The idea of the bound for
this term is to shift one q to the right side of the scalar product by using the antisymmetry of ψ.
Using Cauchy-Schwarz and the antisymmetry of φ and φ˜, we find∣∣(II)m∣∣ = N ∣∣∣Im〈φ, q1q2(N − 1)v(N)12 p1p2φ˜〉∣∣∣
= N
∣∣∣∣ Im〈φ, q1 N∑
m=2
qm v
(N)
1m p1pmφ˜
〉∣∣∣∣
≤ N ||q1φ||
∣∣∣∣∣
∣∣∣∣∣
N∑
m=2
qm v
(N)
1m p1pmφ˜
∣∣∣∣∣
∣∣∣∣∣
= N ||q1φ||
[
(N − 1)(N − 2)
〈
φ˜, q3p1p2v
(N)
12 v
(N)
13 p1p3q2φ˜
〉
+ (N − 1)
〈
φ˜, p1p2v
(N)
12 q2v
(N)
12 p1p2φ˜
〉]1/2
[by Lem. 7.2] ≤ N ||q1φ||
[ ∫ ((
v(N)
)2 ∗ ρN)(y) ρN (y) d3y (〈φ˜, q3φ˜〉+N−1〈φ˜, φ˜〉)]1/2
[by Lem. 7.1] ≤ N
[
3N−1αm(γ)
∫ ((
v(N)
)2 ∗ ρN)(y) ρN (y) d3y (2N−1αm(γ) + 2N−1N−γ)]1/2
≤
√
6
(∫ ((
v(N)
)2 ∗ ρN)(y) ρN (y) d3y)1/2(αm +N−γ). (154)
Term (III)m. We abbreviate φ = m̂′(1)
1/2
ψ and φ˜ = m̂′(−1)
1/2
ψ. By Cauchy-Schwarz we find∣∣(III)m∣∣ = 2N ∣∣∣Im〈φ, q1q2(N − 1)v(N)12 p1q2φ˜〉∣∣∣
≤ 2N(N − 1) ||q1q2φ||
∣∣∣∣∣∣v(N)12 p1q2φ˜∣∣∣∣∣∣
[by Lem. 7.2] ≤ 2N(N − 1) ||q1q2φ||
[
(N − 1)−1
(
sup
y
((
v(N)
)2 ∗ ρN)(y))〈φ˜, q2φ˜〉]1/2
[by Lem. 7.1] ≤ 2N(N − 1)
[
3Nγ−2αm(γ)(N − 1)−1
(
sup
y
((
v(N)
)2 ∗ ρN)(y))N−1αm(γ)]1/2
≤
√
12
(
sup
y
((
v(N)
)2 ∗ ρN)(y))1/2 Nγ/2 αm(γ) . (155)
7.4 Proof of Theorems 3.4 and 3.6
Proof of Theorems 3.4 and 3.6. First, we split v(N) = v
(N)
+ −v(N)− , with v(N)+ , v(N)− ≥ 0. Accordingly,
we have
∂tαm(γ)(t) = Term+ − Term− ≤ |Term+|+ |Term−| , (156)
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where Term± refers to (I)m(γ) , (II)m(γ) , (III)m(γ) from (115), (116) and (117) with interaction v
(N)
± .
We bound Term± separately by using Lemma 7.3, which proves under the stated assumptions the
bound
∂tαm(γ)(t) ≤ C(t)
(
αm(γ)(t) +N
−γ
)
. (157)
Applying the Gronwall Lemma gives the desired bound
αm(γ)(t) ≤ e
∫ t
0
C(s)ds αm(γ)(0) +
(
e
∫ t
0
C(s)ds − 1
)
N−γ . (158)
The values of the constant C(t) in Theorems 3.4 and 3.6 can be obtained by using the respective
assumptions, together with Lemma 7.3 and (156).
Remarks.
21. Following up on Remark 15 after Theorem 3.4, let us consider the size of the error we make
by neglecting the exchange term. Suppose that the exchange term is of O(N−δ). It then gives
an additional term CN−δ
√
αn(t) ≤ C
(
αn(t) +N
−2δ
)
in the time derivative of αn(t) (where
the
√
αn(t) comes from the q1 in term (I)n).
8 Proof of Results for Density ∝ 1 Regime
In this section, C denotes a constant which can be different from line to line.
8.1 Kinetic Energy Inequalities
Let us first recall two well-known inequalities which we use in Section 8.2 to show that the conditions
of Theorems 3.4 and 3.6 hold if the total kinetic energy is bounded by AN . A general version of
the Lieb-Thirring or kinetic energy inequality [44, 43, 55] for orthonormal ϕ1, . . . , ϕN ∈ L2(R3) is∫
R3
ρN (x)
1+2a/3 d3x ≤ Ca
N∑
i=1
||∇aϕi||2 , (159)
for any a > 0, where ρN =
∑N
i=1 |ϕi|2. The Hardy-Littlewood-Sobolev inequality (see, e.g., [42,
Thm. 4.3]) in three dimensions states that for f ∈ Lp(R3), h ∈ Lr(R3), p, r > 1 and 0 < λ < 3 with
1/p+ λ/3 + 1/r = 2, there is a constant C = C(λ, p) such that∣∣∣∣∫
R3
∫
R3
f(x)|x− y|−λh(y) d3x d3y
∣∣∣∣ ≤ C ||f ||p ||h||r . (160)
Let us now show for interactions |x|−s, 0 < s < 6/5, that the mean-field term v(N) ∗ ρN is
bounded independent of N , if it is scaled with β = 1 − s/3 and if the total kinetic energy is
bounded by AN . We need this statement for the proofs in Section 8.2.
Lemma 8.1. Let ϕ1, . . . , ϕN ∈ L2(R3) be orthonormal. We assume that
N∑
i=1
||∇ϕi||2 ≤ AN (161)
for some A > 0. Let v(N)(x) = N−β |x|−s with β = 1− s/3, 0 < s < 6/5. We set ρN =
∑N
i=1 |ϕi|2.
Then there is a constant 0 < C ∝ As/2 (independent of N , dependent on s) such that(
v(N) ∗ ρN
)
(y) ≤ C ∀y ∈ R3. (162)
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Proof. First, note that for 0 < s < 6/5,(∫
BR(0)
|x|−5s/2 d3x
)2/5
=
(
4π
∫
BR(0)
r−5s/2 r2dr
)2/5
=
(
4π
3− 52s
) 2
5
R6/5−s. (163)
Then, using Ho¨lder’s inequality, (159),
∫
ρN = N and (163), we find for any R > 0,∫
R3
ρN (x)
|x− y|s d
3x =
∫
BR(y)
ρN (x)
|x− y|s d
3x+
∫
BR(y)c
ρN (x)
|x− y|s d
3x
≤
(∫
BR(y)
ρN (x)
5/3 d3x
)3/5(∫
BR(y)
|x− y|−5s/2 d3x
)2/5
+
(∫
BR(y)c
ρN (x) d
3x
)(
sup
x∈BR(y)c
|x− y|−s
)
≤ CN3/5R6/5−s +NR−s. (164)
Setting R = N1/3 (if we set R = N δ and then optimize (164) with respect to δ we find δ = 1/3) we
find ∫
R3
ρN (x)
|x− y|s d
3x ≤ CN1−s/3. (165)
Using the explicit value C1 =
5
9 (2π)
−2/3 for the constant from (159) with a = 1, (163), setting
RN = rN
1/3, with N -independent r > 0, and minimizing the resulting expression (164) with
respect to r gives an explicit value for the constant of (165),
C =
(
6
5
− s
)s/2−1
s−5s/6
(
6
5
)
22s/3 3−s 5s/6 As/2. (166)
8.2 Proof of the Results
Proof of Theorem 2.1. We consider the three different interactions separately. We prove here that
the assumptions of Theorems 3.4 and 3.6 hold in the different cases. Then this result can directly
be expressed in term of reduced density matrices by using Lemmas 3.2 and 3.3.
(a) Let vs(x) = ±|x|−s, with 0 < s < 3/5 and β = 1 − s/3 and note that v2s = |v2s|. We can
therefore use Lemma 8.1 to show that the condition (58) from Theorem 3.4 holds. We find((
v(N)s
)2 ∗ ρtN)(y) = N−2(1−s/3)(v2s ∗ ρtN)(y) ≤ N−2(1−s/3) CN (1−2s/3) = CN−1. (167)
If we use that the constant in (162) is proportional to As/2, we find that the constant in (167)
is proportional to As and thus the C appearing in the αn-estimate (23) is proportional to A
s/2.
(b) For interactions v = ±vs,δ with
0 ≤ vs,δ(x)
{ ≤ DN δs , for |x| ≤ N−δ
= |x|−s , for |x| > N−δ, (168)
with D > 0, 0 < s < 6/5, β = 1− s/3 and δ < (3− 2s)/(6s) we use Theorem 3.6 with ΩN = ∅.
We thus have to verify Assumption 3.5. By using Lemma 8.1 we find((
v(N)s,ε
)2 ∗ ρtN)(y) ≤ N−(1−s/3)( sup
y
vs,ε(y)
)(
v(N)s,ε ∗ ρtN
)
(y) ≤ CN−(1−s/3)+δs, (169)
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i.e., (61) holds for all γ ≤ β − δs. In order to show that (62) holds, we use the Hardy-
Littlewood-Sobolev inequality (160). Note that from
∫
ρtN = N and
∫
(ρtN )
5/3 ≤ CN it follows
that
∫
(ρtN )
p ≤ CN for all 1 ≤ p ≤ 5/3. For λ = 2s we have p = (1 − s/3)−1 and, since
0 < s < 6/5, we find 1 < p < 5/3, so that∫
R3
∫
R3
ρtN (x)ρ
t
N (y)
|x− y|2s d
3x d3y ≤ C ∣∣∣∣ρtN ∣∣∣∣2p = C (∫ (ρtN )p)2/p ≤ CN2/p = CN2(1−s/3), (170)
i.e., since vs,ε(x) ≤ D|x|−s, (62) is satisfied. Furthermore,
sup
y∈R3
v(N)s,ε (y) ≤ C N−(1−s/3)+δs, (171)
i.e., (64) holds if β − δs ≥ 1/2 + γ/2. Therefore, the desired bound (25) holds for all γ ≤
2β − 1− 2δs = 1− 2s/3− 2δs.
(c) For v(x) = ±|x|−1, we use Theorem 3.4, i.e., we have to verify (58). By Ho¨lder’s inequality we
find for any R > 0,((
v(N)
)2
∗ ρtN
)
(y) = N−4/3
(∫
BR(y)
|x− y|−2ρtN (x) d3x+
∫
BR(y)c
|x− y|−2ρtN (x) d3x
)
≤ N−4/3
(∫
BR(0)
|x|−2p d3x
)1/p(∫
R3
(
ρtN
)q)1/q
+
(
sup
x∈BR(0)c
|x|−2
)∣∣∣∣ρtN ∣∣∣∣1 .
(172)
Now
∫
BR(0)
|x|−2p d3x ≤ CR3−2p for p < 3/2, i.e., q > 3. For q <∞ we use the kinetic energy
inequality (159) with a = 3(q − 1)/2 > 3 and for q =∞ we use ||ρtN ||∞ ≤ C. Then we find for
R = N1/3 (recall 1/p+ 1/q = 1),((
v(N)
)2
∗ ρtN
)
(y) ≤ CN−4/3
(
R3/p−2N1/q +R−2N
)
≤ CN−1. (173)
Proof of Proposition 2.2. (a) We start from the expression (120) which yields, by using pm+qm = 1,
V
(N)
1 = 0 and v
(N)
12 = N
−δv12,
∂tαn(t) = 2(N − 1)N−δ Im
〈
ψt, v12p
t
1ψ
t
〉
. (174)
By energy conservation we have 〈ψt, (−∆1)ψt〉 ≤ EN−1. Using the many-particle Hardy
inequality for fermions from [29, 38], we find
∂tαn(t) ≤ 2N1−δ〈ψt, v212ψt〉1/2 ≤ CN1−δ
(
N−2/3EN−1
)1/2
≤ CN1/6−δE1/2. (175)
Integration and application of Lemma 3.2 yields the desired bound (30).
(b) Taking the time derivative of αn(ψ
t, ϕ1, . . . , ϕN ) and then using Cauchy-Schwarz, the same
steps as in (175), and (174), we find
∂tαn(ψ
t, ϕ1, . . . , ϕN ) = 2Im
〈
ψt, (−∆1)ψt
〉
+ 2(N − 1)N−δIm
〈
ψt, v12p1ψ
t
〉
≤ 2
(〈
ψt, (−∆1)ψt
〉〈
ψt, p1(−∆1)p1ψt
〉)1/2
+ CN1/6−δE1/2
≤ EN−1 + EmfkinN−1 + CN1/6−δE1/2. (176)
Again, integration and application of Lemma 3.2 yields the desired bound (31).
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9 Proof of Results for Density ∝ N Regime
Let us first state a result about the propagation of the semiclassical initial data that was obtained
in [14]. We state this result in a slightly less general form than [14, Propostition 3.4]. Note that
[14, Propostition 3.4] holds also without exchange term, i.e., for the fermionic Hartree equations.
Recall that vˆ denotes the Fourier transform of v and pt =
∑N
j=1 |ϕtj〉〈ϕtj |.
Lemma 9.1. Let v ∈ L1(R3) be such that∫
d3k (1 + |k|2) |vˆ(k)| <∞. (177)
Let p0 be such that
sup
k∈R3
(1 + |k|)−1
∣∣∣∣∣∣[p0, eik·x]∣∣∣∣∣∣
tr
≤ CN2/3, (178)∣∣∣∣∣∣[p0,∇]∣∣∣∣∣∣
tr
≤ CN. (179)
Let ϕt1, . . . , ϕ
t
N be solutions to the Hartree-Fock equations (32) or the Hartree equations (8) with
initial data ϕ01, . . . , ϕ
0
N . Then, there exist constants c1, c2 > 0, only depending on v, such that
sup
k∈R3
(1 + |k|)−1
∣∣∣∣∣∣[pt, eik·x]∣∣∣∣∣∣
tr
≤ c1N2/3 exp(c2|t|), (180)
∣∣∣∣∣∣[pt,∇]∣∣∣∣∣∣
tr
≤ c1N exp(c2|t|), (181)
for all t ∈ R.
From this lemma it follows that, using p1q1 = 0 and (84),∣∣∣∣qt1eikxpt1∣∣∣∣tr = ∣∣∣∣qt1 [pt1, eikx]∣∣∣∣tr ≤ ∣∣∣∣[pt1, eikx]∣∣∣∣tr ≤ N2/3 CeCt (1 + |k|). (182)
In the following proof, we often make use of the singular value decomposition for compact
operators (see, e.g., [53, Thm. VI.17]). We state this decomposition for later reference in a separate
lemma.
Lemma 9.2 (Singular value decomposition). Let A be a compact operator on a Hilbert space H .
Then there exist (not necessarily complete) orthonormal sets {φℓ}ℓ∈N and {φ˜ℓ}ℓ∈N and positive real
numbers µℓ such that
A =
∑
ℓ
µℓ|φℓ〉〈φ˜ℓ|. (183)
The singular values µℓ are the eigenvalues of |A|, such that in particular ||A||tr =
∑
ℓ µℓ.
Proof of Theorem 2.3. The strategy of the proof is again to bound
|∂tαn(t)| ≤ CeCt
(
αn(t) +N
−1
)
(184)
and use the Gronwall Lemma and then Lemmas 3.2 and 3.3 to conclude the desired bound (36).
Recall that we use the weight function n(k) = k/N here, i.e., we can use the form (120) for the
time derivative of αn(t). Using the scaling v
(N) = N−1v and noting the additional N−1/3 in front
of the time derivatives in the Schro¨dinger and mean-field equations, we find that ∂tαn(t) is given
by the sum of the three terms
(I)n = 2N
−2/3 Im
〈
ψt, qt1
(
(N − 1)pt2v12pt2 − V1
)
pt1ψ
t
〉
,
(II)n = 2N
−2/3 Im
〈
ψt, qt1q
t
2 (N − 1)v12 pt1pt2ψt
〉
,
(III)n = 2N
−2/3 Im
〈
ψt, qt1q
t
2 (N − 1)v12 pt1qt2ψt
〉
, (185)
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with V1 = V
dir
1 in the case of the fermionic Hartree equations, and V1 = V
dir
1 +V
exch
1 in the case of the
Hartree-Fock equations. For ease of notation we write ψt = ψ, ϕti = ϕi in the following. The double
exponential in (36) comes from one exponential in Lemma 9.1 and another exponential from the
Gronwall Lemma applied to (184). In the following estimates, we decompose v(x) =
∫
d3k vˆ(k)eikx.
Note that the assumption
∫
d3k (1 + |k|2) |vˆ(k)| < ∞ in particular implies that ∫ d3k |vˆ(k)| < ∞
and
∫
d3k |k| |vˆ(k)| <∞.
Term (I)n. Let us first bound the contribution from the exchange term. Using the Fourier
decomposition of v and Cauchy-Schwarz we find
N−2/3
∣∣∣〈ψ, q1V exch1 p1ψ〉∣∣∣ = N−2/3 ∣∣∣〈ψ, q1 N∑
j,ℓ=1
(
v12 ∗ (ϕ∗ℓϕj)
)
(x1)|ϕℓ〉〈ϕj |1ψ
〉∣∣∣
= N−2/3
∣∣∣ ∫ d3k vˆ(k)〈ψ, q1eikx1 N∑
j,ℓ=1
〈
ϕℓ, e
−ikxϕj
〉 |ϕℓ〉〈ϕj |1ψ〉∣∣∣
= N−2/3
∣∣∣ ∫ d3k vˆ(k)〈ψ, q1eikx1p1e−ikx1p1ψ〉∣∣∣
≤ N−2/3
∫
d3k |vˆ(k)| ||q1ψ||
≤ CN−2/3√αn
≤ C
(
αn +N
−4/3
)
. (186)
Here we see explicitly that the contribution from the exchange term is of lower order in N . Let us
now bound (I)n only with direct interaction. Using the Fourier decomposition of v we find
N−2/3
〈
ψ, q1
(
(N − 1)p2v12p2 − V dir1
)
p1ψ
〉
= N−2/3
∫
d3k vˆ(k)
〈
ψ,
(
(N − 1)p2e−ikx2p2 −
N∑
j=1
〈
ϕj , e
−ikxϕj
〉 )
q1e
ikx1p1ψ
〉
. (187)
Similar to Lemma 7.3 we would like to diagonalize the operator p2e
−ikx2p2. However, since it is not
self-adjoint, we decompose e−ikx = cos(kx)− i sin(kx) and diagonalize the self-adjoint operators
p2 cos(kx2)p2 =
N∑
j=1
λjp
χj
2 , p2 sin(kx2)p2 =
N∑
j=1
λ˜jp
χ˜j
2 , (188)
where the real eigenvalues λj , λ˜j and orthonormal eigenvectors χj , χ˜j depend on k. Note that λj =
〈χj , cos(kx)χj〉, so |λj | ≤ ||χj ||2 = 1 and
∑N
j=1 λj =
∑N
j=1 〈χj , cos(kx)χj〉 =
∑N
j=1 〈ϕj , cos(kx)ϕj〉,
and analogous for λ˜j . In the following, we use the projector q
χj
6=1 = 1 −
∑N
m=2 p
χj
m introduced
in (149) and the singular value decomposition q1e
ikx1p1 =
∑
ℓ µℓ|φℓ〉〈φ˜ℓ|1 (see Lemma 9.2), with∑
ℓ µℓ =
∣∣∣∣q1eikx1p1∣∣∣∣tr. Let us now decompose term (I)n by using e−ikx = cos(kx)− i sin(kx). For
the cos-term we find, using the antisymmetry of ψ and Cauchy-Schwarz,
N−2/3
∣∣∣∣ ∫ d3k vˆ(k)〈ψ,((N − 1)p2 cos(kx2)p2 − N∑
j=1
〈ϕj , cos(kx)ϕj〉
)
q1e
ikx1p1ψ
〉∣∣∣∣
= N−2/3
∣∣∣∣ ∫ d3k vˆ(k) N∑
j=1
λj
〈
ψ,
(
(N − 1)pχj2 − 1
)
q1e
ikx1p1ψ
〉∣∣∣∣
= N−2/3
∣∣∣∣ ∫ d3k vˆ(k) N∑
j=1
λj
∑
ℓ
µℓ
〈
ψ, q
χj
6=1|φℓ〉〈φ˜ℓ|1qχj6=1ψ
〉∣∣∣∣
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≤ N−2/3
∫
d3k |vˆ(k)|
N∑
j=1
|λj |
∑
ℓ
µℓ
∣∣∣∣∣∣〈φℓ|1qχj6=1ψ∣∣∣∣∣∣ ∣∣∣∣∣∣〈φ˜ℓ|1qχj6=1ψ∣∣∣∣∣∣
[by (150)] ≤ N−2/3
∫
d3k |vˆ(k)|
∑
ℓ
µℓ
√〈
ψ, |φℓ〉〈φℓ|1(Nq2 + p2)ψ
〉
×
×
√〈
ψ, |φ˜ℓ〉〈φ˜ℓ|1(Nq2 + p2)ψ
〉
[by Lem. 4.1] ≤ N−2/3
∫
d3k |vˆ(k)| ∣∣∣∣q1eikx1p1∣∣∣∣tr 〈ψ, (q2 +N−1p2)ψ〉
[by (182)] ≤ CeCt
∫
d3k |vˆ(k)|(1 + |k|)(αn +N−1)
≤ CeCt(αn +N−1). (189)
The same bound holds for the sin-term.
Term (II)n. Similarly to Lemma 7.3, we use the antisymmetry of ψ to shift one q to the right
side of the scalar product, i.e.,
|(II)n| = 2N−2/3
∣∣∣Im〈ψ, q1q2 (N − 1)v12 p1p2ψ〉∣∣∣
= 2N−2/3
∣∣∣Im〈ψ, q1 N∑
m=2
qmv1mp1pmψ
〉∣∣∣
≤ 2N−2/3 ||q1ψ||
∣∣∣∣∣
∣∣∣∣∣q1
N∑
m=2
qmv1mp1pmψ
∣∣∣∣∣
∣∣∣∣∣
≤ 2N−2/3 ||q1ψ||
[
N2
〈
ψ, q3p1p2v12q1v13p1p3q2ψ
〉
+N
〈
ψ, p1p2v12q1q2v12p1p2ψ
〉]1/2
.
(190)
For the following estimate, note that for all trace class operators A1, B2, we find by the singular
value decomposition and Lemma 4.1,〈
ψ, q3A1B2 q3ψ
〉
=
∑
j,ℓ
µjµ
′
ℓ
〈
ψ, q3 |φj〉〈φ˜j |1 |φ′ℓ〉〈φ˜′ℓ|2 q3ψ
〉
≤ C ||A||tr ||B||trN−2
〈
ψ, q3ψ
〉
. (191)
Using first Cauchy-Schwarz, then the Fourier decomposition of v and
∣∣∣∣q1eikx1p1∣∣∣∣op ≤ 1, we find〈
ψ, q3p1p2v12q1v13p1p3q2ψ
〉
≤
〈
ψ, q3p1p2v12q1q2v12p1p2q3ψ
〉
=
∫
d3kd3k′ vˆ(k)vˆ(k′)
〈
ψ, q3
(
p1e
ikx1q1e
ik′x1p1
)(
p2e
−ikx2q2e
−ik′x2p2
)
q3ψ
〉
[by (191)] ≤ CN−2
∫
d3kd3k′ |vˆ(k)||vˆ(k′)|
∣∣∣∣∣∣p1eikx1q1eik′x1p1∣∣∣∣∣∣
tr
∣∣∣∣∣∣p2e−ikx2q2e−ik′x2p2∣∣∣∣∣∣
tr
〈
ψ, q3ψ
〉
[by (84)] ≤ CN−2
∫
d3kd3k′ |vˆ(k)||vˆ(k′)| ∣∣∣∣p1eikx1q1∣∣∣∣tr ∣∣∣∣∣∣q2e−ik′x2p2∣∣∣∣∣∣tr αn
[by (182)] ≤ CeCtN−2/3αn, (192)
and, by doing the same calculation with q3 replaced by 1,〈
ψ, p1p2v12q1q2v12p1p2ψ
〉
≤ CeCtN−2/3. (193)
38
Thus, continuing from (190), we find
|(II)n| ≤ CeCtN−2/3√αn
[
N2N−2/3αn +NN
−2/3
]1/2
≤ CeCt
(
αn +N
−1
)
. (194)
Term (III)n. Using the Fourier decomposition of v, the singular value decomposition of
q1e
ikx1p1 and Cauchy-Schwarz we find∣∣∣(III)n∣∣∣ ≤ N1/3 ∣∣∣ ∫ d3k vˆ(k)〈ψ, q1eikx1p1q2e−ikx2q2ψ〉∣∣∣
= N1/3
∣∣∣ ∫ d3k vˆ(k)∑
ℓ
µℓ
〈
ψ, q2|φℓ〉〈φ˜ℓ|1e−ikx2q2ψ
〉∣∣∣
≤ N1/3
∫
d3k |vˆ(k)|
∑
ℓ
µℓ
∣∣∣∣∣∣〈φℓ|1q2ψ∣∣∣∣∣∣ ∣∣∣∣∣∣〈φ˜ℓ|1q2ψ∣∣∣∣∣∣
[by Lem. 4.1] ≤ N1/3
∫
d3k |vˆ(k)| ∣∣∣∣q1eikx1p1∣∣∣∣trN−1 ||q2ψ||2
[by (182)] ≤ CeCtαn. (195)
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