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Abstract
Mott-Smith’s approximate theory of plane 1D shock structure (Phys. Rev.,
82, 885-92, 1951; Phys. Rev., 5, 1325-36, 1962) suggests, for any intermolec-
ular potential, the average number of collisions undergone by a molecule as
it cross the shock quickly approaches a limit as the Mach number increases.
We check this with DSMC calculations and show that it can be used to es-
timate the gas viscosity at high temperatures from measurements of shock
thickness. We consider a monatomic gas (γ = 5/3) for five different colli-
sion models and hence five different viscosity laws µ = µ (T ). The collision
models are: the variable hard sphere, σ ∝ 1/g2υ, with three values of υ;
the generalized hard sphere; and the Maitland-Smith potential. For shock
Mach numbers M1 ' 4.48, all these collision models predict a shock thickness
∆ = 11.0λs, where λs is a suitably defined ‘shock length scale’, with a scatter
≈ 2.5% (2 standard deviations). This shock length depends on the upstream
flow speed, downstream density and a collision cross-section derived from the
viscosity of the gas at a temperature Tg, characteristic of the collisions at
relative speed g = u1 − u2 between upstream and downstream molecules.
Using ∆ = 11λs and the experimental measurements of shock thickness in
argon given by Alsmeyer (J. Fluid Mech. 74, 498-513, 1976), we estimate the
viscosity of argon at high values of Tg. These estimated values agree with
the viscosity of argon recommended by the CRC Handbook of Chemistry and
Physics (2001) at T ≈ 1, 500 K. For T ' 2, 000 K, for which there appears to
be no reliable direct measurements of viscosity, our estimated values lie be-
tween the extrapolated values recommended by the CRC Handbook and those
predicted by the simple power law µ = µref (T/Tref)
0.72, with Tref = 300 K
and µref = 2.283× 10−5 Pa.s. Taking the error in the experimental measure-
ments of ∆ as the scatter in the results of Alsmeyer (± 2%), we estimate the
uncertainty in the viscosity deduced from the shock thickness measurements
as less than ± 5%. To this accuracy, our results agree with the power law
predictions and disagree with the CRC Handbook values, for T ' 3,000 K.
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Figure 1: Normalized shock profiles, (u− u2) / (u2 − u1), (T − T1) / (T2 − T1), and
(ρ− ρ1) / (ρ2 − ρ1) from solutions of Navier-Stokes equations for M1 = 3, γ = 5/3
and µ = µ1 (T/T1)
0.72 (method of Ref. [1]). Shock thickness ∆ from maximum
density gradient.
1 Introduction
The internal structure of one dimensional shocks in a gas has been studied
extensively, both experimentally and theoretically, to determine the viscosity
law µ = µ (T ), and hence the intermolecular potential, for various gases.
Gilbarg and Paolucci [1] gave a method for solving the Navier-Stokes equations
numerically to obtain profiles of velocity, temperature and density through the
shock, such as those shown in Fig. 1. A shock thickness can be derived from
the density profile as
∆ =
ρ2 − ρ1
dρ/dxmax
,
where subscripts 1 and 2 denote the upstream and downstream conditions
respectively, and where dρ/dxmax is the maximum density gradient within
the shock. The shock thickness of argon, a monatomic gas for which there are
no complications arising from energy exchange between rotational, vibrational
and translational modes, has been measured by various experimentalists [2],
[3], [4]. Typical results for shock thickness, at various Mach numbers, obtained
from the Navier-Stokes equations are shown in Fig. 2, for an assumed viscosity
relation µ ∝ Tω, compared with the shock thickness measured in argon by
Alsmeyer [4]. The figure also shows two curves fitted to the data, which are
discussed below. The Navier-Stokes calculations under-estimate the shock
thickness. However, for ω = 0.72, the variation of ∆/λ1 with M1 is similar.1
Mott-Smith [5] found analytical solutions for shock structure based on an
assumed bimodal velocity distribution within the shock. Mott-Smith found
1The data in Ref. [4] was presented in the form of λHS/∆, where λHS = 32µ1/(5piρ1c¯1) is the
‘hard sphere’ mean free path, which is different by a small constant factor from the nominal mean
free path λ1 of Eq. 4. We have made the appropriate conversion.
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Figure 2: Normalized shock thickness ∆/λ1 vs. M1. Navier-Stokes calculations
(method of Ref. [1]), γ = 5/3, µ = µ1 (T/T1)
ω with ω = 1, 0.72, 0.5. Fitted curves:
∆ = 10.94λs & ∆ = 8λ2.
that, for this highly non-equilibrium distribution, the shock was thicker (the
flow more dissipative) than predicted by the Navier-Stokes equations, and
the results agreed better with experimental data. Muckenfuss [6] used the
Mott-Smith method with various intermolecular potentials, and found that
the average number of collisions suffered by a molecule as it traverses the
shock approaches a limit for high M1.
Macrossan [7] defined an approximate mean free path λ12 travelled by
upstream particles (with mean speed u1) penetrating a cloud of downstream
particles (with number density, n2 and mean speed u2). This is given by
λ12 =
u1
gσ12n2
=
[
σ12n2
(
1− n1
n2
)]−1
, (1)
where
g = u1 − u2 = u1 (1− u2/u1) = u1 (1− n1/n2) ,
and the continuity equation n1u1 = n2u2 has been used. The effective collision
speed is g and σ12 = σ (g) is the collision cross-section at this speed, which was
taken as the viscosity cross-section σµ (g) = 2pi
∫∞
0 sin
2 χ (b, g) bdb for various
collision models. Here χ is the deflection angle, which depends on the ‘miss
distance’ b and the collision speed g [8]. Macrossan found that for an inverse
power potential and for collision models having the same total cross-section
as the inverse power potential, but different differential scattering laws, the
shock thickness was an approximately constant multiple of λ12 for large M1.
For real gases the viscosity cross-section σµ (g) is not known, so here we
derive a value of σ12(g) for any viscosity law µ (T ), by associating g with the
average relative speed (16RT/pi)
1
2 in an equilibrium gas at temperature T .
This yields an equivalent ‘collision temperature’ at any collision speed g given
3
by
Tg = pig2/16R. (2)
The Chapman-Enskog viscosity [8] for hard sphere molecules, at this collision
temperature, is
µ(Tg) =
5m
16σ
(piRTg)
1
2
where m is the molecular mass, and σ = pid2 is the total cross-section. Thus
the viscosity at temperature Tg can be used to derive an effective total cross-
section at collision speed g as
σ(g) ≈ 5m
16µ (Tg)
(piRTg)
1
2 =
5pi
64
mg
µ (Tg)
. (3)
The cross-shock mean free path of Eq. 1 using σ12 = σ from Eq. 3, becomes
λ12 ≈
[
5pi
64
mg
µ (Tg)
n2
(
1− n1
n2
)]−1
.
In terms of the nominal upstream mean free path
λ1 = 2µ1/ (mn1c¯1) (4)
where c¯1 = (8RT1/pi)
1
2 is the mean thermal speed, we have
λ1
λ12
≈ 5pi
3
2
64
S1
µ (T1)
µ (Tg)
n2
n1
(
1− n1
n2
)2
,
where S1 = u1/ (2RT1)
1
2 is the shock speed ratio. It is convenient to drop the
numerical constant 5pi
3
2 /64 and define the ‘shock length scale’ as
λs ≡ λ1
[
S1
µ (T1)
µ (Tg)
n2
n1
(
1− n1
n2
)2]−1
. (5)
We expect the shock thickness to be a constant multiple of λs for strong
shocks. Fig. 2 shows Alsmeyer’s data [4] and a curve given by ∆ = 10.94λs,
with an assumed viscosity for argon given by µ ∝ T 0.72. This fits the data
for M1 > 3 with a standard deviation of < 1%. It is interesting to note that
the shock length scale λs is approximately proportional to the downstream
nominal mean free path λ2 = 2µ2/ (ρ2c¯2) . Fig. 2 also shows the assumed
relation ∆/λ2 = 8, again for µ ∝ T 0.72. This is not a best fit but was chosen
for the sake of clarity in the figure.
We show in §4 that the thickness of strong shocks (M1 ' 4.48) as calculated
by DSMC, for a variety of different collision models (and viscosity laws) is
given by
∆ = 11λs ± 0.28.
Assuming that this result would also be true for the real gas, the measured
shock thickness for strong shocks can be used to deduce the gas viscosity at
the temperature Tg. In the final section, therefore, we give values of argon
viscosity for temperatures 1,500 K ≤ T ≤ 6,000 K. There appears to be no
other reliable experimental data for argon viscosity for T ' 2,000 K.
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Figure 3: Reduced viscosity µ′/
√
T ′ = (µ/µref) (Tref/T )
1
2 = Ω−1 vs. T ′ = T/Tref for
Argon. µref = 2.283 × 10−5 Pa.s, Tref = 300 K. Recommended values: +, Kestin et
al. [10] for T < 2, 000 K and ∗, extrapolated for T > 2, 000 K; Theoretical viscosity
of VHS, µ = µref (T/Tref)
0.72, GHS (Eq. 9) and Maitland-Smith (Eq. 11) collision
models.
2 DSMC models and viscosity formulae
We use the DSMC method [9] to simulate the internal structure of a normal
shock, with various collision models, and hence viscosity laws. It is convenient
to express the viscosity in reduced form given by
µ′
(
T ′
)
= µ (T ) /µref (Tref) =
√
T ′ · Ω (T ′)−1 , (6)
where T ′ = T/Tref is a reduced temperature and Ω (T ′) measures the departure
of the viscosity law from the hard sphere law µ ∝ T 12 . Eq. 6 can be rearranged
as µ′/
√
T ′ = Ω−1, which is used in Fig. 3 to show the various viscosity laws.
The collisions models we considered are described below.
1. The variable hard sphere (VHS) molecular model has the same variation
of cross-section with collision speed as an inverse power potential, but
the scattering is isotropic. The Chapman-Enskog [8] approximation for
its viscosity is
µ = µref (T/Tref)
ω , (7)
where ω is a constant and µref is the viscosity at a reference temperature
Tref. We used ω values of 0.65, 0.72 and 0.81.
2. The GHS collision model [11] uses hard sphere scattering and a total
collision cross-section made up of any number of VHS cross-sections.
Here we use
σ/σ0 = φ (g0/g)
2υ1 + (1− φ) (g0/g)2υ2 (8)
where σ0 is a reference cross-section, g0 = (4RT0)
1
2 and T0 is a reference
temperature. The Chapman-Enskog viscosity for this cross-section, (and
5
isotropic scattering), is
µ =
15pi
1
2
16Γ (4− υ1)
(T/T0)
1
2
+υ1
[φ+ (1− φ)S]
mg0
σ0
. (9)
where
S = (T0/T )
υ2−υ1 Γ (4− υ2) /Γ (4− υ1) .
As in Ref. [12], we use (υ1, υ2, φ) = (2/13, 14/13, 0.61). The cross-section
σ0 = 6.425 × 10−19 m2 follows from Eq. 9 with µ0 = 2.283 × 10−5 Pa.s
at T0 = 300 K and m = 66.3× 10−27 kg.
The GHS collision model can be extremely computationally inefficient;
the collision probability increases dramatically for collision speeds g <<
(4RT0)
1
2 so that an overwhelming number of low energy collisions must
be calculated, even though these collisions make a negligible contribution
to the viscosity behavior. To overcome this we use the modified GHS
model [12], whereby the collision probability is independent of g for low
values, in this case for g/ (4RT0)
1
2 / 1.035. It can be shown that, for
the values of υ1, υ2 and φ used, the viscosity of the modified GHS model
is negligibly different from that in Eq. 9 for T > 300 K [12].
3. DSMC results of shock thickness in a monatomic gas were given by Erwin
et al. [13], using the deflection angle in each collision calculated from
the Maitland-Smith [14] potential
U(r) = kT²
[
a1
(r
d
)n − a2 (r
d
)−6]
(10)
where
n = 13 + ξ (r/d− 1) , a1 = 6/ (n− 6) , a2 = n/ (n− 6) .
Here, r is the intermolecular separation, T² indicates the strength of the
potential, d is the nominal molecular diameter and ξ is a constant. They
used the values T² = 142.1 K, d = 3.76×10−10 and ξ = 7.5 recommended
for Argon in Ref. [15]. The upstream temperature in the simulations was
T1 = 300 K.
The Chapman-Enskog viscosity for the Maitland-Smith potential is given
by
µ =
5m
16pid2
(piRT )
1
2
Ω(2,2)′ (T )
(11)
where Ω(2,2)
′
(T ) is a weighted average of the viscosity cross-section [16].
The values of Ω(T )(2,2)
′
given in the appendix of Ref. [15] for this poten-
tial appear to be too large by a factor ≈ 1.27. The values we calculate
are given in Table 1.
With these values, and the molecular mass of argon, Eq. 11 gives excellent
agreement with the Argon viscosity values recommended by Maitland and
Smith [14], Kestin et al. [10] and Younglove and Hanley [17].
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T ′ Ω(2,2)
′
T ′ Ω(2,2)
′
T ′ Ω(2,2)
′
0.1 2.9473 1.8 0.9586 12.0 0.6272
0.2 2.3791 2.0 0.9235 14.0 0.6116
0.3 2.0943 2.5 0.8605 16.0 0.5983
0.4 1.8882 3.0 0.8182 18.0 0.5868
0.5 1.7212 3.5 0.7877 20.0 0.5766
0.6 1.5836 4.0 0.7644 25.0 0.5553
0.7 1.4703 4.5 0.7457 30.0 0.5380
0.8 1.3767 5.0 0.7302 35.0 0.5234
0.9 1.2991 6.0 0.7055 40.0 0.5109
1.0 1.2341 7.0 0.6864 50.0 0.4901
1.2 1.1330 8.0 0.6709 60.0 0.4731
1.4 1.0588 9.0 0.6578 80.0 0.4469
1.6 1.0025 10.0 0.6463 100.0 0.4270
Table 1: Viscosity integral for the Maitland-Smith potential (Eq. 10).
3 Simulation method and data reduction
All simulations were performed using the normal shock simulation code DSMC1S,
supplied by Bird [9], which uses the VHS model. The code was modified to
use the GHS model also. The upstream temperature was T1 = 300 K. Each
simulation used 300 cells of length < λ1/5, with six sub-cells per cell. The
decoupling time step ∆t was τ2/5 where τ2 is the nominal collision time in
the downstream flow. After an elapsed time ≈ 400λ1/u1 to establish steady
state, flow samples were taken at intervals of 5∆t until the sample sizes were
typically ∼ 107 particles per cell.
A typical density profile from the DSMC simulations is shown in Fig. 4.
Although the profile appears smooth, the density gradient derived from it
is not so smooth. Fig. 5 shows the two-point central difference estimate of
the density gradient against location within the shock, as measured by the
normalized density. There is some scatter in the results, particularly near the
center of the shock where the gradient is greatest. Rather than use the two-
point central difference gradient, we have taken the density gradient in each
cell as the slope of the line of best fit to the density in five adjacent cells. This
‘five-point’ gradient is also shown in Fig. 5, where it can It can be seen that
provides a reasonably smooth fit to the scattered two point central difference
estimate. The shock thickness was obtained from the maximum five-point
estimate of the density gradient.
4 Shock thickness
The calculated shock thicknesses for the various collision models are shown
in Fig. 6. For the three VHS models the trends are similar to those found
from the Navier-Stokes equations (Fig. 2). The GHS model and the Maitland-
Smith potential give results which display a different trend from that for the
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Figure 4: Normalized temperature (Tx − T1) / (T2 − T1) and density profiles
(ρ− ρ1) / (ρ2 − ρ1) through shock. M1 = 2.5. VHS collision model with ω = 0.72.
Tx is the x-component of translational temperature.
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Figure 5: Normalized density gradient λ1 (dρ/dx) / (ρ2 − ρ1) through the shock, from
density profile shown in Fig. 4. Two-point central difference estimate and five-point
estimate (gradient of line of best fit).
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Figure 6: Shock thickness from DSMC simulations, for different collision models
(viscosity laws). Maitland-Smith results from Ref. [13]
VHS models. We previously showed [18] that the value of ∆/λ2 for various
collision models approached a limiting value for strong shocks. This ratio
is shown in Fig. 7 as a function of the downstream temperature T2, rather
than the shock Mach number. For T2 > 2, 000 K, all collision models have
∆ = 8.3λ2± 0.5, where the ‘error’ (0.5) is twice the standard deviation. Note
that the individual collision models each approach a different limit and the
deviation of one collision model about its corresponding limit is less than
for the entire set. We previously [18] used this result and Alsmeyer’s shock
thickness measurements [4] to deduce the high temperature viscosity of argon.
The error involved in this procedure was uncertain and due to the difficulty of
establishing a limiting value of ∆/λ2 for the unknown intermolecular potential
(viscosity law) for the real gas.
No such problem exists if we use the data in the form of ∆/λs. As can
be seen in Fig. 8, for Tg > 1,000 K, all the collision models produce a shock
thickness ∆ = 11.0λs ± 0.28, a deviation of less than 3%. It should be noted
that the collision temperature of Eq. 2 was derived from the average relative
speed of all pairs of molecules in a gas in equilibrium. We might have used
the average relative speed in collisions, assuming a hard sphere cross-section
(for example), to get g = Γ (2.5) (4RT )
1
2 . Using this to define Tg, and hence
λs, we find that the scatter in the values ∆/λs, for all collision models and
Tg > 2,000 K, increases to 6% of the mean value. We reject this alternative
and accept the value ∆/λs = 11 ± 0.28, for Tg > 1,000 K, with Tg given by
Eq. 2.
5 Estimated high temperature viscosity
The results in Fig. 8 show that for any molecular model, ∆/λs tends towards
a constant value, which may be denoted Ds, at high values of Tg. Taking
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Figure 7: Shock thickness ∆/λ2 vs. downstream temperature T2. Results of DSMC
simulations. Maitland-Smith results from Ref. [13]. For T2 ≥ 2, 000 K, ∆/λ2 = 8.3
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Figure 8: Shock thickness ∆/λs vs. collision temperature Tg of Eq. 2. Results of
DSMC simulations. Maitland-Smith results from Ref. [13]. For Tg ≥ 1000 K, ∆/λs
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prediction from ∆/λ1 ± 2%, Ref. [4], and Ds = 11± 0.28.
Ds = 11, we can use measured values of ∆ to estimate the viscosity of the gas
at temperature Tg. Thus, Eq. 5 gives
∆/Ds = λs = λ1
[
S1
µ (T1)
µ (Tg)
n2
n1
(
1− n1
n2
)2]−1
.
This can be rearranged to give the viscosity at temperature Tg. Thus
µ (Tg) =
S1
Ds
n2
n1
(
1− n1
n2
)2 ∆
λ1
µ (T1) . (12)
The estimated viscosity, deduced from the strong shock results of Alsmeyer [4],
is presented in Fig. 9 and Table 2. We have assumed that Alsmeyer performed
all experiments at T1 = 300 K. If we take the experimental uncertainty in
∆/λ1 equal to the scatter of the measurements, which is 2%, we get a total
uncertainty of less than ±5% for these viscosity predictions, when we allow
for less than 3% uncertainty in the limiting value of Ds.
The CRC Handbook of Chemistry and Physics [19] recommends the use of
argon viscosity values given by Kestin et al. [10] and Younglove and Hanley
[17]. Kestin et al. give equations for viscosity that agree within 2.1% of 12 sets
of experimental data over the range 100 K < T < 2,000 K. The recommended
values are shown in Fig. 3. These values agree closely with those of Younglove
and Hanley, and are probably more accurate than the earlier recommendations
of Touloukian et al. [20]. Kestin et al. also recommend values of viscosity
for T > 2, 000 K, obtained from an extrapolation of a fitted equation. This
extrapolation is also shown in Fig. 3 and in Fig. 9. The estimated viscosity
in Table 2 agrees with the recommended values of Kestin et al. [10] at T =
1, 500 K. For T > 2, 000 K the present estimated viscosity lies between the
predictions of the power law formula with ω = 0.72, and the extrapolations
of Kestin et al. For temperatures in the range 1,000 K to 6,000 K the present
11
M1 5.40 6.18 6.5 7.50 8.63 9.0 9.62 10.52
∆/λ1 (Ref. [4]) 3.75 3.84 3.89 4.03 4.21 4.28 4.39 4.55
T (K) (Eq. 2) 1,500 2,000 2,230 3,000 4,000 4,360 5,000 6,000
µ (×105 Pa s) 7.3 8.9 9.6 11.8 14.5 15.4 17.1 19.5
Table 2: Viscosity of argon deduced from λs = ∆(±2%)/11(±3%).
estimates agree with the power law values to within 5%. For T ' 3,000 K, the
present estimates are more than 5% larger than the extrapolations of Kestin
et al.
It is possible that the value of Ds for the real gas (real intermolecular po-
tential) lies outside the range 10.72 < Ds < 11.28 we found with the DSMC
simulations. Also, there might be some systematic error in the experimen-
tal measurements of ∆. Both these possible errors could be eliminated if we
scale the viscosity predictions given in Table 2, so that they agree with the
recommended value given by Kestin et al. at some temperature at which we
were convinced the recommended viscosity was most accurate. However since
1,500 K, the temperature at which our prediction already agrees with the rec-
ommended value, is close to the lowest temperature for which a constant value
of Ds can be safely assumed (see Fig. 9) and is also close to the highest tem-
perature for which the recommended value is reliably based on experimental
data, there seems little point in adjusting our values to agree at some other
temperature. We believe that the estimated uncertainty of less than 5% for
the values given in Table 2 is reasonable.
6 Conclusions
We have defined a shock length scale λs proportional to the expected mean
free path of molecules as they cross a shock, and have demonstrated using
DSMC simulations, that the density-gradient thickness of strong shocks (M1 '
4.48) is given by ∆ = 11λs± 0.28, regardless of the particular collision model
(viscosity law). Using this result, and the shock thickness ∆± 2% measured
by Alsmeyer [4], the viscosity of argon has been estimated at temperatures
that exceed the current limit of reliable experimental data at T ∼ 2,000 K.
The estimated viscosities at high temperatures are intermediate between the
extrapolations given by Kestin et al. [10] and those predicted by the power
law viscosity formula with ω = 0.72. The estimated uncertainty in the values
of viscosity given in Table 2 is less than 5%. For temperatures > 3,000 K,
these values of viscosity are greater than the values given by Kestin et al. and
agree with the power law predictions, to within the estimated uncertainty.
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