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PERIOD INTEGRALS ASSOCIATED TO AN AFFINE DELSARTE
TYPE HYPERSURFACE
SUSUMU TANABE´
Abstract. We calculate the period integrals for a special class of affine hypersurfaces
(deformed Delsarte hypersurfaces) in an algebraic torus by the aid of their Mellin trans-
forms. A description of the relation between poles of Mellin transforms of period integrals
and the mixed Hodge structure of the cohomology of the hypersurface is given. By in-
terpreting the period integrals as solutions to Pochhammer hypergeometric differential
equation, we calculate concretely the irreducible monodromy group of period integrals
that correspond to the compactification of the affine hypersurface in a complete simpli-
cial toric variety. As an application of the equivalence between oscillating integral for
Delsarte polynomial and quantum cohomology of a weighted projective space PB, we es-
tablish an equality between its Stokes matrix and the Gram matrix of the full exceptional
collection on PB.
0. Introduction
In this note we propose a simple method to calculate concretely period integrals asso-
ciated to an affine non-compact hypersurface for which the number of terms participating
in its defining equation is larger than the dimension of the ambient algebraic torus by two
(deformed Delsarte hypersurface). A monomial deformation of a Fermat type polynomial
belongs to this class. As for the historical reason of the naming, see Remark 2.1. As
an important example of the polynomial under consideration, we point out the following
Landau-Ginzburg potential familiar in the mirror symmetry setting,
f0(x) =
n∑
j=1
xj +
n∏
j=1
1
xj
.
We establish an expression of the position of poles of the Mellin transform with the
aid of the mixed Hodge structure of cohomology groups associated to an hypersurface
Zf defined by a ∆−regular polynomial [2] (See §3, Proposition 3.1). The trial to relate
the asymptotic behaviour of a period integral with the Hodge structure of the algebraic
variety goes back to [36] where Varchenko established the equivalence of the asymptotic
Hodge structure and the mixed Hodge structure in the sense of Deligne-Steenbrink for
the case of plane curves and (semi-)quasihomogneous singularities.
In this note, we illustrate the utility of this approach in taking the example of a hyper-
surface in a torus defined by so called simpliciable polynomial (see Definition 2.2).
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2 SUSUMU TANABE´
For this class of hypersurfaces we can present period integrals as solutions to so called
Pochhammer hypergeometric equation (6.3) by using their Mellin transform. The solution
space to this equation has reducible monodromy, but it is possible to subtract a solution
subspace with irreducible monodromy (Theorem 6.14) that corresponds to period integrals
of the compactified quasi-smooth hypersurface Z¯f in a complete simplicial toric variety
P∆(f) ([4, Definition 3.1]).
In [2, Theorem 14.2] , [30, Theorem 8], [22, 3.4 ] authors gave interpretations of pe-
riod integrals of affine hypersurfaces as A-hypergeometric functions that form a vector
space with dimension equal to the volume of the Newton polyhedron of f . They did
not, however, discuss the reducibility/irreducibility of the global monodromy. In fact our
restriction on number of terms of the polynomial f is motivated by the fact that in this
setting the A- HG system is reduced an univariable Pochhammer HG equation whose
monodromy can be concretely calculated (see Theorem 6.14). If we consider a Laurent
polynomial with more terms than considered here, it is necessary to deal with a multi-
variable holonomic system that makes the calculation of monodromy far more difficult as
it would presume the monodromy as a representation of the fundamental group of the
holomorphic domain of A-HGF .
The relation between the reducible monodromy group of period integrals and the Stokes
matrix of corresponding oscillating integrals has been discussed in [31, Theorem 1.1, 1.2],
[34, Theorem 5.1]. As it is shown in §4 of this note Batyrev’s quotient ring R+f (1.10) is
well adapted to the description of the space of oscillating integrals (4.5).
In [19, 4.2], relying on the Stanley-Reisner ring method [30, Theorem 6], the author
subtracts period integrals of compact complete intersection from those of affine complete
intersection treated in [34]. R.P. Horja discusses the analytic continuation of these period
integrals and confirms a correspondence predicted by Kontsevich in connection with homo-
logical mirror symmetry conjecture. None the less he did not give a complete description
of (irreducible) global monodromy group of period integrals. Our matrices (6.23), (6.24)
in Lemma 6.12 (irreducible monodromy) and (7.2), (7.3) (reducible monodromy) give a
global monodromy representation of period integrals.
In [8] authors studied the irreducible monodromy acting on the structure sheaf of an
affine complete intersection treated in [34] that they subtracted from the vector space
with reducible monodromy action. This subtraction procedure to get an irreducible mon-
odromy representation has been tried in [17] before. Our note has genetic similarity with
[8] even though the methods used are quite different. We use the Mellin transform of pe-
riod integrals, while Corti-Golyshev relied uniquely on [10] to prove their main theorems
[8, Theorem 1.1, 1.3] that correspond to our Proposition 6.4, Remark 6.5, Theorem 6.8.
The contents of this note can be summarised as follows. In §1 we give a review on the
mixed Hodge structure of the cohomology associated to an affine hypersurface according
to [2]. In §2 under the main Assumption imposed on f(x), principal integral data γ (2.8)
and B (2.11) are introduced. In §3 we establish Proposition 3.1 that calculates concretely
the Mellin transform of period integrals. In §4 we write down a differential equation with
irregular singularities satisfied by oscillating integrals associated to a Laurent polyno-
mial (or Landau-Ginzburg potential) f0. In §5 we examine the relation between a Mellin
transform based filtration of period integrals and Kashiwara-Malgrange filtration on the
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Brieskorn lattice by [13]. In the core part of the note §6, a concrete representation of
monodromy group for period integrals in terms of Pochhammer HGF and its Hermitian
invariant are described. In §7 we discuss Dubrovin’s conjecture [14] on the Stokes matrix
for the quantum cohomology of the weighted projective space PB that has been discussed
in §4.
I would like to express my gratitude to Profs. M.Oka, K.Saito, K. Takeuchi, K.Ueda,
D.Cox, J.Tevelev, E.Materov, F.Beukers who gave me various occasions to discuss on
this subject and to formulate this hypersurface version of the calculus. The complete
intersection version in preparation [32] shall describe the Kashiwara-Malgrange filtration
of period integrals by the aid of Mellin transform in several variables. Special thanks go
to Prof. T. Terasoma who indicated the possibility to read off the mixed Hodge strucutre
of cohomology from the Mellin transform of period integrals. It is worthy noticing that I
got many valuable suggestions from his inspiring article [35].
1. Hodge structure of the cohomology group of a hypersurface in a
torus
In this section we review fundamental notions on the Hodge structure of the cohomology
group of a hypersurface in a torus after [2], [10].
Let ∆ be a convex n−dimensional convex polyhedron in Rn with all vertices in Zn.
Let us define a ring S∆ ⊂ C[u, x±] := C[u, x±1 , · · · , x±n ] of the Laurent polynomial ring as
follows:
(1.1) S∆ := C⊕
⊕
α
k
∈∆,∃k≥1
C · ukxα.
We denote by ∆¯(f) the convex hull of {0} ∈ Zn+1 and the set {(1, α) ∈ Zn+1;α ∈
supp(f)} that we call the Newton polyhedron of a Laurent polynomial (further simply
called polynomial) F (u, x) = uf(x)−1. For ∆¯(f), we introduce the following Jacobi ideal:
(1.2) Jf,∆ =
〈
θuF, θx1F, · · · , θxnF
〉 · S∆(f).
with θu = u
∂
∂u
, θxi = xi
∂
∂xi
, i = 1, · · · , n. Let τ be a `−dimensional face of ∆(f), the
convex hull of {α ∈ Zn;α ∈ supp(f)} in Rn, and define
(1.3) fτ (x) =
∑
α∈τ∩supp(f)
aαx
α,
where f(x) =
∑
α∈supp(f) aαx
α. The Laurent polynomial f(x) is called ∆ regular, if ∆(f) =
∆ and for every `−dimensional face τ ⊂ ∆(f) (` > 0) the polynomial equations:
fτ (x) = θx1fτ = · · · = θxnfτ = 0,
have no common solutions in Tn = (C×)n.
Proposition 1.1. ([2, Theorem4.8].) Let f be a Laurent polynomial such that ∆(f) = ∆.
Then the following conditions are equivalent.
1) The elements uf, uθx1f, · · · , uθxnf gives rise to a regular sequence in S∆
2) For the Jacobi ideal Jf,∆ (1, 2), the following equality holds
dim
( S∆
Jf,∆
)
= n!vol(∆).
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3) f is ∆−regular.
For a ∆−regular polynomial f , we shall further denote the space S∆
Jf,∆
by Rf ,
(1.4) Rf =
S∆
Jf,∆
.
It is possible to introduce a filtration on S∆, namely u
ixα ∈ Sk if and only if i ≤ k and
α
k
∈ ∆. Consequently we have an increasing filtration;
C ∼= {0} = S0 ⊂ S1 ⊂ · · · ⊂ Sn ⊂ · · · ,
that induces a decreasing filtration on Rf so that the decomposition
Rf =
n⊕
i=0
Rif
holds where Rif the i−the homogeneous part of Rf .
It is worthy to remark here that the filtration on Rf ends up with n−th term.
Let us recall the notion of Ehrhart polynomial:
Definition 1.2. Let ∆ be an n−dimensional convex polytope. Denote the Poincare´ series
of graded algebra S∆ by
P∆(t) =
∑
k≥0
`(k∆)tk,
Q∆(t) =
∑
k≥0
`∗(k∆)tk,
where `(k∆) (resp.`∗(k∆) ) represents the number of integer points in k∆. (resp. interior
integer points in k∆. ) Then
Ψ∆(t) =
n∑
k=0
ψk(∆)t
k = (1− t)n+1P∆(t),
Φ∆(t) =
n∑
k=0
ϕk(∆)t
k = (1− t)n+1Q∆(t),
are called Ehrhart polynomials which satisfy
tn+1Ψ∆(t
−1) = Φ∆(t).
Let Tn = (C \ {0})n = Spec C[x±1 , · · · , x±n ] and Tn+1 = (C \ {0})n+1 = SpecC[u±, x±1 ,
· · · , x±n ]. Further, the main object of our study will be the cohomology group of the
complement to the hypersurface Zf := {x ∈ Tn; f(x) = 0} i.e. Tn \ Zf ∼= {(u, x) ∈
Tn+1;−uf(x) + 1 = 0}. The primitive part PHn(Tn \ Zf ) is defined by the following
exact sequence
(1.5) 0→ Hn(Tn+1)→ Hn(Z−uf+1)→PHn(Z−uf+1)→ 0.
We consider its Hodge filtration
0 = F n+1PHn(Tn \ Zf ) ⊂ · · · ⊂ F 1PHn(Tn \ Zf ) = F 0PHn(Tn \ Zf ) = PHn(Tn \ Zf ).
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Theorem 1.3. ([2, Theorem 6.9]) For the primitive part PHn(Tn \Zf ) of Hn(Tn \Zf ),
the following isomorphism holds;
(1.6)
F iPHn(Tn \ Zf )
F i+1PHn(Tn \ Zf )
∼= Rn+1−if . i ∈ [1;n+ 1]
Furthermore
dimRn+1−if = ψn+1−i(∆),
for i ≤ n.
From here on we shall further use the notation i ∈ [m1;m2] ⇔ i ∈ {m1, · · · ,m2} for
two integers m1 < m2.
Denote by I
(`)
∆ (0 ≤ ` ≤ n + 1) the homogeneous ideal of S∆ generated as a C vector
space by all monomials ukxα such that α
k
is located in ∆ but not on any face ∆′ ⊂ ∆ with
codimension `.
Thus we obtain the increasing chain of homogeneous ideals in S∆
(1.7) 0 = I
(0)
∆ ⊂ I(1)∆ ⊂ · · · ⊂ I(n)∆ ⊂ I(n+1)∆ = S+∆,
where S+∆ is the maximal homogeneous ideal in S∆.
Denote by R the C linear mapping
R : S∆ → Ωn(Tn \ Zf )
defined as
(1.8) R(ukxα) = (−1)
k(k − 1)!xα
f(x)k
dx
x1
with dx =
∧n
i=1 dxi, x
1 =
∏n
i=1 xi. Further we shall also use the notation ω0 =
dx
x1
.
We introduce a decreasing E- filatration on S∆
E : · · · ⊃ E−k ⊃ · · · ⊃ E−1 ⊃ E0
where E−k denotes the subspace spanned by monomials u`xα ∈ S∆ with ` ≤ k.
Theorem 1.4. ([2, Theorem 7.13, 8.2], [30, Theorem 7], [22, Theorem 4.1, 4.2])
1) There exists the following commutative diagram
S∆ //
R

S∆
DuS∆+
∑n
i=1DxiS∆
ρ

Ωn(Tn \ Zf ) // Hn(Tn \ Zf )
with Du(g) = eufθu(e−ufg), Dxi(g) = eufθxi(e−ufg) and ρ an isomorphism. In particular
we have the following isomorphism
(1.9) ρ+ : R+f → PHn(Tn \ Zf ),
for
(1.10) R+f =
S+∆
DuS∆ +
∑n
i=1DxiS∆
,
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such that
(1.11) Rf ∼= C⊕R+f .
2) The weight filtration on Hn(Tn \ Zf ) is given by a increasing filtration
(1.12) 0 = Wn ⊂ Wn+1 ⊂ · · · ⊂ W2n = Hn(Tn \ Zf ).
For 1 ≤ i ≤ n−1 the subspace Wn+i equals ρ(I(i)) where I(i) is the image of the ideal I(i)∆ in
the space (1.10 ). While the remaining cases are described by ρ(I(n+1)) = W2n−2 = W2n−1,
ρ(I(n+2)) = Hn(Tn \ Zf ).
3) The graded quotient of R+f with respect to the E- filtration is given by
(1.13) GriER
+
f = E−i(R+f )/E−i+1(R+f ) = Rif .
for i ∈ [0;n]. In particular R+f = R+f ∩ E−n.
The exact sequence
0→ Hn(Tn)→ Hn(Z−uf+1)→res Hn−1(Zf )→ 0
gives rise to the isomorphisms
res(F iPHn(Z−uf+1)) = F i−1PHn−1(Zf ), i ∈ [1;n+ 1]
and
(1.14) res(WjPH
n(Z−uf+1)) = Wj−2PHn−1(Zf ), j ∈ [n+ 1; 2n]
([2, Proposition 5.3]).
2. Simpliciable polynomial
Let us consider a Laurent polynomial satisfying conditions of Proposition 1.1
(2.1) F (x) =
∑
i∈[1;n+2]
aix
α(i).
Here α(i) denotes the multi-index
α(i) = (αi1, · · · , αin) ∈M
for an integer lattice M ∼= Zn. Further we impose the following conditions on the polyno-
mial F (x)
Assumption The point α(n+ 2) ∈ M is located in the interior of the convex hull of
{α(i)}n+1i=1 that is an n−dimensional simplex.
This assumption means that the interior point fan Σ defined by the Newton polyhedron
∆(F ) is a complete simplicial fan. The defining equation of an affine variety ZF defined
in a torus Tn is determined up to multiplication by a monomial xm, m ∈ M. Therefore
one can always assume one of terms participating in the expression (2.1) to be a constant.
The convention α(n+ 1) = 0 ∈M fixes the index of the constant term.
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The main object of our further study is the polynomial f(x) ∈ C[x±1][s] depending on
a parameter s ∈ C,
(2.2) f(x) =
n∑
j=1
xα(j) + 1 + sxα(n+2).
Further we use the convention α(n+ 1) = 0. To recover the situation in §1 we need to put
(2.3) f0(x) = x
−α(n+2)f(x)− s.
Indeed a polynomial uF (x) with non-zero coefficients can be reduced to the form uf(x)
by the aid of a torus Tn+1 action on the variables (x, u).
Remark 2.1. A polynomial that depends on n−variables and contains n monomials is
called of Delsarte type. Jean Delsarte established a formula counting points over a finite
field on the hypersurface defined by a polynomial of this class [11]. T.Shioda found an
algorithm to calculate explicitly the Picard number of this kind of surface (n = 3) [29].
Delsarte surface began to draw attention of geometers in connection with the mirror
symmetry conjecture and detailed studies of its Ne´ron-Severi lattice. One can consider
Zf defined for (2.2) as a one dimensional deformation of a Delsarte type hypersurface.
Let us introduce new variables T1, · · · , Tn+2:
Tj = ux
α(j), j ∈ [1;n],
(2.4) Tn+2 = usx
α(n+2), Tn+1 = u.
In making use of these notations , we have the relation
(2.5)
log Tj = log u+ < α(j), log x >, j ∈ [1;n],
log Tn+1 = log u, log Tn+2 = log u+ < α(n+ 2), log x > +log s.
Log Ξ :=t (log x1, · · · , log xn, , log s, log u).
We can rewrite the relation (2.5) with the aid of a matrix L ∈ End(Zn+2), as follows:
(2.6) Log T = L · Log Ξ.
where
(2.7) L =

α11 · · · α1n 0 1
... · · · ... ... 1
αn1 · · · αnn 0 1
0 · · · 0 0 1
αn+21 · · · αn+2n 1 1

,
We denote the determinant of the matrix (2.7) by
(2.8) γ = det(L).
We remark here that a map similar to (2.5), (2.6) has been introduced in the proof of the
main theorem in [29] where a relation of Delsarte surfaces to Fermat surfaces is established.
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Definition 2.2. We call a polynomial f(x) simpliciable if det(L) = γ 6= 0.
A Laurent polynomial f(x) is simpliciable if and only if its Newton polyhedron ∆(f)
has the dimension of the ambient torus Tn that is equal to n. A polynomial F (x) satisfying
the above Assumption is simpliciable. Further we shall assume that the determinant γ
of the matrix L is positive for a simpliciable f(x) in such a way that γ = n!vol(∆(f)).
This assumption is always satisfied without loss of generality, if we permute certain row
vectors of the matrix, which evidently corresponds to the change of names of vertices
α(j).
Lemma 2.3. Let f(x) be a simplicial polynomial. For the simplex polyhedron τq ∈ Rn
defined as
〈
α(1),
q∨· · · , α(n+ 1), α(n+ 2)〉, q ∈ [1, n], the following equality holds
(2.9) Bq = n!vol(τq).
Especially,
(2.10)
n+1∑
q=1
Bq = |B| = γ = (−1)n+1χ(Zf ),
here χ(Zf ) denotes the Euler-Poincare´ characteristic of the affine hypersurface Zf . Further
we shall use the notation
(2.11) B = (B1, · · · , Bn+1).
Proof. The derivation of positive integers B1, · · · , Bn+1 is based on the calculation of n+1
minors of the matrix L obtained in removing the (n+2)−nd column. To establish the last
equality, we recall the Theorem 2 of [21] or Theorem 1 of [26] on the Euler characteristic
and the volume of Newton polyhedron.

Remark 2.4. If a polynomial f(x) is simpliciable it has n tuple of linearly independent
vectors from supp(f). Such a polynomial with generic coefficients is ∆(f)-regular.
3. Mellin transforms
In this section we proceed to calculation of the Mellin transform of the period inte-
grals associated to the hypersurface Zf = {x ∈ Tn; f(x) = 0} defined by a simpliciable
polynomial f (2.2).
First of all we consider the period integral taken along the fibre for ukxJ ∈ R+f
ρ+(ukxJ) ∈ PHn(Tn \ Zf ) (see Theorem 1.4 ) as follows,
(3.1) IukxJ,tδ(s) :=
∫
tδ(s)
(k − 1)!xJω0
f(x)k
where tδ(s) ∈ Hn(Tn \Zf ) is a cycle obtained after the application of t : Leray’s cobound-
ary (or tube) operator to a n−1 cycle δ(s) ∈ Hn−1(Zf ). Leray’s coboundary operator can
be defined as a S1 bundle construction over the cycle δ(s) ([15], Part II).
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The Mellin transform of IukxJ,tδ(s) is defined by the following integral:
(3.2) MukxJ,δ(z) :=
∫
Π
szIukxJ,tδ(s)
ds
s
.
Here Π stands for a semi-real axis of the form Π = {s ∈ T;Arg s = α} for some fixed
α ∈ [0, 2pi) that avoids ramification loci of IukxJ,tδ(s).
First of all we recall the fact∫
R+
uke−uf(x)
du
u
=
(k − 1)!
f(x)k
for <(f(x)) > 0, k ≥ 1. On the Leray coboundary tδ(s) ⊂ {x ∈ Tn; | f(x) |= ,  > 0}
the argument Arg (f(x)) moves on the circle S1. Thus we introduce a fibre product along
S1
T×S1 tδ(s) :=
⋃
θ∈S1
{(u, x) ∈ (e−iθR+, tδ(s)); f(x) = eiθ}
in order to define the integral ∫
T×S1 tγ(s)
e−uf(x)xJdu ∧ ω0
properly as a function in s ∈ T. In fact the integrand function has neither branching points
nor poles on the Cu plane and, in general, the turn of the integration path e−iθR+ gives a
natural analytic continuation beween integrals
∫
R+ e
−uTdu for T > 0 and
∫
e−iθR+ e
−uTdu
for Arg T ∈ (−pi/2 + θ, pi/2 + θ). Now we consider the following (n + 2)− dimensional
chain
(3.3) Γ˜ := (T×S1 tδ(s))×Π Π = {(u, x, s); (u, x) ∈ T×S1 tδ(s), s ∈ Π}.
In fact this gives an equivariant fibration over S1 × Π. The movement of (θ, s) inside
S1 × Π provokes no monodromy of the fibre.
We deform the integral (3.2) in making use of the relation (2.6):
(3.4) MukxJ,Γ˜(z) =
∫
Γ˜
e−uf(x)xJuksz
du
u
∧ ω0 ∧ ds
s
=
1
γ
∫
L∗(Γ˜)
e−Ψ(T )
n+2∏
q=1
TLq(J,z,k)q
n+2∏
q=1
∧ dTq
Tq
,
with
(3.5) Ψ(T ) = T1(x, u) + · · ·+ Tn+1(u) + Tn+2(x, s, u) = uf(x)
where each term Ti(x, u), i ∈ [1;n] represents a monomial term (2.4) of variables x, u
of the polynomial (3.5) while Tn+1(u) = u. Here the exponents Lq(J, z, k) denote linear
functions of components that shall be concretely given in (3.7 ).
In the following proposition we denote by Lq(J, z, k) the inner product of (J, z, k) with
the q−th column vector of L−1.
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Proposition 3.1. 1) The Mellin transform MukxJ,Γ˜ of the period integral associated to
the simpliciable polynomial f(x) has the following form.
(3.6) MukxJ,Γ˜ = gΓ˜(z)
n+2∏
q=1
Γ(Lq(J, z, k)),
where gΓ˜(z) is a polynomial e
2piiz
γ with γ = n!vol(∆(f)). The function Lq(J, z, k), q ∈
[1;n+ 2] linear in (J, z, k) with coefficients in 1
γ
Z is given by
(3.7) Lq(J, z, k) =t (J, z, k)wq = < vq,J > −Bqz + Cqk
γ
,
where wq is the q−th column vector of the matrix (L)−1.
2) The n+ 2 linear functions Lq(J, z, k) are classified into the following three groups.
(3.8) Ln+2(J, z, k) = γ
γ
z = z.
There exists unique index q such that wq = (vq,−Bq, γ)/γ for some vq ∈ Zn,and Bq > 0.
We fix such q to be n+ 1.
(3.9) Ln+1(J, z, k) = < vn+1,J > −Bn+1z
γ
+ k.
For q such that wq = (vq,−Bq, 0)/γ for some vq ∈ Zn, and Bq > 0,
(3.10) Lq(J, z, k) = < vq,J > −Bqz
γ
.
For these vectors we have the following equalities:
(3.11)
n+1∑
q=1
wq = (0,−1, 1),
n+1∑
q=1
vq = 0.
Proof. 1) The definition of the Γ− function can be formulated as follows;∫
R¯+
e−TT σ
dT
T
= (−1 + e2piiσ)
∫
R+
e−TT σ
dT
T
= (−1 + e2piiσ)Γ(σ),
for the unique nontrivial cycle R¯+ turning once around T = 0 that begins and returns to
<T → +∞. We apply it to the integral (3.4) and get (3.6). We consider an action on the
chain Ca = R¯+ or R+ on the complex Ta plane, λ : Ca → λ(Ca) defined by the relation,∫
λ(Ca)
eTaT σaa
dTa
Ta
=
∫
(Ca)
eTa(e2pi
√−1Ta)σa
dTa
Ta
.
In particular λ(R+) = R+ + R¯+. By means of this action the chain L∗(Γ˜) turns out to be
homologous to an integer coefficients linear combination of chains
(3.12)
n+1∏
q=1
λjq(R¯+)λjn+2(R+) or
n+2∏
q=1
λjq(R¯+),
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with jq ∈ Z. This explains the presence of the factor gΓ˜(z) in (3.6) that is a polynomial
in the exponential functions e2pi
√−1jqLq(J,z,k), q ∈ [1;n+ 2].
Cramer’s formula explains the origin of the coefficient Bq in (3.7) that is an n×nminor
of L.
The point 2) is reduced to the linear algebra based on Lemma 2.3. 
Corollary 3.2. The Newton polyhedron admits the following representation by the aid of
linear functions defined in (3.9), (3.10):
(3.13) ∆(f) = {β ∈ Rn; 0 ≤ Lq(β, 0, 1) ≤ 1}
for q ∈ [1;n+ 1].
Proof. After the definition of vectors v1, · · · , vn+1 we can argue as follows.
For a vector~i on the hyperplane
〈
0, α(1),
q∨· · · , α(n)〉, q ∈ [1;n] the scalar product 〈vq,~i〉
vanishes while
〈
vq, α(q)
〉
= γ.
For a vector ~i from the hyperplane
〈
α(1), · · · , α(n)〉 not passing through the origin we
have scalar products
〈
vn+1,~i
〉
=
〈
vn+1, α(q)
〉
= −γ, q ∈ [1;n]. 
Corollary 3.3. A monomial u`xJ ∈ C[u, x±] belongs to S∆ if and only if the following
n−tuple of inequalities are satisfied,
0 ≤ Lq(J, 0, `) ≤ 1
for q ∈ [1;n].
Corollary 3.4. Under the above situation, the Mellin inverse of MukxJ,δ(s) with properly
chosen periodic entire function g(z) with period γ gives (3.1)
(3.14) IukxJ,tδ(s) =
∫
Πˇ
g(z)Γ(z)
n+1∏
q=1
Γ
(Lq(J, z, k))s−zdz.
Here the integration path Πˇ enclosing all poles of Γ(z) : Z≤0 has the initial (resp. terminal
) asymptotic direction e−(pi/2+)i (resp. e(pi/2+)i) for some small . This Mellin-Barnes
integral defines a convergent analytic function in −pi < arg s < pi, 0 < |s| < .
Proof. In applying the Stirling’s formula
Γ(z + 1) ∼ (2piz) 12 zze−z, < z → +∞,
to the integrand of (3.1), we take into account the relation (2.10). Here we remind us
of the formula Γ(z)Γ(1 − z) = pi
sin piz
. As for the choice of the periodic function g(z) one
makes use of No¨rlund’s technique [25]. In this way we can choose such g(z) that the
integrand is of exponential decay on Πˇ. Theorem on the Mellin inverse transform [25,
§2.14] states that the Mellin-Barnes integral (3.1) for properly chosen g(z) recovers the
integral IukxJ,tδ(s). 
In general it is a difficult task to find concrete periodic function g(z) that corresponds
to IukxJ,tδ(s) for a cycle δ ∈ Hn−1(Zf ). The question how to choose g(z) is a desideratum
in the study of period integrals by means of Mellin transforms. Matsubara-Heo makes
a proposal to establish a correspondence between Pochhammer type cycles and Γ−series
solutions to A-HG equation [24, section 5].
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Example 3.5. Let us illustrate the above procedures by a simple example.
f(x) = x31x
−1
2 + x
3
1x
3
2 + sx
2
1x2 + 1.
L =

3 −1 0 1
3 3 0 1
0 0 0 1
2 1 1 1
 ,
(L)−1 =
1
12

3 1 −4 0
−3 3 0 0
−3 −5 −4 12
0 0 12 0
 , γ = det(L) = 12.
We have
L1(J, z, k) = i1 + 3i2 − 5z
12
,L2(J, z, k) = 3i1 − 3i2 − 3z
12
,
L3(J, z, k) = −4i1 − 4z
12
+ k,L4(J, z) = 12z
12
.
Let us denote by α(1) = (3, 3),α(2) = (3,−1),α(3) = (0, 0), α(4) = (2, 1). Then we have
B1 = vol(τ1) = 2!vol(α(2), α(3), α(4)) = 5.
Similarly B2 = vol(τ2) = 3, B3 = vol(τ3) = 4.
It is worthy noticing that h.c.f.B = 1. Thus we have γ = |B| = 2!vol(∆(f)) = 12.
We can look at the base representatives of R+f with the following support points:
{(i1, 0, 1)3i1=1, (i2, 1, 1)3i2=1, (i3, 2, 1)3i3=2, (4, 1, 2), (i3, 2, 2)5i3=4}.
We have dim(R+f ) = 11, Rf
∼= C⊕R+f .
Later we see (Proposition 6.4) that the set of vectors in ( 1
12
Z)3 given by (L1(J, 0, `),
L2(J, 0, `), L3(J, 0, `)), (`,J) of the above list of support points of base elements of R+f
coincides with (B1k
γ
, B2k
γ
, B3k
γ
) = (5k
12
, 3k
12
, 4k
12
), k ∈ [1; 11] modulo Z3.
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λ¯(u3x3α(4)) = λ¯(ux31)
λ¯(u5x5α(4)) = λ¯(ux1)
λ¯(u7x7α(4)) = λ¯(u2x51x
2
2)
Rf : •,× ∗ : kα(4)
Example 3.6. Now we consider the following (Laurent) polynomial in three variables.
f(x) = x1x2x3(x1 + x2 + x3 + s+ (x1x2x3)
−1).
L =

2 1 1 0 1
1 2 1 0 1
1 1 2 0 1
1 1 1 1 1
0 0 0 0 1

(L)−1 =
1
4

3 −1 −1 0 −1
−1 3 −1 0 −1
−1 −1 3 0 −1
−1 −1 −1 4 −1
0 0 0 0 4
 , γ = det(L) = 4.
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We have L1(J, z, k) = 3i1−i2−i3−z4 , L2(J, z, k) = −i1+3i2−i3−z4 , L3(J, z, k) = −i1−i2+3i3−z4
L4(J, z, k) = −i1 − i2 − i3 − z
4
+ k, L5(J, z, k) = 4z
4
.
In this case we have B1 = · · · = B4 = 1 and R+f ∼= ⊕3k=1C(x1x2x3)k, Rf ∼= C⊕R+f
4. Oscillating integrals
Assume f˜(x) = f0(x) + 1 such that supp(f0) 63 {0} ∈ ∆(f0) and f˜ be a ∆(f0)−regular
polynomial, Zf˜ non singular. In this situation we consider the deformation Zf0+s of Zf .
For generic value of s ∈ C a smooth afffine variety Zf0+s is topologically equivalent to Zf .
In choosing the coefficients of f0 in a generic position, we may assume that the critical
points of f0 i.e. those of f˜ are of Morse type singularities c1, · · · , cγ with γ = n!vol(∆(f0)).
We construct Lefschetz thimble associated to each critical point cj as follows.
Definition 4.1. For a fixed complex number u ∈ C× and j ∈ [1; γ], we consider a path T−j
on Cs that starts from sj = −f0(cj) and < (us)→ +∞. For a 1-parameter deformation of
a vanishing cycle δj ∈ Hn−1(Zf0+s) with δj vanishing at sj, the cycle Γj := {(s, δj); s ∈ T−j }
of the relative homology Hn(T
n,< (uf0) > 0;Z) is called a Lefschetz thimble associated to
cj.
The set U ⊂ C of generic values of u is defined by the condition
(4.1) Arg u 6= Arg(si − sj)± pi
2
for all distinctive critical vlues si 6= sj. The open set U consists of open sectors (fans)
within the limiting half-lines of the form Arg u = Arg(si − sj) ± pi2 . It is known that
for a generic value of u the Lefschetz thimbles {Γ1, · · · ,Γγ} form a basis of the relative
homology group Hn(T
n,< (uf0) >> 0;Z), (see [27, 1.5], [28, (4.4)]).
Now we introduce the oscillating integral with the phase f0(x) in the following way,
(4.2) Jg,Γ(s, u) =
∫
Γ
e−uf0(x)g(s, x, u)ω0
for a Laurent polynomial g(s, x, u) ∈ C[s, u, x±1 , · · · , x±n ]. Let Ci,j be an oriented curve that
presents a union of two non-compact non self-intersecting curves each of which are located
inside of a sector of U near infinity. For example we can take a union Ci,j = C+i,j −C−i,j of
a curve C+i,j with the asymptote Arg u = Arg(si − sj) + pi2 +  and a curve C−i,j with the
asymptote Arg u = Arg(si − sj) + pi2 − . For such a curve C, we can define the Laplace
transform of Jg,Γ(u)
(4.3) LC(Jg,Γ)(s) =
∫
C
e−usJg,Γ(s, u)
du
u
=
∫
C
(
∫
Γ
e−u(f0(x)+s)g(s, x, u)ω0)
du
u
if < u(f0 +s)|δ > 0 near the boundary of C×δ at infinity. We recall the notation ω0 = dxx1 .
For example, in the case of C = Ci,j we can choose a Lefschetz thimble Γ ∈ ZΓi + ZΓj +∑
` ZΓ` where the summation is taken over Γ` such that Arg s` ∈ [Arg si, Arg sj]. The
Laplace transform LCi,j(Jg,Γ)(s) is well defined in a sector {s ∈ C;−pi+−Arg (si−sj) <
Arg s < −− Arg (si − sj),  > 0}.
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It is not simple to consider LCi,j(Jg,Γ)(s) outside the given sector even though it is
possible by extending analytically the Laplace transform to an open subset of C. This
requires a detailed study of the asymptotic behaviour of Jg,Γ(s, u) from which [2] preferred
to abstain.
In [1] the authors derived properties of the oscillating integrals from the period integrals
by means of Laplace transform (4.6). In particular they establish a relation between the
Stokes matrix of oscillating integrals and the monodromy of period integrals. This proce-
dure was followed in [31] to verify Dubrovin’s conjecture [14] for the quantum cohomology
of projective space.
Now we look at a C[s] module S∆(f0)[s] with the basis {ukxα}, α ∈ k∆(f0). In this
situation thanks to Theorem 1.4 the C[s] module
(4.4) Hn−1DR (s) ∼=
S∆(f0)[s]
DuS∆(f0)[s] +
∑n
i=1DxiS∆(f0)[s]
represents the (n− 1)th relative de Rham cohomology group Hn−1(Zf0+s) (compare with
[2, §11]). Here the operators Du is defined for f = f0 + s as in Theorem 1.4.
The following is a straightforward consequence of the Stokes’ theorem and the fact that
the integrand function e−u(f0(x)+s)g(s, x, u) = 0 at the infinity boundary of δ × C.
Lemma 4.2. For h(s, x, u) ∈ DuS∆(f0)[s] +
∑n
i=1DxiS∆(f0)[s] the Laplace transform of
the oscillating integral LC(Jh,Γ)(s) vanishes identically.
The vanishing of the Laplace transform for s in an open set means that of Jh,Γ(s, u)
itself. Thus for the fixed value s = 1, f˜(x) = f0(x) + 1 the following oscillating integral
vanishes ∫
Γ
e−uf˜(x)g˜(x, u)ω0
for g˜(x, u) ∈ DuS∆(f0) +
∑n
i=1DxiS∆(f0).
In summary we came to the following conclusion:
• The space (1.10) is well adapted to study non-trivial oscillating integrals like
(4.5) Jg˜,Γ(u) =
∫
Γ
e−uf˜(x)g˜(x, u)ω0
and their Laplace transforms.
• The space (4.4) is well adapted to study non-trivial oscillating integrals Jg,Γ(s, u)
(4.2) and their their Laplace transforms.
The Brieskorn lattice G0 defined in [13, 2.c] gives a proper space to examine the os-
cillating integrals (4.2) for a fixed u and s ∈ C. It would correspond to S+∆∑n
i=1DxiS∆
after
our notation. As the parameter ”u” is fixed to a ”Planck constant” there is no room to
consider the Laplace transform (4.3).
For η ∈ T such that γ · arg η 6≡ 0(mod 2pi) we consider the integration path C(η)
that shall be taken as the contour from ∞ along a parallel to the direction arg s =
arg η sufficiently far away on the left, turning around all the singular loci (6.4) in the
anticlockwise sense and back to ∞ along a parallel to the direction arg s = arg η
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sufficiently far away on the right [1, Theorem 2]. For such a path C(η) and <(uη) ≥ 0
the Laplace transform of Ig,tδ(s) (5.5) can be defined as follows
(4.6)
∫
C(η)
eusIg,tδ(s)ds
that is equal to an oscillating integral Jg,Γ(u) for a Lefschetz thimble Γ associated to the
vanishing cycle δ (see [28, 3.3]). In (4.6) the path C(η) can be homotopically deformed
into a union of paths turning around the singular points that correspond to the cycle δ.
Though C(η) can be deformed into a zero chain inside the relative homologyH1(T,∞;Z),
such a deformation is prohibited for (4.6). In fact in the course of a deformation of C(η)
into a zero chain, the integral would diverge due to the same reason as explained to define
the curve Ci,j in (4.3). The inverse Laplace transform (4.6) shall be defined for C(η)
with a single asymptotic direction η ∈ T, γ · arg η 6≡ 0(mod 2pi) tending to the infinity.
This consideration suggests that Jg,Γj(u) = Jg,Γj(0, u), j ∈ [1; γ] form a C vector space
of dimension γ and not of dimension γ¯ = Wn−1(Hn−1(Zf )) discussed in Proposition 6.4,
Remark 6.5.
Now we assume f0(x) to be a Laurent polynomial like in (2.3). The HG equation (6.3)
for Iu,tδ(s) = Iu1x0,tδ(s) becomes
R(1,0)(s, ϑs)Iu,tδ(s) = 0,
with
(4.7) R(1,0)(s, ϑs) = (−ϑs)γ − sγ
n+1∏
q=1
(
Bqϑs
γ
)Bq
where
(4.8) (α)m = α(α + 1) · · · (α +m− 1),
the Pochhammer symbol. On applying the integration by parts we establish the differen-
tial equation with irregular singularities at u =∞ for Ju2,Γ(u) :
(4.9) [uγ −
n+1∏
q=1
(
−Bqϑu
γ
)Bq ]Ju2,Γ(u) = 0
for every Γ ∈ Hn(Tn,<(uf0) >> 0;Z). By means of the change of variables et1 = (zu)γ
for the quantization parameter z, the equation (4.9) is transformed into
(4.10) [et1 − zγ
n+1∏
q=1
(−Bq ∂
∂t1
)Bq ]J˜(t1, z) = 0
that coincides with the equation for the J function of the weighted projective space PB
[7, Corollary 1.8], [34, (5.1)]. Thus we can further develop arguments related to Stokes
phenomena of solutions to (4.10) in following [34]. See §7 Weighted projective space PB.
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5. Filtration of period integrals
Now we can state the relationship between the Hodge structure of the PHn(Tn \ Zf )
(1.5) and the poles of the Mellin transform (3.6) .
We recall the notation: under the situation described in §1, the mixed Hodge structure
of PHn(Tn \ Zf ) is defined as follows:
GrpFGr
w
q PH
n(Tn \ Zf ) = (F
p ∩Wq) +Wq−1
(F p+1 ∩Wq) +Wq−1 .
Theorem 5.1. 1) Let ukxJ ∈ R+f be a monomial representative such that ρ+(ukxJ) ∈
Grn−kF Gr
w
n+1PH
n(Tn \ Zf ), 0 ≤ k ≤ n. Then the following inequalities hold
0 < Lq(J, 0, k) < 1
for q ∈ [1;n+ 1]. The poles of Mellin transform (3.6) located on the positive real axis R>0
are included in the infinite set with semi-group structure called poles of positive direction,
(5.1)
γ
Bq
(Lq(J, 0, k) + Z≥0) ; q ∈ [1;n+ 1],
while poles on the negative real axis are included in Z≤0 i.e. each period integral is holo-
morphic at s = 0.
2) For a monomial satisfying ρ+(ukxJ) ∈ Grn−kF Grwn+1+rPHn(Tn \ Zf ), k ∈ [0;n], r ∈
[1;n − 1], there exist r indices q1, · · · , qr, r ∈ [1;n + 1] such that Lqj(J, 0, k) = 0 for
j ∈ [1; r] but no such r+ 1 tuple of indices q1, · · · , qr+1 exists. In other words, the Mellin
transform
(5.2)
∏n+1
q=1 Γ(Lq(J, z, k))
Γ(1− z)
of the period integral IukxJ,tδ(s) has pole of order r at z = 0.
Proof of the theorem can be achieved by a combination of Theorem 1.4 and the
Proposition 3.1, Corollary 3.2. We remember here that the Γ(z) has simple poles at
z = 0,−1,−2, · · · .
We shall compare our result of Theorem 5.1, 1) with Kashiwara-Malgrange filtration
on the Gauss-Manin system defined by Douai-Sabbah [13, Theorem 4.5].
First of all we remark the isomorphism between S∆(f) defined for (2.2) and S∆(f0) for
(2.3). In [13] the Gauss-Manin system associated to a Laurent polynomial whose Newton
polyhedron contains the origin as an interior point. To adapt the situation to [13] we
need to make a transition from f to f0.
(5.3) S∆(f) → S∆(f0), ukxα 7→ ukxα−kα(n+2).
The support of S∆(f) (resp. S∆(f0)) is contained in a cone C∆(f) :=
∑n+1
j=1 R≥0(1, α(j))
(resp.C∆(f0) :=
∑n+1
j=1 R≥0(1, α0(j)) where α0(j) := α(j) − α(n + 2), j ∈ [1;n + 1].) We
shall use the notation motivated by the isomorphism (5.3)
pi : (k, α) 7→ (k, p˜i(α)),
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with
p˜i(α) = α− kα(n+ 2) = α + [Ln+1(α, 0, 0)]α(n+ 2).
Here [ρ] means the maximal integer smaller than ρ. It is worthy noticing that
ukxα ∈ S∆(f) ⇔ k = −[Ln+1(α, 0, 0)]
while for ukxα ∈ S∆(f0) the book keeping index k cannot be recovered from α. The
isomorphism (5.3) induces an isomorphism between quotient spaces Rf and Rf0 defined
in (1.4). We recall here that Rf0 is obtained from S∆(f0) by the equivalence relations,
uf0 ≡ 0, (dj(k, α′, f0) + uxα0(j))ukxα′ ≡ 0
with dj(k, α
′, f0) ∈ Q \ {0}, ukxα′ ∈ S∆(f0). Compare with Lemma 6.2.
For the fundamental parallelepiped
Π∆(f0) = {
n+1∑
j=1
tjpi(1, α(j)); 0 ≤ tj < 1, j ∈ [1;n+ 1]}
we denote by Rep(R+f0) the representative polynomials of R
+
f0
whose support is located
in Π∆(f0). It is known that the generating function of Rep(R
+
f0
) is given by the Ehrhart
polynomial Ψ∆(f0)(t) = Ψ∆(f)(t) from Definition 1.2.
Now we introduce the grading on S∆(f) as follows;
(5.4) L˜(k, α) =
γ
Bq
Lq(α, 0, k) = < vq, α > +kγδn+1,q
Bq
that is associated to the poles of positive direction (5.1).
The grading on S∆(f0) under the guise of that in [13, 4.a] can be defined as follows. Let
∆q(f0) =
〈
α0(1),
q∨· · · , α0(n+ 1)
〉
, q ∈ [1;n+ 1]
be a (n− 1) dimensional simplex face of ∆(f0). The n dimensional cone
C∆q(f0) :=
⋃
α˜∈∆q(f0)
R≥0(1, α˜)
is obtained as its coning with the apex at the origine. Let Lq(k, α˜) be a linear function
satisfying the following conditions:
Lq(k, α˜) = 0 for ∀(k, α˜) ∈ C∆q, Lq(k, 0) = −k for ∀k ∈ [1;n]
in such a way that
C∆(f0) =
⋂
q∈[1;n+1]
{(r, β) ∈ R≥0 × Rn;Lq(r, β) ≤ 0}.
Under this situation we have
Lemma 5.2. For every (k, α) ∈ ⋃`∈Z≥0(`, `∆(f)) ⊂ C∆(f) we have the equality,
Lq(pi(k, α)) + L˜q(k, α) = 0, ∀q ∈ [1, n+ 1].
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Proof. For q ∈ [1;n] the equality below is valid,
Lq(pi(k, α)) = Lq(k, α− kα(n+ 2)) = −< vq, α− kα(n+ 2) >
Bq
− k = −< vq, α >
Bq
as < vq, α(n+ 2) >= Bq by (2.9).
For q = n+ 1,
Ln+1(pi(k, α))+L˜n+1(k, α) = −< vn+1, α > −k < vn+1, α(n+ 2) >
Bn+1
−k+< vn+1, α > +kγ
Bn+1
.
We recall that vn+1 = −
∑n
q=1 vq by (3.11) and see that − < vn+1, α(n + 2) >= γ −
Bn+1. 
In order to introduce a filtration defined in terms of Mellin transforms, first we remark
that due to (4.4) for every h ∈ S∆(f) the following decomposition holds:
(5.5) Ih,tδ(s) =
∑
u`xα∈Rep(R+f )
h˜`,α(s)Iu`xα,tδ(s),
for h˜`,α(s) ∈ C[s]. Here Rep(R+f ) denotes representative polynomials of R+f whose support
is located in the fundamental parallelepiped Π∆(f). We introduce a filtration Mβ on the
set of period integrals (4.4) defined for β ∈ Q with the aid of the notion of poles of positive
direction analogous to (5.1) as follows :
(5.6) Mβ := {Ih,tδ(s); minimum of poles of positive direction of Mh,tδ(z) ≥ β}.
In a similar manner we introduce
(5.7) M>β := {Ih,tδ(s); minimum of poles of positive direction of Mh,tδ(z) > β}.
The non-trivial filtrationMβ 6= ∅ means that β ≤ β0 := maxq∈[1;n+1] γBq . This filtration is
decreasing i.e. β1 ≤ β2 ≤ β0 ⇒Mβ1 ⊃Mβ2 .
Now we introduce the following rational number defined for h ∈ S∆(f).
(5.8) β(h) := minq∈[1;n+1]min(`,α)∈Π∆(f),h˜`,α 6≡0
(
L˜q(`, α)− deg h˜`,α
)
Here the notation is the same as in (5.5). From the definition of the Mellin transform
(3.2) and the grading (5.4), we see that the inequality β(h) ≥ β entails Ih,tδ(s) ∈Mβ for
every δ(s) ∈ Hn−1(Zf ).
In view of Corollary 3.1, Theorem 5.1 we get a result analogous to [13, Lemma 4.11].
Proposition 5.3. The filtration (5.6), (5.7) satisfies the following three properties.
1) Let us define a positive integer r(β) for β ≤ β0 by
r(β) = maxu`xα∈Rep(R+f )r(`, α; β),
where
r(`, α; β) = ]{q ∈ [1;n+ 1]; γ
Bq
Lq(α, 0, `) = β for some β ∈ [0, γ
Bq
]}.
With this notation we have
(ϑs + β)
r(β)Mβ ⊂M>β.
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In other words, the action of ϑs + β on Mβ/M>β is nilpotent for every β ≤ β0. We
remark also that r(β) = r(β −m) for m ∈ Z≥0.
2) ∂sMβ ⊂Mβ+1 for β ≤ β0 − 1.
3) sMβ ⊂Mβ−1 for β ≤ β0.
6. Hypergeometric group associated to the period integrals
For a monomial reperesentative ukxJ ∈ R+f we introduce two differential operators of
order γ = n!voln(∆(f)) = |χ(Zf )| with the aid of the Pochhammer symbol (4.8);
(6.1) P (ϑs) =
γ−1∏
j=0
(−ϑs)γ
(6.2) Qk,J(ϑs) = (−1)γ
n+1∏
q=1
Bq−1∏
j=0
(Lq(J,−ϑs, k))Bq .
with ϑs = s
∂
∂s
. We have the following theorem as a corollary to the Proposition 3.1 and
Corollary 3.2.
Theorem 6.1. The period integral IukxJ,tδ(s) is annihilated by the differential operator
(6.3) R(k,J)(s, ϑs) = P (ϑs)− sγQk,J(ϑs),
with regular singularities at
(6.4) {s ∈ P1; (
n∏
q=1
BBqq )(
s
γ
)γ = 1, s = 0,∞}.
In other words
(6.5) [P (ϑs)− sγQk,J(ϑs)]IukxJ,tδ(s) = 0.
It is worthy to remark that the operator R(k,J)(s, ϑs) is a pull-back of the Pochhammer
hypergeometric operator of order γ for ϑt = t
∂
∂t
,
(6.6) R˜(k,J)(t, ϑt) = P (γϑt)− tQk,J(γϑt),
by the Kummer covering t = sγ. In certain cases, the monodromy representation of the
kernel of the operator (6.6) turns out to be reducible ([5, Proposition 2.7]). To extract
the solution subspace with irreducible monodromy from the kernel of (6.6) we introduce
the following γ−tuples of rational numbers contained in [0, 1).
C+ = {0, 1
γ
, · · · , (γ − 1)
γ
}.
(6.7) C−(k,J) =
n+1⋃
q=1
⋃
0≤j≤Bq−1
<
1
Bq
(j + 1 + kδq,n+1 +
< vq,J >
γ
) >,
where δq,n+1 = 1 iff q = n+ 1. For these multi-sets we define
C0(k,J) = C+ ∩ C−(k,J)
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as a multi-set intersection (repetetive appearance of the same element for several times is
accepted). Here we used the notation < ρ >= ρ − [ρ] that means the fractional part of
ρ ∈ Q. The symbol [ρ] stands for the maximal integer smaller than ρ.
After Assumption in §2, the Newton polyhedron of f |s=0 is the same as that of f |s 6=0
and both of them are ∆(f) regular. In fact the variety f(x) = 0 in Cn becomes singular
as s → 0, but Zf ⊂ Tn remains to be smooth for s = 0 (a Delsarte hypersurface). This
argument justifies the following calculation of R+f for the case s = 0.
Lemma 6.2. The denominator of R+f in (1.10) gives rise to equivalence relations as
follows
(c(k, j)xα(j) − 1)uk+1xβ ≡ 0, (b(k, j)u− 1)ukxβ ≡ 0
with ukxβ ∈ S∆ and some non-zero constants {b(k, j), c(k, j)}nj=1.
The following is a direct consequence of Lemma 6.2 in view of Proposition 3.1 and
Corollary 3.2.
Lemma 6.3. The positive integer ]|C0(k,J)| is well defined on the equivalence class of
ukxJ ∈ R+f i.e. if u`xJ
′ ≡ ukxJ ∈ R+F then ]|C0(k,J)| = ]|C0(`,J′)|.
Thanks to Lemma 6.3 we can define a positive integer γ¯ = ]|C+\C0(1, 0)| = ]|C−(1, 0)\
C0(1, 0)|. Then “the irreducible part” of the kernel of (6.6) has a monodromy representa-
tion equivalent to that of the kernel of the following Pochhammer hypergeometric operator
of order γ¯ by virtue of [5, Corollary 2.6]:
(6.8) R¯(1,0)(t, ϑt) =
∏
α+∈C+\C0(1,0)
(ϑt + α
+)− t
∏
α−∈C−(1,0)\C0(1,0)
(ϑt + α
− + 1).
We consider the set of monomials Smon∆ in S∆. We shall further study the map λ¯ :
Smon∆ → 1γ [0, γ)n+1 ∩Qn+1 given by
(6.9) λ¯(u`xJ) = (< L1(J, 0, `) >, · · · , < Ln+1(J, 0, `) >).
We recall here Corollary 3.3 which tells us that Lq(J, 0, `) being independent of ` ∈ Z≥0
equals to its fractional part < Lq(J, 0, `) >,q ∈ [1;n]. By virtue of Theorem 5.1 we see
that
(6.10) 0 ≤ Ln+1(J, 0, `) < 1
for the monomial representative u`xJ ∈ R+f . Among these (n+ 1) tuple of linear functions
the relation
(6.11)
n+1∑
q=1
Lq(J, 0, `) = `
holds.
Further we assume that
(6.12) h.c.f.B = 1
Especially if one of Bq’s is equal to 1, this condition is satisfied.
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To examine the map λ¯ on R+f we shall further use the isomorphism (1.11) to identify
Rf with C⊕R+f .
Under this convention we see that the map
λ¯|R+f : R
+
f →
1
γ
[0, γ)n+1 ∩Qn+1
is injective. In fact from Corollary 3.2, Lemma 6.2 and a formula in Definition 1.2, it
follows that the condition λ¯(u`xJ) ≡ λ¯(u`′xJ′) mod Zn+1 yields
u`xJ ≡ const.u`′xJ′ in R+f .
for some non-zero constant const.
Being motivated by [8] we introduce the following two sets of rational numbers located
in [0, 1)n+1 ;
Im(λ¯|Rf )0 = Im(λ¯|Rf ) ∩ (Q×)n+1.
(6.13) (Z/γ)0 = {0, · · · , γ − 1} \ {k ∈ [0; γ − 1]; γ | kBq,∃q ∈ [1;n+ 1]}
∼=
{
(<
kB1
γ
>, · · · , < kBn+1
γ
>); kBq 6≡ 0 mod γ, ∀q ∈ [1;n+ 1]
}
.
We will also make use of the following γ-tuple of monomials from Smon∆ ;
K = {uxα(n+2), · · · , uγxγα(n+2)}.
The set (Z/γ)0 may seem to be dependent on the choice of B or that of α(n + 2)
according to its definition (6.13). In fact it is independent of this choice (See remark 6.6).
For these sets we establish the following
Proposition 6.4. Under the assumption (6.12) the order γ¯ of the differential operator
(6.8) is equal to the following quantities. 1) ]Im(λ¯|Rf )0 , 2) ](Z/γ)0 , 3) the dimension
of the space Wn−1(Hn−1(Zf )), i.e. γ¯ is independent of the choice of α(n + 2) under the
condition (6.12).
4) Furthermore γ¯ = ]|C+ \ C0(`,J)| = ]|C−(`,J) \ C0(`,J)| for every u`xJ ∈ R+f .
Proof. 1) First we show the equality γ¯ = ](Z/γ)0. The definition γ¯ = ]|C+ \ C0(1, 0)|
entails
γ¯ = γ − ]|
n+1⋃
q=1
⋃
0≤j≤Bq−1
(
j
Bq
)
⋂
0≤i≤γ−1
(
i
γ
)|.
It is easy to verify that the RHS of the above expression is equal to ](Z/γ)0 under the
condition (6.12).
2) In order to see that ]Im(λ¯|Rf )0 = ](Z/γ)0 we examine the image of the map
λ¯|K : K → 1
γ
[0, γ)n+1 ∩Qn+1.
Under the condition (6.12) the map λ¯|K is injective. The injectivity of λ¯|K can be shown
in two steps. If one of Bq is equal to 1,
(6.14) (
jB1
γ
, · · · , jBn+1
γ
) ≡ 0 mod Zn+1
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if and only if j ≡ 0 mod γ. In general suppose that Bq admits the prime decomposition
Bq =
∏m
j=1 p
ri(q)
i with ri(q) ≥ 0. In a similar manner assume γ =
∏m
j=1 p
gi
i . The minimal
number j such that jBq is divided by γ for every q can be expressed as
j =
m∏
i=1
p
gi−minqri(q)
i .
The condition (6.12) means that minqri(q) = 0. Therefore j = γ. This means that λ¯|K
is injective. In fact if (6.12) is not satisfied λ¯|K is neither injective nor surjective onto
Im(λ¯|Rf )0.
Further we show that for every k ∈ [1; γ − 1] we find unique monomial representative
u`xJ ∈ Rep(R+f ) (5.5) such that
(6.15) u`xJ ≡ const.ukxkα(n+2) in R+f
for some non-zero constant const .
By Lemma 6.2 for a ∆(f) regular Laurent polynomial f we have
Ln+1(k, 0, kα(n+ 2))− 1 = Ln+1(k − 1, 0, kα(n+ 2)− α(i))
for some i ∈ {1, · · · , n} satisfying uk−1xkα(n+2)−α(i) ∈ S∆. By induction we find r ≥ 0 such
that
0 ≤ Ln+1(k, 0, kα(n+ 2))− r = Ln+1
(
k − r, 0, kα(n+ 2)−
∑
i∈Ir
α(i)
)
< 1
and 0 < k − r ≤ n for an index set Ir ⊂ {1, · · · , n}r. Here uk−rxkα(n+2)−
∑
i∈Ir α(i) ∈ S∆
while for every i′ ∈ {1, · · · , n} , uk−r−1xkα(n+2)−
∑
i∈Ir α(i)−α(i′) 6∈ S∆. That is to say this
descending process starting from ukxkα(n+2) stops at certain monomial representative of
the quotient ring R+f (see figure of Example 3.5). In this way the desired monomial
representative u`xJ ∈ R+f with ` = k − r, J = kα(n + 2) −
∑
i∈Ir α(i) is obtained. The
equality λ¯(u`xJ) = λ¯(ukxkα(n+2)) follows immediately from Corollary 3.2, Lemma 6.2.
This shows that the images of two maps λ¯|Rf and λ¯|K coincide. The uniqueness of the
required monomial u`xJ follows from the injectivity of λ¯|K and that of λ¯|Rf . In short
Im(λ¯|Rf )0 =
⋃
k∈{0,··· ,γ−1}
λ¯(ukxkα(n+2))
⋂
(Q×)n+1.
We see that λ¯(α(n + 2), 0, 1) = (B1
γ
, · · · , Bn+1
γ
) as the point (1, α(n + 2)) represents
the weighted barycenter (1,
∑n+1
q=1
Bqα(q)
γ
) (cf. Proposition 3.1. 3), Corollary 3.2 and its
proof). That is to say, Im(λ¯|Rf )0 coincides with the second half of (6.13). This shows the
equality ]Im(λ¯|Rf )0 = ](Z/γ)0.
3) The image of the map λ¯|Rf admits the following representation:⋃
u`xJ∈R+f
(
〈
< v1,J >
γ
〉
, · · · ,
〈
< vn+1,J >
γ
〉
)
⋂
(Q×)n+1.
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This means that only the monomials u`xJ ∈ I(1)∆ contribute to Im(λ¯|Rf )0. By virtue of
Theorem 1.4, 2) and (1.14) we conclude ]Im(λ¯|Rf )0 = dimWn−1(Hn−1(Zf )).
4) The argument in 2) shows that k<vq ,α(n+2)>
γ
= kBq
γ
for every q ∈ [1;n+ 1], k ∈ Z. For
u`xJ ∈ R+f such that
u`xJ ≡ const.ukxkα(n+2) in R+f
we calculate
C−(`,J) =
n+1⋃
q=1
⋃
0≤j≤Bq−1
〈
1
Bq
(j + 1 + kδq,n+1) +
k
γ
〉
.
This set is nothing but a k
γ
shift of C−(k, 0) introduced in (6.7). This yields ]C0(`,J) =
]C0(k, 0) = ]C0(1, 0) and ]|C+ \ C0(`,J)| = ]|C+ \ C0(1, 0)| = γ¯. 
Remark 6.5. We remark here that the space Wn−1(Hn−1(Zf )) ∼= Wn−1(Hn−1(Zf0)) of
a pure Hodge structure is known to be isomorphic to PHn−1(Z¯f0) where Z¯f0 is a com-
pactification of Zf0 defined in a complete simplicial toric variety P∆(f0) = ProjS∆(f0) ([4,
Proposition 11.6]). Thus we have γ¯ = dim(PHn−1(Z¯f0)).
Authors like L.Borisov-R.P.Horja [6, Corollary 5.12], J.Stienstra [30] studied the γ¯
dimensional space embedded into Hn−1(Zf ). They investigate this space as solution space
of GKZ A-hypergeometric functions.
The positive integer γ − γ¯ can be interpreted as the dimension of period integrals of
the affine variety Zf originated from the homology of the ambient space T
n. In the exact
sequence seen from Theorem 1.4 2),
0→
⋃
2≤j≤n+2
ρ(I(j))→ Hn(Tn \ Zf )→ρ(I(1))→ 0
the term second from left can be interpreted as the dual to ”relations” (of rank γ −
γ¯ ) among period integrals. The quotient by these ”relations” would lead to period
integrals originated from Wn−1(Hn−1(Zf )). In principle these ”relations” can be read off
in comparing monodromy representation matrices (6.23), (6.24) in Lemma 6.12 and (7.2),
(7.3) after proper base change of solution spaces Ker R˜(1,0)(t, ϑt) ⊃ Ker R¯(1,0)(t, ϑt).
Remark 6.6. The arguments developed in the proof of Proposition 6.4 2), 3), show that
X¯0(t) does not depend on the choice of α(n + 2) under the condition (6.12). In other
words the set (Z/γ)0 is determined in a way independent of the choice of the deformation
term sxα(n+2) in (2.2).
Example 6.7. We recall the Example 3.5. A simple examination of the set of rational
vectors (B1k
γ
, B2k
γ
, B3k
γ
) = (5k
12
, 3k
12
, 4k
12
), k ∈ {0, · · · , 11} gives us (Z/12)0 = {1, 2, 5, 7, 10, 11}.
In fact there are 6 monomials in Rf ∩ I(1) : {ux1, ux21, ux1x2, u2x41x2, u2x41x22, u2x51x22}.
Let us introduce orderings on the sets of rational numbers C+ \ C0(1, 0)
0 < α+1 < α
+
2 < · · · < α+γ¯ ,
and on C−(1, 0) \ C0(1, 0),
0 = α−1 ≤ α−2 ≤ · · · ≤ α−γ¯ .
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After [8, 1.2] we define the following integer for k ∈ (Z/γ)0,
(6.16) p(k) = ]{i;α−i <
k
γ
} − j
where the index j is determined by the relation α+j =
k
γ
. We can state the following
proposition corresponding to [8, Proposition 1.5].
Proposition 6.8. For k ∈ (Z/γ)0 we define the integer ` ∈ [1;n] satisfying (6.15). Then
we have
] p−1(n− `) = h`,n+1−`(PHn(Tn \ Zf )) = dim Gr`FGrwn+1(PHn(Tn \ Zf )).
Proof. We present our proof in view of typographical errors in [8, 1.2]. By definition
p(k) = ]|(C−(1, 0) \ C0(1, 0)) ∩ [0, k
γ
)| − ]|(C+ \ C0(1, 0)) ∩ [0, k
γ
)|
= ]|C−(1, 0) ∩ [0, k
γ
)| − ]|C+ ∩ [0, k
γ
)| =
n+1∑
q=1
(1 + [
kBq
γ
])− (k + 1).
By (2.10) this is equal to
n−
n+1∑
q=1
(
kBq
γ
− [kBq
γ
]).
By (6.11) we have
∑n+1
q=1
〈
kBq
γ
〉
= ` for u`xJ satisfying (6.15). Taking Theorem 5.1, 1)
into account we obtain the desired result. 
From the proof of Proposition 6.4, 2) we see λ¯(α(n+ 2), 0, 1) = (B1
γ
, · · · , Bn+1
γ
) and the
following consequence can be derived from Proposition 6.8.
Corollary 6.9. We consider a Mellin transform (up to constant multiplication of variable
t) of solutions to (6.8),
M0uxα(n+2)(γz) =
∏n+1
q=1 Γ(
Bq(1−γz)
γ
)
Γ(1− γz)
by choosing a suitable g(z) in (3.6). Then the integer (6.16) for k ∈ (Z/γ)0 can be
expressed by
p(k) = −
∑
1
γ
≤zi≤ k+1γ
Resz=zidlogM
0
uxα(n+2)(γz),
where the residues are taken on the set of poles {zi}m(k)i=1 with
m(k) = ]| ((C+ ∪ C−(1, 0)) \ C0(1, 0)) ∩ [0, k
γ
)|.
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This means that we can read off the Hodge filtration of Wn+1(H
n(Tn\Zf ) (equivalently
that of Wn−1(Hn−1(Zf )) or PHn−1(Z¯f ) ) from the poles of
dlogM0
uxα(n+2)
(γz)
dz
.
Further we examine the kernel of the operator R¯(1,0)(t, ϑt) (6.8) and monodromy actions
on it. We define characteristic polynomials of the local monodromy of Ker R¯(1,0)(t, ϑt) at
t =∞ (an anticlockwise turn around t =∞ )
(6.17) X¯∞(t) =
∏
α−∈C−(1,0)\C0(1,0)
(t− e2pi
√−1α−) =
∏n+1
q=1 (t
Bq − 1)
ϕ(t)
.
at t = 0(an anticlockwise turn around t = 0)
(6.18) X¯0(t) =
∏
α+∈C+\C0(1,0)
(t− e2pi
√−1α+) =
(tγ − 1)
ϕ(t)
.
Here
(6.19) ϕ(t) = h.c.f.(
n+1∏
q=1
(tBq − 1), (tγ − 1)),
a polynomial of degree γ − γ¯. Thus we have degX¯∞(t) = degX¯0(t) = γ¯ in view of
Proposition 6.4.
Proposition 6.10. Two degree γ¯ polynomials X¯0(t), X¯∞(t) are of integer coefficients.
More precisely
X¯0(t) ∈ Q(e2pi
√−1/γ)[t] ∩ Z[t], X¯∞(t) ∈ Q(e2pi
√−1/B1 , · · · , e2pi
√−1/Bn+1)[t] ∩ Z[t].
To prove this Proposition, we prepare the following lemma.
Lemma 6.11. Consider two cyclotomic polynomials P0(t) =
∏p
i=1(t
Ai − 1) and Q0(t) =∏q
j=1(t
Bj−1) such that the multi-set of roots of Q0(t) is contained in the multi-set of roots
of P0(t). Then the rational function P0(t)/Q0(t) is a polynomial with integer coefficients.
Proof. It is clear that P0(t)/Q0(t) is a polynomial. We consider the function P0(t)/Q0(t)
for |t| < 1 and expand the denominator into a convergent power series in making use of
the relation
1
1− tBi =
∞∑
m=0
tmBi .
The obtained convergent power series expression of P0(t)/Q0(t) has integer coefficients.
But, in fact, it is a polynomial so the power series breaks down within a finite number of
terms. 
Proof. (of Proposition 6.10)
The proof is reduced to a precise formulathat can be established by an inductive manner;
For an ordered set
(6.20) k = {q1, · · · , qk} ⊂ {1, · · · , n+ 1}
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we introduce a rational function
ϕk(t) =
|k|∏
r=1
(
(tC
(r)
q1,··· ,qr − 1)
(t− 1)
)(−1)r−1
, 1 ≤ k = |k| ≤ n+ 1
that is in fact a polynomial from Z[t] due to Lemma 6.11. Here the exponents shall
be intepreted as follows: C
(1)
q = h.c.f.(Bq, γ) and C
(r)
q1,··· ,qr = h.c.f(C
(1)
q1 , · · · , C(1)qr ), for
r = 2, · · · , n+ 1. We shall remark that C(n+1)1,··· ,n+1 = 1 by assumption (6.12). We then have
a formula o for the polynomial ϕ(t) (6.19)
(6.21) ϕ(t) = (t− 1)
∏
k
ϕk(t).
where the index k runs over all ordered sets (6.20) such that {t;ϕk(t) = 0} ∩ {t;ϕk′(t) =
0} = ∅ ⇐⇒ k 6= k′. We apply Lemma 6.11 to (6.17), (6.18), (6.19) in taking into account
the formula (6.21).

For the polynomials introduced in (6.17),(6.18) we define two vectors (A1,A2, · · · ,Aγ¯),
(B1,B2, · · · , Bγ¯) ∈ Zγ¯, after the following relations:
X¯∞(t) = tγ¯ +A1tγ¯−1 +A2tγ¯−2 + · · ·+Aγ¯,
X¯0(t) = t
γ¯ + B1tγ¯−1 + B2tγ¯−2 + · · ·+ Bγ¯.
An examination of the elements of α− ∈ C−(1, 0) \ C0(1, 0) leads us to conclude that
X∞(t) is a product of (t−1)n and a factor vanishing on a set of non-real complex numbers
with rational arguments symmetrically located with respect to the real axis. This means
that Aγ¯ = (−1)n. From the symmetry of the set (C+ \ C0(1, 0)) \ {1/2} with respect to
1/2 it follows that Bγ¯ = 1. In other words, for every r ≤ ]|(C+\C0(1,0))\{1/2}|2 and index set
I(r) ⊂ {1, · · · , ]|(C+ \C0(1, 0))\{1/2}|} such that ]I(r) = r we can find an unique index
set I ′(r) ⊂ {1, · · · , ]|(C+ \ C0(1, 0)) \ {1/2}|} \ I(r), ]I ′(r) = r so that
(6.22)
∑
j∈I(r)
α+j +
∑
j′∈I′(r)
α+j′ = r.
A theorem due to A.H.M. Levelt (see [23], [5]) tells us that the global monodromy
representation of the solution space Ker R¯(1,0)(t, ϑt) with irreducible monodromy can be
recovered from polynomials (6.17),(6.18).
Lemma 6.12. The global monodromy group H¯γ,B of the solution space Ker R¯(1,0)(t, ϑt)
is generated by
(6.23) h∞ =

0 0 · · · 0 (−1)n+1
1 0
. . . 0 −Aγ¯−1
0 1
. . . 0 −Aγ¯−2
...
. . . . . .
...
...
0 0 · · · 1 −A1
 ,
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(6.24) (h0)
−1 =

0 0 · · · 0 −1
1 0
. . . 0 −Bγ¯−1
0 1
. . . 0 −Bγ¯−2
...
. . . . . .
...
...
0 0 · · · 1 −B1
 .
Here h0 (resp. h∞) corresponds to the monodromy action around a loop turning anticlock-
wise around t = 0 (resp. t = ∞). The monodromy action around a point t = 1 is given
by h1 = (h0h∞)−1.
Proposition 6.13. For u`xJ ∈ R+f such that λ¯(u`xJ) = λ¯(ukxkα(n+2)) we have the fol-
lowing relation between corresponding differential operators (6.6):
R¯(`,J)(t, ϑt) = R¯(k,kα(n+2))(t, ϑt) = R¯(1,0)(t, ϑt +
k
γ
).
The monodromy representation of the solution space to the equation
R¯(`,J)(t, ϑt)u(t) = 0
is equivalent to that for kerR¯(1,0)(t, ϑt) up to exponent shifts
α+ → α+ + k
γ
, α− → α− + k
γ
.
The proof follows from the representation of the set C−(`,J) in this situation obtained
in the proof of Proposition 6.4, 4).
Let us denote by ωi, i = 0, 1, 2, · · · , γ − 1 the non-zero singular points of the equation
(6.4).
Theorem 6.14. There is a γ¯ dimensional subspace (i.e. Ker R¯(1,0)(s
γ, ϑs/γ)) of the
solution space kerR(1,0)(s, ϑs) (k = 1,J = 0 in (6.3) ) whose global monodromy group
H¯γ,B is given by generators
Mω0 = h1 = (h0h∞)
−1,M∞ = hγ∞,Mωi = h
−i
∞h1h
i
∞(i = 1, 2, · · · , γ − 1),
for the matrices h0, h∞, h1 defined in Lemma 6.12. Here Mωi denotes the monodromy
action around the point ωi ∈ P1s.
In particular H¯γ,B is a subgroup of GL(γ¯,Z) and h21 = id for n : odd.
Proof. The monodromies of the solutions annihilated by R¯(1,0)(t, ϑt) are given by h0, (resp.
h1, h∞) after Lemma 6.12 at t = 0, (resp.t = 1,∞). Let us think of a γ−leaf covering P˜1t
of P1s that corresponds to the Kummer covering sγ = t.
For the solution space Ker R¯(1,0)(s
γ, ϑs/γ) its monodromy can be described as follows.
In lifting up the path around t = 1 the first leaf of P˜1s, the monodromy h1 is sent to the
conjugation with a path around t =∞. That is to say we have Mω1 = h−1∞ h1h∞. For other
leaves the argument is similar (Reidemeister-Schreier method).
The monodromy around s = 0 would be hγ0 but in fact this is an identity matrix in
view of (6.18). This fact matches Theorem 5.1, 1) stating that all the period integrals
(3.1) are holomorphic near s = 0.
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The statement that it is the subgroup of GL(γ¯,Z) follows from Proposition 6.10. 
An element h of the monodromy group H¯γ,B acts naturally on the space of γ¯×γ¯-matrices
by
X 7→ hT ·X · h¯,
where hT is the transpose of h and h¯ the complex conjugate to h . The following is a
corollary of Proposition 6.8 and Theorem 6.14:
Corollary 6.15. There exists a non degenerate Hermitian invariant X¯ such that
hT · X¯ · h = X¯
for every h ∈ H¯γ,B ⊂ GL(γ¯,Z).
The signature (σ+, σ−) of X is given by 1) |σ+ − σ−| = 0 for n : even, 2)
|σ+ − σ−| = τ(Z¯f )
that is the index of the variety τ(Z¯f ) for n : odd.
Proof. To see the existence of a non degenerate Hermitian invariant X¯ we apply [5, Theo-
rem 4.3] to our situation. It would be enough to recall the condition (6.22) for X¯0(t) and
an analogous symmetry condition for the roots of X¯∞(t). It is also possible to repeat the
argument [34, §3] that can be applied to our situation almost verbatim.
In combining Proposition 6.8 formulated for the value (6.16) and [5, Theorem 4.5] we
see that the signature (σ+, σ−) of the generating quadratic invariant is given by
|σ+ − σ−| =
n∑
`=1
(−1)`h`,n+1−`,
while hn+1,0 = h0,n+1 = 0 [2, Proposition 5.3]. The symmetry of Hodge numbers hp,q = hq,p
establishes the result 1). The result 2) is nothing but the definition of the index τ(Z¯f ). 
Remark 6.16. Corollary 6.15 means that for n :even (the special eigenvalue of h1 = 1)
the monodromy group H¯γ,B is isomorphic to a subgroup of O(
γ¯
2
, γ¯
2
) up to real conjugate
isomorphism. In other words it is isomorphic to a subgroup of Sp( γ¯
2
,C) up to a complex
conjugate isomorphism. For n : odd (the special eigenvalue of h1 = −1) it is isomorphic to
a subgroup of O(γ¯,C) up to complex conjugate isomorphism. This result can be obtained
by means of an application of [5, Proposition 6.1] to our situation. Again H¯γ,B is self dual
in the sense of [5] thanks to the condition (6.22) for X¯0(t) and an analogous symmetry
condition for the roots of X¯∞(t).
7. Weighted projective space PB
Let N be the dual lattice to M introduced in (2.1). We define the polar polyhedron
∆o(f0) ⊂ NR of the Newton polyhedron ∆(f0)
∆o(f0) = {v ∈ NR;< v, α >≥ −1, ∀α ∈ ∆(f0)}.
Lemma 7.1. We denote by Aj the j−th column vector of the upper n×(n+2) part of the
matrix L−1 inverse to L (2.7). The polar polyhedron ∆o(f0) is represented as the convex
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hull of vectors
{γA1
B1
, · · · , γAn+1
Bn+1
}.
The lemma can be seen from the following relations that hold for every j ∈ [1;n+ 1],
< α0(i),
γAj
Bj
>= −1 + γ
Bj
δi,j,∀i ∈ [1;n], < α0(n+ 1), γAj
Bj
>= −1 + γ
Bn+1
.
The normal fan of ∆o(f0) is generated by cones over the proper faces of ∆(f0) [9, Lemma
3.2.1]. Every cone of the interior point fan of ∆(f0) is generated by (n − k)−tuples of
{α0(j)}n+1j=1 satisfying
(7.1)
n+1∑
j=1
Bjα0(j) = 0
for k ∈ [0;n − 1]. In fact we have seen that α(n + 2) = ∑n+1j=1 Bjα(j)γ during the proof of
Proposition 6.4, 2).
This means that the toric variety P∆o(f0) is nothing but the weighted projective space
PB under the condition (6.12). It is known that the toric variety PB is a Fano variety if
and only if γ
Bj
∈ Z,∀j ∈ [1;n+ 1], [9, Lemma 3.5.6]. Lemma 7.1 yields that if the ∆o(f0)
is an integral polyhedron then the weighted projective space PB is a Fano variety. This
means that ∆(f0) is a reflexive polytope. See [3, Theorem 4.1.9].
Now we examine the relation between the Stokes matrix for the oscillating integral
(4.2), (4.9) and the Gram matrix of the full exceptional collection on PB.
First we recall that the monodromy group Hγ,B in GL(γ,Z) of Ker R˜1,0(t, ϑt) (6.6) is
generated by two matrices ([34, Theorem 1.1])
(7.2) H∞ =

0 0 . . . 0 (−1)n
1 0 . . . 0 −Bγ−1
0 1 . . . 0 −Bγ−2
...
...
. . .
...
...
0 0 . . . 1 −B1

and
(7.3) H−10 =

0 0 . . . 0 1
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
 ,
where
(7.4)
n+1∏
q=1
(tBq − 1) = tγ +B1tγ−1 +B2tγ−2 + · · ·+ (−1)n+1
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is the characteristic polynomial of the monodromy at infinity. It is worthy noticing that
Hγ,B admits a reducible monodromy representation and the Levelt type theorem [5, The-
orem 3.5] cannot be directly applied to R˜1,0(t, ϑt). The validity of the monodromy repre-
sentation (7.2), (7.3) is based on the existence of a vector v that is cyclic with respect to
H0 satisfying
H i0v = H
−i
∞ v, i ∈ [1; γ − 1].(7.5)
See [34, Proposition 2.3].
Let (Ei)γi=1 be the full strong exceptional collection on Db cohPB given as
(E1, . . . , Eγ) = (O, . . . ,O(γ − 1)),
and (F1, . . . ,Fγ) be its right dual exceptional collection characterised by the condition
Extk(Eγ−i+1,Fj) =
{
C i = j, and k = 0,
0 otherwise.
In other words
χ(Eγ−i+1,Fj) = δij
where
(7.6) χ(E ,F) =
∑
k
(−1)k dim Extk(E ,F)
is the Euler form. Note that F1 = OPB(−1)[n] and Fγ = E1 = OPB .
We construct a hypersurface Y of weighted degree γ = |B| in PB by means of a
”transposition” of the Newton polyhedron ∆(f0). First we consider a n× (n+ 1) matrix
defined by columns α0(j) = α(j)−α(n+ 2), j ∈ [1;n+ 1] for (2.2) whose rows we denote
by b(i), i ∈ [1;n];
(7.7) [α0(1), · · · , α0(n+ 1)] =
 b(1)...
b(n)
 .
The polynomial with generic coefficients below, constructed from (7.7), is weighted ho-
mogenous with respect to the weight system w(yq) = Bq, q ∈ [1;n + 1] with weight
|B| = γ;
(7.8) fT (y) = y1(
n∑
i=1
biy
b(i) + bn+1).
This can be seen from the relations < b(i),B >= 0,∀i ∈ [1;n], < 1,B >= γ.
Let Y ⊂ PB a hypersurface defined by a weighted polynomial of weight γ = |B|;
Y = {y ∈ PB; fT (y) = 0}.
If it is smooth, then it is a Calabi-Yau manifold. Under the standard definition of the
Poincare´ polynomial PY (t) of a weighted homogenous hypersurface ([12, 3.4]) the following
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equality is established;
(7.9) PY (t) =
(1− tγ)∏n+1
q=1 (1− tBq)
= (−1)nX∞(t)
X0(t)
= (−1)n X¯∞(t)
X¯0(t)
.
In considering the derived restrictions {F¯i}γi=1 of {Fi}γi=1 to Y that split-generate the
derived category Db cohY of coherent sheaves on Y , we see that the Stokes matrix for
(4.9), (4.10) is given by
Sij = (σi, σj) = χ(F¯i, F¯j) = χ(Fi,Fj) + (−1)n−1χ(Fj,Fi) = χ(Fi,Fj)
for i < j, Sii = 1 and Sij = 0 for i > j. These numbers are given as intersection number
of vanishing cycles used to define Lefschetz thimbles in Definition 4.1. The γ × γ matrix
(7.10) X =
(
χ(F¯i, F¯j)
)γ
i,j=1
=
(
Sij + (−1)n−1Sji
)γ
i,j=1
corresponds to the Hermitian invariant of the monodromy group Hγ,B ([34, Proposition
4.1]) satisfying,
hT · X · h¯ = X
for every h ∈ Hγ,B ⊂ GL(γ,Z). We recall that we can assume h = h¯ ∈ Hγ,B by virtue
of (7.2), (7.3), (7.4). The space of Hermitian invariants of Hγ,B is one dimensional and
generated by (7.10).
In summary, in applying [34, Theorem 5.1] to our situation we get the following.
Theorem 7.2. 1) The Stokes matrix (Sij)
γ
i,j=1 for the quantum cohomology of the weighted
projective space PB is equivalent to that for the oscillating integral (4.9).
2) This Stokes matrix is given by the Gram matrix of the full exceptional collection
(Fi)γi=1 on PB with respect to the Euler form;
(7.11) Sij = χ(Fi,Fj).
This generalises a conjecture proposed by Dubrovin [14] for Fano manifolds that has
been proven first by D.Guzzetti [18] for the case of the projective space (see [31] also).
H.Iritani [20, Remark 4.13] mentions the correspondence between Lefschetz thimbles
Γi and exceptional collection of coherent sheaves Fi for the case of a weighted projec-
tive space. This is a consequence of the assertion that there exist G1, · · · ,Gγ in the
Grothendieck group K(PB) such that χ(Gi,Gj) = Sij [20, Theorem 4.11, Corollary 4.12].
Thus the above Theorem 7.2 can be considered as a concrete realisation of Iritani’s theo-
rem. In view of the formulation of Gamma conjectures [16, Definition 4.6.1] it would be
desirable to give a newly adapted version of the above Theorem 7.2.
Remark 7.3. The situation explained in this section can be summarised into a diagram
as follows:
γ = rankHn(Tn \ Zf0), f0 : LG potential ⇐⇒ PB, rank K(PB) = γ
γ¯ = rankPHn−1(Z¯f0), Delsarte : Z¯f0 ⊂ P∆(f0) ⇐⇒ C.Y. : Y ⊂ PB, rank ι∗K(PB) = γ¯.
For ι : Y ↪→ PB the inclusion we denoted with ι∗K(PB) the subgroup of K(PB) generated
by {[ι∗OY (i)]}i∈Z. The correspondence ” ⇐⇒ ” indicates mirror symmetry in certain
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sense (Givental’ I = J mirror [7], [20], Batyrev dual polytope mirror [3] or expected
homological mirror symmetry).
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