We developed a new approach for sizing subsurface defects in the square pulse thermography of metallic plates by employing the oriented gradient of histograms. To size defects with high accuracies is still a challenge in infrared (IR) thermography today. Especially for blurry defects, accurate sizing of them is difficult with existing methods. The oriented gradient of histograms, which is used in the successful probability of boundary (Pb) contour detector in natural image processing literature, is employed in this work to improve the sizing accuracy in square pulse thermography. Experiments on a corroded steel plate with flat blind holes have verified the effectiveness of the proposed approach to size defects. Experimental results show that the proposed approach can size distinct and blurry defects with high accuracies. Comparison research is also implemented between the proposed approach and other sizing methods. The comparison results show that the proposed approach is superior to existing methods.
Introduction
Defects in components can severely reduce the strength of a structure and may even result in a serious failure of the structure. Non-destructive testing (NDT) is an essential technique to detect defects on surface and subsurface defects in components. The objectives of NDT include detection of defects and their characterization. Detection of defects aims to judge whether defects are present in the tested specimen or not [1, 2] . Characterization of defects is to determine dimensions of defects, including depth, thickness, and size. The size of a defect is a critical factor which should be considered when evaluating the remaining useful life and the capacity of a metallic component. Decision-making in maintenance management of a metallic component usually depends on the size information of the detected defects, and many NDT techniques have been used for defect sizing [3, 4] . Consequently, accurate sizing of defects is of great importance in NDT of metallic components.
Infrared (IR) thermography, an important NDT technique, has been widely applied to test metallic components due to its advantages in terms of non-contact, efficiency, and safety [5] [6] [7] [8] [9] . The effectiveness of IR thermography in detecting subsurface defect in metallic components has widely been validated in many studies [10] [11] [12] . However, defects usually present weak indications in thermograms. Thermograms have more random noise compared to natural images due to the intrinsic principle of IR thermography [13] . Moreover, surfaces of test objects are not always ideal for processing with black matt painting, which is a common way to enhance defect indications in IR thermogaphy. Figure 1 describes the flowchart of the proposed sizing approach. It mainly includes preprocessing of raw thermal images, contour detection of defects, and size calculation of defects. The preprocessing step aims to enhance defect indications in thermal images using existing methods. Then, contour detection is implemented by employing the oriented gradient of a histogram. Finally, physical sizes of defects are calculated based on the ratio between physical size and pixel number in the thermal image. 
Preprocessing of Raw Thermograms
In the developed approach, each thermogram is firstly transformed into a gray level image. After gray level transformation, the gray level of each pixel is proportional to its temperature. The region of interest (ROI) that corresponds to the tested specimen is then extracted by using a simple thresholding process on the first thermal frame. Otsu's thresholding method is employed in our work because of its automated determination of threshold value [34] .
There has always been a great deal of random noise in thermograms due to the intrinsic working principle of IR thermography. Just like the adverse effect of random noise on the accuracy of the contour detection of natural images, random noise in thermograms can also reduce sizing accuracy significantly. Hence, the denoising of thermogram is important for improving sizing accuracy. In our work, all thermograms recorded during the heating period were averaged to diminish random noise, as described in [25] . Then, the averaged thermogram was filtered through the Gaussian low pass filter as proposed in [26] to weaken the effect of random noise further.
Contour Detection Using the Oriented Gradient of a Histogram
The oriented gradient of histograms has been used in Pb contour detectors and has been a successful method in image processing literature [32, 33] . For most classical gradient-based contour operators, such as the Canny operator or the Sobel operator, the gradient at an investigated pixel is calculated based on the gray levels of its neighbor pixels. Different from these methods, the oriented gradient of the histogram is calculated based on the intensity histogram of a local region, the center of which is the investigated pixel.
The calculation of the oriented gradient for a pixel (m, n) is demonstrated in Figure 2 . A circular disc with a specified radius of r is placed at the investigated pixel and the disc is split into two half-discs by a diameter at angle θ, as shown in Figure 2a . According to the findings in the 
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The oriented gradient of histograms has been used in Pb contour detectors and has been a successful method in image processing literature [32, 33] . For most classical gradient-based contour operators, such as the Canny operator or the Sobel operator, the gradient at an investigated pixel is calculated based on the gray levels of its neighbor pixels. Different from these methods, the oriented gradient of histograms is calculated based on the intensity histogram of a local region, the center of which is the investigated pixel.
The calculation of the oriented gradient for a pixel (m, n) is demonstrated in Figure 2 . A circular disc with a specified radius of r is placed at the investigated pixel and the disc is split into two half-discs by a diameter at angle θ, as shown in Figure 2a . According to the findings in the previous work [32] , when calculating the intensity histogram of each half-disc region, the gray level range of [0, 255] is divided into 64 bins in our work; consequently, each bin covers an intensity range of about 4. Intensity histograms of the two half-disc regions were calculated and are shown in Figure 2b ,c, respectively.
The horizontal ordinate in the intensity histogram describes the intensity bins, and values at the vertical ordinate are the count of pixels falling into each bin. The oriented gradient of histograms at pixel (m, n) along direction θ is then described by the χ 2 distance between the histogram g(i) of the lower half-disc and the histogram h(i) of the upper half-disc:
For each pixel, the oriented gradient is calculated along different directions by changing the value of θ. In our work, oriented gradients are calculated in nine directions by changing θ from 0 • to 160 • with an interval of 20 • . Consequently, each pixel has nine oriented gradients corresponding to nine directions. Only the maximum gradient of each pixel remains as the prominent gradient, and a gradient map is then constructed with the prominent gradient of each pixel. In the constructed gradient map, pixels around which gray levels change greatly will have large gradient magnitudes. These pixels with large gradient magnitudes constitute the contours of the defects. The contour of a defect presents a wide border in the constructed gradient map. In order to locate the defect contour more accurately, a narrow border with a pixel width should be determined. Non-maximum suppression (NMS) is implemented for this object in this work. NMS is a commonly used method in the image processing literature for obtaining a one-pixel width edge. Details of NMS are given in [35] . Through NMS operation, only the local maxima pixels remain in the gradient map. Consequently, the defect contour is indicated as a one-pixel width curve. The gradient map of Figure 2a after NMS processing is shown in Figure 2d .
Once the contour of a subsurface defect is detected, the size of the defect can be easily calculated based on the ratio between the physical size and the pixel number in the thermogram of the tested specimen.
Experiment Result and Discussion

Experimental Setup
The proposed approach was tested on experimental thermogram sequences. The experimental setup for square pulse thermography is shown in Figure 3 . Two Phillips QVF137 halogen lamps with a rated power of 1000 W were used to generate square pulse thermal waves. The temperature distribution of the metallic surface was captured using a SAY-HY6850 infrared imager with a thermal sensitivity of 80 mK and a resolution of 320 × 240. Both the lamps and the infrared thermal imager were located on the same side with respect to the inspection surface of the specimen. The vertical distance between the inspection surface and the lamps is 0.4 m, while that between the inspection surface and the infrared thermal imager is 0.9 m. With these arrangements, one pixel represented about 1.47 mm in thermograms. The incidence angle of square pulse thermal waves was about 45 • . In order to verify the efficiency of the proposed approach for blurry defects, the lamps were mounted such that their centers were 5 mm higher than the horizontal center line of the specimen. As a result, less heating flux was obtained by defects in the bottom row. Due to this non-uniform heating, indications of the bottom row defects were greatly weakened in the captured thermograms. The contour of a defect presents a wide border in the constructed gradient map. In order to locate the defect contour more accurately, a narrow border with a pixel width should be determined. Non-maximum suppression (NMS) is implemented for this object in this work. NMS is a commonly used method in the image processing literature for obtaining a one-pixel width edge. Details of NMS are given in [35] . Through NMS operation, only the local maxima pixels remain in the gradient map. Consequently, the defect contour is indicated as a one-pixel width curve. The gradient map of Figure 2a after NMS processing is shown in Figure 2d .
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The proposed approach was tested on experimental thermogram sequences. The experimental setup for square pulse thermography is shown in Figure 3a . Two Phillips QVF137 halogen lamps with a rated power of 1000 W were used to generate square pulse thermal waves. The temperature distribution of the metallic surface was captured using a SAY-HY6850 infrared imager with a thermal sensitivity of 80 mK and a resolution of 320 × 240. Both the lamps and the infrared thermal imager were located on the same side with respect to the inspection surface of the specimen. The vertical distance between the inspection surface and the lamps is 0.4 m, while that between the inspection surface and the infrared thermal imager is 0.9 m. With these arrangements, one pixel represented about 1.47 mm in thermograms. The incidence angle of square pulse thermal waves was about 45°. In order to verify the efficiency of the proposed approach for blurry defects, the lamps were mounted such that their centers were 5 mm higher than the horizontal center line of the specimen. As a result, less heating flux was obtained by defects in the bottom row. Due to this non-uniform heating, indications of the bottom row defects were greatly weakened in the captured thermograms. Experiments were performed on a Q235 steel plate (320 × 320 × 6 mm 3 ). The plate was placed in a moist environment for about three months without any corrosion prevention. Then, the surface of the plate was completely covered by corrosion material. Nine flat-bottom blind holes with the same diameter of 15 mm but with different depths (from D1 to D9: 0.55, 0.50, 0.65, 0.8, 0.65, 0.75, 0.70, 0.7, 1.0 mm) were machined, and detailed information of these defects is shown in Figure 4 . If the Experiments were performed on a Q235 steel plate (320 × 320 × 6 mm 3 ). The plate was placed in a moist environment for about three months without any corrosion prevention. Then, the surface of the plate was completely covered by corrosion material. Nine flat-bottom blind holes with the same diameter of 15 mm but with different depths (from D1 to D9: 0.55, 0.50, 0.65, 0.8, 0.65, 0.75, 0.70, 0.7, 1.0 mm) were machined, and detailed information of these defects is shown in Figure 4 . If the surface of the specimen had not been corroded and had been processed by black matt painting, indications of these defects would be very distinct in thermograms. However, due to the effect of the corrosion material, the indications of defects were weakened significantly in the real test. Under this condition, the performance of the proposed approach for blurry defects can be tested precisely.
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Conclusions
Although the sizing of defects in IR thermography has been researched for decades, sizing a blurry defect accurately is still a challenge. In this work, the sizing of subsurface defects in square pulse thermography of metallic plates is accomplished by employing the oriented gradient of histograms, which is used in a Pb contour detector found in the natural image processing literature. The oriented gradient of histograms is calculated based on the distribution of the gray level value in a local region rather than the gray level value of a single pixel.
Experimental testing was implemented on a corroded steel plate on which nine flat-bottom blind holes with a diameter of 15 mm were machined. Attributed to the non-uniform heating and variation of defect depths, defects presented different observable levels in raw thermograms. The experimental result shows that the proposed approach succeeds in not only sizing distinct defects but also sizing blurry ones with high accuracies. The sizing result of the proposed approach is compared to that of the Canny operator and FWHM. The comparison shows that the proposed approach is superior to the Canny operator in sizing not only distinct defects but also blurry ones. When sizing distinct defects, the proposed approach has an accuracy similar to FWHM. However, it outperforms FWHM when sizing blurry defects. We implemented experiments repeatedly by rotating the tested specimen 90 • each time.
The sizing results of the proposed approach are generally stable although serious non-uniform heating was stimulated in the experiments. Experimental results verified that the proposed approach can size both distinct defects and blurry ones with a high and stable accuracy in square pulse thermography of metallic plates. Based on the accurate size information provided by the proposed approach, a more reasonable decision can be made in the maintenance management of metallic components. In the future, we will test the performance of the proposed approach on IR thermography with other excitation means.
