Function approximation is an important type of supervised machine learning techniques, which aims to create a model for an unknown function to find a relationship between input and output data. The aim of the proposed approach is to develop and evaluate a function approximation models using Radial Basis Function Neural Networks (RBFN) and Particles Swarm Optimization (PSO) algorithm. We proposed Hybrid RBFN with PSO (HRBFN-PSO) approach, the proposed approach use PSO algorithm to optimize the RBFN parameters, depending to the evolutionary heuristic search process of PSO, here PSO use to optimize the best position of the RBFNN centers c, the weights w optimize using Singular Value Decomposition (SVD) algorithm and the Radii r optimize using K-Nearest Neighbors (Knn) algorithm, within the PSO iterative process, which means in each iterative process of PSO, the weights and Radii are updated depending the fitness (error) function. The experiments are conducted on three nonlinear benchmark mathematical functions. The results obtained on the training data clarify that HRBFN-PSO approach improved the approximation accuracy than other traditional approaches. Also, this result shows that HRBFN-PSO reduces the root mean square error and sum square error dramatically compared with other approaches.
Introduction
In the field of mathematical sciences, it is important determining unknown functions from a set of input/output data. It is common finding data with discrete values, this produce pattern of the relationship between input and output which called curve fitting [1] . The functions approximation generally is obtained by linear combination of elementary functions, which take the form of: resolution problems of optimization, and it has become popular depends to its speed of convergence and the simplicity of its implementation. There are several studies that combined RBFN and PSO. The authors in [18] combined Incremental RBFN with Particles Swarm Optimization (IRBF-PSO) to improve the accuracy of classification in intrusion detection system, PSO was used to find optimal values for weight and bias. In [19] , the authors have proposed a PSO-RBF to control the design of RBF Networks and evaluate parameter of RBF to solve pattern classification problems, in this model PSO used to finds the size of network, in addition to optimize the center and the width for each basis function. The authors in [20] presented an intelligent fault diagnostic approach for a steer-by-wire (SBW) system. They used clustering algorithm to find the number of the centers in RBF, and then optimize the centers and widths by using PSO algorithm. PSO-RBFNN proposed in [21] concentrated in finding the best center values of RBF using PSO in the induction motor parameter.
The experimental results of PSO-RBFNN show this method can enhance the induction motor performance accuracy. In [22] present new approach called PSO-ELM algorithm that combines PSO and extreme learning machine (ELM) to train RBFN. Here PSO is used to find optimal parameters for center and width of neurons, while ELM uses to find the values connection weights. MuPSO-RBFNN presented in [23] is a learning algorithm that combines a RBFNN with PSO with mutation operation to train RBF parameters (center, width and weight). As for in [24] they presented a time variant multi-objective PSO of RBF called TVMOPSO for diagnosing the medical diseases. TVMOPSO is used to optimize centers and weights of RBF network. In [25] they proposed the transformer fault diagnosis approach based on RBF neural network improved by PSO algorithm. PSO algorithm is used to optimize (center, width and weight) values of RBF neural network. Hybrid PSO-RBF proposed in [26] was used to evaluate the levels of underground water quality in the ten monitoring points of the black dragon hole, the value of weight for output layer determined by PSO. In [27] the presented method growth the number of RBF, the basic idea in this model increases the model complexity by add one neuron at each iteration, it based on the PSO algorithm to optimize parameters of the newly RBF neuron only, while save the parameters of all older RBF neuron that optimized earlier and gradually decreased root mean square error RMSE at each iteration.
Radial Basis Function Neural Networks (RBFN)
Radial Basis Function Neural Networks are type of neural networks whose activation functions in the hidden layer are radially symmetrical, which means its output depends on the distance between a vector that stores the input data and a vector of weights, which is called the center. RBFN has been used in many applications, such as function approximation, system control, speech recognition, time-series prediction, and classification. [28] . The RBFN has three layers feed-forward connection: the input layer, the hidden layer and output layer. The input data flow from input layer to send the information to the hidden layer. The hidden layer neurons are activated depending on the distance between each input pattern with the centroid stores each hidden neuron, which determine the structure behavior of network; different types of activation functions may be used in hidden layer, but the most type commonly used in most application is the Gaussian Function. The output layer calculates the linear sum of values of the hidden neuron and outputs it [29] . Fig. 1 shows the architecture of RBFN that including three layers.
Two categories of parameters need to be determined in RBFN [30] : the first category is the center and radii; and the second one is the connection weights between the hidden layer and output layer. The Gaussian activation function in the hidden layer ( Φ ) is calculated as follows:
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Volume 12, Number 5, September 2017 where x = (x1, x2, x3 . . . , xn) is the input data, cj is the center of j-th hidden neuron, and σj is the width of j-th hidden neuron. The output of RBFN is calculated as in the following expression:
where k=1, 2, 3 . . . , m is the number of nodes in hidden layer. Wjk are the connection weights values between the j-th hidden layer nodes and the k-th output nodes. In RBFN to reach the best accuracy for results is used fitness function measured, which takes the error between the output (target) of the RBF and the real output. There are many fitness functions can be used to calculate error such as mean square error (MSE), root mean square error (RMSE), sum square error (SSE), and Normalized/Root Mean Squared Error (N/RMSE). In this paper, we use two fitness functions namely root mean square error (RMSE) as shown in (3) and we use sum square error (SSE) as shown in (4), to compare our results with results of previous studies.
where n is the number of input data, T is the target output, and Y is the real output. One important parameter of RBFN is the determination of the suitable number of neurons in hidden layer, which affects the network complexity and the generalization of the RBFN. If the number of neurons in RBFN is too small, the accuracy of the output will decrease. On the other hand, if the number of neurons is too large, this cause over-fitting for the input data [31] . The drawback of RBFN is that it treats all the input parameters with same level of significance [32] . In this paper, we use the incremental method to determine the suitable number of neurons in the hidden layer. The process starts with one neuron and increase the number of neuron by one in each iteration, the process stop increasing when the training process get the threshold value of the error.
parameters, which has fast convergence speed, high robustness, and strong global search capability, does not require gradient information and is easy to implement [33] .
The population in PSO is called swarm that is initialized with a group of random values called particles (solutions) and then searches for optimal position of particles by updating it for all iterations. In all iterations, each particle is updated by following two best fitness values are evaluated by using proper fitness function according to problem. The first value is the best position it has achieved so far for each particle; this value is called personal best (pbest). Another value is the best position for the entire swarm obtained so far by any particle in the swarm; this best value is called a global best (gbest). All particles have velocity which determine direction of the particles and move it to the new position. When calculating the velocities, it is possible for the magnitude velocities are become very large. So it is best limited a maximum velocity (Vmax) that can be set by the user that can affect the performance of PSO. Therefore the velocity values become limited between [-Vmax, Vmax]. The basic algorithm of PSO is as following steps:
• Initialize each particle i of the swarm, with random values for position (Xi) and velocity (Vi) in the search space according to the dimensionality of problem.
• Evaluate fitness value of particle by using fitness function.
• Compare the value obtained from the fitness function from particle i, with the value of Pbest.
• If the value of the fitness function is better than the Pbest value, then update the particle position to takes the place of Pbest.
• If the value of Pbest form any particle is better than gbest, then update gbest = Pbest.
• Modify the position Xi and velocity Vi of the particles using (5) and (6), respectively.
• If the maximum number of iterations or the ending criteria is not achieved so far, then return to step 2.
( ) (
where i = 1, 2, …, M; d = 1, 2, …, n, t+1 is the current iteration number, t is the previous iteration number, ω is the inertia weight, c1 and c2 are the acceleration constant which are usually between [0, 2], Pi = (Pi1, Pi2,…, Pin) is the best previous position of particle i known as the personal best position (pbest), Pg = (Pg1, Pg2, …, Pgn) is the position of the best particle among all the particles in the swarm known as the global best position (gbest), and r1 and r2 are random numbers distributed uniformly in (0, 1).
Hybrid RBFN with PSO (HRBFN-PSO)
PSO has been used to improve RBF Network in several sides like network architecture, learning algorithm, and network connections. Every single solution of PSO called a particle. Using fitness function (MSE in this paper) to evaluate the particles for optimal solution. In this paper, we present approach to evolve the optimization accuracy, this approach is a combined RBF with PSO to reduce the number of neurons and error value between target and real output in Radial Base Function Neural Network, as well as select the best values of RBF centers by using PSO. The remaining parameters of RBF, we use tradition algorithms namely Knn and SVD to optimize radii and weight respectively. HRBFN-PSO approach is explained in the following pseudo code:
Start with one RBF. Initialize RBFN parameters.
• Initialize the centers c randomly
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• Use K-nn to initialize Radii r • Use SVD to initialize Weights w.
Start optimizing centers of RBFs using PSO. Initialize particles position and velocity randomly While not reach the maximum numbers of iteration do For each particle do Calculate fitness value (MSE between Real output of RBFN and Target) If fitness value is better than best fitness value pbest in particle then Set current position as pbest End Select gbest of the particle which the best fitness value among all particles in current iteration Calculate particle velocity based on (5). Update particle position (centers) based on (6). End End Take the gbest of particle as centers c of RBF Complete training RBFN using K-nn and SVD.
Calculate the real output of RBFN Repeat
It should be noted that inertia weight ω was first introduced by Shi and Eberhart [34] in order to control the search speed and make particles converge to local minima quickly. Inertia weight ω often have restricted between two numbers during a run. Here in this work, we calculate the inertia weight by using (7).
( ) max min * max max
where ω is the inertia weight, ωmax is the maximum of ω (here ωmax=0.9), ωmin is the minimum of ω (here ωmin=0. 4) , t is the current iteration number, and Tmax is the maximum iteration number. In this paper, the training RBFN is stopped if either reaches the maximum number of iterations or got the threshold value of error. K-Nearest Neighbors is used to determine the width r of each RBF. Knn is a simple algorithm used for classification and regression [35] . Knn stores all available cases and classifies new cases based on a similarity measure (e.g. Euclidean distance functions) as shown in (8) . Knn is types of lazy learning algorithm, where the function is only approximated locally and all computation is continue until classification [36] but Knn algorithm has been successful in many numbers of classification and regression problems; such as handwritten digits and satellite image scenes [37] . The number k is used to decide how many neighbors influence the classification for new value.
[ ] 
To optimize the weights of each RBF, we use Singular Value Decomposition, SVD is a powerful and useful matrix decomposition has been used in many fields such as data analysis, reducing dimension transformations of images, data compression, signal processing, and pattern analysis [13] . If where p is the minimum of (m, n), σ are the singular values of A. The use of SVD technique to calculate the optimal weights w of the RBFN depends on using matrix notation described in the following reducing expression:
where Y is the real output of RBFN, w are the weights vector, and Φ is the Gaussian activation function matrix.
Using the next following expression:
, by replacing Φ in (10), using (11); the weights vector (12):
SVD can solve any equation system. In the proposed case SVD effect in reducing the of the output error, it can also be used to remove any RBF when its associated singular value had a small value or if the approximation error can't affect the result.
Experimental Result
To compare of performance in function approximation of our approach, we conduct different experiments of this work including run the proposed approach (HRBFN-PSO) on the training data and compared with other previous works. For evaluating HRBFN-PSO approach we used three nonlinear functions as it shown in Table 1 . All functions described in Table 1 reflect varying degrees of complexity. For each of the benchmark functions, HRBFN-PSO optimizes the parameters of the RBFN; these parameters optimized using PSO and traditional algorithms.
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The parameters of the PSO algorithm that are used in this paper were set as: inertia weight ω in calculated based on the (7), rest of parameters are shown in Table 2 .
The particle size is an important factor in HRBFN-PSO, when the algorithm use small particle numbers it produce poor performance. But, large particle number produces a very residual improvement compared to the improvement that occurs when using Media particle size, but increase the computational cost of the algorithms. From the results obtained you can see that HRBFN-PSO approach has a good performance in the optimization of nonlinear functions and ability to reach the optimum value. The number of iterations in HRBFN-PSO helps to find the optimum value of the functions, by increasing the amount of iterations the computational cost is also increased, which should be taken into consideration when using HRBFN-PSO approach. As shown the Table 2 , the proposed approach used suitable number of particles and iterations.
The proposed approach HRBFN-PSO is experimented using MATLAB 2012 under Windows 7 with i5-3210M CPU 2.5GHz, 4GB RAM memory. For each of the experiments, the proposed approach executes 3 times with each of the presented three experimental functions.
First Benchmark Example
In this section, we present the results of the training HRBFN-PSO approach. The experiments are number of conducted by using three nonlinear function examples as shown in Table 1 . In this function, we conduct our experiments on 50 training data point as shown in Table 1 . Table 3 shows the RMSE and number of hidden neuron obtained for our approach and [38] approach. Fig. 2 show the curve results between target data and real output data in HRBFN-PSO approach. This first experiment compares the results obtained by applying the [38] to the function, as well, by applying the HRBFN-PSO to them. The ability to achieve optimal value by using the proposed approach is increased, the approximation error decreases with less number of RBF. From Table 3 and Fig. 2 , we can see that the behavior of HRBFN-PSO in the approximation of the first nonlinear function. It is clear that the proposed approach converges to the optimum value with less number of RBF (hidden layer neurons) with better approximation error; take in account that the number of particles
Journal of Computers
403
is Median. This is because each particle has more opportunities to adjust their velocity and position of the RBFN centers. As we can see, the proposed approach performs very well comparing with the approach in [38] . It is improving the approximation performance. 
Second Benchmark Example
In this function, we conduct our experiments on 50 training data point as shown in Table 1 . Table 4 show the RMSE and number of hidden neuron obtained for our approach and [38] approach. Fig. 3 show the curve results between target data and real output data in HRBFN-PSO approach.
This experimental nonlinear function has been selected to demonstrate the ability of HRBFN-PSO in the approximation. This function has a very variable output.
Third Benchmark Example
In this function, we conduct our experiments on 100 training data point as shown in Table 1 . Table 5 shows the SSE and number of hidden neuron obtained for our approach and [23] approach. Fig. 4 show the curve results between target data and real output data in HRBFN-PSO approach. From Tables 3, 4 and 5 explain the error functions (RMSE and SSE) of HRBFN-PSO approach are least among other approaches. In Fig. 2, 3, and 4 , results are presented obtained using the proposed approach HRBFN-PSO to approximate the nonlinear benchmark functions with the aim to minimize squared error between the real output and the target of each one. The HRBFN-PSO which is optimized by PSO algorithm is
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Conclusion
Radial Basis Function Neural Networks (RBFN) is one of the most important types of artificial neural networks (ANN); it is characterized by the following features: better approximation, simpler network structures, and faster learning algorithms. In this paper, we proposed a hybrid approach (HRBFN-PSO) that combining RBFN and PSO used for function approximation problem. PSO has been used to improve RBFN in several sides like network architecture, learning algorithm and network connections. In this paper, we use PSO to find optimal values for the centers of hidden neurons in RBFN; it is also used traditional Knn algorithm to optimize the width and SVD technique to optimize the weight. The proposed approach has been evaluated using three nonlinear mathematical functions and tests it on the specific training data. The results obtained are comparable with other approaches shows HRBFN-PSO approach improve approximation accuracy and reduce the root mean square error and sum square error compared with other approaches. The results of the simulations show that HRBFN-PSO is an effective method that is a reliable alternative for approximation nonlinear mathematical functions. The quality of the results improves the convergence.
