We describe a number of experiments that demonstrate the usefulness of prosodic information for a processing module which parses spoken utterances with a feature-based grammar employing empty categories. We show that by requiring certain prosodic properties from those positions in the input, where the presence of an empty category has to be hypothesized, a derivation can be accomplished more efficiently. The approach has been implemented in the machine translation project VERBMOBIL and results in a significant reduction of the work-load for the parser.
INTRODUCTION
In this paper we describe how syntactic and prosodic information interact in a translation module for spoken utterances which tries to meet the two -ohen codicting -main objectives, the implementation of theoretically sound solutions and efficient processing of the solutions. As an analysis which meets the first criterion but seemingly fails to meet the second one, we take an analysis of the German clause which relies on traces in verbal head positions in the kamework of Head-driven Phrase Structure Grammar (HPSG, cf. [8]).
'The methods described in this paper have been impleimented as part of the IBM-SynSem-Module and the FAU-:Erlangen/LMU-Munich-Prosody-Module in the MT project VWMOBIL (cf. 191) where spontaneously spoken utterances im a negotiation dialogue are translated. In this system, an :BPSG is processed by a bottom-up chart parser that takes word graphs as its input. In a preprocessing step it is searched for alternative string hypotheses contained in the graph. They M e r in the wording and in the positions of empty elements and of segment boundaries. The individual segments are then parsed one after the other. 
PROCESSING EMPTY ELEMENTS
Direct parsing of empty elements can become a tedious task, decreasing the eflidency of a system considerably. Note first, that a reduction of empty elements in a grammar in favor of disjunctive lexical representations, as suggested in [SI, cannot be pursued. [8] assume that an argument may occur on the SUBCAT or on the SLASH list. A lexical operation removes the argument from SUBCAT and puts it onto SLASH.
Hence, no further need for a syntactic representation of empty elements emerges. This strategy, however, will not work for head traces because they do not occur as dependents on a SUBCAT list. If empty elements have to be represented syntactically, a topdown parsing strategy seems better suited than a bottom-up strategy. Particularly, a parser driven by a bottom-up strategy has to hypothesize the presence of empty elements at every point in the input. In HPSG, however, only very few constraints are available for a topdown regime since most information is contained in lexical items. The parser will not restrict the stipulation of empty elements until a lexical element containing restrictive information has been processed. The apparent advantage of top-down parsing is thus lost when HPSGS are to be paned. The same criticism applies to other. parsing strategies with a strong top-down orientation, such as left comer parsing or head comer parsing.
We have thus chosen a bottom-up parsing strategy where the introduction of empty verbal heads is constrained by syntactic and prosodic information. The syntactic constraints build on the facts that a) a verb trace will occur always to the right of its licenser and b) always 'lower' in the syntax tree. Furthermore c) since the DSL percolation mechanism ensures structure sharing between the verb and its trace, a verb trace always comes with a Corresponding overt verb.
Although a large number of bottom-up hypotheses regarding the position of an empty element can be eliminated by providing the parser with the aforementioned information, the number of wrong hypotheses is stiU significant. In a verb2nd clause most of the input follows a finite verb form so that condition a) indeed is not very restrictive. Condition b) rules out a large number of structures but often cannot prevent the stipulation of traces in illicit positions. Condition c) has the most restrictive effect in that the syntactic potential of the trace is determined by that of the corresponding verb. If the number of possible trace locations could be reduced significantly, the parser could avoid a large number of subanalyses that conditions a)-c) would rule out only at later stages of the derivation. The strategy that will be advocated in the remainder of this paper employs prosodic information to accomplish this reduction.
Empty verbal heads can only occur in the right periphery of a phrase, i.e. at a phrase boundary. The introduction of empty arcs is then not only conditioned by the syntactic constraints mentioned before, but additionally, by certain requirements on the prosodic structure of the input. It turns out, then, that a fine-grained prosodic classification of utterance tnms, based on correlations between syntactic and prosodic structure is not only of use to determine the segmentation of a turn, but also, to predict which positions are eligible for trace stipulation. The following section sketches the prosodic classification, section 5 features the results of the current experiments.
PROSODIC BOUNDARY CLASSIFICATION
For the segmentation of turns into syntactically meaningful units, we used two classifiers: Mulit-layer perceptrons (MLP) were trained based on perceptual-prosodic boundaries nsing a large prosodic feature vector. Trigram language models (LM) were trained with word chains annotated with coarse syntactic boundaries. Both methods are outlined in [2] . With this the probability for a boundary being after each of the words in a turn was computed. All experiments were conducted on word graphs with more than 5 (experiments 1-3) and 10 hypotheses (experiment 4) per spoken word. In the first two experiments the word graph was parsed without the use of prosodic information and then the word chain found during the parse was manually evaluated. The third and fourth experiments compare parse times of word graphs. The word graphs used in the fourth experiment were obtained from real spontaneous dialogs. All other word graphs were generated during tests of non-naive persons with the VERBMOBIL demonstrator. The hypotheses in the word graphs were automatically annotated with probabilities for S3+ using the classifier described in Section 4.
Experiment 1: In order to approximate the usefulness of prosodic information to reduce the number of verb trace hypotheses for the parser we examined a corpus of 104 utterances with prosodic annotations denoting the probability of a syntactic boundary after every given word. For every word hypothesis where the S3+ boundary probability exceeds an experimentally optimized threshold value, we considered the hypothesis that this node is followed by a verb trace. These hypotheses were then rated valid or invalid by the grammar writer. The observations were rated according to Experiment 2: We considered only those segments in the input that represent V2 clauses, i.e. we assumed that the input has been segmented correctly. Within these 134 sentences we ranked all the spaces between words according to the assodated S3+ probability and determined the rank of the correct verb trace position. Table 5 shows that in the majority of cases the position with the highest S3+ probability turns out to be the correct one. It has to be added though, that in many cases the correct verb trace position is at the end of the sentence which is often very reliably marked with a prosodic phrase boundary, even if this sentence is uttered in a sequence together with other phrases or sentences. This end-of-sentence marker will be assigned a higher S3+ probability in most cases, even if the correct verb trace position is located elsewhere. 2 1 3 1 4 1 5 1 6 1 7 1 2 7 #ofocc. 11 96 I22 1 7 1 4 1 3 I O 1 1 1 1 Experiment 3 : Now, we were interested in the overall speedup of the processing module that resulted form out a p proach. In order to estimate this, we parsed a corpus of 109 turns in two different settings: While in the first round the threshold value was set as described above, we selected a value of 0,for the second pass. The parser thus had to consider every position in the input z s a potential head trace location just as if no prosodic information about syntactic boundaries were available at all. Employing prosodic information reduces the parser runtime for the corpus by about 46%, cf- properties of the input but also the surrounding word forms play a role in determining the probability of the presence or absence of a phrase boundary. Such an LM can be expected to exhibit a significant effect on the distribution of these probabilities: The position immediately following a determiner, e.g., will be marked with a low probability for a phrase boundary. For this experiment, a sample corpus with word graphs for 21 turns containing about 10 word hypotheses per spoken word was automatically annotated with probabilities for phrase boundaries with and without using the LM information as described above. As expected, without the LM information the number of positions that received a high S3+ probability was much larger than in the setting which did make use of the LM, because the LM accounts also for the a priori probabilities. However, as mentioned above, the boundary probabilities not only interact with the hypothesized presence or absence of empty elements, but also play a key role in the segmentation of turns into syntactically autonomous units (segments). As can be seen in Table 7 , not using the LM information leads the processing module to hypothesize a larger number of segment boundaries that are less meaningful in the context of a further processing in the full system than those that can be identified in the alternative setting. The seemingly unfavorable result that the parser performed much slower on the LM corpus has to be interpreted in the light of the observation that in the non-LM setting the input was segmented into about twice as many units. On the average the units are twice as large in the with-LM setting, so that it can be seen as a positive result that the overall runtime increased only by a factor of two. Furthermore, for a subsequent analysis of the units in the full VERBMOBIL system the larger units are much more useful as a manual evaluation of the parsing results showed. This is also indicated by the fact that in the no-LM setting the average unit length is less than 3 words. With the LM even a larger total portion of the input (52% of the units) could be parsed than without the LM (44%). Note, that without prosodic information we were not able to parse the corpus at all due to memory limitations.
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In [7] prosodic information was used to score alternative parses of the same word sequence. Our approach differs from that one, because we use the prosodic information in a preprocessing step where alternative string hypotheses are selected based on prosodic information and are parsed afterwards. We showed that prosodic information can be employed in a speech processing system to determine possible locations of empty elements and of segment boundaries. Although the primary goal of the categorial labelling of prosodic phrase boundaries was to adjust the division of turns into sentences to the intuitions behind the grammar used, it turned out that the same classification can be used to minimize the number of wrong hypotheses pertaining to empty productions in the grammar. We found a very useful correspondence between an observable physical phenomenonthe prosodic information assodated with an utterance -and a theoretical construct of'formal linguistics -the location of empty elements in the respective derivation. The method has been successfully implemented and tested on real spontaneous speech data.
