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ON NATURAL HOMOMORPHISMS OF LOCAL COHOMOLOGY
MODULES
WAQAS MAHMOOD
Abstract. Let M be a non-zero finitely generated module over a finite dimensional
commutative Noetherian local ring (R,m) with dimR(M) = t. Let I be an ideal of R with
grade(I,M) = c. In this article we will investigate several natural homomorphisms of
local cohomology modules. The main purpose of this article is to investigate that the nat-
ural homomorphisms TorRc (k,H
c
I
(M)) → k ⊗R M and Ext
d
R(k,H
c
I
(M)) → ExttR(k,M)
are non-zero where d := t−c. In fact for a Cohen-Macaulay module M we will show that
the homomorphism Extd
R
(k,Hc
I
(M))→ Extt
R
(k,M) is injective (resp. surjective) if and
only if the homomorphism Hdm(H
c
I
(M)) → Htm(M) is injective (resp. surjective) under
the additional assumption of vanishing of Ext modules. The similar results are obtained
for the homomorphism TorR
c
(k,Hc
I
(M)) → k ⊗R M . Moreover we will construct the
natural homomorphism TorR
c
(k,Hc
I
(M)) → TorR
c
(k,Hc
J
(M)) for the ideals J ⊆ I with
c = grade(I,M) = grade(J,M). There are several sufficient conditions on I and J to
prove this homomorphism is an isomorphism.
1. Introduction
Let I denote an ideal of a Noetherian local ring (R,m). We denote H iI(R), i ∈ Z, the
local cohomology modules ofR with respect to I. For the definition of local cohomology we
refer to [5] and [1]. During the last few years many authors have investigated the natural
homomorphism µ : R → EndR(H
c
I (R)). Firstly, in 2008, M. Hellus and J. Stu¨ckrad (see
[9, Theorem 2.2]) have shown that this natural homomorphism is an isomorphism for a
complete local ring and a cohomologically complete intersection ideal I. After that several
authors generalized this idea to an arbitrary module.
Most recently the extension of this natural homomorphism was proven by the author
and Z. Zahid to a finitely generated R-module and the canonical module (see [13, Theorem
1.1] and [15, Theorem 1.1]). Moreover, for a complete local Gorenstein ring, in [12,
Theorems 1.1 and 4.4] the author and P. Schenzel have discussed the injectivity and
surjectivity of the homomorphism µ in terms of numerical invariants τd,d, where τi,j is
defined to be the socle dimension of H i
m
(Hn−jI (R)). M. Hellus and P. Schenzel, in [10,
Conjecture 2.7], conjectured that the natural homomorphism ExtdR(k,H
c
I (R))→ k is non-
zero. As a first step it was proven (see [20, Theorem 6.2]) to be true for a regular local ring
containing a field. In [12, Theorem 4.4] there is a relation between this conjecture and the
above homomorphism µ. One of our main results is a contribution to check the validity of
this conjecture for Cohen-Macaulay modules. Moreover we are succeeded to characterize
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several interpretations such that the natural homomorphism TorRc (k,H
c
I (M))→ k ⊗R M
is non-zero. In particular we prove the following result:
Theorem 1.1. LetM be a non-zero finitely generated R-module of dimR(M) = t. Suppose
that grade(I,M) = c for an ideal I. Then
(a) The following conditions are equivalent:
(1) The natural map TorRc (k,H
c
I(M))→ k⊗RM is surjective and Tor
R
i (k,H
c
I (M)) =
0 for all i < c.
(2) The natural map HomR(M, k)→ H
c
m(D(H
c
I(M))) is injective andH
i
m(D(H
c
I (M))) =
0 for all i < c.
(3) The natural mapD(M)→ Hc
m
(D(HcI (M))) is injective andH
i
m
(D(HcI (M))) =
0 for all i < c.
(b) If M is Cohen-Macaulay and d := t− c. Then the following conditions are equiv-
alent:
(1) The natural map Hd
m
(HcI (M))→ H
t
m
(M) is injective and H i
m
(HcI (M)) = 0 for
all i < d.
(2) The natural map ExtdR(k,H
c
I (M))→ Ext
t
R(k,M) is injective and Ext
i
R(k,H
c
I (M)) =
0 for all i < d.
HereD(·) denotes the Matlis dual functor. The existence of these natural maps is shown
in Propositions 3.1 and 3.2. With the additional assumption of inj dimR(H
c
I (M)) ≤ d we
succeed to prove that the natural homomorphism Hdm(H
c
I (M)) → H
t
m(M) is surjective
resp. injective (see Theorem 4.2). This actually generalizes the result proven in case of
a complete local Gorenstein ring in [12, Theorem 4.4]. The similar results are obtained
for the homomorphism E → Hc
m
(D(HcI (R))) (see Theorem 5.4) where E = ER(k) is the
injective hull of k.
Another part of our investigation is to derive the natural homomorphism
TorRc (k,H
c
I (M))→ Tor
R
c (k,H
c
J(M))
for two ideals J ⊆ I of R such that grade(I,M) = grade(J,M) = c (see Proposition
5.1). Note that there is a necessary condition such that this natural homomorphism is an
isomorphism. As a consequence of this we are able to prove the following result:
Theorem 1.2. LetM be a non-zero finitely generated R-module such that c = grade(I,M) =
grade(J,M) where J ⊆ I ⊆ R are two ideals. Suppose that Rad IRp = RadJRp for all
p ∈ V (J) ∩ SuppR(M) such that depthRp(Mp) ≤ c. Assume in addition that H
i
J(M) = 0
for all i 6= c. Then the natural homomorphism
TorRc (k,H
c
I (M))→ k ⊗R M
is an isomorphism.
Note that the last Theorem 1.2 is actually the dual statement of one the main results
of [18, Theorem 1.2] and [15, Theorem 1.2].
2. Preliminaries
Throughout this paper we will denote (R,m) by a commutative Noetherian local ring
with dim(R) = n and k = R/m its residue field. Let D(·) := HomR(·, E) denote the
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Matlis dual functor, where E = ER(k) is the injective hull of k. For the basic results of
homological algebra of complexes we refer to [21] and [6]. Moreover in the following we
make some notation which will be used in the whole article.
Notation 2.1. (1) The symbol ” ∼= ” indicates the isomorphisms between modules.
(2) Let X → Y be a morphism of complexes of R-modules. Then it is called quasi-
isomorphism, i.e. homologically isomorphism, if it induces the isomorphism between the
homologies of X and Y . In this case we will write it as X
∼
−→ Y .
Firs of all note that the following version of Local Duality was already derived in [14,
Lemmma 3.1]. For a generalization to arbitrary cohomologically complete intersection
ideals we refer to [8, Theorem 6.4.1], [13, Lemma 2.4] or [11, Theorem 3.1]. We include it
here for our convenience.
Lemma 2.2. Let I be an ideal of a Cohen-Macaulay ring R with dim(R) = n. Then for
any R-module M and for all i ∈ Z we have
(1) TorRn−i(M,H
n
m
(R)) ∼= H im(M).
(2) D(H i
m
(M)) ∼= Extn−iR (M,D(H
n
m
(R))).
In the next we need a result which is actually proved in [10, Proposition 1.4] (see
also [22, Lemma 2.5] for a slight generalization). Moreover the elementary proof of the
following Lemma is given in [14, Proposition 2.6].
Lemma 2.3. Suppose that X is an arbitrary R-module. Then H i
m
(X) = 0 for all i < s if
and only if ExtiR(k,X) = 0 for all i < s where s ∈ N. Moreover if one of these equivalent
conditions holds, then there is an isomorphism
HomR(k,H
s
m
(X)) ∼= ExtsR(k,X).
Proof. See [10, Proposition 1.4]. 
At the end of this section let us recall the definition of the truncation complex. Note that
the idea of the truncation complex was firstly given by P. Schenzel (see [17, Definition 4.1]).
LetM be a finitely generated R-module with dimR(M) = t. Assume that E
·
R(M) denotes
the minimal injective resolution ofM. Then it is easy to see that ΓI(ER(R/p)) = ER(R/p)
for all p ∈ V (I) and zero otherwise. Here ΓI(−) denotes the section functor with support
in I.
Definition 2.4. Let C ·R(I) be the cokernel of the embedding of the complexes of R-
modules HcI (M)[−c] → ΓI(E
·
R(M)). This said to be the truncation complex of R with
respect to I.
Note that there ia a short exact sequence of complexes of R-modules
0→ HcI (M)[−c]→ ΓI(E
·
R(M))→ C
·
M(I)→ 0.
Then the long exact sequence of cohomologies of this sequence induces that H i(C ·M(I)) =
0 for all i ≤ c or i > n and H i(C ·M(I))
∼= H iI(M) for all c < i ≤ n.
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3. Natural homomorphisms
The truncation complex is useful to construct the several natural homomorphisms in
the following Proposition. Note that one can also derive these natural homomorphisms
as edge homomorphisms of certain spectral sequences. But here for our convenience we
will give the elementary proof. Because of we need these construction in the sequel of
this paper. Note that the natural homomorphism ϕ1 of the next Proposition is already
proved in [11, Lemma 4.2].
Proposition 3.1. Let 0 6= M be a finitely generated R-module of dim(R) = n and
dimR(M) = t. Let I be an ideal with grade(I,M) = c and d := t− c. Then
(a) There are the natural homomorphisms:
(1) ϕ1 : H
d
m(H
c
I (M))→ H
t
m(M),
(2) ϕ2 : Ext
d
R(k,H
c
I(M))→ Ext
t
R(k,M),
(3) ϕ3 : Tor
R
c (k,H
c
I (M))→ k ⊗R M.
(b) Suppose that R is Cohen-Macaulay. Then there are the natural homomorphisms:
(1) ϕ4 : Tor
R
n−d(H
n
m(R), H
c
I (M))→ H
t
m(M),
(2) ϕ5 : D(H
t
m
(M))→ Extn−dR (H
c
I (M), D(H
n
m
(R))).
Proof. Firstly we prove statement in (a). To do this let x = x1, . . . , xs ∈ m with Radm =
Rad(x)R. We consider the Cˇech complex Cˇx with respect to x. Now apply · ⊗R Cˇx to the
short exact sequence of the truncation complex. Then the resulting sequence of complexes
remains exact because Cˇx is a bounded complex of flat R-modules. That is there is the
following short exact sequence of complexes
(3.1) 0→ (Cˇx ⊗R H
c
I (M))[−c]→ Cˇx ⊗R ΓI(E
·
R(M))→ Cˇx ⊗R C
·
M(I)→ 0.
But the complex in the middle is quasi-isomorphic to the following complex
Γm(ΓI(E
·
R(M)
∼= Γm(E
·
R(M))
(see [16, Theorem 3.2]). Recall that ΓI(E
·
R(M)) is a complex of injective R-modules and
Γm(ΓI(·)) = Γm(·). Then the long exact sequence of cohomologies of the last sequence,
concentrated in homological degree t, induces the following natural map
Hd
m
(HcI (M))→ H
t
m
(M)
where d := t− c. This gives the existence of the natural homomorphism of (1).
Now let FR
·
(k) be a free resolution of k. Apply the functor HomR(F
R
·
(k), .) to the short
exact sequence of the truncation complex. Since FR
·
(k) is a right bounded complex of
finitely generated free R-modules. Then it induces the following short exact sequences of
complexes of R-modules
(3.2)
0→ HomR(F
R
·
(k), HcI (M))[−c]→ HomR(F
R
·
(k),ΓI(E
·
R(M)))→ HomR(F
R
·
(k), C ·M(I))→ 0.
Moreover HomR(F
R
·
(k),ΓI(E
·
R(M)))
∼
−→ ΓI(HomR(F
R
·
(k), E·R(M))). By [16, Theorem
1.1] the last complex is quasi-isomorphic to Cˇy ⊗R HomR(F
·
R(k), E
·
R(M)) where y =
y1, . . . , yr ∈ I such that Rad I = Rad(y)R. Here we use that any R-module of the
complex HomR(F
·
R(k), E
·
R(M)) is injective.
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Note that there is the following quasi-isomorphism
Cˇy ⊗R HomR(k, E
·
R(M))
∼
−→ Cˇy ⊗R HomR(F
·
R(k), E
·
R(M)).
But the complex on the left side is isomorphic to HomR(k, E
·
R(M)). This is true because
of each R-module of the complex HomR(k, E
·
R(M)) has support in V (m). Therefore
our middle complex of the exact sequence 3.2 is quasi-isomorphic to HomR(k, E
·
R(M)).
Then the long exact sequence of cohomologies of 3.2 , in degree t, induces the required
homomorphisms of (2).
Now by tensoring with FR
·
(k) to the truncation complex induces the following exact
sequence of complexes of R-modules
(3.3) 0→ (FR
·
(k)⊗R H
c
I (M))[−c]→ F
R
·
(k)⊗R ΓI(E
·
R(M))→ F
R
·
(k)⊗R C
·
M(I)→ 0.
Because of [16, Theorem 3.2]) we get the quasi-isomorphism of complexes
FR
·
(k)⊗R ΓI(E
·
R(M))
∼
−→ FR
·
(k)⊗R Cˇy ⊗R E
·
R(M)
Recall that Cˇy denote the Cˇech complex with respect to y. Note that we have a quasi-
isomorphism Cˇy ⊗R F
·
R(k)
∼
−→ Cˇy ⊗R k. Then the last complex is isomorphic to k since
SuppR(k) ⊆ V (m). Moreover there is a quasi-isomorphism
FR
·
(k)⊗R Cˇy ⊗R M
∼
−→ FR
·
(k)⊗R Cˇy ⊗R E
·
R(M)
Let LR
·
denote the free resolution of M . Then it follows that the morphism of complexes
FR
·
(k)⊗R Cˇy ⊗R L
R
·
→ FR
·
(k)⊗R Cˇy ⊗RM induces an isomorphism in homology. By the
above remark we get the following quasi-isomorphism
FR
·
(k)⊗R Cˇy ⊗R L
R
·
→ k ⊗R L
R
·
Hence H i(FR
·
(k)⊗R Cˇy ⊗R E
·
R(M))
∼= H i(k ⊗R L
R
·
) for all i ∈ Z. Then the homology in
degree 0 induces the homomorphism in (3). This finishes the proof of the statement (a).
Finally to prove the assertion of (b) we assume that R is Cohen-Macaulay. Apply the
Local Duality Lemma 2.2 (for M = HcI (M)) we have the isomorphism
Hdm(H
c
I (M))
∼= TorRn−d(H
c
I (M), H
n
m(R)).
Therefore by (a) this gives the homomorphism in (2). By Hom-Tensor Duality the Matlis
dual of this last isomorphism induces the following isomorphism
Extn−dR (H
c
I (M), D(H
n
m(R)))
∼= D(Hdm(H
c
I (M))).
Then the homomorphism in (2) can be easily derived from (a). This completes the proof
of the Proposition. 
Note that for any R-module X there are the natural homomorphisms
ExtiR(k,X)→ H
i
m
(X)
for all i ∈ N. In [7, Section 4] M. Hochster has studied about these natural maps in case
of canonical modules. In view of the above homomorphism we are interested to relate ϕ3
with the homomorphisms of the next Proposition.
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Proposition 3.2. With the previous notation there are the following natural homomor-
phisms:
ϕ6 : HomR(M, k)→ H
c
m
(D(HcI (M))), and
ϕ7 : D(M)→ H
c
m
(D(HcI (M))).
Proof. Since the Matlis dual of ϕ3 induces the following natural homomorphism
HomR(M, k)→ Ext
c
R(k,D(H
c
I(M))),
because of D(k⊗RM) ∼= HomR(M, k). Now take composition of this with the homomor-
phism ExtcR(k,D(H
c
I (M)))→ H
c
m
(D(HcI (M))). Then we get the existence of first natural
homomorphism as follows:
ϕ6 : HomR(M, k)→ H
c
m(D(H
c
I (M))).
Now we show the existence of ϕ7. To do this let H = H
c
I (M) and F·(R/m
α) denote a
minimal free resolution of R/mα for α ∈ N. Then after the implement of the functor
· ⊗R F·(R/m
α) to the truncation complex gives us the following natural homomorphisms
TorRc (R/m
α, HcI (M))→ R/m
α ⊗R M
for all α ∈ N (see Proposition 3.1 (a)). Then the Matlis dual of this induces the following
homomorphism
D(R/mα ⊗R M)→ Ext
c
R(R/m
α, D(HcI (M)))
for each α ∈ N. By passing to the direct limit of this gives rise to the homomorphism
lim
−→
D(R/mα ⊗R M)→ H
c
m
(D(HcI (M))).
By Hom-Tensor Duality we have lim
−→
D(R/mα ⊗R M) ∼= lim−→
HomR(R/m
α, D(M)). More-
over support of the module D(M) is contained in {m}. So the last module is isomorphic
to D(M). Hence it proves the existence of ϕ7. 
In the next we are interested to characterize the injectivity and surjectivity of all the
homomorphisms ϕi, i = 1, . . . , 7. In this direction the first result is the following:
Lemma 3.3. Let R be a Cohen-Macaulay ring. With the above notation the following
are true:
(1) ϕ1 is non-zero if and only if ϕ4 is non-zero if and only if ϕ5 is non-zero.
(2) The following conditions are equivalent:
(i) ϕ1 is injective (resp. surjective).
(ii) ϕ4 is injective (resp. surjective).
(iii) ϕ5 is surjective (resp. injective).
Proof. Since R is Cohen-Macaulay so by the Local Duality we have the isomorphism
Hd
m
(HcI (M))
∼= TorRn−d(H
n
m
(R), HcI (M)).
So ϕ1 is non-zero if and only if ϕ4 is non-zero. By Hom-Tensor Duality it implies that
ϕ4 is non-zero if and only if ϕ5 is non-zero. Therefore the statement in (1) is shown to
be true. Note that the equivalence of the conditions in the statement (2) can be easily
proved by the same arguments. 
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In the particular case of a complete Gorenstein ring it was proven in [12, Theorem 3.2]
that ϕi, i = 1, 4, 5, are all non-zero.
The next result tells us that all the homomorphisms of Proposition 3.1 are isomorphisms
provided that M is cohomologically complete intersection with respect to I. That is
H iI(M) = 0 for all i 6= c = grade(I,M). Note that our next result is the generalization of
[14, Corollary 4.3].
Corollary 3.4. Let I be an ideal of a local ring (R,m). Suppose that M is a non-zero
finitely generated R-module with H iI(M) = 0 for all i 6= c = grade(I,M). Then the
following conditions hold:
(1) ϕ1 is an isomorphism.
(2) ϕ2 is an isomorphism.
(3) ϕ3 is an isomorphism.
(4) Assume in addition that R is Cohen-Macaulay. Then ϕ4 is an isomorphism.
(5) ϕ5 is an isomorphism.
Proof. Suppose that E·R(M) is a minimal injective resolution of M. Then ΓI(E
·
R(M)) is
an injective resolution of HcI (M)[−c] (because of H
i
I(M) = 0 for all i 6= c). Then, for the
Cˇech complex Cˇx with respect to x, we have the following quasi isomorphism
(Cˇx ⊗R H
c
I (M))[−c]
∼
−→ Cˇx ⊗R ΓI(E
·
R(M)).
Here we assume that x = x1, . . . , xr ∈ m such that Radm = Rad(x)R. By the the proof
of Proposition 3.1 (1) it follows that the complex on the right side is quasi isomorphic to
Cˇx ⊗R E
·
R(M). This proves that ϕ1 is an isomorphism. By Lemma 3.3 the isomorphism
in (1) proves the isomorphisms in (4) and (5).
Now for a minimal free resolution F ·R(k) of k we have the following quasi isomorphism
(HcI (M)⊗R F
·
R(k))[−c]
∼
−→ ΓI(E
·
R(M))⊗R F
·
R(k).
By the proof of Proposition 3.1 (3) it follows that H i(ΓI(E
·
R(M)) ⊗R F
·
R(k)) = 0 for all
i 6= 0 and it is k ⊗R M for i = 0. This completes the proof of (3).
Since ΓI(E
·
R(M)) is an injective resolution of H
c
I (M)[−c]. It induces the following quasi
isomorphism
HomR(F
R
·
(k), HcI (M))[−c]
∼
−→ HomR(F
R
·
(k),ΓI(E
·
R(M))).
Again by the proof of Proposition 3.1 (2) it follows that the later complex is quasi iso-
morphic to HomR(F
R
·
(k), E·R(M)). Hence we get ϕ2 is an isomorphism. 
4. The homomorphisms ϕ1 and ϕ2
In this section we investigate the natural homomorphisms ϕ1 and ϕ2 of Proposition
3.1. Here we will relate several interpretations of ϕ1 and ϕ2. In particular our first main
result is the following:
Theorem 4.1. LetM be a non-zero Cohen-Macaulay R-module of dimR(M) = t. Suppose
that grade(I,M) = c for an ideal I and d := t − c. Then the following conditions are
equivalent:
(1) ϕ1 is injective and H
i
m(H
c
I (M)) = 0 for all i < d.
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(2) ϕ2 is injective and Ext
i
R(k,H
c
I (M)) = 0 for all i < d.
Proof. Note that the equivalence of both of the vanishing statements in (1) and (2) follows
by Lemma 2.3 (for X = HcI (M)). Then by Proposition 3.1 it induces the commutative
diagram
ExtdR(k,H
c
I (M)) → H
d
m(H
c
I (M))
↓ ϕ2 ↓ ϕ1
ExttR(k,M) → H
t
m
(M)
This gives rise to the following commutative diagram
ExtdR(k,H
c
I (M)) → HomR(k,H
d
m
(HcI (M)))
↓ ϕ2 ↓
ExttR(k,M) → HomR(k,H
t
m
(M))
Since M is Cohen-Macaulay so H i
m
(M) = 0 for all i 6= t. Then, by the equivalence of
the vanishing statements, both of the horizontal homomorphisms of the last diagram are
isomorphisms (see Lemma 2.3).
We only need to prove the equivalence of the injectivity. For this let us assume that
ϕ1 is injective. It implies that HomR(k,H
d
m
(HcI (M))) → HomR(k,H
t
m
(M)) is injective.
Hence, by the above commutative diagram, ϕ2 is injective.
Conversely, suppose that ϕ2 is injective. Then the cohomology sequence of the exact
sequence 3.1 provides the following exact sequence of R-modules
(4.1) 0→ H t−1m (C
·
M(I))→ H
d
m(H
c
I (M))→ H
t
m(M)
To this end recall that H im(M) = 0 for all i 6= t (since M is Cohen-Macaulay). We will
prove that H t−1
m
(C ·M(I)) = 0. Apply the functor HomR(k, ·) to this exact sequence we get
the following exact sequence
0→ HomR(k,H
t−1
m
(C ·M(I)))→ HomR(k,H
d
m
(HcI (M)))→ HomR(k,H
t
m
(M))
But HomR(k,H
d
m
(HcI (M))) → HomR(k,H
t
m
(M)) is injective (by the above commutative
diagram and the assumption on ϕ2). It follows that HomR(k,H
t−1
m
(C ·M(I))) = 0. It is
well-known that if X is an R-module with support in V (m). Then the socle of X is zero if
and only ifX is zero. This proves thatH t−1
m
(C ·M(I)) = 0 because of Supp(H
t−1
m
(C ·M(I))) ⊂
{m}. Hence
ϕ1 : H
d
m(H
c
I (M))→ H
t
m(M)
is injective (by sequence 4.1). This completes the proof of the Theorem. 
In the next result we are going to prove the surjectivity of ϕ1. In fact this result can be
used to show that the natural homomorphism ExtdR(k,H
c
I (M))→ Ext
t
R(k,M) is non-zero.
Note that the following version of ϕ1 and ϕ2 is already proved in case of a local Gorenstein
ring, see [12, Theorem 4.4]. Here we will generalize it to Cohen-Macaulay modules.
Theorem 4.2. With the previous notation assume that ϕ2 is surjective (resp. injective)
and ExtdR(k,H
c
I (M)) = 0 for all i > d. Then ϕ1 is surjective (resp. injective).
Proof. Let H = HcI (M) then it is a consequence of the truncation complex that there are
the natural homomorphisms
fα : Ext
d
R(R/m
α, H)→ ExttR(R/m
α,M)
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for all α ∈ N (see Proposition 3.1 (2)). We claim that fα is surjective (resp. injective)
for each α ∈ N. Let α = 1 then, by assumption on ϕ2, we are true. Now the short exact
sequence
(4.2) 0→ mα/mα+1 → R/mα+1 → R/mα → 0
induces the following commutative diagram with exact rows
ExtdR(R/m
α, H) → ExtdR(R/m
α+1, H) → ExtdR(m
α/mα+1, H) → 0
↓ fα ↓ fα+1 ↓ f
0 → ExttR(R/m
α,M) → ExttR(R/m
α+1,M) → ExttR(m
α/mα+1,M)
To this end note the above row (resp. the lower row) is right exact (rep. left exact)
because of assumption on the vanishing of Ext modules (resp. depthR(M) = t see [2,
Theorem 1.2.5]).
Since ms/ms+1 is a finite dimensional k-vector space. Then the natural homomorphism
f is surjective (resp. injective) because of ϕ2 is surjective (resp. injective). It implies that
fα is surjective (resp. injective) for all α ∈ N (by snake lemma and induction hypothesis).
It completes the proof of the claim. So the following sequence of direct systems
{ExtdR(R/m
α, HcI (M))}
fα
→{ExttR(R/m
α,M)}
is right exact (resp. left exact). Since direct limit is exact functor on direct systems. So
by passing to the direct limit it induces that
ϕ1 : H
d
m
(HcI (M))→ H
t
m
(M)
is surjective (resp. injective). 
Remark 4.3. Suppose that 0 6=M is a Cohen-Macaulay R-module with inj dimR(H
c
I (M)) ≤
d = t − c. If ϕ2 is surjective (resp. injective). Then ϕ1 is surjective (resp. injective).
It is clear from the proof of the last Theorem 4.2. The similar result is obtained in [12,
Theorem 4.4] for a Gorenstein local ring.
Note that the following result is a generalization of [14, Corollary 4.6]. The proof
given there is depend on the derived category theory. Here we get the similar result as a
consequence of our previous Theorem 4.2.
Corollary 4.4. Fix the notation of Theorem 4.1. Then the following conditions hold:
(1) If ϕ2 is an isomorphism and Ext
i
R(k,H
c
I (M)) = 0 for all i 6= d. Then ϕ1 an
isomorphism and H i
m
(HcI (M)) = 0 for all i 6= d.
(2) If ϕ1 is an isomorphism and H
i
m
(HcI (M)) = 0 for all i < d. Then ϕ2 is an isomor-
phism and ExtiR(k,H
c
I (M)) = 0 for all i < d. Moreover there are isomorphism
ExtiR(k,H
c
I (M))→ Ext
i+c
R (k,M)
for all i > d.
Proof. Firstly we prove the statement (1). By Theorems 4.2 and 4.1 we only need to
prove that H i
m
(HcI (M)) = 0 for all i > d. To do this note that dimR(H
c
I (M)) ≤ d = t− c
(see [3]). Then by Grothendieck’s vanishing result, [1, Theorem 6.1.2], it follows that
H im(H
c
I (M)) = 0 for all i > d.
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For the statement (2) we only check the isomorphisms (for vanishing result see Lemma
2.3 for X = HcI (M) and s = d). But the isomorphisms follow from [14, Lemma 4.5]. 
At the end of this sectoin we will relate the endomorphism rings of M and the local
cohomology module HcI (M). This concept firstly studied by the author and Z. Zahid in
[15, Theorem 1.1]. Before this let us make some identifications. We will denote Rˆ
IRp
p
by the completion of Rp with respect to the ideal IRp where p ∈ V (I) ∩ SuppR(M).
Let k(p) stand for the the residue field of Rp. Moreover for c = grade(I,M) we set
h(p) := dim(Mp)− c.
Corollary 4.5. Let 0 6= M be a Cohen-Macaulay R-module of dimension dimR(M) = t.
Let I ⊆ R be an ideal of c = grade(I,M). Suppose that for all p ∈ V (I) ∩ SuppR(M) the
natural homomorphism
Ext
h(p)
Rp
(k(p), HcIRp(Mp))→ Ext
dim(Mp)
Rp
(k(p), (Mp))
is an isomorphism and ExtiRp(k(p), H
c
IRp
(Mp)) = 0 for all i 6= h(p). Then the natural
homomorphism
Hom
Rˆ
IRp
p
(Mˆ
IRp
p , Mˆ
IRp
p )→ HomRp(H
c
IRp
(Mp), H
c
IRp
(Mp))
is an isomorphism for all p ∈ V (I) ∩ SuppR(M).
Proof. We claim that our assumption implies that H iI(M) = 0 for all i 6= c. To prove
this we will use induction on dimR(M/IM). Let dimR(M/IM) = 0 then it follows that
Supp(H iI(M)) ⊆ V (m) for all i ∈ Z. So our assumption is true for p = m.
Then by Corollary 4.4 ϕ1 is an isomorphism and H
i
m(H
c
I (M)) = 0 for all i 6= d.
This implies, in view of the long exact sequence of cohomologies of sequence 3.1, that
H i
m
(C ·M(I)) = 0 for all i ∈ Z. Recall that H
i
m
(M) = 0 for all i 6= t since M is Cohen-
Macaulay.
Since SuppR(H
i(C ·M(I))) ⊆ V (m). So by [14, Lemma 2.5] in view of definition of the
truncation complex we have
0 = H i
m
(C ·M(I))
∼= H i(C ·M(I))
∼= H iI(M)
for all c < i ≤ n. This proves the claim for dim(M/IM) = 0. Now let us assume
that dim(M/IM) > 0. Then it is easy to see that dim(Mp/IMp) < dim(M/IM) for all
p ∈ V (I) ∩ SuppR(M) \ {m}. By the induction hypothesis we have
H iIRp(Mp) = 0
for all i 6= c and for all p ∈ V (I)∩ Supp(M) \ {m}. That is Supp(H iI(M)) ⊆ V (m) for all
i 6= c. Then by the similar arguments as we use above, for p = m, our claim is true. That
is H iI(M) = 0 for all i 6= c. Then by [14, Proposition 2.7 and Lemma 4.4] it follows that
H iIRp(Mp) = 0
for all i 6= c = grade(IRp,Mp) and for all p ∈ V (I) ∩ SuppRM . Now the existence of the
natural homomorphism
Hom
Rˆ
IRp
p
(Mˆ
IRp
p , Mˆ
IRp
p )→ HomRp(H
c
IRp
(Mp), H
c
IRp
(Mp))
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was shown in [15, Theorem 1.1]. But H iIRp(Mp) = 0 for all i 6= c = grade(IRp,Mp). Hence
it proves our required isomorphism in view of [15, Theorem 1.1]. 
Remark 4.6. Note that it is unknown to us whether the last Corollary is true for only
p = m, the maximal ideal. However it is true if we replace M by a complete local
Gorenstein ring (see [12, Theorem 4.4]).
5. The homomorphisms ϕ3, ϕ6 and ϕ7
In this section our intention is to investigate the homomorphisms ϕ3, ϕ6 and ϕ7 of
Propositions 3.1 and 3.2 in more details. In fact our investigation is useful to prove that
the natural homomorphism TorRc (k,H
c
I (M))→ k⊗RM is non-zero. First of all note that
the motivation of the next Proposition is the relation between the endomorphism rings of
modules HcI (M) and H
c
J(M) such that c = grade(I,M) = grade(J,M) and J ⊆ I. This
was firstly introduced by P. Schenzel in case of M = R a local Gorenstein ring (see [18,
Theorem 1.2]). Moreover for an extension to modules we refer to [13, Theorem 1.1] and
[15, Theorem 1.2]. Here we are interested to prove the similar result for Tor modules.
Proposition 5.1. Let M be a non-zero finitely generated R-module such that c =
grade(I,M) = grade(J,M) where J ⊆ I are two ideals. Then we have the following
results:
(1) There is a natural homomorphism
TorRc (k,H
c
I (M))→ Tor
R
c (k,H
c
J(M)).
(2) Suppose that Rad IRp = RadJRp for all p ∈ V (J) ∩ SuppR(M) such that
depthRp(Mp) ≤ c. Then the above natural homomorphism is an isomorphism.
Proof. Since J ⊂ I it induces the following short exact sequence
0→ Iα/Jα → R/Jα → R/Iα → 0
for each integer α ≥ 1. Let E·R(M) be a minimal injective resolution of M. Then we have
the exact sequence
0→ HomR(R/I
α, E·R(M))→ HomR(R/J
α, E·R(M))→ HomR(I
α/Jα, E·R(M))→ 0.
Then the cohomology sequence of this, at degree c, gives rise to the exact sequence
0→ ExtcR(R/I
α,M)→ ExtcR(R/J
α,M)→ ExtcR(I
α/Jα,M).
To this end note that grade(Iα/Jα,M) ≥ c (see [13, Proposition 2.1]). Now the direct
limit is an exact functor. So pass to the direct limit of this sequence we get the exact
sequence
(5.1) 0→ HcI (M)→ H
c
J(M)
f
→ lim
−→
ExtcR(I
α/Jα,M)
Let N := Im f . Then this induces the short exact sequence
0→ HcI (M)→ H
c
J(M)→ N → 0
So for a minimal free resolution F ·R(k) of k we have the following short exact sequence of
complexes
0→ HcI (M)⊗R F
·
R(k)→ H
c
J(M)⊗R F
·
R(k)→ N ⊗R F
·
R(k)→ 0
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Hence from the long exact sequens of cohomologies there is the following natural homo-
morphism
TorRc (k,H
c
I (M))→ Tor
R
c (k,H
c
J(M))
it completes the proof of (1).
For the proof of (2) note that ExtcR(I
α/Jα,M) = 0 for all α ≥ 1 under the additional
assumption in the statement (2) (see the proof of [15, Theorem 4.1(b)]). Hence (2) is true
by virtue of the exact sequence 5.1. 
Consequently our Proposition 5.1 gives us a characterization such that our natural
homomorphism ϕ3 becomes an isomorphism as follows:
Corollary 5.2. Let 0 6=M be a finitely generated R-module of dimR(M) = t. Let J ⊆ I
be two ideals and H iJ(M) = 0 for all i 6= c = grade(J,M) = grade(I,M). Suppose that
Rad IRp = RadJRp for all prime ideals p ∈ V (J) ∩ SuppR(M) with depthRp(Mp) ≤ c.
Then the natural homomorphism
ϕ3 : Tor
R
c (k,H
c
I (M))→ k ⊗R M
is an isomorphism.
Proof. It is a consequence of Proposition 5.1 and Corollary 3.4. 
In the following result we will give a characterization to check that the natural homo-
morphism TorRc (k,H
c
I (M))→ k ⊗R M is non-zero. In fact in the parallel of Theorem 4.1
we are succeeded to derive the equivalence of surjectivity and injectivity of ϕ3, ϕ6 and ϕ7
in terms of vanishing of Betti numbers of the module HcI (M).
Theorem 5.3. Let M be a non-zero finitely generated module over R and dimR(M) = t.
Suppose that grade(I,M) = c for an ideal I. Then the following conditions are equivalent:
(1) ϕ3 is surjective and Tor
R
i (k,H
c
I (M)) = 0 for all i < c.
(2) ϕ6 is injective and H
i
m
(D(HcI(M))) = 0 for all i < c.
(3) ϕ7 is injective and H
i
m
(D(HcI(M))) = 0 for all i < c.
Moreover if any of the equivalent conditions holds then Hc
m
(D(HcI (M))) 6= 0.
Proof. Firstly we prove that the statement in (1) is equivalent to the statement in (3).
To do this apply Lemma 2.3 for X = D(HcI (M)). Then it follows that the vanishing
statement in (1) is equivalent to the fact that ExtiR(k,D(H
c
I (M))) = 0 for all i < c.
Since ExtiR(k,D(H
c
I (M)))
∼= D(TorRi (k,H
c
I (M))) for all i ∈ Z (by Hom-tensor Duality).
Therefore it proves the equivalence of the vanishing statements in (1) and (3).
Now by virtue of Propositions 3.1 and 3.2 the natural homomorphism M → k ⊗R M
induces the commutative diagram
D(k ⊗R M) → D(M)
↓ ↓ ϕ7
ExtcR(k,D(H
c
I(M))) → H
c
m
(D(HcI (M)))
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Then applying HomR(k, ·) to the above diagram it provides the following commutative
diagram
D(k ⊗R M) → HomR(k,D(M))
↓ ↓
ExtcR(k,D(H
c
I (M))) → HomR(k,H
c
m(D(H
c
I(M))))
Then both of the horizontal homomorphisms are isomorphisms (by Hom-Tensor Duality
and the equivalence of the vanishing statements, see Lemma 2.3). Suppose that ϕ7 is
injective then the homomorphism HomR(k,D(M))→ HomR(k,H
c
m(D(H
c
I (M)))) is injec-
tive. By view of the commutative diagram D(k⊗RM)→ Ext
c
R(k,D(H
c
I (M))) is injective.
But this last homomorphism is the Matlis dual of ϕ3. This proves the surjectivity of ϕ3.
For the converse let ϕ3 be surjective. Then by the above arguments the homomorphism
HomR(k,D(M)) → HomR(k,H
c
m(D(H
c
I(M)))) is injective. Now let N := kerϕ7 then it
induces the following exact sequence
(5.2) 0→ N → D(M)→ Hc
m
(D(HcI (M)))
We claim that N = 0. Note that the last sequence induces the following exact sequence
0→ HomR(k,N)→ HomR(k,D(M))→ HomR(k,H
c
m
(D(HcI (M))))
Then we have HomR(k,N) = 0 this proves the claim. Since the support of N is contained
in {m}. Then the result follows from sequence 5.2. This finishes the proof of (1)⇔ (3).
Now we prove that (1) is equivalent to (2). Note that the vanishing statement is obvious.
Moreover there are natural homomorphisms
D(k ⊗R M)→ D(M) and D(M)→ H
c
m
(D(HcI (M))).
But the first map is injective and HomR(M, k) ∼= D(k ⊗R M). So by the equivalence of
the statements (1) and (2) it follows that ϕ6 is injective if ϕ3 is surjective.
Conversely suppose ϕ6 is injective. Then by Propositions 3.1 and 3.2 we have the
commutative diagram
D(k ⊗R M) = D(k ⊗R M)
↓ ↓ ϕ6
ExtcR(k,D(H
c
I(M))) → H
c
m
(D(HcI (M)))
To this end note that D(k⊗RM) ∼= HomR(M, k). Then it induces the following commu-
tative diagram
D(k ⊗R M) → HomR(k,D(k ⊗R M))
↓ ↓
ExtcR(k,D(H
c
I (M))) → HomR(k,H
c
m(D(H
c
I(M))))
Then by the similar arguments as we used above one can easily prove that ϕ3 is surjective.
Moreover Hc
m
(D(HcI (M))) 6= 0 by definition of ϕ7 in view of the equivalence of the above
statements. Recall that M 6= 0. This finishes the proof of the Theorem. 
For the next Theorem we will make some more notations. Note that in case of M = R
we have the following homomorphisms:
ψ1 : Tor
R
c (k,H
c
I(M))→ k, and
ψ2 : E → H
c
m(D(H
c
I (R)))
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Theorem 5.4. Let I be an ideal of R with grade(I) = c. If the homomorphism ψ1 is
injective and TorRi (k,H
c
I (R)) = 0 for all i < c. Then the homomorphism ψ2 is surjective
and H i
m
(D(HcI (R))) = 0 for all i < c.
Proof. By Proposition 3.2 there are the natural homomorphisms
fα : Tor
R
c (R/m
α, HcI (R))→ R/m
α
for all α ∈ N. Moreover after the application of the functor TorRi (·, H
c
I(R)) to the exact
sequence 4.2 we get the exact sequence
TorRi (m
α/mα+1, HcI (R))→ Tor
R
i (R/m
α+1, HcI (R))→ Tor
R
i (R/m
α, HcI (R))
for all i ∈ Z. Then by induction on α , in view of vanishing of Tor modules, this proves
that TorRi (R/m
α, HcI (R))) = 0 for all i < c and for all α ∈ N.
Now we show that fα is injective for all α ∈ N. Clearly f1 = ψ1 is injective. Then the
short exact sequence 4.2 induces the following commutative diagram with exact rows
TorRc (m
α/mα+1, HcI (M)) → Tor
R
c (R/m
α+1, HcI (M)) → Tor
R
c (R/m
α, HcI (M)) → 0
↓ f ↓ fα+1 ↓ fα
0 → mα/mα+1 → R/mα+1 → R/mα → 0
Note that the above row is exact because of TorRi (R/m
α, HcI (R)) = 0 for all i < c and for
all α ∈ N. Then the natural homomorphism f is injective because of mα/mα+1 is a finite
dimensional k-vector space. Hence by induction, in view of snake lemma, it implies that
fα is injective for all α ∈ N. Take the Matlis dual of fα it induces that the surjective
homomorphism
D(R/mα)→ ExtcR(R/m
α, D(HcI(R)))
for all α ∈ N. Now apply the direct limit to these maps. Since the direct limit is an exact
functor so it implies that the homomorphism
lim
−→
D(R/mα)→ Hc
m
(D(HcI (R)))
is surjective. Moreover there is an isomorphism
lim
−→
D(R/mα) ∼= H0m(E).
But H0m(E)
∼= E because of SuppR(E) ⊆ {m}. Therefore it proves that ψ2 is surjective.
Moreover Theorem 5.3 implies that H im(D(H
c
I(R))) = 0 for all i < c. 
Corollary 5.5. With the previous notation if the homomorphism ψ1 is an isomorphism
and TorRi (k,H
c
I (R)) = 0 for all i < c. Then the homomorphism ψ2 is an isomorphism
and H im(D(H
c
I (R))) = 0 for all i < c.
Proof. This is immediately follows from Theorem 5.3 and 5.4. 
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