. Distributions of final entropy of the non-native speaker's language after 100 interactions with a native speaker, for varying degrees of accommodation (indicated by colour) and different amounts of data encountered pre-interaction by the non-native speaker (indicated by the parameter |D|). These results are for a language where there are 5 variants available, whose probability distribution in the native speaker's language is (0.5,0.2,0.1,0.1,0.1); this language has entropy of 1.96, indicated by the vertical dashed line. If the native speaker does not accommodate (blue lines), the nonnative eventually converges to the true language. However, if the native speaker does accommodate (yellow and green lines), the non-native speaker is likely to arrive at a language that is more regular than the native speaker's; this regularization tendency is particularly pronounced when the probability of accommodation is high and the non-native speaker has seen relatively little data prior to interaction. native speaker's linguistic knowledge by integrating over possible datasets the non-native speaker might have seen.
Representative model results for a sample language are shown in Figure 1 . While learners interacting with non-accommodating speakers eventually learn the original language, non-native speakers interacting with accommodating native speakers end up learning a more regular language. This is due to the combination of the limited exposure of the non-native individual, which results in highly skewed initial distributions and some probability of not having seen low-frequency variants (Hertwig, Barron, Weber, & Erev, 2004; Hahn, 2014) , in conjunction with a native speaker who is aware of and accommodates this initial bias in the nonnative speaker's input, therefore providing the non-native speaker with further data which 'locks in' their biased starting point.
This model shows that accommodation by native speakers to non-native speakers during interaction can lead to language simplification, and therefore suggests how accommodation can explain the link between population makeup and linguistic complexity. The model assumes that individuals are capable of reasoning rationally about their interlocutors' linguistic knowledge, an assumption we are currently testing empirically with human learners.
