In this paper we present the Koopman-von Neumann (KvN) formulation of classical nonAbelian gauge field theories. In particular we shall explore the functional (or classical path integral) counterpart of the KvN method. In the quantum path integral quantization of Yang-Mills theories concepts like gauge-fixing and Faddeev-Popov determinant appear in a quite natural way. We will prove that these same objects are needed also in this classical path integral formulation for Yang-Mills theories. We shall also explore the classical path integral counterpart of the BFV formalism and build all the associated universal and gauge charges. These last are quite different from the analog quantum ones and we shall show the relation between the two. This paper lays the foundation of this formalism which, due to the many auxiliary fields present, is rather heavy. Applications to specific topics outlined in the paper will appear in later publications.
Introduction
In 1931, soon after the appearance of quantum mechanics (QM) in its operatorial formulation, Koopman and von Neumann (KvN) proposed [1] an operatorial version also for classical mechanics (CM). It is well known that, given any operatorial formalism, it is always possible to build an associated path integral, like Feynman did in 1942 for QM. The same was done in 1989 [2] for the KvN operatorial formalism of CM. We will indicate this path integral with the acronym CPI for Classical Path Integral in order to distinguish it from the Feynman's one associated to QM which we will indicate with QPI for Quantum Path Integral. For a brief review of the CPI of a point particle we refer the interested reader to Ref. [2] and later papers [3] . In this section we want to briefly review the extension of the CPI to the case of a system with an infinite number of degrees of freedom, i.e. the scalar field theory with a ϕ 4 interaction already introduced in [4] - [5] . This case is free from the technical complications due to the constraints present in a field theory with gauge invariance. The Lagrangian density describing a scalar field ϕ with a ϕ 4 self-interaction is given by:
Indicating with π the conjugate momentum of ϕ we can build from the Lagrangian (1.1) the following Hamiltonian:
where dx means the integration over all the space variables and ∂ r ϕ ≡ ∂ϕ ∂x r stands for the space derivative of the field ϕ. The equations of motion of the system, which are
can be written as a couple of first order equations in terms of the Hamiltonian H as follows:
where ∂ indicates a functional derivative and x collects together all the space-time variables x ≡ (t, x). Using the compact notation ξ a = (ϕ, π), a = 1, 2 and the 2 × 2 symplectic matrix ω ab we can write (1.2) as:ξ
We shall now implement the standard steps of the CPI procedure [2] . Let us ask ourselves, if we start from an initial field ξ a i at time t i , which is the probability amplitude of finding the system in ξ a at time t? This probability amplitude is one if the field ξ a lies on the solutions of the classical equations of motion and zero otherwise. To write this probability amplitude as a path integral we must integrate over all the paths in phase space with a weight which is given by a functional Dirac delta:
where ξ a cl (x; ξ a i (x), t i ) is the solution of the equations of motion (1.3) with initial condition ξ a (t i , x) = ξ a i (x). The functional Dirac delta on the solutions of the equations of motion can be converted into a functional Dirac delta on the associated equations, provided we introduce also a suitable functional determinant If we use the integral representation of the Dirac delta we can rewrite the Dirac delta on the RHS of (1.5) as:
The functional determinant in (1.5) can be exponentiated via suitable Grassmann fields c a (x) and c a (x) using the formula det δ(x − y)δ The final result of these formal manipulations is that the probability amplitude (1.4) can be rewritten as the following path integral over an extended phase space given not only by the fields ξ but also by the auxiliary fields (λ, c, c): 6) where L = λ aξ a + ic aċ a − H and H is the following Hamiltonian density:
From a formal point of view the kernel of propagation (1.6) is identical to the one given in [2] for a point particle. The main differences are due to the fact that a field is a system with an infinite number of degrees of freedom. This implies that the derivatives ∂ b must be intended as functional derivatives and that in the weight of the path integral the Lagrangian density L is integrated over all the space-time variables x. Another difference is in the functional measure: for example in the expression Dξ a = k,x dξ a (k, x), besides a slicing in t, there is also a slicing in the space variables x. The CPI for the point particle has been thoroughly studied [2] - [3] - [6] from a geometrical point of view and contact has been made both with the KvN formalism and the differential geometry approach to CM. In particular, H turns out to be the Lie derivative [7] of the Hamiltonian flow associated to H. The reader may wonder why we want to do the CPI for a field theory. The reasons are basically two: the first one is that some classical solutions [8] (solitons, instantons, monopoles, etc.) seem to play an important role in several non-perturbative aspects of quantum field theory, like confinement, phase transitions in the early universe and similar [9] . So a formalism like the CPI, which is classical but formally quite similar to the QPI, may help in unveiling further connections between classical solutions and quantum effects. The second reason for the CPI is that classical field theory seems to play a central role in heavy-ion collisions [10] . The reason is that in these collisions quantum effects are damped, due to the very high occupation numbers. People [11] - [12] have realized that even the perturbation theory to be used in heavy-ion collisions should be the classical and not the quantum one. Clearly the best tool to use in order to derive the Feynman diagrams for classical field theory is the CPI. This CPI perturbative approach was first pioneered in Ref. [12] for a ϕ 4 scalar field theory. Of course the classical fields involved in heavy-ion collisions are gauge and fermion fields. So a CPI version of these fields should be developed. For fermions things were done in Ref. [5] , while for gauge fields we shall work things out in this paper, where we will concentrate on the more formal aspects of the CPI for YM. In particular, we will study the role that the gauge-fixing and the Faddeev-Popov determinant play even at the classical level both in the Faddeev-Popov (FP) and in the Batalin-Fradkin-Vilkovisky (BFV) [13] approach. Like in the standard CPI for the point particle we have, due to the many auxiliary variables, a lot of symmetries (like supersymmetry, ghost charge invariance etc.) which are universal in the sense that they are present for every Hamiltonian H entering (1.7). In the CPI for Yang-Mills (YM) theories these symmetries will be even more numerous, due to the gauge invariance of the theory. These formal tools will be developed in this first paper. In a second one [14] we will implement the perturbation theory both at the scalar field theory [12] and at the YM level. In particular, thanks to the supersymmetry [2] that we will work out in this first paper, we shall show [14] that the complicated [12] perturbation theory of the CPI can be simplified using the analog of the superfields studied in [15] . This perturbation theory will turn out to be very similar to the quantum one because, once we replace fields with superfields, the QPI goes into the CPI [15] . We hope this simplified perturbation theory can help the nuclear physicists [12] who are exploring the quark-gluon phase in the heavy-ion collisions.
The supersymmetry studied in this first paper will be the central tool which we shall use also in the third paper [16] of this series which we hope to dedicate to the topological field theory aspects of the CPI for YM. It was in fact proved in [6] that any CPI can be turned into a topological field theory by properly choosing the boundary conditions. There [6] it was shown that the "topological" phase of the CPI helps in building objects like the Euler number of the phase space or the Maslov index of the Lagrangian Grassmannian associated with the phase space. In the CPI for YM the analog of the phase space will be the space of gauge orbits, so the associated topological field theory will help in building the analog of the Euler number or Maslov index of the space of gauge orbits. These indices will help in unveiling some of the geometrical features of the space of gauge orbits which are known to be at the heart of many important non-perturbative aspects of gauge theories.
Before concluding this Introduction, we should also remind the reader of the lot of work which has been done since the early 1970's [17] on classical field theory. In those papers the classical tools of symplectic differential geometry were put at work for classical field theory. Those tools are the same which enter our CPI. It was in fact shown in [2] - [3] that all the several auxiliary variables of the CPI have a nice geometrical meaning. For example, some of the Grassmann variables can be interpreted as differential forms, the charge [2] associated to one of our universal symmetries turns out to be the exterior derivative and the Hamiltonian H associated to L is basically, as we already said, the Lie derivative [7] of the Hamiltonian flow. These common tools can help the reader familiar with [7] to easily understand the CPI [3] and vice versa.
The paper is organized as follows. In Sec. 2 we review the YM formalism from the constraints point of view and build the associated CPI. This first version of the CPI will be called the "natural" one because it arises in a very natural manner from simple considerations. In Sec. 3 we review the BFV method [13] and build the associated CPI. In Sec. 4 we prove the equivalence between the "natural" CPI introduced in Sec. 2 and the BFV one of Sec. 3. In Sec. 5 we derive all the universal symmetries present in any CPI but now adapted to YM. We also build the charges related to the gauge invariances which have a different expression than in the quantum case because of the many auxiliary fields present. In Sec. 6 we build the universal supersymmetry present in this formalism and put forward some ideas for further developments which will appear in Ref. [16] . Several calculational details are confined to few appendices. Because of the nature of this Journal we have tried to present things in a review form reviewing some topics which are somehow scattered in the literature. We have also presented the calculations in details because this first paper should contain many of the technical tools which will be used in further development [14] - [16] of this project.
Yang-Mills Theories
As we have seen in the previous section, the implementation of the CPI for a classical scalar field theory is straightforward. Things become much more difficult when we study YM theories because of the presence of constraints. First of all, let us review some aspects of YM theories, just to fix the notation we will use later on. YM theories generalize quantum electrodynamics to systems endowed with a non-Abelian gauge invariance. The generators of the symmetry transformations form a Lie group G, so they obey a well-defined algebra. If with T a , a = 1, . . . , n we indicate the basis elements of this Lie algebra, we will write the composition law among them as:
where C c ab are the so called structure constants. The antisymmetry and the Jacobi identity of the commutator imply that also the structure constants are antisymmetric and satisfy the Jacobi identity:
Next we can define the second rank tensor g ab = C e ad C d be , which can be used to raise and lower the color indices. Another convention that we must specify is related with the choice of the space-time metric. We will use the following one:
to raise and lower the position of the space indices. For example, on the four vector and on the space-time derivatives the action of the metric tensor is the following:
The gauge transformation on the field A has the following form:
where g is the coupling constant, which, from now on, we shall put equal to one. If we define the antisymmetric field strength:
we can deduce immediately from Eq. (2.1) that the gauge transformations of this field are δF µν a = C bc a ǫ b F µν c . The standard gauge invariant Lagrangian density is:
From L we can derive the following YM equations:
which can be written in terms of the covariant derivative
It is interesting to rewrite Eq. (2.2) in components: the component µ = 0 becomes: 
where B is the analog of the magnetic field and its components are defined as B In this case we must take into account the constraints of the theory. According to the calculations presented in Appendix A, the canonical action is given by [13] :
where π k a = −F 0k a and the arrows above indicates the space components of the fields. In the previous formula, all the scalar products involve only the space components of the fields. From (2.4) we identify immediately the following YM Hamiltonian density:
and the constraints:
Note that the A a 0 in (2.4) act as Lagrange multipliers which will be indicated later on with λ a . The constraints σ form a closed algebra, i.e.:
1 As we will prove in Appendix A, they are the equations of the secondary constraints.
The above equation tells us that the Poisson brackets among the constraints are zero on the constraint surface, which implies that, according to the definitions of Dirac [18] , the constraints are first class. With similar techniques it is easy to prove that the YM Hamiltonian has zero Poisson brackets with the constraints:
This means that the σ a are automatically conserved in time and no other constraint is generated. From the canonical action (2.4) we can derive the equations of motion. By considering the variation with respect to A a k we get:
Similarly, considering the variation with respect to π k a , we get the equation of motion for A a k :
Now, if we identify from the canonical action the following Hamiltonian:
we can rewrite the equations of motion (2.6) and (2.7) as:
Collecting together all the fields in the variables φ A ≡ ( A a , π a ), and introducing the symplectic matrix ω AB = 0 1 −1 0 , the equations of motion (2.8) can be written in a compact form as:
where ∂ B stands for the functional derivative w.r.t. φ B . Let us now proceed to implement the CPI. In order to do that we must have a one-toone correspondence between the equations of motion and their solutions, once the initial conditions are given. This is clear from formula (1.5). Its RHS is equivalent to the LHS only if, given some initial conditions, a unique solution can be found for the equations of motion appearing in the Dirac delta on the RHS of (1.5). If the solutions or the "zeros" of the equations of motion of the RHS of (1.5) were more than one, one should use the functional analog of the following formula: 9) where the sum on the LHS is over all the zeros x i of the function f (x). The sum present on the LHS in (2.9) does not allow us to bring the determinant ∂f ∂x x=x i to the RHS, as it is needed in order to implement the CPI. A similar problem has already been faced in the case of the point particle with reparametrization invariance [19] . In the case of a theory with gauge invariance, like YM theories described by the action (2.4), the number of solutions of the equations of motion with the same initial conditions is more than one. In fact, since the Lagrangian multipliers λ a = A a 0 are undetermined, when we solve the equations of motion we get an entire family of solutions depending on the parameters λ a , even if we fix the initial conditions. This is the reason why we cannot write the path integral, using the same formal expression of the scalar field (1.5), as:
(2.10) Before passing from the Dirac delta of the solutions to the one of the equations of motions, we need to determine the Lagrange multipliers. This is possible by fixing the gauge [18] - [19] . Suppose we choose the Lorentz gauge −∂ µ A a µ = 0. To implement it we can use the standard procedure [20] which consists in multiplying Z YM CPI by "one" and in rewriting this "one" as:
where ∆ FP (A) is the FP determinant associated with the gauge-fixing −∂ µ A µ = 0. In this way, Eq. (2.10) becomes:
The appearance of the FP determinant in a classical context is not a surprise: in fact, it is possible to prove that such a determinant can be reduced, via a suitable canonical transformation, to the determinant appearing in the Dirac procedure for classical systems with constraints, see for example [18] or [21] . Following [22] , we want to find the explicit form for the FP determinant associated with the choice of the Lorentz gauge. First of all, according to (2.1), the generic gauge transformation of the field A is given by: δA
which, for a gauge transformation in a neighborhood of the identity, implies that the gaugetransformed −∂ µ A a µ is given by:
From this expression we get that the FP determinant is given by:
This determinant can be exponentiated via a couple of Grassmann variables ψ a , η a :
We can exponentiate also the gauge-fixing via an auxiliary variable 2 π a :
Like in the standard CPI procedure, also in this case the Dirac delta of the equations of motion, which appears on the RHS of (2.11), can be Fourier transformed via some bosonic auxiliary variables Λ A . The associated functional determinant can be exponentiated via a couple of Grassmann variables Γ A and Γ A . The final result is: 12) where the functional measure Dµ is given by:
while the Lagrangian L NAT is:
What we have done up to now is the first, more natural procedure to derive a path integral for a classical field theory with a non-Abelian gauge invariance. This is the reason why we have put an acronym "NAT" (for Natural) everywhere in the previous formulae. We want to conclude this section by underlying again that, in order to implement the CPI, it was crucial to fix the gauge and as a consequence to introduce the FP determinant. So a gauge-fixing procedure is needed even at the classical level and not just in the quantum case. In quantum mechanics the gauge-fixing was needed in order to get the quantum propagator, or equivalently to be able to invert the operator in the kinetic part of the Lagrangian. Somehow also at the classical level we need the gauge-fixing for a similar reason, i.e. to "propagate" the initial conditions in a well defined manner, by choosing only one of the many different trajectories. Even the FP determinant enters the CPI for reasons identical to the quantum case. This is very clear in our formalism while in the usual Dirac [18] procedure, the FP determinant makes its appearance via the "C" matrix [18] needed to build the Dirac brackets from the Poisson ones.
In the next section, we will implement another path integral for classical YM theories, which consists in starting from the so called BFV Lagrangian and in exponentiating the associated classical equations of motion. Even if they seem to be completely different, the two CPIs, the one analyzed previously and the BFV one which we will study in the next section, are instead totally equivalent, as we shall show later.
BFV Method
In the FP method analyzed in the previous section we seem to lose the original gauge invariance of the theory because of the gauge-fixing procedure. Nevertheless, the functional integral maintain a symmetry, which carries the memory of the original gauge invariance of the theory, and which is called BRST symmetry, see for example [13] . This symmetry is crucial because it guarantees that nothing observable depends on which gauge-fixing we have used. At the end of the Seventies, an alternative approach to the FP procedure was developed by Batalin, Fradkin and Vilkovisky (BFV). Their method gives automatically a gauge-fixed action with all the extra terms of the "FP type" plus the BRST symmetry mentioned above [13] .
In what follows we briefly review the BFV method, following Refs. [13] , [23] . The nice feature of this method is that it is entirely classical even if it is mostly used at the quantum level. It is classical in the sense that it basically produces in an automatized way a gaugefixing (GF) and the extra terms of the FP type which are things that are needed even at the classical level, as shown in the previous section. The BFV method starts by associating a couple of auxiliary variables P a and P a to each first class constraintσ a and by defining the Poisson brackets among them:
All the Poisson brackets between the Grassmannian odd variables (P, P) and the original phase space variables are instead identically equal to zero. We will assign to the Grassmannian odd variables a grading factor, called ghost number: in particular P a will be assigned ghost number +1, while P a will be assigned ghost number −1. Furthermore, the Lagrangian multipliers λ a = A a 0 which enter the definition of the canonical action (2.4) must be considered as dynamical variables, so we associate to each of them a bosonic conjugate momentum π a , which satisfies the following Poisson brackets:
Of course, if we do not want to change the dynamical content of the theory, these momenta π a must be zero and this happens ifλ a does not appear in the Lagrangian. To summarize, if we indicate with z A the canonical variables describing the original gauge fields, the full extended BFV space is given by (z A , λ a , π a , P a , P a ). It is possible to prove that in this enlarged BFV space there exists a real Grassmannian odd charge Ω, which satisfies the following properties:
The charge which satisfies the previous properties is the so called BRST charge:
In Dirac's theory of constraints the observables are those functions of the original phase space which have zero Poisson brackets with the constraints, once we sit on the constraint surface. This means that the Poisson brackets of an observable O with every constraintσ a must be a linear combination of the constraints themselves: {O,σ a } = W b aσb ≈ 0. We call "observables" the O because they remain invariant under the gauge transformations generated by the first class constraintsσ a . Furthermore, two observables O and O ′ are equivalent if their difference is just an arbitrary linear combination of the constraintsσ a , i.e. O ′ = O + k aσ a . Let us see which is the analog of these definitions in the BFV method. First of all, a function is an observable if it commutes with the BRST charge. The procedure to construct the observables is to extend the functions O to functionsŌ of the BFV space by requiring that:
• the functionsŌ reduce to O when the ghosts P a and the antighosts P a are put equal to zero;
• the functionsŌ have ghost number zero;
•Ō are real and Grassmannian even.
•Ō are BRST invariant. Now, ifŌ is an extension of the function O which commutes with the BRST charge and satisfies the previous properties, it is possible to consider an entire class of equivalent extensions O θ which differ fromŌ by a pure BRST variation:Ō θ =Ō − {θ, Ω}. Since the Hamiltonian itself is a particular observable, it also admits an entire family of BRST invariant extensions:
The function θ is somehow related to the gauge freedom of the theory: fixing the gauge means choosing a particular function θ and consequently a particular Hamiltonian among the H θ of Eq. (3.3). Clearly, all the physical quantities must be independent of the choice of this function θ and this is guaranteed by the so called Fradkin and Vilkovisky theorem. Let us now apply the BFV method to the case of YM theories. As we already said before, the Lagrange multipliers λ a can be identified with the time components of the fields A a µ , i.e., A a 0 , so the associated conjugate momenta must be identified with the time components of the momenta π µ . The equal-time Poisson brackets are:
From the canonical action (2.4) we get the following constraints π a ≈ 0, a = 1, . . . n. We know from Appendix A that they are the primary constraints of the theory. From their consistency, i.e. the requirement that their time evolution leaves them invariant, we get just the n secondary constraints of Eq. (2.5), so the total number of constraints is 2n. We will indicate them asσ
Following the BFV procedure, we shall associate to these constraints the ghosts P a and P a .
All these auxiliary variables are Grassmannian odd and, as we have seen, they are conjugated in the sense that: {P a , P b } = −δ b a . These ghosts can be divided in two blocks according to the type of constraints (3.5) they refer to:
and their Poisson brackets are given by:
Since the only non-zero structure constants are the ones among the secondary constraints, the BRST charge for the Yang-Mills theories becomes:
The gauge freedom of the theory is entirely contained in the function θ which appears in (3.3) . Usually this arbitrariness is moved to a new function χ according to the definition:
This function χ plays the role of the GF [13] . For example, the analog of the Coulomb gauge can be obtained by choosing χ a = ∇ · A a . With all these ingredients in our hands, we can now proceed to build the BFV action in the form given in Ref. [13] :
where if θ is built out of the χ function associated with the "Coulomb-like" gauge mentioned above then the commutator {θ, Ω} is given by:
With this choice the specific form of S BFV is:
The previous expression is BRST invariant and from it we can read out the following BFV Hamiltonian:
From the BFV action (3.8) we can derive, by variation with respect to all the fields of the theory, the following equations of motion:
If we introduce a compact notation indicating with ξ A all the fields above
then Eqs. (3.10) can be written in the following form 3 :
where the index A in ξ A runs over all the fields of the theory, and we have used the symplectic matrix ω AB , which has the following expression:
The matrix above has an antisymmetric block associated with the commuting fields, and a symmetric one associated with the BFV Grassmannian odd fields. So the symmetry properties of the matrix ω are:
indicates the Grassmannian parity of the field associated to ξ A . Indicating with ω AB the inverse matrix of ω AB we can write in a compact way also the kinetic part of the BFV action. In fact, up to surface terms, we get:
3 In the equation of motion (3.11), which involves also Grassmannian odd fields, it is important to distinguish between right − → ∂ and left ← − ∂ derivatives. If we want to pass from right to left derivatives and vice versa, we have to use the following formula:
Using the previous formula, the BFV action becomes:
As we said previously, and as it is clear from Ref. [13] , this BFV procedure is a classical construction (and not necessarily a quantum one), which has automatically generated the GF and the analog of the FP terms. Because it is classical, we can think of using its equations of motion in the construction of the CPI. In this case, as the BFV action contains already the GF, we can explicitly solve the equations of motion without encountering the problem of the previous section. This means that we get one solution out of a definite initial condition, so the CPI procedure can go through without having to add the GF and FP in the measure as we had to do in the Z
YM(NAT) CPI
of the previous section. So let us implement the CPI associated with the BFV action S BFV . As usual, the initial expression is given by a functional Dirac delta over the classical solutions of the equations of motion:
In the next step we have to pass from (3.12) to the Dirac deltas containing the equations of motion. In doing that, we must take into account that we have both Grassmannian even (x) and Grassmann odd variables (θ) among the fields ξ A . Let us consider a generic change of variables
The blocks A and D are Grassmannian even, while the blocks B and C are Grassmannian odd. The result of this change of variables in the integration measure is the following [24] :
The expression sdet means "superdeterminant" [24] and its definition is given by
Let us notice that, when only Grassmannian even variables are present, the superdeterminant reduces to an ordinary determinant while, in presence of only Grassmannian odd variables, the superdeterminant becomes, as usual, the inverse of a determinant. In the case of our CPI we can say that, in going from the Dirac delta of the solutions to the Dirac delta of the equations of motion, a functional superdeterminant appears:
(3.14)
The next step is to exponentiate the equations of motion and the superdeterminant. The equations of motion can be exponentiated by using the following formula:
where Λ is a field with the same Grassmann parity of the field it refers to:
. Also the superdeterminant can be exponentiated by using a generalized Gaussian integral, see Appendix B for details:
The auxiliary fields Γ and Γ have a Grassmann parity which is opposite w.r.t. the one of the fields they refer to:
Collecting all the terms in (3.12), (3.14), (3.15) and (3.16), we get: 17) where the Lagrangian density is given by:
Since the previous Lagrangian density contains only first order time derivatives, we can immediately obtain the following Hamiltonian density:
From L BFV of (3.18) we can derive the following equation for the fields Γ:
Like for the point particle [2] , also in the case of YM theories (3.20) is the equation of evolution of the Jacobi fields, i.e. the equation of evolution of the first variations of the theory, as we will prove in Appendix C. The BFV Lagrangian density L BFV and Hamiltonian density H BFV assume a particularly simple form if we combine all the fields of our theory in a set of real superfields:
where θ andθ are two anticommuting parameters and (−) [A] indicates the Grassmannian parity of the field ξ A . The fact that such Grassmannian parity appears means that, differently from the point particle case, we have to distinguish between the even superfields defined as:
and the odd superfields defined as:
Let us notice that each Ξ A has the same Grassmann parity of the field ξ A it is associated with. Using the definition (3.21) we can derive (up to surface terms for the Lagrangian) the following relations:
The derivation of these formulae is not presented here in details because it is the same, modulo some grading factors, as the one contained in Ref. [15] with the superfields Ξ A and then perform the Grassmann integration i dθdθ. Since we will make an intensive use of these superfields later on, it can be useful to write their explicit form using the following symbols:
Equivalence of the CPIs for Yang-Mills theories
In the two previous sections we have implemented two different CPIs for YM theories, the "natural" and the BFV one. The presence of more than one path integral both at the classical and at the quantum level is due to the fact that in field theories there exist different procedures to fix the gauge, like the BFV and the FP ones. In this section we want to convince the reader that the two different functional integrals that we have obtained for the CPI are equivalent. First of all, let us prove that the equations of motion that can be derived from the standard FP effective action 4 and from the BFV action are basically the same. If we choose the Lorentz gauge −∂ µ A a µ = 0, the FP effective action becomes [13] , [22] :
where π a are the auxiliary variables used to exponentiate the GF, ψ a and η a are the Grassmannian odd variables used to exponentiate the FP determinant and C a bc are the structure constants of the gauge group under which − 1 4 F a µν F µν a is invariant. In the previous section we have written the BFV equations of motion in a symplectic form and, if we want to compare the two procedures, i.e. the FP and the BFV one, we should write also the equations of motion that can be derived from (4.1) in a symplectic form. To do this, we must derive from (4.1) the associated Hamiltonian. We can start from the definition of the energy-momentum tensor containing both Grassmannian even and odd variables:
In particular, the 00 component gives:
From the definition of the conjugate momenta
we get the following equations of
Similarly, the momentum conjugated to A a 0 is given by:
Furthermore, by construction:
For what concerns the momenta conjugated to the Grassmann variables, we have:
from which we easily derive the equations of motion for η a and ψ a :
From the previous equations we note that the FP ghosts evolve just as the BFV ghosts:
so we can make the following identifications:
Consequently, the variables P and P , which appear in the BFV formalism, can be identified with the momenta conjugated to the FP ghosts:
Replacing (4.3)-(4.6) into (4.2), we have:
Up to surface terms, we can identify the previous expression with the following FP Hamiltonian density:
which coincides with the BFV Hamiltonian of Eq. (3.9) if we use the identifications (4.7)-(4.8). This immediately implies that from the action
we can derive, by variation with respect to the fields, the same equations of motion (3.10) that we got via the BFV method. So we can say that the BFV method is somehow a canonical version of the FP method. In fact, either starting from the BFV or the effective FP Lagrangian, we get the same equations of motion in the symplectic form. As a consequence from their "exponentiation" we will get the same weight for the CPI, i.e.,
FP is not the weight that appears in Z YM(NAT) CPI of Eq. (2.12) because this last CPI was obtained not from the FP effective action but from the standard YM action.
Finally, we want to prove that the CPI implemented using the BFV procedure 9) and the one obtained using the "natural procedure" Z
In this proof we made use of the equations of motion because in the CPI the system is always "sitting" on the classical trajectories. Eq. (4.10) can help us in giving a further proof of L BFV = L FP . In fact, using the superfields Ξ of Eq. (3.21), we can pass from the usual BFV Lagrangian density L BFV to the one which appears in the weight of the BFV classical path integral L BFV according to the following equation:
The same holds for the FP effective action:
So from L BFV = L FP and Eqs. (4.11) and (4.12) we get again that 
The comparison is easier if we divide the weight of the FP classical path integral in three parts: the GF, the ghost and the bosonic part:
The three parts can be written in terms of the superfields as:
As usual, we have indicated with a tilde sign the superfields of Eq. (3.23). Similarly, we can divide the natural Lagrangian in the following three parts:
The main obstacle in proving that the two functional integrals (4.13) and (4.14) are equivalent is that the number of variables in L FP is larger than the number of variables in L NAT , in particular for what concerns the GF and the ghost parts. For example, the generating functional Z
YM(NAT) CPI
lacks all the functional integrals over the CPI ghosts Γ, Γ and Λ associated with the BFV ghosts. However it is possible to prove that all the extra fields present in Z YM(FP) CPI can be integrated away to get just Z
. Since the proof is rather long, we have confined it in Appendix E.
So we can conclude this section by saying that the two different CPIs for YM theories that we have implemented in the previous sections, the BFV and the "natural" one, are equivalent.
Universal symmetries of the CPI for Yang-Mills theories
In the previous section, we have proved that the CPIs derived using the "natural" and the BFV procedures are equivalent, so in the study of the symmetries of the YM CPI we can concentrate ourselves on (3.17), which was obtained by implementing the BFV method. First of all, let us derive from (3.17) the graded commutators of the theory. To do that we use the standard method developed by Feynman [25] for the standard commutators of quantum mechanics. In our case from (3.17) we get:
. All the other commutators are zero. In particular, the commutator among the fields ξ is zero: [ξ A , ξ B ] = 0. We know that the CPI involves a number of fields which is larger than the one needed to describe the system, so, as it emerges from [2] , this redundancy in the description of the system implies the presence of a certain number of symmetries. We can immediately generalize those symmetries from the CPI of the point particle to the one for YM theories. For example, the BRS charge, derived in [2] for the point particle, becomes:
As usual, Q is Grassmannian odd and nilpotent and this is the reason why we called it a BRS charge. In spite of its name, it has nothing to do with the BRS charges [26] of gauge theories.
In fact the BRS charge of the CPI made its appearance even in the point particle case [2] where no gauge field was present. There [2] we showed that the CPI-BRS charge could be identified with the exterior derivative [7] on the phase space. In the case of YM theories the phase space is built out of the whole ξ A variables (which include the gauge ghosts besides the gauge fields), so the BRS charge (5.1) becomes the exterior derivative on this enlarged space 5 . In the point particle case there was another Grassmannian odd and nilpotent charge which was called [2] the anti-BRS charge and that in the CPI for YM theories becomes:
The charges Q and Q anticommute among themselves and commute with the Hamiltonian dx H BFV , i.e. they are conserved charges. In the CPI for a point particle there were three further conserved charges K,K, Q f , which were bilinear in the ghosts and that together with Q andQ made an ISp(2) algebra. What can we say in the case of YM theories? The expression [2] of those charges must be slightly modified in the gauge case in order to preserve the ISp(2) algebra. They are:
These three charges, modulo central charges, close on the Sp(2) algebra:
and they are all conserved. Furthermore, their graded commutators with the BRS and anti-BRS charges reproduce the inhomogeneous part of the ISp(2) algebra:
Like for the point particle, also in the YM case the symmetry transformations generated by the previous charges can be represented in a very compact way by introducing the superfield formalism. As we have seen in Eq. (3.21), the superfield associated with ξ A is given by:
Besides connecting the weights of the classical and quantum path integrals according to Eq. (3.22), the definition of the superfields (5.6) allows us to represent the generators of the ISp(2) algebra in terms of differential operators [2] which act on the superspace (t, θ,θ) in the following way:
The previous operators generate the correct transformations according to the standard rule:
whereΩ is one of the operators of Eq. (5.7). These operators satisfy the same algebra of the associated charges. Before going on, let us notice that the operatorial representation of the ISp(2) charges on the superspace in the YM case is the same as the one of the original point particle formalism [2] , provided we change the definition of the superfields by introducing the suitable grading factors of Eq. (5.6).
The BRS-BFV charge
In the previous sections we have used the superfield formalism to derive in a simple and elegant way H BFV and L BFV from H BFV and L BFV , see Eq. (3.22), and to write in a compact way an operatorial representation for the generators of the ISp(2) algebra, see Eq. (5.7). The superfields have also a third useful property: they allow us to write immediately a second conserved BRS charge. This charge is very different from the universal charges (5.1)-(5.3) that we have considered up to now. It is in fact related to the original gauge invariance of the theory and it exists only for the CPI of gauge theories.
As we have already mentioned, even after the gauge-fixing procedure, in the quantum field theory a memory of the original gauge invariance still remains under the form of a symmetry generated by a gauge BRS charge [26] . This invariance is present at the QM level to guarantee that the theory is independent of the particular choice of the gauge-fixing we may have made. Something similar should happen also at the CPI level because also there we have a GF but at the same time we want everything physical be independent of which form of the GF we choose. To derive the form of the gauge BRS charge in the CPI formalism, let us remember Eq. (3.22): there we have constructed the BFV-CPI Hamiltonian 6 H out of H by replacing the fields with the superfields and performing the integration over the Grassmann partners of time θ andθ. Applying the same procedure to the charge Ω of Eq. (3.6), we get the following charge in the enlarged space of the CPI:
With a calculation identical to the one performed for the Hamiltonian, we get: . As we will prove in Appendix F, the associated functions in the enlarged space of the CPI [15] :
satisfy the commutator
These functions O i are nothing else [2] - [3] than the Lie derivative [7] of the Hamiltonian flow generated by O i . The procedure to pass from O i to O i is analog to the momentum map [17] or its inverse. As a particular case, let us come back to the BRS-BFV charge Ω of Eq. (3.6). It is conserved in the standard BFV space because {Ω, H} = 0. From (5.10) this immediately implies that the commutator between the associated Lie derivatives is zero:
Since H generates the time evolution in the extended CPI space, we can conclude that Ω is a conserved charge. With similar calculations, the nilpotency of Ω implies the nilpotency of Ω: Ω, Ω = 0 ⇒ Ω, Ω = 0.
Ω will be indicated as the BRS-BFV charge, to distinguish it from the other BRS charges, like Q,Q, present in the CPI of every model. We would like to stress that, without using the superfield formalism, it would have been very difficult to find complicated charges like (5.8) and to understand that they are symmetries for the Hamiltonian H. It is a long but straightforward calculation to prove that the graded commutator of Ω with the ISp(2) charges Q, Q, K, K, Q f is zero. In particular, Q commutes with Ω. This is crucial because [2] Q can be interpreted as an exterior derivative and we know that the exterior 6 From now on, we shall not indicate the dependence of the fields on x and the integral over x. We will also omit the index BFV on H and H. 7 The Poisson brackets are defined as:
derivative is coordinate free, so it must be also gauge invariant. This is guaranteed just by the commutator Q, Ω = 0. The main steps of the proof are given in Appendix G.
Before going on, we want to study the different physical meaning of the two symmetry charges Q and Ω. If we write in a table all the fields of the CPI obtained implementing the BFV method we get:
The action of the extended BRS-BFV charge Ω on the fields of the first row via the CPI commutators is identical to the action of the charge Ω via the BFV Poisson brackets. In fact, they both generate the gauge-BRS transformations which mix only the fields which appear in the first row of the table. The other BRS charge Q instead turns the fields of the first row into the associated Jacobi fields Γ, which are placed in the second row of the table, and the fields of the third row into those of the 4th. The anti-BRSQ instead turns the variables of the first row into those of the third row and the variables of the second row into those of the fourth. So if the charge Ω allows us to move horizontally throughout the table, the charge Q moves us only in the vertical direction. We want to stress again that, even if we indicated both charges as BRS charges, the physical meaning of Ω and Q is completely different: one comes from the gauge invariance, while the other comes from the pure CPI construction. In the original BFV theory [27] there were other conserved charges besides Ω. By "original BFV theory" we mean the phase space ξ A and the Hamiltonian H BFV with its associated Poisson brackets. Those charges were an anti BRS-BFV charge: 12) and the analog of K and K which are given by:
The five charges of Eqs. (3.6), (5.11)-(5.13) satisfy another ISp(2) algebra. Out of these five charges we can build the associated CPI charges defined via Eq. (5.9), let us call them Ω, Ω, Ω g , K and K. It is clear from Eq. (5.10) that these five charges close on an ISp(2) algebra in the enlarged space of the CPI and that they are conserved under the H of Eq. (3.19). In Ref. [16] , in connection with the topological field theory, we will also work out the various cohomologies associated to our Q and Ω charges.
Supersymmetry in classical mechanics
In the second paper of Ref. [2] it was proved that in the CPI for the point particle, besides the universal symmetries we presented so far, there was also a N = 2 supersymmetry [28] . The charges associated to this supersymmetry depend explicitly on H, differently than the ones in Eq. (5.5). We want to prove that it is possible to find the analog of these charges for YM theory provided we introduce suitable grading factors. First of all, let us notice that the following two quantities:
are conserved because they commute with H. Let us now build the following linear combinations of N and N with the BRS and anti-BRS charges Q and Q of Eqs. (5.1)-(5.2):
where β is an arbitrary parameter. Being linear combination of conserved charges, Q H and Q H turn out to be also conserved. If β is infinitesimal Q H and Q H can be written in terms of Q and Q as:
What is more important is that they satisfy the following anticommutator Q H , Q H = 2iβ H, so they can be considered as generators of non-relativistic supersymmetry transformations. Once we apply them on the Lagrangian, they generate the following transformations:
and, as the Lagrangian changes by a total derivative, we can say that Q H and Q H generate symmetries for the action S = dt L. Finally, it is possible to prove that Q H and Q H are nilpotent:
As we did before with the BRS charges, we can give to these charges a differential operator representation in the superspace. Their action is defined via the equation δ Ξ A = −ǫΩΞ A , where Ξ A is the YM superfield of Eq. (3.21). The result is [28] :
With the previous choice we have the following anticommutator [Q H ,Q H ] = −2β ∂ ∂t , i.e. the operatorsQ H andQ H close on ∂ ∂t , which is the operatorial representation of the Hamiltonian in the superspace.
Every supersymmetric field theory is characterized by the number N of the independent supersymmetry charges whose square reproduces the Hamiltonian
We want to prove that in the CPI such number is given by N = 2 [28] . First of all, let us consider again the four charges
Using their algebra:
we can easily construct the "square roots" of the Hamiltonian H, which must have one of the following forms:
where α β,ᾱ andβ are arbitrary parameters, which will be fixed in a while. Q α,β and Qᾱ ,β anticommute and satisfy:
On the RHSs of (6.2) we get just the Hamiltonian H only if
Each of the previous equations can fix only one of the two parameters, so we have infinite possible square roots of the Hamiltonian. If we require that the charges commute with each other, we can extract the following four operators in the superspace:
They are all conserved since they commute with the Hamiltonian. Furthermore, they commute among themselves and they can be considered as square roots of the Hamiltonian, in the sense that [Q i ,Q i ] = 2Q 2 i =ˆ H. This implies that our supersymmetry is a N = 2 supersymmetry, whereQ 1 andQ 2 can be identified with the supercharges andD 1 andD 2 with the covariant derivatives [29] .
It is also possible to find the covariant derivatives associated with the original supersymmetry charges Q H e Q H . In analogy with what we have seen before, we can define:
The previous operators commute with the supersymmetry operatorsQ H eQ H , so they can be considered as covariant derivatives. In supersymmetric field theories it is possible to associate with each covariant derivative a chiral superfield which is the one annihilated by the covariant derivative. Also in our case we can define a chiral superfield Ξ a ch such that:D H Ξ a ch = 0. From the previous equation we immediately get: Ξ
An antichiral superfieldΞ a ch is instead defined by the following equation:D HΞ a ch = 0, which is satisfied by Ξ
The chiral and the antichiral superfield depend only on two types of fields. If we require that a superfield is both chiral and antichiral we get: Ξ A = ξ A , i.e., we reduce ourselves to consider only the fields ξ A of the standard BFV phase space. It is easy to show that if we apply a supersymmetry transformation on a chiral superfield, we get another chiral superfield. In fact let us indicate with Q i a supersymmetry charge, with D i the covariant derivative and with Ξ i ch the associated chiral superfield. Then under a supersymmetry transformation the chiral superfield changes as follows:
with ǫ anticommuting parameter. If we apply D i to the transformed chiral superfield and we use the fact that [Q i , D i ] = 0, we get:
i.e. also Ξ ′i ch is a chiral superfield. This means the space of chiral superfields carry a representation of the supersymmetry. Chiral superfields are important because they are made of fewer components than the standard superfields. This means that they carry a representation of supersymmetry of lower dimension than the one carried by the superfields. Moreover, it is possible to prove that their representation is an irreducible one [30] .
The supersymmetry charges, as most of the elements present in the CPI, have a nice geometrical interpretation. It was proven in [28] that, like the BRS is an exterior derivative on phase space, the supersymmetry charges are equivariant exterior derivatives. We will not dwell here on this issue which has been thoroughly explored in Ref. [28] . The same geometrical meaning is for sure valid in the gauge case and this issue will be further explored in Ref. [16] , in connection to topological field theory.
The supersymmetry that we have found in the CPI of any field theory is a universal one. It strongly indicates that from any non-supersymmetric field theory one can build, via the CPI, a supersymmetric one. So somehow supersymmetry seems to be a feature not of particular systems but of any system. Unfortunately this supersymmetry is non-relativistic. Why is so? We feel that this is due to the fact that, to build the CPI, we started from the Hamiltonian version of the equations of motion, which is intrinsecally non-covariant. One idea we would like to explore in [16] is to start from that covariant version of the equations of motion, known as the de Donder-Weyl formalism, for a review see [31] . We feel that the CPI which can be derived from it should have a relativistic supersymmetry stemming from the covariance of the original formalism. It would be very nice if this happens because it would indicate that the relativistic supersymmetry is a universal phenomenon. Moreover, because of the geometrical meaning of the Q H mentioned before, it would also indicate that the supersymmetry is present because of some deep geometrical reason. This reason is because we basically wanted to reformulate the original field theory in a coordinate-free form, like the Lie derivative is. This may also explain why the partner Dirac fermions, which in the de Donder-Weyl formalism may turn out to be the differential forms Γ of the CPI for bosonic field theories, are not fundamental fields but objects derived from the original fields of the theory. This may also explain why we do not see them in nature as independent degrees of freedom. The same trick would apply if we start from a fermionic theory and do its associated CPI. The forms would be bosonic and we would not see them because they are just differential forms.
Conclusions
In this paper we have extended the CPI formalism from the point particle [2] to a gauge field theory. We have shown in details that, like in the quantum case, a gauge-fixing and a FP determinant are needed also in the CPI . We have also proven that this approach to the CPI is equivalent to a different one built out of the BFV formalism. In this first paper we have concentrated in building rigorously the formalism and the various universal charges that are present. In later works [14] - [16] we will apply the formalism in the directions outlined in the Introduction and in Sec. 6. We have preferred to divide the project in this way because the formalism of the CPI for YM is rather heavy and we could have run easily into problems if we had tried to do too many things without having laid the foundations properly. Last, but not least, the reader may wonder of what happens in the CPI to the "minimal coupling" scheme which was needed at the quantum level to couple particle degrees of freedom to gauge fields. This issue has already been thoroughly worked out in Ref. [32] to which we refer the reader for details. In this Appendix we want to derive in detail the "canonical action" (2.4) from the Lagrangian
First of all, from L we construct the energy-momentum tensor:
The Hamiltonian is the integral over the space variables of the component Θ 00 of such tensor, which is given by:
where we have used the definition of the conjugate momentum π k a = −F 0k a and of the "magnetic field" B 
Taking into account the definition of the momentum:
we can easily derive the equations of motion for A a :
Using the previous equation into (A2) we get:
The canonical Hamiltonian H c is not uniquely determined because of the constraints derived from the gauge invariance of the theory. First of all, from (A3) we have that the antisymmetry of the tensor F µν a and the definition itself of conjugate momenta imply that
This means that we have a number of primary constraints, equal to the number of generators of the Lie algebra that we are considering. It is clear that we can add to H c an arbitrary linear combination of the constraints and consider the following function:
as generator of the time evolution. The equation of evolution of the primary constraints produces the following relation:
From the consistency condition, i.e., the requirement that the primary constraints are conserved in time, we get that the RHS of (A6) must be put equal to zero:
The n secondary constraints (A7), together with the n primary constraints (A5), which we have obtained before, form a set of 2n first class constraints. 8 An arbitrary combination of the secondary constraints can be added to H ′ to get the following total Hamiltonian [18] :
Starting from H T we can derive the equations of motion for the field A(x):
Comparing the result with (A4) we can put v 2a =0. Replacing this result into (A8) we get:
from which we derive [13] the canonical action of Eq. (2.4):
B Proof of Eq. (3.16)
As we have seen in Sec. 3, in the case of YM theories we deal with mixed variables, so we have to consider the superdeterminant of the Jacobian of the transformation that brings us from the solutions of the equations of motion to the equations of motion themselves. How can we exponentiate such a superdeterminant? In the case of purely Grassmannian even variables one considers the Jacobian of the transformation, which can be exponentiated via a pair of Grassmannian odd variables:
In the case of purely Grassmannian odd variables one considers instead the inverse of the Jacobian of the transformation, which can be exponentiated via a pair of Grassmannian even variables according to the following rule:
It is quite natural to think about the possibility of exponentiating the superdeterminant via a generalized Gaussian integral. In particular, we expect to have a number of Grassmannian even auxiliary variables which is twice the number of the Grassmannian odd equations of motion and a number of Grassmannian odd auxiliary variables which is twice the number of the Grassmannian even equations of motion. In this Appendix we want to prove the previous statement, i.e:
where θ andθ are Grassmannian odd variables while x andx are Grassmannian even variables. Let us define the following quantities:
which are Grassmannian even, since the blocks B and C are Grassmannian odd, while A e D are even. At this point we can expand the exponential of Eq. (B1) as follows:
and use the "multinomial formula":
Because of the presence of Grassmannian odd variables, a lot of the previous terms turn out to be zero. Let us indicate with n the number of variables θ which are needed for the exponentiation. For n = 2 the only terms which are non zero and give a contribution to the integral (B1) are a 2 , abc, b 2 c 2 , for n = 3 the only terms which survive are a 3 , a 2 bc, ab 2 c 2 , b 3 c 3 and so on. On the other side d can have an arbitrary exponent, since it is made up by purely Grassmannian even terms, so we can write:
Let us suppose we have brought D to a diagonal form (we can always do it via a unitary transformation), and consider the bosonic integral:
Let us perform the following change of variables:
The integration measure in (B2) becomes: j 2dt j dv j , while the exponential takes the form:
These expressions are both symmetric for the exchange t ↔ v. This means that, to give a non zero contribution to the integral, the coefficients of the exponential in (B2) must also be symmetric for this exchange which is equivalent to the following one between the original variables:
From these considerations we deduce that only the terms of the type:
can give a non zero contribution to the integral (B2). The associated integrals can be solved in the following way:
Let us notice that if D is a diagonal matrix then the following sum:
contains terms which are proportional to:
where n i is the number of eigenvalues D ii of the matrix D. This is just the result of the integration (B3). So we can write:
Similarly we have:
Finally, collecting all these results, our integral is given by:
Remembering the standard rule of exponentiation of the determinant we get:
The last expression is just the definition of the superdeterminant. This completes our proof of Eq. (3.16).
C Equations of the Jacobi fields
In this Appendix we would like to prove that Eqs. (3.20) are identical to the equations of evolution of the first variations δξ A of the fields ξ A , i.e. to the equations of the Jacobi fields [2] . For convenience, we will split ξ A in two sets and we will indicate the anticommuting variables with lower capital Latin indices and the commuting ones with Greek indices. The first variation of the action is:
Modulo some integrations by parts, we get that the second variation of the action is given by:
which gives the following equations for the Jacobi fields δξ A :
Multiplying the first equation by ω ρµ and the second one by ω ca we get the following equation for the first variations δξ:
In the previous equations all the derivatives are right derivatives. Using the relations:
we can rewrite the equations of motion for δξ as:
By comparing this equation with (3.20) we can conclude that also for YM theories the fields Γ evolve in time just like the Jacobi fields δξ.
D Proof of Eq. (4.10)
In this Appendix, making explicit use of the equations of motion, we want to prove in detail that L BFV = L FP , Eq. (4.10), i.e. that:
First of all, let us consider the gauge-fixing (GF) parts. From the LHS of (D1) we have that the GF part of L BFV is given by: −π a ∇ · A a +λ a π a . So, using our conventions ∂ µ = (−∂ t , ∇), this GF part of the BFV Lagrangian density can be rewritten as:
where we have used the fact that the Lagrange multipliers λ a are the time components of the fields A a . What we have obtained as last term of (D2) is just the GF term of the RHS of Eq. (D1). Now let us compare the terms of the Lagrangian densities, L BFV and L FP , associated with the bosonic fields. Here we can use the equations of motion of the fields A a :
and the definition of the secondary constraints:
Up to surface terms, the previous identity becomes:
From the definition of the generalized magnetic field B k a we have
Similarly, from the definition of the conjugate momentum we get:
Collecting together (D4) and (D5) we have:
which, once it is replaced in (D3), gives:
This proves that the terms associated with the bosonic variables on the LHS and on the RHS of Eq. (D1) are the same. Finally, we have to prove that the terms which refer to the Grassmannian odd variables of L BFV and L FP are the same. Here we need the equations of motion of C and the definition of the covariant derivative, i.e.
Using them in the L FP density we get for the Grassmannian odd part of L FP :
Up to surface terms, the correspondent terms in the L BFV of Eq. (3.8) are given by:
Expressions (D6) and (D7) are equal. So, since we have proved that also the terms which refer to the Grassmannian odd fields are equal, we can conclude that on shell the BFV and the FP Lagrangian densities are equivalent:
E Equivalence of the FP and the natural CPIs
In this Appendix we want to show that it is possible to integrate away the extra fields present in Z
YM(FP) CPI
to get just Z
YM(NAT) CPI
and this proves the equivalence of the two approaches. As we announced in the paper, we will divide the proof in three parts, showing separately the equivalence of the GF, the ghost and the bosonic parts.
E.1 The ghost part
First of all, we want to compare the ghost parts. By making explicitly the Grassmann integrations over θ andθ in (4.15) we get the following dependence of L FP gh on the fields of the theory:
Going to the functional integral, we have that its ghost part is given by:
For the "natural" CPI of Eq. (2.12) the ghost part is instead given by:
We already know from (4.7) that ψ can be identified with C; if we identify Λ P with η, we get:
It is clear that in the path integral Z YM(FP) gh of (E2) there are six other functional integrals, in the variables C, Λ P , Γ C , Γ C , Γ P , Γ P , which are not present in the associated "natural" path integral of Eq. (E3) . In what follows we want to show that, performing explicitly these integrations, we get a quantity which is independent of the fields of the theory. Let us start by evaluating the integral (E4) over Λ P :
After an integration by parts we get:
Using the gauge-fixing condition ∂ µ A µ = 0 and the properties of the Dirac deltas, we can write
The Dirac delta δ(C b ) allows us to perform immediately the integral over C, putting C = 0 in all the terms appearing in (E1). Next we have only four other functional integrations to perform:
Using the definition of covariant derivative and integrating by parts, we can rewrite one of the terms appearing in the weight of (E6) as follows:
Note that also the integral over Γ C a produces a Dirac delta:
The presence of the inverse of a determinant is due to the fact that the CPI variables Γ associated with the BFV ghosts are bosonic. The Dirac delta δ(Γ P b ) present in (E7) allows us to perform the integral over Γ P b . The result is that we can put everywhere: Γ P = 0 in (E6). The two determinants of Eqs. (E5)-(E7) cancel each other and the result is: gh is given by the determinant in (E8). We want to prove that such determinant does not depend on the fields A c µ . A functional determinant must be considered as derived from a matrix which depends on the space-time variables x:
Using the relation δ(x − x ′ ) = ∂ µ θ(x − x ′ ), we get:
The terms det −1 (∂ µ ) and det −1 (∂ µ ) are independent of the fields A. So it remains only to prove the independence of the term:
where
On the RHS of (E9) we have only performed standard manipulations. The trace in (E9) is zero, thanks to the antisymmetry of the structure constants C a bc . Consequently, the determinant appearing in (E8) is independent of the fields of the theory. This completes the proof that the ghost terms of the two functionals Z YM(NAT) and Z
YM(FP)
are equivalent.
E.2 The bosonic parts
The equivalence of the bosonic parts is much easier to prove. In fact from Eq. (2.14) we have
The previous Lagrangian was obtained by exponentiating the equations of motion derived from the canonical Lagrangian (2.4):
Using in (E10) the equations of motion:
we get
i.e., just the original Lagrangian for YM theories. Using this result and the usual connection with the superfields we can write, up to surface terms
Note that the RHS of this equation is also the bosonic part we would get in Z 
E.3 The gauge-fixing parts
Finally, we have to prove that the two gauge-fixing parts are equivalent. In L NAT gf we have only one term: −π a ∂ µ A a µ , while, using the standard superfields, the gauge-fixing part of L FP is given by:
We can now formally identify the fields π a , which appear in L NAT gf , with the fields Λ λ a , which appear in (E11). Then, integrating Z
YM(FP)
gf over π a , Γ π a and Γ λ a , we get a term proportional to:
The reason why we obtain a determinant and not an inverse of a determinant in (E12) is because there are two anticommuting fields Γ π . The deltas which appear in (E12) are not totally painless to work out since they contain fields which enter the expression of L FP bos . In particular, these Dirac deltas make L FP bos = 0. This could have been foreseen: in fact, our approach is on-shell and, using the equations of motion, we have:
F Proof of (5.10)
In this Appendix we want to prove that if two functions O 1 and O 2 have zero Poisson brackets in the standard phase space then the associated 
where each letter in the exponent of the minus sign indicates the Grassmannian parity that we have to introduce to take into account the fact that the CPI fields have mixed Grassmannian parity. The term on the RHS of (F2) must be compared with the Liouvillian associated with the standard Poisson brackets between O 1 and O 2 :
which is just −i times the RHS of (F2). Similar relations hold also for the terms coming from the other commutators, i.e.:
Let us consider the second term coming from the definition of O 3 , i.e.
From this equation we get four different terms because the derivatives w.r.t. ξ B and ξ E can be applied on both O 1 and O 2 . Let us write explicitly these four terms with the correct grading factors. By applying − → ∂ B over O 1 and ← − ∂ E over O 2 we get:
which, modulo a factor i, is just the first term on the RHS of (F5). By applying the derivatives w.r.t. ξ E and ξ B over O 2 we get
which is just the RHS of Eq. (F3) multiplied by −i. If we apply both the derivatives over O 1 we get:
which is −i times the RHS of Eq. (F4). Finally, if we apply the derivative w.r.t. ξ E over O 1 and the derivative w.r.t. ξ B over O 2 we get:
which is −i times the second term on the RHS of (F5 
G Proof that Q, Ω = 0
In this section we want to prove that the two BRS charges, the universal Q of the CPI and the one Ω, due to the gauge invariance of the theory, commute. First of all we need the explicit expression of the BRS-BFV charge, which from Eq. (5.8), is:
The expression of the CPI BRS charge is much more simpler (5.1):
The non zero commutators of the theory are:
A . Let us start by rewriting the non zero commutators of the first four terms of Ω with Q:
The first and the second commutator are opposite, as well as the third and the fourth. Something similar happens for all the other commutators. A first set is the following:
In the previous formula each commutator appears together with its opposite, so they do not give any contribution to the commutator [ Ω, Q]. Let us go on with other commutators:
Also this block of three commutators gives a zero contribution to the commutator [ Ω, Q] since all the terms in the RHSs of Eq. (G2) are one the opposite of the other. Let us consider the next block of four commutators:
Finally, we have the last block of three blocks of three commutators:
It is easy to realize that the RHSs of each of the three blocks of commutators contain terms which are one the opposite of the other. This means that the contributions to the commutator [ Ω, Q] of each of the three blocks above are zero. This concludes our proof that Q, Ω = 0.
