Mathematically, the contaminant transport in an aquifer is described by an advection-diffusion equation and the identification of the contamination sources relies on solving a complex ill-posed inverse model against the available observed data. The contaminant migration is usually monitored by spa- * Corresponding author tially discrete detectors (e.g. monitoring wells) providing temporal records representing sampling events. These records are then used to estimate properties of the contaminant sources, e.g., locations, release strengths and model parameters representing contaminant migration (e.g., velocity, dispersivity, etc.). These estimates are essential for a reliable assessment of the contamination hazards and risks. If there are more than one contaminant sources (with different locations and strengths), the observed records represent contaminant mixtures; typically, the number of sources is unknown. The mixing ratios of the different contaminant sources at the detectors are also unknown; this further hinders the reliability and complexity of the inverse-model analyses. To circumvent some of these challenges, we have developed a novel hybrid source identification method coupling machine-learning and inverseanalysis methods, and called Green-NMFk. It performs decomposition of the observed mixtures based on Non-negative Matrix Factorization method for Blind Source Separation, coupled with custom semi-supervised clustering algorithm, and uses Green's functions of advection-diffusion equation.
Introduction
For several decades, one of the most important research topics in the hydrological sciences has been the contaminant transport in subsurface environment [1, 2] . The research has been driven by substantial challenges associated with prediction and remediation of contaminant plumes in natural environment. Most of these challenges are due to uncertainties associated with contaminant sources (e.g. source locations, emission strengths, release transients, etc.) as well as contaminant migration (e.g., velocity, dispersivity, etc., related to aquifer and contaminant transport properties). To determine the number of the contaminant sources, their locations and the physical properties impacting contaminant plume behavior from a set of observations, collected at multiple locations and times, is an important task that can yield important information much needed for contaminant fate and transport predictions, hazard and risk assessments, and remediation. Most often, the information about contamination sources and contaminant migration in an aquifer is limited or not available, which explains the increasing use of complex numerical inverse model analyses [3, 4, 5, 6, 7, 8] and multivariate statistical and machine learning techniques [9, 10, 11, 12, 13] utilized in response to the need of accurate predictive approaches of perpetually increasing number of environmental management problems caused by contamination groundwater-supply resources [14] .
The existing methods for contaminant source identification, for calibration and validation, rely (in some form) on available contamination site observations. The tools for observation of contaminant plume are various types of detector (sensor) arrays recording spatiotemporal behavior of the contaminant plumes. The detectors are typically monitoring wells.
Importantly, these detectors typically measure mixtures of signals originating from unknown number of contaminant sources, which presents an additional challenge. If the original contaminant signals causing the observed mixed contaminant plumes can be successfully "unmixed", then decoupled physics (geochemical) models may be applied to analyze the propagation of each contaminant independently.
In this paper we present a new hybrid method, which we call GreenNMFk, for identification of unknown sources. Green-NMFk is utilizing (a) the Green's function of the corresponding partial-differential equation, in the case of contaminant transport it is advection-diffusion equation, (b) a Blind Source Separation (BSS) technique [15] , based on Non-Negative Matrix Factorization (NMF) [16] , combined with a custom made semi-supervised clustering algorithm [17] , to unmix the observations and identify the contaminant sources, and (c) Akaike Information criterion.
Using synthetic data, we demonstrate that Green-NMFk is capable of accurately determining the unknowns: number, locations, and physical characteristics of a set of unknown contaminant sources from observed samples of their mixtures, without any additional information about the sources or physical properties of the medium where the contaminant transport occurs. Furthermore, the method also estimates the contaminant transport properties of the medium, such as advective transport velocity, and dispersivity.
By combining model-free machine BSS approach with inverse-problem analysis we are able to solve problems, which present challenge for usual BSS methods, but are very common in practical applications: signals that change their form with time, either because of the fundamental nature of the propagation process, or because of the properties of the media.
Statement of the problem
The main goal of the paper is to present a novel hybrid method, which we call Green-NMFk, that combines the Green's function of the advectiondiffusion equation with a semi-supervised adaptive machine learning approach for identification of contaminant sources in porous media, based on a set of observations. We assume that the observations are taken at several detectors, dispersed in space, and monitoring contaminant transient over a representative period of time. When there are multiple contamination sources in the aquifer each detector registers a mixture of contamination fields (plumes) originating from different sources (release locations). It is assumed that each contaminant source is releasing the same geochemical constituent that is mixed in the aquifer and the resultant mixture is detected at the observation points (detectors). If each source was releasing different geochemical constituents, the analyses will be somewhat simpler and different; however, similar methodology can be applied with minor adjustments. Our objective is to identify the unknown number, release locations and physical parameters of the original contamination sources, which requires first to decompose the recorded mixtures to their original components. This decomposition allows us to use the Green's function of the advection-diffusion equation to extract the physical parameters, location coordinates and time dependence of the sources. In the rest of this section, we present the general mathematical formulation of the problem, and introduce the notations we are going to use.
Advection-diffusion equation
At equilibrium, the mathematical description of transport of solute in a medium can be derived by the general principle of conservation of mass by applying the continuity equation [18] . In its general form, this transport is described by linear partial-differential parabolic equation:
This equation describes the rate of change of the concentration of the solute/contaminant C(x, t), defined in some (space and time) domains:
The matrix D is the hydrodynamic dispersion, which is a combination of molecular diffusion and mechanical dispersion (in porous media the latter typically dominates). While the diffusion part of the matrix D is diagonal, the dispersion is generally not. The advective velocity u (also known as pore velocity, representing Darcy groundwater flow velocity divided by medium porosity) is caused by the bulk motion of the fluid in the aquifer. Q is the source strength function, representing possible sinks and sources of the contaminants. The term involving L describes possible chemical transformations of the contaminant. In the following, we will neglect this term, assuming that L = 0. Note that this type of equation also describes heat transport in various media (with or without convection) [19] , and the exact procedure presented here can be applied to this problem as well. For simplicity, we will consider a (quasi-)two-dimensional medium, so x ∈ R 2 , and we assume that z is a constant, z = z 0 . We also make two additional simplifying approximations. The first is that u is uniform, ·u = 0 (although u remains unknown), so we can simplify Eq.1 by choosing the advection velocity to be along the x-axis. The second is that D is uniform (does not depend on the coordinates), which allows to rewrite Eq.1 as:
Note that although the molecular diffusion usually obeys
, due to the presence of mechanical dispersion, we have: D x = D y , because the advection motion breaks the isotropy of space. We will consider Q to be a collection of point sources localized in both space and time, so it can be written as: Q ∼ Q s δ(x − x s )δ(y − y s )δ(t − t s ), where the index s specifies the coordinates and the release time of the s-th contaminant source. Here δ(...) denotes Dirac delta-function [20] , We assume the sources are points in space and the contaminant mass release is instantaneous at time.
To uniquely specify a solution of Eq.2, we need to impose initial and boundary conditions. We also assume that these is no contamination before the sources start emitting, and the initial condition is C(t < min(t s )) = 0. The choice of boundary conditions is more complicated, and either Dirichlet, Neumann or Cauchy boundary conditions can be appropriate, depending on the specific details for a given site problem. For simplicity, we will concentrate on the case of an infinite two-dimensional space, assuming that the aquifer is large enough so its boundaries do not affect the distribution of C, at least at the time-scales of interest. In this case, we can choose for a boundary condition at infinity either Dirichlet or Neumann:
Since Eq.2 is a linear partial differential equation, we can use the principle of superposition to write the solution with the specified source term:
Here G(x, t) is the Green's function of the diffusion-advection equation, describing solution with a point (both in space and time) source of unit strength:
Here, the source is located at x s = (0, 0), and it is active at t s = 0. In our case, Q is a combination of several point sources, which (with the help of the properties of the delta function) allows us to replace the integral in Eq.3 with a sum over them:
Here, N s is the total number of sources, and Q s is a constant contaminant mass release that specifies the strength of the s-th source at time t s and location x s . The Green's function for Eq.4 is well known [21] , and can be written as:
where x and y are the components of the vector x and t > 0 (again, note that this implies a specific choice for the advection velocity u = (u x , 0)). Apparently, G(x, t) trivially satisfies the boundary condition at infinity.
It is important to note that despite the fact that here we are considering explicitly only point sources, the developed method we will introduce in the next sections can be straightforwardly applied to sources with more complicate space and time dependencies: Q ∼ f (s) (x, t). In this case, according to the general principle of superposition [18, 22] , the solution of Eq.2 can be written as:
The above integral over the source time and spatial coordinates (with known functional dependence f (x, t)) can be solved analytically, and the result for C(x, t) reduces to a closed-form expression (cf. [22, 21] ). But even if this is not the case, the method we discuss in the rest of the paper will work for C(x, t) obtained using a numerical integration.
Blind Source Separation (BSS) methods
In the typical BSS problem [15] , the observed data, V , (V ∈ M n,m (R)), is formed by a linear mixing (at each one of the n detectors) of d unknown original signals, H, (H ∈ M d,m (R)), blended by an also unknown mixing matrix, W , (W ∈ M n,d (R)), i.e.,
where ∈ V n,m (R), and denotes presence of possible noise or unbiased errors in the measurements (also unknown). If the problem is solved in a temporally discretized framework, the goal of a BSS algorithm is to retrieve the d original signals (sources), H, that have produced n observation records, V , at t m discretized moments in time, at which the signals are recorded at the detectors. Since both factors H and W are unknown (the size d of these matrices is also unknown, because we do not know how many sources have been mixed at each detector record), the main difficulty in solving a BSS problem is that it is under-determined. There are two widely-used approaches to resolve this BSS underdetermination: Independent Component Analysis (ICA), [23, 24] , and Non-negative Matrix Factorization (NMF), [25, 16] . ICA presupposes a statistical independence of the original signals and thus aims to maximize the non-Gaussian characteristics of the estimated sources in H. The other approach, NMF, is a unsupervised learning method, created for parts-based representation, [26] in the field of image recognition, [25, 16] , that was successfully leveraged for decomposition of mixtures formed by various types of signals [27] . In contrast to ICA, NMF does not seek statistical independence or constrain any other statistical properties (i.e., NMF allows the original sources to be partially correlated); instead, NMF enforces a non-negativity constraint on the original signals in H and their mixing components in W . NMF can successfully decompose large sets of non-negative additive observations, V , by leveraging the multiplicative update algorithm [16] . However, the original NMF algorithm requires a priori knowledge of the number of the original sources.
Recently, we reported a new methodology, we called NMFk, where the coupling of the original NMF algorithm with a custom semi-supervised clustering based on k-means algorithm that allows us to identify the unknown number of sources based on the robustness of the solutions. The machine learning part of the developed here new hybrid method, Green-NMFk, is following the ideas of NMFk originally reported in [17] .
The hybrid method Green-NMFk
If we wanted to calculate the signal at a given detector location, composed as a mixture of signals from a set of known sources the explicit form of the Green's function, (Eq.6) could be enough to solve the problem. However, we are aiming to solve a more complicated inverse problem: to determine the characteristics of an unknown number of sources based on their mixed signals recorded by multiple detectors. Since this type of problems is known as BSS problems, and the signals are non-negative, at a first glance NMF appears as a good match for our task, moreover the multiplicative algorithm utilized by NMF is very efficient and powerful. Yet, despite their advantages, none of the direct BSS based methods is directly appropriate for our task. The issue is in the nature of the process of contaminant transport itself.
Indeed, while some physical processes (e.g., dispersionless processes subject to wave equation) could permit signals that keep their form undistorted as they travel through the medium, the parabolic equation describes diffusion. To examine the consequences of this, let us consider a single point source. Detectors situated at different distances from the source will record distinct signals, differing in shape and time dependence (this is easy to deduce from the general form of the Green's function in Eq.6). This distortion is difficult to be treated by the BSS methods by themselves. Indeed, there is an NMF method, the so-called convolute NMF [28] , that could be applied in this case, however, its algorithm does not take advantage of the knowledge of the diffusion processes involved in the contamination problem, and hence the reconstruction of the original signals would not necessarily resemble straightforwardly the solution of the advection-diffusion equation. Furthermore, this method will not provide insights about the physics parameters impacting the signal propagation through the medium.
The hybrid method, we are proposing here, takes advantage of our knowledge of the physical processes involved in the signal formation by using the explicit form of the Green's function of the advection-diffusion equation (unlike the typical BSS methods, which are model-free methods). We would also apply our previously developed NMFk protocol [17] for decomposition of the mixtures of contamination fields recorded by each detector and estimation of the (unknown) number of sources, based on their robustness.
Note that the issue of signals changing their form as they propagate is fairly common one, and applies to, for example, signals composed of dispersive waves. The method we present below can be used to treat these important problems as well, with a suitable change of the Green's function.
Methodology
In the previous section, we presented the problem and introduced some notations. In this section, we will focus on our approach to identifying the contaminant sources. The general method we propose in this work has two well-separated stages: (a) Nonlinear minimization and (b) NMFk-type estimation of the unknown number of sources based on the robustness of the solutions.
Nonlinear minimization
The first step in our method is a nonlinear minimization. Based on the Green's function of advection-diffusion equation, we know the explicit form of the original signals at times t q , q = 1, 2, .., t max and at the locations of each of the n detectors (x p , y p ), p = 1, 2, .., n. These signals originate from N s sources, located at the point locations (x i , y i ), i = 1, 2, ..., N s , with source strengths Q i . Therefore, we have to solve a NMF-type of equation like:
where,
and is the Gaussian noise or unbiased measurement errors. As explained earlier, the signal at each detector is a superposition of contributions from all N s sources (note that depending on source/detector locations the contribution of some of the sources may be negligible). Although we know the coordinates of each of the detectors, (x p , y p ), p = 1, 2, .., n, and for each individual source we know the functional form of its Green function, G i , i = 1, 2, .., N s , the physical parameters, Q i , x i , and y i characterizing the contaminant sources and the contaminant transport characteristics u x , D x , and D y are still unknown. The goal of the minimization procedure is to obtain the physical parameters and transport characteristics, which reproduce (with some accuracy) the observed data, rather than just reconstruct unknown functional dependence in space and time. This considerably simplifies the problem, and for many cases the minimization can be carried by well-known nonlinear least-squares procedures (for example, Levenberg-Marquardt [29] ) as implemented in the LANL's open source MADS (http//mads.lanl.gov; [30, 31] ) and applied to minimize the cost function O,
The minimization of this cost function assumes that each measurement at a given space-time point is independent Gaussian-distributed random variable, which correspond to the white noise, . If each detector has its own and different (possibly time-dependent) measurement error, minimizing the cost function in Eq.12 should be replaced by a weighted least-squares procedure, where the cost at each point is weighed by the inverse square of its measurement error. Note that since Gaussian functions form basis in the functional space, none of them can be presented as a linear combination of each other, which guarantees an uniqueness of the minimum of the cost function in (Eq.12).
However, there is one parameter that cannot be extracted directly by minimization of O in Eq.12: This parameter is the unknown number of contamination sources N s , which we need to consider in the explicit form of the solution.
To identify the unknown number of the original sources, N s , we leverage our NMFk protocol [17] .
NMFk
If we know the number of sources N s , the first step described in the previous section would be all that is needed: from the best solution of the minimization procedure (with known N s ), we would extract the desired estimates of the physical parameters, and thus solve the inverse problem. Unfortunately, the true number of sources is typically unknown, and we have to identify this parameter from the observations. However, the solution of Eq.12, is based on some (often inaccurate) initial guess for the unknown parameters. A naive approach would be to explore all of the possible solutions applying the nonlinear minimization described in the previous section for a range of possible number of sources. Then the solution with the smallest reconstruction error will eventually identify the number of sources, N s . However, this is obviously a flawed approach -the over-fitting will certainly lead to an over-estimation of the number of sources: more free parameters will generally lead to a better fit, irrespective of how close the estimated number of sources is to the real one.
The original NMF also requires a priory knowledge of the number of the original sources. Previously, by coupling the NMF with a custom semisupervised clustering, we have demonstrated that the number of the original sources can be estimated based on the robustness and reproducibility of the solutions [17] . This approach was introduced to decompose the largest available dataset of human cancer genomes [32] , and then extended for decomposition of physical signals/transients [17] .
Specifically, the NMFk protocol explores consecutively all possible numbers of original sources, i = 1, 2..., d, and then estimates the accuracy and robustness of the solutions with different number of sources. Thus, NMFk performs d sets of M simulations, called runs, where each run is using different number of sources, i = 1, 2, ..., d, with random initial guesses for the unknown parameters. At the end of each run, we result with a set of M solutions, U d , where each solution contains two matrices, H 
After that, NMFk leverages a custom semi-supervised clustering to assign each of these M solutions in a given set U d to one of d specific clusters. This custom semi-supervised clustering is a k-means clustering that, however, keeps the number of solutions in each cluster equal. For example, for the case of d = 2, after a run with M = 1, 000 simulations (performed with random initial guesses for the unknown parameters), each of the two clusters will contain 1, 000 solutions. Note that we have to enforce the condition that the clusters are with equal number of solutions, since each NMF simulation contributes equal number of solutions for each source. During clustering the similarity between sources h 1 and h 2 is measured using the cosine distance (also known as cosine similarity) [33] , ρ(h 1 , h 2 ),
The main idea for estimating the unknown number of sources is to use the separation between the clusters as a measure of how good is the particular choice of d as the number of the unknown sources. In the case of the underfitting, for solutions with d less than the actual number of sources, N s , we expect that the clustering would be good; several of the sources could be combined to produce one "super-cluster". However, clustering will break down significantly in the case of over-fitting, when d exceeds the true number of sources, N s . Indeed, in this case, even if the reconstruction error of the solution is small, we do not expect the solutions to be well clustered, since there is no unique way to reconstruct well the solutions with d > N s , and at least some of the clusters will be artificial, rather than real entities. Thus, the quality of the clustering can be used as an indicator of the solution robustness and applied to identify the number of sources. Hence, we estimate the degree of clustering for different number of sources, and plot it as a function of d, and we expect a drop after d crosses the N s value [17] . To quantify this behavior, after the clustering, we compute the Silhouette widths [34] of the clusters, and construct the average Silhouette width, which is a measure of how well the solutions are clustered (i.e., reproduced) if we consider d original sources.
In addition to the average Silhouette width, we use the NLS reconstruction error (Eq.12) to evaluate the accuracy with which the average solutions, that is, the derived centroids of the clusters [H Specifically, we select N s to be equal to the number of sources that accurately reconstruct the observations (i.e., their average reconstruction error is small enough) and whose clusters of solutions are sufficiently robust (i.e., their average Silhouette width is close to 1).
This condition can be formulated with the help of the Akaike Information criterion (AIC) [35] . To calculate AIC, we take all possible numbers of sources that lead to a Silhouette width above certain threshold (for example, 0.7). Then, we compare these models by calculating (for each number of sources d) the value:
where L is the likelihood functions of the model with given d, and we define it using the average reconstruction error O (d) of the solutions we have kept in the clustering procedure for this particular d: ln(L) = −(N/2) ln(O (d) /N ) (N = n * m, is the total number of data points; the product of the number of detectors n by the number of time observations m). The AIC is a standard measure of the relative quality of statistical models, which takes into account both the likelihood function (in our case determined by the average reconstruction error) and the degrees of freedom needed to achieve this level of likelihood (number of sources). Choosing the model that minimizes AIC helps avoid over-fitting.
Based on this approach, we have developed the Green-NMFk algorithm for identifying the number and characteristics of contaminant sources subject to advection-diffusion equation.
Results

Green-NMFk test workflow
Below is the summary of the main steps of the analyses performed to test our methodology:
1. Generate the observation matrix: For a given setup of the detector locations (e.g., Fig.1A and B) , as well as for the chosen (in principle arbitrary) values for u, D x , D y , source locations and source strengths Q s , generate a synthetic dataset (matrix) for a discrete set of observation times for each detector. To do so the concentration transients generated from each source are computed using an analytical solution [21, 30] and the predicted concentrations for each detector are added into a matrix representing the mixtures of the N s sources within the contamination plume at each of the n detectors. If we have solutions with reconstruction error less than 0.1%, we only cluster them, calculate the average Silhouette width and go to the next step. If we do not have any solutions that reconstruct the observations with our acceptance criterion, we take the first 20% of the solutions, sorted by the way how well they reconstruct the observations, and cluster them iteratively: we remove a fixed (small) percent of the worst solutions (outliers), cluster the remaining ones and compute the average Silhouette width. Next, we repeat the previous step until one ( Silhouette width and average reconstruction NLS error (Eq.12) of the obtained solutions, in order to find the optimal number, N s , of original unknown sources. To automate the process and to make the choice of N s more robust, we use also AIC.
Extract the physical parameters:
Once N s is estimated, extract the parameters for each source, by taking the centroids of the clusters with d = N s . 6. Validate the results: To make sure the obtained parameters (including the number of sources) provide a reasonable estimate of the observations, we take two additional validation steps. First, we use the estimated parameters to compare the calculated and observed state variables (concentrations) at each detector. Second, we also verify that each one of the sources contribute reasonable portion (more than 1%) to the signal detected by at least one detector; this is a good way to check against over-fitting.
The constraints in this workflow can be further optimized depending on the nature of the solved problem without any lost of generality of the algorithm proposed above.
Synthetic Data
To illustrate our method, we apply Green-NMFk to identify sources from four synthetic data sets. For this purpose, we consider two general detector/source configurations (represented in Fig.1 , and all sources are releasing contaminants with constant concentration equal to 0.5 mg/L. In the second general configuration (Fig.1B) , the source coordinates are: S1 = (−0.9, −0.8), S2 = (−0.1, −0.2), and S3 = (−0.2, 0.6), with release concentrations: 0.5 mg/L, 0.7 mg/L, and 0.3 mg/L, respectively.
To make the problem more realistic, we set the physical parameters of the sources and the medium to be in ranges consistent to these observed at actual groundwater contamination sites. Thus, in both setups the distances are measured in kilometers, the advection velocity: u = 0.05 km/year, and its direction was chosen as the x-axis of the coordinate system. We have assumed a significant anisotropy in hydrological dispersion: D x = 0.005 km/year 2 and D y = 0.00125 km/year 2 (thus, D y /D x = 0.25, due to the presence of advection and mechanical dispersion). We also assume t 0 (the time of source activation) to be known, and take it for all sources to be −10 years (10 years before the start of data collection). We consider a time span of 20 years (starting with t = 0), with measurements taken four times per year, so there is a total of 80 time points for each detector. Mixing the sources at each detector with added Gaussian noise with strength 10 −3 , we construct four different observation sets (observational matrices) based on the two test setups presented in Fig.1 .
To allow the minimization procedure to work on all data points simultaneously, we combine the observations in a single vector with n × m elements (n is the number of detectors and m is the number of time observations; m = 80). Further, we write a function which is a linear combination of N s Green's functions (for N s point sources), each with unknown coordinates x s and y s , and unknown strength Q 1 , Q 2 , Q 3 , ... Q Ns . Also unknown are the parameters of the medium u, D x , and D y . Starting with random values for the unknown parameters, the NLS minimization procedure is executed which adjust the values of the unknown parameters until the l2-norm of the cost function does not change appreciably, or the maximum number of iterations is reached. For each possible number of original sources (d ≤ n), using the constructed observation matrices, we performed runs, each with M ≤ 10, 000 simulations. Then, following the workflow in Section 4.1, we gradually prune the simulations, guided by the quality of clustering. 
Green-NMFk results
The first setup (Fig.1A) has four point sources and nine detectors. In Fig.2 , we demonstrate the average reconstruction error and average Silhouette width obtained for different number of unknown sources d. As it can be seen, the results unambiguously point to conclusion that there are four sources, N s = 4. The average Silhouette width first slightly decreases as we move from one to three sources, while the reconstruction error remains relatively high; then the Silhouette width drop sharply as we go from four to five sources (Fig.2) . With the increase of the number of sources from 4 to 5 and so on, we also observe that the reconstruction error remains almost the same, while the average Silhouette width of the clusters decreases. The values of the AIC function given in Table 1 Table 2 and are also very accurate.
The next three analyses are based on the second setup presented on First, we choose the second set to have only one point source, S3, with coordinates (−0.2, 0.6) and strength Q = 0.3, and three detectors; D3, D2, D4. In Fig.3 , we demonstrate the average reconstruction error and the average Silhouette widths obtained at the end of the procedure for different number of sources d. The method correctly selects only one source, and the values of the AIC function given in Table 1 confirm this choice. With the increase of the number of possible sources from 1 to 2 and then 3, we observe that the reconstruction error grows, while the Silhouette width of the clusters decreases. The methods yields for the advection velocity u = 0.050125 km/year, and for D x = 0.005002 km/year 2 and D y = 0.0012475 km/year 2 . The source parameters provided in Table 2 also demonstrate a good agreement between the estimated and true parameter values.
Next, using another combination of sources, S1 and S2, and detectors D1, D2, D3, and D4 (Fig.1B) , we again execute our algorithm. Again, the results convincing identify the correct number of sources, N s = 2 (Fig.3) . The Silhouette widths first slightly decrease as we move from one to two sources in our reconstruction procedure, and then drop sharply as we go from two to three (Fig.3) . Combined with the accompanying increase in the reconstruction error between two and three source, this clearly points to two sources as the best estimate for N s . The values of the AIC function, feasible with this conclusion, are given in Table 1 . The estimated parameters are also very good: u = 0.05224 km/year, D x = 0.0050125 km/year 2 and D y = 0.0012496 km/year 2 ; Table 2 lists also the estimated strengths and the coordinates of the sources.
In our last test case, the signals are mixtures of all three sources, S1, S2, Table 2 lists the source parameters. The values of the AIC function, are given in Table 1 . Based on the results presented in Table 1 and the figures in this section, both the Silhouette width cut-off and the AIC criteria produced equivalent results for estimating the unknown number of sources. This is important observation considering that both metrics (Silhouette width and AIC) explore very different properties of the estimated solutions. The Silhouette width focuses on the robustness and reproducibility of the solutions, while the AIC scores evaluates the solution parsimony.
The true and calculated parameters of the sources for all considered configurations are given in Table 2 Table 2 : Green-NMFk results presenting estimated model parameters for 1, 2, 3 and 4 sources.
Conclusions
Our analyses demonstrate the applicability of the new hybrid method that couples machine-learning and inverse-analysis techniques. It is based on a NMF method for BSS combined with a custom semi-supervised clustering and the explicit form of the Green's function of the governing partial differential equation (PDE). The coupling between the Green's function solutions and the machine learning is based on iterative non-linear least-squares minimization procedure. We called this method Green-NMFk. The machine learning part of Green-NMFk (NMFk) is based on our previous work [17] . Green-NMFk is applied for identification of contaminant sources and PDE model parameters. In the synthetic tests, we generated datasets representing unknown contaminant sources detected as a set of mixed signals at a series monitoring wells (detectors). Using only these datasets, we correctly identified the number and location of the sources properties of the contaminant migration through the flow medium (advection velocity and dispersion coefficients). In presented analysis, our method correctly unmixed (deconstructed) the contamination fields (plumes) from the mixtures observed at the monitoring wells (detectors). It is assumed that each contaminant source is releasing the same geochemical constituent that is mixed in the aquifer, and the resultant mixture is detected at the observation points (detectors). The solved inverse problem is under-determined (ill-posed). To address this, the Green-NMFk algorithm thoroughly explores the plausible inverse solutions, and seeks to narrow the set of possible solutions by estimating the optimal number of contaminant source signals needed to robustly and accurately reconstruct the observed data. This allows us to estimate the unknowns: number of the contaminant sources, their locations, strengths, dispersivity, and advection velocity. Future work will include applying of the Green-NMFk to a real world data and probabilistic analyses of the uncertainty associated with the solutions identified by Green-NMFk.
The possible applications of the developed Green-NMFk approach are not limited to groundwater contamination problems. Various phenomena can be modeled by the diffusion equation, such as heat flow, infectious disease transmission, population dynamics, spreading chemical/biochemical substances in atmosphere, and many others. In general, the presented here method can be applied directly to any problem that is subject to partial-differential parabolic equation, where mixtures of an unknown number of physical sources are monitored at multiple locations. Green-NMFk can be also applied with differ-
