We compare screened real-space and reciprocal-space implementations of Korringa-Kohn-Rostoker electronic-structure method for their applicability to largescale problems requiring various levels of accuracy. We show that real-space calculations in metals can become impractical to describe energies. We suggest a combined r-and k-space scheme as the most efficient and flexible strategy for accurate energy calculations. Our hybrid code is suitable for ͑parallel͒ large-scale calculations involving complex, multicomponent systems. We also discuss how details of numerical procedures can affect accuracy of such calculations.
I. INTRODUCTION
Modern ab initio density-functional, electronic-structure methods provide the ability to study many materials-science problems ͑such as, phase diagrams, mechanical behavior, structure-property relations, etc.͒. However, understanding and controlling materials properties can be achieved, in many cases, only in highly accurate calculations because energies on the order of meV ͑or eV for magnetocrystalline anisotropy͒ usually dictate the temperature scale and stability.
Realistic materials problems require consideration of complex systems, not just crystals with several atoms per cell at zero temperature, e.g., multicomponent alloys in a wide range of temperatures with compositional and/or structural inhomogeneities ͑partially ordered alloys, dislocations, nonideal multilayers, films on surfaces, etc.͒. At present, many real-space, electronic-structure schemes, e.g., Refs. 1-6, are based on real-space (r-space, RS͒ implementation of the Green's function, Korringa-Kohn-Rostoker ͑KKR͒, method. They are highly computationally efficient techniques for treating large, complex systems because they scale as O(N) (N is a number of atoms per cell͒ and use reasonably small basis sets. In all RS implementations of KKR-like methods it is assumed that a local interaction zone ͑LIZ͒ around each atom containing a reasonably small amount of atoms provides sufficient accuracy to describe the whole system. Importantly, efficiency of such calculations is greatly improved by a proper choice of localization ͑or screening͒ transformation of the density-functional theory Hamiltonian due to significant size reduction of the LIZ. [7] [8] [9] Some evaluations of the screened ͑Scr͒ KKR method for largescale electronic-structure calculations have been performed both for real-space 5, 6 and reciprocal-space (k-space, KS͒ ͑Refs. 9-11͒ cases. These publications emphasize mainly positive sides of the method for ground-state calculations of ideal systems, not considering requirements imposed by specifics of the materials-science problems. For instance, the coherent potential approximation ͑CPA͒ is introduced frequently to take into account disorder/temperature effects essential for materials research; the CPA equations can be solved properly only if Green's function is calculated with high accuracy ͑better than 10 Ϫ3 if a tolerance for CPA solution is chosen about 10 Ϫ5 , see Ref.
12͒. Real-space techniques can provide O(N) time and memory scalings in the system size for any arrangement of the atomic positions depending on accuracy requirements and under certain assumptions. For example, the locally selfconsistent Green's function method 5 is intended mainly for crystalline systems with simple underlying lattices. The screened k-space KKR version ͑unlike RS implementation͒ is able to produce spectral properties, such as density of states, with the accuracy comparable to any conventional k-space method, 9 ,10 though the aspect of what level of the accuracy can be expected in realistic calculations has not been analyzed thoroughly in previous publications. Ideal ͑and trivial͒ parallelization of the Green's-function contour integration for total energy calculation is easily provided within KKR method in both r and k representations.
In this paper we explore the possibility of combining advantages of both approaches, and give detail comparison between r-and k-space screened KKR schemes with a constraint that the results have the same accuracy. We show that exploiting both r-and k-space methods, and making use of the sparsity of the matrices, is a necessary and efficient scheme ͓with better than O(N 2 ) scaling for many metallic systems 13 ͔ to perform materials-science-related, accurate, electronic-structure calculations on relatively inexpensive work-station clusters. We also discuss how a screening technique and temperature broadening can produce inaccuracy in calculated energies. Problems concerning the scaling or interplay of the screening and CPA approaches are addressed in separate publications. 13, 14 Many of the results here reflect upon other methods that use localized basis sets.
II. IMPLEMENTATION
All physical information about the system can be extracted from its Green's function. The procedure to construct Green's function in atomic-sphere approximation ͑ASA͒ of the KKR method has been described in many publications. In our multiatom-per-cell implementation, we followed, in particular, Refs. 9,14 -16.
A. The screened KKR method
The KKR formalism ͑see, e.g., Ref. 17͒ is based on the well-known Dyson equation connecting the Green's functions of two different potentials V(r) and V re f (r)
We note that the choice of the potential V re f being arbitrary, does not depend on the basis sets used for the calculation, and a reference system or medium may be chosen independently for each E.
Traditionally the quantity to be calculated in KKR multiple-scattering theory is the scattering-path operator, 18 defined by the matrix T(E)ϭ͕ LL The generalization to complex E is straightforward, but the property of structural matrix G(E)ϭG † (E*) must be used instead, doubling memory requirements over that of Segall. 15 For the original ͑unscreened͒ KKR method, one must solve Eq. ͑3͒ with G ref ϭG
0 . As apparent from Eq. ͑5͒, G 0 has an exponential decaying real-space behavior ͑as ͉rϪrЈ͉ →ϱ) for any complex energy with non-negative ImE ͑ex-cluding the case with ImͱEϭ0). This fast-decay property of the free-space Green's function was used in Refs. 16 and 19 to accelerate KKR calculations. In fact, Johnson et al. 16 utilized real-space clusters, as developed by Herman and Stocks, 20 for solving the KKR equations. This real-space cluster idea was used recently to produce the locally selfconsistent multiscattering ͑LSMS͒ O(N) method. 4 However the effective radius of the decay region grows to infinity when E approaches the spectrum of the systems at the Fermi level on the contour, i.e., when ImͱE→0 at positive ReE, making the local method dubious for some systems, such as metals, as we discuss in our results.
A carefully chosen reference system, such as nonoverlapping hard spheres ͑constant-repulsive potential V re f with radius R HS ) centered at positions of the atoms, also effectively produces a screened G re f for any complex energy. If the chosen reference medium does provide sufficient screening, Eq. ͑4͒ can be solved efficiently in the coordinate space. To find the ''true'' Green's function of the system given in Eq. ͑3͒, the r-space representation ͓as in screened LSMS method 6 ͑Scr-LSMS͔͒ or the k-space representation ͓as in screened KKR method 9 ͑Scr-KKR͔͒ can be used. For the Scr-KKR, it is supposed that Eqs. ͑2͒ and ͑3͒ are solved for each k point, and T(E) is a result of Brillouin-zone integration. In this case, the lattice 
B. Matrix inversion: RS vs KS
In our implementation for an N inequivalent atom system ͑cell size͒, the most time consuming computational steps for this many-atom system are the matrix inversions in Eqs. ͑3͒ and ͑4͒. Due to the screening, the inversion of the matrix of the whole system in Eq. ͑4͒ can be replaced by N inversions of smaller matrices known as LIZ approach 4 and this step is the same both in r and k spaces. Their size is predefined by the number of neighboring sites in the screening cluster N scr enough to approximate scattering processes for the reference system chosen. N scr depends on both the parameters of reference potential and the packing of the structure, and, in general, must be determined for each system/problem.
To calculate G in Eq. ͑3͒, a similar LIZ approximation can be used while working in r space: an inversion of ''big'' matrix ͓IϪ(tϪt
for given E can be replaced by the N inversions of smaller matrices with a rank proportional to the size of a cluster used for RS inversion, N inv . We emphasize that N inv depends not only on the size of the screening cluster N scr and decaying properties of G ref but also on the spectrum of the original system and the value of E ͑where, in general, N inv N scr ). Specifically, each eigenvalue contributes (EϪ )
Ϫ1 to the Green's function, hence N inv grows exponentially for metals when energy E approaches an eigenvalue of the system . When E is close to the positive part of the real axis, electrons with EϷ should be able to propagate to large distances ͑to infinity if ImE→0), with a corresponding increase in the size of LIZ. But, if the real part of E is negative, then N inv ϭN scr can be used in most cases due to a good localization of electrons. Moreover, with N inv ϳ60Ϫ100, calculations can be carried out even without screening, 4 which, in fact, was done originally in the KKR-CPA for E with large imaginary parts by Johnson et al. 16 The screened KKR method in r space will provide O(N) scaling for large N to evaluate the Green's function if, and only if, N inv is much less than N for any value of E used. Unfortunately, as we shall show below, O(N) scaling is not found in many practical applications because often the required accuracy is reached only with impractically large values of N inv in many metallic cases, i.e., N inv ϷN. We believe that any time-performance/cost comparison of different techniques should be done by requiring the same accuracy. Accordingly, the k-space method can become, as we also show, more practical for large N for a given level of accuracy, even though it requires the inversion of the whole matrix in Eq. ͑3͒. In such cases, it seems reasonable to use a KS representation instead of a very large LIZ in real space.
For k-space approach, as in r space, the main computational problem is the inversion of the non-Hermitian ͑but with symmetric ordering͒ matrix in Eq. ͑3͒. The main distinctions between different representations of matrix ͓IϪ(t Ϫt
are ͑i͒ the matrix size in k space is fixed by the number of sites N, whereas in r space it depends on N inv ; ͑ii͒ G ref in k space loses the LIZ feature due to periodic boundary conditions ͑meaning that there are additional nonzero elements of matrix connecting the sites distant in real space͒. Also we want to stress that we do not use any ͑improper͒ assumptions about structural equivalency or translational invariance of the sites in the screening cluster, as distinguished from Refs. 10 and 11, which can lead to gross errors, as we discuss below.
Notably, the matrices to be inverted for large systems are sparse in both (r and k) representations. The discussion of how the KKR-like sparse matrices can be inverted efficiently are given elsewhere.
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III. RESULTS AND DISCUSSION
In the following sections, we bring into focus several major points not highlighted previously: ͑i͒ inaccuracy or errors in G ref due to, for example, assumptions about symmetry or inadequate size of screening cluster, or unsatisfactory choice of the size of inversion cluster, can result in erroneous, even non-Hermitian, Green's function; also the electronic dispersion of a specific system can affect the efficacy of screened RS method; ͑ii͒ screening can be ineffective ͑in comparison with conventional k-space integration͒ for determining total energies and, in general, energy differences; ͑iii͒ effect of temperature broadening for contour integration. Points ͑i͒-͑iii͒, in fact, can be coupled. We also briefly discuss combining both RS and KS implementation into a hybrid KKR to improve efficiency of total energy calculations.
We present below results for fcc Cu and bcc Cu, bcc Mo and ferromagnetic hcp Co. We also compare the data with previous publications 10, 11 to elucidate the origins of convergence problems reported for bcc Mo ͑Ref. 11͒ and ferromagnetic hcp Co, 22 and, at the same time, analyze effects of structure ͑for the same element͒ and atomic type ͑for the same structure͒.
Currently, our code uses nonrelativistic or scalarrelativistic treatment of potentials in a muffin-tin or ASA representation, and can be used in serial or parallel computational modes. Exchange-correlation potential is generated according to von Barth and Hedin. 23 Our code was verified by thorough comparison with the restricted code of Johnson et al. 24 Recently, for example, we have applied this multisublattice CPA code to calculate antiphase boundary energy in Ni 3 V alloy vs chemical disorder, 25 and resolved a factor of 10 discrepancy between the theory and experiment. Our KKR-CPA code can be used to perform screened and unscreened electronic-structure calculations in real space, reciprocal space or in both representations ͑hybrid mode͒ for multicomponent systems at zero or finite electronic temperatures, including possible chemical/magnetic disorder for any supercell geometry.
For present calculations we choose L max ϭ3, the hardsphere radii R HS for the hard-core potentials equal to 80% of the Wigner-Seitz radius ͑to improve accuracy of the screening as suggested in Ref. 26͒ and (V re f ϪE) was fixed at 4 Ry for any E point. We use special-points method 27 for BZ integration but generalized to tensorial quantities. 14 All energy integrations ͓for finding of i (r, F , and E band ] are performed in complex E plane on a semicircular GaussLegendre quadrature contour.
Accuracy of Green's function
In Fig. 1 we illustrate the accuracy of Green's function for energy points typical for contour integration and DOS and its dependence on the representation ͑i.e., Scr-LSMS vs Scr-KKR͒, as well as the sizes of the screening cluster for k space and inversion cluster for r space. We plot the logarithm ͑base 10͒ of the error ͉g Scr Ϫg KKR ͉ relative to ͉g KKR ͉, i.e., the result of the ''exact'' ͑unscreened͒ KKR calculation. Importantly, the error reflects overall convergence, not just one quantity, although the DOS, for example, would be better represented by ͉Im(g Scr Ϫg KKR )͉. Figure 1 reveals fast exponential decay of errors with growth of cluster size both in r and k spaces when ReE is negative, or ImE is large. ͑This is a result of the decay of G 0 , as stated above and used for localization in Ref. 16 .͒ In such cases, N inv and N scr have comparable values. However it is clear that N inv , in order to have the same accuracy for r-and k-space methods, must be noticeably larger than N scr when ReE is positive and ImE decreases to zero ͑i.e., EϷ ), such that decay is extremely weak, even algebraic for metals. We observe a factor of 2-3 increase in the size of the screening cluster N scr to improve the accuracy by a factor of 10; however, there is a huge growth of the inversion cluster size N inv , which controls the matrix size in Eq. ͑3͒, as we now quantify.
To obtain the same level of error ⑀ϳ10 Ϫ2 in g(E) for most E points essential for total energy calculations, the size of both screening and inversion clusters can be chosen to be about 20-30 atoms. However, for E points closer to F , N inv ͑in RS͒ and N scr increase to 50-60 ͑excluding hcp Co and bcc Mo Scr-LSMS cases͒.
For error ⑀ϳ10 Ϫ3 for the same E points, N scr must be about two times bigger than for ⑀Ϸ10 Ϫ2 case ͑excluding hcp Co͒. N inv is about the same as N scr for the most E points belonging to the integration contour, but there are several E points near real axis where the accuracy required cannot be reached even with N inv Ϸ300. Further improvement of the accuracy can be done for Scr-KKR method by making use of bigger screening clusters (N scr ϳ100 -150 for ⑀Ϸ10 Ϫ4 ). But, it is unlikely that this will be used for Scr-LSMS calculations due to considerable ͑and unreasonable͒ increase of the size of the inversion cluster.
Mathematically, the Green's-function error for E points near the Fermi level decreases only algebraically with the cluster size for RS calculations, confirming a corresponding decay of the density matrix for metals, see, for instance, Ref.
28. In the k-space case, however, it remains an exponential decay, see Fig. 1 .
Our results show that if the cluster size is not chosen well enough to achieve a ''good'' inversion in Eq. ͑3͒ or ''proper'' screening to get an accurate inversion in Eq. ͑4͒, then the calculated DOS can be absolutely wrong, even negative in the Scr-KKR case.
For open structures ͑e.g., diamond͒ the screening approach fails without introducing additional empty spheres to increase the number of the nearest neighbors for each site and improve the decay properties of G ref .
For close-packed structures, ''proper'' screening can be provided by 3-5 atomic shells for many practical purposes ͑here and Ref. 10͒, though the distribution of the system eigenvalues is also important to determine the size of the screening region ͑com-pare bcc Cu and bcc Mo in Fig. 1͒ . For instance, we were unsuccessful for hcp Co ͑with limits of L max ϭ3 and N scr Ͻ100) to obtain Green's-function accuracy in the Scr-KKR calculations better than 10 Ϫ3 for energy points near the Fermi level with ImEϽ10 mRy, whereas we obtain very good convergence with those cutoffs for hcp Al. For magnetic hcp Co, we find that the high density of states on the Fermi level localized near the ⌫ point 29 brings about relatively weak screening, and, hence, large screening clusters are necessary for accurate results ͑as we checked, increasing of L max does not help to improve the accuracy͒.
Results in Fig. 1 undoubtedly also demonstrates that the Scr-LSMS method is unconditionally advantageous for energies providing strong decay of the Green's function, at least for E points with negative Re E or large enough ImE ͑ex-cluding the region around Eϭ0). The Scr-LSMS is still the best for almost any E point participating in energy integration when low accuracy (⑀у10 Ϫ2 ) is acceptable and the size of the system is big enough. For NϽ␣N inv 3 (E), the k-space methods should be considered as more effective: unscreened for small N, and screened for large N. The constant ␣ is determined by the number of k points to achieve the accuracy corresponding to N inv , and for higher accuracy requirements for E points near the real axis and realistic N. It is unlikely that the Scr-LSMS method can be used for spectral properties, e.g., DOS, calculations.
Thus, our results show that the most efficient, and still accurate, mode of operation for total energy calculations for FIG. 1. Accuracy of the spectral Green's function for typical energy points as a function of N scr and N inv in k-and r-space calculations, respectively. Asterisks ͑*͒ are for energy points used for estimation of DOS on the Fermi level with Im Eϭ3 mRy. All other points belong to semicircular E contour used for SCF calculations with radius about 1.1 Ry, 1.3 Ry, 1.2 Ry, and 1.4 Ry for fcc Cu, bcc Cu, bcc Mo, and hcp Co, respectively. 18 E points were used for all systems, except fcc Cu where 22 E points were used; only every other energy point is shown on the figure. The dotted ͑dashed͒ line is for points with negative ͑positive͒ Im E. Note that y axis values 0, Ϫ2, Ϫ4, and Ϫ6 represent 100%, 1%, 0.01%, and 0.0001% error of G, respectively, in comparison with the traditional KKR result that has a k-space converged integration. The same sets of k points were used for Scr-KKR calculations.
large enough systems is a hybrid approach, where the representation ͑RS vs KS͒ is determined by the efficacy for a chosen accuracy. For instance, a choice of N inv ϳ20-30 for Scr-LSMS yields Green's functions for most energies with accuracy better than 10 Ϫ4 ͑Fig. 1͒, namely, on about 75% of the total number of E points on the semicircular contour used in self-consistent-field calculations. These energies have either negative Re E or they have positive Re E with Im E Ͼ0.5 Ry. Obviously, in the same energy region, Scr-KKR would be less efficient to get similar accuracy if the number of atoms per cell is comparable to ͑or larger than͒ N inv . For all other energies it is appropriate to apply Scr-KKR method with the choice of N scr corresponding to the level of accuracy desired. In particular, the error of the total energy in hybrid calculations with N scr ϳ50-60 is about 0.1 mRy for all systems, the same as in Scr-KKR calculations only.
Accuracy of total and band energy
The comparison of the total E tot and band E band energies calculated in r and k spaces for fcc Cu, bcc Cu, bcc Mo, ferromagnetic hcp Co are given in Figs. 2 and 3 . In agreement with previous works, 10,11 the total energy for a specific chemical and structural configuration of cubic systems can be calculated in the screened k space, Scr-KKR, approach with accuracy better than 0.01 mRy making use of only N scr ϳ60-80 atoms. For hcp Co the same size of the screening cluster provides accuracy only about 0.1 mRy within Scr KKR. However, in comparison, the screened real-space method, or Scr LSMS, cannot obtain a level of accuracy of 0.1 mRy even for the cluster size N inv ϳ150. The actual error using Scr-LSMS depends on the system and the size of cluster. For example, for bcc Mo the Scr LSMS using a 65-atom screening and inversion cluster yields a Ϫ2.2 mRy error, whereas a 137-atom cluster produces a significant error of ϩ4.7 mRy, see Fig. 2 .
In Ref. 11 it was reported that no self-consistent-field ͑SCF͒ solution was found for bcc Mo for various choices of the screening cluster or screening potential. The authors suggested that it was caused by a nonanalyticity of the Green's function. However, we find satisfactory convergence for this, and all, cases. We believe that the possible origin of their problem is not taking into account the local symmetry of the screening cluster. That is, they used a wrong procedure for calculating the -matrix elements connecting sites not involving the central site of the screened cluster. 11 Any error in symmetry that does not reflect the proper symmetry of crystal can lead to gross errors, even non-Herglotz Green's function ͑for Herglotz nature of G, see Ref. 30͒.
Frequently, the band energy is used in different ''local force'' theorem calculations, for instance, to obtain structural energy difference or magnetic anisotropy energy. We emphasize that E band is the only contribution to the total energy explicitly depending on the spectrum of the system ͑and, hence, F ). However, E band , in distinction with E tot , is not variational. 24 Therefore, we should not expect the same level of accuracy in both quantities. Our results reflect this fact: an error of E band is about an order of magnitude larger than for total energy in the Scr-KKR calculations, see Fig. 3 . The Scr-LSMS method produces, as a rule, even worse error. For example, the Scr-LSMS error in the case of bcc Cu is about 10 mRy with N inv ϭ137 ͑9 shells͒, whereas k-space calculations give an accuracy better than 0.3 mRy if the screening cluster contains 59 atoms ͑5 shells͒ or more. Errors in E band and E tot using the real-space approach result ͑mostly͒ due to error in F , as indicated below.
For ''frozen'' potential calculations, i.e., when the same potential is taken from traditional ͑i.e., unscreened͒ KKR calculations, inaccuracy of E band almost coincides with that of E tot obtained after self-consistency. Upon going selfconsistent, the value of E tot is unaffected, as it should be. Taking into account the low accuracy of the total energy in r-space calculations, we conclude that it is not stationary with respect to the potential in the Scr-LSMS method ͑for reasonable values of N inv ), and the self-consistency procedure amplifies the errors of RS representation influencing the spectral properties ͑and hence details of the charge density and potential͒. In other words, the potential and charge density from Scr-LSMS are not accurately representative of the ones from traditional, fully converged KKR ͑of course, all is dependent upon real-space decay and specific dispersion properties of the system͒. It then follows that real space is not very useful to speed-up convergence of the highaccuracy k-space calculations.
The inaccuracy of the band energy in ''frozen-potential''
calculations, ␦E band , is induced by the errors of the Green'sfunction calculations near the Fermi level ͑the semicircular contour integration is assumed͒. If g(E) is a flat function near the F , the error is mainly due to shifting of the proper position of the Fermi level ⌬ F ␦E band Ϸ⌫n͑ F ͒⌬ F .
͑7͒
Here ⌫ is a characteristic width of an ''error'' region around the F and is determined by the decay properties of the ''true'' Green's function. It is obvious that for systems with a gap on the Fermi level the Scr-LSMS approach works well even for very high accuracy energy calculations ͓both n( F ) and ⌬ F are about zero͔. For metallic systems, if we choose moderate size clusters, i.e. N scr and N inv ϳ60 -80 atoms, then ⌫ is less than 10-50 mRy for the Scr-KKR method and is 200-400 mRy for the Scr-LSMS approach. These numbers correlate with the inaccuracy of the spectral Green's function of 10 Ϫ3 -10 Ϫ4 ; or, in other words, we can calculate G with high accuracy in screened methods only for energy points with Im EϾ⌫ away from F , see Fig. 1 .
Finally, while total energies are often difficult to converge, for example, in k points or real-space cluster size, often the energy differences converge more quickly. Energy differences in alloys can often be more easily obtained for a fixed Bravais lattice, e.g., for different atomic configurations. But, in general, different distortions and lattice symmetries are operative, such as transformations from fcc to bcc. In Table I we show the convergence of the energy difference between fcc and bcc Cu using the Scr-LSMS, which should be compared to the converged KKR value of 2.22 mRy, see Ref. 31 . It is clear that Scr-LSMS does not monotonically approach the correct answer and provides a reliable difference only at very large inversion clusters, i.e., N inv ϭ137. But, recall from above, the Scr-LSMS error for fcc Cu and bcc Cu even for large cluster sizes, see Figs. 2 and 3 ; meaning that there is indeed a large cancellation of error, but only at extremely large cluster sizes. So, at the least, extreme care needs to be taken even for energy differences when using the real-space approach for metals. Also, if such large LIZ clusters are required for a given accuracy, then the RS method does not gain in efficiency with respect to KS KKR or Scr-KKR methods until much larger system sizes, i.e., N ӷN inv . In such cases, an obvious question arises: Can an electronic temperature broadening be used to improve convergence and decrease error?
Temperature broadening
Many authors ͑see, for instance, Refs. 4, 10, and 32͒ use ''temperature broadening'' of g(E) near F to improve the reliability and efficiency of the calculation and to obtain an acceptable level of accuracy for E tot . The most popular way to do it is to introduce temperature Fermi factor 33 f (E)ϭ"1
Ϫ1 , here T is an electronic temperature ͑though any similar smearing function can be considered for this purpose 34 ͒. Here we discuss the use of T broadening for calculating energies ͑or free energies͒ and improving speed of g(E) calculations, but we show that it cannot be used to compensate for errors in metallic systems using the realspace approach, which arise from the inherent inaccurate description of the density of states and chemical potential.
Due to the temperature, an integration contour must be chosen such that closest approach to Re E ͑at the Fermi energy͒ would be the first Matsubara energy, namely, ImE у 1 ϭk B T. As the temperature increases, there is a concomitant decrease in the number of k points in Scr-KKR case, or in the size of the inversion cluster in Scr-LSMS calculations, as discernible from Fig. 1 for some acceptable inaccuracy chosen a priori. Obviously, any reduction in k points or in the size of inversion cluster leads to a ''faster'' energy calculation ͑for a fixed error͒.
However, spectral smearing via temperature is computationally useful only if it places a limit in the calculations to integration energies with Im Eу⌫, with ⌫ given in the last section. For example, the initial Scr-KKR calculations by Zeller 10 used Tϭ800 K, or min(ImE)у15 mRy ͑which for Cu yields a difference to Tϭ0 K results of about 0.01 mRy, see below͒. The key point here is that any ''smoothing'' should not change the physics, i.e., the entropy contribution TS(T) to the free energy F(T) has to remain small enough in comparison with energetics of the problem, and the nature of the system should remain unchanged. For insulators, for example, the thermal energy is usually much smaller than a band gap, therefore the smearing is a useful technique. Whereas, in metallic systems ͑with their quasicontinuous spectrum͒, if the values on the order of tenths of mRy in the total energy are important, then it is rather likely that the computational advantages of the finite-temperature approach disappear. In addition, while F(T)ϭE(T)ϪTS(T) is now the variational quantity, the calculation of entropy requires calculation of n(E)͓ f ln(f)ϩ(1Ϫf)ln(1Ϫf)͔ that can be evaluated only with 0ϽIm EϽ 1 ͑due to the singularity at 1 and the infinite branch cut parallel to the real-E axis through 1 ). Thus, all localization and computational effi- cacy of using temperature can be lost if F(T), rather than E(T), is required. By way of example, we perform finite-T calculations for the free energy F(T) and E tot ͓which, unlike F(T), is no longer stationary͔ for fcc Cu and ferromagnetic hcp Co. We also calculate an estimate of the Tϭ0 E tot using an extrapolation from finite temperature calculations 35 E extr ϭ͓E(T) ϩF(T)͔/2ϭEϪTS(T)/2. Importantly, for fcc Cu, Nicholson et al. 35 obtained the electron density by solving the multiscattering problem in real space ͑as in the LSMS method͒ and showed that below Tϭ4000 K the deviation of the extrapolated value from the exact one is less 1 mRy. However, they used the k-space KKR method to evaluate the oneelectron sum and chemical potential eliminating the inaccuracy in F , which is in fact the main source of errors in RS total energy calculations, as shown below for the Scr-LSMS.
Therefore, for our SCF temperature calculations 36 for fcc Cu and magnetic hcp Co, we evaluate all charge densities, chemical potentials, and one-electron sums all within the same framework ͑i.e., all in KKR or all in Scr-LSMS͒. Figure 4 shows various total energies temperature for both the k-space KKR and r-space screened KKR. The results indicate the error as temperature broadening is used. In addition, the Tϭ0 extrapolated energy is compared for both the r-space screened KKR and KKR. Clearly, from Fig. 4 , temperature broadening almost does not affect the error of the Scr-LSMS approach: difference between total energies obtained in k space and r space increases slightly with rise of temperature. For fcc Cu and N inv ϭ55, the Scr-LSMS error grows from 0.3 mRy to 0.5 mRy when temperature increases from 0 to 8000 K. For magnetic hcp Co and N inv ϭ57, the Scr-LSMS error increases from 1.5 mRy to 2.0 mRy from 0 to 2000 K. For TϾ2000 K, the error decreases due to an essential change in DOS that quenched the exchange splitting at about 6000 K. ͑The magnetic moment is about 1.6 B , 1.2 B , and 0.0 B for Tϭ2000, 4000, and 6000 K, respectively͒. Thus, the system is fundamentally different than at Tϭ0 and it is not the system of original interest.
The difference in entropy calculated in KKR and Scr-LSMS is much smaller than the total energy error. Therefore, the extrapolation of the Scr-LSMS total energy to zero temperature has an accuracy no better than results for Tϭ0 K. For low temperatures ͑for fcc Cu and hcp Co it is below 2000 K͒, we observe that E extr values provide an acceptable level of accuracy ͑i.e., the error due to temperature is much less than the error of E extr both for k-space and r-space methods͒. However, the accuracy of the Scr-LSMS approach cannot be improved in comparison with traditional k-space calculations by introduction of temperature broadening. The error inherent in the Scr-LSMS arising from the inaccurate determination of the chemical potential remains the main source of inaccuracy in the total energy.
Also, Wang et al. 4 noted that E tot was difficult to converge at Tϭ0 K for bcc Mo using the LSMS ͑unscreened͒, but suggested that temperatures from Tϭ4000-8000 K would ensure tenths of mRy convergence of the free energy using small (Ϸ65 atom͒ clusters and would provide more accurate E tot using the extrapolation technique of Nicholson et al. 35 But, even for bcc Mo using the more local Scr-LSMS method with 65-atom cluster, we find E tot ScrLSM S ϪE tot KKR is Ϫ2.2 mRy at Tϭ0 K and Ϫ2.6 mRy at Tϭ4000 K ͑i.e., temperature does not improve error͒. Furthermore, E extr ScrLSM S ϪE tot KKR , based on extrapolation using the free energy, yields Ϫ2.0 mRy, which, although improved over the direct energy calculation, still has a significant error. Moreover, the extrapolation technique requires the troublesome entropy evaluation.
Therefore, several points are now clear in regard to the unscreened and screened r-space KKR.
͑i͒ The use of high temperatures cannot provide better than tenths of mRy convergence in free energy, and it may also change the nature of the system. ͑ii͒ E tot , which, unlike F(T), is not stationary, will have bigger errors, which cannot be reduced by use of T broadening.
͑iii͒ The use of T broadening helps decrease size of LIZ for a fixed error and increase speed of calculation of E tot , but T broadening generally will not help total energy and energy differences for metals.
IV. CONCLUSIONS
In conclusion, we have developed a multiple-scattering electronic-structure code for complex applications 37 ͑so-called MECCA͒ to calculate efficiently and with high accuracy the energy and band structure of multicomponent alloy systems with arbitrary supercell geometry ͑e.g., containing large structural defects͒ and chemical and magnetic disorder. MECCA is a hybrid r-space-k-space implementation of traditional and screened KKR method that runs in both serial and parallel modes on work-station clusters. We have used MECCA to perform comparative analysis of the real-and reciprocal-space implementations of the screened Green'sfunction method. We find that making simultaneous use of the Scr-KKR ͑for energies with small ImE) and the LSMS ͑screened or unscreened, for energies either with ReEϽ0 or with large ImE) methods is the most efficient strategy for accurate largescale calculations in many metallic alloys. That is, for ImE farther away from F , k space and r space have the electron localization coincide from the exponential decay of G 0 , which is why O(N) real space should be used on a predominance of the energy-integration contour.
For metals, we have shown that high-accuracy, electronicstructure calculations relevant to some materials-science problems cannot be carried out using existing real-space methods. We have also explored the efficacy and errors from the use of T broadening. Furthermore, as TϾ⌫/(k B ), then there is at least one energy point ͑the first Matsubara pole͒ on the energy contour where the accuracy is lost for metals. Hence, for O(N) real-space methods, the scaling can be affected if maintaining accuracy is desired, see Ref. 13 . This limitation is imposed by a metallic system's Green's-function algebraic decay properties ͑due to specifics of electronic dispersion and of a characteristic width of an ''error'' region͒, which all lead to errors in density of states F and, hence, energies; for accuracy, k-space methods are then absolutely necessary energies ͑unless extremely large real-space clusters are used͒. For example, errors of 5-10 mRy in some cases and more than 15% error in DOS are found in screened, real-space methods with moderate ͑50-100 atoms͒ size of screening cluster. To reduce the size of the local interaction zone for metals, it is necessary to find the best screening reference medium for energies close to the system's electronic spectrum. An approach similar to that developed by Abrikosov et al. 5 for simple-crystalline structures taking into account the system periodicity could be helpful in the cases of alloys, if generalized to account for atomic relaxations in large cells, or cells with largescale defects. In closing, we emphasize that this paper was devoted to the comparison of the r-space and k-space screened KKR to the traditional KKR for metals. So while there are limitations that must be carefully checked for each system, the O(N) real-space screened KKR is very accurate in nonmetallic systems.
