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Abstract
This paper is concerned with the solution of underdetermined linear systems of equations with a very ill-conditioned
matrix A, whose dimensions are so large to make solution by direct methods impractical or infeasible. Image reconstruction
from projections often gives rise to such systems. In order to facilitate the computation of a meaningful approximate
solution, we regularize the linear system, i.e., we replace it by a nearby system that is better conditioned. The amount of
regularization is determined by a regularization parameter. Its optimal value is, in most applications, not known a priori.
We present a new iterative method based on the Lanczos algorithm for determining a suitable value of the regularization
parameter by the discrepancy principle and an approximate solution of the regularized system of equations. c© 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper we describe a new regularizing iterative method for the solution of ill-conditioned
underdetermined linear systems of equations
Ax= b; A2Rmn; x2Rn; b2Rm; m<n: (1.1)
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Linear systems of this kind arise, for example, in the reconstruction of images from projections. In
this application each column corresponds to one pixel of the image to be reconstructed, and each row
to a \ray" from an emitter to a detector. The matrices that arise are typically large and have many
more columns than rows. Furthermore, they are generally very ill-conditioned, because the linear
system is obtained by discretizing an ill-posed problem, i.e., the inversion of a Radon transform.
The ill-conditioning makes a solution of (1.1) very sensitive to perturbations in the right-hand side
vector. Such perturbations arise, e.g., from measurement errors.
In order to be able to compute a meaningful approximate solution of (1.1), the system has to
be regularized, i.e., the linear system (1.1) has to be replaced by a linear system of equations with
a not very ill-conditioned matrix, such that the unique solution of this system yields an acceptable
approximate solution of (1.1). We regularize (1.1) as follows. Introduce the matrix
B :=AAT:
The solution of minimal Euclidean norm of (1.1) can be written as x = ATy, where y2Rm solves
the linear system
By= b: (1.2)
If B is singular, then we are interested in the least squares solution. We regularize system (1.2) by
adding a multiple of the identity matrix to B and obtain
B+
1

I

y= b; (1.3)
where > 0 is a regularization parameter. Denote the solution of (1.3) by y(). The larger the value
of , the closer the solution y() of (1.3) is to the solution of (1.2) of minimal Euclidean norm, and
the more ill-conditioned the matrix B+ (1=)I . We wish to use a value of  in (1.3), such that the
matrix B+(1=)I is not very ill-conditioned, and the solution of (1.3) is an acceptable approximate
solution of (1.2). Generally, it is not known a priori for which values of  these requirements are
satised.
Let components of the right-hand side vector b be contaminated by errors, e.g., due to inaccurate
measurements, and assume that the norm  of the error in b is known. It is then natural to choose
the value  of the regularization parameter, so that the solution y(∗) of (1.3) satises
kBy(∗) − bk= : (1.4)
Here and throughout this paper k k denotes the Euclidean norm as well as the induced matrix norm.
This criterion for choosing the regularization parameter is usually referred to as the discrepancy
principle. It allows a discrepancy
d (∗) :=By(∗) − b; (1.5)
of the same norm as the error in the right-hand side vector b, and this in turn makes it possible
to choose a positive value  of the regularization parameter in (1.3). Properties of this choice
of regularization parameter are discussed by Groetsch [6]. The determination of the value  is a
nonlinear problem.
The approximate solution x() :=ATy() of (1.1) obtained by rst solving (1.3) for y() also can
be computed by standard Tikhonov regularization of the system (1.1). This approach, however,
requires more computer storage and arithmetic work than the method described in the present paper
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when the linear system (1.1) has many more columns than rows. More details on the advantages
of the proposed method over standard Tikhonov regularization are provided at the end of Section 3.
A review of algorithms for the solution of large-scale ill-posed problems recently has been presented
by Golub and von Matt [5].
Our iterative method applies the Lanczos algorithm to reduce B to a small tridiagonal matrix,
which is used to determine an approximation of the value  of the regularization parameter, as
well as an approximation of the associated solution of the regularized system (1.3). We remark
that the presentation of our method is based on the Lanczos algorithm applied to B instead of on
partial bidiagonalization of the matrix A, because this makes the method easier to describe. However,
problems with a very small error in the right-hand side vector b may benet from an implementation
based on a partial bidiagonalization. Bidiagonalization is discussed, e.g., by Bjorck [1].
The minimal residual method is closely related to the Lanczos algorithm and can be used to deter-
mine a regularized approximate solution of linear systems of equations with a symmetric semidenite
very ill-conditioned matrix, such as (1.2), by terminating the iterations suciently early. For instance,
when the norm  of the error in the right-hand side vector b is known, an approximate solution xk
of (1.1) that roughly satises kAxk − bk =  can be obtained by terminating the iterations by the
minimal residual method when the norm of the discrepancy kAxk − bk is closest to . The simplic-
ity of this approach is very appealing. However, we have found that Tikhonov regularization often
yields more accurate approximate solutions. This is illustrated by Example 5.2 of Section 5. We note
that results shown by Groetsch [6, Section 3:3] indicate that Tikhonov regularization is particularly
well suited for use in conjunction with the discrepancy principle. Moreover, early termination of the
minimal residual iterations generally does not allow the dierence kAxk −bk− to be of very small
magnitude.
The higher accuracy often achieved by Tikhonov regularization motivates our desire to develop
an ecient implementation. The present paper describes an ecient algorithm for Tikhonov regu-
larization based on the Lanczos process. The algorithm also determines a value of the regularization
parameter for which the discrepancy principle is satised to desired accuracy.
This paper is organized as follows. In Section 2 we discuss how to select the value of the
regularization parameter  when the norm of the error in the right-hand side is known. Section 3
explains the relation between the Lanczos process and the selection of the regularization parameter
and describes how to update the information extracted from the Lanczos process when the value of
the regularization parameter changes. Section 4 presents an algorithm based on the Lanczos process
and the tridiagonalization of the matrix B. Section 5 contains several computed examples which
illustrate the performance of the algorithm. In particular, we present experiments arising from the
reconstruction of images from projections. Section 6 contains concluding remarks and outlines future
work.
2. Choice of regularization parameter value
In most applications, a value  of the regularization parameter, such that the associated solution
y(∗) satises (1.4), is not known a priori. We can determine  by solving the nonlinear equation
f() = 0; (2.1)
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where
f() := kBy() − bk −  (2.2)
and y() denotes the solution of (1.3) for > 0. In Section 4, we will use f to determine two
values of the regularization parameter smaller than . Given these values, we compute an improved
approximation of the value  by applying the secant method to a slight modication of the equation
g() = 0; (2.3)
where
g() := kBy() − bk2 − 2: (2.4)
The proofs of the following propositions, that describe some properties of the functions f and g,
use the spectral factorization
B=WW T; (2.5)
where W 2Rmm; W TW = I and
= diag[1; 2; : : : ; m]; 1>2>   >p>p+1 =   = m = 0:
Proposition 2.1. Let f() be dened as in (2:2). Then f() is an analytic; decreasing function of
. Let b0 denote the orthogonal projection of b onto the null-space of B; and assume that
kb0k<; b 6= b0: (2.6)
Then Eq. (2:1) has a unique solution 0<<1.
Proof. Let b^=[b^1; b^2; : : : ; b^m]
T :=W Tb. From the denition of y() and the spectral factorization (2.5),
it follows that
f() =
∥∥∥∥∥B

B+
1

I
−1
b− b
∥∥∥∥∥− =
∥∥∥∥∥

+
1

I
−1
b^− b^
∥∥∥∥∥− 
=
0
@ pX
j=1
 
b^j
j + 1
!2
+
mX
j=p+1
b^
2
j
1
A
1=2
− :
Conditions (2.6) secure that (
Pm
j=p+1 b^
2
j )
1=2<, and that there exists at least one index i; 16i6p,
such that b^i 6=0. Thus, f() is a strictly decreasing function of , and there is a value  of , such
that f() = 0.
Proposition 2.2. Let g() be dened as in (2:4); and assume that the conditions (2:6) are satised.
Then g is an analytic; decreasing and convex function for 0<<1 and Eq. (2:3) has a unique
solution .
Proof. Using the same notation as in the proof of Proposition 2.1, we obtain
g() =
∥∥∥∥∥

+
1

I
−1
b^− b^
∥∥∥∥∥
2
− 2 =
pX
j=1
 
b^j
j + 1
!2
+
mX
j=p+1
b^
2
j − 2
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and it follows that g0()< 0 and g00()> 0 for 0<<1. Hence, g is a decreasing convex function
for 0<<1. The existence of a solution  of (2.3) follows from conditions (2.6).
It follows from Proposition 2.2 that the secant method for the solution of (2.3) is globally con-
vergent when starting with two values smaller than .
In actual computations, the values of f() and g() are usually not available, but only approxi-
mations thereof. Let y()k be an approximation of the solution y
() of (1.3), and introduce the residual
vector
r()k := b−

B+
1

I

y()k : (2.7)
We can compute the quantities
fk() := kBy()k − bk −  (2.8)
and
gk() := kBy()k − bk2 − 2: (2.9)
The following propositions are concerned with how well the functions fk and gk approximate f and
g, respectively.
Proposition 2.3. Let f() and fk() be dened by (2:2) and (2:8); respectively. If
kr()k k< jfk()j; (2.10)
then fk() and f() are either both positive or both negative.
Proof. It follows from the denition of f and fk that
jfk()− f()j6 kB(y()k − y())k=
∥∥∥∥∥B
 
y()k −

B+
1

I
−1
b
!∥∥∥∥∥
=
∥∥∥∥∥B

B+
1

I
−1
r()k
∥∥∥∥∥6
∥∥∥∥∥B

B+
1

I
−1∥∥∥∥∥ kr()k k;
and, in view of kB(B+ (1=)I)−1k61; we have
jfk()− f()6kr()k k: (2.11)
It is immediate to verify that if kr()k k< jfk()j; then fk() and f() are of the same sign.
The proposition below yields a computable bound for the error introduced when approximating
g() by gk().
Proposition 2.4. Let g() and gk() be dened by (2:4) and (2:9); respectively. Then
jgk()− g()j6kr()k k(kr()k k+ 2(fk() + )): (2.12)
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Proof. We have
jgk()− g()j = jkBy()k − bk2 − kBy() − bk2j
= (kBy()k − bk+ kBy() − bk)  jkBy()k − bk − kBy() − bkj
6 (kBy()k − bk+ kBy() − bk)kr()k k:
Inequality (2.12) now follows from
jkBy()k − bk+ kBy() − bkj = j2kBy()k − bk − kBy()k − bk+ kBy() − bkj
6 2kBy()k − bk+ kr()k k= 2(fk() + ) + kr()k k:
In many applications only an estimate of the norm  of the error in the right-hand side vector
b is available. In general, it is then not meaningful to require that Eq. (1.4) be satised to high
accuracy; it typically suces to demand that the value of the regularization parameter is such that
the associated solution y() of (1.3) satises
jkBy() − bk − j6d; (2.13)
where the value of d>0 depends on how accurately the norm of the error in b is known. We refer
to criterion (2.13) as the relative discrepancy principle. It simplies to (1.4) when d = 0.
3. The Lanczos algorithm and regularization
In this section we review briey the Lanczos process and we explore its relation with the functions
f and g introduced in the previous section.
Given a symmetric matrix B and a nonvanishing vector b; k steps of the Lanczos algorithm yield
coecients j and j, and an orthonormal basis fCjgk+1j=1 of the Krylov subspace
Kk+1(B; b) := spanfb; Bb; : : : ; Bkbg: (3.1)
Algorithm 1 (The Lanczos Algorithm)
Input: b2Rm n f0g; B2Rmm; 0<k<m;
Output: fjgk−1j=0 ; fjgkj=1; fCjgk+1j=1 ;
C1 := b=kbk;
for j = 1; 2; : : : ; k do
w :=BCj; if j> 1 then w :=w− j−1Cj−1;
j−1 := CTjw; w :=w− jCj;
j := kwk; if j = 0 then exit;
Cj+1 :=w=j;
end j;
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For notational simplicity, we will throughout this paper assume that the algorithm does not break
down, i.e., that j 6=0 for 16j6k. Then the Lanczos algorithm yields the tridiagonal matrix
Tk+1; k :=
2
666666664
0 1
1 1 2
. . . . . . . . .
k−2 k−2 k−1
k−1 k−1
k
3
777777775
2R(k+1)k (3.2)
and the matrices Vk = [C1; C2; : : : ; Ck] and Vk+1 = [C1; C2; : : : ; Ck+1], such that
BVk = Vk+1Tk+1; k (3.3)
with V Tk+1Vk+1 = Ik+1 and Vk+1e1 = b=kbk. Throughout this paper Ik+1 denotes the identity matrix of
order k + 1; Ik+1; k its leading principal (k + 1) k submatrix, and ej its jth column.
We determine an approximate solution of (1.3) of the form y()k =Vkz by solving the minimization
problem
min
z2Rk
∥∥∥∥

B+
1

I

Vkz − b
∥∥∥∥= minz2Rk
∥∥∥∥Vk+1

Tk+1; k +
1

Ik+1; k

z − Vk+1e1kbk
∥∥∥∥
= min
z2Rk
∥∥∥∥

Tk+1; k +
1

Ik+1; k

z − e1kbk
∥∥∥∥ : (3.4)
Introduce the QR-factorization of the tridiagonal matrix
~Tk+1; k := Tk+1; k +
1

Ik+1; k = ~Qk+1 ~Rk+1; k ; (3.5)
where ~Qk+1 2R(k+1)(k+1) and ~Q
T
k+1
~Qk+1 = Ik+1 and ~Rk+1; k 2R(k+1)k has an upper triangular leading
principal k  k submatrix, denoted by ~Rk , and a vanishing last row. It follows that
min
z2Rk
∥∥∥∥

B+
1

I

Vkz − b
∥∥∥∥= minz2Rk k ~Rk+1; kz − ~QTk+1e1kbkk
= jeTk+1 ~Q
T
k+1; ke1jkbk;
has the solution
z()k := ~R
−1
k I
T
k+1; k
~Q
T
k+1e1kbk: (3.6)
Thus, the associated approximate solution of (1.3) is given by
y()k :=Vk ~R
−1
k I
T
k+1; k
~Q
T
k+1e1kbk; (3.7)
and the corresponding residual vector (2.7) has the norm
kr()k k= jeTk+1 ~Q
T
k+1e1jkbk: (3.8)
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We note for future reference, that when y()k is given by (3.7), the quantities fk and gk dened by
(2.8) and (2.9), respectively, can be evaluated as
fk() = kTk+1; kz()k − e1kbkk − ; (3.9)
gk() = kTk+1; kz()k − e1kbkk2 − 2; (3.10)
where z()k is given by (3.6).
In the initial phase of the computations, we seek to determine a value 0 of the regularization
parameter that is smaller than . It follows from Propositions 2.1 and 2.3 that we have found such
a value when fk(0)> 0 and kr(0)k k< jfk(0)j, where kr(0)k k and fk(0) are evaluated by (3.8)
and (3.9), respectively. The latter inequality requires k to be suciently large, and we increase k,
if necessary, until this inequality holds.
When increasing k, the QR-factorizations of the matrices ~Tk+1; k are updated. We outline the
computations required for this. Since the matrix ~Tk+1; k is tridiagonal, it is convenient to compute its
QR-factorization by Givens rotations; see, e.g. [4, Chapter 5]. Let G(i)k+1 be a Givens rotation of order
k + 1 that rotates the (i; i + 1) coordinate planes so that the ith subdiagonal element of the matrix
G(i−1)k+1 : : :G
(1)
k+1
~Tk+1; k vanishes. Then the factors in the QR-factorization (3.5) of ~Tk+1; k are given by
~Qk+1 := (G
(k)
k+1 : : :G
(1)
k+1)
T; ~Rk+1; k :=G
(k)
k+1 : : :G
(1)
k+1
~Tk+1; k : (3.11)
Taking an additional step with the Lanczos algorithm yields the matrix
~Tk+2; k+1 :=
2
666664
0
~Tk+1; k
k
k + 1=
0T k+1
3
777775 2R
(k+2)(k+1);
whose QR-factorization can be determined by updating the factors (3.11) as follows. For 16i6k,
let G(i)k+2 denote the Givens rotation of order k +2 whose leading principal submatrix of order k +1
is G(i)k+1. Then
G(k)k+2 : : :G
(1)
k+2
~Tk+2; k+1 =
2
666664
0
~Rk+1; k


0T k+1
3
777775 ; (3.12)
where  denotes a matrix element that may be nonvanishing. The upper triangular matrix
~Rk+2; k+1 =
2
666664
0
~Rk+1; k


0T 0
3
777775
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in the QR-factorization ~Tk+2; k+1 = ~Qk+2 ~Rk+2; k+1 is obtained by multiplying the matrix (3.12) from
the left by a Givens rotation G(k+1)k+2 that annihilates the (k + 2; k + 1) entry k+1. Thus,
~Q
T
k+2 = G
(k+1)
k+2
"
~Q
T
k+1 0
0T 1
#
and
~Q
T
k+2e1 = G
(k+1)
k+2
"
~Q
T
k+1e1
0
#
:
We point out that in order to compute ~Rk+2; k+1, given ~Rk+1; k , we only need to apply the Givens
rotations G(k−1)k+2 ;G
(k)
k+2 and G
(k+1)
k+2 in this order, to the last column of ~Tk+2; k+1.
Given a value 0> 0 of the regularization parameter, we determine the sign of f(0) and de-
scribed above. If f(0)< 0; then we half 0 and determine the sign of f for this new value of the
regularization parameter. The value of the regularization parameter is halved until a value 0> 0,
such that f(0)> 0, or equivalently 0<, has been found.
We note that fk(); for xed k, can be evaluated for dierent values of  without recomputing
the Lanczos decomposition (3.3). Each new value of  yields a new tridiagonal matrix ~Tk+1; k , whose
QR-factorization, see (3.5) and (3.11), has to be computed. The computation of this factorization in
inexpensive; it requires only O(k) arithmetic operations, since it can be carried out with k Givens
rotations.
Given 0<, we compute an improved approximation of  by applying the secant method to
the solution of (2.3). Details of this are described in the next section.
We conclude this section with a brief discussion of the similarities and dierences between the
proposed regularization scheme and the standard implementation of Tikhonov regularization. Standard
Tikhonov regularization of system (1.1) yields the regularized system
ATA+
1

I

x= ATb: (3.13)
Multiplying (1.3) by AT gives
AT

AAT +
1

I

y= ATb:
Therefore, if y() solves (1.3), then x() :=ATy() solves (3.13). This shows that the solution of (1.3)
is equivalent to the solution of (3.13).
We are particularly interested in the case when m n in (1.1). Then the dimensions of the system
(3.13) are much larger than the dimensions of (1.3). This, in turn, yields Lanczos vectors of smaller
dimension when solving (1.3) by the Lanczos process than when solving (3.13), and does, in general,
lead to a much smaller storage requirement. The latter is important, because the algorithm is most
ecient when all generated Lanczos vectors can be stored in fast computer memory.
The determination of the value of the regularization parameter for which the discrepancy principle
is satised according to the scheme proposed in Section 2 requires that one of the quantities fk() or
gk() be computed for each value of . The evaluation of fk() and gk() in the proposed scheme
can be done very cheaply, according to (3.9) and (3.10), while for the standard implementation of
Tikhonov regularization (3.13) the evaluation of the discrepancy Ax()k − b requires more work.
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4. A regularizing algorithm based on the Lanczos process
This section describes our solution method for the underdetermined ill-conditioned linear systems
(1.1). In Section 3, we already discussed how to determine a value 0 of the regularization parameter,
such that 0<06.
Consider the solution of (2.3) by the secant method with initial approximations −1 := 0=2 and
0<. It follows from Proposition 2.2 that this method produces a monotonically increasing se-
quence of iterates j that converges to . In view of that j <, and Proposition 2.1, the relative
discrepancy principle (2.13) simplies to
kBy(j) − bk6(1 + d); (4.1)
where y(j) is a solution of (1.3) associated with j.
The evaluation of (2.3) requires that the exact solution of the linear system (1.3) be available.
However, computation of the exact solution, or of an highly accurate approximation thereof, for each
value of j is expensive, and therefore, we replace equation (2.3) by
gk() = 0; (4.2)
which we seek to solve by the secant method. Proposition 2.4 shows that for k suciently large,
the function gk is close to g. Analogously with (4.1), we terminate the computations when we have
determined an approximate solution y()k of (1.3) that satises
kBy()k − bk6(1 + d): (4.3)
We would like to choose k so large that (2.12) implies (4.3) when the value of the regularization
parameter is close to . The following result indicates how to select k.
Proposition 4.1. Assume that  = . Then
kr()k k6d (4.4)
implies (4:3).
Proof. Let  = . Then, in view of that g() = 0 and kBy() − bk = , we obtain from the proof
of Proposition 2.4 that
jgk()j6(kBy()k − bk+ )kr()k k: (4.5)
Substituting (2.9) into (4.5) yields
kBy()k − bk26(kBy()k − bk+ )kr()k k+ 2;
which is equivalent to
jkBy()k − bk −
1
2
kr()k kj6
1
2
kr()k k+ ;
and, therefore,
kBy()k − bk6kr()k k+ : (4.6)
Thus, (4.3) follows from kr()k k+ 6(1 + d), and the latter inequality is equivalent to (4.4).
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For a given value 6 of the regularization parameter, we increase k in the algorithm be-
low until inequality (4.4) is satised. Note that the left-hand side of (4.4) can be evaluated by
using formulas (3.8){(3.10) without explicitly computing the vectors r()k or y
()
k . If (4.4) does
not hold, then a new value of the regularization parameter is determined by the secant method.
Otherwise, we compute the approximation solution y()k of (1.3) by (3.7). This requires that the
matrix Vk is available. Note that up to this point of the computations only the last two columns
of Vk have to be stored in fast computer memory in order to be able to increase k when neces-
sary. Thus, if the matrix Vk is so large that it does not t into fast computer memory, then all
but the last two columns can be stored in slow memory, e.g., a disk. Alternatively, we may dis-
card all but the last two columns of Vk and recompute Vk from the Lanczos recursions (Algorithm
1) when the full matrix is needed for the computation of y()k . Since the matrix ~Tk+1; k is avail-
able, the inner products in the Lanczos recursions do not have to be evaluated when Vk is re-
computed.
Having computed y()k , we determine the regularized approximate solution x
()
k :=A
Ty()k of (1.1).
Details are provided in Algorithm 2. In the algorithm, we use two equivalent forms of the stopping
criterion (4.3):
jfk()j6d; jgk()j6(2 + d)d2:
Algorithm 2 (Regularizing Lanczos Iteration Algorithm).
Input: A2Rmn; b2Rm; > 0; d> 0; 0> 0;
Output: , regularized approximate solution x()k 2Rn;
% Initialization %
 := 0; k := 2;
Compute Lanczos decomposition BVk = Vk+1Tk+1; k with Vk+1e1 = b=kbk by Algorithm 1;
~Tk+1; k := Tk+1; k + (1=)Ik+1; k ; Compute QR-factorization ~Tk+1; k = ~Qk+1 ~Rk+1; k ;
Solve ~Rkz
()
k = I
T
k+1; k
~Q
T
k+1e1kbk; fk() := kTk+1; kz()k − e1kbkk − ;
kr()k k := jeTk+1 ~Q
T
k+1e1j kbk;
1: while jfk()j>kr()k k and jfk()j>d do
% Increase k %
k := k + 1;
Update BVk−1 = VkTk; k−1 using Algorithm 1 to obtain Lanczos
decomposition BVk = Vk+1Tk+1; k ; ~Tk+1; k := Tk+1; k + (1=)Ik+1; k ;
Update ~Tk; k−1 = ~Qk ~Rk; k−1 to obtain QR-factorization ~Tk+1; k = ~Qk+1 ~Rk+1; k ;
Solve ~Rkz

k = I
T
k+1; k
~Q
T
k+1e1kbk; fk() := kTk+1; kz()k − e1kbkk − ;
Update ~Q
T
k e1 to obtain ~Q
T
k+1e1; kr()k k := jeTk+1 ~Q
T
k+1e1j kbk;
endwhile;
if jfk()j6d then
% Regularized approximate solution found %
y()k :=Vkz
()
k ; x
()
k :=A
Ty()k ; exit;
endif;
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if fk()< 0 then
% >, decrease  %
 := =2; ~Tk+1; k := Tk+1; k + (1=)Ik+1; k ;
Compute QR-factorization ~Tk+1; k = ~Qk+1 ~Rk+1; k ;
Solve ~Rkz
()
k = I
T
k+1; k
~Q
T
k+1e1kbk; fk() := kTk+1; kz()k − e1kbkk − ;
goto 1;
endif;
% Check whether k is suciently large for evaluation of gk() %
while kr()k k>d do
% Increase k %
k := k + 1;
Update BVk−1 = VkTk; k−1 using Algorithm 1 to obtain Lanczos
decomposition BVk = Vk+1Tk+1; k ; ~Tk+1; k := Tk+1; k + (1=)Ik+1; k ;
Update ~Tk; k−1 = ~Qk ~Rk; k−1 to obtain QR-factorization ~Tk+1; k = ~Qk+1 ~Rk+1; k ;
Update ~Q
T
k e1 to obtain ~Q
T
k+1e1; kr()k k := jeTk+1 ~Q
T
k+1e1j kbk;
endwhile;
% Evaluate gk() %
Solve ~Rkz
()
k = I
T
k+1; k
~Q
T
k+1e1kbk; gk() := kTk+1; kz()k − e1kbkk2 − 2;
if jgk()j6(2 + d)d2 then
% Regularized approximate solution found %
y()k :=Vkz
()
k ; x
()
k :=A
Ty()k ; exit;
endif;
old := =2;
% Evaluate kr(old)k k %
~Tk+1; k := Tk+1; k + (1=old)Ik+1; k ;
Compute QR-factorization ~Tk+1; k = ~Qk+1 ~Rk+1; k ; kr()k k := jeTk+1 ~Q
T
k+1e1j kbk;
% Check whether k is suciently large for evaluation of gk(old) %
while kr(old)k k>d do
% Increase k %
k := k + 1;
Update BVk−1 = VkTk; k−1 using Algorithm 1 to obtain Lanczos
decomposition BVk = Vk+1Tk+1; k ; ~Tk+1; k := Tk+1; k + (1=old)Ik+1; k ;
Update ~Tk; k−1 = ~Qk ~Rk; k−1 to obtain QR-factorization ~Tk+1; k = ~Qk+1 ~Rk+1; k ;
Update ~Q
T
k e1 to obtain ~Q
T
k+1e1; kr()k k := jeTk+1 ~Q
T
k+1e1j kbk;
endwhile;
% Evaluate gk(old) %
Solve ~Rkz
(old)
k = I
T
k+1; k
~Q
T
k+1e1kbk; gk(old) := kTk+1; kz(old)k − e1kbkk2 − 2;
% Update  by the secant method %
2: new :=  − ( − old)=(gk()− gk(old))gk(); old := ;  := new;
% Evaluate kr()k k %
~Tk+1; k := Tk+1; k + (1=)Ik+1; k ;
Compute QR-factorization ~Tk+1; k = ~Qk+1 ~Rk+1; k ; kr()k k := jeTk+1 ~Q
T
k+1e1j kbk;
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% Check whether k is suciently large for evaluation of gk() %
while kr()k k>d do
% Increase k %
k := k + 1;
Update BVk−1 = VkTk; k−1 using Algorithm 1 to obtain Lanczos
decomposition BVk = Vk+1Tk+1; k ; ~Tk+1; k := Tk+1; k + (1=)Ik+1; k ;
Update ~Tk; k−1 = ~Qk ~Rk; k−1 to obtain QR-factorization ~Tk+1; k = ~Qk+1 ~Rk+1; k ;
Update ~Q
T
k e1 to obtain ~Q
T
k+1e1; kr()k k := jeTk+1 ~Q
T
k+1e1j kbk;
endwhile;
% Evaluate gk() %
Solve ~Rkz
()
k = I
T
k+1; k
~Q
T
k+1e1kbk; gk() := kTk+1; kz()k − e1kbkk2 − 2;
if jgk()j6(2 + d)d2 then
% Regularized approximate solution found %
y()k :=Vkz
()
k ; x
()
k :=A
Ty()k ; exit;
endif;
goto 2;
The residual error kr()k k decreases as k increases. This secures that the computations in the
algorithm terminate.
We remark that Algorithm 2 regularizes in two ways: by determining an appropriate value of the
regularization parameter , and by requiring the computed approximate solution x()k of (1.1) to lie
in the subspace ATKk(B; b) of Rm, where the Krylov subspace Kk(B; b) is dened by (3.1). In many
applications the approximate solutions in ATKk(B; b) are fairly smooth, in the sense that they do not
oscillate very much, when the dimension k is not very large. The determination of the properties of
the elements of the subspace ATKk(B; b) requires further investigation.
5. Computed examples
This section reports some numerical examples carried out with Algorithm 2 on a Sun Sparcstation
20 in double precision arithmetic, i.e., with unit round-o u= 2 10−16.
Example 5.1. We are concerned with studying the interior of a concrete structure by tomography.
This is a nondestructive technique for determining the condition of the concrete, e.g., the presence
and location of cracks. The knowledge gained facilitates appropriate and timely maintenance; see,
e.g. [2,3] for discussions.
The region that will contain the reconstructed image is discretized by a Cartesian grid of n square
picture elements (pixels) enumerated in some fashion from 1 to n. Assume that there are ‘ emitters of
X-rays and let there be a detector associated with each emitter. Emitters and detectors are considered
as points in the plane. Let the ‘ rays between the emitters and detectors form parallel lines of angle
j with the horizontal axis. Measurements will be made for p angles fjgpj=1. Let bi; 16i6‘p,
denote the measured total attenuation of the ith ray when it traverses the object. In the absence of
measurement errors, the value of bi would be the line integral of the unknown X-ray density function
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Fig. 1. Original image: a section of a concrete monolith showing an internal crack; dierent gray levels correspond to
dierent materials.
along the path of the ray. The purpose of the computations is to determine an approximation of the
X-ray density function from the quantities bi and knowledge of the angles of the rays. The X-ray
density function reveals properties of the concrete structure, such as cracks.
We assume the X-ray density function to be constant throughout each pixel, and let xj denote
the value of the density function in pixel j. For 16i6‘p and 16j6n, let aij be proportional to
the length of the intersection of the ith ray with the jth pixel. Then aijxj represents the attenuation
of the ith ray by the jth pixel, and
Pn
j=1 aijxj approximates the total attenuation of the ith ray.
Measurements of this attenuation is given by bi.
Let m := ‘p, and introduce the m n matrix A = [aij] and the right-hand side vector b = [b1; b2;
: : : ; bm]
T. Our model is given by (1.1). Typically m n in applications. The matrix A is in the
literature referred to as the projection matrix, and the solution x is referred to as the image vector;
see e.g. [7,8] for details on image reconstruction from projections.
We seek to determine the interior structure of a model of a concrete monolith, that is damaged
by a crack. Fig. 1 shows the (exact) X-ray density function of a cross section of the monolith; the
darker shade of gray, the larger the density. We assume now that this image is not available, and
would like to determine it from projections. For this purpose, we introduce a Cartesian grid of 127
by 127 pixels. We use p=30 equidistant angles j 2 [0; 2], and apply k=189 parallel rays for each
angle. This yields a linear system of Eq. (1.1) with a matrix with m = 5670 rows and n = 16129
columns.
Let wi denote the measurement error in the component bi of the right-hand side vector b. Dene
the error vector w= [w1; w2; : : : ; wm]
T and let  := kwk. We refer to the quantity =kbk as the noise
level. In our numerical experiments, the measurement errors wi are normally distributed with zero
mean and scaled to yield a desired noise level. Below we use the noise levels 110−3 and 110−2,
i.e., 0.1% and 1% noise.
We rst consider image reconstruction without regularization. Fig. 2 shows the computed X-ray
density function obtained with the right-hand side vector b with 0.1% noise when no regularization
is used, i.e., =1 in Algorithm 2. A maximum dimension of k =100 of the Krylov subspace was
allowed in this reconstruction, since a further increase of the dimension neither gave a decrease in
the discrepancy nor an improved reconstructed image.
In the following tables, the columns labeled \" show the dierent values of the regulari-
zation parameter determined during the computations with Algorithm 2. The rst value of the
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Fig. 2. Reconstructed image without regularization: 0:1% noise.
regularization parameter in each table is the initial value. The algorithm halves the value of the
regularization parameter until a value smaller than the desired value  has been determined. Now
the secant method can be applied, and the algorithm halves the value of  once more in order to
determine initial values for the secant method. The nal value of  in each table is the accepted
value of the regularization parameter.
The columns labeled \k" specify the dimension of the Krylov subspace used for the computation
of the approximate solution y() of (1.3). We tabulate  and k for several values of d.
Table 1 displays the performance of the method in the reconstruction when the right-hand side is
perturbed by 0.1% noise. This corresponds to  = 1:288. Let d = 1  10−1. Starting with  = 10,
an acceptable value of the regularization parameter is found after 10 updates of the value of . A
Krylov subspace of dimension 24 was required for the computations. Table 1 also shows results for
d = 1 10−2, 1 10−3 and 1 10−4.
Fig. 3 shows the computed X-ray density function corresponding to the accepted regularization
parameter when d =110−1. The computed density functions obtained with d =110−2, 110−3
and 110−4 look the same as the density function in Fig. 3 and are therefore not shown. Comparing
Fig. 3 with Fig. 2 illustrates the benet of and need for regularization.
Table 2 is analogous to Table 1 and corresponds to a right-hand side with 1% noise. The initial
value  = 10 is too large, and the value of the regularization parameter is reduced twice. When
d = 1  10−1, an acceptable value of  is found after 4 updates of the value of the regularization
parameter. Fig. 4 shows the computed X-ray density function obtained. Table 2 also displays results
for d = 1  10−2, 1  10−3 and 1  10−4. Reconstructed density functions obtained with the latter
values of d look the same as the image in Fig. 4 and are therefore not shown.
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Table 1
Image reconstruction with 0.1% noise and = 1:288
d = 1 10−1 d = 1 10−2 d = 1 10−3 d = 1 10−4
 k  k  k  k
10.0000 8 10.0000 11 10.0000 14 10.0000 16
5.0000 8 5.0000 11 5.0000 14 5.0000 16
12.6420 11 12.6434 14 12.6434 18 12.6434 22
18.0707 13 18.0735 18 18.0855 22 18.0858 27
24.4666 14 24.4718 21 24.4773 25 24.4792 30
33.2642 16 33.2886 23 33.3091 29 33.3102 34
44.5014 17 44.4894 25 44.5160 32 44.5165 38
58.6027 19 58.6652 27 58.6899 35 58.6958 43
75.1994 20 75.4962 29 75.5737 38 75.5884 46
93.6448 22 93.9310 31 94.0304 41 94.0396 51
112.1560 24 110.9825 33 111.2994 44 111.3208 55
123.4716 35 123.7840 46 123.8022 58
129.3790 37 129.6359 49 129.6782 61
130.8393 38 131.0507 51 131.0767 63
131.0772 40 131.1943 65
131.0555 41 131.1965 66
Fig. 3. Reconstructed image: 0:1% noise, d = 1 10−1.
The eect of the change in the noise level is clear when comparing Tables 1 and 2. A re-
duction in the noise level results in an increase in the value of the regularization parameter. A
decrease of d requires that the linear system (1.3) be solved to higher accuracy, cf. Proposi-
tion 4.1, and, therefore, typically the dimension of the Krylov subspace used increases when d is
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Table 2
Image reconstruction with 1% noise and = 12:88
d = 1 10−1 d = 1 10−2 d = 1 10−3 d = 1 10−4
 k  k  k  k
10.0000 6 10.0000 9 10.0000 13 10.0000 16
5.0000 6 5.0000 9 5.0000 13 5.0000 16
2.5000 6 2.5000 9 2.5000 13 2.5000 16
5.9961 7 6.0107 10 6.0111 14 6.0111 18
7.5690 8 7.6182 11 7.6190 15 7.6190 20
8.5841 11 8.5857 16 8.5858 21
9.0665 13 9.0704 17 9.0705 22
9.1783 18 9.1784 22
9.1871 22
9.1872 22
Fig. 4. Reconstructed image: 1% noise, d = 1 10−1.
decreased. A smaller value of d yields a more accurate approximation of the solution  of (2.1)
and (2.3).
Example 5.2. This example illustrates that Tikhonov regularization using the method described in
the present paper can give a more pleasing approximate solution of (1.1) than a few iterations by
the minimal residual method applied to the normal equations.
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Fig. 5. Solution computed by Tikhonov regularization.
Dene the matrix A= [aij]
400
i; j=1, where
aij :=
8<
:
1
3
p
2 exp(− (i−j)
2
18 ); ji − jj< 36;
0; otherwise:
(5.1)
This matrix models atmospheric blurring when multiplied to a signal x2R400. A large number of
eigenvalues of A are close to the origin and, in fact, the matrix is numerically singular with a
condition number of 81017. Moreover, A is indenite. We will not use the fact that A is a Toeplitz
matrix; here we are merely concerned with the quality of the approximate solutions determined by
Algorithm 2 and by a few iterations by the minimal residual method applied to the normal equations
associated with (1.1).
We construct the right-hand side vector b as follows. Let x^ := [1; 1; : : : ; 1]T 2R400 and dene
b :=Ax^+ u, where the entries of the vector u are uniformly distributed random numbers. The norm
 := kuk is assumed to be known, but the entries of u are not available. We consider b an available
approximation of the \exact" right-hand side vector b^ :=Ax^. In this example, we will assume 1%
noise, which corresponds to = 0:20.
We determine an approximation of x^ by computing an approximate solution of the linear system
(1.1). Our rst approach is to use Algorithm 2 to determine a value of the regularization parameter
 and an associated approximate solution x() of (1.1), such that kAx() − bk= . The components
of x() are shown in Fig. 5. For comparison, we note that the corresponding graph of x^ would be a
horizontal line through 1. We have kx^− x()k= 0:29 and kx^− x()k1 = 0:12, where k  k1 denotes
the uniform vector norm.
We also solve the normal equations associated with (1.1) by the minimal residual method. The
method generates a sequence of approximate solutions xk associated with a monotonically decreasing
sequence of residual errors kAxk − bk. We select the xk that minimizes jkAxk − bk − j as our
approximate solution of (1.1). In the present example, this minimum was achieved for x3. Fig.
6 displays x3 and is analogous to Fig. 5. Comparing these gures shows that components of x3
of small index (close to 1) and of large index (close to 400) are further away from 1 than the
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Fig. 6. Solution computed by the minimal residual method.
corresponding components of x(). We have kx^ − x3k = 0:60 and kx^ − x3k1 = 0:30. Thus, x()
is a better approximation of x^ than x3. This example is typical in our experience; in all computed
examples we considered, Tikhonov regularization gave higher accuracy in the computed approximate
solution than the minimal residual method.
6. Conclusion
This paper presents a new method based on the Lanczos algorithm for the solution of ill-conditioned
underdetermined linear systems of equations with a corrupt right-hand side. Numerical examples in-
dicate that the method is robust, not very expensive, and can be used in a black-box fashion.
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