We present techniques for computing the solution of large Markov chain models whose generators can be represented in the form of a generalized tensor algebra, such as Stochastic Automata Networks (SAN). Many large systems include a number of replications of identical components. This paper exploits replication by aggregating similar components. This leads to a state space reduction, based on lumpability. We define SAN with replicas, and we show how such SAN models can be strongly aggregated, taking functional rates into account. A tensor representation of the matrix of the aggregated Markov chain is proposed, allowing to store this chain in a compact manner and to handle larger models with replicas more efficiently. Examples and numerical results are presented to illustrate the reduction in state space and, consequently, the memory and processing time gains.
Introduction
The high complexity of dynamic systems in many areas of application makes them difficult to analyze [26] . Continuous time Markov chains (CTMC) facilitate their performance and even reliability analysis. CTMC are often used as the underlying concept of a high level formalism interpreted by a software package, which generates the state space and the infinitesimal generator of the underlying CTMC, and computes stationary and transient solutions.
The primary difficulty in developing a software tool to handle large-scale Markov chains comes from the explosion in the number of states. Indeed, CTMC modeling real systems are usually huge and sophisticated algorithms are needed to handle them. In order to keep memory requirements manageable, Stochastic Automata Networks (SAN) were introduced [10, 21] . The SAN formalism allows Markov chains models to be described in a memory efficient manner due to their storage based on a tensor representation. A somewhat different approach based on Stochastic Petri Nets allows us to obtain a similar tensor formalism, as shown by Donatelli [8, 9] . Furthermore, analysis techniques for these formalisms have been proposed. Direct solution methods, such as Gaussian elimination, are generally not used because the amount of fill-in that occurs necessitates a prohibitive amount of storage space. Iterative methods, which can take advantage of sparse storage techniques to hold the infinitesimal generator, are more appropriate [11, 21, 26] , even though here also, memory requirements can become too large for real life models. In order to analyze large CTMC models with loosely coupled blocks, some iterative aggregation/disaggregation (a/d) methods have been proposed in [26] , and an a/d algorithm has also been proposed for SAN in [4] .
In fact, it will be necessary to develop techniques to reduce the complexity of the Markov chain that will be analyzed. Fortunately, many large real systems include a considerable large number of identical (replicated) components. Taking such replications of components into account, a reduced Markov chain resulting from strong aggregation [17, 22] can be generated. Previous studies on weak lumpability [2, 19] have also shown how to group identical states, but this kind of aggregation depends on the initial state of the model. Lumpability and equivalence relations have been defined and discussed in [3, 6, 18, 14, 24] .
In the previous approaches, lumping on the state space of a Markov chain is described. Some other techniques to exploit replications are based on hierarchical models [20] . These techniques generate the reduced Markov chain directly from the model specification. Hierarchical Markovian models are useful for analyzing complex systems, and techniques to generate a reduced Markov chain from the specification of the model have been developed. Some a/d algorithms can also be applied to such models [5] . For Stochastic Activity Networks (a particular class of Stochastic Petri Nets), an algorithm for reducing the state space in the presence of replicated subsystems has been developed [23] . Some similar techniques exist for finite states machines, as shown in [7] . In [16] , a symmetric composition for Stochastic Process Algebras is proposed. Its operational semantics is compact and intuitive, and it allows a compact description of systems with replicas.
All these approaches present lumpability conditions for various modeling techniques in order to reduce the state space. The goal of this paper is to present an equivalent technique that can be used to efficiently aggregate SAN models. The lumpability conditions, as shown earlier in [17, 22] , are described and used in order to demonstrate that a SAN with replicas can be strongly aggregated. Identical automata within the model are detected and they can be automatically grouped and aggregated in order to generate the reduced Markov chain. A similar approach is described by Siegle [25] , but it does not take functional rates, one of the major components of SAN models, into account. In his work [3] , Buchholz defines the equivalence relations for Stochastic Automata Networks, and particularly equivalent representations for a Stochastic Automata. Gusak et al. [14, 15] have provided relatively general lumpability conditions for continuous-time and discrete-time SAN; these conditions are checked on automata matrices and they do not require exact replication of components. All these approaches emphasis on equivalence relations, but they do not give any formal definition of replicas for SAN. Moreover they do not give a tensorial expression of the matrix of the aggregated Markov chain.
In the next section, we briefly recall the concept of SAN, and then we formally define SAN with replicas in Section 3. The strong aggregation of such SAN is described in Section 4, and a tensorial expression of the matrix of the aggregated Markov chain is proposed. The final section shows the benefits of aggregation and some numerical results of practical examples.
Stochastic Automata Networks (SAN)
Continuous-time Stochastic Automata Networks [10, 11, 21] describe a system as a set of subsystems that interact. Each subsystem is modeled by a stochastic automaton, and some rules between the states of each automaton describe the interactions between subsystems.
Each automaton is composed of states, called local states, and transitions among them. Transitions on each automaton are labeled with the list of the events that may trigger it. An event is triggered after a delay which is exponentially distributed and the exponentially distributed variables corresponding to each event are independent. Each event is defined by its name and its rate.
When the occurrence of the same event can lead to different target states, a probability of occurrence is assigned to each possible transition. The label on the transition is evt(prob), where evt is the event name, and prob is the probability of occurrence of each possible transition. When only one transition is possible, the probability can be omitted.
There are basically two ways in which stochastic automata interact. Firstly, the rate at which an event may occur can be a function of the state of other automata.
Such rates are called functional rates. Rates that are not functional are said to be constant rates. The probabilities of occurrence can also be functional. Secondly, an event may involve more than one automaton: the occurrence of such event triggers transitions in two or more automata at the same time. Such events are called synchronizing events, in opposition to events involving only one automaton, called local events. As local events, synchronizing events may have constant or functional rates and probabilities.
Consider a SAN model with N automata and E events. It is a N-component Markov chain whose components are not necessarily independent (due to the possible presence of functional rates and synchronizing events). A local state of ith autom-
while the complete set of states for this automaton is denoted S (i) , and the cardinality of
is called the product state space, and its cardinality is equal to N i=1 n i . A global state for the model is a vector x = (x (1) , . . . , x (N ) ) ∈Ŝ. The reachable state space of the model is denoted by S; it is generally smaller than the product state space, most of the time because of synchronizing events and functional rates which prevent some states inŜ from occurring.
An automaton is involved by an event if it has at least one transition labeled by this event. The set of automata involved by an event e is denoted by O e . The event e can occur if, and only if, all the automata in O e are in a local state from which one of those transitions can be triggered. When it occurs, all the corresponding transitions are triggered. Notice that for a local event e, O e is reduced to the automaton involved by this event, and that only one transition occurs.
For i = 1, . . . , N, the behavior of continuous-time automaton A (i) is described by a set of square matrices, all of order n i . We shall denote the set of synchronizing events by ES. Let us denote, for i = 1, . . . , N, and for e ∈ ES:
• Q (i) l the matrix consisting only of the transitions that are local to automaton A (i) ;
• Q e− are identity matrices. Then, it has been shown in [10, 11] that the transition matrix can be expressed as:
The tensor sum corresponds to the analysis of the local events, while the tensor products correspond to the analysis of the synchronizing events. Notice the use of generalized tensor algebra [10, 21] , i.e., the use of operators g and g , instead of and .
SAN models with replicas
Although large systems often contain identical components, we turn our attention to two different cases: systems where all subsystems are equal, and systems where only some sets of subsystems are equal among themselves. The first case is modeled by a SAN composed of one replica, and the second case is modeled by a SAN with multiple replicas. In this section we formally define SAN models composed of one replica and SAN models with multiple replicas with an illustrating example for each case.
SAN models composed of one replica
Informally, a SAN composed of one replica consists of a set of N identical automata, i.e., the states of each automaton are identical, and the transitions are labeled with identical synchronizing events or replicated local events (for a given transition, the local events have the same rate in each automaton). This implies that the synchronizing events involve all replicated automata. Moreover, we have a replica only if the functions are not changed by a permutation of the parameters. For example, if N = 2, for all functional rate f and for all x (1) ∈ S (1) and x (2) ∈ S (2) , we must have f (x (1) , x (2) ) = f (x (2) , x (1) 
(the functions are not changed by a permutation of the parameters).
The concept of a SAN composed of one replica is now illustrated through a small example.
The basic resource sharing model--RS1
In this model, N p distinguishable processes share N r identical units of a common resource. Each of these processes alternates between a sleeping state and a resource using state. Notice that when N r = 1 this model reduces to the usual mutual exclusion problem and when N r = N p all of the processes are independent. Let λ (i) be the rate at which process i awakes from the sleeping state wishing to access the resource, and let µ (i) be the rate at which this same process releases the resource after using.
Each process is modeled by a two-state automaton A (i) , the two states being sleeping and using. Assuming δ(b) a function that equals 1 if the expression b is true, otherwise this function equals 0, then let the function f be defined by:
where x (i) is the local state of automaton A (i) , and x = (x (1) , . . . , x (N p ) ) is the global state of the SAN. Thus the function f has the value 1 when access to the resource is permitted (there is at least one available resource) and has the value 0 otherwise.
When all rates are identical (λ (1) 
, there are two local events per process:
• evt (i) a corresponds to "acquiring a resource" by the ith process and it has a rate λf ; • evt (i) r corresponds to "releasing a resource" by the ith process and it has a rate µ. This model, called RS1, is graphically illustrated in Fig. 1 . Since this model does not have synchronizing events, there is only one matrix per process:
All local matrices are identical, and the function is not changed by a permutation of the parameters (commutativity of the sum in the definition of f , Eq. 2). This SAN is therefore a SAN composed of one replica, as defined in Definition 1. Assuming arbitrarily k 0 = 0, we may denote by SI h the set of indexes of the automata in subset h:
SAN models with multiple replicas
An illustration of this decomposition into K subsets is given in Fig. 2 . First let us define a set of permutations such that there can be an exchange inside each subset, but not between different subsets: Definition 3. For a given SAN and a partition G (Definition 2), let P be the set of
For h ∈ [1, . . . , K], let P h be the set of permutations inside the corresponding subset (permutations of [(k h−1 + 1), . . . , k h ]). σ ∈ P can be expressed as a combination of permutations σ h ∈ P h , denoted by σ = (σ 1 , . . . , σ K ).
State vector structure due to multiple replicas
Let x = (x (1) , . . . , x (N ) ) be a global state of the SAN. It can be decomposed into subsets,
Note that the composition of permutations (denoted by •) is closed within P, that is to say: let ϕ, τ ∈ P, then σ = ϕ • τ is also in P. It is also obvious that when σ h goes through P h , for all h ∈ [1, . . . , K], then σ goes through P. For K = 1 (SAN composed of one replica), P equals the set of permutations of [1, . . 
. , N].
Considering the example in Fig. 2 with each automaton having two local states (1 and 2), the global state
and A (6) are in local state 1, while A (1) and A (5) are in local state 2. Let σ be the permutation such that σ (x) = (1, 2, 1, 2, 1, 1). We have in both global states (x and σ (x)):
• one automaton from the first subset, two automata from the second subset, and one automaton from the third subset in state 1; and
• one automaton from the first subset, one automaton from the second subset, and no automata from the third subset in state 2.
Having the same number of automata in all local states means that we can exchange global states with a permutation of P (Definition 3). A formal definition of SAN models with multiple replicas can be as follows:
Definition 4. A SAN with multiple replicas is a SAN model with N automata and a partition G (Definition 2), such that, for h = 1, . . . , K, we have:
• for all j ∈ SI h , the local matrices Q (j ) l are identical (equal to Q (l,h) ); • for every synchronizing event e ∈ ES, for almost all j ∈ SI h , all matrices Q (j ) e+ and Q (j ) e− are identical and respectively equal to Q (e+,h) and Q (e−,h) . Only one automaton in the whole SAN holds the transition rate f e of the event and therefore this automaton has different matrices. When this automaton is in subset h, its matrices are respectively equal to f e Q (e+,h) and f e Q (e−,h) ;
• for all functional rates f , for all permutations σ ∈ P (Definition 3), and for each global state x, f (x) = f (σ (x)) (for each subset h, the function is not changed by a permutation of the parameters "state of
A SAN is said to be without replica if there are N subsets with only one automaton in each subset (K = N and k h = h for h = 1, . . . , N). On the other hand, a SAN composed of one replica is a SAN for which all automata are in the same subset (K = 1), as for the RS1 example presented in Section 3.2. A SAN with multiple replicas is therefore a SAN for which 1 < K < N.
Note also that synchronizing events may affect several subsets (as well as only one subset). The conditions in the above definitions expresses that automata in the same replica have the same behavior with respect to all synchronizing events.
The resource sharing model with different rates--RS2
In this model (Fig. 3) , we consider N p processes partitioned in K groups with different rates for acquiring and releasing N r units of a common resource (the N r units of resource can be used by any process of any group). For each process of each group (h ∈ [1, . . . , K], i ∈ SI h ), we have two local events:
a,h is the local event corresponding to "acquiring a resource" by process i of group h. It has rate λ h f (f has the definition given in Eq. 2 for the example
r,h is the local event corresponding to "releasing a resource" by process i of group h. It has rate µ h .
There are no synchronizing events, so we have only local matrices. For h = 1, . . . , K and i ∈ SI h , 
Inside each subset, the local matrices are identical, and the function f (Eq. 2) is not changed by a permutation of the parameters. Following Definition 4, this SAN is therefore a SAN with multiple replicas.
How to detect replicas in a SAN model
Since large systems are often described with identical components, it is usual to describe these identical components as replicas during the model specification. So the partition G of replicated automata is usually given by the user during the model specification phase. In fact, we just have to be sure that the properties of SAN with multiple replicas (or with one replica) are checked for the user defined model. Therefore we do not have to detect the subsets, because they are given by the model itself.
The current implementation of replica detection in the PEPS software tool [1] is based on the verification of properties for automata informed as identical during the model specification. Specifically, to each set of automata informed as a replica (using brackets []) any functional rates and probabilities are verified to comply with Definition 4. Such verification is quite simple and its computational cost is irrelevant.
Aggregation of replicas
Now that we have introduced the notion of replicas in SAN, we can proceed to model aggregation. In this following, we assume that we have an initial SAN and a decomposition into subsets, as defined in Definition 2. Our goal is to obtain a reduced Markov chain resulting from strong aggregation (the formal definition of strong aggregation will be given in Section 4.2). Firstly, it is shown how aggregation intuitively works on a small example. After that, we prove that a SAN with multiple replicas can be strongly aggregated. Finally, it is shown that the matrix of the aggregated Markov chain can still be written as a tensor expression. 
Aggregation example
We show how aggregation works on the basic resource sharing model RS1 (Fig. 1 , Section 3.2), with N p = 3 processes and N r = 2 resources. This SAN is composed of one replica, as shown previously, i.e., P is the set of permutations of [1, . . 
All equivalent states of the initial SAN within a permutation of P (Definition 3) are grouped into one state of the aggregated Markov chain. We can arbitrarily choose one particular state to represent each group of global states, which we call equivalence classes. Assuming 1 as the local state sleeping and 2 as the local state using, the aggregated Markov chain of this example has four equivalence classes represented by the global states (1,1,1), (1,1,2 ), (1,2,2), and (2,2,2). All the global states of the initial SAN are equivalent to one of these states. We just need to know how many processes are using the resources, but it does not matter which process(es) is (are) using them. For example, being in global state (1,1,2) or (1,2,1) means that one resource is currently used.
If C1 and C2 represent two different equivalence classes, the transition rate from state C1 to state C2 of the aggregated chain is obtained by summing up the transition rates of the initial SAN from one original global state of C1 to all the original global states of C2. 2 The aggregated Markov chain for RS1 is represented in Fig. 4 , and the formal definition of aggregation is presented in the next section.
Notice that state (2,2,2) is not reachable (only two automata can use the resource simultaneously). The state space of the aggregated Markov chain, denoted byŜ agg , may have some unreachable states, which can be suppressed, obtaining the state space S agg .
Strong aggregation of SAN with replicas
In this section we study the conditions of strong aggregation of SAN with replicas. We consider a partition of the state space = ( 1 , . . . , ) , and recall the definition of strong aggregation [3, 17, 22] .
Definition 5 (Strong aggregation
Finally, a condition of strong aggregation is given by the following theorem of Rosenblatt. A proof of this theorem can be found in [17] . The transition rate from a state β of the aggregated chain to another state γ (β, γ ∈ [1, . . . , ]) is the sum of transition rates in the initial SAN from one state of β to all the states of γ . Due to the condition of Rosenblatt, we can arbitrarily choose any of the states of β , and the result will not be affected.
Theorem 1 (Rosenblatt
We have seen the conditions needed to aggregate a Markov chain. We now investigate whether a SAN with multiple replicas can be aggregated, and prove that a SAN with multiple replicas can be strongly aggregated. To do this, we first define the partition of the state space that we want to consider in the theorem of Rosenblatt (Definition 6), then introduce some notation, and finally prove that the condition of Rosenblatt is satisfied for the considered partition (Lemma 1).
Definition 6 (State space partition).
Two global states x and y (x, y ∈Ŝ) are equivalent if ∃σ ∈ P σ (x) = y. For both global states, there is in each subset the same number of automata in a given local state. The partition that we consider is = ( 1 , . . . , ) , where each γ (γ ∈ [1, . . . , ]) corresponds to a class of equivalent states. All the states in γ are equivalent, so we can choose for each γ one particular state rγ ∈ γ , called the reference state, and for all other states x ∈ γ , we can find a permutation τ ∈ P such that τ (x) = rγ .
Notation
• If x is a global state of the SAN, x (i) is the local state of
• If A is a matrix, i and j two indexes, then a ij represents the element of A on row i and column j . It may be functional, and a ij (x) is the function evaluated for the global state x. • The descriptor Q described in Eq. (1) can be decomposed into three parts: Q = L + e∈ES (P e + Ne) where the matrix L corresponds to the local part of the descriptor, P e to the positive synchronization part for event e, and Ne to the negative synchronization part for event e.
• Notice that all states in γ are equivalent within a permutation of P, so we have l x γ = y∈ γ l xy = σ ∈P l xσ (rγ ) . The same can be written for pe and ne.
Lemma 1. The Rosenblatt condition (Theorem 1) is satisfied for the SAN on the partition = ( 1 , . . . , ) (Definition 6).
In other words, for all β, γ ∈ [1, . . . , ], the probability of passing from a state x ∈ β to γ always has the same value for each state x in β : ∀x ∈ β q x γ = q rβ γ (where rβ ∈ β is the reference state of β ).
The proof of this Lemma is in the Appendix. With the application of the Theorem 1 (Rosenblatt), the Markov chain underlying the SAN can therefore be strongly aggregated on the partition .
The aggregated Markov chain is defined on the set of equivalence classes defined by the permutations of P (Definition 6). These equivalence classes are built from the product state space of the initial SAN which may contain unreachable states. As a consequence, some of these equivalence classes may also be unreachable. Let us denote byŜ agg this state space of equivalence classes (product state space of the aggregated Markov chain).
Tensor expression of the matrix of the aggregated Markov chain
This section aims at showing how we can express the matrix of the aggregated Markov chain as a tensor expression.
Recall that the descriptor Q of the initial SAN described in Eq. (1) can be decomposed into three parts: Q = L + e∈ES (P e + N e ). L is a tensor sum; all P e and N e are tensor products.
Letx andỹ be two global states of the aggregated state space (equivalence classes), and x ∈x be any of the global states of the equivalence class (it is a global state of the original state space). The generator of the aggregated Markov chain, denoted byQ, is defined byqxỹ = y∈ỹ q xy = σ ∈P q xσ (y) .
Moreover, with the definition of Q, q xy = l xy + e∈ES (pe xy + ne xy ), and finallỹ qxỹ = Therefore, the matrixQ can be expressed as a sum of matrices:Q =L + e∈ES (P e + N e ), where, for each global statex andỹ, and for a = l, a = pe or a = ne (e ∈ ES),
Now we consider a lumped version of each matrix A (A can be any of the matrix L, P e and N e , where e ∈ ES), denoted byÂ. This lumped matrix (defined in the following) is a tensor expression, obtained by the aggregation of each subset of replicated automaton. The equivalent SAN obtained is not defined there, we work only on the matrix expression of this SAN.
We want to prove thatQ =L + e∈ES (P e +N e ), whereQ is the matrix of the aggregated Markov chain. So, we will have a tensor expression ofQ.
To prove this, we work on each term a, where a can be l, pe or ne (e ∈ ES), and we show thatãxỹ =âxỹ.
We consider first the tensor products P e and N e , for e ∈ ES. Then we explore the case of the tensor sum L.
• Let A be one of the tensor products P e or N e , e ∈ ES: A = 
Recall that σ can be expressed as a combination σ = (σ 1 , . . . , σ K ) (Definition 3). So we havẽ
If we decompose the product into subsets, we can replace in the product term, σ by the corresponding σ h , where h ∈ [1, . . . , K], and factorize the independent terms:
Then let us define the lumped matrixÂ.
Definition 7. Let us consider a SAN with N automata and a partition G (Definition 2). Then, let A be one of the tensor products of the generator of the SAN,
The lumped matrixÂ is defined as a tensor product of K matrices:
Recall thatx = (x 1 , . . . ,x K ) = (x (1) , . . . ,x (N ) ). Then we havê
Due to the properties of the functions, when we evaluate them with all x ∈x, we always have the same result, so formula (3) and (4) are equal, which prove the result axỹ =âxỹ.
• Now, let A be the tensor sum
Let x and y be two global states. With the definition of generalized tensor sum, we have
Notice that the only σ = (σ 1 , . . . , σ K ) giving a non-zero result for (x (i) ,σ (y (i) )) are such that only one of the σ h , h = 1, . .
. , K, is not the identity (denoted by id).
Letσ h = (id, . . . , σ h , . . . , id) be such a permutation. Then we have:
(x (i) ,σ h (y (i) )) can be non-null only for i ∈ SI h , so finally,
Definition 8.
Let us consider a SAN with N automata and a partition G (Definition 2). Then, let A be the tensor sum of the generator of the SAN,
The lumped matrixÂ is defined as a tensor sum of K matrices:
Then we havê
In Eq. (6), the product k∈ [1,.. 
is equivalent to the (x (i) ,σ h (y (i) )) defined for Eq. (5).
The two formula are therefore identical, andãxỹ =âxỹ.
Tensor expression ofQ
We have proved thatQ =L + e∈ES (P e +N e ), and with the expression of the different lumped matrix, we havẽ
and all the matricesÂ h have been defined above (Definitions 7 and 8) .
Thus, we obtain a compact representation of the aggregated Markov chain, as if each subset has been aggregated in an independent way.
The benefits of aggregation
We have seen that we can strongly aggregate a SAN with multiple replicas, but we still need to see what benefits it brings in order to justify this aggregation. We present at first some theoretical results, then we show the benefits of aggregation on practical examples.
Theoretical results
Consider a SAN composed of one replica with N automata, and let M be the number of states per automaton (it is the same for all automata because of the replication). The total number of states of the SAN is then M N . We wish to calculate the number of states of the reduced Markov chain. Notice that we do not take unreachable states into account, and some states of the aggregated Markov chain can be removed (as seen in the examples). 
Aggregation is beneficial only when there are several automata. Aggregation is useful for large SAN models, and it can be observed that in these cases, the state space reduction is significant. We have drawn some curves that show the state space reduction: percentage of the aggregated product state space size compared to the original product state space size, function of N, for different values of M (Fig. 5) .
For N > 10, the size of the aggregated state space is negligible compared to the size of the original product state space, and the reduction is more significant for larger values of M.
For a SAN with multiple replicas, we have for set h, and R h the number of replicas), what makes a total of
For example, if we have 2 subsets of R automaton, each having 2 states, and K other subsets containing only one automaton with M states each, we have initially 2 R × 2 R × M K states, and only (R + 1) × (R + 1) × M K states after aggregation.
Numerical results
This section aims at showing the practical benefits of aggregation through a few examples. At first, we introduce some examples, and then we summarize the results.
RS1 and RS2.
These models have already been described in Sections 3.2 and 3.4. Fig. 6 shows the aggregated Markov chain for the RS1 model. 4 State i (i = 1, . . . , N p ) corresponds to the state i processes are using a resource. The part with dotted lines correspond to the unreachable states, it can be suppressed from the Markov chain.
The size of the SAN before aggregation is |Ŝ| = 2 N p and |S| = N r i=0
. The size of the aggregated Markov chain is |Ŝ agg | = N p + 1, and when we suppress the unreachable states, |S agg | = N r + 1.
For the RS2, the aggregated state (i 1 , . . . , i K ) means that i h processes of the group h (h = 1, . . . , K) are using a resource. Some numerical results will be provided, showing the reduction of the state space in some special cases.
Resource sharing model with failure--RS3. This model is similar to RS1, except that the system may fail. Each of the N p processes has an additional state fail, and can go to this state via a synchronizing transition from both states sleeping and using. The event evt fail (rate λ f ) corresponds to a failure of the system. The occurrence of the event evt rep (rate λ r ) means that the system has been repaired, and then all the processes are back in state sleeping.
An additional automaton represents the state of the system, it can be failure or active. Transitions from one state to another occur with evt fail and evt rep . The other events are the same as those of RS1 (Section 3.2). This model, which we shall call RS3, is graphically illustrated in Fig. 7 . It is a SAN with two replicas, the first one consisting in automata A (i) , i = 1, . . . , N p and the second one consisting only in automaton A (N p +1) . (one more state than for RS1, corresponding to the global state the system is in failure). The size of the aggregated Markov chain is |Ŝ agg | = (N p + 2)(N p + 1), and when we suppress the unreachable states, |S agg | = N r + 2.
On/off sources model--OS. This fourth model presents a case in which s on/off sources feed a limited capacity (C requests) queue. The SAN for this model is represented by s + 1 automata. Each source is represented by a two-states automaton (local states on and off), and an additional automaton with C + 1 states. The arrival rate of the queue is a function of the state of the sources automata, and the service rate is a constant value µ (rate of the event evt s ). We consider two groups of sources, the first with s 1 sources (automata 1 to s 1 ), and rate λ 1 , and the second with s 2 = s − s 1 sources (automata s 1 + 1 to s), and rate λ 2 . These source rates shall be added to the arrival rate when the source is in the state on. Then the rate of the event of arrival in the queue evt t is Cluster with Bus Communication--CB. This fifth model represents a cluster with N p processing nodes with a simple behavior:
• each node i alternates from idle (Id (i) ) to processing (Pr (i) ) state; • being in the idle state a node can pass to transmission (T x (i) ) state if no other node is already transmitting; or it can pass to reception (Rx (i) ) state if there is another node transmitting; • after transmitting or receiving each node returns to idle state regardless of the state of the other nodes. 5 Such model could be seen as a simple description of UDP protocol over a shared bus, or other communication protocol in which there is no need of commitment between send/receive connections. Despite the application of such model, our interest in this paper is the description of a SAN with N p automata with four states each. This replicated automata model is represented in Fig. 10 . All events in this SAN are local, but events l • When all nodes have the same rates this model is a SAN composed of one replica. Only the global states in which only one node, at most, is transmitting are reachable, i.e.:
Numerical results. We present here some numerical results obtained with the software package PEPS [1] aggregating and solving the presented examples. The aggregation of replicas was automatically performed by PEPS using the model specification information (see Section 3.5), and the lumped SAN models were stored in the tensor format (see Section 4.3). The computer used to run the examples was an IBM-PC running Linux OS (Mandrake distribution, version 8.0), with 1.5 Gbytes of RAM and with 2.0 GHz Pentium IV processor. The indicated processing times do not take system time into account, i.e., they refer only to the user time spent to perform one iteration, 6 in order to compute the steady-state probabilities. 7 A time of 0 s means that the time is negligible (less than 10 −4 s). An indication -means 6 The number of iterations may vary according to the chosen numerical input parameters. However, the time to perform one iteration is not affected by the choice of numerical parameters. The solution method used to compute results was power iteration, but the other methods available in PEPS (Arnoldi and GMRES) have a quite similar time costs per iteration that depends on the cost of one vector-description multiplication [12] . 7 The technique presented in this paper is probably also useful for transient analysis. However, our interest here is limited to stationary solution, since this is the only solution formally defined for SAN models and implemented in the PEPS software tool. that PEPS was unable to solve the model (too many states). It is important to notice that only the processing times to compute the solution were indicated, since it is not necessary to disaggregate the solution vector on to the unaggregated state space. In fact, the computation of the result functions performed by PEPS (integration over the probability vector) works over the lumped state space.
The results in Table 1 show that aggregation always produce a significant state space reduction. This is true even when the original product state space is equal to the original reachable state space (model OS). The cardinality of the subsets, as in the two OS models presented, has little effect when compared to the gains achieved by the aggregation technique. The time required to compute performance indexes for this model becomes quite negligible. Taking replicas into account can even make possible to solve problems that were too large before, as the proposed RS3 model, the RS1 model with N p = 10,000, and the CB model with N p = 15. In fact, the last OS with a little bit more than 65 million states is the largest model directly solved by PEPS until now. Larger models can be solved, but with the current computational power, and specially the current memory limitations, there is no much room to handle larger models, unless some aggregation technique, like ours, is employed.
Conclusions
In this paper, we have defined SAN models with replicas, and have exposed a technique to aggregate such models. We proved a theorem showing how strong aggregation can be performed, and how the matrix of the aggregated Markov chain can be expressed as a tensor expression. The theoretical benefits of such an aggregation are also presented and verified by the numerical achievements of the implementation in the PEPS software tool.
It can be shown that a SAN with replicas is also exactly lumpable over the same partition [2] . The proof is very similar to the proof of Lemma 1 (Section 4). This property (exactly lumpable) allows to compute the probabilities of the initial model knowing the probabilities of the aggregated system.
Notice that the subsets of replicated automata have to be defined at the high level specification. This is often a fake problem since the replicas are usually known when modeling a particular system.
The implementation of the automatic generation of the aggregated Markov Chain in PEPS proved the efficiency of the proposed technique. The implemented algorithm generates the tensor expression of the matrix very quickly (much faster than the time spent by one single iteration). The resulting tensor expression is usually much more compact, so we can compute the numerical solution with an impressive reduction of CPU costs.
In this paper, we work only on the matrices describing such SAN to prove that the matrix of the aggregated Markov chain can be expressed as a tensor expression. We could as future work define formally an equivalent SAN resulting from the aggregation of each subset.
Finally, we plan to work on applications, e.g., communication protocols, to experiment those new techniques on real and large systems with a significant number of replicas. Many models in communication could not be solved by SAN due to the limitation of the product state space size, but we do believe that the proposed technique can boost the use of SAN to such practical cases. For all β, γ ∈ [1, . . . , ] , the probability of passing from a state x ∈ β to γ with a local transition always has the same value for each state x in β : ∀x ∈ β l x γ = l rβ γ .
Lemma 2.
• Proof of Lemma 2
Let β, γ ∈ [1, . . . , ], x ∈ β and let τ ∈ P be the permutation such that x = τ (rβ).
With the definition of a generalized tensor sum [10, 26] , for y ∈ γ , we have (l,h) . Moreover, for σ ∈ P, let ϕ ∈ P be the permutation ϕ = σ • τ −1 . Then σ = ϕ • τ and when σ goes through P, ϕ does the same (in a different order). Because of the commutativity of the sum, we can replace σ ∈P with ϕ∈P . Then we have:
q (l,h) rβ (τ (i)) rγ (ϕ•τ(i)) (τ (rβ)) rβ (τ (i)) rγ (ϕ•τ(i)) .
The functions are not changed by a permutation of P, and τ ∈ P, so we can replace τ (rβ) by rβ in the above equation. Moreover, for each subset h, when i goes through SI h , τ (i) does the same but in a different order (it is a permutation inside the subset). Because of the commutativity of a sum, we can change the order and replace l rβ (i) 
rγ (ϕ(i)) (rβ) rβ (i) rγ (ϕ(i)) .
Finally, l x γ = ϕ∈P l rβ ϕ(rγ ) = l rβ γ . For all β, γ ∈ [1, . . . , ] , the probability of passing from a state x ∈ β to γ with a synchronizing transition always has the same value for each state x in β : ∀x ∈ β e∈ES (pe x γ + ne x γ ) = e∈ES (pe rβ γ + ne rβ γ ).
Lemma 3.
• Proof of Lemma 3 Let e ∈ ES, β, γ ∈ [1, . . . , ], x ∈ β and let τ ∈ P be the permutation such that x = τ (rβ). We prove first that pe x γ = pe rβ γ . The proof for ne is similar.
With the definition of a generalized tensor product [10, 26] , for y ∈ γ , we have There is only one particular matrix in one of the subsets equal to f e Q (e+,g) , where f e is the transition rate of the event (definition of SAN models with replicas).
For σ ∈ P, let ϕ ∈ P be the permutation ϕ = σ • τ −1 . Then σ = ϕ • τ and when σ goes through P, ϕ does the same (in a different order). Because of the commutativity of the sum, we can replace σ ∈P with ϕ∈P . Then we have: The functions are not changed by a permutation of P, and τ ∈ P, so we can replace τ (rβ) by rβ in the above equation. Moreover, for each subset h, when i goes through SI h , τ (i) does the same but in a different order (it is a permutation inside the subset). Because of the commutativity of a product, we can change the order and replace τ (i) by i in the equation: Finally, pe x γ = ϕ∈P pe rβ ϕ(rγ ) = pe rβ γ . In a similar way, we can prove that ne x γ = ne rβ γ . This is true for all events e ∈ ES, so we finally have e∈ES (pe x γ + ne x γ ) = e∈ES (pe rβ γ + ne rβ γ ).
• Proof of Lemma 1
With 
