Let q > r ≥ 1 be coprime integers. Let R(n, q, r) be the nth record gap between primes in the arithmetic progression r, r + q, r + 2q, . . . , and denote by N q,r (x) the number of such records observed below x. For x → ∞, we heuristically argue that if the limit of N q,r (x)/ log x exists, then the limit is 2. We also conjecture that R(n, q, r) = O q (n 2 ). Numerical evidence supports the conjectural a.s. upper bound R(n, q, r) < ϕ(q)n 2 + (n + 2)q log 2 q.
Introduction
Let q > r ≥ 1 be coprime integers, and consider the arithmetic progression r, r + q, r + 2q, r + 3q, . . .
Dirichlet [4] proved that there are infinitely many primes in this progression. Let R(n, q, r) be the size of the nth record gap between primes in the arithmetic progression (1) , and denote by N q,r (x) the number of such records observed below x. The prime number theorem for arithmetic progressions [6] guarantees that, for any fixed coprime pair (q, r), the sequence of records R(n, q, r) is infinite. Our present goal is to investigate the behavior of R(n, q, r) and N q,r (x) statistically, using numerical evidence and heuristic reasoning.
In [12] we already studied maximal gaps between primes below x in progression (1) . We empirically found that, for a fixed q, the histogram of appropriately rescaled maximal gaps between primes r + kq ≤ x is very close to the Gumbel extreme value distribution. The nature of empirical results in [12] is akin to probabilistic results for sample maxima.
For i.i.d. random variables, Resnick's theorems [18, 19] establish that the limit law of sample maxima cannot be the same as the limit law of the nth record. In particular, if the limit law of sample maxima is the Gumbel distribution, then the normal distribution is a possible limit law for the nth record. (We will refer to this situation as the "Gumbel/normal case" of Resnick's theorems.) Three generally possible limiting distributions of the nth records in sequences of i.i.d. random variables are the normal, lognormal, and negative lognormal distributions [1, 19] . However, beyond i.i.d. settings, one can also encounter situations where the Gumbel distribution itself may be the limit law for records [1, p. 193] .
Probabilistic results [1, 13, 18, 19] are not directly applicable to record prime gaps. Nevertheless, it is natural to look at the growth and distribution of the record gaps between primes in progressions (1) -and investigate whether any results similar to Resnick's duality theorem might also be true for record gaps R(n, q, r). Does the number of records N q,r (x) behave like it would in an i.i.d. sequence, i.e., does N q,r (x) grow about as fast as log x? What is the order of magnitude of the nth record gap, as a function of n? What are statistical properties of the nth record gap? Is the actual distribution of R(n, q, r) approximately normal or lognormal or Gumbel -or none of the above? We will attempt to answer these questions using heuristics and statistical analysis of numerical results. Still, we have to remember that prime numbers are neither random nor independent [7, 17] ; likewise, prime gaps are neither random nor independent. So any statistical observations and heuristic reasoning about prime gaps should be used with a lot of caution. Denote by G(x) the maximal gap between primes below x. Let R(n) be the nth record prime gap; R(n) = A005250(n) in the Online Encyclopedia of Integer Sequences (OEIS) [22] . Suppose that x is so large that there have been many record gaps between primes below x. Cramér [3] used probabilistic reasoning to conjecture that
while Shanks [21] heuristically found
Let τ = τ (x) be a function estimating the number of record prime gaps with endpoints in [x, ex]. We postulate the existence of such a function τ and, in accordance with our earlier observations [12, Assume further that the actual number of records in [x, ex] does not differ much from τ . Then there are aboutτ log x records below x, whereτ is the average value of τ on the interval [1, x] . Denoting by n the number of records observed up to x, we have n τ ∼ log x.
This, together with the Cramér and Shanks conjectures, implies that
Granville's correction [7, p. 24 ] to the Cramér and Shanks conjectures might imply an additional numerical constant in the above estimate; still we have
Reality check. Computations of Oliveira e Silva, Herzog and Pardi [16] and, more recently, Jacobsen, Nair, and others [15] established the actual size of the nth record prime gap R(n) = G(x), for x ≤ 10 19 and n ≤ 77. The actual prime gaps indeed turn out to satisfy
which suggests that in the available data range we can take 1/τ 2 ≈ 0.25 and τ ≈ 2.
The nth record gap R(n, q, r)
Now consider the general case: gaps between primes in the arithmetic progression (1) . Suppose that x is so large that we have already observed many record gaps between primes ≤ x in progression (1). Let G q,r (x) be the maximal gap between primes r + kq ≤ x, k ∈ N 0 . Instead of the Cramér and Shanks conjectures, we will now need the following more general statements [12, sections 5.2, 5.3]:
for any coprime q > r ≥ 1. Here ϕ(q) is Euler's totient function.
Generalized Shanks conjecture. Almost all maximal gaps G q,r (x) satisfy
The heuristic reasoning then proceeds similar to the previous subsection. Let τ be a function estimating the number of record gaps between primes p = r + kq with end-of-gap primes p ∈ [x, ex]. As before, for any fixed q, let τ = τ (q, x) obey the heuristic assumptions (A), (B), (C) of sect. 2.1. There are aboutτ log x record gaps between primes r + kq ≤ x; denoting by n the "typical" number of records up to x we have n ∼τ log x as x → ∞.
Using eqs. (9), (10), (11) we estimate the "typical" nth record gap:
The above is valid for large n and x. To make estimate (12) applicable to moderate n, we add a semi-empirical correction term of size O q (n) (motivated in part by heuristics of [14] ):
Roughly speaking, the correction term takes into account that in progression (1) the very first prime p = r + kq might occur unusually late 3 and then subsequent primes occur less frequently than usual.
But we do not have any precise knowledge of τ . Therefore, let us eliminate τ using our assumption (A) τ ≥ 1; we thus heuristically arrive at the a.s. upper bound R(n, q, r) < ϕ(q)n 2 + (n + 2)q log 2 q.
For large x, computations of [12, section 3.4] suggest that τ is strictly greater than one; with this in mind, we expect at most finitely many exceptions to inequality (14) for any fixed q. In section 3 we will compare this heuristic prediction with results of computations.
2.3
The limit of N q,r (x)/ log x As before, let N q,r (x) be the number of record gaps observed between primes ≤ x in progression (1). Let τ = τ (q, x) be an estimator for N q,r (ex) − N q,r (x), the number of record gaps between primes p = r + kq, with p ∈ [x, ex].
As a function of x, let τ obey the heuristic assumptions (A), (B), (C) of sect. 2.1. Below we heuristically argue 4 that if the limit lim x→∞ N q,r (x)/ log x = lim x→∞ τ exists, then the limit is 2. This will justify our earlier estimate for N q,r (ex) − N q,r (x) given in [12] ; see eq. (18) .
Suppose that the following limits exist and are equal to some number τ * :
Let n be a "typical" number of records up to x. For large x, eq. (11) gives
Define ∆R(n, q, r) = R(n + 1, q, r) − R(n, q, r). By formula (12) , for large q and large x we have mean r R(n, q, r) ∼ ϕ(q) n 2 τ 2 * , mean r ∆R(n, q, r) = mean r R(n + 1, q, r) − R(n, q, r)
3 Cf. [14, section 2]; note the heuristic formula for lim sup P (q) describing the behavior of the first prime in progression (1). 4 A similar argument for gaps between prime k-tuples leads to the number of record gaps
Combining this with (15) we find mean r ∆R(n, q, r) ∼ 2 τ * ϕ(q) log x.
On the other hand, heuristically we expect that, on average, two consecutive record gaps should differ by the "local" average gap between primes in progression (1):
Together, eqs. (16) and (17) imply that
Remark. Computations [12, sect. 3.4] yield the empirical estimate
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Using a modified version of PARI/GP code from [12] we have computed the first fourteen record gaps R(n, q, r) for all q ≤ 2000. Twenty or more records were computed for selected small values of q (see e. g. Fig. 1 ). Records R(n, q, r) were also computed for selected larger values of q up to 80000. We used all admissible values of r ∈ [1, q−1], gcd(q, r) = 1, to assemble a complete data set of record gaps for given q and n. (As an example, Table 1 gives the R(n, q, r) data set for n = 10, q = 50.) For each data set, we computed its largest and smallest values, mean, median, standard deviation, skewness, and quartile points. This section summarizes our numerical results.
Conjectural (a.s.) upper bound for R(n, q, r)
All record gaps that we have computed turn out to satisfy the heuristic inequality (14):
for all coprime r < q ≤ 2000, n < 15. While we expect a finite number of exceptions at least for some values of q, thus far we have not seen any at all. However, if we use a smaller correction term (n + 2)ϕ(q) log 2 q, then there are a couple of exceptions, e. g. for q = 20 and q = 23.
The growth trend of R(n, q, r)
For a fixed pair (q, r), the sequence R(n, q, r) is a strictly increasing function of n; as n increases, the records R(n, q, r) seem to grow somewhat erratically. But consider the median of R(n, q, r) over all admissible r with gcd(q, r) = 1. Table 2 and Figure 1 show that the growth of this median is described quite accurately by a quadratic function of n:
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On the other hand, if the coefficient A q in (19) were to decrease to zero when we attempt to approximate R(n, q, r) for larger and larger n, this would mean that τ increases without bound. (In the special case of record prime gaps R(n), the quadratic approximation (8) remains valid for a wide range of n, at least up to n = 77, which suggests that lim x→∞ τ does exist; and the limit might be about 2.)
The distribution of R(n, q, r)
In the previous section we have seen that, for a fixed q, the median value of R(n, q, r) grows like a quadratic function of n. Now let us look at the distribution of the R(n, q, r) values around the median. Figure 3 shows the histograms of R(n, q, r) computed for q = 9001, n = 6, 8, 10, 12. The histograms are clearly skewed to the right. We see that for moderate values of n both the Gumbel and lognormal distributions are good approximations for the R(n, q, r) histograms. However, the actual R(n, q, r) data sets appear to have slowly decreasing skewness as n increases (see Fig. 4 ), whereas the Gumbel distribution has constant skewness independent of the distribution's scale and mode:
In this respect, the lognormal distribution is a better fit to the data. Indeed, the best-fit lognormal distributions do reflect the decreasing skewness observed in the data.
Remark. For smaller q, the skewness of R(n, q, r) data exhibits a lot of fluctuations. Such fluctuations may mask the general trend of decreasing skewness; nevertheless, this trend becomes apparent for larger q.
The existence of a limiting distribution of R(n, q, r) is an open question. The decrease in skewness of R(n, q, r) is satisfactorily described by a power law (Fig. 4) . If the skewness continues to decrease all the way to zero, then it is possible that the normal distribution turns out to be the limit law for R(n, q, r) as n → ∞. (A sequence of lognormal distributions with vanishing skewness becomes indistinguishable from the normal distribution.) So a certain analog of the "Gumbel/normal case" of Resnick's theorems [18, 19] might be valid for the R(n, q, r) limit law (if one exists); however, convergence of records to the hypothetical normal limit law is exceedingly slow. For example, at the rate shown in Fig. 4 , we would need to observe over ten thousand consecutive records in order for the skewness to go down to 0.1. Anyway, for moderate values of n practically attainable in computation, the R(n, q, r) histograms are quite far from the normal distribution suggested by the "Gumbel/normal case" of Resnick's theorems.
The hypothetical normal limiting distribution would have a median that grows quadratically with n, as we have seen in Figures 1 and 2 . Our computations also showed that the standard deviation of the R(n, q, r) data sets grows approximately linearly with n. This should be taken into account in the rescaling transformation to reduce the limiting distribution to standard normal form (if it indeed exists). 
