INTRODUCTION
In practice, a digital filter implemented either on a general-purpose computer or by using special-purpose hardware behaves differently from its idealized design due to the finite word-length available to represent the signal variables and the multiplier coefficients. One of the practical issues, among others, is thus the sensitivity of filter performance to minor variations of the multiplier coefficients. The importance of low-sensitivity structures arises out of the fact that the characteristics of such a structure implementated with quantized multiplier coefficients is very close to that of an ideal infinite-precision implementation. In addition, if the multiplier coefficients can be represented by fewer bits, the implementation could operate at a faster speed and/or be less expensive. Moreover, there exist certain structures in which, if the multiplier coefficients are restricted to a certain range the structures are necessarily stable. Thus for such structures, parameter quantization can be done in such a way that stability is not impaired.
A. Background
Classical, doubly terminated lossless networks designed in the continuous-time domain to meet maximum-avail- able-power bounds, are known to have low passband sensitivity, as explained by Orchard [I] . Wave digital filters, originally proposed by Fettweis [2] , are a family of filter structures derived by imitating classical doubly terminated lossless electrical networks.
It was originally conjectured that these structures will inherit the low-sensitivity properties of the continuous-time structures. Crochiere [3] demonstrated this conjecture for a number of design examples in
1972.
A typical wave digital filter design starts with a prototype LC network, and each circuit element is transformed into an equivalent element.in the signal flow network. This transformation is done by viewing each element as a oneport. During this imitation process, a transformation of the voltage and current variables is made, so that the signals appearing in the digital signal flowgraph are not discretized versions of voltage and current, but linear combinations thereof, called the incident and reflected waves. The reason for making the transformation is that, if voltage and current are retained as variables of the flowgraph, certain delay-free loops appear, making the structure "unrealizable."
However, if "waves" are used as variables in the flowgraph, this can usually be avoided by following certain elegant interconnection rules [2] . According to the work in [2] , it appears that the low-sensitivity properties are the result of an imitation of low-sensitivity continuous-time filters, and the use of wave variables themselves has only to do with realizability considerations. To interconnect wave-ports of different characteristic impedances, "wave adaptors" are used, which are basically multiport interconnection networks, having no internal delay elements.
Fettweis and others, in more recent work, show that, wave filters have other desirable properties, such as internal stability and immunity from granular oscillations [4], [5] . Swamy and Thyagarajan [6] in 1975 and Constantinides [7] in 1976 showed that special types of digital filter cascade structures can be obtained from classical continuous-time networks by considering each element in the continuoustime domain as a two-port rather than a one-port (as originally done by Fettweis). In the resulting structures, adaptors do not make an explicit appearance. These structures were demonstrated to have low-sensitivity properties and Markel" structures [Ion, are not derived from continuand cascaded-lattice structure building blocks fall under the ous-time lumped filters, but share some properties in comclass of structures advanced here. mon with wave filters, such as passivity and freedom from granular oscillations [Ill, [12] .
II. PRELIMINARIES
Objective and Outline
Our aim in this paper is to develop a general framework for the design of digital filter structures exhibiting low sensitivity of the magnitude response in the passband with respect to the multiplier coefficients. We restrict ourselves to linear time-invariant, causal, one-dimensional digital filters. The proposed theoretical framework not only leads to well-known low-sensitivity structures such as wave digital filters [2] and cascaded-lattice structures [IO] , but also forms the basis of a number of new such structures. We thus expand the family of filter structures that have favorable coefficient quantization properties. The new theory developed entirely in the z-domain, is based on the concept of "losslessness" of certain building blocks. All the developments and results reported here are independently developed for discrete-time systems, without any reference to continuous-time-domain counterparts. (Occasional reference to continuous-time domain is made whenever it becomes instructive to point out certain similarities and analogies with existing classical filter theory results.) An obvious advantage of such generality and independence from reference to continuous-time filters is the following: There are several important design methods advanced by Dolan and Kaiser [13] , Deczky [14] , Saramaki
[15], Rabiner [16] , and others that develop directly in the z-domain, digital transfer functions with optimal magnitude characteristics. Using our new theory, low-sensitivity structures that share many of the attractive properties of wave digital filters can also be derived for these transfer functions, even though they do not have their origin in the continuous-time domain, and as a result, cannot be implemented with wave digital filter Structures.
We first review some basic concepts, definitions and notations in Section It. In Section Ill, we start from a z-domain description of a digital filter and arrive at the conditions for low sensitivity of structures. We show that, in a natural way this gives rise to the concept of boundedreal (BR) and lossless bounded-real (LBR) functions and structures. In Section IV we look into some general properties of LBR-based structures. For the digital LBR two-pair we provide an extensive list of properties in terms of the chain parameters [17] . We derive general conditions that a digital two-pair must satisfy in order to be a basic first-order LBR two-pair. We then consider interconnection properties of LBR two-pairs. At the beginning of Section V we look into other "LBR-like" structures, which are sufficient for lowsensitivity designs. This section is on the synthesis of a scalar lossless bounded-real function using "LBR extraction approach" and lays the basic mathematical foundation for the succeeding sections.
In Section VI, we outline the synthesis of general BR functions. First-and second-order LBR building blocks that lead to realizable cascaded structures are developed here. Upper case script letters denote a vector or a matrix, for example F(z), Y(z), etc. Superscript asterisk stands for transposed conjugate and superscript tilde is used to indicate a transposition followed by replacement of the independent variable by its reciprocal. Thus, H*(z) = H(z*), .T*(z) = F ( Z * ) , i ( z ) = ~( z -' ) , 4 ( z ) = ~' ( z -' ) for scalar and matrix transfer functions, respectively.
On the unit circle of the z-plane, " -' I and "*" clearly are equivalent.
Next, given a scalar transfer function C(z), we denote its first and second derivatives with respect to z-' as G'(z) and C"(z), respectively. Upper-case f stands for the identity matrix whose order can be understood from the context, and 8 stands for null matrix of appropriate dimensions. The notation 9 < 1 where 9 and 2 are square matrices, is an abbreviation for "2 -9" being positive semidefinite. Thus 9 * ( z ) 9 ( z ) < Y implies, [ 9 ( z ) Y ] * 9 ( z ) Y < Y * 9 for all (complex) vectors Y.
We consider in this paper single-input, single-output digital filters (Fig. 1 ) characterized by real rational transfer functions
where Y(z) and X(z) are the Z-transforms of the output and input sequences, y(n) and x(n), respectively. An important subclass of such transfer functions is the all-pass function given by
If H(1) = 1, it is a Type A all-pass transfer function, whereas, if H(1) = -1, it is a Type 8 all-pass transfer function. The synthesis procedure developed in this paper realizes any given H(z) of the form (1) as terminated digital two-pair structure [I71 as indicated in Fig. 2 . The digital two-pair is described either by a transfer matrixY(z) = [ T,,(z)] 
or equivalently by a chain matrix I I ( z ) The elements of above two-pair matrices are related through The input transfer function H(z) of the constrained twopair of Fig. 2 in which the frequency response magnitude IH(e/")l should be very close to unity in the entire passband. For such transfer functions, digitization of the multiplier coefficients can cause an unacceptable amount of deviation in the passband response. A structure with low passband sensitivity is most appropriate for the implementation of this class of transfer functions. In this paper, we are primarily interested in the sensitivity properties of the magnitude of the frequency response IH(e'")l in the filter's passband. Once a structure has been chosen, the implementation is characterized by a set of multiplier coefficients: Q= { m,, m2; * .,mh,}. Assume the structure to be such that, regardless of the actual values of the parameters m,, IH(e'")l is bounded above by unity. Let w,, be a frequency in the passband such that IH(e/"o)>l = 1 (see Fig. 3 then, as long as stability is not impaired, it will result in the decrease of the value of IH (ej"o) Fig. 3(b) . Thus the slope of 1H(ej"o)>l with respect to m, is precisely zero at this frequency. This property holds for every multiplier coefficient m,, i = 1,2;.
.,M. This means that, the first-order sensitivity defined by with respect to any parameter m, is zero at any frequency w where IH(e'")l is unity. Therefore, if we have a number of closely spaced maxima in the passband, we can expect good sensitivity properties in this band. Summarizing, if the following three properties are satisfied by a structure and its associated transfer function, the structure has low passband sensitivity P(1): The boundedness property: IH( e'")l < 1 . P(2): The magnitude IH(e'")l attains the maximum value of unity at certain frequencies in the passband. P(3): Property P(1) holds regardless of the values of the multiplier coefficients, as long as they remain in a certain range.
Property P(3) means that the boundedness property is caused by the structure, rather than by the values of parameters characterizing the filter. Thus if the parameters are changed, with the structure remaining the same, IH(e/")l may change for each frequency, but still remains bounded by unity. We can thus say Property P(1) is "structure induced." Now, Property P(1) is equivalent to
for all w (11) where Y( e'"') and X ( e'") are the Fourier transforms of y ( n ) and ~( n ) , respectively. In the time domain, the above inequality is equivalent to the following, assuming zero initial energy:
where { x ( n ) } is any square-summable sequence. It can be shown, with the help of the maximum modulus theorem, that if H(z) is BR then IH(z)l < 1 for (zI > 1 unless H(z) is a constant. Note that Condition a) is equivalent to stability, whereas, Condition b) can always be satisfied by scaling. Clearly, these do not, by themselves imply low sensitivity, which is a property related to the structure. It is Property P(3) that is crucial for low sensitivity. Accordingly, we turn our attention to this issue.
and Y * ( z ) Y ( r ) ~4 , f o r l z l 2 I .
(1 8)
In summary, given a scalar BR transfer function H(z), we can realize it by a low-sensitivity structure if we can find a means of "embedding" it into a 2 x 2 transfer matrix satisfying (1 7 ) . The inequality (18) implies S * Y * ( z ) S ( z ) S < S*Y, for all 9. (19) Note that (16) implies that for an LBR two-pair
Choice of the Basic Structure
We are looking for structures that impose certain boundedness conditions on the transfer function, regardless of the values of the parameter vector (as long as stability is not violated). Let us first look at the easier problem where the inequality in (11) is a strict equality. This corresponds to an all-pass transfer function as given by (2). Because of equality in (11) and (12), the transfer function of (2) will be between numerator and denominator is still retained, and therefore (11) continues to hold with equality. As long as the perturbations do not cause any pole to move outside the unit circle, the all-pass filter will remain stable. Thus for LBR functions, the constraint on the coefficients makes it possible to induce Property P(1) structurally.
If the transfer function is not LBR, the above situation does not hold, and we should find other means of inducing Property P(1) through structure. For this, note that the key property of an all-pass filter is the equality, H(z-~)H(z) = 1. It can be shown (as we shall see later) that if F ( z ) is the transfer matrix of a digital two-pair then the following property:
for all z (13)
can be "structure-induced" in a way similar to the case of an all-pass filter. The condition of (13), which we call para-unitariness, implies
on the unit circle. Thus each one of the scalar transfer functions T,,(z) is bounded as
(1 5)
Thus we can induce the boundedness property by means of a two-pair exhibiting the "matrix all-pass property" (see (13)). With this motivation, we define now the lossless bounded-realness of a digital two-pair as follows: Definition 3.2: A digital two-pair, generate delay-free loops if and only if the T,, element of each two-pair has a forward delay (or, all T , , elements have this property). Equivalently, these elements must have the form of (1) with do = 0. Thus a HI-cascade structure without delay-free loops must necessarily be one of two forms: T,,-delay based or T,,-del ay based. If a doubly terminated lossless ladder of the continuous time domain is imitated in the discrete domain by using the bilinear transformation, the resulting structure is a II-cascade of two-pairs. If volt-VAIDYANATHAN AND MITRA: LOW PASSBAND SENSITIVITY DIGITAL FILTERS age and current are retained as flow variables in this structure, it necessarily leads to delay-free loops [21] .
IV. DIGITAL LBR TWO-PAIRS
We shall outline later the low-sensitivity realization of BR transfer functions using a cascaded LBR two-pair structure constrained at one end by a multiplier. In this section we outline the properties of the first-order reciprocal LBR twopair which is one of the building blocks in our synthesis procedure. We also indicate certain LBR two-pair interconnections that preserve the LBR property.
A. Properties of LBR Two-Pairs
Recall that the LBR property involves stability and paraunitariness. Writing out the para-unitariness (see (17)) component by component we arrive at For stability, zeros of A(z) must be in IzI < 1. We wish to rewrite the para-unitariness of Y ( z ) in terms of the chain parameters. Substituting (5) in (22) we find
Equation (24) along with (5) and (6) implies
Other useful implications of para-unitariness can be similarly derived. We summarize all such properties in Table 1, which also indicates sets of properties that are necessary and sufficient for para-unitariness. 
Set IV is necessary as well as sufficient for para-unitariness.
Set 1 is necessary as well as sufficient for para-unitariness.
On the unit circle in the z-plane, (22a), (22b), (24a), and (24b) imply (27)
B. General Form of First-Order Reciprocal LBR Two-Pairs
We now obtain a general description for the transfer matrix Y ( z ) and the chain matrix n ( z ) describing a firstorder LBR two-pair. This is followed by special cases, some of which reduce to certain digital building blocks already known in the literature.
The General Form: Consider a first-order two-pair transfer matrix Y ( z ) with elements
We first take care of a special case. Note, one possibility is to let all the numerators of Ti to be of the form N,, = c j j ( s + rz-').
(29)
In other words, each one of the Ti is a first-order ail-pass filter, with gain cjj. It is a simple matter to find the relation between the c j j . Para-unitariness gives rise to
With a choice of positive signs in (30) we arrive at
by making further use of para-unitariness. Thus such a first-order LBR two-pair is of the form where cll is arbitrary, but in the range 0 < ( C ,I < 1.
We can then write the general form as
We now assume that none of the entries Tj is an all-pass.
where all coefficients are real and Jal < 1 and C, D have the same denominator x. + xlz-'. It can be shown, using the properties of LBR two-pairs derived earlier, that either x. = x1 or x. = -x , , and moreover that the LBR two-pair is described by
for the case x. = x1 and by
showing that the resulting two-pair is para-unitary. It can be easily verified, using the BR property of each T j of an LBR two-pair, that the IT-cascade is a stable structure. II-cascading, therefore, preserves LBR property.
b) The preceding equations leads to
showing that the resulting two-pair is para-unitary. Moreover, the resulting two-pair can be proved to be stable and therefore LBR.
c) The Scascade interconnection:
This is shown in Fig. 4 (c), and is a conventional cascade of a multi-input, multi-output system. The overall transfer matrix iswhich leads to 99-= g= g q = 4
and therefore para-unitariness holds. Moreover, it is easy to check that any pole in 9-also appears in 5 and/or 6.
Hence stability condition is automatically met, preserving the LBR property.
Finally, it can be shown from the definition of LBR functions and matrices, that if the variable z-' is replaced by a scalar LBR function, the resulting matrix or function is still LBR. (Such a substitution can be made on the structure itself, provided that it does not generate delay-free loops.)
An arbitrary combination of these interconnections also preserves LBR property. It is thus clear that we have potentially several possible structures that can exhibit low passband sensitivity. A particular interconnection, namely the II-cascade, gives rise to lattice structures [Ill, and many of the wave digital filter structures [2], [6] .
for the case where x. = -x1. Here, the constant "a" must satisfy l a1 < 1 (to ensure stability). For the case where x. = x l , the parameter c has to satisfy c = 5 -I -a I -k and x. is obtained from
For the case x. = -x1, similar relations can be derived. Two points worth noting from the general form of the first-order reciprocal two-pair are as follows: a) T,, and 5, must have a zero at z = 1 or -1, unless the entries T,, are all all-pass functions. These are the transmission zeros. b)
The choice of suitable sign parameters may sometimes be useful in the choice of one of several equivalent structures. This is somewhat analogous to the situation which arises in the Gray and Markel lattices, where suitable choice of sign parameters leads to improved internal scaling [IO]. We now turn to certain special cases of the general form. T,,-delaybased structures: It can be shown using the above formulation that if the first-order LBR two-pair has a pure delay in the numerator of T,, then the two-pair has the form
or equivalently, in terms of the transfer parameters,
Note again the choice of various signs that is available to us. One explanation is that the properties of a reciprocal LBR two-pair are not affected if both A and D or both Cand B change sign.
Similarly, expressions can be derived for the parameters of a two-pair with a forward delay in Tl.
Interconnection of LBR Two-Pairs: Given a higher order two-pair, a convenient way of implementing it, is by interconnecting lower order two-pairs. We next describe interconnection schemes that preserve the LBR property.
a) The II-cascade (Fig. 4(a) from G, , , (z) and ending up with a "remainder" transfer function G,,-,(z) of lower order than G,,,(z). In this manner G,,,(z) can be synthesized by successive two-pair extractions. We will be interested in cases where F ( z ) is an LBR two-pair.
From (40) it is seen that, given G,(z), the "constraining" function G,,,-,(z) is unchanged if all the chain parameters are scaled by the same quantity (which may even be a function of z). In other words, if we consider a II-cascade obtained by the extraction approach, the partial transfer functions G,,,(z) (Fig. 6) are unaffected by such an arbitrary scaling of the chain parameters. Such a scaling of the chain matrix affects only the 6, and T,, elements of each F ( z ) .
Para-unitariness is usually lost as a result. It remains to investigate how this scaling affects sensitivity properties.
Let II(z) be the chain matrix of an LBR two-pair. Let ll,(z) be related to I I ( z ) via
This relationship is demonstrated in Fig. 7 . It is evident that determine a II-cascade of first-order reciprocal LBR twopairs terminated in a multiplier of value 1 or -1, as shown in Fig. 6 , from a given real rational scalar LBR function. Here each G,,,(z) is a scalar LBR function of order m. We start by considering T,,-delay-based realizations. We outline the synthesis procedure for Type A functions. The modification for Type B is straightforward.
The Basic Extraction Step: The basic step in the implementation is as follows: Given a scalar LBR Gm(z), extract a two-pair such that the following three conditions are satisfied: a) the extracted two-pair is reciprocal LBR of first-order, b) Gm-l(z) is scalar LBR, c) G,,-,(z) is of order m -1 (or less).
A first-order reciprocal LBR two-pair with T,,-delay has a general form of (38) and (39), if the transmission zeros of the two-pair are at z = -1. As far as the synthesis of G,,,(z) is concerned, it is enough to consider the following form of representation of the chain parameters:
which results by ignoring the common denominator. Note that
which at z = -1 reduces to +I, and this is also the value of G,,,(-I) because T,,(z) must be zero with T,,(z) = 1.
Thus the choice of the sign of 6 and C is guided by the actual value of G,,,(-l) which can only be either 1 or -1.
For odd m we choose negative sign; and for even m we choose positive sign (with a Type B all-pass, the choice would have been opposite). We refer to such two-pairs having all zeros of Al(z) strictly inside the unit circle as "reciprocal LBR-generated digital two-pairs." It is easy to see that ll-cascade of two members of the reciprocal LBR-generated class belongs to reciprocal LBR-generated class. A ll-cascade of LBR-generated twopairs can be used in the synthesis of low-sensitivity structures.
Synthesis of Scalar LBR Functions
In this section, we develop the basic principles of LBR two-pair extraction that produces order reduction in a transfer function. The problem to be solved in this section is to and the assumption that G , ( z )~, , , ( z ) = 1 for all z, we get G,,,.-,(Z)G,,,-~(Z) = 1 for all z. In particular, IGm-ll = 1 on JzI = 1. Hence there are no poles on the unit circle.
Next consider Condition c). From (a), it is clear that G,,,-,(z) is at most of order m + 1. Substituting (42) in (40) with positive signs on 6 and C, we get for a Type A all-pass G,,,(z) with rn even
have a common factor (1 + z-'). Therefore, the order of G,-,(z) given by (44) is at most m. Consequently, we need to force a second cancellation of common factors between the numerator and denominator of Gm-l(z) (48) by Lemma A.l of Appendix I. Thus we have established general conditions for successful extraction.
Another important fact that follows from the properties of scalar BR functions is that the parameter u defined by (47) satisfies O , < U < l (49) which is a consequence of Lemma A.2 of Appendix I. Now u = 0 implies T,, = T,, = 0, which is a degenerate case in the sense that the extracted two-pair completely isolates the circuit on its right from that at its left. On the other hand, if u = 1 then TI, = T2, = 0 and q2 = T,, = il which implies that there is no progress in the extraction scheme. Therefore, we hereafter ignore the possibility of any equality in the inequality (49), and assume 0 < u < 1. Now consider the case Gm(-l) = -1, which arises, for example, when m is odd (and when all the partial functions are of Type A). We proceed as follows: Redraw the configuration as in Fig. 8 . The inner two-pair faces a condition similar to the one handled above. Therefore, it has exactly (42) with + signs for B and C. However, because of the leading minus sign, u has to be calculated from Note that, if the negative signs are absorbed in the two-pair, it amounts to reversing the signs of T,, and q,, or equivalently, those of B and C. Fig. 9 shows the overall structure for the case of a fourth-order all-pass function. Note that, only one basic two-pair element is involved. i n addition, because of the delay in T,,, the termination by unity at the far end does not give rise to delay-free loops.
Summarizing:
ALLPASS 64
Fig . 9 . Overall structure for a fourth-order all-pass realization. a) A scalar LBR transfer function G, , , (z) of order m, with Gm(-l) = 1, can be realized by extracting a T,,-delay based first-order LBR two-pair characterized by the chain parameters
where Note that we do not perform the two types of extractions even though for clarity, both cases are stated above.
A disadvantage with T,,-delay-based realizations is that, the termination at the right end (Fig. 9) gives rise to delayfree loops. Moreover, the expressions for u are no longer given by (47) and (50), and u is not necessarily restricted to the range 0 < u < 1.
Gm-,(-l) = 1.
VI. LBR-BASED STRUCTURES FOR ARBITRARY BR TRANSFER FUNCTIONS
In this section we develop procedures for the synthesis of arbitrary scalar BR functions in terms of constrained LBR two-pair structures. We first start with the first-order LBR two-pair introduced in the previous section, and develop second-order LBR structures from it. Only T,,-delay-based structures are considered. The concept of "one removal" at arbitrary points on the unit circle of the z-domain is developed.
A. LBR Two-Pair Cascaded Realization of General BR Functions
If the function G, (z) is BR with Gm(-l) = $1, we can still proceed to extract LBR two-pairs of the form of (51) or (53) T, = T,, = 6 ( 1 -z -~) (53) (The phrase "removing a one" will be used to indicate this operation hereafter.) We point out that the key mechanism behind order reduction is the attainment of the bound 1 by IG,,,(ejU)l. If this bound is attained at a frequency corresponding to z = ejwo, then the above first-order blocks are not useful. We next deal with this situation. Second-Order LBR Two-Pairs: Suppose a BR function G,(z) is equal to -1 at z = ej"0. From the above discussion it appears that an LBR two-pair with transmission zero at this frequency will be the right choice for extraction. We can use a frequency transformation to derive such two-pairs. One such transformation is [I91 which maps the point z = -1 to a point zo = ej'o satisfy-
The resulting second-order LBR two-pair has chain parameters
(564 (common denominator has been ignored). The value of a can be found by forcing an order reduction resulting in (57) The cancellation of a fourth-order factor thus implies that the resulting G,,,-,(z) is at most of order m -2.
Similarly for the case of G,,,(eiwo) = + I , we get the form
(584
c --(u -1)(1 + pz-1)
4
In this case we use
Gl!ll(ZC> It can be shown [21] that even though zo and G; (z, ) are in general complex numbers, the quantity u in (57) and (59) is real. Moreover, u is in the range O < U < l .
(60)
Furthermore it can be shown that, with the above choice of (I, Gm-l is a BR function.
At this point, we have rules for order reduction of a BR function whose value is 1 or -1 somewhere on the unit circle. Table 3 summarizes the results of this subsection, and indicates the common denominator of the chain parameters which forces the condition AD -5C= 1. Before proceeding further, we consider a synthesis example.
Example 6.1: Consider the transfer function 22 -52-1 + 5z-2 + 8z-3
= 24 -S2-1 + 5 z -2 + loz-, ' It can be verified that this is a BR function with G3( -1) = 1 and G3( e*'"/3) = 1. Let us first extract a second-order twopair with transmission zeros at zo = Calculation shows that zo/C(zo) = 3/2 and therefore
In addition Upon extraction of the following two-pair ( Table 3 , entry 1)
C = b , D = / i we get the first-order BR function
Since G,(-I) = 1, and G(-l) = -1, we can extract the two-pair in the first entry of Table 2 with The two-pair is described by
and the remainder function is = 4. Now consider the following situation: Given a BR function G(z), let the order be reduced by successive extractions of LBR two-pairs until we get a BR function G,(z) with G,(z) # 1 or -1 at any point on the unit circle. The rules we have formulated so far do not cover this particular situation, and we need a new procedure for order reduction. Two cases can be further identified as far as this situation is concerned CASE I: There exists a point on the unit circle, zo = elWo such that (G(e'"'0)l = 1.
CASE /I: IC(z)[ is nowhere unity on the unit circle.
The next subsection takes care of CASE I.
More General "One Removals": Given a BR function G,(z) such that (C,(el'"O)l = 1, our aim is to extract a first-order two-pair and force G,-l(ejwO) = 1 or -1. We can then extract a second-order two-pair for further order reduction. To consider this possibility first consider forcing Cm-l(e'wO) = -1. To this end we use the first-order twopair of (51) but with u determined from Note that this is a real number. Table 4 Gm-l(e/OO) = -1
summarizes various
Common Denominator Common Denominator = F(1 -2-1) = 1 -uz-l possible extraction schemes to be used for the purposes under consideration.
LBR two-pair sections of the form shown in Table 2 will be called Type 1 sections. Those in Table 3 will be referred to as Type 2. The sections in Table 4 have the same form as those in Table 2 , but use a different formula for u, as they are used for a different purpose. We thus designate them as Type 0. The extraction of a Type 0 two-pair produces an unintended behavior at the frequency corresponding to z = 1 (entries 2 and 4) or z E= -1 (entries 1 and 3). The transmission zero of the Type 0 two-pairs at z = 1 (or z = -1) forces G,,,(z) to assume the value 1 at z = 1 (or z = -1). This effect can be canceled by the extraction of another Type 1 LBR following the Type 2 (which follows the Type 0). Table 4 the second entry of Table 3 the first entry of shown that if a, is calculated from
then there is no transmission zero at z = -1 for the overall two-pair obtained by cascading the above three two-pairs. However, unlike all the order reduction techniques developed earlier in this paper, it can be shown that a, satisfies (49), and that only one of the two parameters, u1 and u3 satisfies (49).l The cancellation of the unintended transmission zero at z = 1 or -1 is never perfect, in a digitized implementation of the cascade of the above three sections. This difficulty can easily be overcome by combining the three sections into a single second-order section, with chain parameters of the form
and a common denominator is understood. This secondorder section is then directly implemented. Note that, all 'Detailed justifications of these statements are omitted in the interests of brevity. our order reduction schemes are "one-removal" operations on the quantity IG,(ej")l.
B. Realization of Arbitrary Transfer Functions
Consider a fifth-order equiripple low-pass filter, with passband magnitude reaching a maximum of unity at a,( = 0), w 2 , and w 3 . To remove the "one" at w, = 0, we need a first-order LBR two-pair. After this extraction, we are left with a fourth-order BR function, which has a magnitude of 1 at w = w2 and o = w 3 . To remove these "1"s and thereby reduce the order to 0, we need (at least) two second-order two-pairs. The resulting structure is a cascaded LBR two-pair, terminated in a constant multiplier m,, with ]mol < 1.
Next consider a fifth-order BR function G,(z) whose magnitude is equal to 1 at a single frequency w = wo, i.e., IGs(ei"O)l = 1. Assume further that upon extraction of the appropriate two-pair, we are left with a third-order BR function G,(z) whose magnitude is no longer equal to 1 at any point on the unit circle. This is the CASE I I described earlier. The extraction schemes mentioned above do not cover this case. The obvious remedy is to scale G,(z) to mG3(z), Iml > 1, such that the maximum of ImG3(ei")l is 1.
The extraction scheme outlined above can then be used to implement mC3(z), and this can be followed by a multiplier l / m (Fig. IO) . We thus perform an internal scaling. The c, Fig. 10 . Scaling of C, to attain the bound of unity on the unit circle.
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single multiplier section involving l / m will be called Type 3. Note that, because p/mI < 1, the Type 3 section is a "passive" two-pair rather than an LBR two-pair.
Two important observations are now in order. First, for digital Butterworth, Chebyshev, and elliptic filters, the situation described in the previous paragraph does not arise. In other words, throughout the extraction process, the quantity IGm(elw)I has the maximum value equal to 1 at least for one value of w . This statement is true in all situations, where the number of zeros of 1 -IG,(ej")l* (counting multiplicity) in the passband of the given transfer function GN(z) is equal to the order N. Also as we shall see in our examples, even for nonclassical transfer functions, this statement is true if the passband is optimized in a minimax sense. Thus in all practical situations, the internal scaling described above is unnecessary, and all the two-pairs involved are strictly lossless. Second, even if the above internal scaling is required for a particular transfer function, the zero-sensitivity property at the maxima of IG,(e'")l continues to hold, with respect to each multiplier in the structure, including the internal scaling multiplier.
VII. SIMULATION EXAMPLES
Given a digital filter specification in terms of the frequency response, a common approach is to formulate an approximation problem in the z-domain itself, without any reference to the continuous-time domain
[13]- [16] . Such techniques are very useful, for example, if certain predetermined transmission zeros are desired, or if an arbitrary error criterion (such as minimization of $-error) is to be imposed. In such cases, it is quite likely that the numerator and denominator orders are not the same. In some instances, it is possible to dispose of certain transmission zeros (such as at z = -1) and still meet the specifications satisfactorily. 
1.00
N o r m e l i z e d F r e q u e n c y (9 -1.271226*10-3. Note that the given BR function is thus the preceding table also reveals the order in which the realized as the input function of a terminated LBR two-pair.
"ones" are "removed." All the Type 2 and Type 0 sections have (I in the range of Fig. 11 shows the passband magnitude response for vari-(49). All the /3's are in the range of -1 6 / 3 6 1, as exous quantization levels, where a comparison is drawn with pected. The order in which we have listed the sections in conventional cascade-form implementation [19] . It is evi-dent that the LBR-based structures have much better passband behavior. The stopband behavior is usually better for the conventional cascade form, as seen from the plots. The reason for this is that, in the conventional cascade structure, the parameter quantization does not move the transmission zeros away from the unit circle. Two points are worth noting here. First, the order in which the "ones" are "removed" can be permuted, giving rise to 24 different structures. These structures may behave differently as far as other nonideal effects (such as roundoff noise) are concerned. Second, instead of quantizing all multipliers to the same number of bits, we can distribute a given number of total bits among the various multipliers according to an optimal bit assignment scheme. Further study is required along these lines. Such flexibilities are, of course, also available in the conventional cascade form structure.
Example 7.2: The second example is the realization of an LBR-based structure for a transfer function obtained as a result of the following optimization problem:
Find a low-pass transfer function H(z) with one complex zero pair on the unit circle, and two complex pole-pairs and one real pole, with transition region from 0.025~ to 0 . 0 5~ such that the passband is maximally flat, stays within I-dB tolerance, and the minimum attenuation in the stopband is as large as possible. The results of the optimization problem are given in [15] , and are as follows: and the terminating multiplier is of value 2.27558*10-4. Only Type 1 sections are required, and each section satisfies (49). Fig. 12 shows plots of IH(eJ")l for various levels of quantization. Clearly, the LBR structures are better off in the passband.
Location of poles:
Example 7.3: The purpose of this example is to demonstrate an alternate means of synthesizing a BR transfer function so that zeros of the function on the unit circle do not move away from the unit circle in spite of coefficient quantization. If the LBR-based structure has this property, then the sensitivity of the synthesized BR function is satisfactory not only in the passband, but in the stopband as well.
Referring to the basic LBR two-pairs introduced in Section IV, it is clear that all of them have transmission zeros on the unit circle. Moreover, these transmission zeros can move only along the unit circle and never away from it, if the parameters are quantized. If a given BR function H(z) is synthesized as the "cross-transfer function" rather than as the "input function" (see Fig. 13 ), then the transmission G W Fig. 13 . Realization of a given transfer function H ( z ) as a cross-transfer function.
zeros of H(z) are the same as those of the two-pairs themselves. As long as all the zeros of H(z) are on the unit circle (which is the case in most practical applications), we can obtain such a realization. Given H(z), the task is therefore to find a BR function G(z) such that G c + H f i = 1.
Then G(z) can be synthesized as the input function of a terminated LBR two-pair. Let the termination be m. Since G(z) is BR, we must have I r n l < 1. Then H(z) can be obtained as shown in Fig. 14 not affect H(z) and are not needed. They are shown to emphasize that H(z) can be looked upon as the cross-transfer function of an LBR two-pair. The multiplier rn, can also be deleted, as this does not affect the sensitivity properties.
As a specific example, let us assume that the transmission zeros are predetermined to be at .3n, 0.6n, B and that a low-pass filter with maximally flat passband is required. Assume further that the filter order is fixed to be 5. One way of finding H(z) with the terminating multiplier of value 4.33243 X Fig. 1 5 shows magnitude plots for the quantized structures for both the above implementations. Clearly, the former is very satisfactory in the stopband compared to the latter. The former is also acceptably good in the passband.
VIII. RELATION WITH WAVE DIGITAL FILTERSAND CASCADED-LATTICE STRUCTURES
In this section, we first show that the wave adaptors used in wave-digital filters can be obtained from the LBR twopairs derived earlier by a "delay extraction" approach. We then show how the new type of wave-digital filter pro- The two-pairs Y ( z ) and Yd(z) are related as shown in Fig.   16 . The above two-pairs can be realized using one delay. In order to get this realization, let us extract a delay using methods similar to that outlined in [22] for multiplier extraction. Referring to Fig. 17 , we have the following description:
[ : -(I -u )
Thus the matrix appearing in (71) is the same as$ of (70) and so the adaptors are obtained in a systematic way from the LBR approach. Moreover, we are naturally led to a one-multiplier description, advanced by Fettweis [23] . The changes in sign are easily explained: The changes in X , and Y, do not affect the function to the right of port 2. If we had extracted -2-l instead of z-', the change in sign of X , would have been unnecessary. Instead of starting from the LBR-generated two-pair of then qb satisfies LBR property, i.e., (qb)'qb = Y. Essentially, this means that c is an LBR-generated three-pair.
Thus the series adaptor can be looked upon as an LBR-generated three-pair of zero order. In view of the equivalence between parallel and series adaptors,pointed out in [23] , it follows that the parallel adaptor can also be derived directly via the LBR approach. We can similarly extract delays from two-pairs of higher order described in the previous section and obtain corresponding adaptors. For example, consider the Brune section of continuous-time domain. If the delays representing the inductors and capacitors in an equivalent wave-digital signal flow diagram are extracted, the remaining circuit is the adaptor described in [24] . The same adaptor can be obtained using the LBR approach, by extracting delays from a ll-cascade of Type 0, Type 2, and Type 1 sections described in the previous section.
In a manner similar to the delay extraction, we can extract a multiplier and obtain from (62) the three-pair (which gives the structure shown in Fig. 18) s;= 1 0 1 Fig. 18 . Realization of a first-order LBR two-pair using the multiplier extraction approach.
A very important feature to be noticed here is that, the LBR-generated two-pair of (62) can be implemented by using a single multiplier u, which therefore completely characterizes the two-pair. Consequently, the "LBR-generated" property is induced by the structure, rather than by the actual value of u. As long as u satisfies 0 c u c 1, the two-pair of (62) satisfies the LBR-generated property. Thus passivity properties are "structure induced," thereby meeting the condition laid down in Section Ill for low sensitivity.
The structure of Fig. 18 can be seen to be the same as Thus we arrive at the form (Fig. 19) Fig. 19 . The normalized Gray-Markel lattice structure where c1 is constant for the transfer matrix. Note that there are no finite nonzero poles and, moreover, each entry of Y ( z ) is an allpass filter of gain 1. Another feature is that the structure is not reciprocal, nor anti-reciprocal. Structures for other choices of sign parameters can be worked out similarly. Note that, the two-pair described by (81) is precisely the Gray and Markel normalized lattice two-pair [12] .
IX. Low SENSITIVITY VERSUS TERMINATION REQUIREMENTS
It is well known that, in order to exhibit low passband sensitivity with respect to components, a continuous-time LC two-port must be suitably doubly terminated so that at the maxima of the magnitude in the passband the source transfers the maximum available power. As a consequence, a singly terminated, or an unterminated LC two-port network does not give rise to low-sensitivity realizations, because, the maximum available power is not bounded above in these cases.
In the case of digital filters, the role of terminations is different. Thus the structures advanced in this paper are lossless digital two-pairs, which are typically terminated at one end, or even unterminated. In spite of this, they still exhibit low passband sensitivity. The reason for this can be seen by considering a general, doubly terminated LBR digital two-pair as shown in Fig. 20 , where H(z) = V(z)/X(z). Based on the losslessness of the two-pair, it can be shown that the maximum possible value of the quantity IH(e'")l is given by
According to Section Ill of this paper, if the transfer function magnitude attains this bound at certain frequencies in the passband, this is sufficient to ensure low sensitivity.
Wave-digital filters naturally fall under this class, as they are obtained from continuous-time LC networks, which are "properly" terminated in order to attain the corresponding "maximum available power" bound at the reflections zeros in the passband. The structures advanced in earlier sections of this paper also fall under this class, with "n" being typically zero. Note that, even if "n" and/or "m" is zero, the bound in (82) is finite and hence attainable, and this explains the reason why double terminations are not necessary for low passband sensitivity. Note however, that if "m" and/or "n" has a magnitude equal to unity, we have an unattainable bound, and therefore the resulting digital filter structure does not have low sensitivity. This is the situation, analogous to a singly terminated or unterminated continuous-time LC two-port. It should be mentioned in this context that the Gray and Markel lattice-structure implementation of an all-pole transfer function, can be represented as in Fig. 20 , with n = 0 and m = 1, and therefore, does not fall under the low-sensitivity class. We now wish to review the overall implementation that results from the LBR approach advanced in this paper. The structures are in the form shown in Fig. 6 , with lmOl < 1. The crucial property that each two-pair satisfies is that, if G,,,-l(z) is BR, then so is G, , , (z) (see Fig. 5 ). This is a consequence of the fact that each two-pair is LBR-generated (see Section V-A). Moreover, the LBR-generated property can be retained in spite of multiplier quantization (Section VIII) and, therefore, the following implication:
IG,,,-,(ejw)l G I * IG,(ej")l G I , for all o (83) holds regardless of digitization. Now, "m," can be quantized in such a way that its magnitude does not exceed unity. Thus applying the implication of (83) repeatedly, starting from the right end of Fig. 6 , we arrive at the conclusion that the given transfer function GN(z) is structurally bounded, and therefore satisfies the low-sensitivity requirements laid down in Section I l l . ' From the above line of reasoning, it is clear that, the two-pairs need not be lossless, but need only be LBR-generated. (Recall that, the "LBR-generated" property is an unnormalized version of losslessness.) If, however, each twopair is actually lossless (which is a stronger requirement), then each two-pair becomes an "orthogonal" digital filter building block, and can be implemented as a combination of norm-preserving planar rotations. This gives rise to the special case of the orthogonal filter structures advanced by Deprettere and Dewilde [25] . Finally, the LBR extraction approach can be generalized for the case of multiinput/multi-output transfer functions. A special case of this is the synthesis of single-input two-output "lossless" transfer functions, as a cascade interconnection of three-input three-output "orthogonal" building blocks, leading to the structures advanced by Henrot and Mullis in [26] . These structures can again be implemented in terms of norm-preserving planar rotations, and in addition are pipelineable.
X. CONLCUDINC REMARKS
Starting from the basic requirements for low sensitivity in the passband of a digital filter, we arrived at the conclusion that the implementation should be structurally passive, and moreover that the transfer function should attain the upper bound of magnitude imposed by the structure, at certain points in the passband. This was followed by the derivation of a general synthesis procedure for BR functions based on LBR two-pair building blocks.
In conclusion, we recall some of the familiar notions in classical, continuous-time network synthesis. The notion of passivity is associated with the concept of positive-real functions and matrices, and the notion of losslessness with the coniept of lossless positive-real (LPR) works [29] . Scattering matrices [29] of lossless multiports are known to satisfy certain boundedness conditions in the continuous-time domain. Incident and reflected "waves" pertaining to passive elements satisfy BR property. We arrived at similar notions in this paper through a z-domain argument. The methods developed in this paper for BR synthesis are analogous to the methods existing in the continuous-time domain for synthesis of driving-point functions. To see this, note that for a given BR function G(z), there exists a corresponding PR function (positive real) Z(s) given by Z ( S ) = r - 1 -5 where r is a positive constant, which can be assumed to be unity for simplicity. Thus a pole of Z(s) corresponds to the situation where G(z) = 1. The situation where a BR function does not attain the value 1 or -1 for any frequency is analogous to the situation where an impedance or its reciprocal does not have anyjw axis pole. The situation where a BR function is complex and has a magnitude equal to 1 on the unit circle is similar to the situation where a PR function has minimum real part along io axis equal to zero, with the imaginary part being finite nonzero. Extracting a Type 0 section from a BR function C,,, is analogous to extracting a first-order reactance function from a minimum impedance function Z , ( s) so as to create a jo-axis zero of the remainder impedance function Zm-l(s). The extraction of a Type 2 section following this is analogous to the extraction of an LC network in order to remove the pole from the remainder admittance function l/Z,,,-l(s). Finally, the extraction of a Type 1 (following a Type 0 and Type 2) two-pair is analogous to the extraction of a first-order reactance function to cancel an unintended transmission zero at s = 00. Therefore, a cascade of Type 0, Type 2, and the corresponding Type-I section is analogous to the Brune section, and so on.
As a final remark, we wish to mention that, in view of the generality of the framework advanced in this paper, it has been possible to design low-sensitivity "passive" structures for active filters [30] without requiring LC prototypes. In addition, FIR digital-filter structures that are passive and therefore have very low passband sensitivity have also been designed, based on the BR concept [31] . where the derivatives are evaluated at z-' = -1.
A proof of this lemma can be found in [21] . Note that the statement of this lemma does not involve the type and does not involve rn. It depends only on the behavior of C(z) at z = -1.
Lemma AZ: Let G(z) be a scalar BR function. Then proof: Since G(z) is a scalar BR function, it is analytic in a small enough neighborhood of z = -1. SO the derivative at z = -1 is independent of the direction in which we approach the limit. Let us move along the real axis, through the point z = -1. We know that IC(z)l c 1 for IzI > 1 assuming C(z) not constant. Therefore as we move through z = -1, G(z) changes as shown in Fig. 21 (a) and (b) for C( -1) = 1 and -1, respectively. Since the derivatives in (A2) are with respect to z-', the conditions of the lemma are proved.
