We prove some almost sure central limit theorems for the maxima of strongly dependent nonstationary Gaussian vector sequences under some mild conditions. The results extend the ASCLT to nonstationary Gaussian vector sequences and give substantial improvements for the weight sequence obtained by Lin et al. (Comput. Math. Appl. 62(2):635-640, 2011).
Introduction
The almost sure central limit theorem (ASCLT) has served as a basis for a large group of investigations of fundamental significance both in the theory of probability and in its numerous applications to statistics, natural sciences, engineering, and economics. Its methods and results continue to have great influence on other fields of probability theory, mathematical statistics, and their applications. In recent decades, there has been much work on the ASCLT. Cheng The purpose of this paper is to give substantial improvements for both weight sequence and the range of random variables of Theorem A.
Throughout the paper, let {ξ i = (ξ i (), ξ i (), . . . , ξ i (d)) : i ≥ } be a standardized nonstationary Gaussian vector sequence with
where throughout r ≥  and i < j. {ξ n : n ≥ } is called weakly dependent for r =  and strongly dependent for r > .
In the paper, a very natural and mild assumption is
where a * n = a n -ln ln n a n .
Results and proofs
We mainly consider the ASCLT of the maximum of nonstationary Gaussian vector sequence satisfying (.), which is crucial to consider other versions of the ASCLT such as that of the maximum of stationary strongly dependent sequence and the function of the maximum. In the sequel, a n b n denotes the existence of a constant c >  such that a n cb n for sufficiently large n. We also define the normalized real vector = t (t > ).
In the terminology of summation procedures, we have the following corollary.
Corollary  Equations (.) and (.) remain valid if we replace the weight sequence {d k :
Remark  Our results give substantial improvements for the weight sequence in Theorem A.
Remark  If {ξ i : i ≥ } is a standardized stationary Gaussian sequence, t =  and α = , then (.) becomes (.). Thus Theorem A is a special case of Theorem .
Remark  Essentially, the problem whether Theorem  holds also for some / ≤ α <  remains open.
The following lemmas play important roles in the proofs of our theorems. The proofs are given in the Appendix.
Lemma  Let {ξ n : n ≥ } and {ξ n : n ≥ } be two d-dimensional independent standardized nonstationary Gaussian sequences with 
where t n is an increasing sequence of positive integers such that lim n→∞ t n n = t (t > ).
Lemma  Let {ξ n : n ≥ } be a standardized nonstationary Gaussian vector sequence such that conditions (.) holds, and further suppose that n(
Lemma  Let {ξ n : n ≥ } be a standard nonstationary Gaussian vector sequence with constant covariance ρ n (p) = n/ ln n for p = , , . . . , d and {ξ n : n ≥ } satisfy the conditions
standardized nonstationary Gaussian d-dimensional vector sequence with covariances satisfying (.). Suppose that the assumptions of Lemma  hold, then
lim n→∞ P a n max ≤i≤n η i -b n -m * n ≤ x = d p= R exp -e -x(p)-r+ √ rz d (z), (.) where x = (x(), x(), . . . , x(d)) ∈ R d . Lemma  Let ζ  , ζ  , . . . , ζ n , . . .
, be a sequence of bounded random variables. If
Proof of Theorem  By Lemma  and the Toeplitz lemma, note that (.) is equivalent to
. . , d using the well-known c  -inequality, the left-hand side of (.) can be written as
where
Write the expectation in (.) as
slowly varying function at infinity. Hence,
For H  , similarly to the proof of the main result in [], we have
For T  , we have
According to Wu [] , for sufficiently large n,  < α <   , we have
Since α < / implies ( -α)/α > , letting  < ε < ( -α)/α -, for sufficiently large n, we get
Combining (.)-(.), we can get
By (.), (.), and (.), we have
Clearly,
Similarly to (.), we find that
For J  , we can get
By Lemma  and (.), for α > , we have
For J  , noting that {ξ i (p) : i ≥ } and {λ i (p) : i ≥ } are independent, by Lemma  and (.), we get
By (.), we have
By (.)-(.), we have Proof of Lemma  For t = , using Lemmas  and , the proof can be obtained simply. 
Proof of Lemma

