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Abstract 
 
This study revisits the Sectoral Shifts Hypothesis (SSH) and its regional dimension, employing a set of homogeneous 
and heterogeneous panel data estimators, that account for spatial and cross-sectional dependences. The scope of our 
work is first, to investigate the validity of the SSH and second, to further quantify the spatial spillover effects of 
sectoral reallocation. We construct a large time series-panel dataset with monthly observation from 48 US. States, 
spanning from 1990M01 to 2019M01. Our findings support the positive and significant relationship between 
unemployment and cross-sectoral employment dispersion. Moreover, our results indicate the presence of positive 
and highly significant sectoral shifts-spatial spillover effects. This outcome is robust under alternative specifications 
and measures of employment dispersion. Evidence demonstrates that neglecting the spatial aspect of sectoral 
reallocation, can lead to systematic underestimation of sectoral shifts effects.  
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1. Introduction 
 
Can a fraction of the total unemployment be attributed to intersectoral labor reallocation? According to the SSH, as 
articulated by Lilien (1982),  a sectoral shock (shifts in sectoral employment demand) alters the optimal allocation 
of labour across the sectors and it causes flows of workers into or out of the industry. The process of the reallocation 
is time-consuming and can rise the unemployment level as workers carry out this slow transition.  
In his empirical work, Lilien quantifies the labor reallocation phenomenon, with a cross-sectoral standard 
deviation of sectoral employment growth measure. Lilien, using U.S. time series data, finds a significant and positive 
correlation between aggregate unemployment and sectoral shifts. Later studies following the econometric 
developments of the time, investigate the SSH using traditional panel data techniques. Work of Blanchard and Katz 
(1992), Medoff (1983), Neumann and Topel (1991), Estevao and Tsounta (2011) and Simon (2014) investigate the 
sectoral and regional shifts impact on unemployment, taking into account the effects of regional labour markets 
heterogeneity1. Recently, Bakas et al (2016) using heterogeneous panel data estimators that control for unobserved 
common factors and cross-sectional dependence, provide supporting evidence to the SSH.  
Having the aforementioned studies as a point of departure, this study revisits the SSH and its regional 
dimension, employing a set of homogeneous and heterogeneous spatial panel data estimators that account for spatial 
and cross-sectional dependences. Our ambition is first, to investigate the validity of the SSH and second, to further 
quantify the impact of sectoral shifts spatial spillover effects. 
Both homogeneous and heterogeneous panel data estimator results confirm the SSH. Labour reallocation 
effect is positive and significant in any case. Interestingly, the spatial spillover effects of labor reallocation have a 
higher impact on regional unemployment than the reallocation of the state itself. Such evidence underlines the 
importance of the spatial dimension in the SSH literature as well as the underestimation of sectoral shifts effect in 
the previous studies.   
The contribution of the study is threefold. First, we expand the analysis of the SSH using a 29-year up to date 
panel dataset. Second, we employ homogeneous and heterogeneous dynamic spatial panel data models which allow 
us to estimate the spatial spillover effects of sectoral shifts. Third, we assess the spatial impact of other structural 
shocks on the regional unemployment rate.   
Policy implications emerge in the findings of our study. Our analysis suggests that a significant part of the 
regional unemployment could not have been addressed efficiently through traditional monetary and fiscal policy. 
Such policies can boost aggregate demand and smooth cyclical patterns of unemployment, but they do not constitute 
a proper cure. Conversely, supply-side polices, such as those that boost education, long life guidance and improve 
human capital, should be implemented instead. Additionally, results not only emphasise the importance of the 
proper unemployment policies, but also question the proper decision on where such policies should be implemented. 
The remainder of the paper is organized as follows; section 2 provides a brief discussion on the SSH 
literature. In section 3, we describe the econometric modelling and the estimation methodology. Section 4 presents 
the data and provides a preliminary data analysis. Section 5 presents the results and finally section 6 presents some 
concluding remarks. 
 
 
 
 
 
 
 
 
1 See section 2 for a more analytical description of the literature. 
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2. Theoretical background 
 
2.1 Early advancement in the SSH literature 
In the seventh chapter of his book, “Capitalism, Socialism and Democracy”, Joseph A. Schumpeter (1942) describes 
capitalism as a process of continuous creation and destruction. He argues that economic growth is achieved through 
the incessant destruction of the old economic structure and the constant creation of the new one. Unemployment is 
an essential feature in the process of “Creative Destruction”. Market economies experience constantly a high rate of 
job creation and job destruction in every sector, as many businesses expand and others contract (Davis and 
Haltiwanger 1992; 1996). Expanding sectors create jobs in a higher rate than the contracting ones, while the 
declining sectors destroy jobs with higher frequency. Different rates of job creation and job destruction between 
sectors entail a perpetual reallocation of workers, jobs and capital among competitive activities, organizations and 
locations.  
Lilien (1982) revived an idea that had been known since classical economists from 19th century, such as 
Ricardo (1817, ch. 19). The Sectoral Shifts Hypothesis (SSH) claims that inter-sectoral shifts in demand composition 
are a driving force of unemployment fluctuations. The basic intuition behind the SSH is that idiosyncratic shocks 
bring about flows of workers from declining sectors to the expanding ones and that such an activity requires time 
and lead to a temporary increase in unemployment. Therefore, the higher the dispersion of employment demand 
across the economy is, the higher the unemployment will be. Lilien investigates the relationship between US 
unemployment and the labour reallocation using annual data for the period 1948-1980. Labour reallocation (𝜎𝑡) is 
approximated by a weighted standard deviation of the cross-sectoral employment growth rates, 
 
𝜎𝑡 = √[∑
𝑥𝑖𝑡
𝑋𝑡
⁄ [𝛥𝑙𝑜𝑔𝑥𝑖𝑡 − 𝛥𝑙𝑜𝑔𝑋𝑡]2
𝑘
𝑖=1
]  
 
where 𝑥𝑖𝑡 is the employment in sector I at time t, 𝑋𝑡  is the aggregate employment at time t, and k is the number of 
sectors. Lilien finds that 𝜎𝑡 has a positive and statistically significant effect on US unemployment over the sample 
period. However, further evidence indicates that much of US unemployment in the 1970’s, contrary to that of the 
early 1960’s, can be explained by sectoral shifts. 
 Abraham and Katz (1986) immediately recognized the observational equivalence problem embedded in the 
Lilien’s approach. They argued that Lilien’ s reallocation proxy may not reflect idiosyncratic turbulences, but 
aggregate shocks, if cyclical responsiveness varies across sectors. Thus, the positive relationship between the 
unemployment and the dispersion index may capture the effect of aggregate shocks instead of sectoral ones. They 
address the problem of observational equivalence, proposing two different methodologies. The first relies on looking 
at the Beveridge curve2 shifts. The second recommends the decomposition of the dispersion proxy into an 
idiosyncratic component and a component that captures the variability generated by only aggregate disturbances. 
Using annual US data for the period 1948-1981, Abraham and Katz provide evidence against the SSH. They find that 
aggregate shocks are the main determinant of fluctuations in unemployment. Nonetheless, there are some 
drawbacks incorporated in the approach of Abraham and Katz which are common to many other works in the field 
and may invalidate the SSH. These issues relate to the lack of detailed and clear definitions of aggregate and sectoral 
shocks and therefore the lack of a standardized purging methodology. Despite its drawbacks the “purging” 
methodology of Abraham and Katz has subsequently been used in the literature by many authors (Neelin 1987; 
Samson 1990, Parker (1992), Mills et al. 1995;1996, Sakata 1999, Byun and Hwang 2006;2015, Panagiotidis and 
Pelloni 2013, Bakas et al. 2016). 
2.2 The spatial dimension of the SSH 
Medoff et al. (1983) were the first to put the analysis towards the regional dimension. They explore labour 
market imbalances across six broad US states groups (Northeast, Middle Atlantic, Southeast, Midwest, Pacific and 
Southwest) and across time, using different definitions of the Beveridge curve. They relate the outward shifts in the 
Beveridge curve during the 70s with labour market imbalances across regionally distinct markets. They interpret 
such imbalances as an indication of structural unemployment, and they examine how they have contributed to the 
 
2 The relationship between unemployment and the job vacancy rate 
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rising inflammatory pressure and the slow productivity growth of that time. Their findings support the SSH and they 
are in accordance with Lilien’s findings for high structural unemployment at the ‘70s.  Although work of Medoff is 
not fully related to our work and it clearly reflects the state of econometrics of that time, their contribution was of 
great importance, as they considered the regional dimension of the sectoral shifts, that had previously been 
neglected.  
The pioneering work of Neumann and Topel (1984) explores the determinants of persistent, long run 
regional unemployment differentials across the US states. They investigate the effects of demand uncertainty, 
diversification and sectoral shifts on the unemployment differentials among 48 contiguous states for the period 
1948-1981. Neumann and Topel proxy sectoral shifts, using an alternative measure that captures only long-term 
changes in sectoral labour demand and that should not merely reflect the non-neutrality of aggregate demand 
disturbances.  Their empirical methodology relies on the estimation of alternative specifications of their benchmark 
unemployment model, pooled across states and over time, using fixed effects estimators. Their findings indicate 
diversification and uncertainty as the main determinants of unemployment differentials. Sectoral Shifts Hypothesis 
does not receive much support as the permanent shifts in demand composition (sectoral shifts) have significant but 
also negligible effect on regional unemployment. According to Bakas et al. (2016) there are two possible reasons that 
counteract the validation of the SSH. The first reason is the alternative dispersion index of Neumann and Topel that 
may belittle the role of allocative shocks. The second reason is the usage of FE estimators that may introduce 
significant bias under the assumption of slope parameters homogeneity. Nevertheless, the contribution of Neumann 
and Topel was crucial and brought the sectoral shifts analysis a step forward. First, they consider simultaneously the 
regional and the sectoral dimension of the Sectoral Shifts. Second, they use a panel data approach which had been a 
methodological innovation of that time and third, they propose a new way to proxy for sectoral shifts. 
Various other studies have also used fixed-effects specifications to investigate the effects of sectoral shifts. However, 
most of them are focused only on the sectoral dimension and most of them are concerned with the wage differentials 
rather than unemployment (Shaw, 1989; Keane, 1991 and 1993; Keane and Prasad, 1996). More recently, Estevao 
and Tsounta (2011) investigate the effects of housing market performance and skills mismatch on state level 
unemployment changes, using 51 states monthly data, for the period 1991-2010. Although their analysis is limited 
in a fixed effects framework, they find a significant and positive relationship between state unemployment and 
structural changes (skill mismatch and housing market conditions), even after controlling for cyclical effects. For an 
extensive survey on SSH literature, see Gallipoli and Pelloni (2013). Other recent significant advancement in the SSH 
literature are those of  McCaig and Pavcnik (2018) for the region of Vietnam and the theoretical work of Bauer, and 
King (2018) for Germany .  
Basile et al. (2012) provide an empirical framework to assess the effects of sectoral shifts and industry 
specialization on regional unemployment applied to Italian Local Labour Systems data for the period 2004-2008. 
They build a semiparametric spatial auto-regressive model that allows for nonlinearities and spatial dependence. 
Their results document that sectoral shifts and degree of specialization exert a negative role on unemployment 
dynamics. Their methodology is a significant advancement for the literature of SSH, as they additionally account for 
spatial contagion phenomena across contiguous regions.   
Simon (2014) examines the relationship between unemployment and sectoral change, across US states 
during the Great Recession, using a Neumann and Topel’s (1991) measure. Although Simon’s empirical methodology 
is restricted to a fixed effects framework and cannot account for cross-sectional and spatial dependences, his findings 
reveal that sectoral change can account for a significant increase (34 to 61 per cent) of the total increase in median 
state unemployment rate between 2007 and 2009. 
Recent work of Bakas et al. (2016) explore the effects of labour reallocation on US unemployment, using the 
common-correlated-effects mean group (CCEMG) estimator that allows for both parameter heterogeneity and cross-
sectional dependence.  They use a large 48-state dataset spanning from 1990 to 2011. Their results suggest a 
significant and positive relationship between unemployment and alternative purged Lilien’s measures. The 
contribution of Bakas et al. is mainly methodological; not only does their work validate the SSH when taking into 
account the effects of common unobserved factors, but it also suggests that previous estimates might underestimate 
the effects of labour reallocation on unemployment. 
Heterogeneity of labour markets is highly connected to dissimilarities in industry composition. Differences 
in sectoral structure across local labour markets entail differences in industrial agglomeration, concentration, 
specialization and subsequently differences in knowledge spill-overs and the job matching process. Hence, areas 
with different industry composition absorb and react to reallocation movements disparately. Jacobs (1969) stresses 
the existence of positive externalities that arise through the sectoral diversification. Diverse industry mix in an 
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urbanized locality improves the opportunities to interact, copy, modify, and recombine ideas, practices and 
technologies across industries giving rise to Jacobs externalities (Frenken 2007). Thus, in such regions more job 
opportunities are available and milder effects on unemployment are expected, during reallocative disturbances.  
From another theoretical perspective, Marshall (1890) argues that the productivity of labour in a given sector, in a 
given area, is assumed to increase with total employment in that sector. Such externalities (Marshallian externalities) 
arise through the high specialization of a region in a specific type of economic activity. High specialization involves 
labour market pooling, the creation of specialized suppliers and the emergence of within-industry knowledge 
spillovers. Therefore, workers in such regions are supposed to be protected from sectoral disturbances, due to their 
high level of specialization. Nevertheless, Marshall also recognizes that such regions may be more susceptible to 
deep recession, in case of a declining product demand. The effectiveness of specialization or diversity on local labour 
market dynamics is an empirical question and the answer depends on the time period of the analysis and on the 
measurement of the various phenomena. However, industry composition seems to be a central factor of the regional 
unemployment differentials and appears to impact the process of labour reallocation.  
Beyond the diversification-versus-concentration debate, the qualitative dimension of sectoral composition 
remains a crucial factor for the regional unemployment dynamics and the stability of the labour markets. 
Asymmetries arise when the concentration levels of a specific industry vary from region to region. If a sector is highly 
concentrated in a limited number of regions, then a sectoral shock will mostly affect only a restricted number of 
areas, at least initially. Additionally, regions with high specialisation in declining sectors cannot maintain the process 
of creative destruction. The job destruction rate is higher than the rate of job creation and the job-finding speed is 
reduced. As a result, this may delay the sectoral reallocation process and increase unemployment. Thus, the 
economic activity slows down and workers may flow out of these areas. 
 The process of intersectoral reallocation is characterized by heterogeneity, common global factors and 
spatial dependences. The SSH literature has dealt with most of these issues in the past. However, to the best of our 
knowledge, the existence of spatial interactions and spill over effects have been ignored. Bakas et al. (2016) control 
for what Pesaran and Tosetti (2011) characterize as cross-sectional “strong” dependence. That is, in their analysis 
the relative position of the cross-sectional units does not matter, as correlation between units is assumed to stem 
from the exposure to the same, cross-sectionally invariant common factors3. Spatial dependences emerge from the 
correlation between nearby units of a geographic network. Such dependences are more appropriate to describe 
phenomena that spill over from one unit to nearby ones through vicinity, such as the diffusion of a disease, the spread 
of know-how and the spread of welfare through the inter-regional trade4. Basile et al. (2012) provide robust 
estimates of the SSH, as their empirical framework accounts for nonlinearities and spatial dependences in regional 
unemployment. The ambition of our work is to find out how the unemployment of every state is affected particularly 
from the sectoral shifts that take place in its neighbouring states. We assume that when a reallocation shock takes 
place in a state, it generates effects that flow to nearby states. 
Τhe current study revisits the SSH by providing both homogeneous and heterogeneous slope coefficient 
estimates, accounting for common factors, spatial dependences and exploring the “neighbourhood” effects of 
intersectoral labour reallocation. We develop an unemployment model using an SLX framework. Vega and Elhorst 
(2015; 2017) recommend taking the SLX model as point of departure, when a study focuses on spatial spillover 
effects and when an underlying theory, justifying alternative models, is lacking5. This “Spatial Lag of X” (SLX) model, 
is a linear regression model which is extended to include explanatory variables on neighbouring cross-sectional 
units. Although SLX is one of the simplest types of spatial econometric models, it has some strong advantages. First, 
it produces flexible spatial spillover effects and second, it gives us the flexibility to apply different estimation 
techniques, without any identification problem. We employ the pooled and fixed effects estimator of Driscoll and 
Kraay (1998). Analysis is extended with the heterogeneous slopes mean group (MG) estimator by Pesaran and Smith 
(1995), the common correlated effects mean group (CCEMG) estimator proposed by Pesaran (2006) as well as the 
augmented mean group (AMG) estimator by Bond and Eberhardt (2009) and Eberhardt and Teal (2010) that 
accounts for cross-sectional dependence. Given the presence of lagged dependent variable in our specification form, 
we apply the extension of the common correlated effects estimator proposed by Chudik and Pesaran (2015) that 
allows for dynamic panels and relaxes the assumption of strict exogeneity. 
 
3 Such common factors may be the stock market performance, the monetary policy effects (the effect will not depend on the relative position 
of the units) 
4 First law of geography: “everything is related to everything else, but near things are more related than distant things.” Tobler (1970) 
5 See also Gibbons and Overman (2012) critique. 
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3. Econometric modeling and methodology 
3.1 The model 
Using time-series-panel data (N=48, T=245, 11760 observation) we estimate a reduced form Lilien type 
unemployment equation in a dynamic heterogeneous panel data framework as follows: 
𝑈𝑖,𝑡 = 𝜇𝑖 + 𝜑𝑖𝑈𝑖,𝑡−1 + 𝛽𝑖𝜎𝑖,𝑡 + 𝝀
′
𝑖𝒛𝒊,𝒕 + 𝝅
′
𝑖𝒓𝒕  + 𝜃𝑖 ∑𝑤𝑖,𝑗𝜎𝑗,𝑡
48
𝑗=1
+ 𝜸𝑖 ∑𝑤𝑖,𝑗𝒛𝒋,𝒕
48
𝑗=1
 + 𝑢𝑖,𝑡 (3.1.1), 
where Uit is the unemployment rate for state i in time t; σit is the Lilien state measure for labor market turbulences; 
Vector rt includes, common to all states, control variables that capture aggregate monetary and fiscal shocks. In our 
case these are the Federal Funds growth rate (ΔFRi,t) and its variability (ΗtFR) and the Government expenditure 
growth rate (Δln(GE)). The zi,t term, is a vector of state specific variables. In this case this is the state personal income 
growth (Δln(PI)) which is a proxy for local demand fluctuations . Finally, ∑ 𝑤𝑖,𝑗𝜎𝑖,𝑡
48
𝑗=1  and ∑ 𝑤𝑖,𝑗𝒛𝒊,𝒕
48
𝑗=1  are spatial lags 
terms, which represent the spatial spill-over effects of  sectoral shifts and of other state specific variables, on the 
regional unemployment. The wi,j term represents the strength of the effect of the state i on state j and is defined prior 
to the estimation6. The μi term stands for the unobserved, time invariant, state specific factors that state 
heterogeneity.  Slope coefficient (φi, βi, λi’, πi’, θi and γ’i) can vary across states. Last, ui,t is the error term that can be 
cross-sectionally correlated. The latter would imply that; 
𝐶𝑜𝑣(𝑢𝑖,𝑡  , 𝑢𝑗,𝑡)  ≠ 0  for some t and for I ≠ t 
Such dependences may reflect the effect of common factor, such as aggregate shocks, or it can be the result of local 
clustering that generates spatial spill-over effects. However, in the empirical analysis we cannot fully distinguish the 
two sources and often the two effects coexist. The presence of any of these dependences in the error term could 
introduce significant bias in our model. Consequently, proper econometric modelling is crucial. Two basic 
approaches have been developed in the literature to cope with such dependences, namely spatial and common factor 
models (Sarafidis; 2007, Pesaran 2013). According to the factor structure approach, an unobserved common 
component of the error term can be modelled as a linear combination of a fixed number of factors. In this case the 
error term can be written as; 
𝑢𝑖,𝑡 = 𝜸′𝒊 𝝋𝒕 + 𝜀𝑖,𝑡   (3.1.2), 
where φt = (φ1t, . . . , φM0t)’ denotes an M0 × 1 vector of unobserved common factors and γi’ are the state-specific 
associated factor loading. The idiosyncratic errors (εi,t) are assumed to be independently distributed across i and t, 
with zero mean and constant variance. According to the spatial approach, we model the cross-sectional dependence 
as a standard first-order (or higher) spatial-autoregressive process (SAR model) with a homogeneous coefficient λ 
(lambda). 
𝑢𝑖,𝑡 = 𝜆 ∑𝑤𝑖𝑗𝑢𝑖𝑡
𝑁
𝑗=1
+ 𝜀𝑖𝑡   (3.1.3), 
where wit is the i-specific spatial weight attached to individual j, typically determined prior to the estimation, and εit 
is a white noise process7. In our empirical work, we employ heterogeneous panel data estimators for the estimation 
of common factors model  (eq. 3.1.2) and homogeneous estimators for the spatial model (eq. 3.1.3). 
 
 
6 See section 3.2.1 
7 See section 3.2.1 
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3.2 Variables  
The σit measure of intersectoral labor reallocation is constructed using the Lilien’s (1982) approach. The sigma Lilien 
index is a weighted standard deviation of the cross-sectoral employment growth rates. The formulation is the 
following:  
𝜎𝑖,𝑡  = [∑(
𝑛𝑗,𝑖,𝑡
𝑁𝑖,𝑡
⁄ ) (𝛥𝑙𝑛 (𝑛𝑗,𝑖,𝑡) − 𝛥𝑙𝑛 (𝑁𝑖,𝑡))
2
 
𝐾
𝑗=1
]
1
2⁄
 (3.2.1), 
nj,I,t is the employment in sector j, in state I, in time t; 𝑁𝑖,𝑡 (=∑ 𝑛𝑗,𝑖,𝑡
𝐾
𝑗=1 ) is the aggregate employment in state I, in time 
t, K is the number of sectors; The nj,I,t /Ni,t term is the share of sector j across the total employment in state i. Finally, 
Δln(nj,I,t)- Δln(Ni,t) is the deviation of the sectoral growth rate of the state i, from the sectoral growth rate at a national 
level. According to the critique of Abraham and Katz (1986), an observational equivalence problem arises, as the 
positive correlation between the unemployment and the Lilien index could either reflect fluctuations in sectoral 
demand or asymmetric sectoral response to aggregate shocks. In order to overcome the problem of observational 
equivalence, we filter out the aggregate effects from the dispersion index and we decompose it into an idiosyncratic 
component and a component that captures the cyclical fluctuations. We apply a Mils, Pelloni and Zervoyianni 
(1995;1996) filtering approach. We regress the Lilien’s index on a vector of aggregate shocks and we obtain the 
residuals as a proxy for sectoral shifts, purged from cyclical fluctuations. The econometric formulation is the 
following: 
𝜎𝑖,𝑡  =  𝛼𝑖  +  ∑𝜑𝑖?̃?𝒕−𝒋
𝑞
𝑗=0
  +  𝜉𝑖,𝑡  (3.2.2), 
The variables of vector ?̃? are not standard and vary across studies. In our approach  ?̃?𝒊,𝒕 is the vector of the aggregate, 
common to all states, variables used in equation (1). In accordance with the previous discussion about regional 
heterogeneity, estimates of equation (3) are obtained using the MG estimator of Pesaran (1999) for heterogeneous 
slope coefficients8. This method captures the heterogeneous responsiveness of regional markets to the same 
aggregate disturbances. Term  𝜉𝑖,?̂? is the residual from equation (3) which stands for the purged component of 𝜎𝑖,𝑡; 
𝜉𝑖,?̂?  measures only the reallocation shocks and then it is used in the reduced form unemployment equation (1).  
Different metrics are used to test the explanatory power and the robustness of the results. First, we use the 
3-month treasury bill rate and its variability as an alternative to the monetary policy variables measure. Moreover, 
we test the stability of our estimates by augmenting the model with a sectoral concentration/inequality index. We 
consider the Herfindahl- Hirschman Index (HHIi,t) index as a measure of sectoral concentration and a Theil entropy 
index (TEi,t) as a measure of sectoral employment inequality. Both indices were computed using state-level sectoral 
employment share data according to the following formulation.  
𝐻𝐻𝐼𝑖,𝑡 =  ∑𝑠𝑗,𝑖,𝑡
2
𝑘
𝑗=1
 (3.2.3) 
𝑇𝐸𝑖,𝑡 = ∑𝑠𝑗,𝑖,𝑡
𝑘
𝑗=1
(𝑙𝑛 (𝑠𝑗,𝑖,𝑡)) (3.2.4) 
where k is the number of sectors, and sj,I,t is the share of sector j in state I, in time t. The higher the value of the indexes, 
the higher the concentration and the inequality of employment share across the sectors will be. 
 
 
8 In equation (3) 𝛼𝑖 and 𝜑𝑖  elements can vary across 48 states 
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 3.2.1 The “Neighborhood” effect 
In spatial econometric applications, spatial techniques are adapted using alternative distance or neighbourhood 
related metrics, that are usually exogenous and defined prior to the estimation. The spatial weights matrix (matrix 
W) is a key element of modelling spatial data. Formally, for any spatial sample, the matrix W is a N×N non-negative 
defined array, where N is the number of the cross-sectional units. The rows and columns of this matrix, often denoted 
by W = (wij), correspond to the cross-section observations (states), and the element, wij, can be interpreted as the 
strength of the effect of state j on state i.  
𝑾 =
[
 
 
 
 
 
0 𝑤1,2
𝑤2,1 0
   
… 𝑤1,𝑗
… 𝑤2,𝑗
   
… 𝑤1,𝑁
… 𝑤2,𝑁
⋮ ⋮
𝑤𝑖,1 𝑤𝑖,2
… …
⋮ 0   
  … …
 … 𝑤𝑖,𝑁
⋮ ⋮
𝑤𝑁,1 𝑤𝑁,2
     
⋮ ⋮
⋮ 𝑤𝑁,𝑗
0 ⋮
… 0 ]
 
 
 
 
 
  
In this study, we employ a “Queen contiguity”9 type binary matrix. The spatial weights are non-zero when i and j are 
neighbours (land borders only) and zero otherwise. The self-neighbour relation is excluded; thus, all diagonal 
elements of W are zero. We have assumed that neighboring states affect each other only when they share a boundary 
(even when it is only a single point). Thus; 
𝑤𝑖,𝑗 = {
1 , bnd(𝑖)⋂bnd(𝑗)  ≠ ∅
0 , bnd(𝑖)⋂bnd(𝑗)  = ∅
 
Matrix W is row-normalized, so as the sum of every row to be equal to the unit. Spatial weights matrices are a useful 
tool for the modelling of spatial autocorrelation. Spatial lag operator is a key notion in spatial econometrics. The 
spatial lag of a variable xit = (x1t, x2t, . . . , xNt)’  is defined as Wxit, with generic ith element given by;   
𝑤′𝑖𝑥𝑖𝑡 = ∑𝑤𝑖𝑗𝑥𝑗𝑡
𝑁
𝑗=1
  (3.2.1.1) 
where w’I is the ith row of W. In our case the spatial lag operator constructs a new variable that is an equally weighted 
average of the neighboring observations10. In this study spatial lags have been constructed for the independent 
variables. The inclusion of such variables in the regression analysis allow us to estimate the average neighbourhood 
effect on the state level unemployment rate. Figure 3.2.1 depicts the W matrix density (black points are non-zero 
elements.  
Figure 3.2.1: 
W Spatial weights matrix density 
 
 
9 The queen is the most powerful piece in the game of chess, able to move any number of squares vertically, horizontally or 
diagonally. 
10 By using this kind of W matrix, we assume that all states affect equally their neighbours. 
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3.3 Estimation 
3.3.1 Homogeneous parameter estimation 
Following the trends of the SSH literature so far, we provide a set of homogeneous slope coefficient estimates. The 
standard SSH empirical literature suggests the use of pooled estimators, such as the Least Squares Dummy Variable 
(LSDV) estimator allowing for individual fixed effects. Fixed effects (FE) estimators allow only the intercept terms 
to differ across states and force all the slope coefficients to be identical. Such specifications can be estimated with 
the Ordinary Least Squares estimator using the within transformation. Following the methodology of Bakas et al. 
(2016), we provide Pooled and FE estimates using the Driscoll and Kraay’s (1998) standard errors correction, which 
are consistent for autocorrelation and heteroscedasticity and robust for spatial dependence. Moreover, we also 
provide the quasi-maximum likelihood (QML) estimates of the Pooled and FE – Spatial Error Model (SEM) and Spatial 
Durbin Error Model (SDEM), that incorporate spatial lags of the independent variables and the modelling of the 
spatial autocorrelation in the error term.  
3.3.2 Heterogeneous parameter estimation 
Ordinary panel data techniques assume parameter homogeneity (βn = β). Such pooling restrictions reduce the 
variance of the pooled estimators, but it can also affect the consistency of the estimates and inferences and introduce 
significant bias, unless the slope coefficients are in fact homogeneous (Pesaran 2015). The heterogeneity of the 
labour markets as well as the availability of long time series per cross-sectional unit, advocate the usage of 
heterogeneous panel data estimators. In this study we employ a set of heterogeneous estimators that not only do 
they overcome the problem of pooling restrictions, but they also cope with common factors modelling and cross-
sectional dependence issues. 
The Mean Group Estimator (MG) proposed by Pesaran and Smith (1995, 1990) is proper for the estimation 
of dynamic random coefficient models. It is assumed that the vector of regressors is exogenous, the error term is 
assumed to be independently and identically distributed over t with zero mean and constant variance (σi2) and 
independent across cross-sections. The MG estimator does not deal with cross-sectional dependence, the model is 
estimated for each panel group i, including an intercept to capture fixed effects, and finally βMG is defined as the 
simple average of the individual groups OLS estimators βi.  
We extend the heterogeneous panel estimator framework with the Common Correlated Effects Mean Group 
(CCEMG) estimator of Pesaran (2006) and the Augmented Mean Group (AMG) estimator of Eberhardt and Teal 
(2010). The CCEMG estimator augments the group specific regression with cross-sectional averages of the 
independent and the dependent variables as additional regressors. The cross-sectional averages account for the 
unobserved common factors. The effect of the averages is not fully interpretable, and they are used in order to 
overcome the problems arising from the interdependences of the panel units. The AMG estimator is an alternative 
to CCEMG estimator which also accounts for cross-sectional dependence by means of “a common dynamic process”. 
The AMG is applied in three steps. In the first step, a pooled regression model augmented with year dummies is 
estimated by first difference ordinary least squares. The coefficients on the year dummies represent an estimated 
cross-group average of the evolution of unobservable factors.  This is referred to as “common dynamic process”. In 
the second step, the estimated common dynamic process is used as a regressor in the group-specific regression 
model. In the third step, the value of the βAMG is given by the average of the individual group βOLSi values. 
Finally, given the dynamic nature of our model we employ the dynamic CCEMG estimator proposed by 
Chudik and Pesaran (2015). They show that the presence of the lagged dependent variables in the left-hand side of 
the equation leads to endogeneity problems, and contemporaneous cross-sectional averages are not sufficient for 
the consistency of the estimator. Chudik and Pesaran suggest the T1/3 lags of cross-sectional averages to regain 
consistency. 
3.3.3 Properties testing 
Several tests are employed prior to the estimation, in order to examine the properties of the series . First, we apply 
panel unit root tests to investigate the order of integration of the variables. For the variables that are common to all 
states we use the Augmented Dickey-Fuller (ADF) unit root test time series. For the panel variables we employ the 
first-generation unit root test of Im, Pesaran and Sin (IPS) (2003) test, as well as the second-generation test of Cross-
sectionally augmented IPS (CIPS) test of Pesaran (2007). Both tests use a similar to the ADF-test specification and 
they allow for heterogeneity in the calculation of ADF-statistics across cross-sectional units. The CIPS test corrects 
the estimates of the test regression from CSD bias, by augmenting the individual regressions with cross-sectional 
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averages. Moreover, we test the cross-sectional independence of the variables using the CSD of Pesaran(2015) as 
well as the local version of the same test. We additionally report the exponent (alpha) of CSD of Bailey, Kapetanios 
and Pesaran (2016). 
4. Data, preliminary analysis and visualization 
4.1 Data 
For the purposes of the empirical analysis, we used data over the period 1990M01:2019M01 (T = 349) from (N=) 48 
neighboring states (16,752 observation overall). We have excluded the non-adjoining states of Hawaii and Alaska as 
well as the District of Columbia which is often considered as an outlier. Table 4.1includes the US states abbreviations. 
The employment, unemployment and labour force series per state were obtained from the Bureau of Labor 
statistics database and were seasonally adjusted using the X-12-ARIMA seasonal adjustment program of the US 
Census Bureau. Following the approach of Wallis (1987) for bounded variables, unemployment rate series were 
transformed using the logistic and logarithmic transformation (Ui,tLogistic, Ui,tLogarithmic).  
 The Lilien proxy for the sectoral shifts was computed for every state, using employment share data 
from the following 10 non-agricultural 2-digit-NAIC-code “super-sectors”; A. Goods Providing sectors: (1) Mining, 
logging & Construction, (2) Manufacturing that is further disaggregated in (2.1) Durable Goods and (2.2) Nondurable 
Goods. B. Service Providing sectors: (3) Trade and Transportation & Utilities with further disaggregation in (3.1). 
Wholesale trade, (3.2) Retail trade and (3.3) Transportation, (4) Information, (5) Financial activities, (6) Professional 
and Business services, (7) Education and Health services, (8) Leisure and Hospitality, (9) Other Services and (10) 
the Government sector. The benchmark measure of our model is the σit9 sectoral shifts proxy that it is constructed 
using the 9 out of the 10 sectors disaggregation levels (we have excluded the government sector). In order to check 
the robustness of the results, we build an alternative 13-sectors decomposition proxy, using all the available levels 
of disaggregation, including the government sector. The same sectoral decomposition was used for the construction 
of the Herfindahl–Hirschman Index and the Theil entropy index for sectoral concentration.   
The aggregate series on monetary variables FRt, TBt, as well as the fiscal policy variable GEt were obtained 
from the Federal Reserve Economic Data (FRED) database. All variables were transformed in first-differences (ΔFRt, 
ΔTBt) and logarithmic first-differences (Δln(GEt)). The conditional variances of ΔFRt and ΔTBt (HtFR   and HtTB) were 
obtained from the estimation of a GARCH (1,1) model and were used as proxies for monetary variability. Finally, 
personal income series were taken from U.S. Bureau of Economic Analysis (BEA) database and series were 
transformed in logarithmic first differences. Table 4.2 provides some summary statistics for the series used in the 
analysis and the subsequent sectoral disaggregation11.  
 Note: Non-adjoining states of Hawaii and Alaska as well as the District of Columbia have been excluded 
 
 
 
11 Fiscal macroeconomic variables were obtained in quarterly frequency and then were transformed in monthly frequency using 
a linear interpolation method.  
Table 4.1 
U.S. States and Abbreviations 
State Abbrev. State Abbrev. State Abbrev. State Abbrev. 
Alabama AL Iowa IA Nebraska NE Rhode Island RI 
Arizona AZ Kansas KS Nevada NV South 
Carolina 
SC 
Arkansas AR Kentucky KY New 
Hampshire 
NH South 
Dakota 
SD 
California CA Louisiana LA New Jersey NJ Tennessee TN 
Colorado CO Maine ME New Mexico NM Texas TX 
Connecticut CT Maryland MD New York NY Utah UT 
Delaware DE Massachuset
ts 
MA North 
Carolina 
NC Vermont VT 
Florida FL Michigan MI North 
Dakota 
ND Virginia VA 
Georgia GA Minnesota MN Ohio OH Washington WA 
Idaho ID Mississippi MS Oklahoma OK West 
Virginia 
WV 
Illinois IL Missouri MO Oregon OR Wisconsin WI 
Indiana IN Montana MT Pennsylvani
a 
PA Wyoming WY 
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Table 4.2:  
Summary statistics 
Variable  Mean SD Maximum Minimum Skewness Kurtosis 
Sectoral employment:       
1.Mining & Construction 142.13 153.94 1037.8 12 2.90 9.90 
2. Manufacturing 305.50 306.68 1988.4 8.6 1.99 5.34 
2.1. Durable Goods 189.62 197.83 1350.8 3.9 2.13 5.87 
2.2. Non-durable goods 115.87 116.38 657.5 4.4 1.80 3.87 
3. Trade, Transportation 519.40 526.89 3058.7 40.4 2.19 5.54 
3.1. Wholesale trade 113.78 124.24 705.6 4.9 2.28 6.02 
3.2. Retail trade 304.78 302.84 1693.6 24.3 2.17 5.38 
3.3. Transportation 100.83 102.73 679.1 7.4 2.17 5.61 
4. Information 60.59 80.80 599.1 3.4 3.29 13.15 
5. Financial activities 158.41 175.69 934 7.8 2.20 4.77 
6. Professional activities 329.68 389.76 2727.3 8.8 2.69 9.34 
7. Education 360.20 398.33 2801.1 12.6 2.41 7.11 
8. Leisure & hospitality 257.92 277.14 2037.4 22.8 2.71 9.28 
9. Other services 103.07 103.23 577 6.5 1.87 3.66 
10. Government 434.85 438.11 2621.7 42 2.47 7.19 
State specific variables: 
      
       
URi,t    0.06 0.02 0.15 0.02 1.02 4.25 
URi,t Logistic -2.95 0.33 -1.92 -3.86 0.12 2.77 
URi,t Logarithmic -2.90 0.35 -1.77 -3.84 0.17 2.81 
σi,t9 0.0047 0.0031 0.05 0.00 3.33 25.85 
σi,t13 0.0054 0.0039 0.09 0.00 5.16 61.02 
σi,t9 purged 0.0000 0.0028 0.04 -0.01 3.32 26.47 
σi,t13 purged 0.0000 0.0028 0.04 -0.01 3.32 26.47 
ln(PIi,t) 11.71 1.096 14.748 9.008 -0.010 2.536 
Δln(PI I,t) 0.0038 0.0039 0.039 -0.025 -0.369 9.064 
HHIi,t 0.15 0.01 0.20 0.14 1.75 7.71 
TEI,t -0.87 0.02 -0.80 -0.91 1.16 5.69 
 
 
     
Common to all states variables:       
FRt 2.90 2.37 8.29 0.07 0.27 1.76 
Δ(FRt) -0.02 0.17 0.53 -0.96 -1.64 8.69 
TBt 2.70 2.22 7.90 0.01 0.24 1.73 
Δ(TBt) -0.02 0.18 0.46 -0.86 -1.37 6.94 
HtFR 0.030 0.063 0.552 0.0003 4.178 25.142 
HtTB 0.032 0.038 0.0382 0.0002 2.81 12.795 
ln(GEt) 8.292 0.384 8.87 7.611 -0.142 1.553 
Δln(GEt) 0.0036 0.0041 0.024 -0.009 0.743 7.70 
       
Note: Sectoral employment in thousands. The Ht series is the conditional variance of the Federal fund growth rate, obtained from a  
GARCH(1,1) model. 
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4.2 Preliminary analysis 
In this part of the analysis, we provide some early evidence about the relationship between the sectoral shifts and 
the regional unemployment. Figure 4.2.1 shows the aggregate fluctuations of the unemployment rate and the 9 and 
13-sectoral disaggregation labour reallocation proxies. Figure 4.2.2 depicts the state level unemployment rate 
fluctuations along with the sectoral shifts and the purged sectoral shifts proxies. Figure 4.2.3 shows the state level 
unemployment rate fluctuations, along with the spatially lagged sectoral shifts series. It is clearly observed that both 
in aggregate and the individual graphs, increases in unemployment rate coincide with increases in reallocation 
variability. The same patterns are observed when the spatial interaction effects of labour reallocation are considered.  
Shaded areas indicate recession periods. 
Figure 4.2. 112: 
Unemployment Rate and Lilien’s Index for the U.S. Aggregate, (1990:M1–2019:M01) 
 
Figures 4.2.4 and 4.2.5 are a cartographic depiction of the average unemployment rate and the average labour 
reallocation for every state and for different periods within the sample. Different colour shades  are applied for ever 
quantile of the unemployment and sectoral reallocation distribution. Data reveal the heterogeneous structure of 
labour markets. Unemployment and labour reallocation are consistently higher in some states than in other during 
the sample. Namely, in northern and central states, unemployment level remains low and below the unemployment 
rate of the remaining states, even during the decade after the global financial crisis. 
 Evidence for heterogeneity across states arises when considering sectoral reallocation. Notably, labour 
reallocation process is more intensive across the territories of northern and central states and less intensive in the 
periphery. This is observed during all different periods along the sample, revealing the heterogeneous structure of 
the US labour markets. Nevertheless, this is just a piece of information rising from the aggregation of the data and 
thus,  we should not infer an inverse U - σ relationship. Such evidence should be further econometrically investigated, 
as data reveal potential non-linearities and asymmetries in the validity of the SSH across states. An overall conclusion 
is that labour market structure varies across US states and such differences should be captured in the analysis. 
 
 
 
 
 
 
 
 
 
12 Aggregate series of unemployment rate and sectoral shifts were computed as unweighted averages of individual series.  
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Figure 4.2.2: 
Unemployment Rate and Lilien’s Index for the 48 U.S. States, (1990:M1–2019:M01)
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Figure 4.2.3: 
Unemployment Rate and Spatally lagged Lilien’s Index for the 48 U.S. States,(1990:M1–2019:M01) 
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Figure 4.2.4:  
U.S. Average Unemployment rate per decade 
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Figure 4.2.5: 
U.S. Average Labour Reallocation per decade 
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5. Empirical results 
5.1.1 Unit root test results 
In the first part of this chapter we present the unit root tests results. They reveal that all variables are I(1) except the 
HtFR variable. The conditional variance of the monetary policy series is by construction stationary. Consequently, all 
I(1) series were transformed in first-differences and logarithmic first differences. Table 5.1.1 summarizes the ADF 
test results for the variables which are common to all cross-sectional units. 
 
Table 5.1.1: 
 ADF and KPSS test results (Common to all states variables) 
 FRt TBt HtFR Ln(GEt) 
ADF Statistic P-Value Statistic P-value Statistic P-value Statistic P-value 
Level -2.911 0.060 -2.528 0.1095 -4.895 0.00 -0.826 0.810 
Differences -5.52*** 0.000 -6.22*** 0.00 - - -2.68* 0.095 
Note: ADF refers to the augmented Dickey-Fuller unit root test. Statistical significance at (*) 10%, (**) 5% and (***) 1% 
confidence interval. Critical values for the ADF statistics are −2.872 and −2.573 and -3.44.  
 
 
The order of integration of the panel series were tested using the first generation IPS and the second generation CIPS 
test. The null hypothesis of unit root is rejected, in the 5% confidence interval, for both transformation of 
unemployment rate series. The results of the test do not change when CSD is considered. The 9 and 13 disaggregation 
level Lilien indices, are assumed to be stationary by construction.13 For the Personal income series, the null cannot 
be rejected when in level form. Series is transformed in  logarithmic first differences. The Herfindahl and Theil 
entropy are I(0) in the 10% level. We do not apply any transformation Table 5.1.2 summarizes the results of the 
tests.14 
 
 
 
 
 
 
 
 
 
13 Lilien index is a weighted standard deviation and it is by construction a mean reverting process. 
14 Unit root tests were also conducted for the spatial lags of the variables. Results were pretty similar to those of the original 
variables.  
Table 5.1.2: 
Panel unit root test 
 Ui,t Logistic Ui,t Logarithmic σit9 σit13 
 Statistic P-Value Statistic P-value Statistic P-value Statistic P-value 
IPS -2.369** 0.014 -2.37** 0.013 -6.23*** 0.00 -6.41*** 0.00 
CIPS -2.565** 0.043 -2.561** 0.047 -5.93*** 0.00 -6.100*** 0.00 
 ln(PIi,t) Δln(PIi,t) HHIi,t TEit 
 Statistic P-Value Statistic P-value Statistic P-value Statistic P-value 
IPS -1.719 0.99 -4.896 0.00 -1.73** 0.05 -1.70* 0.05 
CIPS -1.65 0.99 -4811 0.00 -2.08* 0.07 -2.06* 0.08 
Note: IPS refer to the first-generation unit root test of Im, Pesaran and Sin (2003) (critical values; -1.690, -1.730, -1.810) 
CIPS refers to the second-generation test of cross-sectionally augmented IPS (CIPS) test of Pesaran (2007) ) (critical values; -2.050, -2.120, -2.230) 
Statistical significance at (*) 10%, (**) 5% and (***) 1% confidence 
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5.1.2 Cross-sectional dependence test results 
Before we proceed to the regression analysis results, we report the cross-sectional and the local cross-sectional 
dependence test results of Pesaran (2015). Results indicate the presence of both CSD and local CSD. The null 
hypothesis οf cross-sectional independence is rejected in the 1% confidence interval for every variable. Moreover, 
the estimated values of exponent α (alpha) indicate the presence of “strong” CSD. 
 
5.2.1 Homogeneous parameter results 
In this section we proceed to the results of the homogeneous parameter estimation. This set of models assume 
homogeneous slope coefficients and deals with the spatial dependences in the error term. Table 5.2.1 reports the 
results of the alternative regression specification. Following the view of Wallis (1987), we consider both the logistic 
and logarithmic transformation of the unemployment rate. The specification 1 and 3 is the extended by 7 years, 
pooled OLS and FE, model of  Bakas et al. (2016). Equations 2 and 5 are augmented with the spatial lags of the state-
specific independent variables. Equation 4 is a Spatial Error Model (SEM) specification which incorporates a first-
order spatial autoregressive error term. Finally, equation 6 is a Spatial Durbin Error Model (SDEM) specification 
where both spatial lags of the independent variables and spatially dependent error term are considered. All standard 
errors are corrected using the Driscoll and Kraay’s  covariance matrix.  
Results indicate that monetary policy Δ(FRt) has a highly significant but very low effect (0.022 – 0.025) on 
unemployment. The impact of monetary uncertainty (Ht) is very low (0.070 -0.080) too, but its effect is positive. 
Fiscal policy growth rate (Δln(GEt)) ranges from 0.245 to 0.505 but in most cases, the effect is not significant. 
Personal income growth rate (Δln(PIt)) is highly significant in the 1% confidence interval, consistently negative in 
every equation and in a sense, in compliance with the law of Okun (1962). The effect of the personal income varies 
from -0.598 to -1.287 depending on whether “neighbourhood”-interaction effects are included in the model or not. 
The effect ranges from -1.182 to -1.287 simple Pooled and FE specification but its impact decreases between -0.505 
and -0.648  when spatial interaction are included. The spatially lagged personal income variable (WΔln(PIt))  is also 
significant and negative, ranging from -0.871 to -1.086. Regarding the SEM and the SDEM models, the spatial 
autoregressive coefficient lambda, is highly significant and its value varies from 0.422 to 0.440. Such evidence reveals 
the spatial dependences across neighbouring states and from a technical perspective, the non-spherical structure of 
the error term.  
Finally, our results corroborate the SSH and are in line with previous studies in the field (Bakas; 2016, Simon; 
2014, De Serres, Scarpetta and De La Maisonneuve; 2002, Estevao and Tsounta; 2011). The purged sectoral shifts 
proxy ( σi,t9 purged) is positive and significant in the 5% confidence interval, varying from 0.496 to 0.744. The 
magnitude decreases when spatial interactions of the sectoral shifts proxy are added in the equation. The 
neighbouring effect (Wσi,t9 purged) is positive and hardly significant in the 10% confidence interval. Standard errors 
are decreased when spatial dependence in the error term is considered. However, the impact of the labour 
reallocation process, taking place in the neighbourhood, is consistently higher than its direct effect and such a 
relationship discloses the presence of structural changes effects spreading over the  neighbouring states. Finally, 
results indicate that autoregressive terms have a substantial and a highly significant effect on the contemporaneous 
values of unemployment. High inertia effects are well documented in the unemployment dynamics literature. 
 
 
 
Table 5.1.3: 
Cross-sectional and Spatial dependence test 
 Ui,t Logistic Ui,t Logarithmic σit9 purged σit13 purged Δln(PIi,t) 
CDP-test 480.486 479.501 155.992 155.084 359.508 
alpha 1.00 1.00 0.99 0.98 0.99 
P- value 0.00 0.00 0.00 0.00 0.00 
CDWP-test 157.76 157.49 63.153 57.854 128.93 
P value 0.00 0.00 0.00 0.00 0.00 
Abs (Corr) 0.77 0.77 0.25 0.25 0.57 
Note:  CDP-test for cross-sectional dependence described in Pesaran (2004) and Pesaran (2015).   CDWP-test the local version of CDP-test 
alpha: the exponent of cross-sectional dependence proposed by Bailey, Kapetanios, Pesaran (2016) 
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5.2.2 Heterogeneous parameter results 
In this section, we provide the heterogeneous coefficient panel data estimates described in section 3.3.2. This set of 
models takes into account heterogeneity (MG) and heterogeneity and cross-sectional dependence by means of a 
“common dynamic process” (AMG) and unobserved common factors (DCCEMG). Comparable to the homogeneous 
parameter models specifications, both the logarithmic and the logistic unemployment transformation are 
considered. Equations 1 and 5, are the 7-year extended model of Bakas et al. (2016). Equations, 2, 4, 6 and 8 are 
augmented with spatial interaction terms of the independent variables. Last, equations 3, 4, 7 and 8 include an 
individual trend term. Given the heterogeneous characteristics of labour markets, this set of estimates reveals 
stronger relationships than those of the traditional homogeneous estimators of the previous section. This becomes 
clearer for the coefficients of the spatial effects. Viz, homogeneity assumption in the spatial effects, forces all 
neighbouring effects to be identical, which does not sound much as rational  insight15. Heterogeneous estimates 
underline this weakness of the homogeneous estimators.  
A noticeable finding is again, the significance and the magnitude of the lagged unemployment values. High 
and significant autoregressive coefficients are observed in all alternative estimation techniques for both the logistic 
and the logarithmic transformation of unemployment.  
The monetary policy growth rate (Δ(FRt)) is significant and with a negative effect for both the MG and the 
AMG estimator. The effect is stable among the alternative specifications and varies between -0.021 and -0.024. Once 
we account for unobserved common factors, the effect fades out and becomes insignificant.  
The monetary policy variability (Ht)  and the fiscal policy growth rate (Δln(GEt))  display a similar behaviour. 
For both variables, MG and AMG coefficients are significant  and with a positive sign. Their effect becomes 
insignificant when DCCEMG estimator is implemented. The monetary variability MG-coefficient ranges from 0.063 
to 0.078 and the AMG-coefficient from 0.059 to 0.073. Analogously, the government expenditure MG and AMG effects 
range from 0.410 to 0.538 and from 0.415 to 0.538 respectively.  
The personal income growth rate (Δln(PIi,t)) is negative and significant. The strength of the effect is not stable 
and depends on the specification and the estimation method. Among the MG coefficients, the highest effect is 
observed when no trend or spatial interactions are included (-1.499*** logistic/-1.407*** logarithmic). The effect 
decreases slightly when individual trend terms are counted in. However, a greater decline is observed (around 50%) 
when spatial interactions are taken into consideration. When the models are controlled for the presence of a common 
dynamic process, results are qualitatively the same and quantitatively very similar. The DCCEMG results indicate a 
lower but also stable effect that varies between -0.414 and -0.480. This variable is state specific, and the estimates 
reflect the inverse relationship between unemployment and the growth rate of income, in accordance with the law 
of Okun. The indirect personal income growth (WΔln(PIi,t)) is negative and remains significant when MG and AMG 
estimators are employed. The MG-coefficients  are marginally higher (in absolute terms), ranging  from -0.1.064 to -
1.268 (AMG; -0.901 to -1.083). DCCEMG estimator provides non-significant effects. An interesting result is that the 
cluster effect explains a greater part of the unemployment than the income of the state itself.  
Finally, results provide supportive evidence to the SSH. Regarding the sectoral shifts effect, we observe that 
the “purged” Lilien index remains positive and significant irrespectively of the specification and the estimation 
scheme. The MG-coefficients ranges between 0.829 (no trend - logistic transformation) and 0.503 (trend - logarithmic 
transformation). A minor reduction is observed when the model is augmented with an individual trend term, but the 
effect is reduced substantially (around 30%) when spatial interactions terms are incorporated. Results do not 
change significantly when the AMG estimator is applied. The DCCEMG estimates indicate a significant and positive 
sectoral shifts effect too. However, the effect is much lower, hovering about 0.25 in every specification. The indirect 
labour reallocation effect is also positive and statistically significant for both MG and AMG16, but insignificant for the 
DCCEMG estimator. The MG-effects are slightly higher and range from 0.804 to 0.625 (0651 to 0.480 for the AMG).  
Cross- sectional dependence in the error term is tested for every specification with the Pesaran (2015) test for weak 
CSD. The CD test statistic is over 150 for the residuals of the MG estimates. Its values range between 127 and 141 
when AMG estimator is employed, and it is around -9 for the estimate of DCCEMG. AMG estimates do not deal 
adequately with the CSD while DCCEMG estimator provides sufficiently corrected results. The root mean squared 
error (RMSE) statistic is provided as a measure of goodness of fit. For every estimator, the specification including 
interaction effects and individual trend has the lowest score. However, among the estimators, DCCEMG score is 
significantly lower. This decrease highlights the importance of CSD. 
 
15 Homogeneous panel estimators assume that all states are identically affected by their neighbourhood. 
16 Average sectoral shifts effect (indirect) MG; 0.680 (0.712) - AMG 0.489 (0.563) – DCCEMG 0.250 
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The original scope of this study was to investigate the spatial effects of labour reallocation on regional 
unemployment. The presence of CSD as well as the magnitude and the significant of indirect-spatial effects underline 
the importance of the regional dimension in the SSH investigation.  When CCEMG17 and DCCEMG estimators, that 
account for common factors, are employed, the spatial coefficients weaken and become insignificant. This is a 
legitimate outcome, as both estimators propose the inclusion of cross-sectional averages of the dependent and 
independent variables as additional regressor. Such terms do not have any economic interpretation, but they account 
for the presence of unobserved common factors with state-specific impact, such as “strong” factors which reflects 
aggregate shocks that affect all states and “weak” factors which reflects regional spill-overs that affect only subsets 
of states. Spatial lags18 are highly correlated with cross-sectional averages, the effects overlap, and in a sense, 
multicollinearity problems arise. Often, cross-sectional dependence and spatial spill-over coexist and it is often 
impossible to separate empirically the two effects. Such limitations do not allow the consistent quantification of the  
spatial effects. Nevertheless, treating spatial effects as nuisance can lead to significant underestimation of  the total 
effect of sectoral shifts. Table 5.2.5 summarizes the total sectoral shifts effects on unemployment for the alternative 
estimators. 
 
 
Table 5.2.5: 
Average Sectoral shifts (Total) effects for the alternative estimators 
Ui,tLogistic Ui,tLogarithmic 
MG AMG DCCE MG AMG DCCE 
0.650 0.540 0.261 0.60 0.501 0.238 
Note: Total effect: is the sum of the direct and the indirect effects.  
*Binary contiguity is assumed. 
 
5.3 Robustness check 
In this section we check the robustness of our results when alternative measures of monetary policy and sectoral 
shifts are used, as well as when different spatial weight matrices are incorporated. For the above-mentioned reasons 
we mainly focus on the MG and AMG estimator results. In Table 5.3.1 we have considered alternative purging 
mechanism and sectoral disaggregation. In columns 1, 3, 5 and 7, federal fund growth rate and its variability are used 
as monetary proxies. In columns 3, 4, 7 and 8, we use the 3-month treasury bill growth rate and its conditional 
variance instead. Ιn columns 3, 4, 7 and 8 the 9-sector disaggregation purged Lilien index is replaced by an alternative 
13-sector disaggregation one.  
An overall conclusion is that estimates are not sensitive in the alternative measures of monetary policy. Both 
direct and indirect sectoral shifts effects remain positive and significant in all cases. The average direct (indirect) 
sigma coefficient is 0.498 (0.617) for the MG and 0.368 (0.589) for the AMG estimators.  
The effects are similar for both the federal fund rate and the treasury bill growth rate. Although they are very 
significant, their effect on regional unemployment is very small. Monetary uncertainty is also highly significant. The 
variability of treasury bill is around 0.10 and it is twice the effect of federal fund variability. The average fiscal policy 
growth rate is approximately 0.45 and it is significant in any case. The mean effect of personal income growth is 
found about -0.710 and it stays lower than the average indirect effect (-1.131). 
A common practice in spatial econometrics is to test the sensitivity of the results using alternative spatial 
weighted matrices. Table 5.3.2 repeats the results of Table 5.3.1 using an inverse distance WID spatial weights matrix. 
A generic element of the wi,jID = 1/dist(i,j) represents the inverse distance between the units i and the unit j19. Viz, we 
assume that the strength of the effects between two cross-sectional units fades out as the distance between states 
grows.  
 The utilization of the alternative W matrix does not change the effect of the variables which are common to 
all states. However, results indicate lower direct and increased indirect effects for all state specific variables. The 
average sectoral shifts effect falls to 0.391MG (0.278AMG). On the other hand, indirect effect increases to 1.383MG 
(1.395AMG).  
 
17 See appendix A 
18 Spatial lags are cross-sectional weighted averages. 
19 Inverse distance W matrix is normalized  
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To sum up, choosing between a simple matrix that assumes only neighbouring spatial spill-overs and a matrix 
that allows inverse distance effects, the sectoral shifts impact on unemployment remains positive and statistically 
significant. Regarding its magnitude, robustness check confirms that it ranges from 0.250 to 0.500 when spatial 
dependences are taken into account. Indirect effects are found to be higher than the direct effects in any case. 
 
Table 5.3.1: 
Lilien’s Index and Sectoral Shifts: Robustness Check (1990M01:2019M01)  
 Ui,tLogarithmic 
 MGT AMGT 
 (1) (2) (3) (4) (5) (6) (7) (8) 
Ui,t-1Logarithmic 0.997*** 0.999*** 0.996*** 0.999*** 0.998*** 0.999*** 0.997*** 0.999*** 
 (924.52) (812.63) (853.78) (786.46) (2079.79) (1903.18) (2016.80) (1890.27) 
σi,t 9 Purged (FR) 0.503***    0.367***    
 (3.91)    (4.399)    
σi,t 9 Purged (TB)  0.519***    0.373***   
  (3.93)    (4.421)   
σi,t 13 Purged (FR)   0.476***    0.361***                 
   (3.558)    (4.541)  
σi,t 13 Purged (TB)    0.494***    0.371*** 
    (3.614)    (4.907) 
Wσi,t 9 Purged (FR) 0.625***    0.503***                   
 (4.311)    (4.479)    
Wσi,t 9 Purged (TB)  0.715***    0.720***   
  (4.679)    (6.179)   
Wσi,t 13 Purged (FR)   0.635***    0.465***  
   (4.755)    (4.638)  
Wσi,t 13 Purged (TB)    0.700***    0.670*** 
    (4.846)    (6.408) 
         
Δln(PIi,t) -0.752*** -0.678*** -0.750*** -0.673*** -0.751*** -0.667*** -0.750*** -0.664*** 
 (-5.27) (-4.679) (-5.16) (-4.566) (-4.912) (-4.305) (-4.804) (-4.2) 
WΔln(PIi,t) -1.188*** -1.081*** -1.185*** -1.082*** -1.186*** -1.076*** -1.181*** -1.076*** 
 (-7.993) (-6.951) (-7.801) (-6.79) (-7.608) (-6.51) (-7.414) (-6.346) 
ΔFRt -0.021***  -0.021***  -0.020***  -0.021***  
 (-15.526)  (-16.057)  (-14.946)  (-15.235)  
HtFR 0.063***  0.063***  0.062***  0.061***  
 (13.816)  (13.841)  (13.646)  (13.786)  
ΔTBt  -0.017***  -0.017***  -0.018***  -0.018*** 
  (-13.985)  (-13.955)  (-15.29)  (-15.288) 
HtTB  0.111***  0.112***  0.109***  0.110*** 
  (13.562)  (13.626)  (15.767)  (15.935) 
Δln(GEt) 0.500*** 0.402*** 0.492*** 0.402*** 0.498*** 0.396*** 0.492*** 0.395*** 
 (11.367) (9.72) (10.986) (9.712) (11.373) (9.338) (11.159) (9.231) 
         
Obs. 16656 16656 16656 16656 16656 16656 16656 16656 
N 48 48 48 48 48 48 48 48 
T 347 347 347 347 347 347 347 347 
CD-test 149.26 140.77 149.26 149.55 149.62 140.769 149.546 141.092 
RMSE 0.01945 0.01923 0.01936 0.01914 0.0192 0.0190 0.0191 0.0189 
Note:  MG; the Mean Group panel time-series estimator for heterogeneous slope coefficient across group members. AMG; the Augmented Mean Group (AMG) 
estimator of Eberhardt and Teal (2010) for heterogeneous slope coefficient across group members, which also account for cross-sectional dependence by 
means of “a common dynamic process”.  All regressions are augmented with an individual linear trend term. CD-test; Pesaran (2015) test for weak cross-
sectional dependence statistic. RMSE; Root Mean Squared Error goodness of fit measure 
t-statistics in parentheses, *p<0.10, **p<0.05, ***p<0.01,  
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Table 5.3.2: 
Inverse distance-Spatial weigh matrix (WID): Robustness Check (1990M01:2019M01) 
 Ui,tLogarithmic 
 MGT AMGT 
 (1) (2) (3) (4) (5) (6) (7) (8) 
Ui,t-1Logarithmic 0.996*** 0.999*** 0.996*** 0.999*** 0.997*** 0.999*** 0.997*** 0.999*** 
 (1018.829) (800.714) (922.713) (796.997) (2268.275) (2026.271) (2193.693) (1996.914) 
σi,t 9 Purged (FR) 0.383**    0.276**                   
 (2.875)    (2.902)     
σi,t 9 Purged (TB)  0.357*    0.247*                  
  (2.513)    (2.489)   
σi,t 13 Purged (FR)   0.431**    0.320***  
   (3.123)    (3.624)  
σi,t 13 Purged (TB)    0.395**    0.272**  
    (2.748)    (3.146) 
Wσi,t 9 Purged (FR) 1.380***    1.357***                   
 (6.352)    (7.703)    
Wσi,t 9 Purged (TB)  1.669***    1.763***   
  (6.152)    (8.672)   
Wσi,t 13 Purged (FR)   1.097***    0.984***  
   (6.117)    (5.813)  
Wσi,t 13 Purged 
(TB) 
   1.387***    1.478*** 
    (6.051)    (7.92) 
         
Δln(PIi,t) -0.584*** -0.500*** -0.586*** -0.503*** -0.564*** -0.484*** -0.569*** -0.489*** 
 (-4.089) (-3.797) (-4.047) (-3.755) (-3.605) (-3.436) (-3.606) (-3.437) 
WΔln(PIi,t) -1.741*** -1.631*** -1.723*** -1.609*** -1.794*** -1.677*** -1.778*** -1.648*** 
 (-8.695) (-7.929) (-8.522) (-7.671) (-8.71) (-8.124) (-8.593) (-7.931) 
ΔFRt -0.020***  -0.020***  -0.020***  -0.020***                 
 (-14.273)  (-14.957)  (-13.742)  (-14.383)  
HtFR 0.062***  0.061***  0.060***  0.060***                 
 (12.666)  (12.678)  (12.805)  (12.732)  
ΔTBt  -0.017***  -0.017***  -0.017***  -0.017*** 
  (-13.041)  (-13.241)  (-14.166)  (-14.441) 
HtTB  0.110***  0.110***  0.108***  0.109*** 
  (12.088)  (12.203)  (15.024)  (15.12) 
Δln(GEt) 0.546*** 0.459*** 0.536*** 0.455*** 0.527*** 0.449*** 0.519*** 0.445*** 
 (13.47) (11.495) (12.991) (11.403) (13.567) (11.189) (13.207) (11.097) 
         
Obs. 16656 16656 16656 16656 16656 16656 16656 16656 
N 48 48 48 48 48 48 48 48 
T 347 347 347 347 347 347 347 347 
CD-test 152.11 142.73 152.39 143.20 152.107 142.734 152.392 143.196 
RMSE 0.01937 0.01912 0.01936 0.01906 0.0191 0.0189 0.0191 0.0189 
Note:  MG; the Mean Group panel time-series estimator for heterogeneous slope coefficient across group members. AMG; the Augmented Mean Group (AMG) 
estimator of Eberhardt and Teal (2010) for heterogeneous slope coefficient across group members, which also account for cross-sectional dependence by 
means of “a common dynamic process”.  All regressions are augmented with an individual linear trend term. CD-test; Pesaran (2015) test for weak cross-
sectional dependence statistic. RMSE; Root Mean Squared Error goodness of fit measure 
t-statistics in parentheses, *p<0.10, **p<0.05, ***p<0.01,  
 
Finally, we further test the robustness of our results when measures of sectoral employment specialization 
or inequality  are included in the model as proposed by Neumann and Topel (1991). We consider the Herfindahl- 
Hirschman Index (HHIi,t) index as a measure of sectoral concentration and a Theil entropy index (Theili,t) as a 
measure of sectoral employment inequality. Table 5.3.3 summarises the results of the alternative models. Results do 
not differ from the previous findings. Both direct effects of inequality and concentration do not affect significantly 
unemployment. Remarkably, indirect effects are significant and with a negative sign. Results are in a way, in 
accordance with the general Marshallian view, that highly specialized areas are less susceptible to reallocation 
shocks. 
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6. Conclusion 
This study investigates the sectoral shifts effects on regional unemployment. Even if a great number of studies in the 
SSH literature explores the heterogeneity of the regional labour market, little work has been done in investigating 
the spatial spill-over effects of regional labour reallocation. Our ambition was first, to test the validity of the SSH and 
further research how sectoral reallocation shocks are transmitted to nearby areas. 
SSH analysis was extended with the construction of a large time series-panel dataset from 48 U.S. states, 
spanning from 1990M01 to 2019M01. Labour reallocation has been captured by a number of alternative  “purged” 
Lilien’s dispersion indices, to examine the sensitivity of the outcome. A battery of reduced form unemployment 
models, augmented with spatial interaction, were estimated, using a set of homogeneous and heterogeneous panel 
data estimators.  
According to our results, two important conclusions can be drawn. First, analysis underlines a positive and 
significant relationship between unemployment and sectoral shifts. Second, cross-sectional and spatial dependences 
are significant characteristics of regional unemployment, but the distinction between the two effects is a challenging 
empirical task. Current econometric methods can address adequately such interdependence problems, but they 
underestimate the total sectoral shifts effects.  
Last, while explicit consideration stabilisation policies is beyond the scope of this study, policy implications 
emerge in our findings. Result suggests that a significant part of the regional unemployment cannot be efficiently 
addressed through traditional monetary and fiscal policy that aid aggregate demand. Conversely, supply-side polices, 
such as those that improve the human capital and ease the transition of workers from the declining sectors to the 
expanding ones, should be implemented instead.  
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Table A1: 
Heterogeneous parameter estimates (1990M01:2019M01) 
Common Correlate Effects (CCEMG) 
 Ui,tLogistic Ui,tLogarithmic 
 (1) (2) (3) (4) (5) (6) (7) (8) 
         
Ui,t-1Logistic 0.977*** 0.976*** 0.973*** 0.972***     
 (275.341) (278.294) (227.322) (228.395)     
Ui,t-
1Logarithmic     0.977*** 0.976*** 0.972*** 0.977*** 
     (280.882) (284.126) (233.579) (275.341) 
σi,tPurged 0.338* 0.343* 0.336* 0.343* 0.309* 0.313* 0.314* 0.338* 
 (2.347) (2.41) (2.264) (2.356) (2.314) (2.38) (2.331) (2.347) 
Δln(PIi,t) -0.706*** -0.660*** -0.709*** -0.647*** -0.669*** -0.625*** -0.614*** -0.706*** 
 (-4.835) (-4.36) (-5.011) (-4.372) (-4.861) (-4.387) (-4.409) (-4.835) 
ΔFRt -0.019*** -0.019*** -0.019*** -0.018*** -0.018*** -0.018*** -0.017*** -0.019*** 
 (-12.699) (-12.096) (-11.926) (-11.303) (-12.763) (-12.185) (-11.408) (-12.699) 
HtFR 0.070*** 0.069*** 0.063*** 0.062*** 0.066*** 0.065*** 0.059*** 0.070*** 
 (13.93) (13.507) (11.796) (11.495) (13.922) (13.5) (11.488) (13.93) 
Δln(GEt) 0.561*** 0.542*** 0.560*** 0.540*** 0.523*** 0.506*** 0.504*** 0.561*** 
         
Wσi,tPurged  -0.049  -0.081  -0.055 -0.086  
  (-0.247)  (-0.409)  (-0.3) (-0.464)  
WΔln(PIi,t)  -0.246  -0.333  -0.234 -0.315  
  (-1.133)  (-1.538)  (-1.154) (-1.56)  
         
Obs. 16320 16320 16320 16320 16320 16320 16320 16320 
N 48 48 48 48 48 48 48 48 
T 340 340 340 340 340 340 340 340 
CD-test 142.95 139.31 137.11 133.02 140.79 137.29 134.88 130.93 
RMSE 0.0203 0.0202 0.0201 0.0201 0.0191 0.0191 0. 0190 0.01898 
Estimator CCEMG CCEMGT CCEMG CCEMGT 
Note:  CCEMG; the Common Correlated Effects Mean Group panel time-series estimator for heterogeneous slope coefficient 
across group members.  Group specific regressions are augmented with cross-sectional averages of the independent and the 
dependent variables as additional regressors. CCEMGT : group-specific regression augmented with a linear trend term. CD-
test; Pesaran (2015) test for weak cross-sectional dependence statistic. RMSE; Root Mean Squared Error goodness of fit 
measure 
t-statistics in parentheses, *p<0.10, **p<0.05, ***p<0.01,  
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Figure A1 
Correlation Matrix (regressors) (1990M01:2019M01) 
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Figure A2 
Monetary policy growth rate and monetary variability; (1990M01:2019M01)
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Figure A3:  
Regional unemployment rate – HHI & WHHI (1990M01:2019M01) 
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Figure A4 
Regional unemployment rate – TE and WTE; (1990M01:2019M01) 
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Figure A5 
Regional unemployment rate and Personal income growth rate; (1990M01:2019M01) 
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Figure A6 
Regional Sectoral concentration – HHI (1990 and 2019) 
 
 
1990 
 
2019 
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Figure A7 
State Personal Income – log(PI) (1990 and 2019) 
 
1990 
 
2019 
  
 
