1 2 A quasilinear equation of divergent type with singular data and singular coefficients is approximated by a net of equations of the same type with enough regular coefficients and data. Solutions of the net of equations are obtained by the classical methods. Known a priory estimates are improved so that a net of solutions can be considered as a solution in an appropriate algebra of generalized functions.
Introduction
Many linear and non-linear problems with irregular data or irregular coefficients, have been analyzed by the mean of appropriate approximations through appropriate nets of C ∞ functions. One possible approach leads to the framework of generalized function algebra, cf. [1] , [2] , [8] , [18] . Especially, we point out the recent work in this direction, [5] , [6] , [10] , [11] , [12] , in the analysis of linear and nonlinear PDE with rough coefficients and initial data. They considered such problems in algebras of generalized functions where approximated nets of solutions have the meaning as elements of algebras of generalized functions enough large to contain embedded Schwartz distributions.
Our paper follows such an approach. Actually, we continue our investigations of linear elliptic equations with singular coefficients and data in [15] . In this paper, we solve an irregular Dirichlet quasi-linear elliptic problem using Leray-Schauder fixed point theorem (cf. [14] ) in the framework of nets of equations with a priori estimates controlled by the growth order of constants appearing in these estimates. We transfer and improve some results of the classical theory for a Dirichlet quasi-linear elliptic problem given in [7] in the frame of certain generalized function algebra related to a strongly and uniformly elliptic quasi-linear Dirichlet problem with singular coefficients and singular boundary conditions. We refer to [3] , [13] , [17] , [16] , [20] for the classical results concerning quasi-linear Dirichlet problems.
More precisely, our approach is adapted to certain spaces of generalized functions because we follow the use of Leray-Schauder fixed point theorem in [7] , Chapter 11. In order to apply the fixed point theorem we reconsider a priori bounds which are given in [7] in Theorems 8.22, 8.24, 8 .27 and 8.29 as well as in Lemma 8.23 . The novelty in the procedure of our proof (although we follow the known one of [7] ) and the improvements of bounds in quoted assertions of [7] , are our main contribution in solving an irregular Dirichlet quasi-linear elliptic problem.
In order to explain our approach the following simple example from [15] is useful. Example 1. Consider ∆u = 0, u |∂Ω = φ |∂Ω , where Ω = B 1 =: {(x 1 , x 2 ) : x 2 1 + x 2 2 < 1}, with two boundary data given by φ:
in the respective cases, we replace the given boundary data with the respective family of data:
The Poisson formula implies that in Case I, a net of solutions (u ε ) ε converges in the sense of distributions in B 1 to the harmonic function
, with the boundary equals zero everywhere except point (0, 1) where the boundary value is infinity. The net of solutions (u ε ) ε determines a generalized function [(u ε ) ε ]. In Case II solutions are harmonic functions u ε (x 1 , x 2 ) = 1/ε, ε < 1, in B 1 with boundary values 1/ε, ε < 1. Note that [(1/ε) ε ] is a generalized constant, as it will be explained in the second section.
We will show in Section 3 that nets of boundary data given above, satisfy a generalized slope condition in a uniformly convex domain Ω. This slope condition will be used in the main theorem, Theorem 4, for the proof of the existence of a generalized solution for a quasilinear problem of second order with a highly singular boundary data. More precisely, we prove the existence of a family of solutions in the frame of an appropriate algebra of generalized functions, in the so-called Colombeau type extensions of spaces C k,α (Ω) and C ∞ (Ω). Our approach is adapted to these spaces because we will follow the use of Leray-Schauder theorem as it is done in [7] , Chapter 11. The nonlinear problem a i,j (Du)D i,j u = 0 is transformed first to the net of non linear problems a i,j ε (Du ε )D i,j u ε = 0, ε ∈ (0, 1), with slowly increasing coefficients a i,j ε (ε → 0), then to a net of linear problems a i,j ε (Dv)D i,j u ε = 0, ε ∈ (0, 1) and, at the end, the problem is solved by the use of the Leray-Schauder fixed point theorem. The estimates of derivatives for a solution net (u ε ) ε are given by constants depending on ε. As it is mentioned, in order to apply the fixed point theorem we are led to revisit and improve a priori bounds which are given in [7] Different growth rates of coefficients and initial data with respect to ε → 0 lead to solutions in generalized ultradistribution type algebras ( [19] ) or in asymptotic type algebras( [4] ). Our choice of the growth rate is accommodated to the simplest exposition within Colombeau type algebras.
We note that a wide range of irregular problems can be modulated and discussed using the same method. In fact, in this paper we consider very simple form of a quasilinear Dirichlet problem in order to point out the difficulties which are brought into the equation through strong singularities of coefficients and initial data.
Colombeau extension
First, we recall the definition of the Colombeau type extention G(E), where E is a vector space on C with an increasing sequence of seminorms µ n , n ∈ N. The space of moderate nets E M (E), respectively, of null nets
(O is the Landau symbol.) The quotient space
, n ∈ N, we obtain (e n ) n , a sequence of ultra-pseudometrics on E M (E) defining the ultra-metric topology (sharp topology) on G(E).
If E = C (or E = R) and the seminorms are equal to the absolute value, then the corresponding spaces are E 0 and N 0 ; E 0 is an algebra and N 0 is an ideal. As a quotient, one obtains Colombeau algebra of generalized complex numbersC = E 0 /N 0 (orR). If a set Ω is open in R n and E = C ∞ (Ω) is endowed with the usual sequence of seminorms (this is Schwartz space E(Ω)), then the above definition gives Colombeau simplified algebra [18] ). Its elements are called generalized functions and we keep this name for elements of any space or algebra constructed as extensions of some space of functions E.
Then the embedding of compactly supported Schwartz distributions (elements of E (Ω)) is made through the convolution with a net of mollifiers
By the sheaf properties of D (Ω) and G(Ω), this embedding is extended to D (Ω) → G(Ω).
Let Ω be a bounded open set in R n and α ∈ (0, 1]. Recall ( [7] , p. 94), a domain Ω and its boundary are of C k,α − class 0 < α ≤ 1, if at each point x 0 ∈ ∂Ω there is a ball B = B(x 0 ) (x 0 is the center) and a bijection
A domain Ω has a boundary portion T ∈ ∂Ω of C k,α − class if at each point x 0 ∈ T there is a ball B(x 0 ) in which the above conditions are satisfied and B(x 0 ) ∩ ∂Ω ⊂ T.
We will consider Colombeau type extensions in cases
The completion of C ∞ (Ω) with respect to the norm
Note that the sequences of norms
In case E = C ∞ (Ω), we need one more construction. Let (g ε ) ε be a net in C 0,α (Ω) such that
This is an equivalence relation and with the corresponding classes in
iff one of them satisfies (2.1). We define the corresponding Colombeau type space
we will show in the appendix that there exists a canonical isomorphism of G[E] onto G(E). Clearly, G(E) = G[E]
in case E = C k,α (Ω) since for any representative (r ε ) ε the same class is determined by a representative (g ε ) ε , where g ε = 0, ε > 0 and g ε = r ε , ε ≤ ε 0 , for some ε 0 < 1. Let us note that the use of
, enable us to use in the sequel the theory of Banach spaces on parts of nets for ε < ε k , k ∈ N (cf. (2.2)).
3. Dirichlet problem 3.1. Assumptions and examples. We will consider a quasi-linear Dirichlet problem, a strictly and uniformly elliptic equation whose coefficients and data lack regularity assumptions. We will impose additional assumptions related to irregularities carried into equations and formulate the problem through nets of equations and corresponding assumptions. Our main reference is [7] .
Let (Q ε ) ε be a net of elliptic nonlinear operators of divergent type of the form
where a
In the case n = 2, the procedure which will be given below, can be applied to a net (Q ε ) ε of elliptic nonlinear operators of the form
We assume that a i,j ε , ε ∈ (0, 1), are smooth functions on the respective domains. Let λ ε and Λ ε denote the minimal and maximal eigenvalues of the matrix a i,j ε . We assume
In the sequel, we will denote by c(ε), ε ∈ (0, 1) a net of functions determining the growth rate of constants in the bounds which are to follow. We will assume that it is a constant function or a function tending to zero as ε → 0. In fact we will assume in our main Theorem 4 that
The reason will be seen later since we are aimed to give a generalized function solution determined by a net of solutions and for this the Harnack type estimates involve necessary assumptions on c(ε). Assume additionally:
If (Q ε ) ε is of the form (3.3), then we exclude variables x and t in the conditions given above. Note that (3.8) implies the uniform ellipticity 
where f is a locally integrable function on R 3 . With 
Family of operators (3.10) is of the form (3.3) for which all the assumptions (3.3)-(3.6) hold.
We will study a Dirichlet problem with a slope condition adapted to the setting of generalized functions.
The boundary data on ∂Ω satisfies a moderate slope condition if for any P ε ∈ Γ ε , ε < 1 there exist hyperplanes π
and such that for some K > 0 and some m ∈ R, In fact, second example in Example 3, is a very special case of the following one.
Example 4.
If Ω is uniformly convex, of C 2 class and if (φ ε ) ε ∈ E M (C k,α (Ω)), k > 2, then (φ ε ) ε satisfies the moderate slope condition with respect to Ω.
Recall, Ω is uniformly convex, if there exists C > 0 such that for every point P 0 ∈ ∂Ω there exists a hyperplane π P 0 such that
By, [9] , Corollary 4.3, φ ∈ C 1,1 (Ω) is the necessary and sufficient condition for φ to satisfy the bounded slope condition on such a domain. In particular, if φ ∈ C 2 (Ω), then the above assertion follows by evaluating a determinant depending on second derivatives of φ (cf. [9] , p. 505). Note that in [9] are considered more general assumptions equivalent with the slope condition. In our case we use one of results for the illustration of the theory.
3.2.
Estimates for nets of solutions. We will give several results needed for the proof of our main theorem, Theorem 4.
First, we need Lemma 1 as an extension of Lemma 8.23 in [7] .
Lemma 1. Let α ∈ (0, 1). Let ω be a non-decreasing function on
Then there exists δ 0 such that
Proof. Let R 1 < R 0 and δ ∈ (0, 1) be fixed. We have ω(
This completes the proof of lemma.
Remark. The crucial fact of the next Theorem 1 is that α ∈ (0, 1/2) is fixed and does not depend on ε. The direct application of Lemma 8.23 of [7] would imply that in Theorem 1 instead of fixed α we would have a net (α ε ) ε tending to zero with ε → 0. Because of that we had to prove Lemma 1. Thus, the changes in the proof of Theorem 8.22 of [7] (based on Lemma 8.23) realized through the next Theorem 1 are interesting in itself (see also [3] , [17] ). This theorem is strictly involved in the proof of Theorem 4, and for its proof we will use the following generalized weak Harnack inequality which will be explained in the proof of Theorem 4:
where η ∈ (1, 2). The linearization of (3.3) (and similarly of (3.4)) is done by putting a function v instead of u in coefficients a i,j (Du) Thus, equation (3.3), with a (3.12) , and satisfy conditions ( 3.7) , ( 3.8) .
locally continuous in Hölder sense and there exist M > 0, such that for every
One has to repeat the proof of Theorem 8.22, [7] with M ηεR and m ηεR instead of M 4R and of m 4R defined as supremum and infimum of u ε on the ball B η ε R (y). Recall, η ε ∈ (1, 2). We will use the notation M ε,R and m ε,R for the supremum and the infimum of u ε on the ball B R (y). Now, similarly as in Theorem 8.22. of [7] , we use (3.11) for M ηε − u ε and u ε − m η ε in B R/2+ηεR/2 and obtain
This leads to
where we put τ ε = 1/η ε . Using (3.13) and the Lemma 1, with
(Note that m is a negative constant.) This finishes the proof of Theorem 1 For the next two theorems the notions of exterior and uniform exterior cone condition are used. Recall that this the uniform exterior cone condition means that there exists a finite rigid circular cone V such that at every x ∈ ∂Ω there exists V x , congruent to V, such thatΩ ∩ V x = x (see [7] , p.205).
The assumption ∂Ω is of C 2,α -class implies that ∂Ω satisfies the uniform exterior cone condition on the boundary. The next step is the extension of Theorem 8.27 in [7] , where we use Lemma 1 again. Theorem 2. Let α ∈ (0, 1/2) and Ω be a bounded open set. Let (L ε ) be of the form (3.12) , and satisfy conditions ( 3.7) , ( 3.8) 
and Ω satisfies an exterior cone condition at a point x 0 ∈ ∂Ω, then, for every 0 < R ≤ R 0 and B 0 = B R 0 (x 0 ),
where
Proof. Similarly as in Theorem 1, we come to the inequality
. Now the proof follows by the use of Lemma 1. Theorem 2 leads to a reformulated Theorem 8.29 of [7] : 
The assumptions in the next theorem are:
Ω is open and bounded , ∂Ω is of C k+2,α − class (3.7) and (3.8) 
where ∂Ω satisfies a moderate slope condition with (φ ε ) ε . Then, there exists
where Kε m is from the boundary slope condition. The proof of IV is essential. We will give it only in the case of (3.3).
Following the same line of the proof as in [7] , we have reformulated Theorem 8.22 as Theorem 1.
Considering a family of linear equations (3.12) L ε u ε = 0, we start from the reformulation of Theorem 8.18, [7] for the net of equations. In the proof of such theorem with β = −1, all the constants appearing in the estimates are of c(ε)− polynomial growth but for β = −1 one obtains a c(ε)− polynomial estimate for log(u ε + k ε ) (in our case k ε = 0). This leads to the weak Harnack type inequality (8.47) and (8.63) in [7] (see also [16] ). With the same arguments as in [7] , it follows that the constants in (8.47) and (8.63) of [7] are of the form exp(Λ ε /λ ε + Rν ε ), where ν ε is also of c(ε)− polynomial growth. Assumption (3.9) implies that constants are of the form C exp (c m (ε)), for some C > 0 and m ∈ R not depending on ε.
Now we use (8.47) of [7] :
where u ε ∈ W 1,2 (Ω) is a solution to (3.12) and non-negative in the ball B 4R (y) ⊂ Ω. By (3.23), we have (3.11):
where 1 < η δ < 2. The use of this inequality in Theorem 1 implies that for every ε < 1, u ε is locally continuous in Hölder sense and there exist M > 0, m ∈ R such that for every B 0 = B R 0 (y) ⊂ Ω and every R ≤ R 0
0 osc B 0 u ε . Now with the same assumptions we have the conclusion of reformulated version of Theorem 8.24 [7] but always with α not depending on ε :
The assumption in Theorem 4: α < 1/2 implies that α 0 = 2α < 1 This was important for Theorem 3. Thus, Theorem 3 (reformulated Theorem 8.29, [7] ) enable us to continue with the proof of IV. It follows as it is described in [7] , pp. 284-285, considering the weak solutions to (3.22) . (First, we have to make necessary change of coordinates to arrive to portions of x n = 0 instead of portions of ∂Ω. Then we have to use the Theorem 3 for the bounds of w for the derivatives D y k w, k = 1, ..., n − 1 and the Morrey's estimate for D y n w, Theorem 7.19 in [7] . This completes the proof of (3.21). Now by (3.20) (with some new constants C and m), we have
where on the left side we put k + 1, α -norm although it holds for k + 2, α -norm. For every ε < 1, T k ε,σ is a continuous mapping from C k+1,α (Ω) into C k+2,α (Ω) and thus, a compact mapping from C k+1,α (Ω) into C k+1,α (Ω).
By (3.24) we have that every solution u σ ε , if exists, being the fixed point of T k ε,σ , satisfies the bound |u
for suitable C k > 0 and m k > 0. Now the assumption (3.15) implies the estimate |u
Proposition 1 (i) in the Appendix, implies that that there exists (u ε ) ε , a fixed point for (T k ε ) ε ( with σ equals 1) which satisfies (3.26). The theorem is proved.
Remark. Let us underline that in [7] , step IV is realized "with some β ∈ (0, 1)" instead of our fixed α ∈ (0, 1). And this is another difference of our procedure in relation to [7] since we already come to inequality (3.20) in a different way.
We give the existence of a solution of the Dirichlet problem extending E = C ∞ (Ω) to generalized function algebra. Remark. Since there is is a canonical isomorphism G[C ∞ (Ω)] onto G(C ∞ (Ω)) (cf. Proposition 2 in the appendix), and every element of E M [C ∞ (Ω)] determines an element of G(Ω), it follows that there exists a solution to (3.16) in G(Ω) .
Proof. The proof follows from Theorem 4. Fixing k ∈ N, k > 1, the proposed assumptions imply that there exist (u ε ) ε ∈ E M (C k+1,α (Ω)) such that for a sequence (ε k ) k ↓ 0
for suitable C k > 0 and m k < 0, k ∈ N. Assume that (C k ) k and (−m k ) k are increasing positive sequences of numbers. Note, in (3.27) bounds for k + 1 are larger than for k. But since u k+1 ε is also a fixed point for the mapping T k ε,σ , we have |u
Remark. Consider generalized function extensions related to spaces (E, µ n ) and (F, ν n ), with increasing sequences of norms. Any continuous linear operator h : E → F, can be extended to the continuous linear mapping h : G[E] → G [F ] (with respect to the sharp topologies). Similar extensions can be made for nonlinear mappings satisfying appropriate growth conditions (cf. [4] ). For example, the assumptions on (T ε ) ε which imply (4.28) can be easily formulated. Such considerations can be useful in a more general setting of nonlinear problems. In this paper we have made the concrete realization of a general concept.
