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Preface
Our primary goal in this monograph is to prove  Lojasiewicz–Simon gradient
inequalities for coupled Yang–Mills energy functions using Sobolev spaces that im-
pose minimal regularity requirements on pairs of connections and sections. Our
 Lojasiewicz–Simon gradient inequalities for coupled Yang–Mills energy functions
generalize that of the pure Yang–Mills energy function due to the first author [32,
Theorems 23.1 and 23.17] for base manifolds of arbitrary dimension and due to
R˚ade [100, Proposition 7.2] for dimensions two and three.
Our  Lojasiewicz–Simon gradient inequalities for coupled Yang–Mills energy
functions (for example, Theorems 4 and 6 and the many other examples in Sec-
tion 1.3) are proved by applying the  Lojasiewicz–Simon gradient inequality for an
abstract analytic function on a Banach space given by Theorem 1 from our article
[38]. Now Theorem 1 requires that the Hessian operator for the analytic function be
Fredholm with index zero. While the Hessian operator for the coupled Yang–Mills
energy function is a linear second-order partial differential operator, it only becomes
elliptic when combined with a Coulomb gauge condition [27, 43]. Coupled Yang–
Mills energy functions are invariant under the action of gauge transformations (or
bundle automorphisms) and so, in principle, one can always find a gauge transfor-
mation to produce the required Coulomb gauge condition with the aid of a slice
theorem. However, in order to prove the most useful version of the  Lojasiewicz–
Simon gradient inequality, one must have a stronger version of the slice theorem
for the action of the group of gauge transformations that goes beyond the usual
statements found in standard references such as Donaldson and Kronheimer [27]
or Freed and Uhlenbeck [43] for connections over four-dimensional manifolds and
proved by applying the Implicit Function Theorem. Therefore, a secondary goal of
this monograph is to prove a slice theorem using Sobolev norms with borderline (or
critical) Sobolev exponents and which is valid in all dimensions.
Since its discovery by  Lojasiewicz in the context of analytic functions on Eu-
clidean space [87] and generalization by Simon to a class of analytic functions
on certain Ho¨lder spaces [105, Theorem 3],  Lojasiewicz–Simon gradient inequal-
ities have played a major role in analyzing questions such as a) global existence,
convergence, and analysis of singularities for solutions to nonlinear evolution equa-
tions that are realizable as gradient or gradient-like systems for an energy function,
b) uniqueness of tangent cones, and c) energy gaps and discreteness of energies.
There are essentially four approaches to establishing a  Lojasiewicz–Simon gra-
dient inequality for a particular energy function arising in geometric analysis or
mathematical physics: (1) establish the inequality from first principles without
relying on the  Lojasiewicz inequality for analytic functions on Euclidean space,
(2) employ Lyapunov–Schmidt reduction to deduce the gradient inequality for an
analytic function on a Banach space from the  Lojasiewicz inequality for analytic
xiii
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functions on Euclidean space, (3) adapt the argument employed by Simon in the
proof of his [105, Theorem 3], or (4) apply an abstract version of the  Lojasiewicz–
Simon gradient inequality for an analytic or Morse–Bott function on a Banach
space. Approach (2) is exactly that employed by Simon in [105] and by R˚ade for
the Yang-Mills energy function [100]. Occasionally a development from first princi-
ples may be necessary, as discussed by Colding and Minicozzi in [25], or may yield
the best results, as discussed by the first author in [33]. However, in most cases
one can derive a  Lojasiewicz–Simon gradient inequality for a specific energy func-
tion from an abstract version for an analytic or Morse–Bott function on a Banach
space. For this strategy to work well, one desires an abstract  Lojasiewicz–Simon
gradient inequality with the weakest possible hypotheses and proofs of such gradient
inequalities were provided by the authors in our article [38, Theorems 1–4].
Appendix D describes the application of  Lojasiewicz–Simon gradient inequali-
ties to long-time existence and convergence for solutions to gradient systems for an
analytic function while our monograph [32] provides a comprehensive development
of these ideas. Given a constant T > 0, an open subset U of a Banach space X , a
smooth function E : U → R, and a point x0 ∈ U , a smooth map, u : [0, T )→ X ,
is called a gradient flow for E if it is a solution to the Cauchy problem for the
gradient system,
u˙(t) = −E ′(u(t)), for all t ∈ [0, T ), u(0) = x0,
as an identity in X ∗ (the continuous dual space of X ), where we abbreviate u˙ =
dt/dt and E ′(x) : X → X ∗ is the differential of E at a point x ∈ U . The best
known examples of gradient flows occurring in geometric analysis include pure and
coupled Yang-Mills flows, harmonic map flow, Ricci curvature flow, mean curvature
flow, and Yamabe scalar curvature flow.
Simon’s approach [105] to studying long-time existence and convergence of a
solution to the preceding gradient system relies on his celebrated generalization
to infinite dimensions of the  Lojasiewicz gradient inequality to a specific class of
analytic energy functions on C2,α Ho¨lder spaces of sections of a vector bundle over a
closed, smooth Riemannian manifold. Over the intervening years, his  Lojasiewicz–
Simon gradient inequality has since been generalized by many authors — see our
article [38] and references cited therein and our Theorems 1, 2, and 3 in this
monograph. For example, if X is continuously embedded in a Hilbert space H
and E is analytic and x∞ ∈ X is a critical point such that the Hessian operator,
E ′′(x∞) : X → X ∗, is Fredholm with index zero, then there exist constants
Z ∈ (0,∞), σ ∈ (0, 1], and θ ∈ [1/2, 1) such that gradient map obeys [38, Theorem
1]
‖E ′(x)‖X ∗ ≥ Z|E (x)− E (x∞)|θ, for all x ∈ X such that ‖x− x∞‖X < σ.
The preceding inequality is precisely that asserted by Theorem 2 here. We shall
apply our more general Theorems 1 and 3 to derive  Lojasiewicz–Simon gradient in-
equalities for all of the energy functions considered in this monograph, namely the
a) pure Yang–Mills energy function, b) boson coupled Yang–Mills energy function,
c) fermion coupled Yang–Mills energy function, d) Yang–Mills–Higgs energy func-
tion, e) Seiberg–Witten energy function, f) non-Abelian monopole energy function,
and the g) multiple spinor Seiberg–Witten energy function.
Acknowledgments
Paul Feehan is very grateful to the Max Planck Institute for Mathematics,
Bonn, and the Institute for Advanced Study, Princeton, for their support during the
preparation of this monograph. He would like to thank Peter Taka´cˇ for many helpful
conversations regarding the  Lojasiewicz–Simon gradient inequality, for explaining
his proof of [41, Proposition 6.1] and how it can be generalized as described in this
monograph, and for his kindness when hosting his visit to the Universita¨t Ro¨stock.
He would also like to thank Brendan Owens for several useful conversations and
his generosity when hosting his visit to the University of Glasgow. He thanks
Brendan Owens and Chris Woodward for helpful communications and comments
regarding Morse–Bott theory, Alessandro Carlotto for useful comments regarding
the integrability of critical points of the Yamabe function. We thank Thomas Parker
and Penny Smith for helpful questions and comments.
January 14, 20191
Paul M. N. Feehan and Manousos Maridakis
Department of Mathematics
Rutgers, The State University of New Jersey
Piscataway, NJ 08854-8019
United States
1To appear in Memoirs of the American Mathematical Society.
xv

CHAPTER 1
Introduction
Our primary goal in this work is to prove  Lojasiewicz–Simon gradient inequal-
ities for coupled Yang–Mills energy functions. A key feature of our results is that
we use systems of Sobolev norms that are as weak as possible. This property is
very useful in applications to the analysis of gradient flows, the primary example of
an application of  Lojasiewicz–Simon gradient inequalities in geometric analysis as
illustrated by results of the first author in [32]. Our gradient inequalities use W 1,p
Sobolev norms for coupled Yang–Mills pairs over manifolds of arbitrary dimension
d ≥ 2, including the case p = d/2, where the Sobolev exponent is borderline (or
critical) in sense that we explain later in this Introduction.
In the remainder of our Introduction, we outline the history of  Lojasiewicz–
Simon gradient inequalities in Section 1.1 and survey their applications in geometric
analysis, mathematical physics, and applied mathematics. In Section 1.2, we review
our abstract  Lojasiewicz–Simon gradient inequality for an analytic function on a
Banach space. We state our results on  Lojasiewicz–Simon gradient inequalities
for coupled Yang–Mills energy functions in Section 1.3. Unlike the case of the
harmonic map energy function considered in [38], one must restrict the Hessian
of a coupled Yang–Mills energy function to a suitable slice for the action of the
group of gauge transformations in order to obtain an elliptic operator that has the
Fredholm property required by our abstract  Lojasiewicz–Simon gradient inequality
[38, Theorem 2]. In order to obtain the strongest possible version of the resulting
 Lojasiewicz–Simon gradient inequality for a coupled Yang–Mills energy function,
we therefore need to prove existence of a global transformation to Coulomb gauge
valid for borderline Sobolev exponents — going beyond standard results described
in [27, 43] or previous results due to the first author [34] — and we state the
required theorem in Section 1.5.
1.1. A brief history of  Lojasiewicz–Simon gradient inequalities and
their applications to gradient flows and energy gaps in geometric
analysis
Since its discovery by  Lojasiewicz in the context of analytic functions on Eu-
clidean space [87, Proposition 1, p. 92] and subsequent generalization by Simon
to a class of analytic functions on certain Ho¨lder spaces [105, Theorem 3], the
 Lojasiewicz–Simon gradient inequality has played a significant role in analyzing
questions such as a) global existence, convergence, and analysis of singularities for
solutions to nonlinear evolution equations that are realizable as gradient-like sys-
tems for an energy function, b) uniqueness of tangent cones, and c) energy gaps
and discreteness of energies. For applications of the  Lojasiewicz–Simon gradient
inequality to gradient flows arising in geometric analysis, beginning with the har-
monic map energy function, we refer to Irwin [70], Kwon [81], Liu and Yang [86],
1
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Simon [106], and Topping [111, 112]; for applications to gradient flow for the
Chern–Simons function, see Morgan, Mrowka, and Ruberman [92]; for applications
to gradient flow for the Yamabe function, see Brendle [13, Lemma 6.5 and Equation
(100)] and Carlotto, Chodosh, and Rubinstein [16]; for applications to Yang–Mills
gradient flow, we refer to our monograph [32], R˚ade [100], and Yang [124]; for
applications to mean curvature flow, we refer to the survey by Colding and Mini-
cozzi [25]; and for applications to Ricci curvature flow, see Ache [3], Haslhofer [58],
Haslhofer and Mu¨ller [59], and Kro¨ncke [79, 78].
For applications of the  Lojasiewicz–Simon gradient inequality to proofs of global
existence, convergence, convergence rate, and stability of nonlinear evolution equa-
tions arising in other areas of mathematical physics (including the Cahn–Hilliard,
Ginzburg–Landau, Kirchoff–Carrier, porous medium, reaction-diffusion, and semi-
linear heat and wave equations), we refer to the monograph by Huang [68] for a
comprehensive introduction and to the articles by Chill [18, 19], Chill and Fiorenza
[20], Chill, Haraux, and Jendoubi [21], Chill and Jendoubi [22, 23], Feireisl and Si-
mondon [40], Feireisl and Taka´cˇ [41], Grasselli, Wu, and Zheng [50], Haraux [53],
Haraux and Jendoubi [54, 55, 56], Haraux, Jendoubi, and Kavian [57], Huang
and Taka´cˇ [69], Jendoubi [71], Rybka and Hoffmann [102, 103], Simon [105], and
Taka´cˇ [109]. For applications to fluid dynamics, see the articles by Feireisl, Lau-
renc¸ot, and Petzeltova´ [39], Frigeri, Grasselli, and Krejcˇ´ı [45], Grasselli and Wu
[49], and Wu and Xu [122].
For applications of the  Lojasiewicz–Simon gradient inequality to proofs of en-
ergy gaps and discreteness of energies for Yang–Mills connections, we refer to our
article [35]. A key feature of our versions of the  Lojasiewicz–Simon gradient in-
equality for the pure Yang–Mills energy function [32, Theorems 23.1 and 23.17] is
that they hold for W 1,2 Sobolev norms for base manifolds of dimensions two, three
or four and W 2,p Sobolev norms for base manifolds of arbitrary dimension. Those
norms are considerably weaker than the C2,α Ho¨lder norms originally employed
by Simon in [105, Theorem 3] and this affords considerably greater flexibility in
applications. For example, when (X, g) is a closed, four-dimensional, Riemannian
manifold, the W 1,2 Sobolev norm on (bundle-valued) one-forms is (in a suitable
sense) quasi-conformally invariant with respect to conformal changes in the Rie-
mannian metric g.
1.2.  Lojasiewicz–Simon gradient inequalities for analytic functions on
Banach spaces
There are essentially three approaches to establishing a  Lojasiewicz–Simon gra-
dient inequality for a particular energy function arising in geometric analysis or
mathematical physics: 1) establish the inequality from first principles, 2) adapt the
argument employed by Simon in the proof of his [105, Theorem 3], or 3) apply
an abstract version of the  Lojasiewicz–Simon gradient inequality for an analytic
or Morse–Bott function on a Banach space. Most famously, the first approach is
exactly that employed by Simon in [105], although this is also the avenue followed
by Kwon [81], Liu and Yang [86] and Topping [111, 112] for the harmonic map
energy function and by R˚ade for the Yang–Mills energy function. Occasionally a
development from first principles may be necessary, as discussed by Colding and
Minicozzi in [25]. However, in almost all of the examples cited in Section 1.1, one
can derive a  Lojasiewicz–Simon gradient inequality for a specific application from
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an abstract version for an analytic or Morse–Bott function on a Banach space.
For this strategy to work well, one desires an abstract  Lojasiewicz–Simon gradi-
ent inequality with the weakest possible hypotheses and a proof of such a gradient
inequality (quoted as Theorem 1 here) was the one of the goals of our article [38].
We now recall from [38] a generalization of Simon’s infinite-dimensional version
[105, Theorem 3] of the  Lojasiewicz gradient inequality [87]. As we explained in
detail in [38], Theorem 1 generalizes Huang’s [68, Theorems 2.4.2 (i) and 2.4.5] and
other previously published versions of the  Lojasiewicz–Simon gradient inequality for
analytic functions on Banach spaces.
We begin with the concept of a gradient map [68, Section 2.1B], [7, Section
2.5].
Definition 1.2.1 (Gradient map). (See [68, Definition 2.1.1].) Let U ⊂ X
be an open subset of a Banach space, X , and let X˜ be a Banach space with
continuous embedding, X˜ j X ∗. A continuous map, M : U → X˜ , is called a
gradient map if there exists a C1 function, E : U → R, such that
(1.2.1) E ′(x)v = 〈v,M (x)〉X ×X ∗ , ∀x ∈ U , v ∈ X ,
where 〈·, ·〉X×X ∗ is the canonical bilinear form on X × X ∗. The real-valued
function, E , is called a potential for the gradient map, M .
When X˜ = X ∗ in Definition 1.2.1, then the differential and gradient maps
coincide.
Let X be a Banach space and let X ∗ denote its continuous dual space. We
call a bilinear form1, b : X ×X → R, definite if b(x, x) 6= 0 for all x ∈ X \ {0}.
We say that a continuous embedding of a Banach space into its continuous dual
space,  : X → X ∗, is definite if the pullback of the canonical pairing, X ×X ∋
(x, y) 7→ 〈x, (y)〉X×X ∗ → R, is a definite bilinear form.
Theorem 1 ( Lojasiewicz–Simon gradient inequality for analytic functions on
Banach spaces). (See [38, Theorem 2].) Let X and X˜ be Banach spaces with
continuous embeddings, X ⊂ X˜ ⊂ X ∗, and such that the embedding, X ⊂ X ∗,
is definite. Let U ⊂ X be an open subset, E : U → R be a C2 function with real
analytic gradient map, M : U → X˜ , and x∞ ∈ U be a critical point of E , that is,
M (x∞) = 0. If M
′(x∞) : X → X˜ is a Fredholm operator with index zero, then
there are constants, Z ∈ (0,∞), and σ ∈ (0, 1], and θ ∈ [1/2, 1), with the following
significance. If x ∈ U obeys
(1.2.2) ‖x− x∞‖X < σ,
then
(1.2.3) ‖M (x)‖
X˜
≥ Z|E (x)− E (x∞)|θ.
Remark 1.2.2 (Comments on the embedding hypothesis in Theorem 1). The
hypothesis in Theorem 1 on the continuous embedding, X ⊂ X ∗, is easily achieved
given a continuous embedding of X into a Hilbert space H .
Remark 1.2.3 (On the choice of Banach spaces in applications of Theorem 1).
The hypotheses of Theorem 1 are designed to give the most flexibility in applications
of a  Lojasiewicz–Simon gradient inequality to analytic functions on Banach spaces.
An example of a convenient choice of Banach spaces modeled as Sobolev spaces,
1Unless stated otherwise, all Banach spaces are considered to be real in this monograph.
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when M ′(x∞) is realized as an elliptic partial differential operator of order m,
would be
X =W k,p(X ;V ), X˜ =W k−m,p(X ;V ), and X ∗ =W−k,p
′
(X ;V ),
where k ∈ Z is an integer, p ∈ (1,∞) is a constant with dual Ho¨lder exponent
p′ ∈ (1,∞) defined by 1/p+ 1/p′ = 1, while X is a closed Riemannian manifold of
dimension d ≥ 2 and V is a Riemannian vector bundle with a compatible connec-
tion, ∇ : C∞(X ;V )→ C∞(X ;T ∗X⊗V ), andW k,p(X ;V ) denotes a Sobolev space
defined in the standard way [6]. When the integer k is chosen large enough, the
verification of analyticity of the gradient map, M : U → X˜ , is straightforward.
Normally, that is the case when k ≥ m+1 and (k−m)p > d or k−m = d and p = 1,
since W k−m,p(X ;C) is then a Banach algebra by [4, Theorem 4.39]. If the Banach
spaces are instead modeled as Ho¨lder spaces, as in Simon [105], a convenient choice
of Banach spaces would be
X = Ck,α(X ;V ) and X˜ = Ck−m,α(X ;V ),
where α ∈ (0, 1) and k ≥ m, and these Ho¨lder spaces are defined in the standard
way [6]. Following Remark 1.2.2, the definiteness of the embedding Ck,α(X ;V ) =
X ⊂ X ∗ in this case is the achieved by observing that Ck,α(X ;V ) ⊂ L2(X ;V ).
We refer the reader to [38, Theorem 4] for a statement and proof of our abstract
 Lojasiewicz–Simon gradient inequality for Morse–Bott functions on Banach spaces.
Theorem 1 appears to us to be the most widely applicable abstract version of
the  Lojasiewicz–Simon gradient inequality that we are aware of in the literature.
However, for applications where M ′(x∞) is realized as an elliptic partial differential
operator of even order, m = 2n, and the nonlinearity of the gradient map is suffi-
ciently mild, it often suffices to choose X to be the Banach space,Wn,2(X ;V ), and
choose X˜ = X ∗ to be the Banach space, W−n,2(X ;V ). The distinction between
the differential, E ′(x) ∈ X ∗, and the gradient, M (x) ∈ X˜ , then disappears. Sim-
ilarly, the distinction between the Hessian, E ′′(x∞) ∈ (X ×X )∗, and the Hessian
operator, M ′(x∞) ∈ L (X , X˜ ), disappears. Finally, if E : X ⊃ U → R is real
analytic, then the simpler Theorem 2 is often adequate for applications.
Theorem 2 ( Lojasiewicz–Simon gradient inequality for analytic functions on
Banach spaces). (See [38, Theorem 1].) Let X ⊂ X ∗ be a continuous, definite
embedding of a Banach space into its dual space. Let U ⊂ X be an open subset,
E : U → R be an analytic function, and x∞ ∈ U be a critical point of E , that is,
E ′(x∞) = 0. Assume that E
′′(x∞) : X → X ∗ is a Fredholm operator with index
zero. Then there are constants Z ∈ (0,∞), and σ ∈ (0, 1], and θ ∈ [1/2, 1), with
the following significance. If x ∈ U obeys
(1.2.4) ‖x− x∞‖X < σ,
then
(1.2.5) ‖E ′(x)‖X ∗ ≥ Z|E (x)− E (x∞)|θ.
While Theorem 1 has important applications to proofs of global existence,
convergence, convergence rates, and stability of gradient flows defined by an energy
function, E : X ⊃ U → R, with gradient map, M : X ⊃ U → X˜ , (see [32,
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Section 2.1] for an introduction and Simon [105] for his pioneering development),
the gradient inequality (1.2.3) is most useful when it has the form,
‖M (x)‖H ≥ Z|E (x)− E (x∞)|θ, ∀x ∈ U with ‖x− x∞‖X < σ,
where H is a Hilbert space and the Banach space, X , is a dense subspace of H
with continuous embedding, X ⊂ H , and so H ∗ ⊂ X ∗ is also a continuous
embedding. We refer to Appendix D for applications of this version of the gradient
inequality to prove convergence of gradient flows and to Feehan and Maridakis [38,
Section 1.2] for further discussion.
As we shall explain further in Section 1.3.2, an L2 gradient inequality for a cou-
pled Yang–Mills energy function like (1.3.1) or (1.3.3) does not follow from Theorem
1 when X has dimension d ≥ 5. However, the desired L2 gradient inequalities are
implied by the forthcoming Theorem 3.
Theorem 3 (Generalized  Lojasiewicz–Simon gradient inequality for analytic
functions on Banach spaces). (See [38, Theorem 3].) Let X and X˜ be Banach
spaces with continuous embeddings, X ⊂ X˜ ⊂ X ∗, and such that the embedding,
X ⊂ X ∗, is definite. Let U ⊂ X be an open subset, E : U → R be an analytic
function, and x∞ ∈ U be a critical point of E , that is, E ′(x∞) = 0. Let
X ⊂ G ⊂ G˜ and X˜ ⊂ G˜ ⊂ X ∗,
be continuous embeddings of Banach spaces such that the compositions,
X ⊂ G ⊂ G˜ and X ⊂ X˜ ⊂ G˜ ,
induce the same embedding, X ⊂ G˜ . Let M : U → X˜ be a gradient map for E
in the sense of Definition 1.2.1. Suppose that for each x ∈ U , the bounded, linear
operator,
M
′(x) : X → X˜ ,
has an extension
M1(x) : G → G˜
such that the map
U ∋ x 7→ M1(x) ∈ L (G , G˜ ) is continuous.
If M ′(x∞) : X → X˜ and M1(x∞) : G → G˜ are Fredholm operators with index
zero, then there are constants, Z ∈ (0,∞) and σ ∈ (0, 1] and θ ∈ [1/2, 1), with the
following significance. If x ∈ U obeys
(1.2.6) ‖x− x∞‖X < σ,
then
(1.2.7) ‖M (x)‖
G˜
≥ Z|E (x) − E (x∞)|θ.
Remark 1.2.4 (Generalized  Lojasiewicz–Simon gradient inequality for analytic
functions on Banach spaces with gradient map valued in a Hilbert space). Suppose
now that G˜ = H , a Hilbert space, so that the embedding G ⊂ H in Theorem 3,
factors through G ⊂ H ≃ H ∗ and therefore
E
′(x)v = 〈v,M (x)〉X×X ∗ = (v,M (x))H , ∀x ∈ U and v ∈ X ,
using the continuous embeddings, X˜ ⊂ H ⊂ X ∗. As we noted in Remark 1.2.2,
the hypothesis in Theorem 3 that the embedding, X ⊂ X ∗, is definite is implied
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by the assumption that X ⊂ H is a continuous embedding into a Hilbert space.
By Theorem 3, if x ∈ U obeys
(1.2.8) ‖x− x∞‖X < σ,
then
(1.2.9) ‖M (x)‖H ≥ Z|E (x) − E (x∞)|θ,
as desired.
1.3.  Lojasiewicz–Simon gradient inequalities for coupled Yang–Mills
energy functions
In this subsection, we summarize consequences of Theorem 1 for coupled Yang–
Mills energy functions.
1.3.1.  Lojasiewicz–Simon gradient inequalities for boson and fermion
coupled Yang–Mills energy functions. We begin with a definition (due to
Parker [97]) of two coupled Yang–Mills energy functions.
Definition 1.3.1 (Boson and fermion coupled Yang–Mills energy functions).
[97, Section 2] Let (X, g) be a closed, smooth Riemannian manifold of dimension
d ≥ 2, andG be a compact Lie group, P be a smooth principalG-bundle overX , and
E be a complex finite-dimensionalG-module equipped with aG-invariant Hermitian
inner product, ̺ : G → AutC(E) be a unitary representation [15, Definitions 2.1.1
and 2.16], and E = P ×̺ E be a smooth Hermitian vector bundle over X , and m
and s be smooth real-valued functions on X .
We define the boson coupled Yang–Mills energy function by
(1.3.1) Eg(A,Φ) :=
1
2
∫
X
(|FA|2 + |∇AΦ|2 −m|Φ|2 − s|Φ|4) d volg,
for all smooth connections, A on P , and smooth sections, Φ of E, where
∇A : C∞(X ;E)→ C∞(T ∗X ⊗ E),
is the covariant derivative induced on E by the connection A on P and FA ∈
Ω2(X ; adP ) is the curvature of A and adP := P ×ad g denotes the real vector
bundle associated to P by the adjoint representation of G on its Lie algebra, Ad :
G ∋ u→ Adu ∈ Aut(g), with fiber metric defined through the Killing form on g.
Suppose that X admits a spinc structure comprising a Hermitian vector bundle
W over X and a Clifford multiplication map, c : T ∗X → EndC(W ), thus
(1.3.2) c(α)2 = −g(α, α) idW , ∀α ∈ Ω1(X),
and
DA := c ◦ ∇A : C∞(X ;W ⊗ E)→ C∞(X ;W ⊗ E),
is the corresponding Dirac operator [84, Appendix D], [80, Sections 1.1 and 1.2],
where ∇A denotes the covariant derivative induced on ⊗n(T ∗X) ⊗ E (for n ≥ 0)
and W ⊗E by the connection A on P and Levi-Civita connection for the metric g
on TX .
We define the fermion coupled Yang–Mills energy function by
(1.3.3) Fg(A,Ψ) :=
1
2
∫
X
(|FA|2 + 〈Ψ, DAΨ〉 −m|Ψ|2) d volg,
for all smooth connections, A on P , and smooth sections, Ψ of W ⊗ E.
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We recall from [84, Corollary D.4] that a closed orientable smooth mani-
fold X admits a spinc structure if and only if the second Stiefel-Whitney class
w2(X) ∈ H2(X ;Z/2Z) is the mod 2 reduction of an integral class. One callsW the
fundamental spinor bundle and it carries irreducible representations of Spinc(d);
when X is even-dimensional, there is a splitting W = W+ ⊕ W− and Clifford
multiplication restricts to give ρ : T ∗X → HomC(W±,W∓) [84, Definition D.9].
Although initially defined for smooth connections and sections, the energy func-
tions Eg and Fg in Definition 1.3.1, extend to the case of Sobolev connections and
sections of class W 1,2.
A short calculation shows that the gradient of the boson coupled Yang–Mills
energy function Eg in (1.3.1) with respect to the L
2 metric on C∞(X ; Λ1⊗adP⊕E),
(1.3.4) (Mg(A,Φ), (a, φ))L2(X,g) :=
d
dt
Eg(A+ ta,Φ+ tφ)
∣∣∣∣
t=0
= E ′g(A,Φ)(a, φ),
for all (a, φ) ∈ C∞(X ; Λ1 ⊗ adP ⊕ E), is given by
(1.3.5) (Mg(A,Φ), (a, φ))L2(X,g)
= (d∗AFA, a)L2(X) +Re(∇∗A∇AΦ, φ)L2(X) +Re(∇AΦ, ρ(a)Φ)L2(X)
− Re(mΦ, φ)L2(X) − 2Re
∫
X
s|Φ|2〈Φ, φ〉 d volg,
where d∗A = d
∗,g
A : Ω
l(X ; adP ) → Ωl−1(X ; adP ) is the L2 adjoint of the exterior
covariant derivative dA : Ω
l(X ; adP ) → Ωl+1(X ; adP ), for integers l ≥ 0. As
customary, we let
Λl = Λl(T ∗X)
denote the vector bundle over X whose fiber Λl(T ∗xX) over each point x ∈ X is
the l-th exterior power of the cotangent space, T ∗xX , with Λ
0(T ∗X) := X ×R and
Λ1(T ∗X) = T ∗X .
We call (A,Φ) a boson Yang–Mills pair (with respect to the Riemannian metric
g on X) if it is a critical point for Eg, that is, Mg(A,Φ) = 0.
Similarly, one finds that the gradient of the fermion coupled Yang–Mills energy
function Fg in (1.3.3) with respect to the L
2 metric on C∞(X ; Λ1⊗adP ⊕W ⊗E),
(1.3.6) (Mg(A,Ψ), (a, ψ))L2(X,g) :=
d
dt
Fg(A+ ta,Ψ+ tψ)
∣∣∣∣
t=0
= F ′g(A,Ψ)(a, ψ),
for all (a, ψ) ∈ C∞(X ; Λ1 ⊗ adP ⊕W ⊗ E), is given by
(1.3.7) (Mg(A,Ψ), (a, ψ))L2(X,g) = (d
∗
AFA, a)L2(X) +Re(DAΨ−mΨ, ψ)L2(X)
+
1
2
(Ψ, ρ(a)Ψ)L2(X),
where the action of a ∈ Ω1(X ; adP ) ≡ C∞(T ∗X ⊗ adP ) on Ψ ∈ C∞(X ;W ⊗E) is
defined by
ρ(α⊗ ξ)(φ⊗ η) := c(α)φ⊗ ̺∗(ξ)η,
∀α ∈ Ω1(X), ξ ∈ C∞(X ; adP ), φ ∈ C∞(X ;W ), η ∈ C∞(X ;E),
where ̺∗ : g → EndC(E) is the representation of the Lie algebra induced by the
representation ̺ : G→ EndC(E) of the Lie group.
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We call (A,Ψ) a fermion Yang–Mills pair (with respect to the Riemannian
metric g on X) if it is a critical point for Fg, that is, Mg(A,Ψ) = 0.
Note that both the boson and fermion coupled Yang–Mills energy functions
reduce to the pure Yang–Mills energy function when Φ ≡ 0 or Ψ ≡ 0, respectively,
(1.3.8) Eg(A) :=
1
2
∫
X
|FA|2 d volg,
and A is a Yang–Mills connection (with respect to the Riemannian metric g on X)
if it is a critical point for Eg, that is,
Mg(A) = d
∗,g
A FA = 0.
Given a Hermitian or Riemannian vector bundle, V , over X and covariant deriv-
ative, ∇A, which is compatible with the fiber metric on V , we denote the Banach
space of sections of V of Sobolev class W k,p, for any k ∈ N and p ∈ [1,∞], by
W k,pA (X ;V ), with norm,
(1.3.9) ‖v‖Wk,pA (X) :=

 k∑
j=0
∫
X
|∇jAv|p d volg


1/p
,
when 1 ≤ p <∞ and
(1.3.10) ‖v‖Wk,∞A (X) :=
k∑
j=0
ess sup
X
|∇jAv|,
when p = ∞, where v ∈ W k,pA (X ;V ). If k = 0, then we denote ‖v‖W 0,p(X) =
‖v‖Lp(X). For p ∈ [1,∞) and nonnegative integers k, we use [4, Theorem 3.12]
(applied to W k,pA (X ;V ) and noting that X is a closed manifold) and Banach space
duality to define
W−k,p
′
A (X ;V ) :=
(
W k,pA (X ;V )
)∗
,
where p′ ∈ (1,∞] is the dual exponent defined by 1/p+ 1/p′ = 1 and we use the
fiber metric on V to replace V ∗ by V on the left-hand side. Elements of the Banach
space dual (W k,pA (X ;V ))
∗ may be characterized via [4, Section 3.10] as distributions
in the Schwartz space D ′(X ;V ) [4, Section 1.57].
As our first application of Theorem 1, we have the following generalization of
[32, Theorem 23.17] from the case of the pure Yang–Mills energy function (1.3.8),
when p = 2 and X has dimension d = 2, 3, or 4, and R˚ade’s [100, Proposition 7.2],
when p = 2 andX has dimension d = 2 or 3. Because gauge transformations of class
W 2,2 are continuous when d = 2 or 3 and standard versions of the slice theorem
[27, Proposition 2.3.4], [43, Theorem 3.2], [83, Theorem 10.4] for the action of
gauge transformations are applicable, the proof of the analogue of Theorem 4 for
the pure Yang–Mills energy function due to R˚ade is simpler for d = 2, 3 and p = 2.
Theorem 4 ( Lojasiewicz–Simon gradient inequality for the boson coupled
Yang–Mills energy function). Let (X, g) be a closed, smooth Riemannian mani-
fold of dimension d ≥ 2, and G be a compact Lie group, P be a smooth principal
G-bundle over X, and E = P ×̺ E be a smooth Hermitian vector bundle over X
defined by a finite-dimensional unitary representation, ̺ : G→ AutC(E). Let A1 be
a C∞ reference connection on P , and (A∞,Φ∞) a boson coupled Yang–Mills pair
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on (P,E) for g of class W 1,q, with q ∈ [2,∞) obeying q > d/2. If p ∈ [2,∞) obeys
d/2 ≤ p ≤ q, then the gradient map,
Mg : (A1, 0) +W
1,p
A1
(X ; Λ1 ⊗ adP ⊕ E)→W−1,pA1 (X ; Λ1 ⊗ adP ⊕ E),
is real analytic and there are constants Z ∈ (0,∞), and σ ∈ (0, 1], and θ ∈ [1/2, 1),
depending on A1, (A∞,Φ∞), g, G, p, and q with the following significance. If
(A,Φ) is a W 1,q Sobolev pair on (P,E) obeying the  Lojasiewicz–Simon neighbor-
hood condition,
(1.3.11) ‖(A,Φ)− (A∞,Φ∞)‖W 1,pA1 (X) < σ,
then the boson coupled Yang–Mills energy function (1.3.1) obeys the  Lojasiewicz–
Simon gradient inequality
(1.3.12) ‖Mg(A,Φ)‖W−1,pA1 (X) ≥ Z|Eg(A,Φ)− Eg(A∞,Φ∞)|
θ.
The statement of Theorem 4 simplifies with the addition of the rather mild
assumption that A1 = A∞ and that (A∞,Φ∞) is C
∞ (which can be assumed,
modulo a W 2,q gauge transformation, provided by the regularity Theorem 2.11.2).
Corollary 5 ( Lojasiewicz–Simon gradient inequality for the boson coupled
Yang–Mills energy function). Let (X, g) be a closed, smooth Riemannian manifold
of dimension d ≥ 2, and G be a compact Lie group, P be a smooth principal G-
bundle over X, and E = P×̺E be a smooth Hermitian vector bundle over X defined
by a finite-dimensional unitary representation, ̺ : G → AutC(E). Let (A∞,Φ∞)
be a smooth boson coupled Yang–Mills pair for g on (P,E). If p ∈ [2,∞) obeys
p ≥ d/2, then the gradient map,
Mg : (A∞, 0) +W
1,p
A∞
(X ; Λ1 ⊗ adP ⊕ E)→W−1,pA∞ (X ; Λ1 ⊗ adP ⊕ E),
is real analytic and, for d/2 < q <∞ obeying q ≥ p, there are constants Z ∈ (0,∞),
and σ ∈ (0, 1], and θ ∈ [1/2, 1), depending on (A∞,Φ∞), g, G, p, and q with the
following significance. If (A,Φ) is a W 1,q Sobolev pair on (P,E) that obeys the
 Lojasiewicz–Simon neighborhood condition,
(1.3.13) ‖(A,Φ)− (A∞,Φ∞)‖W 1,pA∞ (X) < σ,
then the boson coupled Yang–Mills energy function (1.3.1) obeys the  Lojasiewicz–
Simon gradient inequality,
(1.3.14) ‖Mg(A,Φ)‖W−1,pA∞ (X) ≥ Z|Eg(A,Φ)− Eg(A∞,Φ∞)|
θ.
Similarly, for the fermion coupled Yang–Mills energy function, we have the
Theorem 6 ( Lojasiewicz–Simon gradient inequality for the fermion coupled
Yang–Mills energy function). Assume the hypotheses of Theorem 4, except that we
require that X admit a spinc structure (ρ,W ), replace the role of Eg in (1.3.1) by
Fg in (1.3.3), and replace the role of the pair (A,Φ) and critical point (A∞,Φ∞)
of Eg by the pair (A,Ψ) and critical point (A∞,Ψ∞) of Fg, where Ψ and Ψ∞ are
sections of W ⊗E. Then the conclusions of Theorem 4 hold mutatis mutandis for
Fg.
Remark 1.3.2 ( Lojasiewicz–Simon gradient inequality for coupled Yang–Mills
energy functions on quotient spaces). We recall that the space of all smooth connec-
tions on P is an affine space, A (p) = A1+Ω
1(X ; adP ). While the energy functions
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Eg and Fg in Definition 1.3.1 were initially defined on affine spaces modeled on
C∞(X ; Λ1 ⊗ adP ⊕ E) or C∞(X ; Λ1 ⊗ adP ⊕W ⊗ E), the functions are invariant
under the action of the group of gauge transformations, Aut(P ), and thus descend
to the corresponding quotient spaces. The resulting configuration spaces may be
given the structure of smooth Banach manifolds in a standard way [27, Sections
4.2.1], [43, Chapter 3], [51, Section 1] and, with minor modifications of standard
proofs, the structure of real analytic Banach manifolds as discussed in Section 1.5.2.
Remark 1.3.3 ( Lojasiewicz–Simon gradient inequality for the Yang–Mills en-
ergy function over a Riemann surface). When d = 2, it is known in many cases
(see [33]) that the pure Yang–Mills energy function obeys the Morse–Bott condi-
tion in the sense of [38, Definition 1.9] and so by [38, Theorem 4] (our abstract
 Lojasiewicz–Simon gradient inequality for Morse–Bott functions on Banach spaces),
one has the optimal  Lojasiewicz–Simon exponent, θ = 1/2.
We have chosen to derive the  Lojasiewicz–Simon gradient inequalities (in The-
orems 4 and 6) for two specific coupled Yang–Mills energy functions, motivated by
physical considerations, namely the properties of regularity, naturality, and confor-
mal invariance (in dimension four) described by Parker in [97, Section 2].
However, it is clear from the proofs of Theorems 4 and 6 that one can expect
the same conclusions for any energy function on pairs of connections and sections
with the same nonlinearity structure. Indeed, proofs of such results can be obtained
by simple modifications of our proof of the  Lojasiewicz–Simon gradient inequality
for the boson coupled Yang–Mills energy function, just as we do in this monograph
for the case of the fermion coupled Yang–Mills energy function.
1.3.2.  Lojasiewicz–Simon W−1,2 gradient inequalities for boson and
fermion coupled Yang–Mills energy functions. For reasons noted prior to the
statement of Theorem 3, it is desirable to replace the  Lojasiewicz–Simon gradient
inequality (1.3.14) in Theorem 4 with one where the term ‖Mg(A,Φ)‖W−1,pA∞ (X) is
replaced by ‖Mg(A,Φ)‖L2(X). Such a modification is trivial when we have a con-
tinuous embedding, L2(X) ⊂W−1,p(X), or equivalently when W 1,p′(X) ⊂ L2(X),
where p ∈ [1,∞) and p′ = p/(p − 1) ∈ (1,∞] is the dual Sobolev exponent.
By [4, Theorem 4.12], with d ≥ 2, we have a continuous Sobolev embedding
W 1,s(X) ⊂ Ls∗(X) for 1 ≤ s < d. When d = 2, 3, or 4, then p = 2 is
the smallest value allowed by Theorem 4 and because p′ = 2, the continuous
Sobolev embedding W 1,2(X) ⊂ L2(X) and, in particular, its dual embedding
L2(X) ⊂ W−1,2(X) guarantee that the desired replacement described above is
possible. For d ≥ 5, the smallest and thus most favorable choice is p = d/2, in
which case p′ = (d/2)/((d/2)− 1) = d/(d− 2) < d. We need (p′)∗ ≥ 2. Now,
(p′)∗ = dp′/(d− p′) = (d2/(d− 2))/(d− d/(d− 2))
= (d/(d− 2))/(1− 1/(d− 2)) = d/(d− 3)
and thus (p′)∗ ≥ 2 is equivalent to d ≥ 2(d−3), that is, d ≤ 6. Consequently, Theo-
rem 4 only allows replacement of the term ‖Mg(A,Φ)‖W−1,pA∞ (X) by ‖Mg(A,Φ)‖L2(X)
when d ≤ 6.
However, the following  Lojasiewicz–Simon W−1,2 gradient inequalities for bo-
son and fermion coupled Yang–Mills energy functions are corollaries of the proofs
of Theorems 4 and 6, respectively, that are valid for any d ≥ 2. They are proved
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in Chapter 4 and L2 gradient inequalities follow immediately from these using the
continuous Sobolev embedding L2(X) ⊂W−1,2(X).
Corollary 7 ( Lojasiewicz–Simon W−1,2 gradient inequality for the boson
coupled Yang–Mills energy function). Assume the hypotheses of Theorem 4. If
(A,Φ) is a W 1,q Sobolev pair on (P,E) obeying the  Lojasiewicz–Simon neighbor-
hood condition (1.3.11), then the boson coupled Yang–Mills energy function (1.3.1)
obeys the  Lojasiewicz–Simon gradient inequality,
(1.3.15) ‖Mg(A,Φ)‖W−1,2(X) ≥ Z|E (A,Φ)− E (A∞,Φ∞)|θ.
Corollary 8 ( Lojasiewicz–Simon W−1,2 gradient inequality for the fermion
coupled Yang–Mills energy function). Assume the hypotheses of Theorem 6. Then
the conclusions of Corollary 7 hold mutatis mutandis for the fermion coupled Yang–
Mills energy function Fg in (1.3.3).
1.3.3.  Lojasiewicz–Simon gradient inequality for Yang–Mills–Higgs
energy functions. A well-known example in complex differential geometry of a
coupled Yang–Mills energy function is the Yang–Mills–Higgs function, which we
now describe. See Bradlow [10, 11], Bradlow and Garc´ıa-Prada [12], Hitchin [64],
Hong [65], Li and Zhang [85], and Simpson [107] for additional details and further
references.
We shall follow the description by Bradlow and Garc´ıa-Prada [12, Section 3],
but refer the reader to Hong [65], Li and Zhang [85], and the cited references for
variants of the Yang–Mills–Higgs function described here. Let E be a complex
vector bundle with Hermitian metric H over a compact Ka¨hler manifold (X,ω).
Let AH denote the affine space of smooth connections on E that are unitary (that
is, compatible with the metric H), and Ω0(X ;E) denote the vector space of smooth
sections of E, and τ ∈ R.
One defines the Yang–Mills–Higgs energy function on (A,Φ) ∈ AH ×Ω0(X ;E)
by
(1.3.16) EH,ω,τ (A,Φ) :=
1
2
∫
X
(
|FA|2 + 2|∇AΦ|2 + |Φ⊗ Φ∗ − τ idE |2
)
d volω,
where Φ∗ := 〈·,Φ〉H , the dual of Φ with respect to the metric H .
By definition, a Yang–Mills–Higgs pair (A,Φ) is a critical point of the Yang–
Mills–Higgs function EH,ω,τ , so MH,ω,τ (A,Φ) = 0, or equivalently (A,Φ) satisfies
the second-order Yang–Mills–Higgs equations (the Euler-Lagrange equations de-
fined by the function (1.3.16)). A calculation reveals that a pair is an absolute
minimum of EH,ω,τ if and only if it obeys the first-order vortex equations,
(1.3.17)
F 0,2A = 0,
∂¯Φ = 0,
ΛFA =
√−1 (Φ⊗ Φ∗ − τ idE) ,
where ΛFA denotes contraction of FA with ω. Let u(E) ⊂ EndC(E) denote the
subbundle of skew-Hermitian endomorphisms of E.
The proof of Theorem 4 carries over mutatis mutandis to give
Theorem 9 ( Lojasiewicz–Simon gradient inequality for the Yang–Mills–Higgs
energy function). Let X be a compact, Ka¨hler manifold of complex dimension n ≥ 1
and E be a complex vector bundle with Hermitian metric H over X. Let A1 be a
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smooth reference connection on the principal frame bundle for E. Assume that
d = 2n ≥ 2 and p ∈ (1,∞) obey one of the conditions in Theorem 4. Then the
gradient map,
MH,ω,τ : (A1, 0) +W
1,p
A1
(X ; Λ1 ⊗ u(E)⊕ E)→ W−1,pA1 (X ; Λ1 ⊗ u(E)⊕ E),
is real analytic and the remaining conclusions of Theorem 4 and Corollary 7 hold
mutatis mutandis for the Yang–Mills–Higgs energy function (1.3.16) near a Yang–
Mills–Higgs pair, (A∞,Φ∞).
1.3.4.  Lojasiewicz–Simon gradient inequality for the Seiberg–Witten
energy function. For another example of a coupled Yang–Mills energy function
whose absolute minima can be readily identified, we consider the Seiberg–Witten
equations.
Expositions of the Seiberg–Witten equations are now provided by many au-
thors but, for the sake of consistency, we shall follow our development in [37]. Let
(ρ,W ) denote a spinc structure on a four-dimensional manifold, X , with Riemann-
ian metric, g. We recall from [37, Equation (2.55)] that a pair (B,Ψ), comprising a
spinc connection, B, onW =W+⊕W− and a section, Ψ, ofW+ is a Seiberg–Witten
monopole if
(1.3.18)
tr(F+B )− ρ−1(Ψ ⊗Ψ∗)0 = 0,
DBΨ = 0,
recalling that ρ : Λ+ ∼= su(W+) is the isomorphism of Riemannian vector bun-
dles induced by Clifford multiplication, DB : C
∞(X ;W+) → C∞(X ;W−) is the
Dirac operator, and (·)0 denotes the trace-free part of Ψ ⊗ Ψ∗ ∈ EndC(W+). We
have restricted B to W+, so F+B ∈ C∞(X ; u(W+) ⊗ Λ+) = Ω+(X ; u(W+)) and
tr(F+B ) ∈ C∞(X ; iΛ+) = Ω+(X ; iR), using the fiberwise trace homomorphism,
tr : u(W+) → iR. The Seiberg–Witten equations (1.3.18) are a system of first-
order partial differential equations in (B,Ψ) and thus cannot be the Euler-Lagrange
equations of any action function. However, as we recall from [29, 30, 66, 72, 94],
Seiberg–Witten monopoles have a variational interpretation by an argument which
is the reverse of those provided by Bradlow and Garc´ıa-Prada [12, Section 3] or
Hong [65, Section 1] in their derivations of the vortex equations or Li and Zhang
[85, Section 1] for the Hermitian-Einstein equations.
Thus, from [66, Equation (1.6)] or [94, Propsition 2.1.4], the Seiberg–Witten
energy function is
(1.3.19) Eg(B,Ψ) =
∫
X
(
|∇BΨ|2 + 1
2
| tr(FB)|2 + R
4
|Ψ|2 + 1
8
|Ψ|2
)
d volg
+ 2π2c1(W
+)2,
where c1(W
+)2 :=
∫
X c1(W
+)2. The topological term, 2π2c1(W
+)2, is independent
of the pair (B,Ψ) and does not affect the critical points. In particular,
E (B,Ψ) ≥ 2π2c1(W+)2,
and a pair (B,Ψ) is a Seiberg–Witten monopole if and only if equality is achieved.
Hong and Schabrun derive a version of the  Lojasiewicz–Simon gradient inequal-
ity [66, Lemma 5.3] based in part on an earlier proof due to Wilkin for the Yang–
Mills–Higgs function over a Riemann surface [121, Proposition 3.5]. However, the
proof of Theorem 4 carries over mutatis mutandis to give
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Theorem 10 ( Lojasiewicz–Simon gradient inequality for the Seiberg–Witten
energy function). Let (X, g) be a closed, four-dimensional, oriented, Riemann-
ian smooth manifold with spinc structure (ρ,W ). Let B1 be a smooth reference
spinc connection on W . Assume that p ∈ (1,∞) obeys the hypotheses of Theorem
4 with d = 4. Then the gradient map,
Mg : (B1, 0) +W
1,p
B1
(X ; iΛ1 ⊕W+)→W−1,pB1 (X ; iΛ1 ⊕W+),
is real analytic and the remaining conclusions of Theorem 4 and Corollary 7 hold
mutatis mutandis for the Seiberg–Witten energy function (1.3.19) near a Seiberg–
Witten monopole, (B∞,Ψ∞).
1.3.5.  Lojasiewicz–Simon gradient inequality for non-Abelian mono-
pole energy functions. For our final example of a coupled Yang–Mills energy
function whose absolute minima can be readily identified, we have the non-Abelian
monopoles arising in the work of the first author and Leness [37], Okonek and
Teleman [95], and Pidstrigatch and Tyurin [98].
Following [37], we consider pairs (A,Φ) obeying
(1.3.20)
(F+A )0 − ρ−1(Φ⊗ Φ∗)00 = 0,
DAΦ = 0,
where A is a unitary connection on a Hermitian vector bundle, E, with curvature
FA ∈ C∞(X ; Λ2 ⊗ u(E)) = Ω2(X ; u(E)) and (F+A )0 ∈ C∞(X ; Λ+ ⊗ su(E)) =
Ω+(X ; su(E)), while ρ : Λ+ ⊗ su(E) ∼= su(W+) ⊗ su(E) is the isomorphism of
Riemannian vector bundles induced by Clifford multiplication, DA : C
∞(X ;W+ ⊗
E)→ C∞(X ;W− ⊗E) is the Dirac operator, and (·)00 denotes the trace-free part
of Φ ⊗ Φ∗ ∈ EndC(W+ ⊗ E). Let su(E) ⊂ EndC(E) denote the subbundle of
skew-Hermitian, trace-free endomorphisms of E.
By extending the derivations of the Seiberg–Witten energy function in [66] or
[94], we find that the non-Abelian monopole energy function is
(1.3.21)
Eg(A,Φ) =
∫
X
(
|∇AΦ|2 + 1
2
|FA|2 + R
4
|Φ|2 + 1
8
|Φ|2
)
d volg
− 4π2c2(E) + 1
2
‖F+Aw‖2L2(X) − 2‖F+Ae‖2L2(X).
The connections Ae on detE and Aw on detW
+ are fixed, with no dynamical role,
so the true variables in the SO(3)-monopole equations are the SO(3) connection Aˆ
induced by A on the bundle su(E) and the (spinor) section Φ of W+ ⊗ E. The
action function, Eg(A,Φ), again has a universal lower bound and is achieved if and
only if (A,Φ) is a non-Abelian monopole, namely a solution to (1.3.20). Again the
proof of Theorem 4 carries over mutatis mutandis to give
Theorem 11 ( Lojasiewicz–Simon gradient inequality for the non-Abelian mono-
pole energy function). Let (X, g) be a closed, four-dimensional, oriented, smooth
Riemannian manifold with spinc structure (ρ,W ). Let E be a Hermitian vector
bundle over X, and Ae be a smooth connection on detE, and B be a smooth
spinc connection on W , and A1 be a smooth reference connection on E inducing
Ae on detE. Assume that p ∈ (1,∞) obeys the hypotheses of Theorem 4 with d = 4.
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Then the gradient map,
Mg : (A1, 0) +W
1,p
A1
(X ; Λ1 ⊗ su(E)⊕W+ ⊗ E)
→W−1,pA1 (X ; Λ1 ⊗ su(E)⊕W+ ⊗ E),
is real analytic and the remaining conclusions of Theorem 4 and Corollary 7 hold
mutatis mutandis for the non-Abelian monopole energy function (1.3.21) near a
non-Abelian monopole, (A∞,Φ∞).
1.3.6.  Lojasiewicz–Simon gradient inequality for the multiple spinor
Seiberg–Witten energy function. In our next example of a coupled Yang–Mills
energy function, the absolute minima can be identified as solutions to the multiple
spinor Seiberg–Witten equations arising in the work of Haydys [60, 61], and Haydys
and Walpuski [62].
LetX be a closed, oriented Riemannian three-manifold with fixed spin structure
(ρ,W ), and L be a Hermitian line bundle over X , and E be a Hermitian vector
bundle of rank n ≥ 1, trivial determinant detE, and a compatible fixed connection
B on E. Following [62], we consider pairs (A,Ψ) obeying
(1.3.22)
ρ(FA)− µ(Ψ) = 0,
DA⊗BΨ = 0,
where A is a unitary connection on L, with curvature FA ∈ Ω2(X ; u(L)), while
ρ : Λ2 ⊗ u(L) ∼= su(W ) ⊗ su(L) is the isomorphism of Riemannian vector bundles
induced by Clifford multiplication,
DA⊗B : C
∞(X ; Hom(E;W ⊗ L))→ C∞(X ; Hom(E;W ⊗ L))
is the Dirac operator, and
µ : Hom(E;W ⊗ L)→ u(L)⊗ su(W ) ≃ isu(W )
sends Ψ ∈ Hom(E;W ⊗ L) to the trace-free part of Ψ⊗Ψ∗ ∈ EndC(W ⊗ L).
By extending the derivations of the Seiberg–Witten energy function in [66] or
[94], we find that the Seiberg–Witten multiple spinor energy function is
(1.3.23) Eg(A,Ψ) =
∫
X
(
|∇AΨ|2 + 1
2
|FA|2 + R
4
|Ψ|2 + 1
2
|µ(Ψ)|2
+ 〈ρ(FB)Ψ,Ψ〉) d volg .
The connection B on E is fixed, with no dynamical role, so the true variables in
multiple spinor Seiberg–Witten equations (1.3.22) are the unitary connection A
and the (spinor) section Ψ of End(E;W ⊗L) ≃ E∗⊗W ⊗L. The energy function,
Eg(A,Ψ) has universal lower bound zero and that is achieved if and only if (A,Ψ)
is solution to (1.3.22). Note that the term 〈ρ(FB)Ψ,Ψ〉 is quadratic in Ψ while
|µ(Ψ)|2 is fourth order in Ψ. Again the proof of Theorem 4 carries over mutatis
mutandis to give
Theorem 12 ( Lojasiewicz–Simon gradient inequality for the Seiberg–Witten
multiple spinor energy function). Let X be a closed, oriented Riemannian three-
manifold with fixed spin structure (ρ,W ), and L be a Hermitian line bundle over X,
and E be a Hermitian vector bundle of rank n ≥ 1, trivial determinant detE, and a
compatible fixed connection B on E. Let A1 be a fixed C
∞ reference connection on
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L and endow W with the unique smooth spin connection. Assume that p ∈ (1,∞)
obeys the hypotheses of Theorem 4 with d = 3. Then the gradient map,
Mg : (A1, 0) +W
1,p
A1
(X ; Λ1 ⊗ u(L)⊕ E∗ ⊗W ⊗ L)
→W−1,pA1 (X ; Λ1 ⊗ u(L)⊕ E∗ ⊗W ⊗ L),
is real analytic and the remaining conclusions of Theorem 4 and Corollary 7 hold
mutatis mutandis for the Seiberg–Witten multiple spinor energy function (1.3.23)
near a Seiberg–Witten multi-monopole, (A∞,Ψ∞).
1.3.7.  Lojasiewicz–Simon gradient inequality for the pure Yang–Mills
energy function near G2-instantons. Our final example is concerned with G2-
instantons, which are known to be absolute minima of the pure Yang–Mills energy
function in dimension seven; for a development of the  Lojasiewicz–Simon gradi-
ent inequality for the Yang–Mills energy function near anti-self-dual connections
over four-dimensional manifolds or flat connections over manifolds of arbitrary di-
mension, we refer the reader to [32] or [33], respectively. For an introduction to
Yang–Mills gauge theory in dimension seven, see Donaldson and Segal [28], Joyce
[74] and Kovalev [77]. For recent progress concerning G2-instantons, see Walpuski
[118] and references therein.
Let (X,φ) be a closed G2-manifold with non-degenerate three-form φ ∈ Ω3(X)
(the associative form), G be a compact Lie group, and P be a principal G-bundle
over X . Following [118], a connection A on P is a G2-instanton if obeys the
anti-self-duality equation,
(1.3.24) ∗ (FA ∧ φ) = −FA.
It is proven in Walpuski [118, Proposition 1.97] that when A is a G2-instanton,
then A is an absolute minimum of the Yang-Mills energy function,
(1.3.25) Eg(A,Ψ) =
1
2
∫
X
|FA|2 d volg,
with minimum value −4π2〈p1(adP )⌣ [φ], [X ]〉. (Note that in our convention, the
definition of the Yang-Mills energy function differs from that of [118] by a factor
of 1/2.) In this case, a direct application of Theorem 4 and Corollary 7 gives
Theorem 13 ( Lojasiewicz–Simon gradient inequality for G2-instantons). Let
(X,φ) be a closed G2-manifold, G be a compact Lie group and P be a principal G-
bundle over X with a fixed C∞ reference connection A1. Assume that p, q ∈ (1,∞)
satisfy 7/2 ≤ p ≤ q with q > 7/2 and that A∞ is W 1,q connection on P satisfying
the G2-instanton equation (1.3.24). Then there are constants Z ∈ (0,∞), and
σ ∈ (0, 1], and θ ∈ [1/2, 1), depending on A1, A∞, g, G p, and q with the following
significance. For any connection A of class W 1,q obeying the  Lojasiewicz–Simon
neighborhood condition,
(1.3.26) ‖A−A∞‖W 1,pA1 (X) < σ,
then the Yang-Mills energy function (1.3.25) obeys the  Lojasiewicz–Simon gradient
inequality
(1.3.27) ‖d∗AFA‖L2(X) ≥ Z|Eg(A)) + 4π2〈p1(adP )⌣ [φ], [X ]〉|θ.
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1.4. Applications of the  Lojasiewicz–Simon gradient inequality for
coupled Yang–Mills energy functions
Our interest in  Lojasiewicz–Simon gradient inequalities for coupled Yang–Mills
and harmonic map energy functions is motivated by the wealth of potential appli-
cations. We shall survey some of those applications below.
In [32], we apply the  Lojasiewicz–Simon gradient inequality for the pure Yang–
Mills energy function [32, Theorems 23.1 and 23.17] to prove global existence, con-
vergence, convergence rate, and stability results for solutions A(t) to the associated
gradient flow,
∂A
∂t
= −Mg(A(t)), A(0) = A0,
that is,
∂A
∂t
= −d∗,gA(t)FA(t), A(0) = A0.
Given our  Lojasiewicz–Simon gradient inequalities for the boson and fermion cou-
pled Yang–Mills energy functions, Theorems 4 and 6, the main conclusions in [32]
for pure Yang–Mills gradient flow should extend easily to the more general case of
coupled Yang–Mills gradient flows.
In [35], we applied the  Lojasiewicz–Simon gradient inequality to prove an en-
ergy gap result for Yang–Mills connections with small Ld/2 energy. The proof of
that result should extend without difficulty to the case of solutions to the coupled
Yang–Mills equations.
1.5. Automorphisms and transformation to Coulomb gauge
For some energy functions, the associated Hessian is already an elliptic second-
order partial differential operator on a Sobolev space, but for others the Hessian is
only elliptic when combined with a type of Coulomb gauge condition [27, 43] and it
is only then that one can apply Theorem 1. For example, in the first category, one
has the harmonic map energy and Yamabe functions, while in the second category
one has the Yang–Mills and coupled Yang–Mills energy functions.
The Yang–Mills energy function is invariant under the action of gauge trans-
formations (or bundle automorphisms) and so, in principle, one can always find a
gauge transformation to produce the required Coulomb gauge condition with the
aid of a slice theorem. However, in order to prove the most useful version of the
 Lojasiewicz–Simon gradient inequality, it is convenient to have a stronger version
of the slice theorem for the action of the group of gauge transformations, going
beyond the usual statements found in standard references such as Donaldson and
Kronheimer [27] or Freed and Uhlenbeck [43] and proved by applying the Implicit
Function Theorem. One stronger version of a slice theorem, valid in dimension four,
was proved by the first author as [34, Theorem 1.1] but it nevertheless falls short of
what we need for our application to the proofs of our  Lojasiewicz–Simon gradient
inequalities (even when translated to the setting of pairs). Thus, a second purpose
of this monograph is to prove a stronger version of [34, Theorem 1.1] for both
connections and pairs rather than just connections as in [34], but using standard
Sobolev norms with borderline Sobolev exponents rather than the critical-exponent
norms employed in [34] and valid in all dimensions.
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1.5.1. Transformation to Coulomb gauge. We first state the desired re-
sult for connections and then its analogue for pairs.
Theorem 14 (Existence of W 2,q Coulomb gauge transformations for W 1,q
connections that are W 1,
d
2 close to a reference connection). Let (X, g) be a closed,
smooth Riemannian manifold of dimension d ≥ 2, and G be a compact Lie group,
and P be a smooth principal G-bundle over X. If A1 is a C
∞ connection on P , and
A0 is a Sobolev connection on P of class W
1,q with d/2 < q < ∞, and p ∈ (1,∞)
obeys d/2 ≤ p ≤ q, then there exists a constant ζ = ζ(A0, A1, g, G, p, q) ∈ (0, 1] with
the following significance. If A is a W 1,q connection on P that obeys
(1.5.1) ‖A−A0‖W 1,pA1 (X) < ζ,
then there exists a gauge transformation u ∈ Aut(P ) of class W 2,q such that
d∗A0(u(A)−A0) = 0,
and
‖u(A)−A0‖W 1,pA1 (X) < 2N‖A−A0‖W 1,pA1 (X),
where N = N(A0, A1, g, G, p, q) ∈ [1,∞) is the constant in the forthcoming Propo-
sition 2.5.1.
For a description of the action of the group of gauge transformations in Theorem
14 and the definition of the Coulomb gauge condition for connections, we refer the
reader to Section 2.6, and for an explanation of the remainder of the notation in
Theorem 14, we refer the reader to Section 1.3.1.
The essential point in Theorem 14 is that the result holds for the critical ex-
ponent, p = d/2 with d ≥ 3, when the Sobolev space W 2,p(X) fails to embed in
C(X) (see [4, Theorem 4.12]) and a proof of Theorem 14 by the Implicit Function
Theorem in the case p > d/2 fails when p = d/2. In this situation, a W 2,
d
2 gauge
transformation u of P is not continuous, the set Aut2,
d
2 (P ) ofW 2,
d
2 gauge transfor-
mations is not a manifold, and Aut2,
d
2 (P ) cannot act smoothly on the affine space
A 1,
d
2 (P ) of W 1,
d
2 connections on P . When d = 4 and p ≥ 2, this phenomenon is
discussed by Freed and Uhlenbeck in [43, Appendix A].
While the Quantitative Implicit Function Theorem F.1 could be applied to give
a shorter proof of Theorem 14 when p > d/2, it is unclear whether this method
could yield the borderline case p = d/2. See Remark 1.5.1 for an explanation.
However, to illustrate use of the Quantitative Implicit Function Theorem in an
application that is of interest in its own right, we shall apply Theorem F.1 to prove
Theorem 15 (Existence of W 2,q Coulomb gauge transformations for W 1,q
connections that are Lr close to a reference connection). Let (X, g) be a closed,
smooth Riemannian manifold of dimension d ≥ 2, and G be a compact Lie group,
and P be a smooth principal G-bundle over X. If A1 is a C
∞ connection on P , and
A0 is a Sobolev connection on P of classW
1,q with d/2 < q <∞, and r is a constant
that obeys d < r ≤ q∗ = dq/(d − q) if q < d or d < r <∞ if q ≥ d, then there are
constants δ = δ(A0, A1, g, G, r) ∈ (0, 1] and C = C(A0, A1, g, G, r) ∈ (0,∞) with
the following significance. If A is a W 1,q connection on P that obeys
(1.5.2) ‖A− A0‖Lr(X) < δ,
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then there exists a gauge transformation u ∈ Aut(P ) of class W 2,q such that
d∗A0(u(A)−A0) = 0,
and
‖u(A)− A0‖Lr(X) < C‖A−A0‖Lr(X).
Remark 1.5.1 (Borderline Sobolev exponents). The constant C in Theorem
15 and the Lr(X ; Λ1 ⊗ adP ) norm depend continuously on r ≥ d (see [4, Theorem
2.17] or [47, Problem 7.1]) and so (as in the proof of [114, Corollary 2.2]), we may
take the limit as r ↓ d to give
‖u(A)−A0‖Ld(X) ≤ C‖A−A0‖Ld(X).
However, it is unclear whether one can also relax the condition (1.5.2) by allowing
r = d because our direct proof in Section 2.7 of Theorem 15 via the Quantitative
Implicit Function Theorem F.1 precludes that choice. It is also unclear that one
could achieve such a result by applying the Method of Continuity (by analogy with
our proof of Theorem 14) since there is no obvious analogue of Proposition 2.5.1.
The analogous comments apply to the forthcoming Theorem 17.
The proof of Theorem 14 adapts mutatis mutandis to establish the following
refinement of [36, Proposition 2.8] and [97, Theorem 4.1].
Theorem 16 (Existence ofW 2,q Coulomb gauge transformations forW 1,q pairs
that areW 1,
d
2 close to a reference pair). Let (X, g) be a closed, smooth Riemannian
manifold of dimension d ≥ 2, and G be a compact Lie group, P be a smooth principal
G-bundle over X, and E = P ×̺ E be a smooth Hermitian vector bundle over X
defined by a finite-dimensional unitary representation, ̺ : G → AutC(E). If A1
is a C∞ connection on P , and (A0,Φ0) is a Sobolev pair on (P,E) of class W
1,q
with d/2 < q <∞, and p ∈ (1,∞) obeys d/2 ≤ p ≤ q, then there exists a constant
ζ = ζ(A1, A0,Φ0, g, G, p, q) ∈ (0, 1] with the following significance. If (A,Φ) is a
W 1,q pair on (P,E) that obeys
(1.5.3) ‖(A,Φ)− (A0,Φ0)‖W 1,pA1 (X) < ζ,
then there exists a gauge transformation u ∈ Aut(P ) of class W 2,q such that
d∗A0,Φ0(u(A,Φ)− (A0,Φ0)) = 0,
and
‖u(A,Φ)− (A0,Φ0)‖W 1,pA1 (X) < 2N‖(A,Φ)− (A0,Φ0)‖W 1,pA1 (X),
where N = N(A1, A0,Φ0, g, G, p, q) ∈ [1,∞) is the constant in the forthcoming
Proposition 2.9.5.
For a description of the action of the group of gauge transformations in Theorem
16 and the definition of the Coulomb gauge condition for pairs, we refer the reader
to Section 2.9. The proof of Theorem 15 adapts mutatis mutandis to establish the
following refinement of Theorem 16.
Theorem 17 (Existence ofW 2,q Coulomb gauge transformations forW 1,q pairs
that are Lr close to a reference pair). Let (X, g) be a closed, smooth Riemannian
manifold of dimension d ≥ 2, and G be a compact Lie group, P be a smooth principal
G-bundle over X, and E = P ×̺ E be a smooth Hermitian vector bundle over X
defined by a finite-dimensional unitary representation, ̺ : G → AutC(E). If A1 is
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a C∞ connection on P , and (A0,Φ0) is a Sobolev pair on (P,E) of class W
1,q with
d/2 < q < ∞, and r is a constant that obeys d < r ≤ q∗ = dq/(d − q) if q < d or
d < r <∞ if q ≥ d, then there are constants δ = δ(A0,Φ0, A1, g, G, r) ∈ (0, 1] and
C = C(A0,Φ0, A1, g, G, r) ∈ (0,∞) with the following significance. If (A,Φ) is a
W 1,q pair on (P,E) that obeys
(1.5.4) ‖(A,Φ)− (A0,Φ0)‖Lr(X) < δ,
then there exists a gauge transformation u ∈ Aut(P ) of class W 2,q such that
d∗A0,Φ0(u(A,Φ)− (A0,Φ0)) = 0,
and
‖u(A,Φ)− (A0,Φ0)‖Lr(X) < C‖(A,Φ)− (A0,Φ0)‖Lr(X).
1.5.2. Real analytic Banach manifold structures on quotient spaces.
In order to establish the analyticity of the pure or coupled Yang–Mills energy func-
tions on affine spaces ofW 1,q connections A 1,q(P ) or pairs P1,q(P,E), respectively,
it is not necessary to know that their quotient spaces with respect to the action of
the group Aut2,q(P ) of gauge transformations are analytic Banach manifolds. Nev-
ertheless, because this readily follows from the proofs of Theorem 14 and Theorem
16, respectively, we include the relevant statements here for the case of connections,
noting that the analogous statements for pairs are similar.
Theorem 14 provides the essential ingredient one needs to show not only that
the quotient space B(P ) := A 1,q(P )/Aut2,q(P ) is a C∞ but also a real analytic
Banach manifold away from orbits [A] = {u(A) : u ∈ Aut2,q(P )} corresponding to
W 1,q connections A on P whose stabilizers (or isotropy groups), Stab(A) := {u ∈
Aut2,q(P ) : u(A) = A}, are non-minimal, that is, contain the Center(G) as a proper
subgroup. To show that
B
∗(P ) =
{
A ∈ A 1,q(P ) : Stab(A) = Center(G)} /Aut2,q(P ),
is a C∞ Banach manifold, one only needs the ‘easy case’ of Theorem 14 where
p = q, as the condition q > d/2 ensures that the proofs using Hk+1(X) Sobolev
spaces (with d = 4 and k ≥ 2) due to Donaldson and Kronheimer [27, Sections
4.2.1 and 4.2.2] or Freed and Uhlenbeck [43, pp. 48-51] apply mutatis mutandis.
We have the following analogue of [27, Proposition 4.2.9], [43, Corollary, p. 50], for
real analytic Banach manifolds and X of dimension d ≥ 2 rather than C∞ Hilbert
manifolds and X of dimension four.
Corollary 18 (Real analytic Banach manifold structure on the quotient space
of W 1,q connections). Let (X, g) be a closed, smooth Riemannian manifold of di-
mension d ≥ 2, and G be a compact Lie group, and P be a smooth principal
G-bundle over X, and q obey d/2 < q <∞. If A1 is a C∞ reference connection on
P and [A] ∈ B(P ), then there is a constant ε = ε(A1, [A], g, G, q) ∈ (0, 1] with the
following significance. If
BA(ε) :=
{
a ∈W 1,qA1 (X ; Λ1 ⊗ adP ) : d∗Aa = 0 and ‖a‖W 1,qA1 (X) < ε
}
,
then the map,
πA : BA(ε)/ Stab(A) ∋ [a] 7→ [A+ a] ∈ B(P ),
is a homeomorphism onto an open neighborhood of [A] ∈ B(P ). For a ∈ BA(ε),
the stabilizer of a in Stab(A) is naturally isomorphic to that of πA(a) in Aut
2,q(P ).
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In particular, the inverse coordinate charts, πA, determine real analytic transition
functions for B∗(P ), giving it the structure of a real analytic Banach manifold,
and each map πA is a real analytic diffeomorphism from the open subset of points
[a] ∈ BA(ε)/ Stab(A) where πA(a) has stabilizer isomorphic to Center(G).
As in [110, p. 328], one may consider the quotient space of framed connections
modulo gauge transformations, B′(P ) := (A 1,q(P ) × P |x0)/Aut2,q(P ), for some
fixed base point x0 ∈ X , and now the obvious analogue of Theorem 14 shows that
B′(P ) is a real analytic Banach manifold.
Corollary 18 may be easily extended to the setting of pairs by applying Theorem
16 in place of Theorem 14. We leave such extensions to the reader, but refer to [97,
Theorem 4.2] and [36, Proposition 2.8] for statements and proofs of C∞ Banach
manifold structures for quotient spaces of pairs.
1.6. Outline of the monograph
To apply Theorem 1 to pure or coupled Yang–Mills energy functions and obtain
the best possible results in those applications, one requires the global Coulomb
gauge constructions provided by Theorems 14 or 16, and those results are proved
in Chapter 2. In Chapter 3, we derive  Lojasiewicz–Simon gradient inequalities for
the coupled Yang–Mills energy functions, proving Theorems 4, 6, 9, 10, 11, and
Corollary 5. In Chapter 4, we extend the methods of Chapter 3 to derive the
stronger  Lojasiewicz–Simon L2 gradient inequalities for boson and fermion coupled
Yang–Mills energy functions, proving Corollaries 7 and 8. Appendix A establishes
the Fredholm properties and computes the index of an elliptic partial differential
operator with smooth coefficients acting on Sobolev spaces, Appendix B discusses
the equivalence of Sobolev norms defined by Sobolev and smooth connections, and
Appendix C establishes the Fredholm properties and computes the index of a Hodge
Laplacian with smooth and Sobolev coefficients. Appendix D contains a summary
of key convergence results for gradient flows under the validity of a  Lojasiewicz–
Simon gradient inequality. Appendix E contains a review of Huang’s [68, Theorem
2.4.2 (i)] for the  Lojasiewcz–Simon gradient inequality for analytic functions on
Banach spaces. Because precise statements in useful generality are difficult to find
in the literature, in Appendix F we provide statements and proofs of quantitative
implicit and inverse function theorems for maps of Banach spaces.
1.7. Notation and conventions
For the notation of function spaces, we follow Adams and Fournier [4], and for
functional analysis, Brezis [14] and Rudin [101]. We let N := {0, 1, 2, 3, . . .} denote
the set of non-negative integers. We use C = C(∗, . . . , ∗) to denote a constant
which depends at most on the quantities appearing on the parentheses. In a given
context, a constant denoted by C may have different values depending on the same
set of arguments and may increase from one inequality to the next. If X ,Y is a
pair of Banach spaces, then L (X ,Y ) denotes the Banach space of all continuous
linear operators from X to Y . We denote the continuous dual space of X by
X ∗ = L (X ,R). We write α(x) = 〈x, α〉X ×X ∗ for the canonical pairing between
X and its dual space, where x ∈ X and α ∈ X ∗. If T ∈ L (X ,Y ), then its
adjoint is denoted by T ∗ ∈ L (Y ∗,X ∗), where (T ∗β)(x) := β(Tx) for all x ∈ X
and β ∈ Y ∗. If x0 ∈ X and r ∈ (0,∞), we let Br(x0) denote the open ball of
radius r and, if x0 is the origin, denote the ball by Br.
CHAPTER 2
Existence of Coulomb gauge transformations for
connections and pairs
In Section 2.6, we prove our refinement, Theorem 14, of the standard con-
struction of a W 2,q Coulomb gauge transformation u, with q > d/2, for a W 1,q
connection A on a principal G-bundle P over a closed Riemannian smooth mani-
fold of dimension d ≥ 2. We extend this result in Section 2.9 to the action of gauge
transformations on affine spaces of W 1,q pairs, obtaining our refinement, Theorem
16 of the standard constructions of Coulomb gauge transformations in that context
due to Parker [97] and the first author and Leness [36]. Finally, in Section 2.11, we
extend known regularity results for solutions to the Yang–Mills equations in dimen-
sions greater than or equal to two and coupled Yang–Mills equations in dimension
four to the case of solutions to the coupled Yang–Mills equations in dimensions
greater than or equal to two.
2.1. Action of Sobolev gauge transformations on Sobolev connections
Suppose that P is a smooth principal G-bundle over a smooth manifold X =
P/G of dimension d, where P ×G → P is a right action of G on P . For q > d/2,
let Aut2,q(P ) denote the Banach Lie group of Sobolev W 2,q automorphisms (or
gauge transformations) of P [27, Section 2.3.1], [43, Appendix A and p. 32 and
pp. 45–51], [44, Section 3.1.2]. We recall that there is a smooth left action,
Aut2,q(P )× P → P,
which commutes with the right action of G on P . This induces a smooth right
(affine) action on the affine space A 1,q(P ) of Sobolev W 1,q connections on P ,
(2.1.1) A 1,q(P )×Aut2,q(P ) ∋ (A, u)→ u(A) ∈ A 1,q(P ),
defined by pull-back,
u(A) := u∗A, ∀u ∈ Aut2,q(P ) and A ∈ A 1,q(P ).
We recall from Definition 1.3.1 that we (implicitly) assume that G is a matrix Lie
group, equipped with a unitary representation, ̺ : G → AutC(E). The constraint
q > d/2 is required to ensure that W 2,q(X) ⊂ C(X) by the Sobolev Embedding [4,
Theorem 4.12] and thus u ∈ Aut2,q(P ) is a continuous gauge transformation of P
and that W 2,q(X) is a Banach algebra by [4, Theorem 4.39].
Given aW 1,q connection A0 on P and a C
∞ reference connection A1 on P , the
standard construction of a slice for the action of Aut2,q(P ) on A 1,q(P ) provides
constants ε = ε(A0, A1, g, P ) ∈ (0, 1] and C = C(A0, A1, g, P ) ∈ [1,∞) such that if
A is close to A0 in the sense that,
‖A−A0‖W 1,qA1 (X) < ε,
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then there exists u ∈ Aut2,q(P ) such that u(A) is in Coulomb gauge relative to A0,
that is,
d∗A0(u(A)−A0) = 0,
and u(A) is close to A0,
‖u(A)−A0‖W 1,qA1 (X) < Cε.
For example, see [27, Proposition 2.3.4], [43, Theorem 3.2], [83, Theorem 10.4] or
[34, Theorem 1.1] for statements of the Slice Theorem and their proofs using the
Implicit Function Theorem for smooth maps of Banach spaces.
Our Theorem 14 relaxes the condition that A be W 1,qA1 close to A0 for q > d/2
to W 1,pA1 close for p obeying d/2 ≤ p ≤ q when d ≥ 3 and provides W 1,p bounds for
u(A)−A0 in terms of A−A0. This is significant since Aut2,
d
2 (P ) is not a smooth
manifold and the action (2.1.1) cannot be smooth when q = d/2, so the Implicit
Function Theorem does not apply.
2.2. A priori estimates for Laplace operators with Sobolev coefficients
and existence and uniqueness of strong solutions
Before proceeding to the proof of Theorem 14, we begin with some preparatory
lemmata and remarks that have some interest in their own right. Standard theory
for existence and uniqueness of strong solutions to (scalar) second-order elliptic
partial differential equations, such as [47, Chapter 9], requires that the second-
order coefficients be continuous and the lower-order coefficients be bounded. Here,
we observe that one can relax those requirements on the lower-order coefficients
and accommodate the setting we employ in this monograph.
For a smooth connection A on P and integers l ≥ 0, we let
(2.2.1) ∆A = d
∗
AdA + dAd
∗
A on Ω
l(X ; adP )
denote the Hodge Laplace operator. Our proof of Theorem 14 will require a priori
Lp estimates, existence and uniqueness results, Fredholm properties, and Hodge
decompositions involving the Hodge Laplacian (2.2.1) when A is a W 1,q Sobolev
connection. When A is a C∞ connection and we restrict our attention to p = 2,
those properties are immediate consequences of more general results (for example,
see Gilkey [48]) for elliptic operators on sections of vector bundles over closed
manifolds.
Proposition 2.2.1 (A priori Lp estimate for a Laplace operator with Sobolev
coefficients). Let (X, g) be a closed, smooth Riemannian manifold of dimension
d ≥ 2, and G be a compact Lie group, and P be a smooth principal G-bundle over
X, and l ≥ 0 be an integer. If A is a W 1,q connection on P with q > d/2, and A1
is a C∞ connection on P , and p obeys d/2 ≤ p ≤ q, then
(2.2.2) ∆A :W
2,p
A1
(X ; Λl ⊗ adP )→ Lp(X ; Λl ⊗ adP )
is a bounded operator. If in addition p ∈ (1,∞), then there is a constant C =
C(A,A1, g, G, l, p, q) ∈ [1,∞) such that
(2.2.3) ‖ξ‖W 2,pA1 (X) ≤ C
(‖∆Aξ‖Lp(X) + ‖ξ‖Lp(X)) , ∀ ξ ∈W 2,pA1 (X ; Λl ⊗ adP ).
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Remark 2.2.2 (Regularity of distributional solutions to elliptic partial dif-
ferential equations). Suppose as in the hypotheses of Proposition 2.2.1 that A1
is a smooth connection on P . By analogy with [89, Definition 2.56], we call
ξ ∈ L1(X ; Λl ⊗ adP ) a distributional solution to the equation ∆A1ξ = 0 if
(ξ,∆A1η)L2(X) = 0, ∀ η ∈ C∞(X ; Λl ⊗ adP ).
In the case of the scalar Laplace operator on functions, C∞-smoothness of dis-
tributional solutions is provided by Weyl’s Lemma [127, Theorem 18.G]. More
generally, the C∞-smoothness of a solution u ∈ L1loc(Ω) to a scalar (second-order)
elliptic equation on an open subset Ω ⊂ Rd is a consequence of regularity theory for
solutions in Hsloc(Ω), for s ∈ R [42, Theorem 6.33]. Such regularity results extend to
the case of elliptic systems (see [32] and references therein) and so we conclude that
if ξ is a distributional solution to the equation ∆A1ξ = 0, then ξ ∈ C∞(X ; Λl⊗adP ).
Proposition 2.2.1 implies that the domain of the unbounded operator ∆A on
Lp(X ; Λl ⊗ adP ) is
Dp(∆A) =W
2,p
A1
(X ; Λl ⊗ adP ).
(We omit the subscript p when that is clear from the context.) In order to give
criteria for when the term ‖ξ‖Lp(X) can be eliminated from the right-hand side of the
a priori estimate (2.2.3), we need to analyze the spectrum of the Hodge Laplacian
with Sobolev coefficients. The forthcoming Proposition 2.2.3 is an analogue of [47,
Theorem 8.6], for a scalar, second-order, strictly elliptic equation in divergence form
with homogeneous Dirichlet boundary condition over a bounded domain Ω ⊂ Rd.
However, it is not a direct consequence since the first and zeroth-order coefficients of
the Laplace operator ∆A on Ω
l(X ; adP ) are not necessarily bounded unless q > d,
which we do not wish to assume, for a W 1,q connection A on P .
Let X be a Banach space and T : X → X a bounded operator. Recall from
[101, Definition 4.17 (c)] that the spectrum, σ(T ), of T is the set of all λ ∈ C
such that T − λ is not invertible. Thus λ ∈ σ(T ) if and only if at least one of the
following two statements is true: a) The range of T −λ is not all of X , or b) T −λ
is not one-to-one. In the latter case, λ is an eigenvalue of T ; the corresponding
eigenspace is Ker(T − λ); each x ∈ Ker(T − λ) (except x = 0) is an eigenvector of
T and satisfies the equation Tx = λx.
If T : D(X ) ⊂ X → X is a closed operator with dense domain, D(X ) ⊂ X ,
then we say that λ /∈ σ(T ) if the operator T − λ : D(X ) → X has a bounded
inverse and otherwise that λ ∈ σ(T ) [75, Section 5.6, p. 357], [76, Section III.6.1,
pp. 174–175].
Proposition 2.2.3 (Spectral properties of a Laplace operator with Sobolev
coefficients). Let (X, g) be a closed, smooth Riemannian manifold of dimension
d ≥ 2, and G be a compact Lie group, P be a smooth principal G-bundle over X,
and l ≥ 0 be an integer. If A is a W 1,q connection on P with d/2 < q < ∞, and
A1 is a C
∞ reference connection on P , and p ∈ (1,∞) obeys d/2 ≤ p ≤ q, then the
spectrum, σ(∆A), of the unbounded operator,
∆A : D(∆A) ⊂ Lp(X ; Λl ⊗ adP )→ Lp(X ; Λl ⊗ adP ),
is countable without accumulation points, consisting of non-negative, real eigenval-
ues, λ, with finite multiplicities equal to dimKer(∆A − λ).
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Proof. Corollary C.2 implies that the operator,
∆A :W
2,p
A1
(X ; Λl ⊗ adP )→ Lp(X ; Λl ⊗ adP ),
is Fredholm and, setting
K := Ker(∆A :W
2,p
A1
(X ; Λl ⊗ adP )→ Lp(X ; Λl ⊗ adP )),
that
∆A : K
⊥ ∩W 2,pA1 (X ; Λl ⊗ adP )→ K⊥ ∩ Lp(X ; Λl ⊗ adP ),
is invertible. We denote the Green’s operator of ∆A by
GA : L
p(X ; Λl ⊗ adP )→W 2,pA1 (X ; Λl ⊗ adP ),
so that GA∆A = 1−ΠA, where
ΠA :W
2,p
A1
(X ; Λl ⊗ adP )→ K
is L2-orthogonal projection, and ∆AGA = 1−ΠA, where
ΠA : L
p(X ; Λl ⊗ adP )→ K
again denotes L2-orthogonal projection.
The Sobolev embedding,
W 2,pA1 (X ; Λ
l ⊗ adP ) ⋐ Lp(X ; Λl ⊗ adP ),
is compact by [4, Theorem 6.3] and hence the composition of GA with this embed-
ding,
GA : L
p(X ; Λl ⊗ adP )→ Lp(X ; Λl ⊗ adP ),
is compact by [14, Proposition 6.3]. But then [101, Theorem 4.25] implies that pre-
ceding operator has the spectral properties, aside from reality and non-negativity,
described in the conclusion of Proposition 2.2.3.
To relate the spectra of GA and ∆A, observe that for any λ ∈ C \ {0} and
χ ∈ K⊥ ∩ Lp(X ; Λl ⊗ adP ), the equation,
(∆A − λ)ξ = χ,
for ξ ∈ K⊥ ∩W 2,pA1 (X ; Λl ⊗ adP ) is equivalent to the equation,
(GA∆A − λGA)ξ = GAχ,
that is,
(GA − λ−1)ξ = −λ−1GAχ.
In other words, λ 6= 0 is in the spectrum of ∆A if and only if λ−1 is in the spectrum
of GA.
To see that the eigenvalues of GA are real as claimed, note that ∆A has L
2-
adjoint, ∆∗A = ∆A, and so GA has L
2-adjoint, G∗A = GA, and the operator,
GA : L
2(X ; Λl ⊗ adP )→ L2(X ; Λl ⊗ adP ),
is bounded and self-adjoint. Thus, σ(GA) ⊂ R by [99, Theorem VI.8] and hence
σ(∆A) ⊂ R.
Finally, to see that the eigenvalues of ∆A are non-negative, observe that if
∆Aξ = λξ for λ ∈ σ(∆A) \ {0} and ξ ∈ W 2,pA1 (X ; Λl ⊗ adP ) \ {0}, then
λ‖ξ‖2L2(X) = (λξ, ξ)L2(X) = (∆Aξ, ξ)L2(X)
= (dAξ, dAξ)L2(X) + (d
∗
Aξ, d
∗
Aξ)L2(X) ≥ 0
by (2.2.1), and thus λ ≥ 0, as claimed. 
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Remark 2.2.4 (Spectral properties of a Laplace operator with Sobolev coeffi-
cients on Lp spaces and compact perturbations). We recall from Weyl’s Theorem
[76, Theorem IV.5.35] that if T is a closed operator on a Banach space X and K
is an operator on X that is compact relative to T , then T and T + K have the
same essential spectrum. In particular, under the hypotheses of Corollary C.2, the
operator,
∆A −∆A1 :W 2,pA1 (X ; Λl ⊗ adP )→ Lp(X ; Λl ⊗ adP ),
is compact by the proof of that corollary. Therefore, the essential spectrum of ∆A
as an unbounded operator on Lp(X ; Λl ⊗ adP ) is empty and hence the spectrum
of ∆A consists purely of real eigenvalues with finite multiplicity, since the same
is true of ∆A1 . These observations could be used to give an alternative proof of
Proposition 2.2.3, in place of the one that we provide.
Corollary 2.2.5 (A priori Lp estimate for a Laplace operator with Sobolev
coefficients). Let (X, g) be a closed, smooth Riemannian manifold of dimension
d ≥ 2, and G be a compact Lie group, and P be a smooth principal G-bundle over
X, and l ≥ 0 be an integer. If A is a W 1,q connection on P with d/2 < q <∞, and
A1 is a C
∞ connection on P , and p ∈ (1,∞) obeys d/2 ≤ p ≤ q, then the kernel
Ker∆A ∩W 2,pA1 (X ; Λl ⊗ adP ) of the operator (2.2.2) is finite-dimensional and
(2.2.4) ‖ξ‖W 2,pA1 (X) ≤ C‖∆Aξ‖Lp(X), ∀ ξ ∈ (Ker∆A)
⊥ ∩W 2,pA1 (X ; Λl ⊗ adP ),
where ⊥ denotes L2-orthogonal complement and C = C(A,A1, g, G, l, p, q) ∈ [1,∞).
Before proceeding to the proofs of these results proper, we begin with the
Lemma 2.2.6 (A priori Lp estimate for a Laplace operator with smooth coeffi-
cients). Assume the hypotheses on A1, d, G, l, P , and (X, g) in Proposition 2.2.1
and let p ∈ (1,∞). If A is C∞, then there is a constant C = C(A,A1, g, G, l, p) ∈
[1,∞) such that
(2.2.5) ‖ξ‖W 2,pA1 (X) ≤ C
(‖∆Aξ‖Lp(X) + ‖ξ‖Lp(X)) , ∀ ξ ∈W 2,pA1 (X ; Λl ⊗ adP ).
Proof. Suppose first that ∆g is the Laplace-Beltrami operator on C
∞(X)
defined by the Riemannian metric g. The a priori Lp estimate for ∆g analogous
to (2.2.5) can be obtained from the a priori interior Lp estimate provided by [47,
Theorem 9.11] for a scalar, second-order, strictly elliptic operator with C∞ coef-
ficients defined on a bounded domain Ω ⊂ Rd with the aid of a C∞ partition of
unity subordinate to a finite set of coordinate charts covering the closed manifold,
X . For the general case, one first chooses in addition a set of local trivializa-
tions for Λl ⊗ adP corresponding to the coordinate neighborhoods, after shrinking
those neighborhoods if needed. The Bochner-Weitzenbo¨ck formula [43, Equation
(C.7)], [83, Equation (II.1)] for ∆A implies that ∆A − ∇∗A∇A is a first-order dif-
ferential operator with C∞ coefficients and that ∆A has principal symbol given
by the C∞ Riemannian metric g times the identity endomorphism of Λl ⊗ adP .
(In fact, ∆A = ∇∗A∇A when l = 0.) The (first-order) covariant derivative of
ξ ∈W 2,pA1 (X ; Λl ⊗ adP ) may be estimated with the following analogue of the inter-
polation inequality [47, Theorem 7.27], valid for p ∈ [1,∞),
(2.2.6) ‖∇A1ξ‖Lp(X) ≤ ε‖ξ‖W 2,pA1 (X) + Cε
−1‖ξ‖Lp(X),
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where C = C(A1, g, G, l, p) ∈ [1,∞) and ε is any positive constant. The conclusion
now follows by combining the preceding observations and using rearrangement with
small ε to remove the term ‖∇A1ξ‖Lp(X) from the right-hand side. 
We can now proceed to the
Proof of Proposition 2.2.1. We choose a C∞ connection, As, on P that
we regard as a smooth approximation to A. We write A = As + a, with a ∈
W 1,qA1 (X ; Λ
l ⊗ adP ) obeying a bound ‖a‖W 1,qA1 (X) ≤ ε with small constant ε ∈ (0, 1]
to be chosen during the proof, and write As = A1+a1, where a1 ∈ C∞(X ; Λl⊗adP )
may be ‘large’. We expand ∆A = ∆As+a to give
(2.2.7) ∆Aξ = ∆Asξ +∇Asa× ξ + a×∇Asξ + a× a× ξ,
and thus, for ξ ∈W 2,pA1 (X ; Λl ⊗ adP ),
(2.2.8) ∆Aξ = ∆Asξ +∇A1a× ξ + a1 × a× ξ + a×∇A1ξ + a× a× ξ.
We define r ∈ [p,∞] by 1/p = 1/q+1/r and recall that by [4, Theorem 4.12] we have
i) W 2,p(X) ⊂ Lr(X) for any r ∈ [1,∞) when p = d/2, and ii) W 2,p(X) ⊂ L∞(X)
when p > d/2. The expansion (2.2.8) and continuous Sobolev multiplication map,
Lq(X)× Lr(X)→ Lp(X), yield
(2.2.9) ‖(∆A −∆As)ξ‖Lp(X) ≤ z‖∇A1a‖Lq(X)‖ξ‖Lr(X) + ‖a×∇A1ξ‖Lp(X)
+ z‖a1‖C(X)‖a‖L2p(X)‖ξ‖L2p(X) + z‖|a|2‖Lq(X)‖ξ‖Lr(X),
where z = z(g,G, l) ∈ [1,∞). To ensure a continuous Sobolev embedding,W 1,p(X) ⊂
Ld(X), by [4, Theorem 4.12], we need p∗ = dp/(d − p) ≥ d, that is, p ≥ d − p or
p ≥ d/2, which we assume in our hypotheses.
To ensure a continuous Sobolev embedding, W 1,q(X) ⊂ L2q(X), when q < d,
we need q∗ = dq/(d−q) ≥ 2q, that is, d ≥ 2d−2q or 2q ≥ d or q ≥ d/2, which follows
from our hypothesis that q ≥ p ≥ d/2; when q ≥ d, the fact thatW 1,q(X) ⊂ L2q(X)
is a continuous Sobolev embedding is immediate from [4, Theorem 4.12].
Consequently, by the applying these continuous Sobolev embeddings and the
Kato Inequality [43, Equation (6.20)] to the preceding inequality, we obtain
‖(∆A −∆As)ξ‖Lp(X) ≤ z
(
‖∇A1a‖Lq(X) + ‖a‖2W 1,qA1 (X)
)
‖ξ‖W 2,pA1 (X)
+ z‖a1‖C(X)‖a‖W 1,qA1 (X)‖ξ‖W 1,pA1 (X) + ‖a×∇A1ξ‖Lp(X),
where z = z(g,G, l, p, q) ∈ [1,∞).
When q < d, we recall from [4, Theorem 4.12] that there is a continuous
embedding W 1,q(X) ⊂ Lq∗(X), where q∗ = dq/(d − q). Hence, 1/q∗ = 1/q − 1/d
or 1/q = 1/q∗ + 1/d and so, using p ≤ q,
‖a×∇A1ξ‖Lp(X) ≤ z‖a×∇A1ξ‖Lq(X) ≤ z‖a‖Lq∗(X)‖∇A1ξ‖Ld(X),
where z = z(g, p, q) ∈ [1,∞), and therefore, by the preceding continuous Sobolev
embeddings,
(2.2.10) ‖a×∇A1ξ‖Lp(X) ≤ C‖a‖W 1,qA1 (X)‖∇A1ξ‖W 1,pA1 (X),
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where C = C(g,G, l, p, q) ∈ [1,∞). When q = d and d/2 ≤ p < d, we can
define t ∈ [d,∞) by 1/p = 1/t+ 1/d and apply the continuous Sobolev embedding
W 1,d(X) ⊂ Lt(X) from [4, Theorem 4.12] to give
‖a×∇A1ξ‖Lp(X) ≤ z‖a‖Lt(X)‖∇A1ξ‖Ld(X) ≤ C‖a‖W 1,qA1 (X)‖∇A1ξ‖W 1,pA1 (X),
and (2.2.10) again holds; when q = d = p, we can simply use the embedding
W 1,d(X) ⊂ Lt(X) for any t ∈ [1,∞) and observe that (2.2.10) holds from
‖a×∇A1ξ‖Ld(X) ≤ z‖a‖L2d(X)‖∇A1ξ‖L2d(X) ≤ C‖a‖W 1,dA1 (X)‖∇A1ξ‖W 1,dA1 (X).
Finally, when q > d we have the continuous Sobolev embedding W 1,q(X) ⊂ C(X)
from [4, Theorem 4.12] and so
‖a×∇A1ξ‖Lp(X) ≤ z‖a‖C(X)‖∇A1ξ‖Lp(X) ≤ C‖a‖W 1,qA1 (X)‖∇A1ξ‖Lp(X),
which also yields (2.2.10).
Combining our previous Lp bound for (∆A−∆As)ξ with the inequality (2.2.10)
gives
‖(∆A −∆As)ξ‖Lp(X) ≤ z
(
‖∇A1a‖Lq(X) + ‖a‖2W 1,qA1 (X)
)
‖ξ‖W 2,pA1 (X)(2.2.11)
+ z‖a1‖C(X)‖a‖W 1,qA1 (X)‖ξ‖W 1,pA1 (X)
+ z‖a‖W 1,qA1 (X)‖∇A1ξ‖W 1,pA1 (X),
where z = z(g,G, l, p, q) ∈ [1,∞). Combining the preceding bound with the a priori
estimate (2.2.5) for ∆As provided by Lemma 2.2.6,
‖ξ‖W 2,pA1 (X) ≤ C0
(‖∆Asξ‖Lp(X) + ‖ξ‖Lp(X)) ,
with constant denoted by C0 = C0(A1, As, g, p) ∈ [1,∞) for clarity, yields
‖ξ‖W 2,pA1 (X) ≤ C0
(‖∆Aξ‖Lp(X) + ‖ξ‖Lp(X))
+ z
(
‖a‖W 1,qA1 (X) + ‖a‖
2
W 1,qA1
(X)
)
‖ξ‖W 2,pA1 (X)
+ z‖a1‖C(X)‖a‖W 1,qA1 (X)‖ξ‖W 1,pA1 (X).
We can choose a = A−As so that ‖a‖W 1,qA1 (X) ≤ ε for small constant ε ∈ (0, 1], but
we are not at liberty to choose a1 = As−A1 to beW 1,qA1 (X)-small (since A1 is a fixed
C∞ connection on P and A is an arbitrary W 1,q connection on P ). Thus in our
forthcoming rearrangement arguments we first apply the interpolation inequality
(2.2.6),
‖∇A1ξ‖Lp(X) ≤ δ‖ξ‖W 2,pA1 (X) + C1δ
−1‖ξ‖Lp(X),
where C1 = C1(A1, g) ∈ [1,∞) and δ = δ(A1, ‖As −A1‖C(X), g, G, l, p, q) ∈ (0, 1] is
a constant chosen small enough that
δz‖a1‖C(X) ≤ 1/2,
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and thus, for a constant C2 = C2(A1, As, g, G, l, p, q) ∈ [1,∞),
‖ξ‖W 2,pA1 (X) ≤ 2C0
(‖∆Aξ‖Lp(X) + ‖ξ‖Lp(X))
+ 2z
(
‖a‖W 1,qA1 (X) + ‖a‖
2
W 1,qA1
(X)
)
‖ξ‖W 2,pA1 (X) + C2‖ξ‖Lp(X).
Provided ‖a‖W 1,qA1 (X) ≤ ε and we choose ε ≡ ε(g,G, l, p, q) = 1/(8z) ∈ (0, 1] in the
preceding inequality, rearrangement yields the desired estimate (2.2.3).
Our proof of (2.2.3) also verifies that the operator ∆A in (2.2.2) is bounded
since ∆As is bounded with the same domain and range spaces. This completes the
proof of Proposition 2.2.1. 
Next, we have the
Proof of Corollary 2.2.5. The fact that Ker∆A ∩W 2,pA1 (X ; Λl ⊗ adP ) is
finite-dimensional follows from Corollary C.2. We observe that, by increasing the
constant C as needed, the term ‖ξ‖Lp(X) appearing on the right-hand side of the
inequality (2.2.3) can be replaced by ‖ξ‖L2(X). This is clear when p ≤ 2, while
if p > 2, we can choose s ∈ (p,∞) and apply the interpolation inequality [47,
Equation (7.10)],
‖ξ‖Lp(X) ≤ δ‖ξ‖Ls(X) + δ−ν‖ξ‖L2(X),
for ν := (1/2 − 1/p)/(1/p− 1/s) > 0 and arbitrary positive δ. Because p ≥ d/2,
we have a continuous Sobolev embedding W 2,p(X) ⊂ Ls(X) as already observed
in the proof of Proposition 2.2.1, so
‖ξ‖Lp(X) ≤ C1δ‖ξ‖W 2,pA1 (X) + δ
−ν‖ξ‖L2(X),
where C1 = C1(A1, g, l, p) ∈ [1,∞). Hence, for δ(A1, g, l, p) ∈ (0, 1] given by
δ = 1/(2CC1), we can use rearrangement in (2.2.3) to replace ‖ξ‖Lp(X) by ‖ξ‖L2(X).
Therefore, the estimate (2.2.3) implies
(2.2.12) ‖ξ‖W 2,pA1 (X) ≤ C
(‖∆Aξ‖Lp(X) + ‖ξ‖L2(X)) , ∀ ξ ∈ W 2,pA1 (X ; Λl ⊗ adP ).
Proposition 2.2.3 implies that the spectrum σ(∆A) of ∆A on L
2(X ; Λl ⊗ adP )
consists purely of non-negative eigenvalues and is discrete with no accumulation
points. Let µ[A] denote the least positive eigenvalue of ∆A on L
2(X ; Λl ⊗ adP )
and recall from [17, Rayleigh’s Theorem, p. 16] (or more generally [108, Theorem
6.5.1], applied to the Green’s operator GA for ∆A) that
µ[A] = inf
ξ∈(Ker∆A)⊥
(ξ,∆Aξ)L2(X)
‖ξ‖2L2(X)
,
where (Ker∆A)
⊥ is the L2-orthogonal complement of Ker∆A ⊂ H1A1(X ; Λl⊗adP ),
with equality achieved in the infimum if and only if ξ is an eigenvector with eigen-
value µ[A]. Therefore, if ξ ∈ (Ker∆A)⊥ ∩W 2,pA1 (X ; Λl ⊗ adP ), then
‖ξ‖L2(X) ≤ µ[A]−1‖∆Aξ‖L2(X).
Hence, the inequality (2.2.4) follows from the preceding eigenvalue bound and
(2.2.12) when p ≥ 2.
For the case d/2 ≤ p < 2 (which forces d = 2 or 3), we observe that
‖ξ‖2L2(X) ≤
1
µ[A]
(∆Aξ, ξ)|L2(X) ≤
1
µ[A]
‖∆Aξ‖Lp(X)‖ξ‖Lp′(X),
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where p′ is defined by 1/p+ 1/p′ = 1, and so
‖ξ‖L2(X) ≤
1√
µ[A]
‖∆Aξ‖1/2Lp(X)‖ξ‖
1/2
Lp′(X)
≤ 1
2
√
µ[A]
(
δ−1‖∆Aξ‖Lp(X) + δ‖ξ‖Lp′(X)
)
,
for arbitrary positive δ. If d = 2 and p ∈ (1, 2) (so p′ ∈ (2,∞), then W 2,p(X) ⊂
C0(X) by [4, Theorem 4.12] and thus W 2,p(X) ⊂ Lp′(X); if d = 3 and p ∈ [3/2, 2)
(so p′ ∈ (2, 3], then W 2,p(X) ⊂ Lq(X) for p = 3/2 and any q ∈ [1,∞) while
W 2,p(X) ⊂ C0(X) for p > 3/2 by [4, Theorem 4.12] and thus W 2,p(X) ⊂ Lp′(X)
in either case. Hence, for d = 2, 3 and p > 1 obeying d/2 ≤ p < 2, we have the
bound
‖ξ‖Lp′(X) ≤ C2‖ξ‖W 2,pA1 (X),
where C2 = C2(A1, g, l, p) ∈ [1,∞). Combining the preceding inequalities for the
case d/2 ≤ p < 2 gives
‖ξ‖L2(X) ≤
1
2
√
µ[A]
(
δ−1‖∆Aξ‖Lp(X) + δC2‖ξ‖W 2,pA1 (X)
)
.
Combining the preceding inequality with (2.2.12) and applying rearrangement by
choosing δ =
√
µ[A]/(CC2) yields the desired the inequality (2.2.4) for this case
too. 
2.3. Regularity for distributional solutions to an elliptic equation with
Sobolev coefficients
We shall need to address a complication that arises when establishing regularity
for distributional solutions to an elliptic equation with Sobolev coefficients. We
shall confine our discussion to the Hodge Laplace operator, though one can clearly
establish more general results of this kind.
Lemma 2.3.1 (Regularity for distributional solutions to an equation defined
by the Hodge Laplace operator for a Sobolev connection). Let (X, g) be a closed,
smooth Riemannian manifold of dimension d ≥ 2, and G be a compact Lie group
and P be a smooth principal G-bundle over X. Let A1 be a C
∞ connection on P ,
and A be a W 1,q connection on P with d/2 < q < ∞, and l ≥ 0 be an integer. If
q′ ∈ (1,∞) is the dual exponent defined by 1/q+1/q′ = 1 and η ∈ Lq′(X ; Λl⊗adP )
is a distributional solution1 to
∆Aη = 0,
then η ∈ W 2,qA1 (X ; Λl ⊗ adP ).
Proof. We recall from equation (C.3) in the proof of Corollary C.2 (with
p = q) that
∆A −∆A1 :W 1,uA1 (X ; Λl ⊗ adP )→ Lq(X ; Λl ⊗ adP )
1In the sense of Remark 2.2.2.
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is a bounded operator, where allowable values of u ∈ (1,∞) are given by
(2.3.1) u =


d+ ε if d/2 < q < d,
2d if q = d,
q if q > d,
and ε ∈ (0, 1] is chosen small enough that q∗ = dq/(d− q) ≥ d+ ε, which is possible
when q > d/2. Consequently, the dual operator,
∆A −∆A1 : Lq
′
(X ; Λl ⊗ adP )→W−1,u′A1 (X ; Λl ⊗ adP ),
is bounded, where the dual exponent u′ ∈ (1,∞) is defined by 1/u+ 1/u′ = 1.
We write ∆A = ∆A1 + (∆A −∆A1), set
α := (∆A1 −∆A)η ∈W−1,u
′
A1
(X ; Λl ⊗ adP ),
and observe that η is a distributional solution to
(2.3.2) ∆A1η = α.
We now appeal to regularity for distributional solutions to an equation (namely,
(2.3.2)) defined by an elliptic operator ∆A1 with C
∞ coefficients (see Remark 2.2.2
and [32]) to conclude that η ∈ W 1,uA1 (X ; Λl ⊗ adP ). The range of exponents u ∈
(d,∞) given by (2.3.1) ensures that η ∈ C(X ; Λl ⊗ adP ), since W 1,u(X) ⊂ C(X)
by [4, Theorem 4.12] when u > d. Moreover, the estimate (C.5) for (∆A1 −∆A)η
in terms of a = A−A1 and η ensures that
(∆A1 −∆A)η ∈ Lq(X ; Λl ⊗ adP ).
In particular, α ∈ Lq(X ; Λl⊗adP ) and regularity for solutions to an elliptic equation
(that is, (2.3.2)) with C∞ coefficients implies that η ∈ W 2,qA1 (X ; Λl ⊗ adP ), as
desired. 
2.4. Surjectivity of a perturbed Laplace operator
We now consider surjectivity properties of a perturbation of a Laplace operator,
namely
Lemma 2.4.1 (Surjectivity of a perturbed Laplace operator). Let (X, g) be a
closed, smooth Riemannian manifold of dimension d ≥ 2, and G be a compact Lie
group and P be a smooth principal G-bundle over X. Let A1 be a C
∞ connection
on P and A be a W 1,q connection on P with d/2 < q <∞. Then there is a constant
δ = δ(A, g) ∈ (0, 1] with the following significance. If a ∈W 1,qA1 (X ; Λ1⊗ adP ) obeys
(2.4.1) ‖a‖Ld(X) < δ when d ≥ 3 or ‖a‖L4(X) < δ when d = 2,
then the operator,
(2.4.2) d∗AdA+a : (Ker∆A)
⊥ ∩W 2,qA1 (X ; adP )→ (Ker∆A)
⊥ ∩ Lq(X ; adP ),
is well-defined and surjective.
Remark 2.4.2 (Comparison with the argument due to Donaldson and Kro-
nheimer). Our proof of Lemma 2.4.1 is based on a similar argument arising in
Donaldson and Kronheimer [27, p. 66], as part of their version of the proof of Uh-
lenbeck’s local Coulomb gauge-fixing theorem [27, Theorem 2.3.7]. We make some
adjustments to their argument for reasons which we briefly explain here. When
B is a Sobolev connection matrix [27, p. 66], one has to take into account the
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possibility that their operator d∗dB , for a g-valued Sobolev one-form B over S
4,
could have dense range but still fail to be surjective, so one would first have to
verify, for example, that d∗dB has closed range. Similarly, while elliptic regularity
ensures that if η ∈ L2(S4; adP ) ∩Ker d∗dB then η is C∞(S4; adP ) when B is C∞,
those regularity issues become more subtle when B is merely a Sobolev one-form.
Remark 2.4.3 (Dual spaces and direct sums of subspaces of Banach spaces).
Our proof of Lemma 2.4.1 is clarified by a few observations concerning the dual
space of a finite-dimensional subspace K of a Banach space X that is continuously
embedded in a Hilbert space, H . Since K has finite dimension, it has a closed
complement, X0 ⊂ X , such that X = X0 ⊕K (vector space direct sum) by [101,
Definition 4.20 and Lemma 4.21(a)]. We may also simply define X0 := K
⊥ ∩X ,
where K⊥ ⊂ H is the orthogonal complement of K ⊂ H and a closed subspace of
H [101, Theorem 12.4]. Therefore, K⊥ ∩X ⊂ X is also a closed subspace and a
closed complement for K ⊂ X in the sense of [101, Definition 4.20]. In summary:
(2.4.3) X = X0 ⊕K, with X0 := K⊥ ∩X ,
is an orthogonal direct sum of a finite-dimensional and a closed subspace.
Recall that if M ⊂ X is any subspace, then M◦ := {α ∈ X ∗ : 〈u, α〉X×X ∗ =
0, ∀u ∈ M} denotes the annihilator of M in X ∗ [101, Section 4.6]. Since X =
X0⊕K, we have X ∗ = X ◦0 ⊕K◦, the direct sum of the annihilators in X ∗ of the
subspaces X0 and K of X .
Because K ⊂ X and X0 ⊂ X are closed subspaces, we have K◦ ∼= (X /K)∗
and X ◦0
∼= K∗ by [101, Theorem 4.9]. Since X = X0 ⊕ K, then X /K ∼= X0
and X /X0 ∼= K, so K◦ ∼= X ∗0 and X ◦0 ∼= K∗ ∼= K, where the final isomorphism
follows from the fact that K is finite-dimensional. In particular, X ∗ ∼= K∗⊕X ∗0 ∼=
K ⊕X ∗0 . Since K∗ is finite-dimensional, then K∗ ⊂ X ∗ is a closed subspace by
[14, Proposition 11.1] and so the complement X ∗0 ⊂ X ∗ is a closed subspace by
[101, Definition 4.20 and Lemma 4.21]. In summary:
(2.4.4) X ∗ = X ∗0 ⊕K,
is a direct sum of a finite-dimensional and a closed subspace.
Proof of Lemma 2.4.1. Note that when a = 0, the operator (2.4.2) is in-
vertible by Corollary C.2. To see that the operator (2.4.2) is well-defined, ob-
serve that if ξ = d∗AdA+aχ ∈ Lq(X ; adP ) for some χ ∈ W 2,qA1 (X ; adP ) and η ∈
Ker∆A ∩ Lq(X ; adP ), then
(ξ, η)L2(X) = (d
∗
AdA+aχ, η)L2(X) = (dA+aχ, dAη)L2(X) = 0,
since ∆Aη = d
∗
AdAη = 0 and hence
(d∗AdAη, η)L2(X) = ‖dAη‖2L2(X) = 0,
so that dAη = 0. Thus,
(2.4.5) Ran
(
d∗AdA+a : W
2,q
A1
(X ; adP )→ Lq(X ; adP )
)
⊂ (Ker∆A)⊥ ∩ Lq(X ; adP ),
and so the operator (2.4.2) is well-defined.
It is convenient to abbreviate X := W 2,qA1 (X ; adP ), and K := Ker∆A ∩
W 2,qA1 (X ; adP ), and Y := L
q(X ; adP ), and H := L2(X ; adP ), and denote T =
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d∗AdA+a in (2.4.2). The kernel K ⊂ X is finite-dimensional by Corollary C.2,
and its L2-orthogonal complements K⊥ ∩X and K⊥ ∩ Y and K⊥ provide closed
complements of K in X and Y and H , respectively. Similarly, we let K⊥ and
K⊥ ∩ Y ∗ and K⊥ ∩X ∗ denote the closed complements of K∗ ∼= K in H ∗ ∼= H
and Y ∗ and X ∗, respectively, where Y ∗ = Lq
′
(X ; adP ), with q′ ∈ (1,∞) defined
by 1/q + 1/q′ = 1, and X ∗ =W−2,q
′
A1
(X ; adP ).
If N ⊂ Y ∗ is any subspace, we recall that the annihilator [101, Section 4.6] of
N in Y is
◦N := {ξ ∈ Y : 〈ξ, α〉Y ×Y ∗ = 0, ∀α ∈ Y ∗},
and 〈·, ·〉Y ×Y ∗ : Y ×Y ∗ → R is the canonical pairing. The operator, T : X → Y ,
is Fredholm by Lemma C.4 and we can identify its range using
Ran (T : X → Y ) = Ran (T : X → Y ) (by closed range)
= ◦Ker (T ∗ : Y ∗ → X ∗) (by [14, Corollary 2.18 (iv))]).
Therefore, we have shown that
Ran(T : X → Y ) = ◦Ker(T ∗ : Y ∗ → X ∗),
and so Ran(T : X → Y ) = Y if and only if Ker(T ∗ : Y ∗ → X ∗) = 0. Similarly,
because T : X → Y has closed range and Ran(T : X → Y ) ⊂ K⊥∩Y by (2.4.5),
the operator,
T : K⊥ ∩X → K⊥ ∩ Y ,
also has closed range and we obtain
Ran(T : K⊥ ∩X → K⊥ ∩ Y ) = ◦Ker(T ∗ : K⊥ ∩ Y ∗ → K⊥ ∩X ∗).
Consequently,
(2.4.6) Ran(T : K⊥ ∩X → K⊥ ∩ Y ) = K⊥ ∩ Y
⇐⇒ Ker(T ∗ : K⊥ ∩ Y ∗ → K⊥ ∩X ∗) = 0.
If T ∗ : K⊥ ∩ Y ∗ → K⊥ ∩ X ∗ were not injective, there would be a non-zero
η ∈ K⊥ ∩ Y ∗ such that T ∗η = 0. In other words, because T ∗ = d∗A+adA, there
would be a non-zero η ∈ K⊥ ∩ Lq′(X ; adP ) such that
d∗A+adAη = 0 ∈ W−2,q
′
A1
(X ; adP ),
that is, (d∗A+adAη)(ξ) = 0 for all ξ ∈ K⊥ ∩W 2,qA1 (X ; adP ) or equivalently,
〈χ, d∗A+adAη〉X×X ∗ = 〈η, d∗AdA+aχ〉Y ×Y ∗ = (η, d∗AdA+aχ)L2(X) = 0,
∀χ ∈ K⊥ ∩W 2,qA1 (X ; adP ).
Lemma 2.3.1 implies that η ∈ W 2,qA1 (X ; adP ). Observe that, by writing dA+aχ =
dAχ+ [a, χ],
0 = (d∗AdA+aχ, η)L2(X)
= (dA+aχ, dAη)L2(X)
= (dAχ, dAη)L2(X) + ([a, χ], dAη)L2(X).
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Since η ⊥ Ker∆A ∩W 2,qA1 (X ; adP ) and letting µ[A] denote the least positive eigen-
value of the Laplace operator ∆A on L
2(X ; adP ) provided by Proposition 2.2.3, we
have
µ[A] ≤ (η, d
∗
AdAη)L2(X)
‖η‖2L2(X)
=
‖dAη‖2L2(X)
‖η‖2L2(X)
and thus,
‖η‖L2(X) ≤ µ[A]−1/2‖dAη‖L2(X).
Hence, we obtain
(2.4.7) ‖η‖W 1,2A (X) ≤ C1‖dAη‖L2(X),
for a constant C1 = C1(A, g) = 1 + µ[A]
−1/2 ∈ [1,∞). For d ≥ 3 and using 1/2 =
(d−2)/2d+1/d and the continuous multiplication L2d/(d−2)(X)×Ld(X)→ L2(X),
we see that ∣∣([a, χ], dAη)L2(X)∣∣ ≤ ‖[a, χ]‖L2(X)‖dAη‖L2(X)
≤ c‖a‖Ld(X)‖χ‖L2d/(d−2)(X)‖dAη‖L2(X)
≤ C2‖a‖Ld(X)‖χ‖W 1,2A (X)‖dAη‖L2(X),
where c ∈ [1,∞) and the constant C2 = C2(g) ∈ [1,∞) is a multiple by c of the
norm of the continuous Sobolev embedding W 1,2(X) ⊂ L2d/(d−2)(X) provided by
[4, Theorem 4.12]. Hence, setting χ = η and applying the a priori estimate (2.4.7),
the preceding identity and inequalities yield
‖dAη‖2L2(X) =
∣∣([a, χ], dAη)L2(X)∣∣
≤ C1C2‖a‖Ld(X)‖dAη‖2L2(X),
and so, if η 6≡ 0, we have
‖a‖Ld(X) ≥ C1C2,
contradicting our hypothesis (2.4.1) that ‖a‖Ld(X) < δ, with δ small.
For the case d = 2, we instead use the continuous multiplication L4(X) ×
L4(X)→ L2(X) and continuous Sobolev embeddingW 1,2(X) ⊂ Lr(X) for 1 ≤ r <
∞ provided by [4, Theorem 4.12]. In particular, using the embedding W 1,2(X) ⊂
L4(X) with constant C3 = C3(g) ∈ [1,∞) a multiple by c ∈ [1,∞) of the norm of
that embedding, we obtain
‖dAη‖2L2(X) ≤
∣∣([a, η], dAη)L2(X)∣∣
≤ c‖[a, η]‖L2(X)‖dAη‖L2(X)
≤ c‖a‖L4(X)‖η‖L4(X)‖dAη‖L2(X)
≤ C3‖a‖L4(X)‖η‖W 1,2A (X)‖dAη‖L2(X)
≤ C1C3‖a‖L4(X)‖dAη‖2L2(X) (by (2.4.7)),
which again yields a contradiction to our hypothesis (2.4.1), just as in the case
d ≥ 3. 
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2.5. A priori estimates for Coulomb gauge transformations
We now establish a generalization of [34, Lemma 6.6], which is in turn an
analogue of [27, Lemma 2.3.10]. We allow p ≥ 2 and any d ≥ 2 rather than assume
d = 4, as in [34, Lemma 6.6], but we use standard Sobolev norms rather than
the ‘critical exponent’ Sobolev norms employed in the statement and proof of [34,
Lemma 6.6], since we do not seek an explicit optimal dependence of constants on
the reference connection, A0.
Before stating our generalization of [34, Lemma 6.6], we digress to recall from
[44, p. 231], that a gauge transformation, u ∈ Aut(P ), may be viewed as a section
of the fiber bundle AdP := P ×Ad G → X , where we denote Ad(g) : G ∋ h →
g−1hg ∈ G, for all h ∈ G. With the aid of a choice of a unitary representation, ̺ :
G ⊂ AutC(E), we may therefore consider AdP to be a subbundle of the Hermitian
vector bundle P ×̺ EndC(E). We can alternatively replace ̺ : G → AutC(E) by
Ad : G→ Aut(g) and EndC(E) by End(g). A choice of connection A on P induces
covariant derivatives on all associated vector bundles, such as E = P ×̺ E and
P ×̺ EndC(E) or adP = P ×ad g and P ×Ad End(g). We can thus define Sobolev
norms of sections of AdP , generalizing the construction of Freed and Uhlenbeck in
[43, Appendix A]
A similar construction is described by Parker [97, Section 4], but we note that
while the center of Aut(P ) — which is given by P ×Ad Center(G) — acts trivially
on A (P ), it does not act trivially on C∞(X ;E).
Proposition 2.5.1 (A priori W 1,p estimate for u(A)−A0 in terms of A−A0).
Let (X, g) be a closed, smooth Riemannian manifold of dimension d ≥ 2, and G be
a compact Lie group, and P be a smooth principal G-bundle over X. Let A1 be a
C∞ connection on P , and A0 be a W
1,q connection on P with d/2 < q < ∞, and
p ∈ (1,∞) obey d/2 ≤ p ≤ q, and2 δ ∈ (0, 1]. Then there are constants N ∈ [1,∞)
and ε = ε(A0, A1, g, G, p, q) ∈ (0, 1] (with dependence on p replaced by dependence
on δ when p = d) with the following significance. If A is a W 1,q connection on P
and u ∈ Aut(P ) is a gauge transformation of class W 2,q such that
(2.5.1) d∗A0(u(A)−A0) = 0,
then the following hold. If
(2.5.2) ‖A−A0‖Ls(X) ≤ ε and ‖u(A)−A0‖Ls(X) ≤ ε,
where
(2.5.3) s(p) :=


d if p < d,
d+ δ if p = d,
p if p > d,
then
(2.5.4) ‖u(A)−A0‖Lp(X) ≤ N‖A−A0‖W 1,pA1 (X),
where N = N(A0, A1, g, G, p, q). If in addition A obeys
3
(2.5.5) ‖A−A0‖W 1,pA1 (X) ≤M,
2In applications of Proposition 2.5.1, we can choose δ = 1 without loss of generality.
3The use of the constant M could be avoided if we replaced the right-hand-side of Inequality
(2.5.6) by N(1 + ‖A− A0‖W1,p
A1
(X)
)‖A− A0‖W1,p
A1
(X)
.
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for some constant M ∈ [1,∞), then
(2.5.6) ‖u(A)−A0‖W 1,pA1 (X) ≤ N‖A−A0‖W 1,pA1 (X),
where N = N(A0, A1, g, G,M, p, q).
Proof. Following the convention of [114, p. 32] for the action of u ∈ Aut(P )
on connections A on P and setting B := u(A) for convenience, we have
(2.5.7) B −A0 = u−1(A−A0)u + u−1dA0u.
Our task is thus to estimate the term dA0u. Rewriting the preceding equality gives
a first-order, linear elliptic equation in u with W 1,q coefficients,
(2.5.8) dA0u = u(B −A0)− (A−A0)u.
Corollary C.2 implies that the kernel,
K := Ker
(
∆A0 :W
2,q
A1
(X ; adP )→ Lq(X ; adP )
)
,
is finite-dimensional. Let
Π : L2(X ; adP )→ K ⊂ L2(X ; adP )
denote the L2-orthogonal projection and denote
γ := Πu ∈ K ⊂W 2,qA1 (X ; adP ),
u0 := u− γ ∈ K⊥ ∩W 2,qA1 (X ; adP ),
where ⊥ is L2-orthogonal complement. We may assume without loss of general-
ity that we have a unitary representation, G ⊂ U(n). Recall that (due to [119,
Equation (6.2)]),
(2.5.9) d∗A0 = (−1)−d(k+1)+1 ∗ dA0 ∗ on Ωk(X ; adP ),
where ∗ : Ωk(X)→ Ωd−k is the Hodge star operator on k-forms. Because d∗A0(B −
A0) = 0 and dA0u = dA0u0, an application of d
∗
A0
to (2.5.8) yields
d∗A0dA0u0 = − ∗ (dA0u ∧ ∗(B −A0)) + ud∗A0(B −A0)
− (d∗A0(A−A0))u+ ∗(∗(A−A0) ∧ dA0u)
= − ∗ (dA0u0 ∧ ∗(B −A0))− (d∗A0(A−A0))u+ ∗(∗(A−A0) ∧ dA0u0).
We shall use the bound ‖u‖C(X) ≤ 1 for any u ∈ Aut(P ) of class W 2,q, implied by
the fact that the representation for G is unitary. Recall that ∆A0 = d
∗
A0
dA0 . We
first consider the case p < d and setting p∗ = dp/(d− p), we have 1/p = 1/d+1/p∗
and the continuous multiplication Ld(X)× Lp∗(X)→ Lp(X), so
‖∆A0u0‖Lp(X) ≤ ‖dA0u0‖Lp∗(X)‖B −A0‖Ld(X) + ‖d∗A0(A−A0)‖Lp(X)‖u‖C(X)
+ ‖A−A0‖Ld(X)‖dA0u0‖Lp∗(X)
≤ (‖B −A0‖Ld(X) + ‖A−A0‖Ld(X)) ‖dA0u0‖Lp∗(X)
+ ‖d∗A0(A−A0)‖Lp(X).
Second, for the case p > d, we use the continuous multiplication Lp(X)×L∞(X)→
Lp(X), so
‖∆A0u0‖Lp(X) ≤
(‖B −A0‖Lp(X) + ‖A−A0‖Lp(X)) ‖dA0u0‖L∞(X)
+ ‖d∗A0(A−A0)‖Lp(X).
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Third, for the case p = d, we can instead use r ∈ (d,∞) defined by 1/d = 1/(d +
δ) + 1/r and the resulting continuous multiplication, Ld+δ(X)× Lr(X)→ Ld(X),
to give
‖∆A0u0‖Ld(X) ≤
(‖B −A0‖Ld+δ(X) + ‖A−A0‖Ld+δ(X)) ‖dA0u0‖Lr(X)
+ ‖d∗A0(A−A0)‖Ld(X).
By [4, Theorem 4.12], we have continuous Sobolev embeddings,
(2.5.10) W 1,p(X) ⊂


Ldp/(d−p)(X) if 1 ≤ p < d,
Lr(X) if p = d and 1 ≤ r <∞,
C(X) if p > d.
Therefore, the Sobolev Embedding Theorem and Kato Inequality [43, Equation
(6.20)] give, for r ∈ (d, δ) determined by δ as above,
(2.5.11)
‖dA0u0‖Lp∗(X) ≤ C0‖dA0u0‖W 1,pA1 (X), p < d,
‖dA0u0‖Lr(X) ≤ C0‖dA0u0‖W 1,dA1 (X), p = d,
‖dA0u0‖L∞(X) ≤ C0‖dA0u0‖W 1,pA1 (X), p > d,
where C0 = C0(g, p) or C0(g, δ) ∈ [1,∞) is bounded below by the norm of the
Sobolev embedding (2.5.10). Writing A0 = A1 + a0, for a0 ∈ W 1,qA1 (X ; Λ1 ⊗ adP ),
so dA0u0 = dA1u0 + [a0, u0], we see that
‖∇A1dA0u0‖Lp(X) ≤ ‖∇A1dA1u0‖Lp(X) + ‖∇A1 [a0, u0]‖Lp(X)
≤ ‖∇2A1u0‖Lp(X) + ‖∇A1a0 × u0 + a0 ×∇A1u0‖Lp(X).
By hypothesis, we have p = d/2 < q or d/2 < p ≤ q, and thus, defining r ∈ [p,∞]
by 1/p = 1/q + 1/r and using the continuous Sobolev embeddings W 1,p ⊂ L2p(X)
and W 2,p(X) ⊂ Lr(X) (with norm bounded above by C0) for p ≥ d/2,
‖∇A1dA0u0‖Lp(X)
≤ ‖∇2A1u0‖Lp(X) + z‖∇A1a0‖Lq(X)‖u0‖Lr(X) + z‖a0‖L2p(X)‖∇A1u0‖L2p(X)
≤ ‖∇2A1u0‖Lp(X) + zC0‖∇A1a0‖Lq(X)‖u0‖W 2,pA1 (X)
+ zC20‖a0‖W 1,pA1 (X)‖∇A1u0‖W 1,pA1 (X)
≤ ‖∇2A1u0‖Lp(X) + zC0‖a0‖W 1,qA1 (X)‖u0‖W 2,pA1 (X) + zC
2
0‖a0‖W 1,qA1 (X)‖u0‖W 2,pA1 (X),
where z = z(g) ∈ [1,∞) and now C0 = C0(A1, g, p, q) ∈ [1,∞). By substituting the
preceding bound into (2.5.11), we find that
‖dA0u0‖Lp∗(X) ≤ C1‖u0‖W 2,pA1 (X), p < d,
‖dA0u0‖Lr(X) ≤ C1‖u0‖W 2,dA1 (X), p = d,
‖dA0u0‖L∞(X) ≤ C1‖u0‖W 2,pA1 (X), p > d,
for a constant C1 = C1(A1, g, p, q, ‖a0‖W 1,qA1 (X)) ∈ [1,∞), with dependence on p
replaced by δ when p = d. By combining the preceding three cases (p < d, and
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p = d, and p > d), we obtain
(2.5.12) ‖∆A0u0‖Lp(X) ≤ C1
(‖B − A0‖Ls(X) + ‖A−A0‖Ls(X)) ‖u0‖W 2,pA1 (X)
+ ‖d∗A0(A−A0)‖Lp(X),
where s = s(p) is as in (2.5.3). From the a priori estimate (2.2.4) in Corollary 2.2.5
— and noting that this lemma also holds for AdP in place of adP via the definition
of Sobolev norms of u ∈ Aut(P ) described earlier — we have the a priori estimate,
(2.5.13) ‖u0‖W 2,pA1 (X) ≤ C3‖∆A0u0‖Lp(X), for 1 < p <∞ and d/2 ≤ p ≤ q,
where C3 = C3(A1, A0, g, G, p, q) ∈ [1,∞). Substituting the a priori estimate
(2.5.13) into our Lp bound (2.5.12) for ∆A0u0 gives, for s as in (2.5.3),
‖∆A0u0‖Lp(X) ≤ C1C3
(‖B −A0‖Ls(X) + ‖A−A0‖Ls(X)) ‖∆A0u0‖Lp(X)
+ ‖d∗A0(A−A0)‖Lp(X), for 1 < p <∞ and d/2 ≤ p ≤ q.
Provided
(2.5.14) ‖B −A0‖Ls(X) ≤ 1/(4C1C3) and ‖A−A0‖Ls(X) ≤ 1/(4C1C3),
as assured by (2.5.2), then rearrangement in the preceding inequality yields
(2.5.15) ‖∆A0u0‖Lp(X) ≤ 2‖d∗A0(A−A0)‖Lp(X),
for 1 < p <∞ and d/2 ≤ p ≤ q.
Therefore, by combining the inequalities (2.5.15) and (2.5.13) we find that
(2.5.16) ‖u0‖W 2,pA1 (X) ≤ 2C3‖d
∗
A0(A−A0)‖Lp(X),
for 1 < p <∞ and d/2 ≤ p ≤ q.
Using dA0u = dA0u0 and (2.5.7) and the facts that |u| ≤ 1 and |u−1| ≤ 1 on X , we
obtain
(2.5.17) ‖B −A0‖Lp(X) ≤ ‖A−A0‖Lp(X) + ‖dA0u0‖Lp(X).
From (2.5.17) and (2.5.16), we see that
‖B −A0‖Lp(X) ≤ ‖A−A0‖Lp(X) + ‖u0‖W 1,pA1 (X)
≤ ‖A−A0‖Lp(X) + 2C3‖d∗A0(A−A0)‖Lp(X).
Using A0 = A1 + a0, we have
d∗A0(A−A0) = d∗A1(A−A0) + a0 × (A−A0)
and
‖d∗A0(A−A0)‖Lp(X) ≤ z‖A−A0‖W 1,pA1 (X) + z‖a0‖L2p(X)‖A−A0‖L2p(X).
Applying the continuous Sobolev embedding, W 1,p(X) ⊂ L2p(X), with norm C0 =
C0(g, p) ∈ [1,∞) and the Kato Inequality [43, Equation (6.20)],
(2.5.18) ‖d∗A0(A−A0)‖Lp(X) ≤ z‖A− A0‖W 1,pA1 (X)
+ zC20‖a0‖W 1,pA1 (X)‖A−A0‖W 1,pA1 (X).
Thus,
(2.5.19) ‖B−A0‖Lp(X) ≤ C4‖A−A0‖W 1,pA1 (X), for 1 < p <∞ and d/2 ≤ p ≤ q,
38 2. EXISTENCE OF COULOMB GAUGE TRANSFORMATIONS
where C4 = C4(A0, A1, g, G, p, q) ∈ [1,∞), giving the desired Lp estimate (2.5.4)
for B −A0.
We now estimate the Lp norms of the covariant derivatives of the right-hand
side of the identity (2.5.7). Considering the term u−1dA0u in the right-hand side
of the identity (2.5.7) and recalling that ∇A0u = dA0u = dA0u0, we have
∇A0(u−1dA0u0) = −u−1(∇A0u0)u−1 ⊗ dA0u0 + u−1∇A0dA0u0.
First, if d/2 ≤ p < d and using the continuous multiplication, Lp∗(X)× Ld(X)→
Lp(X),
‖∇A0(u−1dA0u0)‖Lp(X) ≤ ‖∇A0u0‖Lp∗(X)‖∇A0u0‖Ld(X) + ‖∇2A0u0‖Lp(X)
≤ C20‖∇A0u0‖2W 1,pA0 (X) + ‖∇
2
A0u0‖Lp(X)
≤ C20‖u0‖2W 2,pA0 (X) + ‖u0‖W 2,pA0 (X).
Second, if p = d and using the continuous multiplication, L2d(X) × L2d(X) →
Ld(X),
‖∇A0(u−1dA0u0)‖Ld(X) ≤ ‖∇A0u0‖L2d(X)‖∇A0u0‖L2d(X) + ‖∇2A0u0‖Ld(X)
≤ C20‖∇A0u0‖2W 1,dA0 (X) + ‖∇
2
A0u0‖Ld(X)
≤ C20‖u0‖2W 2,dA0 (X) + ‖u0‖W 2,dA0 (X).
Third, if p > d,
‖∇A0(u−1dA0u0)‖Lp(X) ≤ ‖∇A0u0‖L∞(X)‖∇A0u0‖Lp(X) + ‖∇2A0u0‖Lp(X)
≤ C20‖∇A0u0‖2W 1,pA0 (X) + ‖∇
2
A0u0‖Lp(X)
≤ C20‖u0‖2W 2,pA0 (X) + ‖u0‖W 2,pA0 (X).
Thus, by combining the three preceding cases and applying Lemma B.2 (5),
(2.5.20) ‖∇A0(u−1dA0u0)‖Lp(X) ≤ C26C20‖u0‖2W 2,pA1 (X) + C6‖u0‖W 2,pA1 (X),
for d/2 ≤ p ≤ q,
where C6 = C6(A0, A1, g, p, q) ∈ [1,∞) is the constant in Lemma B.2 (5). By
combining the bound (2.5.20) for ‖∇A0(u−1dA0u0)‖Lp(X) with (2.5.16), we find
that
‖∇A0(u−1dA0u0)‖Lp(X) ≤ 2C26C20C3‖d∗A0(A−A0)‖2Lp(X)
+ 2C6C3‖d∗A0(A−A0)‖Lp(X),
for 1 < p <∞ and d/2 ≤ p ≤ q.
But
(2.5.21) ‖d∗A0(A−A0)‖Lp(X) ≤ z‖A−A0‖W 1,pA0 (X),
for a generic constant z = z(g) ∈ [1,∞), and by Lemma B.2 (3),
(2.5.22) ‖A−A0‖W 1,pA0 (X) ≤ C7‖A−A0‖W 1,pA1 (X),
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where C7 = C7(A0, A1, g, p) ∈ [1,∞) is the constant in Lemma B.2 (3), and because
A is now assumed to obey (2.5.5), that is,
‖A−A0‖W 1,pA1 (X) ≤M,
we obtain
‖∇A0(u−1dA0u0)‖Lp(X) ≤ 2C6C3(zC6C7C20M + 1)‖d∗A0(A−A0)‖Lp(X),
for 1 < p <∞ and d/2 ≤ p ≤ q,
and thus by (2.5.21) and (2.5.22),
(2.5.23) ‖∇A0(u−1dA0u0)‖Lp(X)
≤ 2z2C6C7C3(zC6C7C20M + 1)‖A−A0‖W 1,pA1 (X),
for 1 < p <∞ and d/2 ≤ p ≤ q.
Considering the term u−1(A − A0)u in the right-hand side of (2.5.7), we discover
that
∇A0(u−1(A−A0)u) = −u−1(∇A0u)u−1 ⊗ (A−A0)u+ u−1(∇A0(A−A0))u
+ u−1(A−A0)⊗∇A0u.
Noting that ∇A0u = ∇A0u0 and ‖u‖C(X) ≤ 1, the preceding identity gives, for
d/2 ≤ p < d,
‖∇A0(u−1(A−A0)u)‖Lp(X)
≤ 2‖∇A0u0‖Lp∗(X)‖A−A0‖Ld(X) + ‖∇A0(A−A0)‖Lp(X)
≤ 2C20‖∇A0u0‖W 1,pA0 (X)‖A−A0‖W 1,pA0 (X) + ‖∇A0(A−A0)‖Lp(X)
≤ 2C20‖u0‖W 2,pA0 (X)‖A−A0‖W 1,pA0 (X) + ‖∇A0(A−A0)‖Lp(X).
Second, for the case p = d,
‖∇A0(u−1(A−A0)u)‖Ld(X)
≤ 2‖∇A0u0‖L2d(X)‖A−A0‖L2d(X) + ‖∇A0(A−A0)‖Ld(X)
≤ 2C20‖∇A0u0‖W 1,dA0 (X)‖A−A0‖W 1,dA0 (X) + ‖∇A0(A−A0)‖Ld(X)
≤ 2C20‖u0‖W 2,pA0 (X)‖A−A0‖W 1,dA0 (X) + ‖∇A0(A−A0)‖Ld(X).
Third, for the case d < p <∞,
‖∇A0(u−1(A−A0)u)‖Lp(X)
≤ 2‖∇A0u0‖L∞(X)‖A−A0‖Lp(X) + ‖∇A0(A−A0)‖Lp(X)
≤ 2C0‖∇A0u0‖W 1,pA0 (X)‖A−A0‖Lp(X) + ‖∇A0(A−A0)‖Lp(X)
≤ 2C0‖u0‖W 2,pA0 (X)‖A−A0‖Lp(X) + ‖∇A0(A−A0)‖Lp(X).
Hence, the combination of the preceding three cases gives
‖∇A0(u−1(A−A0)u)‖Lp(X)
≤ 2C20‖u0‖W 2,pA0 (X)‖A−A0‖W 1,pA0 (X) + ‖∇A0(A−A0)‖Lp(X),
for p <∞ and d/2 ≤ p ≤ q.
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Applying Lemma B.2, Items (3) and (5), yields
(2.5.24) ‖∇A0(u−1(A− A0)u)‖Lp(X)
≤ 2C6C7C20‖u0‖W 2,pA1 (X)‖A−A0‖W 1,pA1 (X)
+ C7‖A−A0‖W 1,pA1 (X), for p <∞ and d/2 ≤ p ≤ q.
Therefore, combining the inequalities (2.5.16) and (2.5.24) yields
(2.5.25) ‖∇A0(u−1(A− A0)u)‖Lp(X)
≤ 4C6C7C20C3‖d∗A0(A−A0)‖Lp(X)‖A−A0‖W 1,pA1 (X)
+ C7‖A−A0‖W 1,pA1 (X),
for 1 < p <∞ and d/2 ≤ p ≤ q.
From (2.5.5) and (2.5.21), we see that (2.5.25) simplifies to give
(2.5.26) ‖∇A0(u−1(A− A0)u)‖Lp(X)
≤ (4zC6C7C20C3M + 1)C7‖A−A0‖W 1,pA1 (X),
for 1 < p <∞ and d/2 ≤ p ≤ q.
From the identity (2.5.7) (noting again that dA0u = dA0u0) we have
‖∇A0(B −A0)‖Lp(X) ≤ ‖∇A0(u−1(A−A0)u‖Lp(X) + ‖∇A0(u−1dA0u0)‖Lp(X).
Combining the preceding estimate with the inequalities (2.5.23) and (2.5.26) gives
(2.5.27) ‖∇A0(B −A0)‖Lp(X) ≤ C5‖A−A0‖W 1,pA1 (X),
for 1 < p <∞ and d/2 ≤ p ≤ q,
with a constant C5 = C5(A0, A1, g, G,M, p, q) ∈ [1,∞). Finally, from (2.5.19)
and (2.5.27) and Lemma B.2 (3) we obtain the desired W 1,pA1 bound (2.5.6) for
u(A)−A0 in terms of A−A0, recalling that B = u(A), with large enough constant
N = N(A0, A1, g, G,M, p, q) ∈ [1,∞) and under the hypothesis (2.5.2) with small
enough constant ε = ε(A0, A1, g, G, p, q) ∈ (0, 1]. 
The proof of Proposition 2.5.1 also yields the following useful
Lemma 2.5.2 (A priori W 2,p estimate for aW 2,q gauge transformation u inter-
twining twoW 1,q connections). Assume the hypotheses of Proposition 2.5.1, exclud-
ing those on the connection A. Then there is a constant C = C(A0, A1, g, G, p, q) ∈
[1,∞) with the following significance. If A obeys the hypotheses of Proposition 2.5.1
and u ∈ Aut2,q(P ) is the resulting gauge transformation, depending on A and A0,
such that
d∗A0(u(A)−A0) = 0,
and furthermore
(2.5.28) ‖A−A0‖W 1,pA1 (X) ≤ ε,
then
‖u‖W 2,pA1 (X) ≤ C.
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Proof. Write u = u0 + γ as in the proof of Proposition 2.5.1, with u0 ∈
(Ker∆A0)
⊥ and γ ∈ Ker∆A0 , and observe that
‖u‖W 2,pA1 (X) ≤ C
(‖∆A0u‖Lp(X) + ‖u‖Lp(X)) (by Proposition 2.2.1)
= C
(‖∆A0u0‖Lp(X) + ‖u‖Lp(X))
≤ C (‖d∗A0(A−A0)‖Lp(X) + ‖u‖Lp(X)) (by (2.5.15))
≤ C
(
1 + ‖A0 −A1‖W 1,pA1 (X)
)
‖A−A0‖W 1,pA1 (X) + C‖u‖Lp(X) (by (2.5.18))
≤ C
(
1 + ‖A0 −A1‖W 1,pA1 (X)
)
ε+ C Volg(X)
1/p,
where the last inequality follows from (2.5.28) and the fact that |u| ≤ 1 pointwise.
This completes the proof. 
2.6. Existence of Coulomb gauge transformations for connections that
are W 1,d/2-close to a reference connection
Finally, we can proceed to the
Proof of Theorem 14. We shall apply the method of continuity, modeled
on the proofs of [114, Theorem 2.1] due to Uhlenbeck and [27, Proposition 2.3.13]
due to Donaldson and Kronheimer. For a related application of the method of
continuity, see the proof [34, Theorem 1.1] due to the first author.
We begin by defining a one-parameter family of W 1,q connections by setting
(2.6.1) At := A0 + t(A−A0), ∀ t ∈ [0, 1],
and observe that their curvatures are given by
F (At) = FA0 + tdA0(A−A0) +
t2
2
[A−A0, A−A0],
and they obey the bounds,
‖F (At)‖Lq(X) ≤ ‖FA0‖Lq(X) + ‖dA0(A−A0)‖Lq(X) +
c0
2
‖A−A0‖2L2q(X)
≤ ‖FA0‖Lq(X) + ‖dA0(A−A0)‖Lq(X) + c‖A−A0‖2W 1,qA1 (X),
with c0 ∈ [1,∞) and c = c(g, q) ∈ [1,∞) and where we use the Sobolev embed-
ding, W 1,q(X) ⊂ L2q(X) [4, Theorem 4.12] and the Kato Inequality [43, Equation
(6.20)] to obtain the last inequality. Note that we have a continuous embedding,
W 1,q(X) ⊂ L2q(X), when a) q < d and 2q ≤ q∗ := dq/(d− q), that is 2d− 2q ≤ d
or q ≥ d/2, as implied by our hypotheses, or b) q ≥ d. Therefore,
(2.6.2) ‖F (At)‖Lq(X) ≤ K, ∀ t ∈ [0, 1],
for K = K(A,A0, G, g, q) ∈ [1,∞), noting that FA0 ∈ Lq(X ; Λ2 ⊗ adP ) since A0 is
of class W 1,q.
Let S denote the set of t ∈ [0, 1] such that there exists a W 2,q gauge transfor-
mation ut ∈ Aut(P ) with the property that
d∗A0(ut(At)−A0) = 0 and ‖ut(At)−A0‖W 1,pA1 (X) < 2N‖At −A0‖W 1,pA1 (X),
where N is the constant in Proposition 2.5.1. Clearly, 0 ∈ S since the identity
automorphism of P is the required gauge transformation in that case, so S is non-
empty. As usual, we need to show that S is an open and closed subset of [0, 1].
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Step 1 (S is open). To prove openness, we shall adapt the argument of Don-
aldson and Kronheimer in [27, Section 2.3.8]. We apply the Implicit Function
Theorem to the gauge fixing equation,
d∗A0(ut(At)−A0) = d∗A0
(
u−1t (At −A0)ut + u−1t dA0ut
)
= 0.
As usual, we denote Bt = ut(At) for convenience, for t ∈ S. Let t0 ∈ S, so we have
d∗A0 (ut0(At0)−A0) = 0 and ‖ut0(At0)−A0‖W 1,pA1 (X) < 2N‖At0 −A0‖W 1,pA1 (X).
Our task is to show that t0 + s ∈ S for |s| sufficiently small, that is, there exists
ut0+s ∈ Aut2,q(P ) such that the preceding two properties hold with t0 replaced by
t0+ s. By the hypothesis (1.5.1) of Theorem 14, we have ‖A−A0‖W 1,pA1 (X) < ζ and
thus, since
At0 −A0 = A0 + t0(A−A0)−A0 = t0(A−A0)
and t0 ∈ [0, 1], we see that
‖At0 −A0‖W 1,pA1 (X) < ζ,
and so
‖ut0(At0)−A0‖W 1,pA1 (X) < 2Nζ.
It will be convenient to define a ∈ W 1,qA1 (X ; Λ1 ⊗ adP ) by
(2.6.3) ut0(At0) =: A0 + a,
The preceding inequality ensures that
(2.6.4) ‖a‖W 1,pA1 (X) < 2Nζ.
We shall seek a solution ut0+s ∈ Aut2,q(P ) to the gauge-fixing equation,
d∗A0(ut0+s(At0+s)−A0) = 0.
In particular, we shall seek a solution in the form
ut0+s = e
χsut0 , for χs ∈ W 2,qA1 (X ; adP ),
so the gauge-fixing equation becomes
(2.6.5) d∗A0(e
χsut0(At0+s)−A0) = 0.
For s ∈ R, it will be convenient to define bs ∈ W 1,qA1 (X ; Λ1 ⊗ adP ) by
(2.6.6) ut0(At0+s) =: A0 + a+ bs.
We can determine bs explicitly using At0+s = A0 + (t0 + s)(A−A0), so that
ut0(At0+s)−A0 = u−1t0 ((t0 + s)(A−A0))ut0 + u−1t0 dA0ut0
= u−1t0 (t0(A−A0))ut0 + u−1t0 dA0ut0 + u−1t0 (s(A−A0))ut0
= u−1t0 (At0 −A)ut0 + u−1t0 dA0ut0 + u−1t0 (s(A −A0))ut0
= ut0(At0 )−A0 + su−1t0 (A−A0)ut0
= a+ su−1t0 (A−A0)ut0 (by (2.6.3)),
and thus
(2.6.7) bs = su
−1
t0 (A−A0)ut0 , s ∈ R.
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Note that ut0 ∈ Aut2,q(P ) and so we have the estimate,
(2.6.8) ‖bs‖W 1,qA1 (X) ≤ |s|C0‖A−A0‖W 1,qA1 (X), s ∈ R,
for C0 = C0(A0, g, q, t0) ∈ [1,∞). In particular, bs → 0 in W 1,qA1 (X ; Λ1 ⊗ adP )
strongly as s→ 0.
The gauge fixing equation (2.6.5) takes the form
eχsut0(At0+s)−A0 = eχs(A0 + a+ bs)−A0
= e−χs(a+ bs)e
χs + e−χsdA0(e
χs).
The equation to be solved is then H(χs, bs) = 0, where
(2.6.9) H(χ, b) := d∗A0
(
e−χ(a+ b)eχ + e−χdA0(e
χ)
)
.
For any q > d/2, the expression (2.6.9) for H defines a smooth map,
(2.6.10) H : (Ker∆A0)
⊥ ∩W 2,qA1 (X ; adP )×W
1,q
A1
(X ; Λ1 ⊗ adP )
→ (Ker∆A0)⊥ ∩ Lq(X ; adP ).
Here, we note that if ξ = d∗A0aξ for some aξ ∈ W
1,q
A1
(X ; Λ1⊗adP ), then ξ ⊥ Ker∆A0 ,
as implied by the preceding expression for H . Indeed, for any γ ∈ Ker∆A0 ,
(ξ, γ)L2(X) = (d
∗
A0aξ, γ)L2(X) = (aξ, dA0γ)L2(X) = 0.
Hence, the image of H is contained in (Ker∆A0)
⊥ ∩ Lq(X ; adP ).
The Implicit Function Theorem asserts that if the partial derivative,
(D1H)(0,0) : (Ker∆A0)
⊥ ∩W 2,qA1 (X ; adP )→ (Ker∆A0)⊥ ∩ Lq(X ; adP ),
is surjective, then for small b ∈ W 1,qA1 (X ; Λ1 ⊗ adP ) there is a small solution χ ∈
W 2,qA1 (X ; adP ) to H(χ, b) = 0 and that is L
2-orthogonal to Ker∆A0 .
Now the linearization, (D1H)(0,0), of the mapH at the origin (0, 0) with respect
to variations in χ is given by
(D1H)(0,0)χ = d
∗
A0dA0+aχ.
But ‖a‖W 1,pA1 (X) < 2Nζ by (2.6.4) and because of the continuous Sobolev embed-
dings provided by [4, Theorem 4.12],
W 1,p(X) ⊂ Ld(X), for d ≥ 3 and p ≥ d/2,
W 1,p(X) ⊂ L4(X), for d = 2 and p ≥ 2,
we obtain,
‖a‖Ld(X) < 2C1Nζ when d ≥ 3 and ‖a‖L4(X) < 2C1Nζ when d = 2,
where C1 = C1(g, p) ∈ [1,∞) is the norm of the Sobolev embedding employed. By
the hypothesis of Theorem 14, we can choose ζ ∈ (0, 1] as small as desired. Hence,
the operator d∗A0dA0+a is surjective by Lemma 2.4.1.
To summarize, we have shown that if |s| is small and t0 ∈ S, then there exists
ut0+s ∈ Aut2,q(P ) such that
d∗A0(ut0+s(At0+s)−A0) = 0.
It remains to check that the following norm condition holds,
(2.6.11) ‖ut0+s(At0+s)−A0‖W 1,pA1 (X) < 2N‖At0+s −A0‖W 1,pA1 (X),
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for small enough |s|, to conclude that t0 + s ∈ S. To see this, we first note that
since At0+s = A0 + (t0 + s)(A−A0), we have
‖At0+s −A0‖W 1,pA1 (X) = (t0 + s)‖A−A0‖W 1,pA1 (X) < (t0 + s)ζ (by (1.5.1)),
and thus, for t0 + s ≤ 1 and ζ ≤ ε/C1,
‖At0+s −A0‖W 1,pA1 (X) ≤ ε/C1,
and thus,
‖At0+s −A0‖Ld(X) ≤ ε, if p < d,
‖At0+s −A0‖Ld+δ(X) ≤ ε, if p = d,
‖At0+s −A0‖Lp(X) ≤ ε, if p > d,
where ε is the constant in Proposition 2.5.1 and C1 = C1(g, p) or C1(δ, p) ∈ [1,∞)
is the norm (provided by [4, Theorem 4.12]) of the continuous Sobolev embedding,
W 1,p(X) ⊂ Ld(X) when d/2 ≤ p < d and W 1,p(X) ⊂ Ld+δ(X) when p = d. This
verifies the hypotheses (2.5.2) and (2.5.5) of Proposition 2.5.1 for At0+s − A0 (in
place of A−A0 in the statement of that proposition).
On the other hand,
‖ut0+s(At0+s)−A0‖W 1,pA1 (X)
= ‖eχsut0(At0+s)−A0‖W 1,pA1 (X)
≤ ‖eχsut0(At0+s)− ut0(At0+s)‖W 1,pA1 (X) + ‖ut0(At0+s)−A0‖W 1,pA1 (X)
= ‖eχsut0(At0+s)− ut0(At0+s)‖W 1,pA1 (X) + ‖a+ bs‖W 1,pA1 (X) (by (2.6.6)).
The inequalities (1.5.1), (2.6.4), and (2.6.8) (which also holds with p in place of q)
yield the bound
‖a+ bs‖W 1,pA1 (X) ≤ ‖a‖W 1,pA1 (X) + ‖bs‖W 1,pA1 (X)
< 2Nζ + |s|C0‖A−A0‖W 1,pA1 (X)
≤ 2Nζ + |s|C0ζ
≤ ε/(2C1),
for small enough ζ. (We could also have used ‖bs‖W 1,qA1 (X) ≤ C0‖A − A0‖W 1,qA1 (X)
and the continuous embedding W 1,q(X) ⊂ W 1,p(X) and rely on our freedom to
also choose |s| small.) But if |s| is small then so is ‖bs‖W 1,qA1 (X) by (2.6.8) and hence
‖χs‖W 2,qA1 (X) is small by the Implicit Function Theorem
4 and so we may assume
that
‖eχsut0(At0+s)− ut0(At0+s)‖W 1,pA1 (X) ≤ ε/(2C1),
for small enough |s|. Collecting the preceding inequalities gives
‖ut0+s(At0+s)−A0‖W 1,pA1 (X) ≤ ε/C1,
4The Quantitative Implicit Function Theorem F.1 can be used to give a precise bound on χs
given a bound on bs.
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and thus,
‖ut0+s(At0+s)−A0‖Ld(X) ≤ ε, if p < d,
‖ut0+s(At0+s)−A0‖Ld+δ(X) ≤ ε, if p = d,
‖ut0+s(At0+s)−A0‖Lp(X) ≤ ε, if p > d,
verifying the hypotheses (2.5.2) and (2.5.5) of Proposition 2.5.1 for ut0+s(At0+s)−
A0 (in place of u(A)−A0 in the statement of that proposition).
Hence, Proposition 2.5.1 yields the bound
‖ut0+s(At0+s)−A0‖W 1,pA1 (X) ≤ N‖At0+s −A0‖W 1,pA1 (X)
< 2N‖At0+s −A0‖W 1,pA1 (X).
This verifies the norm condition (2.6.11) and we conclude that t0+ s ∈ S and so S
is open.
Step 2 (S is closed). For closedness, we adapt the argument in [27, Section
2.3.7]. Set Bt := ut(At) for t ∈ S and observe that the inequality (2.6.2) yields
‖F (Bt)‖Lq(X) = ‖F (ut(At))‖Lq(X) = ‖ut(F (At))‖Lq(X)
= ‖F (At)‖Lq(X) ≤ K, ∀ t ∈ S.
Let {tm}m∈N ⊂ S be a sequence and suppose that tm → t∞ ∈ [0, 1] as m → ∞.
Since q > d/2 by hypothesis, the Uhlenbeck Weak Compactness [114, Theorem
1.5 = 3.6] (see also [120, Theorem 7.1] for a recent exposition) implies that there
exists a subsequence {m′} ⊂ {m} and, after relabeling, a sequence of W 2,q gauge
transformations, {utm}m∈N ⊂ Aut(P ) and a W 1,q connection B∞ on P such that,
as m→∞, we have
Btm ⇀ B∞ weakly in W
1,q
A1
(X ; Λ1 ⊗ adP ).
Hence, for a) q < d and r < q∗ := dq/(d− q), or b) q ≥ d and r <∞, the Rellich–
Kondrachov Theorem [4, Theorem 6.3] implies that there is a compact embedding
of Sobolev spaces,W 1,q(X) ⋐ Lr(X), and hence there exists a subsequence {m′′} ⊂
{m} such that, after again relabeling, as m→∞ we have
Btm → B∞ strongly in Lr(X ; Λ1 ⊗ adP ).
The W 2,q gauge transformations ut intertwine the W
1,q connections At and Bt via
the relation (2.5.7),
Bt = A0 + tu
−1
t (A−A0)ut + u−1t dA0ut,
and thus
dA0ut = utBt − utA0 − t(A−A0)ut, ∀ t ∈ [0, 1].
Because Atm → A∞ := A0 + t∞(A−A0) strongly in W 1,q (see (2.6.1)) and Btm ⇀
B∞ weakly in W
1,q and Btm → B∞ strongly in Lr as m→∞, there exists a W 2,q
gauge transformation u∞ ∈ Aut(P ) such that, as m→∞,
utm ⇀ u∞ weakly in W
2,q
A1
(X ; AdP ) and
utm → u∞ strongly in W 1,rA1 (X ; AdP ).
In particular,
B∞ = u∞(A∞) and d
∗
A0(u∞(A∞)−A0) = 0.
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The Coulomb gauge condition follows from the fact that, for any ξ ∈ C∞(X ; adP ),
we have
0 = lim
m→∞
(d∗A0(utm(Atm)−A0), ξ)L2(X)
= lim
m→∞
(utm(Atm)−A0, dA0ξ)L2(X)
= (u∞(A∞)−A0, dA0ξ)L2(X)
= (d∗A0(u∞(A∞)−A0), ξ)L2(X).
Similarly, for any a ∈ Ω1(X ; adP ),
lim
m→∞
(Btm −A0, a)L2(X) = lim
m→∞
(utm(Atm)−A0, a)L2(X)
= lim
m→∞
(u−1tm (Atm −A0)utm + u−1tm dA0utm , a)L2(X)
= lim
m→∞
((Atm −A0)utm + dA0utm , utma)L2(X)
= ((A∞ −A0)u∞ + dA0u∞, u∞a)L2(X)
= (u−1∞ (A∞ −A0)u∞ + u−1∞ dA0u∞, a)L2(X)
= (u∞(A∞)−A0, a)L2(X).
We now wish to apply Proposition 2.5.1 to bound ‖ut∞(At∞) − A0‖W 1,pA1 (X) and
establish the remaining norm condition required to show that t∞ ∈ S. First, we
note that
‖Atm − A0‖W 1,pA1 (X) = ‖A0 + tm(A−A0)−A0‖W 1,pA1 (X)
= tm‖A−A0‖W 1,pA1 (X)
< tmζ (by hypothesis (1.5.1))
≤ ζ, ∀m ∈ N.
Because tm ∈ S, we have
‖utm(Atm)−A0‖W 1,pA1 (X) < 2N‖Atm −A0‖W 1,pA1 (X), ∀m ∈ N,
and combining this inequality with the preceding inequality yields
‖utm(Atm)−A0‖W 1,pA1 (X) < 2Nζ, ∀m ∈ N.
Since u∞(A∞) is the weak limit of utm(Atm) in W
1,q
A1
(X ; Λ1 ⊗ adP ), we have (see
[31, Appendix D.4])
‖u∞(A∞)−A0‖W 1,pA1 (X) ≤ lim infm→∞ 2N‖Atm −A0‖W 1,pA1 (X).
But Atm → At∞ strongly in W 1,qA1 (X ; Λ1⊗ adP ) by construction (2.6.1) of the path
At and as p ≤ q by hypothesis and ‖Atm −A0‖W 1,pA1 (X) < ζ for all m ∈ N, then
‖At∞ −A0‖W 1,pA1 (X) = limm→∞ ‖Atm −A0‖W 1,pA1 (X) ≤ ζ.
Combining the preceding inequalities yields
‖u∞(A∞)− A0‖W 1,pA1 (X) ≤ 2Nζ.
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We choose ζ ∈ (0, 1] small enough that ζ ≤ ε/C1 and 2Nζ ≤ ε/C1, where C1 is the
norm of the Sobolev embedding W 1,p(X) ⊂ Ld(X) when p 6= d or Ld+δ(X) when
p = d as in Step 1, and then observe that
‖At∞ −A0‖W 1,pA1 (X) ≤ ε/C1 and ‖u∞(A∞)−A0‖W 1,pA1 (X) < ε/C1.
The first inequality above verifies the hypothesis (2.5.5) of Proposition 2.5.1. More-
over,
‖At∞ −A0‖Ld(X) ≤ ε and ‖u∞(At∞)−A0‖Ld(X) ≤ ε, if p < d,
‖At∞ −A0‖Ld+δ(X) ≤ ε and ‖u∞(At∞)−A0‖Ld+δ(X) ≤ ε, if p = d,
‖At∞ −A0‖Lp(X) ≤ ε and ‖u∞(At∞)−A0‖Lp(X) ≤ ε, if p > d,
which verifies the hypothesis (2.5.2) of Proposition 2.5.1 on norms (for At∞ −A0 in
place of A−A0 and u∞(At∞)−A0 in place of u(A)−A0 in the statement of that
proposition). Since d∗A0(u∞(A∞) − A0) = 0, as required by (2.5.1), Proposition
2.5.1 implies that
‖u∞(A∞)−A0‖W 1,pA1 (X) ≤ N‖At∞ −A0‖W 1,pA1 (X) < 2N‖At∞ −A0‖W 1,pA1 (X).
Thus, t∞ ∈ S and so S is closed.
Consequently, S ⊂ [0, 1] is non-empty and open and closed by the preceding
two steps, so S = [0, 1] and this completes the proof of Theorem 14. 
2.7. Existence of Coulomb gauge transformations for connections that
are Lr-close to a reference connection
Rather than modify the proof of Theorem 14, we shall prove Theorem 15 di-
rectly for the case r > d using the Quantitaive Implicit Function Theorem F.1 for
smooth maps on Banach spaces. While the resulting proof is much easier than that
of Theorem 14 and avoids the Method of Continuity, it does not obviously yield
the full borderline case r = d involving W 1,d gauge transformations. See Remark
1.5.1 for related explanations. The issues here are well-known, namely, that W 1,d
gauge transformations need not be continuous and the map H in (2.6.9) need not
be smooth. While there versions of the Implicit Function Theorem for Lipschitz
functions on Euclidean space, it is unclear whether they hold on Banach spaces:
see Clarke [24] for a well-known example, Papi [96] for a more recent example, and
references cited therein and references citing them for examples of Implicit Function
Theorems for non-smooth functions.
Proof of Theorem 15. For a := A − A0 ∈ Lr(X ; Λ1 ⊗ adP ) and H as in
(2.6.9),
H(χ, a) := d∗A0
(
e−χaeχ + e−χdA0(e
χ)
)
,
we see that for any r > d, we have W 1,r(X) ⊂ C(X) by [4, Theorem 4.12] and so
the expression (2.6.9) for H defines a smooth map,
(2.7.1) H : (Ker∆A0)
⊥ ∩W 1,rA1 (X ; adP )× Lr(X ; Λ1 ⊗ adP )
→ (Ker∆A0)⊥ ∩W−1,rA1 (X ; adP ).
The proof that the image ofH in (2.7.1) is contained in (Ker∆A0)
⊥∩W−1,rA1 (X ; adP )
and not justW−1,rA1 (X ; adP ) is the same as the proof that the image ofH in (2.6.10)
is contained in (Ker∆A0)
⊥ ∩ Lq(X ; adP ) and not just Lq(X ; adP ).
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Given a, we will solve the equation H(χ, a) = 0 for χ using Theorem F.1, so
that d∗A0(u(A)−A0) = 0 (as asserted by Theorem 15) with u = eχ, using
X = (Ker∆A0)
⊥ ∩W 1,rA1 (X ; adP ),
Y = Lr(X ; Λ1 ⊗ adP ),
Z = (Ker∆A0)
⊥ ∩W−1,rA1 (X ; adP ),
and (χ0, a0) = (0, 0) and interchanging the roles of the first and second variables.
From Remark 2.7.1, we compute the partial derivative of H(χ, a) with respect
to χ at the origin to be (D1H)(0,0) = d
∗
A0
dA0 and so we must first verify that the
operator
(2.7.2) (D1H)(0,0) : (Ker∆A0)
⊥ ∩W 1,rA1 (X ; adP )→ (Ker∆A0)⊥ ∩W
−1,r
A1
(X ; adP )
is an isomorphism of Banach spaces. We temporarily assume that A0 is C
∞ and
observe that
d∗A0dA0 :W
1,r
A1
(X ; adP )→W−1,rA1 (X ; adP )
is Fredholm with index zero by standard elliptic theory with the usual kernel and
range for any r ∈ (1,∞): see the proof of Proposition C.1 via Theorem A.1. (While
we might allow A0 to be a W
1,q Sobolev connection in this step with q ∈ (d/2,∞)
and r ∈ (d,∞), the proof of the analogue of Corollary C.2, the proof of such
a refinement would be quite technical.) In particular, Theorem A.1 implies that
(2.7.2) is an isomorphism.
In order to verify the remaining hypotheses (F.2) of Theorem F.1 and prove
the estimate in the conclusion of Theorem 15 via (F.3c), we shall need to identify
the dependencies of the constants M and β. Since
Exp :W 1,rA1 (X ; adP )→W
1,r
A1
(X ; adP )
is the smooth map defined by the smooth exponential map, exp : g → G, for the
Lie group G with Lie algebra g = T1G, and the domain of exp is all of g by [63,
Proposition 9.2.5], then the domain of Exp is all of W 1,rA1 (X ; adP ). The constant
M =M(A0, A1, g, G, r) in (F.2a) is given by
M = ‖D1H(0, 0)‖L (K⊥∩W 1,r ,K⊥∩W−1,r) = ‖(d∗A0dA0)−1‖L (K⊥∩W 1,r ,K⊥∩W−1,r),
where we abbreviate
K =W 1,rA1 (X ; adP ) ∩Ker d∗A0dA0 ,
W 1,r =W 1,rA1 (X ; adP ), and
W−1,r =W−1,rA1 (X ; adP ).
To satisfy the hypothesis (F.2b), we choose ζ = ζ(A0, A1, g, G, r) ∈ (0, 1] small
enough that
sup
(χ,a)∈U×V
‖D1H(χ, a)−D1H(0, 0)‖L 2(K⊥∩W 1,r×Lr,K⊥∩W−1,r)
≤ sup
(χ,a)∈U×V
‖D1H(χ, a)−D1H(0, 0)‖L 2(W 1,r×Lr,W−1,r) ≤
1
2M
,
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where we abbreviate
Lr = Lr(X ; Λ1 ⊗ adP ),
U =
{
χ ∈W 1,rA1 (X ; adP ) : ‖χ‖W 1,rA1 (X) < ζ
}
,
V =
{
a ∈ Lr(X ; Λ1 ⊗ adP ) : ‖a‖Lr(X) < ζ
}
.
Finally, the constant β = β(A0, A1, g, G, r) in (F.2c) is given by
β = sup
(χ,a)∈U×V
‖D2H(χ, a)‖L (Lr,K⊥∩W−1,r).
Theorem F.1 now provides constants δ = δ(A0, A1, g, G, r) ∈ (0, 1/(2βM)] and
C = C(A0, A1, g, G, r) ∈ (0, 1] and a smooth map,
χ :
{
b ∈ Lr(X ; Λ1 ⊗ adP ) : ‖b‖Lr(X) < δ
} ∋ a
7→ χ(a) ∈ (Ker∆A0)⊥ ∩
{
χ ∈W 1,rA1 (X ; adP ) : ‖χ‖W 1,rA1 (X) < ζ
}
,
such that
H(χ(a), a) = 0, ∀ a ∈ Lr(X ; Λ1 ⊗ adP ) with ‖a‖Lr(X) < δ,
that is, theW 1,r gauge transformation u = eχ defined by theW 1,r section χ = χ(a)
obeys
d∗A0(u(A)−A0) = 0,
‖u(A)− A0‖Lr(X) < C‖A−A0‖Lr(X),
as required by Theorem 15. We can approximate any W 1,q connection A0 by a
C∞ connection A˜0 (see [4, Theorem 3.17]) and so the preceding conclusions follow
by approximation for W 1,q connections A0 and continuity of the constants M and
β with respect to variations of A0 in the W
1,q norm. (The proof of the latter
continuity would be very similar to the proof of Corollary C.2, but simpler since
we only require continuity and not compactness of Sobolev embeddings and thus is
omitted.)
Finally, because A is a W 1,q connection, then a = A − A0 is in W 1,q and to
show that χ and u are in W 2,q, we can apply the proof of Lemma 2.3.1 to the
nonlinear, second-order elliptic equation,
d∗A0
(
u−1au+ u−1dA0u
)
= 0,
to obtain the desired regularity for u. (Details of the proof are omitted since they
will be very similar to those in the proof of Lemma 2.3.1.) This completes the proof
of Theorem 15. 
Remark 2.7.1 (Computation of partial derivatives ofH(χ, a) in (2.6.9)). While
unnecessary for the proof of Theorem 15, one can explicitly compute the partial
derivatives, DiH(χ, a), for i = 1, 2. Observe that the expression (2.6.9) yields
D1H(χ, a)ξ = d
∗
A0
(−((De−χ)ξ)aeχ + e−χa(Deχ)ξ(2.7.3a)
−((De−χ)ξ)dA0 (eχ) + e−χdA0(Deχ)ξ)
)
,
D2H(χ, a)b := d
∗
A0
(
e−χbeχ
)
,(2.7.3b)
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where (Deχ)ξ := (DExp)(χ)ξ ∈ W 1,rA1 (X ; adP ). Recall that (D exp)(0) = idg by
[63, Proposition 9.2.5] and so (D Exp)(0) = idP when χ = 0 and we see that
(2.7.3a) becomes
D1H(0, a)ξ = d
∗
A0(−ξa+ aξ + dA0ξ) = d∗A0(dA0ξ + [a, ξ]) = d∗A0dA0+aξ,
using dA0 idP = 0, and thusD1H(0, 0) = d
∗
A0
dA0 while (2.7.3b) becomesD2H(0, a)b =
d∗A0b, for any a ∈ Lr(X ; Λ1 ⊗ adP ).
2.8. Real analytic Banach manifold structure on the quotient space of
connections
The statements and proofs of Lemmata 2.8.1 and 2.8.2 would follow standard
lines (see Gilkey [48, Theorem 1.5.2], for example) if the operators
dA : Ω
l(X ; adP )→ Ωl+1(X ; adP ), l ≥ 0,
had C∞ coefficients, rather than Sobolev coefficients as we allow here, and formed
an elliptic complex, rather than only satisfying dA ◦ dA = FA.
Lemma 2.8.1 (Continuous operators on Lp spaces and L2-orthogonal decompo-
sitions). Let (X, g) be a closed, smooth Riemannian manifold of dimension d ≥ 2,
and G be a compact Lie group, and P be a smooth principal G-bundle over X. If
A is a connection on P of class W 1,q with q ≥ d/2, and A1 is a C∞ is reference
connection on P , and l ≥ 1 is an integer, and p obeys d/2 ≤ p ≤ q, then the
operator
d∗A :W
1,p
A1
(X ; Λl ⊗ adP )→ Lp(X ; Λl−1 ⊗ adP ),
is continuous and, if in addition q > d/2, then the operator
dA :W
2,p
A1
(X ; Λl−1 ⊗ adP )→W 1,pA1 (X ; Λl ⊗ adP ),
is also continuous, and there is an L2-orthogonal decomposition,
W 1,pA1 (X ; Λ
l ⊗ adP ) = Ker
(
d∗A :W
1,p
A1
(X ; Λl ⊗ adP )→ Lp(X ; Λl−1 ⊗ adP )
)
⊕ Ran
(
dA :W
2,p
A1
(X ; Λl−1 ⊗ adP )→ W 1,pA1 (X ; Λl ⊗ adP )
)
.
Proof. If ξ ∈ W 2,pA1 (X ; Λl−1 ⊗ adP ) and we write A = A1 + a, with a ∈
W 1,qA1 (X ; Λ
1 ⊗ adP ), then dAξ = dA1ξ + [a, ξ] and using the fact that W 1,p(X) ⊂
L2p(X) for any p ≥ d/2 by [4, Theorem 4.12] and applying the Kato Inequality
[43, Equation (6.20],
‖dAξ‖Lp(X) ≤ z
(‖∇A1ξ‖Lp(X) + ‖a‖L2p(X)‖ξ‖L2p(X))
≤ z
(
‖∇A1ξ‖Lp(X) + ‖a‖W 1,pA1 (X)‖ξ‖W 1,pA1 (X)
)
≤ z
(
1 + ‖a‖W 1,qA1 (X)
)
‖ξ‖W 1,pA1 (X),
where z = z(g,G, p, q) ∈ [1,∞) and we use the fact that q ≥ p. Similarly,
‖d∗Aξ‖Lp(X) ≤ z
(
1 + ‖a‖W 1,qA1 (X)
)
‖ξ‖W 1,pA1 (X)
and so the operator d∗A :W
1,p
A1
(X ; Λl ⊗ adP )→ Lp(X ; Λl−1 ⊗ adP ) is continuous.
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Moreover, defining r ∈ [p,∞] by 1/p = 1/q + 1/r, we recall that by [4, The-
orem 4.12] we have i) W 2,p(X) ⊂ Lr(X) for any r ∈ [1,∞) when p = d/2, and
ii) W 2,p(X) ⊂ L∞(X) when p > d/2. Thus, using
∇A1dAξ = ∇A1dA1ξ +∇A1a× ξ + a×∇A1ξ,
we see that
‖∇A1dAξ‖Lp(X)
≤ z (‖∇2A1ξ‖Lp(X) + ‖∇A1a‖Lq(X)‖ξ‖Lr(X) + ‖a‖L2p(X)‖∇A1ξ‖L2p(X))
≤ z
(
‖∇2A1ξ‖Lp(X) + ‖∇A1a‖Lq(X)‖ξ‖W 2,pA1 (X) + ‖a‖W 1,pA1 (X)‖∇A1ξ‖W 1,pA1 (X)
)
≤ z
(
1 + ‖a‖W 1,qA1 (X)
)
‖ξ‖W 2,pA1 (X).
We conclude that the operator
dA :W
2,p
A1
(X ; Λl−1 ⊗ adP )→W 1,pA1 (X ; Λl ⊗ adP )
is also continuous.
Note that W 1,p(X) ⊂ L2(X) when p ≥ 2 or, when 1 ≤ p < 2, if p∗ :=
dp/(d− p) ≥ 2, that is, dp ≥ 2d− 2p or p ≥ 2d/(d+2). But p ≥ d/2 by hypothesis
and d/2 ≥ 2d/(d + 2) for all d ≥ 2, so we have W 1,p(X) ⊂ L2(X) for all p ≥ d/2
and d ≥ 2. Using ⊥ to denote L2-orthogonal complement and ⊕ to denote L2-
orthogonal decomposition, we have
W 1,pA1 (X ; Λ
l ⊗ adP )
=
(
Ran
(
dA : W
2,p
A1
(X ; Λl−1 ⊗ adP )→W 1,pA1 (X ; Λl ⊗ adP )
))⊥
⊕ Ran
(
dA :W
2,p
A1
(X ; Λl−1 ⊗ adP )→W 1,pA1 (X ; Λl ⊗ adP )
)
.
For all η ∈ W 1,pA1 (X ; Λl ⊗ adP ) and ξ ∈W
2,p
A1
(X ; Λl−1 ⊗ adP ) we have
(η, dAξ)L2(X) = (d
∗
Aη, ξ)L2(X)
and so
η ⊥ Ran(dA :W 2,pA1 (X ; Λl−1 ⊗ adP )→W
1,p
A1
(X ; Λl ⊗ adP ))
if and only if
η ∈ Ker(d∗A :W 1,pA1 (X ; Λl ⊗ adP )→ Lp(X ; Λl−1 ⊗ adP )).
This concludes the proof of the lemma. 
Although not required by the proofs of Lemma 2.8.1 or Corollary 18, it is useful
to note that the operator dA in that statement has closed range.
Lemma 2.8.2 (Closed range operators on Lp spaces). Let (X, g) be a closed,
smooth Riemannian manifold of dimension d ≥ 2, and G be a compact Lie group,
and P be a smooth principal G-bundle over X. If A is a connection on P of class
W 1,q with d/2 < q < ∞, and A1 is a C∞ reference connection on P , and p obeys
d/2 ≤ p ≤ q, then the operator
dA : W
2,p
A1
(X ; adP )→W 1,pA1 (X ; Λ1 ⊗ adP ),
has closed range.
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Proof. Note that the operator in the statement of the lemma is bounded
by Lemma 2.8.1. Let {χn}n∈N ⊂ W 2,pA1 (X ; adP ) and suppose that dAχn → ξ ∈
W 1,pA1 (X ; Λ
1 ⊗ adP ) as n → ∞. Thus d∗AdAχn = ∆Aχn → d∗Aξ ∈ Lp(X ; adP ) as
n → ∞. We may assume without loss of generality that {χn}n∈N ⊂ (Ker∆A)⊥,
where ⊥ denotes L2-orthogonal complement, and so the a priori estimate (2.2.4)
in Corollary 2.2.5 then implies that
‖χn − χm‖W 2,pA1 (X) ≤ C‖∆A(χn − χm)‖Lp(X), ∀n,m ∈ N.
Hence, the sequence {χn}n∈N is Cauchy in W 2,pA1 (X ; adP ) and thus χn → χ ∈
W 2,pA1 (X ; adP ) and dAχn → dAχ ∈ W
1,p
A1
(X ; Λ1 ⊗ adP ) as n → ∞. Therefore, dA
on W 2,pA1 (X ; adP ) has closed range. 
We are now ready to complete the
Proof of Corollary 18. Every compact Lie group has a compatible struc-
ture of a real analytic manifold [15, Section III.4, Exercise 1] and this structure
is unique by [116, Theorem 2.11.3]. In particular, the exponential map is a real
analytic diffeomorphism from an open neighborhood of the origin in the Lie algebra
g onto an open neighborhood of the identity in G. We recall from [43, Proposition
A.2] that Autk+1,2(P ) may be given the structure of a Hilbert Lie group when
k ≥ 2 and, because W 2,q(X) (with q > d/2) and Hk+1(X) = W k+1,2(X) are Ba-
nach algebras and contained in C(X) (the Banach algebra of continuous functions
on X), the same arguments show that Aut2,q(P ) may be given the structure of a
C∞ Banach Lie group and that both Aut2,q(P ) and Autk,2(P ) may be given the
structure of real analytic manifolds.
According to [43, Proposition A.3], the (right) action of Autk+1,2(P ) onA k,2(P )
is C∞ when k ≥ 2 and the same proof applies mutatis mutandis to show that this
action is real analytic and that the action (2.1.1) of Aut2,q(P ) on A 1,q(P ) is not
only C∞ but also real analytic.
The only additional ingredient one needs to show that B∗(P ) is real analytic
is the observation that the map H defined in (2.6.9) and (2.6.10) is real analytic
and thus, rather than apply the customary C∞ Inverse Function Theorem one can
instead apply its real analytic counterpart [38, Section 2.1.1] to show that for each
A0 ∈ A 1,q(P ), the map defined in the statement of [27, Theorem 3.2],
(2.8.1) ΞA0 : A
1,q(P ) ⊃ OA0 ∋ A 7→ (u(A)−A0, u)
∈ Ker
{
d∗A0 :W
1,q
A1
(X ; Λ1 ⊗ adP )→ Lq(X ; adP )
}
×Aut2,q(P ),
is a real analytic diffeomorphism onto an open neighborhood of (0, idP ), for a small
enough open neighborhood OA0 of aW
1,q connection A0 on P and the gauge trans-
formation u is produced by Theorem 14, so u(A) is in Coulomb gauge with respect
to A0. The open neighborhood OA0 may be chosen to be Aut
2,q(P )-invariant and
the map ΞA0 is Aut
2,q(P )-equivariant. The proof that the quotient B(P ) is a
Hausdorff topological space follows mutatis mutandis either by adapting the proof
of [43, Corollary, p. 50] or by adapting the proof of [27, Lemma 4.2.4], using the
observation the L2 distance function,
(2.8.2) distL2([A], [B]) := inf
u∈Aut2,q(P )
‖u(A)−B‖L2(X),
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is a metric on B(P ) and, in particular, that the quotient topology is metrizable.
This completes the proof of Corollary 18. 
2.9. Existence of Coulomb gauge transformations for pairs
We now adapt the construction of Section 2.6 to the case of pairs. In [36, p.
280], we employed a left action of Aut(P ) on the affine space of pairs, A (P ) ×
C∞(X ;E), so Aut(P ) acts on A (P ) by pushforward (consistent with Donaldson
and Kronheimer [27]) and on C∞(X ;E) in the usual way, which is a left action.
Here, to be consistent with Section 2.6 we shall use the opposite convention and
continue to let Aut(P ) act on A (P ) by pullback (consistent with Freed and Uh-
lenbeck [43] and Uhlenbeck [114]) and use inversion to define a right action on
C∞(X ;E), so that
(2.9.1) u(A,Φ) := (u∗A, u−1Φ),
∀A ∈ A (P ), Φ ∈ C∞(X ;E), and u ∈ Aut(P ),
giving a smooth (affine) right action,
A (P )× C∞(X ;E)×Aut(P )→ A (P )× C∞(X ;E).
Passing to Banach space completions, but temporarily suppressing the W 1,q refer-
ence connection A0 (for q > d/2) from our notation, the differential of the smooth
map,
Aut2,q(P ) ∋ u 7→ u(A,Φ) ∈ A 1,q(P )×W 1,q(X ;E),
at idP ∈ Aut2,q(P ) is given by
(2.9.2) W 2,qA1 (X ; adP ) ∋ ξ
7→ dA,Φξ := (dAξ,−ξΦ) ∈W 1,qA1 (X ; adP )⊕W
1,q
A1
(X ;E),
using u = eξ for u near idP ; compare [36, Proposition 2.1]. We say that a W
1,q
pair (A,Φ) is in Coulomb gauge relative to (A0,Φ0) if
(2.9.3) d∗A0,Φ0((A,Φ)− (A0,Φ0)) = 0,
As in the case of Theorem 14, the proof of Theorem 16 is facilitated by preparatory
lemmata and a proposition, which we now state. For convenience, we define
∆A0,Φ0 := d
∗
A0,Φ0dA0,Φ0 on W
2,q
A1
(X ; adP ).
The proofs of Propositions 2.2.1 and 2.2.3 and Corollary 2.2.5 adapt mutatis mu-
tandis to establish the following analogues for pairs, specialized to the case l = 0.
Proposition 2.9.1 (A priori Lp estimate for a Laplace operator with Sobolev
coefficients). Let (X, g) be a closed, smooth Riemannian manifold of dimension
d ≥ 2, and G be a compact Lie group, P be a smooth principal G-bundle over X,
and E = P ×̺ E be a smooth Hermitian vector bundle over X defined by a finite-
dimensional unitary representation, ̺ : G→ AutC(E). If (A,Φ) is a W 1,q pair on
(P,E) with q > d/2, and A1 is a C
∞ connection on P , and p obeys d/2 ≤ p ≤ q,
then
(2.9.4) ∆A,Φ :W
2,p
A1
(X ; adP )→ Lp(X ; adP )
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is a bounded operator. If in addition p ∈ (1,∞), then there is a constant C =
C(A,Φ, A1, g, G, p, q) ∈ [1,∞) such that
(2.9.5) ‖ξ‖W 2,pA1 (X) ≤ C
(‖∆A,Φξ‖Lp(X) + ‖ξ‖Lp(X)) , ∀ ξ ∈ W 2,pA1 (X ; adP ).
Proposition 2.9.2 (Spectral properties of a Laplace operator with Sobolev
coefficients). Let (X, g) be a closed, smooth Riemannian manifold of dimension
d ≥ 2, and G be a compact Lie group, P be a smooth principal G-bundle over
X, and E = P ×̺ E be a smooth Hermitian vector bundle over X defined by a
finite-dimensional unitary representation, ̺ : G → AutC(E). If (A,Φ) is a W 1,q
pair on (P,E) with d/2 < q < ∞, and A1 is a C∞ reference connection on P ,
and p ∈ (1,∞) obeys d/2 ≤ p ≤ q, then the spectrum, σ(∆A,Φ), of the unbounded
operator,
∆A,Φ : D(∆A,Φ) ⊂ Lp(X ; adP )→ Lp(X ; adP ),
is countable without accumulation points, consisting of non-negative, real eigenval-
ues, λ, with finite multiplicities, dimKer(∆A,Φ − λ).
Corollary 2.9.3 (A priori Lp estimate for a Laplace operator with Sobolev
coefficients). Let (X, g) be a closed, smooth Riemannian manifold of dimension
d ≥ 2, and G be a compact Lie group and P be a smooth principal G-bundle over
X, and E = P ×̺ E be a smooth Hermitian vector bundle over X defined by a
finite-dimensional unitary representation, and ̺ : G → AutC(E). If (A,Φ) is a
W 1,q pair on (P,E) with d/2 < q < ∞, and A1 is a C∞ connection on P , and
p ∈ (1,∞) obeys d/2 ≤ p ≤ q, then the kernel Ker∆A,Φ ∩ W 2,pA1 (X ; adP ) of the
operator (2.9.4) is finite-dimensional. Moreover,
(2.9.6) ‖ξ‖W 2,pA1 (X) ≤ C‖∆A,Φξ‖Lp(X), ∀ ξ ∈ (Ker∆A,Φ)
⊥ ∩W 2,pA1 (X ; adP ),
where ⊥ denotes L2-orthogonal complement and C = C(A,Φ, A1, g, G, p, q) ∈ [1,∞).
The proof of Lemma 2.4.1 adapts mutatis mutandis to establish the following
analogue for pairs.
Lemma 2.9.4 (Surjectivity of a perturbed Laplace operator). Let (X, g) be a
closed, smooth Riemannian manifold of dimension d ≥ 2, and G be a compact Lie
group, P be a smooth principal G-bundle over X, and E = P ×̺ E be a smooth
Hermitian vector bundle over X defined by a finite-dimensional unitary represen-
tation, ̺ : G → AutC(E). Let A1 be a C∞ connection on P and (A,Φ) be a W 1,q
pair on (P,E) with d/2 < q < ∞. Then there is a constant δ = δ(A,Φ, g) ∈ (0, 1]
with the following significance. If (a, φ) ∈ W 1,qA1 (X ; Λ1 ⊗ adP ⊕ E) obeys
(2.9.7) ‖(a, φ)‖Ld(X) < δ when d ≥ 3 or ‖(a, φ)‖L4(X) < δ when d = 2,
then the operator,
d∗A,ΦdA+a,Φ+φ : (Ker∆A,Φ)
⊥ ∩W 2,qA1 (X ; adP )→ (Ker∆A,Φ)
⊥ ∩ Lq(X ; adP ),
is surjective.
Finally, the proof of Proposition 2.5.1 adapts mutatis mutandis to establish the
following (simplified) analogue for pairs.
Proposition 2.9.5 (A priori W 1,p estimate for u(A,Φ)− (A0,Φ0) in terms of
(A,Φ)− (A0,Φ0)). Let (X, g) be a closed, smooth Riemannian manifold of dimen-
sion d ≥ 2, and G be a compact Lie group, P be a smooth principal G-bundle over
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X, and E = P×̺E be a smooth Hermitian vector bundle over X defined by a finite-
dimensional unitary representation, ̺ : G→ AutC(E). Let A1 be a C∞ connection
on P , and (A0,Φ0) be a W
1,q pair on (P,E) with d/2 < q < ∞ and p ∈ (1,∞)
obey d/2 ≤ p ≤ q. Then there are constants N = N(A1, A0,Φ0, g, G, p, q) ∈ [1,∞)
and ε = ε(A1, A0,Φ0, g, G, p, q) ∈ (0, 1] with the following significance. If (A,Φ)
is a W 1,q pair on (P,E) and u ∈ Aut(P ) is a gauge transformation of class W 2,q
such that
(2.9.8) d∗A0,Φ0(u(A,Φ)− (A0,Φ0)) = 0,
then the following hold. If (A,Φ) and u(A,Φ) obey
(2.9.9) ‖(A,Φ)− (A0,Φ0)‖W 1,pA1 (X) ≤ ε and ‖u(A,Φ)− (A0,Φ0)‖W 1,pA1 (X) ≤ ε,
then
(2.9.10) ‖u(A,Φ)− (A0,Φ0)‖W 1,pA1 (X) ≤ N‖(A,Φ)− (A0,Φ0)‖W 1,pA1 (X).
Proof of Theorem 16. Given these preliminaries, Corollary 2.9.3, Lemma
2.9.4, and Proposition 2.9.5, the proof of Theorem 16 follows mutatis mutandis
from that of Theorem 14. 
The proof of Proposition 2.9.5 yields the following analogue of Lemma 2.5.2 for
pairs.
Lemma 2.9.6 (A priori W 2,p estimate for a W 2,q gauge transformation u in-
tertwining two W 1,q pairs). Assume the hypotheses of Proposition 2.9.5, excluding
those on the pair (A,Φ). Then there is a constant C = C(A0,Φ0, A1, g, G, p, q) ∈
[1,∞) with the following significance. If (A,Φ) obeys the hypotheses of Proposition
2.9.5 and u ∈ Aut2,q(P ) is the resulting gauge transformation, depending on (A,Φ)
and (A0,Φ0), such that
d∗A0,Φ0(u(A,Φ)− (A0,Φ0)) = 0,
then
‖u‖W 2,pA1 (X) ≤ C.
While not required for the proof of Theorem 16, this is a convenient point at
which to note that the proof of Lemma 2.8.1 (specialized to the case l = 1) adapts
mutatis mutandis to give the following analogue for pairs.
Lemma 2.9.7 (Continuous operators on Lp spaces and L2-orthogonal decompo-
sitions). Let (X, g) be a closed, smooth Riemannian manifold of dimension d ≥ 2,
and G be a compact Lie group, P be a smooth principal G-bundle over X, and
E = P ×̺ E be a smooth Hermitian vector bundle over X defined by a finite-
dimensional unitary representation, ̺ : G → AutC(E). If (A,Φ) is a Sobolev pair
on (P,E) of class W 1,q with q ≥ d/2, and A1 is a C∞ reference connection on P ,
and p obeys d/2 ≤ p ≤ q, then the operator
d∗A,Φ :W
1,p
A1
(X ; Λ1 ⊗ adP ⊕ E)→ Lp(X ; adP ⊕ E),
is continuous and, if in addition q > d/2, then the operator
dA,Φ : W
2,p
A1
(X ; adP ⊕ E)→W 1,pA1 (X ; Λ1 ⊗ adP ⊕ E),
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is also continuous and there is an L2-orthogonal decomposition,
W 1,pA1 (X ; Λ
1 ⊗ adP ⊕ E)
= Ker
(
d∗A,Φ : W
1,p
A1
(X ; Λ1 ⊗ adP ⊕ E)→ Lp(X ; adP ⊕ E)
)
⊕ Ran
(
dA,Φ : W
2,p
A1
(X ; adP ⊕ E)→W 1,pA1 (X ; Λ1 ⊗ adP ⊕ E)
)
.
2.10. Existence of Coulomb gauge transformations for pairs that are
Lr-close to a reference pair
We now adapt the construction of Section 2.7 to the case of pairs, following the
conventions, definitions, and notation introduced in Section 2.9 and complete the
Proof of Theorem 17. By analogy with the definition of H in (2.6.9), now
with (a, φ) := (A − A0,Φ − Φ0) ∈ Lr(X ; Λ1 ⊗ adP ⊕ E), our definition (2.9.1) of
the action of u ∈ Aut(P ) on pairs (A,Φ), our definition of dA0,Φ0 in (2.9.2), and
our definition (2.9.3) of Coulomb gauge for pairs, we set
(2.10.1) H(χ, (a, φ)) := d∗A0,Φ0
(
e−χaeχ + e−χdA0(e
χ), e−χφ
)
,
and the expression (2.10.1) for H again defines a smooth map,
(2.10.2) H : (Ker∆A0,Φ0)
⊥ ∩W 1,rA1 (X ; adP )× Lr(X ; Λ1 ⊗ adP ⊕ E)
→ (Ker∆A0,Φ0)⊥ ∩W−1,rA1 (X ; adP ).
The proof that the image ofH in (2.10.2) is contained in (Ker∆A0)
⊥∩W−1,rA1 (X ; adP )
and not justW−1,rA1 (X ; adP ) is the same as the proof that the image ofH in (2.6.10)
is contained in (Ker∆A0)
⊥ ∩ Lq(X ; adP ) and not just Lq(X ; adP ).
Given (a, φ), we solve the equation H(χ, (a, φ)) = 0 for χ using Theorem F.1,
so that
d∗A0,Φ0(u(A,Φ)− (A0,Φ0)) = 0,
as asserted by Theorem 15, with u = eχ, using
X = (Ker∆A0,Φ0)
⊥ ∩W 1,rA1 (X ; adP ),
Y = Lr(X ; Λ1 ⊗ adP ⊕ E),
Z = (Ker∆A0,Φ0)
⊥ ∩W−1,rA1 (X ; adP ),
and (χ0, (a0, φ0)) = (0, (0, 0)), and interchanging the roles of the first and second
variables.
The partial derivative of H(χ, (a, φ)) with respect to χ at the origin is
(D1H)(0,(0,0)) = d
∗
A0,Φ0dA0,Φ0 ,
and so we must first verify that the operator
(2.10.3) (D1H)(0,(0,0)) : (Ker∆A0,Φ0)
⊥ ∩W 1,rA1 (X ; adP )
→ (Ker∆A0,Φ0)⊥ ∩W−1,rA1 (X ; adP )
is an isomorphism of Banach spaces. We temporarily assume that (A0,Φ0) is C
∞
and observe that
d∗A0,Φ0dA0,Φ0 : W
1,r
A1
(X ; adP )→W−1,rA1 (X ; adP )
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is Fredholm with index zero by standard elliptic theory with the usual kernel and
range for any r ∈ (1,∞): see the proof of Proposition C.1 via Theorem A.1. In
particular, Theorem A.1 implies that (2.10.3) is an isomorphism.
In order to verify the remaining hypotheses (F.2) of Theorem F.1 and prove the
estimate in the conclusion of Theorem 15 via (F.3c), we shall need to identify the
dependencies of the constants M and β. The constant M =M(A0,Φ0, A1, g, G, r)
in (F.2a) is given by
M = ‖D1H(0, (0, 0))‖L (K⊥∩W 1,r ,K⊥∩W−1,r)
= ‖(d∗A0,Φ0dA0,Φ0)−1‖L (K⊥∩W 1,r ,K⊥∩W−1,r),
where we abbreviate
K =W 1,rA1 (X ; adP ) ∩Ker d∗A0,Φ0dA0,Φ0 ,
W 1,r =W 1,rA1 (X ; adP ), and
W−1,r =W−1,rA1 (X ; adP ).
To satisfy the hypothesis (F.2b), we choose ζ = ζ(A0, A1, g, G, r) ∈ (0, 1] small
enough that
sup
(χ,(a,φ))∈U×V
‖D1H(χ, (a, φ))−D1H(0, (0, 0))‖L 2(K⊥∩W 1,r×Lr,K⊥∩W−1,r)
≤ sup
(χ,(a,φ))∈U×V
‖D1H(χ, (a, φ))−D1H(0, (0, 0))‖L 2(W 1,r×Lr,W−1,r) ≤
1
2M
,
where we abbreviate
Lr = Lr(X ; Λ1 ⊗ adP ⊕ E),
U =
{
χ ∈ W 1,rA1 (X ; adP ) : ‖χ‖W 1,rA1 (X) < ζ
}
, and
V =
{
a ∈ Lr(X ; Λ1 ⊗ adP ⊕ E) : ‖(a, φ)‖Lr(X) < ζ
}
.
Finally, the constant β = β(A0,Φ0, A1, g, G, r) in (F.2c) is given by
β = sup
(χ,(a,φ))∈U×V
‖D2H(χ, (a, φ))‖L (Lr,K⊥∩W−1,r).
Theorem F.1 provides constants δ = δ(A0,Φ0, A1, g, G, r) ∈ (0, 1/(2βM)] and C =
C(A0,Φ0, A1, g, G, r) ∈ (0, 1] and a smooth map,
χ :
{
(b, ψ) ∈ Lr(X ; Λ1 ⊗ adP ⊕ E) : ‖(b, ψ)‖Lr(X) < δ
} ∋ a
7→ χ(a) ∈ (Ker∆A0,Φ0)⊥ ∩
{
χ ∈W 1,rA1 (X ; adP ) : ‖χ‖W 1,rA1 (X) < ζ
}
,
such that
H(χ(a, φ), (a, φ)) = 0,
∀ (a, φ) ∈ Lr(X ; Λ1 ⊗ adP ⊕ E) with ‖(a, φ)‖Lr(X) < δ,
that is, the W 1,r gauge transformation u = eχ defined by the W 1,r section χ =
χ(a, φ) obeys
d∗A0,Φ0(u(A,Φ)− (A0,Φ0)) = 0,
‖u(A,Φ)− (A0,Φ0)‖Lr(X) < C‖(A,Φ)− (A0,Φ0)‖Lr(X),
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as required by Theorem 17. We can approximate any W 1,q pair (A0,Φ0) by a C
∞
pair (A˜0, Φ˜0) (see [4, Theorem 3.17]) and so the preceding conclusions follow by
approximation for W 1,q pairs (A0,Φ0) and continuity of the constants M and β
with respect to variations of (A0,Φ0) in the W
1,q norm. (The proof of the latter
continuity would be very similar to the proof of Corollary C.2, but simpler since
we only require continuity and not compactness of Sobolev embeddings and thus is
omitted.)
Finally, because (A,Φ) is aW 1,q pair, then (a, φ) = (A−A0,Φ−Φ0) is in W 1,q
and to show that χ and u are in W 2,q, we can apply the proof of Lemma 2.3.1 to
the nonlinear, second-order elliptic equation,
d∗A0,Φ0
(
u−1au+ u−1dA0u, u
−1φ
)
= 0,
to obtain the desired regularity for u. (Details of the proof are omitted since they
will be very similar to those in the proof of Lemma 2.3.1.) This completes the proof
of Theorem 17. 
2.11. Regularity for solutions to the pure and coupled Yang–Mills
equations
It is well-known that techniques due to Uhlenbeck [115, 114] can be used to
show that, given a weak solution to the Yang–Mills equation, there exists a gauge
transformation such that the gauge-transformed solution is smooth. We give a
proof of a similar fact here that generalizes easily to the case of coupled Yang–Mills
equations.
We have the following generalization of [97, Theorem 5.3], due to Parker, and
[36, Proposition 3.7], due to the author and Leness, from the case of d = 4 to
arbitrary d ≥ 2.
Theorem 2.11.1 (Regularity for solutions to the Yang–Mills equation). Let
(X, g) be a closed, smooth Riemannian manifold of dimension d ≥ 2, and G be a
compact Lie group, and P be a smooth principal G-bundle over X. If q ∈ (4/3,∞)
obeys q > d/2 and A is a W 1,q connection on P that is a weak solution to the Yang–
Mills equation with respect to the Riemannian metric g, then there exists a W 2,q
gauge transformation u ∈ Aut(P ) such that u(A) is a C∞ Yang–Mills connection
on P .
Proof. We proceed as in the proof of [36, Proposition 3.7] and note that the
affine space A (P ) of C∞ connections on P is dense in the affine space A 1,q(P ) of
W 1,q connections on P and so there exists a C∞ connection A0 on P such that
‖A−A0‖W 1,qA1 (X) < ζ,
where ζ = ζ(A0, A1, g, G, q) ∈ (0, 1] is the constant in Theorem 14 and A1 is any
fixed C∞ reference connection on P . Hence, there is a W 2,q gauge transformation
u ∈ Aut(P ) such that u(A) obeys
d∗A0(u(A)−A0) = 0,
and
‖u(A)−A0‖W 1,qA1 (X) < 2N‖A−A0‖W 1,qA1 (X) < 2Nζ,
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where N = N(A0, A1, g, G, q) ∈ [1,∞) is the constant in Proposition 2.5.1. Hence,
we may assume without loss of generality that A is in Coulomb gauge with respect
to A0 and that
a := A−A0 ∈ W 1,qA1 (X ; Λ1 ⊗ adP )
is a weak solution to
d∗A0+aFA0+a = 0 and d
∗
A0a = 0,
and thus a weak solution to the quasi-linear, second-order elliptic system,
(2.11.1) (∆A0 + λ0)a+ a×∇A0a+ a× a× a = λ0a− FA0 ,
where ∆A0 = d
∗
A0
dA0 + dA0d
∗
A0
is the usual Hodge Laplacian on Ω1(X ; adP ) and
λ0 > 0 is any positive constant. We recall from [32] that, for any q ∈ (1,∞) and
integer k ≥ 0, the operator
(2.11.2) ∆A0 + λ0 :W
k+2,q
A1
(X ; Λ1 ⊗ adP )→W k,qA1 (X ; Λ1 ⊗ adP )
is invertible. The right-hand side of Equation (2.11.1) belongs toW 1,qA1 (X ; Λ
1⊗adP )
by hypothesis on A and the fact that A0 is C
∞. If q > d, then W 1,q(X) ⊂ C(X)
by [4, Theorem 4.12] and so
a×∇A0a+ a× a× a ∈ Lq(X ; Λ1 ⊗ adP ).
But then existence and uniqueness of solutions in W 2,qA1 (X ; Λ
1 ⊗ adP ) to (2.11.1),
given a source term in Lq(X ; Λ1 ⊗ adP ), implies that a ∈ W 2,qA1 (X ; Λ1 ⊗ adP ).
Using the fact that W k,q(X) is a Banach algebra when kq > d and invertibility of
(2.11.2), we can iterate in the usual way to show that a ∈ W k+2,qA1 (X ; Λ1 ⊗ adP )
for all integers k ≥ 0 and hence that a ∈ C∞(X ; Λ1 ⊗ adP ).
Therefore, it suffices to consider the case d/2 < q < d. Recall that q∗ =
dq/(d − q) and so q∗ ∈ (d,∞). Suppose that we can choose5 r ∈ (1, q) obeying
1/q∗+1/q ≤ 1/r. Then there is a continuous multiplication map Lq∗(X)×Lq(X)→
Lr(X) and a continuous Sobolev embedding W 1,q(X) ⊂ Lq∗(X) by [4, Theorem
4.12]. Thus, a×∇A0a ∈ Lr(X ; Λ1 ⊗ adP ) if
1/r ≥ 1/q∗ + 1/q = (d− q)/(dq) + 1/q = (2d− q)/(dq),
that is, r ≤ dq/(2d− q). Now (2d− q)/(dq) < 1 (which we need to permit a choice
of r > 1) and thus dq/(2d − q) > 1 ⇐⇒ dq > 2d − q ⇐⇒ q > 2d/(d + 1). But
q > d/2 by hypothesis (when d ≥ 3) and d/2 ≥ 2d/(d+1) ⇐⇒ d ≥ 3; for the case
d = 2, we need q > 4/3 to ensure that we can choose r > 1 and this explains the
restriction in our hypotheses that q > 4/3 when d = 2.
Similarly, we have a continuous multiplication map L3s(X)×L3s(X)×L3s(X)→
Ls(X) for any s ∈ [1,∞] and a continuous Sobolev embedding W 1,q(X) ⊂ L3s(X)
provided 3s ≤ q∗, that is, s ≤ dq/(3(d − q)) and for this choice of s, we have
a× a× a ∈ Ls(X ; Λ1 ⊗ adP ).
We now observe that r ≤ s when q ≥ d/2, as we assume by hypothesis, if we
choose r = dq/(2d− q) and s = dq/(3(d− q)). Indeed, we then have
r ≤ s ⇐⇒ dq/(2d− q) ≤ dq/(3(d− q)) ⇐⇒ 3d− 3q ≤ 2d− q ⇐⇒ d ≤ 2q.
5For example, when d ≥ 4, we have 1/q∗ + 1/q < 1/d + 2/d = 3/d < 1 for d ≥ 4 and thus,
when d ≥ 4, it is easy to see that we can choose r as stated.
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Hence, for r = dq/(2d− q), we have
a×∇A0a+ a× a× a ∈ Lr(X ; Λ1 ⊗ adP ),
and thus elliptic regularity theory for (2.11.1) implies that a ∈ W 2,rA1 (X ; Λ1⊗ adP ),
similar to the case q > d. By [4, Theorem 4.12], when r < d, we have a continuous
Sobolev embedding, W 2,r(X) ⊂ W 1,r∗(X), where r∗ = dr/(d − r), and thus we
obtain
a ∈W 1,r∗A1 (X ; Λ1 ⊗ adP ).
In the limiting case q = d/2 with d ≥ 3 we would have r = dq/(2d − q) =
(d2/2)/(2d − d/2) = d/3 and in the limiting case q = d we would have r = d,
so r ∈ (d/3, d) and thus r∗ = dr/(d− r) ∈ (d/2,∞). In particular,
r∗ =
dr
d− r =
d2q/(2d− q)
d− dq/(2d− q) =
dq/(2d− q)
1− q/(2d− q) =
dq
2(d− q) .
We may write r∗ = q + δ, where δ = δ(d, q) is defined by
δ := r∗ − q = dq
2(d− q) − q =
dq − 2(d− q)q
2(d− q) =
2q2 − dq
2(d− q) =
q(2q − d)
2(d− q) ,
and thus δ(d, q) > 0 for d/2 < q < d and d ≥ 3. Consequently, we see a regularity
improvement and because δ(d, q) is an increasing function of q, only finitely many
iterations of this regularity improvement are required to give r∗ > d, at which point
we can apply the regularity argument for the case q > d to again conclude that
a ∈ C∞(X ; Λ1 ⊗ adP ).
In the limiting case q = 4/3 with d = 2, we would have r = dq/(2d − q) =
(8/3)/(4 − 4/3) = (8/3)/(8/3) = 1, and in the limiting case q = 2 with d = 2 we
would have r = 4/(4 − 2) = 2, so r ∈ (1, 2) and thus r∗ = dr/(d − r) ∈ (2,∞).
In particular, r∗ > 4/3 + 2/3. Consequently, we see a regularity improvement just
as we did in the case d ≥ 3 and the remainder of the argument follows mutatis
mutandis as in the case d ≥ 3. 
The proof of Theorem 2.11.1 adapts mutatis mutandis to give the following
generalization of [97, Theorem 5.3], due to Parker, and [36, Proposition 3.7], due
to the author and Leness, from the case of d = 4 to arbitrary d ≥ 2.
Theorem 2.11.2 (Regularity for solutions to the boson coupled Yang–Mills
equations). Let (X, g) be a closed, smooth Riemannian manifold of dimension d ≥
2, and G be a compact Lie group, P be a smooth principal G-bundle over X, and
E = P ×̺ E be a smooth Hermitian vector bundle over X defined by a finite-
dimensional unitary representation, ̺ : G → AutC(E). If d/2 < q < ∞ and
(A∞,Φ∞) is a W
1,q pair on (P,E) that is a critical point of the boson coupled
Yang–Mills energy function (1.3.1), then there exists a W 2,q gauge transformation
u ∈ Aut(P ) such that u(A∞,Φ∞) is a C∞ pair on (P,E).
Proof. We proceed as in the proofs of [97, Theorem 5.3] and [36, Proposition
3.7] and note that the affine space A (P )×C∞(E) of C∞ pairs is dense in the affine
space A 1,q(P )×W 1,q(X ;E) of W 1,q pairs and so there exists a C∞ pair (A0,Φ0)
on (P,E) such that
‖(A∞,Φ∞)− (A0,Φ0)‖W 1,qA1 (X) < ζ,
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where ζ = ζ(A1, A0,Φ0, g, G, q) ∈ (0, 1] is the constant in Theorem 16 and A1 is
any fixed C∞ reference connection on P . Hence, there is a gauge transformation
u ∈ Aut(P ) of class W 2,q such that u(A∞,Φ∞) obeys
d∗A0,Φ0 (u(A∞,Φ∞)− (A0,Φ0)) = 0,
and
‖u(A∞,Φ∞)− (A0,Φ0)‖W 1,pA1 (X) < 2N‖(A∞,Φ∞)− (A0,Φ0)‖W 1,pA1 (X) < 2Nζ,
where N = N(A1, A0,Φ0, g, G, q) ∈ [1,∞) is the constant in Proposition 2.9.5.
Hence, we may assume without loss of generality that (A∞,Φ∞) is in Coulomb
gauge with respect to (A0,Φ0) and that
(a, φ) := (A∞,Φ∞)− (A0,Φ0) ∈ W 1,qA1 (X ; Λ1 ⊗ adP ⊕ E)
is a weak solution to the quasi-linear, second-order elliptic system,
d∗A0dA0a+∇∗A0∇A0φ+ a×∇A0a+ a×∇A0φ+ φ×∇A0φ
+ a× a× a+ a× a× φ+ a× φ× φ
+mφ+ sΦ0 × Φ0 × φ+ sΦ0 × φ× φ+ sφ× φ× φ = f(m, s,A0,Φ0),
dA0,Φ0d
∗
A0,Φ0(a, φ) = 0,
where we employ the expression (1.3.5) for the gradient M (A∞,Φ∞) of E at
(A∞,Φ∞) and f(m, s,A0,Φ0) ∈ C∞(X ; Λ1⊗adP ⊕E) is the tautologically defined
right-hand source term. Ellipticity of the preceding system follows by expanding
the expression (2.9.2) for dA0,Φ0 on Ω
0(X ; adP ) to extract the second-order term
dA0d
∗
A0
a and recalling that the operator d∗A0dA0 + dA0d
∗
A0
is clearly elliptic, being
the usual Hodge Laplacian on Ω1(X ; adP ). The remainder of the proof now follows
the pattern of the proof of Theorem 2.11.1. 

CHAPTER 3
 Lojasiewicz–Simon gradient inequalities for
coupled Yang–Mills energy functions
In this section, we apply our Coulomb-gauge transformation result, Theorem
16, and abstract  Lojasiewicz–Simon gradient inequality, Theorem 1, to prove the
corresponding  Lojasiewicz–Simon gradient inequalities for the boson and fermion
coupled Yang–Mills energy functions, Theorem 4 in Section 3.1, and Theorem 6 in
Section 3.2.
3.1.  Lojasiewicz–Simon gradient inequality for the boson coupled
Yang–Mills energy function
For any C∞ reference connection A1 on P , let
(3.1.1) Pk,p(P,E) := A k,p(P )×W k,pA1 (X ;E),
denote the affine space of W k,p pairs on (P,E), where k ∈ Z is a positive integer
and p ∈ (1,∞); we write P(P,E) := A (P )×C∞(X ;E) for the affine space of C∞
pairs on (P,E).
3.1.1. Analyticity of the boson coupled Yang–Mills energy function
and its gradient map on the Sobolev space of pairs. We begin by establishing
the following result on analyticity of the boson coupled Yang–Mills energy function,
E : x∞ +X → R (where x∞ = (A∞,Φ∞) is a critical point); this also serves as a
stepping stone towards the proof that its gradient map, M : x∞ +X → X˜ is real
analytic for suitable choices of the Banach spaces, X and X˜ , in Theorem 1.
Proposition 3.1.1 (Analyticity of the boson coupled Yang–Mills energy func-
tion on the affine space of W 1,p pairs). Let (X, g) be a closed, smooth Riemannian
manifold of dimension d ≥ 2, and G be a compact Lie group, P be a smooth prin-
cipal G-bundle over X, and E = P ×̺ E be a smooth Hermitian vector bundle over
X defined by a finite-dimensional unitary representation, ̺ : G → AutC(E), and
A1 be a C
∞ connection on P , and m, s ∈ C∞(X). If 4d/(d + 4) ≤ p < ∞ when1
d ≥ 2, then the function,
E : P1,p(P,E)→ R,
is real analytic, where E is as in (1.3.1).
Proof. We fix a pair (A,Φ) ∈ P1,p(P,E) and write (A,Φ) = (A1,Φ1) +
(a1, φ1), where (a1, φ1) ∈W 1,pA1 (X ; Λ1⊗ adP ⊕E). We will show that E is analytic
1Observe that d/2 ≥ 4d/(d+ 4) for all d ≥ 4 and 2 ≥ 4d/(d+ 4) when d = 2, 3, so if p obeys
the hypotheses of Theorem 4, then it obeys the hypotheses of Proposition 3.1.1.
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at (A,Φ). For (a, φ) ∈W 1,pA1 (X ; Λ1 ⊗ adP ⊕ E), we write A+ a = A1 + a1 + a and
expand
FA+a = FA1+a1+a = FA1 + dA1(a1 + a) + (a1 + a)× (a1 + a)
and
∇A+a(Φ + φ) = ∇A+a1+a(Φ + φ) = ∇A1(Φ + φ) + ̺(a1 + a)(Φ + φ).
Using the definition (1.3.1) of E , we compute
2E (A+ a,Φ+ φ) = T1 + T2 + T3,
where the terms Ti := Ti(a, φ), for i = 1, 2, 3, are given by
T1 := ‖FA1‖2L2(X) + ‖dA1(a1 + a)‖2L2(X)
+ ‖(a1 + a)× (a1 + a)‖2L2(X) + 2(FA1 , dA1(a1 + a))L2(X)
+ 2(FA1 , (a1 + a)× (a1 + a))L2(X)
+ 2(dA1(a1 + a), (a1 + a)× (a1 + a))L2(X),
and
T2 := ‖∇A1(Φ + φ)‖2L2(X) + ‖̺(a1 + a)(Φ + φ)‖2L2(X)
+ (∇A1(Φ + φ), ̺(a1 + a)(Φ + φ))L2(X)
+ (̺(a1 + a)(Φ + φ),∇A1 (Φ + φ))L2(X),
= ‖∇A1(Φ + φ)‖2L2(X) + ‖̺(a1 + a)(Φ + φ)‖2L2(X)
+ 2Re(∇A1(Φ + φ), ̺(a1 + a)(Φ + φ))L2(X),
and
T3 := −
∫
X
(
m|Φ + φ|2 + s|Φ+ φ|4) d volg .
Hence, we can write the difference as
2E (A+ a,Φ + φ)− 2E (A,Φ) = T ′1 + T ′2 + T ′3,
where the difference terms T ′i := Ti(a, φ)− Ti(0, 0), for i = 1, 2, 3, are given by
T ′1 = ‖dA1a‖2L2(X) + 2(dA1a1, dA1a)L2(X)
+ (a× (a1 + a), (a1 + a)× (a1 + a))L2(X)
+ 2(FA1 , dA1a)L2(X) + (FA1 , a× (a1 + a))L2(X)
+ (dA1a, (a1 + a)× (a1 + a))L2(X) + (dA1a1, a× (a1 + a))L2(X),
and
(3.1.2)
T ′2 = ‖∇A1φ‖2L2(X) + 2Re(∇A1Φ,∇A1φ)L2(X)
+ ‖̺(a)Φ‖2L2(X) + ‖̺(a1 + a)φ‖2L2(X)
+ 2Re(̺(a1)Φ, ̺(a)Φ)L2(X) + 2Re(̺(a1 + a)Φ, ̺(a1 + a)φ)L2(X)
+ 2Re(∇A1φ, ̺(a1 + a)(Φ + φ))L2(X)
+ 2Re(∇A1Φ, ̺(a)Φ + ̺(a1 + a)φ)L2(X),
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and
T ′3 =
∫
X
(
m|φ|2 + 2mRe〈Φ, φ〉 + s|φ|4 + 4s(Re〈Φ, φ〉)2) d volg
+
∫
X
(
4s(|Φ|2 + |φ|2)Re〈Φ, φ〉 + 2s|Φ|2|φ|2) d volg .
To see the origin of the expression (3.1.2) for T ′2, we observe that
T ′2 := ‖∇A1+a1+a(Φ + φ)‖2L2(X) − ‖∇A1+a1Φ‖2L2(X)
= ‖∇A1(Φ + φ) + ̺(a1 + a)(Φ + φ)‖2L2(X) − ‖∇A1Φ+ ̺(a1)Φ)‖2L2(X)
= ‖∇A1(Φ + φ)‖2L2(X) − ‖∇A1Φ‖2L2(X)
+ ‖̺(a1 + a)(Φ + φ)‖2L2(X) − ‖̺(a1)Φ‖2L2(X)
+ 2Re(∇A1(Φ + φ), ̺(a1 + a)(Φ + φ))L2(X) − 2Re(∇A1Φ, ̺(a1)Φ)L2(X)
= T ′21 + T
′
22 + T
′
23.
For the first term, we have
T ′21 := ‖∇A1(Φ + φ)‖2L2(X) − ‖∇A1Φ‖2L2(X)
= ‖∇A1φ‖2L2(X) + 2Re(∇A1Φ,∇A1φ)L2(X).
For the second term, we see that
T ′22 := ‖̺(a1 + a)(Φ + φ)‖2L2(X) − ‖̺(a1)Φ‖2L2(X)
= ‖̺(a1)Φ + ̺(a)Φ + ̺(a1 + a)φ‖2L2(X) − ‖̺(a1)Φ‖2L2(X)
= ‖̺(a)Φ‖2L2(X) + ‖̺(a1 + a)φ‖2L2(X) + 2Re(̺(a1)Φ, ̺(a)Φ)L2(X)
+ 2Re(̺(a1)Φ, ̺(a1 + a)φ〉+ 2Re(̺(a)Φ, ̺(a1 + a)φ)L2(X)
= ‖̺(a)Φ‖2L2(X) + ‖̺(a1 + a)φ‖2L2(X) + 2Re(̺(a1)Φ, ̺(a)Φ)L2(X)
+ 2Re(̺(a1 + a)Φ, ̺(a1 + a)φ)L2(X).
For the third term, we have
T ′23 := 2Re(∇A1(Φ + φ), ̺(a1 + a)(Φ + φ))L2(X) − 2Re(∇A1Φ, ̺(a1)Φ)
= 2Re(∇A1Φ, ̺(a1)Φ + ̺(a)Φ + ̺(a1 + a)φ)L2(X)
+ 2Re(∇A1φ, ̺(a1 + a)(Φ + φ))L2(X) − 2Re(∇A1Φ, ̺(a1)Φ)L2(X)
= 2Re(∇A1Φ, ̺(a)Φ + ̺(a1 + a)φ)L2(X)
+ 2Re(∇A1φ, ̺(a1 + a)(Φ + φ))L2(X).
By adding the preceding terms, we obtain the expression (3.1.2) for T ′2.
To complete the proof of analyticity of E at (A,Φ), we observe that by [4,
Theorem 4.12] there is a continuous Sobolev embedding, W 1,p(X) ⊂ L4(X), if p
obeys {
p∗ = dp/(d− p) ≥ 4 when 1 ≤ p < d, or
p ≥ d.
When p < d, then p∗ = dp/(d − p) ≥ 4 if and only if dp ≥ 4(d − p), that is,
p(d + 4) ≥ 4d or equivalently p ≥ 4d/(d + 4). Moreover, 4d/(d + 4) ≤ d for all
d ≥ 2 and thus it suffices to choose p ≥ 4d/(d+ 4), as in our hypothesis, in order
to ensure a continuous Sobolev embedding, W 1,p(X) ⊂ L4(X).
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Hence, we obtain a continuous multilinear map, ⊗4i=1W 1,p(X) → L1(X), by
combining the Sobolev embedding W 1,p(X) → L4(X) with the continuous multi-
plication map, ⊗4i=1L4(X)→ L1(X). Combining these observations with the Kato
Inequality [43, Equation (6.20)], we obtain an estimate of the form,
|E (A+ a,Φ+ φ) − E (A,Φ)| ≤ |T ′1|+ |T ′2|+ |T ′3|,
where, for a constant C = C(g,G) ∈ [1,∞),
C−1|T ′1| ≤ ‖a‖2W 1,pA1 (X) + ‖a1‖W 1,pA1 (X)‖a‖W 1,pA1 (X)
+ ‖a‖W 1,pA1 (X)
(
‖a1‖W 1,pA1 (X) + ‖a‖W 1,pA1 (X)
)3
+ ‖FA1‖L2(X)‖a‖W 1,pA1 (X)
+ ‖FA1‖L2(X)‖a‖W 1,pA1 (X)
(
‖a1‖W 1,pA1 (X) + ‖a‖W 1,pA1 (X)
)
+ ‖a‖W 1,pA1 (X)
(
‖a1‖W 1,pA1 (X) + ‖a‖W 1,pA1 (X)
)2
+ ‖a1‖W 1,pA1 (X)‖a‖W 1,pA1 (X)
(
‖a1‖W 1,pA1 (X) + ‖a‖W 1,pA1 (X)
)
,
noting that W 1,p(X) ⊂ L2(X) if dp/(d−p) ≥ 2, that is, dp ≥ 2(d−p) or p(d+2) ≥
2d or p ≥ 2d/(d+ 2), and
C−1|T ′2| ≤ ‖φ‖2W 1,pA1 (X) + ‖Φ‖W 1,pA1 (X)‖φ‖W 1,pA1 (X) + ‖a‖
2
W 1,pA1
(X)
‖Φ‖2
W 1,pA1
(X)
+
(
‖a1‖W 1,pA1 (X) + ‖a‖W 1,pA1 (X)
)2
‖φ‖2
W 1,pA1
(X)
+ ‖a1‖W 1,pA1 (X)‖a‖W 1,pA1 (X)‖Φ‖
2
W 1,pA1
(X)
+
(
‖a1‖W 1,pA1 (X) + ‖a‖W 1,pA1 (X)
)2
W 1,pA1
(X)
‖Φ‖W 1,pA1 (X)‖φ‖W 1,pA1 (X)
+ ‖φ‖W 1,pA1 (X)
(
‖a1‖W 1,pA1 (X) + ‖a‖W 1,pA1 (X)
)(
‖Φ‖W 1,pA1 (X) + ‖φ‖W 1,pA1 (X)
)
+ ‖Φ‖2
W 1,pA1
(X)
‖a‖W 1,pA1 (X)
+ ‖Φ‖W 1,pA1 (X)‖φ‖W 1,pA1 (X)
(
‖a1‖W 1,pA1 (X) + ‖a‖W 1,pA1 (X)
)
,
and
C−1|T ′3| ≤ ‖φ‖2W 1,pA1 (X) + ‖Φ‖W 1,pA1 (X)‖φ‖W 1,pA1 (X)
+ ‖φ‖4
W 1,pA1
(X)
+ ‖Φ‖2
W 1,pA1
(X)
‖φ‖2
W 1,pA1
(X)
+ ‖Φ‖3
W 1,pA1
(X)
‖φ‖W 1,pA1 (X) + ‖Φ‖W 1,pA1 (X)‖φ‖
3
W 1,pA1
(X)
.
Note that 4d/(d+4) ≥ 2d/(d+2), so the condition p ≥ 2d/(d+2) is assured by the
stronger p ≥ 4d/(d+4). Thus, E (A+a,Φ+φ) is a polynomial of degree four in the
variable (a, φ) ∈W 1,pA1 (X ; Λ1 ⊗ adP ⊕ E). This completes the proof of Proposition
3.1.1. 
We now verify the formula (1.3.5) for the differential E ′(A,Φ) and gradient
M (A,Φ).
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Lemma 3.1.2 (Differential and gradient of the boson coupled Yang–Mills en-
ergy function). Assume the hypotheses of Proposition 3.1.1 with the dual Ho¨lder
exponent p′ in the range 1 < p′ ≤ 4d/(3d− 4) determined by 4d/(d + 4) ≤ p < ∞
and 1/p+1/p′ = 1. Then the expression for E ′(A,Φ) ∈ (W 1,pA1 (X ; Λ1⊗ adP ⊕E))∗
and M (A,Φ) ∈W−1,p′A1 (X ; Λ1 ⊗ adP ⊕ E) is given by (1.3.5), namely
E
′(A,Φ)(a, φ) = (M (A,Φ), (a, φ))L2(X)
= (d∗AFA, a)L2(X) +Re(∇∗A∇AΦ, φ)L2(X) +Re(∇AΦ, ̺(a)Φ)L2(X)
− Re(mΦ, φ)L2(X) − 2Re
∫
X
s|Φ|2〈Φ, φ〉 d volg,
∀ (a, φ) ∈ W 1,pA1 (X ; Λ1 ⊗ adP ⊕ E).
Proof. We establish (1.3.5) by extracting the terms that are linear in (a, φ)
from the expressions for T ′i , for i = 1, 2, 3, arising in the proof of Proposition 3.1.1.
We compute E (A+ ta,Φ + tφ) using the identities,
FA+ta = FA + tdAa+
t2
2
[a, a],
∇A+ta(Φ + tφ) = ∇A(Φ + tφ) + ̺(ta)(Φ + tφ),
to obtain
E (A+ ta,Φ+ tφ) =
1
2
∫
X
|FA + tdAa+ t
2
2
[a, a]|2 d volg
+
1
2
∫
X
|∇AΦ+ t(∇Aφ+ ̺(a)Φ) + t2̺(a)φ)|2 d volg
− 1
2
∫
X
(
m|Φ+ tφ|2 + s|Φ + tφ|4) d volg,
that is,
E (A+ ta,Φ+ tφ) =
1
2
∫
X
(|FA|2 + 2t〈FA, dAa〉) d volg
+
1
2
∫
X
(|∇AΦ|2 + 2tRe〈∇AΦ,∇Aφ+ ̺(a)Φ〉L2) d volg
− 1
2
∫
X
m
(|Φ|2 + 2tRe〈Φ, φ〉) d volg
− 1
2
∫
X
s
(|Φ|4 + 4t|Φ|2Re〈Φ, φ〉) d volg +higher powers of t.
This yields the expression (1.3.5) for E ′(A,Φ)(a, φ) and completes the proof of
Lemma 3.1.2. 
It is convenient to define, for p ∈ (1,∞) and dual exponent p′ ∈ (1,∞) deter-
mined by 1/p+ 1/p′ = 1, the following Banach spaces,
(3.1.3)
X :=W 1,pA1 (X ; Λ
1 ⊗ adP ⊕ E) and X∗ =W−1,p′A1 (X ; Λ1 ⊗ adP ⊕ E),
X˜ :=W−1,pA1 (X ; Λ
1 ⊗ adP ⊕ E).
Note that for p ≥ 2, the inclusion, X˜ ⊂ X∗, is a continuous embedding of Banach
spaces.
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The expression (1.3.5) defines the gradient as a map, M : (A1, 0) + X → X˜,
where M (A,Φ) ∈ X˜ acts on (b, ϕ) ∈ X by L2 inner product via the inclusion
X˜ ⊂ X∗. We now have the
Proposition 3.1.3 (Analyticity of the gradient map for the boson coupled
Yang–Mills energy function). Assume the hypotheses of Proposition 3.1.1 and, in
addition, that p ≥ d/2 when d ≥ 3 and p > 4/3 when d = 2. Then
M : (A1, 0) + X→ X˜
is a real analytic map, where M is as in (1.3.5) and X and X˜ are as in (3.1.3).
Proof. As usual, given p ∈ (1,∞), we let p′ ∈ (1,∞) denote the dual Ho¨lder
exponent defined by 1/p+ 1/p′ = 1. By [4, Theorem 4.12], we have a continuous
Sobolev embedding, W 1,p
′
(X ;C) ⊂ Lr(X ;C), when
(1) 1 < p′ < d and 1 ≤ r ≤ (p′)∗ := dp′/(d− p′), or
(2) p′ = d and 1 ≤ r <∞, or
(3) d < p′ <∞ and 1 ≤ r ≤ ∞.
In each case, we obtain a continuous Sobolev embedding, Lr
′
(X ;C) ⊂W−1,p(X ;C),
by duality and density of the continuous embedding, W 1,p
′
(X ;C) ⊂ Lr(X ;C),
where 1/r+1/r′ = 1 and 1/p+1/p′ = 1. We shall require p′, r <∞ in order to ap-
peal to the dualities, (W 1,p
′
(X ;C))∗ =W−1,p(X ;C) and (Lr(X ;C))∗ = Lr
′
(X ;C);
these dualities fail when p′ =∞ (and thus p = 1) or r =∞ (and thus r′ = 1).
If we write A = A1 + a1, for a1 ∈ W 1,pA1 (X ; Λ1 ⊗ adP ), then from the formula
(1.3.5) for M (A,Φ) we have the formal expression,
(3.1.4)
M (A1 + a1,Φ) = d
∗
A1dA1a1 +∇∗A1∇A1Φ + d∗A1FA1 + FA1 × a1
+∇A1Φ× a1 +∇A1a1 × Φ+∇A1a1 × a1
+∇A1Φ× Φ− (m+ 2s|Φ|2)Φ
+ a1 × a1 × Φ+ a1 × Φ× Φ + a1 × a1 × a1.
Observe that
W 1,pA1 (X ; Λ
1 ⊗ adP ⊕ E) ∋ (a1,Φ)
→ d∗A1dA1a1 +∇∗A1∇A1Φ ∈W−1,pA1 (X ; Λ1 ⊗ adP ⊕ E),
is analytic and the term d∗A1FA1 is constant with respect to (a1,Φ). Therefore, to
prove that M is analytic, it suffices to prove the
Claim 3.1.4. Continue the preceding notation. Then
(3.1.5) W 1,pA1 (X ; Λ
1 ⊗ adP ⊕ E) ∋ (a1,Φ)
7→ M (A1 + a1,Φ)− d∗A1dA1a1 +∇∗A1∇A1Φ− d∗A1FA1
∈ Lr′(X ; Λ1 ⊗ adP ⊕ E),
is a cubic polynomial in (a1,Φ) and its first-order covariant derivatives with respect
to ∇A1 , with universal coefficients (depending at most on g and G).
Proof of Claim 3.1.4. We compute an Lr
′
bound for each term in equation
(3.1.4) for M (A,Φ); we consider the cases p′ < d, p′ = d, and p′ > d separately,
recalling that A = A1 + a1.
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Step 1 (Lr
′
estimates for FA1 × a1 and ∇A1Φ× a1). We claim that
‖FA1 × a1‖Lr′(X) ≤ z‖FA1‖Lp(X)‖a1‖W 1,pA1 (X),(3.1.6)
‖∇A1Φ× a1‖Lr′(X) ≤ z‖Φ‖W 1,pA1 (X)‖a1‖W 1,pA1 (X),(3.1.7)
where z = z(g,G, p) ∈ [1,∞).
Case 1 (p′ < d). We choose r = (p′)∗ = dp′/(d− p′), where p′ = p/(p− 1), so
r = (dp/(p− 1))/(d− p/(p− 1)) = dp/(d(p− 1)− p). Since p′ = p/(p− 1) < d for
Case 1, then p < dp− d or p(d− 1) > d or p > d/(d− 1). By [4, Theorem 4.12] we
have continuous Sobolev embeddings, a) W 1,p(X) ⊂ Lp∗(X), for p∗ = dp/(d− p) if
p < d; b) W 1,p(X) ⊂ Lq(X) for any q ∈ [1,∞) if p = d; and c) W 1,p(X) ⊂ L∞(X)
if p > d. We consider each of these three subcases in turn.
Consider Subcase (1a), so d/(d − 1) < p < d, which forces d ≥ 3. In order to
have a continuous multiplication map, Lp(X)×Lp∗(X)→ Lr′(X), we require that
the inequality 1/p+ 1/p∗ ≤ 1/r′ holds, that is
1/p+ 1/(dp/(d− p)) ≤ 1/r′ = 1− 1/r = 1− (dp− d− p)/dp,
or equivalently,
1/p+ (d− p)/(dp) ≤ 1− (1 − 1/p− 1/d),
namely,
1/p+ 1/p− 1/d ≤ 1/p+ 1/d.
Therefore, 1/p ≤ 2/d or p ≥ d/2, as we assumed in our hypotheses. Thus,
‖FA1 × a1‖Lr′(X) ≤ z‖FA1‖Lp(X)‖a1‖Lp∗(X) ≤ z‖FA1‖Lp(X)‖a1‖W 1,pA1 (X),
which yields the first inequality in (3.1.6) for all d ≥ 3 in this subcase.
Consider subcase (1b), so p > d/(d − 1) and p = d. Because p > d/(d − 1)
in this subcase, then d must obey d > d/(d − 1) or d − 1 > 1 or d ≥ 3 for
this subcase. (If d = 2, then p = d = 2 forces p′ = 2, so the subcase p′ < d
and p = d cannot occur.) We now only need a continuous multiplication map,
Ld(X)× Lq(X)→ Lr′(X), for large enough q ∈ [1,∞) and this requires only that
r′ < d, that is, 1/r′ = 1− 1/r > 1/d or
1− (dp− d− p)/dp = 1/p+ 1/d = 2/d > 1/p = 1/d,
which holds for all positive d. Thus,
‖FA1 × a1‖Lr′(X) ≤ z‖FA1‖Lp(X)‖a1‖Lq(X) ≤ z‖FA1‖Lp(X)‖a1‖W 1,pA1 (X),
which yields (3.1.6) for all d ≥ 3 in this subcase.
Consider Subcase (1c), so p > d/(d− 1) and p > d. But p > d/(d− 1) holds for
any d ≥ 2 for this subcase since d ≥ d/(d− 1) for any d ≥ 2. We now only need a
continuous multiplication map, Lp(X)× L∞(X)→ Lr′(X), and this requires only
that r′ ≤ p, that is, 1/r′ = 1− 1/r ≥ 1/p or
1− (dp− d− p)/dp = 1/p+ 1/d ≥ 1/p,
which holds for all positive d. Thus,
‖FA1 × a1‖Lr′(X) ≤ z‖FA1‖Lp(X)‖a1‖L∞(X) ≤ z‖FA1‖Lp(X)‖a1‖W 1,pA1 (X),
which yields (3.1.6) for all d ≥ 2 in this subcase.
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Case 2 (p′ = d). Since p′ = p/(p − 1) = d for this case, then p = dp − d or
p(d− 1) = d and so p = d/(d− 1). But our hypotheses in Proposition 3.1.3 requires
p ≥ 4d/(d+ 4) when d ≥ 3. Observe that
4d/(d+ 4) ≥ d/(d− 1) ⇐⇒ 4(d− 1) ≥ d+ 4 ⇐⇒ 3d ≥ 8 ⇐⇒ d ≥ 8/3
that is, p ≥ 4d/(d + 4) > d/(d − 1) when d ≥ 3. Hence, the case p′ = d and
p = d/(d− 1) is excluded by our hypotheses unless d = 2 and thus p′ = 2 = p.
When d = 2, we have a continuous Sobolev embedding, W 1,2(X) ⊂ Lq(X) for
any q ∈ [1,∞) by [4, Theorem 4.12]. Hence, we obtain a continuous multiplication
map, L2(X)×Lq(X)→ Lr′(X), for any r′ > 2 and large enough q ∈ [1,∞). Thus,
‖FA1 × a1‖Lr′(X) ≤ z‖FA1‖L2(X)‖a1‖Lq(X) ≤ z‖FA1‖L2(X)‖a1‖W 1,2A1 (X),
which yields (3.1.6) for the case p′ = d = 2 = p.
Case 3 (p′ > d). We can again choose r ∈ [1,∞) arbitrarily large in the con-
tinuous Sobolev embedding, W 1,p
′
(X) ⊂ Lr(X), and so we may choose r′ ∈ (1,∞]
arbitrarily small or equivalently, 1/r′ ∈ [0, 1) arbitrarily close to 1. (We refrain from
choosing r =∞ because continuity of the Sobolev embedding,W 1,p′(X) ⊂ L∞(X),
does not imply continuity of L1(X) ⊂W−1,p(X).)
Since p′ = p/(p− 1) > d for this case, then p > dp− d or p(d − 1) < d and so
p < d/(d − 1) ≤ d. We therefore have p∗ = dp/(d − p) and a continuous Sobolev
embedding, W 1,p(X) ⊂ Lp∗(X). In order to have a continuous multiplication map,
Lp(X)×Lp∗(X)→ Lr′(X), we require that the inequality 1/p+1/p∗ ≤ 1/r′ holds
for some r ∈ [1,∞) and r′ = r/(r− 1) ∈ (1,∞]. Such a choice of r′ will be possible
if and only if the strict inequality below holds,
1/p+ 1/p∗ = 1/p+ (d− p)/(dp) = 2/p− 1/d < 1,
that is, if and only if 2/p < 1 + 1/d = (d + 1)/d or equivalently, p > 2d/(d + 1).
But our hypotheses in Proposition 3.1.3 requires p ≥ 4d/(d + 4) when d ≥ 3 and
p > 4/3 when d = 2. Now 4d/(d+4) > 2d/(d+1) when d ≥ 3 and 4/3 = 2d/(d+1)
when d = 2, so our hypotheses in Proposition 3.1.3 ensure that p > 2d/(d+ 1) all
d ≥ 2. Hence, we may choose a large enough r ∈ [1,∞) and thus small enough
r′ ∈ (1,∞] to give 1/p+ 1/p∗ ≤ 1/r′.
Hence, the map, Lp(X) × Lp∗(X) → Lr′(X), is continuous for small enough
r′ > 1 and
‖FA1 × a1‖Lr′(X) ≤ z‖FA1‖Lp(X)‖a1‖Lp∗(X) ≤ z‖FA1‖Lp(X)‖a1‖W 1,pA1 (X),
which again yields (3.1.6) for this case.
An argument identical to that for (3.1.6) gives
‖∇A1Φ× a1‖Lr′(X) ≤ z‖∇A1Φ‖Lp(X)‖a1‖W 1,pA1 (X).
proving (3.1.7). This completes Step 1.
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Step 2 (Lr
′
estimates for ∇A1Φ × Φ and ∇A1a1 × Φ and ∇A1a1 × a1). We
claim that
‖∇A1Φ× Φ‖Lr′(X) ≤ z‖Φ‖2W 1,pA1 (X),(3.1.8)
‖∇A1a1 × Φ‖Lr′(X) ≤ z‖Φ‖W 1,pA1 (X)‖a1‖W 1,pA1 (X),(3.1.9)
‖∇A1a1 × a1‖Lr′(X) ≤ z‖a1‖2W 1,pA1 (X)(3.1.10)
where z = z(g,G, p) ∈ [1,∞).
From the proof of (3.1.6) in Step 1, we have
‖Φ×∇A1Φ‖Lr′(X) ≤ z‖Φ‖W 1,pA1 (X)‖∇A1Φ‖Lp(X),
and this gives (3.1.8); identical arguments give (3.1.9) and (3.1.10). This completes
Step 2.
Note that ‖m‖C(X) and ‖s‖C(X) are finite by hypothesis.
Step 3 (Lr
′
estimate for mΦ). We have
‖mΦ‖Lr′(X) ≤ ‖m‖C(X)‖Φ‖Lr′(X),
and because r′ ≤ p by inspection of each of the three cases, p′ < d and p′ = d and
p′ > d, and subcases (p < d and p = d and p > d where applicable) we obtain
(3.1.11) ‖mΦ‖Lr′(X) ≤ z‖m‖C(X)‖Φ‖Lp(X),
as desired.
Step 4 (Lr
′
estimates for s|Φ|2Φ). We claim that
(3.1.12) ‖s|Φ|2Φ‖Lr′(X) ≤ z‖s‖C(X)‖Φ‖3W 1,pA1 (X),
where z = z(g, p) ∈ [1,∞).
From the proof of (3.1.6) in Step 1, we have
‖s|Φ|2Φ‖Lr′(X) ≤ z‖s‖C(X)‖|Φ|2‖Lp(X)‖Φ‖W 1,pA1 (X)
Moreover, we have
‖|Φ|2‖Lp(X) = ‖Φ‖2L2p(X) ≤ z‖Φ‖2W 1,pA1 (X).
Combining the preceding inequalities yields (3.1.12).
Step 5 (Lr
′
estimates for a1 × a1 × a1 and a1 × a1 × Φ and a1 × Φ× Φ). We
claim that
‖a1 × Φ× Φ‖Lr′(X) ≤ z‖Φ‖2W 1,pA1 (X)‖a1‖W 1,pA1 (X),(3.1.13)
‖a1 × a1 × Φ‖Lr′(X) ≤ z‖Φ‖W 1,pA1 (X)‖a1‖
2
W 1,pA1
(X)
,(3.1.14)
‖a1 × a1 × a1‖Lr′(X) ≤ z‖a1‖3W 1,pA1 (X),(3.1.15)
where z = z(g,G, p) ∈ [1,∞).
From the proof of (3.1.6) in Step 1, we have
‖a1 × Φ× Φ‖Lr′(X) ≤ z‖a1‖W 1,pA1 (X)‖Φ× Φ‖Lp(X).
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Continuity of the multiplication, L2p(X)×L2p(X)→ Lp(X), and continuity of the
Sobolev embedding, W 1,p(X) ⊂ L2p(X), valid for any p ≥ d/2 (which we assume
by hypothesis), gives
‖Φ× Φ‖Lp(X) ≤ z‖Φ‖L2p(X) ≤ z‖Φ‖2W 1,pA1 (X).
Combining the preceding inequalities yields (3.1.13). The proofs of the estimates
(3.1.14) and (3.1.15) are the same as that of (3.1.13). This completes Step 5.
The estimates obtained in each of the preceding steps show that the map (3.1.5)
has the properties asserted in the statement of Claim 3.1.4 and this completes its
proof. 
In particular, Claim 3.1.4 implies that
M (A1 + a1,Φ) ∈ Lr
′
(X ; Λ1 ⊗ adP ⊕ E),
is a continuous cubic polynomial in (a1,Φ) ∈W 1,pA1 (X ; Λ1⊗adP⊕E), with universal
coefficients depending at most on g and G. Because
Lr
′
(X ; Λ1 ⊗ adP ⊕ E) ⊂W−1,pA1 (X ; Λ1 ⊗ adP ⊕ E),
is a continuous Sobolev embedding by our choice of r′, we see that
M (A1 + a1,Φ) ∈W−1,pA1 (X ; Λ1 ⊗ adP ⊕ E),
is a cubic polynomial in (a1,Φ) ∈ W 1,pA1 (X ; Λ1 ⊗ adP ⊕ E), again with universal
coefficients depending at most on g and G. This completes the proof of Proposition
3.1.3. 
3.1.2. Fredholm and index properties of the Hessian operator for the
boson coupled Yang–Mills energy function on the Sobolev space of pairs.
Consider the Hessian map, M ′(A,Φ) : X→ X∗.
Lemma 3.1.5 (Hessian and Hessian operator for the boson coupled Yang–Mills
energy function). Assume the hypotheses of Proposition 3.1.1. Then we have the
schematic formula for M ′(A,Φ) ∈ L (X,X∗) and E ′′(A,Φ) ∈ (X× X)∗ given by
(3.1.16)
M
′(A,Φ)(a, φ) = d∗AdAa+∇∗A∇Aφ+ FA × a+∇∗A(̺(a)Φ) + Φ×∇Aφ
− ρ(a)∗∇AΦ +∇AΦ× φ+ ̺(a)Φ× Φ
− (m+ 2s|Φ|2)φ− 4s〈Φ, φ〉Φ, ∀ (a, φ) ∈ X,
where
(3.1.17) E ′′(A,Φ)(a, φ)(b, ϕ) = ((b, ϕ),M ′(A,Φ)(a, φ))L2(X),
∀ (a, φ), (b, ϕ) ∈ X.
Proof. Let (ai, φi) ∈ X, for i = 1, 2. We compute the terms in
(M (A+ ta2,Φ+ tφ2), (a1, φ1))L2(X)
that are linear in t using the expression (1.3.5) for the gradient. First,
(FA+ta2 , dA+ta2a1)L2(X) =
(
FA + tdAa2 +
t2
2
[a2, a2], dAa1 + t[a2, a1]
)
L2(X)
= (FA, dAa1)L2(X) + t(FA, [a2, a1])L2(X)
+ t(dAa2, dAa1)L2(X) +O(t
2).
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Second,
(∇A+ta2(Φ + tφ2),∇A+ta2φ1)L2(X)
= ((∇A + t̺(a2))(Φ + tφ2),∇Aφ1 + t̺(a2)φ1)L2(X)
= (∇AΦ,∇Aφ1)L2(X) + t(∇Aφ2,∇Aφ1)L2(X) + t(̺(a2)Φ,∇Aφ1)L2(X)
+ t(∇AΦ, ̺(a2)φ1)L2(X) +O(t2).
Third,
(∇A+ta2(Φ + tφ2), ̺(a1)(Φ + tφ2))L2(X)
= ((∇A + t̺(a2))(Φ + tφ2), ̺(a1)(Φ + tφ2))L2(X)
= (∇AΦ, ̺(a1)Φ)L2(X) + t(∇Aφ2, ̺(a1)Φ)L2(X) + t(̺(a2)Φ, ̺(a1)Φ)L2(X)
+ t(∇AΦ, ̺(a1)φ2)L2(X) +O(t2).
Fourth,
(m(Φ + tφ2), φ1)L2(X) = (mΦ, φ1)L2(X) + t(mφ2, φ1)L2(X).
Fifth, ∫
X
s|Φ+ tφ2|2〈Φ + tφ2, φ1〉 d volg
=
∫
X
s
(|Φ|2 + 2tRe〈Φ, φ2〉+ t2|φ2|2) 〈Φ+ tφ2, φ1〉 d volg
=
∫
X
s|Φ|2〈Φ, φ1〉 d volg
+ t
∫
X
(
s|Φ|2〈φ2, φ1〉+ 2sRe〈Φ, φ2〉〈Φ, φ1〉
)
d volg +O(t
2).
By subtracting (M ′(A,Φ)(a2, φ2), (a1, φ1))L2(X), collecting all the first-order terms
in t, and reversing the roles of (a1, φ1) and (a2, φ2), we see that
(M ′(A,Φ)(a1, φ1), (a2, φ2))L2(X)
= (dAa1, dAa2)L2(X) + 2(FA, [a1, a2])L2(X)
+Re(∇Aφ1,∇Aφ2)L2(X)
+Re
(
(ρ(a1)Φ,∇Aφ2)L2(X) + (ρ(a2)Φ,∇Aφ1)L2(X)
)
+Re(∇AΦ, ρ(a1)φ2 + ρ(a2)φ1)L2(X)
+Re(ρ(a1)Φ, ρ(a2)Φ)L2(X)
− Re
∫
X
(
(m+ 2s|Φ|2)〈φ1, φ2〉+ 4s〈Φ, φ1〉〈Φ, φ2〉
)
d volg,
By now viewing M ′(A,Φ)(a1, φ1) as an element of X
∗, we obtain the expression
(3.1.16). 
When (A,Φ) is a C∞ pair, we shall need to compare M ′(A,Φ) with the L2-
self-adjoint, second-order partial differential operator,
(3.1.18) M ′(A,Φ)+ dA,Φd
∗
A,Φ : C
∞(X ; Λ1⊗ adP ⊕E)→ C∞(X ; Λ1⊗ adP ⊕E),
in order to prove that M ′(A,Φ) is Fredholm with index zero upon restriction to
(3.1.19) X := Ker
(
d∗A,Φ :W
1,p
A1
(X ; Λ1 ⊗ adP ⊕ E)→ Lp(X ; adP )
)
.
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We recall from (2.9.2) that
dA,Φξ = (dAξ,−ξΦ), ∀ ξ ∈ C∞(X ; adP ),
with L2-adjoint,
(3.1.20) d∗A,Φ(a, φ) = d
∗
Aa− 〈φ, ·Φ〉∗, ∀ (a, φ) ∈ C∞(Λ1 ⊗ adP ⊕ E),
for every (a, φ) ∈ C∞(Λ1 ⊗ adP ⊕ E), where the section 〈φ, ·Φ〉∗ of adP is defined
by
(〈φ, ·Φ〉∗, ξ)L2(X) = (φ, ξΦ)L2(X), ∀ ξ ∈ C∞(X ; adP ).
According to Lemma 2.9.7, the operator,
d∗A,Φ :W
1,p
A1
(X ; Λ1 ⊗ adP ⊕ E)→ Lp(X ; adP ),
is bounded when (A,Φ) is a W 1,q pair with q ≥ d/2 and p obeys d/2 ≤ p ≤ q;
therefore X in (3.1.19) is a Banach space since it is a closed subspace of the Banach
space X =W 1,pA1 (X ; Λ
1 ⊗ adP ⊕ E).
When (a, φ) ∈ C∞(X ; Λ1 ⊗ adP ⊕ E), the expression (3.1.16) yields, after
formally expanding ∇∗A(̺(a)Φ) = ∇Aa× Φ+ a×∇AΦ+ a× Φ,
(3.1.21)
M
′(A,Φ)(a, φ)
= d∗AdAa+∇∗A∇Aφ+ FA × a+∇Aa× Φ + a×∇AΦ+ Φ×∇Aφ
+ ̺(a)Φ +∇AΦ× φ+ ̺(a)Φ× Φ− (m+ 2s|Φ|2)φ− 4s〈Φ, φ〉Φ.
To determine the Fredholm property and index of M ′(A,Φ) upon restriction to a
Coulomb-gauge slice, we shall need the following consequence of Theorem A.1.
Proposition 3.1.6 (Fredholm and index zero property of the augmented Hes-
sian operator). Let (X, g) be a closed, smooth Riemannian manifold of dimension
d ≥ 2, and G be a compact Lie group, P be a smooth principal G-bundle over X,
and E = P ×̺ E be a smooth Hermitian vector bundle over X defined by a finite-
dimensional unitary representation, ̺ : G → AutC(E), and A1 be a C∞ reference
connection on P . If (A,Φ) is a C∞ pair on (P,E) and k ∈ Z is an integer and
1 < p <∞, then the following operator is Fredholm with index zero,
(3.1.22) M ′(A,Φ) + dA,Φd
∗
A,Φ :W
k+2,p
A1
(X ; Λ1 ⊗ adP ⊕ E)
→W k,pA1 (X ; Λ1 ⊗ adP ⊕ E).
Proof. We can compare the principal symbol of the connection Laplacian,
∇∗A∇A, and Hodge Laplacian, ∆A = d∗AdA+ dAd∗A (2.2.1), on C∞(X ; Λ1⊗ adP ) =
Ω1(X ; adP ) using the Bochner-Weitzenbo¨ck formula [8, 9], [43, Appendix C], [83,
Appendix II] and [123]. From [83, Corollary II.2], one has
(3.1.23) ∆Aa = ∇∗A∇Aa+Ricg ×a+ FA × a, ∀ a ∈ Ω1(X ; adP ),
where Ricg denotes the Ricci curvature tensor of the Riemannian metric g on the
manifold X of dimension d ≥ 2 and here we employ ‘×’ to denote any universal
bilinear expression with constant coefficients depending at most on the Lie group,
G, or metric g. In particular, ∆A is a second-order, elliptic partial differential
operator on C∞(X ; Λ1 ⊗ adP ) with C∞ coefficients and scalar principal symbol
given by the Riemannian metric g on T ∗M .
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From the expressions (3.1.21) for M ′(A,Φ) and (2.9.2) for dA,Φ and (3.1.20)
for d∗A,Φ, we see that
M
′(A,Φ) + dA,Φd
∗
A,Φ = ∆A ⊕∇∗A∇A + Lower-order terms.
Thus, M ′(A,Φ)+ dA,Φd
∗
A,Φ is an elliptic, second-order partial differential operator
on C∞(X ; Λ1 ⊗ adP ⊕ E) with C∞ coefficients and principal symbol given by the
Riemannian metric g on T ∗M .
Equation (3.1.16) for M ′(A,Φ) implies, for (a, φ) ∈ C∞(X ; Λ1 ⊗ adP ⊕ E),
that(
M
′(A,Φ) + dA,Φd
∗
A,Φ −
(
M
′(A,Φ) + dA,Φd
∗
A,Φ
)∗)
(a, φ)
= FA × a+∇∗A(̺(a)Φ) + Φ×∇Aφ− ρ(a)∗∇AΦ+∇AΦ× φ+ ̺(a)Φ× Φ
− (m+ 2s|Φ|2)φ − 4s〈Φ, φ〉Φ.
Consequently, the following expression defines a first-order partial differential op-
erator,
M
′(A,Φ) + dA,Φd
∗
A,Φ −
(
M
′(A,Φ) + dA,Φd
∗
A,Φ
)∗
and Theorem A.1 implies that the operator (3.1.22) is Fredholm with index zero. 
3.1.3. Gradient map and Hessian operator for the boson coupled
Yang–Mills energy on a Coulomb-gauge slice. Suppose that (A∞,Φ∞) is a
C∞ pair on (P,E), recall that X is as in (3.1.3) and X is as in (3.1.19), and define
X˜ :=W−1,pA1 (X ; Λ
1 ⊗ adP ⊕ E),(3.1.24)
X˜ := Ker
(
d∗A∞,Φ∞ :W
−1,p
A1
(X ; Λ1 ⊗ adP ⊕ E)(3.1.25)
→W−2,pA1 (X ; Λ1 ⊗ adP ⊕ E)
)
.
Because (W 1,p(X ;C))∗ =W−1,p
′
(X ;C) and p ≥ p′ for all p ≥ 2, we see that
X˜ ⊂ X ∗, ∀ p ≥ 2.
For a C∞ pair (A,Φ) on (P,E), the Hessian operator, M ′(A,Φ) : X → X∗, is
defined by the schematic expression (3.1.16) and related to the Hessian, E ′′(A,Φ) :
X× X→ R, by
E
′′(A,Φ) ((a, φ), (b, ϕ)) = 〈(b, ϕ),M ′(A,Φ)(a, φ)〉X×X∗
= ((b, ϕ),M ′(A,Φ)(a, φ))
H
, ∀ (a, φ), (b, ϕ) ∈ X,
where we define
(3.1.26) H := L2(X ; Λ1 ⊗ adP ⊕ E).
According to Theorem A.1, the elliptic, linear, second-order partial differential
operator,
d∗A,ΦdA,Φ :W
k+2,p
A1
(X ; adP )→W k,pA1 (X ; adP ),
is Fredholm for any k ∈ Z and p ∈ (1,∞) with kernel,
K := Ker
(
d∗A,ΦdA,Φ : C
∞(X ; adP )→ C∞(X ; adP )) ,
and range,
Ran
(
d∗A,ΦdA,Φ :W
k+2,p
A1
(X ; adP )→W k,pA1 (X ; adP )
)
= K⊥ ∩W k,pA1 (X ; adP ),
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where ⊥ denotes L2-orthogonal complement. Hence, the operator,
d∗A,ΦdA,Φ : K
⊥ ∩W k+2,pA1 (X ; adP )→ K⊥ ∩W
k,p
A1
(X ; adP ),
is invertible, with inverse(
d∗A,ΦdA,Φ
)−1
: K⊥ ∩W k,pA1 (X ; adP )→ K⊥ ∩W
k+2,p
A1
(X ; adP ).
We define the Green’s operator,
GA,Φ :W
k,p
A1
(X ; adP )→W k+2,pA1 (X ; adP ),
for the Laplacian, d∗A,ΦdA,Φ, by setting
GA,Φξ :=
{
(d∗A,ΦdA,Φ)
−1ξ, ∀ ξ ∈ K⊥ ∩W k,pA1 (X ; adP ),
0, ∀ ξ ∈ K.
For any k ∈ Z and p ∈ (1,∞), we now let
(3.1.27) ΠA∞,Φ∞ :W
k,p
A1
(X ; Λ1 ⊗ adP ⊕ E)
→ Ker d∗A∞,Φ∞ ∩W k,pA1 (X ; Λ1 ⊗ adP ⊕ E)
denote the L2-orthogonal projection onto the slice through (A∞,Φ∞). Because
W k,pA1 (X ; Λ
1 ⊗ adP ⊕ E)
= Ker d∗A∞,Φ∞ ∩W k,pA1 (X ; Λ1 ⊗ adP ⊕ E)
⊕ Ran
(
dA∞,Φ∞ :W
k+1,p
A1
(X ; adP ⊕ E)→W k,pA1 (X ; Λ1 ⊗ adP ⊕ E)
)
is an L2-orthogonal direct sum, we see that
(3.1.28) ΠA∞,Φ∞ = id− dA∞,Φ∞GA∞,Φ∞d∗A∞,Φ∞ .
Because of the invariance of the energy function, E : P(P,E)→ R, in (1.3.1) with
respect to the action of Aut(P ) on C∞ pairs, P(P,E) = A (P ) × C∞(X ;E), we
have the identity
(3.1.29) E (u(A,Φ)) = E (A,Φ), ∀u ∈ Aut(P ) and (A,Φ) ∈ P(P,E).
Note that if u(t) ∈ Aut(P ) is a family of gauge transformations depending smoothly
on t ∈ R such that u(0) = idP , then the identity (3.1.29) implies that
E
′(A,Φ)(dA,Φξ) =
d
dt
E (u(t)(A,Φ))
∣∣∣∣
t=0
= 0, ∀ (A,Φ) ∈ P(P,E),
where
dA,Φξ =
d
dt
u(t)(A,Φ)
∣∣∣∣
t=0
∈ C∞(X ; Λ1 ⊗ adP ⊕ E),
with
ξ = u˙(0) ∈ C∞(X ; adP ) = TidP Aut(P ) = TidPC∞(X ; AdP ).
Before considering higher-order derivatives of the identity (3.1.29) with respect to
u ∈ Aut(P ), we digress to discuss the Chain Rule for maps of Banach spaces.
If F : Y → Z and G : X → Y are C∞ maps of Banach spaces, then the Chain
Rule gives, for all x ∈ X ,
(F ◦G)′(x) = F ′(G(x)) ◦G′(x) ∈ L (X ,Z),(3.1.30)
(F ◦G)′′(x) = F ′′(G(x)) ◦G′(x)2 + F ′(G(x)) ◦G′′(x) ∈ L (X × X ,Z),(3.1.31)
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More explicitly, if u, v ∈ X , then
(F ◦G)′(x)(u) = F ′(G(x))(G′(x)(u)),
(F ◦G)′′(x)(u, v) = F ′′(G(x))(G′(x)(u), G′(x)(v)) + F ′(G(x))(G′′(x)(u, v)).
The expression for the Hessian of the composition simplifies when F ′(y) = 0 at
y = G(x) to give
(3.1.32) (F ◦G)′′(x) = F ′′(G(x)) ◦G′(x)2 ∈ L (X × X ,Z).
This ends our digression on the Chain Rule for C∞ maps of Banach spaces.
By computing the first-order differential with respect to u of the expression
(3.1.29) at idP ∈ Aut(P ) in directions ξ ∈ TidP Aut(P ) = C∞(X ; adP ) and recall-
ing the definition (2.9.3) of dA,Φξ, we see that the first-order differential of E and
its gradient map obey
(3.1.33) E ′(A,Φ)(dA,Φξ) = 0 = (dA,Φξ,M (A,Φ))L2(X), ∀ ξ ∈ C∞(X ; adP ),
and thus
d∗A,ΦM (A,Φ) = 0, ∀ (A,Φ) ∈ P(P,E).
Next, we observe that (3.1.29) implies that the differential of the energy function
satisfies
(3.1.34) E ′(u(A,Φ))(u(a, φ)) = E ′(A,Φ)(a, φ),
∀u ∈ Aut(P ) and (A,Φ) ∈ P(P,E)
and ∀ (a, φ) ∈ C∞(X ; Λ1 ⊗ adP ⊕ E).
By computing the first-order differentials with respect to u of the expression (3.1.34)
at idP ∈ Aut(P ) in directions ξ ∈ TidP Aut(P ) = C∞(X ; adP ) and recalling the
definition (2.9.3) of dA,Φξ, we see that the gradient map and second-order differen-
tial obey
E
′′(A,Φ) (dA,Φξ, (a, φ)) + E
′(A,Φ)(dA,Φξ) = 0,
and thus, by (3.1.33) and the fact that the Hessian E ′′(A,Φ) is a symmetric oper-
ator,
E
′′(A,Φ) (dA,Φξ, (a, φ)) = 0 = E
′′(A,Φ) ((a, φ), dA,Φξ) ,
∀ (a, φ) ∈ C∞(X ; Λ1 ⊗ adP ⊕ E).
Hence, by the relation (3.1.17) between E ′′(A,Φ) and M ′(A,Φ),
(dA,Φξ,M
′(A,Φ)(a, φ))L2(X) = 0 = ((a, φ),M
′(A,Φ)dA,Φξ)L2(X) ,
∀ (a, φ) ∈ C∞(X ; Λ1 ⊗ adP ⊕ E).
Consequently, the Hessian operator satisfies
d∗A,ΦM
′(A,Φ)(a, φ) = 0, ∀ (a, φ) ∈ C∞(X ; Λ1 ⊗ adP ⊕ E).(3.1.35a)
M
′(A,Φ)dA,Φξ = 0, ∀ ξ ∈ C∞(X ; adP ).(3.1.35b)
Thus, for any k ∈ Z and p ∈ (1,∞) when (A∞,Φ∞) is a C∞ pair, the Hessian
operator,
M
′(A∞,Φ∞) :W
k+2,p
A1
(X ; Λ1 ⊗ adP ⊕ E)→W k,pA1 (X ; Λ1 ⊗ adP ⊕ E),
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naturally restricts to the Coulomb-gauge slice domain and range defined by (A∞,Φ∞),
(3.1.36) M ′(A∞,Φ∞) : Ker d
∗
A∞,Φ∞ ∩W k+2,pA1 (X ; Λ1 ⊗ adP ⊕ E)
→ Kerd∗A∞,Φ∞ ∩W k,pA1 (X ; Λ1 ⊗ adP ⊕ E),
when the Hessian operator is also computed at the pair (A∞,Φ∞). The gradient
map,
M : (A∞,Φ∞) +W
k+2,p
A1
(X ; Λ1 ⊗ adP ⊕ E)→W k,pA1 (X ; Λ1 ⊗ adP ⊕ E),
restricts to the slice domain and range with the L2-orthogonal projection, ΠA∞,Φ∞ ,
(3.1.37) Mˆ ≡ ΠA∞,Φ∞M :
(A∞,Φ∞) + Ker d
∗
A∞,Φ∞ ∩W k+2,pA1 (X ; Λ1 ⊗ adP ⊕ E)
→ Kerd∗A∞,Φ∞ ∩W k,pA1 (X ; Λ1 ⊗ adP ⊕ E).
The definition (3.1.27) of the L2-orthogonal projection, ΠA,Φ, and the relation
(3.1.33) yield
ΠA,ΦM (A,Φ) = M (A,Φ), ∀ (A,Φ) ∈ P(P,E).
In the definition (3.1.37), we suppress dependence on the pair (A∞,Φ∞) in the
choice of Coulomb-gauge slice from the notation for Mˆ , which we may regard as a
lift to a coordinate chart on an open neighborhood of the point [A,Φ] ∈ C (P,E) :=
P(P,E)/Aut(P ) of the gradient map on the quotient.
We now apply Proposition 3.1.6 to prove the Fredholm and index zero proper-
ties of the Hessian operator.
Proposition 3.1.7 (Fredholm and index zero properties of the Hessian oper-
ator for the boson coupled Yang–Mills energy function on a Coulomb-gauge slice).
Let (X, g) be a closed, smooth Riemannian manifold of dimension d ≥ 2, and G be
a compact Lie group, P be a smooth principal G-bundle over X, and E = P ×̺E be
a smooth Hermitian vector bundle over X defined by a finite-dimensional unitary
representation, ̺ : G→ AutC(E), and A1 be a C∞ reference connection on P , and
m, s ∈ C∞(X). If (A,Φ) is a C∞ pair on (P,E) and k ∈ Z is an integer and
1 < p <∞, then the following operator is Fredholm with index zero,
M
′(A,Φ) : Ker d∗A,Φ ∩W k+2,pA1 (X ; Λ1 ⊗ adP ⊕ E)
→ Ker d∗A,Φ ∩W k,pA1 (X ; Λ1 ⊗ adP ⊕ E).
Proof. To reduce notational clutter, we abbreviate the domain and range
Sobolev spaces by
W k+2,p =W k+2,pA1 (X ; Λ
1 ⊗ adP ⊕ E) and W k,p =W k,pA1 (X ; Λ1 ⊗ adP ⊕ E).
We shall adapt the argument of R˚ade [100, p. 148]. Observe that M ′(A,Φ) = 0 on
RandA,Φ ∩W k+2,p and d∗A,ΦM ′(A,Φ) = 0 on W k+2,p by (3.1.35) and so we have a
well-defined restriction,
M
′(A,Φ) : Ker d∗A,Φ ∩W k+2,p → Kerd∗A,Φ ∩W k,p.
Clearly, dA,Φd
∗
A,Φ = 0 on Ker d
∗
A,Φ ∩W k+2,p and
Ran(dA,Φd
∗
A,Φ :W
k+2,p →W k,p) ⊂ RandA,Φ ∩W k,p.
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Hence, we obtain a decomposition of the operator,
(3.1.38) M ′(A,Φ) + dA,Φd
∗
A,Φ :W
k+2,p →W k,p,
as a direct sum,
(3.1.39) M ′(A,Φ) + dA,Φd
∗
A,Φ =
(
M ′(A,Φ) 0
0 dA,Φd
∗
A,Φ
)
:(
Kerd∗A,Φ ⊕ Ran dA,Φ
) ∩W k+2,p → (Kerd∗A,Φ ⊕ Ran dA,Φ) ∩W k,p.
We now claim that the following operator is invertible,
(3.1.40) dA,Φd
∗
A,Φ : RandA,Φ ∩W k+2,p → Ran dA,Φ ∩W k,p.
Indeed, the operator (3.1.40) is clearly bounded. For injectivity, if η = dA,Φξ ∈
RandA,Φ ∩W k+2,p for ξ ∈ W k+3,p and dA,Φd∗A,ΦdA,Φξ = 0, then (d∗A,ΦdA,Φ)2ξ = 0.
We may assume without loss of generality that ξ ⊥ Ker d∗A,ΦdA,Φ and because
d∗A,ΦdA,Φ : W
k+2,p → W k,p is Fredholm with index zero by Theorem A.1, the
following operator is invertible,
d∗A,ΦdA,Φ : (Ker d
∗
A,ΦdA,Φ)
⊥ ∩W k+2,p → (Ker d∗A,ΦdA,Φ)⊥ ∩W k,p.
Thus, ξ = 0 and the operator (3.1.40) is injective. For surjectivity, suppose χ =
dA,Φζ ∈ RandA,Φ ∩W k,p for ζ ∈ W k+1,p. We may again assume without loss of
generality that ζ ⊥ Kerd∗A,ΦdA,Φ. If χ ⊥ dA,Φd∗A,ΦdA,Φξ for all ξ ∈ W k+3,p, then
(d∗A,ΦdA,Φ)
2ζ = 0, and we again find that ζ = 0 and so χ = 0. Since dA,Φd
∗
A,Φ :
W k+2,p → W k,p has closed range (because it is a Fredholm operator), this implies
that the operator (3.1.40) is surjective and thus invertible by the Open Mapping
Theorem.
According to Proposition 3.1.6, the operator (3.1.38) is Fredholm. Conse-
quently,
M
′(A,Φ) : Ker d∗A,Φ ∩W k+2,p → Ker d∗A,Φ ∩W k,p
is Fredholm by virtue of the direct sum decomposition (3.1.39) and invertibility of
the operator (3.1.40). We compute indices,
Index
{
M
′(A,Φ) + dA,Φd
∗
A,Φ : W
k+2,p → W k,p}
= Index
{(
M ′(A,Φ) 0
0 dA,Φd
∗
A,Φ
)
:
(
Ker d∗A,Φ ⊕ RandA,Φ
) ∩W k+2,p
→ (Ker d∗A,Φ ⊕ Ran dA,Φ) ∩W k,p}
= Index
{
M
′(A,Φ) : Ker d∗A,Φ ∩W k+2,p → Kerd∗A,Φ ∩W k,p
}
+ Index
{
dA,Φd
∗
A,Φ : RandA,Φ ∩W k+2,p → Ran dA,Φ ∩W k,p
}
.
Therefore, because
Index{dA,Φd∗A,Φ : Ran dA,Φ ∩W k+2,p → Ran dA,Φ ∩W k,p} = 0,
we have
Index
{
M
′(A,Φ) : Ker d∗A,Φ ∩W k+2,p → Ker d∗A,Φ ∩W k,p
}
= Index
{
M
′(A,Φ) + dA,Φd
∗
A,Φ :W
k+2,p →W k,p} .
But the latter index is zero by Proposition 3.1.6 and this completes the proof of
Proposition 3.1.7. 
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3.1.4. Analyticity of the gradient map for the boson coupled Yang–
Mills energy function on a Coulomb-gauge slice. Suppose (A∞,Φ∞) and
(A,Φ) are C∞ pairs on (P,E) and recall from (1.3.4) that the first-order differential
and gradient map of the boson coupled Yang–Mills energy function (1.3.1) are
related by
E
′(A,Φ)(a, φ) = ((a, φ),M (A,Φ))L2(X), ∀ (a, φ) ∈ C∞(X ; Λ1 ⊗ adP ⊕ E).
If we now restrict (a, φ) to be a pair in Ker d∗A∞,Φ∞ ∩C∞(X ; Λ1 ⊗ adP ⊕E), then
the preceding relation yields
E
′(A,Φ)(a, φ) = ((a, φ),ΠA∞,Φ∞M (A,Φ))L2(X) = ((a, φ), Mˆ (A,Φ))L2(X),
∀ (a, φ) ∈ Ker d∗A∞,Φ∞ ∩ C∞(X ; Λ1 ⊗ adP ⊕ E),
where ΠA∞,Φ∞ is the L
2-orthogonal projection (3.1.27) onto the Coulomb-gauge
slice through (A∞,Φ∞) and we appeal to the definition (3.1.37) of Mˆ . Conse-
quently,
(3.1.41) Mˆ = ΠA∞,Φ∞M : (A∞,Φ∞) + Ker d
∗
A∞,Φ∞ ∩W 1,pA1 (X ; Λ1 ⊗ adP ⊕ E)
→ Ker d∗A∞,Φ∞ ∩W−1,pA1 (X ; Λ1 ⊗ adP ⊕ E)
is the gradient map for the restriction,
(3.1.42) E : (A∞,Φ∞) + Ker d
∗
A∞,Φ∞ ∩W 1,pA1 (X ; Λ1 ⊗ adP ⊕ E)→ R,
of the boson coupled Yang–Mills energy function (1.3.1) to the Coulomb-gauge
slice through (A∞,Φ∞). Note that the relations (3.1.35) imply that the Hessian
operator (namely, the derivative of the gradient map, Mˆ ) at (A∞,Φ∞) simplifies
to
Mˆ
′(A∞,Φ∞) = (ΠA∞,Φ∞M )
′(A∞,Φ∞)
= M ′(A∞,Φ∞) : Ker d
∗
A∞,Φ∞ ∩W 1,pA1 (X ; Λ1 ⊗ adP ⊕ E)
→ Ker d∗A∞,Φ∞ ∩W−1,pA1 (X ; Λ1 ⊗ adP ⊕ E).
Proposition 3.1.3 yields the
Corollary 3.1.8 (Analyticity of the gradient map for the boson coupled
Yang–Mills energy function on a Coulomb-gauge slice). Assume the hypotheses of
Proposition 3.1.3 and let (A∞,Φ∞) be a C
∞ pair on (P,E). Then the following
map is analytic,
Ker d∗A∞,Φ∞ ∩W 1,p ∋ (a1, φ1)
7→ Mˆ (A∞ + a1,Φ∞ + φ1) = ΠA∞,Φ∞M (A∞ + a1,Φ∞ + φ1)
∈ Kerd∗A∞,Φ∞ ∩W−1,p,
where we abbreviate
W±1,p =W±1,pA1 (X ; Λ
1 ⊗ adP ⊕ E).
Proof. The conclusion follows from Proposition 3.1.3 and the fact that the
operators, ΠA∞,Φ∞ , define continuous projections. 
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3.1.5. Estimates for gauge transformations intertwining two pairs.
We shall require the
Lemma 3.1.9 (Estimate for the action of a W 2,q gauge transformation inter-
twining two W 1,q pairs). Let (X, g) be a closed, smooth Riemannian manifold of
dimension d ≥ 2, and G be a compact Lie group, P be a smooth principal G-bundle
over X, and E = P ×̺ E be a smooth Hermitian vector bundle over X defined by a
finite-dimensional unitary representation, ̺ : G → AutC(E), and A1 be a C∞ ref-
erence connection on P , q > d/2 and p obeys d/2 ≤ p ≤ q, then there is a constant
C = C(g,G, p) ∈ [1,∞) with the following significance. If (A,Φ) and (A′,Φ′) are
W 1,q pairs on (P,E) and u ∈ Aut2,q(P ), then
‖u(A,Φ)− u(A′,Φ′)‖W 1,pA1 (X) ≤ C
(
1 + ‖u‖W 2,pA1 (X)
)
‖(A,Φ)− (A′,Φ′)‖W 1,pA1 (X),
‖(A,Φ)− (A′,Φ′)‖W 1,pA1 (X) ≤ C
(
1 + ‖u‖W 2,pA1 (X)
)
‖u(A,Φ)− u(A′,Φ′)‖W 1,pA1 (X).
If in addition p > 3/2 if d = 3 and p ≥ 4/3 if d = 2 and p′ ∈ [1,∞) is the dual
Ho¨lder exponent defined by 1/p+ 1/p′ = 1, and (a, φ) ∈W 1,p′A1 (X ; Λ1 ⊗ adP ), then
‖u(a, φ)‖
W 1,p
′
A1
(X)
≤ C
(
1 + ‖u‖W 2,pA1 (X)
)
‖(a, φ)‖
W 1,p
′
A1
(X)
,
‖(a, φ)‖
W 1,p
′
A1
(X)
≤ C
(
1 + ‖u‖W 2,pA1 (X)
)
‖u(a, φ)‖
W 1,p
′
A1
(X)
.
Proof. Recall that u(A) − A1 = u−1(A − A1)u + u−1dA1u by (2.5.7) and
similarly for A′, so
u(A)− u(A′) = u−1(A−A1)u− u−1(A′ −A1)u = u−1(A−A′)u,
and thus,
u(A,Φ)− u(A′,Φ′) = (u−1(A−A′)u, u(Φ− Φ′)).
Therefore, writing a := A−A′ ∈ W 1,qA1 (X ; Λ1 ⊗ adP ) for convenience,
∇A1(u(A)− u(A′)) = −u−1(∇A1u)u−1au+ u−1(∇A1a)u+ u−1a(∇A1u).
By taking Lp norms and using the pointwise bound |u| ≤ 1, the Sobolev embedding
W 1,p(X) ⊂ L2p(X) (valid for p ≥ d/2), and the Kato Inequality [43, Equation
(6.20)], we obtain
‖∇A1(u(A−A′))‖Lp(X) ≤ 2‖∇A1u‖L2p(X)‖a‖L2p(X) + ‖∇A1a‖Lp(X)
≤ C‖∇A1u‖W 1,pA1 (X)‖a‖W 1,pA1 (X) + ‖∇A1a‖Lp(X).
Similarly, ∇A1(u(Φ− Φ′)) = (∇A1u)(Φ− Φ′) + u(∇A1(Φ− Φ′)) and
‖∇A1(u(Φ− Φ′))‖Lp(X)
≤ ‖∇A1u‖L2p(X)‖Φ− Φ′‖L2p(X) + ‖∇A1(Φ− Φ′)‖Lp(X)
≤ ‖∇A1u‖W 1,pA1 (X)‖Φ− Φ
′‖W 1,pA1 (X) + ‖∇A1(Φ− Φ
′)‖Lp(X).
By combining the preceding estimates, we obtain the first inequality; the second
inequality is proved by a symmetric argument.
For the third inequality, we note that u(a, φ) = (u(a), u(φ)) = (u−1au, u−1φ)
by our convention (2.9.1) and use the identity,
∇A1(u(a)) = −u−1(∇A1u)u−1au+ u−1(∇A1a)u+ u−1a(∇A1u).
We make the
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Claim 3.1.10. Let (X, g) be a closed, smooth Riemannian manifold of dimen-
sion d ≥ 2 and p ∈ [d/2,∞], with p > 3/2 if d = 3 and p ≥ 4/3 if d = 2. If
p′ ∈ [1,∞) is the dual Ho¨lder exponent defined by 1/p+ 1/p′ = 1, then there is a
continuous Sobolev multiplication map,
(3.1.43) W 1,p
′
(X)×W 1,p(X)→ Lp′(X).
Given Claim 3.1.10, we have
‖∇A1(u(a))‖Lp′(X) ≤ z‖∇A1u‖W 1,pA1 (X)‖a‖W 1,p′A1 (X) + ‖∇A1a‖Lp
′(X),
for z = z(g, p) ∈ [1,∞), while
‖u(a)‖Lp′(X) = ‖a‖Lp′(X).
Thus,
‖u(a)‖
W 1,p
′
A1
(X)
≤ z
(
1 + ‖∇A1u‖W 1,pA1 (X)
)
‖a‖
W 1,p
′
A1
(X)
,
with the analogous estimate for ‖u(φ)‖
W 1,p
′
A1
(X)
. This yields the third inequality
and symmetry yields the fourth inequality.
Proof of Claim 3.1.10. A multiplication, Lr(X)×Ls(X)→ Lp′(X), is con-
tinuous provided r, s ∈ [p′,∞] obey 1/r + 1/s ≤ 1/p′. If these exponents r, s also
yield continuous Sobolev embeddings,
W 1,p
′
(X) ⊂ Lr(X) and W 1,p(X) ⊂ Ls(X),
then we obtain the desired continuous Sobolev multiplication map (3.1.43). To
confirm the existence of suitable exponents, r, s, we shall consider the cases p < d,
p = d, and p > d separately.
Case 1 (p < d). Choose s = p∗ = dp/(d − p) to give the continuous Sobolev
embedding, W 1,p(X) ⊂ Lp∗(X), provided by [4, Theorem 4.12]. We required that
s ∈ [p′,∞], so p must obey p∗ ≥ p′, that is
dp/(d− p) ≥ p/(p− 1),
or p > 1 and d(p − 1) ≥ d − p or p(d + 1) ≥ 2d and so we require that p ≥
2d/(d + 1). Note that d/2 ≥ 2d/(d + 1) ⇐⇒ d + 1 ≥ 4, that is, d ≥ 3, and
d/2 > 2d/(d+1) ⇐⇒ d ≥ 4. (This is why for d = 2, 3 we augment the hypothesis
p ≥ d/2 in Claim 3.1.10 with additional conditions in certain subcases as noted
below.) Because p < d, we also have p′ = p/(p− 1) > d/(d− 1). We consider three
subcases, depending on whether a) p′ < d, b) p′ = d, or c) p′ > d.
Consider Subcase (1c), so p < d and p′ > d. Then we have a continuous Sobolev
embedding, W 1,p
′
(X) ⊂ L∞(X), by [4, Theorem 4.12] and because p∗ ≥ p′ when
p ≥ 2d/(d+1) for d ≥ 3 and p ≥ 4/3 for d = 2, we may choose any r ∈ (1,∞] large
enough that 1/r + 1/p∗ ≤ 1/p′.
Consider Subcase (1b), so p < d and p′ = d. Then we have a continuous
Sobolev embedding, W 1,p
′
(X) ⊂ Lr(X), by [4, Theorem 4.12] for any r ∈ [1,∞)
and because p∗ > p′ when p > 2d/(d + 1) for d ≥ 4 and p > 3/2 for d = 3,
we may choose r ∈ (1,∞) large enough that 1/r + 1/p∗ ≤ 1/p′. (The condition
p′ > d/(d − 1) and p′ = d forces d ≥ 3, so the subcase p < d and p′ = d cannot
occur for d = 2.)
Consider Subcase (1a), so p < d and p′ < d. Then the condition p′ > d/(d− 1)
implies that d/(d − 1) < d, that is, d − 1 > 1 or d ≥ 3. (The subcase p < d
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and p′ < d cannot occur for d = 2.) We choose r = (p′)∗ = dp′/(d − p′) =
d(p/(p − 1))/(d − p/(p − 1)) = dp/(dp − d − p) and use the continuous Sobolev
embedding, W 1,p
′
(X) ⊂ L(p′)∗(X), provided by [4, Theorem 4.12]. To have a
continuous multiplication, L(p
′)∗(X) × Lp∗(X) → Lp′(X), we see that p > 1 must
obey
1/(p′)∗ + 1/p∗ ≤ 1/p′,
that is,
(dp− d− p)/dp+ (d− p)/dp ≤ (p− 1)/p,
or
d(p− 1)− p+ d− p ≤ d(p− 1),
or d ≤ 2p, that is, p ≥ d/2. Combining the conclusions of the three subcases verifies
the case p < d.
Case 2 (p = d). For any s ∈ [1,∞), we have a continuous Sobolev embedding,
W 1,p(X) ⊂ Ls(X). We also required that s ∈ [p′,∞], so p and s must obey
p′ ≤ s < ∞. Because p = d, we have p′ = p/(p− 1) = d/(d − 1), so a) p′ = d for
d = 2, or b) 1 < p′ < d for d ≥ 3.
Consider Subcase (2a), so p′ = d and d = 2. Then W 1,p
′
(X) ⊂ Lr(X) is a
continuous Sobolev embedding for any r ∈ [1,∞). We also required that r ∈ [p′,∞]
and further restrict to r ∈ (p′,∞) since s is finite. In particular, we may choose
r, s ∈ (p′,∞) such that 1/r + 1/s ≤ 1/p′.
Consider Subcase (2b), so p′ < d and d ≥ 3. Then W 1,p′(X) ⊂ Lr(X) is a
continuous Sobolev embedding for r = (p′)∗ = dp/(dp − d − p). We also required
that r ∈ [p′,∞] and further restrict to r ∈ (p′,∞) since s is finite, so p must obey
p′ < (p′)∗, that is
p/(p− 1) < dp/(dp− d− p),
or p > 1 and dp − d − p < d(p − 1), or simply p > 1 (automatic since p = d ≥ 3).
In particular, we may choose r = (p′)∗ ∈ (p′,∞) and then s ∈ (p′,∞) large enough
that 1/r + 1/s ≤ 1/p′.
Combining the conclusions of each of the two subcases verifies the case p = d.
Case 3 (p > d). For any s ∈ [1,∞], we have a continuous Sobolev embedding,
W 1,p(X) ⊂ Ls(X). We also required that s ∈ [p′,∞], so p and s must obey
p′ ≤ s ≤ ∞. Because p > d, we have p′ = p/(p− 1) < d/(d − 1), so 1 < p′ < d for
d ≥ 2. Thus,W 1,p′(X) ⊂ Lr(X) is a continuous Sobolev embedding for r = (p′)∗ =
dp/(dp− d− p). We also required that r ∈ [p′,∞], so p must obey p′ ≤ (p′)∗, which
holds for any p > 1 from our analysis of the case p = d. In particular, we may
choose r = (p′)∗ ∈ [p′,∞) and then s ∈ (p′,∞] large enough that 1/r+1/s ≤ 1/p′.
This verifies the case p > d.
Combining these three cases completes the proof of Claim 3.1.10. 
The third and fourth inequalities follow from Claim 3.1.10 as described earlier,
so this completes the proof of Lemma 3.1.9. 
3.1.6. Completion of the proof of Theorem 4. We can now proceed to
the
Proof of Theorem 4. We first consider the simpler case where the pair
(A,Φ) is in Coulomb gauge relative to the critical point (A∞,Φ∞) and then consider
the general case
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Case 1 ((A,Φ) in Coulomb gauge relative to (A∞,Φ∞)). By hypothesis of
the theorem, (A∞,Φ∞) is a W
1,q pair that is a critical point for the function E in
(1.3.1). By the regularity Theorem 2.11.2, there exists aW 2,q gauge transformation
u∞ such that u∞(A∞,Φ∞) is a C
∞ pair. In particular, u∞(A∞,Φ∞) is aW
2,q pair
and u∞(A,Φ) is in Coulomb gauge relative to u∞(A∞,Φ∞). Following (3.1.19) and
(3.1.25), we choose the Banach spaces,
X = Ker
(
d∗u∞(A∞,Φ∞) :W
1,p
A1
(X ; Λ1 ⊗ adP ⊕ E)→ Lp(X ; adP )
)
,
X˜ = Ker
(
d∗u∞(A∞,Φ∞) :W
−1,p
A1
(X ; Λ1 ⊗ adP ⊕ E)→W−2,pA1 (X ; adP )
)
.
Hence, X ⊂ X˜ is a continuous embedding of Banach spaces and
X
∗ = Ker
(
d∗u∞(A∞,Φ∞) : L
p′(X ; adP )→W−1,p′A1 (X ; Λ1 ⊗ adP ⊕ E)
)
.
We observe that X˜ ⊂ X ∗ is a continuous embedding of Banach spaces when
W−1,p(X ;C) ⊂W−1,p′(X ;C) is a continuous Sobolev embedding and thus when p
obeys p ≥ 2.
Proposition 3.1.7 implies that the Hessian operator with x∞ = u∞(A∞,Φ∞),
Mˆ
′(x∞) : X → X˜ ,
is Fredholm with index zero while Corollary 3.1.8 implies that the gradient map,
Mˆ : x∞ +X → X˜ ,
is analytic, where we recall from (3.1.37) that
Mˆ = Πu∞(A∞,Φ∞)M .
Hence, Theorem 1 implies that there exist constants Z ′ ∈ (0,∞) and σ′ ∈ (0, 1]
and θ ∈ [1/2, 1) (depending on (A1,Φ1), and u∞(A∞,Φ∞), and g, G, p, P ) such
that if
(3.1.44) ‖u∞(A,Φ)− u∞(A∞,Φ∞)‖W 1,pA1 (X) < σ
′,
then
(3.1.45) |E (u∞(A,Φ))− E (u∞(A∞,Φ∞))|θ ≤ Z ′‖Mˆ (u∞(A,Φ))‖W−1,pA1 (X).
By Lemma 3.1.9, there exists C1 = C1(g,G, p, u∞) = C1(A∞,Φ∞, g, p) ∈ [1,∞) so
that
‖u∞(A,Φ)− u∞(A∞,Φ∞)‖W 1,pA1 (X) ≤ C1‖(A,Φ)− (A∞,Φ∞)‖W 1,pA1 (X).
More explicitly, Lemma 3.1.9 givesC1 = C(1+‖u∞‖W 2,pA1 (X)), where C = C(g,G, p) ∈
[1,∞). Therefore, setting σ := C−11 σ′, we see that if (A,Φ) obeys the  Lojasiewicz–
Simon neighborhood condition (1.3.11), namely
‖(A,Φ)− (A∞,Φ∞)‖W 1,pA1 (X) < σ,
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then (3.1.44) holds and thus also (3.1.45). Moreover,
‖Mˆ (u∞(A,Φ))‖W−1,pA1 (X) = ‖Mˆ (u∞(A,Φ))‖(W 1,p′A1 (X))∗
= sup
{
|Mˆ (u∞(A,Φ))(u∞(a, φ))| : ‖u∞(a, φ)‖W 1,p′A1 (X) ≤ 1
}
= sup
{
|Mˆ (A,Φ)(a, φ)| : ‖u∞(a, φ)‖W 1,p′A1 (X) ≤ 1
}
(by gauge invariance),
where the supremum is over all pairs, (a, φ) ∈ W 1,pA1 (X ; Λ1 ⊗ adP ), obeying the
inequality. But
‖(a, φ)‖
W 1,p
′
A1
(X)
≤ C1‖u∞(a, φ)‖W 1,p′A1 (X)
by Lemma 3.1.9 and therefore,{
(a, φ) ∈W 1,pA1 (X ; Λ1 ⊗ adP ) : ‖u∞(a, φ)‖W 1,p′A1 (X) ≤ 1
}
⊂
{
(a, φ) ∈W 1,pA1 (X ; Λ1 ⊗ adP ) : C−11 ‖(a, φ)‖W 1,p′A1 (X) ≤ 1
}
.
Combining the preceding equality and inequality yields,
‖Mˆ (u∞(A,Φ))‖W−1,pA1 (X) ≤ sup
{
|Mˆ (A,Φ)(a, φ)| : C−11 ‖(a, φ)‖W 1,p′A1 (X) ≤ 1
}
= C1‖Mˆ (A,Φ)‖W−1,pA1 (X).
Substituting the preceding inequality into (3.1.45) yields
|E (A,Φ)− E (A∞,Φ∞)|θ = |E (u∞(A,Φ)) − E (u∞(A∞,Φ∞))|θ
(by gauge invariance)
≤ Z ′‖Mˆ (u∞(A,Φ))‖W−1,pA1 (X) (by (3.1.45))
≤ Z ′C1‖Mˆ (A,Φ)‖W−1,pA1 (X).
But Mˆ (A,Φ) = Πu∞(A∞,Φ∞)M and because the projection,
Πu∞(A∞,Φ∞) :W
k,p
A1
(X ; Λ1 ⊗ adP ⊕ E)→W k,pA1 (X ; Λ1 ⊗ adP ⊕ E),
is bounded with norm one (for any k ∈ Z and 1 < p <∞), then
‖Mˆ (A,Φ)‖W−1,pA1 (X) ≤ ‖M (A,Φ)‖W−1,pA1 (X).
Hence, the  Lojasiewicz–Simon gradient inequality (1.3.12) holds for the pairs (A,Φ)
and (A∞,Φ∞) with constants (Z, θ, σ), where Z := C1Z
′.
Case 2 ((A,Φ) not in Coulomb gauge relative to (A∞,Φ∞)). Let
ζ = ζ(A1, A∞,Φ∞, g, G, p, q) ∈ (0, 1] and
N = N(A1, A∞,Φ∞, g, G, p, q) ∈ [1,∞)
denote the constants in Theorem 16 and choose ζ1 ∈ (0, ζ] small enough that
2Nζ1 < σ1, where we now use σ1 to denote the  Lojasiewicz–Simon constant from
Case 1. If (A,Φ) obeys
‖(A,Φ)− (A∞,Φ∞)‖W 1,pA1 (X) < ζ1,
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then Theorem 16 provides u ∈ Aut2,q(P ), depending on the pair (A,Φ), such that
d∗A∞,Φ∞(u(A,Φ)− (A∞,Φ∞)) = 0,
‖u(A,Φ)− (A∞,Φ∞)‖W 1,pA1 (X) < 2Nζ1 < σ.
By applying Case 1 to the pairs u(A,Φ) and (A∞,Φ∞), we obtain
|E (u(A,Φ))− E (A∞,Φ∞)|θ ≤ C1Z ′‖M (u(A,Φ))‖W−1,pA1 (X).
Estimating as in Case 1, with u replacing u∞, we see that
‖M (u(A,Φ))‖W−1,pA1 (X) ≤ C2‖M (A,Φ)‖W−1,pA1 (X),
where C2 = C(1 + ‖u‖W 2,pA1 (X)) and C = C(g, p) ∈ [1,∞). According to Lemma
2.9.6, we have
‖u‖W 2,pA1 (X) ≤ C3,
where C3 = C3(A∞,Φ∞, A1, g, G, p, q) ∈ [1,∞). By combining the preceding in-
equalities, we obtain
|E (A,Φ)− E (A∞,Φ∞)|θ = |E (u(A,Φ))− E (A∞,Φ∞)|θ
(by gauge invariance)
≤ C1Z ′‖M (u(A,Φ))‖W−1,pA1 (X)
≤ C1C(1 + C3)Z ′‖M (A,Φ)‖W−1,pA1 (X).
Hence, we obtain the  Lojasiewicz–Simon gradient inequality (1.3.12) with constants
(Z, θ, σ), where we now choose Z = C1C(1 + C3)Z
′ and σ = ζ1.
This completes the proof of Theorem 4. 
Remark 3.1.11 (On the proof of Theorem 4 for p = 2 and d = 2, 3, 4). As
we discussed prior to the statement of Theorem 2, that version of the abstract
 Lojasiewicz–Simon gradient inequality, while considerably more restrictive, has the
advantage that, when applicable, its hypotheses are much easier to verify than those
of Theorem 1. Thus, for 2 ≤ d ≤ 4, we may choose p = 2 and observe that the
condition d/2 ≤ p ≤ q is met for q > 2. With the notation used in the proof of
Theorem 1, we can then choose
X = Ker
(
d∗u∞(A∞,Φ∞) : W
1,2
A1
(X ; Λ1 ⊗ adP ⊕ E)→ L2(X ; Λ1 ⊗ adP ⊕ E)
)
,
with dual space,
X
∗ = Ker
(
d∗u∞(A∞,Φ∞) : W
−1,2
A1
(X ; Λ1 ⊗ adP ⊕ E)
→W−2,2A1 (X ; Λ1 ⊗ adP ⊕ E)
)
.
Proposition 3.1.1 implies that the restriction of the energy function to the Coulomb-
gauge slice,
E : x∞ +X → R,
is real analytic, where x∞ := u∞(A∞,Φ∞). Proposition 3.1.7 implies that the
Hessian operator,
E
′′(x∞) ∈ L (X ,X ∗),
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is Fredholm with index zero. Case 1 of the proof of Theorem 4 now follows eas-
ily, where the gauge transformation, u∞, is again chosen via Theorem 2.11.2 so
that u∞(A∞,Φ∞) is a C
∞ pair. The difficult third and fourth inequalities in the
statement of Lemma 3.1.9 are not required. Case 2 of the proof of Theorem 4 is
unchanged.
3.2.  Lojasiewicz–Simon gradient inequality for the fermion coupled
Yang–Mills energy function
We assume the notation and conventions of Section 3.1. By analogy with
Proposition 3.1.1 we establish the forthcoming Proposition 3.2.1 for the analyticity
of the fermion coupled Yang–Mills energy function, F . Again, this serves as a
stepping stone towards the proof that its gradient map, Mˆ : x∞+X → X˜ , is real
analytic for suitable choices of Banach spaces as in Theorem 1.
Proposition 3.2.1 (Analyticity of the fermion coupled Yang–Mills energy
function). Let (X, g) be a closed, smooth Riemannian manifold of dimension d ≥ 2,
and (ρ,W ) be a spinc structure on X, and G be a compact Lie group, P be a smooth
principal G-bundle over X, and E = P ×̺ E be a smooth Hermitian vector bundle
over X defined by a finite-dimensional unitary representation, ̺ : G → AutC(E),
and A1 be a smooth reference connection on P , and m ∈ C∞(X). If 4d/(d+ 4) ≤
p <∞, then the function (1.3.3),
F : A 1,p(P )×W 1,pA1 (X ;W ⊗ E)→ R,
is real analytic.
Proof. We prove analyticity at a point (A,Ψ) and write A = A1 + a1, where
a ∈W 1,qA1 (X ; Λ1 ⊗ adP ). For any (a, ψ) ∈ X, we have
FA+a = FA1 + dA1(a1 + a) +
1
2
[a1 + a, a1 + a],
DA+a(Ψ + ψ) = DA1(Ψ + ψ) + ρ(a1 + a)(Ψ + ψ).
By definition (1.3.3) of the fermion coupled Yang–Mills energy function, we obtain
2F (A + a,Ψ+ ψ) = T1 + T2 + T3,
where the curvature term,
T1 := (FA+a, FA+a)L2(X),
has the same expansion as the corresponding term T1 in Proposition 3.1.1 for the
boson coupled Yang–Mills energy function, while
T2 := (Ψ, DA1Ψ)L2(X) + (Ψ, DA1ψ)L2(X) + (ψ,DA1Ψ)L2(X) + (ψ,DA1ψ)L2(X)
+ (Ψ, ρ(a1 + a)Ψ)L2(X) + (Ψ, ρ(a1 + a)ψ)L2(X) + (ψ, ρ(a1 + a)Ψ)L2(X)
+ (ψ, ρ(a1 + a)ψ)L2(X),
and thus,
T2 = (Ψ, DA1Ψ)L2(X) + 2Re(Ψ, DA1ψ)L2(X) + (ψ,DA1ψ)L2(X)
+ (Ψ, ρ(a1 + a)Ψ)L2(X) + 2Re(Ψ, ρ(a1 + a)ψ)L2(X) + (ψ, ρ(a1 + a)ψ)L2(X),
T3 :=
∫
X
m
(|Ψ|2 + 〈Ψ, ψ〉+ 〈ψ,Ψ〉+ |ψ|2) d volg .
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The terms in the expression for the difference,
2F (A+ a,Ψ+ ψ)− 2F (A,Ψ) = T ′1 + T ′2 + T ′3,
are organized in such a way that
T ′1 := (FA+a, FA+a)L2(X) − (FA, FA)L2(X)
has the same expansion as the corresponding term T ′1 for the boson coupled Yang–
Mills energy function in the proof of Proposition 3.2.1 and the remaining terms are
given by
T ′2 := 2Re(Ψ, DA1ψ)L2(X) + (ψ,DA1ψ)L2(X)
+ 2Re(Ψ, ρ(a1 + a)ψ)L2(X) + (ψ, ρ(a1 + a)ψ)L2(X),
T ′3 :=
∫
X
m
(
2Re〈Ψ, ψ〉+ |ψ|2) d volg .
The proof of analyticity of F at (A,Ψ) now follows by adapting mutatis mutandis
the arguments used to prove Proposition 3.1.1. 
We now verify the formula (1.3.7) for the differential E ′(A,Φ) and gradient
M (A,Φ).
Lemma 3.2.2 (Differential and gradient of the fermion coupled Yang–Mills en-
ergy function). Assume the hypotheses of Proposition 3.2.1 with the dual Ho¨lder
exponent p′ in the range 1 < p′ ≤ 4d/(3d−4) determined by 4d/(d+4) ≤ p <∞ and
1/p+1/p′ = 1. Then the expression for E ′(A,Ψ) ∈ (W 1,pA1 (X ; Λ1⊗adP ⊕W ⊗E))∗
and M (A,Ψ) ∈ W−1,p′A1 (X ; Λ1 ⊗ adP ⊕W ⊗ E) is given by (1.3.7), namely
E
′(A,Ψ)(a, ψ) = ((a, ψ),M (A,Ψ))L2(X)
= (d∗AFA, a)L2(X) +Re(DAΨ−mΨ, ψ)L2(X) +
1
2
(Ψ, ρ(a)Ψ)L2(X),
∀ (a, ψ) ∈) ∈W 1,pA1 (X ; Λ1 ⊗ adP ⊕W ⊗ E).
Proof. It suffices to extract the terms that are linear in (a, ψ) from the ex-
pressions for
T ′1 = 2(FA, dAa)L2(X) + (dAa, dAa)L2(X)
and T ′2 and T
′
3 arising in the proof of Proposition 3.2.1. 
Remark 3.2.3 (Pointwise self-adjointness and reality). The fact that the term
〈Ψ, ρ(a)Ψ〉 appearing in (1.3.7) is real could be inferred indirectly by noting the
origin of this term and the fact that the Dirac operator, DA, is self-adjoint. To see
directly that 〈Ψ, ρ(a)Ψ〉 is real, recall that Clifford multiplication is skew-Hermitian,
so c(α)∗ = −c(α) ∈ EndC(W ) for all α ∈ Ω1(X) (for example, see [52, p. 49]) while
if ξ ∈ g, then ̺∗(ξ)∗ = −̺∗(ξ) since we assume that Lie structure group, G, of P
acts on the complex, finite-dimensional vector space E via a unitary representation,
̺ : G → EndC(E), and ̺∗ : g → EndC(E) is the induced representation of the Lie
algebra, g. Hence, given α⊗ ξ ∈ C∞(T ∗X⊗ adP ) = Ω1(X ; adP ) and recalling that
E = P ×̺ E, then ρ(α ⊗ ξ) = c(α)⊗ ̺∗(ξ) ∈ EndC(W ⊗ E) obeys
ρ(α ⊗ ξ)∗ = c(α)∗ ⊗ ̺∗(ξ)∗ = c(α)⊗ ̺∗(ξ) = ρ(α⊗ ξ).
In particular, ρ(a) ∈ EndC(W ⊗ E) satisfies ρ(a)∗ = ρ(a) for all a ∈ Ω1(X ; adP ).
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We now compute the Hessian operator, M ′(A,Ψ), at a C∞ pair (A,Ψ) ∈
A (P )×C∞(X ;W ⊗E). The gradient, M (A,Ψ) ∈ C∞(X ; Λ1⊗ adP ⊕W ⊗E) in
(1.3.7), may be written as
(3.2.1) M (A,Ψ) = d∗AFA +
1
2
((DA −m)Ψ · + · (DA −m)Ψ) + 1
2
ρ−1(Ψ ⊗Ψ∗),
where the terms involving Ψ in this expression for M (A,Ψ) are defined by the
L2-pairings,
Re(DAΨ−mΨ, ψ)L2(X) =
1
2
(
((DA −m)Ψ, ψ)L2(X) + (ψ, (DA −m)Ψ)L2(X)
)
,
1
2
(Ψ, ρ(a)Ψ)L2(X) =
1
2
(Ψ⊗Ψ∗, ρ(a))L2(X) =
1
2
(ρ−1(Ψ⊗Ψ∗), a)L2(X),
∀ (a, ψ) ∈ C∞(X ; Λ1 ⊗ adP ⊕W ⊗ E).
Taking the derivative of the gradient M (A,Ψ) in (3.2.1) with respect to (A,Ψ) in
the direction (a, ψ) yields
(3.2.2) M ′(A,Ψ)(a, ψ) = d∗AdAa+
1
2
(DAψ · + ·DAψ)− 1
2
(mψ · + ·mψ)
+ (a ∧ ·)∗FA + 1
2
(ρ(a)Ψ · + · ρ(a)Ψ) + 1
2
ρ−1(Ψ⊗ ψ∗ + ψ ⊗Ψ∗).
By virtue of (3.2.2) we may view the Hessian operator for F at a C∞ pair (A,Ψ)
as a linear, second-order partial differential operator,
M
′(A,Ψ) : C∞(X ; Λ1 ⊗ adP ⊕W ⊗ E)→ C∞(X ; Λ1 ⊗ adP ⊕W ⊗ E).
The differential,
dA,Ψ : C
∞(X ; adP )→ C∞(X ; Λ1 ⊗ adP ⊕W ⊗ E),
is defined just as in (2.9.2) except that we replace E by W ⊗ E. As in (3.1.38),
the operator M ′(A,Ψ) + dA,Ψd
∗
A,Ψ is elliptic and thus Fredholm on the analogous
Sobolev spaces. We can now simply make the following observation to conclude the
proof of Theorem 6.
Proof of Theorem 6. The argument applies mutatis mutandis the corre-
sponding steps used to prove Theorem 4 and all required intermediate results es-
tablished in Section 3.1. 

CHAPTER 4
 Lojasiewicz–Simon W−1,2 gradient inequalities for
coupled Yang–Mills energy functions
In this chapter, we shall prove Corollaries 7 and 8, using a method analogous
to that of our proof of [38, Corollary 6] for the harmonic map energy function. We
shall accomplish this by applying the more general Theorem 3 instead of Theorem
1, which we used to prove Theorem 4.
4.1. Technical preparation for the proof of the W−1,2 gradient
inequalities for coupled Yang–Mills energy functions
Before proceeding to the proof of Corollaries 7 and 8, we first establish several
technical lemmas and corollaries needed to verify the hypotheses of Theorem 3. In
the forthcoming Lemma 4.1.1, it would suffice to have continuity of the extension
M1(A,Φ) as a function of (A,Φ) in the affine Banach space P
1,q(P,E) of W 1,q
pairs on (P,E) in order to satisfy a key hypothesis of Theorem 3, but the proof
yields analyticity as a function of (A,Φ) in the affine Banach space P1,p(P,E) of
W 1,p pairs on (P,E) (compare Proposition 3.1.1).
Lemma 4.1.1 (Analyticity of extended boson coupled Yang-Mills augmented
Hessian operator map). Assume the hypotheses of Theorem 4. If (A,Φ) is a W 1,p
pair on (P,E) then the operator (3.1.22),
M
′(A,Φ) :W 1,pA1 (X ; Λ
1 ⊗ adP ⊕ E)→W−1,pA1 (X ; Λ1 ⊗ adP ⊕ E)
has a bounded extension
(4.1.1) M1(A,Φ) :W
1,2
A1
(X ; Λ1 ⊗ adP ⊕ E)→W−1,2A1 (X ; Λ1 ⊗ adP ⊕ E),
that is an analytic function of (A,Φ) in the affine Banach space P1,p(P,E) of W 1,p
pairs on (P,E) .
Proof. The fact that the augmented Hessian operator (3.1.22) has a well-
defined bounded extension (4.1.1) follows from Proposition 3.1.6 when (A,Φ) is a
C∞ pair by taking k = −1 and p = 2.
For a general pair (A,Φ) of class W 1,p, we write (A,Φ) = (A1 + a,Φ), where
A1 is C
∞ and a ∈ W 1,pA1 (X ; Λ1 ⊗ adP ). Then from the expression (3.1.16) (with
(a, φ) replaced by (b, ϕ)), we have the formal expansion
(4.1.2)
M
′(A,Φ)(b, ϕ) = d∗AdAb +∇∗A∇Aϕ+ FA × b+∇∗A(̺(b)Φ) + Φ×∇Aϕ
− ρ(b)∗∇AΦ +∇AΦ× ϕ+ ̺(b)Φ× Φ
− (m+ 2s|Φ|2)ϕ− 4s〈Φ, ϕ〉Φ, ∀ (b, ϕ) ∈ X,
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so that, using ∇∗A1(̺(b)Φ) = b×∇A1Φ+∇A1b× Φ,
(4.1.3)
M
′(A1 + a,Φ)(b, ϕ)
= d∗A1dA1b+∇∗A1∇A1ϕ+ FA1 × b
+ a× dA1b+ dA1a× b+∇A1a× ϕ+ a×∇A1ϕ
+ a× a× b+ a× a× ϕ.
+∇A1b× Φ + Φ×∇A1ϕ
+ b ×∇A1Φ +∇A1Φ× ϕ
+ a× Φ× b+ a× Φ× ϕ
+ ̺(b)Φ× Φ− (m+ 2s|Φ|2)ϕ− 4s〈Φ, ϕ〉Φ,
for every (b, ϕ) ∈ W 1,2A1 (X ; Λ1 ⊗ adP ⊕ E). We make the
Claim 4.1.2. Continue the preceding notation but abbreviate
W±1,2 =W±1,2A1 (X ; Λ
1 ⊗ adP ⊕ E).
If M1(A1 + a,Φ) denotes the bounded extension of M
′(A1 + a,Φ), then
(4.1.4) W 1,pA1 (X ; Λ
1 ⊗ adP ⊕ E) ∋ (a,Φ)
7→ M1(A1 + a,Φ) ∈ L (W 1,2,W−1,2),
is a cubic polynomial in (a,Φ) and its first-order covariant derivatives with respect
to ∇A1 , with universal coefficients (depending at most on g and G).
Given Claim 4.1.2, it follows that M1(A,Φ) is a well-defined analytic function
of (A,Φ) in an open W 1,p neighborhood of (A1,Φ1), thus completing the proof of
Lemma 4.1.1. 
We now turn to the
Proof of Claim 4.1.2. We compute a W−1,2 bound for each term in equa-
tion (4.1.3).
Step 1 (W−1,2 estimates for a × dA1b and a × ∇A1ϕ and Φ × ∇A1ϕ and
∇A1b× Φ). We claim that
‖a× dA1b‖W−1,2A1 (X) ≤ z‖a‖W 1,pA1 (X)‖b‖W 1,2A1 (X),(4.1.5a)
‖a×∇A1ϕ‖W−1,2A1 (X) ≤ z‖a‖W 1,pA1 (X)‖ϕ‖W 1,2A1 (X),(4.1.5b)
‖Φ×∇A1ϕ‖W−1,2A1 (X) ≤ z‖Φ‖W 1,pA1 (X)‖ϕ‖W 1,2A1 (X),(4.1.5c)
‖∇A1b× Φ‖W−1,2A1 (X) ≤ z‖Φ‖W 1,pA1 (X)‖b‖W 1,2A1 (X),(4.1.5d)
where z = z(g,G, p) ∈ [1,∞).
We first prove estimate (4.1.5a). Using duality, together with the Ho¨lder in-
equality with exponents r, r′ satisfying 1/r + 1/r′ = 1, we estimate
‖a× dA1b‖W−1,2A1 (X) = sup0<‖β‖
W
1,2
A1
(X)
≤1
(a× dA1b, β)L2(X)
≤ ‖a× dA1b‖Lr′(X) sup
0<‖β‖
W
1,2
A1
(X)
≤1
‖β‖Lr(X)
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Estimate (4.1.5a) will follow by showing that we can always choose r ∈ (1,∞) so
that
‖a× dA1b‖Lr′(X) ≤ z‖a‖W 1,pA1 (X)‖b‖W 1,2A1 (X),(4.1.6a)
‖β‖Lr(X) ≤ z‖β‖W 1,2A1 (X)(4.1.6b)
where z = z(g,G, p) ∈ [1,∞). We separately consider the cases d ≥ 3 with p ≥ d
or d/2 ≤ p < d and d = 2 with p ≥ 2.
Case 1 (d ≥ 3 and d/2 ≤ p < d). We choose r = 2∗ = 2d/(d − 2) ∈ (2, 6],
so r′ = r/(r − 1) = 2d/(d + 2) ∈ (1, 2), and s = p∗ = dp/(d − p) ∈ [d,∞). By
[4, Theorem 4.12], we have continuous Sobolev embeddings W 1,2(X) ⊂ Lr(X) and
W 1,p(X) ⊂ Ls(X). Also s ∈ (2,∞) and obeys 1/s+ 1/2 ≤ 1/r′, that is
1/s+ 1/2 = (d− p)/(dp) + 1/2 = 1/p− 1/d+ 1/2 ≤ 1/d+ 1/2 = 1/r′,
since 1/p ≤ 2/d from p ≥ d/2, and which we assume by hypothesis on p. Therefore,
‖a× dA1b‖Lr′(X) ≤ z‖a‖Ls(X)‖dA1b‖L2(X) ≤ z‖a‖W 1,pA1 (X)‖b‖W 1,2A1 (X),
and ‖β‖Lr(X) ≤ z‖β‖W 1,2A1 (X). This yields the estimates (4.1.6) for this case.
Case 2 (d ≥ 3 and p ≥ d). We again choose r = 2∗ = 2d/(d−2) ∈ (2, 6], so r′ =
r/(r − 1) = 2d/(d+ 2) ∈ (1, 2) and s ∈ (2,∞) is any sufficiently large number that
1/s+ 1/2 ≤ 1/r′. By [4, Theorem 4.12], we have a continuous Sobolev embedding
W 1,2(X) ⊂ Lr(X) and continuous Sobolev embeddings W 1,p(X) ⊂ Ls(X) when
p = d and W 1,p(X) ⊂ C(X) ⊂ Ls(X) when p > d. The estimates (4.1.6) now
follow just as in Case 1.
Case 3 (d = 2 and p ≥ 2). We choose r ∈ (2,∞) large enough that r′ =
r/(r−1) ∈ (1, 2) is sufficiently close to one and choose s ∈ (1,∞) large enough that
1/s+ 1/2 ≤ 1/r′. By [4, Theorem 4.12], we have a continuous Sobolev embedding
W 1,2(X) ⊂ Lr(X) and continuous Sobolev embeddings W 1,p(X) ⊂ Ls(X) when
p = 2 and W 1,p(X) ⊂ C(X) ⊂ Ls(X) when p > 2. The estimates (4.1.6) now
follow just as in Case 1.
This completes the proof of estimate (4.1.5a). The proofs of estimates (4.1.5b),
(4.1.5c), and (4.1.5d) are analogous to that of estimate (4.1.5a). This completes
Step 1.
Step 2 (W−1,2 estimates for dA1a × b and ∇A1a × ϕ and b × ∇A1Φ and
∇A1Φ× ϕ). We claim that
‖dA1a× b‖W−1,2A1 (X) ≤ z‖a‖W 1,pA1 (X)‖b‖W 1,2A1 (X),(4.1.7a)
‖∇A1a× ϕ‖W−1,2A1 (X) ≤ z‖a‖W 1,pA1 (X)‖ϕ‖W 1,2A1 (X),(4.1.7b)
‖b×∇A1Φ‖W−1,2A1 (X) ≤ z‖Φ‖W 1,pA1 (X)‖b‖W 1,2A1 (X),(4.1.7c)
‖∇A1Φ× ϕ‖W−1,2A1 (X) ≤ z‖Φ‖W 1,pA1 (X)‖ϕ‖W 1,2A1 (X),(4.1.7d)
where z = z(g,G, p) ∈ [1,∞).
We first prove estimate (4.1.7a). Again, we use duality together with the Ho¨lder
inequality, first with exponents r, r′ satisfying 1/r + 1/r′ = 1 and second with
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exponents s, r satisfying 1/p+ 1/r ≤ 1/r′. We estimate
‖dA1a× b‖W−1,2A1 (X) = sup0<‖β‖
W
1,2
A1
(X)
≤1
(dA1a× b, β)L2(X)
≤ ‖dA1a× b‖Lr′(X) sup
0<‖β‖
W
1,2
A1
(X)
≤1
‖β‖Lr(X)
We separately consider the cases d ≥ 3 and d = 2.
Case 1 (d ≥ 3). As in Step 1 for the two cases with d ≥ 3, we choose r =
2∗ = 2d/(d− 2) ∈ (2, 6], so r′ = r/(r − 1) = 2d/(d+ 2) ∈ (1, 2) and again we have
a continuous Sobolev embedding W 1,2(X) ⊂ Lr(X). Moreover,
1/p+ 1/r = 1/p+ (d− 2)/(2d) ≤ 1/(d/2) + (d− 2)/(2d)
= 2/d+ 1/2− 1/d = 1/d+ 1/2 = (2 + d)/(2d) = 1/r′.
Therefore, using 1/p+ 1/r ≤ 1/r′,
‖dA1a× b‖Lr′(X) ≤ z‖dA1a‖Lp(X)‖b‖Lr(X) ≤ z‖a‖W 1,pA1 (X)‖b‖W 1,2A1 (X).
This proves (4.1.7a) in this case.
Case 2 (d = 2 and p ≥ 2). Noting that p <∞, we may choose r ∈ (2,∞) large
enough and thus r′ = r/(r − 1) ∈ (1, 2) close enough to one so 1/p+ 1/r ≤ 1/r′.
By [4, Theorem 4.12], we have a continuous Sobolev embedding W 1,2(X) ⊂ Lr(X)
and thus estimate (4.1.7a) follows just as in Case 1.
The proofs of estimates (4.1.7b), (4.1.7c), and (4.1.7d) are analogous to that of
estimate (4.1.7a). This completes Step 2.
Step 3 (W−1,2 estimates for a×Φ×b and a×Φ×ϕ and a×a×b and a×a×ϕ
and Φ× Φ× b and Φ× Φ× ϕ). We claim that
‖a× Φ× b‖W−1,2A1 (X) ≤ z‖a‖W 1,pA1 (X)‖Φ‖W 1,pA1 (X)‖b‖W 1,2A1 (X),(4.1.8a)
‖a× Φ× ϕ‖W−1,2A1 (X) ≤ z‖a‖W 1,pA1 (X)‖Φ‖W 1,pA1 (X)‖ϕ‖W 1,2A1 (X),(4.1.8b)
‖a× a× b‖W−1,2A1 (X) ≤ z‖a‖
2
W 1,pA1
(X)
‖b‖W 1,2A1 (X),(4.1.8c)
‖a× a× ϕ‖W−1,2A1 (X) ≤ z‖a‖
2
W 1,pA1
(X)
‖ϕ‖W 1,2A1 (X),(4.1.8d)
‖Φ× Φ× b‖W−1,2A1 (X) ≤ z‖Φ‖
2
W 1,pA1
(X)
‖b‖W 1,2A1 (X),(4.1.8e)
‖Φ× Φ× ϕ‖W−1,2A1 (X) ≤ z‖Φ‖
2
W 1,pA1
(X)
‖ϕ‖W 1,2A1 (X),(4.1.8f)
where z = z(g,G, p) ∈ [1,∞).
We first consider the estimate (4.1.8a). We claim that we can always find
r ∈ (2,∞), with r′ = r/(r − 1) ∈ (1, 2), and s ∈ (1,∞) such that 1/s+ 1/r ≤ 1/r′,
and such that we have continuous Sobolev embeddings, W 1,p(X) ⊂ L2s(X) and
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W 1,2(X) ⊂ Lr(X). Assuming that claim, we have
‖a× Φ× b‖W−1,2A1 (X) = sup0<‖β‖
W
1,2
A1
(X)
≤1
(a× Φ× b, β)L2(X)
≤ ‖a× Φ× b‖Lr′(X) sup
0<‖β‖
W
1,2
A1
(X)
≤1
‖β‖Lr(X)
≤ z‖a× Φ‖Ls(X)‖b‖Lr(X) sup
0<‖β‖
W
1,2
A1
(X)
≤1
‖β‖W 1,2A1 (X)
≤ z‖a‖L2s(X)‖Φ‖L2s(X)‖b‖Lr(X)
≤ z‖a‖W 1,pA1 (X)‖Φ‖W 1,pA1 (X)‖b‖W 1,2A1 (X),
and thus yielding (4.1.8a). Our task now is to verify our claim that such r, s always
exist. We separately consider the cases d ≥ 3 with p ≥ d or d/2 ≤ p < d and d = 2
with p ≥ 2.
Case 1 (d ≥ 3 and d/2 ≤ p < d). We choose r = 2∗ = 2d/(d − 2) ∈ (2,∞),
so r′ = r/(r − 1) = 2d/(d+ 2) ∈ (1, 2) and choose s ∈ (1,∞) by setting 2s = p∗ =
dp/(d−p) ∈ (2,∞). By [4, Theorem 4.12], we have continuous Sobolev embeddings,
W 1,2(X) ⊂ Lr(X) and W 1,p(X) ⊂ L2s(X). Moreover,
1/s+ 1/r = 2(d− p)/(dp) + (d− 2)/(2d) = 2/p− 2/d+ 1/2− 1/d
= 2/p+ 1/2− 3/d ≤ 4/d+ 1/2− 3/d = 1/d+ 1/2 = 1/r′,
using p ≥ d/2, which we assume by hypothesis, and thus 1/s + 1/r ≤ 1/r′. This
justifies our choice of r, s in this case.
Case 2 (d ≥ 3 and p ≥ d). We again choose r = 2∗ = 2d/(d − 2) ∈ (2,∞),
so r′ = r/(r − 1) = 2d/(d + 2) ∈ (1, 2), and choose s ∈ (1,∞) large enough that
1/s + 1/r ≤ 1/r′. By [4, Theorem 4.12], we have again have continuous Sobolev
embeddings, W 1,2(X) ⊂ Lr(X) and W 1,p(X) ⊂ L2s(X). This justifies our choice
of r, s in this case.
Case 3 (d = 2 and p ≥ 2). We choose r ∈ (2,∞) large enough that r′ =
r/(r − 1) ∈ (1, 2) is close enough to one and choose s ∈ (1,∞) large enough
that 1/s + 1/r ≤ 1/r′. By [4, Theorem 4.12], we still have continuous Sobolev
embeddings, W 1,2(X) ⊂ Lr(X) and W 1,p(X) ⊂ L2s(X). This justifies our choice
of r, s in this case.
The proofs of estimates (4.1.8b), (4.1.8c), (4.1.8d), (4.1.8e), and (4.1.8f) are
analogous to that of estimate (4.1.8a). This completes Step 3.
Step 4 (W−1,2 estimates for FA1 × b and mϕ). We claim that
‖FA1 × b‖W−1,2A1 (X) ≤ z‖FA1‖C(X)‖b‖W 1,2A1 (X),(4.1.9a)
‖mϕ‖W−1,2A1 (X) ≤ ‖m‖C(X)‖ϕ‖W 1,2A1 (X),(4.1.9b)
where z = z(g,G, p) ∈ [1,∞).
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We consider first the estimate (4.1.9a). Using duality, together with the Cauchy–
Schwarz inequality, we estimate
‖FA1 × b‖W−1,2A1 (X) = sup0<‖β‖
W
1,2
A1
(X)
≤1
(FA1 × b, β)L2(X)
≤ z‖FA1‖C(X)‖b‖L2(X) sup
0<‖β‖
W
1,2
A1
(X)
≤1
‖β‖L2(X)
≤ z‖FA1‖C(X)‖b‖W 1,2A1 (X),
as required. Estimate (4.1.9b) is proved in the same way. This completes Step 4.
The estimates obtained in each of the preceding steps verify Claim 4.1.2. 
Next, we apply Proposition 3.1.7 with k = −1 and p = 2 to give
Corollary 4.1.3 (Fredholm and index zero properties of the extended Hessian
operator for the boson coupled Yang–Mills energy function on a Coulomb-gauge
slice). Assume the hypotheses of Proposition 3.1.7. If (A∞,Φ∞) is a C
∞ pair on
(P,E), then the following operator is Fredholm with index zero,
M
′(A∞,Φ∞) : Ker d
∗
A∞,Φ∞ ∩W 1,2A1 (X ; Λ1 ⊗ adP ⊕ E)
→ Kerd∗A∞,Φ∞ ∩W−1,2A1 (X ; Λ1 ⊗ adP ⊕ E),
where is the Hessian operator M ′(A∞,Φ∞) is defined in (3.1.17), with explicit
schematic expression in (3.1.16).
Recall from (3.1.41) that
Mˆ ≡ ΠA∞,Φ∞M : Ker d∗A∞,Φ∞ ∩W 1,pA1 (X ; Λ1 ⊗ adP ⊕ E) ∋ (A,Φ)
7→ ΠA∞,Φ∞M (A,Φ) ∈ Ker d∗A∞,Φ∞ ∩W−1,pA1 (X ; Λ1 ⊗ adP ⊕ E)
is the gradient at a W 1,p pair (A,Φ) of the restriction,
E : (A∞,Φ∞) + Ker d
∗
A∞,Φ∞ ∩W 1,pA1 (X ; Λ1 ⊗ adP ⊕ E)→ R,
of the boson coupled Yang–Mills energy function (1.3.1) to the Coulomb-gauge slice
through a C∞ pair (A∞,Φ∞) on (P,E), where we recall that ΠA∞,Φ∞ is the L
2-
orthogonal projection (3.1.27) onto the Coulomb-gauge slice. The Hessian operators
are related by
Mˆ
′(A∞,Φ∞) = (ΠA∞,Φ∞M )
′ (A∞,Φ∞) = ΠA∞,Φ∞M
′(A∞,Φ∞).
Because the operator M ′(A∞,Φ∞) preserves the Coulomb-gauge condition, then
ΠA∞,Φ∞M
′(A∞,Φ∞) = M
′(A∞,Φ∞),
although for arbitraryW 1,p pairs (A,Φ), we may have ΠA∞,Φ∞M
′(A,Φ) 6= M ′(A,Φ).
Recall from Lemma 4.1.1 that for any W 1,p pair on (P,E), the operator
M1(A,Φ) ∈ L (W 1,2,W−1,2)
was constructed to be the extension of the operator
M
′(A,Φ) ∈ L (W 1,p,W−1,p),
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where we as usual abbreviate W±1,p =W±1,pA1 (X ; Λ
1 ⊗ adP ⊕ E) and similarly for
W±1,2. Therefore,
(4.1.10) Mˆ1(A,Φ) := ΠA∞,Φ∞M1(A,Φ)
∈ L (Ker d∗A∞,Φ∞ ∩W 1,2,Kerd∗A∞,Φ∞ ∩W−1,2)
is the corresponding extension of
Mˆ
′(A,Φ) ∈ L (Ker d∗A∞,Φ∞ ∩W 1,p,Ker d∗A∞,Φ∞ ∩W−1,p) .
Note that
ΠA∞,Φ∞M1(A,Φ) = ΠA∞,Φ∞
(
M1(A,Φ) + dA∞,Φ∞d
∗
A∞,Φ∞
)
on Kerd∗A∞,Φ∞ ∩W−1,2.
As a consequence of Lemma 4.1.1, we have
Corollary 4.1.4 (Analyticity of the extended Hessian operator map for the
boson coupled Yang–Mills energy function on a Coulomb-gauge slice). Assume the
hypotheses of Theorem 4 and let (A∞,Φ∞) be a C
∞ pair on (P,E). Then the
following map is well-defined and analytic,
Ker d∗A∞,Φ∞ ∩W 1,p ∋ (a, φ)
7→ Mˆ1(A∞ + a,Φ∞ + φ) ∈ L
(
Ker d∗A∞,Φ∞ ∩W 1,2,Ker d∗A∞,Φ∞ ∩W−1,2
)
.
Proof. The conclusion follows from Lemma 4.1.1 and the fact that the L2-
orthogonal projection operators ΠA∞,Φ∞ ∈ L (W−1,2,Kerd∗A∞,Φ∞ ∩ W−1,2) are
bounded. 
As we noted prior to the statement of Lemma 4.1.1, it would suffice for our
application of Theorem 3 to prove Corollary 7 for the map in Corollary 4.1.4 to be
continuous on a W 1,q open neighborhood of the origin.
Finally, we shall need the following an extension of Lemma 3.1.9 that provides
W 1,2 estimates for u(a, φ), thus stronger than the existing W 1,p
′
estimates when
p = d/2 and p′ = d/(d− 2) < 2 for d ≥ 5.
Lemma 4.1.5 (Estimate for the action of aW 2,q gauge transformation). Assume
the hypotheses of Theorem 4. Then there is a constant C = C(g,G, p) ∈ [1,∞) with
the following significance. If u ∈ Aut2,q(P ) and (a, φ) ∈W 1,2A1 (X ; Λ1 ⊗ adP ), then
‖u(a, φ)‖W 1,2A1 (X) ≤ C
(
1 + ‖u‖W 2,pA1 (X)
)
‖(a, φ)‖W 1,2A1 (X),
‖(a, φ)‖W 1,2A1 (X) ≤ C
(
1 + ‖u‖W 2,pA1 (X)
)
‖u(a, φ)‖W 1,2A1 (X).
Proof. We recall that u(a, φ) = (u(a), u(φ)) = (u−1au, u−1φ) from the proof
of Lemma 3.1.9 and so
∇A1(u(a)) = −u−1(∇A1u)u−1au+ u−1(∇A1a)u+ u−1a(∇A1u).
We make the
Claim 4.1.6. Let (X, g) be a closed, smooth Riemannian manifold of dimension
d ≥ 2. If p ∈ [d/2,∞), with p ≥ 2 when d = 2, then there is a continuous Sobolev
multiplication map,
(4.1.11) W 1,p(X)×W 1,2(X)→ L2(X).
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Given Claim 4.1.6 and the preceding expression for ∇A1(u(a)), we have
‖∇A1(u(a))‖L2(X)
≤ ‖u−1(∇A1u)u−1au‖L2(X) + ‖u−1(∇A1a)u‖L2(X) + ‖u−1a(∇A1u)‖L2(X)
≤ ‖∇A1u‖Ls(X)‖a‖Lr(X) + ‖∇A1a‖L2(X) + ‖a‖Lr(X)‖∇A1u‖Ls(X)
≤ z‖∇A1u‖W 1,pA1 (X)‖a‖W 1,2A1 (X) + ‖∇A1a‖L2(X),
for r, s ∈ (2,∞) and continuous Sobolev embeddings as in the proof of Claim 4.1.6,
so that
‖u(a)‖W 1,2A1 (X) ≤ z
(
1 + ‖∇A1u‖W 1,pA1 (X)
)
‖a‖W 1,2A1 (X),
for z = z(g, p) ∈ [1,∞). We have the analogous estimate for ‖u(φ)‖W 1,2A1 (X) and the
combination yields the required estimate for ‖u(a, φ)‖W 1,2A1 (X).
Proof of Claim 4.1.6. The multiplication, Lr(X)×Ls(X)→ L2(X), is con-
tinuous for r, s ∈ (2,∞) provided 1/r+1/s ≤ 1/2. If these exponents r, s also yield
continuous Sobolev embeddings,
W 1,p(X) ⊂ Ls(X) and W 1,2(X) ⊂ Lr(X),
then we obtain the desired continuous Sobolev multiplication map (4.1.11). To
confirm the existence of suitable exponents, r, s, we shall separately consider the
cases d ≥ 3 with p ≥ d, and d ≥ 3 with d/2 ≤ p < d, and d = 2 with p ≥ 2.
Case 1 (d ≥ 3 and p ≥ d). We choose r = 2∗ = 2d/(d − 2) ∈ (2,∞) and
s = d ∈ (2,∞). By [4, Theorem 4.12], the preceding Sobolev embeddings hold and
additionally
1/r + 1/s = (d− 2)/(2d) + 1/d = 1/2,
so the proof of (4.1.11) is completed in this case.
Case 2 (d ≥ 3 and d/2 ≤ p < d). We choose r = 2∗ = 2d/(d − 2) ∈ (2,∞)
and s = p∗ = (dp)/(d − p) ∈ (2,∞). By [4, Theorem 4.12], the preceding Sobolev
embeddings hold and additionally
1/r + 1/s = (d− 2)/(2d) + (d− p)/(dp) = 1/2− 1/d+ 1/p− 1/d ≤ 1/2,
using p ≥ d/2, which we assume by hypothesis in Corollary 7. Therefore, the proof
of (4.1.11) is complete in this case.
Case 3 (d = 2 and p ≥ 2). We choose any r, s ∈ (2,∞) sufficiently large so
that 1/s + 1/r ≤ 1/2. By [4, Theorem 4.12], the preceding Sobolev embeddings
hold and the proof of (4.1.11) is complete in this case.
Combining these three cases completes the proof of Claim 4.1.6. 
Symmetry yields the corresponding estimate for ‖(a, φ)‖W 1,2A1 (X) and this com-
pletes the proof of Lemma 4.1.5. 
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4.2. Completion of the proofs of the the W−1,2 gradient inequalities
We can now proceed to the
Proof of Corollary 7. We proceed by verifying the hypotheses of Theo-
rem 3. As in the proof of Theorem 4 (which relied on Theorem 1), the proof of
Corollary 7 is divided into two cases. In the first case, we consider the simpler
situation where the pair (A,Φ) is in Coulomb gauge relative to the critical point
(A∞,Φ∞) and in the second case, we consider the general situation.
Case 1 ((A,Φ) in Coulomb gauge relative to (A∞,Φ∞)). By hypothesis, the
W 1,q pair (A∞,Φ∞) is a critical point for the function E in (1.3.1). By the reg-
ularity Theorem 2.11.2, there exists a W 2,q gauge transformation u∞ such that
u∞(A∞,Φ∞) is a C
∞ pair; we take u∞ to be the identity if (A∞,Φ∞) is already
C∞. In particular, u∞(A∞,Φ∞) is a W
2,q pair and u∞(A,Φ) is in Coulomb gauge
relative to u∞(A∞,Φ∞). As in the proof of Theorem 4 in Section 3.1.6, we have
the Banach spaces,
X = Ker
(
d∗u∞(A∞,Φ∞) :W
1,p
A1
(X ; Λ1 ⊗ adP ⊕ E)→ Lp(X ; adP )
)
,
X˜ = Ker
(
d∗u∞(A∞,Φ∞) :W
−1,p
A1
(X ; Λ1 ⊗ adP ⊕ E)→W−2,pA1 (X ; adP )
)
,
and in addition, in order to apply Theorem 3, we also choose Hilbert spaces,
G := Ker
(
d∗u∞(A∞,Φ∞) : W
1,2
A1
(X ; Λ1 ⊗ adP ⊕ E)→ L2(X ; adP )
)
,
G˜ := Ker
(
d∗u∞(A∞,Φ∞) : W
−1,2
A1
(X ; Λ1 ⊗ adP ⊕ E)→W−2,2A1 (X ; adP )
)
.
Hence, X ⊂ X˜ and G ⊂ G˜ are continuous embeddings of Banach spaces. More-
over,
X
∗ = Ker
(
d∗u∞(A∞,Φ∞) : L
p′(X ; adP )→W−1,p′A1 (X ; Λ1 ⊗ adP ⊕ E)
)
,
and X˜ ⊂ X ∗is a continuous embedding of Banach spaces, just as in Section
3.1.6. Since p ≥ 2 by hypothesis of Corollary 7, then X˜ ⊂ G˜ is also a continuous
embedding of Banach spaces and the compositions
X ⊂ G ⊂ G˜ and X ⊂ X˜ ⊂ G˜ ,
induce the same embedding. By Proposition 3.1.1, the function E : x∞ + X →
R is analytic, where as in Section 3.1.6 we abbreviate x∞ = u∞(A∞,Φ∞). By
Corollary 4.1.4, the Hessian operator map,
x∞ +X ∋ x 7→ Mˆ ′(x) ∈ L (X , X˜ ),
extends to a continuous map,
x∞ +X ∋ x 7→ Mˆ1(x) ∈ L (G , G˜ ).
By Proposition 3.1.7, the operator Mˆ ′(x∞) is Fredholm with index zero and by
Corollary 4.1.3, the extension Mˆ1(x∞) is also Fredholm with index zero. Hence,
all the hypotheses of Theorem 3 are fulfilled (see also Remark 1.2.4) and so there
are constants Z ′ ∈ (0,∞) and σ′ ∈ (0, 1] and θ ∈ [1/2, 1) (depending on (A1,Φ1),
and u∞(A∞,Φ∞), and g, G, p, P ) such that if
(4.2.1) ‖u∞(A,Φ)− u∞(A∞,Φ∞)‖W 1,pA1 (X) < σ
′,
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then
(4.2.2) |E (u∞(A,Φ)) − E (u∞(A∞,Φ∞))|θ ≤ Z ′‖Mˆ (u∞(A,Φ))‖W−1,2(X).
As in the proof of Theorem 4, Lemma 3.1.9 gives
‖u∞(A,Φ)− u∞(A∞,Φ∞)‖W 1,pA1 (X) ≤ C1‖(A,Φ)− (A∞,Φ∞)‖W 1,pA1 (X).
for C1 = C1(g,G, p, u∞) = C1(A∞,Φ∞, g, G, p) ∈ (0, 1]. Therefore, setting σ :=
C−11 σ
′, we see that if (A,Φ) obeys the  Lojasiewicz–Simon neighborhood condition
(1.3.11), namely
‖(A,Φ)− (A∞,Φ∞)‖W 1,pA1 (X) < σ,
then (4.2.1) holds and thus also (4.2.2). Moreover,
‖Mˆ (u∞(A,Φ))‖W−1,2A1 (X) ≤ C2‖Mˆ (A,Φ)‖W−1,2A1 (X),
‖Mˆ (A,Φ)‖W−1,2A1 (X) ≤ ‖M (A,Φ)‖W−1,2A1 (X),
just as in the proof of the correspondingW−1,p estimate in the proof of Theorem 4,
but now using Lemma 4.1.5 with constant C2 = C2(g,G, u∞) = C2(A∞,Φ∞, g, G) ∈
(0, 1].
Increasing C2(A∞,Φ∞, g, G, p) ∈ (0, 1] if necessary to give C2 ≥ C1 and substi-
tuting the preceding inequality into (4.2.2) and following the same steps as in the
proof of Theorem 4 yields
|E (A,Φ)− E (A∞,Φ∞)|θ ≤ Z ′C2‖M (A,Φ)‖W−1,2A1 (X).
Hence, the  Lojasiewicz–Simon gradient inequality (1.3.15) holds for the pairs (A,Φ)
and (A∞,Φ∞) with constants (Z, θ, σ), where Z := C2Z
′.
Case 2 ((A,Φ) not in Coulomb gauge relative to (A∞,Φ∞)). Let
ζ = ζ(A1, A∞,Φ∞, g, G, p, q) ∈ (0, 1] and
N = N(A1, A∞,Φ∞, g, G, p, q) ∈ [1,∞)
denote the constants in Theorem 16 and choose ζ1 ∈ (0, ζ] small enough that
2Nζ1 < σ1, where we now use σ1 to denote the  Lojasiewicz–Simon constant from
Case 1. If (A,Φ) obeys
‖(A,Φ)− (A∞,Φ∞)‖W 1,pA1 (X) < ζ1,
then Theorem 16 provides u ∈ Aut2,q(P ), depending on the pair (A,Φ), such that
d∗A∞,Φ∞(u(A,Φ)− (A∞,Φ∞)) = 0,
‖u(A,Φ)− (A∞,Φ∞)‖W 1,pA1 (X) < 2Nζ1 < σ.
By applying Case 1 to the pairs u(A,Φ) and (A∞,Φ∞), we obtain
|E (u(A,Φ))− E (A∞,Φ∞)|θ ≤ C2Z ′‖M (u(A,Φ))‖W−1,2A1 (X).
Estimating as in Case 1, with u replacing u∞, we see that
‖M (u(A,Φ))‖W−1,2A1 (X) ≤ C3‖M (A,Φ)‖W−1,2A1 (X),
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just as in the proof of Theorem 4, where C3 = C3(A1, A∞,Φ∞, g, G, p, q) ∈ (0, 1].
By combining the preceding inequalities, we obtain
|E (A,Φ)− E (A∞,Φ∞)|θ = |E (u(A,Φ))− E (A∞,Φ∞)|θ
≤ C2C3Z ′‖M (A,Φ)‖W−1,2A1 (X).
Hence, we obtain the  Lojasiewicz–Simon gradient inequality (1.3.12) with constants
(Z, θ, σ), where we now choose Z = C2C3Z
′ and σ = ζ1. This completes the proof
of this case.
This completes the proof of Corollary 7. 
Proof of Corollary 8. The argument follows mutatis mutandis that for
Corollary 7. 

APPENDIX A
Fredholm and index properties of elliptic
operators on Sobolev spaces
We note the following corollary of the standard Fredholm property [48, Lemma
1.4.5], [67, Theorem 19.2.1] of elliptic pseudo-differential operators on Sobolev
spaces W k+m,p(M ;V ) when1 k ∈ Z and p = 2 and which may be compared with
[117, Theorem 5.7.2]. We include a detailed proof of Theorem A.1 because we are
unaware of a published reference. The statement of Theorem A.1 both generalizes
[67, Theorem 19.2.1] by allowing 1 < p < ∞ rather than p = 2 and specializes
[67, Theorem 19.2.1] by restricting to partial differential operators (thus of integer
order m) and restricting k to be an integer. In our application, we shall only need
the case m = 2, but we provide the more general version for the benefit of other
applications. We leave it to the reader to consider extensions to the general case of
pseudo-differential operators with real order m on W k,p spaces with real k.
Theorem A.1 (Fredholm property for elliptic partial differential operators on
Sobolev spaces). (See [32, Lemma 41.1].) Let V and W be finite-rank, smooth
vector bundles over a closed, smooth manifold, M , and k ∈ Z an integer, and
p ∈ (1,∞). If P : C∞(M ;V )→ C∞(M ;W ) is an elliptic linear partial differential
operator of integer order m ≥ 1 with C∞ coefficients, then P : W k+m,p(M ;V ) →
W k,p(M ;W ) is a Fredholm operator with index,
IndexP = dimKer (P : C∞(M ;V )→ C∞(M ;W ))
− dimKer (P ∗ : C∞(M ;W ∗)→ C∞(M ;V ∗)) ,
where P ∗ is the formal (L2) adjoint of P , and has range,
Ran
(
P :W k+m,p(M ;V )→W k,p(M ;W )) = (K∗)⊥ ∩W k,p(M ;W ),
where ⊥ denotes L2-orthogonal complement and
K = Ker (P ∗ : C∞(M ;W ∗)→ C∞(M ;V ∗)) ∼= K∗ ⊂ C∞(M ;W ).
If V = W ∗ and P − P ∗ : C∞(M ;V ) → C∞(M ;W ) is a differential operator of
order m− 1, then IndexP = 0.
Remark A.2 (On the index of elliptic operators with scalar principal sym-
bol). We recall from [113, Proposition 2.4] that if E is a smooth complex vector
bundle over a closed, smooth manifold, M , and P : C∞(M ;E) → C∞(M ;E) is
an elliptic differential operator whose principal symbol is a scalar multiple of the
identity (as often occurs in Geometric Analysis), then IndexP = 0. However, if
P : C∞(M ;E)→ C∞(M ;E) is more generally an elliptic pseudo-differential oper-
ator, then P need not have index zero [113, Example 2.2] .
1Gilkey and Ho¨rmander allow m, k ∈ R, as we could also in Theorem A.1, but we shall omit
this refinement.
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We refer to Gilkey [48] and Ho¨rmander [67] for the definitions (over domains
Ω j Rd) of a differential operator P of integer order m ≥ 1 [48, Section 1.1],
a pseudo-differential operator P of order m ∈ R [48, Section 1.2.1], the vector
spaces Ψm of pseudo-differential operators of order m ∈ R and Ψ−∞ = ∩m∈RΨm
of infinitely smoothing pseudo-differential operators [48, Section 1.2.1], the L2-
adjoint P ∗ and composition PQ of pseudo-differential operators [48, Section 1.2.2],
the extension of the definition of pseudo-differential operators on complex-valued
functions over domains in Rd to sections of finite-rank vector bundles over domains
in Rd [48, Section 1.2.7], elliptic pseudo-differential operators on sections of finite-
rank vector bundles over domains in Rd [48, Section 1.3.1], and elliptic pseudo-
differential operators on sections of finite-rank vector bundles over closed manifolds
[48, Sections 1.3.3 and 1.3.5]. Similarly, for s ∈ R, we refer to Gilkey [48] and
Ho¨rmander [67] for the definitions of Sobolev spacesW s,2(Rd;C) [48, Section 1.1.3],
W s,2(Ω;C) [48, Section 1.2.6], andW s,2(M ;C) andW s,2(M ;V ) [48, Sections 1.3.4
and 1.3.5].
When k ∈ N is a non-negative integer and 1 ≤ p ≤ ∞, we use the standard
definitions (without appealing to symbols or the symbol calculus) of Sobolev spaces,
W k,p(Ω;R) and W k,p0 (Ω;R), in Adams and Fournier [4, Section 3.2] for domains
Ω j Rd and Aubin [6, Section 2.3] and Gilkey [48, Sections 1.3.4 and 1.3.5] for
their extensions to functions on closed manifolds,W k,p(M ;R), and sections of finite-
rank vector bundles over closed manifolds, W k,p(M ;V ). For integers k < 0 and
1 < p <∞, we follow [4, Sections 3.9 to 3.14] and by analogy define
W k,p(M ;V ) := (W−k,p
′
(M ;V ∗))∗,
where the dual Ho¨lder exponent, 1 < p′ < ∞, is defined by 1/p + 1/p′ = 1 and
(W−k,p
′
(M ;V ∗))∗ is the continuous dual of the Banach space, W−k,p
′
(M ;V ∗).
For a differential operator, P , of integer order m ≥ 1, any integer k ∈ Z and
v ∈W k+m,p(M ;V ), one may define Pv ∈ (C∞(M ;V ))∗ in the sense of distributions
[4, Section 1.62] by
(Pv)(w) := (v, P ∗w)L2(M), ∀w ∈ C∞(M ;W ∗),
where the L2-adjoint, P ∗ : C∞(M ;W ∗)→ C∞(M ;V ∗), is also a differential opera-
tor of order m ≥ 1. For integer k ≥ 0, then Pv has its usual meaning and we have
Pv ∈W k,p(M ;V ), with
P :W k+m,p(M ;V )→W k,p(M ;W ),
defining a bounded operator by definition of the Sobolev spaces, W k+m,p(M ;V ).
Similarly, for integers k ≤ −m, we may define Pv ∈ W k,p(M ;V ) by
(Pv)(w) := (v, P ∗w)L2(M), ∀ v ∈W k+m,p(M ;V ) and w ∈ W−k,p
′
(M ;W ∗),
noting that P ∗ : W−k,p
′
(M ;W ∗)→ W−k−m,p′(M ;V ∗) is a bounded operator and
so P ∗w ∈ W−k−m,p′(M ;V ∗) with its usual meaning.
Finally, for m ≥ 2 and integers k in the range −m+ 1 ≤ k ≤ −1, we choose a
Riemannian metric, g, on M , a connection, ∇ : C∞(M ;V )→ C∞(M ;T ∗M ⊗ V ),
and form the augmented connection Laplace operator,
∇∗∇+ 1 : C∞(M ;V )→ C∞(M ;V ).
The resulting operator, ∇∗∇ + 1 : W l+2,p(M ;V ) → W l,p(M ;V ), is invertible for
integers l ≥ 0 and 1 < p < ∞. By duality (as above) it extends to an invertible
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operator, ∇∗∇ + 1 : W l+2,p(M ;V ) → W l,p(M ;V ), for integers l ≤ −2 and 1 <
p < ∞ and because it has divergence form, it also defines an invertible operator,
∇∗∇+1 :W 1,p(M ;V )→W−1,p(M ;V ), for 1 < p <∞. (Observe that the bilinear
map,
W 1,p(M ;V )×W 1,p′(M ;V ) ∋ (u, v) 7→ ((∇∗∇+ 1)u, v)L2(X),
is continuous since
|(∇∗∇+ 1)u, v)L2(X)| ≤ ‖∇u‖Lp(X)‖∇v‖Lp′(X) + ‖u‖Lp(X)‖v‖Lp′(X),
We therefore obtain a continuous, linear map,
∇∗∇+ 1 :W 1,p(M ;V )→ (W 1,p′(M ;V ∗))∗ =W−1,p(M ;V ),
which is clearly injective. The map is surjective by [4, Sections 3.5–3.14] because
every α ∈ (W 1,p′(M ;V ∗))∗ is represented by
α(v) = (∇v, u1)L2(X) + (v, u2)L2(X),
for ui ∈ Lp(M ;V ) for i = 1, 2. If p = 2, then we find that u2 = u and u1 = ∇u for
u ∈ W 1,2(M ;V ) (compare [47, Section 8.2]) and thus also for 2 ≤ p < ∞; duality
yields the case 1 < p ≤ 2. Hence, the map is an isomorphism by the Open Mapping
Theorem.)
For m = 2n and n ∈ N, we may thus define Pv ∈W k,p(M ;V ) by
(Pv)(w) := ((∇∗∇+ 1)m/2v, P ∗w)L2(M ;W∗),
∀ v ∈ W k+m,p(M ;V ) and w ∈W−k+m,p′(M ;V ),
noting that (∇∗∇+1)m/2v ∈W k,p(M ;V ) and P ∗w ∈W−k,p′(M ;V ). Form = 2n+
1 and n ∈ N, one must first define the square root2, (∇∗∇+1)1/2 :W l+1,p(M ;V )→
W l,p(M ;V ), for integers l ∈ Z and 1 < p < ∞; see Feehan [32] and references
cited therein for a survey of approaches to the definition of the fractional powers,
(∇∗∇+1)s, for s ∈ R. Once the square root of the augmented connection Laplace
operator is defined, then the definition of Pv ∈W k,p(M ;V ) is identical to the case
m = 2n.
Proof of Theorem A.1. There is a pseudo-differential operator
S : C∞(M ;W )→ C∞(M ;V )
of order −m, according to [48, Lemma 1.3.6], so that
SP − I ∈ Ψ−∞(M ;V ) and PS − I ∈ Ψ−∞(M ;W ),
where Ψ−∞(M ;W ) and Ψ−∞(M ;V ) are the vector spaces of infinitely smoothing
pseudo-differential operators [48, Sections 1.2 and 1.3].
The operator P : W k+m,p(M ;V ) → W k,p(M ;W ) is continuous since P is
an elliptic partial differential operator of order m ≥ 1 and by definition of the
Sobolev space W k+m,p(M ;V ). Combining the preceding observation with the a
priori elliptic estimate (see [32, Theorem 14.60], for example),
‖v‖Wk+m,p(M) ≤ C
(‖v‖Wk,p(M) + ‖Pv‖Wk,p(M)) ,
2This could be accomplished geometrically with the aid of a Dirac operator, D : C∞(M ; V )→
C∞(M ;V ), when V and W are spinor bundles and M admits a spinc structure [84].
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implies that the expression ‖v‖Wk,p(M) + ‖Pv‖Wk,p(M) defines a norm for v ∈
C∞(M ;V ) which is equivalent to the standard norm on W k+m,p(M ;V ). Further-
more, the following operators are continuous,
SP − I :W k,p(M ;V )→W k+1,p(M ;V ),
PS − I :W k,p(M ;W )→W k+1,p(M ;W ),
because, denoting H l(M ;V ) = W l,2(M ;V ) and H l(M ;W ) = W l,2(M ;W ), the
operators
SP − I : H l(M ;V )→ H l+n(M ;V ),
PS − I : H l(M ;W )→ H l+n(M ;W ),
are continuous by [48, Lemma 1.3.5], for any integers l, n ∈ Z, and the standard
Sobolev Embedding [4, Theorem 4.12] and duality [4, Sections 3.5–3.14], which
provide continuous embeddings, W k,p(M ;V ) ⊂ H l(M ;V ) for sufficiently small l ≤
l0(d, k, p) and H
l+n(M ;W ) ⊂ W k+1,p(M ;W ) for sufficiently large n ≥ n0(d, k, p),
where d is the dimension of M . (The finite integers l0(d, k, p) and n0(d, k, p) can of
course be determined explicitly from the full statement of the Sobolev Embedding
[4, Theorem 4.12], but their precise values are unimportant here.) Thus,
‖Sw‖Wk+m,p(M ;V ) ≤ C
(‖PSw‖Wk,p(M ;W ) + ‖w‖Wk,p(M ;W ))
≤ C (‖(PS − I)w‖Wk,p(M ;W ) + ‖w‖Wk,p(M ;W ))
≤ C‖w‖Wk,p(M ;W ) (by continuity of PS − I on W k,p(M ;W )),
and so the operator S :W k,p(M ;V )→ W k+m,p(M ;W ) is continuous.
The embeddings
W k+1,p(M ;V ) ⋐W k,p(M ;V ) and W k+1,p(M ;W ) ⋐W k,p(M ;W )
are compact by the Rellich–Kondrachov Theorem [4, Theorem 6.3] when k ≥ 0 and
when k ≤ −1 using duality [14, Theorem 6.4] and compactness of the embeddings
W−k,p
′
(M ;V ∗) ⋐W−k−1,p
′
(M ;V ∗) and
W−k,p
′
(M ;W ∗) ⋐W−k−1,p
′
(M ;W ∗).
Hence, the operators (now viewed as compositions with compact embeddings),
SP − I :W k,p(M ;V )→W k,p(M ;V ),
PS − I :W k,p(M ;W )→W k,p(M ;W ),
are compact by [14, Proposition 6.3]. Thus, P : W k+m,p(M ;V )→W k,p(M ;W ) is
Fredholm by [48, Section 1.4.2, Definition, p. 38].
Because P : W k+m,p(M ;V ) → W k,p(M ;W ) is Fredholm, its index may be
computed by [2, Lemma 4.38],
IndexP = dimKer
(
P : W k+m,p(M ;V )→W k,p(M ;W ))
− dimKer
(
P ∗ :W−k,p
′
(M ;W ∗)→W−k−m,p′(M ;V ∗)
)
.
If w ∈ (KerP ∗)∩W−k,p′(M ;W ∗), then w ∈ (KerP ∗)∩H l(M ;W ∗) for all integers
l ≤ l0(d, k, p), where l0 is given by the Sobolev Embedding [4, Theorem 4.12],
and consequently (since the Banach space dual P ∗ is defined by the realization of
the formal adjoint and P ∗ is thus an elliptic partial differential operator of order
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m) we see that w ∈ (KerP ∗) ∩ C∞(M ;W ∗) by elliptic regularity [48, Lemma
1.3.2 and Section 1.3.5]. Of course, if v ∈ (KerP ) ∩ W k+m,p(M ;V ), then v ∈
(KerP )∩C∞(M ;V ) by the same argument. This yields the stated formula for the
index of P :W k+m,p(M ;V )→ W k,p(M ;W ).
If K ⊂ W−k,p′(M ;W ∗) is any subspace, we recall that the annihilator [101,
Section 4.6] of K in (W−k,p
′
(M ;W ∗))∗ =W k,p(M ;W ) is
K◦ = {w ∈W k,p(M ;W ) : 〈α,w〉 = 0, ∀α ∈ K},
and 〈·, ·〉 : W−k,p′(M ;W ∗) × (W−k,p′ (M ;W ∗))∗ → R is the canonical pairing. We
can therefore identify the range of P :W k+m,p(M ;V )→W k,p(M ;W ) using
Ran
(
P :W k+m,p(M ;V )→W k,p(M ;W ))
= Ran
(
P :W k+m,p(M ;V )→W k,p(M ;W )) (by closed range)
= Ker
(
P ∗ :W−k,p
′
(M ;W ∗)→W−k−m,p′(M ;V ∗)
)◦
(by [14, Corollary 2.18 (iv))]).
If K := Ker
(
P ∗ :W−k,p
′
(M ;W ∗)→W−k−m,p′(M ;V ∗)
)
, then K ⊂ C∞(M ;W ∗),
as we observed by elliptic regularity and
K◦ = {w ∈W k,p(M ;W ) : w(α) = 0, ∀α ∈ K}
= {w ∈W k,p(M ;W ) : α(w) = 0, ∀α ∈ K}
(by (W k,p(M ;W ))∗∗ ∼=W k,p(M ;W ))
= {w ∈W k,p(M ;W ) : ι(κ)(w) = 0, ∀κ ∈ K∗}
= {w ∈W k,p(M ;W ) : (w, κ)L2(M ;W ) = 0, ∀κ ∈ K∗}
= (K∗)⊥ ∩W k,p(M ;W ),
where K∗ ⊂ C∞(M ;W ) and ι : K∗ ∼= K∗∗ = K is the canonical isomorphism,
κ 7→ ι(κ) = (·, κ)L2(M ;W ). This yields the claimed identification of the range of P .
Noting that (W−k,p
′
(M ;V ))∗ = W k,p(M ;V ∗) and (W−k−m,p
′
(M ;W ))∗ =
W k+m,p(M ;W ∗), we see that the operator,
P ∗ :W k+m,p(M ;W ∗)→W k,p(M ;V ∗),
is Fredholm by [48, Lemma 1.4.3], since the same is true for the operator,
P :W−k,p
′
(M ;V )→W−k−m,p′(M ;W ).
If V = W ∗, we may write P ∗ = P + (P ∗ − P ) and observe that P ∗ − P :
W k+m,p(M ;V ) → W k+1,p(M ;W ) is bounded since P ∗ − P has order m − 1.
The inclusion, W k+1,p(M ;W ) ⋐ W k,p(M ;W ), is compact by [4, Theorem 6.3], so
P ∗ − P :W k+m,p(M ;V )→W k,p(M ;W ) is compact. Hence, Index(P ∗) = IndexP
by [67, Corollary 19.1.8]. But we also have IndexP ∗ = − IndexP by [48, Lemma
1.4.4 (a)] and thus IndexP = 0. 
The following corollary is partially based on Abramovich and Aliprantis [2,
Theorem 4.46], Melrose [91, Lecture 9, Proposition 18] and Treves [113, Theorem
2.4].
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Corollary A.3 (Green’s operators for elliptic partial differential operators on
Sobolev spaces). Assume the hypotheses of Theorem A.1 and let G :W k,p(M ;W )→
W k+m,p(M ;V ) be the Green’s operator for P defined by
Gw :=
{
P−1w, w ∈ RanP ⊂W k,p(M ;W ),
0, w ∈ (RanP )⊥.
Then G : C∞(M ;W ) → C∞(M ;V ) is an elliptic pseudo-differential operator of
order −m with
GP = id−Π1 and PG = id−Π2,
where Π1 is the L
2-orthogonal projection onto KerP ⊂ W k+m,p(M ;V ) and Π2 is
the L2-orthogonal projection onto (RanP )⊥ ⊂ W k,p(M ;W ). Moreover, if k ≥ 0,
the following operator is bounded,
G :W k,p(M ;W )→W k+m,p(M ;V ).
Proof. From Melrose [91, Lecture 6, Proposition 11] or [91, Lecture 7, The-
orem 3] or Treves [113, Theorem 2.4], there exists an elliptic pseudo-differential
operator, G : C∞(M ;W ) → C∞(M ;V ), of integer order −m such that id − GP
and id − PG are infinitely smoothing operators. We then appeal to Melrose [91,
Lecture 9, Proposition 18] to conclude that id−GP and id−PG can be identified
as the stated L2-orthogonal projections.
For k ≥ 0 and any w ∈W k,p(M ;W ), we have
‖Gw‖Wk+m,p(M) ≤ C
(‖PGw‖Wk,p(M) + ‖w‖Wk,p(M)) (by [32, Theorem 14.60])
≤ C (‖(id−Π2)w‖Wk,p(M) + ‖w‖Wk,p(M))
≤ C‖w‖Wk,p(M),
and so the conclusion on boundedness follows. 
APPENDIX B
Equivalence of Sobolev norms defined by Sobolev
and smooth connections
Suppose that (X, g) is a closed, smooth Riemannian manifold of dimension
d ≥ 2, and G is a compact Lie group, and P is a smooth principal G-bundle over
X . In standard references for gauge theory [27, 43], it is generally assumed in the
construction of Sobolev completions of spaces such as Ωl(X ; adP ) that one defines
Sobolev norms using a covariant derivative ∇A determined by a connection A on
P that is smooth or of class W k,p for p ≥ 1 and an integer k ≥ 1 large enough that
kp > d or even kp≫ d. However, in this monograph, we often consider connections
A with more borderline regularity, for example of class W 1,q for q > d/2, and in
that situation, one must exercise care in the definition of Sobolev spaces using such
connections. Lemmas B.1 and B.2 provide some guidance.
Lemma B.1 (Second-order Kato inequality and second-order Sobolev norms).
Let (X, g) be a closed, smooth Riemannian manifold of dimension d ≥ 2, and G
be a Lie group, and P be a smooth principal G-bundle over X, and V = P ×̺ V
be a smooth Riemannian vector bundle over X defined by a finite-dimensional,
orthogonal representation, ̺ : G → AutR(V). Then there exists a constant C =
C(g, q) ∈ [1,∞) with the following significance. If A is a W 1,q connection on P
with q > d/2, then for all v ∈ C∞(X ;V ),
(B.1) ‖v‖C(X) ≤ C‖v‖W 2,qA (X).
Proof. The first-order analogue of (B.1), namely,
‖v‖C(X) ≤ κ1‖v‖W 1,qA (X),
when q > d and κ1 = κ1(g) ∈ [1,∞) is the norm of the Sobolev embedding
W 1,q(X) ⊂ C(X), is an immediate consequence of the pointwise first-order Kato
inequality, |∇|v|| ≤ |∇Av| from [43, Inequality (6.20)], in turn a consequence of the
compatibility of the fiber metric on V with ∇A.
We first note that, for f ∈ C∞(X ;R), the norm
‖f‖W 2,q(X) = ‖∇2f‖Lq(X) + ‖∇f‖Lq(X) + ‖f‖Lq(X)
is equivalent (with respect to a constant depending at most on (g, q)) by virtue of
[47, Theorem 9.11] to
‖f‖W 2,q(X) = ‖∆f‖Lq(X) + ‖f‖Lq(X),
where ∆ is the Laplace operator defined by the Riemannian metric g on X . Now
recall the pointwise identity [43, Equation (6.18)],
∆|v|2 = 2〈∇∗A∇Av, v〉 − 2|∇Av|2.
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Hence, letting κ2 = κ2(g) ∈ [1,∞) denote the norm of the Sobolev embedding
W 2,q(X) ⊂ C(X),
‖v‖2C(X) = ‖|v|2‖C(X)
≤ κ2‖|v|2‖W 2,q(X)
= κ2
(‖∆|v|2‖Lq(X) + ‖|v|2‖Lq(X))
≤ κ2
(
2‖v‖C(X)‖∇∗A∇Av‖Lq(X) + 2‖∇Av‖2L2q(X) + ‖v‖C(X)‖v‖Lq(X)
)
.
Recall that W 1,q(X) ⊂ L2q(X), for q < d, if and only if 2q ≤ q∗ = dq/(d − q),
that is, 2(d − q) ≤ d or q ≥ d/2; the embedding is immediate from [4, Theorem
4.12] when q ≥ d. Thus, applying the first-order Kato Inequality and the preceding
Sobolev embedding for functions,
‖|v|‖L2q(X) ≤ κ1
(‖∇|v|‖Lq(X) + ‖v‖Lq(X)) ≤ κ1 (‖∇Av‖Lq(X) + ‖v‖Lq(X)) ,
we obtain
‖v‖2C(X) ≤ κ2
(
2‖v‖C(X)‖∇∗A∇Av‖Lq(X) + 2κ21
(‖∇2Av‖Lq(X) + ‖∇Av‖Lq(X))2
+ ‖v‖C(X)‖v‖Lq(X)
)
.
We now use Young’s Inequality 2ab ≤ εa2 + ε−1b2 from [47, Inequality (7.8)] and
rearrangement with a suitably small and universal ε to give
‖v‖2C(X) ≤ C2
(
‖∇∗A∇Av‖2Lq(X) + ‖∇2Av‖2Lq(X) + ‖∇Av‖2Lq(X) + ‖v‖2Lq(X)
)
,
where C = C(g, q) ∈ [1,∞). We simplify the right-hand side in the preceding
inequality via
‖∇∗A∇Av‖Lq(X) ≤ z
(‖∇2Av‖Lq(X) + ‖∇Av‖Lq(X) + ‖v‖Lq(X)) ,
where z is a constant depending at most on the Riemannian metric on X . The
desired Sobolev inequality (B.1) now follows by taking square roots. 
Lemma B.2 (Equivalence of Sobolev norms defined by Sobolev and smooth
connections). Let (X, g) be a closed, smooth Riemannian manifold of dimension
d ≥ 2, and G be a compact Lie group, and P be a smooth principal G-bundle over
X, and V = P ×̺ V be a smooth Riemannian vector bundle over X defined by
a finite-dimensional, orthogonal representation, ̺ : G → AutR(V), and q > d/2
and p obey d/2 ≤ p ≤ q. Let A1 be a C∞ connection on P , and A0 be a Sobolev
connection on P , and a0 := A0 −A1.
(1) There exists C = C(g, p) ∈ [1,∞) such that, if a0 ∈ W 1,pA1 (X ; Λ1 ⊗ adP ),
then
‖ξ‖Lr(X) ≤ C‖ξ‖W 1,pA0 (X), for


1 ≤ r ≤ dp/(d− p) if p < d,
1 ≤ r <∞ if p = d,
r =∞ if p > d,
for all ξ ∈ C∞(X ;V ); moreover, there exists C = C(A1, g, p) ∈ [1,∞)
such that
‖ξ‖Lr(X) ≤ C‖ξ‖W 2,pA1 (X), for


1 ≤ r ≤ dp/(d− 2p) if p < d/2,
1 ≤ r <∞ if p = d/2,
r =∞ if p > d/2,
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for all ξ ∈ C∞(X ;V ).
(2) If a0 ∈W 1,qA1 (X ; Λ1 ⊗ adP ), then
‖ξ‖C(X) ≤ C‖ξ‖W 2,qA0 (X), ∀ ξ ∈ C
∞(X ;V ),
for some C = C(g, q) ∈ [1,∞).
(3) If a0 ∈W 1,pA1 (X ; Λ1 ⊗ adP ), then
C−1‖ξ‖W 1,pA1 (X) ≤ ‖ξ‖W 1,pA0 (X) ≤ C‖ξ‖W 1,pA1 (X), ∀ ξ ∈ C
∞(X ;V ),
for some C = C(g,G, p, ‖a0‖W 1,pA1 (X)) ∈ [1,∞).
(4) If a0 ∈W 1,qA1 (X ; Λ1 ⊗ adP ), then
C−1‖ξ‖W 2,qA1 (X) ≤ ‖ξ‖W 2,qA0 (X) ≤ C‖ξ‖W 2,qA1 (X), ∀ ξ ∈ C
∞(X ;V ),
for some C = C(g,G, p, q, ‖a0‖W 1,qA1 (X)) ∈ [1,∞).
(5) If a0 ∈W 1,qA1 (X ; Λ1 ⊗ adP ), then
‖ξ‖W 2,pA0 (X) ≤ C‖ξ‖W 2,pA1 (X), ∀ ξ ∈ C
∞(X ;V ),
for some C = C(g,G, p, q, ‖a0‖W 1,qA1 (X)) ∈ [1,∞).
(6) If a0 ∈W 2,qA1 (X ; Λ1 ⊗ adP ), then
C−1‖ξ‖W 2,pA1 (X) ≤ ‖ξ‖W 2,pA0 (X) ≤ C‖ξ‖W 2,pA1 (X), ∀ ξ ∈ C
∞(X ;V ),
for some C = C(g,G, p, q, ‖a0‖W 2,qA1 (X)) ∈ [1,∞).
Proof. Item (1) is a well-known consequence of the Sobolev Embedding [4,
Theorem 4.12] for scalar functions and the Kato Inequality [43, Equation (6.20)]
in the case of the embedding W 1,p(X) ⊂ Lr(X). Item (2) restates the conclusion
of Lemma B.1.
For Item (3), we use ∇A0ξ = ∇A1ξ + [a0, ξ] and estimate
‖∇A1ξ‖Lp(X) ≤ ‖∇A0ξ‖Lp(X) + ‖[a0, ξ]‖Lp(X)
≤ ‖ξ‖W 1,pA0 (X) + z‖a0‖L2p(X)‖ξ‖L2p(X)
≤ C(1 + ‖a0‖W 1,pA1 (X))‖ξ‖W 1,pA0 (X),
where we used the continuous Sobolev embedding W 1,p(X) ⊂ L2p(X) for p ≥ d/2
and Item (1) to obtain the last inequality. Here, z = z(g,G) ∈ [1,∞)] and C ∈
[1,∞) has the stated dependencies. The analogous estimate with the roles of A0
and A1 reversed follows by a symmetric argument.
For Item (4), we first write
(B.2) ∇2A1ξ = ∇2A0ξ +∇A0a0 × ξ + a0 ×∇A0ξ + a0 × a0 × ξ.
Taking Lq norms of both sides of (B.2), we see that
‖∇2A1ξ‖Lq(X) ≤ ‖∇2A0ξ‖Lq(X) + ‖∇A0a0 × ξ‖Lq(X) + ‖a0 ×∇A0ξ‖Lq(X)
+ ‖a0 × a0 × ξ‖Lq(X),
and thus, for z = z(g,G) ∈ [1,∞),
(B.3) ‖∇2A1ξ‖Lq(X) ≤ ‖∇2A0ξ‖Lq(X) + z‖∇A0a0‖Lq(X)‖ξ‖C(X)
+ z‖a0‖L2q(X)‖∇A0ξ‖L2q(X) + z‖a0‖2L2q‖ξ‖C(X).
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By Item (3), we have
‖∇A0a0‖Lq(X) ≤ ‖a0‖W 1,qA0 (X) ≤ C‖a0‖W 1,qA1 (X),
and by Item (1) and the fact that W 1,q(X) ⊂ L2q(X) for q > d/2, we obtain
‖∇A0ξ‖L2q(X) ≤ C‖ξ‖W 2,qA0 (X).
Similarly, Item (2) gives
‖ξ‖C(X) ≤ C‖ξ‖W 2,qA0 (X).
By substituting the preceding inequalities into (B.3), we find that
‖ξ‖W 2,qA1 (X) ≤ C‖ξ‖W 2,qA0 (X),
where C ∈ [1,∞) has the stated dependencies. The analogous inequality with the
roles of A0 and A1 reversed follows by a symmetric argument.
For Item (5), define r ∈ [p,∞] by 1/p = 1/q + 1/r, recall that p = d/2 < q or
d/2 < p ≤ q, interchange the roles of A0 and A1 in (B.2), and take Lp norms to
give
‖∇2A0ξ‖Lp(X) ≤ ‖∇2A1ξ‖Lp(X) + ‖∇A1a0 × ξ‖Lp(X) + ‖a0 ×∇A1ξ‖Lp(X)
+ ‖a0 × a0 × ξ‖Lp(X)
≤ ‖∇2A1ξ‖Lp(X) + z‖∇A1a0‖Lq(X)‖ξ‖Lr(X) + z‖a0‖L2p(X)‖∇A1ξ‖L2p(X)
+ z‖a0‖2L2q‖ξ‖Lr(X)
≤ ‖∇2A1ξ‖Lp(X) + C‖a0‖W 1,qA1 (X)‖ξ‖W 2,pA1 (X) + C‖a0‖W 1,pA1 (X)‖∇A1ξ‖W 1,pA1 (X)
+ C‖a0‖2W 1,qA1 (X)‖ξ‖W 2,pA1 (X),
where z = z(g,G) ∈ [1,∞) and, to obtain the last inequality, we use the continuous
Sobolev embeddings W 1,p(X) ⊂ L2p(X) and W 1,q(X) ⊂ L2q(X) for d/2 ≤ p ≤ q
and Item (1) together with the continuous Sobolev embedding W 2,p(X) ⊂ Lr(X),
for r ∈ [1,∞) if p = d/2 and r =∞ if p > d/2. Therefore, we obtain
‖ξ‖W 2,pA0 (X) ≤ C‖ξ‖W 2,pA1 (X),
where C ∈ [1,∞) has the stated dependencies.
For Item (6), we take Lp norms of (B.2) and use ∇A0a0 = ∇A1a0 + [a0, a0] to
give
‖∇2A1ξ‖Lp(X) ≤ ‖∇2A0ξ‖Lp(X) + ‖∇A0a0 × ξ‖Lp(X) + ‖a0 ×∇A0ξ‖Lp(X)
+ ‖a0 × a0 × ξ‖Lp(X)
≤ ‖∇2A0ξ‖Lp(X) + z‖∇A1a0‖L2p(X)‖ξ‖L2p(X) + ‖a0‖C(X)‖∇A0ξ‖Lp(X)
+ 2z‖a0‖2C(X)‖ξ‖Lp(X).
Applying the continuous Sobolev embeddings W 1,p(X) ⊂ L2p(X) and W 2,q(X) ⊂
C(X) and Items (1) and (3), we discover that
‖∇2A1ξ‖Lp(X) ≤ ‖∇2A0ξ‖Lp(X) + C‖∇A1a0‖W 1,pA1 (X)‖ξ‖W 1,pA0 (X)
+ ‖a0‖W 2,qA1 (X)‖∇A0ξ‖Lp(X) + 2z‖a0‖
2
W 2,qA1
(X)
‖ξ‖Lp(X)
≤ C‖ξ‖W 2,pA0 (X),
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where C ∈ [1,∞) has the stated dependencies. The analogous inequality with the
roles of A0 and A1 reversed follows by a symmetric argument. 

APPENDIX C
Fredholm and index properties of a Hodge
Laplacian with Sobolev coefficients
In this chapter we include proofs of results regarding the Fredholm properties
of the Hodge Laplace operators encountered in Chapters 2 and 3 that would be
standard if the operator had smooth coefficients and acted on L2 rather than Lp
Sobolev spaces as we allow here.
When A is a smooth connection, the Hodge Laplace operator, ∆A, in (2.2.1) is
an elliptic, second-order partial differential operator with smooth coefficients that
is L2-self-adjoint and so Theorem A.1 immediately provides the
Proposition C.1 (Fredholm and index zero properties of a Laplace operator
with smooth coefficients). Let (X, g) be a closed, smooth Riemannian manifold of
dimension d ≥ 2, and G be a compact Lie group, and P be a smooth principal
G-bundle over X, and l ≥ 0 an integer. If A and A1 are C∞ connections on P and
1 < p <∞, then the operator,
(C.1) ∆A :W
2,p
A1
(X ; Λl ⊗ adP )→ Lp(X ; Λl ⊗ adP ),
is Fredholm with index zero and closed range K⊥ ∩ Lp(X ; Λl ⊗ adP ), where ⊥
denotes L2-orthogonal complement and K ⊂ W 2,pA1 (X ; Λl ⊗ adP ) is the kernel of
∆A in (C.1).
Proposition C.1 and a compact operator perturbation argument provides fol-
lowing useful generalization from the case of a C∞ to a W 1,q connection A.
Corollary C.2 (Fredholm and index zero properties of a Laplace operator
with Sobolev coefficients). Assume the hypotheses of Proposition C.1, but allow
A to be a W 1,q connection with d/2 < q < ∞ and restrict p ∈ (1,∞) so that
d/2 ≤ p ≤ q. Then the operator,
(C.2) ∆A :W
2,p
A1
(X ; Λl ⊗ adP )→ Lp(X ; Λl ⊗ adP ),
is Fredholm with index zero and closed range K⊥ ∩ Lp(X ; Λl ⊗ adP ), where ⊥
denotes L2-orthogonal complement and K ⊂ W 2,pA1 (X ; Λl ⊗ adP ) is the kernel of
∆A in (C.2).
Proof. By hypothesis, A1 is a C
∞ connection on P . We write A = A1 + a,
for a ∈W 1,qA1 (X ; Λl⊗adP ) and proceed by modifying the proof of Proposition 2.2.1
to show that, for suitable r ∈ (p,∞] and t ∈ [p,∞), the operator
(C.3) ∆A −∆A1 :W 1,tA1 (X ; Λl ⊗ adP ) ∩ Lr(X ; Λl ⊗ adP )→ Lp(X ; Λl ⊗ adP )
115
116 C. FREDHOLM AND INDEX PROPERTIES OF LAPLACIANS
is bounded and, because the Sobolev embedding W 2,p(X) ⋐W 1,t(X)∩Lr(X) will
be compact by the Rellich–Kondrachov Theorem [4, Theorem 6.3], then the follow-
ing composition of that compact embedding and the preceding bounded operator,
(C.4) ∆A −∆A1 :W 2,pA1 (X ; Λl ⊗ adP )→ Lp(X ; Λl ⊗ adP )
is compact by [14, Proposition 6.3].
By modifying the derivation of the estimate (2.2.11) in the proof of Proposition
2.2.1, we claim that, for r ∈ (p,∞] defined by 1/p = 1/q + 1/r,
(C.5) ‖(∆A −∆A1)ξ‖Lp(X) ≤ z
(
‖a‖W 1,qA1 (X) + ‖a‖
2
W 1,qA1
(X)
)
‖ξ‖Lr(X)
+ z‖a‖W 1,qA1 (X)‖ξ‖W 1,tA1 (X),
where z = z(g,G, l) ∈ [1,∞) and 1) q < d and t ∈ (p,∞) defined by 1/p = 1/q∗+1/t
with q∗ = dq/(d − q), or 2) q = d and t = p + δ for a small enough δ ∈ (0, 1], or
3) q > d and t = p.
To see that (C.5) holds, observe that (2.2.7) (with As replaced by A1) gives
∆Aξ = ∆A1ξ +∇A1a× ξ + a×∇A1ξ + a× a× ξ.
Proceeding as in the derivation of (2.2.9), we see that the preceding identity yields
‖(∆A −∆A1)ξ‖Lp(X) ≤ z‖∇A1a‖Lq(X)‖ξ‖Lr(X) + ‖a×∇A1ξ‖Lp(X)
+ z‖|a|2‖Lq(X)‖ξ‖Lr(X).
Hence, using continuity of the Sobolev multiplication map, L2q(X) × L2q(X) →
Lq(X), and Sobolev embedding, W 1,q(X) ⊂ L2q(X), by [4, Theorem 4.12, Part I,
Cases A, B, and C] (using q ≥ d/2), and Kato Inequality [43, Equation (6.20)], we
find that
‖(∆A −∆A1)ξ‖Lp(X) ≤ z
(
‖a‖W 1,qA1 (X) + ‖a‖
2
W 1,qA1
(X)
)
‖ξ‖Lr(X)
+ ‖a×∇A1ξ‖Lp(X).
Now, defining v ∈ (p,∞) by a choice of small δ ∈ (0, 1] and 1/p = 1/v + 1/(p+ δ)
and w ∈ (p,∞) by 1/p = 1/q∗ + 1/w and q∗ = dq/(d− q) (when q < d), we obtain
that
‖a×∇A1ξ‖Lp(X)
is bounded by
z‖a‖L∞(X)‖∇A1ξ‖Lp(X) ≤ z‖a‖W 1,qA1 (X)‖∇A1ξ‖Lp(X) if q > d,
or
z‖a‖Lv(X)‖∇A1ξ‖Lp+δ(X) ≤ z‖a‖W 1,qA1 (X)‖∇A1ξ‖Lp+δ(X) if q = d,
or
z‖a‖Lq∗(X)‖∇A1ξ‖Lw(X) ≤ z‖a‖W 1,qA1 (X)‖∇A1ξ‖Lw(X) if q < d.
The final three inequalities follow from continuity of the Sobolev embeddings,
W 1,q(X) ⊂ C(X) when q > d, and W 1,q(X) ⊂ Lv(X) when q = d, and W 1,q(X) ⊂
Lq
∗
(X) when q < d, by [4, Theorem 4.12, Part I, Cases A, B, and C], respectively.
This proves Claim (C.5).
In particular, the operator (C.3) is bounded for each of the three above cases
for (q, t).
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When p < q and thus r < ∞, the embedding W 2,p(X) ⊂ Lr(X) is compact
since p ≥ d/2 by hypothesis and so the embedding W 2,p(X) ⊂ W 2,d/2(X) is con-
tinuous while the embedding W 2,p(X) ⊂ Lr(X) is compact by [4, Theorem 6.3,
Part I]. When p = q and thus r =∞, the embedding W 2,p(X) ⊂ C(X) is compact
since q > d/2 by hypothesis and thus p > d/2 so the embedding W 2,p(X) ⊂ C(X)
is compact by [4, Theorem 6.3, Part II].
To see compactness of the embedding W 2,p(X) ⊂ W 1,t(X) and hence of the
embedding W 2,p(X) ⊂ W 1,t(X) ∩ Lr(X) and consequently the operator (C.4), we
consider the three cases for (q, t) separately.
Case 1 (q < d and t ∈ (p,∞) defined by 1/p = 1/q∗+1/t with q∗ = dq/(d−q)).
We have a compact Sobolev embedding, W 2,p(X) ⋐W 1,t(X), by [4, Theorem 6.3,
Part I] provided t < p∗ = dp/(d − p). To check that the strict inequality t < p∗
holds, observe that p ≤ q and so 1/p ≥ 1/q, which gives
1/t = 1/p− 1/q∗ = 1/p− 1/q + 1/d ≥ 1/d.
If p > d/2, then p∗ = dp/(d − p) > d and 1/p∗ < 1/d and thus 1/t ≥ 1/d > 1/p∗
and t < p∗, as desired. If p = d/2, then p < q by hypothesis and so 1/p < 1/q,
which now gives
1/t > 1/d.
But p = d/2 =⇒ p∗ = d and thus 1/t > 1/d = 1/p∗ and t < p∗, again as desired.
Hence, the embedding W 2,p(X) ⊂ W 1,t(X) is compact and so the operator
(C.4) is compact for this case.
Case 2 (q = d and t = p + δ for small enough δ > 0). We have a compact
Sobolev embedding, W 2,p(X) ⋐ W 1,p+δ(X), by [4, Theorem 6.3, Part I], where it
suffices to choose δ ∈ (0, 1] small enough that p + δ < p∗ = dp/(d − p) ∈ [d,∞)
when d/2 ≤ p < d and any δ ∈ (0, 1] will do when p = d. Hence, the embedding
W 2,p(X) ⊂W 1,t(X) is compact with t = p+δ and so the operator (C.4) is compact
for this case.
Case 3 (q > d and t = p). We have a compact Sobolev embedding, W 2,p(X) ⋐
W 1,p(X), by [4, Theorem 6.3, Parts I and II]. Hence, the embedding W 2,p(X) ⊂
W 1,t(X) is compact with t = p and so the operator (C.4) is compact for this case.
Proposition C.1 implies that the operator
∆A1 :W
2,p
A1
(X ; Λl ⊗ adP )→ Lp(X ; Λl ⊗ adP )
is Fredholm with index zero while the operator ∆A−∆A1 in (C.4) is compact from
each of the preceding cases, so the operator (C.2) is Fredholm with index zero by
[67, Corollary 19.1.8].
The identification of the range of the operator (C.2) follows mutatis mutan-
dis the proof of the corresponding fact in the statement of Theorem A.1. The
only difference, after noting that ∆∗A = ∆A and p ≤ q =⇒ q′ ≤ p′ and thus
Lp
′
(X) ⊂ Lq′(X), is that we appeal to the following regularity result for distri-
butional solutions, b ∈ Lp′(X ; Λl ⊗ adP ), to an elliptic linear partial differential
equation, ∆Ab = 0, with Sobolev rather than C
∞ coefficients,
Ker
(
∆A : L
p′(X ; Λl ⊗ adP )→W−2,p′A1 (X ; Λl ⊗ adP )
)
= Ker
(
∆A :W
2,p
A1
(X ; Λl ⊗ adP )→ Lp(X ; Λl ⊗ adP )
)
.
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Indeed, because b ∈ Lq′(X ; Λl ⊗ adP ) by the preceding remarks, Lemma 2.3.1
implies that b ∈W 2,qA1 (X ; Λl⊗adP ) and, in particular, b ∈ W
2,p
A1
(X ; Λl⊗adP ) since
p ≤ q. This completes the proof of Corollary C.2. 
We shall also need to consider Fredholm properties of the perturbed Laplace
operator,
d∗AdA+a : C
∞(X ; adP )→ C∞(X ; adP ),
when a C∞ connection, A, one-form, a ∈ Ωl(X ; adP ), and Fre´chet space, Ωl(X ; adP ),
are replaced by suitable Sobolev counterparts. As usual, we begin with the simpler
case of smooth coefficients.
Lemma C.3 (Fredholm and index zero properties of a perturbed Laplace oper-
ator with smooth coefficients). Let (X, g) be a closed, smooth Riemannian manifold
of dimension d ≥ 2, and G be a compact Lie group and P be a smooth principal
G-bundle over X. If A and A1 are C
∞ connections on P and a ∈ C∞(X ; Λ1⊗adP )
and 1 < q <∞, then the operator,
(C.6) d∗AdA+a :W
2,q
A1
(X ; adP )→ Lq(X ; adP ),
is Fredholm with index zero.
Proof. We observe that
d∗AdA+a : C
∞(X ; adP )→ C∞(X ; adP )
is an elliptic, linear, second-order partial differential operator such that
d∗AdA+a − d∗A+adA = d∗A[a, · ]− [a, · ]∗dA : C∞(X ; adP )→ C∞(X ; adP )
is a first-order differential operator. The conclusions now follow from Theorem
A.1. 
Lemma C.4 (Fredholm and index zero properties of a perturbed Laplace opera-
tor with Sobolev coefficients). Let (X, g) be a closed, smooth Riemannian manifold
of dimension d ≥ 2, and G be a compact Lie group and P be a smooth principal
G-bundle over X. If A1 is a C
∞ connection on P and A is a W 1,q connection on
P with d/2 < q <∞ and a ∈W 1,qA1 (X ; Λ1 ⊗ adP ), then the operator,
(C.7) d∗AdA+a :W
2,q
A1
(X ; adP )→ Lq(X ; adP ),
is Fredholm with index zero.
Proof. The argument is almost identical to the proof of Corollary C.2. Write
A = A1 + a1 and observe that
d∗AdA+a = d
∗
A1dA1 + d
∗
A1 [a1 + a, · ] + [a1, · ]∗dA1 + [a1, · ]∗[a1 + a, · ].
By again retracing the steps in the proof of Proposition 2.2.1, we find that, for
r ∈ (p,∞] defined by 1/p = 1/q + 1/r and ξ ∈W 2,qA1 (X ; adP ),
(C.8)
‖(d∗AdA+a − d∗A1dA1)ξ‖Lp(X)
≤ z
(
‖a‖W 1,qA1 (X) + ‖a1‖W 1,qA1 (X) + ‖a1‖
2
W 1,qA1
(X)
+‖a1‖W 1,qA1 (X)‖a‖W 1,qA1 (X)
)
‖ξ‖Lr(X)
+ z
(
‖a1‖W 1,qA1 (X) + ‖a‖W 1,qA1 (X)
)
‖ξ‖W 1,tA1 (X),
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with the values of t specified in the proof of Corollary C.2. The remainder of the
proof of Corollary C.2 now applies to show that the operator (C.7)is Fredholm with
index zero. 

APPENDIX D
Convergence of gradient flows under the validity
of the  Lojasiewicz–Simon gradient inequality
As we noted in Section 1.2, the gradient inequality for an energy function,
E : X ⊃ U → R, with gradient map, M : X ⊃ U → X˜ , is most useful when it
has the strong form (1.2.9) implied by Theorem 3, namely,
‖M (x)‖H ≥ Z|E (x)− E (x∞)|θ, ∀x ∈ U with ‖x− x∞‖X < σ,
where H is a Hilbert space, the Banach space X˜ is continuously embedded in H ,
and the Banach space X is a dense subspace of H with continuous embedding
X ⊂ H and thus H ∗ ⊂ X ∗ is also a continuous embedding.
In this Appendix, we briefly explain why Theorem 3 is so useful in applications
to questions of global existence and convergence of a strong solution, that is, u ∈
C([0, T );X ) with time derivative u˙ ∈ C((0, T );H ) (for T ∈ (0,∞]), to the Cauchy
problem for the gradient system
(D.1) u˙(t) = −M (u(t)) in H , t ∈ (0, T ), u(0) = u0.
The importance of a geometric version of Theorem 3 to a more specific setting in
geometric analysis was famously pioneered by Simon in [105], generalizing a result
of  Lojasiewicz for gradient flows in Euclidean spaces [88].
A weak solution to the gradient system for E has the form u ∈ C([0, T );X )
with time derivative u˙ ∈ C((0, T );X ∗), obeying
(D.2) u˙(t) = −E ′(u(t)) in X ∗, t ∈ (0, T ), u(0) = u0.
To illustrate the application of Theorem 3, we include from [32] a proof of a sim-
plified version of our [32, Proposition 24.12] that yields convergence, u(t) → u∞
in H as t→∞ for a global strong solution, u ∈ C([0,∞);X ) ∩ C1([0,∞);H ) to
(D.1), when M and E obey the version of  Lojasiewicz–Simon gradient inequality
in (1.2.9).
The statement and proof of the forthcoming Proposition D.1 are closely mod-
eled on Huang’s [68, Proposition 3.3.2], but for the gradient system (D.1) in
a Hilbert space. By contrast, Huang’s version allows apparently more general
weak gradient-like differential inequalities in Banach spaces, namely [68, Equa-
tion (3.10a) or Equation (3.10′)], with auxiliary conditions such as those in his [68,
Equation (3.10b)] or [68, Equation (3.10′)]. However, examples satisfying Huang’s
gradient-like differential inequalities and auxiliary conditions appear to us to be dif-
ficult to find except when they reduce to a pure gradient system (D.1) in a Hilbert
space or Simon’s gradient-like system [105, Equation (3.1)] in a Hilbert space,
u˙(t) = −M (u(t)) +R(t) in H , t ∈ (0, T ), u(0) = u0,
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where R ∈ C((0,∞);H ) obeys a decay condition (as t → ∞) implying Huang’s
[68, Equation (3.10b)] or Simon’s hypothesis in [105, Equation (3.1)],
‖R(t)‖H ≤ α‖u˙(t)‖H ,
where α ∈ (0, 1) is a constant.
Proposition D.1 (Convergence of gradient flow under the validity of the
 Lojasiewicz–Simon gradient inequality). Let U be an open subset of a Banach
space, X , that is continuously embedded and dense in a Hilbert space, H . Let
E : U ⊂ X → R be a C1 function on an open subset, U ⊂ X , with gradient map
M : U ⊂ X → H , and x∞ ∈ U be a critical point of E , that is, E ′(x∞) = 0. Let
u ∈ C([0,∞);U ) ∩ C1([0,∞);H ) be a strong solution to (D.1) such that
(D.3) inf{|E (u(t))| : t ≥ 0} > −∞.
If E and M satisfy a  Lojasiewicz–Simon gradient inequality (1.2.9) in the orbit
O(u) = {u(t) : t ≥ 0}, that is,
(D.4) ‖M (u(t))‖H ≥ Z|E (u(t))− E (x∞)|θ, ∀ t ≥ 0,
for constants Z ∈ (0,∞) and θ ∈ [1/2, 1), then
(D.5)
∫ ∞
0
‖u˙(t)‖H dt ≤
∫ E (u(0))
E∞
1
Z|s− E (x∞)|θ ds <∞,
where E∞ := limt→∞ E (u(t)) ∈ R, and thus
u(t)→ u∞ in H , as t→∞,
for some u∞ ∈ H .
Proof. The function [0,∞) ∋ t 7→ E (u(t)) ∈ R is C1 by direct calculation and
obeys (see [68, Proposition 3.1.2])
− d
dt
E (u(t)) = −E ′(u(t))(u˙(t)) (Chain Rule)
= −〈u˙(t),M (u(t))〉X×X ∗ (by Definition 1.2.1)
= −(u˙(t),M (u(t)))H (by H ⊂ X ∗ via H ∋ h 7→ (·, h)H ∈ X ∗)
= ‖M (u(t))‖2H = ‖M (u(t))‖H ‖u˙(t)‖H ≥ 0,
∀ t ∈ (0,∞) (by (D.1)).
Hence, E (u(t)) is a nonincreasing and uniformly bounded function of t ∈ [0,∞) by
(D.3), so E∞ = limt→∞ E (u(t)) exists, as asserted by the proposition. Set H(t) :=
E (u(t)), for all t ∈ [0,∞), and observe that H(t) is monotone and absolutely
continuous on [0,∞) and obeys, by the preceding equality,
(D.6) − d
dt
H(t) = ‖M (u(t))‖H ‖u˙(t)‖H , ∀ t ∈ [0,∞).
Let φ : R→ R be the function defined by φ(s) = Z|s− E (x∞)|θ, for all s ∈ R, and
let Φ : R→ R be the absolutely continuous function given by
Φ(x) :=
∫ x
E∞
1
φ(s)
ds =
∫ x
E∞
1
Z|s− E (x∞)|θ ds, ∀x ∈ R,
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where limt→∞H(t) = E∞. The function Φ is differentiable a.e. on R with Φ
′(x) =
1/φ(x) for a.e. x ∈ R. According to [68, Lemma 3.2.1], the composition Φ ◦H is
absolutely continuous on [0,∞) and there holds
(D.7)
d
dt
Φ(H(t)) =
H ′(t)
φ(H(t))
, ∀ t ∈ Λ,
where Λ ⊂ [0,∞) is such that the complement, [0,∞) \ Λ, has zero Lebesgue
measure.
For any t ∈ Λ, we have two possibilities: either i) ‖M (u(t))‖H = 0, or
ii) ‖M (u(t))‖H > 0. For Case (ii), we observe that the  Lojasiewicz–Simon gradient
inequality (D.4) takes the shape,
(D.8) φ(H(t)) = Z|E (u(t))− E (x∞)|θ ≤ ‖M (u(t))‖H ,
and so
− d
dt
Φ(H(t)) = − H
′(t)
φ(H(t))
(by (D.7))
=
‖M (u(t))‖H ‖u˙(t)‖H
φ(H(t))
(by (D.6))
≥ ‖M (u(t))‖H ‖u˙(t)‖H‖M (u(t))‖H (by (D.8))
= ‖u˙(t)‖H ,
that is,
(D.9) − d
dt
Φ(H(t)) ≥ ‖u˙(t)‖H .
Therefore, by the non-negativity of the function −dΦ(H(t))/dt, combined with the
fact that [0,∞) \ Λ has Lebesgue measure zero, we obtain the estimate,
(D.10) − d
dt
Φ(H(t)) ≥ ‖u˙(t)‖H , a.e. t ∈ [0,∞),
for both Cases (i) and(ii). Integration and the fact that limt→∞H(t) = E∞ yields∫ ∞
0
‖u˙(t)‖H dt ≤ Φ(H(0))− lim
t→∞
Φ(H(t)) = Φ(H(0))− Φ(E∞) = Φ(H(0)).
By the definitions of Φ(x) and H(t), this is (D.5), since
Φ(H(0)) =
∫ H(0)
E∞
1
φ(s)
ds =
∫ E (u(0))
E∞
1
Z|s− E (x∞)|θ ds.
The final convergence assertion follows from the fact that
u(tn)− u(tm) =
∫ tn
tm
u˙(t) dt, ∀ tm, tn ∈ [0,∞),
and thus, for any unbounded sequence of times, {tn}∞n=1 ⊂ [0,∞), the sequence
of points, {u(tn)}∞n=1 ⊂ H , is Cauchy in H and thus converges to a limit, u∞ ∈
H , as t → ∞, independent of the choice, {tn}∞n=1. This completes the proof of
Proposition D.1. 
The convergence of u(t) in H provided by Proposition D.1 can be improved
with the assumption of the following
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Hypothesis D.2 (Regularity and a priori interior estimate for a trajectory).
(See [32, Hypothesis 24.10].) Let C1 and ρ be positive constants and let T ∈ (0,∞].
Given u ∈ C([0,∞);X ) ∩ C1([0,∞);H ), we say that u˙ : [0, T )→ H obeys an a
priori interior estimate on (0, T ] if, for every S ≥ 0 and δ > 0 obeying S + δ ≤ T ,
the map u˙ : [S + δ, T )→ X is Bochner integrable and there holds
(D.11)
∫ T
S+δ
‖u˙(t)‖X dt ≤ C1(1 + δ−ρ)
∫ T
S
‖u˙(t)‖H dt.
Given Hypothesis D.2, the bound (D.5) in Proposition D.1 improves to
(D.12)
∫ ∞
δ
‖u˙‖X dt ≤ C1(1 + δ−ρ)
∫ E (u(0))
E∞
1
c|s− E (x∞)|θ ds <∞,
for all δ > 0, and so the convergence in H improves to u(t)→ u∞ in X as t→∞.
The application of Proposition D.1 and similar results to proofs of global ex-
istence, convergence, convergence rates, and stability of solutions to (D.1) are de-
scribed at length in [32, Section 2.1].
APPENDIX E
Huang’s  Lojasiewcz–Simon gradient inequality for
analytic functions on Banach spaces
For the convenience of the reader, we quote Huang’s [68, Theorem 2.4.2 (i)] for
the  Lojasiewcz–Simon gradient inequality for analytic functions on Banach spaces.
We first recall Huang’s hypotheses for [68, Theorem 2.4.2 (i)].
Hypothesis E.1 (Hypotheses for the abstract  Lojasiewicz-Simon gradient in-
equality with Hilbert space gradient norm). (See [68, pp. 34–35].) Assume the
following conditions.
(1) Let H be a Hilbert space, A : D(A ) ⊂ H → H a linear, positive
definite, self-adjoint operator, and HA := (D(A ), (·, ·)A ) be the Hilbert
space with inner product,
(u, v)A := (A u,A v)H , ∀u, v ∈ D(A ),
where (·, ·)H is the inner product on H .
(2) Let X ⊂ X˜ be Banach spaces such the following embeddings are contin-
uous,
X ⊂ HA , X˜ ⊂ H .
(3) Let E : X → R be a function with C1 gradient map, M : U ⊂ X → X˜ ,
so that
E
′(x)v = (v,M (x))H , ∀x ∈ U and v ∈ X ,
where U ⊂ X is an open subset, and having the following properties:
(a) M is a Fredholm map of index zero, that is, for each x ∈ U ,
M
′(x) : X → X˜ ,
is a Fredholm operator of index zero.
(b) For each x ∈ U , the bounded, linear operator,
M
′(x) : X → X˜ ,
has an extension
M1(x) : HA → H
which is symmetric1 and also a Fredholm operator of index zero and
such that the map
U ∋ x 7→ M1(x) ∈ L (HA ,H ) is continuous,
or, equivalently, the map U ∋ x 7→ M1(x)A −1 ∈ L (H ) is continu-
ous.
1See [14, Section 7.4], [76, Section 5.3.3], or [125, Section 7.3].
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Theorem E.2 ( Lojasiewcz–Simon gradient inequality for analytic functions
on Banach spaces and Hilbert space gradient). [68, Theorem 2.4.2 (i)] Assume
Hypothesis E.1 on E , M , M1, H , U , X , and X˜ , and that M : U ⊂ X → X˜
is real analytic. If x∞ ∈ U is a critical point of E , that is, M (x∞) = 0, then there
are positive constants, c, σ, and θ ∈ [1/2, 1) such that
(E.1) ‖M (x)‖H ≥ c|E (x)− E (x∞)|θ, ∀x ∈ U such that ‖x− x∞‖X < σ.
APPENDIX F
Quantitative implicit and inverse function
theorems
Statements of the Implicit Function Theorem are often most useful in appli-
cations when equipped with explicit estimates for the radii of the balls containing
the domain and range of the implied function that the statement produces, along
with an explicit estimate for the Lipschitz constant of that function. We shall state
and prove a version of such a result in more generality than we need in our current
application, since precise statements are not easy to find in the literature.
Theorem F.1 (Quantitative implicit function theorem for maps of Banach
spaces). Let K = R or C, and k ≥ 1 be an integer or ∞, and X , Y , and Z be
Banach spaces over K, and U ⊂ X and V ⊂ Y be open neighborhoods of points
x0 ∈ X and y0 ∈ Y , and f : U × V → Z be a Ck (respectively, analytic) map
such that f(x0, y0) = 0 and the partial derivative of f at (x0, y0) with respect to the
second variable,
(F.1) D2f(x0, y0) ∈ L (Y ,Z ),
is an isomorphism of Banach spaces. Let ζ ∈ (0, 1] be small enough that Bζ(x0) ⊂
U and Bζ(y0) ⊂ V and assume that
M := ‖(D2f(x0, y0))−1‖L (Z ,Y ),(F.2a)
sup
(x,y)∈Bζ(x0)×Bζ(y0)
‖D2f(x, y)−D2f(x0, y0)‖L (X×Y ,Z ) ≤
1
2M
,(F.2b)
β := sup
(x,y)∈Bζ(x0)×Bζ(y0)
‖D1f(x, y)‖L (X ,Z ) <∞.(F.2c)
Then there are a constant δ ∈ (0,min{ζ, ζ/(2βM)}] and a unique Ck (respectively,
analytic) map g : X ⊃ Bδ(x0)→ Bζ(y0) ⊂ Y such that y0 = g(x0) and
f(x, g(x)) = 0, ∀x ∈ Bδ(x0),(F.3a)
Dg(x) = −(D2f(x, g(x)))−1D1f(x, g(x)) ∈ L (X ,Y ), ∀x ∈ Bδ(x0),(F.3b)
‖g(x1)− g(x2)‖Y ≤ 2βM‖x1 − x2‖X , ∀x1, x2 ∈ Bδ(x0).(F.3c)
Remark F.2 (Inverse and implicit function theorems for smooth or analytic
maps of Banach spaces). Statements and proofs of the Inverse Function Theorem
for Ck maps of Banach spaces are provided by Abraham, Marsden, and Ratiu
[1, Theorem 2.5.2], Apostol [5, Theorem 13.6] (Euclidean space only), Deimling
[26, Theorem 4.15.2], Lang [82, Theorem XIV.1.2], and Zeidler [126, Theorem
4.F]; statements and proofs of the Inverse Function Theorem for analytic maps
of Banach spaces are provided by Berger [7, Corollary 3.3.2] (complex), Deimling
[26, Theorem 4.15.3] (real or complex), and Zeidler [126, Corollary 4.37] (real
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or complex). The corresponding Ck or Analytic Implicit Function Theorems are
proved in the standard way as corollaries, for example [1, Theorem 2.5.7] and [126,
Theorem 4.H], although the reverse strategy is used by Jost [73, Theorem 10.1]
and others.
A quantitative version of the Inverse Function Theorem is given by Abraham,
Marsden, and Ratiu as [1, Proposition 2.5.6], although in the latter version the con-
clusion (F.3c) on the Lipschitz constant for the inverse map, g, is omitted. See also
Frøyshov [46, Proposition B.0.2], Kronheimer and Mrowka [80, Proposition 18.3.6],
McDuff and Salamon [90, Proposition A.3.4], Mrowka and Rollin [93, Proposition
2.3.5], and Salamon [104, Theorem B.1] for closely-related versions of the Quanti-
tative Inverse Function Theorem in the gauge-theory literature, though none quite
as general as our Theorem F.4.
Remark F.3 (Alternative hypothesis for implicit function theorems for C2
maps of Banach spaces). When f is C2, one can replace the hypothesis (F.2b) in
Theorem F.1 by the simpler condition,
(F.4) K := sup
(x,y)∈Bζ(x0)×Bζ(y0)
‖D2f(x, y)‖L (X×Y ,Z ) <∞.
The Mean Value Theorem for C1 maps of Banach spaces (see (F.7)) gives
D2f(x, y)−D2f(x0, y0) =
∫ 1
0
D21f(tx+ (1 − t)x0, ty + (1− t)y0)(x − x0) dt
+
∫ 1
0
D22h(tx+ (1− t)x0, ty + (1− t)y0)(y − y0) dt,
∀x ∈ U and y ∈ V ,
assuming that U and V are convex without loss of generality. Therefore,
‖D2f(x, y)−D2(x0, y0)‖L (X×Y ,Z ) ≤ K(‖x− x0‖X + ‖y − y0‖Y )
and thus it suffices to choose η ∈ (0, ζ] small enough that η ≤ 1/(4KM) in order
to achieve (F.2b), with ζ replaced by η there (so (x, y) ∈ Bη(x0) ×Bη(y0)) and in
the conclusions of Theorem F.1.
Proof of Theorem F.1. When K = R and in the absence of the supple-
mentary hypothesis (F.2b), the existence of a unique Ck map g obeying (F.3a) is
provided by standard statements of the Implicit Function Theorem (see Abraham,
Marsden, and Ratiu [1, Theorem 2.5.7], Lang [82, Theorem XIV.2.1], and, in the
case of Euclidean spaces, Apostol [5, Theorem 13.7]). For the cases K = C or f
real or complex analytic, see the references cited in Remark F.2 for proofs of the
Inverse Function Theorem and recall that the Implicit Function Theorem can be
obtained in a straightforward way as a corollary of the Inverse Function Theorem.
Hence, we need only focus on the quantitative conclusions of Theorem F.1 and,
for this purpose, we shall adapt Lang’s proof of the Inverse Function Theorem (see
Lang [82, Theorem XIV.1.2]) and Jost’s proof of the Implicit Function Theorem [73,
Theorem 10.1]. Recall that given x in an open neighborhood of x0, the existence of
y in an open neighborhood of y0 solving f(x, y) = 0 in (F.3a) is equivalent to the
existence of y solving h(x, y) = y, where
(F.5) h(x, y) := y − (D2f(x0, y0))−1f(x, y).
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Observe that the smooth map h : U × V → Y has partial derivatives,
D1h(x, y) = −(D2f(x0, y0))−1D1f(x, y),
D2h(x, y) = idY − (D2f(x0, y0))−1D2f(x, y), ∀ (x, y) ∈ U × V ,
and D2h(x0, y0) = 0. Moreover,
‖D2h(x, y)‖L (Y ) =
∥∥(D2f(x0, y0))−1 (D2f(x0, y0)−D2f(x, y))∥∥L (Y )
≤ ‖(D2f(x0, y0))−1‖L (Z ,Y )‖D2f(x0, y0)−D2f(x, y)‖L (Y ,Z ).
By hypothesis (F.2b) and the preceding bound for ‖D2h(x, y)‖L (Y ) and by hy-
pothesis (F.2c) and the preceding expression for D1h(x, y), we therefore have
‖D1h(x, y)‖L (Y ) ≤ βM,(F.6a)
‖D2h(x, y)‖L (Y ) ≤
1
2
, ∀ (x, y)×Bζ(x0)×Bζ(y0).(F.6b)
The Mean Value Theorem for C1 maps of Banach spaces [82, Theorem XIII.4.2]
gives
h(x1, y1)− h(x2, y2)(F.7)
=
∫ 1
0
D1h(tx1 + (1− t)x2, ty1 + (1 − t)y2)(x1 − x2) dt
+
∫ 1
0
D2h(tx1 + (1− t)x2, ty1 + (1 − t)y2)(y1 − y2) dt,
∀x1, x2 ∈ U and y1, y2 ∈ V ,
assuming that U and V are convex without loss of generality. Hence, by (F.6b)
and (F.7)
(F.8) ‖h(x, y1)− h(x, y2)‖Y ≤ 1
2
‖y1 − y2‖Y , ∀x ∈ B¯ζ(x0) and y1, y2 ∈ B¯ζ(y0).
Moreover,
‖h(x, y)− y0‖Y = ‖h(x, y)− h(x0, y0)‖Y (by h(x0, y0) = y0)
≤ ‖h(x, y)− h(x0, y)‖Y + ‖h(x0, y)− h(x0, y0)‖Y
≤ βM‖x− x0‖X + 1
2
‖y − y0‖Y (by (F.6a), (F.7), and (F.8)).
Hence, for δ ∈ (0, ζ] obeying δ ≤ ζ/(2βM), we obtain
(F.9) ‖h(x, y)− y0‖Y ≤ ζ, ∀ (x, y) ∈ Bδ(x0)×Bζ(y0).
Thus, for each x ∈ B¯δ(x0), the map h(x, ·) : B¯ζ(y0) → B¯ζ(y0) is a contraction.
We can now apply the Banach Contraction Mapping Lemma (for example, see [73,
Lemma 10.2] or [82, Lemma XIV.1.1]) to find a unique y = g(x) ∈ B¯ζ(y0) for every
x ∈ B¯δ(x0) such that h(x, y) = y, that is, f(x, y) = 0, and y0 = g(x0).
To prove (F.3c), we shall apply the Mean Value Theorem,
(F.10) g(x1)− g(x2) =
∫ 1
0
Dg(tx1 + (1− t)x2)(x1 − x2) dt, ∀x ∈ Bδ(x0).
Computing the derivative of the equation (F.3a) with respect to x yields
D1f(x, g(x)) +D2f(x, g(x))Dg(x) = 0 ∈ L (X ,Z ), ∀x ∈ Bδ(x0),
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so that (F.3b) holds provided D2f(x, g(x)) is invertible. To verify invertibility, we
define an operator Tx ∈ L (Y ) by
(D2f(x0, g(x0)))
−1D2f(x, g(x)) =: idY − Tx ∈ L (Y ), ∀x ∈ Bδ(x0).
Observe that
Tx = idY − (D2f(x0, g(x0)))−1D2f(x, g(x)) = D2h(x, g(x)) (by (F.5))
and so ‖Tx‖L (Y ) ≤ 1/2 for all x ∈ Bδ(x0) by (F.6b). Since ‖Tx‖L (Y ) < 1, for
all x ∈ Bδ(x0), the operator idY − Tx is invertible, for all x ∈ Bδ(x0). Hence,
D2f(x, g(x)) ∈ L (Y ,Z ) is invertible for all x ∈ Bδ(x0), as we had claimed in
(F.3b), with
(F.11) (D2f(x, g(x)))
−1 = (idY − Tx)−1(D2f(x0, g(x0)))−1, ∀x ∈ Bδ(x0).
We can estimate the operator norm of (idY −Tx)−1 (and hence that of (D2f(x, g(x)))−1)
using the Neumann series,
(idY − Tx)−1 =
∞∑
k=0
T kx ,
to give
‖(idY − Tx)−1‖L (Y ) ≤
∞∑
k=0
‖T kx ‖L (Y ) ≤
∞∑
k=0
‖Tx‖kL (Y ) =
1
1− ‖Tx‖L (Y )
,
and consequently,
(F.12) ‖(idY − Tx)−1‖L (Y ) ≤ 2, ∀x ∈ Bδ(x0).
We can therefore estimate the operator norm of (D2f(x, g(x)))
−1 by
‖(D2f(x, g(x)))−1‖L (Z ,Y )
= ‖(idY − Tx)−1(D2f(x0, g(x0)))−1‖L (Z ,Y ) (by (F.11))
≤ ‖(idY − Tx)−1‖L (Y )‖(D2f(x0, g(x0)))−1‖L (Z ,Y )
≤ 2M (by (F.2a) and y0 = g(x0) and (F.12)), ∀x ∈ Bδ(x0).
By hypothesis (F.2c) and the fact that g(Bδ(x0)) ⊂ Bζ(x0) by construction, we
have
sup
x∈Bδ(x0)
‖D1f(x, g(x))‖L (X×Y ,Z ) ≤ β
and so the expression (F.3b) for Dg(x) and the preceding two estimates give
‖Dg(x)‖L (X ,Y ) = ‖(D2f(x, g(x)))−1D1f(x, g(x))‖L (X ,Y )
≤ ‖(D2f(x, g(x)))−1‖L (Z ,Y )‖D1f(x, g(x))‖L (X ,Z )
≤ 2βM, ∀x ∈ Bδ(x0).
The Lipschitz bound (F.3c) now follows from the preceding estimate and (F.10).
This completes the proof of Theorem F.1. 
The quantitative inverse function theorem below (see [34, Theorem 3.2]) follows
in a standard way from the preceding quantitative implicit function theorem.
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Theorem F.4 (Quantitative inverse function theorem for maps of Banach
spaces). Let K = R or C, and k ≥ 1 be an integer or ∞, and X and Y be
Banach spaces over K, and U ⊂ X be an open neighborhood of a point x0 ∈ X ,
and f : U → Y be a Ck (respectively, analytic) map such that f(x0) = y0 and the
derivative of f at x0,
(F.13) Df(x0) ∈ L (X ,Y ),
is an isomorphism of Banach spaces. Let ζ ∈ (0, 1] be small enough that Bζ(x0) ⊂
U and assume that
M := ‖(Df(x0))−1‖L (Y ,X ),(F.14a)
sup
x∈Bζ(x0)
‖Df(x)−Df(x0)‖L (X ,Y ) ≤
1
2M
.(F.14b)
Then there are a constant δ ∈ (0,min{ζ, ζ/(2M)}] and a unique Ck (respectively,
analytic) map g : Y ⊃ Bδ(y0)→ Bζ(x0) ⊂ X such that x0 = g(y0) and
f(g(y)) = y, ∀ y ∈ Bδ(y0),(F.15a)
Dg(x) = (Df(x))−1 ∈ L (Y ,X ), ∀x ∈ Bδ(x0),(F.15b)
‖g(y1)− g(y2)‖X ≤ 2M‖y1 − y2‖Y , ∀ y1, y2 ∈ Bδ(y0).(F.15c)
Remark F.5 (Alternative hypothesis for inverse function theorems for C2 maps
of Banach spaces). When f is C2, one can replace the hypothesis (F.14b) in The-
orem F.4 by the simpler condition,
(F.16) K := sup
x∈Bζ(x0)
‖D2f(x)‖L (X ,Y ) <∞.
Just as in Remark F.3, the Mean Value Theorem for C1 maps of Banach spaces
ensures that we can then choose η ∈ (0, ζ] small enough that η ≤ 1/(2KM) in order
to achieve (F.14b), with ζ replaced by η there (so x ∈ Bη(x0)) and in the conclusions
of Theorem F.4. The hypothesis (F.16) is the one used in [1, Proposition 2.5.6]
and [46, Proposition B.0.2], whereas the remaining examples of quantitative inverse
function theorems cited in Remark F.2 use the hypothesis (F.14b).
Proof of Theorem F.4. Set Z := Y and F (x, y) := f(x) − y and observe
that D1F (x, y) = Df(x), so (F.1) is obeyed (interchanging the roles of x and y).
Moreover, (D1F (x0, y0))
−1 = (Df(x0))
−1, so ‖(D1F (x0, y0))−1‖L (Y ,X ) = M in
(F.2a) by (F.14a). Also, (F.14b) yields (F.2b) for all y ∈ Y . Finally, D2F (x, y) =
−idY for all x ∈ U and y ∈ Y , so β = 1 in (F.2c). Hence, Theorem F.1 applied
to F (x, y) yields δ ∈ (0,min{ζ, ζ/(2M)}] and a Ck (respectively, analytic) map
g : Y ⊃ Bδ(y0) → Bζ(x0) ⊂ X such that F (g(y), y) = 0, that is, f(g(y)) = y for
all y ∈ Bδ(y0). Lastly, (F.3b) yields (F.15b) and (F.3c) yields (F.15c). 
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