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1. INTRODUCTION 
Let c( be a maximal monotone graph in R x R. For a bounded domain 
Gc RN with smooth boundary aG we consider the following initial 
boundary-value problem for doubly nonlinear evolution equations of the 
form 
in Gx (0, T), (l.la) 
u=o on aG x (0, T), (l.lb) 
m(u) I t=o 3 h(X) on G. (l.lc) 
Here T> 0, V,U = (&/ax,, au/ax,, . . . . au/ax,), and B, is a map from 
RN x (0, T) x R x RN into R for each i = 1, . . . . N, satisfying certain condi- 
tions to be specified at a later time. A precise formulation of (1.1) is given 
in Section 3. For given u0 and f we study the existence of weak solutions 
of (1.1). 
Although doubly nonlinear equations of the type (1.1) are of mathemati- 
cal interest in their own right, they arise as a model for a variety of 
diffusion problems. In particular, they comprise in a unifying scheme, 
free-boundary problems of different natures. An example situation is non- 
stationary saturated-unsaturated flow of an incompressible fluid through 
a porous medium in the case of time-dependent water levels. A weak 
formulation of this problem leads to equations of the type (1.1); see [2]. 
However, a large held of application for our results is the diffusion problem 
involving a solid-liquid phase change of the Stefan type. An architypical 
example is heat transfer during solidification in a nonhomogeneous 
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medium with heat capacity and thermal conductivities dependent on 
temperature and convection in the liquid phase [S]. More precisely, 
deal here with the equation 
the 
we 
x, 24) E+w,(x, t)(z4-UM)+ ?e, [I? (1.2) 
I 
where U(U) is the specific enthalpy per unit volume, K, the thermal conduc- 
tivity tensor, w  = (wi, . . . . w,,,) the velocity field, and Us the melting point. 
The typical form of tl is given by 
a,(x) x>o 
a(x)= C-v, 0] 
i 
x=0 
a2(x) - v  x < 0. 
Here v > 0 is a constant, a, and a2 are strongly monotone increasing func- 
tions in (0, co) and ( - co, 0), respectively, and a ,(O + ) = a,(O- ) = 0. 
The Cauchy problem for doubly nonlinear evolution equations of the 
general form 
(1.3a) 
~(~)l,=o~~o (1.3b) 
has attracted a lot of attention. Bermtidez, Durany, and Saguez [S] prove 
an abstract existence theorem which includes (1.1) if a is strongly 
monotone and satisfies certain power growth condition. See also Cannon 
and DiBenedetto [lo] where nonlinear boundary conditions are con- 
sidered. If B is independent of t, the existence of a solution is studied by 
Grange and Mignot [ 173, Barbu [3], DiBenedetto and Showalter [13], 
and Bernis [6], where applications to doubly nonlinear equations of higher 
order on unbounded domain are established. In their existence theorems 
they all assume that A is a compact operator. In applications to partial 
differential equations of the type (1.1) this assumption means that a must 
satisfy certain power growth condition. See Section 2 below for a detailed 
discussion in this regard. If tl is continuous and B is strongly monotone, in 
particular, independent of t, an existence result is obtained by Alt and 
Luckhaus [ 11. Other existence results for related doubly nonlinear evolu- 
tion equations can be found in [6] and its references, 
In this paper we treat the case in which a is a maximal monotone graph 
and B(t, .) is an operator of pseudomontone type. We prove an existence 
result for (1.1) without imposing any growth condition on a, thereby 
eliminating the compactness assumption on A. Note that we do not require 
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c1 to be continuous as in [ 11. Besides some obvious new applications to 
physical situations this study also provides a guideline for developing new 
abstract existence theorems for doubly nonlinear evolution equations of the 
type (1.3). 
We do not consider the question of uniqueness and regularity. Paper 
[13] contains some results on uniqueness. For a discussion of the con- 
tinuity of weak solutions we refer the reader to [ 111. 
This work is organized as follows. In Section 2 we present some results 
on convex functionals of the special form 
where j is a convex and lower semi-continuous function from R into 
( - cc, + co]. The Nemetskii operator “U + cc(u)ll is characterized as a 
subgradient of such a functional. This is done via the results of [S]. A 
convergence theorem is established for elliptic equations of the form 
in G, (1.4a) 
UldG=O, (1.4b) 
where A, is a map from G x R x RN into R for i = 1,2, . . . . N. Section 3 is 
devoted to the proof of our existence theorem. We use the standard Yosida 
approximation for CI. In passing to the limit, we employ the convergence 
theorem developed in Section 2 and a compactness result of J. Simon [23]. 
To fix our notation, we denote by + (resp. -) the strong (resp. weak) 
convergence in a Banach space X. The letter c will be used to denote 
generic positive constants. When distinction among different constants is 
needed, we add a subscript i to c with ie (0, 1,2, . ..}. The Lebesgue 
measure of a subset E of RN is denoted by meas( Given a sequence of 
operators A,, n = 1,2, . . . . in X, we denote by lim inf A, the operator in X 
defined by: (x, y) E lim inf A, if there is a sequence (x,, y,) E A, such that 
x,--,x and yn+y as n+oo. If A,, n=l,2,...,co, are m-accretive in X 
then A,climinfA. if and only if (Z+A.)-‘x+(Z+A,)-‘x for every 
x E X as n + co. In this case we say that A, + A o. in the sense of graphs. 
2. CONVERGENCE THEOREM FOR (1.4) 
Let 1 <p < co and G be given as in Section 1. Denote by IPip the 
usual Sobolev space and W- lsp’ G its dual space, where l/p + l/p’ = 1. Let ( ) 
j be a convex lower semi-continuous function from R into [0, +co] with 
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j(0) = 0. Then c( = 2j is a maximal monotone graph in R x R. Define the 
functional q on WkP(G) by 
if j(u) E I,‘(G) 
otherwise. 
(2.1) 
Clearly, cp is convex and lower semi-continuous, and therefore its sub- 
gradient acp is a maximal monotone operator from Wip(G) into 
W-‘.p’(G). The f o 11 owing lemma characterizes the operator 8~. 
LEMMA A. (Brezis [S]). Let OL, j be given as above. Assume D(j) = R. 
Then v~dq(z.4) ifand only ifv~L’(G), VUEL’(G), VECI(U) a.e. on G, and 
(v,u)=~,vudx, where (., .) denotes the duality pairing between W’.p(G) 
and W- ‘3 “‘(G). 
Remark. The condition D(j) = R cannot be eliminated from Lemma A. 
To see this, let us consider the following example. 
EXAMPLE. Let 
i 
+cO 
i(x)= o 
I4 > 1 
(XI 6 1. 
Let cp be the functional constructed by (2.1) on the Sobolev space 
W,$‘(-1,l). Clearly, D(cp)={u~W~~(-1,1):~u~~l}. Let x,~(l,l) 
and 6(x,) be the linear functional on W$ * (- 1, 1) defined by 
W,)(u) = 4%)~ UE Wk2(-1, 1). 
It is easy to see 6(x0) E W-‘,2( - 1, 1). Let gE D(q) be such that g(x,) = 1. 
For any v E D(q), we compute 
(hJ9 v-g) = 4%) - &d G 0 = dv) - cpk). 
Hence 6(x,) E acp( g). 
Remark. The Nemetskii operator “U + E(U)” is identified with &q It is 
easy to see that the operator acp is not compact in general. This rules out 
any applications of the methods of Bermudez, Durany, and Saguez [S] to 
(1.1). However, the fact that the range of a(p lies in some function space 
rather than some distribution space provides enough information in terms 
of compactness; cf. Section 3 below. 
Since ~?cp is a maximal monotone operator, the range of the operator 
8~ + J is W-‘*P’(G), where J(u) = -Ve (IVulP-* Vu) is the duality map 
between Wip(G) and W-‘,j”(G). This together with Lemma A implies that 
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for any f E w- ‘*P’(G) there exists a pair of functions UE L’(G) n 
W-l,p’(G), UE Wip(G) such that 
u E CL(u) a.e. on G, 
u+J(u)=f in W;‘,P’(G). 
More generally, we consider the following boundary-value problems of the 
form 
a(u)- 5 A Ai@, 24, Vu)3f, ,=l ax, 
ul,,=O. 
(2.2a) 
(2.2b) 
Here A, is a map from G x R x RN into R for i = 1, . . . . A? Further, we 
assume 
A, (x, q, 4) is continuous in q and E for a.e. x E G 
and measurable in x for each pair (q, t) E R x RN, 
(A,) 
if 5, 5’ E RN and [ # <‘, 
lA,(x, % 01 <K1(ItIp-l + I~lp-‘)+~l(x) (Ad 
for some n,(x) E LP’(G) and some constant K, > 0, and 
,g, 4(4%~)5,~V151P-~2 (AI) 
for some positive number v and some function I, in L’(G). 
Remark. Conditions (Ai)- are sometimes called Leray-Lions 
conditions. If we take into account Sobolev embedding theorem for 
WiP(G) then the power of 1~1 in (A3) can be replaced by a positive 
number q with q < N(p- l)/(N-p). It is a standard result that the 
operator A: Wkp(G) + Wplgp’(G) defined by 
(A(u), u) = s, fl A,k u, Vu) -& dx, u, UE WkP(G) 
I 
is a bounded and coercive mapping of pseudomonotone type [19]. By a 
solution of (2.2) we mean a pair (u, U)E W$P(G) x W-l,p’(G) n L’(G) such 
that USA a.e. on G and 
u+A(u)=f in Wp’,P’(G). 
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THEOREM A. Assume D(z) = R, and assume that A, satisfies the 
hypotheses (A,), (A*), (A,), and (A4) for i= 1, . . . . N. Then for each 
f E W- ‘,p’(G) there exists a solution sf (2.2). 
Theorem A will be established as a useful preliminary result of incidental 
interest; the heart of our development in this section is the following 
convergence theorem. 
THEOREM B. Let CI, and a be maximal monotone graphs in R x R for 
m = 1, 2, . . . Assume that a, -+ a in the sense of graphs as m--f CO, and 
assume D(a) = R, D(a,) = R, m = 1,2, . . . . Let (u,, u,) be a solution of 
am(d + 4~) 3f; (2.3 1, 
where f E W-‘Sp’(G). Then there e xists a subsequence of m, still denoted bl 
m, such that u, + u in WISP(G), v, - v in both L’(G) and W-‘*p’(G), and 
(u, 0) is a solution of (2.2). 
We proceed below by deducing Theorem A from Theorem B and then 
we prove Theorem B. 
Proof of Theorem A. In order to prove Theorem A we use the following 
standard approximation of a; that is 
J,=(Z+ia)-‘, aj, = (I- JJA. 
Then aI is a Lipschitz continuous function in R with Lipschitz constant 
l/1. Clearly, aA -+ a in the sense of graphs as A JO. According to Theorem B, 
we only need to consider the equation 
a,.(u) + 4~) =.C 
Define 
i 
aAx) if 1x1 <n 
ai., Ax) = a,dn) if x>n 
ad--) if x < -n. 
For fixed Iz and n, al,n(~) is a bounded function in R. Hence 
UE Wkp(G) + CI*,. (u) defines a compact mapping from W:“(G) into 
W-i, P’(G). Since A(u) is bounded, coercive, and pseudomonotone, by the 
proof of [21, p. 136, Theorem 29.21 there is a solution of 
aA,.(u)+A(u)=J 
Obviously, for 1> 0 fixed aA, n -+ aA in the sense of graphs as n -+ co. We 
conclude the proof of Theorem A by using Theorem B once again. 
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Let UE IV:J’(G) and UE lV’~p’(G) n,?‘(G). The question of whether 
(u, u) = jG uu dx was first raised by Brezis in [8], and it remains open. The 
answer is affirmative when u is bounded. The following lemma is sufficient 
for our purpose. 
LEMMA B. Let u, u be given as above. Assume D(a) = R and v E: a(u) a.e. 
on G. Then v E &p(u), and hence (v, u) = jc vu dx. 
The proof of this lemma is contained in [S]. 
Now we are ready to prove Theorem B. 
Proof of Theorem B. Using u, as a test function in (2.3), gives 
(urn, urn) + (A(d, u,) = (f, u,). 
Without loss of generality, assume 0 E a,,,(O) for m = 1,2, . . . . By Lemma B, 
(v,, u,) = jG v,u, dx > 0. This together with (A4) implies 
lI&?J #y(G) d c. 
From (A,), A(u,) is bounded in IV l,P’(G). Thus we may select a sub- 
sequence of u, (again denoted by u,) with the following properties: 
Urn-U in wkP(G), 
ll,+ll a.e. on G, and 
AZ&--n in W-l.p’(G). 
From (2.3),, v, is bounded in fV’,p’(G), and so we have 
Next we show v, is also bounded in L’(G). To this end, let k be a 
positive number and set Q,,k= {x : la,(x)1 ok}. For given E> 0 there 
(2.4) 
exist two sequences (a,, 6,) and (d,, e,) such that b,Ea,(a,) and 
e,Ea,(d,) for all m, lim,,,(a,,b,)=(-k-s, a’(-k-E)), and 
lim m-+ ,(d,, e,) = (k + E, a”(k + E)) since a,,, --f a in the sense of graphs. 
For m sufficiently large, we have 
a,< -k, d,,,>k 
which shows that b, < v,(x) <e, a.e. on Q,,, since a, is a monotone 
graph. We conclude 
IIX Q,,k%lI L”(G) d L’Y (2.5) 
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where x~,,~ denotes the characteristic function of the set Q,, k. We estimate. 
with the aid of (2.4) and (2.5), that 
< c meas + i [G U,U, dx d c, . 
Before we continue, let us cite the following lemma due to Frehse [ 151; 
also cf. [18]. 
LEMMA C. Let Ai satisfy (A,), (AI), (A3), and (A4) for i= 1, . . . . N and 
let f E W-lSp’(G). Suppose that both u, and A(u,) are bounded in WiP(G) 
and W-‘,p’(G), respectively, and suppose that 
I(A(4, 411 G c lMl~,w+ If(dNv 4 E Wkp(G) n L”(G) 
holds uniformly in m. Then there exists a subsequence of u, (again denoted 
by u,) such that Vu, -+ Vu a.e. on G. 
Return to the proof of Theorem B. Since u, is bounded in L’(G) the 
assumptions of Lemma C are satisfied. Hence Vu,,, -+ Vu a.e. on G as 
m -+ co. This together with (A,) implies A,(x, u,, Vu,)--A,(x, u, Vu) in 
Lp’( G) for i = 1, 2, . . . . N. We conclude n = Au. 
Suppose we can verify lim supm+ m (A(u,), U, - u) < 0. Then it follows 
that lim sup, _ Jj (A(u,), u,)< (A, u)= (A(u), u). In view of (A4) and 
Fatou’s lemma, we derive 
For any measurable subset E of G, we estimate 
N 
lim sup 
m-m SC E r=l A,(x, u,, Vu,,,) 2 dx I 
N 
< lim sup 
m--rcc SC G 1=1 
Ai(x, u,, Vu,) 2 dx 
I 
N 
- lim inf 
m-m s 1 G\E I=, 
Ai(x, u,, Vu,) 2 dx 
I 
d A,(x, u, Vu) g dx, 
I 
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and so 
N 
lim 
m+ao lx E r=l 
A,b, u,, Vu,) 2 dx = jE ,$, 4(x, u, Vu) $ dx. 
I I 
We stop to cite the following result from [22, p. 1441. 
LEMMA D. Let (S, 4, p) be a positive measure space. Suppose 
P(S) < 003 f ELYPL), Lfn) =L’(P), f,(x) +./TX) a.e., 
and 
for every E E 4?. Then {f”} is uniformly integrable. 
The proof of this lemma can be easily carried out by following a hint 
given in [22, p. 1441. We omit it here. 
Lemma D combined with (A4) implies that jVu,,JP is uniformly 
integrable. Using the Vitali theorem, we deduce that u, is precompact in 
Wip(G). 
It remains to show lim sup,,, _ o. (A(u,), u, - u) < 0. But first let us intro- 
duce the following notations for the function g(x) from RN into R 
k if g(x)>k 
gCkW = g(x) if Ig(x)l <k 
-k if g(s) -=z -k, 
g(x) -k if g(x)> k 
g(k)(x) = g(x) - g[“‘(x) = 0 if Ig(x)l <k 
g(x) + k if g(x) < -k. 
Clearly, for any k>O, uE1 (resp. ~2’) -uckl (resp. utk)) in WiP(G) as 
m-ic.0. 
In view of (2.3),, we compute 
(A(u,), u:‘-u’~‘)=(A(u,), u:‘)-(A(u,), ~6~)) 
= (f, dk)) - m (v ??I? u:‘) - (A(u,), uCk)). 
As we pointed out earlier, JG v,ukk3 dx= (v,, up’) due to the fact 
uE1 E L”(G). Therefore, 
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= m J v ~‘~‘d.x>O. m G 
Thus we have 
lim sup (A(u,), ~2) -u(~)) < (S-A(u), 24(‘)). (2.6 1 m--rLc 
Using ti:’ - uCkl as a test function in (2.3), yields 
(I, up’ - dkJ) = (f, ukk’ - uCk’) - 
s 
v,(u~~ - uCkl) dx. (2.7) 
G 
Set $m(x) = v,(x)(ugl - uckl(x)). Let 
Go = {x E G : u(x), u,(x) and u,(x) 
are finite for all m and lim,, ~ u,(x) = u(x)}. 
Then G\ Go is of measure 0. Let x E Go. If u(x) > k, then there exists an 
integer m, such that u,(x)> k for m >m, since lim,,,, u,(x) = u(x). 
Thus Iclm(x) = 0 for m sufficiently large. This is also the case when 
u(x) < -k. We claim that u,(x) is bounded if /u(x)1 6 k. For given F > 0 
there exists a sequence (x,, ym) such that y,~ c(,(x,) for all m and 
lim mu ai(x,, .vrn) = (k + E, a”(k + E)). For m sufliciently large we have 
a,(x) < ym. 
This implies that v,(x) is bounded above. By a similar argument, we can 
also show v,(x) is bounded below. Notice that lim, _ m(uE1(x) - uCkl(x)) 
= 0, and so lim,, ~ tirn(x) = lim,, m v,(x)(u,$~](x) - ark](x)) = 0. We 
have shown lim, _ ,x1 $,(x)=0 for all XEG,. 
Let Qm.k be given as before. Clearly, I/~(X) > 0 for x E G, n (G\Q,, k). 
From (2.5), we have Gm(x) + 2kc B 0 for x E G, n Sz,. k. By Fatou’s lemma, 
we get 
lirn+izf s, ijm(x) dx 3 0. 
From (2.7), we have 
lim sup(A(u,), url - uckl) < lim sup(f, uikl - urkl) - lim inf 
s tin,(x) dx m-m n, - m m-m G 
< 0. 
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In view of this and (2.6), we deduce 
lim sup(A(u,), U, - U) < lim sup(A(u,), uE1 - uckl) 
m-m m+m 
+ lim sup(d(u,), 24:’ - ~4~~)) 
m-00 
< (f-A(u), te). 
Observe that this estimate holds true for all k > 0. The right side tends to 
0 as k + co. Thus we conclude that 
lim sup(A(u,), 2.4, - U) 6 0. 
m + m 
We continue to prove o, is weakly compact in L’(G). For any given 
E > 0 there exists a k > 0 such that 
1 kc s v,u, dx < E. 
From (WY X~,JL, is uniformly bounded, and hence it is uniformly 
integrable. There exists a 6 > 0 such that for every G’ c G with 
meas( G’) < 6 
We estimate 
jG, l~rnl dx% jG,,,,,k Ivml dx+; jG,,, 
m 
,k umumdx 
G Xn I G’ 
m,ir Iu,,,I dx + $ jG, vmum dx 
< 2E. 
According to Dunford-Pettis theorem, v, - v in L’(G). Since v, is also 
weakly convergent in II- ‘, “‘(G), we must have u E L’(G) n W-l*p’(G). 
Letting m -+ cc in (2.3),, we obtain 
u+A(u)=f. 
By virtue of [4, Lemma G], we get v(x) E @(U(X)) a.e. 
Remark. Theorem B implies that lim, _ no JG v,u, dx = jG vu dx. This 
result is crucial in our later development. 
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3. EXISTENCE THEOREM FOR (1.1) 
Let G, a be given as before. For i = 1, . . . . N assume B, is a map from 
G x (0, T) x R x RN into R, satisfying (A,), (A,), (A,), (A4) with G x (0, T) 
in place of G, (x, 2) in place of x, and B, in place of A,. The operator B(t) 
defined by 
B(t) u(v) = JO’ i, j, B,(x, t, u, V,vu) 2 dx dt, 
I 
u, UEL~(O, T: Wip(G)) 
is a bounded, coercive, and pseudomonotone mapping from 
L2(0, T; W$J’(G)) into its dual space L2(0, T; F+-‘*p’(G)), We restrict our 
attention to the case p = 2 and use the notations HA(G) = W:‘(G), 
H-‘(G)= W-‘.‘(G). Denote by R,(acp) the range of aq. Our problem is: 
For given f~L~(0, T; H-‘(G)) and USE R,(aq) find a pair of functions 
which satisfy 
u E L2(0, T; H;(G)), veL’(O, T;L’(G)nH-‘(G)), (3.la) 
-$ u+ B(t)u=f(t) in L2(0, T; H-‘(G)), (3.lb) 
u(O) = uo, (3.lc) 
46 x) E a(u(t, xl) a.e. on Q - G x (0, T). (3.ld) 
Remark. Equation (3.1~) makes sense because both u(t) and z+(t) 
belong to L’(O, T, H-‘(G)) and therefore u(t) is continuous from [0, T] 
into H-‘(G). We shall prove u(t)~dp(u(t)) for a.e. t E [O, T]. This cer- 
tainly implies (3.ld). If B,(x, t, q, t)=<, for 1 <i,< N, the problem (3.1) 
can be solved via the theory of semigroups of nonlinear transformations 
c121. 
THEOREM C. Let Bi(x, t, q, 5) be given as above for 1 d id N. Assume 
that tl is strongly monotone, i.e., there exists a constant c > 0 such that 
(VI- vd(u1 - u2) 2 c b, - u212 for all (ut, vi) E a, i= 1,2, (3.2) 
and assume D(a) = R. Then for given v. E R,(&p) and f E L2(0, T, H-‘(G)) 
there exists a solution to (3.1). 
ProoJ Let c(~ be the Yosida approximation of a and fA(t) an element of 
H’(0, T; H-‘(G)) such that fA(t) + f(t) in L2(0, T; H-‘(G)) as 210. Let 
U’E (acp))’ (vo) and set g= v,-duo. Let U: satisfy 
aI(4) -A$ = g in H-‘(G). (3.3) 
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Assume Ova. Then I~l~(x)l <(l/n) (xl. From (3.2), we have 
(aA - aJy))(x - y) > (c/(1 + AC)) Ix - y12. Therefore, according to 
Section 6 of [S], there exists a solution of the following problem 
$ az(uJ + B(r)ul =fA(f)? (3.4a) 
~,(~,Lo=a,(~~). (3.4b) 
Set u~=aI(uI). Taking the scalar product of (3.4a) with u,(t) gives 
Before we proceed further, we mention the following result [ 16, p. 1531. 
LEMMA E. Let r(x) be a Lipschitz function in R with c(O) =O. Then 
<(u(x)) E We” whenever u(x) E Wip(G), where 1 <p < 00. 
To continue our proof of Theorem C, we have that JJu,(t)) E HA(G) 
and aA(ul(t)) E HA(G) for a.e. t E [0, T]. Therefore, 
(-&J=(~ ) uI, J,du,) + laA(uA) 
= 
( 
$ vi, J,(u,) +; f IVi12? 
) 
(3.6) 
where 1.1 denotes the norm in L2(G). 
Let j? = a-’ and K(x) =jg p”(s) d s, where j?‘(s)~fl(~) with Ip’(s)j = 
min,.8(Yj 1~1. Define the functional ~5 on H-‘(G) by 
\cl(u)= 
1 
s G K(“)dx 
if both u and K(u) belong to L’(G) 
+oO otherwise. 
We have the following result due to BrCzis [7]. 
LEMMA F. Let a be a maximal monotone graph with D(a) = R and $ be 
constructed as above. Then $ is convex and lower semi-continuous on 
H-‘(G); further, &p = (a$)-‘. 
Using this lemma and the chain rule [ 14, p. 271, we get 
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since a,(.~) E cC(J;(X)). This together with (3.5) and (3.6) implies 
where c is a constant depending only on v and the bound of Ji. in 
L2(0, r; H- l(G)). 
It is easy to see that the pair (u’, uo) is the only solution of the equation 
a(u)-du3g in G, uJ,,=O. 
Thus we conclude from our results in Section 2 that 
%(4, - 00 in both L’(G) and H-‘(G), 
ll; --) MO in HA(G) 
as AJO. We compute 
-NW;)) = NO) - WC&Q) 
W(4)(-%(4)) 
Thus K(a,(ui)) + J(c(,(u;))’ < u~(u~)u~. This together with (3.7) implies 
(3.8) 
(3.9) 
(3.10) 
Since B(t) is bounded, we also have 
Next we show 
s = IJB(t)u,II~-I(,, d? d c. (3.11) 0 
s 
T-h 
(UA(t+h)-un(t)12df~ch”2 for O&h<T. (3.12) 
0 
Remark. The estimates of the type (3.12) have been obtained inde- 
pendently by H. Brezis, Antonzev, and Kajikov for variational inequalities 
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connected with Navier-Stokes system. See Lions [20] and its references for 
more detailed information in this regard. 
Integrate (3.4a) over (t, t + h) to get 
a,(u,(t + h)) - a,(uJt)) + l,‘+h B(z) ~~(7) dz = (+h fA(z) dz. (3.13) 
Set 
y= I’+” 
( 
47) udt) 6 u,(t +h) - un(t) , 
, 
Z= ~‘ihfi(~)di,ui(t+h)-ui(f)H;(G)). 
( f 
Taking the scalar product of (3.13) with u,(t +h)-u,(t) yields 
& ,u~(f+h)-U~(t),2+ YGZ. (3.14) 
For O<t<T-h, we have 
A similar calculation for Z gives 
Iz, d ch’“W(~ + hh&y + ii”df)it H;(G)). 
Integrate (3.14) over (0, T-h), take into account (3.10), and thereby 
obtain the desired result (3.13). 
LEMMA G. (J. Simon [23]). Let there be given three Banach spaces B,, 
B, and B, such that B. c B c B, with continuous injections. Suppose B, and 
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B, are rejlexive and the injection B, -+ B is compact. Let a(.u) he a Jimction 
from R t into R ’ such that a(h)-+0 as h+O+ and 1 <p< CC. Set 
W= v~L~(0, T;B,):supess,,_,,.,& 
i 
xlI~~(t+h)-v(t)ll,~,.~,.,,,<~ . 1 
Then the space W equipped with the natural norm is compactly imbedded in 
Lp(O, T; B,). 
To apply this lemma, we take B, = Hi(G), B = B, = L2(G). We conclude 
from (3.12) and (3.10) that Uj, -+ u in L2(0, r, L2(G)) (passing to sub- 
sequences if necessary). It follows from [9, Appendix] that u,(t) + u(t) in 
L’(G) for a.e. t E [0, T]. 
From (3.4a), (d/dt) vA is bounded in L2(0, T; H-‘(G)). Thus 
vi = a,(~!$ +ji (d/m) aA dt is bounded in L”(0, T; H-‘(G)). 
Assume 
ui. - u in L2(0, T; Hi(G)), 
B(t)uj, - M’ in L2(0, T; H-‘(G)), 
vi-v in L2(0, T; H-‘(G)), 
du>. \ d 
dt dt ’ 
in L2(0, T; H-‘(G). 
Here we may need to pass to subsequences. 
Clearly, u,(t)E C([O, T], H-‘(G)) and u,(t)- v(t) in H-‘(G) for all 
t E [O, T]. Especially, we have v(O) = lim, +0 ~~(0) = lim, +,, A, = uO. 
Since D(cc) = R, we conclude from (3.8) and the proof of [7, Theorem 171 
that on(t) - u(t) in L’(G) for a.e. t E [0, T]. On the other hand, uJt) + u(t) 
in L2(G) for a.e. t E [O, T]. It follows from Lemma D that 
u(t) E Mu(t)) for a.e. t E [O, T]. (3.15) 
Letting II -+ 0 in (3.4a), we get 
$ u+w=f(t) in L’(O, T; H-‘(G)). (3.16) 
Again from (3.4a), we have 
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I T (B(t) uI, un) dt = 0 joT (fJt), uAt)) dt - joT (-$ ahAt)), u%(t)) dt 
= I oT (fdt), u%(t)) dt - +(uA(T)) + @(aA( 
-i laAui(T))I’+$ Ian(u~ 
and so 
liy S;P jo’ (B(t) ~1, ul) dt Gjo’ (f(t), u(t)) dt - Ho(T)) 
On the other hand, it follows from (3.15) and (3.16) that 
IoT (w. u) dt = s,I (f(t), u(t)) dt - s,i (; u, u) dt 
= I oT (f(t), u(t)) dt - JI(u(T)) + vVuo)- 
Therefore, 
liy s;p 1’ (B(t) ~1, u,Jdf<jT (w, ~)dt--ICl(vo) 
0 0 
+ lim+syp Il/(a,(u$) + i IaA4)12 
( ) 
. (3.17) 
We compute 
Set pi(x) = K(a,(ui)) + (A/2)(a,(u;))2. It follows that 
p%(x) < K(u,) - 2.4~1~~ + a,(u:)ul: + iluoa,(u$ 
= K(u,) + aA(u~)u~ + uo( -24; + ;la,(ui)). (3.18) 
As we pointed out earlier, it is not clear whether jG uo( -u: + Ia,( dx = 
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(U”? -u~+~J~,(u~)). But note that pj-~ K(r),,), CX.(U~)U~EL’(G). By 17, 
Lemma 21, we get 
s u,( -u; + ia,.( d.Y ,<(U”, -u: + E”a,(u;)) G 
= (uo. -u;, + (U”, ia,.(u (3.19) 
The first term on the right tends to -(u,, u”) = -lG. uOu” dx as AJO. 
Observe that Ja,(u’$ + 0 a.e. on G as I-+ 0. Also, &,(u’$ is bounded in 
HA(G). Thus ~Cr,(U~)-O in HA(G). Taking ;1. +O in (3.19) yields 
lim sup 
s 
uo( - ui + Aa,( d-x 6 - 
s 
u. u” d.x. (3.20) 
1-O G G 
Integrating (3.18) over G and taking 3, -+ 0 in the resulting inequality, we 
get 
lim sup 
s PA(X) dx d 
a,(u:)u’j d.x 
1-O G s G 
K( uo) dx + lirns;p s G 
Recall that lim l.+. jG a,(ui)ui dx= Jo uouo dx. This together with (3.20) 
implies 
lim sup 
I PA(X) dx d Ic/(uo). 1-O G 
Thus we derive from (3.17) that 
lim sup 
s T (B(t) 
uA-, u+) dt 6 T (w, u) dt. 
1-o 0 I 0 
From our assumptions, B(t) is a pseudomonotone operator from L2(0, T; 
HA(G)) into L’(O, T; H-‘(G)). Hence w  = B(t)u in L2(0, T; W’(G)). This 
completes our proof. 
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