Coupling methods for 2D/1D shallow water flow models for flood simulations. by Nwaigwe, Chinedu
 warwick.ac.uk/lib-publications  
 
 
 
 
 
 
A Thesis Submitted for the Degree of PhD at the University of Warwick 
 
Permanent WRAP URL: 
http://wrap.warwick.ac.uk/88277  
 
Copyright and reuse:                     
This thesis is made available online and is protected by original copyright.  
Please scroll down to view the document itself.  
Please refer to the repository record for this item for information to help you to cite it. 
Our policy information is available from the repository home page.  
 
For more information, please contact the WRAP Team at: wrap@warwick.ac.uk  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Coupling Methods for 2D/1D Shallow Water Flow
Models for Flood Simulations
by
Chinedu Nwaigwe
Thesis
Submitted to the University of Warwick
for the degree of
Doctor of Philosophy
Centre for Scientific Computing
2016
Contents
List of Tables v
List of Figures vi
Acknowledgments xii
Abstract xiii
Abbreviations xiv
Chapter 1 Introduction 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Flood Flow Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 The Main Ideas in Coupling Channel and Floodplain Flow Models . 4
1.4 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Review of Coupling Methods . . . . . . . . . . . . . . . . . . . . . . 8
1.6 Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
Chapter 2 Mathematical Models for Flood and Channel Flows 14
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 The Free-Surface Euler Equations . . . . . . . . . . . . . . . . . . . 15
2.2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 Deriving the free-surface Euler Equations . . . . . . . . . . . 16
2.3 Derivation of 2D Shallow Water Equations . . . . . . . . . . . . . . 18
2.4 1D Saint Venant Equations for an Open Channel With Varying Width 21
2.4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.2 Deriving the SVM . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.3 Locally Rectangular Channel . . . . . . . . . . . . . . . . . . 29
2.4.4 1D Shallow Water Equations . . . . . . . . . . . . . . . . . . 29
2.5 Properties of Hyperbolic Conservation Laws . . . . . . . . . . . . . . 29
i
2.5.1 Hyperbolic PDEs . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.5.2 Hyperbolic Conservation Laws . . . . . . . . . . . . . . . . . 30
2.5.3 Hyperbolicity of the Derived Models . . . . . . . . . . . . . . 32
2.5.4 Properties of hyperbolic PDEs . . . . . . . . . . . . . . . . . 33
Chapter 3 Finite Volume Schemes For Free-Surface Flow Problems 36
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Conservative Numerical Schemes . . . . . . . . . . . . . . . . . . . . 38
3.3 Finite Volume Methods for Conservation Laws . . . . . . . . . . . . 40
3.4 Finite Volume Method for the Flood Model . . . . . . . . . . . . . . 41
3.4.1 The 2D Shallow Water Equations without Source Terms . . . 41
3.4.2 The 2D Shallow Water Equations with Bottom Topography . 44
3.4.3 The 2D Shallow Water Equations with Bottom Topography
and Friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.5 Finite Volume Method for the Channel Flow Model . . . . . . . . . . 47
3.6 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.6.1 Solid Boundary . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.6.2 Open Boundary . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.7 Time step calculations . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.8 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.8.1 Test Cases for the 1D Channel Flow Solver . . . . . . . . . . 53
3.8.2 Test Cases For the 2D Floodplain Flow Solver . . . . . . . . 57
3.8.3 Why Coupling is needed . . . . . . . . . . . . . . . . . . . . . 63
Chapter 4 The Horizontal Coupling Method 68
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2 The Channel Model with Coupling Terms . . . . . . . . . . . . . . . 69
4.2.1 Notational Simplification . . . . . . . . . . . . . . . . . . . . 74
4.2.2 Lateral Discharge Model During Flooding . . . . . . . . . . . 77
4.2.3 Summary of the Channel Flow Model for the HCM . . . . . . 77
4.3 Floodplain Flow Model . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.4 Summary of all Models in the HCM . . . . . . . . . . . . . . . . . . 78
4.5 Numerical Implementation of the HCM . . . . . . . . . . . . . . . . 78
4.5.1 Numerical Scheme for the Channel Flow Model . . . . . . . . 79
4.5.2 1D SVM with Coupling Term . . . . . . . . . . . . . . . . . . 80
4.5.3 Approximating Channel Lateral Discharge . . . . . . . . . . . 81
4.5.4 Discrete Coupling Terms . . . . . . . . . . . . . . . . . . . . . 84
4.5.5 Summary of the Schemes for the Channel Flow Model . . . . 86
ii
4.5.6 Summary of the Schemes for the Horizontal Coupling Method 87
4.6 Properties of the HCM . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.7 Implementation Strategy . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.7.1 Black Box Solver stage . . . . . . . . . . . . . . . . . . . . . . 90
4.7.2 Post-Processing Stage . . . . . . . . . . . . . . . . . . . . . . 90
4.8 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Chapter 5 The Vertical Coupling Methods (VCM) 95
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2.1 Fundamental Equations . . . . . . . . . . . . . . . . . . . . . 102
5.2.2 Defining the layers . . . . . . . . . . . . . . . . . . . . . . . . 103
5.3 The Lower Layer Models . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.3.1 Mass Conservation Equation for Lower Layer . . . . . . . . . 105
5.3.2 Momentum Equation for Lower Layer . . . . . . . . . . . . . 109
5.3.3 Summary of Lower layer Models . . . . . . . . . . . . . . . . 110
5.4 The Upper Layer Models . . . . . . . . . . . . . . . . . . . . . . . . 110
5.5 Summary of the Channel Flow Model in the VCM . . . . . . . . . . 111
5.6 Numerical Implementation of the VCM . . . . . . . . . . . . . . . . 113
5.6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.6.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.6.3 Step 1: Distribution of Full 2D data into two-layer data . . . 120
5.6.4 Step 2: Operator Splitting Method For Sub-Layer Models . . 121
5.6.5 Step 3: Updating full 2D data Hn+1i,j , q
n+1
x,i,j and q
n+1
y,i,j for Ti,j ∈ Ki126
5.6.6 Finite Volume Methods for the intermediate solutions . . . . 129
5.6.7 Solution of the Upper Layer Model without Exchange Terms 129
5.6.8 Solution of the Lower Layer Model without Exchange terms 130
5.7 Desirable Properties of the VCM Scheme . . . . . . . . . . . . . . . 131
Chapter 6 Numerical Results for Coupling Methods 139
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.2 Test case 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.3 Test case 2 : Channel Flow into Elevated 2D Floodplain . . . . . . . 142
6.4 Test case 3 : Flooding of an initially dry floodplain . . . . . . . . . . 146
Chapter 7 Summary, Conclusion and Recommendations 158
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
7.2 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
iii
7.3 Recommendation for further study . . . . . . . . . . . . . . . . . . . 160
Appendix A Numerical Flux Functions 162
A.1 Godunov-Type Finite Volume Schemes . . . . . . . . . . . . . . . . . 162
A.2 Approximate Riemann Solvers . . . . . . . . . . . . . . . . . . . . . 163
A.2.1 Roe Solver . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
A.2.2 HLL Approximate Riemann Solver . . . . . . . . . . . . . . . 168
A.2.3 HLLC Approximate Riemann Solver . . . . . . . . . . . . . . 169
A.3 Centered Numerical Flux Solvers . . . . . . . . . . . . . . . . . . . . 170
iv
List of Tables
3.1 Experimental Order of Convergence for the 1D Riemann Problem
(1D test case 1). EA, EQ are the errors in the cross sectional area,
A and discharge, Q respectively, while EOCA and EOCQ are their
respective orders of accuracy. . . . . . . . . . . . . . . . . . . . . . . 56
3.2 Experimental Order of convergence for the 2D scheme using the flow
in parabolic basin problem (2D test 2). EH , Eqx and Eqy are the
errors in l1-norm of H, qx and qy respectively, while EOCH , EOCqx
and EOCqy are their respective experimental order of convergence. . 61
4.1 Grid cells, simulation times and number of time steps after ten sec-
onds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.1 Grid cells, simulation times and number of time steps for Test 1.
Shows the grid used for each simulation method and the number of
time steps and processor time taken to complete the simulation. . . 142
6.2 Grid cells, simulation times and number of time steps : Test 2. Shows
the grid used for each simulation method and the number of time steps
and processor time taken to complete the simulation. . . . . . . . . . 146
6.3 Grid cells for test case 3 showing the grids used for the floodplains
and the channel for each simulation method. . . . . . . . . . . . . . 153
v
List of Figures
1.1 Shallow water flow over a domain with bottom topography zb(x, y)
(in red) comprising of a channel and floodplain. The length of the
channel is along the x-axis and the width, along the y-axis. The
water depth is H(x, y, t) and the free surface elevation is η(x, y, t) (in
green). Symbol t is time variable and (x, y, z) ∈ R3. . . . . . . . . . . 4
1.2 Cross section at a fixed point x in the flow domain depicted in figure
1.1. The bottom topography (in red) comprises of the channel in the
region ya ≤ y ≤ yb and the floodplain which occupies the remaining
regions. The free surface elevation is in green and H(x, y, t) is the
water depth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Cross section at a fixed x in the flow domain showing the different
regions for channel and the floodplains. The middle region is the
channel which occupies the region ya ≤ y ≤ yb while the left and
right regions are the floodplains. . . . . . . . . . . . . . . . . . . . . 5
1.4 A picture of the different models for the different regions. The 2D
shallow water equations for the floodplain flow (left and right) and a
channel flow model for the channel region (middle). . . . . . . . . . . 6
1.5 Flow cross section depicting only the channel region (channel cross
section). Channel model is derived for the flow in this region. The
flow in the floodplains are used as boundary conditions. The channel
flow also serve as boundary conditions for the 2D floodplain models. 7
1.6 Channel flow structure for the horizontal coupling method (left) and
the vertical coupling method (right). . . . . . . . . . . . . . . . . . . 7
2.1 Shallow water flow over a domain with bottom topography zb(x, y)
(in red). The water depth is H(x, y, t) and the free surface elevation
is η(x, y, t) (in green). Symbol t is time variable and (x, y, z) ∈ R3. . 16
vi
2.2 Non-full channel flow cross section showing the left and right bank
elevations zbl(x) and zbr(x), the laterally flat free-surface elevation
η¯(x, t) (in green), the bottom elevation in 2D zb( ~X) (in red), the
width, B(x, z) of the channel at elevation, z above the reference ele-
vation z = 0, and the y−coordinates, yl(x, z) and yr(x, z) of the left
and right lateral walls at elevation z. . . . . . . . . . . . . . . . . . . 22
3.1 Discretization of the 1D domain [xa, xb] ⊂ R into N + 1 grid cells.
Ki = [xi−1/2, xi+1/2] is the i-th cell, for i = 0, 1, 2, ..., N . xi =
xi−1/2+xi+1/2
2 and ∆xi = xi+1/2 − xi−1/2 are center and width of Ki
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 2D mesh showing two neighbour cells, Tj and Tk, the edge ejk between
them and the normal vector ~njk. . . . . . . . . . . . . . . . . . . . . 42
3.3 Exact and Numerical Results for the Riemann problem showing the
free surface elevation (left column) and velocity (right column) at
different time steps. From the top to the bottom are the results at
the 100th, 200th, 400th and the last (465th) time steps. In each plot,
the exact and numerical solutions are in blue and magenta respectively. 55
3.4 The channel width and bed variations for the 1D flow in varying
geometry channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5 Numerical Solution for the flow in channel with varying geometry (1D
test 2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.6 Bed elevation and initial free surface elevation for still water . . . . . 58
3.7 Numerical Results after 5 seconds for the still water over complex
bottom topography . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.8 The bottom elevation and the initial water depth and discharges for
2D test case 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.9 Numerical (left) and analytical (right) results for the water height
and the discharges after 5.93018 seconds for 2D test case 2. . . . . . 62
3.10 Top view of Channel and Floodplain for river-flooding problem . . . 63
3.11 Final Free Surface Elevation, η after ten seconds. . . . . . . . . . . . 64
3.12 Comparison of the simulation results with the experimental data for
the free surface elevation, η after the last time step. The positions of
the probe points are indicated in figure 3.10. . . . . . . . . . . . . . 65
3.13 Lateral Variation of the flow quantities within the channel after ten
seconds (the last time step). . . . . . . . . . . . . . . . . . . . . . . . 67
vii
4.1 Top view of 2D flow domain, Ω2 = Ωc ∪ Ωf consisting of the river
channel, Ωc and the floodplains, Ωf = Ωf1 ∪ Ωf2 . . . . . . . . . . . . 70
4.2 Cross sectional view of 2D flow domain, Ω2 = Ωc ∪ Ωf consisting of
the river channel, Ωc and the floodplains, Ωf = Ωf1 ∪ Ωf2 . . . . . . . 70
4.3 Channel cross section in HCM without the floodplains, showing the
channel bottom topography, zb(x, y) (in red), the channel wall ele-
vation , zwb (x), laterally flat free-surface elevation η¯(x, t), the bot-
tom elevation in 1D sense Zb(x), the top width B(x, z
w
b (x)) and
the y−coordinates ywl (x) := yl(x, zwb (x)) and ywr (x) := yr(x, zwb (x))
respectively of the left and right lateral walls at the channel top.
H(x, y, t) is the depth of water measured from zb(x, y) to the flat free
surface η¯(x, t). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4 Top view of Lateral Boundaries (at elevation, z = zwb (x)) . . . . . . . 74
4.5 Diagram explaining the equations solved in the channel. The equa-
tions are the 1D Saint Venant model with coupling terms (4.31) and
(4.32) and the lateral discharge equation (4.34). Dotted lines indi-
cate the end of channel region at which the lateral fluxes between the
channel and floodplains are computed. . . . . . . . . . . . . . . . . . 77
4.6 Summary of the different models for the different regions of the flow
domain. The 1D Saint Venant model with coupling terms, (4.31)
and (4.32) and the lateral discharge equation (4.34) are solved for
the channel flow while the 2D shallow water system (2.32) is solved
for the flow in the floodplains. The dotted lines indicate the bound-
aries between the sub domains, the point at which lateral fluxes are
computed and the blue arrows indicate the presence of flow exchange
between them. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.7 Grid of the entire domain consisting of the 1D grid Ω1Dh at the middle
and the 2D grids Ω2Dh for the floodplains. The grids are matching in
the sense that there is no gap between the 1D and the 2D grids. . . 79
4.8 A single cell, Ki in the 1D channel mesh showing its lateral edges;
South edge eSi is on the negative y-direction while the North edge e
N
i
is on the positive y-direction. These edges are the interfaces between
the 1D cell and the adjacent 2D floodplain cells. . . . . . . . . . . . 80
4.9 To the left is a 1D channel cell and its adjacent 2D floodplain cells
while to the right is the 1D cell subdivided into two subcells viewed
as 2D cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
viii
4.10 Flow Chart for horizontal Coupling Method depicting the black box
solver and post processing stages. The black box solver stage com-
putes W n+1∗i using the 1D solver (3.38) and Π
n+1
ij , with the 2D solver
(3.30). At the post processing stage, Φni is computed with (4.60),
while (q
S/N
y )
n+1
i are computed using (4.46) and (4.47). . . . . . . . . 93
4.11 Comparison of the final free surface elevation for the HCM with those
of the full 2D simulation and the FBM after ten seconds. . . . . . . 94
4.12 Comparison of the time evolution of the free surface elevation, η at
the probe points indicated in figure 3.10. . . . . . . . . . . . . . . . . 94
5.1 Cross sectional view of 2D flow domain, Ω2 = Ωc ∪ Ωf consisting of
the river channel, Ωc and the floodplains, Ωf = Ωf1 ∪Ωf2 . The green
curve is the free surface elevation and the red curve is the bottom
topography. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2 Cross section of the channel flow domain without the floodplains in
the VCM. It shows the channel bottom topography zb(x, y) (in red),
the channel wall elevation zwb (x), laterally varying free-surface ele-
vation η(x, y, t), the bottom elevation in 1D sense Zb(x), the top
width B(x, zwb (x)) and the y−coordinates ywl (x) and ywr (x) of the left
and right lateral walls at the channel top. The total water depth
H(x, y, t), the channel depth β(x, y), the lower layer water depth
h1(x, y, t) are all measured from the same bottom elevation, zb(x, y).
The upper layer water depth is h2(x, y, t). . . . . . . . . . . . . . . . 98
5.3 The two layers in the VCM in the case of full channel (left) and the
non full case (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.4 Mesh for the two sub-models. . . . . . . . . . . . . . . . . . . . . . 114
5.5 Three dimensional view of the channel meshes (without floodplain)
showing a single 1D channel cell, Ki (the largest rectangle in blue) and
the 2D channel cells, Tij (the smaller blue rectangles). The channel
bottom topography is shown in black. The arrows indicate the flow
exchange between the two layers in the channel and it is computed
during the second stage of the operator splitting method presented
later. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
ix
5.6 Three dimensional view of a single 1D channel cell, Ki (the largest
rectangle in blue), the 2D channel cells, Tij (the smaller blue rect-
angles) and the floodplain mesh (in green). The arrows indicate the
flow exchange between the channel and the floodplain. These inter-
actions are seamlessly computed by the 2D upper layer model while
computing the intermediate solutions in the channel. The two layer
model is not solved in the floodplain (green) mesh. . . . . . . . . . . 115
5.7 Discrete channel geometry in 1D channel cell (figure 5.7(a)) and the
cross sectional view of the channel flow 2D channel cells when full
(figure 5.7(b)) and non-full (figure 5.7(c)). . . . . . . . . . . . . . . . 116
5.8 Flow chart for the VCM depicting the floodplain flow solver and the
channel flow solver. The details of the channel solver is illustrated in
figure 5.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.9 Details of the channel solver part in the flow chart of the VCM (figure
5.8). It depicts the three-step channel flow solver which implements
the two-layer coupled models, (5.46), (5.47). It also shows the two
stages to solve (step 2) the channel models. Step 2, stage 1 computes
the intermediate solutions and the lateral fluxes between the chan-
nel and the floodplains, while step 2, stage 2 enforces the mass and
momentum conservation to update each layer solution. . . . . . . . 128
6.1 Comparison of free surface elevation for the different methods for test
case 1 after the last time step. . . . . . . . . . . . . . . . . . . . . . . 143
6.2 Comparison of free surface elevation, η at probe points for test case
1. The locations of the probe points are shown in 3.10. . . . . . . . . 144
6.3 Top view of Channel and Floodplain for test case 2 showing the flood-
plain region in (x, y) ∈ [10.5, 16.0]× [0, 1.8] and the channel region in
(x, y) ∈ [0, 19.3]× [1.8, 2.3]. . . . . . . . . . . . . . . . . . . . . . . . 145
6.4 Comparison of free surface elevation distribution for the different
methods for test case 2 at the last time step. . . . . . . . . . . . . . 147
6.5 Comparison of velocity magnitude for the different methods for test
case 2 after the last time step. . . . . . . . . . . . . . . . . . . . . . . 148
6.6 Comparison of the time variation of the water height at the probe
points for test case 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
6.7 Comparison of time variation of the x-velocity component at the
probe points for test case 2. . . . . . . . . . . . . . . . . . . . . . . . 150
x
6.8 Comparison of the time variation of the y-velocity component at
probe the points for test case 2. . . . . . . . . . . . . . . . . . . . . . 151
6.9 The bottom topography and the channel wall elevation for test 3 . . 152
6.10 Visualisation of free surface elevation after t = 40 for test case 3. The
x-axis is from left to right, while the y-axis is from the bottom to the
top. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.11 Visualisation of x-velocity after t = 40s for test case 3. The x-axis is
from left to right, while the y-axis is from the bottom to the top . . 154
6.12 Visualisation of y-velocity after t = 40s for test case 3. The x-axis is
from left to right, while the y-axis is from the bottom to the top. . . 154
6.13 Visualisation of velocity magnitude after t = 40s for test case 3. The
x-axis is from left to right, while the y-axis is from the bottom to the
top . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.14 Time variation of water depth H (left column), x-velocity component
(middle column) and y-velocity component (right column) at selected
probe points within the channel for test case 3. Each row corresponds
to one probe point which is indicated on the y-axis of the water depth
H plot on the left. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
6.15 Time variation of water depth H (left column), x-velocity compo-
nent (middle column) and y-velocity component (right column) at
the indicated probe points in the floodplain for test case 3. Each row
corresponds to one probe point which is indicated on the y-axis of
the water depth H plot on the left. . . . . . . . . . . . . . . . . . . . 157
xi
Acknowledgments
Firstly, I would like to express my sincere gratitude to my supervisor Dr Andreas
Dedner for his continuous support of my Ph.D study. Dr Andreas’ vast knowledge
and expertise were not only source of ideas but have also been great motivation to
me throughout the period. Every meeting with him during the period provided me
with the relevant answers that I needed and initiated great thoughts and reflections
that broadened the scope of this study. His patience, especially during the tough
times in the Ph.D pursuit, is deeply appreciated.
I am grateful to the Petroleum Technology Development Fund (PTDF), Nige-
ria for funding this study. I thank the former President of Nigeria Dr Goodluck
Jonathan who provided Nigerians equal opportunities devoid of godfather-ism, hence
people like me could compete and obtain this prestigious scholarship award.
I also wish to thank the Director of the Center for Scientific Computing,
Prof. Mark Rodger for his kindness towards me before and throughout the period
of my study in Warwick. Prof. Rodger’s support was instrumental for my being a
recipient of the Chancellor’s International Scholarship award, even though I later
turned it down for the PTDF award. I also express my appreciation to all the staff
in Warwick, especially Mrs. Glanville Vida, the CSC secretary who has been more
than supportive. To my follow Ph.D students, I say thanks for the times we shared
together especially during lunch and FATNode dinners.
Special thanks to my family: my wife, my sons, my mother and to my
brothers and sisters for their continuous prayers.
Finally, I return all glory to my heavenly father, the Almighty God for making
this Ph.D journey a success.
xii
Abstract
Efficient methods for the numerical simulation of the shallow water equations
are important for understanding flooding events and related phenomena. One such
approach is to couple 2D shallow water floodplain flow model to 1D Saint Venant’s
open channel flow model. Currently, these methods are mostly designed in horizontal
fashion, meaning that the separate models are coupled at the horizontal interface
between the 2D and 1D regions. These methods cannot be adapted for different
flooding scenarios and are not able to compute a 2D flow structure within the
channel without solving the full 2D models at all times. In this thesis, we propose
coupling methods that aim to overcome these limitations. First, we propose the
horizontal coupling method (HCM) in the lines of existing methods. The HCM
follows the derivation of coupling terms proposed in [Marin and Monnier, 2009]
but we arrive at a slightly different coupling term. Then, a discrete coupling term
in closed form and the computation of two lateral discharges over channel cross
sections, are proposed. Next, we propose a completely new approach to model
coupling; we call it the vertical coupling method (VCM). The VCM is based on
vertically partitioning the channel flow into two layers. Flows in the lower and upper
layers are assumed to be 1D and 2D respectively, and the appropriate flow models
derived. By preserving conservation and 1D consistency, the numerical algorithm
for coupling the two layer models, is formulated. We show that (i) both the HCM
and the VCM are well-balanced and preserve the no-numerical flooding property, (ii)
that the VCM adapts to the flow situation: solving the upper layer 2D model only if
flooding. Numerical experiments show that both methods provide promising results
and that the VCM is able to compute the 2D flow structure within the channel,
whenever flooding. We also discuss (without numerical details) how the VCM is a
family of methods and some areas of possible further research work are suggested.
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Abbreviations
• NSE Navier-Stokes Equations.
• FSEE Free Surface Euler Equations.
• SWE Shallow Water Equations.
• SVM Saint Venant Model.
• HRM Hydrostatic Reconstruction Method.
• FBM Flux-Based Method.
• HCM Horizontal Coupling Method.
• VCM Vertical Coupling Method.
• Full 2D 2D Shallow Water Equations.
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Chapter 1
Introduction
1.1 Introduction
All over the world, flooding is a recurring natural disaster that has led to the loss of
over 500,000 human lives [Doocy et al., 2013] and caused the damage of properties
worth over 80 billion dollars [Smith and Katz, 2013]. In most flooding events, ba-
sic facilities such as transportation and communication systems, water and power
lines, schools and offices, among others, are usually destroyed while survivors are
temporarily or permanently displaced from their homes. [Doocy et al., 2013] re-
viewed flooding events in the period of 1980 to 2009. Their findings indicate that
539,811 deaths and 361,974 injuries were recorded and 2,821,895,005 people affected
in one way or the other due to flooding within the period under review [Doocy et al.,
2013]. In 2010, several countries and regions, such as Central Europe, North East-
ern Brazil, South West of China, etc, were severely hit by flood disasters [Wang,
2011]. In 2012, Nigeria experienced one of the country’s worst flood incidences as
several states of the country were devastated by flood [Agbonkhese et al., 2014].
According to the account in [Tawari-Fufeyin et al., 2015], Cameroun experienced
sustained rainfall between June and September, 2012 which caused excessive flood-
ing around the Ledja Dam and led to the break of the dam. Hence, water flowed
into Nigerian seas through River Benue, through River Niger, causing eleven states
(about one-third of the country) to be flooded [Tawari-Fufeyin et al., 2015].
Unfortunately, important human activities, like urbanisation and deforesta-
tion, contribute to increased frequency of flooding; in Urbanisation, impermeable
materials like tarmac and concrete are used for roads, while deforestation involves
the reduction of vegetation cover, see [Jackson, 2016]. Both of these prevent rain
water from infiltrating into the soil, so water gets into the rivers more quickly which
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may lead to river flooding, see [Jackson, 2016] Climate change is also another factor
that increases the risk of flooding [Pitt, 2007]. Therefore, there does not seem that
there is an end in sight to flooding. On the other hand, flooding is advantageous
with regards to improving soil fertility, natural irrigation, propagation and survival
of some species of plants and shrubs, maintenance of the ecosystem, among others
[Kharat, 2009].
Consequently, it is environmentally unfriendly and technically not possible
to totally eliminate flooding. Therefore, an effective way of managing flood risks
are being established [Kharat, 2009]. Flood risk management is established for this
purpose. The aim is to design comprehensive plan to reduce the possibility and/or
effects of floods, which might include prevention, monitoring, recovery, preparedness
and control of flood risk [Wang, 2011].
An important component of flood risk management, as also recommended
in [Pitt, 2007], is the development of techniques and tools for predicting floods
[Kharat, 2009; Wang, 2011]. The insights and information gained from such pre-
dicting tools can be used to develop flood maps, carry out development planing,
prepare emergency plans, undertake risk assessment based on susceptibility data for
various socio-economic factors, and for learning lessons on sources and courses of
flooding [Kharat, 2009]. The information can also facilitate communication of flood
risk among stakeholders such as professionals, politicians, public and other interest
groups [Pender and Ne´elz, 2007]. Finally, they can be used for disaster education
and evacuation planning and training.
In order to develop such predicting tools, physical (experimental) models or
mathematical (computer) models can be used [Kharat, 2009; Wang, 2011]. How-
ever, flood-type experiments could be costly, time consuming and difficult to be
reused in different scenarios. Hence, mathematical-computer models are viable op-
tion [Kharat, 2009]. This thesis, is therefore concerned with developing compu-
tationally efficient computer-based models for simultaneously simulating the flow
and flooding of rivers. These methods are what is referred to as coupling methods
throughout this thesis and in the literature also.
The rest of this chapter is organised as follows. In section 1.2, we briefly
describe the basis for the derivation of the mathematical equations usually adopted
for flood simulations. We leave the details of the derivations for chapter 2. In section
1.3, we briefly explain the main idea in coupling methods. This is to make the
graphics and discussions in the subsequent chapters easy to understand. We state
the specific objectives of the research in section 1.4 and review coupling methods in
section 1.5. An outline of the thesis is given in section 1.6.
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1.2 Flood Flow Simulation
Having identified the need for flood simulations using computer-based methods, we
now briefly discuss the approach with which the mathematical equations governing
flood flows are derived. We leave the details for a later chapter. As the region
occupied by flood can be large compared to the height of flood, we can consider
flood flows as shallow water flows. This means that the vertical height of the fluid
is very small compared to the horizontal length, so the vertical accelerations are
neglected and fluid pressure is taken to be hydrostatic [Stoker, 1957; Toro, 2001;
Aldrighetti, 2007; Decoene et al., 2009]. This leads to the shallow water equations
which have been widely accepted for modelling shallow flows such as flood flows,
river flows, tsunamis, etc [Toro, 2001].
Several researchers have used the shallow water equations for flood simula-
tions, see [Mignot et al., 2006; Hunter et al., 2008; Liang, 2010; Wang, 2011] for
examples. However, we are particularly interested in river flooding, that is floods
caused by river overflow. River flooding occurs when water enters into the river
causing its discharge to exceed its capacity, hence the river overflows onto the sur-
rounding environments [Jackson, 2016]. These surrounding environments which can
be flooded by water from the river, are called the floodplains. River flooding is very
common and rarely absent in any flooding event since they are triggered once too
much water enters into the river. A typical example is the Nigerian incidence of
2012 [Agbonkhese et al., 2014; Tawari-Fufeyin et al., 2015].
To simulate river flooding, it is necessary to simulate both the flow of water
along the river channel and flow of water in the floodplains. Assuming the task
is to simulate just the river flow alone, then one could assume that river flow is
dominated along the river course neglecting variations in flow velocities and free-
surface along the vertical and lateral directions, leading to the one-dimensional (1D)
St. Venant’s model [Stoker, 1957; Cunge et al., 1980; Decoene et al., 2009]. This 1D
model is computational inexpensive [Blade´ et al., 2012; Morales-Herna´ndez et al.,
2013]. However, during flooding when the river overflows, one needs to simulate
the flows in both the river and the floodplains. In this case, the 1D model is no
longer valid as the flow, especially in the floodplains, has become multidimensional.
The problem then arises that even a two-dimensional (2D) simulation of flows in
both floodplains and channel, is computationally expensive due to more complicated
equations than 1D, data requirements and smaller time steps [Blade´ et al., 2012;
Morales-Herna´ndez et al., 2013].
Therefore, we run into a deadlock, namely 1D simulation is inaccurate for the
3
whole domain while 2D simulation is computationally expensive. Fortunately, the
1D assumptions could be retained along the river channel [Fernandez-Nieto et al.,
2010]; moreover, the 2D floodplains might be small compared to the entire domain.
Therefore, an approach is to decouple the domain, use the 1D model in the river
channel and use the 2D model in the floodplains [Fernandez-Nieto et al., 2010; Blade´
et al., 2012; Morales-Herna´ndez et al., 2013; Goutal et al., 2014]. The problem of
efficiently coupling the two sub-models then arises. This has been the subject of
much research, as we review in section 1.5 below, and also the goal of the current
research. Therefore, the objective of this thesis is to develop methods to efficiently
couple a 1D river model with a 2D flood model for simulating floods.
1.3 The Main Ideas in Coupling Channel and Flood-
plain Flow Models
In this section, we present some graphics to briefly explain the main idea in coupling
channel and floodplain flow models. Imagine the flow of water over a fixed 2D
horizontal domain comprising of a channel and floodplains, see figure 1.1. Figure
Figure 1.1: Shallow water flow over a domain with bottom topography zb(x, y) (in
red) comprising of a channel and floodplain. The length of the channel is along the
x-axis and the width, along the y-axis. The water depth is H(x, y, t) and the free
surface elevation is η(x, y, t) (in green). Symbol t is time variable and (x, y, z) ∈ R3.
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1.2 shows a cross section of the flow domain in figure 1.1 at a fixed x. For this cross
section the channel is in the region ya ≤ y ≤ yb while the floodplain occupies the
remaining region.
Figure 1.2: Cross section at a fixed point x in the flow domain depicted in figure 1.1.
The bottom topography (in red) comprises of the channel in the region ya ≤ y ≤ yb
and the floodplain which occupies the remaining regions. The free surface elevation
is in green and H(x, y, t) is the water depth.
The idea of coupling methods is to decouple the cross section in figure 1.2,
into the channel region and the floodplain regions. This is illustrated in figure 1.3.
Figure 1.3: Cross section at a fixed x in the flow domain showing the different
regions for channel and the floodplains. The middle region is the channel which
occupies the region ya ≤ y ≤ yb while the left and right regions are the floodplains.
Then, the 2D shallow water flow model is applied to the flow in the flood-
plains, while a channel flow model is used for the flow in the channel region. Figure
1.4 illustrates this idea. Since the standard 1D channel flow model (presented in
chapter 2.4) does not account for the interaction between the flows in the channel
and floodplains nor recover the 2D flow structure within the channel, the main goal
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Figure 1.4: A picture of the different models for the different regions. The 2D
shallow water equations for the floodplain flow (left and right) and a channel flow
model for the channel region (middle).
of coupling methods is to propose models for the channel flow. Different methods
propose different models for the channel flow. Therefore, the channel flow model is
what actually defers for different coupling methods. Hence, it is usually necessary
to depict the problem by showing only the channel cross section without the need
to include the floodplains, see figure 1.5. Therefore, in all the methods we propose
in this thesis, we depict only the channel flow region. For instance, the horizontal
coupling method (HCM) proposes the standard Saint Venant open channel model
including a coupling term and the use of the y-component discharge equation for
the channel flow. This is depicted in 1.6(a). While the vertical coupling method
proposes two-layer models for the channel flow, see figure 1.6(b). Details of these
methods are given in subsequent chapters.
The specific objectives of this thesis are listed in the following section.
1.4 Research Objectives
This thesis aims to propose and implement methods to coupled the 2D shallow
water equations with the 1D St Venant open channel model that will allow for the
efficient and accurate simulation of river flooding. It is also intended to validate the
methods using some hypothetical test cases. Specifically, this thesis aims to achieve
the following objectives.
• Implement and test a 2D numerical solver for the 2D shallow water flow models
using a well-balanced method.
• Implement and test a 1D numerical solver for the 1D St Venant open channel
model.
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Figure 1.5: Flow cross section depicting only the channel region (channel cross
section). Channel model is derived for the flow in this region. The flow in the flood-
plains are used as boundary conditions. The channel flow also serve as boundary
conditions for the 2D floodplain models.
(a) Physical structure of the channel flow
in the horizontal coupling method. The
channel flow is modelled with (i) The
Saint Venant Model with coupling term
and (ii) the lateral discharge equation in
the 2D shallow water equations
(b) Physical structure of the channel flow
in the vertical coupling method. The
channel flow is described with two-layer
models - the upper layer model and lower
layer model. The blue line separates the
two layers.
Figure 1.6: Channel flow structure for the horizontal coupling method (left) and the
vertical coupling method (right).
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• Implement the 2D/1D coupling method proposed in Blade´ et al. [2012], com-
pare the result with full 2D solver, then propose and implement a coupling
method following the lines of the mathematical formulations in [Marin and
Monnier, 2009].
• Propose and implement a completely new coupling method based on vertical
partitioning of channel flow.
• Validate all the proposed methods using hypothetical data.
In the following section, a review of some existing coupling methods is presented.
1.5 Review of Coupling Methods
As mentioned above, coupling methods aim to utilise the advantages of the compu-
tational efficiency of the 1D river model and the accuracy of the 2D flood model.
Early attempts to couple river and floodplain flows were developed as extension of
existing 1D river models where the floodplain is modelled by using storage areas,
see [Cunge et al., 1980; Blade´ et al., 1994] for example. But this approach does not
allow to study the dynamics of flow in the floodplains [Fernandez-Nieto et al., 2010].
Hence, methods which allow to simultaneously simulate the flow dynamics in both
the river and floodplains are being developed.
In [Blade´ et al., 2012], a method for numerically coupling the 1D model and
2D was developed. The authors used the 1D St Venant model for the main river
channel and the 2D shallow water model for floodplain flows. Coupling is then
achieved through numerical fluxes in the finite volume discretization of the models.
They called the method, the Flux-Based Method (FBM).
Another idea which uses the theory of characteristics to formulate a 1D and
2D coupling method is presented in [Chen et al., 2012]. In this approach, the 1D and
2D models are the same as those in [Blade´ et al., 2012]. The 1D model was solved
with the implicit four-point Preissmann scheme while the 2D model was solved
with a PISO-like algorithm. They considered only boundary-to-boundary (frontal)
coupling. To couple the two models, they defined some matching conditions at
the boundary points. Then a prediction and correction algorithm was designed to
ensure that the matching conditions are satisfied. The 1D and 2D shallow water
model each coupled with the sediment transport model was studied in [Zhang et al.,
2014]. The authors used explicit finite volume method with the HLL Riemann solver
for all models.
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In another study [Seyoun et al., 2012], the 1D river model was coupled with
the 2D non-inertia model to simulate the interaction of a sewer system with over-
land flow. The authors used the 1D model implemented in SWMM5 [Rossman
et al., 2005] which is a finite difference approximation of the 1D shallow water sys-
tem. They solved the 2D model using the alternating direction implicit(ADI) finite
difference scheme. The discharges at the 2D/1D interface are calculated according
to the water level differences between the flows in the two domains. This study used
the non-inertia 2D models which ignore the convective terms in the shallow water
models.
Two different methods of coupling 1D and 2D models were developed in
[Morales-Herna´ndez et al., 2013], see also [Morales-Herna´ndez, 2014]. The methods
are also based on existing 1D and 2D models. The two models are solved with
explicit finite volume methods. The authors defined what is called the coupling zone
which is an intersection line between the sub-domains. They called the methods the
only mass conservation(OMC) and mass momentum conservation (MMC) methods.
Both methods are based on post-processing of separately computed solutions of the
existing 1D and 2D models. For both methods, each model(1D and 2D) computes
its own time step and the minimum is chosen as the current time step. For the
OMC method, each model updates its own cell averages independently. The updated
values in the 2D and 1D cells at the coupling zone do not account for the interaction
between the two sub-domains. Hence, these updated values are regarded as star
solutions at the coupling zone. With these star solutions, the total water volume
in a 1D cell and all its adjacent 2D cells is computed from which a common water
level is found for all the cells. Using this common water level, the water height
for 2D cells and the wetted area for the associated 1D cell are found. These are
taken as the new cell averages for the new time level. For the MMC approach,
in addition to the above procedure, a similar approach is also adopted to enforce
momentum conservation which then enables to compute the new discharges for
all the 1D and 2D cells. The possible issues with these methods are: (i) The
post-processing step, which ensures mass and/or momentum conservation, might
not guarantee the accuracy of the solution since it computes the free-surface to be
laterally constant in each 1D cell and its adjacent 2D cells and; (ii) The first step
where the conserved variables were updated to get star values, may give inadequate
results at coupling zone since the calculation completely ignores the interaction
between the two sub-domains. Recently, these strategies were applied to Tiber
River, Rome in [Morales-Herna´ndez et al., 2016].
The superposition method is proposed in [Marin and Monnier, 2009]. The
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authors classically derived the exchange terms in the 1D model from the full 3D
Navier-Stokes equations and numerically coupled the 1D and 2D models using an
optimal control process. In [Fernandez-Nieto et al., 2010], the superposition ap-
proach of [Marin and Monnier, 2009] was extended to finite volume methods in
which a discrete exchange term that leads to globally well-balanced scheme, was
derived. In this approach, a 2D grid is superposed over the 1D channel grid and a
Schwartz-like iterative algorithm is used to achieve convergence. The challenge in
this method is that in practical cases, the iterative process can jeopardise the overall
efficiency of the method [Goutal et al., 2014].
In all the coupling methods, a great difficulty is the calculation of the lateral
discharge along the river channel since the 1D model does not have an equation
to compute it. In [Ghostine et al., 2015], the lateral discharge was set to zero and
used in evaluating 2D numerical fluxes at the interfaces between 1D region and 2D
region. Using the models and exchange terms derived in [Marin and Monnier, 2009],
a strategy to estimate this lateral discharge without superposition or overlapping,
was proposed in [Goutal et al., 2014]. The approach uses an iterative technique
to estimate the transverse velocity. This iterative technique uses the solution of
successive Riemann problem. However, the problem of computing the lateral or
transverse discharge/velocity remains a major challenge.
Different classes of coupling approaches have been applied to solve coupled
continuum mechanics problems. Among them are the closely or fully coupled meth-
ods which at each time step, solve the governing equations simultaneously for all
the sub-domains, while iterative coupled methods solve the equations iteratively
until convergence is achieved [Von Estorff and Hagen, 2006; Settari and Walters,
2001]. Most of the methods for river-flood coupling are of the closely coupled type,
like those in [Blade´ et al., 2012; Morales-Herna´ndez, 2014; Ghostine et al., 2015;
Goutal et al., 2014]. A few examples also exist for iterative type methods, like the
superposition method [Marin and Monnier, 2009; Fernandez-Nieto et al., 2010]. In
practical cases of river-flood coupling, iterative process might not converge and can
jeopardise the overall efficiency of the method [Goutal et al., 2014]. Therefore, all
the methods considered in this thesis are of the closely coupled type.
In the context of shallow water equations, [Morales-Herna´ndez et al., 2013]
classified coupling methods into two types, namely lateral and frontal coupling.
While lateral coupling refers to methods that couple 1D and 2D models in sub-
domains that are connected at the lateral boundaries of the channel; frontal coupling
refers to methods that couple the models when the connecting interface is in direction
of the channel flow. The lateral and frontal coupling methods both face the difficulty
10
in computing the lateral discharge mentioned above.
Lateral coupling methods retain 1D assumptions in the channel- that velocity
and free surface are laterally uniform - even during flooding. Hence, these methods
are not able to compute the true 2D flow structure in the channel during flooding.
On the other hand, frontal coupling methods are able to compute 2D flow structure
in the channel but they loose efficiency because they compute the 2D solutions at
all times even when flooding seizes to occur. Hence, we need methods that can
compute 2D flow structure in the channel only during flooding and revert back to
compute 1D solution when flooding seizes.
In addition to the above limitations, most of the existing methods require
the knowledge of flooding regions a priori. In reality, flooding locations would vary
with time, so might be impossible to know a priori. Another issue is that majority of
existing methods are either lateral or frontal type, not being able to automatically
switch types. Finally, methods that are superset of several existing methods are
desirable. Hence, it would be important to develop methods that :
1. Compute the 2D flow structure within the channel during flooding but revert
back to 1D simulation if not flooding.
2. Do not require a priori knowledge of the flooding locations but are able to
automatically detect them.
3. Automatically resolve both frontal and lateral type flooding problems without
having to use multiple methods.
4. Are superset of existing methods, reducing to different methods under different
choices of model parameters.
In this thesis, two coupling methods are proposed not only for the purpose
of achieving good accuracy and efficiency but also to achieve the goals listed above.
The first one is based on the derivation in [Marin and Monnier, 2009]. In this
method, we derive a model similar to the one in [Marin and Monnier, 2009] and
propose to compute the transverse discharge using the third equation of the 2D
shallow water equation. The second method, called the Vertical Coupling Method
(VCM), is a completely new approach where the transverse velocity is automatically
computed, flooding regions are automatically detected and it is a superset of different
methods. Well-balanced schemes are schemes that satisfy steady state solutions at
discrete level [Greenberg and Leroux, 1996]. A coupling method is said to satisfy the
no-numerical flooding property if it does not erroneously produce flooding when the
channel is not full (introduced in section 4.6). These two properties are important
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for the stability of a coupling method. The methods proposed in this thesis are
shown to be well-balanced and satisfy the no-numerical flooding property.
The scope of this project is to propose these methods, prove their properties,
numerically show their accuracy compared with the FBM, and show that the VCM
computes 2D solutions in the channel only during flooding. Then, we briefly explain
(without numerical details) how the VCM is a unifying method. The thesis does not
consider lateral coupling methods. These and other issues are listed as suggestions
for further work.
1.6 Outline of the Thesis
The outline of the thesis is the following. In chapter 2, the 2D shallow water flow
model and the 1D St Venant open channel flow model are separately derived for the
case where there is no linking between the two models. The procedure adopted is to
start from the three-dimensional (3D) Navier Stokes equations (NSE), then obtain
the 3D free-surface Euler’s equations (FSEE) and finally obtain the 2D SWE. Then
the FSEE is revisited from which the 1D St Venant model (SVM) for open channel
is obtained. A few mathematical properties of these equations are briefly discussed.
In chapter 3, an overview of the numerical methods for the models derived in
chapter 2 is presented. Starting from discussing conservative numerical methods, we
introduce the finite volume methods for 1D system of conservation laws. Then we
outline one existing finite volume method for the channel flow model and one for the
2D SWE (the flood models). We present a few numerical experiments to verify our
implementation of the methods discussed in the chapter. We also show numerically
that the 1D assumption along the channel when not overflowing is valid, justifying
the need for model coupling. Furthermore, we show that the 2D flow structure
within the channel during flooding is not completely absent, motivating the vertical
coupling method.
Chapter 4 presents our first coupling method, the HCM. We motivate the
approach by explaining why it is important not to always assume that the channel
lateral discharges are zero or even constant during flooding. Following the approach
in [Marin and Monnier, 2009], we revisit the derivation of the SVM in chapter 2
and now assume that the channel is full but still maintaining a laterally flat free
surface. This allowed us to derive St Venant model with coupling term. Then we
formulate a finite volume scheme for the model including the discrete coupling term
in closed form. We also propose to solve the y-discharge equation in the 2D SWE
for the channel lateral discharges. We then introduce the concept of no-numerical
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flooding and prove that the proposed method satisfies this property and is also well-
balanced. We use the term no-numerical flooding property to mean that a coupling
method does not produce artificial (numerical) flood when the channel is not full.
One numerical experiment is then used to access the performance of the method.
More numerical experiments are carried out in chapter 6. All numerical experiments
show that the method gives very promising results.
In chapter 5, we propose our new coupling method, the VCM. Unlike the
derivation of the HCM, here we take the channel to be full and that the free surface
is not laterally flat. This means that we allow a true 2D flow structure. But
we require that the channel free surface be laterally flat when the channel is not
full. This allows us to return to 1D simulations should the channel not be full. The
channel is then partitioned vertically into two layers. The lower layer flow is assumed
to be 1D and an appropriate 1D model with exchange term is derived. Similarly, the
upper layer flow is assumed to be 2D and the appropriate 2D model with exchange
term is derived. The numerical implementation is then detailed. The numerical
implementation consists of the following three steps. The first step is to distribute
a given 2D solution among the two layers within the channel, the second step is to
evolve each layer data using their respective models and compute the lateral flow
exchange between the channel and the floodplains. The third and last step combines
the evolved data from the separate layers to evolve the flow to new time level. The
details of these are all presented. The method is proved to be well-balanced and
preserve the no-numerical flooding property.
Chapter 6 presents numerical experiments to access the performance of the
methods proposed in this thesis. We remark that our goal is not for the coupling
methods to reproduce experimental results but to accurately approximate the results
of a full 2D simulation. The full 2D model has been widely used to model flooding,
see for example [Mignot et al., 2006; Hunter et al., 2008; Liang, 2010; Wang, 2011],
hence we use it as the reference solution for all the cases considered in this thesis.
The results show that the proposed methods are indeed adequate when compared
with the full 2D results. The results also show that the VCM recovers the 2D flow
structure within the channel during flooding. The thesis is concluded in chapter 7
where conclusions are made and possible areas of further research work suggested.
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Chapter 2
Mathematical Models for Flood
and Channel Flows
2.1 Introduction
The general mathematical model governing the flow of a fluid in many applications,
in which the continuum hypothesis is valid, is the Navier-Stokes equations (NSE).
Such applications include flows in pipes, seas, oceans, around aircraft and flood-
ing. For a given application, the NSE are complimented with boundary and initial
conditions, which in principle, should enable to completely solve the equations for
the problem under investigation. However, for free-surface flows such as flood and
channel flows, amongst many others, the position of the boundary of the flow do-
main is usually not known a priori. This makes a direct application of the NSE to
free-surface flow problems difficult as the boundary conditions can not be directly
specified. In addition to the above difficulty, solving the full 3D NSE is computa-
tionally expensive as there does not exist an exact analytical solution for the general
3D NSE. Therefore, to solve a free-surface flow problem, further model derivation is
usually carried out, with the hope of simplifying the NSE into less computationally
expensive models and also to circumvent the unknown boundary position problem.
For some flows, like those in seas, rivers, floods, atmosphere, and open chan-
nels, amongst many others, the horizontal length scales (like river length) are much
larger than the vertical length scales, like fluid depth [Stoker, 1957; de Boer, 2003].
This allows to assume that vertical component of acceleration is negligible, which in
turn, leads to the assumption of hydrostatic pressure distribution, which means that
the net pressure exerted on a fluid particle is only due to the force exerted on it by
other fluid particles lying above it (see for example [Toro, 2001; Cunge et al., 1980]).
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With the above approximation, the shallow water theory is established where the
unknown free-surface position, η( ~X, t) is formulated as part of the solution of the
problem. The aim of this chapter is to derive the 2D Shallow Water Equations
and the 1D Saint Venant Model needed to simulate flood and open channel flows
respectively, in the following chapters. The chapter also provides the foundation for
all the derivations in the following chapters.
The rest of this chapter is organised as follows. Starting with the NSE, the 3D
free-surface Eulers Equations (FSEE) is derived in section 2.2, then the 2D shallow
water equations (SWE) is derived in section 2.3. Section 2.4 presents the derivation
of the 1D Saint Venant Model (SVM) for open channel with arbitrary shaped geom-
etry, from which the special SVM for a locally rectangular cross-sectional channel,
and also the constant width 1D SWE are obtained. Then the chapter is concluded in
section 2.5 where it is briefly shown that the models derived in the previous sections
are hyperbolic conservation laws with source terms, also referred to as balance laws.
Some important properties of such partial differential equations that necessitate
their types of methods of solution, are also briefly outlined.
2.2 The Free-Surface Euler Equations
While the NSE is the model for general fluid problems, the free-surface Euler equa-
tions (FSEE) is the model which govern the flow of an incompressible, inviscid flow
under gravity. In this section, we derive the FSEE from the incompressible NSE.
2.2.1 Background
Consider the flow of an incompressible fluid which at time, t occupies the domain,
Ωt defined by
Ωt = {( ~X, z) ∈ R3 : ~X = (x, y) ∈ ΩH ⊂ R2 fixed, zb( ~X) ≤ z ≤ η( ~X, t)}. (2.1)
The domain is bounded below by a fixed bottom, zb( ~X) and above by the free-
surface position, η( ~X, t) given by
η( ~X, t) = zb( ~X) +H( ~X, t). (2.2)
where H( ~X, t) is the depth of fluid at time, t, see figure 2.1.
The flow of an incompressible Newtonian fluid in Ωt is governed by the
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Figure 2.1: Shallow water flow over a domain with bottom topography zb(x, y) (in
red). The water depth is H(x, y, t) and the free surface elevation is η(x, y, t) (in
green). Symbol t is time variable and (x, y, z) ∈ R3.
Navier-Stokes Equations (NSE), namely
∇3D · ~U = 0. (2.3)
∂t ~U +
(
~U · ∇3D
)
~U = −1
ρ
∇3DP + ν∆3D ~U + ~g. (2.4)
where ~U = ~U( ~X, z, t) =
(
u( ~X, z, t), v( ~X, z, t), w( ~X, z, t)
)T
and P = P ( ~X, z, t)
are the fluid velocity and pressure respectively at the point ( ~X, z) ∈ Ωt at time,
t. While ν and ρ are the fluid viscosity coefficient and fluid density respectively
and ~g = (0, 0,−g)T , where g is the constant acceleration due to gravity. ∇3D =
(∂x, ∂y, ∂z)
T and ∆3D = (∂
2
xx + ∂
2
yy + ∂
2
zz).
2.2.2 Deriving the free-surface Euler Equations
To derive the FSEE, the following assumptions are made [Lannes, 2013].
i The fluid is homogeneous and inviscid.
ii The fluid particles do not cross the bottom and the free-surface.
iii There is no surface tension and the external pressure is constant.
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The first assumption means that the NSE, (2.3)-(2.4) reduce to the inviscid
Euler Equations (2.5)-(2.6) below, while the second assumption implies that the
kinematic boundary condition holds on both the bottom and free-surface, namely
equations (2.7) and (2.8) respectively. And the last assumption gives rise to the
dynamic boundary condition on the free-surface, namely equation (2.9).
∇3D · ~U = 0. (2.5)
∂t ~U +
(
~U · ∇3D
)
~U = −1
ρ
∇3DP + ~g. (2.6)
(
(~u · ∇)zb( ~X)− w( ~X, z, t)
) ∣∣∣∣
z=zb( ~X)
= 0. (2.7)
(
∂tη( ~X, t) + (~u · ∇)η( ~X, t)− w( ~X, z, t)
) ∣∣∣∣
z=η( ~X,t)
= 0. (2.8)
P ( ~X, z, t) = Patm on z = η( ~X, t). (2.9)
Here, ~u = (u( ~X, z, t), v( ~X, z, t))T ,∇ = (∂x, ∂y)T and Patm is the atmospheric pres-
sure, which is usually conveniently taken to be zero. We take it to be zero throughout
this thesis. In the remainder of this thesis, we shall drop the notations for dependent
variables on the 3D velocity components. This is for convenience and to allow for
easy read.
Equations (2.5) - (2.9) are known as the Free-Surface Euler Equations (FSEE)
[Lannes, 2013]. These are the fundamental equations from which all the models
needed in this thesis shall be derived. To derive the models in the subsequent
chapters, the continuity and momentum equations (2.5)-(2.6) shall be integrated
component by component. For this reason, we also write the FSEE, (2.5) - (2.9), in
component form, namely
∇3D · ~U = 0. (2.10)
∂tu+ ~U · (∇3Du) = −1
ρ
∂xP. (2.11)
∂tv + ~U · (∇3Dv) = −1
ρ
∂yP. (2.12)
∂tw + ~U · (∇3Dw) = −1
ρ
∂zP − g. (2.13)
(
~u · (∇zb( ~X))− w
) ∣∣∣∣
z=zb( ~X)
= 0. (2.14)
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(
∂tη( ~X, t) + ~u · (∇η( ~X, t))− w
) ∣∣∣∣
z=η( ~X,t)
= 0. (2.15)
P ( ~X, z, t) = Patm on z = η( ~X, t). (2.16)
2.3 Derivation of 2D Shallow Water Equations
As stated in the introductory section of this chapter, the shallow water theory,
commonly referred to as the theory of long waves [Stoker, 1957], assumes that the
depth of water is significantly small compared to horizontal length scales such as
wave length [Toro, 2001; Lannes, 2013; Stoker, 1957; Tanguy, 2010]. In this section,
starting from the FSEE (2.10)-(2.16), we shall derive the Shallow Water equations
(SWE), along the lines followed in [Toro, 2001; Tanguy, 2010]. The assumption of
small depth in comparison with horizontal length scales, allows to assume that the
vertical component of acceleration is negligible, that is
d
dt
w( ~X, z, t) := ∂tw + ~U · (∇3Dw) = 0. (2.17)
where we have dropped the independent variable notations for convenience. This
means that the left hand side of equation (2.13) in FSEE vanishes, reducing it to
the following equation:
−1
ρ
∂zP ( ~X, z, t) = g. (2.18)
Integrating equation (2.18) with respect to z and using the dynamic boundary
condition (2.16), the pressure is obtained as
P ( ~X, z, t) = ρg(η( ~X, t)− z). (2.19)
Equation (2.19) defines the pressure as being hydrostatic which means that the
pressure depends only on gravity. Differentiating equation (2.19) with respect to x
and y gives
∂xP ( ~X, z, t) = ρg∂xη( ~X, t), ∂yP ( ~X, z, t) = ρg∂yη( ~X, t). (2.20)
The FSEE (2.10)-(2.16) then reduce to the following:
∇3D · ~U = 0. (2.21)
∂tu+∇3D · (u~U) = −g∂xη( ~X, t). (2.22)
∂tv +∇3D · (v ~U) = −g∂yη( ~X, t). (2.23)
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together with the kinematic boundary conditions (2.14) and (2.15). We have used
the the vector identity,
∇3D · (u~U) = u(∇3D · ~U) + ~U · (∇3Du)
and the continuity equation (2.10) to put the left hand sides of (2.22) and (2.23) in
conservative forms.
Notice that the right hand sides of (2.22) and (2.23) are independent of z,
hence their left hand sides being the total derivatives, du/dt and dv/dt respectively,
are also independent of z. This means that u and v are also independent of z [Stoker,
1957; Toro, 2001]. From this we can conclude that u, v are not very different from
their vertically averaged values, u¯( ~X, t) and v¯( ~X, t), so we can decompose them
into the sum of their averages and some small perturbations, namely
u( ~X, z, t) = u¯( ~X, t) + u˜( ~X, z, t). (2.24)
v( ~X, z, t) = v¯( ~X, t) + v˜( ~X, z, t). (2.25)
where u˜( ~X, z, t) and v˜( ~X, z, t) are very small perturbations whose average, sum and
higher order terms vanish.
Define the discharges along x and y directions respectively, namely
qx( ~X, t) =
η( ~X,t)∫
zb( ~X)
u( ~X, z, t)dz, (2.26)
qy( ~X, t) =
η( ~X,t)∫
zb( ~X)
v( ~X, z, t)dz. (2.27)
Integrating the continuity equation (2.21), vertically (over zb( ~X) ≤ z ≤ η( ~X, t)),
gives
η( ~X,t)∫
zb( ~X)
(∂xu+ ∂yv + ∂yw) dz = 0.
Using the Leibniz rule leads to the following equation:
0 = ∂x
η( ~X,t)∫
zb( ~X)
u dz + ∂y
η( ~X,t)∫
zb( ~X)
v dz +
[
w − ~u · (∇η)
]
z=η
+
[
~u · (∇zb)− w
]
z=zb
.
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We use the definitions of the averages in equations (2.26) and (2.27) to simplify
the first two terms on the right hand side. Then, use of the kinematic boundary
conditions (equations (2.14) and (2.15)) simplifies the last two terms on the right
hand side, hence we have the following equation:
∂xqx( ~X, t) + ∂yqy( ~X, t) = −∂tη( ~X, t) = −∂tH( ~X, t). (2.28)
Hence, the following equation, for the depth of water, is obtained:
∂tH( ~X, t) + ∂xqx( ~X, t) + ∂yqy( ~X, t) = 0. (2.29)
Similarly, if we integrate the x-momentum equation, (2.22) vertically over
zb( ~X) ≤ z ≤ η( ~X, t), apply the Leibniz rule, use the kinematic boundary conditions,
(2.14) and (2.15) and the definitions (2.24)-(2.27), then the following equation is
obtained:
∂tqx( ~X, t) + ∂x
(
q2x(
~X, t)
H( ~X, t)
)
+ ∂y
(
qx( ~X, t)qy( ~X, t)
H( ~X, t)
)
= −gH( ~X, t)∂xη( ~X, t)
= −∂x
(g
2
H2( ~X, t)
)
− gH( ~X, t)∂xzb( ~X).
(2.30)
Finally, if we integrate the y-momentum equation, (2.23) vertically over zb( ~X) ≤
z ≤ η( ~X, t), apply the Leibniz rule, use the kinematic boundary conditions, (2.14)
and (2.15) and the definitions, (2.24)-(2.27) then the following equation is obtained:
∂tqy( ~X, t) + ∂x
(
qx( ~X, t)qy( ~X, t)
H( ~X, t)
)
+ ∂y
(
q2y(
~X, t)
H( ~X, t)
)
= −gH( ~X, t)∂yη( ~X, t)
= −∂y
(g
2
H2( ~X, t)
)
− gH( ~X, t)∂yzb( ~X).
(2.31)
After some simplifications, the 2D SWE is summarised in vector form as
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follows:
∂tΠ +∇ · F (Π) = S(Π, zb),
where Π =
Hqx
qy
 , S(Π, zb) =
 0−gH∂xzb( ~X)
−gH∂yzb( ~X)
 ,
F (Π) = (F1(Π), F2(Π)), F1(Π) =
 qxq2xH + 12gH2
qxqy
H
 , F2(Π) =

qy
qxqy
H
q2y
H +
1
2gH
2
 .
(2.32)
The vertically averaged velocity components along the x and y directions are u¯( ~X, t) =
qx( ~X,t)
H( ~X,t)
and v¯( ~X, t) =
qy( ~X,t)
H( ~X,t)
respectively.
2.4 1D Saint Venant Equations for an Open Channel
With Varying Width
For flows in rivers and open channels, it can be taken that the flow is dominated
along the longitudinal direction, with negligible velocity and free surface variations
along lateral and vertical directions [de Boer, 2003]. This important assumption
enables the derivation of a more simplified model for such flows. In this section,
we derive the set of partial differential equations (PDEs) suitable for dealing with
flows in rivers and open channels with arbitrary shaped geometry. These equations,
referred to as the Saint Venant Equations or Saint Venant Models (SVM) were first
derived in [de Saint-Venant, 1871].
The hypothesis of the SVM include those of the FSEE in section 2.2, in
addition to the following :
• The flow is well approximated by a flow with uniform velocity over each cross-
section and the free surface is assumed horizontal over each cross section,
namely
η( ~X, t) = η¯(x, t). (2.33)
• The shallow water assumption in section 2.3 is valid, that is the depth of water
is significantly small compared to longitudinal length scales.
We first remark the following: We shall not include friction modelling in the deriva-
tions throughout this thesis but shall use the results from literature like those from
[Cunge et al., 1980; Stoker, 1957].
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2.4.1 Background
There are different approaches to derive these models, such as (i) the infinitesimal
elemental control volume approach [Stoker, 1957; de Boer, 2003; Tanguy, 2010;
Cunge et al., 1980], (ii) the asymptotic expansion approach [Decoene et al., 2009] and
(iii) the direct integration approach [Fernandez-Nieto et al., 2010; Aldrighetti, 2007;
Szymkiewicz, 2010]. Here, and throughout this thesis, we shall consistently adopt
the direct integration approach whereby we directly integrate the FSEE equations.
Figure 2.2: Non-full channel flow cross section showing the left and right bank
elevations zbl(x) and zbr(x), the laterally flat free-surface elevation η¯(x, t) (in green),
the bottom elevation in 2D zb( ~X) (in red), the width, B(x, z) of the channel at
elevation, z above the reference elevation z = 0, and the y−coordinates, yl(x, z) and
yr(x, z) of the left and right lateral walls at elevation z.
We begin by considering an open channel whose length lies along the x-axis
(frontal direction), the width lies along the y-axis (lateral direction) and z-axis is in
vertical direction. Figure 2.2 shows a cross section of the channel at point x along
its length. We assume that the complete geometry of the channel is known, so the
bed elevation, zb(x, y) is known at all points. The left and right wall/bank elevation,
zbl(x) and zbr(x) of the channel are also given. Zb(x) is the bottom elevation of the
cross section in 1D sense. Here, we take it to be
Zb(x) = min
y
zb(x, y).
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At any elevation, z above the reference z = 0, we define the function, B(x, z) to give
the lateral width of the channel cross section. Furthermore, we define the functions,
yl(x, z) and yr(x, z) to give the y−coordinates of the left and right lateral boundaries
respectively at elevation, z so that
B(x, z) = yr(x, z)− yl(x, z). (2.34)
Note that the width functions; B(x, z), yl(x, z), yr(x, z) satisfy the following
B(x, z) = 0, yr(x, z) = yl(x, z) for all z < Zb(x). (2.35)
Now, a very important quantity throughout this thesis, is the maximum
channel wall or bank elevation.
Definition 2.4.1 (Maximum channel wall elevation, zwb (x)). The maximum channel
wall elevation at cross section x, is the minimum elevation of the channel banks above
which flooding is said to have occurred. We denote it by zwb (x), that is
zwb (x) = min(zbl(x), zbr(x)). (2.36)
See Figure 2.2.
We shall use the terms maximum channel wall elevation and channel wall
elevation interchangeably to refer to zwb (x). Note that this quantity is known since
the elevation of both banks are already known. In fact, for the cross section depicted
in Figure 2.2, zwb (x) = zbl(x).
With the channel geometry completely defined, let η¯(x, t) be the laterally
constant free-surface elevation of fluid in the cross section, see Figure 2.2. Then the
water depth in the cross section is given by
H( ~X, t) = η¯(x, t)− zb( ~X), for all yl(x, η¯(x, t)) ≤ y ≤ yr(x, η¯(x, t)). (2.37)
and the channel flow domain, Ωct at time, t is given by
Ωct = {( ~X, z) : yl(x, η¯(x, t)) ≤ y ≤ yr(x, η¯(x, t)), zb( ~X) ≤ z ≤ η¯(x, t))}. (2.38)
Note that the following condition always holds:
zb( ~X)|y=yl(x,z),yr(x,z) = z ∀z ∈ [Zb(x), zwb (x)]. (2.39)
Since we are concerned with only cases where the channel does not overflow its
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banks, namely
η¯(x, t) ≤ zwb (x) ∀t ≥ 0, (2.40)
then by (2.39), we have the following condition to be true:
zb( ~X)|y=yl(x,η¯(x,t)),yr(x,η¯(x,t)) = η¯(x, t) ∀t ≥ 0. (2.41)
We now proceed to derive the SVM in the following section.
2.4.2 Deriving the SVM
We start with the full 3D Free-Surface Euler Equations, (2.10)-(2.16), and define
the following averages :
Q(x, t) =
yr(x,η¯(x,t))∫
yl(x,η¯(x,t))
η¯(x,t)∫
zb( ~X)
u( ~X, z, t)dzdy, (2.42)
A(x, t) =
yr(x,η¯(x,t))∫
yl(x,η¯(x,t))
η¯(x,t)∫
zb( ~X)
dzdy =
yr(x,η¯(x,t))∫
yl(x,η¯(x,t))
H( ~X, t)dy. (2.43)
So that the section-averaged velocity, u¯ is now given as
u(x, t) =
Q(x, t)
A(x, t)
=
1
A(x, t)
yr(x,η¯(x,t))∫
yl(x,η¯(x,t))
η¯(x,t)∫
zb( ~X)
u( ~X, z, t)dzdy. (2.44)
A(x, t) is wetted area of cross section, while Q(x, t) and u are the section averaged
discharge (volumetric) and velocity respectively, along the longitudinal direction.
First, we note that y-independence of the free-surface, η¯(x, t) means that the
sum,
H( ~X, t) + zb( ~X) = η¯(x, t), yl(x, η¯(x, t)) ≤ y ≤ yr(x, η¯(x, t)) (2.45)
is constant in y, even though each of h( ~X, t) and zb( ~X) depends on y. See figure
2.2.
We then start the derivation by first noting that the assumption of uniform
velocity over the cross section (dominance of flow along longitudinal direction) allows
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to neglect the lateral acceleration component, namely
d
dt
v( ~X, z, t) := ∂tv + ~U · (∇3Dv) = 0. (2.46)
Hence, the y-momentum equation of FSEE, (2.12) reduces to
∂yP ( ~X, z, t) = 0, (2.47)
=> P = P (x, z, t). (2.48)
So, pressure does not depend on y. Next, just like in the derivation of the 2D SWE,
the assumption of small depth, reduces the z-momentum equation, (2.13) to :
P ( ~X, z, t) = ρg(η¯(x, t)− z), (2.49)
=> ∂xP ( ~X, z, t) = ρg∂xη¯(x, t). (2.50)
Therefore, the FSEE (2.10) -(2.16), reduce to the following system :
∇3D · ~U = 0. (2.51)
∂tu+∇3D · (u~U) = −g∂xη¯(x, t). (2.52)
in Ωct. (
~u · (∇zb( ~X))− w
) ∣∣∣∣
z=zb( ~X)
= 0. (2.53)
(∂tη¯(x, t) + u∂xη¯(x, t)− w)
∣∣∣∣
z=η¯(x,t)
= 0. (2.54)
The Mass Conservation Equation
Integrating equation (2.51) vertically and laterally over the cross section, gives
yr(x,η¯(x,t))∫
yl(x,η¯(x,t))
η¯(x,t)∫
zb( ~X)
(∂xu+ ∂yv + ∂zw) dzdy = 0. (2.55)
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For convenience, we drop the notations for the independent variables. Using the
Leibniz rule, the inner integral leads to
0 =
yr∫
yl
∂x
η¯∫
zb
u dz + ∂y
η¯∫
zb
v dz +
[
w − u∂xη¯
]
z=η¯
+
[
~u · (∇zb)− w
]
z=zb
 dy
=
yr∫
yl
∂x
η¯∫
zb
u dz
 dy +
yr∫
yl
∂y
η¯∫
zb
v dz
 dy +
yr∫
yl
∂tH( ~X, t) dy by (2.53)− (2.54).
Applying the Leibniz rule again, we have
0 = ∂x
yr∫
yl
η¯∫
zb
u dzdy −
[ η¯∫
zb
u dz
]
y=yr
∂xyr +
[ η¯∫
zb
u dz
]
y=yl
∂xyl +
[ η¯∫
zb
v dz
]
y=yr
−
[ η¯∫
zb
v dz
]
y=yl
+ ∂t
yr∫
yl
H( ~X, t) dy.
Using the definitions in (2.42) and (2.43), we have the following equation:
∂tA(x, t) + ∂xQ(x, t) = Φ
A(x, t). (2.56)
where
ΦA(x, t) =
[ η¯∫
zb
u dz
]
y=yr(x,η¯)
∂xyr(x, η¯)−
[ η¯∫
zb
u dz
]
y=yl(x,η¯)
∂xyl(x, η¯)
−
[ η¯∫
zb
v dz
]
y=yr(x,η¯)
+
[ η¯∫
zb
v dz
]
y=yl(x,η¯)
. (2.57)
Since we assume that the channel does not overflow, all the integrals in ΦA
are zero because their limits are equal (see equation, (2.41)), hence (2.56) leads to
the following mass conservation equation:
∂tA(x, t) + ∂xQ(x, t) = 0. (2.58)
The Momentum Equation
First, we note that the right hand side of equation (2.52) is independent of y and
z, which means that the left hand side, ddtu(
~X, z, t) is also independent of y and z,
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hence u is independent of y and z. This allows to expand u( ~X, z, t) as follows :
u( ~X, z, t) = u(x, t) + u˜( ~X, z, t), (2.59)
where
u˜( ~X, z, t) 1, such that u˜k( ~X, z, t) = 0 ∀k ≥ 2 (2.60)
and
u˜( ~X, z, t) :=
1
A( ~X, z, t)
yr(x,η¯(x,t))∫
yl(x,η¯(x,t))
η¯(x,t)∫
zb( ~X)
u˜( ~X, z, t)dzdy = 0. (2.61)
Integrating equation (2.52) vertically and laterally over the cross section, we
have
yr∫
yl

η¯∫
zb
(
∂tu+ ∂x(u
2) + ∂y(uv) + ∂z(uw)
)
dz
 dy = −g∂xη¯
yr∫
yl
η¯∫
zb
dzdy. (2.62)
That is,
−gA∂xη¯ =
yr∫
yl
(
∂t
η¯∫
zb
u dz + ∂x
η¯∫
zb
u2 dz + ∂y
η¯∫
zb
uv dz +
[
u(w − u∂xη¯ − ∂tη¯)
]
z=η¯
+
[
u(~u · (∇zb)− w)
]
z=zb
)
dy, by Leibniz rule.
Using the kinematic boundary conditions (2.53)-(2.54), we have
−gA∂xη¯ =
yr∫
yl
(
∂t
η¯∫
zb
u dz
)
dy +
yr∫
yl
(
∂x
η¯∫
zb
u2 dz
)
dy +
yr∫
yl
(
∂y
η¯∫
zb
uv dz
)
dy
= ∂t
yr∫
yl
η¯∫
zb
u dzdy + ∂x
yr∫
yl
η¯∫
zb
u2 dzdy −
[ η¯∫
zb
u2dz
]
y=yr
∂xyr
+
[ η¯∫
zb
u2dz
]
y=yl
∂xyl +
[ η¯∫
zb
uvdz
]
y=yr
∂xyr −
[ η¯∫
zb
uvdz
]
y=yl
∂xyl.
Using equations (2.59)-(2.61) to simplify the second term on the right of the last
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equality sign, we have the following equation:
−gA∂xη¯ = ∂t
yr∫
yl
η¯∫
zb
u dzdy + ∂x
(
u2(x, t)
yr∫
yl
η¯∫
zb
dzdy
)
− ΦQ(x, t), (2.63)
where
ΦQ(x, t) =
[ η¯∫
zb
u2dz
]
y=yr
∂xyr −
[ η¯∫
zb
u2dz
]
y=yl
∂xyl
−
[ η¯∫
zb
uvdz
]
y=yr
∂xyr +
[ η¯∫
zb
uvdz
]
y=yl
∂xyl.
(2.64)
Using the definitions of A and Q, (2.63) gives the following important equation
∂tQ(x, t) + ∂x
(
Q2((x, t))
A(x, t)
)
= −gA(x, t)∂xη¯ + ΦQ(x, t). (2.65)
Using equation (2.41), all the integrals on the right vanish. Then, we obtain the
following equation for the momentum.
∂tQ(x, t) + ∂x
(
Q2(x, t)
A(x, t)
)
= −gA(x, t)∂xη¯(x, t). (2.66)
Summary of the Models
In summary, the Saint Venant Model (SVM) for arbitrary cross sectional open chan-
nel flow is the following:
∂tA(x, t) + ∂xQ(x, t) = 0.
∂tQ(x, t) + ∂x
(
Q2(x, t)
A(x, t)
)
= −gA(x, t)∂xη¯(x, t).
(2.67)
We make the following remarks.
Remark 2.4.1. Observe that the model, (2.67) has two equations but three un-
knowns; A,Q, η¯(x, t). Given A,Q and the channel geometry, one can calculate the
third variable, η¯(x, t). With the given wetted cross sectional area A, the channel
geometry provides the information (function), H(A,Zb) which computes the water
depth, H, measured from say Zb(x) to the unknown flat free surface. Then the un-
known flat free-surface is computed as η¯(x, t) = Zb + H(x). Hence every channel
has its own definition of the function, H(A,Zb). For instance, rectangular channel
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has H(A,Zb) = A/B(x), where B(x) is the channel width known from the geome-
try. We make the function depend on Zb to indicate the point from which the water
height is measured. This function is extensively used in the vertical coupling method
in chapter 5.
Remark 2.4.2. We choose to keep the model, (2.67) in this form, instead of di-
vergence form, because different numerical schemes adopt different (like divergence
or quasi-linear) forms of the model (see [Cunge et al., 1980]). Moreover, we do not
intend to involve in theoretical aspect of this model, rather, we use existing methods
for solving them.
2.4.3 Locally Rectangular Channel
For a channel with rectangular cross section, we have the following simplifica-
tions: B = B(x), zb(x, y) = Zb(x), H( ~X, t) = H(x, t) = η¯(x, t) − Zb(x), A(x, t) =
H(x, t)B(x). Therefore, the SVM (2.67) becomes:
∂tA(x, t) + ∂xQ(x, t) = 0. (2.68)
∂tQ(x, t) + ∂x
(
Q2(x, t)
A(x, t)
+ g
A2(x, t)
2B(x)
)
= g
A2(x, t)
2B2(x)
∂xB(x)− gA(x, t)∂xZb(x).
(2.69)
2.4.4 1D Shallow Water Equations
The 1D SVM reduce to the 1D Shallow water equations if the channel lateral width
is constant. That is, if
B = constant
then, the models, (2.68) and (2.69) reduce to
∂tH(x, t) + ∂xq¯(x, t) = 0,
∂tq¯(x, t) + ∂x
(
q¯2(x, t)
H(x, t)
+
g
2
H2(x, t)
)
= −gH(x, t)∂xZb(x),
(2.70)
where q¯(x, t) = H(x, t)u(x, t).
2.5 Properties of Hyperbolic Conservation Laws
As we shall see in this section, the models derived in the previous sections fall into
the class of PDEs called hyperbolic PDEs, in particular, hyperbolic conservation
laws with source terms or hyperbolic balance laws or inhomogeneous hyperbolic
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conservation laws. Most of the numerical methods for this kind of equations are
usually based on the methods originally developed for their corresponding homo-
geneous conservation laws. These methods for conservation laws are formulated in
such a way as to overcome most of the difficulties associated with their mathemat-
ical properties. These mathematical properties are what we briefly present in this
section.
This section starts with a brief explanation of what a hyperbolic PDE is,
then goes ahead to summarily derive and present conservation laws. Next, we use
the eigen-structure of our models to show that they are hyperbolic conservation laws
with source terms. Finally, we briefly discuss some of those mathematical properties
which necessitate the type of numerical methods usually deployed to solve them.
2.5.1 Hyperbolic PDEs
Consider the following system of M quasi-linear PDEs in N-dimensional space :
∂tw +
N∑
i=1
Ai(w)∂xiw = 0, (2.71)
where w(~x, t) : RN × R+ → RM ,
Ai = Ai(~x, t, w) ∈ RM × RM , ~x ∈ RN and t ∈ R+.
The system (2.71) is called hyperbolic if for any unit vector, ~e = {e1, e2, ..., eN} ∈
RN , the matrix,
N∑
i=1
Aiei
has real eigenvalues λj(~x, t, w, e), j = 1, ..,M . It is called strictly hyperbolic if all
eigenvalues are real and distinct.
2.5.2 Hyperbolic Conservation Laws
This subsection follows the presentation in [Lax, 1973]. A conservation law states
that the rate of change of total amount,
∫
Ωw(~x, t)d~x of a quantity contained in a
domain Ω, is equal to the flux, ~H across the boundaries of Ω, provided the quantity
is neither created nor destroyed within Ω. That is
d
dt
∫
Ω
w(~x, t)d~x
 = − ∫
∂Ω
~H · ~ndS, (2.72)
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where w is the density of the quantity in Ω, ~n is outward normal to Ω and dS is the
surface element on boundary, ∂Ω of Ω.
Use of divergence theorem on the right term and the Leibniz formula on the
left term gives the following integral form of the conservation law :∫
Ω
(
∂tw(~x, t) +∇ · ~H
)
d~x = 0. (2.73)
Since Ω is arbitrary, assuming that all partial derivatives of w and ~H are continuous,
then the above equation gives the following differential form of the conservation law:
∂tw(~x, t) +∇ · ~H = 0. (2.74)
Equations (2.73) and (2.74) are the integral and differential forms respectively, of a
scalar conservation law.
Similarly, a system of M conservation laws in differential form is
∂tw
j(~x, t) +∇. ~Hj = 0, ∀j = 1, ..,M (2.75)
where ~Hj = ~Hj(w) = (Hj1(w), H
j
2(w), ...,H
j
N (w))
T , j = 1, ..M is the flux vector in
N-dimensions.
∂tw
j(~x, t) + ∂x1H
j
1 + ∂x2H
j
2 + ...+ ∂xNH
j
N = 0, ∀j = 1, ..,M
or
∂tw(~x, t) + ∂x1
H
1
1
...
HM1
+ · · ·+ ∂xN
H
1
N
...
HMN
 = 0 or ∂tw(~x, t) + N∑
i=1
∂xiHi(w) = 0,
where ~Hi(w) = (H
1
i (w), ...,H
M
i (w))
T , i = 1, .., N , so the system of conservation laws
in quasi-linear form becomes
∂tw(~x, t) +
N∑
i=1
Ai(w)∂xiw = 0, (2.76)
where Ai(w) = ∂wHi. Therefore by the definition of hyperbolicity in section 2.5.1,
the system of conservation laws, (2.75) is said to be hyperbolic if the quasi-linear
form, (2.76) is hyperbolic. If the flux function, ~H(w) = (H1(w), ...,HN (w)) is
non-linear in w, then it is a non-linear system of hyperbolic conservation laws. In
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addition, if a non-zero right hand side, say Sc, is included, then we call it hyperbolic
system of conservation laws with source terms or hyperbolic balance laws.
2.5.3 Hyperbolicity of the Derived Models
Here, we quickly show that the 2D SWE, (2.29)-(2.31) and the 1D SVM, (2.68) and
(2.69) are non-linear hyperbolic conservation laws with source terms. To this end,
the two systems can generally be written as
∂tw +∇ · ~H(w) = Sc (2.77)
where the variables are defined as follows :
• For the 2D SWE, (2.32), w = Π, the flux is ~H = F (Π) and the source is
Sc = S(Π, zb) where Π, F, S are given in (2.32). Hence, the Jacobian is
J(Π) = ω1∂ΠF1(Π) + ω2∂ΠF2(Π)
=
 0 ω1 ω2(c2 − u¯2)ω1 − u¯v¯ω2 2u¯ω1 + v¯ω2 u¯ω2
−u¯v¯ω1 + (c2 − v¯2)ω2 v¯ω1 u¯ω1 + 2v¯ω2

whose eigenvalues are λ1 = u¯ω1 + v¯ω2 − c|~w|, λ2 = u¯ω1 + v¯ω2 and λ3 =
u¯ω1 + v¯ω2 + c|~w| (see [Toro, 2001]). Where u¯ = qx/H, v¯ = qy/H, c =
√
gH
and ~ω = {ω1, ω2} ∈ R2. Since ~ω is real, all eigenvalues are real, so the
system is hyperbolic. If H > 0, then the system is strictly hyperbolic since all
eigenvalues are distinct then.
• For the 1D SVM, (2.68) and (2.69),
w = (A,Q)T , the flux is ~H(w) = ~¶(w) where ~¶(w) =
(
Q, Q
2
A + g
A2
2B
)T
, the
source term is S(w) =
(
0, gA
2
B2
∂xB − gA∂xzb
)T
.
And the Jacobian is
J(w) = ∂w~¶(w) =
(
0 1
c2 − u2 2u
)
whose eigenvalues are λ1 = u−c, λ2 = u+c (see [Aldrighetti, 2007]) which are
all real, so the system is hyperbolic. Here, u = Q/A and c =
√
gA/B =
√
gH.
Similar to the 2D system above, if H = A/B > 0, then the system is strictly
hyperbolic.
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2.5.4 Properties of hyperbolic PDEs
We now briefly highlight two basic properties of hyperbolic PDEs which necessitate
the choice of solution methods usually deployed for non-linear hyperbolic conserva-
tion laws.
Weak or Discontinuous Solutions
It is well known that solutions of non-linear hyperbolic conservation laws can develop
discontinuities at finite time, even when initialised with smooth data [Bressan, 2009;
Lax, 1973; Toro, 2001; Renardy and Rogers, 2004]. In such cases, the differential
forms of the conservation laws are no longer valid since derivatives no longer exist in
the classical sense. However, as pointed out in Lax [1973], since a conservation law
is an integral relation, it may be satisfied by functions which are not diffentiable,
not even continuous. This means that conservation laws can have discontinuous
solutions, generally called weak solutions.
Therefore, to understand and construct global solution, in time, for non-
linear conservation laws, one needs to extend the notion of solutions to include
discontinuous functions. Define the space :
C10(Ω× R+) =
{
f : Ω× R+ → R : f ∈ C1(Ω× R+), supp f ⊂ K,
K compact in Ω× [0,∞)} ,
supp f = {( ~X, t) : f( ~X, t) 6= 0}.
If we multiply the conservation law (2.74) by a test function ψ( ~X, t) ∈ C10(Ω×R+)
and integrate over Ω×R+, we have
∞∫
0
∫
Ω
(
ψ( ~X, t)∂tw( ~X, t) + ψ( ~X, t)∇ · ~H
)
d ~Xdt = 0. (2.78)
Evaluating the integral, using integration by parts and noting that the test function,
ψ( ~X, t) vanishes at boundaries, we have
∞∫
0
∫
Ω
(
w( ~X, t)∂tψ( ~X, t) + ~H∇ψ( ~X, t)
)
d ~Xdt = −
∫
Ω
ψ( ~X, 0)w0( ~X)d ~X
∀ ψ( ~X, t) ∈ C10(Ω× R+)
(2.79)
and w0( ~X) is the initial data.
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A function, w( ~X, t) is said to be a weak solution to the the conservation
law, (2.74) if (2.79) holds. So, the definition of the weak solution does not require
the differentiability of the solution w( ~X, t) or the flux function, ~H. If a function
w( ~X, t) is a classical solution of the conservation law (2.74), then it is also a weak
solution of the problem. The proof of this and other details on weak solutions can
be found in texts such as [Renardy and Rogers, 2004; Evans, 2010] .
Non-Uniqueness of Weak Solutions
Weak solutions to non-linear hyperbolic conservation laws are known to be non-
unique [Leveque, 1992; Lax, 1973; Renardy and Rogers, 2004]). Since it is our
hope that conservation laws model real life, then we expect them to have physically
relevant weak solutions. The task then is how to pick out this physically correct
weak solution. It is frequently possible to derive conditions that can be directly
imposed on weak solutions of hyperbolic conservation laws to select the physically
correct weak solution [Leveque, 1992]. These conditions are called entropy condi-
tions. Therefore, the desired physically correct weak solution is one that satisfies an
entropy condition. We recall the following definitions (see [Bouchut and de Luna,
2009; Harten, 1983; Va´zquez-Cendo´n, 2015; Mungkasi, 2012] for these definitions).
Consider the following system of conservation laws.
∂tw + ∂xf(w) = 0, x ∈ [xa, xb] ⊂ R t ≥ 0 (2.80)
where w(x, t) ∈ RM , f ∈ RM ,M ∈ Z+.
Definition 2.5.1. An entropy for a system (2.80) is a real-valued convex function,
η(w) of w (i.e. ∂2wwη(w) > 0) such that there exists another real-valued function,
called the entropy flux, g(w) satisfying the following:
∂wg(w) = ∂wη(w)∂wf(w), (2.81)
and the pair (η, g) is called the entropy-entropy flux pair.
Definition 2.5.2. An entropy satisfying weak solution of the conservation law,
(2.80) is one which satisfies the following inequality,in the weak sense,
∂tη(w) + ∂xg(w) ≤ 0 (2.82)
for any entropy-entropy flux pair, (η, g).
The inequality (2.82) becomes an equality, called the entropy equation, if
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the solution is smooth. It is strictly inequality, in the weak sense, if the solution
is discontinuous [Mungkasi, 2012]. This concept of entropy inequality have been
explored for grid adaptivity in [Puppo, 2002, 2004; Mungkasi, 2012] among many
others. Based on the above discussion, it is then important that methods for solv-
ing non-linear hyperbolic conservation laws must be able to compute discontinuous
(weak) solutions and also be able to automatically choose the physically correct
entropy satisfying weak solution. In the following chapter, we give an overview of
the methods adopted in this thesis for the numerical approximation of the solutions
of the models derived in this chapter.
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Chapter 3
Finite Volume Schemes For
Free-Surface Flow Problems
3.1 Introduction
The goal of this chapter is to give an overview of some of the methods for approxi-
mating the solutions of the channel and flood models derived in the previous chapter
and use the results to justify some of the basic assumptions in coupled 2D/1D simu-
lations. As discussed in the previous chapter, these models are hyperbolic conserva-
tion laws with source terms and the methods (numerical) for solving them are based
on those developed for conservation laws without source terms. Hence we begin the
chapter by introducing some of the concepts and methods for approximating the so-
lution of systems of conservation laws in 1D. In this introductory section, we restate
the 1D system of conservation laws, introduce the 1D computational domain, called
the grid or mesh, and explain why the cell average of the true solution is what we
wish to approximate. Thereafter, the outline of the chapter is given.
Let us start by considering the following 1D system of M ∈ N conservation
laws,
∂tW + ∂xf(W ) = 0, x ∈ [xa, xb] ⊂ R t ≥ 0 (3.1)
where W (x, t) ∈ RM , f ∈ RM and the system is closed with appropriate boundary
and initial conditions.
Let {xi+1/2}Ni=0 be set of N + 1 ∈ N points in the domain such that x−1/2 =
xa and xN+1/2 = xb. Then we discretize the domain [xa, xb] into N + 1 control
volumes or cells, Ki = [xi−1/2, xi+1/2] with center, xi =
xi−1/2+xi+1/2
2 and width,
∆xi = xi+1/2 − xi−1/2, see figure 3.1. Let n ∈ N and tn ∈ R be a given time, the
discrete time step size, ∆tn is calculated from the solution at time, tn. The process
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Figure 3.1: Discretization of the 1D domain [xa, xb] ⊂ R into N + 1 grid cells.
Ki = [xi−1/2, xi+1/2] is the i-th cell, for i = 0, 1, 2, ..., N . xi =
xi−1/2+xi+1/2
2 and
∆xi = xi+1/2 − xi−1/2 are center and width of Ki respectively.
of computing time step size, ∆tn shall be postponed to section 3.7. Here, we assume
that it is given and is constant in n, that is ∆tn = ∆t.
The values,
W
n
i :=
1
∆xi
∫
Ki
W (x, tn)dx, i = 0, 1, 2, ..., N
are the averages of the true solution in the cells, i = 0, 1, 2, ..., N . As noted in the
previous chapter, the true solution of the conservation law, (3.1) is not generally
continuous, so point-wise values, W (xi, t
n), of the true solution may not make sense,
hence we do not aim to approximate these point-wise values. On the other hand,
the averages, W
n
i of the true solution continue to make sense even when the true
solution is discontinuous. Therefore, the numerical solution, W ni we seek, would be
the approximate values of these cell averages, namely
W ni ≈
1
∆xi
∫
Ki
W (x, tn)dx. (3.2)
So, an approximate solution of the conservation law, (3.1) actually means an ap-
proximation of cell averages, not an approximation of point values.
The rest of the chapter is organised as follows. In section 3.2, we briefly
discuss the concept of conservative numerical methods, providing the framework
for the numerical solution of systems such as (3.1) and we briefly explain why we
use the class of conservative methods, called the finite volume methods, throughout
this thesis. In section 3.3, the finite volume methods. The finite volume methods
for the 2D flood model, (2.32) and the 1D SVM, (2.67) are given in sections 3.4
and 3.5 respectively. In sections 3.6 and 3.7, the numerical boundary conditions
and how we compute the time step sizes for all our simulations, are discussed. The
chapter concludes in section 3.8 where numerical results are presented and used to
demonstrate (i) that the methods are properly implemented and (ii) to numerically
verify (a) that channel flow is 1D if not flooding and (b) that there are 2D flow
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structure in the channel if flooding. This motivates the methods proposed in the
subsequent chapters.
3.2 Conservative Numerical Schemes
As discussed in the previous chapter, it is known that hyperbolic conservation laws
exhibit discontinuous solutions even when initialised with smooth data. This leads
to the notion of weak solutions which are known to be non-unique. Therefore, it is
necessary to consider the class of numerical methods that are capable of computing
the physically correct weak solutions of conservation laws. Numerical methods used
to compute discontinuous solutions may face two well known issues namely : (i)
The solution may converge to a function that is not even a weak solution [Hou
and Le Floch, 1994; Durran, 2010; Leveque, 1992; Toro, 2001]. This is because
different conservation laws might have the same smooth solution but have different
weak solutions. See an example in chapter 3.7 in [Leveque, 1992]. (ii) The solution
may converge to the wrong weak solution. The reason is, that weak solutions are
not unique means that a method may not necessarily converge to the physically
meaningful weak solution. In this section, we briefly discuss the numerical methods,
from the literature, which overcome these issues.
A conservative numerical method for approximating the solution of (3.1)
is a numerical scheme of the form,
W n+1i = W
n
i −
∆tn
∆xi
(
φni+1/2 − φni−1/2
)
(3.3)
where
φni+1/2 = φ(W
n
i−s,W
n
i−s+1, ...,W
n
i+k−1,W
n
i+k)
and φ, which has s + k + 1 arguments, is called the numerical flux function and
approximates the analytical flux, f(W ). s, k ≥ 0 are some integers. For first-order
methods, s = 0, k = 1, hence
φni+1/2 = φ(W
n
i ,W
n
i+1).
We shall consider only first-order methods throughout this thesis. It is required that
the numerical flux, φ be consistent with the analytical flux function, f(W ), that is
φ(v, v, ..., v) = f(v) for any constant, v (3.4)
If φ is consistent with f , then the numerical method, (3.3) is said to be consistent
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with the conservation law, (3.1). Finally, φ is required to be Lipschitz continuous,
namely that there exists a constant λ ≥ 0 such that
|φ(v1, v2, ..., vs+k+1)− f(v¯)| ≤ λmax
i
|vi − v¯| (3.5)
for all vi sufficiently close to v¯ [Leveque, 1992].
The problem of numerical solutions converging to functions that are not weak
solutions, is then resolved by the theorem of [Lax and Wendroff, 1960] which proved
that any sequence of numerical approximations computed with a consistent and
conservative numerical method, if convergent, would converge to a weak solution
of the conservation law. It is important to note the following facts about the Lax-
Wendroff theorem quoted above.
• The theorem did not say that the method is convergent. It only says that
if the method is convergent, then it converges to a weak solution. So, the
convergence requirement is not address by the theorem neither is it pursued
in this thesis.
• The theorem did not say that the method, if convergent, would converge to
the correct physically relevant solution. It only said that the solution would
converge to a weak solution which may be the correct or wrong weak solution.
So, the theorem does not resolve the problem of uniqueness.
• As pointed out in [Toro, 2001], the theorem did not say that only conser-
vative methods, if convergent, converge to weak solutions. However, as also
pointed out in [Toro, 2001], it has been shown in [Hou and Le Floch, 1994],
for 1D scalar conservation laws, that numerical solutions computed by non-
conservative methods, if convergent, would converge to the solution of a new
conservation law with source term which only vanishes where the solution is
smooth.
Therefore, the problem of uniqueness of computed weak solution is not ad-
dressed by the theorem of [Lax and Wendroff, 1960] nor is it discussed in this thesis.
More on this topic can be found in [Bouchut and de Luna, 2009; Harten, 1983;
Va´zquez-Cendo´n, 2015; Leveque, 1992, 2002].
The above discussion leaves us with the choice of using either the finite vol-
ume methods or the Discontinuous Galerkin (DG) finite element methods. Both of
these methods ensure local conservation which the continuous finite element method
(FEM) does not, and they also allow for general unstructured grids which the fi-
nite difference method does not. However, the finite volume methods are simple to
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implement than the DG methods. Moreover, they are the bases for the local con-
servation of the DG methods which are more suitable for high order methods. We
only discus first order methods in this thesis. In addition, the literature on coupling
methods for the 2D-1D shallow water equations is hugely based on the finite volume
methods. Therefore, we adopt the finite volume method throughout this thesis. In
the next section, we introduce the the finite volume methods.
3.3 Finite Volume Methods for Conservation Laws
The finite volume methods are a class of conservative methods and they approximate
the cell average values of the true solution of unknown at each time step. In this
section, we will derive the finite volume scheme for the conservation law, (3.1). The
finite volume method is based on the integral formulation of the conservation law
as we present in the following. Integrating the conservation law, (3.1) over the
space-time domain, [xi−1/2, xi+1/2]× [tn, tn+1], we have
tn+1∫
tn
xi+1/2∫
xi−1/2
∂tW dxdt+
tn+1∫
tn
xi+1/2∫
xi−1/2
∂xf(W )dxdt = 0.
Since the limits of integration are constants, we can interchange integrals. So by
the fundamental theorem of calculus, we have
xi+1/2∫
xi−1/2
W (x, tn+1)dx−
xi+1/2∫
xi−1/2
W (x, tn)dx = −
tn+1∫
tn
f(W (xi+1/2, t))dt
+
tn+1∫
tn
f(W (xi−1/2, t))dt.
Dividing through by ∆xi, using the definition of w
n
i in (3.2), we have
W n+1i = W
n
i −
∆t
∆xi
(
φni+1/2 − φni−1/2
)
(3.6)
where
φni+1/2 '
1
∆t
tn+1∫
tn
f(W (xi+1/2, t))dt. (3.7)
Equation (3.6) is the finite volume scheme for the 1D conservation laws, (3.1).
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Clearly, it is in conservation form, (3.3) with the numerical flux, φ defined in (3.7)
being the approximation of the physical flux, f across the cell interface at xi+1/2.
The main difficulty in the finite volume scheme is in computing the numerical fluxes,
φni±1/2. At each cell interface, the approximate solution, W
n
i is discontinuous, so
it has to be estimated from the cell averages of the adjacent cells. The proce-
dure to approximate these interface fluxes leads to different finite volume schemes.
Godunov-type finite volume methods use the wave propagation information of the
PDEs to construct the numerical fluxes. They utilize the solution of Riemann prob-
lems defined at cell interfaces. These methods and few centred methods are briefly
described in appendix A. In the following sections, we present the finite volume
schemes for the 2D flood model and the 1D channel model both in the presence of
friction.
3.4 Finite Volume Method for the Flood Model
In this section, we present the finite volume scheme for the flood model - the 2D
shallow water equations presented in chapter 2.3. We first consider the system
without any source term, next we add bottom topography and finally friction terms
are considered.
3.4.1 The 2D Shallow Water Equations without Source Terms
Here, we consider the system without source term. Recall the 2D shallow water
equations 2.32 without source term, namely
∂tΠ +∇ · F (Π) = 0,
where Π =
Hqx
qy
 , F (Π) = (F1(Π), F2(Π)),
F1(Π) =
 qxq2xH + 12gH2
qxqy
H
 , F2(Π) =

qy
qxqy
H
q2y
H +
1
2gH
2
 .
(3.8)
Recall that this model, (3.8) satisfies the rotation invariance property [Toro, 2001],
namely
F (Π) · ~n = T−1n F1(TnΠ), (3.9)
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for all Π and for all vectors, ~n = (nx, ny)
T , where Tn is a rotation matrix which
depends on the vector, ~n and is given by
Tn =
1 0 00 nx ny
0 −ny nx
 , T−1n =
1 0 00 nx −ny
0 ny nx
 (3.10)
and T−1n is the inverse matrix of Tn [Toro, 2001]. We now derive the finite volume
scheme for the model.
Figure 3.2: 2D mesh showing two neighbour cells, Tj and Tk, the edge ejk between
them and the normal vector ~njk.
Let Ωh be a mesh of the physical domain, Ω ∈ R2 consisting of polygonal
subsets of Ω. Let Tj ∈ Ωh be an element of Ωh , regarded as a control volume or
cell, see figure 3.2 Also, let Tk ∈ Ωh be a neighbour cell to Tj and ejk is the edge
between Tj and Tk, while ~njk is a unit vector normal to edge ejk and outward to Tj .
Furthermore, let |Tj | and |ejk| be the area of Tj and length of ejk respectively and
let Ej be the set of all edges of Tj . Integrating (3.8) over Tj , one gets
∫
Tj
∂tΠd~x+
∫
Tj
∇ · F (Π)d~x = 0.
Use of Gauss divergence theorem leads to∫
Tj
∂tΠd~x+
∫
∂Tj
F (Π) · ~njdωj = 0, (3.11)
where ∂Tj is the boundary of Tj , ~nj the outward unit normal to ∂Tj and dωj is a
boundary element of ∂Tj . As pointed out in section 3.3, we aim to approximate cell
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averages of the true solution, so we define the following average.
Πj =
1
|Tj |
∫
Tj
Π d~x. (3.12)
Since Tj is polygonal in shape, the boundary is made of straight lines, hence the
second integral in (3.11) can be written as.∫
∂Tj
F (Π) · ~njdωj =
∑
ejk∈Ej
∫
ejk
F (Π) · ~njkdejk, (3.13)
where dejk = dωj |ejk . Hence (3.11) becomes
|Tj |dΠj
dt
= −
∑
ejk∈Ej
∫
ejk
F (Π) · ~njk dejk. (3.14)
By the rotation invariance property, (3.9), we have
|Tj |dΠj
dt
= −
∑
ejk∈Ej
∫
ejk
T−1~njkF1(T~njkΠ) dejk. (3.15)
Note that F1(T~njkΠ)
∣∣∣∣
ekj
is the evaluation of F1(Π) across the edge, ejk using T~njkΠ|ejk .
However, T~njkΠ = T~njkΠ|ejk is discontinuous on the edge since Π|ejk (Π on the edge)
is discontinuous. So, we use the 1D numerical flux function, φ alongside the two cell
averages, Πj ,Πk to approximate, F1(T~njkΠ)
∣∣∣∣
ekj
. That is,
F1(T~njkΠ)
∣∣∣∣
ekj
≈ φ(T~njkΠj , T~njkΠk), (3.16)
where φ is a 1D numerical flux function consistent with F1, (see appendix A) hence
(3.15) becomes
|Tj |dΠj
dt
= −
∑
ejk∈Ej
∫
ejk
T−1~njkφ(T~njkΠj , T~njkΠk) dejk
= −
∑
ejk∈Ej
|ejk|T−1~njkφ(T~njkΠj , T~njkΠk). (3.17)
In this thesis, we use the HLL solver [Harten et al., 1983] discussed in appendix A.
Using the first-order forward Euler time discretization, we have the first-order
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explicit finite volume scheme for the 2D shallow water equation, (3.8) as
Πn+1j = Π
n
j −
∆t
|Tj |
∑
ejk∈Ej
|ejk|T−1~njkφ(T~njkΠ
n
j , T~njkΠ
n
k). (3.18)
Note that the quantity, T−1~njkφ(T~njkΠ
n
j , T~njkΠ
n
k) is the average 2D flux across the
edge, ejk. So, we denote this 2D flux function by φ
2D, that is,
φ2D(Πnj ,Π
n
k , ~njk) = T
−1
~njk
φ(T~njkΠ
n
j , T~njkΠ
n
k). (3.19)
Then, the 2D scheme, (3.18) is same as
Πn+1j = Π
n
j −
∆t
|Tj |
∑
ejk∈Ej
|ejk|φ2D(Πnj ,Πnk , ~njk). (3.20)
where φ2D is defined in (3.19).
3.4.2 The 2D Shallow Water Equations with Bottom Topography
We are now in position to discuss the numerical scheme for the flood model in the
presence of bottom topography, (2.32), namely
∂tΠ +∇.F (Π) = S(Π, zb),
Π =
Hqx
qy
 , S(Π, zb) =
 0−gH∂xzb( ~X)
−gH∂yzb( ~X),
 , (3.21)
where F is the same as in (3.8). The model, (3.21) presents more numerical chal-
lenges than the previous model, (3.8) due to the presence of the source term. The
challenge is to be able to design numerical schemes that maintain steady state so-
lutions. A steady state solution satisfies the following equation:
∇ · F (Π) = S(Π, zb). (3.22)
Hence we require schemes that would balance these terms, (∇ · F (Π) and S(Π, zb))
in the case of steady state conditions. Greenberg and Leroux [1996] introduced
the concept of well-balanced schemes, and referred to them as schemes that satisfy
steady state solutions at discrete level. In this thesis, we are particularly interested
in steady state of water at rest. The C-property is introduced in [Bermudez and
Vazquez, 1994]. A scheme is said to satisfy the C-property if the scheme satisfies
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the steady state of water at rest [Bermudez and Vazquez, 1994]. Throughout this
thesis, we will still use the term, well-balance, even though we actually refer to well-
balance of steady state at rest. In this thesis, we use the well balanced scheme of
[Audusse et al., 2004], see also [Audusse and Bristeau, 2005]. This scheme is called
the hydrostatic reconstruction method (HRM). A review of well-balanced methods
is presented in [Wang, 2011].
Consider the 2D mesh, Ωh described in the previous section, with all the
symbols retaining their meaning. Centred discretization of the numerical source
term, S2D,nj ≈ 1|Tj |
∫
Tj
S(Π, z)d~x does not generally verify the steady state solutions
[Katsaounis et al., 2004], so interface discretization of both the source and fluxes is
an effective way to satisfy steady state solution [Bouchut, 2007; Katsaounis et al.,
2004]. Hence, a general form to represent well-balanced schemes for (3.21) is the
upwind interface form, namely
Πn+1j = Π
n
j −
∆t
|Tj |
∑
ejk∈Ej
|ejk|
(
φ2Ds (Π
n
j ,Π
n
k , zb,j , zb,k, ~njk)+
S2D(Πnj ,Π
n
k , zb,j , zb,k, ~njk)
)
,
(3.23)
where φ2Ds is the source-dependent interface numerical flux function and S
2D is
an interface numerical source function. Each well-balanced method has its own
definitions for the functions, φ2Ds and S
2D.
As stated above, we are interested in the HRM for which these two functions
are defined in the following. Consider the interface (edge), ejk described in the mesh
Ωh above. Given the cell average vector, Πj and bottom elevation, zb,j in cell, j and
those - Πk and zb,k of the neighbour cell, k. Then, the following steps are followed:
H˜np = max(H
n
p + zb,p −max(zb,j , zb,k)), p = j, k. (3.24)
Compute : T~njkΠ
n
j and T~njkΠ
n
k , then T
−1
~njk
Πnj and T
−1
~njk
Πnk .
T˜~njkΠ
n
p =
H˜np
Hnp
T~njkΠ
n
p , p = j, k (3.25)
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φ2Ds (Π
n
j ,Π
n
k , zb,j , zb,k, ~njk) = T
−1
~njk
φ(T˜~njkΠ
n
j , T˜~njkΠ
n
k). (3.26)
S2D(Πnj ,Π
n
k , zb,j , zb,k, ~njk) = T
−1
~njk
Shrm(Hnj , H˜
n
j ). (3.27)
where
Shrm(a, a˜) =
 0g2(a2 − a˜2)
0
 for any a, a˜ ∈ R+, (3.28)
and φ is a 1D numerical flux function consistent with F1. Hence, the first-order
HRM in 2D is summarised as follows:
Πn+1j = Π
n
j −
∆t
|Tj |
∑
ejk∈Ej
|ejk|
(
T−1~njkφ(T˜~njkΠ
n
j , T˜~njkΠ
n
k) + T
−1
~njk
Shrm(Hnj , H˜
n
j )
)
.
(3.29)
The HRM, (3.28) has been widely used for solving the shallow water equa-
tions and shallow water type models, see for example [Audusse and Bristeau, 2005;
Bouchut et al., 2004; Bouchut, 2007; Mangeney-Castelnau et al., 2005; Noelle et al.,
2006; Mungkasi, 2012]. The properties of the scheme, such as being well bal-
anced, mass conservative, positivity preserving, are established [Audusse et al., 2004;
Bouchut, 2004, 2007]. It’s simplicity and robustness is the reason why it is widely
used, hence we adopt it in this thesis.
3.4.3 The 2D Shallow Water Equations with Bottom Topography
and Friction
Finally, we consider the numerical schemes for the flood model in the presence of
bottom friction, namely
∂tΠ +∇ · F (Π) = S(Π, zb) + Sb(Π)
Sb(Π) =
(
0
−g n2
H7/3
~q|~q|
)
(3.30)
where n is manning coefficient, Sb is the friction term and every other term is as
defined in (3.21). The finite volume scheme for the model, (3.30) is the addition of
a centred discritization of the friction term to the scheme (equation (3.29)) of the
46
model without friction. That is
Πn+1j = Π
n
j −
∆t
|Tj |
∑
ejk∈Ej
|ejk|
(
T−1~njkφ(T˜~njkΠ
n
j , T˜~njkΠ
n
k) + T
−1
~njk
Shrm(Hnj , H˜
n
j )
)
+ ∆tSb(Π
n
j ).
(3.31)
In section 3.8, we present a few numerical experiments to verify that we
correctly implemented this scheme.
3.5 Finite Volume Method for the Channel Flow Model
In this section, one known finite volume scheme for the numerical solution of the St
Venant Model, (2.67), in presence of friction, is briefly presented. The model with
friction is the following.
∂tA+ ∂xQ = 0.
∂tQ+ ∂x
(
Q2
A
)
= −gA∂xη¯ + gASf .
(3.32)
where A,Q, η¯ are all defined in (2.67), Sf is the channel friction slope. It depends
on the rate of flow, Q and given by
Sf =
Q|Q|
K2
. (3.33)
K is called the conveyance [Cunge et al., 1980; MacDonald, 1996] and defined as
K =
Ak1
nP k2
. (3.34)
P is the wetted perimeter of channel cross-section, k1 = 5/3, k2 = 2/3 and n is the
Manning coefficient.
For the numerical solution of the St Venant model above, we consider the
same 1D grid as described in section 3.1. So to each cell, Ki, we associate the fol-
lowing cell average discrete quantities W ni = (A
n
i , Q
n
i )
T at time level, tn. Here, we
outline the channel solver due to [Morales-Herna´ndez et al., 2012] as summarised in
[Morales-Herna´ndez et al., 2013]. This scheme is widely used for the SVM, see for
example [Morales-Herna´ndez, 2014; Morales-Herna´ndez et al., 2016]. It is well bal-
anced, mass conservative and positivity preserving [Burguete and Garc´ıa-Navarro,
2001; Morales-Herna´ndez, 2014].
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The scheme is based on the formulation of the St Venant model as presented
in [Cunge et al., 1980] and rewrites the model in the quasi-linear form.
∂tW + J(W , B)∂xW = s
′(x,W ). (3.35)
where W = (A,Q)T , the Jacobian matrix,J is given by
J(W , B) =
(
0 1
c2 − u2 2u.
)
, u =
Q
A
, c =
√
g
A
B
, (3.36)
s′(x,W ) =
 0
gA
[
So − Sf − dHdx + 1B dAdx
] . (3.37)
B is the top width at the free-surface, H = H(A,Zb(x)) is the water depth from the
1D bottom elevation, Zb(x) to the flat free-surface, η¯ and So = −dZbdx is the negative
of channel bed slope. Details about this formulation can be found in [Morales-
Herna´ndez et al., 2013]. The eigenvalues and eigenvectors of J(w,B) are found,
namely
λ1(W , B) = u− c, λ2(w,B) = u+ c
and
e1(W , B) = (1, λ1(W , B))
T , e2(W , B) = (1, λ2(W , B))
T
respectively.
The numerical scheme (see [Morales-Herna´ndez et al., 2013, 2012]) is then
given by
W n+1i = W
n
i −
∆t
∆x
[ 2∑
m=1
(
γˆ+meˆm
)
i−1/2
+
2∑
m=1
(
γˆ−meˆm
)
i+1/2
]n
(3.38)
where (
γˆ±m
)
i+1/2
=
[
1
2
[1± sgn(λˆ)]γˆ ± νˆαˆ
]
m,i+1/2
, m = 1, 2 (3.39)(
γˆm
)
i+1/2
=
(
λˆαˆ− βˆ
)
m,i+1/2
, m = 1, 2 (3.40)
νˆ is an artificial viscosity (entropy fix) to correct the entropy problem associated
48
with the Roe method [Morales-Herna´ndez et al., 2013] and is given by
(νˆm)i+1/2 =

1
4
[
(λm)i+1 − (λm)i
]
, if (λm)i < 0 < (λm)i+1
0, else
(3.41)
m = 1, 2
The Roe averaged eigenvalues and eigenvectors are
(λˆm)i+1/2 := λm(Wˆ i+2, Bˆi+1/2), (eˆm)i+1/2 := em(Wˆ i+1/2, Bˆi+1/2), m = 1, 2.
(3.42)
And the Roe average vector, Wˆ i+1/2 =
(
Aˆi+1/2
Aˆi+1/2uˆi+1/2
)
is given by
uˆi+1/2 =
√
Aiui +
√
Ai+1ui+1√
Ai +
√
Ai+1
, (3.43)
Aˆi+1/2 =
1
2
(Ai +Ai+1). (3.44)
Also
Bˆi+1/2 =
1
2
(Bi +Bi+1), (3.45)
Hˆ i+1/2 =
(
Aˆ
Bˆ
)
i+1/2
, cˆi+1/2 =
√
gHˆ i+1/2. (3.46)
Note that these Roe averages satisfy
Aˆ = HˆBˆ,
which is a requirement for the well-balanced property of the method. The wave
strengths are given by
(αˆ1)i+1/2 =
[
λˆ2∆A−∆Q
2cˆ
]
i+/2
, (αˆ2)i+1/2 =
[−λˆ1∆A+ ∆Q
2cˆ
]
i+1/2
. (3.47)
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Finally,
(βˆ1)i+1/2 =
(
− g Aˆ
2cˆ
[
(Sˆ0 − Sˆf )∆x−∆H + 1
Bˆ
∆A
])
i+1/2
, (3.48)
(βˆ2)i+1/2 = −(βˆ1)i+1/2, (3.49)
(Sˆo)i+1/2 =
Zb,i+1 − Zb,i
xi+1 − xi , (Sˆf )i+1/2 = Sf (wˆi+1/2). (3.50)
where (∆p)i+1/2 = pi+1−pi for any quantity, p. In section 3.8, we present numerical
experiments to verify that we correctly implemented this scheme.
3.6 Boundary Conditions
Recall that to compute the interface numerical fluxes and/or sources, we require the
cell average of the current cell and those of its neighbours. However, if the current
cell is on the boundary of the domain, then at least one of its neighbours would
not exist, so we would not have the needed cell averages to compute the interface
fluxes and sources. These neighbour cell averages are obtained from the boundary
conditions. There are several types of boundary conditions [Leveque, 2002; Toro,
1999; Roberts, 2013] but only two types are discussed here. They are solid and
open boundaries. We briefly discuss them below. Let j denote the cell inside the
computational domain and k, the fictitious boundary cell. Let ~n := (n1, n2)
T , and
~n⊥ := (−n2, n1)T be the outward normal and tangential vectors to the boundary.
Define the following:
~u = (u¯, v¯)T , the velocity vector.
un := n1u¯+ n2v¯, the velocity normal to the boundary.
un⊥ := −n2u¯+ n1v¯, the velocity tangential to the boundary.
Πˆj =
 HjHjun,j
Hjun⊥,j
 , the known flow vector in cell, j.
Πˆk =
 HkHkun,k
Hkun⊥,k
 , the unknown flow vector in cell, k.
where un,j and un⊥,j are the normal and tangential velocities in cell, j and un,k and
un⊥,k are those of cell k. The goal here is to explain how to obtain Πˆk.
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3.6.1 Solid Boundary
This type of boundary corresponds to a solid wall and requires that the velocity
normal to it be zero [Bristeau and Coussin, 2001; Leveque, 2002], namely
~u · ~n = 0. (3.51)
For this boundary, we assume the continuity of the tangential velocity, un⊥ and the
water depth, H but reflect the normal velocity, un, hence we define
Πˆk =
 Hj−Hjun,j
Hjun⊥,j
 . (3.52)
[Bristeau and Coussin, 2001].
3.6.2 Open Boundary
There is no physical obstacle to flow on this type of boundary. The value to be
prescribed in this type of boundary depends on the flow conditions. We consider
the following 1D shallow water system projected in the normal direction, namely
∂tΠˆ + ∂nF (Πˆ) · ~n = 0 (3.53)
where Πˆ = (H,Hun, Hun⊥)
T and F is the flux function in the 2D SWE. We consider
only the following two of the eigenvalues of the Jacobian matrix of this system, λ1 =
un − c and λ2 = un + c and their associated Riemann invariants, r1 = un − 2c, r2 =
un + 2c, where c =
√
gH.
Define the Froud number,
Fr =
|~u|
c
. (3.54)
Then, the boundary values are specified depending on if the flow is sub-critical;
Fr < 1, (|~u| < c), (3.55)
or super-critical;
Fr > 1, (|~u| > c). (3.56)
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Sub-critical Flow: |~u| < c.
If |~u| < c, then the eigenvalue, λ2 = un + c is positive. This means that λ2
corresponds to an outgoing characteristics and the associated Riemann invariant
must be constant along this characteristics, namely
un,k + 2ck = un,j + 2cj , (3.57)
where cp =
√
gHp, p = j, k.
Then, (3.57) allows to compute un,k if H is known on the boundary or to
compute Hk if the velocity is imposed on the boundary [Hou et al., 2013, 2015;
Bristeau and Coussin, 2001]. The tangential velocity, un⊥,k is assumed equal to
that of the inner cell, j. Then, the x and y velocity components are recovered from
u¯ = unn1 − un⊥n2, (3.58)
v¯ = unn2 + un⊥n1, (3.59)
[Hou et al., 2013].
Super-critical Flow: |~u| > c.
For an inflow boundary, the flow condition are all imposed and none is taken from
the inner cell. This gives Πˆk. For the outflow boundaries, all the flow variables in
the fictitious cell are taken from the inner cell, hence Πˆk = Πˆj .
Remark 3.6.1. In all the experiments performed in this thesis, closed boundaries
are treated exactly as explained in this section. But for the open boundaries whose
boundary conditions are not explicitly imposed, we implement the transmissive bound-
ary condition, that is we take all the flow variables from the inner cell, namely
Πˆk = Πˆj . We adopt this approach since it is also widely used, see [Toro, 2001;
Leveque, 2002; Toro, 1999].
3.7 Time step calculations
Finally, we discuss how the time step sizes, ∆t is chosen in our simulations. Time
step sizes, ∆t are computed based on the CFL condition, named after Courant,
Friedrichs and Lewy [Leveque, 2002]. The CFL condition requires that the nu-
merical domain of dependence contains the true domain of dependence of the PDE
[Leveque, 1992, 2002] and this results to the requirement that numerical wave speeds
do not travel a distance more than the size of one grid cell in one time step [Toro,
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1999, 2001]. Here, we adopt the following for time step size calculations. For 1D
simulations, we use
∆t = CFLmin
i
(
∆xi
maxj{|λj |}i
)
(3.60)
where CFL is called the CFL number or Courant number [Leveque, 2002; Toro,
1999, 2001] and it satisfies
0 < CFL < 1
For 2D simulations, we use
∆t = CFLmin
i,j
(
∆xi,j
maxk{|λk|i,j} ,
∆yi,j
maxk{|λk|}i,j
)
(3.61)
where λk is the maximum eigenvalue of Jacobians of F1 and F2. Other choices exists
for 2D unstructured grids, see [Morales-Herna´ndez et al., 2013; Hou et al., 2015] for
example. In all our simulations we use CFL = 0.95.
3.8 Numerical Results
In this section, we briefly present a few test cases to verify that we correctly im-
plemented the numerical schemes described in the previous sections of this chapter.
The detailed numerical analysis of the schemes are out of the scope of this thesis.
We also present a 2D simulation of flow in a channel connected to a floodplain and
use the results to show that it is indeed beneficial to couple 1D and 2D simulations
as claimed in the literature and in this thesis. We remark that both the 1D and 2D
solvers have been tested for several tests cases from literature including the tests for
well balance of lake at rest and mass conservation. Here, we only report a few test
cases for each solver to demonstrate that they are correctly implemented to achieve
their intended purposes.
3.8.1 Test Cases for the 1D Channel Flow Solver
We present two test cases for the 1D scheme.
1D test case 1 : Riemann problem in a constant width channel
The first test consists of a Riemann problem in a constant width, flat bottom and
50.0 metre long channel with an initial discontinuity located at 10 metres from the
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beginning of the channel. The initial condition is the following.
H(x, 0) =
1.0, if x < 10.00.1, if x ≥ 10.0 , u(x, 0) =
2.5, if x < 10.00.0, if x ≥ 10.0
For this problem, we used open boundaries conditions on both ends of the domain.
This test case is from chapter 7 in [Toro, 2001] where the exact solutions are also
presented. This exact solution is also implement for the purpose of this thesis and
used to compare the result of the scheme being discussed here. The simulation was
run for 7.0 seconds using a grid of 500 cells.
The results of the exact and numerical solutions for the free-surface elevation
and velocity after four different time steps are plotted in figure 3.3 . The plots are
for the solutions at the 100th, 200th, 400th and 465th time steps which, respectively,
correspond to the following times 1.5 seconds, 3.01357 seconds, 6.02277 seconds and
7 seconds of the simulation. It can seen that the numerical solutions for both free
surface and velocity reasonably approximate the exact solutions at all the outputted
time steps.
As a further validation of the scheme, we consider the experimental order of
convergence (EOC). Let w be an exact solution which we want to approximate and
wh be a numerical approximation obtained using a grid size of h = ∆x. If there is
a constant C independent of h, such that
|wh − w| ≤ Chp, (3.62)
for sufficiently small h, then the method is said to be of order p. We consider the
l1-norm error of our solution, namely
Error =
1
N
N∑
i=1
|wi − w¯(xi)| (3.63)
where, N is the number of grid cells, wi and w¯, the approximate and exact cell
average of the solution in the cell with center at xi. Then the EOC is computed on
a sequence of simulations with decreasing grid sizes
h
(
1
2
)n
, for n = 0, 1, 2, ... (3.64)
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Figure 3.3: Exact and Numerical Results for the Riemann problem showing the free
surface elevation (left column) and velocity (right column) at different time steps.
From the top to the bottom are the results at the 100th, 200th, 400th and the last
(465th) time steps. In each plot, the exact and numerical solutions are in blue and
magenta respectively. 55
where h is the coarsest (initial) grid size. Specifically, EOC is defined as
p =
log
(
Eh
Eh/2
)
log2
(3.65)
where Eh and Eh/2 are the errors for approximate solutions obtained with grids
sizes h and h/2 respectively.
Table 3.1 shows the errors and experimental order of convergence for both
wetted cross sectional area and discharge. As stated before, all the methods dis-
cussed in this thesis are first-order methods. It is clear that the order of convergence
of the method for both quantities tend to one. The difficulty in reaching one, exactly,
is due to the fact that the problem contains discontinuity.
N EA EOCA EQ EOCQ
10 0.147049 - 0.377779 -
20 0.0753928 0.963797 0.189512 0.99525
40 0.0412884 0.868692 0.0958896 0.982844
80 0.0212781 0.956365 0.0504271 0.927175
160 0.0114398 0.89531 0.0263537 0.936192
320 0.00610385 0.906268 0.0134899 0.966129
640 0.0032658 0.902286 0.00712752 0.920407
Table 3.1: Experimental Order of Convergence for the 1D Riemann Problem (1D
test case 1). EA, EQ are the errors in the cross sectional area, A and discharge, Q
respectively, while EOCA and EOCQ are their respective orders of accuracy.
1D test 2 : 1D Flow over a channel with varying geometry
In the next test case we simulate the flow in a 1500 meter long locally rectangular
channel with varying width and non-flat bottom as used in [Morales-Herna´ndez
et al., 2012]. The bottom and width of the channel are shown in figure 3.4 and their
measurements are obtained from [Va´zquez-Cendo´n, 1999]. The initial conditions
are zero velocity and constant free surface elevation of 12 metres. The boundary
conditions are
Q(1500, t) = 0.0
H(0, t) = 16.0 + 4sin
(
(t− 10800)pi
21600
) (3.66)
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(b) The channel bottom elevation for the 1D test
case 2.
Figure 3.4: The channel width and bed variations for the 1D flow in varying geom-
etry channel.
The numerical solution is computed with a grid of 1,500 cells and the results after
10,800 seconds are shown in figure 3.5. To validation our implementation, we used
a reference solution obtained on a refined mesh with 3,000 cells. The solutions are
shown in figure 3.5. It can be see that both solutions are are very close. Again,
the solution obtained here agrees with those in the literature, particularly, those
presented in [Morales-Herna´ndez et al., 2012]. This proves that our implementation
of the 1D solver is correct.
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(a) Free-surface elevation, η¯ = H + Zb after
10,800 seconds.
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(b) The discharge, q = Hu(m2/s) after 10,800
seconds.
Figure 3.5: Numerical Solution for the flow in channel with varying geometry (1D
test 2).
3.8.2 Test Cases For the 2D Floodplain Flow Solver
We now turn to the 2D scheme.
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Figure 3.6: Bed elevation and initial free surface elevation for still water
2D test case 1: Still water over complex bottom topography
The test case for 2D solver is to check its ability to preserve well balance of lake at
rest. Consider a 2D domain, [0, 1]× [0, 1] whose bottom elevation is given by
zb(x, y) =
z0(x, y), if 0.375 ≤ x ≤ 0.625 and 0.375 ≤ y ≤ 0.6250, otherwise. (3.67)
where
z0(x, y) = 0.5
[
cos
(
(x− 0.5)pi
0.25
)
cos
(
(y − 0.5)pi
0.25
)]2
(3.68)
The initial condition is given as follows
H(x, y, 0) = 1− zb(x, y)
u¯(x, y, 0) = v¯(x, y, 0) = 0
(3.69)
This problem corresponds to a still water over a complex bottom topography, see
figure 3.6. The numerical solution is computed with a 50-by-50 cell grid and the
results after 5 seconds are shown in figure 3.7. As depicted, the steady state of water
at rest is preserved in the sense that the free surface elevation remains unchanged
while discharges are correct with very small errors of the order of 10−16.
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(a) Free-surface Elevation (b) Discharge along x-direction
(c) Discharge along y-direction
Figure 3.7: Numerical Results after 5 seconds for the still water over complex bottom
topography
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2D Test 2 : Oscillatory Flow in a Parabolic Basin
The problem of the 2D flow over a parabolic basin, whose analytical solution (in
presence of Coriolis force) is derived in [Thacker, 1981], is next considered. The
bottom topography is given by
zb(x, y) = h0 + z0(x, y), (3.70)
where
z0(x, y) = h0
(
(x− L2 )2 + (y − L2 )2
a2
− 1
)
, ∀(x, y) ∈ [0, L]× [0, L], (3.71)
where h0, a and L are constants. Like in [Delestre et al., 2013], the Coriolis force is
ignored in this thesis, so the Thacker’s analytical solution takes the following form:
H(x, y, t) = 2
η0h0
a2
((
x− L
2
)
cosωt+
(
x− L
2
)
sinωt− η0
2
)
− z0(x, y).
u¯(x, y, t) = −η0ω sinωt, v¯(x, y, t) = η0ω cosωt.
(3.72)
η0 is a constant and ω =
√
2gh0
a2
. This corresponds to flow in which the water surface
remains planar and rotates in the basin. As prescribed in [Delestre et al., 2013], we
consider the following data: a = 1, h0 = 0.1, η0 = 0.5 and the domain length in each
direction is L = 4. The initial condition is taken as the analytical solution at t = 0
(see figure 3.8). We consider the closed boundary conditions on all the walls.
We simulate this problem using a grid of 300 cells in each direction and
the results outputted after 5.93018 seconds. Figure 3.9 displays the numerical (left
column) and analytical (right column) solutions for the water height and the dis-
charges. It can be seen that the numerical results reasonably approximate the
analytical results even as this problem consists of wet/dry interfaces which presents
much difficulty to numerical schemes.
As a further validation, this test case is used to compute the rate of conver-
gence for the 2D scheme in l1-norm. For this, we run the simulate up to t = 1.0 with
initial grid of size 10× 10. Table 3.2 shows the errors, in l1-norm, for the conserved
variables alongside their convergence rates. Convergence rates for all variables are
seen to be approaching one which as expected for the scheme being examined. This
verifies that the scheme is properly implemented.
With the above results, we are now satisfied that the schemes presented in
the previous sections are correctly implemented to achieve the intended purposes.
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Figure 3.8: The bottom elevation and the initial water depth and discharges for 2D
test case 2.
Steps Grid EH EOCH Eqx EOCqx Eqy EOCqy
0.4 10× 10 0.0601382 - 0.0511435 - 0.0501766 -
0.2 20× 20 0.0338552 0.828904 0.0284981 0.843682 0.0291977 0.78116
0.1 40× 40 0.020067 0.754555 0.0174113 0.710842 0.0163561 0.836022
0.05 80× 80 0.0115893 0.792035 0.0101739 0.775146 0.00884623 0.886699
0.025 160× 160 0.00654927 0.82338 0.00577636 0.816646 0.00470902 0.909636
0.0125 320× 320 0.00362899 0.851769 0.00321985 0.843169 0.00247111 0.930266
Table 3.2: Experimental Order of convergence for the 2D scheme using the flow in
parabolic basin problem (2D test 2). EH , Eqx and Eqy are the errors in l1-norm
of H, qx and qy respectively, while EOCH , EOCqx and EOCqy are their respective
experimental order of convergence.
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Figure 3.9: Numerical (left) and analytical (right) results for the water height and
the discharges after 5.93018 seconds for 2D test case 2.
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3.8.3 Why Coupling is needed
Finally, we demonstrate why combining 2D and 1D solvers is necessary for efficient
simulation of river flooding problems. For this, we use the problem considered in
[Morales-Herna´ndez et al., 2013]. This problem consists of a dam break flow in a 19.3
meter long, 0.5 meter constant width flat channel which ends into a flat floodplain,
see figure 3.10. The National Laboratory of Civil Engineering in the IST in Portugal
designed and measured this test case [Viseu et al., 1999; Morales-Herna´ndez et al.,
2013]. A reservoir is located from the left end of the channel to 6.10 metres away
(position of dam in figure 3.10). The initial condition is
H(x, y, 0) =
0.504, at the reservoir, that is 0 ≤ x ≤ 6.10 and 1.8 ≤ y ≤ 2.30.003, elsewhere
u¯(x, y, 0) = v¯(x, y, 0) = 0 everywhere
The manning coefficient for both channel and floodplain is 0.009s/m1/3 and the
boundaries are all closed walls except the right side as indicated in figure 3.10. The
labels P1, P2, . . . , P6 are probe points in the flow domain. More about this test case
can be found in [Morales-Herna´ndez et al., 2013; Viseu et al., 1999].
Figure 3.10: Top view of Channel and Floodplain for river-flooding problem
The flow is simulated with a 193 × 91 grid. Figure 3.11 displays the free
surface elevation after ten seconds while figure 3.12 compares the results of the
simulation with those of experiment at the probe points, P1, P2, . . . , P6. It can be
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Figure 3.11: Final Free Surface Elevation, η after ten seconds.
seen that the numerical results reasonably approximate the experimental results,
especially the wave arrival times at the various probe points.
Figures 3.13 display scatter plots of flow quantities (η, qx and qy) within the
river channel ( that is, points in [0, 19.3]× [1.8, 2.3] ∈ R2 in figure 3.10). We observe
the following. (i) From figure 3.13(a), we see that the free surface elevation is a single
value at any point in the channel (0 ≤ x ≤ 12.55 for all y ∈ [1.8, 2.3]) before the
channel/floodplain part(x > 12.55). This means that the free surface does not vary
laterally (in y) within the channel if flooding does not occur. On the other hand, for
points (x > 12.55) where channel connects with floodplain, the free surface elevation
vary laterally (in y). However, these variations are small. (ii) The observation for η
in (i) above is also observed for qx and qy in figures 3.13(b) and 3.13(c) respectively.
That is, qx and qy do not vary laterally when not overflowing. (iii) From figure
3.13(c), the y−discharge, qy remains at absolute zero if not flooding(x ≤ 12.55) but
varies when flooding (x > 12.55).
From the above observations, we conclude the following (a) the flow is ab-
solutely 1D in the channel if not flooding and (b) even in the event of flooding,
the lateral variations are small. However, recall that this simulation uses 91 cells,
that grid spacing of 0.0252 along y-direction even inside the channel. This means
that a huge number of 20 (approximately) cells in y−direction were used within the
channel even when these cells all have the same solution because the flow is 1D.
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Figure 3.12: Comparison of the simulation results with the experimental data for
the free surface elevation, η after the last time step. The positions of the probe
points are indicated in figure 3.10.
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This is an avoidable computational expensive simulation.
Therefore, it is expedient to apply 1D simulation within the channel and
retain 2D simulations in the floodplains. This has been the subject of much re-
search and also the focus of the subsequent chapters of this thesis. Precisely, this
thesis emphasis on two points which have not been given too much attention in
the literature, namely (i) As revealed in figure 3.13(c), there is lateral variations in
qy (also in η and qx) during flooding, hence the first coupling method proposed in
this thesis aims to restore the variations in qy while retaining 1D simulations within
the channel. (ii) As revealed in figures 3.13(a)-3.13(c), all flow quantities actually
vary laterally (even though small) during flooding. Therefore, the second method
proposed in this thesis is a family of methods that aim to restore all flow variations
whenever flooding. The goal of the methods proposed in this thesis is to reproduce
the full 2D simulation results at reduced computational cost, not to reproduce the
experimental results. We therefore remark the following.
Remark 3.8.1. Throughout this thesis, the full 2D simulation results, like those
obtained this section, are considered as the benchmark results which we wish our
coupled methods in subsequent chapters to reproduce, at best. We do not aim to
reproduce the experimental results.
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Figure 3.13: Lateral Variation of the flow quantities within the channel after ten
seconds (the last time step). 67
Chapter 4
The Horizontal Coupling
Method
4.1 Introduction
In this chapter, we propose a coupling method following the lines of existing meth-
ods. The proposed method adopts the derivation of the Saint Venant Models pre-
sented in section 2.4. By taking into account a completely filled channel, we reuse
the more general form of the models derived in section 2.4 to formulate the proposed
method. We classify the proposed method as a horizontal coupling method since
we still assume that the free-surface elevation is laterally horizontal in the channel.
Hence, throughout this thesis, we use the name ”the horizontal coupling method
(HCM)” to identify this method. The derivation of the models follows the lines of
[Marin and Monnier, 2009], however, we do not impose or use any restriction on the
channel width variation in order to derive the resulting coupling term. The cou-
pling term so obtained is intuitively simple to compute in the context of conservative
numerical methods.
A fundamental issue we consider here is the channel lateral discharge during
overflow. By physical intuition, during overflow like flooding or draining, water
flows out of or into the channel from both of its lateral boundaries. This means
that lateral velocities (or discharges) at both sides are in opposite directions and
very likely to differ in magnitude. Therefore, the lateral discharge will rarely be
constant across the channel cross sections, even though the free-surface elevation
remains constant over the cross section. Consequently, we propose that different
discharges for each lateral boundary of a given cross section, need to be computed.
We employ the 2D vertical-component shallow water equation (2.31), as an ad-hoc
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model to compute these lateral discharges.
The numerical approximation for the channel model with coupling terms, is
proposed in the context of finite volume methods. The numerical scheme is shown to
be globally well balanced with respect to lake at rest. The ”no numerical flooding”
property is introduced and the proposed scheme is equipped to preserve this property
through the use of hydrostatic reconstruction [Audusse et al., 2004]. This property
is also proved to hold.
For channels whose walls are parallel to the x-axis, a finite volume approxi-
mation of our resulting model coincides with the flux based method (FBM) proposed
in [Blade´ et al., 2012], if we do not compute the lateral discharges as proposed here.
However, for more general cases, the finite volume approximation of our model,
differs from the FBM of [Blade´ et al., 2012].
The remaining of this chapter is organised as follows. In section 4.2, we
present the 1D channel models with coupling term and also write down the ad-hoc
model for the lateral discharges. The 2D models for flood simulations are stated in
section 4.3. A general numerical scheme for the 1D models and a detailed presenta-
tion of the discrete coupling term are presented in section 4.5. We also present the
numerical scheme for the lateral discharge model in this section. Then the proper-
ties of the method are discussed in section 4.6 where we introduce the concept of
”no-numerical flooding property” and show that the method preserves this property
and is also well-balanced. In section 4.7, we suggest one implementation strategy
for the proposed coupling method. Finally, in section 4.8, we present one numerical
test to access the performance of the method. More experiments are presented in
chapter 6.
4.2 The Channel Model with Coupling Terms
The task at hand is to couple the flow of water in the sub domains, Ωc and Ωf ,
depicted in figures 4.1 (top view) and 4.2 (cross sectional view). As we stated in
chapter 1.3, the flow in the floodplain regions are described by the 2D shallow water
equations (2.32), so we focus on the flow in the channel, Ωc throughout this section.
To do this, we decouple the channel from the rest of the domain, see figure 4.3.
Then, we focus on deriving the model specifically for the flow in the channel region.
The coupled model we seek to present follows exactly the assumptions of
section 2.4 for flow in the channel, Ωc except that we allow for the possibility of
a full channel cross section. Figure 4.3 depicts this situation. All channel symbols
retain their meanings from figure 2.2. Since the cross section is possibly full, we
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Figure 4.1: Top view of 2D flow domain, Ω2 = Ωc ∪ Ωf consisting of the river
channel, Ωc and the floodplains, Ωf = Ωf1 ∪ Ωf2 .
Figure 4.2: Cross sectional view of 2D flow domain, Ω2 = Ωc ∪Ωf consisting of the
river channel, Ωc and the floodplains, Ωf = Ωf1 ∪ Ωf2 .
extend the definition of cross section width functions, B(x, z), yl,r(x, z) to include
the region above channel wall elevation (i.e. where z ≥ zwb (x)) as follows:
B(x, z) = B(x, zwb (x)),
yl,r(x, z) = y
w
l,r(x) := yl,r(x, z
w
b (x)),
}
∀ z ≥ zwb (x). (4.1)
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Figure 4.3: Channel cross section in HCM without the floodplains, showing the
channel bottom topography, zb(x, y) (in red), the channel wall elevation , z
w
b (x),
laterally flat free-surface elevation η¯(x, t), the bottom elevation in 1D sense Zb(x),
the top width B(x, zwb (x)) and the y−coordinates ywl (x) := yl(x, zwb (x)) and
ywr (x) := yr(x, z
w
b (x)) respectively of the left and right lateral walls at the chan-
nel top. H(x, y, t) is the depth of water measured from zb(x, y) to the flat free
surface η¯(x, t).
So that
B(x, η¯(x, t)) = B(x, zwb (x)),
yl,r(x, η¯(x, t)) = yl,r(x, z
w
b (x)),
}
whenever η¯(x, t) ≥ zwb (x). (4.2)
Therefore,
zb( ~X)|y=yl,r(x,η¯(x,t)) = zb( ~X)|y=ywl,r(x) = z
w
b (x) whenever η¯(x, t) ≥ zwb (x). (4.3)
In this last equation, the first equality follows from (4.2), while the second equality
follows from equation (2.39). This allows to simplify the lower limits appearing in
the coupling terms and also the lateral functions.
The fact that the channel might be full means that equations (2.40) and (2.41)
no longer hold. Therefore, all the integrals on the right hand sides of equations (2.56)
and (2.65) no longer vanish. That is, ΦA(x, t) in (2.57) and ΦQ(x, t) in (2.64) no
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longer vanish where
ΦA(x, t) = ∂xyr(x, η¯)
 η¯(x,t)∫
zb( ~X)
udz

y=yr(x,η¯)
−
 η¯(x,t)∫
zb( ~X)
vdz

y=yr(x,η¯)
− ∂xyl(x, η¯)
 η¯(x,t)∫
zb( ~X)
udz

y=yl(x,η¯)
+
 η¯(x,t)∫
zb( ~X)
vdz

y=yl(x,η¯)
.
(4.4)
ΦQ(x, t) = ∂xyr(x, η¯)
 η¯(x,t)∫
zb( ~X)
u2dz

y=yr(x,η¯)
−
 η¯(x,t)∫
zb( ~X)
uvdz

y=yr(x,η¯)
− ∂xyl(x, η¯)
 η¯(x,t)∫
zb( ~X)
u2dz

y=yl(x,η¯)
+
 η¯(x,t)∫
zb( ~X)
uvdz

y=yl(x,η¯)
.
(4.5)
Hence, we obtain the 1D channel model with coupling term as equations (2.56) and
(2.65), namely
∂tA(x, t) + ∂xQ(x, t) = Φ
A(x, t). (4.6)
∂tQ(x, t) + ∂x
(
Q2(x, t)
A(x, t)
)
= −gA(x, t)∂xη¯(x, t) + ΦQ(x, t). (4.7)
We note that ΦA(x, t) and ΦQ(x, t) are non-zero only when channel is full,
otherwise they are zero because the limits of integration would then be equal. Since
the coupling term is zero except when, η¯(x, t) ≥ zwb (x), that is when yl,r(x, η¯(x, t)) =
yl,r(x, z
w
b (x)), hence we can replace the lateral points in the coupling terms with
yl,r(x, z
w
b (x)) and denote them as
ywl (x) = yl(x, z
w
b (x)) and y
w
r (x) = yr(x, z
w
b (x)). (4.8)
To proceed, let us recall from (2.26) and (2.27) the following quantities of
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2D SWEs.
qx( ~X, t) =
η( ~X,t)∫
zb( ~X)
u( ~X, z, t)dz,
qy( ~X, t) =
η( ~X,t)∫
zb( ~X)
v( ~X, z, t)dz,
η( ~X,t)∫
zb( ~X)
u2( ~X, z, t)dz ' q
2
x
H
,
η( ~X,t)∫
zb( ~X)
u( ~X, z, t)v( ~X, z, t)dz ' qxqy
H
.
(4.9)
Using equations (4.9) the coupling terms become
ΦA(x, t) = qx|y=ywr (x)∂xywr (x)− qy|y=ywr (x) − qx|y=ywl (x)∂xy
w
l (x) + qy|y=ywl (x).
(4.10)
ΦQ(x, t) =
q2x
H
∣∣∣∣
y=ywr (x)
∂xy
w
r (x)−
qxqy
H
∣∣∣∣
y=ywr (x)
− q
2
x
H
∣∣∣∣
y=ywl (x)
∂xy
w
l (x) +
qxqy
H
∣∣∣∣
y=ywl (x)
.
(4.11)
Therefore, the 1D channel model with coupling terms can be summarised as
∂tA(x, t) + ∂xQ(x, t) = Φ
A
L(x, t) + Φ
A
R(x, t). (4.12)
∂tQ(x, t) + ∂x
(
Q2(x, t)
A(x, t)
)
= −gA(x, t)∂xη¯(x, t) + ΦQL (x, t) + ΦQR(x, t). (4.13)
where
ΦAL(x, t) =
(
−qx|y=ywl (x)∂xy
w
l (x) + qy|y=ywl (x)
)
. (4.14)
ΦAR(x, t) =
(
qx|y=ywr (x)∂xywr (x)− qy|y=ywr (x)
)
. (4.15)
ΦQL (x, t) =
(
−q
2
x
H
∣∣∣∣
y=ywl (x)
∂xy
w
l (x) +
qxqy
H
∣∣∣∣
y=ywl (x)
)
. (4.16)
ΦQR(x, t) =
(
q2x
H
∣∣∣∣
y=ywr (x)
∂xy
w
r (x)−
qxqy
H
∣∣∣∣
y=ywr (x)
)
. (4.17)
The difference between the approach adopted here and the one proposed in [Marin
and Monnier, 2009] is in the following subsection.
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4.2.1 Notational Simplification
The coupling terms above are not straight forward to identify or approximate but
we can transform them into forms that can be easily recognised and computed, at
least approximately. For this purpose, we reformulate them to functions of fluxes
at channel lateral boundaries which are easily computed at least in the framework
of conservative numerical methods, like the finite volume methods.
Figure 4.4: Top view of Lateral Boundaries (at elevation, z = zwb (x))
Let ~nl = (n
x
l , n
y
l )
T and ~nr = (n
x
r , n
y
r)T be the outward unit normal vectors to
the lateral boundaries at y = ywl (x) and y = y
w
r (x) respectively (see figure 4.4). Then
ml =
nyl
nxl
and mr =
nyr
nxr
are the slopes of the normal lines along ~nl, ~nr. Furthermore,
by the theorem of perpendicular straight lines, the slopes ∂xy
w
l (x) and ∂xy
w
r (x) of
tangents to ywl (x) and y
w
r (x) satisfy the following :
ml∂xy
w
l (x) = −1, mr∂xywr (x) = −1.
Therefore, we obtain the slopes of the lateral boundaries in terms of the outward
unit normals as follows :
∂xy
w
l (x) = −
nxl
nyl
, ∂xy
w
r (x) = −
nxr
nyr
, nyl , n
y
r 6= 0. (4.18)
Define ~q = (qx, qy)
T , then using the above relations, we now rewrite the
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coupling terms as follows :
ΦAL(x, t) =
nxl
nyl
qx( ~X, t)|y=ywl (x) + qy( ~X, t)|y=ywl (x) =
1
nyl
(
~q · ~nl
)∣∣∣∣
y=ywl (x)
. (4.19)
ΦAR(x, t) = −
nxr
nyr
qx( ~X, t)|y=ywr (x) − qy( ~X, t)|y=ywr (x) = −
1
nyr
(
~q · ~nr
)∣∣∣∣
y=ywr (x)
.
(4.20)
ΦQL (x, t) =
nxl
nyl
q2x(
~X, t)
H( ~X, t)
∣∣∣∣
y=ywl (x)
+
qy( ~X, t)qy( ~X, t)
H( ~X, t)
∣∣∣∣
y=ywl (x)
=
1
nyl
(
nxl
q2x(
~X, t)
H( ~X, t)
+ nyl
qy( ~X, t)qy( ~X, t)
H( ~X, t)
)∣∣∣∣
y=ywl (x)
=
1
nyl
(
nxl
[
q2x(
~X, t)
H( ~X, t)
+
g
2
H2( ~X, t)
]
+ nyl
qy( ~X, t)qy( ~X, t)
H( ~X, t)
)∣∣∣∣
y=ywl (x)
− n
x
l
nyl
g
2
H2( ~X, t)
∣∣∣∣
y=ywl (x)
.
(4.21)
ΦQR(x, t) = −
nxr
nyr
q2x(
~X, t)
H( ~X, t)
∣∣∣∣
y=ywr (x)
− qy(
~X, t)qy( ~X, t)
H( ~X, t)
∣∣∣∣
y=ywr (x)
= − 1
nyr
(
nxr
[
q2x(
~X, t)
H( ~X, t)
+
g
2
H2( ~X, t)
]
+ nyr
qy( ~X, t)qy( ~X, t)
H( ~X, t)
)∣∣∣∣
y=ywr (x)
+
nxr
nyr
g
2
H2( ~X, t)
∣∣∣∣
y=ywr (x)
.
(4.22)
Let f1L(x, t) and f
2
L(x, t) be the first and second components respectively, of
the analytical flux of the 2D SWE in direction of ~nl, that is F (Π( ~X, t)).~nl
∣∣∣∣
y=ywl (x)
.
Then
f1L(x, t) =
(
~q.~nl
)∣∣∣∣
y=ywl (x)
and (4.23)
f2L(x, t) =
(
nxl
[
q2x(
~X, t)
H( ~X, t)
+
g
2
H2( ~X, t)
]
+ nyl
qy( ~X, t)qy( ~X, t)
H( ~X, t)
)∣∣∣∣
y=ywl (x)
, (4.24)
see the definition of F (Π) in (3.8). Similarly, let the first and second components of
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2D SWE flux in direction of ~nr be denoted f
1
R(x, t) and f
2
R(x, t) respectively, then
f1R(x, t) =
(
~q.~nr
)∣∣∣∣
y=ywr (x)
and (4.25)
f2R(x, t) =
(
nxr
[
q2x(
~X, t)
H( ~X, t)
+
g
2
H2( ~X, t)
]
+ nyr
qy( ~X, t)qy( ~X, t)
H( ~X, t)
)∣∣∣∣
y=ywr (x)
. (4.26)
Therefore, we get the coupling terms (4.19)-(4.22) in flux forms, namely
ΦAL(x, t) =
1
nyl
f1L(x, t), (4.27)
ΦAR(x, t) = −
1
nyr
f1R(x, t), (4.28)
ΦQL (x, t) =
1
nyl
f2L(x, t)−
nxl
nyl
g
2
H2( ~X, t)
∣∣∣∣
y=ywl (x)
, (4.29)
ΦQR(x, t) = −
1
nyr
f2R(x, t) +
nxr
nyr
g
2
H2( ~X, t)
∣∣∣∣
y=ywr (x)
. (4.30)
Hence, the 1D channel model with coupling terms is
∂tA(x, t) + ∂xQ(x, t) =
1
nyl
f1L(x, t)−
1
nyr
f1R(x, t). (4.31)
∂tQ(x, t) + ∂x
(
Q2(x, t)
A(x, t)
)
= −gA(x, t)∂xη¯(x, t) + 1
nyl
f2L(x, t)
− n
x
l
nyl
g
2
H2( ~X, t)
∣∣∣∣
y=ywl (x)
− 1
nyr
f2R(x, t) +
nxr
nyr
g
2
H2( ~X, t)
∣∣∣∣
y=ywr (x)
.
(4.32)
where f1L and f
2
L are the first and second components respectively, of out-going 2D
flux at the left boundary, y = ywl (x), while f
1
R and f
2
R are the first and second
components of the out-going 2D flux at the right lateral boundary y = ywr (x).
The coupling term derived by [Marin and Monnier, 2009] which we denote
by Φmm is the following
Φmm =
(
f1L(x, t)− f1R(x, t)
f1L(x, t)u|y=ywl (x) − f1R(x, t)u|y=ywr (x)
)
(4.33)
Remark 4.2.1. We obtained the above coupling terms without using or imposing
any restriction on the channel width variation as done in [Marin and Monnier,
2009]. And our coupling term, Φ = (ΦA,ΦQ)T clearly differs from theirs in (4.33).
Remark 4.2.2. We will use the term 1D Saint Venant Model with Coupling
Term to refer to the model, (4.31) and (4.32).
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4.2.2 Lateral Discharge Model During Flooding
To compute the lateral discharges in the channel, we use the following y-discharge
equation in the 2D shallow water equations:
∂tqy( ~X, t) + ∂xfx(Π) + ∂yfy(Π) = −gH( ~X, t)∂yzb( ~X) (4.34)
where
Π = (H, qx, qy)
T , fx(Π) =
qxqy
H
; fy(Π) =
q2y
H
+
1
2
gH2.
Remark 4.2.3. We will use the term Channel Flow Model to refer to the model,
(4.31), (4.32) and (4.34).
4.2.3 Summary of the Channel Flow Model for the HCM
In summary, the model for describing the channel flow in HCM is the system made
of equations (4.31), (4.32) and (4.34), see figure 4.5. This is the system that is
solved within the channel, while the 2D shallow water equations are solved in the
floodplains.
Figure 4.5: Diagram explaining the equations solved in the channel. The equations
are the 1D Saint Venant model with coupling terms (4.31) and (4.32) and the lateral
discharge equation (4.34). Dotted lines indicate the end of channel region at which
the lateral fluxes between the channel and floodplains are computed.
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4.3 Floodplain Flow Model
As mentioned above, we describe the flow in the floodplain Ωf (see figure 4.1) using
the 2D shallow water equations (2.32) presented in section 2.3.
4.4 Summary of all Models in the HCM
To conclude the modelling aspect of the HCM, we summarise that the 1D Saint
Venant model with coupling term, (4.31)-(4.32) and the lateral discharge equation
(4.34) are solved for the flow in the channel while the 2D shallow water flow model
(2.32) is solved in the floodplains. This is depicted in figure 4.6.
Figure 4.6: Summary of the different models for the different regions of the flow
domain. The 1D Saint Venant model with coupling terms, (4.31) and (4.32) and
the lateral discharge equation (4.34) are solved for the channel flow while the 2D
shallow water system (2.32) is solved for the flow in the floodplains. The dotted lines
indicate the boundaries between the sub domains, the point at which lateral fluxes
are computed and the blue arrows indicate the presence of flow exchange between
them.
This concludes the modeling aspect of the HCM. In the following sections,
we focus on the numerical implementation of the HCM.
4.5 Numerical Implementation of the HCM
In this section, we detail the numerical schemes for the models presented in previous
sections. Since the flood model is the 2D shallow water system whose numerical
scheme has been presented in chapter 3, we focus on the numerical scheme for the
channel flow model (4.31), (4.32) and (4.34). To begin, we partition the channel,
Ωc (see figure 4.1) into a 1D grid, Ω
1D
h made of cross sections and also partition
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the floodplains, Ωf into a 2D grid, Ω
2D
h and require the following: (i) The 2D grid
must match with the 1D grid. This means that there should be no gap between the
two grids. (ii) Each 1D channel cell should be adjacent to a whole number of 2D
cells. This number can differ on either side of the 1D cell. See figure 4.7 for the
illustration.
Figure 4.7: Grid of the entire domain consisting of the 1D grid Ω1Dh at the middle
and the 2D grids Ω2Dh for the floodplains. The grids are matching in the sense that
there is no gap between the 1D and the 2D grids.
4.5.1 Numerical Scheme for the Channel Flow Model
Here, we describe the finite volume method to discretize the channel flow model,
equations (4.31), (4.32) and (4.34). In order to design a method that reuses existing
1D channel solvers, we discretize the 1D SVM with coupling term, (4.31) and (4.32)
separately from the lateral discharge model, (4.34). And for the same reason, we will
assume that we already have the discretization of the 1D SVM without the coupling
term, and then discretize only the coupling term. Before delving into the details
of the discretizations, let us recall the following notation from chapter 3 which we
shall use throughout the chapter.
Remark 4.5.1. φ2D = φ2D(wL, wR, ~n) denotes the 2D numerical flux across the
edge between two cells, L and R, with unit normal vector, ~n pointing outward from
cell L to cell R. Also denote by φ2Dk (wL, wR, ~n), the k-th component of the numerical
flux, φ2D(wL, wR, ~n).
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Figure 4.8: A single cell, Ki in the 1D channel mesh showing its lateral edges; South
edge eSi is on the negative y-direction while the North edge e
N
i is on the positive
y-direction. These edges are the interfaces between the 1D cell and the adjacent 2D
floodplain cells.
Background
To discritize the channel flow model, let {xi+1/2}N1Dcelli=1 be points in the 1D grid,
Ω1Dh and Ki = (xi−1/2, xi+1/2), i = 1, 2, .., N1Dcell be a cell centred at xi = (xi−1/2 +
xi+1/2)/2 in Ω
1D
h . WhereN1Dcell is the number of cells in the 1D grid. LetW (x, t) =
(A(x, t), Q(x, t))T be a vector of conserved quantities at point, x and time, t, then
the cell average vector, W ni = (A
n
i , Q
n
i )
T in cell Ki is defined as
W ni =
1
∆xi
∫
Ki
W (x, tn)dx, (4.35)
where ∆xi = xi+1/2 − xi−1/2, tn = tn−1 + ∆t, and ∆t is the time step.
For each 1D cell, Ki ∈ Ω1Dh , the channel lateral boundaries, y = ywl (x)
and y = ywr (x) are approximated with straight edges which we call South (S) and
North (N) edges (or faces) respectively with unit normals ~nS = (n
x
S , n
y
S)
T and
~nN = (n
x
N , n
y
N )
T (see figure 4.8). This means that the channel normals, ~nl and ~nr
are approximated with the edge normals ~nS and ~nN respectively, that is
~nl ' ~nS , ~nr ' ~nN . (4.36)
4.5.2 1D SVM with Coupling Term
In order to discretize the 1D SVM with coupling term (4.31) and (4.32), let us
assume that W n+1∗i is the first-order approximate solution of the 1D SVM without
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the coupling term. That is, W n+1∗i is the approximate solution of the system:
∂tA+ ∂xQ = 0,
∂tQ+ ∂x
(
Q2
A
)
= −gA∂xη¯(x, t).
(4.37)
with the initial data W ni . Note that W
n+1∗
i is directly computable using the 1D
scheme described in section 3.5. Also, let Φni be the discrete coupling term (derived
in section 4.5.4), then the approximate solution W n+1i of the 1D SVM with the
coupling term (4.31) and (4.32) is
W n+1i = W
n+1∗
i + ∆tΦ
n
i . (4.38)
To compute W n+1i in (4.38), we need W
n+1∗
i and Φ
n
i . But since W
n+1∗
i is
to be provided by an existing 1D solver, here called ”1D black box” solver, we only
concern ourselves with the discretization of the coupling term, Φni . Before doing
that, let us first describe the numerical scheme for the lateral discharge model,
equation (4.34).
4.5.3 Approximating Channel Lateral Discharge
Consider the 1D cell, Ki ∈ Ω1Dh , with cell average vector W ni = (Ani , Qni )T from
which we obtain cell average depth, H and section-averaged velocity, u as
Hni := H(Ani , Zb,i) and uni =
Qni
Ani
(4.39)
respectively. Denote by TNij ∈ Ω2Dh , j = 1, 2, ..., Nn and TSij ∈ Ω2Dh , j = 1, 2, ..., Ns
the j-th 2D cells adjacent to Ki on its North edge e
N
i and South edge e
S
i respectively,
see figure 4.9(a). Let the cell averages in the adjacent 2D cells TNij and T
N
ij be
(ΠN )ni,j = ((H
N )ni,j , (q
N
x )
n
i,j , (q
N
y )
n
i,j)
T
and (ΠS)ni,j = ((H
S)ni,j , (q
S
x )
n
i,j , (q
S
y )
n
i,j)
T
(4.40)
respectively. Nn and Ns are the number of 2D cells adjacent to Ki on the North and
South edges respectively. (HN )nij , (q
N
x )
n
ij and (q
N
y )
n
ij are the average water depth,
average discharge along x-direction and average discharge along y-direction respec-
tively, in 2D cell TNij while (H
S)nij , (q
S
x )
n
ij and (q
S
y )
n
ij are those of cell T
S
ij .
To discretize the lateral discharge model, (4.34) we subdivide the 1D cell, Ki
into two subcells, KNi and K
S
i and view them as 2D cells in Ω
2D
h , see figure 4.9(b).
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(a) A 1D cell Ki in the channel grid. e
N
i and
eSi are the North and South edges respectively.
TNij , j = 1, 2..., Nn are its adjacent/neighbour
2D floodplain cells on the North edge, while
TSij , j = 1, 2, ..., Ns are the adjacent 2D flood-
plain cells on the South edge. Ki−1,Ki+1 are
the left and right neighbours of Ki in 1D chan-
nel grid, Ω1Dh .
(b) The single 1D cell subdivided into two sub-
cells KNi and K
S
i which are then viewed as 2D
cells. exf , eNS , exb and e
N
ij , j = 1, 2, ...Nn are
the edges of KNi with their outward unit nor-
mal vectors as indicated. Similarly, the edges
of KSi and their normal vectors are indicated.
Figure 4.9: To the left is a 1D channel cell and its adjacent 2D floodplain cells while
to the right is the 1D cell subdivided into two subcells viewed as 2D cells
Let us denote by (WN )ni and (W
S)ni , the 2D cell average vectors in the subcells,
KNi and K
S
i respectively (see figure 4.9(b)). Then, define them as
(WN )ni = (H
n
i , H
n
i u
n
i , (q
N
y )
n
i )
T and (W S)ni = (H
n
i , H
n
i u
n
i , (q
S
y )
n
i )
T (4.41)
where Hni , u
n
i are given in (4.39) and (q
S
y )
n
i , (q
N
y )
n
i are computed at every time step
as explained below. Their initial values are obtained as explained in the following
remark.
Remark 4.5.2. At initial time (n = 0), only the lateral discharge, (qy)
0
i for the full
cell, Ki is given. Then we initialize (q
N
y )
0
i and (q
S
y )
0
i to be equal to it, namely
(qNy )
0
i = (q
S
y )
0
i = (qy)
0
i (4.42)
while for other times, (n > 0), we compute (q
S/N
y )ni using the scheme described
below.
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Define the following:
hN2ij = max(0, η¯
n
i − zNb,ij), (4.43)
(w˜N )ni = (h
N
2ij , h
N
2iju
n
i , h
N
2ij(v
N )ni )
T , (4.44)
(vN )ni = (q
N
y )
n
i /H
n
i , (4.45)
where η¯ni = H
n
i + Zb,i is the discrete flat free surface elevation in 1D cell, Ki and
zNb,ij is the bed elevation of the j-th 2D cell T
N
ij adjacent to subcell K
N
i , see figure
4.9(b).
The motivation to compute qNy is to apply a well-balanced scheme to the
subcell KNi by taking the bottom to be flat across all the edges within the channel,
exb, eNS , exf (see figure 4.9(b)). Therefore, we propose the following hydrostatic
reconstruction scheme [Audusse et al., 2004] for the lateral discharge in subcell KNi :
(qNy )
n+1
i = (q
N
y )
n
i −
∆t
|KNi |
[
|exb|φ2D3 ((WN )ni , (WN )ni−1, ~nxb)
+ |exf |φ2D3 ((WN )ni , (WN )ni+1, ~nxf )
+ |eNS |φ2D3 ((WN )ni , (W S)ni , ~nNS)
]
− ∆t|KNi |
Nn∑
j=1
|eNij |
[
φ2D3 ((W˜
N
)ni , (Π
N )nij , ~nN )
+
g
2
~nN ·
(
0
(Hni )
2 − (hN2ij)2
)]
.
(4.46)
where φ2D3 (wL, wR, ~n) denotes the 3rd component of numerical flux, φ
2D(wL, wR, ~n)
(see remark 4.5.1). |exb|, |exf |, |eNS | and |eNij | are the lengths of the corresponding
edges of KNi (see figure 4.9(b)).
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Similarly, we propose the following scheme for the lateral discharge in KSi :
(qSy )
n+1
i = (q
S
y )
n
i −
∆t
|KSi |
[
|exb|φ2D3 ((W S)ni , (W S)ni−1, ~nxb)
+ |exf |φ2D3 ((W S)ni , (W S)ni+1, ~nxf )
+ |eSN |φ2D3 ((W S)ni , (WN )ni , ~nSN )
]
− ∆t|KSi |
Ns∑
j=1
|eSij |
[
φ2D3 ((W˜
S
)ni , (Π
S)nij , ~nS)
+
g
2
~nN ·
(
0
(Hni )
2 − (hS2ij)2
)]
.
(4.47)
where
hS2ij = max(0, η¯
n
i − zSb,ij), (4.48)
(w˜S)ni = (h
S
2ij , h
S
2iju
n
i , h
S
2ij(v
S)ni )
T , (4.49)
(vS)ni = (q
S
y )
n
i /H
n
i , (4.50)
where |eSN | is length of edge, eSN between KNi and KSi , and zSb,ij is the bed elevation
of 2D cell, TSij .
4.5.4 Discrete Coupling Terms
To discretize the coupling term, let us denote by fSi,j the approximation of a function,
f at the edge, eSij between 1D cell Ki and 2D cell T
S
ij (see figures 4.9(a) and 4.9(b)).
Then the approximation, f |L of f over the entire South edge, eSi of Ki, is given by
averaging over all edges on the South edge, namely
(f |L)i =
Ns∑
j=1
(
fSi,j
|eSij |
|eSi |
)
, (4.51)
where |eSij | is the length of edge, eSij ; |eSi | is sum of all edges of Ki on the South side.
Similarly (f |R)i =
∑Nn
j=1
(
fNi,j
|eNij |
|eNi |
)
for North side, where |eNij | is the length of edge
between Ki and T
N
ij , and |eNi | is the sum of all edges on North side of Ki. Hence
we can approximate the coupling term,
Φni = (ΦR)i + (ΦL)i (4.52)
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as follows :
(ΦL)i =
Ns∑
j=1
ΨSi,j , (ΦR)i =
Nn∑
j=1
ΨNi,j (4.53)
with
ΨSi,j =
 1nyS f1,Si,j
1
nyS
f2,Si,j − n
x
S
nyS
g
2(H
S∗
i,j )
2
 |eSij |
|eSi |
, (4.54)
ΨNi,j =
 − 1nyN f1,Ni,j
− 1
nyN
f2,Ni,j +
nxN
nyN
g
2(H
N∗
i,j )
2
 |eNij |
|eNi |
(4.55)
where ΨSi,j is the discrete coupling term at the edge e
S
ij and Ψ
N
i,j , the discrete cou-
pling term at the edge eNij (see figures 4.9(a) and 4.9(b)). H
S∗
i,j , f
1,S
i,j and f
2,S
i,j are
respectively, the discrete water depth, first and second components of 2D numerical
flux at edge eSij . While H
N∗
i,j , f
1,N
i,j and f
2,N
i,j are respectively, the water depth, first
and second components of 2D numerical flux at edge, eNij . We now focus on how to
compute them.
Given the 1D cell average, W ni in Ki from which we obtain the cell average
(W S)ni in the subcell, K
S
i (using equation (4.41)). Then we directly approximate
f1,Si,j and f
2,S
i,j by computing the 2D numerical flux, φ
2D((W˜
S
)ni , (Π
S)nij , ~nS), at edge,
eSij (see figure 4.9(b)), namely
f1,Si,j = φ
2D
1 ((W˜
S
)ni , (Π
S)nij , ~nS),
f2,Si,j = φ
2D
2 ((W˜
S
)ni , (Π
S)nij , ~nS),
(4.56)
where ~nS is the outward unit normal of K
S
i towards T
S
ij .
Similarly, by using (W˜
N
)ni and (Π
N )nij we approximate f
1,N
i,j and f
2,N
i,j using
f1,Ni,j = φ
2D
1 ((W˜
N
)ni , (Π
N )nij , ~nN ),
f2,Ni,j = φ
2D
2 ((W˜
N
)ni , (Π
N )nij , ~nN ),
(4.57)
where ~nN is the outward unit normal of K
N
i towards T
N
ij . The hydrostatically,
reconstructed quantities, (W˜
N
)ni and (W˜
S
)ni are defined in equations (4.44) and
(4.49) respectively.
To approximate HS∗i,j and H
N∗
i,j , we propose a simple formula by adapting the
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hydrostatic reconstruction approach [Audusse et al., 2004], namely
HS∗i,j = max(h
S
2ij , (H
S)ni,j), (4.58)
HN∗i,j = max(h
N
2ij , (H
N )ni,j), (4.59)
where (HS)ni,j and (H
N )ni,j are the cell average water depths in 2D cells T
S
ij and T
N
ij
respectively. We therefore summarise the discrete coupling term as
Φni =
1
|eSi |
Ns∑
j=1
|eSij |
 1nyS φ2D1 ((W˜
S
)ni , (Π
S)nij , ~nS)
1
nyS
φ2D2 ((W˜
S
)ni , (Π
S)nij , ~nS)− g2
nxS
nyS
[
max(hS2ij , (H
S)nij)
]2

− 1|eNi |
Nn∑
j=1
|eNij |
 1nyN φ2D1 ((W˜
N
)ni , (Π
N )nij , ~nN )
1
nyN
φ2D2 ((W˜
N
)ni , (Π
N )nij , ~nN )− g2
nxN
nyN
[
max(hN2ij , (H
N )nij)
]2
 ,
(4.60)
nyN , n
y
S 6= 0.
Remark 4.5.3. In this formulation, (4.60) the North edge or face must be in the
positive direction while the south must be in the negative direction. This is so be-
cause, the North represents the boundary y = ywl (x) which is in positive direction
while the South represents y = ylwall which is in negative direction.
4.5.5 Summary of the Schemes for the Channel Flow Model
We summarise the numerical scheme for the channel flow model , (4.31), (4.32) and
(4.34) are summarised as follows:
W n+1i = W
n+1∗
i + ∆tΦ
n
i
and (qN/Sy )
n+1
i
• W n+1∗i is the approximate solution of the 1D SVM without the coupling term,
(4.37) which is computed using the 1D scheme discussed in 3.5.
• Φni is the discrete coupling term summarised in (4.60).
• Lateral discharges, (qN/Sy )n+1i are computed by (4.46) and (4.47).
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4.5.6 Summary of the Schemes for the Horizontal Coupling Method
The HCM is therefore summarised as follows.
1. Channel Flow Scheme
The schemes for channel flow is summarised in section 4.5.5 above.
2. Floodplain Flow Scheme
The scheme for the floodplain flow is the 2D solver presented in section 3.4.
At 2D/1D edge, the 2D numerical flux is computed by using the 2D cell,
Tij ∈ Ω2Dh averages and the averages obtained from the adjacent 1D subcell,
(KNi or K
S
i ) as described in equation (4.41).
4.6 Properties of the HCM
We discuss a few properties of the method in this section.
Definition 4.6.1. (Well Balance of Lake at rest) Assuming that the existing
numerical schemes for the uncoupled 1D and 2D models are well balanced with respect
to lake at rest, then the coupled scheme is said to be well balanced with respect to
lake at rest if the coupling term vanishes whenever the lake at rest condition holds.
Theorem 4.6.1. The coupling term derived in equation (4.60) leads to a fully well-
balanced scheme with respect to lake at rest.
Proof. Assuming that the condition of water at rest holds, then
η¯ni = (η
N )nij = (η
S)nij ∀j
where (ηS)nij and (η
N )nij are the free surface elevation in the adjacent 2D cells, T
S
ij
and TNij respectively. Hence,
hS2,ij := max(0, η¯
n
i − zSb,ij) = max(0, (ηS)nij − zSb,ij) = max(0, (HS)nij) = (HS)nij ,
hN2,ij := max(0, η¯
n
i − zNb,ij) = max(0, (ηN )nij − zNb,ij) = (HN )nij .
Therefore,
max(hS2ij , (H
S)nij) = h
S
2ij and max(h
N
2ij , (H
N )nij) = h
N
2ij . (4.61)
Since all velocities (and discharges) are zero, then
(ΠS)nij = ((H
S)nij , 0, 0)
T = (hS2ij , 0, 0)
T = (W˜
S
)ni .
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Hence, by the consistency of the numerical flux, φ2D with the physical flux, F (.),
we have
φ2D((W˜
S
)ni , (Π
S)nij , ~nS) = F ((W˜
S
)ni ) · ~nS = (0, nxS
g
2
[
hS2ij
]2
, nyS
g
2
[
hS2ij
]2
)T .
That is
φ2D1 ((W˜
S
)ni , (Π
S)nij , ~nS) = 0, φ
2D
2 ((W˜
S
)ni , (Π
S)nij , ~nS) = n
x
S
g
2
[
hS2ij
]2
. (4.62)
Similarly,
(ΠN )nj = ((H
N )nij , 0, 0)
T = (W˜
N
)ni
and φ2D((W˜
N
)ni , (Π
N )nij , ~nN ) = (0, n
x
N
g
2
[
hN2ij
]2
, nyN
g
2
[
hN2ij
]2
)T .
So that
φ2D1 ((W˜
N
)ni , (Π
N )nij , ~nN ) = 0, φ
2D
2 ((W˜
N
)ni , (Π
N )nij , ~nN ) = n
x
N
g
2
[
hN2ij
]2
. (4.63)
Therefore, using equations (4.61)-(4.63), then the discrete coupling term in
(4.60) becomes
Φni =
1
|eSi |
Ns∑
j=1
|eSij |
 01
nyS
nxS
g
2
[
hS2ij
]2
− g2
nxS
nyS
[
hS2ij
]2

− 1|eNi |
Nn∑
j=1
|eNij |
 01
nyN
nxN
g
2
[
hN2ij
]2
− g2
nxN
nyN
[
hN2ij
]2
 = (0
0
)
.
(4.64)
as claimed.
We now introduce the concept of ”No-Numerical Flooding”.
Definition 4.6.2. (No Numerical Flooding Property ) We shall say that a
2D/1D coupling scheme preseves the No Numerical Flooding property, if all its
coupling terms vanish whenever there is no flooding or draining.
Theorem 4.6.2. The scheme (4.38), (4.60) preserves the no numerical flooding
property.
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Proof. If no flooding, then
η¯ni ≤ zSb,ij and η¯ni ≤ zNb,ij ∀j.
=⇒ hN2ij = hS2ij = 0, by definition.
Hence,
(W˜
N
)ni = (W˜
S
)ni = (0, 0, 0)
T .
Again, since floodplain is dry, we have
(HN )nij = (H
S)nij = 0 ∀j =⇒ (ΠN )nij = (ΠS)nij = (0, 0, 0)T ∀j.
These give the numerical fluxes:
φ2D((W˜
N
)ni , (Π
N )nij , ~nN ) = φ
2D((W˜
S
)ni , (Π
S)nij , ~nS) = (0, 0, 0)
T .
So all the flux terms in Φni are zero.
Finally,
max(hN2ij , (H
N )nij) = max(h
S
2ij , (H
S)nij) = max(0, 0) = 0.
Therefore, Φni = 0. Which means that no water is gained from or lost to the
floodplain as required.
4.7 Implementation Strategy
We now present one implementation strategy for the proposed coupling method.
Initialization
At initial time, (n = 0), we inititialize the solutions in 1D grid cells, Ki ∈ Ω1Dh with
cell average wetted area, A0i , section-averaged discharge, Q
0
i and lateral discharge,
(qy)
0
i (zero if no overflow), so that W
0
i = (A
0
i , Q
0
i )
T . From these, we compute H0i
and u0i , then initialise the subcells, K
S
i ,K
N
i averages as
(WN )0i = (W
S)0i = (H
0
i , H
0
iu
0
i , (qy)
0
i ), ∀Ki ∈ Ω1Dh .
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The 2D cells, Tk ∈ Ω2D are also initialised as Π0k = (H0k , (qx)0k, (qy)0k)T ∀Tk ∈ Ω2Dh .
Update
Given 1D solutions W ni in cell Ki ∈ Ω1Dh together with its subcell solutions, (WN )ni
and (W S)ni , and also 2D solutions Π
n
k in cell Tk ∈ Ω2Dh , then we update the solutions
following two stages, namely the black box solver stage and the post-processing
stage.
4.7.1 Black Box Solver stage
This is the stage where we use existing 1D solver to compute the solution of the
1D SVM without the coupling term, (4.37) obtaining the intermediate solution
W n+1∗i = (A
n+1∗
i , Q
n+1∗
i )
T ∀Ki ∈ Ω1Dh . We also use a 2D black box solver to
directly obtain Πn+1k = (H
n+1
k , (qx)
n+1
k , (qy)
n+1
k )
T ∀Tk ∈ Ω2Dh .
4.7.2 Post-Processing Stage
This stage comprises of several steps. It starts by checking if there is overflow in
cell, Ki and proceeds. The following are the steps:
1. Compute threshold height, βi = z
w
b,i − zb,i where zwb,i = zwb (xi). Note this is
only computed ones.
2. Then check if Hni > βi (That is, if channel is full.)
(a) If yes, then compute the coupling term and the lateral discharges
(b) Otherwise, compute the coupling term only and set lateral discharges to
zero.
Although the coupling term is zero if not flooding, step 2 is still necessary in
order to further reduce the amount of computations.
3. Apply the scheme, (4.38) to update 1D solution, namely
W n+1i = W
n+1∗
i + ∆tΦ
n
i .
The updated lateral discharges are those computed in step 2 above, while the
updated 2D solutions, Πn+1k are those computed during the black box solver
stage.
A flow chart of this procedure is presented in figure 4.10.
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4.8 Numerical Results
In this section, we present one test case to check the accuracy of the coupling
method proposed in this chapter. The idea is to compare the result with those of
a full 2D simulation and the flux-based method (FBM) of [Blade´ et al., 2012]. The
test problem is the river-flooding problem considered in section 3.8.3. Here, a full
2D simulation was run with a grid of 193 × 115 cells, while a simulation with the
proposed method was run with a grid made up of 193 × 90 cells for the floodplain
and 193× 2 cells in the channel. The simulation using the FBM was also run with
a grid of 193 × 90 cells in floodplain and 193 × 1 in the channel. Notice that the
coupling methods (the proposed one and the FBM) are using less number of grid
cells, in total, than the full 2D simulation, see second row in table 4.1.
Grid No. of time steps Processor time (in seconds)
Full 2D 193× 115 3,669 3,110.31
HCM 193× 92 2,616 1,420.4
FBM 193× 91 2,592 1,311.26
Table 4.1: Grid cells, simulation times and number of time steps after ten seconds.
Figure 4.11 displays the free surface elevation for each simulation method.
We can see that both the proposed method and the FBM capture the behaviour
of the full 2D simulation, and from the right end of the channel, one can also see
that the proposed method approximates the full 2D result better than the FBM.
This is more obvious in figure 4.12, where the free surface at the probe points are
plotted for each simulation method. It thus very clear that the proposed method
significantly outperforms the FBM for this test case. In terms of efficiency, we notice
from table 4.1 that full 2D simulation took 3,669 time steps and 3,100.31 seconds
to complete this simulation while the coupling methods took less number of time
steps and more than 50% reduced time to complete the same simulation. With the
above observations, we conclude that it is computationally gainful to use coupling
methods instead of full 2D simulation, and that the proposed method is capable of
reproducing the full 2D solutions with greater accuracy than the FBM.
Remark 4.8.1. Numerical results showed that the proposed method outperforms the
FBM due to the computation of the lateral discharge, qy as we suggested in section
4.5.3. Indeed if qy is set to zero for the subcells K
N
i and K
S, then the result of the
proposed method coincides with that of the FBM, for straight channels like the one
being discussed here. We therefore conclude that an efficient calculation of the
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lateral discharge in the channel truly improves the results of a coupling
method.
The above result agrees with the results obtained in section 3.8.3 which
revealed that if flooding, then there are lateral variations in flow quantities inside
the channel. This also suggests that it is necessary to aim to compute the 2D
flow structure within the channel whenever overflowing. This forms part of the
motivation for the method proposed in the next chapter. In chapter 6, we present
more numerical results for the present method and for the method proposed in the
next chapter.
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Figure 4.10: Flow Chart for horizontal Coupling Method depicting the black box
solver and post processing stages. The black box solver stage computes W n+1∗i using
the 1D solver (3.38) and Πn+1ij , with the 2D solver (3.30). At the post processing
stage, Φni is computed with (4.60), while (q
S/N
y )
n+1
i are computed using (4.46) and
(4.47).
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Figure 4.11: Comparison of the final free surface elevation for the HCM with those
of the full 2D simulation and the FBM after ten seconds.
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
 0.16
 0.18
 0  2  4  6  8  10
η
x
Probe Point 1
 0
 0.005
 0.01
 0.015
 0.02
 0  2  4  6  8  10
η
x
Probe Point 2
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0  2  4  6  8  10
η
x
Probe Point 3
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 0.035
 0  2  4  6  8  10
η
x
Probe Point 4
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0.07
 0.08
 0  2  4  6  8  10
η
x
Probe Point 5
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 0.035
 0.04
 0  2  4  6  8  10
η
x
Probe Point 6
Full 2D HCM FBM
Figure 4.12: Comparison of the time evolution of the free surface elevation, η at the
probe points indicated in figure 3.10.
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Chapter 5
The Vertical Coupling Methods
(VCM)
5.1 Introduction
The method presented in the previous chapter, and indeed most coupling methods
in the literature, retain 1D assumptions along the channel even during flooding. In
particular, they assume that the free-surface is laterally flat and discharge constant
over each channel cross-section. As discussed in the previous chapter, the lateral
discharge cannot be guaranteed to be constant across the channel if overflowing. In
addition, the free-surface will also rarely be constant if overflowing since flow would
then be activated in the lateral direction. Therefore, the assumption of constancy
of lateral discharge and free-surface across channel cross-sections, is not generally
realistic.
Exceptions to the methods with the above inadequate assumptions are the
frontal coupling methods which compute 2D solutions at the flooding regions of the
channel. However, these methods loose efficiency in the sense that they compute the
2D solutions within the channel at all times, even when flooding stops. Therefore,
we need methods that self-adapt to the flooding situation; computing the true 2D
solutions during flooding and reverting back to compute 1D solutions if not flooding.
Again, most methods, especially the frontal coupling methods, need to know a priori
the locations of flooding. But in reality, flooding locations would vary with time so
might not be known a priori. Hence, methods that can automatically detect flooding
regions are highly desirable.
Another point is that most methods are designed specifically for one type of
flooding scenario; lateral or frontal. It is of immense importance to develop methods
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that also adapt to the flooding type, being able to resolve both frontal and lateral
flooding type. Consequently, it is desirable to develop coupling methods that only
make 1D assumptions when the channel is not full, but keep the 2D assumptions
whenever overflowing and are able to self-adapt to the different situations as listed
above. This is what we set out to achieve in this chapter.
The method we propose drops the assumption of constancy of flow variables
over each cross-section whenever overflowing. This method, which we call the ver-
tical coupling method (VCM), is based on vertically partitioning the overflowing
channel flow into two layers with a user defined elevation as the interface between
the two layers. Although in this thesis, we only consider the case where this inter-
face elevation is chosen to be the channel wall elevation zwb (x), different choices of
this interface lead to different schemes as discussed in section 6.1 where we explain
how the VCM is a family of coupling methods. By assuming that the flow in the
lower and upper layers are 1D and 2D respectively, we establish the relevant models
(with exchange terms) for each layer flow. Then a three-step approach is adopted
for the numerical implementation. The approach allows the possibility to recover
the 2D flow structure within the channel if flooding. It also eliminates the known
difficulty associated with computing the channel lateral discharges in other coupling
methods.
The rest of the chapter is organised as follows. In section 5.2, we present
the background including the necessary assumptions made in the method. We also
explain how the entire formulation is based on an initially chosen wall elevation.
We recall the fundamental equations governing the flow of fluid in such a domain
in section 5.2.1. We define the cross-section layers in section 5.2.2 and derive the
equations of fluid motion in the lower and upper layers in sections 5.3 and 5.4
respectively. A summary of the channel model in the VCM is given in section 5.5.
A detailed presentation of the method of numerical solution is outlined in section
5.6. Let us reiterate that the main objective here is to evolve a given 2D flow data
(in a mesh of the full 2D domain, Ω2, see figure 4.1) from one time step to another.
For the floodplains flow, we adopt the 2D SWE equations, while for the channel
flow, we achieve this in section 5.6 using the derived sub-layer models and following
three major steps. The first step involves distributing the given 2D data among
the two layers. This is outlined in section 5.6.3. The second step involves updating
each sub-layer data to its new time values as outlined in section 5.6.4 and finally,
the third step involves combining the updated data of the two layers to update the
full 2D data as presented in section 5.6.5.
Properties of the method are considered in section 5.7 where we prove that
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the method is well-balanced, preserves no-numerical flooding and mass conserva-
tive. In tackling the problem of evolving each layer in the second step mentioned
above (section 5.6.4), we adopt the operator splitting approach which involves two
stages. The first stage solves the layer models without their exchange terms and
also computes the lateral flow between the channel and the floodplains, while the
second stage uses the solution from the first stage to evolve each layer data to their
update values. It is our view that the systems of equations in the first stage of this
operator splitting process, can be solved using different methods, so we choose not
to fix their methods of solution but assume that their solutions (which we refer to
as the intermediate solutions) are given. This allowed us to concentrate on the
second stage of the operator splitting process, obtaining the update values for each
sub-layer in section 5.6.4. We therefore conclude section 5.6 by proposing one set of
methods for solving the intermediate solutions.
5.2 Background
Figure 5.1: Cross sectional view of 2D flow domain, Ω2 = Ωc ∪Ωf consisting of the
river channel, Ωc and the floodplains, Ωf = Ωf1 ∪ Ωf2 . The green curve is the free
surface elevation and the red curve is the bottom topography.
Just like in chapter 4, the task at hand is to couple the flow of water in the
sub domains, Ωc and Ωf , depicted in figure 4.1 whose cross sectional view is shown
in figure 4.2, see also figure 5.1. Again, we remark that the flow in the floodplain
is simulated using the 2D shallow water equations like in the HCM but the channel
flow model, (4.31), (4.32) and (4.34) is to be replaced by the two-layer channel
flow model to be derived in the following sections. Therefore, we focus mainly on
modelling the flow in the channel, Ωc, see figure 5.2.
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Figure 5.2: Cross section of the channel flow domain without the floodplains in
the VCM. It shows the channel bottom topography zb(x, y) (in red), the channel
wall elevation zwb (x), laterally varying free-surface elevation η(x, y, t), the bottom
elevation in 1D sense Zb(x), the top width B(x, z
w
b (x)) and the y−coordinates ywl (x)
and ywr (x) of the left and right lateral walls at the channel top. The total water
depth H(x, y, t), the channel depth β(x, y), the lower layer water depth h1(x, y, t)
are all measured from the same bottom elevation, zb(x, y). The upper layer water
depth is h2(x, y, t).
Consider a cross section of an open channel at a fixed point, x downstream,
see figure 5.2. All channel symbols : zb( ~X), Zb(x), B(x, z), yl(x, z), and yr(x, z)
retain their meanings in figures 2.2 and 4.3.
Now, with the channel geometry and initial flow condition given, the formu-
lation starts by choosing a wall elevation, zwb (x) ≥ Zb(x). This elevation does not
need to be equal to the maximum channel wall elevation, it can be less or greater
than it, but should not be less than the 1D bottom elevation, Zb(x). Once z
w
b (x)
has been decided, other quantities are derived, see figure 5.2.
Then along the lateral (y) direction, the channel flow is considered in the
interval; ywl (x) := yl(x, z
w
b (x)) < y < y
w
r (x) := yr(x, z
w
b (x)) while the floodplain
flow is considered in the remaining region along that direction. This means that
reducing the elevation, would reduce the lateral extent for which channel flow is
considered and increase the region for 2D floodplain modelling, see figure 5.2. In
particular, setting this elevation equal to 1D bottom, Zb(x) would mean to consider
floodplain model everywhere, that is a full 2D simulation. So, different choices of
this elevation leads to different approaches. Let us take zwb (x) to be as previously
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defined in section 2.4.1 (definition 2.4.1), that is equal to the maximum channel wall
elevation as indicated in figure 5.2.
The quantity β( ~X), called the channel depth, is the laterally varying height
between the channel bed and the chosen elevation, zwb (x), that is
β( ~X) = zwb (x)− zb( ~X), ywl (x) ≤ y ≤ ywr (x), (5.1)
where
ywl,r(x) := yl,r(x, z
w
b (x)). (5.2)
We also introduce the critical area defined as follows.
Definition 5.2.1 (Critical Area). The critical area, Ac(x) is the wetted cross sec-
tional area of an exactly filled cross section. That is, the wetted cross sectional area
when the free surface is flat and equal to the chosen elevation, zwb (x). It is defined
as
Ac(x) =
yr(x,zwb (x))∫
yl(x,z
w
b (x))
β( ~X)dy. (5.3)
As can be seen in figure 5.2, the current approach, unlike the one in the
previous chapter (and in the literature), allows the possibility of laterally varying
flow quantities, like the free surface elevation, η( ~X, t). Therefore, the free-surface,
η( ~X, t) now depends on y, that is, flow is 2D whenever the channel overflows its
banks.
As proposed in section 4.2, we extend the definition of the channel width
functions; B(x, z), yl,r(x, z) to include the overflowing region (where z > z
w
b (x)), in
the following way,
B(x, z) = B(x, zwb (x)),
yl,r(x, z) = yl,r(x, z
w
b (x)),
}
∀ z ≥ zwb (x). (5.4)
That is, if z is above the channel wall elevation zwb (x), then the width is same as
the channel top width.
Definition 5.2.2 (Channel Flow Lateral Boundaries). We use y∗l (x, t) and y
∗
r (x, t)
to denote y-coordinates of the left and right channel flow lateral boundaries, given
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by
y∗l (x, t) := min{y : η( ~X, t) > zb( ~X), y ≥ yl(x, zwb (x))},
y∗r (x, t) := max{y : η( ~X, t) > zb( ~X), y ≤ yr(x, zwb (x))}.
(5.5)
We assume that the channel is never completely dry, namely ∃y ∈ (ywl (x), ywr (x))
such that η( ~X, t) > zb( ~X) for all t. Where y
w
l,r(x) := yl,r(x, z
w
b (x)). Note that if
there is water everywhere in the channel, then y∗l,r(x, t) = y
w
l,r(x) := yl,r(x, z
w
b (x)).
Remark 5.2.1 (Channel Assumption). We assume that the channel never goes dry
anywhere between the lateral wall boundaries, namely
η( ~X, t) > zb( ~X) ∀y ∈ (y∗l (x, t), y∗r (x, t)) .
Definition 5.2.3 (Average Free Surface). With the flow lateral boundaries known,
we can define the laterally averaged free surface elevation, namely
η¯(x, t) =
1
B∗(x, t)
y∗r (x,t)∫
y∗l (x,t)
η( ~X, t)dy, (5.6)
where B∗(x, t) = y∗r (x, t)− y∗l (x, t).
Next, we now say exactly what we mean by a full channel.
Definition 5.2.4 (Full Channel). We say the cross section is full if
H( ~X, t) ≥ β( ~X) ∀y ∈ (ywl (x), ywr (x))) . (5.7)
This means that if the channel is full, then the following hold
•
A(x, t) :=
ywr (x)∫
ywl (x)
H( ~X, t)dy ≥
ywr (x)∫
ywl (x)
β( ~X)dy = Ac(x), (5.8)
where A(x, t) is the total water in the cross section.
•
η¯(x, t) ≥ zwb (x), (5.9)
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since
η¯(x, t) :=
1
B∗(x, t)
y∗r (x,t)∫
y∗l (x,t)
η( ~X, t)dy =
1
B∗(x, t)
y∗r (x,t)∫
y∗l (x,t)
(
H( ~X, t) + zb( ~X)
)
dy
≥ 1
B∗(x, t)
y∗r (x,t)∫
y∗l (x,t)
(
β( ~X) + zb( ~X)
)
dy
=
1
B∗(x, t)
y∗r (x,t)∫
y∗l (x,t)
zwb (x)dy = z
w
b (x).
Since we want to retain 1D flow assumptions if the channel is not full, then
we make the following assumption to allow consistency with 1D formulations.
Definition 5.2.5 (1D Consistency Assumption). If the channel is not full, then the
lateral variation in free surface elevation, η( ~X, t) is negligible and the free surface
can be taken to be its lateral average, η¯(x, t). This simply means that we assume
the free surface to be laterally flat. This is exactly the 1D assumption and allows to
apply 1D modelling if the channel isn’t full.
Definition 5.2.6 (Time Dependent Interface). The time dependent interface, η1(x, t),
is the elevation defined as,
η1(x, t) = min(η¯(x, t), z
w
b (x)). (5.10)
This is the time varying interface position between the two layers that would be
identified shortly.
Notice that η1(x, t) = z
w
b (x) if channel is full, otherwise η1(x, t) = η¯(x, t).
This makes the method to be self-adaptive; switching between two layer modelling
(2D simulation) and one layer modelling (1D or 2D simulation). Notice again that
the maximum value of η1(x, t) over time is z
w
b (x). Hence, a change in the choice of
zwb (x) automatically changes the method. For instance, if we take z
w
b (x) equal to
Zb(x) (see figure 5.2), then η1(x, t) = Zb(x)∀t; solving full 2D model all the time.
This is the unifying nature of this method. More of this is discussed in section 6.1.
Next, we show that y∗l,r(x, t) = yl,r(x, η1).
Proposition 5.2.1. y∗l,r(x, t) = yl,r(x, η1).
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Proof. Case 1 : If the channel is full, then
(i) by definition 5.2.4,
η¯(x, t) ≥ zwb (x). Hence η1 := min(η¯(x, t), zwb (x)) = zwb (x).
(ii) By definition 5.2.2, the lateral walls are
y∗l,r(x, t) := yl,r(x, z
w
b (x)) = yl,r(x, η1).
Case 2 : If the channel is not full, then
η¯(x, t) ≤ zwb (x) so η1 := min(η¯(x, t), zwb (x)) = η¯(x, t).
And definition 5.2.5 requires free surface to be constant and equal to the average,
η¯(x, t), hence the free surface at the lateral walls is η¯(x, t). So, the lateral boundaries
are y∗l,r(x, t) = yl,r(x, η¯) = yl,r(x, η1(x, t)).
Hence, the flow lateral walls are replaced with yl,r(x, η1). We can now identify
the channel flow domain, Ωct at time, t as:
Ωct = {( ~X, z) ∈ R3 : yl(x, η1(x, t)) ≤ y ≤ yr(x, η1(x, t)), zb( ~X) ≤ z ≤ η( ~X, t)}.
(5.11)
In the next section, we recall the fundamental equations of fluid motion in
the domain, Ωct.
5.2.1 Fundamental Equations
As presented in section 2.3, under the assumption of hydrostatic pressure, the flow
in the domain, Ωct is governed by the following Free-Surface Euler Equations:
∇3D · ~U = 0. (5.12)
∂tu+∇3D · (u~U) = −g∂xη( ~X, t). (5.13)
∂tv +∇3D · (v ~U) = −g∂yη( ~X, t). (5.14)
in Ωct with the following kinematic boundary conditions:(
~u · (∇zb( ~X))− w
) ∣∣∣∣
z=zb( ~X)
= 0. (5.15)
(
∂tη( ~X, t) + ~u · (∇η( ~X, t))− w
) ∣∣∣∣
z=η( ~X,t)
= 0. (5.16)
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where quantities have their usual meaning as in chapter 2.2. In the next section, we
partition the flow domain, Ωct into two sub-domains - lower layer and upper.
5.2.2 Defining the layers
The channel flow domain, Ωct can be decomposed into two layers by defining the
following quantities:
H( ~X, t) = η( ~X, t)− zb( ~X). (5.17)
h1( ~X, t) = min(H( ~X, t), z
w
b (x)− zb( ~X)). (5.18)
h2( ~X, t) = H( ~X, t)− h1( ~X, t). (5.19)
where H( ~X, t) is total water depth in the full channel cross section, h1( ~X, t) and
h2( ~X, t) are the water depth in the lower and upper layers respectively, see 5.2.
Hence, the sum, h1( ~X, t) + zb( ~X) defines the top of the lower layer. With our
1D consistency assumptions above, this sum, h1( ~X, t) + zb( ~X) is required to be
independent of y. This is so because in the case when h2( ~X, t) is all zero in the
cross- section, this sum is the free-surface and is less than or equal to zwb (x), so must
be laterally flat (independent of y). We show below that the sum, h1( ~X, t) + zb( ~X)
is truly independent of y.
Lemma 5.2.1. The sum, h1( ~X, t) + zb( ~X) is independent of y.
Proof.
η1(x, t)− zb( ~X) := min(η¯(x, t), zwb (x))− zb( ~X)
=
zwb (x)− zb( ~X), if H( ~X, t) ≥ β( ~X) (by definition of full cross section)η¯(x, t)− zb( ~X) = η( ~X, t)− zb( ~X), if H( ~X, t) < β( ~X) (by 1D assumption)
=
β( ~X), if H( ~X, t) ≥ β( ~X)H( ~X, t), otherwise
= min(H( ~X, t), β( ~X)) = h1( ~X, t) by definition.
That is,
h1( ~X, t) + zb( ~X) = η1(x, t). (5.20)
Therefore, the sum is independent of y since η1(x, t) is independent of y.
We now partition the channel flow domain into the following two sub-domains
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which we call layers :
Ω1t = {( ~X, z) ∈ R3 : yl(x, η1(x, t)) ≤ y ≤ yr(x, η1(x, t)), zb( ~X) ≤ z ≤ η1(x, t)}.
(5.21)
Ω2t = {( ~X, t) ∈ R3 : yl(x, η1(x, t)) ≤ y ≤ yr(x, η1(x, t)), η1(x, t) ≤ z ≤ η( ~X, t)}.
(5.22)
(a) Full channel flow cross section depicting the
lower Ω1t and upper Ω2t layers in the case of a
full cross section. The blue line separates the
two layers. Time dependent interface η1(x, t) is
equal to the channel wall elevation zwb (x) and
lower layer water depth, h1(x, y, t) equal to the
the channel depth β(x, y). Free surface η(x, y, t)
remains non flat laterally. Channel flow bound-
aries yl,r(x, η1) equal to the channel top lateral
walls, ywl,r(x).
(b) Non full channel flow cross section depicting
the single (lower, Ω1t) layer and the laterally flat
free surface η¯(x, t) (in green). The time depen-
dent interface η1(x, t) is equal to the laterally
flat free surface η¯(x, t), which is less than the
channel wall elevation zwb (x). The lower layer
water depth, h1(x, y, t) equal to the total water
depth, H(x, y, t) which is less than the channel
depth β(x, y). The channel flow lateral inter-
val, |yr(x, η1) − yl(x, η1)| is less than the total
channel lateral interval |ywr (x)− ywl (x)|.
Figure 5.3: The two layers in the VCM in the case of full channel (left) and the non
full case (right).
In summary, the lower layer begins at the bottom of the channel and ends at
η1(x, t), while the upper layer is from η1(x, t) to the free-surface level, η( ~X, t), see
figures 5.3(a) and 5.3(b). In the next sections we formulate the equations of fluid
motion in each layer, based on the assumptions, we have stated so far.
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5.3 The Lower Layer Models
The lower layer is assumed to satisfy all the hypothesis of the 1D Saint Venant
models (see section 2.4). This allows us to assume further that the lateral variations
in free-surface elevation do not have any impact on the lower layer flow. Therefore,
following the same argument in section 2.4.2, but using the averaged free-surface,
η¯(x, t) we arrive at a similar reduced Free-Surface Euler Equations (see section 2.4.2),
namely
∂xu( ~X, z, t) + ∂yv( ~X, z, t) + ∂zw( ~X, z, t) = 0. (5.23)
∂tu( ~X, z, t) + ∂x
(
u2( ~X, z, t)
)
+ ∂y
(
u( ~X, z, t)v( ~X, z, t)
)
+ ∂z
(
u( ~X, z, t)w( ~X, z, t)
)
= −g∂xη¯(x, t) = −g∂xη1(x, t)− g∂xh¯2(x, t). (5.24)
in Ω1t.(
u( ~X, z, t)∂xzb( ~X) + v( ~X, z, t)∂yzb( ~X)− w( ~X, z, t)
) ∣∣∣∣
z=zb( ~X)
= 0. (5.25)
(
∂tη¯(x, t) + u( ~X, z, t)∂xη¯(x, t)− w( ~X, z, t)
) ∣∣∣∣
z=η¯(x,t)
= 0. (5.26)
where
h¯2(x, t) =
1
B(x, η1)
yr(x,η1)∫
yl(x,η1)
h2( ~X, t)dy
5.3.1 Mass Conservation Equation for Lower Layer
Continuing with the procedure in section 2.4, we define the area of wetted cross
section, A1(x, t), the section averaged volumetric discharge, Q1(x, t) and section
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averaged velocity, u1(x, t), for the lower layer, as follows :
Q1(x, t) =
yr(x,η1(x,t))∫
yl(x,η1(x,t))
η1(x,t)∫
zb( ~X)
u( ~X, z, t)dzdy, (5.27)
A1(x, t) =
yr(x,η1(x,t))∫
yl(x,η1(x,t))
η1(x,t)∫
zb( ~X)
dzdy =
yr(x,η1(x,t))∫
yl(x,η1(x,t))
h1( ~X, t)dy (5.28)
u1(x, t) =
Q1(x, t)
A1(x, t)
=
1
A1(x, t)
yr(x,η1(x,t))∫
yl(x,η1(x,t))
η1(x,t)∫
zb( ~X)
u( ~X, z, t)dzdy (5.29)
Before we proceed, let us prove the following important assertions.
Lemma 5.3.1. Let
A∗c(x, t) =
yr(x,η1(x,t))∫
yl(x,η1(x,t))
β( ~X)dy, (5.30)
and Ac, A be defined in (5.3) and (5.8) respectively, then
min(A(x, t), A∗c(x, t)) = min(A(x, t), Ac(x)). (5.31)
Proof. Case 1: If the channel is full, then
(i) By definition 5.2.4 ,
A(x, t) ≥ Ac(x) (see equation (5.8)).
(ii) By definition,
yl,r(x, η1(x, t)) = y
w
l,r(x).
Hence
A∗c(x, t) :=
yr(x,η1(x,t))∫
yl(x,η1(x,t))
β( ~X)dy =
ywr (x)∫
ywl (x)
β( ~X)dy = Ac(x).
(i) and (ii) =>
A∗c = Ac ≤ A => Ac = A∗c = min(A,A∗c) = min(A,Ac).
Case 2: If the channel is not full, then
106
(i) By definition,
A ≤ Ac.
(ii) and
(yl(x, η1(x, t)), yr(x, η1(x, t))) ⊂ (ywl (x), ywr (x)).
Since β( ~X) ≥ 0 for all y ∈ (ywl (x), ywr (x)), hence
A∗c(x, t) :=
yr(x,η1(x,t))∫
yl(x,η1(x,t))
β( ~X)dy ≤
ywr (x)∫
ywl (x)
β( ~X)dy = Ac(x).
(iii) By definition,
H( ~X, t) ≤ β( ~X, t),
hence,
A(x, t) :=
ywr (x)∫
ywl (x)
H( ~X, t)dy =
yr(x,η1(x,t))∫
yl(x,η1(x,t))
H( ~X, t)dy ≤
yr(x,η1(x,t))∫
yl(x,η1(x,t))
β( ~X)dy = A∗c(x).
(i)-(iii) =>
A ≤ A∗c ≤ Ac => A = min(A,A∗c) = min(A,Ac).
Therefore, min(A(x, t), A∗c(x, t)) = min(A(x, t), Ac(x)). as claimed
We now prove a result very useful to numerical implementation of the VCM.
Theorem 5.3.1.
A1(x, t) = min(A(x, t), Ac(x)) (5.32)
where Ac and A are defined as in the last lemma and A1 is the lower layer wetted
cross section defined in (5.28).
Proof. Define B∗ = yr(x, η1(x, t))− yl(x, η1(x, t)). Using (5.20), we can write (5.28)
as follows.
A1(x, t) :=
yr(x,η1(x,t))∫
yl(x,η1(x,t))
h1( ~X, t)dy =
yr(x,η1(x,t))∫
yl(x,η1(x,t))
(η1 − zb( ~X))dy
= B∗η1 −
yr(x,η1(x,t))∫
yl(x,η1(x,t))
zb( ~X)dy = B
∗min
(
η¯(x, t), zwb (x)
)
−
yr(x,η1(x,t))∫
yl(x,η1(x,t))
zb( ~X)dy.
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Using the definition of η¯(x, t) in (5.6) and moving B∗ under the minimum sign, we
have
A1(x, t) = min
( yr(x,η1(x,t))∫
yl(x,η1(x,t))
η( ~X, t)dy,
yr(x,η1(x,t))∫
yl(x,η1(x,t))
zwb (x)dy
)
−
yr(x,η1(x,t))∫
yl(x,η1(x,t))
zb( ~X)dy
= min
( yr(x,η1(x,t))∫
yl(x,η1(x,t))
(
η( ~X, t)− zb( ~X)
)
dy,
yr(x,η1(x,t))∫
yl(x,η1(x,t))
(
zwb (x)− zb( ~X)
)
dy
)
.
Using the definition, H = η − zb and β = zwb − zb, then we get
A1(x, t) = min
( yr(x,η1(x,t))∫
yl(x,η1(x,t))
H( ~X, t)dy,
yr(x,η1(x,t))∫
yl(x,η1(x,t))
β( ~X)dy
)
= min
( ywr (x)∫
ywl (x)
H( ~X, t)dy,A∗c(x, t)
)
= min
(
A(x, t), A∗c(x, t)
)
(by definition)
= min
(
A(x, t), Ac(x)
)
(by lemma 5.3.1).
We now proceed to derive the model equations for the lower layer. As done in
section 2.4.2, we integrate the equation (5.23) over the lower layer cross section,
namely
yr(x,η1(x,t))∫
yl(x,η1(x,t))
η1(x,t)∫
zb( ~X)
(
∂xu( ~X, z, t) + ∂yv( ~X, z, t) + ∂zw( ~X, z, t)
)
dzdy = 0. (5.33)
Evaluating the above integral using the same procedure in section 2.4.2, (except
that we do not have kinematic condition on η1(x, t)), then we have
∂tA1(x, t) + ∂xQ1(x, t) = −
yr(x,η1(x,t))∫
yl(x,η1(x,t))
S( ~X, t)dy, (5.34)
where
S( ~X, t) =
[
w( ~X, z, t)− u( ~X, z, t)∂xη1(x, t)− ∂tη1(x, t)
] ∣∣∣∣
z=η1(x,t)
. (5.35)
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And
yr(x,η1(x,t))∫
yl(x,η1(x,t))
S( ~X, t)dy
is a mass exchange term between the two layers.
5.3.2 Momentum Equation for Lower Layer
Similar to previous section, to derive the momentum equation for the lower layer,
we integrate equation (5.24) over the lower layer cross section, namely
yr(x,η1(x,t))∫
yl(x,η1(x,t))
[ η1(x,t)∫
zb( ~X)
(
∂tu( ~X, z, t) + ∂y
(
u( ~X, z, t)v( ~X, z, t)
)
+ ∂z
(
u( ~X, z, t)w( ~X, z, t)
))
dz
]
dy
= −
yr(x,η1(x,t))∫
yl(x,η1(x,t))
η1(x,t)∫
zb( ~X)
g∂xη¯(x, t)dzdy
= −gA1(x, t)∂xη¯(x, t)
= −gA1(x, t)∂xη1(x, t)− gA1(x, t)∂xh¯2(x, t).
Following the same procedure used deriving equation (2.66) in section 2.4.2, the
above equation gives
∂tQ1(x, t) + ∂x
(
Q21(x, t)
A1(x, t)
)
= −gA1(x, t)∂xη¯(x, t)
−
yr(x,η1(x,t))∫
yl(x,η1(x,t))
(
u( ~X, z, t)|z=η1(x,t)S( ~X, t)
)
dy
= −gA1(x, t)∂xη1(x, t)− gA1(x, t)∂xh¯2(x, t)
−
yr(x,η1(x,t))∫
yl(x,η1(x,t))
(
u( ~X, z, t)|z=η1(x,t)S( ~X, t)
)
dy.
(5.36)
where the last integral on the right is the momentum exchange term between the
two layers.
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5.3.3 Summary of Lower layer Models
The complete models for the lower layer, are then
∂tA1(x, t) + ∂xQ1(x, t) = −
yr(x,η1(x,t))∫
yl(x,η1(x,t))
S( ~X, t)dy.
∂tQ1(x, t) + ∂x
(
Q21(x, t)
A1(x, t)
)
= −gA1(x, t)∂xη1(x, t)− gA1(x, t)∂xh¯2(x, t)
−
yr(x,η1(x,t))∫
yl(x,η1(x,t))
(
u( ~X, z, t)|z=η1(x,t)S( ~X, t)
)
dy.
(5.37)
5.4 The Upper Layer Models
The upper layer flow is allowed to remain fully two-dimensional, so the Free-Surface
Euler Equations, (5.12) - (5.14) and (5.16) are applicable. However, the kinematic
boundary condition on the bottom does not apply here because the bottom of the
upper layer is η1(x, t) which is not a physical boundary that fluid particles cannot
cross. Following section 2.3, we define the following quantities :
q2x( ~X, t) =
η( ~X,t)∫
η1(x,t)
u( ~X, z, t)dz, (5.38)
q2y( ~X, t) =
η( ~X,t)∫
η1(x,t)
v( ~X, z, t)dz. (5.39)
So that the velocities are
u2( ~X, t) =
q2x( ~X, t)
h2( ~X, t)
and v2( ~X, t) =
q2y( ~X, t)
h2( ~X, t)
, (5.40)
where ~q2( ~X, t) = (q2x( ~X, t), q2y( ~X, t))
T is the upper layer 2D discharge vector and
~u2( ~X, t) = (u2( ~X, t), v2( ~X, t))
T , the velocity vector for upper layer. In what follows,
we derive the equations for the 2D quantities. Integrating equation (5.12) vertically
over the upper layer, we have
η( ~X,t)∫
η1(x,t)
∂xu( ~X, z, t) + ∂yv( ~X, z, t) + ∂zw( ~X, z, t)dz = 0. (5.41)
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Evaluating the integrals, the above equation gives
∂th2( ~X, t) + ∂xq2x( ~X, t) + ∂yq2y( ~X, t) = S( ~X, t). (5.42)
Also, integrating equation (5.13) vertically over η1(x, t) ≤ z ≤ η( ~X, t), ap-
plying the kinematic boundary condition on (equation (5.16)) and simplifying, we
have
∂tq2x( ~X, t) + ∂x
(
q22x(
~X, t)
h2( ~X, t)
+ g
1
2
h22(
~X, t)
)
+ ∂y
(
q2x( ~X, t)q2y( ~X, t)
h2( ~X, t)
)
= −gh2( ~X, t)∂xzb( ~X)− gh2( ~X, t)∂xh1( ~X, t) + u( ~X, z, t)|z=η1(x,t)S( ~X, t). (5.43)
Similarly, integrating equation (5.14) vertically over η1(x, t) ≤ z ≤ η( ~X, t),
applying the kinematic boundary condition on (equation (5.16)) and simplifying, we
have
∂tq2y( ~X, t) + ∂x
(
q2x( ~X, t)q2y( ~X, t)
h2( ~X, t)
)
+ ∂y
(
q22y(
~X, t)
h2( ~X, t)
+ g
1
2
h22(
~X, t)
)
= −gh2( ~X, t)∂yzb( ~X) + v( ~X, z, t)|z=η1(x,t)S( ~X, t), (5.44)
where S( ~X, t) is as defined in equation (5.35).
In summary the models for the upper layer flow are
∂th2 + ∂xq2x + ∂yq2y = S( ~X, t).
∂tq2x + ∂x
(
q22x
h2
+
g
2
h22
)
+ ∂y
(
q2xq2y
h2
)
= −gh2∂x (zb + h1)
+ u( ~X, t)|z=η1(x,t)S( ~X, t).
∂tq2y + ∂x
(
q2xq2y
h2
)
+ ∂y
(
q22y
h2
+
g
2
h22
)
= −gh2∂y (zb + h1)
+ v( ~X, z, t)|z=η1(x,t)S( ~X, t).
(5.45)
5.5 Summary of the Channel Flow Model in the VCM
We summarise the channel flow model in the vertical coupling method as the fol-
lowing two coupled systems:
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Lower Layer Channel Flow Model:
∂tA1(x, t) + ∂xQ1(x, t) = −
yr(x,η1(x,t))∫
yl(x,η1(x,t))
S( ~X, t)dy.
∂tQ1(x, t) + ∂x
(
Q21(x, t)
A1(x, t)
)
= −gA1(x, t)∂xη1(x, t)− gA1(x, t)∂xh¯2(x, t)
−
yr(x,η1(x,t))∫
yl(x,η1(x,t))
(
u( ~X, z, t)|z=η1(x,t)S( ~X, t)
)
dy.
(5.46)
Upper Layer Channel Flow Model:
∂th2( ~X, t) +∇ · ~q2 = S( ~X, t),
∂t~q2 +∇ · F q(h2, ~q2) = −gh2∇(zb + h1) + ~uη1S( ~X, t),
(5.47)
where
F q = (F x2 , F
y
2 ), F
x
2 =
(
q22x
h2 +
g
2h
2
2
q2xq2y
h2
)
, F y2 =
(
q2xq2y
h2
q22y
h2
+ g2h
2
2
)
,
~uη1 =
(
u( ~X, z, t)
v( ~X, z, t)
)∣∣∣∣
z=η1
.
The above coupled systems, (5.46) and (5.47), replace the channel flow model, (4.31),
(4.32) and (4.34) used in the HCM presented in the previous chapter. We make the
following remarks about models derived for these two layers.
Remark 5.5.1. We note that the models (5.47) and (5.46) are not closed since
the exchange terms and interface velocities are not known. By following the idea
adopted in [Audusse et al., 2011], we determine these quantities using the results
of the numerical solutions of the systems without these terms. This procedure is
outlined in the numerical implementation section.
Remark 5.5.2. The fact that our flow variables, such as η1(x, t) and h1(x, y, t) are
defined using the minimum function means that the PDEs so derived may not make
sense in the classical sense. However, our goal is not to study the mathematical
properties of the PDEs for which rigorous definitions are required, but to use them
to derive our desired numerical schemes. Therefore, we do not concern ourselves
with the rigorous definitions, hence the above derivation has to be understood as a
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formal derivation of the governing equations under the assumption that all functions
are sufficiently smooth.
In the next section, we develop the numerical procedure for the VCM.
5.6 Numerical Implementation of the VCM
5.6.1 Introduction
As stated in the introductory section above, our overall goal is to evolve a given 2D
solution from one time instant to another. In the vertical coupling methods being
proposed here, we achieve this ultimate goal through the use of the models, (5.46)
and (5.47) derived in previous sections. In this section, we present the approximate
solution process for the sub-layer models, (5.46) and (5.47) and show how to use
their solutions to ultimately evolve the 2D solutions. We begin, in section 5.6.2, by
defining the grids and discrete versions of the quantities appearing in the sub-models.
Consequently, the ultimate question of how to evolve a 2D solution,
(H( ~X, t), qx( ~X, t), qy( ~X, t))
T ,
from an old time level to a new time level within the channel is then answered by
following three major steps, namely (i) Step one involves distributing the given full
2D data among the lower and upper layers. This is done in section 5.6.3. (ii) Step
two involves updating each layer data to its new time values. This is detailed in
section 5.6.4 and (iii) Step three involves assembling the new time values of each
layer to obtain the desired full 2D data at the new time level. This is presented in
section 5.6.5.
Step two above, adopts a two-stage operator splitting approach. The first
stage involves solving the systems, (5.47) and (5.46) but without the exchange terms.
This stage also computes the lateral flow interaction between the channel and the
floodplains. The resulting approximate solutions are what we termed intermediate
solutions. The second stage uses the intermediate solutions from the first stage to
obtain the final update values for each layer. The solution process for the systems
of equations in the first stage is not presented in section 5.6.4 but deferred to later
sections. We therefore conclude the section in subsections 5.6.6-5.6.8 where we
propose the methods for solving for the intermediate solutions.
113
5.6.2 Background
As we have severally pointed out, we solve the floodplain flow model with the 2D
solver discussed in chapter 3.4. Hence, we only concern ourselves with the numerical
scheme for the channel flow model, (5.46), (5.47) derived in the previous section.
Therefore, we consider the discretization of the channel domain alone.
(a) Top view of 1D channel mesh made of
cells Ki. The lower layer model is to be
solved on each cell, Ki.
(b) Top view of 2D mesh for the channel region
only - no floodplains. Each 1D channel cell Ki
(in red) is further discretized to form a number,
N1y of 2D cells, Tij , j = 1, 2, ..., N
1
y .
Figure 5.4: Mesh for the two sub-models.
Figure 5.5: Three dimensional view of the channel meshes (without floodplain)
showing a single 1D channel cell, Ki (the largest rectangle in blue) and the 2D
channel cells, Tij (the smaller blue rectangles). The channel bottom topography is
shown in black. The arrows indicate the flow exchange between the two layers in
the channel and it is computed during the second stage of the operator splitting
method presented later.
Let {xi+1/2}N
1
x
i=0 be set of points along the channel and xi =
(
xi−1/2 + xi+1/2
)
/2,
then we partition the channel, Ωc (see figure 4.1) into a 1D mesh, Ω
1
h made up of
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cells, Ki = (xi−1/2, xi+1/2) (see figure 5.4(a)). We further discretize the channel into
a 2D mesh Ω2h such that each 2D cell, Tij is a subcell of a unique 1D cell, Ki ∈ Ω1h,
that is,
Ω2h = {Tij : ∃!Ki ∈ Ω1h such that Ti,j ∈ Ki}, (5.48)
see figure 5.4(b). We also discretize time as, tn, n = 1, 2, ...Nn.
Solving the coupled two layer models then means to solve the 1D models
(5.46) on Ki ∈ Ω1h and solve the 2D models (5.47) in the corresponding 2D cells,
Tij ∈ Ki. Hence the discussion in this section will be for a fixed 1D cell Ki and its
sub-cells Tij .
Figure 5.6: Three dimensional view of a single 1D channel cell, Ki (the largest
rectangle in blue), the 2D channel cells, Tij (the smaller blue rectangles) and the
floodplain mesh (in green). The arrows indicate the flow exchange between the
channel and the floodplain. These interactions are seamlessly computed by the 2D
upper layer model while computing the intermediate solutions in the channel. The
two layer model is not solved in the floodplain (green) mesh.
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(a) 1D channel cross sec-
tion, Ki depicting the dis-
crete channel wall eleva-
tion, ηβi , top width, Bi,
depth βi, critical area,
Ac,i and 1D bottom ele-
vation Zb,i.
(b) Full channel cross section
viewed in 2D channel mesh.
The laterally varying free-surface
elevation, ηi,j (in green) channel
bottom elevation zbij , channel
depth βij and water depth Hi,j in
the 2D channel cell Tij ∈ Ω2h. Red
arrows indicate the flow exchanges
between the channel and the
floodplain while the purple arrows
indicate the flow exchange between
the two layers of the channel flow.
(c) Non-full channel cross sec-
tion viewed in 2D channel
mesh cells. The laterally flat
free-surface elevation, η¯i which
is less than the channel eleva-
tion ηβi .
Figure 5.7: Discrete channel geometry in 1D channel cell (figure 5.7(a)) and the
cross sectional view of the channel flow 2D channel cells when full (figure 5.7(b))
and non-full (figure 5.7(c)).
For the 1D cell, Ki, we define the following discrete channel quantities:
ηβi = z
w
b (xi) (the channel wall elevation),
Bi = B(xi, η
β
i ) (the channel top width),
Ac,i = Ac(xi) (the critical area),
Zbi = Zb(xi) (the 1D bed elevation),
βi = η
β
i − Zb,i (the channel depth)
(5.49)
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at the center of the 1D cell, Ki (see figure 5.7(a)). The discrete cell averages;
An1,i ≈
1
∆xi
xi+1/2∫
xi−1/2
A1(x, t
n)dx
Qn1,i ≈
1
∆xi
xi+1/2∫
xi−1/2
Q1(x, t
n)dx
Ani ≈
1
∆xi
xi+1/2∫
xi−1/2
A(x, tn)dx
(5.50)
are for the wetted cross section and section-averaged discharge in lower layer and
total wetted cross sectional area in cell, Ki.
For the associated 2D cells, Tij in Ki, we define the following:
zbij = zb( ~Xij),
βij = η
β
i − zbij ,
(5.51)
being the bed elevation and channel depth at the cell center, ~Xij of Tij , see figure
5.7(b). Note the identity, Zbi + βi = zbij + βij = η
β
i ∀j = 1, ..., Ny1.
We also define the cell averages for the 2D upper layer,
hn2,i,j ≈
1
|Tij|
∫
Tij
h2( ~X, t
n)dxdy,
~qn2,i,j ≈
1
|Tij|
∫
Tij
~q2( ~X, t
n)dxdy,
(5.52)
where ~q2 = (q2x, q2y)
T and |Tij | is the size(area) of Tij ∈ Ki.
Finally, we also note the following,
Hni,j ≈
1
|Tij|
∫
Tij
H( ~X, tn)dxdy, ~qni,j ≈
1
|Tij|
∫
Tij
~q( ~X, t
n)dxdy, (5.53)
which denote the cell averages for the full 2D data (sum of lower and upper layer)
in 2D cells, Tij ∈ Ω2h.
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Notation For Water Depth in each 2D Cell, Given the Total Wetted Area
in a Cross-Section
Given that Ani is the wetted cross-section area in cross-section, Ki and zbij is a
bottom elevation of a 2D cell in Ki, then we denote by H(Ani , zbij), the water depth
in the 2D cell, Tij ∈ Ki such that the free surface is flat. That is, the function,
H : R2 → R (5.54)
takes the wetted cross sectional area in Ki and a bottom elevation, then returns
the water depth from the given bottom elevation to the flat free surface (See figure
5.7(c)). For instance, the maximum lower layer depth, βij corresponds to the water
depth when the wetted cross-section area is equal to the critical area, Ac,i, hence
H(Ac,i, zbij) = βij . (5.55)
Remark 5.6.1. Note that the definition of the function, H has to be given (from
the geometry of the channel).
Notation For Total Wetted Area in a Cross-Section, Given the 2D Free-
Surface Elevations
Given that the lateral distribution of the free-surface elevation in the 2D cells, Tij
in Ki are η
n
i,1, η
n
i,2, ..., η
n
i,N1y
, then we denote the wetted cross sectional area, Ani in
Ki by
A(ηni,1, ηni,2, ..., ηni,N1y ) (≡ A
n
i ). (5.56)
So, the function,
A : RN1y → R (5.57)
takes all the free-surface elevations in the 2D cells in Ki and returns the wetted
cross sectional area in Ki (see figure 5.7(b)). For example, we know that if all the
2D cells have flat free surface equal to the chosen wall elevation, ηβi , then the wetted
cross sectional area is the critical area, Ac,i (see definition 5.2.1), therefore,
A(ηβi , ηβi , ..., ηβi ) = Ac,i. (5.58)
Furthermore, by construction, the lower layer top surface elevation, ηn1,i is
always laterally flat, so is equal in all 2D cells inKi. Hence, the following relationship
between the lower layer wetted cross section area, An1,i and the lower layer top
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elevation, ηn1,i, is true
An1,i = A(ηn1,i, ηn1,i, ..., ηn1,i). (5.59)
Finally, the upper layer is rectangular, so its area, An2,i of wetted cross section is
An2,i =
∑N1y
j=1 h
n
2,i,j∆yi,j . Hence, the relation A
n
i = A
n
1,i +A
n
2,i, leads to the following
Ani = A(ηn1,i, ηn1,i, ..., ηn1,i) +
N1y∑
j=1
hn2,i,j∆yij = A(ηni,1, ηni,2, ..., ηni,N1y ). (5.60)
The function, A, has to be known from the channel geometry. For instance,
if the channel is of rectangular cross-section, with a laterally constant bottom ele-
vation, zbij = Zbi for all j, then A would be given by
A(ηni,1, ηni,2, ..., ηni,N1y ) =
N1y∑
j
(ηni,j − Zbi)∆yij =
N1y∑
j
Hni,j∆yij , (5.61)
where ∆yij is the lateral width of Tij .
Remark 5.6.2. We do not define A using 2D bottom elevation, zbij. In other
words, we do not want to calculate the lower layer area, An1,i using formulae like∑N1y
j=1 h
n
1,i,j∆yi,j, neither do we want to compute the total area A
n
i using formulae
(5.61) except in the case of rectangular channels. Instead, we use A as a generalisa-
tion for areas. This is important since we want to recover 1D channel flow exactly,
should the cross section not be full.
We recall the 1D consistency assumption in discrete version.
Definition 5.6.1 (Discrete Consistency requirement). In line with the consistency
requirement in definition 5.2.5, we say that the solution, (H, qx, qy)
n
i,j at t
n satisfies
a discrete consistency requirement, if ∃j∗ ∈ {1, 2, ..., N1y } such that ηni,j∗ < ηβi , then
ηni,j = η¯
n
i < η
β
i ∀j ∈ {1, 2, ..., N1y }. (5.62)
We will later show that if the initial data satisfies this discrete consistency
requirement, then the requirement is satisfied for all time.
In the next section, we begin with the first step of the numerical implemen-
tation process, namely to distribute a given full 2D data, (H, ~q)nij among the two
layers.
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5.6.3 Step 1: Distribution of Full 2D data into two-layer data
Given the full 2D data, (H, qx, qy)
n
i,j and zbij in the 2D grid, Ω
2
h, we distribute it
among the two layers as follows. Define
ηni,j = H
n
i,j + zbij , u
n
i,j =
qnx,i,j
Hni,j
, (5.63)
η¯ni =
1
N1y
N1y∑
j
ηni,j , (5.64)
hn1,i,j = min(H
n
i,j , βij), q
n
1x,i,j = h
n
1,i,ju
n
i,j , (5.65)
where ηni,j and u
n
i,j are the cell average free surface elevation and x-velocity respec-
tively, in 2D cell and η¯ni is the averaged η
n
i,j for all 2D cells in the 1D cell, Ki. h
n
1,i,j
and qn1,i,j are the lower layer (viewed as a 2D cell) height and x-discharge respec-
tively. Having obtained the lower layer data (hn1,i,j , q
n
1,i,j ) in 2D, we then use them
to obtain the required 1D lower layer data for the 1D model.
Procedure For Lower Layer 1D Data
We initialise the lower layer data as follows.
ηn1,i := min
(
η¯ni , η
β
i
)
= min
(
ηni,1, η
β
i
)
(by definition 5.6.1).
An1,i = A(ηn1,i, ηn1,i, ..., ηn1,i),
Qn1,i =
N1y∑
j=1
qn1x,i,j∆yi,j ,
(5.66)
where ∆yi,j is the lateral width of Ti,j ∈ Ki.
Procedure For Upper Layer Data
hn2,i,j = H
n
i,j − hn1,i,j ,
qn2x,i,j = h
n
2,i,ju
n
i,j ,
qn2y,i,j = h
n
2,i,jv
n
i,j ,
(5.67)
where vni,j =
qny,i,j
Hni,j
. Haven obtained the current time level data for each layer, we
now use them to update each layer models in the next section, which is the second
step of the algorithm.
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5.6.4 Step 2: Operator Splitting Method For Sub-Layer Models
This is the section that we actually solve the two layer channel model, (5.46), (5.47)
to update each layer solution. This involves two steps which we call stages. In stage
one, we solve each model without the exchange terms. In this stage, the upper layer
takes into account the flow exchange between the channel and the floodplains. This
is easily achieved through the computation of lateral fluxes in the 2D channel cells
adjacent to the floodplain cells, see figures 5.6 and 5.7(b). The second stage is where
we resolve the flow exchange between the lower and upper layer flows in the channel.
We adopt the operator splitting method for this two-stage process.
Step 2, stage 1: Sub-layers’ intermediate solutions and channel/floodplain
interaction
As mentioned above, this stage solves the channel flow model without the exchange
terms and at the same time, resolves the flow exchange between the channel and
the floodplains through the lateral fluxes in the upper layer channel model. To
proceed, we adopt the operator splitting approach as follows: Let (A1,i, Q1,i)
n+1∗ be
the approximate solution of the 1D lower layer model, (5.46) without the exchange
terms, namely
∂tA1 + ∂xQ1 = 0,
∂tQ1 + ∂xQ
2
1/A1 = −gA1∂xη¯,
(5.68)
with the given initial data, (A1,i, Q1,i)
n. Also, let (h2, ~q2)
n+1∗
i,j be the approximate
solution of the upper layer 2D models,(5.47), without the exchange terms, namely
∂th2 +∇.~q2 = 0,
∂t~q2 +∇.F q(h2, ~q2) = −gh2∇(zb + h1),
(5.69)
given the initial data (h2, ~q2)
n
i,j . F
q(h2, ~q2) = (F
x
2 , F
y
2 ), with F
x
2 = (
q22x
h2 +
g
2h
2
2,
q2xq2y
h2
)T ,
F y2 = (
q2xq2y
h2
,
q22y
h2
+ g2h
2
2, )
T . Recall that solving the above upper layer system, (5.69)
involves computing the fluxes across all cell faces, in particular, the lateral fluxes
between the channel and the floodplains are computed in obtaining (h2, ~q2)
n+1∗
i,j for
all channel 2D cells, Tij adjacent to the floodplains. This way, the flow interaction
between the channel and the floodplains are resolved.
In the remainder of this chapter, we will refer to the solutions of the sub-
models without the exchange terms, (5.68) and (5.69), namely (A1,i, Q1,i)
n+1∗ and
(h2, ~q2)
n+1∗
i,j as the intermediate solutions. At the moment, we assume that
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they (the intermediate solutions) have been obtained using an appropriate PDE
solver. We postpone their solution methods to sections 5.6.6-5.6.8.
Step2, stage 2: Sub-layers’ Exchange and Update
In this step (stage 2), we resolve the exchange between the two layers and up-
date each layer. Suppose we have the intermediate solutions, (A1i, Q1i)
n+1∗ and
(h2, ~q2)
n+1∗
i,j , then the approximate solution of the 1D lower layer models including
the exchange terms, (5.46) is the approximate solution of the system
∂tA1,i = −
∫
Sdy,
∂tQ1,i = −
∫
uη1Sdy,
(5.70)
given the initial data, (A1,i, Q1,i)
n+1∗, and the approximate solution of the 2D mod-
els, (5.47) including the exchange terms, is the approximate solution of the system
∂th2,i,j = S,
∂t~q2,i,j = ~uη1S,
(5.71)
given the initial data, (h2, ~q2)
n+1∗
i,j . Where ~uη1 = (u(
~X, t), v( ~X, t))T
∣∣∣∣
z=η1
. With the
intermediate solutions, (A1i, Q1i)
n+1∗ and (h2, ~q2)n+1∗i,j , then using forward Euler
time discretization, we approximate the solution of (5.70) and (5.71) as
An+11,i = A
n+1∗
1,i − SAi ∆t,
Qn+11,i = Q
n+1∗
1,i − SQi ∆t,
(5.72)
and
hn+12,i,j = h
n+1∗
2,i,j + Si,j∆t,
~qn+12,i,j = ~q
n+1∗
2,i,j + ~uη1,i,jSi,j∆t,
(5.73)
respectively, where
Si,j ≈ S|Ti,j , ~uη1,i,j ≈ ~uη1
∣∣∣∣
Tij
, SAi ≈
∫
Ki
Sdy and SQi ≈
∫
Ki
uη1Sdy.
To complete the description of the scheme, we need to define the exchange terms
and interface velocities; Si,j , ~uη1,i,j , S
A
i and S
Q
i . But there are no equations for these
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terms. However they can be determined by respecting the following conditions :
(i) Conservation of mass and momentum.
(ii) Discrete version of (5.32).
(iii) Discrete consistency requirement (definition 5.6.1) of the resulting solution and
(iv) And non-negativity of water heights.
The above conditions allow to first obtain the heights, hence the exchange terms
and interface velocities are calculated.
Lower layer Area
For global conservation, the total mass/momentum leaving one layer must equal the
mass/momentum entering the other layer. Hence we assume the following :
SAi =
∑
j
Si,j∆yij and S
Q
i =
∑
j
uη1,i,jSi,j∆yij . (5.74)
Recall
An+1i := A
n+1
1,i +
∑
j
hn+12,i,j∆yj . (5.75)
Substituting the expressions for An+11,i and h
n+1
2,i,j in (5.72) and (5.73) into (5.75),
making use of the first conservation property, (5.74), then (5.75) gives
An+1i = A
n+1∗
1,i +
∑
j
hn+1∗2,i,j ∆yij . (5.76)
This explicitly gives the total wetted area, An+1i directly from the intermediate
solutions (n+1* values). Next, the discrete version of (5.32) is
An+11,i = min
(
An+1i , Ac,i
)
. (5.77)
Upper layer Heights
To compute the upper layer heights, we use the definition of An+11,i in (5.77) along-
side the relations (5.75) and (5.76). Before we continue, lets define the following
notations, An+1∗2,i :=
∑
j h
n+1∗
2,i,j ∆yij and A
n+1
2,i :=
∑
j h
n+1
2,i,j∆yij . We consider the
following two cases based on the solution of An+11,i in (5.77).
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Case 1 : If An+11,i = A
n+1
i (Lower Layer at t
n+1 not full)
Then by (5.75), we have
∑
j h
n+1
2,i,j∆yij = A
n+1
i −An+1i,i = 0. Since hn+12,i,j ≥ 0, hence
hn+12,i,j = 0. (5.78)
Case 2 : If An+11,i = Ac,i (Lower Layer at t
n+1 full)
Then, subtracting (5.76) from (5.75) gives
An+12,i = A
n+1∗
2,i +
(
An+1∗1,i −Ac,i
)
(5.79)
and consider two further cases.
Case 2a : If An+1∗1,i −Ac,i ≥ 0 (Lower Layer full at intermediate state, tn+1∗)
Then An+12,i ≥ An+1∗2,i by an amount An+1∗excess,i := An+1∗1,i − Ac,i ≥ 0, so we add the
constant excess height, hn+1∗excess,i = A
n+1∗
excess,i/Bi to the intermediate solution h
n+1∗
2,i,j ,
namely
hn+12,i,j = h
n+1∗
2,i,j +
Anexcess,i
Bi
. (5.80)
Case 2b : If An+1∗1,i −Ac,i < 0 (Lower Layer not full at intermediate state,
tn+1∗)
Then An+12,i < A
n+1∗
2,i by the amount, A
n+1∗
gap,i = Ac,i − An+1∗1,i < 0. Hence we remove
An+1∗gap,i from A
n+1∗
2,i using the following algorithm.
• initialize hn+12,i,j = hn+1∗2,i,j for all Tij .
• hn+1∗gap,i =
An+1∗gap,i
Bi
, TOL = 10−12.
• while( hn+1∗gap,i > TOL )
i for all Tij
(a) ht = h
n+1
2,i,j .
(b) Reduce upper layer height by the gap height :
hn+12,i,j = max(0, h
n+1
2,i,j − hn+1∗gap,i ). (5.81)
(c) Remove area of reduced height from total gap area:
An+1∗gap,i = A
n+1∗
gap,i − |hn+12,i,j − ht|∆yi,j .
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ii hn+1∗gap,i =
An+1∗gap,i
Bi
.
Equations (5.78), (5.80) and (5.81) compute hn+12,i,j in Tij ∈ Ki for all three cases
above.
Computing the Exchange Terms and the Interface velocity
Having computed hn+12,i,j , we now compute the exchange terms, Si,j using the first
equation in (5.73), hence
Si,j =
hn+12,i,j − hn+1∗2,i,j
∆t
. (5.82)
Next, we compute the interface velocity, ~uη1,i,j . As proposed for multilayer systems
in [Audusse et al., 2011], if water moves from lower layer to upper layer (Si,j > 0),
then the interface velocity, ~uη1,i,j is that of the lower layer. But if the reverse is the
case (Si,j ≤ 0), then ~uη1,i,j is that of the upper layer. Hence we define
~uη1,i,j :=

~un+1∗2,i,j =
~qn+1∗2y,i,j
hn+1∗2,i,j
, if Si,j ≤ 0
(un+1∗1,i , 0)
T =
(
Qn+1∗1,i
An+1∗1,i
, 0
)T
, if Si,j > 0.
(5.83)
Computing the Discharges
With the above definitions for the exchange terms and the interface velocity, then
the upper layer discharge, ~qn+12,i,j is computed in (5.73), namely
~qn+12,i,j = ~q
n+1∗
2,i,j + ~uη1,i,jSi,j∆t. (5.84)
As stated above, to conserve momentum the lower layer exchange term, SQi is defined
as
SQi =
N1y∑
j
uη1,i,jSi,j∆yij , see (5.74). (5.85)
Hence, the lower layer discharge is computed as
Qn+11,i = Q
n+1∗
1,i − SQi ∆t, see (5.72). (5.86)
This ensures that momentum is conserved. Hence, the discharges for both layers
are obtained. Therefore, we now have (A1,i, Q1,i)
n+1, and (h2, ~q2)
n+1
i,j . With these
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results, we update the full 2D data, (Hi,j , ~qi,j)
n+1 in the next section which is the
third and last step.
5.6.5 Step 3: Updating full 2D data Hn+1i,j , q
n+1
x,i,j and q
n+1
y,i,j for Ti,j ∈ Ki
The full water depth, Hn+1i,j is given by
Hn+1i,j = h
n+1
1,i,j + h
n+1
2,i,j , (5.87)
where
hn+11,i,j = H(An+11,i , zbij). (5.88)
The full 2D x-discharge is computed as
qn+1x,i,j := q
n+1
1x,i,j + q
n+1
2x,i,j
= hn+11,i,j
Qn+11,i
An+11,i
+ qn+12x,i,j . (5.89)
Finally, the lateral discharge is computed as follows :
qn+1y,i,j = H
n+1
i,j v
n+1
i,j , (5.90)
where
vn+1i,j := v
n+1
2,i,j =

qn+1∗2y,i,j+vη1,i,jSi,j∆t
hn+12,i,j
, if hn+12,i,j > 0
0, else.
(5.91)
This completes the numerical algorithm for the channel flow. As mentioned in the
introductory section, the scheme for the floodplain flow is the 2D solver presented
in section 3.4. At the channel/floodplain interface, the lateral fluxes are effortlessly
computed since the channel 2D cell, Tij ∈ Ki ∈ Ω1h has the complete 2D data,
(Hi,j , ~qi,j)
n. This is not the case for most existing methods since the lateral dis-
charge is not easily available. In the VCM, the fluxes between the floodplains and
channel are taken into account in the first stage of operator splitting step where the
intermediate solutions are computed. Figures 5.8 and 5.9 are the flow charts for the
implementation of the VCM.
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Figure 5.8: Flow chart for the VCM depicting the floodplain flow solver and the
channel flow solver. The details of the channel solver is illustrated in figure 5.9.
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Figure 5.9: Details of the channel solver part in the flow chart of the VCM (figure
5.8). It depicts the three-step channel flow solver which implements the two-layer
coupled models, (5.46), (5.47). It also shows the two stages to solve (step 2) the
channel models. Step 2, stage 1 computes the intermediate solutions and the lateral
fluxes between the channel and the floodplains, while step 2, stage 2 enforces the
mass and momentum conservation to update each layer solution.
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5.6.6 Finite Volume Methods for the intermediate solutions
The remaining task is to present the solution methods for the models, (5.68) and
(5.69). Let us emphasis that the choice of method of solution for these models,
is open to any appropriate PDE solver so long as it satisfies the properties for
the solutions of hyperbolic conservation laws with source terms as mentioned in a
previous chapter. Therefore, any of the finite volume methods or DG-FEM methods
can be applied to these models. In the following sections, we adapt existing finite
volume methods to approximate the solution of these sub-layer models and show
that each method satisfies the well-balance of lake at rest.
5.6.7 Solution of the Upper Layer Model without Exchange Terms
As can be seen in the 2D model, (5.69) it can be interpreted as a 2D shallow water
equation with topography, zb( ~X) +h1( ~X, t) referred to as the apparent topography
in [Bouchut, 2004, 2007]. Therefore, we propose the following apparent topography
hydrostatic reconstruction scheme [Audusse et al., 2004; Bouchut, 2004, 2007]:
Un+1∗2,i,j = U
n
2,i,j −
∆t
|Tij |
∑
ek∈Eij
|ek|
(
φ2D(U˜n2,k,L, U˜
n
2,k,R, ~nk) + s(h
n
2,i,j , h˜
n
2,k,L, ~nk)
)
(5.92)
where ek is k−th edge of Tij , with size, |ek| and outward unit normal, ~nk. L and R
indicate the cells at left and right of the edge, Eij is the set of all edges of Tij and
Un+1∗2,i,j = (h
n+1∗
2,i,j , ~q
n+1∗
2,i,j )
T is the upper layer intermediate solution which is being
computed. And
φ2D(U˜n2,k,L, U˜
n
2,k,R, ~nk) = T
−1
~nk
φ(T~nk U˜
n
2,k,L, T~nk U˜
n
2,k,L),
s(hn2,i,j , h˜
n
2,k,L, ~nk) =
g
2
(
0, ([hn2,i,j ]
2 − [h˜n2,k,L]2)~nk
)T
,
U˜n2,k,p =
h˜n2,k,p
hn2,k,p
Un2,k,p.
Un2,i,j = (h
n
2,i,j , ~q
n
2,i,j)
T .
Un2,k,p = (h
n
2,k,p, ~q
n
2,k,p)
T .
h˜n2,k,p = max(η
n
k,p − ηn∗1,k, 0).
ηnk,p = η
n
1,k,p + h
n
2,k,p.
p = L,R.
(5.93)
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k is the edge number.
ηn1,k,p = zb,k,p + h
n
1,k,p (The apparent topography on side p = L,R),
ηn∗1,k = max(η
n
1,k,R, η
n
1,k,L).
(5.94)
The quantities, zb,k,p, h1,k,p, η
n
1,k,p and η
n
k,p are respectively, the bottom elevation,
water depth of lower layer, top height of lower layer, and free-surface elevation of
2D cell on side P, (P = L,R) of the k − th edge of cell, Tij . φ is any consistent
numerical flux function and T~nk is the matrix of rotation as discussed in chapter 3.
5.6.8 Solution of the Lower Layer Model without Exchange terms
Recall that if the channel is full, then the lower layer top elevation (z = η1(x, t) =
zwb (x)) is different from the free-surface elevation, (z = η¯(x, t) ) appearing in the
lower layer 1D model. In this case, the top of the lower layer will not generally be
constant (in x) even when the free-surface is constant (in x). This leads to difficulty
in deriving a well-balance method for the lower layer model. In order to tackle this
problem, we propose to approximate the solution of the lower layer model in the
following way. Consider the two systems of equations
∂t
(
A
Q
)
= −∂x
(
Q
Q2
A
)
−
(
0
gA∂xη¯
)
+ Φ(x, t) (5.95)
and
∂t
(
A2
Q2
)
= −∂x
(
Q2
Q22
A2
)
−
(
0
gA2∂xη¯
)
+ Φ(x, t). (5.96)
The system, (5.95) is the 1D model for the full channel flow as derived in chapter 4
and Φ(x, t) = (ΦA(x, t),ΦQ(x, t))T . The system, (5.96) is a 1D model for the upper
layer obtained by integrating the upper layer 2D model and considering a laterally
constant free surface. Substracting (5.96) from (5.95) gives
∂t
(
A−A2
Q−Q2
)
= −∂x
(
Q−Q2
(Q−Q2)2
A−A2
)
−
(
0
g(A−A2)∂xη¯
)
+ ∂x
(
0
AA2
A−A2 (u− u2)2
)
,
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where u = QA and u2 =
Q2
A2
. Using the fact that the vertical variation of velocity is
negligible, hence (u− u2)2 ' 0, we have
∂t
(
A1
Q1
)
' ∂t
(
A−A2
Q−Q2
)
(5.97)
since
∂t
(
A1
Q1
)
= −∂x
(
Q1
Q21
A1
)
−
(
0
gA1∂xη¯
)
.
Hence, from (5.97), we propose to approximate the solution of the lower layer model,
(5.68) as (
A1,i
Q1,i
)n+1∗
=
(
Ai
Qi
)n+1∗
−
(
A2,i
Q2,i
)n+1∗
. (5.98)
where (An+1∗i , Q
n+1∗
i )
T is the approximate solution of the full layer 1D model, (5.95)
solved with any known method and (An+1∗2,i , Q
n+1∗
2,i )
T ' ∑j (hn+1∗2,i,j , qn+1∗2x,i,j)T∆yi,j
is obtained from the 2D solution, (5.92). So we do not need to solve (5.96), rather
we approximate its solution with those of the 2D upper layer. In this thesis, we use
the scheme of [Morales-Herna´ndez et al., 2013], presented in a previous chapter, for
the solution of the model, (5.95).
In summary, what we have proposed for the lower layer model, is to solve
(5.95), use the solution of (5.92), then apply (5.98) to obtain the lower layer inter-
mediate solution. It is important to reiterate that this approach is just one possible
way of solving the lower layer model, (5.68). There might be other ways of solving
this model and still achieve the desired properties. We prove in theorems 5.7.6 and
5.7.7 that if the underlying solver for (5.95) is well-balanced and mass conservative,
then the lower layer scheme, (5.98) is also well-balanced and mass conservative.
5.7 Desirable Properties of the VCM Scheme
In order to evolve the solution from time step tn to tn+1, we require the following
conditions to be satisfied.
Definition 5.7.1 (Consistency of Distribution Operation). We require a distribu-
tion operation (step 1) such as the one in section 5.6.3 to be consistent in the sense
that whenever the channel is not full (Hni,j ≤ βij ∀Tij ∈ Ki), then the following
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conditions must hold:
i hn2i,j , q
n
2xi,j and q
n
2yi,j each equal zero ∀Tij ∈ Ki;
ii The lower layer area, An1,i must correspond to total water in cross-section. That
is, An1i = A(ηni,1, ηni,2, ..., ηni,N1y ) (=
∑
j H
n
i,j∆yj if channel is locally rectangular).
These ensure that we do not solve two-layer problem when the flow is actually
one-layer (not full) and in such case, the lower layer must account for the total water
in the cross-section. This is the self-adaptive nature of the scheme.
Definition 5.7.2 (No-Numerical Flooding Property). In order to satisfy the no-
numerical flooding property, the solution of the scheme, (Hi,j , qxi,j , qyi,j)
n+1 must
satisfy the following conditions:
i
(βij − hn+11i,j )hn+12i,j = 0 ∀Tij ∈ Ki; (5.99)
ii If hn+12,i,j = 0, then (a) q
n+1
2x,i,j = 0 (b) u
n+1
i,j =
Qn+11,i
An+11,i
(which is constant laterally)
and (c) qn+1y,i,j = 0;
iii If ∃j∗ ∈ {1, 2, ..., N1y } | ηn+1i,j∗ < ηβi , then ηn+1i,j = ηn+1i,j∗ ∀j.
This ensures that the solution at tn + 1 satisfies the discrete consistency require-
ment (see definition 5.6.1).
Condition (i) means that lower layer is either full (h1i,j = βi,j) or upper layer
is dry h2i,j = 0. In other words, there shouldn’t be gap between the two layers. This
way, water would not overflow when the channel is not yet full. Condition (ii) states
that if upper layer is dry, then the flow must be 1D. That is, if upper layer is dry,
then its velocities and discharges must be zero. And the full layer data must be
laterally uniform. Condition (iii) means that if channel is not full, then the free-
surface must be flat (equal) in lateral direction. This is the discrete consistency
requirement (definition 5.6.1) on the solution at tn+1.
In addition, we also prove that the scheme is well-balanced and conservative
under suitable conditions on the intermediate solutions.
Theorem 5.7.1 (Consistency of Distribution Operation). The distribution opera-
tion proposed in section 5.6.3 is consistent with the problem in the sense of definition
5.7.1.
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Proof. We need to prove (i) and (ii) in definition 5.7.1.
i) If the channel is not full, then
Hni,j ≤ βij .
Hence, by (5.67), we have
hn2,i,j = H
n
i,j −min(Hi,j , βij) = Hni,j −Hni,j = 0.
Consequently,
qn2x,i,j = q
n
2y,i,j = 0 by (5.67).
ii)
Hni,j ≤ βi,j => zbij +Hni,j ≤ zbij + βi,j => ηni,j ≤ ηβi .
Hence, by discrete consistency (definition 5.6.1) , we have
η¯i = η
n
i,j < η
β
i ∀j = 1, ..., N1y .
By (5.66),
ηn1,i := min(η¯
n
i , η
β
i ) = η¯
n
i = η
n
i,j∀j = 1, ..., N1y .
Hence,
An1,i := A(ηn1,i, ηn1,i, ..., ηn1,i) = A(ηni,1, ηni,2, ..., ηni,N1y ) =: total wetted area.
Theorem 5.7.2 (No-Numerical Flooding Property). The vertical coupling scheme
as derived in (5.87), (5.89) and (5.90), preserves the no-numerical flooding property
in the sense of definition 5.7.2.
Proof. i We prove (5.99) on case-by-case bases.
Case 1:
hn+12,i,j = 0, see (5.78).
Cases 2a and 2b :
An+11,i = Ac,i => h
n+1
1,i,j := H(An+11,i , zbij) = H(Ac,i, zbij) = βij .
Therefore,
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hn+12,i,j = 0 or h
n+1
1,i,j = βij in all cases. Hence,
(βij − hn+11i,j )hn+12i,j = 0 ∀Tij ∈ Ki
as claimed.
ii Let hn+12,i,j = 0, then
(a)
Si,j = −
hn+1∗2,i,j
∆t
< 0 => uη1,i,j = u
n+1∗
2,i,j => uη1,i,jSi,j∆t = q
n+1∗
2x,i,j => q
n+1
2x,i,j = 0.
(b) Since qn+12x,i,j = 0, then
qn+1x,i,j = h
n+1
1,i,j
Qn+11,i
An+11,i
=
Qn+11,i
An+11,i
Hn+1i,j (becauseh
n+1
2,i,j = 0).
Hence,
un+1i,j :=
qn+1x,i,j
Hn+1i,j
=
Qn+11,i
An+11,i
( which is constant in j).
(c)
vn+1i,j = 0 (see(5.91)) => q
n+1
y,i,j = 0.
iii Let there exist j∗ ∈ {1, 2, ..., N1y } such that ηn+1i,j∗ < ηβi , then this corresponds to
case 1 in step 2 because cases 2a and 2b satisfy
An+11,i = Ac,i => η
n+1
i,j ≥ ηβi ∀j = 1, ..., N1y .
Since, ηn+1i,j∗ < η
β
i corresponds to case 1, then it satisfies
An+11,i = A
n+1
i ≤ Ac,i => hn+12,ij = 0∀j.
So,
ηn+1i,j := H
n+1
i,j + zbij = h
n+1
1,ij + zbij = η
n+1
1,i ∀j = 1, ..., N1y .
That is,
ηn+1i,j = η
n+1
1,i = η
n+1
i,j∗ ∀j = 1, .., N1y .
Hence the free surface is laterally flat. Therefore, the discrete consistency re-
quirement (definition 5.6.1) holds at tn+1. Therefore, the scheme satisfies the
no-numerical flooding property.
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Theorem 5.7.3 (Well-balance). If the numerical schemes for the intermediate so-
lutions, (An+1∗1,i , Q
n+1∗
1,i )
T and (hn+1∗2,i,j , q
n+1∗
2x,i,j , q
n+1∗
2y,i,j )
T are well-balanced, then the ver-
tical coupling method, (5.87), (5.89) and (5.90), is well-balanced. This is true for
any kind of well-balance, not only for lake at rest.
Proof. Let the intermediate solutions be well-balanced, then
(An+1∗1,i , Q
n+1∗
1,i )
T = (An1,i, Q
n
1,i)
T ,
(hn+1∗2,i,j , q
n+1∗
2x,i,j , q
n+1∗
2y,i,j )
T = (hn2,i,j , q
n
2x,i,j , q
n
2y,i,j)
T .
Recall that
An1,i = min(A
n
i , Ac,i),
An+11,i := min(A
n+1
i , Ac,i) = min(A
n+1∗
1,i +A
n+1∗
2,i , Ac,i)
= min(An1,i +A
n
2,i, Ac,i) (intermediate solutions are well-balanced)
= An1,i.
Hence, hn+11,i,j = h
n
1,i,j .
Next, we show that hn+12,i,j = h
n
2,i,j .
An+12,i := A
n+1
i −An+11,i = (An+1∗1,i +An+1∗2,i )−An1,i
= (An1,i +A
n+1∗
2,i )−An1,i = An+1∗2,i
= An2,i => A
n+1
i = A
n
i .
Case 1: An+11,i = A
n+1
i < Ac,i, that is
An+11,i = A
n+1
i = A
n
i < Ac,i.
But Ani < Ac,i => h
n
2,i,j = 0, that is
hn+1∗2,i,j = h
n
2,i,j = 0.
Also,
An+1i < Ac,i => h
n+1
2,i,j = 0 = h
n
2,i,j .
Cases 2a and 2b: An+11,i = Ac,i, that is
An+11,i = A
n
1,i = A
n+1∗
1,i = Ac,i.
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But
An+1∗1,i = Ac,i => A
n+1∗
excess,i = A
n+1∗
gap = 0 => h
n+1∗
excess,i = h
n+1∗
gap = 0.
Hence by (5.80) and (5.81), we have
hn+12,i,j = h
n+1∗
2,i,j = h
n
2,i,j .
Finally, we show that (H, ~q2)
n+1
i,j = (H, ~q2)
n+1
i,j .
=> Hn+1i,j = h
n
1,i,j + h
n
2,i,j = H
n
i,j and Si,j = 0
=> qn+12x,i,j = q
n+1∗
2x,i,j = q
n
2x,i,j , q
n+1
2y,i,j = q
n+1∗
2y,i,j = q
n
2y,i,j , and Q
n+1
i,1 = Q
n+1∗
1,i = Q
n
1,i
=> qx,i,j := h
n+1
1,i,j
Qn+11,i
An+11,i
+ qn+12y,i,j = h
n
1,i,j
Qn1,i
An1,i
+ qn2y,i,j = q
n
x,i,j
and qn+1y,i,j := H
n+1
i,j
qn+12y,i,j
hn+12,i,j
= Hni,j
qn2y,i,j
hn2,i,j
= qny,i,j .
We have shown that Hn+1i,j = H
n
i,j , q
n+1
x,i,j = q
n
x,i,j and q
n+1
y,i,j = q
n
y,i,j , so the method is
well-balanced.
Theorem 5.7.4 (Conservation). If the intermediate solutions is mass conservative,
then the vertical coupling solutions is also mass conservative.
Proof. Let the intermediate solutions be mass conservative, then∑
i
An+1∗1,i =
∑
i
An1,i and
∑
i
An+1∗2,i =
∑
i
An2,i. (5.100)
Hence ∑
i
(An+11,i +A
n+1
2,i ) :=
∑
i
(An+1∗1,i +A
n+1∗
2,i ) (see (5.76))
=
∑
i
(An1,i +A
n
2,i) (see (5.100) ).
In the following, we prove that the proposed schemes for the intermediate so-
lutions satisfy the desirable properties. Since the hydrostatic reconstruction method
is mass conservative, [Audusse and Bristeau, 2005; Audusse et al., 2004] and the 2D
models, (5.69) do not introduce any source term to the height equation, then the
scheme (5.92) is mass conservative. We state and prove a theorem below to show
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that this scheme, like the standard hydrostatic reconstruction [Audusse et al., 2004]
method, preserves well-balance of lake at rest.
Theorem 5.7.5. The upper layer scheme in (5.92) is well-balanced with respect to
lake at rest.
Proof. Let the flow satisfy the late at rest condition, then ηnk,L = η
n
k,R and ~q
n
2,i,j = 0.
Hence by (5.93), we have
h˜n2,k,L := max(η
n
k,L − ηn∗1,k, 0)
= max(ηnk,R − ηn∗1,k, 0) (because ηnk,L = ηnk,R)
= h˜n2,k,R (by definition).
(5.101)
Hence
U˜n2,k,R :=
h˜n2,k,R
hn2,k,R
Un2,k,R = (h˜
n
2,k,R, 0, 0)
T
= (h˜n2,k,L, 0, 0)
T (see (5.101))
= U˜n2,k,L.
Therefore, by the consistency of numerical flux function, we have
φ2D(U˜n2,k,L, U˜
n
2,k,R, ~nk) =
(
0
g
2(h˜
n
2,k,L)
2~nk
)
.
Hence the scheme, (5.92) becomes
Un+1∗2,i,j = U
n
2,i,j −
∆t
|Tij |
∑
ek∈Eij
|ek|
[
(0,
g
2
(h˜n2,k,L)
2~nk)
T +
g
2
(
0, ([hn2,i,j ]
2 − [h˜n2,k,L]2)~nk
)T]
= Un2,i,j −
∆t
|Tij |
∑
ek∈Eij
|ek|
[
g
2
(
0, (hn2,i,j)
2~nk
)T]
= Un2,i,j −
∆t
|Tij |
g
2
(hn2,i,j)
2
∑
ek∈Eij
[(
0, ~nk|ek|
)T]
= Un2,i,j .
Theorem 5.7.6. If the underlying solver for (5.95) is well-balanced then the lower
layer scheme, (5.98) is also well-balanced.
Proof. Let scheme for (5.95) be well-balanced, then (An+1∗i , Q
n+1∗
i )
T = (Ani , Q
n
i )
T .
Since the 2D solver, (5.92), is also well-balanced, so (hn+1∗2,i,j , ~q
n+1∗
2,i,j )
T = (hn2,i,j , ~q
n
2,i,j)
T .
137
Therefore, the lower layer scheme, (5.98) becomes(
A1,i
Q1,i
)n+1∗
:=
(
Ai
Qi
)n+1∗
−
(
A2,i
Q2,i
)n+1∗
=
(
Ai
Qi
)n
−
(
A2,i
Q2,i
)n
=
(
A1,i
Q1,i
)n
So, the 1D scheme is well-balanced.
Theorem 5.7.7. If the underlying solver for (5.95) is mass conservative, then the
lower layer scheme, (5.98) is also mass-conservative.
Proof. Let scheme for (5.95) be mass conservative, then
∑
iA
n+1∗
i =
∑
iA
n
i . Since
the 2D solver, (5.92), is also mass conservative, so
∑
iA
n+1∗
2,i =
∑
iA
n
2,i. Therefore,
the lower layer scheme, (5.98) gives∑
i
An+1∗1,i :=
∑
i
An+1∗i −
∑
i
An+1∗2,i
=
∑
i
Ani −
∑
i
An2,i (by conservation of A
n+1
i and A
n+1∗
2,i )
=
∑
i
(
Ani −An2,i
)
=
∑
i
An1,i (by definition).
So, the 1Duscheme is mass conservative.
Since we use the 1D solver in [Morales-Herna´ndez et al., 2013] which is
conservative and well-balanced for lake at rest, and the 2D scheme, (5.92) is also
mass conservative and well-balanced for lake at rest, therefore by theorems 5.7.4
and 5.7.3 the vertical coupling scheme, (5.87), (5.89), (5.90) is mass conservative
and well-balanced for lake at rest.
This completes the theoretical aspect of the VCM. In the next chapter, we
present some numerical experiments to access the its performance.
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Chapter 6
Numerical Results for Coupling
Methods
6.1 Introduction
In this chapter, we present the numerical results for the methods proposed in this
thesis. All the algorithms described in this thesis are implemented in a self-written
c++ code. The experiments are run on the Cluster of Workstations (COW) of the
Center for Scientific Computing (CSC), University of Warwick. The CSC’s COW
is a heterogeneous cluster with approximately 600 cores for code development and
small-scale computations.
In all the numerical experiments presented in this thesis, the floodplain flow
model is solved with the 2D scheme described in chapter 3. Three test cases, includ-
ing the one presented in chapters 3.8.3 and 4.8, are used in this chapter to access
the performance of the methods. To discuss the results, we use displays of some
or all the flow quantities in the whole computational domain and also plots of flow
quantities at selected points. We access the methods for accuracy (with full 2D
simulation as reference solution), efficiency and their abilities to recover 2D flow
structure within the channel during flood. The acronym, FULL 2D refers to the
solution obtained from solving the 2D shallow water equations in the entire flow
domain (floodplain and channel). It is taken as the reference solution in each test
case.
As stated in chapter 5, the VCM is a unifying method depending on the choice
of the elevation function, zwb (x). We wish to elaborate more on this. Recall from the
formulation of the vertical coupling method, that zwb (x) is the interface boundary
between the lower and upper layers, if flooding (see figures 5.7(a) and 5.7(b) for the
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discrete version, ηβi ). This means that changing the position of z
w
b (x) would change
the position of the interface and ultimately change the type of method. For instance,
• If
zwb (x) = Zb(x) for all x, (6.1)
where Zb(x) is the bottom of the channel, then the vertical coupling method
becomes a full 2D simulation because the lower layer no longer exists and up-
per layer model reduces to the full 2D shallow water equations.
• If
zwb (x) =∞ for all x, (6.2)
then the vertical coupling method reduces to the method proposed in chapter
4, which for the case where the channel walls are parallel to x-axis, reduces
to the FBM as the lateral discharge would not be calculated in the channel.
This is true because the upper layer vanishes and the solution of the lower
layer model, as approximated in section 5.6.8, reduces to the channel model
in chapter 4 but without the channel lateral discharge solver.
• Suppose it is known a priori that the channel never floods in some region,
ΩnF ∈ R and there are other region, ΩF ∈ R in which the channel is most
likely to flood, say where the channel flows into a floodplain, then we can
define
zwb (x) =
0, if x ∈ ΩF ,∞, if x ∈ ΩnF , (6.3)
and we ensure that zwb (x) varies smoothly between ΩF and ΩnF . In this
case, the vertical coupling method, is automatically a flow direction or frontal
coupling method. Frontal or flow direction coupling method is the approach
used to couple a 1D and 2D models when the 2D domain is in the direction of
the 1D flow.
• If we define zwb (x) to the channel wall elevation, as defined in chapter 5, then
the method is a purely vertical coupling method, different from any existing
method.
In this thesis, we do not consider all the cases but only focus on the last case
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in which we take zwb (x) as the channel wall elevation at point x. Before we continue,
let us make the following remark.
Remark 6.1.1. We observed that if zwb (x) has very large gradients, then it leads
to numerical difficulties for the vertical coupling method. Hence, we propose to
smoothing zwb (x) whenever it has large gradients. But the point to note is that in
reality, zwb (x) would not have vary large gradients to warrant smoothing. Therefore,
for each test case below, given zwb (x), we also state the corresponding smooth version
(when necessary) used in the implementation of the VCM.
The outline of this chapter is the following. The test case of previous chapter
is repeated for the vertical coupling method in section 6.2 and two more test cases
are considered one in each of sections 6.3 and 6.4.
6.2 Test case 1
This test case is the one considered in sections 3.8.3 and 4.8. The simulation of
this problem with the full 2D, FBM and horizontal coupling methods have been
discussed in chapter 4. Here we discuss only that of the vertical coupling method.
For this test case, the channel wall elevation, zwb (x) is given as
zwb (x) =
2.5, if x ≤ 12.50,0.0, elsewhere. (6.4)
We use the following smoother version of zwb (x) for the VCM.
zwb (x) =
tanh((x− 10.0)) + 1.0, if x < 14.0,0.0, if x ≥ 14.0. (6.5)
Result of test 1
This problem was simulated using the vertical coupling method with a grid of
193 × 90 cells in the floodplain and 8 cells in lateral direction inside the chan-
nel, making a total of 193× 198 non-uniform grid cells, (see table 6.1). Every other
simulation data is the same as the other methods. Figure 6.1 displays the free sur-
face elevation for the various methods. It can been seen that the vertical coupling
method approximates the full 2D simulation result better than the horizontal cou-
pling method. The accuracy of the vertical coupling method is further illustrated
in figure 6.2 which displays the free surface elevation at the six probe points. It can
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be seen that the VCM captures the full 2D results very well than the horizontal
coupling method, at all the probe points. Again, from figure 6.1, one can see that
the VCM recovers 2D flow structure within the channel unlike the HCM and FBM.
Again, this 2D flow structure is only within the flooded region, while non-flooded
regions remain with 1D solutions. In terms of efficiency, table 6.1 shows that for the
Grid No. of time steps Processor time (in seconds)
Full 2D 193× 115 3,669 3,110.31
VCM 193× 98 2,615 1,605.31
HCM 193× 92 2,616 1,420.40
FBM 193× 91 2,592 1,311.26
Table 6.1: Grid cells, simulation times and number of time steps for Test 1. Shows
the grid used for each simulation method and the number of time steps and processor
time taken to complete the simulation.
this test case, the vertical coupling method has about 48.39% gain in computational
time over the full 2D simulation.
6.3 Test case 2 : Channel Flow into Elevated 2D Flood-
plain
This test case involves the same channel in the previous test case but connected to
an elevated floodplain located in the region 10.5 ≤ x ≤ 16.0 (see figure 6.3). The
channel bed is flat and the floodplain bed is 0.5 meters high. The initial condition
is the following:
H(x, y, 0) =

1.5, if x ≤ 8.5, y ≥ 1.8,
0.7, if x > 8.5, y >= 1.8,
0.2, if 10.5 ≤ x ≤ 16.0, 0 ≤ y ≤ 1.8,
0.0, else.
(6.6)
u¯(x, y, 0) = v¯(x, y, 0) = 0. (6.7)
The boundaries are only open at the sides indicated exit in figure 6.3, others are
closed. We use and implement the reflective (no flux) boundary conditions on the
closed boundaries and the transmissive (open) boundary condition on the open
boundaries.
The manning coefficient for both channel and floodplain is taken as 0.009s/m1/3.
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Figure 6.1: Comparison of free surface elevation for the different methods for test
case 1 after the last time step.
Just like the previous test case, here nine probe points are identified as indicated in
figure 6.3.
To apply the vertical coupling method to this problem, we first realize that
from the bottom topography of the channel and bed given above, the channel wall
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Figure 6.2: Comparison of free surface elevation, η at probe points for test case 1.
The locations of the probe points are shown in 3.10.
elevation, zwb (x) is given as
zwb (x) =
0.5, if 10.5 ≤ x ≤ 16.0,3.0, elsewhere. (6.8)
The smoother version used for the VCM is the following
zwb (x) =

tanh(0.5(x− 4.5)) + 1.5, if x < 10.0,
0.5, if 10.0 ≤ x ≤ 16.5,
tanh(x− 19.2) + 1.5, elsewhere.
(6.9)
144
Figure 6.3: Top view of Channel and Floodplain for test case 2 showing the flood-
plain region in (x, y) ∈ [10.5, 16.0] × [0, 1.8] and the channel region in (x, y) ∈
[0, 19.3]× [1.8, 2.3].
Result of test 2
The vertical coupling method and the other three methods simulated this problem
with their respective grid for the previous problem. This is shown under the grid
column in table 6.2. The simulation was run for ten seconds.
Figures 6.4 and 6.5 show the free surface elevation and velocity magnitude
for each method. It can be seen that the vertical coupling method provides a better
approximation of the full 2D results than the horizontal coupling method which
in turn, is more accurate than the FBM. As further validation of this claim, the
free surface elevation, the x-component and y-component velocity are plotted for
selected probe points in figures 6.6, 6.7 and 6.8 respectively. It can be seen that
the vertical coupling method is more accurate than the other methods for all three
flow flow quantities, at the reported points and almost throughout the duration of
simulation. Also, the horizontal coupling method is more accurate than the FBM
at the points for all flow quantities and almost all the time. Again, the two new
methods, especially the vertical coupling method, really captures the flow structure
of the full 2D simulation. This proves the accuracy of the proposed methods.
For efficiency, we see from column under processing time in table 6.2 that
the FBM is very efficient but not very accurate, the vertical coupling method is also
efficient compared to the full 2D but not as much as the other two methods, while
the horizontal coupling method is both very efficient and also has good accuracy.
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Grid No. of time steps Processor time (in seconds)
Full 2D 193× 115 4,963 4,100.47
VCM 193× 98 3,278 2,811.00
HCM 193× 92 3,235 1,710.36
FBM 193× 91 3,178 1,555.08
Table 6.2: Grid cells, simulation times and number of time steps : Test 2. Shows the
grid used for each simulation method and the number of time steps and processor
time taken to complete the simulation.
For this problem, due to the very high accuracy of the vertical coupling method,
it is sensible to conclude that it is the best amongst the three coupling methods.
Moreover, for a simulation of a very large network of rivers where the 2D region
might be very small compared to the entire computational domain, the efficiency
of one coupling method over the other might not be very significant, so accuracy
becomes the deciding factor. In this regard, the vertical coupling method is the best
method of the three considered here.
Finally, figures 6.4 and 6.5 show that the VCM, unlike the other methods,
recovers the 2D flow structure within the channel at the flooding regions. Again, the
VCM continues to compute 1D solutions at no flooded regions; this demonstrates
the self-adaptive nature of the method.
6.4 Test case 3 : Flooding of an initially dry floodplain
The final test case involves the overflowing of a channel onto an initially dry flood-
plain. Both the channel and the floodplain are located in the 2D domain, [0, 20]×
[0, 4]. The channel occupies the region, [0, 20]× [yc, 4] with flat bottom, Zb(x) = 0,
while the floodplain occupies the rest of the domain, [0, 20] × [0, yc], where yc = 3.
The bottom topography of the entire domain is the following
zb(x, y) =
Zb(x) = 0, if y ≥ yc0.2 + zwb (x)−0.2yc y, otherwise (6.10)
where zwb (x) is the channel wall elevation function defined as
zwb (x) =
−0.06 tanh(3(x− 9)) + 0.14, if x ≤ 10.50.06 tanh(3(x− 15.5)) + 0.14, otherwise. (6.11)
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Figure 6.4: Comparison of free surface elevation distribution for the different meth-
ods for test case 2 at the last time step.
For this problem, we take zwb (x) the way it is. The bed and channel wall elevations
are depicted in figure 6.9.
The initial condition consists of stationary water of depth, 0.08 meters in
the channel and dry floodplain. The boundary conditions are time-dependent water
depth at the left boundary of the channel and zero velocity at the right channel
boundary, namely
H(0, y, t) =
hb(t), if t ≤ 4a,hb(4a), if t > 4a,
for y ≥ yc.
u¯(20, y, t) = 0.0, for all t ≥ 0, y ≥ yc.
where
hb(t) = η0 + r + r sin
(
(t− a)pi
2a
)
(6.12)
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Figure 6.5: Comparison of velocity magnitude for the different methods for test case
2 after the last time step.
where a = 10 and r = 0.025. η0 = 0.08 is a constant initial free-surface elevation
inside the channel. The remaining boundaries are closed.
The manning coefficients are the same as used in the previous cases. The fol-
lowing probe points are chosen, P1(2.5, 3.5), P2(4.0, 3.8), P3(7.0, 3.3), P4(10.0, 3.4),
P5(11, 3.5), P6(12, 3.3), P7(14, 3.4), P8(16, 3.5), P9(17.3, 3.5), P10(19, 3.5), P11(12, 2.8),
P12(13, 2.8), P13(12, 2.5), P14(12, 2.0) and P15(13.0, 1.0).
Discussion of Results of test case 3
Table 6.3 shows the domain discritization for both the channel and floodplain for
each method being discussed. As before, all methods use the same grid for the
floodplain but different grids for the channel. This problem was simulated for t = 100
seconds. We report, in figures 6.10 - 6.13, the results of the simulation after 40
seconds and in figures 6.14 and 6.15, we report the results at selected probe points
throughout the duration of the simulation.
As can been seen from the pictures, all the coupling methods provide very
good approximation of full 2D simulation results for both the free surface elevation
(figure 6.10), the velocity components (figures 6.11 and 6.12) and the velocity mag-
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Figure 6.6: Comparison of the time variation of the water height at the probe points
for test case 2.
nitude (figure 6.13) for this test case. However, as one can see from these pictures,
the VCM provides more smooth variation of flow variables between the channel and
the floodplain. That is, all flow variables vary smoothly from the channel to the
floodplain. This is not so for the other coupling methods. Again, the lateral varia-
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Figure 6.7: Comparison of time variation of the x-velocity component at the probe
points for test case 2.
tion of flow quantities within the channel during flooding, is properly captured by
the vertical coupling method than the other methods. This demonstrates the ability
of the VCM to recover 2D flow structure unlike most existing methods.
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Figure 6.8: Comparison of the time variation of the y-velocity component at probe
the points for test case 2.
And in terms of accuracy of y-velocity component, the VCM and HCM pro-
vide better approximations than the FBM as can be seen in figure 6.12.
To further understand the results of the simulations, the flow quantities over
time at the probe points, P1 − P15 have been explored. Here we report the results
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(a) Bottom topography, zb(x, y) for both the channel and the floodplains.
(b) The channel wall elevation, zwb (x).
Figure 6.9: The bottom topography and the channel wall elevation for test 3
at the probe points P1, P3, P5, P8 and P10 which are in the channel and the points,
P11, P12, P13 and P14 in the floodplain. Figures 6.14 and 6.15 show the results
for the selected points in the channel and floodplain respectively. In each figure,
the left column displays the water depth, the second (middle) column shows the
x−component of velocity, while the third(right) column shows the y−component of
velocity.
From figure 6.14, we can see that all the coupling methods provide very good
approximation of the results of the full 2D simulations, especially for the water depth
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Channel Grid Floodplain Grid
Full 2D 600× 30 600× 90
VCM 600× 10 600× 90
HCM 600× 2 600× 90
FBM 600× 1 600× 90
Table 6.3: Grid cells for test case 3 showing the grids used for the floodplains and
the channel for each simulation method.
Figure 6.10: Visualisation of free surface elevation after t = 40 for test case 3. The
x-axis is from left to right, while the y-axis is from the bottom to the top.
and x−component of velocity. The y−velocity is truly small within the channel and
only the VCM and HCM are able to compute its small variations in the channel.
This is also true for the probe points not reported here.
From figure 6.15, we also see that for the points in the floodplain, the cou-
pling methods computed very good approximations of results of the full 2D sim-
ulation with the HCM and VCM computing more accurate results especially for
the y−velocity. This figure also verify the no-numerical flooding property of the
methods. That is, the floodplain initially remained dry until the time when water
height rose above the channel banks. This is the reason why, for all points in the
floodplain, the water depth and velocity remained at zero for the first several sec-
onds of the simulation. Another thing to note is that due to the time-dependent
boundary condition provided for this problem, water flew onto the floodplain and
after sometime the level of water in the channel decreased, so water in the floodplain
drained back into the channel leaving the floodplain dry again. The coupling meth-
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Figure 6.11: Visualisation of x-velocity after t = 40s for test case 3. The x-axis is
from left to right, while the y-axis is from the bottom to the top
Figure 6.12: Visualisation of y-velocity after t = 40s for test case 3. The x-axis is
from left to right, while the y-axis is from the bottom to the top.
ods truly capture this phenomenon as one can see in figure 6.15 where the water
depth and velocity return to zero towards the end of the simulation and remain at
zero throughout the remaining times of the simulation. This is true for all the points
in the floodplain, even those not reported here.
The well-balance property of the methods are also exhibited here. The points
in the channel are numbered according to their distance from the left channel bound-
ary. So, P10 is further than P8 which is further than P7, etc. The boundary condition
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Figure 6.13: Visualisation of velocity magnitude after t = 40s for test case 3. The
x-axis is from left to right, while the y-axis is from the bottom to the top
makes water enter into the channel (which is initially at rest) from this left bound-
ary. Therefore, water wave would get to P1 before P3 etc. This is also reproduced
by the results. From figure 6.15, one can see that the arrival times increase with
the distances of the points and that all flow quantities remain at their initial state
until the time when the wave arrives. This is true for all the points in the channel
and even in the floodplain.
In conclusion, while all the three coupling methods computed results with
most of the desirable properties, only the VCM is able to compute 2D flow structure
within the channel during flooding. This property sets the VCM apart from other
coupling methods.
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Figure 6.14: Time variation of water depth H (left column), x-velocity component
(middle column) and y-velocity component (right column) at selected probe points
within the channel for test case 3. Each row corresponds to one probe point which
is indicated on the y-axis of the water depth H plot on the left.
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Figure 6.15: Time variation of water depth H (left column), x-velocity component
(middle column) and y-velocity component (right column) at the indicated probe
points in the floodplain for test case 3. Each row corresponds to one probe point
which is indicated on the y-axis of the water depth H plot on the left.
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Chapter 7
Summary, Conclusion and
Recommendations
7.1 Summary
In this thesis, we have investigated the coupling of 2D and 1D shallow water equa-
tions. Apart from the obvious and popular objectives of achieving good accuracy
and high efficiency, the key questions considered in this thesis are those about the
lateral variation of flow quantities within the channel. Specifically, we asked the
following questions:
• Do lateral variations in flow quantities within the channel have any influence
on the solution accuracy, in the event of flooding?
• Can a coupling method recover 2D flow structure within the channel during
flooding?
• If the answer to (7.1) above is yes, can that be done without solving the full
2D SWE within the channel all the time, including when there is no flooding?
• We also enquired about the possibility of developing a unifying method for a
range of existing methods.
To answer the first question, the HCM was formulated in chapter 4 where the
lateral discharge was computed within the channel and the result compared with the
FBM. The results show that solution was significantly improved by computing this
quantity. Hence, we conclude that, truly the lateral variations in flow quantities,
though always neglected in most coupling methods, can have a significant influence
on the quality of the solution. The HRM is very easy to implement.
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To answer the rest questions on a more complete method that allows to
recover 2D flow structure within the channel and on a unifying method, the VCM has
been proposed in chapter 5. And the VCM answered yes to all these questions. From
the test cases discussed in chapter 6, the VCM recovers the 2D flow structure within
the channel whenever overflowing. The VCM only activates its two layer algorithm
whenever flooding and returns to one layer 1D channel algorithm whenever it does
not flood. And as we explained in section 6.1, the VCM is also a unifying method
based on the choice of the interface between the two layers. Both frontal and lateral
coupling methods can be recovered by this scheme.
With regards to other desirable properties of coupling methods, the results
presented in this thesis show that the methods proposed herein, the VCM and HCM
compute adequate results, are efficient, well-balanced and preserve the no-numerical
flooding. Therefore, the major contribution of this research work are the following
1. Development of a new lateral coupling method, the HCM which is well-balanced,
mass conservative, preserve ”no-numerical flooding” property and has good
performance in terms of accuracy and efficiency. Moreover, the HCM has
demonstrated that 2D/1D coupling term can be obtained following the ap-
proach proposed by [Marin and Monnier, 2009] but without the need to place
any restriction on the channel width variation.
2. Proposed a new approach to model coupling, the VCM which:
• computes the 2D flow structure if flooding and self-adapts to 1D channel
simulation if not flooding;
• automatically detects flooding regions;
• does not face the difficulty in computing the channel lateral discharges
during flooding;
• is a unifying method for some existing methods depending on the choice
of the location of the layers’ interface;
• is well-balanced, mass conservative, preserves a no-numerical flooding
property and performs well in terms of accuracy and efficiency.
Hence, we make the following conclusions.
7.2 Conclusion
From the research reported in this thesis, we therefore make the following conclu-
sions.
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1. The lateral variations in flow quantities which are usually neglected in most
coupling methods, truly influence the accuracy of the coupling methods.
2. Adequately computing the lateral discharge even with a simple 2D solver,
improves the quality of solution. This is exactly what the HCM does.
3. It is possible to recover 2D flow structure in the channel with a coupling
method without having to solve 2D problem in the channel all the time. This
is what the VCM does.
4. It is possible to develop a single coupling method that is a unifying method
and can compute both flow direction and lateral coupling problems. This is
the direction which the VCM should be explored further.
5. It is also possible to derive coupling term following the approach of [Marin
and Monnier, 2009] without imposing any restriction on the channel width
variation.
7.3 Recommendation for further study
The methods proposed in this thesis have shown promising results, however, possible
further work are suggested in the following areas.
1. Channel Wall Height function: We observed that the VCM requires moder-
ately smooth variations in the channel wall elevation, zwb (x). But we have not
completely understood how much smoothness is required on zwb (x) in order to
get very good results. A further work in understanding the influence of the
choice of zwb (x) on the results is highly recommended.
2. Intermediate Solution : As mentioned in chapter 5, it is our opinion that
different methods could be adopted to solve the sub-layer models, (5.46) and
(5.47) with or without their exchange terms. We suggest a further research
on alternative means to solve those models.
3. Flow Direction: We have discussed in chapter 6 that the VCM is a family of
methods, that is a superset of existing methods depending on the choice of
zwb (x) but we have not tested the scheme with a frontal coupling code. It would
be desirable to implement a frontal coupling method from the literature and
compared the results with those of the VCM. A further work is thus suggested
in this direction.
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4. Unstructured grid: Although, our formulations in this thesis adopt an unstruc-
tured grid approach, the test cases considered were for structured grids. We,
therefore, suggest further work on testing the methods, especially the VCM
for general unstructured grid.
5. Real Data: Another possible work is to apply the methods proposed here for
real life cases which might involve real river and real floodplain elevation data
and implemented in stuctured or unstructured grid.
6. Sophisticated black-box solvers: Since the methods proposed here do not de-
pend on the existing 1D and 2D solvers, it would be interesting to extend them
to other methods like discontinuous Galerkin finite element methods. Also,
the methods can be extended to high-order incorporating more sophisticated
wetting and drying algorithms.
7. Incorporation into open source code: It would be interesting to also implement
these methods in an open source software such as DUNE or OpenFoam.
8. Parallelisation: Writing a parallel code for these methods would also be desir-
able.
9. Multiphysics: Another aspect of work is to apply this to coupled surface and
underground water flow model.
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Appendix A
Numerical Flux Functions
A.1 Godunov-Type Finite Volume Schemes
Godunov-type finite volume methods are a class of methods that provide stable and
consistent approximation of the numerical fluxes [George, 2006]. The classical Go-
dunov’s method [Godunov, 1959] defines a Riemann problem at each cell interface,
with initial data corresponding to the cell averages of the bounding cells. That is,
to approximate the numerical flux at the interface, xi+1/2, the following Riemann
problem is defined at xi+1/2.
∂tw + ∂xf(w) = 0
w(x, tn) =
wni if x < xx+1/2wni+1 if x > xi+1/2
(A.1)
The solution of the Riemann problem, (A.1), which we denote here by wni+1/2(x, t),
is self-similar (see Toro [2001, 1999]; Leveque [1992, 2002], etc ) , that is, wni+1/2(x, t)
can be written as a function of one variable, namely
wni+1/2(x, t) = w
n
i+1/2
(
x− xi+1/2
t
)
(A.2)
Finally, the Godunov’s method takes the numerical flux, φni+1/2 to be equal to
f(wni+1/2(0)), that is, the analytical flux function evaluated with the exact solu-
tion of the Riemann problem (which in turn is evaluated at x = xi+1/2). Then this
numerical flux is used to evaluate the scheme, (3.6) for the update value, wn+1i .
However, the classical Godunov’s method is associated with some issues. The
Godunov’s method requires the exact solution of the Riemann problem, (A.1). For
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scalar equations, these solutions might be easily obtained and less expensive also,
but for complicated systems, like non-linear systems, the solution process requires
iterations for non-linear algebraic systems (for example, see Toro [2001, 1999] for
exact solutions of Riemann problems for 1D shallow water equations and Euler
equations respectively). This makes the idea of solving the Riemann problem, ex-
actly, practically unattractive. This led to further search for alternative methods to
approximate the solution of the Riemann problem, (A.1) or directly approximate the
numerical fluxes without solving the Riemann problem. These alternative methods
are called Approximate Riemann Solvers and are the subject of the next section.
A.2 Approximate Riemann Solvers
While the Godunov’s method uses the exact solution of the Riemann problem, (A.1),
to compute numerical fluxes, approximate Riemann solvers are methods that use
either an approximate solution of the Riemann problem,(A.1) or an exact solution
of some linearised version of the Riemann problem, (A.1), to compute numerical
fluxes. In this section, we briefly present some of these Riemann solvers. Detailed
presentation of Riemann solvers can be found in texts such as [Toro, 1999, 2001;
Leveque, 1992, 2002].
A.2.1 Roe Solver
An approximate Riemann solver based on the use of the solution of a linearised
Riemann problem is the one proposed in [Roe, 1981], commonly called the Roe
solver or Roe flux or Roe method. The idea is to first obtain the analytic Jacobian
of the conservation law, (3.1), namely
J(w) =
∂f(w)
∂w
(A.3)
Assuming that we wish to find the numerical flux across the interface between two
cells with approximate cell averages, wL and wR, then J(w) is linearised by a con-
stant matrix, Jˆ(wL, wR) using the two states, wL and wR. The Roe method then
considers the following linearised Riemann problem.
∂w
∂t
+ Jˆ(wL, wR)
∂w
∂x
= 0
w(x, 0) =
wL if x < 0wR if x > 0
(A.4)
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In the original method proposed in [Roe, 1981], the constant matrix, Jˆ is explicitly
found and it is required to satisfy the following properties.
Hyperbolicity : Jˆ(wL, wR) should have real eigenvalues and complete set of lin-
early independent eigenvectors.
Consistency : Jˆ(w,w) = J(w)
Conservation : f(wR)− f(wL) = Jˆ(wR − wL)
The matrix, Jˆ is called Roe matrix when it satisfies all the above properties. The
construction of Roe matrix for Euler’s equation is given in [Roe, 1981], see also
chapter 11.2.2 in [Toro, 1999]. However, there is no unique choice of this matrix
for a particular problem [Pelanti et al., 2001; MacDonald, 1996] and the process
of constructing it is quiet complicated. Furthermore, as we shall see shortly, the
numerical flux function by Roe method does not explicitly require the Roe matrix,
but only requires the eigenvalues and eigenvectors. Consequently, [Roe and Pike,
1985] proposed another approach which avoids the explicit construction of the Roe
matrix, instead one computes some average, called Roe average, wˆ of wL and wR
with which the needed eigenvalues, eigenvectors and wave strengths of Jˆ are obtained
by directly evaluating those of the analytical Jacobian, J(w) with w = wˆ. This
alternative approach is the one we follow in this thesis and it is briefly explained
below.
Given that λk(w), ek(w), k = 1, ...,M are the eigenvalues and eigenvectors
respectively, of the analytic Jacobian, J(w). Then λˆk = λˆk(wL, wR) := λk(wˆ) and
eˆk = eˆk(wL, wR) := ek(wˆ) are the needed k-th , k = 1, 2, ...,M , eigenvalues and
eigenvectors respectively in Roe-Pike approach. Where wˆ is a Roe average which
needs to be computed depending on the problem. Then with the solution of (A.4),
it can be shown (see chapter 11 in [Toro, 1999]) that the numerical flux function of
Roe method is given by
φRoe(wL, wR) =
f(wL) + f(wR)
2
− 1
2
M∑
k=1
αˆk|λˆk|eˆk (A.5)
where αˆk = αˆk(wL, wR) is the k-th wave strength, which is the coefficient of the
k-th eigenvector, in the eigenvector expansion of the jump, wR − wL, namely
wR − wL =
M∑
k=1
αˆkeˆk (A.6)
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(see [Toro, 1999]). As an illustration, the Roe solver for the 1D shallow water
equations with transverse velocity is detailed below.
Given the 1D system,
∂tw + ∂xF1(w) = 0 (A.7)
where w = (h, qx, qy)
T and F1(w) = (qx,
q2x
h +
g
2h
2,
qxqy
h )
T . The Jacobian matrix of
the system is
J(w) =
 0 1 0c2 − u2 2u 0
−uv v u
 (A.8)
where u = qx/h, v = qy/h, c =
√
gh. The eigenvalues are
λ1(w) = u− c, λ2(w) = u and λ3(w) = u+ c (A.9)
and the eigenvectors are
e1(w) =
 1u− c
v
 , e1(w) =
00
1
 and e1(w) =
 1u+ c
v
 (A.10)
see chapter 3.3 in [Toro, 2001] for details.
To compute the numerical flux at the interface between two cells with cell
averages, wL and wR using the Roe-Pike approach, the Roe average wˆ = (hˆ, hˆuˆ, hˆvˆ)
T
is given by [Glaister, 1988] with
uˆ =
uL
√
hL + uR
√
hR√
hL +
√
hR
, vˆ =
vL
√
hL + vR
√
hR√
hL +
√
hR
, hˆ =
√
hLhR, cˆ =
√
ghˆ
(A.11)
Hence the required eigenvalues and eigenvectors of the Roe matrix, Jˆ(w) := J(wˆ)
are the following.
λˆ1 := λ1(wˆ) = uˆ− cˆ, λˆ2 := λ2(wˆ) = uˆ, λˆ3 := λ3(wˆ) = uˆ+ cˆ (A.12)
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and
eˆ1 := e1(wˆ) =
 1uˆ− cˆ
vˆ
 , eˆ2 := e2(wˆ) =
00
uˆ
 , eˆ3 := e3(wˆ) =
 1uˆ+ cˆ
vˆ
 (A.13)
The wave strengths are obtained by solving the system, (A.6) alongside ∆hu =
uˆ∆h+ hˆ∆u,∆hv = vˆ∆h+ hˆ∆v ( see [Toro, 1999]). This gives
αˆ1 =
1
2
[
∆h− hˆ
cˆ
∆u
]
, αˆ2 = hˆ∆v, αˆ3 =
1
2
[
∆h+
hˆ
cˆ
∆u
]
(A.14)
where ∆s = sR − sL for any quantity, s.
Using equations (A.11)-(A.14), the numerical flux is computed using the
Roe solver, (A.5). In the following section, we discuss a well-known flaw of the
Roe method presented above, and also point out one of the available approaches for
circumventing this flaw.
Entropy Fix
Before we discuss the entropy fix of Roe method, let us first recall the following
definition, see [Toro, 2001].
Definition A.2.1 (Genuinely non-linear fields). The λk, k ∈ {1, ..,M} characteris-
tic field is said to be genuinely non-linear if the following equation holds
∇λk(w).e(w) 6= 0 ∀w ∈ R3 (A.15)
The Roe method uses the solution of a linearised Riemann problems whose
wave speeds (eigenvalues) are all constants. Rarefaction waves are associated with
genuinely non-linear fields [Toro, 2001] hence the solution of the linearised Riemann
problem in Roe method does not contain rarefaction waves, but only discontinuities.
The problem of the Roe method occurs when the true solution of the non-linear
Riemann problem, (A.1) contains a transonic rarefaction in the k-th field, k ∈
{1, ..,M}, that is when the characteristic speed changes from negative to positive
across the k-th eigenvalue, namely
λLk < 0 < λ
R
k (A.16)
where λLk , λ
R
k are the characteristic speeds to the left and right respectively, of the
k-th eigenvalue. Even in this case, the Roe method would still approximate the
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solution with a single discontinuity with speed, λk. Now, if this approximation were
true, then the entropy condition requires that
λLk > λk > λ
R
k (A.17)
that is, characteristics must run into the discontinuity [Toro, 1999, 2001]. Clearly,
Roe approximation using a discontinuity, when the true solution satisfies (A.16),
violates the entropy condition (A.17). Therefore, the Roe method would converge
to entropy-violating weak solution. It is thus important to recognise when transonic
rarefactions occur and correct the Roe method appropriately. This process of cor-
recting the Roe method is, in the literature, referred to as entropy fix (see [Leveque,
1992; Toro, 1999] for example).
A lot of entropy fixes have been proposed for the Roe method, like [Harten
and Hyman, 1983]. A review on entropy fixes is given in [Pelanti et al., 2001], see
also [Roberts, 2013; Toro, 1999; Leveque, 1992]. Here, we briefly present the entropy
fix due to [Harten and Hyman, 1983] as presented in [Pelanti et al., 2001].
Given that we have obtained all the eigenvalues, eigenvectors and wave
strengths associated with the Roe average vector, then the solution of the linearised
Riemann problem (A.4) is given by
w(x, t) = wL +
k∗∑
j=1
αˆj eˆj (A.18)
where k∗ is the index of the largest eigenvalue less than x/t, that is,
λˆk∗ = max
λk<
x
t
λˆk (A.19)
see [Toro, 1999; Leveque, 2002].
Then the entropy fix of Harten and Hyman [Harten and Hyman, 1983] is
the following. For each λk, k = 1, ...,M which is a genuinely non-linear field (see
definition A.2.1), take the following steps
i) Compute the states wk,L, wk,R to the left and right of the k-th elementary wave
travelling at speed λˆk, namely
wk,L = wL +
k−1∑
j=1
αˆj eˆj and wk,R = wk,L + αˆkeˆk (A.20)
(see [Leveque, 1992; Pelanti et al., 2001]).
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ii) Compute characteristic speeds associated to these two states, namely
λLk := λk(wk,L) and λ
R
k := λk(wk,R) (A.21)
iii) Investigate the presence of transonic rarefaction by checking if (A.16) is satisfied,
then modify the corresponding eigenvalue in the Roe solver, (A.5) as follows.
λˆfixedk =

(λLk+λ
R
k )λˆk−2λLk λRk
λRk −λLk
, if λLk < 0 < λ
R
k
|λˆk|, else
(A.22)
where λˆfixedk is the modified eigenvalue. Note that it is not changed if there is no
transonic rarefaction.
iv) Finally, the Roe solver is redefined with this modified eigenvalues, namely
φRoe(uL, uR) =
f(uL) + f(uR)
2
− 1
2
M∑
k=1
αˆkλˆ
fixed
k eˆk (A.23)
Therefore, the Roe solver, (A.5) with entropy fix of [Harten and Hyman, 1983], is
(A.23) where λˆfixedk is given in (A.22). See [Pelanti et al., 2001] for more details.
A.2.2 HLL Approximate Riemann Solver
Another approximate Riemann solver is the due to [Harten et al., 1983] which is
popularly called the HLL solver. The HLL method directly finds the numerical flux
without solving any linear or non-linear system like the Roe and Godonuv methods.
Details of the method can be found in [Toro, 1999, 2001], here the flux function is
just written down. The HLL solver is given by
φhll(wL, wR) =

f(wL), if sL ≥ 0
f∗ := sRf(wL)−sLf(wR)+sLsR(wR−wL)sR−sL , if sL ≤ 0 ≤ sR
f(wR), if sR ≤ 0
(A.24)
where sL and sR are estimates of the smallest and largest wave speeds in the solution
of the Riemann problem (A.1) [Toro, 2001]. There are several choices for sL, sR
[Toro, 2001, 1999]. They are given in [Toro, 2001] for the 1D shallow water equations,
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(2.70) as
sL = uL − cLqL, sR = uR + cRqR (A.25)
where qp (with p = L,R) is given defined as
qp =

√
(h∗+hp)h∗
2h2p
if h∗ > hp
1 if h∗ ≤ hp,
(A.26)
up =
(
qx
h
)
p
, cp =
√
ghp.
and
h∗ =
1
g
[
1
2
(cL + cR) +
1
4
(uL − uR)
]2
(A.27)
Alternative definitions for the wave speeds are those given in [Bouchut, 2007],
for a general conservation law, (3.1), namely
sL = min
k
{λk(wL), λk(wR)}, sR = max
k
{λk(wL), λk(wR)} (A.28)
where λk, k = 1, ...,M , are the eigenvalues of the Jacobian matrix of the system.
A.2.3 HLLC Approximate Riemann Solver
Recall that the HLL solver accounts for only the smallest and largest wave speeds
in the solution of the Riemann problem. This might be fine for a system of two
equations like the 1D shallow water equations, but not generally correct for larger
systems since there might be significant influence of intermediate waves [Toro et al.,
1994]. This HLLC was therefore proposed in [Toro et al., 1994] to account for the
influence of the missing intermediate waves in the HLL solver [Toro, 2001, 1999]. The
HLLC solver for the 1D shallow water equation with transverse velocity, equation
(A.7), is given in [Toro, 2001] as.
φhllc(wL, wR) =

F1(wL), if sL ≥ 0
F ∗L1 := F1(wL) + sL(w∗L − wL), if sL ≤ 0 ≤ s∗
F ∗R1 := F1(wR) + sR(w∗R − wR), if s∗ ≤ 0 ≤ sR
F1(wR), if sR ≤ 0
(A.29)
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where
w∗p = hp
(
sp − up
sp − s∗
) 1s∗
vp
 , p = L,K (A.30)
s∗ =
sLhR(uR − sR)− sRhL(uL − sL)
hR(uR − sR)− hL(uL − sL) (A.31)
An alternative way to express the HLLC solver, is to express it as a function
of the HLL solver [Fernandez-Nieto et al., 2008; Toro, 2001], namely
φhllc(wL, wR) =
 [φ
hll]1
[φhll]2
[φhll]1v∗
 (A.32)
where
v∗ =
vL if s∗ ≥ 0vR if s∗ < 0, (A.33)
[φhll]k, (k = 1, 2), is the k-th component of the HLL flux in (A.24), s∗ is given in
(A.31), see [Fernandez-Nieto et al., 2008] and vp =
(
qy
h
)
p
, p = L,R is the transverse
velocity.
A.3 Centered Numerical Flux Solvers
Another family of methods to approximate numerical flux, φ is the centred-type
method which is of the form.
φ(wL, wR) =
1
2
(
F1(wL) + F1(wR)
)
− 1
2
Q(wL, wR)
(
wR − wL
)
(A.34)
where Q(wL, wR) is a numerical viscosity whose definition determines the type of
scheme. For instance,
i) Lax-Friedrich’s scheme :
Q(wL, wR) =
∆x
∆t
(A.35)
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ii) Modified Lax-Friedrich’s :
Q(wL, wR) = c
∆x
∆t
, c = CFL ∈ (0, 1] (A.36)
iii) Rosanov’s :
Qi+1/2 = Q(w
n
i , w
n
i+1) := max
1≤k≤3
(|(λk)i+1/2|) (A.37)
iv) Lax-Wendroff scheme :
Qi+1/2 = Q(w
n
i , w
n
i+1) :=
∆t
∆x
J2i+1/2 (A.38)
v) FORCE and GFORCE - Convex combination of Lax-Friedrich’s and Lax-Wedroff’s
scheme :
Qi+1/2 = Q(w
n
i , w
n
i+1) := (1− ω)
∆x
∆t
I + ω
∆t
∆x
J2i+1/2 (A.39)
FORCE: ω = 0.5,
GFORCE: ω =
1
1 + CFL
, CFL ∈ (0, 1]
In all the schemes above, I is a 3-by-3 identity matrix, Ji+1/2 is some average (like
Roe average) of Jacobian matrix associated with F1 while (λk)i+1/2 is the k-th
eigenvalue of Ji+1/2 [Toro, 2001; Fernandez-Nieto and Narbona, 2013]. Note that
the Jacobian matrix, eigenvalues and eigenvectors are same as those of system, (A.7)
as presented in section A.2.1.
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