We utilize ALMA archival data to estimate the dust disk size of 152 protoplanetary disks in Lupus (1-3 Myr), Chamaeleon I (2-3 Myr), and Upper-Sco (5)(6)(7)(8)(9)(10)(11). We combine our sample with 47 disks from Tau/Aur and Oph whose dust disk radii were estimated, as here, through fitting radial profile models to visibility data. We use these 199 homogeneously derived disk sizes to identify empirical disk-disk and disk-host property relations as well as to search for evolutionary trends. In agreement with previous studies, we find that dust disk sizes and millimeter luminosities are correlated, but show for the first time that the relationship is not universal between regions. We find that disks in the 2-3 Myr-old Cha I are not smaller than disks in other regions of similar age, and confirm the Barenfeld et al. (2017) finding that the 5-10 Myr USco disks are smaller than disks belonging to younger regions. Finally, we find that the outer edge of the Solar System, as defined by the Kuiper Belt, is consistent with a population of dust disk sizes which have not experienced significant truncation.
INTRODUCTION
Protoplanetary disks, consisting of gas and dust around young (∼1-10 Myr) stars, are the sites of planet formation. Because the expected population of planetesimals (km-sized bodies) or larger planetary embryos within these disks is not directly observable, we rely on millimeter observations sensitive to the largest detectable dust grains to constrain the timing, location, and mechanics of planet formation. The radial distribution of these mm/cm sized grains within the disk is a key parameter governing the planet making potential of a disk. For instance, in the pebble accretion scenario, the total amount of millimeter-sized grains and their inward flux are critical to form planets (e.g Ormel et al. 2017) .
Millimeter surveys of protoplanetary disks reveal typical disk properties, as well as their spread, and can be used to identify empirical relationships between disk properties and disk/host-star properties. Such relations are essential to test and inform planet formation (e.g. Mulders et al. 2015; Pascucci et al. 2018) , as well as in understanding the diversity of observed exo-planetary systems.
ALMA surveys of the nearby low-mass star-forming regions of Lupus, Cha I and USco (Ansdell et al. 2016; Pascucci et al. 2016; Barenfeld et al. 2016, respectively) each found a positive correlation between the mass in millimeter grains (hereafter,M dust ) and stellar mass (hereafter, M ) for their respective region. It was also shown that the relationship steepens with the age of the region (Pascucci et al. 2016 ), suggesting that the amount of pebbles available to form planets decreases faster for disks around low-mass stars.
Pre-ALMA observations of the brightest disks in different star-forming regions reported dust disk outer radii ranging from 22 to 440 au (Isella et al. 2009; Andrews et al. 2010; Guilloteau et al. 2011 ). In addition, a correlation between disk size and disk luminosity (L mm ) was identified early on (Andrews et al. 2010) . However, only the ∼ 3 times larger SMA sample analyzed by Tripathi et al. (2017) could quantify the relation and found that L mm scales as the square of the dust disk radius.
Dust disk size estimates from ALMA surveys have been carried out for Lupus Andrews et al. 2018a ), USco (Barenfeld et al. 2017 ) and the Orion Nebula Cluster (Eisner et al. 2018 ), yet each has been performed with different modeling techniques and assumptions. Tazzari et al. (2017) estimated Lupus disk sizes by fitting a two layer model (Chiang & Goldreich 1997) to visibilities, and found that Lupus disks tend to be larger than previously reported disk sizes in Tau/Aur and Oph observed at similar angular resolutions. Andrews et al. (2018a) estimated the disk sizes of Lupus by fitting Nuker brightness profiles, and compared them to the disk sizes of Tau/Aur and Oph as estimated by Tripathi et al. (2017) and did not come to the same conclusion that the Lupus disks are generally larger. While both works analyzed sub-samples of the same ALMA campaign, the Andrews et al. (2018a) sample was ∼ 2 times larger than the Tazzari et al. (2017) sample which had a 4 mJy cutoff, excluded unresolved disks as well as disks with resolved gaps or cavities. However, both works determined that disks within Lupus have a positive correlation between disk size and L mm . Barenfeld et al. (2017) estimated the sizes of disks within the older USco region by fitting radiative transfer models to visibilities using a truncated power law for surface density. They found USco disks to be typically three times smaller than the disks in Oph, Tau/Aur and Lupus, and suggested that USco followed the same positive correlation between disk size and L mm as Tripathi et al. (2017) . Finally, Eisner et al. (2018) measured disks within the Orion Nebula Cluster by fitting a 2D elliptical Gaussian to ALMA continuum maps. Their work found a correlation between disk size and L mm as well, and additionally suggested that Cha I disks, using HWHM measurements from Pascucci et al. (2016) for Cha I disk sizes, are significantly smaller than Oph, Tau/Aur, and Lupus.
While trends seen within each region are robust, inferences among regions might be compromised by the use of varying modeling techniques (i.e. image plane measurements, radiative transfer modeling, visibility fitting with profiles generated by different functions) and assumptions (i.e. opacity, paramaterized disk height, fixed surface density slope, disk temperature, inner radius location). Andrews et al. (2018a) addressed this problem by comparing the regions of Oph, Tau/Aur and Lupus in a homogeneous way, finding that mm-luminosity scales as the square of the dust-disk radius was common to all three regions. This suggests that the scaling law between disk radius and stellar luminosity may be universal.
In this work we expand on the results of Tripathi et al. (2017) and Andrews et al. (2018a) , using the same mod-eling techniques in order to present a homogeneously derived census of disk sizes within five regions of varying ages. In Section 2 we discuss our sample selection, consisting of a combination of disk size estimates from literature for Oph and Tau/Aur (Section 2.1) with our own estimates for disks within Lupus, Cha I and USco (Section 2.2). Our reduction of the ALMA observations is discussed in Section 3. To estimate disk sizes, we model observed sky brightnesses using axisymmetric radial-profile models which are fit to ALMA visibilities (see Section 4). Because not every source is detected, or results in a model that provides a disk size estimate, Section 4.1 provides details on the selection criteria we use for the final sample of disks used in our analysis. In Section 5 we summarize our results and compare disk sizes between regions. We use a variety of statistical tests to assess if relationships exist between disk properties and stellar-host properties in Section 5.1. Finally, we discuss and summarize our results in Sections 6 and 7.
INITIAL SAMPLE SELECTION
We aim to obtain a representative sample of stars with protoplanetary disks from different regions spanning a range of ages. In order to make a proper comparison, we have also chosen regions observed at similar wavelengths and spatial scales (see Table 1 ). Each of the disks included in this work belongs to the following 5 regions: Ophiuchus which is ∼ 1-2 Myr (Wilking et al. 2005; Luhman & Rieke 1999) , hereafter Oph; the Taurus & Auriga Complex which is ∼ 1-3 Myr (Luhman 2004) , hereafter Tau/Aur; Lupus which is ∼ 1-3 Myr (Comerón 2008; Alcalá et al. 2014) ; Chamaeleon I which is ∼ 2-3 Myr (Luhman et al. 2008 ), hereafter Cha I; and the Upper Scorpius OB association which is ∼ 5-11 Myr (Preibisch et al. 2002; Pecaut et al. 2012; Slesnick et al. 2008) , hereafter USco.
We use previously published disk sizes for Oph and Tau/Aur with observations obtained by the Submillimeter Array (SMA; see Section 2.1 for more details), while we estimate sizes for disks in Lupus, Cha I, and USco from archival ALMA data (Section 2.2). Stellar masses are also derived homogeneously for the latter three regions after re-scaling literature stellar luminosities to the Gaia DR2 distances (Section 2.2.1).
Oph and Tau/Aur
We include in our analysis previously derived disk sizes for sources in the Oph and Tau/Aur star-forming regions (Tripathi et al. 2017) , relying on the Gaia-updated values reported in Andrews et al. (2018a) . From the entire sample of 50 disks we exclude TW Hya, HD 163296, and LkHα 330 because they do not belong to Oph nor Tau/Aur. Andrews et al. (2018a) derived disk sizes also for 56 sources belonging to the Lupus star-forming region, from ALMA observations originally presented in Ansdell et al. (2016) . We use these literature values only to verify that our modeling approach delivers the same results (Section 2.2 and Appendix A.1) and justify the extended comparison of disk sizes carried out here. We note, however, that the Oph and Tau/Aur samples come from flux-limited SMA observations, and consequently are biased towards brighter objects than the Lupus, Cha I, and USco samples. We take this bias into account when interpreting the results.
Lupus, Cha I, and USco
To test if our approach for estimating disk sizes delivers the same results as Tripathi et al. (2017) and Andrews et al. (2018a) , we re-reduce and re-analyze the ALMA data from the Lupus star-forming region. We include in our sample all the 62 detections from the ALMA project 2013.1.00220.S (PI: Johnathan Williams) as presented in Ansdell et al. (2016) . As discussed in Appendix A.1 and shown in Figures 10 and 11, our method retrieves the same disk sizes as those in Andrews et al. (2018a) for most sources, as well as the same disk sizemillimeter luminosity relation within the quoted uncertainties. Because the uncertainties reported in Andrews et al. (2018a) are systematically lower than ours (see Appendix A.1), we prefer to use the inferred disk sizes from our modeling in the analysis and discussion sections of this paper in order to have consistent uncertainties across all of our samples.
For the Cha I region, we include as part of our sample the 66 detections reported in Pascucci et al. (2016) from ALMA project 2013.1.00437.S (PI: Pascucci, I.) . Five detections and nine non-detections from that project were re-observed at 5 times higher sensitivity in project 2015.1.00333.S (PI: Pascucci, I.). We use the 11 de-tections reported in Long et al. (2018) , giving us a total of 72 Cha I disks.
Finally, USco was observed in projects 2011.0.00526.S and 2013.1.00395.S (PI: Carpenter, J.) and results were originally presented in Carpenter et al. (2014) and Barenfeld et al. (2016) respectively. To estimate disk sizes we have selected those 50 USco targets that were detected.
Stellar masses
For Lupus, Cha I, and USco we also re-derive stellar masses in order to (a) have self-consistent values for the ALMA datasets, and (b) take advantage of the newer Gaia DR2 distances. Stellar masses are determined following the Bayesian inference approach described in Pascucci et al. (2016) . First, we collect stellar effective temperatures and bolometric luminosities from the literature: For Lupus we rely on Alcalá et al. (2014) ; Biazzo et al. (2017); Frasca et al. (2017) ; Andrews et al. (2018a) ; For Cha I on Manara et al. (2016 Manara et al. ( , 2017 ; while for USco we rely on Barenfeld et al. (2016) . Then, we scale these luminosities to the new Gaia DR2 distances. For sources in Cha I and USco we query distances from the Bailer-Jones et al. (2018) Gaia catalogue. When there is no DR2 distance available, we use the median sample distance of 190 pc for Cha I and 144 pc for USco, both of which agree with the values obtained from all members of each region (see Roccatagliata et al. 2018 and de Zeeuw et al. 1999) . For our Lupus sample, we take the GAIA DR2 distances as presented in Andrews et al. (2018a) . J11072825-7652118 (Cha I) and J16141107-2305362 (USco) have anomalously large DR2 distances (744 pc, and 6011 pc respectively). For these three sources we also use the median distance of each region as given above. Following Pascucci et al. (2016) , we assume an uncertainty of 0.02 dex in the stellar temperature for spectral types earlier than M3 and 0.01 dex for later spectral types and a 0.1 dex uncertainty on all stellar luminosities. Table 7 within Appendix B summarizes the adopted and inferred stellar parameters for Lupus, Cha I, and USco.
ALMA OBSERVATIONS AND DATA REDUCTION: LUPUS, CHA I AND USCO
We re-reduce band 7 (∼ 880 − 975µm) observations of similar sensitivity for the sample of disks presented in Section 2.2. The data reduction steps that lead to the calibrated visibilities are described below.
In general, the raw data is taken from the ALMA archive and measurement sets are built using the calibration scripts created by the North American ALMA Science Center (NAASC). For this step we use the same version of the Common Astronomy Software Applications (CASA, McMullin et al. 2007) as used by the NAASC noted within the downloaded scripts. These scripts perform phase, bandpass and flux calibrations and create the standard CASA measurement sets containing the visibilities.
Because the 8 outermost edge channels in each spectral window are typically noisy, we remove them from our measurement sets. Next, we average the measurement sets in time and by channel. The parameters used to do time averaging and spectral window averaging are unique to each source with the goal of ending up with similarly sized (in number of data points) data sets. Typically, we average spectral windows by widths of 19 channels. We average our data in time by a variable number of seconds based on the total amount of data available to us (this varies by exposure time and number of baselines). However, we constrain all time averaging to be between 2 and 30 seconds. For these steps, we use CASA version 4.7.2-el6.
Measurement sets from the project 2011.0.00526.S (USco) were directly provided by the PI and co-author J. Carpenter. For these sources we used a width of 22 channels for the spectral window averaging.
Calibration of the sources in projects 2015.1.00333.S (Cha I) and 2013.1.00395.S (USco) were performed using CASA version 4.7.2-el6. Calibration of the sources in science goal A001 X11d X13 (Cha I) and project 2013.1.00220.S (Lupus) was performed using CASA version 5.1.1-5.el7. These exceptions were required due to incompatibilities between the NAASC provided calibration scripts and system libraries.
In addition, for the 10 brightest Cha I disks 1 , we use self-calibrated visibilities from Pascucci et al. (2016) . The disk sizes resulting from self-calibrated visibilities are the same as those derived from non-self-calibrated visibilities, hence we do not apply self calibration to the other regions.
MODELING METHOD
In this section we describe our approach to model the calibrated continuum visibilities and our procedure for determining the dust disk outer radius (R eff ). To expand upon the results presented in Tripathi et al. (2017) and Andrews et al. (2018a) , we use a similar method to derive disk sizes for Lupus, ChaI and USco.
As high-contrast asymmetries seem to be uncommon even in high-resolution ALMA images (Long et al. 2018; Andrews et al. 2018b) , we assume axisymmetric disks and use a parametric radial intensity profile to fit the disk intensity in the visibility domain.
For all modeling, we fit disk inclination (i), position angle (PA), and disk center offsets (dRA, dDec) in addition to the free parameters connected to the chosen radial profile function described below. All modeling also includes a nuisance parameter (lnwcorr) defined as the natural logarithm of the factor by which the weights of the observed visibilities are overestimated.
For all disks, we test two different functions for generating the radial profile shape: a Nuker profile (Lauer et al. 1995 ) and a Dirac delta function (point source). By comparing the best-fit models of each function (using the reduced χ 2 ) for a given source, we are able to determine if the disk is resolved (Nuker fits better) or not (point source fits better).
The Nuker profile was shown by Tripathi et al. (2017) to be a useful radial profile function thanks to its ability to reproduce the sky brightness of both full and transition disks. The radial intensity of a Nuker profile is expressed as:
where r is the radial distance, F 0 is the amplitude coefficient, R t is the transition radius, α is the transition index, while γ and β are indexes that define the inner and outer cutoff, respectively. Figure 2 in Tripathi et al. (2017) nicely illustrates how each parameter affects the shape of the Nuker profile.
For a given profile (Nuker or point source), we produce a synthetic disk image which is Fourier transformed and sampled at the same spatial frequencies as our observational data using GALARIO (Tazzari et al. 2018 10, 10] . We cover this parameter space with 70 chains (ensemble sample walkers) which individually take 100,000 steps in order to sample the posterior probability distribution function (PDF). The location of each walker is initialized using random draws from a truncated normal distribution about the median value for each parameters following an initial MCMC burn in cy-cle using 100 walkers and 1000 steps. An example best fit model for the source J16085468-3937431, is given in Figures 1 and 2 , all other fits are provided in the electronic version of this paper.
MCMC fitting produces a chain of models. We use the autocorrelation length as a guide to understand at what point in the chain convergence occurs. This typically happens well before 10 4 steps per walker, leaving us with approximately 6.99 × 10 6 samples per disk. We then conservatively ignore half of the converged chain length and only consider the 3.5 × 10 6 samples from the end of the MCMC chain to estimate the posterior probability density function (PDF), and parameter uncertainties.
The bounds of the parameter space explored by the MCMC walkers for the variables i, PA, dRA, dDec and lnwcorr is the same for all regions. The remaining free parameters explored is determined by the radial profile being modeld (Nuker or point-source). For these parameters, the bounds are adjusted for each star-forming region based on prior exploration of the parameter space to ensure no truncation of the posterior distributions. The boundaries we chose are similar to those in Tripathi et al. (2017) and Andrews et al. (2018b) , and are chosen to cover well the posterior distribution.
At this point it is important to point out that the physical parameter we are interested in, disk size, is not one of the free parameters being fit, and additionally, the Nuker profile has no distinct outer edge. To deal with these two issues and following Tripathi et al. (2017) , we estimate the effective radius (R eff ), the radius at which a given fraction (x) of the cumulative flux is contained. Here, we compute two R eff : R 68 , the radius containing 68% of the flux, to connect our results to the low-and medium-resolution disk surveys (Tripathi et al. 2017; Andrews et al. 2018a) ; and R 90 , the radius containing 90% of the flux. The latter is done primarily to test how well low-and medium-resolution surveys recover disk radii obtained via high-resolution ALMA surveys (Long et al. 2018; Huang et al. 2018 ), although we also find it useful when comparing our disk sizes with dynamical features in the Solar System (see Section 6.2).
We randomly sample 5000 models from the second half of our MCMC chain, and for each model we calculate R eff . This gives us a posterior distribution of disk sizes. We take the median value to be our R eff estimate, and quantiles of 16 and 84% as our upper and lower confidence intervals.
In order to determine wheter the observations resolve the source or not, we independently fit and test models created by both a Nuker profile (resolved) and a point source (unresolved) for each observation. The reduced chi-square statistic of the best Nuker profile and best point source model are compared. In cases where the point-source results in a better fit, we determine that the source is unresolved. To compute the upper-limit on the size of unresolved sources, we take the results of the Nuker model, and use the 84th percentile R eff (what would be the upper confidence interval on a resolved source) as the R eff upper limit. We expect that these disks are most likely limited by the resolution of the telescope, but take this conservative approach in order to not misinterpret disks that are large and faint (sensitivity limited).
Occasionally we notice walkers stuck within local minima of our posteriors. This appears to happen in less than 15% of our sources. Because not all of these stuck walkers are identifiable by eye, we make no attempt to remove them in order to safeguard against introducing systematic errors. However, we measured the impact of stuck walkers on several sources and found that the decision to leave the chains unaltered ultimately results in small changes, and slightly larger errors, in our R eff estimates. For example, an estimation of R 68 for J16000236-4222145 with, and without stuck walkers results in values of 81.67 +1.97 −2.95 and 85.28 +2.62 −2.30 arcsec respectively.
Subsample of systems with estimated disk sizes
While we have modeled all of the detected sources within the Lupus, Cha I, and USco regions, we do not use every source in the remainder of our analysis.
Unless otherwise noted, we have removed from our sample, disks around multiple star systems with separations ≤ 2.0" in order to make our sample consistent with those in Tripathi et al. (2017) and Andrews et al. (2018a) . These papers imposed the separation threshold to exclude disks that might have their sizes truncated by dynamical interactions with their companions (see, e.g. Manara et al. 2019 ). However, we do not impose a flux cutoff of 2 mJy as in Andrews et al. (2018a) .
Additionally, we find 15 disks with best-fit models that we do not trust, hence we remove them from our analysis. The details and further discussion of the excluded models is given in Appendix C. This leaves us with 152 disks: 50 from Lupus, 58 from Cha I and 44 from USco which we include in our analysis.
To better determine if our final disk samples are representative, or biased (being a subset of each region's complete disk population), we attempt to reproduce previously reported disk-host (log M dust − log M ) relationships with our subset of disks (using the equivalent log L mm − log M relationship). With the exception of Oph, this relationship has been quantified in Ansdell et al. (2016) and Pascucci et al. (2016) , and we use the fitting slopes reported in Pascucci et al. (2016) comparison given that stellar masses in this paper are estimated in the same way. In those works, a larger sample size for each region (than we use here) is included in the analysis because they are able to include flux density non-detections. We find that for our subset of disks in each region, log L mm − log M is correlated for Lupus, Cha I and USco, and is not correlated for the regions Oph and Tau/Aur (see Appendix D; Figure D and Table 8 ). For the regions with correlations (Lupus, Cha I and USco) we find consistently shallower slopes as it is expected from samples lacking the faintest disks (see Section 4 in Pascucci et al. 2016) . The results of our modeling for individual sources is given in Table 10 . Appendix E shows that R 90 and R 68 are strongly correlated and we derive an equation to convert R 68 into R 90 based on our modeling of the Lupus, Cha I and USco disks. Additionally, we compare in Appendix A.2 disk radii obtained here from those obtained at highresolution for 26 sources and demonstrate that these lower resolution surveys are sufficient to determine dust disk sizes. Corner plot of the free parameters generated from the MCMC fitting of J16085468-3937431. Marginalized distributions are shown as histograms at the top of each column. Parameters with names preceded by "N1" refer to the corresponding Nuker parameters (see Equation 1). Parameters used to deproject and center the disk are inclination (inc), position angle (PA), right ascension offset (dRA), and declination offset (dDec). The last column is the fitted weight correction factor (lnwcorr; see Section 4).
RESULTS
We present a census of 199 homogeneously derived dust-disk sizes from five star-forming regions and associations. In this paper, we estimate the sizes of 152 disks: 50 from Lupus, 58 from Cha I and 44 from USco. Of the 152 disks we model, we find 85 to be resolved, and 67 to be unresolved. Of the unresolved disks, 20 are in Lupus, 25 in Cha I and 22 in USco 2 . To this we add 2 The modeling results of individual sources are given in Appendix F the literature values for 20 Oph disks and 27 Tau/Aur disks; these disk size estimations were originally modeled in Tripathi et al. (2017) but we use the updated values reported in Andrews et al. (2018a) . Table 2 summarizes the median and maximum R 68 and R 90 sizes of resolved disks within each region. Both interpretations of R eff are useful to consider. R 68 is necessary in order to compare all 5 regions, since only R 68 sizes are available for Oph and Tau/Aur. Consequently, the majority of our analysis uses R 68 as a proxy for R eff . However, R 90 better approximates the full extent of the disk, and we find it useful to consider in the discussion (Section 6). Figure 4 . Swarmplots for resolved disks in different regions, ordered by age. The boxplots include a shaded region surrounding the R68 25-75% quartiles, the horizontal line denotes the median disk size, while whiskers define the 0-25% and 75-100% quartiles. The regions observed with the SMA are greyed out because they are biased to the brightest millimeter disks, hence their size distributions should not be directly compared to the regions observed by ALMA.
A comparison of the size distribution for each region is shown in Figure 4 . Individual resolved disks within each region are shown as swarmplots with a shaded box surrounding the distribution's 25-75% quartiles and a horizontal line denoting the median disk size. Whiskers extend from the shaded boxes defining the 0-25% and 75-100% quartiles. While it may be tempting to infer a trend of decreasing disk size with age, it is important to recall that the Oph and Tau/Aur samples are biased towards higher luminosity disks, and therefore, a direct comparison of size distributions, in particular of the minimum and median size, between the SMA and ALMA samples is unjustified. The largest disks, being also among the brightest (see Section 5.1), are the least affected by the bias mentioned above, as well as by differences in survey sensitivity and spatial resolution. Table 2 and Figure 4 show that all regions, except USco, have multiple disks with R 68 greater than 115 au (while USco has only one disk with R 68 larger than 80 au), hinting that USco disks are smaller than those in other regions. This is in agreement with Barenfeld et al. (2017) who used a different approach to determine USco disk sizes 3 and concluded that that they are ∼ 3 times smaller than those in Oph, Tau/Aur and the subset of the Lupus disks modelled by Tazzari et al. (2017) . To further examine if there is a difference in the observed distributions of the now homogeneously-derived disk sizes, we focus on the three ALMA regions observed with similar sensitivity and spatial resolution (Lupus, Cha I and USco) and show the R 68 cumulative distribution functions (CDF) in Figure 5 . Uncertainties on the CDF are determined using the Kaplan-Meier estimator 4 and include unresolved disks with upper limits. However, the CDF uncertainties do not consider our disk size uncertainties. There are two features in Figure 5 that are worth noting. First, there is a deficit of large disks in USco when compared to Lupus and Cha I. Second, all regions host small disks (as small as ∼ 15 au), and USco in particular appears to have a population of even smaller disks. However, the smaller end of the disk-size distributions are impacted by the source distance combined with the chosen beam size and sensitivity. For this reason we make no inferences regarding the smallest disks.
In order to test if two regions are drawn from the same empirical distribution function, we compare each region with every other using the Anderson-Darling test (Anderson & Darling 1952) . We report the Anderson-Darling statistic and significance level (sig.) in Table 3 . The significance level is the level at which we cannot reject the null hypothesis that the samples are drawn from the same distribution. The small values of 0.013 and 0.014 suggest that the USco sample is unlikely to be drawn from the same parent disk-size distribution of Lupus and Cha I, respectively. With a significance level of 0.1 we are not able to determine if Lupus and Cha I are drawn from differing distributions or not with any high degree of confidence. Oph and Tau/Aur, with their similarly biased samples have a significance level > 25%, suggesting that there is no difference in the distribution from which the two regions' brightest disks are drawn.
To test if these results depend on the selection of R 68 or R 90 , we produced a R 90 version of Figure 5 , and performed the Anderson-Darling tests on Lupus, Cha I and USco using our R 90 disk sizes and found no significant change in the observed trends. a sig., also known as the error rate, indicates the significance level at which the null hypothesis that samples are drawn from the same distribution cannot be rejected.
Relations between stellar and disk properties
The following two subsections examine the disk sizedisk luminosity (log R eff − log L mm ) and the disk sizestellar properties (log R eff − log M and log R eff − log L ) relations. In order to determine if empirical relation-ships can be established, we apply several statistical tests to the data.
We begin with the Shapiro−Wilk normality test (Shapiro & Wilk 1965) to determine if the distribution of our bivariate data is normal or not. This is important as many correlation tests, e.g. the Pearson's r test, are based on the assumption that the data follow a normal distribution. The Shapiro−Wilk p-value is the null hypothesis probability that the sample is normally distributed. In cases where the p-value is < 0.05 we reject the null hypothesis and conclude that the distribution is not normal. Otherwise, we conclude that the distribution is likely normal. The result of this determines which correlation test we use afterward and is described in further detail below.
For all regions we calculate both the Pearson correlation coefficient (hereafter Pearson r test) and Spearman's rank correlation coefficient (hereafter Spearman ρ test) and the corresponding p-values. For both tests, the p-value gives the probability of rejecting the null hypothesis that there is no statistically significant relationship between the variables, more specifically a linear relation for the Pearson's r test and a monotonic one for the Spearman ρ test. In cases where the p-value for the chosen statistic is < 0.05 we consider the data to be correlated. As mentioned above, the Pearson's r test requires the data to be bivariate normal. For this reason, we use the Pearson's r test to establish if there is a linear correlation only when our data are normally distributed, as found by the Shapiro−Wilk test. In all other cases, we rely on the Spearman ρ to test for the existence of a monotonic relationship between variables. Note that while the Spearman ρ does not need the variables to be normally distributed, it does require that they are converted into a rank-order (ordinal) data set.
A limitation of all these statistical tests is that they do not include upper-limits and uncertainties in the assessment. As such, and for comparison with results already reported in the literature, we might fit linear relationships even if our correlation tests result in a probability larger than 0.05 that the variables are not correlated.
Disk radii and millimeter luminosities
Recently, Andrews et al. (2018a) demonstrated that the dust disk effective radius (R eff ) and the millimeter luminosity (L mm ) scale in the same way for their Oph, Tau/Aur, and Lupus samples as R eff ∝ L 0.5 mm . Thus, one might infer that such a relationship is universal and apply to all star-forming regions. Here, we demonstrate that this is not the case and that the log R eff − log L mm slope flattens moving from the younger to the older starforming regions. (upper-limits) . The best fit from MCMC linear regression is plotted as a black line, and surrounded by our 68% confidence intervals in grey. The last panel replots the bests fits of each region (and the corresponding 68% confidence intervals) so that they can be directly compared. Fit parameters for each region are given in Table 4 . Note-Values we consider unreliable are greyed out (see Section 5.1). Figure 6 shows the inferred disk sizes (circles) or upper limits (downward triangles) as a function of L mm . Values for Oph and Tau/Aur are from Andrews et al. (2018a) while for the other three regions are from this work (see Sections 2.1 and 2.2). For all regions, we see the general trend of larger disk sizes for brighter disks, although USco covers a smaller range in L mm than other regions and the scatter is large. Indeed, when we apply the non-parametric Spearman's rank correlation test to the disks with a measured dust radius (circles), we find positive values (R eff increases with L mm ) and probabilities (p-value) lower than 5% that the two quantities are uncorrelated in all regions except USco (see Table 4 ).
Next, following Andrews et al. (2018a) , we fit the log R eff − log L mm relation in each individual region taking into account measured R eff , the associated uncertainties, as well as upper limits in R eff . For this task we use the Bayesian method of linear regression described in Kelly (2007) (as implemented in the linmix code by Joshua E. Meyers) and specifically fit the following linear relation:
where α and β are the intercept and the slope, respectively. The best fit parameters for each region, together with the scatter of the relation (σ) and the correlation coefficient (ρ), are reported in Table 4 .
We find thatρ, which is estimated accounting for uncertainties and upper limits (but assumes bivariatenormal data), is positive and larger than the Spearman ρ correlation coefficient in all regions. This may be particularly important for USco, where the Spearman ρ coefficient of -0.27 and large p-value suggest no log R eff − log L mm correlation for sources with measured disk sizes, while the linmixρ value of 0.67 points to a positive correlation, albeit less strong than in the other younger star-forming regions. The first five panels of Figure 6 visualize the best fit for each region with the grey shadowing highlighting the 68% confidence intervals. The sixth panel of Figure 6 summarizes the results and emphasizes the main finding of our analysis that the log R eff − log L mm relation is not universal.
We do not perform a fitting for the combined sample of all regions due to differences in the estimated disk size uncertainties between the SMA and the ALMA samples and our finding that not all regions share the same log R eff − log L mm relation.
Disk radii and stellar properties
Several works have pointed out that L mm , which (if optically thin) probes the dust disk mass, is positively correlated with stellar properties like stellar bolometric luminosity (L ) and stellar mass (M ) in most starforming regions, (e.g., Andrews et al. 2013; Ansdell et al. 2016; Pascucci et al. 2016 ). However, the relationship between R eff and these same stellar properties has been less explored. Andrews et al. (2018a) 
3 ) for the combined Tau/Aur and Lupus samples but to a lesser degree than log R eff − log L mm . In this section we investigate whether such relations are present in individual regions. Figures 7 and 8 show the inferred disk sizes (circles) or upper limits (downward triangles) as a function of M and L , respectively. Tables 5 and 6 report the statistical tests described in Section 5.1 as well as the linmix best fit parameters and correlation coefficient ρ. For the two regions that are most biased to bright millimeter disks (Oph and Tau/Aur), we can confidently
The three remaining regions (Lupus, Cha I, and USco) have Spearman ρ correlation coefficients (0.29-0.34) and p-values (0.07-0.20) where we can not completely rule out a weak or marginal correlation between R ef f and M , but correlations are not strongly supported.
Interestingly, for Cha I, which covers the largest range in L , we can rule out a log R eff −log L correlation with a high level of confidence (correlation coefficient=0.17 and p-value=0.35).
The situation is different for USco where we can not rule out a weak log R eff − log L relation, the Spearman ρ correlation coefficient is 0.29 with a p-value of 0.19 andρ is 0.72.
Finally, the Lupus region appears to have some degree of correlation in log R eff − log L , but likely not in log R eff − log M . When we combine the Oph, Tau/Aur, and Lupus samples and refit the log R eff −log M relation with linmix we findρ = 0.63 +0.07 −0.09 , the same as for Lupus. Thus, we conclude that the weak log R eff − log M correlation reported by Andrews et al. (2018a) for the SMA+ALMA samples (mostly Oph, Tau/Aur, and Lupus) with a coefficient ofρ = 0.54 is mostly driven by the Lupus sample. Similarly, when we combine Oph, Tau/Aur, and Lupus samples and refit the log R eff − log L relation, we find a coefficient ofρ = 0.64 +0.07 −0.09 , consistent with the findings in Andrews et al. (2018a) for the same joint sample. Note-Values we consider unreliable are greyed out (see Section 5.1). Note-Values we consider unreliable are greyed out (see Section 5.1), including the result of nan which denotes a value below the floating point precision of our analysis.
DISCUSSION
In the following sections we compare the size distributions found in each region (Section 6.1), define and compare our inferred disk sizes with the outer edge of the Solar System (Section 6.2), and discuss disk-disk and disk-host scaling relations (Section 6.3).
Comparison between regions
In Section 5 we use several statistical approaches to assess how similar, or different, the distributions of disk sizes are in our sample regions.
When compared to other regions USco lacks large dust disks. The vast majority (≥ 75%) of resolved disks within USco have sizes that fall below the Lupus and Cha I median disk sizes. Barenfeld et al. (2017) compared their USco disk sizes with the inhomogeneously derived sizes of Oph, Tau/Aur and Lupus 5 and concluded that USco disks are three times smaller. We also find that the typical disk in USco is smaller than the typical disk in Lupus or Cha I. However, the difference is not as great: the median disk size in USco is 1.7 times smaller than that in Lupus and 1.3 times smaller than that in Cha I. We believe that the difference between our results and Barenfeld et al. (2017) is due to the fact that the latter has used inhomogeneous disk size estimations as well as samples biased to the brightest disks in Oph, Tau/Aur, and Lupus. Because the disks from Oph and Tau/Aur are biased towards only the brightest disks, the only conclusion we can make is that USco lacks the large disks seen in both of those regions. The decrease in median disk size from the younger Lupus and Cha I to the older USco may be interpreted as an evolution of the disk outer edge caused by e.g. efficient inward drift of millimeter grains (Pinilla et al. 2013; Krijt et al. 2015; Pascucci et al. 2016 ); growth of millimeter grains into planetesimals (Barenfeld et al. 2017; Gerbig et al. 2019; Lenz et al. 2019) ; or external photoevaporation in the higher UV field of the USco OB association (Facchini et al. 2016; Barenfeld et al. 2017) . Measuring gas disk sizes in these three regions should help to discriminate between internal vs external processes. Eisner et al. (2018) reported that the population of disk sizes within Cha I was significantly smaller than that of disks in the younger regions of Oph, Tau/Aur, and Lupus. However, we do not arrive at the same conclusion. As previously mentioned, we find that Cha I disks are not significantly smaller than Lupus, and span a similar range in disk sizes. Cha I, when compared to Lupus in Figure 5 , hints at a enhanced population of disks between 15 and 25 au, and a decreased population of disks between 30 and 65 au.
The differing result from Eisner et al. (2018) is likely due to several factors. First, their work compares inhomogeneously estimated disk sizes, e.g. FWHMs from Pascucci et al. (2016) for Cha I with exponential cutoff radii of a power-law disk from Tazzari et al. (2017) for Lupus. Second, the entire Cha I disk population is compared with luminosity biased samples in Oph, Tau/Aur, and even Lupus (only the sub-sample in Tazzari et al. (2017) was available at that time). Lastly, the cumulative disk-size distributions used for comparison in Eisner et al. (2018) are not consistently constructed, leading to a different definition for what a probability of unity means in each region. For instance, the Cha I sample appears to include all sources that were targeted in Pascucci et al. (2016) , whether they were detected or not, the USco sample includes only resolved sources, while the Lupus sample appears to include detected sources, whether they were resolved or not.
The outer edge of the Solar System
Stellar encounters (e.g. Ida et al. 2000; Kenyon & Bromley 2004) and external photoevaporation by massive stars within a star cluster (e.g. Adams et al. 2004) have been suggested as mechanisms connected to the formation of the Solar System's outer edge. In this section we look into whether or not our results can test these models which utilize edge truncation to explain the size of the Solar System.
The region of the Solar System beyond Neptune (the trans-Neptune region or Edgeworth-Kuiper belt) is populated with icy bodies (TNOs) which fall into distinct classes based on their dynamical properties. There is a decrease in the population of TNOs beyond 48 au, and the population of objects with nearly circular orbits effectively ends at 45 au (e.g. Petit et al. 2011) . This outer edge of the Kuiper belt appears well defined and is not an observational bias (Allen et al. 2001; Morbidelli et al. 2008) . Because the region beyond this edge is dynamically stable on timescales longer than the Solar System's lifetime (Duncan et al. 1995) , a primordial population of planetesimals beyond 45 au -had it existed -should have been retained.
Determining if the outer edge of the Solar System's primordial planetesimal disk was located at, beyond, or interior to the present Kuiper belt's edge would test hypotheses which evoke an outer-edge modifying event. This work does not directly probe the history of the Solar System. However, if we take the location of dust observed in our disks to be an indicator of the location of planetesimals (or planetesimal formation), and if we interpret the outer edge at 45-48 au to be primordial, we can compare the Solar System's outer edge with our inferred disk sizes. It is important to be aware that this comparison is between the location of dust emission in 1-3 Myr old disks and the location of a dynamical and occurrence-rate feature found within a distribution of 4.5 Gyr old planetesimals. The validity of this comparison ultimately relies on whether or not the Solar System's outer-edge is a feature inherited from its protoplanetary disk. While stellar encounters and external photoevaporation by massive stars may impact disk sizes in high-mass star-forming regions, these two mechanisms are most likely not affecting the disk sizes in Lupus and Cha I. Winter et al. (2018) compared the effect of external photoevaporation and close stellar encounters on disk sizes in typical cluster environments and concluded that tidal truncation due to stellar encounters are unlikely. They find that significant truncation due to stellar encounters requires a cluster stellar density of 5 × 10 4 pc −3 ; far larger than the current stellar densities of Lupus (Comerón 2008 ) and 3 (Luhman et al. 2008) , respectively, ruling out external photoevaporation as the dominant mechanism setting disk sizes in these low-mass star-forming regions.
The Solar System, on the other hand, may have formed in a high-density cluster environment. The review by Adams (2010) argues for a large cluster (N = 10 3 − 10 4 ) as birth environment, and required a nearby supernova to produce the inventory of short-lived radio isotopes found in the meteoritic record at the time of writing. However, more recently Wasserburg et al. (2017) showed that the short-lived radionuclide abundances of 26 Al, 60 Fe, 182 Hf, and 107 Pd found in meteorites are not consistent with being injected via sources of mass > 5 M such as supernovae. A small fraction of presolar grains (X grains) may still link the early Solar System formation to a nearby supernova event (see Zinner 2014), but how nearby the supernova would need to be is not known. Low-mass star-forming regions such as Lupus and Oph are known to have been influenced by external Supernovae (e.g. Comerón 2008; Wilking et al. 2005) . Therefore, it remains unclear if the presence of X grains limits the Solar System birth environment to that of a high-density cluster.
To compare our dust-disk sizes with the Solar System, we utilize the R 90 estimates which better represent the full extent of the disk. In addition, we constrain ourselves to the younger and lower mass star-forming regions of Lupus and Cha I to exclude significant evolution and external processes affecting disk sizes. Figure 9 provides this comparison and shows that the Solar System's size falls within the range of R 90 values found for both low-mass star-forming regions. We also test if the dust masses of the Lupus and Cha I disks is consistent, or discordant, with the Solar System. To get a rough estimate of the mass of the primordial Solar System's dust disk, we sum the masses of solids locked up within the major planets (∼ 30 M ⊕ ). Dust disk masses are estimated assuming optically thin emission and a fixed temperature of 20 K for the emitting grains as in the 20 K dust-mass calculation described in Pascucci et al. (2016) . Figure 9 shows that the mass of solids in the Solar System is larger than the average dust disk mass but still falls within the range of masses observed in other disks.
When compared to the disks in Lupus and Cha I, the Solar System doesn't appear to be an outlier. It is neither small, nor does it appear to be missing dust mass. If the initial sizes of protoplanetary disks within highdensity and low-density regions are similar, our results show that the Solar system's primordial disk requires no external modification (e.g. stellar encounter or photoevaporation) to explain its size and mass since it is consistent with a population of disks lacking truncation. Radial drift of dust grains, which is common to all environments, may be setting disk sizes. However, if the Solar System formed in a high-density cluster, and the initial sizes of these disks is not similar to the initial sizes found in low-density regions, we can come to no conclusion about the history of the Solar System's outer edge.
Disk size scaling relations
In Section 5.1 we test for the existence of and, if found, quantify empirical relations between disk sizes (R eff ), millimeter luminosities (L mm ), stellar masses (M ), and stellar luminosities (L ). In this sub-section we discuss our findings in that order, starting with log R eff − log L mm .
We find that, in log scale, disk radii are linearly correlated with millimeter luminosities and that the slope of the log R eff − log L mm relation is not the same for all regions investigated here (see Figure 6 and Table 4 ). The latter result is different from earlier works. Previous analysis by Tripathi et al. (2017) and Andrews et al. (2018a) found a slope of ∼ 0.5 to be common to the Oph, Tau/Aur, and Lupus star-forming regions. Using a different technique, Barenfeld et al. (2017) showed that disk sizes in USco, while being a factor of ∼3 times smaller than those in Oph and Tau/Aur, plot on the same log R eff − log L mm relation with slope 0.5. This result has led to speculation that the log R eff − log L mm relationship could be universal (e.g., Rosotti et al. 2019 ). As the relation implies that the millimeter luminosity scales with the square of the dust radius, the most commonly adopted interpretation is that the millimeter emission is mostly optically thick.
Assuming a simple parameterization for the dust temperature profile, Andrews et al. (2018a) considered whether their log R eff − log L mm and log L mm − log L relationships for Oph, Tau/Aur and Lupus were consistent with disks being optically thin or thick. Ultimately, they concluded that neither of the two scenarios could be ruled out. Here, we focus on the optically thick scenario and repeat Andrews et al. (2018a) approach for Cha I and USco. Using the following temperature profile:
where r 0 = 10 au for a solar luminosity star, Andrews et al. (2018a) derived a relationship connecting the dust effective radius to the stellar luminosity and millimeter luminosity via the power law index (q) of the dust temperature profile:
We can then estimate q for each region using Equation 4 and our empirically measured log L mm − log L and log R eff − log L mm relationships (see Table 11 in Appendix G and Table 4 in Section 5.1.1 respectively). With an estimate of q in hand, we can test if the resulting temperature profile is consistent with that expected for optically thin or thick disks. Doing so results in values of q of 0.32 +0.33 −0.4 for Cha I and −0.85 +1.42 −3.1 for USco. At long millimeter wavelengths and in the case of optically thin emission, the radial temperature profile can be expressed as T (r) ∝ r −2/(4+β) where β is the index of the dust absorption coefficient, e.g. Evans (1994) . Thus, for the average β of 0.6 (Ricci et al. 2010) , we find T (r) ∝ r −0.4 in the optically thin regime. Partially optically thick emission is characterized by a steeper dependence with radial distance (e.g., Fig. 5 in Pascucci et al. 2004 ) close to r −0.5 for the midplane of an accretion disk irradiated by the central star (D'Alessio et al. 1998) . The upper bounds of the confidence intervals encompass the optically thin and thick temperature profiles both for Cha I and USco. However, the mostly negative values of q for USco imply a temperature profile increasing with disk radius, which is highly unlikely, suggesting that the disk emission is not optically thick. Andrews et al. (2018a) report finding weak scaling relationships for their joint sample of Oph, Tau/Aur and Lupus for both log R eff −log M and log R eff −log L . We determine that log R eff −log M is not correlated for any of our regions, and for the log R eff −log L correlation we find a trend only for Lupus. Extending disk radii measurements to even smaller and less luminous stars could reveal trends also in other regions. This would require observations more sensitive than those adopted for the initial ALMA surveys of nearby star-forming regions.
Finally, we would like to speculate on the possible time evolution of the log R eff − log L mm relation utilizing the three regions that have been observed at a similar sensitivity with ALMA, i.e. Lupus, Cha I and USco. While Cha I and Lupus have overlapping ages with large uncertainties (1-3 and 2-3 Myrs respectively), if we take these ages at face value, we see a flattening of the log R eff −log L mm relation moving from the youngest to the oldest region.
SUMMARY
Using ALMA archival data, we estimate the sizes of 152 protoplanetary disks in the three star-forming regions of Lupus, Cha I and USco. This results in the first homogenous estimation of dust disk sizes between these regions. Because we use the same approach (visibility fitting using Nuker profiles) as in Tripathi et al. (2017) and Andrews et al. (2018a) , we add to our analysis their disk-size estimates for Oph and Tau/Aur, for a total of 199 disk sizes from 5 different regions. While the 5 regions have had their disk-sizes estimated in a consistent way, Oph and Tau/Aur were observed with the SMA, hence are biased towards the brightest millimeter disks.
These 5 Of the 199 disk-size estimates in our entire sample, there are 130 resolved disks and 69 unresolved disks for which we provide upper limits in the dust radii. Estimated R 68 disk sizes for the entire sample range from 8.5 to 177 au with a median of 39 au. For the 3 regions with R 90 estimates (Lupus, Cha I and USco), we find that R 90 range from 10-231 au with a median of 43 au.
Our main results can be summarized as follows:
• For disks around near solar mass stars (M ∈ [0.85 − 1.15 M ]) R 90 disk sizes range from 20-103 au. This suggests that the ∼ 45 au outer-edge of the Solar System, if primordial in origin, is not an outlier when compared with typical 1-3 Myr disks, and that a truncating event (e.g. a stellar encounter or external photoevaporation) may not be required to explain its size. Additionally we find that the mass of solids in the Solar System falls within the range of estimated dust-disk masses estimated for our sample.
• We find that the disks in Cha I are not smaller than those in Lupus as previously suggested in Eisner et al. (2018) , whose comparison was based on a sub-sample of Lupus as well as samples from Oph and Tau/Aur all of which were biased towards higher luminosity sources.
• USco disk sizes are not drawn from the same distribution of disk sizes as Lupus and Cha I. In agreement with previous findings, the older USco region appears to have a population of smaller disks, albeit not by a factor of 3 as reported in Barenfeld et al. (2017) . We find that USco disks are also smaller than those in Cha I; our homogeneous analysis finds a difference in the median values of ∼ 1.5.
• Dust disk radii correlate with millimeter luminosity in each of the 5 regions. However, we find that the log R eff − log L mm relation is not the same in all regions but rather becomes flatter for older regions. Uncertainties in each region's age, lack of dynamic range in ages, and different stellar environments, impedes our ability to conclude that disk-size evolution with time is conclusively seen.
• We find no evidence for a correlation between the dust-disk outer radius and stellar mass in any of the 5 regions we tested.
• Only in the Lupus star-forming region is there a modest correlation between the dust outer radius and the stellar luminosity.
In relation to the last two points, one should keep in mind that we are examining only a subset of the entire disk population in each region. While we find a correlation between L mm and M for our sub-samples, in each region the correlation is shallower than when the entire population is included (see Section 4.1 and Appendix D). Therefore, we can conclude that dust radii correlate less with M and L than the millimeter luminosity. Deeper ALMA observations, especially of disks around low-mass stars, will be necessary to test if a modest correlation is present between dust disk sizes and stellar properties. et al. (2017) and Andrews et al. (2018a) have used the same modeling approach to infer disk sizes and their papers combined provide the largest compilation available in the literature. To further expand upon their work, we have applied the same steps to model the disks in Cha I and USco. However, there are bound to be small differences in chosen modeling and fitting parameters and techniques, as well as differences in determining uncertainties and upper-limits, hence our re-analysis of the Lupus dataset and the comparison presented here. Figure 10 shows our Lupus disk sizes vs those reported in Andrews et al. (2018a) . For most models there is tight agreement in disk sizes between the two works and for almost all sources there is agreement within the uncertainties.
One caveat about Figure 10 is that it does not compare disks for which only an upper limit to the disk size could be estimated. In general, our method results in larger uncertainties than those given in Andrews et al. (2018a) . For this reason our upper limits are typically larger, and consequently for 10 disks which Andrews et al. (2018a) report a size for, we only provide an upper limit. Figure 11 presents the results of Bayesian linear regression fitting (Kelly 2007) of both modeling results with these differences in uncertainties and upper limits included. Our fitting of both the Andrews et al. (2018a) sample and our sample gives results that are consistent with each other, see values in Figure  11 and in Table 1 of Andrews et al. (2018a) .
A.2. High-vs medium-resolution observations
Due to the long exposure times required to make observations of disks at ≤ 0.1 like those in Long et al. (2018) and DSHARP (Andrews et al. 2018b) , it is unlikely that large sample sizes required to compare disk demographics of star-forming regions will be available in the near-term at such high resolution. This means that medium-resolution observations, like those analyzed in this work, have an important role to play in establishing what are typical disk properties, e.g. disk sizes, and their spread. However, that can only be the case if these observations truly inform us about the disk size. Here, we test the agreement between disk sizes derived from high-and medium-resolution observations.
There are 26 Tau/Aur sources that are common between the high-resolution observations of Long et al. (2018) , Huang et al. (2018) and Long et al. (2019) and the medium resolution observations of Tripathi et al. (2017) . The medium-resolution disk sizes used here are from Andrews et al. (2018a) who updated the Tripathi et al. (2017) results by including GAIA DR2 distances. We use Eq. E2 (see Appendix E) to convert the Tripathi et al. (2017) disk sizes from R 68 to the R 90 radii. It should be noted that the high-resolution disk sizes include a mix of R 95 and R 90 emission radii but these values are so close to each other that we do not attempt to derive an additional scaling.
We directly compare the high-and medium-resolution disk size data in Figure 12 along with a 1:1 line (in blue) for reference. The relationship between the high-resolution (R high ) and low-resolution (R low ) disk sizes is fit using Bayesian linear regression fitting (Kelly 2007 ) and the best-fit is shown in black with the corresponding 1σ confidence interval in gray. The relationship is also given as Eq. A1. R high (R low ) = 0.95(au) + 0.88R low (au) (A1) B. STELLAR AND DISK PROPERTIES Table 7 lists stellar properties and derived stellar masses (M ) as described in Section 2.2.1. To derive stellar masses we follow the approach used in Pascucci et al. (2016) and assume an uncertainty of 0.02 dex in the stellar temperature for spectral types earlier than M3 and 0.01 dex for later spectral types, and a 0.1 dex uncertainty on all stellar luminosities. Table 7 continued Table 7 continued a For consistency, our definition of Lmm is the same as found in Andrews et al. (2018a) . It is a flux density scaled to 140 pc.
C. DETERMINATION AND REMOVAL OF SPURIOUS MODELING
During our model fitting we realized that low signalto-noise data can result in Nuker profiles that fit the noise with a disk model that is typically extended, faint, highly inclined and/or ring-like. An example is shown in Figure 13 . In these cases the uncertainties on the disk sizes are large. In order to cull these models from our analysis, we examine by eye sources where the uncertainty in disk size is larger than 66% of the disk size. By observing the fitting in the UV plane, and comparing continuum images of the data and model, we can identify these cases. Of the 23 disks that meet this metric, we find 15 that are obviously problematic, and hence removed them from our analysis (see Section 4.1).
Sources Our sample population is a subset of the entire disk population in each region, and is biased towards resolved sources. In order to understand this bias, we test our sample for a correlation between L mm and M so that we can compare it to previously measured L mm -M correlations (e.g. Ansdell et al. 2016; Pascucci et al. 2016) . We find a shallower slope for the log L mm − log M cor- . The best fit from MCMC linear regression is plotted as a black line, and surrounded by our 68% confidence intervals in grey. The last panel replots the bests fits of each region (and the corresponding 68% confidence intervals) so that they can be directly compared. Fit parameters for each region are given in Table 8 . Different emission fractions have been used to define the location of R eff in past works. For example, Tripathi et al. (2017) and Andrews et al. (2018a) , who analyze low-and medium-resolution SMA and ALMA data, calculate the radius containing 68% of the total flux (R 68 ). However, high-resolution ALMA images have shown that R 68 does not properly capture the radial extent of the disk, several sub-structures are left out, hence more recent works compute and analyze the 90% (R 90 ) or 95% (R 95 ) dust radius (see Long et al. 2018 and Huang et al. 2018) . In order to compare the results of this work with disk sizes from the literature, we are interested in understanding if R 68 is a reliable predictor of R 90 . Figure 15 . Here we compare our R68 dust-disk size estimates with the R90 size for each disk. Constrained disks sizes are plotted as circles while upper-limits are given as triangles. Symbols are color coded according to their associated region. The correlation between R68 and R90 is measured by fitting the values using linmix. The best fit is shown as a black line, with a 1-sigma confidence interval in gray. The parameters resulting from the mcmc chain are given in the upper left of the figure (see Equation E2 ).
The 68% and 90% emission radii we measure from modeled disks in Lupus, Cha I, and USco are shown in Figure 15 . Visual inspection suggests that the two disk sizes are strongly correlated. We calculate the Spearman ρ rank-order correlation coefficient 6 to test the null hypothesis that the two variables are uncorrelated. As shown in Table 9 , the correlation coefficient is nearly unity (positive rank order) with an extremely low probability (p-value) that R 68 and R 90 are uncorrelated.
We then fit the data using the Bayesian linear regression method developed by Kelly (2007) and report the results in Table 9 . Using these best fitting parameters, we can convert the R 68 to a R 90 disk size:. log R 90 = −0.037(au) + 1.1 log R 68 (au) (E2) Table 10 continued Table 10 continued In our discussion on disk sizes scaling relations (see Section 6.3), we reproduce the temperature power law index (q) estimation following the method given in Andrews et al. (2018a) . This approach requires us to know the log L mm − log L for our samples, which we provide here using the statistical methods described in Section 5. (upper-limits) . The best fit from MCMC linear regression is plotted as a black line, and surrounded by our 68% confidence intervals in grey. The last panel replots the bests fits of each region (and the corresponding 68% confidence intervals) so that they can be directly compared. Fit parameters for each region are given in Table G . Note-Values we consider unreliable are greyed out (see Section 5.1).
