We study the topological duals of the Colombeau algebras Gc(Ω), G(Ω) and G S (R n ), discussing some continuous embeddings and the properties of generalized delta functionals.
embedding of classical distributions into L(G c (Ω), C) mentioned in Section 1 with the "Colombeau-embedding" D ′ (Ω) ⊆ G(Ω) ⊆ L(G c (Ω), C). Finally the classical regularization of the Dirac measure via convolution with a mollifier gives the basic idea for a regularization of δ x ∈ L(G S (R n ), C) via generalized functions in G S (R n ).
The results obtained in this paper and in particular the chains of inclusions of Colombeau algebras and their duals set up a systematic framework where the regularity theory for pseudodifferential operators with generalized symbols [4, 8, 7, 10, 11] can be settled and developed. The dual L(G c (Ω × Ω), C) was already used in [7] for defining the kernel of a pseudodifferential operator acting on generalized functions. The dual approach involving G ∞ S (R n ), G S (R n ), G τ (R n ) and L(G S (R n ), C) to pseudodifferential operators with global generalized symbols has been considered in [6, Chapter 5] for the first time, leading to results of G ∞ S -regularity which improve the ones obtained in [4] .
1 Topological duals of the Colombeau algebras G c (Ω), G(Ω) and G S (R n ): basic properties and examples
In this section we deal with the topological duals of the well-known Colombeau algebras G c (Ω), G(Ω), G S (R n ), presenting some basic properties and relevant examples. Our theoretical background consists of the results on locally convex topological C-modules and duality theory presented in the first paper on topological structures in Colombeau algebras [5] . We also refer to [5] for all the notations used in the following.
We recall that for the topologies introduced in [5, Examples 3.6, 3.7] G(Ω) and G S (R n ) are Fréchet C-modules while G c (Ω) is the strict inductive limit of a sequence of Fréchet C-modules. Hence by Propositions 2.9 and 2.10 in [5] we know that G c (Ω), G(Ω) and G S (R n ) are bornological locally convex topological C-modules and that the spaces L(G c (Ω), C), L(G(Ω), C) and L(G S (R n ), C) are complete, when endowed with the strong topology β or the topology β b of uniform convergence on bounded subsets. Note that by [5, Propositions 2.14, 2.15 ] G c (Ω), G(Ω) and G S (R n ) are also barrelled. Consequently their topological duals equipped with the weak topology σ are quasi-complete.
Our investigation into the duals of G c (Ω), G(Ω) and G S (R n ) begins with some structural issues.
It is clear that if Ω ′ ⊆ Ω then G c (Ω ′ ) is continuously embedded into G c (Ω) . This means that every map T ∈ L(G c (Ω), C) can be restricted to Ω ′ letting (1.1)
and that T | Ω ′ belongs to L(G c (Ω ′ ), C). We are ready now to state the following theorem whose proof is easily obtained by adapting the corresponding result concerning D ′ (Ω) to the Colombeau context as in Theorem 1.2.4 [9] . Note that Theorem 1.1 also follows from abstract arguments in sheaf theory, see e.g. [12, (2.2.4) ].
Theorem 1.1. Ω → L(G c (Ω), C) is a sheaf.
It follows that the support of T ∈ L(G c (Ω), C) (denoted by supp T ) can be defined as the complement of the largest open set in Ω in which T is 0 and that x ∈ Ω \ supp T if and only if there exists an open neighborhood V ⊆ Ω of x such that T |V = 0 in L(G c (V ), C).
In analogy with distribution theory we use the notion of support in order to compare L(G c (Ω), C) and L(G(Ω), C). First of all every T ∈ L(G(Ω), C) restricted to G c (Ω) is an element of L(G c (Ω), C) since the inclusion map ι : G c (Ω) → G (Ω) is continuous. Note that Im(ι) is dense in G (Ω) . In fact for every u 0 ∈ G(Ω), every seminorm p K,m (f ) = sup x∈K,|α|≤m |∂ α f (x)| on E(Ω) and every neighborhood U := {u ∈ G(Ω) : P K,m (u − u 0 ) ≤ η} of u 0 in G(Ω), where P K,m is the corresponding ultra-pseudo-seminorm [5] , we can always find some u ∈ G c (Ω) contained in U . It suffices to take χ ∈ C ∞ c (Ω) identically 1 in a neighborhood of K and observing that χu 0 ∈ G c (Ω) with P K,m (χu 0 − u 0 ) = 0. As a consequence the map (1. 2) L(G(Ω), C) → L(G c (Ω), C) : T → T | Gc (Ω) is injective. Proof. Let supp T be a compact subset of Ω and let χ ∈ C ∞ c (Ω) identically 1 in a neighborhood of supp T . For all u ∈ G (Ω) we have that χu ∈ G c (Ω) and
is a C-linear map on G (Ω) . Moreover, the restriction of T ′ to G c (Ω) coincides with T since (1−χ)u ∈ G c (Ω\supp T ) and T ′ (u)−T (u) = T ((1−χ)u) = 0. Note that for all u ∈ G(Ω), χu is a generalized function in G K (Ω) with K = supp χ and by continuity of T the estimate
with P GK (Ω),m introduced in [5, Example 3.7], is valid on G(Ω). By the Leibniz rule P GK (Ω),m (χ·) can be bounded by some ultra-pseudo-seminorm which determines the sharp topology on G(Ω). Combined with (1.3) this guarantees the continuity of T ′ as a C-linear map from G(Ω) into C. Assume now that T ∈ L(G(Ω), C) but that its support is not a compact subset of Ω. Let K 0 ⊂ K 1 ⊂ K 2 ⊂ ... be an exhausting sequence of compact sets of Ω. Then for all n ∈ N, supp T ∩ (Ω \ K n ) = ∅. In other words there exists a sequence (u n ) n ⊆ G c (Ω) such that supp u n ⊆ Ω \ K n and T u n = 0. Denoting the valuation of T u n ∈ C by a n , the generalized function v n = [(ε −an ) ε ]u n has support contained in Ω \ K n and |T v n | e = e an |T u n | e = 1. The sequence (v n ) n converges to 0 in G(Ω) since for all K ⋐ Ω there exists n 0 ∈ N such that K ⊆ K n0 and from K n0 ⊆ Ω \ supp v n for all n ≥ n 0 we obtain that sup x∈K,|α|≤m
where q is any natural number and n ≥ n 0 . This contradicts the continuity of T on G(Ω).
From Theorem 1.2 it follows that the restriction map in (1.2) is a bijection between L(G(Ω), C) and the space of all functionals in L(G c (Ω), C) with compact support.
Distribution theory and point value theory for generalized functions are the main tools in providing the following examples of C-linear and continuous functionals on G c (Ω), G(Ω) and G S (R n ). The natural embeddings of Colombeau algebras into their topological duals are postponed to Section 3.
Example 1.3. Classical distributions
Every distribution w ∈ D ′ (Ω) provides an element of L(G c (Ω), C). In fact recalling that the injection ι D : Remark 3.8] is continuous for the strict inductive limit topology on G c (Ω) and the sharp topology on G D(Ω) , we have by [5, (ii 
, is C-linear and continuous. In the same way we get an element of L(G(Ω), C) and an element of L(G S (R n ), C) if w belongs to E ′ (Ω) and S ′ (R n ) respectively.
In the following examples we make use of the main definitions and results of generalized point value theory. The reader should refer to [9, Subsection 1.2.4] for the needed notations and explanations.
Example 1.4. The generalized delta functional δ x Let x be a generalized point in Ω c . We can define a C-linear map δ x : G(Ω) → C associating with each u ∈ G(Ω) its point value u( x) at x. It is clear that δ x belongs to L(G(Ω), C) since
where (x ε ) ε is a representative of x contained in a compact set K for ε small enough.
Since every u ∈ G c (Ω) is a generalized function in some
) ε ] is well-defined for every choice of representative of u of this type. Therefore, δ x is a C-linear map from G c (Ω) into C for each x ∈ Ω and by |δ x (u)| e ≤ P K,0 (u) on G K (Ω) it is continuous.
We conclude this section with some further considerations and examples involving the generalized delta functional. They will point out some differences between the distributional delta and the generalized delta concerning topics such as support and representation of continuous functionals.
Some interesting phenomena occur when we compute the support of δ x ∈ L(G c (Ω), C).
Defining the support supp x of x as the complement of the set
in Ω, we want to prove that supp δ x = supp x. The reader can easily check that Ω \ supp x is well-defined since it does not depend on the representative (x ε ) ε of x. If x 0 ∈ Ω \ supp x then there exists a neighborhood V (x 0 ) satisfying (1.4) and we can take a smaller
When x ∈ Ω c it is clear that supp δ x is a compact subset of Ω since supp x is contained in some K ⋐ Ω.
Note that by (1.4) the support of x ∈ Ω is the set of all accumulation points of a representing net (x ε ) ε . As a consequence and differently from the distributional case, δ x may have support empty or unbounded. Consider in R the example
Finally let (x n ) n be a sequence in R + with N as set of accumulation points and x n ≤ n + 1 for all n ∈ N. Defining x ε = x n for ε ∈ (1/(n + 2), 1/(n + 1)], (x ε ) ε is moderate since x ε = x n ≤ n + 1 ≤ ε −1 on each interval (1/(n + 2), 1/(n + 1)]. Thus for x := [(x ε ) ε ] ∈ R we conclude that supp δ x = N.
Remark 1.6. Another difference to distribution theory consists in the existence of elements of L(G(Ω), C) having support {0} which are not C-linear combinations of δ 0 and its derivatives. As an example take [(ε) ε ] ∈ R and δ [(ε)ε] ∈ L(G(R), C). By (1.4) supp δ [(ε)ε] = {0} but for any m ∈ N and any choice of c i ∈ C the equality
in L(G(R), C) then taking ψ ∈ C ∞ c (R) identically 1 in a neighborhood of the origin we obtain δ [(ε)ε] (ψ) = c 0 ψ(0) which implies 1 = [(ψ(ε)) ε ] = c 0 . Moreover, the application of (1.6) to each function
Note that δ [(ε)ε] can be written as the series
where N does not depend on q.
This proves that (1.7) can not be strengthened to hold in G(R).
We recall that Corollary 2.18 in [5] valid for barrelled locally convex topological C-modules, says in particular that when we have a sequence (T n ) n in L(G S (R n ), C) with (T n (u)) n convergent to some T (u) in C for all u, then the limit T belongs to L(G S (R n ), C). Analogously, the same holds for sequences in L(G c (Ω), C) and L(G(Ω), C). We can use this convergence result for constructing the following example of a series of generalized delta functionals. Note that when x ∈ R n the point value u( x) := [(u ε (x ε )) ε ] of u ∈ G S (R n ) is a well-defined element of C and the delta functional δ x : u → u( x) is a map in L(G S (R n ), C).
Example 1.7. Consider the sequence of generalized points x n := [(ε −n ) ε ] in R. We know that δ xn ∈ L(G S (R), C) and the series
for ε small enough, or in other words v C ( m n=q+N δ xn (u)) ≥ q. Therefore, by the corollary quoted above the map u → ∞ n=0 δ xn (u) belongs to L(G S (R), C).
Integral representation of δ x over regular Colombeau functions
In the previous section we presented the generalized delta functional δ x as a typical example of a C-linear map in L(G c (Ω), C). We continue to investigate the properties of δ x by considering the action on regular Colombeau generalized functions. Since we will work with integral operators we recall that a generalized function u ∈ G(Ω) can be integrated over a compact set K of Ω defining K u(y) dy as the complex generalized number with representative ( K u ε (y) dy) ε . When u ∈ G c (Ω) we set Ω u(y) dy := K u(y) dy where K is any compact set containing supp u in its interior. We are now ready to prove the following theorem.
Proof. We fix x ∈ Ω c . From the definition of a compactly supported generalized point there exists a compact set K ⋐ Ω such that every representative (x ε ) ε of x is contained in K for ε small enough. Let ψ be a function in C ∞ c (Ω) identically 1 on a neighborhood of K and ϕ a mollifier in S (R n ) with ϕ = 1 and y α ϕ = 0 for all α = 0 in N n . We prove that
and by a Taylor's formula argument as in [9,
First of all the net u ′ ε (y) = u ε (y)ψ(y) defines an element of E ∞ M (R n ) with supp u ′ ε ⊆ supp ψ for all ε ∈ (0, 1] and the equality
holds. Taylor expansion of u ′ ε at x ε and the properties of ϕ yield the estimate
for ε small enough and arbitrary q ∈ N, where N is independent of q by the E ∞ M -property of (u ε ) ε . Note that again for ε small, the point x ε belongs to K, ψ(x ε ) = 1 and then u ε (x ε ) = u ′ ε (x ε ). Combining (2.10) with (2.11) we conclude that for all q ∈ N there exists η ∈ (0, 1] such that for all ε ∈ (0, η]
Remark 2.2. In this remark we collect some comments concerning the generalized function v constructed in the previous theorem.
(i) The definition of v is independent of the choice of the cut-off function ψ. Let ψ 1 and ψ 2 be two different cut-off functions identically 1 in a neighborhood of K ⋐ Ω and assume that x ε ∈ K for all ε ∈ (0, η]. We know that there exists ε 0 > 0 such that if |x ε − y| ≤ ε 0 then ψ 1 (y) − ψ 2 (y) = 0. This means that it suffices to consider the subset
From the rapidly decreasing behavior of ϕ we have for arbitrary q ∈ N (2.12)
. However, it easy to check that the generalized function v may depend on the mollifier ϕ.
(ii) In general (2.8) does not hold when we take v defined in (2.9) and u ∈ G(Ω)\ G ∞ (Ω). Let us consider the one-dimensional case for simplicity. We prove that for all mollifiers ϕ ∈ S (R) with ϕ 2 2 − ϕ(0) = 0 and for all x ∈ R there exists u ∈ G(R) such that for all cut-off functions ψ identically 1 in neighborhood of x,
It is sufficient to define u as the generalized function in G(R) with representative u ε (y) := ϕ ε (x − y) and write
The same kind of reasoning as used in (2.12) yields ( R (ψ(y) − 1)|ϕ ε | 2 (x − y) dy) ε ∈ N . Therefore, we conclude from the hypothesis on ϕ that
The proof of Theorem 2.1 shows that this result is valid with v taking the form of (ϕ ε (x ε − y) |Ω ) ε + N (Ω).
In the sequel we adopt the notation v x for a generalized function v satisfying the statements of Theorem 2.1 or (iii) Remark 2.2. (For brevity we omit the dependence on the mollifier ϕ). Since the topology with which we endow G ∞ c (Ω) is finer than the topology induced by
In the particular case of the generalized delta functional δ x , Theorem 2.1 and Remark 2.2 tell us that this restriction is an integral operator of the form Ω 
Theorem 2.1 leads to a local integral representation for regular Colombeau generalized functions as an interesting consequence.
For a cut-off function ψ identically 1 in a neighborhood of Ω ′ and a mollifier ϕ in S (R n ), let us define v as the class of the net
. This is possible since the net ((ψ(y)ϕ ε (x − y)) | Ω ′ ×Ω ) ε is moderate. Note that supp v(x, ·) ⊆ supp ψ for all x ∈ Ω ′ . By Proposition 2.14 in [7] the integral Ω v(·, y)u(y) dy gives a generalized function in G(Ω ′ ). We recall that for all x ∈ Ω ′ c , the generalized function v( x, ·) := (v ε (x ε , y)) ε + N (Ω) belongs to G c (Ω) and by construction it coincides with v x of Theorem 2.1. Hence the equality
We conclude this section with global versions of Theorems 2.1 and 2.3 which involve a suitable subalgebra of regular and tempered generalized functions. Our interest for such a matter is motivated by the relevant role that algebras of generalized functions globally defined on R n and the corresponding duals play in some recent papers on generalized pseudodifferential operators and regularity theory [4, 6] . We will refer again to the following results in Subsection 3.2, once we will have studied the relationships between G S (R n ), G τ (R n ) and L(G S (R n ), C). 
We now have all the tools for stating and proving Propositions 2.4 and 2.6.
Proof. We begin by observing that
is a well-defined element of G S (R n ). In fact since (x ε ) ε ∈ R n M and ϕ belongs to S (R n ), for all α, β ∈ N n there exists N ∈ N depending on α such that the estimate
is valid for ε varying in a small interval (0, η]. This shows that (ϕ ε (x ε − ·)) ε is a net belonging to E S (R n ). A Taylor's formula argument together with Peetre's inequality shows that if (x ε ) ε and (x ′ ε ) ε are two representatives ofx
Hence when ε is close to 0 we have that
18) is independent of q and M characterizes the moderateness of (x ε ) ε . This consideration completes the proof.
Remark 2.5. As for Theorem 2.1 we conclude with some comments on the result obtained above.
Note that by the continuity of the map G m N,S (R n ) → C : u → R n v(y)u(y) dy the integral operator R n v(y) · dy belongs itself to L(G τ (R n ), C). 
Embedding theorems of Colombeau algebras into their duals
This section is devoted to embedding the most common Colombeau algebras into their duals. We model our considerations on the classical results concerning D(Ω), S (R n ), E(Ω) and the distributions spaces E ′ (Ω), S ′ (R n ), D ′ (Ω), giving particular attention to some continuity and density issues. For the sake of simplicity and to the advantage of the reader we organize our reasoning in three subsections.
3.1 Embeddings in the local context:
In this subsection by the expression "local context" we mean to consider an open subset Ω of R n and the Colombeau algebras G(Ω), G ∞ (Ω), G c (Ω), G ∞ c (Ω) constructed on it. We use the adjective "local" since the algebras which we will work with are characterized by representatives satisfying boundedness conditions on compact sets. We recall that G(Ω) and G (Ω) . Moreover, by the arguments presented before Theorem 1.2, which concern G c (Ω) and G(Ω) but can be easily adapted to G ∞ c (Ω) and G ∞ (Ω), we conclude that G c (Ω) is dense in G(Ω) and G ∞ c (Ω) is dense in G ∞ (Ω). 
Restriction defines a C-linear continuous embedding T → T |· of
Proof. We begin by observing that the injectivity of the integral operator u → v → Ω u(y)v(y) dy in (i) and (ii) follows from Proposition 2.11 in [7] . By Theorem 1.26 in [5] we know that if B is a bounded subset of G c (Ω) then it is contained in some G K (Ω) and bounded there. This means that taking K ′ ⋐ Ω with K ⊆ int(K ′ ) we can write for all u ∈ G (Ω) and v ∈ B 
Combining the results of Theorem 3.1 we obtain the following chains of continuous inclusions
, which play a relevant role in the regularity theory of differential and pseudodifferential operators with generalized symbols (c.f. [7] ). In the following remarks we collect some further properties of the spaces involved in Theorem 3.1. 
is not injective. Theorem 2.1 allows to construct a map T = 0 in L(G(Ω), C) which is identically 0 on G ∞ (Ω). Take a mollifier ϕ ∈ S (R n ) such that 
as a representative. Computations analogous to (2.12) show that the second summand in the right-hand side of (3.24) is negligible. Hence T u 0 = [(ε 1−n R n y i ϕ 2 (y) dy) ε ] = 0. This same example shows that the restriction map
is not injective. Finally an easy adaptation of the previous arguments to the pairing (G ∞ c (Ω), G c (Ω)) combined with (iii) Remark 2.2 proves the non- (Ω) . As a consequence of these results we obtain that G ∞ (Ω) and G ∞ c (Ω) are not dense in G(Ω) and G c (Ω) respectively.
(ii) Every u ∈ G(Ω) defines an element of L(G ∞ c (Ω), C) via Ω u(y)· dy. However,
is not injective. In fact as shown in the first assertion of this remark, for u =
Applying the same kind of reasoning to u = [(ψ(y)(x 0,i − y i )ϕ ε (x 0 − y)) ε ] ∈ G c (Ω) we obtain that the map
is not injective.
Embedding in the global context:
The expression "global context" emphasizes the fact that the algebras considered in this subsection are given via global estimates on R n at the level of representatives.
Our aim is now to obtain chains of inclusions similar to (3.21) and (3.22) which will involve G ∞ S (R n ), G S (R n ) and G τ (R n ). In this procedure some auxiliary algebras of generalized functions, whose properties turn out to be useful in many situations, are introduced and some preliminary results are discussed. More precisely we refer to the algebras G p,q (R n ) from [1] and G ∞ p,q (R n ), 1 ≤ p, q ≤ ∞, defined as the quotients E M,
Example 3.10]). Therefore, equipped with the corresponding sharp topologies, G p,p (R n ) is a Fréchet C-module and G ∞ p,p (R n ) is a complete ultra-pseudo-normed C-module.
We begin by investigating the structure of the ideals N S (R n ) and N p,p (R n ) pointing out the algebraic relationships between G S (R n ) and G p,q (R n ). In the sequel E S (R n ) denotes the space M S (R n ) of moderate nets and we slightly simplify the general expressions of Section 3 in [5] concerning G E by calling the elements of N S (R n ) and N p,p (R n ) S -negligible and p-negligible, respectively. (i) (u ε ) ε ∈ E S (R n ) is S -negligible if and only if the following condition is satisfied:
These statements allow to add N S (R n ) and N p,p (R n ) to the list of ideals of a Colombeau algebra which, once moderateness is known, can be characterized by estimates on the 0-th derivative. This list already contains N (Ω) (Theorem 1.2.3 [9] ) and N τ (R n ) (Theorem 1.2.25 [9] ).
Proof. (i) It is clear that (3.26) holds if (u ε ) ε is S -negligible. Conversely assume (u ε ) ε ∈ E S (R n ) and that (3.26) is valid. We shall show that (3.28) ∀q ∈ N ∀N ∈ N ∃η ∈ (0, 1] ∀x ∈ R n ∀ε ∈ (0, η]
(1 + |x|) N |u ε (x)| ≤ ε q and using (3.28) that (3.29) ∀q ∈ N ∀N ∈ N ∀i = 1, ..., n, ∃η ∈ (0, 1] ∀x ∈ R n ∀ε ∈ (0, η]
The same reasoning applied to the derivatives of order one allows us to extend the result to derivatives of any order, obtaining the estimates of an S -negligible net. We begin then by proving (3.28). Since (u ε ) ε ∈ E S (R n ) we know that
By (3.26), for any q ∈ N there exists η ∈ (0, 1] small enough, such that for all x ∈ R n and ε ∈ (0, η] we have
where M depends on N as in (3.30 ). Since the choice of N and q in (3.31) is arbitrary, this estimate leads to (3.28) .
We turn to the proof of (3.29). From the assumption of S -moderateness and the estimate (3.28) we have for i = 1, ..., n that
Fix now N ∈ N. By Taylor's formula we can write
where e i is the i-th vector of the canonical basis of R n and θ ∈ [0, 1]. Consequently,
(3.34) By (3.33) and (3.32), the first two suprema over R n in the right-hand side of (3.34) are O(ε 2q+M ) as ε → 0 and the third is O(ε −M ) as ε → 0. These considerations imply sup x∈R n (1+|x|) N |∂ i u ε (x)| = O(ε q ) and complete the proof of (i).
(ii) This assertion is obtained from the proof of Theorem 1.2.3 in [9] if we take global estimates on R n and we substitute the L ∞ -norm with the L p -norm.
Proposition 3.4 makes it easy to prove the following injectivity result.
Proposition 3.5. The map
is well-defined, injective and maps G ∞
Proof. The well-definedness of (3.35) and the additional property
Since it suffices to estimate the L ∞ -norm of (u ε ) ε , we conclude by Sobolev's embedding theorem that
In the case of p = q, Proposition 3.5 and the continuity of the embedding S (R n ) ⊆ W ∞,p (R n ) applied at the level of representatives, yields continuity with respect to the sharp topologies of the inclusions G S (R n ) ⊆ G p,p (R n ) and G ∞ S (R n ) ⊆ G ∞ p,p (R n ). In the next proposition we establish a topological link between G c (Ω) and G p,p (R n ). The following embeddings are defined using representatives (u ε ) ε of u ∈ G c (Ω) with supp u ε contained in some compact set of Ω uniformly with respect to ε. Proposition 3.6. Let Ω be an open subset of R n . The following chains of Clinear continuous embeddings between locally convex topological C-modules hold: have that Ω |u| 2 (y) dy = 0. This means that u is 0 in G 2,2 (R n ) and therefore by (3.36) it is 0 in G c (Ω) . Analogously when u belongs to G(Ω) and it is the 0-element of L(G c (Ω), C), its support is forced to be empty since uψ = 0 in G 2,2 (R n ) for all cut-off functions ψ. Clearly using (3.37) we can prove that the integral operator u → (v → Ω u(y)v(y) dy) gives a C-linear embedding of
We are ready now for dealing with G S (R n ), G τ (R n ) and the dual L(G S (R n ), C) stating the "global version" of Theorem 3.1. We recall that G S (R n ) is a Fréchet C-module if topologized through the family of ultra-pseudo-seminorms
) is a complete ultra-pseudo-normed C-module ([5, Example 3.11]). Note that for this choice of topologies
where on each G m N,S (R n ) we take the ultra-pseudo-seminorm P m N . Finally we equip L(G S (R n ), C) with the topology of uniform convergence on bounded subsets of G S (R n ). 
Integration defines a C-linear continuous embedding
and by the S -moderateness there exists M ∈ N depending on N such that sup x∈R n (1 + |x|) N |u ε (x)| = O(ε −M ). Hence for any q ∈ N, x ∈ R n and ε small enough
which means that (u ε ) ε ∈ N S (R n ) by Proposition 3.4. Note that the continuity in (i) is guaranteed because G S (R n ) is continuously embedded in every G m N,S (R n ). (ii) Concerning the second assertion, we first consider the continuity issue and then we deal with injectivity. If u ∈ G m N,S (R n ) then for all v ∈ G S (R n ) we can write at the level of representatives
This says that for all u ∈ G m N,S (R n ) the integral R n u(y) · dy is a map in L(G S (R n ), C) and when B is a bounded subset of G S (R n ) yields
By (3.38 ) and the topology defined on G τ (R n ) we conclude that u → (v → R n u(y)v(y) dy) is a continuous map between G τ (R n ) and L(G S (R n ), C). Now we want to prove that if R n u(y)v(y) dy = 0 for all v ∈ G S (R n ) then u is Proposition 3.4 . As a consequence of Proposition 3.5 we have that (u ε ϕ ε N +1 ) ε ∈ N S (R n ). Recalling that ϕ(0) = 1, there exist some constants c > 0 and η ∈ (0, 1] such that | ϕ(x)| ≥ 1/2 for |x| ≤ c and |ε N +1 x ε | ≤ c for all ε ∈ (0, η]. Hence by the S -negligibility-estimate characterizing (u ε ϕ ε N +1 ) ε we conclude that for all q ∈ N there exists η ′ ∈ (0, 1] such that
on the interval (0, η ′ ]. This shows that u(x) = 0 in C and since x was arbitrary we have u = 0 in G τ (R n ).
Note that by the continuity of the inclusion G τ (R n ) ⊆ L(G S (R n ), C) and the separatedness of L(G S (R n ), C) it follows that G τ (R n ) is a separated locally convex topological C-module.
Summarizing Theorem 3.8 implies the chain of continuous embeddings
This systematic framework of topological C-modules is the core of the regularity theory for pseudodifferential operators with global generalized symbols [6] .
Remark 3.9. It is clear from (3.39) that the algebra G S (R n ) inherits the point value theory from G τ (R n ). Hence it is meaningful for all x ∈ R n to define the generalized delta functional δ x as an element of L(G S (R n ), C). Proposition 2.4 can be applied to u ∈ G ∞ S (R n ) and states that the restriction of δ x to G ∞ S (R n ) is an integral operator of the form R n v(y) · dy, where v ∈ G S (R n ). Note that by (ii) Remark 2.5 the generalized function v ∈ G S (R n ) defined in (2.17) does not necessarily provide the equality (2.16) for u ∈ G S (R n ) \ G ∞ S (R n ). Finally Proposition 2.6 gives an integral representation for every u ∈ G ∞ S (R n ). A straightforward application of Proposition 2.4 allows us to adapt (i) Remark 3.3 to the context of G ∞ S (R n ) and G S (R n ), proving that the following restriction
is not an injection.
Distribution theory and duality theory for Colombeau algebras: some comparisons and a regularization of δ x
We conclude the paper by discussing some issues which relate distribution theory to duality theory for Colombeau algebras.
First we concentrate on embedding procedures. Example 1.3 provides a simple way of embedding distributions into the topological dual of a Colombeau algebra, which essentially consists in using the distribution as a representative of a C-linear and continuous map. Now that the chains of inclusions
provide us with an alternative way of interpreting distributions as elements of the dual of a suitable Colombeau algebra, we would like to compare the two types of embedding. We fix and recall some notations. We denote the straightforward embedding of D Proof. We omit the proof of (i), (ii), (iii) since it can be easily obtained adapting the arguments of Theorem 1.2.63 [9] to this context. Concerning (iv) the equality supp w = supp ι(w) is a feature of the Colombeau algebra G(Ω) and the definition of support there, while supp ι(w) = supp ι ′ (w) is guaranteed by the fact that the support of a generalized function u does not change when we consider u as an element of L(G c (Ω), C) (Proposition 2.13 [7] ). Finally, by definition of ι d it is clear that supp w = supp ι d (w). Concerning the singular supports we have that singsupp w = singsupp g ι(w) since combining Theorem 25.2 in [14] with Proposition 1.2.19 in [9] we have that ι(w)
. We now claim that singsupp g u = singsupp g ( Ω u(y)· dy) for all u ∈ G (Ω) . In fact the inclusion singsupp g ( Ω u(y) · dy) ⊆ singsupp g u is clear and the other one is implied by the embedding G(Ω) ⊆ L(G c (Ω), C). Thus singsupp g ι(w) = singsupp g ι ′ (w). It remains to prove that singsupp w = singsupp g ι d (w). Since the inclusion singsupp g ι d (w) ⊆ singsupp w is clear let us assume that x 0 ∈ Ω \ singsupp g ι d (w). This implies that there exists a neighborhood V of x 0 and a regular generalized function v ∈ G ∞ (V ) such that for all χ ∈ C ∞ c (V ), for all ψ ∈ C ∞ c (V ) identically 1 in a neighborhood of the compact support of χ and for all u ∈ G(Ω) we can write [( R n ϕ ε (y)u ε (y) dy) ε ]. For a suitable choice of mollifier we have that ι d (δ 0 ) = ι ′ (δ 0 ) in L(G S (R n ), C).
One may reasonably ask if the embedding E ′ (R n ) ⊆ S ′ (R n ) ⊆ D ′ (R n ) can be mimicked by the locally convex C-modules L(G(R n ), C), L(G S (R n ), C) and L(G c (R n ), C), as it is partially done in (iii)Theorem 3.1. We give a negative answer to this question in the following proposition. (i) The map
(ii) The restriction map
Proof. (i) The non-injectivity of the map defined in (i) is due to the fact that we can find a net (
quently we cannot provide an embedding of L(G(R n ), C) into L(G S (R n ), C) by mapping G S (R n ) into G(R n ).
(ii) G c (R n ) is a C-submodule of G S (R n ) and therefore the following restriction map
is well-defined and continuous. Let us choose a mollifier ϕ ∈ S (R n ) with R n ϕ 2 (x)( ϕ(x) − 1) dx = 0. The integral operator T u = R n v(y)u(y) dy where v = ( ϕ(εx)( ϕ(εx) − 1)) ε + N S (R n ) ∈ G S (R n ) belongs to L(G S (R n ), C) and since ( ϕ(εx)( ϕ(εx) − 1)) ε ∈ N (R n ) its restriction to G c (R n ) is identically 0. However, T is not 0 on G S (R n ). In fact for u = ( ϕ(εx)) ε + N S (R n ) ∈ G S (R n ) we have that T u = [(ε −n R n ϕ 2 (x)( ϕ(x) − 1) dx) ε ] = 0. In addition this result proves that G c (R n ) is not dense in G S (R n ).
The well-known regularization of distributions via convolution with a mollifier inspires a regularization of δ x ∈ L(G S (R n ), C) via generalized functions in G S (R n ). Proposition 3.12. Let ρ ∈ S (R n ) with R n ρ(x) dx = 1 and v x,q := (ρ ε q (x ε − ·)) ε + N S (R n ).
The sequence (v x,q ) q converges to δ x in L(G S (R n ), C).
Proof. As in the proof of Proposition 2.4, v x,q is a well-defined element of G S (R n ). We want to prove that for all bounded subsets B of G S (R n ) and for all p ∈ N there exists q ∈ N such that for all q ≥ q and for all u ∈ B At the level of representatives we can write
and then for ε small enough | R n ρ ε q (x ε − y)u ε (y) dy − u ε (x ε )| ≤ ε q−N where N depends on the derivatives of order 1 of u. Since B is bounded it is possible to choose the same N for all u in B. Hence for every q ≥ p + N and u ∈ B we get (3.45).
Note that for any x = [(x ε ) ε ] ∈ Ω c with x ε ∈ K ⋐ Ω for ε small enough, taking a cut-off function ψ ∈ C ∞ c (Ω) identically 1 in a neighborhood of K the generalized function v x,q := (ψ(·)ρ ε q (x ε − ·)) ε + N (Ω) defines a sequence in G c (Ω) which approximates δ x in L(G(Ω), C).
Motivated by Proposition 2.6 and the previous regularization of the functional δ x ∈ L(G S (R n ), C) we are able to show the following density result. Proposition 3.13. G S (R n ) is dense in G τ (R n ).
Proof. The main idea in constructing a sequence of functions in G S (R n ) which converges to a given u ∈ G τ (R n ), is to take a regularization of δ x for x varying in R n and to arrange the representatives in order to have S -moderate estimates. In detail, for ρ ∈ S (R n ) with R n ρ(x)dx = 1 we define u q := ρ(ε q x) R n ρ ε q (x − y)u ε (y) dy ε + N S (R n ). if sup x∈R n (1 + |x|) −N |u ε (x)| = O(ε −M ). In particular u q is uniquely determined by u once we have chosen the mollifier.
Since the topology on G τ (R n ) is based on G τ,S (R n ) = ∩ m∈N ∪ N ∈N G m N,S (R n ) we preliminarily show that if m ≥ 1 and u ∈ G m N,S (R n ) then u q → u in G m−1 N +1,S (R n ). It is convenient to write ρ(ε q x) R n ρ ε q (x − y)u ε (y) dy − u ε (x) as the sum of s 1,ε (x) := ρ(ε q x) R n ρ(y)(u ε (x − ε q y) − u ε (x)) dy and s 2,ε (x) := ( ρ(ε q x) − 1)u ε (x). For every derivative α with |α| ≤ m − 1 and (u ε ) ε ∈ E m N (R n ) with sup x∈R n ,|γ|≤m (1 + |x|) −N |∂ γ u ε (x)| = O(ε −M ), |∂ α s 1,ε (x)| is estimated by (3.46) and (3.47) together yield the convergence of u q to u in G m−1 N +1,S (R n ). At this point, noting that for all m ≥ 1 each u ∈ G τ,S (R n ) is an element of G m N,S (R n ) ⊆ G m−1 τ,S (R n ) for some N ∈ N, combining the previous arguments with the inductive limit topology on G m−1 τ,S (R n ), we have that u q tends to u in G m−1 τ,S (R n ). It follows that the sequence (u q ) q converges to u in G τ,S (R n ). Finally we consider the map  : G τ,S (R n ) → G τ (R n ) : (u ε ) ε + N S (R n ) → (u ε ) ε + N τ (R n ). For any u ∈ G τ (R n ), representatives (u ε ) ε of u and (u ε ) ε + N S (R n ) ∈  −1 (u), the sequence (u q ) q ⊆ G S (R n ) constructed as above has limit (u ε ) ε + N S (R n ) in G τ,S (R n ). This implies (u q ) → ((u ε ) ε + N S (R n )) = u in G τ (R n ) as desired.
Remark 3.14. From the proof of the previous proposition it is also clear that G S (R n ) is dense in G τ,S (R n ). Hence by restriction we obtain the embeddings of L(G τ,S (R n ), C) and L(G τ (R n ), C) into L(G S (R n ), C) respectively. These embeddings are continuous if we equip the duals with the topology β b of uniform convergence on bounded subsets.
