We propose Nazr-CNN 1 , a deep learning pipeline for object detection and fine-grained classification in images acquired from Unmanned Aerial Vehicles (UAVs). The UAVs were deployed in the Island of Vanuatu to assess damage in the aftermath of cyclone PAM in 2015. The images were labeled by a crowdsourcing effort and the labeling categories consisted of fine-grained levels of damage to built structures.
INTRODUCTION
Unmanned Aerial Vehicles (UAVs) are now being increasingly used in humanitarian efforts. UAVs provide humanitarians with a "bird's eye" view of the disaster-affected areas which need immediate help. The images can be used to assess the overall level of damage inflicted on the distressed areas as well as the most effective allocation of the limited relief resources by humanitarian organizations.
Both the United States Federal Emergency Management Agency (FEMA) and the European Commission's Joint Research Center (JRC) have noted that aerial imagery will play 1 Nazr means "sight" in Arabic Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. an important role in disaster response and present a big data challenge [34] . The World Bank, for example, took the initiative to cooperate with the Humanitarian UAV Network (UAViators) 2 in the wake of Cyclone Pam, a category five cyclone that caused extensive damage in Vanuatu in March 2015. The annotation and labeling of the images was crowdsourced to a group of volunteers who used MicroMappers to create masks around areas of built structure and assessed the level of severity of the damage (mild, medium and severe). Analyzing large volumes of high-resolution aerial images generated after a major disaster remains a challenging task in contrast to the ease of acquiring them due to low operational costs. A popular approach is to use a hybrid strategy where initially a crowdsourcing effort is carried out to create a labeled training set which is used to infer a machine learning model [20] . The ML model then automatically classifies incoming images. However, until now, the image classifica-tion task (unlike text classification) suffered from low accuracy and lack of robustness in an uncontrolled environment.
Before we describe our solution, we enumerate some of the challenges that must be overcome for object detection in images acquired from UAVs:
1. As a UAV will fly at different heights and orientations, the images are captured at varying scales. Similarly, because of the orientation of the UAV, the background is often highly heterogeneous: ocean, sky, forest, grassland. To the best of our knowledge, standard deep learning pipelines have just not been tested on such a diverse but related set of images. In Figure 1 , we show few example images from UAVs in Vanuatu which confirm not only the difficulty of object detection task but also challenges in annotation. In the top image, the shack is almost unrecognizable from the land both in terms of texture and color. The annotations are also potentially highly subjective. For example, all the houses are labeled as mild damage in the bottom image except one as medium damage for which the amount of damage is extremely hard to infer due to the high altitude of the UAV.
2. The amount of labeled imagery data is limited and the labels are often noisy as there is disagreement between the volunteers on the severity of damage. In particular, there is a significant overlap between houses whose damage levels are rated medium or severe.
3.
A key success of deep learning is that "feature engineering" is part of the learning process. However, we have observed, at least in our data set, distinguishing images based on texture is an important aspect of the problem and straightforward application of CNN is unlikely to result in fine-grained object classification. Furthermore, one of the strengths of CNN, that they tend to be spatially invariant is precisely the weakness that needs to be overcome as object localization (for example, where is the house located and not just if an image has a house or not), has to be an important part of the solution.
Solution in a Nutshell: Our solution (Nazr-CNN) is to combine two deep learning pipelines. The first pipeline carries out a pixel-level segmentation (often known as semantic segmentation) to localize objects (segments) in images. The localized objects are then passed through a pre-trained CNN and a Fisher Vector encoding is extracted from the single (last) convolutional layer to generate a new representation of the objects. The fisher vectors are then trained using a standard SVM classifier. This results in a highly accurate detection and fine-grained discrimination of objects based on levels of damage.
The rest of the paper is structured as follows. In Section 2 we precisely define and state the problem of object detection and classification. In Section 3, we introduce the building blocks of Nazr-CNN with a particular focus on the use of fisher vector encoding. In Section 4, we describe the experiment set-up and results. We survey the related literature in Section 5 and we summarize the paper and set directions for future work in Section 6.
PROBLEM STATEMENT
We now define the problem of object detection and classification in UAV images for damage assessment.
Given: A set of images obtained from UAVs over a disaster assessment area and labeled using a crowdsourcing platform. Built structures (e.g. houses) are labeled as mildly damaged (M), medium damage (Md) and severely damaged (S).
Design: A machine learning classifier which takes as input an unlabeled image and classifies regions in the image as background (B) or containing structures which can be classified as M, Md or S.
Constraints: (i) Images are taken from different heights and varying orientations of the UAV; (ii) the size of the data set is relatively small and (iii) there is disagreement amongst the annotators on the class labels.
DEEP LEARNING FRAMEWORK
Since our labeled data set is relatively small (3096 images), we have built our deep learning pipeline (Nazr-CNN) using existing pre-trained networks as building blocks. Our proposed pipeline consists of integrating pixel-level classification (often known as semantic image segmentation) and texture discrimination. For semantic segmentation we have used DeepLab, a CNN network followed by a fully-connected Conditional Random Field (CRF) for smoothing [5] . For texture discrimination we have used FV-CNN [6] , which consists of extracting fisher vectors from a hidden layer of a pre-trained CNN. Intuitively, the aim of semantic segmentation is to localize objects (built structures) in an image and the aim of texture discrimination is to distinguish between different types of damage and background. For a comprehensive background on CNNs, we refer the reader to the upcoming book by the pioneers of the field [15] .
Pre-Trained Networks
In practice, CNNs are rarely fully trained afresh for new data sets because it is relatively rare to have access to large data sets -which is indeed the case we have. A popular choice of a pre-trained network is the VGG-16 network which is trained on the ImageNet data set which contains over 1.2 million images and 1000 categories (labels). The VGG-16 network consists of 16 layers and over 130 million weight parameters [40] . There are two ways that a pre-trained network is used on new data sets. The first is to just pass each data point from the new data set and use the layers as feature extractors where each data point can be mapped into a new representation. Lower layers of VGG-16 can be considered as low-level feature extractors which should be applicable across domains. Higher layers tend to be more domain-specific. The second approach is to use the existing weights of the pre-trained network as an initialization for the new data set. This approach can often prevent overfitting but is computationally expensive.
Semantic Segmentation
We have used the "DeepLab" system to carry out pixellevel segmentation of images (often known as semantic segmentation) [5] . This promotes the localization of objects in images. DeepLab combines the VGG-16 network with a fully-connected Conditional Random Field (CRF) model on the output of the final layer of CNN. The CRF overcomes the poor localization property of CNNs and results in better segmentation. The CRF optimizes the following energy function:
where x is the pixel-level label assignment and gi = − log P (xi) is the label assignment probability at pixel i computed by CNN. The pairwise potential is given by
Here µ is the binary Potts model function, k m is a Gaussian kernel for label k and is dependent on the features f extracted at the pixel level. The CRF is fully connected, i.e., there is one pair-wise term for each pair of pixels irrespective of whether they are neighbors or not. The reason that DeepLab uses fully connected CRF is that the objective is to extract local structure (shape) from the pixels and not just carry out a local smoothing (which might smooth out the local shapes). Pixel-level classification is an integral part of Nazr-CNN. Besides identifying the built structures in UAV images and their shapes, pixel-level classification, as we will see in the Experiments section, serves as an automatic data cleaning step: it is robust against annotation errors of both kinds, i.e, it can identify segments which were missed by the annotator as well as fix labeling errors.
Fisher Vector Encoding
We use FV-CNN to extract features which will help in distinguishing between different levels of damage [6] . In particular we explain why the use of fisher vectors as a representation of the input can help distinguish between different levels of damage. Since our data set is of modest size (3096 labeled images), as is the usual practice we use a FisherVector CNN (FV-CNN) using the pre-trained VGG-M architecture on the ImageNet ILSVRC 2012 data set.
Fisher Vectors (FV) are a generalization of the popular Bag-Of-Visual words (BoV) representation of images and are known to result in substantial increase in accuracy for image classification tasks [37] . As we will show that FVs extracted from high level CNN features are particulary useful for distinguishing different types of building damages.
We assume that an appropriate layer of CNN will generate a set of features X = {xi, i = 1, . . . , N } where each xi ∈ R D . Further we assume that the set X is generated from a Gaussian Mixture Model (GMM). Thus for each x ∈ X,
and ∀i : wi ≥ 0,
Here N (x, µ, Σ) is a multi-dimensional Normal (Gaussian) distribution. In order to avoid enforcing the constraints on the weights (w), a re-paramatertization is carried out such that
Now the FV encoding of an x ∈ X are the gradients of log P (x|λ) with respect to λ = {αj, µj, Σj, j = 1, . . . K}. The covariance matrix Σj is assumed to be a diagonal matrix. Thus
where the responsibility γ(j) (the posterior probability) that x belongs to the N (uj, Σj) is given by
Often further normalization is carried out in Equation 5, 6, 7 to arrive at the precise fisher vectors. Further details are provided in [37] . Example: We now give a simple example to show why FV encoding results in more discriminative features compared to the BoV model. Consider the example show in Figure 2 . Assume we are given two-dimensional descriptors of two images (red and blue in the Figure) . The BOV model is to cluster the descriptors using the kmeans algorithm and use the centroid as a representation of a visual word. In the example there are two visual words. Then each image is represented as a histogram consisting of counts associated with the visual words. For example the histogram of the blue image is (6, 6) as six descriptors of the blue image are associated with the first visual word and six with the second visual word. In contrast, the fisher vector of the image has a dimensionality equal to the number of parameters of the GMM. For example the bottom plot in Figure 2 shows a parallel plot of eight of the ten features of each image. The fisher vector is more sensitive to local variations (as the value at each descriptor represents the deviation from the GMM model). This is particular suitable for texture discrimination where variation with a region and not the shape of the entity is not an important parameter. 3.4 The Nazr-CNN pipeline Figure 3 shows the Nazr-CNN pipeline which works as follows. Training:
For pixel-level classification, the DeepLab system requires the image along with the masks created by the annotators.
2. The DeepLab system will generate segments. Each segment will be assigned a label based on the annotated mask which overlaps it the most.
3. The segment output from DeepLab will then be fed into FV-CNN. For each segment, fisher vectors from an intermediate hidden layer of FV-CNN will be generated. Along with the fisher vector, the label of the segment will form an element of the training set of the multi-class SVM. An SVM model will be induced from the segment and its label.
Testing
1. An image (without annotation) will be passed to DeepLab which will create segments.
2. Each segment will be fed into FV-CNN, which will generate fisher vectors for the segment.
3. The fisher vector of the segment will be classified by the SVM model and a label (B, M, Md, S) will be generated.
EXPERIMENTS AND RESULTS
In this section, we report on the extensive set of experiments that we have carried out to assess the accuracy of Nazr-CNN. We begin by describing the data acquisition process used in these experiments. Then, we report the following three results: (i) the accuracy of using CNN on the binary classification problem of detecting if an image contains a built structure or not. We use this step to automatically select images which contain built structures, (ii) the accuracy of FV-CNN on pre-labeled segments to discriminate between severity of damage, and finally, (iii) the accuracy Nazr-CNN which is the combined pipeline of pixellevel semantic segmentation and fisher vector encoding using FV-CNN.
Data Description and Workflow
The UAV image data was acquired as part of an initiative by the World Bank in collaboration with the Humanitarian UAV Network during cycle Vanuatu in 2015. The workflow followed is analogous to that of AIDR (Artificial Intelligence for Disaster Response [20] for text data and is shown in Figure 4: images were acquired through UAVs and a group of digital volunteers using MicroMappers to annotate built structures found in the images. MicroMappers is a crowdsourcing platform built by QCRI in partnership with United Nations and the Standby Task Force, specifically for crisis management. Statistics acquired from the labeled images can then be potentially used to allocate relief resources in the disaster affected areas.
The entire image dataset for Vanuatu contains 3,096 images with approximately 60% of the set containing no builtstructures. Every image contains one or more levels of damage: Mild (little to no-damage), Medium, Severe and everything else is considered as Background. Each of these images is labeled by two or more annotators and finally a global annotation is produced using a union with a majority voting scheme. This is an important step as the global annotations serve as ground-truth for performance evaluation of the subsequent models for the system as a whole. Also, the ground-truth is quite noisy and instead of crisp boundary regions what we get from crowd-labeling are polygons. Due to this reason, the overall performance of the system is hampered to some extent. We now report on the result of the first experiment. [20] . However annotation of images is substantially more difficult and until now, there did not exist an accurate and robust object detection and classification model.
Binary Classification
We have initially used a binary classification model to determine whether an image consists of built structures or just background. The model is implemented using the Torch framework and a training model is built from scratch using a two-stage JarretNet [21] . We compare the deep learning approach with the conventional SIFT-SVM [27] model using ten-fold cross-validation. The per-class average accuracy is shown in Table 4 .2 and it shows that CNNs outperform the conventional approach. Since the model was built from scratch (and not initialized using a pre-trained network) we used several data augmentation techniques including rotation, flipping and taking multiple crops [24] . Finally, we obtained a set of around 1200 images that contained built structures and we verified the results manually. 
Method

Evaluation of FV-CNN
In this section we evaluate the performance of FV-CNN [7] for carrying out fine-grained damage assessment assuming that the ground-truth region is known and leveraging texture features using fisher encoding. FV-CNN uses a pretrained VGG-M model. The hidden layer used is a 512-dimensional local feature vector which gets further pooled into a FV representation with a Gaussian Mixture Model (GMM) of size 64. The total resulting dimensionality is around 65K (64 + 2 × 64 × 512). We assume each component of the GMM has a diagonal covariance matrix. Finally, the region descriptors are classified using 1-vs-rest support vector machines with a learning constant C=1.
The number of images that lacked a labeling consensus were not taken into consideration. Thus, we worked with a set of 1084 images that were further divided into a training and test set of 976 and 108 images respectively. Each image has varying number of segments i.e. one out of three categories of damage (i.e. mild, medium and severe) including background. We thus obtained a total of 2979 segments, with background being a part of all the images and structures with mild damage covering almost 66% of the data and rest was distributed amongst medium and severly damaged categories. Despite the severe imbalance of damaged type segments, FV encoding based classification gave accurate results across classes.
The confusion matrices in Table 4 .3 and 4.3 show that regions with background and mild-damage are classified with high accuracy. Medium and severely damaged classes have lower accuracy. It is important to note that there was substantial disagreement between the annotators about the level of damage suffered by built structures and the accurary was exacerbated due to the class-imbalance problem 4.3. The overall average accuracy per segment was 80.2% and 88.02% for three-classes and two-classes of damage, respectively.
Some example images with their ground truth annotations and FV-CNN predictions are shown in Figure 5 . FV encoding is quite powerful in discriminating objects based on texture. However, the difficulty in resolving medium and severe forms of damage is clearly revealed. FV-CNN was implemented using the Matconvnet toolbox using a Tesla K20Xm 6GB GPU memory card. 
Pixel-level Segmentation
While the performance of FV-CNN for discrimination based on texture is high, our aim was not only to recognize the type of damage but also to identify where the damage had occured. For this purpose, we used Deep Convolutional Neural Network (DCNNs) with CRF [5] to segment the images so that the regions of potential damage can be recognized. The "DeepLab" system obtained a high accuracy on the PASCAL VOC-2012 semantic image segmentation task, reaching 71.6% IOU accuracy and thus became a natural choice for pixel-level segmentation. We used the "DeepLabLargeFOV" model to perform per-pixel classification for the given images generating segments belonging to one of the damage categories (or background). CRFs were used as post-processing step to discern local shapes and overcome the noisy labeling of the annotators. We performed experiments with three classes and two classes of damage. Additionally, to overcome the significant class-imbalance, we modified the cross-entropy loss function using class-weighting [2] . Table 4 shows the mean accuracy for our data for the different cases. Though, the paper suggests the meanIU is a better evaluation metric, however given the quality of annotations for our images (they are neither weak nor strong but somewhat of intermediate quality), we have used mean accuracy as a baseline for evaluating the results on Nazr-CNN.
For completeness we note that the DeepLab system was implemented using the Caffe framework. Similar to the previous experiment, the same train to test split ratio was used with a batch size of 4 using an NVIDIA K3100M 4GB GPU memory card.
Damage Level Mean Accuracy(%) In Figure 7 we have provided a few real examples which highlight that CNNs are good in learning shapes but are are poor at texture discrimination. Aditionally, the poor performance is partly due to the fact that we have noisy ground-truth annotations. An interesting observation is that the system was able to identify segment regions which were missed by the annotators. In one of the examples we also observed that roofs with different color gets different damage severity even though both are not damaged. We have also observed that class-weighting enhances the localization and discriminative capabiity of the DeepLab system.
In the next section, we explain the new model which takes advantage of both the above discussed approaches and leverage texture features.
4.5 Nazr-CNN Nazr-CNNcombines pixel-level segmentation and fisher encoding. The accuracy of the combined system is shown in Table 5 . The average accuracy of the DeepLab(X) system is shown in the first column. It is clear that class weighting improves the overall accuracy. Furthermore, when the medium and severe labeling is combined, the resulting two class damage classification problem shows improvement (with the two damaged classes there are total of three classes including background). In the second column the standalone accuracy of FV-CNN(Y ) is shown. Here again, reduction to the two damage class improves the average accuracy from 83.6% to 90.1%. Thus if we combine the two pipelines, the hypothet- ical best accuracy is a product of X and Y which is shown in column three. However the combined pipeline of Nazr-CNN does slightly better then a simple product of the two. This suggests that in Nazr-CNN the FV-CNN component is able to fix some of the errors incurred by DeepLab. We now give concrete examples which illustrate the error-fixing ability of FV-CNN. Figure 8 shows the detection and classification results on three distinct images. The first column is the actual image, the second column is the consensus crowdsourced annotation, the third column is the output of DeepLab which is then piped into FV-CNN and the output is shown in the fourth column. For the first image (from the top), DeepLab (the semantic segmentation step), correctly predicts one segment (the big one) but misses three segments. Since the segments are missed, FV-CNN can only operate on the segment discovered by DeepLab. However, in the second and the third image we notice an interesting phenomenon. While DeepLab is able to pick a segment (due to class weighting) it gives it a wrong label (severely damage (green) is labeled as mildly damage (red)). However, since FV-CNN works with raw intensities of the segment, it is able to correct the error and relabel it as severe. A similar observation holds for the third image. This explains why the accuracy of Nazr-CNN tends to be better than the standalone product of DeepLab and FV-CNN.
RELATED WORK
Deep Learning techniques now underpin many computer [26, 25, 38, 41, 12, 42, 18] . CNNs (especially with the pooling layer) are designed to be translation invariant. However one of the key strengths of CNNs, that they are designed to be invariant to spatial transformations, is precisely the weakness when it comes to object localization as required for damage assessment from UAVs.
To overcome the weakness of CNNs, Chen et.al. [5] , have introduced the "DeepLab" system which combines CNNs with Conditional Random Fields (CRFs). CRFs are particularly useful for capturing local interaction between neighboring pixels. In particular DeepLab performs pixel-level classification, a task sometimes known as semantic image segmentation (SS) in the computer vision community. Early attempts in semantic image segementation used a set of bounding boxes and masked regions as input to the CNN architecture to incorporate shape information into the classification process to perform object localization and semantic segmentation [12, 16, 32, 13, 36] . Taking a slightly different approach, some studies employed segmentation algorithms independently on top of deep CNNs that were trained for dense image labeling [17, 10] . More direct approaches, on the other hand, aim to predict a class label for each pixel by applying deep CNNs to the whole image in a fully convolutional fashion [39, 9] . Similarly, [2] and [33] train an end-to-end deep encoder-decoder architecture for multiclass pixelwise segmentation. One of the key strengths of systems based on deep learning is that they automatically infer a representation of the data suitable for the defined task. For example, the lower layers of deep learning correspond to a representation suitable for low-level vision tasks while the higher layers are more domain specific [15] and obviates the need for pre-defined feature engineering like SIFT [27] . Fisher Vectors (FV) are an important representation used in computer vision for object discrimination [37] . FVs generalize the Bag of Visual Word (BoV) model which are now often built on top of CNN hidden layers. In particular FV-CNN [6] , is a recent attempt to combine the use of CNN and fisher vectors for texture recognition and segementation.
Aerial image analysis for detecting objects, classifying regions and analyzing human behavior is an active research area. A recent overview is presented in Mather and Koch [28] which also mentions the use of damage assessment datasets (e.g., [1] ) as a benchmark. Works which use texture for aerial imagery include [19] .
Examples of recent work include Blanchart et al. [3] , where they utilize SVM-based active learning to analyze aerial images in a coarse-to-fine setting. Bruzzone and Prieto [4] is an example of a change detection-based analysis technique. Zhang et al. [43] develop coding schemes for classifying aerial images by land use. Similarly, Hung et al. [19] tackle with weed classification based on deep auto-encoders while Quanlong et al. [11] analyze the urban vegetation mapping using random forests with texture-based features. Oreifej et al. [35] recognize people from aerial images. Gleason et al. [14] and Moranduzzo and Melgani [31] detect cars in aerial images using kernel methods and support vector machines.
There are also studies that aim to produce a complete semantic segmentation of the aerial image into object classes such as building, road, tree, water [8, 22, 23] . Some of the recent attempts apply deep CNNs to perform binary classification of the aerial image for a single object class [8, 30, 29] . These recent attempts to apply deep learning techniques to high-resolution aerial imagery have resulted in highly accurate object detectors and image classifiers, suggesting that automated aerial imagery analysis systems may be within reach.
However, most of the aforementioned aerial image analysis methods assume that the images are captured at a nadir angle via satellites with known ground resolution, and hence, fixed viewpoint and scale for the objects in the scene. However, UAVs usually fly at variable altitudes and angles, and therefore, capture oblique images with varying object sizes and appearances. Therefore, in contrast to the traditional aerial image analysis and computer vision paradigms, a new set of computer vision and machine learning approaches must be developed for UAV imagery to account for such differences in the acquired image characteristics.
SUMMARY AND FUTURE WORK
In this paper we have proposed an integrated deep learning pipeline (Nazr-CNN) for identifing built structures (e.g., houses) in UAV images followed by a fine-grained damage classification. The images were collected in the aftermath of cyclone PAM which struck Vanuatu in 2015 with the aim of assessing the level of damage. The labeling of the images was crowdsourced to a group of digital volunteers organized by the World Bank and UAViators.
Nazr-CNN has two distinct components. The first component carries out a pixel-level classification of images (a task often know as semantic segmentation (SS)) with the aim of identifying built structures in an image. The aim of the second component is to carry out a fine-grained classification of the structures identified to assess the severity of damage. We use a Fisher Vector representation of image segments to assess the severity of damage. Nazr-CNN is particularly robust against noisy labels and appears to be height invariant -a necessary property for UAV images.
To the best of our knowledge this is the first known deep learning pipeline for object detection and classification of UAV images collected from disaster struck regions. At this point, our work handles more complex problem, such as, image segmentation for noisy aerial images. We plan to further investigate techniques to better handle the noisy labels we get from the digital volunteers. 
APPENDIX
