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Abstract
Motion blur is an important visual effect in computer graphics for both real-
time, interactive, and offline applications. Current methods offer either slow
and accurate solutions for offline ray tracing applications, or fast and inac-
curate solutions for real-time applications.
This thesis is a collection of three papers, two of which address the need
for motion blur solutions that cater to applications that need to be accurate
and as well as interactive, and a third that addresses the problem of locking
in standard FEM simulations. In short, this thesis deals with the problem of
representing continuous motion in a discrete setting.
In Paper I, we implement a GPU based fast analytical motion blur
renderer. Using ray/triangular prism intersections to determine triangle vis-
ibility and shading, we achieve interactive frame rates.
In Paper II, we show and address the limitations of using prisms as
approximations of the triangle swept volume. A hybrid method of prism
intersections and time-dependent edge equations is used to overcome the
limitations of Paper I.
In Paper III, we provide a solution that alleviates volumetric locking in
standard Neo-Hookean FEM simulations without resorting to higher order
interpolation.
Keywords: motion blur, real time, parallel, GPU, prism, continuous colli-
sion detection, locking, FEM
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One of the main goals of Computer Graphics is to visualize virtual scenes as
truthful to our own perception of reality as possible, including the perception
of real world cameras used for recording still images or video.
A camera, produces an image by having the shutter open for some short
amount of time in order to collect sufficient light to produce a clear image.
In essence, a photo taken from a camera is not a single instance of time, but
a range. If there is any movement within this range, it produces a blurring
effect in the photo.
In Computer Graphics, the goal is thus to produce an image similar to
what a human eye or a camera would produce, including the blur effect that
happens as a result of movement within the aforementioned range. Due to
the discrete nature of the computer animation, we have to produce this effect
with just two instances of time instead of a range, i.e. the time of opening
the shutter and the time of closing the shutter, that is defined as the exposure
time.
Modern visual effects applications involve interaction that demands real-
time visual feedback. Therefore, there is a continuous strive to compute
visual effects such as motion blur at interactive frame rates. For these ap-
plications, we must aim to ensure that the computation time is low enough
to enable interactive frames rates while at the same time maintaining a high
visual fidelity.
1.1 Motion blur
Fig. 1 shows an example of a scene with and without motion blur. The motion
blur adds an impression of motion in a still image that would otherwise
appear frozen in time. The effect is especially important for motion pictures
that are typically filmed at 24 frames per second. At these relatively low
frame rates, the motion between frames can be quite large. Hence the blur
is also quite pronounced, and it is important to reproduce accurately.
A moving object in an image appears transparent and blurred. The de-
gree of transparency and blur depend on the exposure time and the relative
displacement of the object on the image.
The degree of transparency of an object in the image depends on how
long it covers the same area of the image within the exposure time. This
is complicated by an object’s surface having non-uniform colors and charac-
teristics. An opaque object that covers a certain area of the image during
the entire exposure time would not be transparent at all in that area. If the
object would cover the same area just for a fraction of the exposure time,
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Figure 1: The same scene without motion blur (left) and with motion
blur (right). The motion blur adds an impression of movement in the
still image.
then it would appear partially transparent. How blurred an area of an object
is depends on how far a portion of the object moves in image space within
the exposure time.
1.2 Discrete setting
The physical world can generally be regarded as continuous both in space
and time. Computers, however, use numerical methods that usually are
discrete. Time has to be considered at distinct ”snapshots” and progresses
in discrete steps. Space is represented in discrete sizes and distances, usually
with triangles, and ultimately as discrete pixels on the screen.
Time is typically discretized in steps and by assuming linear or a certain
degree of non-linear motion between steps. For several applications, however,
the continuous information is still needed. Motion blur and collision detection
are two such applications. Motion blur is one such case because it occurs
as a result of the continuous motion. In the case of collision detection, the
positions of objects between the discrete points in time are equally important
to check for collision as not to miss collisions that happen between time steps.
Also, collisions are usually instantaneous phenomena happening in-between
a time step. So, they may be lost if the state of the animation is updated
only at the end of the time step.
In a discrete animation we only have single positions in time and the
object’s trajectory, not the continuous motion. How do we accurately repro-




Achieving the motion blur effect effectively and accurately presents itself as
a difficult problem in computer graphics.
A simple brute-force method for achieving the motion blur effect is to
render the scene as usual but in hundreds or thousands of tiny steps and
accumulate all the images into a single aggregate that represents an average
image, see Fig. 2.
Figure 2: Results from brute-force method with five iterations (left),
ten iterations (middle), and 100 iterations (right). With five and ten
iterations the individual frames are still visible, while for 100 they
have become indistinguishable.
This, however, is intractable for most applications due to the need for
rendering the scenes hundreds or thousands of times per time step. In a way,
this naive method tries to make the discreteness invisible by taking very small
steps. While the brute-force method is slow it produces good results and can
be regarded as ground truth.
We aim for a method that does not need to take many intermediate steps,
but instead fills in the intermediate information based on the start and end
configurations of the time step. Our focus is on real-time applications, and
a solution that fits into existing graphics pipelines optimized for rasterizing
triangles.
2.1 Post-process approaches
Many methods used for real-time graphics applications use a post-process
technique [7, 8, 11] to achieve the motion blur effect. In these methods,
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motion vectors are recorded in the frame buffer and the motion blur is com-
puted in screen-space. This achieves good results at very low cost, but there
are cases, that are not handled well by screen-space methods, such as trans-
parency and when objects in the same area of the screen move in different
directions. One such case is pictured in Fig. 3.
Figure 3: Pills falling into a bottle in front of a horizontally moving
background. Rendered with brute-force ground-truth method (left)
and a post-process method (right). The post-process method pro-
duces incorrect blur on the semi-transparent bottle and pills, and
the opaque pills are blurred largely in the direction of motion of the
background instead of their own.
2.2 Stochastic approaches
Other methods are based on stochastic sampling [1, 2, 3, 4, 5, 12, 15]. Here
the triangle’s motion is bounded in screen-space, and random samples are
taken in the triangle’s area of motion. These methods are typically faster
than the naive brute force method mentioned earlier and they can produce
the same precise results at high sample rates, but they are still not fast enough
for real-time applications without lowering the sample rate and introducing
visual artifacts. These methods are typically used for offline ray tracing
applications, where image quality is a priority and real-time performance is
less of a concern.
2.3 Bridging the discrete - continuous gap
If we assume that all motion between the two points in time is linear, then
we can linearly interpolate between the two configurations and ”fill in the
gaps” analytically.
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2.3.1 Analytical motion blur
This approach works similarly to stochastic methods but the color contribu-
tions are computed analytically to get a clean and precise image [5, 6, 9].
As a triangle moves over the screen and passes through pixels, the dura-
tion of time a triangle is present in the pixel determines the opacity of the
triangle in said pixel. While the color of the pixel is determined by the colors
on the area of the triangle that passes through the pixel. In order words, if
we can determine how long a triangle is present in a pixel and which area
of the triangle covers the pixel, then we can compute the moving triangle’s
contribution to the pixel’s color. To account for multiple triangles covering
the same pixel within a time step, depth order and time collision also needs
to be taken into consideration. For this reason, we also need to keep track
of what specific time range the triangle covers a pixel and at what depth.
Figure 4: Swept volume of moving triangle taking the shape of a
triangular prism. The green to red color gradient embedded on the
prism surface represents the progression of time from the beginning
to the end of the time step. The blue line segment’s intersections
with the prism surface indicate all the entry and exit points of the
triangle’s presence in a pixel.
With this in mind, the triangle’s entry and exit time in a pixel can be
computed in a number of ways. The surface of the moving triangle is com-
puted, either by time dependent edge equations [5] or as the surface of a
triangular prism [9, 14], which bounds the swept volume that the triangle
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Figure 5: Intervals that overlap in time need to partitioned such that
their parts can be handled in the right depth order. Interval I0 is in
front of interval I1 from time t
0
s up until time ti, where the depth
order of the intervals is swapped.
traverses. These entry and exit points are known as intervals and typically
also include information regarding entry and exit depth, normals, and UV
values. Fig. 4 depicts the swept volume of a moving triangle, with the color
indicating the time from 0 (red) to 1 (green). The blue line represents the
triangle’s entry and exit points in a pixel, shown as line segment intersections
with the prism from the point of view of a given pixel.
Resolving time collisions. Triangles that are present in the same pixel
but at different times within the exposure time do not occlude each other,
and simply contribute the same weight to the final color of the pixel. If the
triangles are present in the same pixel at overlapping times, it is equivalent
to if the triangles were non-moving and occluding each other - they need
to be processed in the correct depth order, and in the case of motion blur
rendering, only for the duration of time they overlap. Fig. 5 shows an example
with several intervals that partially overlap. In order to ensure correct depth
order, the intervals must be partitioned according to the overlap.
Alpha blended transparency is handled almost implicitly with this method,
because the intervals with time overlap need to be sorted by depth.
2.3.2 Prisms
As the moving triangle goes from its starting position to its ending position,
it passes through a volume of space which has the shape of a triangular prism.
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Figure 6: Modelling the swept volume surface as five separate sur-
faces, three bilinear patches and two triangles.
In general, 3D scenes are composed of objects represented by triangular
surface meshes. A scene is rendered as an instance of time. This existing
paradigm can be modified to instead render a range of time between two
points in time, by modelling the objects as surface meshes where each original
triangle is extruded to form a triangular prism as seen on Fig 6.
A given triangle on the surface mesh has a start position and an end
position within the shutter range. These two positions are used to form the
triangular prism, and the prism sides represent the continuous motion of the
triangle edges during the time where the shutter is open, represented by the
color gradients on the prism in Fig. 4.
A prism side is a bilinear patch, that is, a 3D quadrilateral with a poten-
tially curved surface.
By retrieving information relating to position in world-space, time, and
triangle orientation for every sampled point on this bilinear patch, we can




3 Summary of Included Papers
In this Section, we will describe the main contributions of each paper:
Paper I introduces a novel GPU method for analytical motion blur.
Paper II presents shortcomings and a solution for prism based modelling
of linear triangle motion and motion blur.
Paper III describes a method for locking-free simulation of soft body in-
compressible materials.
3.1 Paper I - Fast Analytical Motion Blur with Trans-
parency
Problem: Parallelizing analytical motion blur for GPU architectures is chal-
lenging due to the need to consider depth and time overlap and the order of
the rendered moving triangles.
Methodology: A key idea is the use of depth-time intervals to represent
the range in which a moving triangle is present in a pixel. For each pixel a
list of intervals is generated, accounting for all the triangles that are present
in that pixel within the time step. The intervals in the list are first tested
for overlap in time, because time overlap means that triangles occlude each
other. Intervals that overlap in time must not only be ordered by depth, for
correct occlusion culling or alpha blending, but the intervals must also be
partitioned for every partial overlap between intervals (see Fig. 7).
Our method builds on the CPU algorithm described by Gribel et al. [5]
and is structured in several GPU-based stages as depicted in Fig 8. First the
linearly moving triangles are converted into prisms and their clip-space area
is bounding by an AABB (1). The AABB’s are then rasterized followed by
ray intersection tests with all prism surfaces, and the depth complexity of all
intersections is established for each pixel (2a), from the depth complexities an
exclusive sum is calculated (2b), which is used to determine and allocate the
memory to store all intersections in entry-exit pairs (2c), finally the AABB’s
are rasterized again, this time the intersections are stored in pairs as intervals
(2d). Following this, the intervals in each pixel list are sorted by start time
to enable simpler time overlap detection (3). The sorted lists are then pro-
cessed for time overlaps and depth order, resulting in the final pixel colors (4).
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Figure 7: Resolving partially or fully overlapping as well as intersect-
ing intervals.
Contribution: This paper presents a fast GPU method for analytical mo-
tion blur that has full support for alpha blended transparency. The paper
fills the gap between ”fast and inaccurate” and ”slow and precise” by taking
advantage of the GPU. We are able to obtain real-time rendering (60 FPS
at 1080p) of analytical motion blur for the tested scenes.
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Figure 8: The stages of the motion blur system.
3.2 Paper II - Improved Accuracy for Prism-based Mo-
tion Blur
Problem: Prisms are found to be insufficient in bounding the volume swept
by linearly moving triangles. This results in incorrect depth, normal, and UV
values on the interpolated surfaces of the prisms in cases where the triangle
has rotational movement while its vertices move linearly, as shown in Fig 9.
Methodology: Prisms are not enough to capture the correct surface of the
swept volume of a moving triangle, but the clip-space area of the prism re-
mains a conservative bound, thus we can still use prisms if we combine them
with the use of edge equations to compute precise depth, normal, and UV
11
Figure 9: The rotational motion in the middle of the plank causes
nonlinearity that is not captured well by the single anistropic lookup
(left). With our adaptive subdivision the image quality is markedly
improved (right).
values. To ensure correct sampling of the potentially nonlinear interpolated
surface we need more samples. We use an adaptive subdivision scheme that
depends on how much sampled middle point values deviate from linear inter-
polation. If the deviation is sufficiently large, another sample point is made
at the middle point and the process is repeated recursively. This gives a
closer approximation of the true nonlinearity.
Contribution: We have presented theoretically and empirically that prisms
fail to conservatively bound the triangle’s true swept volume. We have also
presented a solution based on hybrid prism/edge equations with adaptive
subdivision of intervals based on how much their depth values deviate from
being linear, while keeping the performance penalty modest for the improved
image quality.
3.3 Paper III - Locking-Proof Tetrahedra
Problem: Incompressible materials in finite element method (FEM) simula-
tions suffer from locking when using coarse tetrahedral meshes. In this work
we deal with volumetric locking which manifests due to geometric discretiza-
tion and usually improves when increasing the mesh resolution and lowering
the poisson ratio.
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Methodology: The devised method presents a new way to alleviate locking
by use of the mixed formulation of nonlinear FEM. The choice of different
shape functions allowed by mixed FEM is key to preventing locking. The
extra degrees of freedom allow the body to deform and the proper shape
function choice can determine whether locking happens or not.
Figure 10: Simulation of an incompressible rubber tube undergo-
ing inflation by internal pressure. The standard Neo-Hookean FEM
(top) suffers from locking, while our mixed FEM (bottom) deforms
correctly.
Contribution: We describe a novel mixed FEM method that alleviates
locking. Our method gives better results and is more robust than standard
Neo-Hookean simulations without resorting to higher order interpolation (see
Fig. 10).
4 Discussion and Future Work
Our work on motion blur emerged from our investigation of collision detec-
tion. The problem of determining when triangles share the same time range
was first meant to be applied to collision detection, but we found it has been
applied to motion blur in the past, and that the accelerated GPU implemen-
tation we had built for continuous collision detection could be adapted for
motion blur to improve on this previous work.
In the scope of the future work related to collision detection, during my
research I also co-authored the paper on locking-proof tetrahedra using mixed
finite element method (FEM) (see appended papers).
4.1 Collision detection
Collision detection involves determining if objects (typically under motion)
collide. We restrict our consideration to only triangle based objects. For
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a scene with objects made of many thousands or millions of triangles this
presents a O(n2) problem of testing every triangle for intersection with every
other triangle.
In order to speed up the process, acceleration structures can be used
for spatial partitioning, or the so called: broad-phase [10]. This typically
involves creating a bounding volume hierarchy (BVH), that facilitates elim-
ination of collision candidates where the bounding objects do not collide.
After the broad phase, we have a list of bounding objects that intersect
and we need to check if the triangles inside the bounds are also intersecting -
this is known as the narrow-phase [10]. Here, triangles are checked for in-
tersection with other triangles. To simplify this intersection testing process
one can instead check edges with other edges and triangle faces with ver-
tices [13]. Testing two triangles for intersection with each other then results
in 9 edge-edge tests and 6 vertex-face tests. Since triangle edges and vertices
are shared in a mesh, however, on average the number of tests per triangle
is lower.
Discrete collision detection finds collisions between geometry at a single
instance in time. In animating scenes, this can lead to what is known as
tunnelling, where objects can falsely pass through one another, as depicted
in Fig. 11.
In addition, it might also be interesting for us to know the exact time,
between two simulation time steps, that the collision takes place, such that
the response system can use this exact time.
Figure 11: An example of tunneling. The blue and the green ball
approach each other in discrete steps. After step 4 the standard
collision detection system will miss the collision because the two balls
will pass completely through each other, while continuous collision
detection would correctly report the collision.
In order to avoid tunnelling and find all collisions between two instances
in time we must either shorten the length of time between two time steps in
the animation until it can be made certain that no tunnelling can occur, or
we can use continuous collision detection.
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4.1.1 Continuous collision detection
Continuous collision detection (CCD) aims to find all collisions between two
time steps as well as the exact time of the collisions. The typical way to
implement continuous collision detection is to add a time dimension to the
analytical intersection calculations. The bounding volumes also need to be
adjusted so that they contain the entire range of motion of the object within
the exposure time. Due to the extra time dimension, continuous collision
detection is significantly more expensive than discrete collision detection.
4.2 Multi-view rasterization based continuous collision
detection
In our ongoing work on collision detection, we propose to use prisms for
continuous collision detection. In order to avoid the complex intersection
calculations between time dependent triangles, involving both the processing
of broad phase and narrow phase, we can instead apply a ray based approach,
where we use this claim:
If a ray consecutively enters two distinct prisms before it exits the first,
then these two prisms overlap.
By casting rays and rendering the prisms in the scene from multiple views
we can sample the scene for overlapping prisms. If we, as in our motion
blur work, also retrieve the information on the prism surfaces, then we can
determine not only that the moving triangles overlap the same space within
the time step, but also if they collide and the exact time of collision.
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