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Introduction
Life on Earth can be divided into several kingdoms 1 , with the prokaryote domains of the Archaea and the Bacteria standing out by dint of their vast metabolic diversity and versatility which is belied by the paltry morphological variation encountered in these domains 2 (Figure 1) . By contrast, a stunning variation in morphology is exhibited by the eukaryote kingdoms Plantae and Animalia, but there it is coupled Volume 100 special issue part 4 to a range of metabolic variability which seems quite modest when compared to that of the prokaryotes: fungi, plants, and animals make do with a fairly standard core metabolism (and even so, owe much of their metabolic versatility to endosymbiontic prokaryotes 3 ), while bacteria are not only able to derive their molecular building blocks from a huge range of compounds, organic as well as inorganic, but also to catalyse reduction-oxidation reactions with a wide range of substrates, deriving energy from inorganic salts, light, or organic compounds 2 . Equally impressive is the ability of microbial life to adapt to extremes in temperature and salinity 2 .
The biochemical versatility of microbes is not only apparent as we survey different species, but also often occurs (albeit in a more restricted form) within the individual cell, which is typically able to adapt its metabolism to the prevailing conditions, often to a far greater extent than are cells in multicellular organisms 4 . We shall return to this contrast in Section 6 and meanwhile fix our attention on the dynamic metabolic adaptability of the individual microbial cell.
Our ultimate goal is to be able to describe quantitatively how the cell responds to changing environmental conditions, not only in terms of the biochemical compounds it produces (which comprise the material substance of their own cells as well as substances secreted into the ambient medium), but also in terms of the compounds that are removed from the environment in the process. To appreciate the importance of this goal, one need only consider the role played by micro-organisms in tempering the impact of global climate change 5 , for instance their involvement in sequestration of carbon dioxide 6 . Moreover, achieving the goal of accurate quantitative description can aid the optimisation of bioreactors and thus improve the efficiency of biotechnological-industrial applications.
The dynamic allocation approach
One way of understanding both the challenges the microbe faces and the ways in which it opposes these challenges, is to conceive of the cell as an agent that is constantly solving an allocation problem: that of distributing the molecular building blocks which it has at its disposal among the various kinds of catalytic machinery that are encoded in its genome 7 . At the molecular-mechanistic level, this distribution is dependent on the rates at which the various genes are being transcribed. Thus, Figure 1 Shapes of unicellular bacteria. The basic shapes are bacilli (rods, i.e. cylinders capped by hemispheric domes), cocci (actually short rods), vibrios (curved rods), and spirilla ('corkscrews'). If cells remain attached they can form stacked or grape-like clusters, or elongated filaments (known as trichomes, called streptococci when the individual cells are cocci). Cellular inclusions can distort the bacillus into a club-shape (far right).
to respond in an adaptive manner to changes in the environment, such as increases or decreases in the availability of nutrients, effectively means adjusting these rates of expression (and hence the building block allocation among different types of molecular machinery) to the prevailing conditions. Moreover, we should also expect these gene expression rates to be adjusted in response to the internal status of the cell, in particular the levels of intracellular stores of building blocks.
Combining these ideas, we arrive at the information flow diagram shown in Figure 2 . Ambient (external) conditions, listed on the left, serve as inputs to gene expression rates, which govern the transcriptome, which determines the proteome, which determines the rates at which the cell's biochemical reactions proceed. Indicated here are the availability conditions, which themselves are affected by additional environmental factors such as temperature, pH, water activity, salinity, and so on 2 . In addition to expression-level regulation, there is also a more locally acting mode of regulation in which the activity of the machinery is regulated, often by covalent addition of moieties such as phosphoryl groups 8 .
The realised catalytic activities of the cell result in bioproduction of three major kinds of compounds: reserves; 'structural biomass'; and products that are secreted into the ambient medium. The densities of the reserves (i.e. reserves normalised by structural biomass) also serve as information inputs to this central pathway, closing a regulatory loop.
The meaning of 'structural biomass' may not be immediately clear. Intuitively, it comprises everything inside the cell except the reserves -but this makes for a circularity when we define reserves, in turn, as components that do not belong to the structural biomass. The latter step is not necessary in those cases where reserves can be clearly distinguished on the basis of their biochemical identity, and often also on the basis of the fact that they occur in discrete sub-cellullar structures called inclusions [8] [9] [10] , examples of which are shown in Figure 3 . However, there are also awkward cases that are less clear-cut and this prompts us to define reserves formally as 'non-structural'. To avoid logical circularity, we then define the structural biomass as the bare minimum compatible with life, corresponding to a state that can be induced experimentally by starving the cell of all essential nutrients. Droop 11, 12 introduced the idea of subsistence biomass (or cell composition, etc.) to express the same idea; thus, subsistence biomass and functional-structural biomass are two names for the same concept. The central regulatory pathway in Figure 2 has been depicted in a 'black box' to call to mind that these steps have traditionally not been readily observable. By contrast, the quantities to the left and the right were more easily measured, and hence classic models of microbial growth and metabolism have always focussed on interrelating these 'white box' quantities. With the advent of 'high throughput' molecular-biological techniques, this black box has become more transparent, although there remain serious limitations as regards the achievable resolution, e.g. spatial, temporal, and in terms of molecular speciation.
Our general goal is to formulate mathematical models that accurately describe the relationships between the quantities enumerated in Figure 2 . Our discussion thus far suggests that we sharpen this goal with the following objectives: first, we wish to have a theory that is sufficiently flexible to accommodate (and take advantage of) any data that may be available regarding what has been depicted as a 'black box' in Figure 2 ; second, we do not want to lose contact with the classic models that deal with 'white box' quantities only; and finally, we wish to have a theory that satisfies fundamental physicochemical laws and constraints, such as conservation principles and biochemical stoichiometry.
We believe that approaching the subject as an allocation problem is a natural and elegant way of fulfilling all of these desiderata 7, [19] [20] [21] . At the heart lies a simple principle, expressed by the following equation:
,
where α i is the fraction of molecular building blocks devoted to the synthesis of machinery of type i, r i is a regulatory law (or r-function, for short), and i i is a normalising constant which assures that 0, 1 and . This approach based on the perspective of 'allocation' or 'investment' has been gaining widespread acceptance in recent years, no doubt prompted by advances in high-throughput transcriptomics and proteomics which make this point of view seem almost selfevident [22] [23] [24] [25] . The indexing in Eqn (1) can be fine-grained, with i corresponding to one particular protein, or more coarse-grained, with i corresponding to a co-regulated class of proteins, all involved in a particular metabolic or physiological function. The quantity r i may be a function of one or more quantities describing the cell's internal state, or its ambient medium. These functions may be chosen so as to let the resulting overall relationships accord with the classic models, or alternatively, r i may be linked to transcriptomic data. The latter connection is made explicit if we imagine r i as the amount of mRNA (per cell) encoding machinery if type i; Eqn (1) then describes the fraction of 'ribosome time' being dedicated to machinery of type i. This correspondence is, incidentally, rather imperfect, since different mRNA species have different turnover times, different affinities for the ribosome, and so on. These effects tend to skew the effective allocation fraction and we should really think of r i as the mRNA concentration after we have adjusted for such distortions.
Since the quantities on which the r i are assumed to depend are in general allowed to be time-varying, we refer to this approach as the dynamic allocation theory. We enunciated three desiderata: the possibility of connecting with transcriptomics/ proteomics; the possibility of connecting with classic models; and accordance with conservation principles and suchlike. The first two have been accounted for; as regards the latter, it turns out that the recipe 'physicochemical principles plus r-functions' suffices in many cases to specify a model completely 20, 21 . In the next section, we will review various aspects of microbial physiology that justify and motivate the dynamic allocation theory.
Selected aspects of microbial physiology
Microbial cells exhibit an astonishing degree of adaptability in the face of an often harsh environment. Responsiveness to changing conditions and an exquisitely optimised investment in internal stores are among the key traits that underpin this adaptability. We presently review these traits in more detail.
Nutrient uptake
In order to be processed by the cell's metabolic pathways and become available as fuel or molecular building blocks, nutrients must first traverse the cellular envelope. There are two basic ways in which this envelope is organised in prokaryotes ( Figure  4 ), traditionally named for the way in which they respond to the Gram stain 26 , which remains an important tool in microbial microscopy to the present day. In Grampositive cells, a rigid polysaccharide layer called peptidoglycan forms the bulk of the cell wall, whereas in Gram-negative bacteria the peptidoglycan layer is diaphanous and there is a second bilipid membrane called the outer membrane 8 . The area between outer and cytoplasmic membranes is occupied by a special substance with a high protein concentration, which is called the periplasm 27 .
Although some hydrophobic molecules can pass through the membrane by diffusion, most nutrients require a dedicated pathway to be translocated across the membrane 28 . The latter is mediated by means of membrane-spanning transport proteins that function individually or in complex assemblies, depending on the mode of transport they effectuate ( Figure 5 ). The substrates may be transferred by themselves (uniport), or along with another substance, which may undergo net translocation in the same direction as the target molecule (symport) or in the opposite direction (antiport) 17 . Transport may be driven by the ∆G derived from the gradient of the substrate itself (i.e. facilitated diffusion in uniport) or that of the co-transported species (in symport and antiport), whereas in more complex systems the required ∆G is derived from group translocation or hydrolysis of adenosine-5-triphosphate (ATP); group translocation involves the chemical modification of the transported substances during their uptake across the membrane 29 .
Gram-negative bacteria have to overcome a special challenge, since the nutrient molecule has to negotiate both an outer and an inner (cytoplasmic) membrane. This challenge is met by the so-called ATP binding cassette (ABC) system 30, 31 . Transport across the outer membrane is mediated by passive uniport through porins; once inside the periplasm the nutrient is swiftly bound by high-affinity binding proteins which deliver their cargo to an ATP-hydrolysing transporter.
Regulation of gene expression
Microbial cells regulate the expression levels of their uptake machinery so as to make (near-)optimal use of their limited supply of molecular building blocks 32, 33 . Regulation at the level of transcription is typically mediated by regulatory proteins that bind the DNA. Binding of such a protein may stimulate the expression of the gene, or inhibit it; examples of both modes of regulation are shown in Figure 6 . In Figure 6a , it can be seen that the presence of the nutrient substrate maltose leads to expression of the enzymes that constitute a biochemical pathway specifically dedicated to feeding this molecule into the pathways of core metabolism. In Figure  6b , on the other hand, it is the presence of the product of a biosynthetic pathway, in this case arginine, that represses the production of enzymes involved in its synthesis. A design feature that these and many other examples have in common is that DNAbinding proteins serve as an adaptor between the substrate (maltose) or the product (arginine) to transform the signal (i.e. the concentrations of those compounds) into the propensity with which RNA polymerase initiates transcription.
In both these examples, a single control point governs the expression of a suite of enzymes, which makes functional sense since the enzymes catalyse subsequent steps in a particular biochemical pathway, and are hence needed (or not needed) in unison. A collection of protein-encoding domains of DNA (cistrons) that is under common regulatory control is called an operon. This modular organisation of gene expression underpins the notion that the index i in Eqn (1) denotes functional units rather than individual proteins. There will also be enzymes that will be shared by several pathways, in which case their regulation may be more complex (or indeed more simple, when expression is constitutive, i.e. always 'on').
The mechanisms of induction and repression shown in Figure 6 can be generalised to the notions of positive feedforward and negative feedback, as illustrated in Figure 7a . This figure also shows negative feedforward, in which two alternate substrates inhibit one another's processing pathways (a phenomenon known as catabolite repression 34 ). Thus ample availability of one of them, say A, favours the expression of the enzymes that are dedicated to the utilisation of A. These various modes can operate together, mediated via several regions (interaction sites) upstream from the promoter. Thus, several activating and repressing proteins may simultaneously interact with the DNA and modify the rate of assembly of the RNA polymerase at the promoter.
Each of these positive or negative interactions can be realised in two different ways, according to the familiar algebraic rules + × + = +, -× -= +, -× + = -, and + × -= -. The somewhat byzantine biological terminology (glossed in Figure 7b ) tends to obscure these elegant basic principles.
There are additional modes of regulation that come into play under conditions of extreme stress. Nutrient shortage in the environment induces an increase in the number of uncharged tRNAs in the cell, and as the ratio of uncharged to charged tRNA increases, the ribosome wastes a greater portion of its time interacting with uncharged tRNA, which leads to a stall of the ribosome, along with a production of small nucleotides called alarmones. These initiate the so-called stringent response characterised by a cessation of rRNA and tRNA synthesis and ribosome production, as well as by a decrease in protein and DNA synthesis and amino acid production 8, 35 . Another stress response involves heat shock proteins that help the cell to recover 
(b) Modes of regulation of gene expression. Stimulation of the expression of a given gene can be mediated by activation, in which an activator protein interacts with the upstream regulating region of the gene; this involves interaction with
an inducer. Stimulation may also be effected via derepression, in which a repressor (an inhibitory transcription factor) is rendered less effective by an inducer. Inhibition of gene expression can likewise be achieved in two ways, either via inactivation of the activator protein via interaction with an inhibitor, or via activation of the repressor by binding to a corepressor. Inducers, inhibitors, and corepressors are often metabolites (substrates or products) but can also be components of an intracellular signalling cascade.
from physicochemical challenges such as high temperatures, radiation damage, or exposure to corrosive chemicals 36 .
Cell division and growth
Bacteria multiply by division, and exhibit exponential growth curves which microbiologists call logarithmic. Prior to cell division, the cell elongates to approximately twice its original length while its genetic material is replicated. Once this is complete, filamentous temperature sensitive (Fts) proteins, chief among which is FtsZ, assemble to form the cell division apparatus (divisome) by polymerising and thus forming the so-called Z-ring, which localises to the middle of the cell [37] [38] [39] . New cell envelope material is synthesised and the two chromosomes are pulled apart. The Z-ring subsequently depolymerises and a partition called the septum is formed, which divides the cell in two approximately equal parts.
The time required to produce a single generation may be referred to as the generation time T g ; it depends on environmental conditions as well as genetic traits. During a time span over which T g is constant, growth is said to be exponential: after a period of time equal to t=nT g , there will have been n doublings and the number of cells will be N=N 0 2 n where N 0 and N denote, respectively, initial and final number of cells. If W denotes the biomass of the population, then is its growth rate and /W is the specific growth rate. Exponential growth is characterised by the condition , where μ is a constant. This yields W(t)=W(0)e μt . If we assume that , we find 2 n =e μt =e μnTg and so T g = (ln2)/μ.
Classic experimental methods and models
As intimated in Section 2, the classic mathematical models for microbial growth and metabolism are closely tied to what can be readily observed in the standard laboratory systems for microbial growth. Accordingly, we briefly review the latter before discussing these models in more detail.
Culture systems
There are various ways of cultivating micro-organisms in bioreactors. The main methods of cultivation are batch cultivation and chemostat cultivation.
Batch culture
A batch culture is an enclosed vessel in which micro-organisms are able to grow as they consume substrate 40 . The biomass-specific substrate consumption rate q s per unit of biomass of the population in the batch culture can be described as a function of the nutrient concentration [N] by means of the Michaelis-Menten equation:
where q s,max represents the maximum substrate consumption rate and K m denotes the concentration of the substrate at the half-maximal consumption rate 41 . The Pirt equation 42 describes the relation between q s and the specific growth rate μ:
where Y s,max is the maximum yield of biomass, and m s is a maintenance coefficient.
and together with Eqn (2) this yields:
The following conservation law applies if intracellular reserves do not vary:
, where [N] 0 expresses the initial nutrient concentration and V is the volume of the medium in which the culture is grown. This allows us to obtain a system of differential equations for W and [N].
Continuous culture
In sundry applications, it is advantageous if cultures can be maintained in constant environmental conditions for long periods of time, which is not possible with closed batch cultures, which are continually undergoing dynamical change as the culture matures and eventually runs out of fresh substrate. However, such steady-state conditions can be achieved in a continuous-flow culture, or chemostat ( Figure 8 ).
In such a device, there is a continuous supply of fresh medium combined with the withdrawal of an equal flux of cultivation broth, allowing the cultivation volume to remain constant 43 . Although much can be gleaned from transient dynamic behaviour, the tradition has been to wait until this transient dies out and the system attains an equilibrium, which is then investigated in detail. In the chemostat, both the growth rate and the population density can be controlled independently and simultaneously. To this end, the experimenter manipulates two key parameters: (i) the dilution rate D = F/V where V is the volume of the main vessel, and F is the volumetric rate at which fresh medium is supplied; and (ii) the concentration of (limiting) nutrient [N] R in the reservoir. Varying D, different growth rates can be achieved, with an eventual standing stock dictated by [N] R . We can see this by pursuing the following analysis 41 . We begin by considering biomass balance: (6) as well as a similar balance equation for the nutrient concentration [N]: (7) where is a stoichiometric coefficient. Equilibrium is defined by the conditions =0 and =0. Hence we obtain the following steady-state chemostat equations:
The first equation shows that by setting the dilution rate D of the chemostat to a certain value, we are able to cultivate micro-organisms at a specific growth rate equal to D. This is why the chemostat is such an important laboratory tool, affording a view of the physiology of microbes under well-defined conditions (constant growth rate, constant environmental conditions) or to examine how the growth rate affects, for instance, the rate of product formation. Specifically, if we assume the Monod 
These relationships have been plotted in Figure 9 ; we can see that, as D approaches , a 'wash-out catastrophe' occurs.
Chemostat systems allow us to maintain exponential growth for a long period of time, as well as to repeat experiments under the same conditions, which facilitates the study of competitiveness of different strains and species under the same environmental conditions. Competition between different strains of a single species can be exploited to eliminate all but one, and thus the chemostat can be used as a tool to isolate specific types of bacteria, which can subsequently be studied in more detail 17 . Moreover, under certain specific conditions, such as nutrient shortage, longterm chemostat cultivation leads to adaptation of the cells to these conditions, which suggests that the chemostat might also be used in 'evolutionary' engineering.
Mathematical models of microbial growth
In the previous section, we encountered the Monod equation. More generally, models of bacterial growth can be formally represented as follows 41 : , (10) where is a suitable measure of biomass, x x represents the internal state, u u represents external conditions that affect growth and metabolism, μ is a function called the model, and the dot indicates differentiation with respect to time 35 . Here, W, x, and u are all allowed to be functions of time t. Classic models tend to be characterised by p=0 or p=1 (i.e. they have little or no structuring in terms of the internal state), by contrast, in fine-grained systems biology or in silico models, p may be on the order of many thousands 25 .
Classic macroscopic models
Models are specified by the choice of the function . We have already seen the Monod model 44 :
, (11) where [N] is the ambient concentration of the limiting nutrient and û and K S are positive parameters 44 . As Monod pointed out 44 , the parameter K S should not be confused with the parameter K m in Eqn (2) . In terms of our general description, Eqn (10), we here have p=0 and q=1, as there are no state variables other than W and there is a single environmental variable, [N] on which the specific growth rate μ depends. If we allow [N] to vary in time, we have . One way to extend this model to q>1, but still with p=0, is to posit a multiplicative form μ(u 1 ,u 2 ,…)= f 1 (u 1 )f 2 (u 2 )… 45, 46 , where the u 1 ,u 2 ,… are relevant environmental factors (such as levels of light, nutrients, and redox substrates) and the f 1 , f 2 ,… are appropriate functions ↦ 0, 1 that express how these factors affect growth. Pirt's model, Eqn (3), incorporates maintenance costs. The concept of endogenous metabolism as the biological correlate of maintenance requirements was introduced by Herbert 47 . He proposed the following equation: Figure 9 Equilibrium relationships in the chemostat. Relationships between the dilution rate and, respectively, bacterial concentration, bacterial yield, doubling time, and nutrient concentration, as described by Eqn (10) with parameter values =1 h -1 
, (12) where the term aW represents a drain on growth due to the cost of maintenance; the correspondence between that Pirt and Herbert can be expressed as Y s,max m s . Marr et al. 48 proposed that a could be estimated on the basis of the following empirical formula for the biomass at chemostat equilibrium: ,
where D is the dilution rate, as before, and W max is the value that would be observed if a=0.
In the opposite situation, when growth is assumed to depend on the internal state of the micro-organism only, so that p=1 and q=0, we are dealing with a class of models whose most famous representative is the Droop equation 11 :
.
Here, characterises the internal state of the cell, namely, the internal nutrient 'pool' called the cell quota, which comprises the particle species of interest in any of its biomolecular speciations (e.g. free molecules, part of polymers, machinery etc.). The parameter 0 is the so-called subsistence quota, which can be interpreted as the minimum cell quota required by the cell to maintain its structural integrity. Growth at a non-zero rate requires > 0 . Caperon 49 rendered the Droop equation as follows: ,
where . The popularity of the rectangular hyperbola among classic modellers is evident, and may partially be due to the 'transformation to linearity' trick this hyperbola permits (incidentally, a statistically highly unstable technique that should have fallen into disuse a long time ago).
Contemporary approaches: microscopic models
In sharp contrast to the classic whole-organism descriptions, which have few dynamic degrees of freedom, stand the models that explicitly represent individual molecular species; biochemistry being what it is, the natural consequence of this approach is 1; for instance, with p~10 8 molecules inside the cell, a naive 'molecular dynamics' type of approach would result in computationally highly demanding and analytically barely tractable models. Thus, the construction and analysis of models capable of describing the cell as a whole system is challenging. One good example is the model of bacterial metabolism, where the state variables are metabolite concentrations, gene expression levels, transcription factor activities, metabolic fluxes, and biomass concentration 23 . However, in many cases the aim is not to describe the whole organism but instead to focus on specific subsystems of the cell, such as the assembly of the Z-ring 37 , or the electron transport chains of mitochondria 50 and purple non-sulfur bacteria 51 .
Depending on the specific properties of the given biological network under consideration, different formalisms can be employed to simulate its dynamic behaviour. Signalling and regulatory networks concern signal flows, whereas metabolic networks deal with mass and energy flows. Metabolic networks have been analysed using flux balance analysis 52 , metabolic flux analysis, pathway analysis by elementary modes, or extreme pathways 53, 54 . Signalling networks can likewise be addressed via a variety of techniques, ranging from ODEs 55, 56 to Boolean networks in global cellular models 57,58 .
The dynamic allocation theory as a bridge between classic and contemporary approaches
In Section 2, we advocated the dynamic allocation approach as a generalisation of classic approaches that would be more amenable to modern 'big data' settings. The approach rests on the principle expressed by Eqn (1), but it stands to reason that this equation does not suffice by itself to meet these desiderata. We need to augment the allocation principle with dynamic compositional reckoning in terms of stoichiometric components.
Stoichiometric components
A stoichiometric component is a fixed linear combination of chemical species (which may be molecules, ions, functional groups), up to a multiplicative constant. By definition, such a component has a fixed empirical formula. To fix the multiplicative constant, we can normalise by the dominant chemical element [e.g. it is customary to think of carbohydrates as multiples of C(H 2 O) m , where m≈1; the number of multiples then counts as a number of C-moles]. Alternatively, when the component corresponds to a single chemical species, it is more natural to think in terms of the number of moles of the discrete particles (molecules) of this species. Taking such stoichiometric components as a starting point has the great advantage that the dynamical behaviour of the model is almost self-evident in terms of the stoichiometric components; all that is really required is careful book-keeping, which is linear by its very nature. Models with p=0, such as Monod and Pirt-Herbert-Marr, represent an extreme case in which the biomass is accounted for as a single component. To make this connection, we have to impute to these models the assumption of strict compositional homeostasis, so that biomass, as such 'all-included', has a fixed empirical formula. In the next step up, for the Droop-Caperon model, we regard the various reserves as separate components, along with a 'subsistence biomass' and each of these components is assumed to have a fixed empirical formula. The conical hull (in the linear algebra sense) of these empirical formulas is the set of allowed chemical compositions at the level of the whole organism. In 'microscopic' models with p >> 1, the components correspond to single molecules or aggregates of molecules that covary in terms of their copy numbers per cell, as will be the case, for example, with enzymes encoded by a single operon (Section 3.2).
The choice of the number of components is thus tied up with, on the one hand, the assumptions regarding compositional homeostasis one is willing to entertain, and, on the other hand, the data available, in particular as regards the observed variation of the studied organism as regards its chemical composition. If a component i takes the form Σ k k ik P k ,where the coefficient k ik represents the predominance of protein P k in component i, then the bridge to proteomics is immediate 22 , and the bridge to transcriptomics takes the general form r i = Σ k k ik Σ l ς kl R l , where R l is the level of the lth species of mRNA and the coefficient ς kl is a conversion factor.
A sensible default position halfway between the extremes can be negotiated by combining Grover's 59 Variable-Internal-Stores approach with a fairly coarsegrained partition of catalytic machinery as suggested by Scott and co-workers 60, 61 ; the resulting model is represented schematically in Figure 10 for the case of two essential nutrients, here shown as red and green dots.
Regulatory laws
To tie the stoichiometric dynamics to the allocation principle, Eqn (1), we need to postulate regulatory laws which we call r-functions. A generic example is shown in Figure 11 : a decreasing sigmoid function which transforms the density of a nutrient x i into the term r i corresponding to allocation α i of building blocks toward the machinery needed to acquire the nutrient corresponding to reserve i.
The precise mathematical form of this sigmoid is relatively unimportant: the salient point is that such a sigmoid can be parametrised by a midpoint parameter ξ and dedicated processing machinery (m 1 and m 2 ) feed the material into core metabolism, which leads to a central hub (c) that communicates with reserve polymers (x 1 and x 2 ) and feeds biosynthesis which is carried out by synthetic machinery m o ; growth is driven by growth machinery m G . Figure 11 Generic r-function. The simplest type of r-function depends on the density of one selected reserve, and governs the expression of the machinery required for the uptake and processing of the nutrient stored in that reserve. The sigmoid curve has two key parameters, location of the midpoint (ξ) and slope at the midpoint (σ); the values of these parameters determine if the model behaves more ' Monodlike' or 'Droop-like'. and a slope parameter σ. It can be shown that the model will behave like the Monod/ Pirt models, or like the Droop model, depending on the values that are selected for these parameters 19 .
The configuration in which reserve densities govern the regulatory law corresponds to what we identified as negative feedback control in Section 3.2, with the internal store (x i in Figure 10 ) corresponding to the product P in Figure 7 . The formalism proposed here extends effortlessly to any number of reserves, and to the inclusion of maintenance costs and how the dynamics change when these costs can no longer be covered by the available reserves or external supplies 20, 21 . However, the reserves have to correspond to essential (non-substitutable) nutrients, and there are many known cases where alternative (substitutable) nutrients converge on a common reserve polymer. The regulation of assimilatory machinery for such alternative substrates is more involved. The general pattern is that the organism's gene regulation is set up to utilise a 'preferred' compound in the first instance, and only express transporters and/or enzymes dedicated to 'less preferred' compounds when the preferred one is no longer available, giving rise to characteristic multiphasic growth curves W(t) (in batch cultures) in which the bacteria are inoculated together with two or more alternative substrates, but regulate their machinery in such a way as to deplete these nutrients one after the other 34 ; in the case of two nutrients this growth curve is called diauxic. Of course, these terms do not express actual states of mind of bacteria, but rather for which nutrient the overall yield (efficiency of converting nutrient into biomass) is greatest 8 .
The genetic circuit underlying this behaviour was shown in Figure 7 , where alternative substrates (A and B in Figure 7 ) exert crossed negative feedforward control over their respective operons. To represent this behaviour, the environmental concentrations of the alternate nutrients have to be sensed somehow, either directly as the intracellular concentration reflects the ambient one, as with the maltose operon depicted in Figure 7 , or else via an intracellular signalling cascade; the so-called two-components systems, for instance, which constitute a large group of signalling pathways in prokaryotes 62 . In either case, the functional behaviour can be captured by an r-function of the form shown in Figure 12 : besides depending on the reserve density in the original sigmoid fashion, there is also a change-over dependence on the ratio of environmental concentrations. Thus, the regulatory law in this case acquires characteristics of both feedback and feedforward, and can be interpreted as a smooth (or 'fuzzy') rendition of a Boolean operation 63 .
Outlook: living together as one
As the cells absorb nutrients and redox substrates from the ambient medium and secrete products back into this medium, they change the conditions they are faced with and to which they are adapting. It is precisely this causal loop which necessitates the careful analysis of culture conditions (both batch and chemostat) which we briefly reviewed in Section 4.1.
In its crudest form, this environmental feedback loop has a detrimental, competitive character (Verelendung). However, when species with different metabolic capabilities live together, one species' product can be another species' substrate: symbiotic cycles arise that allow the agglomeration of species to thrive. Microbial mats, for instance, are consortia of several species with distinct biochemical functionalities, undertaking intricate co-operative interactions to harvest energy and matter from the environment 65 .
This differentiation into complementary, metabolic capabilities can also occur within the colony, that is, within the group of descendants of a common progenitor cell. Cyanobacterial heterocysts (Figure 13 ), for instance, arise in the absence of combined nitrogen (e.g. nitrate, ammonia) in the environment, and express nitrogenase, which allows them to convert dinitrogen into ammonia and supply the vegetative cells with fixed nitrogen in the form of glutamate and β-aspartyl-arginine; the latter fix carbon dioxide and supply the heterocysts with carbohydrates such as sucrose 66 . This division of labour allows both nitrogen and carbon fixation to occur at the same time and nearly the same place; cyanobacteria employ oxygenic photosynthesis to fix carbon, and nitrogenase is inactivated by oxygen 66 . The cells exchange organic molecules via a shared fluid phase, comprising the unstirred water layer surrounding the filament, the glycocalyx, and possibly a shared periplasmic space 64 . Moreover, the heterocysts secrete the pentapeptide PatS that inhibits heterocyst differentiation, thus ensuring a regular spacing of heterocysts rather than random clustering 64 . 
Figure 13
Diazotrophic filament of Anabaena OCC7120. The difference between the photosynthetic vegetative cells (small) and nitrogen-fixing heterocysts (large) is conspicuous 64 .
These are the hallmarks of true multicellularity: (i) cells are exposed to a milder version of the ambient medium, as a result of metabolites they excrete into this medium, as part of (ii) their differentiation toward specialised metabolic or physiological tasks, among which are (iii) growth and reproduction. The metabolites in the shared interstitial medium have beside their 'raw' biochemical function, also a 'token' function in mediating cell fate (e.g. PatS); these tokens are often modified intermediaries of energy metabolism, such as ppGpp (an alarmone) or cAMP.
The phylogenetic development of multicellularity is merely an elaboration of these traits: differentiation into more subtypes, a delicate conditioning of the interstitial medium, and gradual shift towards the 'token' function as hormones and cell-adhesion molecules co-ordinate the organisation into tissues (which drives the morphological richness we evoked in Section 1).
Given the success of the "physicochemical principles plus r-functions" approach in free-living unicellulars, we may well wonder if these principles transfer to the whole-organism level in multicellular organisms. There are several key differences ( Figure 14) . As a result of homeostasis of the interstitium, individual cells are no longer adapting to a harsh medium; their gene expression is governed, to a far greater degree, by stimuli from first messengers; and the accumulation of internal stores has become one of the specialised functions. We should like to retain the idea of starting Figure 14 Uni-versus multicellular lifestyles. Left: a free-living unicellular organism; it has a high degree of metabolic versatility and adaptability, and the signalling pathways that control gene expression are predominantly geared to availability of nutrients and substrates in the ambient environment; on the right, a cell that is part of a multicellular conglomerate: such a cell is shielded from some of the environment's fluctuations due to the organism's homeostasis of the milieu intérieur and accordingly is metabolically less versatile; signalling pathways controlling gene expression are dominated by extracellular 'first messenger' signals that arise elsewhere in the organism and co-ordinate the cell's specialised activities within the multicelled whole. from physicochemical principles, and augment it with appropriate regulatory laws, which must now be concerned with the composition of the interstitium, the status of the storage tissues, and the control of somatic growth and development versus germline reproduction.
