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ABSTRACT
Laminar-to-turbulent transition is a phenomenon observed in practical applications.
Robust computational models are needed to predict the onset of transition and the associated flow dynamics. Direct numerical simulation (DNS), although suitable for fundamental
studies, tends to be computationally expensive, thus making large-eddy simulations (LES)
a viable strategy. In LES, large scales of the flow field are computed, and the effects of
small scales are modeled. In this study, the hybrid two-level large-eddy simulation strategy
(TLS-LES) is being assessed for its ability to predict features of transition. The TLS-LES
strategy blends the two-level simulation (TLS) and LES models. TLS is a multi-scale model,
in which both large and small scales are computed. The present work compares the TLSLES approach with the other models by simulating temporal transition within two canonical
flows: the Taylor-Green Vortex and plane Poiseuille flow. The assessment is performed by
comparing the results against corresponding DNS.
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CHAPTER 1
INTRODUCTION
In this chapter, first, the background and motivation of this thesis are discussed.
Afterward, the key technical objectives of this study are presented. Finally, the outline and
organization of this thesis are described.

1.1 Background and Motivation
Laminar-to-turbulent transition is observed in several fluid applications such as turbomachinery and flow past aircraft wings, which has motivated numerous fundamental and
applied studies in the past to characterize features of this phenomenon [1–3]. In particular, the transition process in wall-bounded flows affects quantities such as the skin friction
coefficient and the wall heat flux, which exhibit a rapid increase from their corresponding
laminar values during the onset of transition before attaining their nominal values corresponding to a fully developed turbulence state. Therefore, an accurate prediction of the
onset of transition is important from the design perspective for enhancing the performance
of aerodynamic applications. From a fundamental perspective, the dynamics of flow undergoing transition differ substantially from a fully developed turbulent state. For example,
transitional flows show the absence of the energy cascade and are marked by complex spatial
and temporal interactions of the base flow with instability modes. The presence of such
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complexities makes the numerical investigation of transitional flows extremely challenging.
While direct numerical simulation (DNS) can be used to examine fundamental features of
such flows, large-eddy simulation (LES) tends to be more suitable for the investigation of
practical applications. The focus of this thesis is to assess the capabilities of the two-level
simulation (TLS) model [4, 5] and the hybrid TLS-LES model [31, 32] for the prediction of
laminar-to-turbulent transition.
LES is a modeling strategy where the large-scale flow features are explicitly resolved
and computed, and the effects of unresolved small-scales of the flow field are parameterized in
terms of subgrid-scale (SGS) closure models. Past LES-based studies of laminar-to-turbulent
transition [6, 8–10, 10, 13, 44, 63, 69] have employed different types of SGS closures, such
as the constant coefficient Smagorinsky model (SM) [14], the dynamic eddy viscosity model
(DEVM) [15], the approximate deconvolution model (ADM) [16], the structure-function
model [17], the dynamic version [18] of the Vreman model [19], the dynamic scale-similarity
model [20], the dynamic one-equation kinetic energy model [21], the parabolized stability
equation (PSE) [22, 23] coupled with LES [13, 24], and residual-based variational multiscale
method (RBVMS) [25, 26]. There are two major challenges associated with the modeling
of laminar-to-turbulent transition while performing LES. The first is related to the accurate
handling of the laminar regime, where some of the models can dampen the amplification
of the instabilities responsible for the onset of transition. The second is specific to wallbounded flows, where capturing the near-wall dynamics is key to the prediction of quantities
of interest, however, a wall-resolved LES tends to be computationally prohibitive for practical
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applications. While the first challenge can be partly addressed by using the dynamic version
of the SGS models, the computational cost issue of wall-bounded flows can be addressed by
using wall-modeled LES strategies. However, most of the wall models for LES are developed
for fully developed turbulent flows and therefore are found to be inadequate for an accurate
prediction of transition. Therefore, it is apparent that for LES of transitional flows, either
the wall-modeled LES approaches need to be improved, or alternate approaches need to be
established. In either of these approaches, the SGS model needs to handle laminar, different
stages of transition, and fully developed turbulence states without requiring any ad hoc
specification. Some of the past studies have addressed these issues by employing PSE with
wall-modeled LES, ADM and RBVMS approaches, however, challenges have also been noted
such as under-prediction of the SGS shear stress, particularly in the vicinity of the transition
region [44]. Therefore, further studies are needed to improve and demonstrate the predictive
capabilities of these approaches on different test problems.
In this thesis, we assess the abilities of the TLS and hybrid TLS-LES models for transitional flows. The TLS model [4, 5] is a multiscale modeling strategy for LES of turbulent
flows [25, 27, 28], which in the past studies have shown unique physics-based modeling capabilities, including the ability to capture the small-scale (SS) characteristics such as anisotropy,
vorticity dynamics, backscatter, co-/counter-gradient turbulent transport in turbulent flows,
scalar mixing and transport [29, 30]. The hybrid TLS-LES model [29, 31–33] was developed for efficient simulation of wall-bounded and other complex turbulent flows, where TLS
is used in flow regimes exhibiting small-scale anisotropy and non-equilibrium behavior and

3

conventional LES is used elsewhere. A particular application of the hybrid TLS-LES model
is to employ TLS in the near-wall region and LES in the regions away from the wall.
The TLS model has shown some promising results in the past to capture features of
transition [34]. This thesis extends the past study to perform a comprehensive assessment of
the TLS and hybrid TLS-LES models by considering two canonical flow configurations that
exhibit a natural laminar-to-turbulent transition in time. These test configurations include
the Taylor-Green vortex (TGV) flow and plane Poiseuille flow superimposed with TollmeinSchlichting (TS) waves. The assessment will be carried out using in-house DNS results for
the same test configurations.

1.2 Key Technical Objectives
This thesis aims to assess the capabilities of the TLS and hybrid TLS-LES models
in capturing features of laminar-to-turbulent transition in canonical test configurations by
meeting the following key technical objectives:

 Establish computational setups for demonstration of laminar-to-turbulent

transition: The goal here is to establish the canonical test configurations with the
in-house research code to enable the assessment of different modeling techniques. In
particular, two test cases have been considered, namely, TGV flow and plane Poiseuille
flow. Both these cases exhibit laminar-to-turbulent transition at a specified Reynolds
number (Re). While the TGV flow exhibits the presence of a natural temporal transition for specific Re, the plane Poiseuille flow demonstrates transition for specific initial
conditions where unsteady TS waves are superimposed over the base laminar flow.
4

For the second test case, an additional computational solver for the Orr-Sommerfeld
equations will be developed to obtain the eigenmodes.

 A priori analysis of TLS modeling assumptions: In the TLS model, three mod-

eling assumptions pertaining to the advection, viscous, and pressure gradient terms are
used to simplify the small-scale equations so that they can be solved on one-dimensional
orthogonal lines. While these assumptions have been assessed for fully developed turbulent flows, in the present work, the assumptions will be assessed for transitional
flows. The a priori assessment will be carried out using in-house DNS datasets for
both cases employing different large-scale grids.

 A posteriori assessment: The focus of this objective is to assess the performance of

the TLS and hybrid TLS-LES models for their ability to capture laminar-to-turbulent
transition in an a posteriori manner. Furthermore, the results from the other modeling
techniques such as the conventional constant-coefficient and dynamic eddy-viscositybased models will also be considered to assess the accuracy and efficiency of the TLS
and hybrid TLS-LES models for numerical investigation of transitional flows.

1.3 Thesis Layout
The layout of this thesis is as follows. In total, there are seven chapters, including
this introductory chapter. A brief survey of key studies focused on transitional flows is
presented in Chapter 2. In Chapter 3, the mathematical formulation of LES, TLS, and hybrid
TLS-LES models are discussed. Next, the details of the computational setup are provided
5

in Chapter 4. Following that, the results for the TGV cases are analyzed and discussed
in Chapter 5. Afterward, the results from the channel flow simulations are analyzed and
discussed in Chapter 6. Finally, key outcomes of this study and future directions of this
research are discussed in Chapter 7.
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CHAPTER 2
LITERATURE SURVEY
The laminar-to-turbulent transition occurs in several natural and engineering flows.
Some example flows from engineering applications include flow within compressor cascades,
flow around airfoils and hydrofoils, flow within cardiovascular devices, and many others [35–
38]. Therefore, the study of laminar-to-turbulent transition has drawn significant interest
from a wider community of experimental and numerical researchers. These studies have
focused on the understanding of this phenomenon so that approaches can be designed and
developed to predict and control its occurrence in engineering applications.
During the transition process, the laminar flow, which is a flow where the fluid particles move in parallel layers relative to each other, is turned into a turbulent flow, which
is characterized by the presence of energetic eddies of different sizes and an enhanced mixing of the fluid. A key parameter that characterizes the transition process is the Reynolds
number (Re). The transitional flow regime exists in between the laminar and turbulent flow
regimes. Some of the key features of transitional flows include the growth of perturbations in
a linear and nonlinear manner, generation of instability waves, the formation of vortices, and
abrupt changes in the values of various physical coefficients, such as skin friction coefficient,
heat transfer coefficient, etc. [39, 40]. For example, in a wall-bounded channel flow, at the
beginning of the transition, vortices begin to form, which in turn often take the form of
7

hairpin vortices, and as the transition continues, these vortices continue to fill the channel
before eventually a saturation point is reached and the flow reaches a fully developed turbulent state [12, 41]. The changes observed in the physical properties include skin friction
coefficient, heat-flux, and related properties such as drag force and heat transfer, which can
have important implications on the performance of engineering applications where transition
phenomenon occurs [36–38, 42].
The transition from a laminar to a turbulent state can occur through two mechanisms. These include the bypass mechanism and the primary mode growth mechanism. The
bypass mechanism also referred to as a direct transition, is caused by the presence of large
disturbances in the flow field. On the other hand, the primary mode growth mechanism
is characterized by the amplification of small amplitude instabilities in the flow field as described by linear stability theory [1]. In this thesis, the focus is on the transition based on
the primary mode growth mechanism, as the scope of the work in this thesis is to assess if
the existing computational models can capture features of this type of transition mechanism,
which are somewhat well understood. Note that the bypass mechanism needs more studies
to characterize its key features.
Fig. 2.1 shows a schematic of a spatially transitioning boundary layer where small
amplitude perturbations are first linearly amplified before the nonlinear growth and eventually transition to turbulence occurs. Specifically, a spatially transitioning flow is one in which
there is a region of laminar flow, and downstream from it is a region of turbulent flow with a
region of transitional flow separating the two regions. Within the transition region, first, the

8

Figure 2.1 A sketch demonstrating transition in a spatially evolving boundary layer. Where
δ is the boundary layer thickness and U is the bulk velocity

linear growth of the perturbations occurs, which is followed by a nonlinear growth. Spatial
transition over a flat plate boundary layer and in pipe flow has been extensively studied in
the past using experimental and numerical approaches [1, 39, 43]. The numerical investigation of such a flow is computationally expensive and therefore, alternate configurations
where a temporal transition from laminar to turbulent flow occurs, have been considered in
the past to alleviate the issue of computational cost so that novel models can be developed
and assessed before being considered for the investigation of spatial transition. Therefore,
in the present thesis, temporal transitional with the primary mode growth mechanism is
considered.
The study of transition is commonly performed using canonical flow configurations,
such as transitional plane Poiseuille flow [40, 44–48], flow over airfoils [49–51], and boundary
layer [52–56]. These canonical flows are ideal for studying transition as theory has been
9

well-developed for such flows, which gives an improved understanding of how the transition
occurs and what are its effects on various quantities of interests.
Next, a survey of key studies focused on the approaches used to study transitional
flows is presented. First, a brief description of experimental studies is provided in Sec. 2.1.
Afterward, key outcomes of studies focused on the use of different computational modeling techniques such as direct numerical simulation (DNS), Reynold-averaged Navier-Stokes
(RANS), and large-eddy simulation (LES) are presented in Sec. 2.2.

2.1 Experimental Studies
Experimental investigations have mainly focused on flows such as pipe flow, boundary layer, and planar Poiseuille flow [39, 43, 57–60]. These are usually considered because
the linear stability theory is well established for these types of flows. Additionally, these
flows are geometrically much simpler compared to practically relevant configurations, which
enables controlled and detailed studies of the transition phenomenon. The experimental
studies mainly focus on determining the critical Reynolds Number (Rec ) [57, 58, 60]. Here,
Rec denotes the value of Re below which a flow will stay laminar and at or above which it
will transition to turbulence. Another key focus of such studies is on generating visualizations, understanding the role of coherent structures, and the growth of modes during the
transitional regime [59, 61]. Experimental results have shown that the onset of transition
happens at a lower value of Rec compared to the value predicted by the linear stability theory. A key challenge with the experimental studies is related to controlling the background
fluctuations, which is required to determine if the flow transitions on its own due to the
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presence of small-amplitude perturbations. Table 2.1 provides a summary of experimental
studies that have been reviewed in this study identifying the considered flow configurations,
key findings, and future scope of the studies.
The studies focused on transition within pipe flow were carried out by considering a
smooth pipe whose length L is at least O(102 )D − O(103 )D , where D is the pipe diameter
[39, 57, 58, 60]. The studies of transition in planar flows usually consider a duct with a
smooth rectangular cross-section whose streamwise extent is much larger in the streamwise
and spanwise directions compared to the extent in the normal direction [59]. The studies in
other flow configurations such as flow past a bluff body were carried out in a wind tunnel,
where again a larger spanwise extent compared to the normal direction is employed [52, 53].
These apparatuses have data collection units attached to them in order to get the required
data. These apparatuses usually have at least one of two classes of data collection systems.
The first is general use sensors such as pressure sensors, velocimeters, or anemometers [57, 58].
These give very good quantitative data for measuring the properties that are changing during
the transition process. The second is a visualization equipment such as injection dyes or
micron-scale particles [43, 59] or specialized equipment such as Schlieren imaging [52, 53] or
particle image velocimetry [62]. Schlieren imaging and particle image velocimetry are used
for attaining both qualitative and quantitative data.
Experimental studies are also useful for numerical studies as such studies provide data
for validation of computational methods and models [35, 40, 41, 45]. The studies on Rec
rarely agree with analytical results provided by linear stability theory and it is desirable to
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Table 2.1 Summary of past experimental studies that has been reviewed in this study
Reference

Geometry

Accomplishment

Future Studies

[57]

Pipe flow

Determined Rec ≈ 2040

Apply method
to other flows

[58]

Rec ≈ 300

Oscillating pipe flow

Induce turbulence
in entire domain

[59]

[60]

Plane Poiseuille

Oscillating Pipe Flow

Created flow

Investigate wave-packet

visualization

formation

500 < Reδ,c < 854

Determine effects
of probe

[52]

[53]

Hypersonic boundary layer

Hypersonic boundary layer

Created flow

Determine effect

visualization

of wall material

Created database

Develop predictive
models

[62]

Boundary layer

Developed correlation

Measure closer

functions

to wall
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have numerical methods that replicate experimentally observed results rather than analytical
ones.

2.2 Numerical Studies
In this section, a survey of numerical studies focused on transitional flows is presented.
First, studies employing DNS as the computational tool are discussed. Afterward, studies
employing LES and RANS modeling approaches are discussed.

2.2.1

Direct Numerical Simulation based Studies
DNS is a tool that is used to study fundamental aspects of a flow field. It is a

direct solution of the Navier-Stokes equations in its discrete form where all the relevant
spatial and temporal scales present in a particular flow are captured. It has often used to
study transition within planar flows [40, 45, 63, 64] or boundary layer [54–56]. Such flow
configurations are considered for several reasons. The first is the simplicity of the geometry,
which allows focusing on the complex physics of the transition process without using too
much time or computational resources as even these simple flows can require O(109 ) grid
points [45]. Secondly, such flows have also been studied using experimental techniques as
discussed in Sec. 2.1, which allow for direct validation of the computational results [40, 45, 54–
56]. The results from DNS show very good agreement with experiments, which allows for
the use of DNS results to understand other features of transition, which are difficult to
measure in an experimental investigation. In particular, DNS studies captured the onset of
transition and match the values of key properties such as velocity profiles, growth of the
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Table 2.2 Summary of numerical studies that have been reviewed in this study
Reference

Geometry

Approach

Accomplishment

[45]

Plane Poiseuille

DNS

Created database

[63]

Plane Poiseuille

DNS & LES

Determined effective SGS models

[65]

Taylor-Green Vortex

DNS & LES

Determined effective SGS models

[64]

Plane Poiseulle

DNS & LES

Validated ADM model for transition

[40]

Plane Poiseuille

DNS

Visualization of transition

[54]

Boundary layer

DNS

Agreement with experimental values

[56]

Boundary layer

DNS

Agreement with experimental values

[55]

Boundary Layer

DNS

Demonstrated sensitivity of the flow

[49]

Airfoil

DNS & RANS

Agreement with experimental data

[50]

Airfoil

DNS

Created database

[51]

Airfoil

DNS

Modeled flow control techniques

[47]

Boundary Layer

DNS & LES

Validated ADM-RT model for transition

amplitude of the small-scale perturbations, and spectral characteristics. The results from
DNS studies are often used as databases for validation of lower resolution approaches such
as LES [41, 44, 63–65] and are key for the development and assessment of novel models.
Table 2.2 shows a summary of DNS studies reviewed in this work in terms of the considered
flow configuration and the resultant findings.
The major challenge with DNS as a tool to study transition is its computational
cost due to its need for a very fine grid. Due to this reason practical flow applications are
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not usually investigated using DNS. However, some DNS studies of transition in practical
flows exist, particularly of flow around airfoils [49–51]. Airfoils are suitable for DNS due to
their simple geometry while still being useful for many engineering applications. The simple
geometry allows these simulations to be conducted using O(107 ) grid points.
2.2.2

Large-Eddy Simulation based Studies
LES-based studies of transition have also mainly focused on canonical flows [41, 44,

46–48, 63–66]. Table 2.3 provides a summary of the LES studies that have been reviewed
in this work. Many of these studies were designed to evaluate SGS closures [44, 63–65].
Models evaluated in these studies include the standard, or constant-coefficient Smagorinsky
[44, 48, 63–65], dynamic eddy viscosity [38, 44, 48, 65], and the deconvolution model [64, 65].
These studies have two major findings. The first is that the SGS model employed by LES
needs to be at least a dynamic algebraic model as constant-coefficient algebraic models are
typically too dissipative [44, 48, 64, 65], which does not allow for the growth of the smallamplitude perturbations in the linear growth regime. Secondly, a finely resolved grid is
needed for wall-bounded flows to ensure the transition phenomenon is accurately captured
[41, 44, 64, 65].
A particular interest of this thesis is in the assessment of the TLS model, which
is a multi-scale model, for the study of transitional flows. An alternative popular multiscale model is the variational multi-scale model [70] and the related residual-based variation
multi-scale model [67, 69, 71]. The variational multi-scale can be too dissipative depending
on flow conditions [69], and as such may not be always appropriate for transitional flows.
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Table 2.3 Summary of LES studies of transition that have been reviewed in this work
Reference

Geometry

Model

Accomplishment

[41]

Plane Poiseuille

LES

Validated PSE based model

[44]

Plane Poiseuille

LES

Determined effective SGS models

[66]

Boundary layer

LES

Visualization of transition

[46]

Plane Poiseuille

LES

Described modes of transition

[48]

Taylor-Green vortex

LES

Determined effective models

[67]

Taylor-Couette

LES &

Validated RB-VMS for transition

RB-VMS
[68]

Taylor-Green vortex

LES

Determined effective models

[69]

Rayleigh-Bernard

VMS

Validated VMS for transition

[70]

Human heart

VMS

Created database

[71]

Stratified channel

RB-VMS

Validated RB-VMS for transition

[34]

Taylor-Green vortex

TLS

Assessment of TLS for transition

[42]

Heat exchanger

LES

Created database

[37]

Human heart

LES

Studied effect of transition in hemodynamics

[38]

Airfoil

LES

Investigated inflow turbulence on flow

[36]

Hydrofoil

LES

Measured cavitation effects

[35]

Compressor cascade

LES

Created database

[72]

Pipe flow

LES

Validated WALE for turbulent flow
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The residual-based variational multi-scale captures transition well. However, further studies
are needed to assess the capabilities of such models. In this study, the TLS model [4, 5]
is considered, which is an established approach for simulation of fully developed turbulent
flows with and without scalar mixing [4, 5, 29–33]. However, the model has been only
used in a limited manner for the investigation of transition [34] and therefore, is examined
comprehensively in this study.
Also of interest for this study is the temporal transition within plane Poiseuille flow
[44–47, 63, 66, 73] and the Taylor-Green Vortex (TGV) flow [48, 65, 68] configurations. Past
LES studies have considered these configurations to assess the existing models and therefore,
will be considered in the present study. While the TGV flow exhibits a natural transition, the
plane Poiseuille flow requires specific perturbation to induce transition. In an experiment,
the transition occurs in channel flows due to the presence of roughness of the walls, but in a
simulation, some perturbation must be added to replicate this effect. There are two common
methods of adding perturbations to plane Poiseuille flow. The first approach uses suction
and blowing conditions along one of the boundaries which can disturb the flow field enough
to induce transition [41, 44, 45]. The second commonly used method is to use the eigenmodes
obtained from solving the Orr-Sommerfeld equations [40, 46] to perturb the initial laminar
plane Poiseuille flow. These eigenmodes induce the transition to turbulence through the
creation of Tollmein-Schlichting (TS) waves.
While many past LES studies involving transition to turbulence have considered relatively simpler configurations as mentioned above, some of the studies have also focused
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on practically relevant flows. Practical flow studies focused on configurations such as heat
exchangers, airfoils, hydrofoils, and other useful flows [35–38, 42, 70]. These configurations
are typically computationally expensive as they have to resolve complex geometry, which is
why they are not suitable for use in the development and assessment of novel SGS closures
for LES. Practical flow LES studies typically use well-established, dynamic, algebraic SGS
models such as wall-adapting local eddy-viscosity [35–37, 42]. However, the wall-adapting
local eddy-viscosity model was originally developed for fully turbulent flows [72]. As such,
validation studies were carried out before practical studies can be conducted [68].
As discussed above and also indicated in Chapter 1, there are several challenges associated with transition modeling through LES. A key challenge is related to an excess
dissipation in the laminar regime, which can dampen the amplification of the instabilities
responsible for the onset of transition. The other challenge is specific to wall-bounded flows,
where capturing the near-wall dynamics is key to the prediction of quantities of interest,
however, a wall-resolved LES tends to be computationally prohibitive for practical application. While the first challenge can be partly addressed by using the dynamic version of the
SGS models, the computational cost issue of wall-bounded flows can be addressed by using
wall-modeled LES strategies. However, wall models for LES have been mainly developed for
fully developed turbulence conditions and therefore are not adequate for the prediction of
transitional flows. Therefore, it is apparent that to conduct LES of flows exhibiting transition
under the practical scenario, either the wall-modeled LES approaches need to be enhanced
further or alternate approaches need to be established for the investigation of such flows.
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In either of these approaches, the SGS model needs to handle laminar, different stages of
transition, and fully developed turbulence states without requiring any ad hoc specification.
Although, some of the past studies have addressed these issues further studies are needed to
demonstrate the predictive capabilities of these approaches on different test problems.

2.2.3

Reynolds-Averaged Navier-Stokes model based Studies
RANS model employs an ensemble averaging of the Navier-Stokes equations that allow

for reduced computational cost. However, this comes at the cost of modeling the turbulence
completely compared to LES where a significant component of the turbulent kinetic energy is
captured by the grid (more than 70%-80%) and only the effects of the unresolved small-scales
are modeled. As such, robust models are needed to capture transitional flows. One such
model is the local correlation-based transitional model [75], which is a two-equation model,
where transport equations for intermittency and momentum-thickness Reynolds number are
solved. This model was validated in different scenarios and was found to have good agreement
with experimental data. The model was developed to capture only first-order transitional
effects, so higher-order effects may not be captured. The Spalart-Allmaras [76] model is
another model that can be used to study transitional flows [77]. However, the model was
designed for fully turbulent flows and can only capture transition in the flows with separation.
As the focus of this thesis is on LES of transitional flows, therefore, the readers are
referred to the review articles focused on turbulence and transition modeling using RANS
for an in-depth survey of such studies [78, 79].
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2.3 Summary
Transitional flows are important to practical engineering applications and have been
well studied accordingly. Experimental and numerical studies have been conducted to understand the general features of the transition to turbulence and the effects it has on important
quantities of interest.
Specifically for numerical investigation of transition, DNS is computationally intractable for practically relevant flows and therefore, LES seems to be a viable strategy.
While many LES models have been developed in the past, most of them have focused on
capturing the features of fully developed turbulent flows. Although several of these models
have shown promising results for capturing the features of transition, further studies are
needed to assess the accuracy, efficiency, and robustness of the LES model. In this thesis,
the TLS model, which belongs to the class of multi-scale models is considered to assess
its capabilities in capturing the features of transition. The TLS model has shown unique
physics-based modeling capabilities such as the ability to recover the complete energy spectrum in a wide range of flows, the ability to account for counter-gradient turbulent transport
and backscatter, and the requirement of a relatively coarser grid compared to a conventional
LES. However, further studies with this model are needed to assess if it can capture the key
characteristics of the laminar-to-turbulent transition phenomenon, which is the key objective
of this thesis.
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CHAPTER 3
MATHEMATICAL FORMULATION AND NUMERICAL METHODOLOGY
In this chapter, first, the governing equations for incompressible flow are discussed.
Afterward, the formulations for different modeling approaches are presented. The modeling
strategies considered in this study include, a conventional one-equation based LES [80, 81],
the TLS model [4, 5] and the hybrid TLS-LES [31, 32] model. Finally, the details of the
numerical methodology employed in this study are described.

3.1 Governing Equations
The motion of an incompressible fluid with constant density ρ and kinematic viscosity
ν is governed by the incompressible Navier-Stokes equations, which are given by

∂p
∂ 2 ui
∂ui
∂ui
+ uj
=−
+ν
,
∂t
∂xj
∂xi
∂xj ∂xj
∂ui
= 0.
∂xi

(3.1.1a)
(3.1.1b)

Here, ui is the velocity component, p is the physical pressure divided by ρ and i = 1,
2 and 3 denotes Cartesian coordinate directions x, y and z, respectively. Here onwards,
(x1 , x2 , x3 ) ≡ (x, y, z). The set of governing equations given by Eq. (3.1.1) includes the
momentum balance and the mass conservation equations. These equations are complete
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after the specification of appropriate initial and boundary conditions, which are dependent
on specific geometry and flow conditions. These sets of equations have the additional set of
assumptions that the fluid is Newtonian and that there are no additional body forces acting
on the fluid.

3.2 Modeling Approaches
In this section, first, the formulation of the model considered in this study for LES are
described. Afterward, the details of the TLS and the hybrid TLS-LES models are discussed.

3.2.1

Large-Eddy Simulation
In LES, the scale separation of a field variable ϕ(x, t) is performed by means of a

spatial filter, which yields the resolved/filtered and the subgrid-scale (SGS) components of
the field variable. This is accomplished by the convolution of ϕ(x, t) with a filter kernel
G(x, x′ ; ∆) in the following manner

Z
ϕ(x, t) =

ϕ(x′ , t) G(x, x′ ; ∆) dx′ ,

(3.2.1)

Ω

where ϕ(x, t) is the filtered field and ∆ is the filter width. The spatial filtering operator (F)
is essentially a low-pass filter where higher wavenumber contributions are filtered out. In
this study, a top-hat filter is used as the filter kernel, which is expressed as


∆

 1 if |x − x′ |≤
′
′
2 .
G(x, x ; ∆) ≡ G(x − x ; ∆) =


 0
otherwise
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(3.2.2)

It is a local volume-averaging operation. Additionally, implicit LES filtering is employed
in the present study, where the computational grid acts as the filter. The spatial filtering
operation, when applied to turbulent velocity field ui , separates the velocity field into energy
containing filtered component and dissipation containing SGS component. The SGS component u′i also contains the unresolved energy and is defined from the Leonard decomposition
as

u′i (x, t) = ui (x, t) − ui (x, t),

(3.2.3)

which differs from the Reynolds decomposition as the filtered value of the SGS quantity is
not zero, i.e., u′i ̸= 0 and the filtered field is not idempotent, i.e., ui ̸= ui .
Applying the filtering operation to the incompressible Navier-Stokes equations given
by Eq. (3.1.1) leads to the following filtered LES equations

∂τijsgs
∂ui ∂ui uj
∂p
∂ 2 ui
+
=−
+ν
−
,
∂t
∂xj
∂xi
∂xj ∂xj
∂xj
∂ui
= 0,
∂xi

(3.2.4a)
(3.2.4b)

where ui is the filtered velocity, p is the filtered pressure and τijsgs is the SGS stress tensor
given by

τijsgs = ui uj − ui uj ,
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(3.2.5)

which requires a closure model. A common way to attain closure of this stress tensor is to
assume the form given by

τijsgs

sgs
τkk
δij = −2νt S ij ,
−
3

(3.2.6)

where νt is the unknown eddy viscosity and S ij is the resolved strain rate given by

1 ∂ui ∂uj
S ij = (
+
).
2 ∂xj
∂xi

(3.2.7)

A classical method to obtain eddy viscosity is due to Smagorinsky [14] that relates the eddy
viscosity to the resolved strain rate tensor and grid resolution through νt = Cs ∆2 |S|, where |S|=
√
2(S ij S ij )1/2 and Cs is the Smagorinsky coefficient. Alternatively, νt = Cν k sgs ∆ is a one-

equation based closure model, where k sgs is the subgrid scale kinetic energy, defined as

k sgs =

1
(uk uk − uk uk ) ,
2

(3.2.8)

and Cν is a model coefficient. In this approach, a modeled transport equation for k sgs [80, 81]
is solved, which is given by



∂k sgs
∂
∂
∂k sgs
(k sgs )3/2
sgs
sgs
+
(uj k ) = −τij S ij +
(ν + νt )
− Cϵ
.
∂t
∂xj
∂xj
∂xj
∆

(3.2.9)

In the above equation, the terms on the right-hand side are the production, diffusion, and
dissipation of k sgs , respectively. Apart from Cν , another model coefficient Cϵ needs to be
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Figure 3.1 Scale separation of a field into large-scale and small-scale components using a
large-scale function. Solid, dashed and dash-dotted curves denote the field ϕ(x)
obtained from a DNS data, the large-scale continuous field ϕL (x) and the smallscale continuous fields ϕS (x), respectively. Symbol (□) denote the large-scale
discrete field ϕL (xk ). The small-scale field is shifted along the y-axis for clarity

specified in this modeling approach. Both these coefficients are determined locally and
dynamically using the locally dynamic kinetic energy (LDKM) formulation [80, 81]. Once
a closure model for the SGS stress is specified, Eq. (3.2.4) can be solved to obtain the
filtered fields. In the present study, while employing the LES strategy, the one-equationbased LDKM formulation is used. The constant coefficient version of LDKM, referred to as
kinetic sub-grid scale (KSGS) model, is also considered in this study.

3.2.2

Two-Level Simulation Model
The TLS model introduced by Kemenov and Menon [4] is a multi-scale model, where

scale separation of a field variable is performed yielding large-scale (LS) and small-scale (SS)
components. However, unlike conventional LES, as discussed in Sec. 3.2.1, the scale separation is not based on spatial filtering, but rather a LS function (L) is used. The particular
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form of L can be defined in various ways and here, it is defined based on the underlying
grid. After performing the scale separation, the LS and SS governing equations are obtained.
In comparison to a conventional LES, where effects of small scales are modeled through the
SGS stress tensor via some form of eddy viscosity model, in TLS, the SS equations are solved
in an approximated manner. Some key details are presented here, however, a comprehensive
description can be found in the cited references [4, 32].
The scale separation of a field variable ϕ(x, t) via the LS function L leads to

ϕ(x, t) = ϕL (x, t) + ϕS (x, t),

(3.2.10)

where superscript L and S denote the LS and SS components of ϕ(x, t), respectively. Here, L
consists of sequential application of a local averaging operator and an interpolation operator.
Applying the local averaging operator on ϕ(x, t) yields a large-scale discrete field ϕL (xk , t)
defined at the large-scale grid node xk , which is then interpolated in order to obtain a
continuous representation of the large-scale field ϕL (x, t). The corresponding SS field ϕS
can be obtained from Eq. (3.2.10). Figure 3.1 shows results of scale separation of a onedimensional field ϕ(x) into LS and SS components.
Note that the decomposition presented in Eq. (3.2.10) appears analogous to the
Reynolds decomposition, however, there are some important differences: (i) ϕL (x, t) is a
space- and time-dependent field, (ii) the averaged (or operated) SS field is not zero (i.e.,
(ϕS )L ̸= 0, which can be expressed as the LS part of any SS quantity that is not zero), (iii)
the SS part of any LS quantity is not zero: (ϕL )S ̸= 0, (iv) the products always have non-zero
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LS and SS parts: (ϕL ϕL )S ̸= 0 and (ϕS ϕS )L ̸= 0, and (v) the LS operator is not idempotent:
(ϕL )L ̸= ϕL .
Applying the TLS decomposition given by Eq. (3.2.10) to the incompressible NavierStokes equations given by Eq. (3.1.1)(a) leads to following LS and SS governing equations


 L
∂pL
∂  L
∂ 2 uLi
∂uLi
S L
S
=−
+
ui + ui uj + uj
+ν
,
∂t
∂xj
∂xi
∂xj ∂xj
 L

∂uSi
∂  L
∂pS
∂ 2 uSi
S
S
+ν
+ FiL ,
+
ui + ui uj + uj = −
∂t
∂xj
∂xi
∂xj ∂xj

(3.2.11a)
(3.2.11b)

where FiL is the forcing term from the LS field given by

FiL =


L
∂  L
ui + uSi uLj + uSj
.
∂xj

(3.2.12)

In a similar manner using the TLS decomposition in the conservation of mass equation given
by Eq. (3.1.1)(b), leads to the following LS and SS continuity equations

∂uLi
= 0,
∂xi

∂uSi
= 0.
∂xi

(3.2.13)

The system of equations given by Eq. (3.2.11) and Eq. (3.2.13) for the LS and SS velocity
and pressure fields is complete once appropriate initial and boundary conditions are specified. However, solving these equations is equivalent to performing a DNS, and therefore,
to reduce the computational cost, additional simplification of SS equations is performed,
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Figure 3.2 Sketch of one-dimensional small-scale lines embedded in the large-scale grid. Blue,
green and red colored lines denote three one-dimensional lines along which TLS-SS
equations are solved independently. Symbol (•) placed on these lines correspond
to grid points used for solving small-scale equations

which is briefly described here. A complete discussion about assumptions, reasoning, and
simplification is detailed in Kemenov and Menon [4].
In the simplified form, the SS velocity field is solved on three 1D orthogonal lines
embedded in the 3D LS computational cell. Figure 3.2 shows these three lines intersecting at
the LS grid node in case of a structured grid. On these 1D lines, all three velocity components
are represented through: uSi (x, t) → uSi,lk (lk , t), where x ∈ lk ⊂ Ω, k = 1, 2 and 3. Following
the assumptions described in Kemenov and Menon [4], the simplified form of SS equation is
given by



∂ 2 uSi (lk )
∂uSi (lk )
∂  L
+
ui + uSi (lk ) uLj + uSj (lk ) = 3ν
+ FiL ,
∂t
∂xj
∂xk ∂xk
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(3.2.14)

and the corresponding forcing term is given by

FiL =


L
∂  L
ui + uSi (lk ) uLj + uSj (lk )
.
∂xj

(3.2.15)

Note that k is a free index in Eq. (3.2.14) and refers to line lk , which is parallel to the
corresponding coordinate xk (k = 1, 2 and 3). The simplified form of the SS equation neglects
the pressure gradient term and derivatives transverse to the line lk in the advection term.
The second-order derivative terms corresponding to the viscous stress are approximated by
an averaged sum of second-order derivatives along line lk and directions orthogonal to it
through

3

1 X ∂ 2 uSi (lk )
∂ 2 uSi (lk )
=
,
∂xk ∂xk
3 j=1 ∂x2j

i, k = 1, 2, 3,

(3.2.16)

where for repeated index k, summation is not implied. With such simplifications, Eq. (3.2.11)(a),
Eq. (3.2.14) and incompressibility condition on the LS velocity field can be used to solve for
LS and SS velocity fields and the LS pressure field. It is apparent that only the small-scale
equations are approximated and the large-scale equations are retained in their general form.

3.2.3

Hybrid TLS-LES Model
The hybrid TLS-LES model relies upon a hybrid scale separation operator, which

is based on the additive filtering approach used in the hybrid RANS-LES formulation [83].
The hybrid operator H combines the TLS large-scale (L) and LES filtering (F) operators
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through a blending function K(x, t) and is defined as

H ≡ KL + (1 − K)F.

(3.2.17)

The blending function K ≡ K(x, t) is a normalized function lying between 0 and 1.The
hybrid LS component of a field ϕ(x, t) denoted by ϕL (x, t), and expressed in terms of the
TLS-LS and the LES-filtered fields, is given by

ϕL (x, t) = Hϕ(x, t) = KL(ϕ(x, t)) + (1 − K)F(ϕ(x, t)),

(3.2.18)

where

L : ϕ(x, t) ⇒ ϕL (x, t),

F : ϕ(x, t) ⇒ ϕ(x, t),

(3.2.19)

and therefore

ϕL (x, t) = KϕL (x, t) + (1 − K)ϕ(x, t).

(3.2.20)

The hybrid LS field ϕL corresponds to the TLS-LS field ϕL and LES-filtered field ϕ when
K = 1 and K = 0, respectively. The hybrid LS field leads to a corresponding hybrid SS
field, given by

ϕS (x, t) = KϕS (x, t) + (1 − K)ϕ′ (x, t),
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(3.2.21)

where ϕS (x, t) and ϕ′ (x, t) are TLS-SS and LES-fluctuating fields, respectively.
The hybrid operator H have properties similar to the TLS-LS and LES filtering
operators: (i) the SS part of the LS hybrid field is not zero: (ϕL )S ̸= 0, (ii) the LS part of
the SS hybrid field is not zero: (ϕS )L ̸= 0, (iii) the operator is not idempotent: (ϕL )L ̸= ϕL ,
and (iv) the product of LS and SS hybrid fields have non-zero LS and SS parts. Another key
aspect of the hybrid operator is that it does not commute with the differentiation operator,
and therefore, it leads to unclosed terms in the governing equations. Such non-commutation
occurs when a blending function dependent on space or time is used.
The governing equations for the TLS-LES model is obtained by combining equations
for the TLS-LS and LES fields through the blending function [84]. These equations are given
by

 ∂K
∂uLi
= uLi − ui
,
(3.2.22a)
∂xi
∂xi
 ∂K
 ∂K
∂uLi uLj
∂uLi
∂pL
∂ 2 uLi
+
+
−ν
= uLi − ui
+ pL − p
∂t
∂xj
∂xi
∂xj ∂xj
∂t
∂xi
i ∂K
h

∂K ∂
− 2ν
uLi − ui
+ (ui uj )L − ui uj
∂xj
∂xj ∂xj
 ∂ 2K
∂τijL
− ν uLi − ui
−
.
(3.2.22b)
∂xj ∂xj
∂xj

The right-hand-side of Eq. (3.2.22) has unclosed terms that appear due to blending of TLSLS and LES equations and non-commutation of the hybrid operator with the differentiation
operator and therefore, require closure models. These terms are of similar form to those
observed in the hybrid RANS-LES formulation [83] and become significant in region where
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the TLS model transits to the LES model. The additive turbulent stress associated with the
hybrid TLS-LES model is given by

τijL = KτijL + (1 − K) τijsgs + K (1 − K) ui − uLi




uj − uLj ,

(3.2.23)

where the first two terms represent blending of TLS and LES-subgrid stresses and the last
term is due to hybridization and is akin to the similarity turbulent stress term that appear
in the hybrid RANS-LES formulation [83]. The closure models for LES and TLS stresses
are given by

sgs
τkk
δij = −2νt S ij ,
3
L
L
L
TLS: τijL = uLi uSj + uSi uLj + uSi uSj ,

LES: τijsgs −

(3.2.24a)
(3.2.24b)

where the LES stress is closed by the LDKM formulation [80] and the TLS stress is obtained
by solving the TLS-SS equations [4]. The last unclosed term in Eq. (3.2.23) is composed
of the difference of TLS-LS and LES fields, which can be recast as difference of hybridLS and LES fields. A closure of this term can be attained by performing an approximate
reconstruction the LES field from the hybrid LS field [32]. However, in the present study
these terms are neglected.

3.3 Numerical Methodology
All the simulations in the present study are performed using MINCLES, an in-house
research code [32], which is a parallel, incompressible flow solver. The governing equations
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for DNS/LES/LS are solved using the artificial compressibility method [80]. The spatial discretization utilizes a fourth-order-accurate finite-difference method on a generalized curvilinear non-staggered structured grid. The semi-discrete equations obtained after the spatial discretization are advanced in time using a second-order accurate backward-difference
method. The artificial compressibility method utilizes a dual time-stepping algorithm to
perform pseudo-time integration of the transport equations for the pressure, momentum,
and other scalar fields. This is achieved by using a five-stage Runge-Kutta time-stepping
scheme. The numerical method is energy conserving and has been extensively used in the
past to study a wide range of turbulent flows, such as isotropic turbulence, channel flow,
separating/reattaching flows, wakes, mixing layers, and stratified flows. The solver has also
been extended to include passive/ active scalar mixing and transport in turbulent flows and
also has a wide variety of established and novel closure models for LES [30, 81, 85]. The
parallelization of the 3D flow solver utilizes the standard domain decomposition procedure
for which the message passing interface (MPI) library is used.
While using the TLS or the hybrid TLS-LES model, the SS equations are evolved
during each LS time step. Since the SS fields can be intermittent and have sharp gradients,
the SS equations are integrated along 1D lines in time using an explicit, two-step componentwise total-variation-diminishing scheme [86]. At each large-scale time step, the small-scale
equations are integrated with small-scale time steps till the energy content of the largest
scales of the small-scale motion matches the energy content of the smallest scales of the
large-scale motion. Figure 3.3 shows the time evolution of the spanwise spectra of the

33

101
0

10

ELS( z)

-1

10

E( z)

10-2

ESS( z)

t

10-3
-4

10

10-5
-6

10

-7

10

-8

10

100

101

102
z

Figure 3.3 Time evolution of the spanwise spectra of small scales with respect to the spectra
of large scales in simulation of turbulent flow in a periodic channel. Thick and
thin solid curves denote LS and SS spectra, respectively
turbulent kinetic energy for large and small scales in the hybrid region for turbulent flow in
a periodic channel. An alternate strategy for advancing the SS equations during each LS time
step has also been developed in the past for the simulation of complex flow configurations
[29]. Furthermore, since the SS equations can be integrated independently between two LS
time-steps at all locations, a hybrid programming paradigm that leverages features of the
distributed (MPI) and shared (OpenMP) programming paradigms, is used for cost-effective
simulations [32].
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CHAPTER 4
DESCRIPTION OF COMPUTATIONAL CONFIGURATIONS
The modeling approaches considered in this study are assessed through two wellestablished flow configurations. The two cases include the Taylor-Green Vortex (TGV) flow
and plane Poiseuille flow. In this chapter, first, a description of the TGV flow and considered
simulations are presented. Afterward, the details of plane Poiseuille flow case are described.

4.1 Taylor-Green Vortex Flow
The TGV flow configuration is a canonical problem, which has been considered in past
studies to examine the role of vortex stretching, production of small scales, approach toward
isotropy, and dynamics of transition [87–89]. This case exhibits a transitional behavior from
a fully laminar state to a quasi-isotropic turbulence state thus allowing for a comprehensive
assessment of the behavior of different modeling strategies at different stages of the transition.
The computational setup comprises a triply-periodic cubical domain with the length of the
side L = 2πL. A schematic of the computational domain is shown in Fig. 4.1(a).
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(a)

(b)

Figure 4.1 Schematic of the computational domain (a) and the contours of initial velocity
magnitude for the TGV flow
The initial planar velocity field in the TGV flow configuration is prescribed as

u0 = U sin(x/L) cos(y/L) cos(z/L),

(4.1.1)

v0 = −U cos(x/L) sin(y/L) cos(z/L),

(4.1.2)

w0 = 0,

(4.1.3)

where u(x, t = 0) ≡ (u0 , v0 , w0 ). Here, U and L denote the characteristic velocity and length
scales, respectively, leading to Reynolds number Re = UL/ν. Fig. 4.1(b) shows the contours
of the magnitude of the initial velocity magnitude demonstrating the highly anisotropic state
of the flow with only LS flow features. Additionally, Fig. 4.2, shows contours of the different
velocity components further showing the anisotropic nature of the flow. The flow is simulated
at Re = 800.
36

(a) u

(b) v

(c) w

Figure 4.2 Initial normalized contours of velocity components in the central x − y plane
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Table 4.1 Simulation parameters for all of the TGV cases considered in this study
Case

SGS Closure

LS Grid

SS Grid

CPU Hours

DNS

-

256 × 256 × 256

-

24, 462.5

NMc

No-Model

32 × 32 × 32

-

20.8

KSGSc

KSGS

32 × 32 × 32

-

35.8

LDKMc

LDKM

32 × 32 × 32

-

13.3

TLSc

TLS

32 × 32 × 32

8×8×8

3, 093.7

TLS-LESc

TLS-LES

32 × 32 × 32

8×8×8

-

NMf

No-Model

64 × 64 × 64

-

177.7

KSGSf

KSGS

64 × 64 × 64

-

123.9

LDKMf

LDKM

64 × 64 × 64

-

161.7

TLSf

TLS

64 × 64 × 64

8×8×8

13, 923.0

TLS-LESf

TLS-LES

64 × 64 × 64

8×8×8

5777.7
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Figure 4.3 Sketch of the Plane Poiseuille flow domain, where U is the bulk velocity
A total of 11 simulations were performed for the TGV flow. These cases and corresponding simulation parameters are summarized in Table 4.1. The cases are labeled as
DNS, NM, KSGS, LDKM, TLS, and TLS-LES. Here, NM implies a no-model approach and
KSGS corresponds to a constant-coefficient one-equation-based eddy viscosity model. In
the KSGS cases, constant values of Cν and Cϵ are specified. Two types of LS/filtered level
grids are considered, which are indicated with subscript ‘C’ and ‘F’ indicating coarse- and
fine-grids. In the coarse-grid cases, the LS/filtered grid is coarsened by a factor of 8 in each
direction, whereas in the fine-grid cases, the grid is coarsened by a factor of 4. Compared
to the wall-bounded flows where the TLS model is only used as a near-wall model, for the
TGV flow, the blending function is specified to be a constant with K = 0.5, which implies
equal contributions from the TLS and the LES models. All the simulations are carried out
until t∗ = 20 during which transition to turbulence occurs. Here, t∗ = tU/L denotes the
non-dimensional time.

4.2 Plane Poiseuille Flow
The second flow configuration corresponds to the laminar-to-turbulent transition in
the wall-bounded plane Poiseuille flow. Past studies [44–47, 63, 66, 73] have demonstrated
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an onset of transition to turbulent flow from a laminar state if the flow is perturbed with
unsteady Tollmein-Schlichting (TS) waves generated either by injection of least stable OrrSommerfeld modes or a blowing-sucking boundary condition along a wall. This study used
the Orr-Sommerfeld approach as discussed later in this section. Compared to the transition
over a flat plate boundary layer where the transition occurs spatially, this particular test case
exhibits a controlled temporal transition, thus making it a good choice for method/model
development and assessment studies. A schematic of the flow configuration is shown in
4
Fig. 4.3. The computational domain extent is Lx × Ly × Lz = 2πh × 2h × πh, where
3
h is the half-height of the channel. Periodic boundary conditions are specified along the
streamwise (x) and spanwise (z) directions. In the vertical direction, a no-slip boundary
condition is specified on the bottom and the top walls.
In this flow, the flow field is initialized by imposing the unsteady TS waves on the
initially laminar base flow to induce a controlled laminar-to-turbulent transition. The TS
waves were obtained by solving the Orr-Sommerfeld equation to get the eigenvalues and
eigenmodes. Specifically, the initial flow field is prescribed as



ui (xi , 0) = ℜ ui,b (y, 0) + ϵ2D ui,2D (y)eαx + ϵ3D ui,3D (y)eαx+βz ,

(4.2.1)

where ui (xi , 0) is the initial flow, ui,b (y, 0) is the initial base flow, ϵ3D is the amplitude, ϵ2D is
the 2D amplitude, α and β are wavelengths in the x- and z-directions respectively, ui,3D (y) is
the normalized 3D mode, and ui,2D (y) is the normalized 2D mode. In addition, ϵ3D = 0.02%,
ϵ2D = 2%, α = 1, and β = 1.5.
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Table 4.2 Simulation parameters for plane Poiseuille cases considered in this study
Case

SGS Closure

LS Grid

SS Grid

+
Max ∆ymin

CPU Hours

DNS

-

216 × 216 × 192

-

0.046

325, 230.3

LDKMc

LDKM

48 × 64 × 64

-

3.997

210.4

LDKMf

LDKM

48 × 64 × 64

-

0.346

997.1

TLS-LESc

TLS-LES

48 × 64 × 64

3×5×5

3.846

1, 835.6

TLS-LESf

TLS-LES

48 × 64 × 64

3×4×3

0.464

22, 159.5

A total of 5 cases have been simulated for the planar Poiseuille flow configuration.
A summary of all the cases is shown in Table 4.2. These cases include a DNS, 2 LES,
and 2 hybrid TLS-LES cases. The LES and TLS-LES cases are considered using coarse
and fine LS grids, which are denoted by subscripts ‘C’ and ‘F’, respectively. Unlike in the
TGV cases, the coarse cases and fine cases use the same number of grid points but have
different near-wall grid resolutions. These simulations have been carried out until a fullydeveloped turbulence state was reached according to monitored statistics such as frictional
Reynolds number (Reτ = uτ h/ν), where uτ is the friction velocity defined as

p
τw /ρ where

τw is the wall shear stress. The wall shear stress is defined as ν∂u1 /∂x2 at the wall. In
terms of non-dimensional times, all the cases have been simulated until approximately 210
dimensionless time units. For this arrangement dimensionless time is defined as t∗ = tU/h.
These simulations were carried out in parallel using the computational resources at the
SimCenter at UTC.
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CHAPTER 5
TRANSITION IN TAYLOR-GREEN VORTEX
In this chapter, results from the laminar-to-turbulent transition within the TaylorGreen vortex (TGV) flow obtained using different modeling strategies are discussed. First, a
description of key features of the TGV flow obtained from DNS is presented to illustrate the
laminar-to-turbulent transition within this flow. A particular objective of this study is to
assess the adequacy of the TLS modeling assumptions during various stages of the laminarto-turbulent transition. Therefore, a priori assessment of the TLS model is carried out using
the DNS dataset, where the three modeling assumptions pertaining to the advection, viscous,
and pressure gradient terms for simplifying the SS equations (see Sec. 3.2.2) are examined.
Afterward, a posteriori results are discussed where the DNS results are used as a reference for
quantitative comparison. The chapter concludes with a summary of key findings pertaining
to the modeling of transition within the TGV flow. Due to the temporally evolving nature
of this flow configuration, statistics are analyzed at distinct time periods in order to assess
the performance of various models.

5.1 Instantaneous Flow Features
In the TGV flow, initially, the flow is laminar and highly anisotropic. Essentially, all
the kinetic energy is concentrated within the lower wavenumbers. However, at later times,
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(a) t∗ = 5

(b) t∗ = 10

(c) t∗ = 20

Figure 5.1 Vortical structures identified using Q-criterion at t∗ = 5 (a), 10 (b), and 20
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the vortex stretching term transfers the energy to higher wavenumbers, i.e., smaller scales,
which after t∗ ≈ 5 leads the flow to attain a quasi-isotropic decaying turbulence state. Here,
t∗ = tU/L denotes the non-dimensional time, with U and L representing the characteristic
velocity and length scales, respectively. Figure 5.1 shows the flow structures identified using
the Q-criterion at t∗ = 5, 10, and 20 obtained from the DNS case. It can be observed
that the appearance of small-scale flow features occurs over time. Such behavior is further
evident from the magnitude of vorticity shown in Fig. 5.2 on two different x − y planes at
three different times. The results shown in Figs. 5.1 and 5.2 illustrate the transition of the
flow structures in terms of the appearance of smaller-scale features, yet the flow structures
tend to remain organized. Further time evolution of the flow leads to a disorganized state of
developed turbulence. As the focus of the present study is on laminar-to-turbulent transition,
therefore the results are examined up to t∗ = 20.
The appearance of small scales of motion due to vortex stretching is also evident from
the spectrum of turbulent kinetic energy and its rate of dissipation (ϵ∗ ), which are shown in
Fig. 5.3. At t∗ = 0, the spectrum of kinetic energy shows a peak at a smaller wavenumber (κ).
However, the vortex stretching leads to an increase in the energy content of the smaller scales
of motion consistent with the appearance of small scales of motion observed in Figs. 5.1 and
5.2. Furthermore, a −5/3rd power-law inertial subrange spectrum is evident in Fig. 5.3(a).
The appearance of small scales of motion is also associated with a continuous increase in ϵ∗ ,
which reaches the peak at around t∗ = 10 due to the enhanced shear occurring within the
small-scale vortices.
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(a) t∗ = 5

(b) t∗ = 10

(c) t∗ = 20

(d) t∗ = 5

(e) t∗ = 10

(f) t∗ = 20

Figure 5.2 Vorticity magnitude in different x − y plane at z/L = π (a-c), and at z/L = π/2
(d-f) at t∗ = 5 (a, d), 10 (b, e), and 20 (c, f)
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Figure 5.3 Time evolution of the energy spectrum (a) and the rate of energy dissipation
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These results illustrate the need to accurately model aspects of physics such as vortex
stretching, generation of small scales, anisotropy, etc., that is prevalent during the transition
process in this particular flow.

5.2 A Priori Assessment
As discussed in Sec. 3.2.2, to express the 3D SS equations on 1D lines, the TLS
model employs modeling assumptions for the advection, viscous, and pressure gradient terms.
These assumptions are needed as derivatives of the SS quantities on a particular 1D line are
not available in the transverse directions. These assumptions have been assessed for high
Reynolds number fully developed turbulent flows using different types of datasets [4, 5, 29,
30]. Here, we assess these assumptions during the transitional flow regime within the TGV
flow. To perform this analysis, first, a particular field from the DNS data is sampled on the
employed LS grid to get the discrete LS field. The discrete LS data is interpolated to the SS
grid using spline interpolants. Using the DNS and LS data on the SS grid, the SS component
of the field variable is retrieved. This process is applied to all the field variables and their
derivatives. The DNS, LS, and SS fields are subsequently used to obtain the modeled and
the exact terms.
For the advection term, all the derivatives of the SS quantities transverse to the 1D
line are neglected. The adequacy of this particular assumption is assessed in terms of the
correlation of the modeled and the exact advection term. Fig. 5.4 shows the contours of the
joint probability density function (PDF) of the modeled and the exact advection term on a 1D
line oriented along the horizontal (x1 ) direction. The LS grid is four times coarser compared
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(a) t∗ = 0

(b) t∗ = 5

(c) t∗ = 10

(d) t∗ = 02

Figure 5.4 Contour plots of the joint PDF of the modeled and the exact SS advection term
in the x1 -momentum equation at the four instances with a LS grid 4 times coarser
compared to the DNS grid
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to DNS. The ideal result would have the highest correlation along the bisector of the first and
the third quadrants. This behavior is evident at all time instants. However, at later times,
the shape of the PDF assumes an oval shape indicating a decrease in the correlation between
the modeled and the exact term. The correlation coefficient, see Table 5.1, decreases from
nearly 1 in the laminar regime down to 0.9 at t∗ = 20. The high correlation coefficients and
the shape of the joint PDF indicate that the assumption for modeling the SS advection term
is adequate.
The second modeling assumption in the TLS model relates to the viscous term where
the transverse second-order derivatives are considered to be equal to the second-order derivaS
 2
S
 2
∂ u1
∂ u1
=
=
tive along the direction of the 1D line. For example, on l1 ,
∂x2 ∂x2
∂x3 ∂x3
S
 2
∂ u1
. This assumption is assessed in a similar manner as the assumption for the SS
∂x1 ∂x1
advection term, and the results are shown in Fig. 5.5. A degree of correlation is evident at
all times between the modeled and the exact terms, thus demonstrating the adequacy of this
modeling assumption.
The third modeling assumption of the TLS model is neglecting the SS pressure gradient term. This is assessed in terms of the PDF of (∂p/∂x1 )S along line l1 at the four time
instants. A sharp peak in the PDF is evident for events corresponding to (∂p/∂x1 )S = 0.
Although there are events for which (∂p/∂x1 )S ̸= 0, such events have a very low probability,
thus again indicating the adequacy of the third assumption employed by the TLS model.
A further quantitative assessment is performed for the modeling of the SS advection
and viscous terms by examining the correlation coefficient between the modeled and the
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(a) t∗ = 0

(b) t∗ = 5

(c) t∗ = 10

(d) t∗ = 20

Figure 5.5 Contour plots of the joint PDF of the modeled and the exact SS viscous term in
the x1 -momentum equation at the four instances with a LS grid 4 times coarser
compared to the DNS grid
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Figure 5.6 PDF of SS pressure gradient term at the four instances with a LS grid 4 times
coarser compared to the DNS grid

Table 5.1 Correlation coefficient for the modeled and exact SS advection (c1 ) and viscous
(c2 ) terms obtained at four time instants using two different LS grids
time

Coarsening factor

c1

c2

t1

4

1

1

t1

8

1

1

t2

4

0.997

0.951

t2

8

0.957

0.957

t3

4

0.965

0.713

t3

8

0.92

0.608

t4

4

0.97

0.868

t4

8

0.906

0.917
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exact terms. The analysis is carried out by considering two types of LS grid, one where the
DNS grid along a particular direction is coarsened by a factor of 4 and the other where the
grid is coarsened by a factor of 8. Table 5.1 shows the results for the correlation coefficients.
The correlation tends to reduce with time for the SS advection term. However, for the SS
viscous term, it tends to reduce, reaches a minimum at t3 , and then increases at later times.
With an increase in the coarsening factor for the LS grid, as expected, the correlation coefficient reduces for both the advection and the viscous terms. The results show that at t3 , the
correlation coefficient for the viscous term is lowest, which is also evident from the contours
of the joint PDF shown in Fig. 5.5(c), where qualitatively, a higher spread in the normal direction to the bisector of the first- and third-quadrants is observed. However, the correlation
tends to still be good, i.e. it is greater than 0.6, for two levels of grid refinement and at all
time instants considered here, thus demonstrating that the TLS modeling assumptions are
reasonably adequate during the transitional regime.

5.3 A Posteriori Assessment
Now, the results from a posteriori assessment are discussed where the DNS case is
used as a reference. First, qualitative flow features are compared, and then a quantitative
comparison is discussed. Note that the coarse-grid TLS-LES case (TLS-LESc ) diverged at
t∗ ≈ 19.5 and its results are therefore omitted. The numerical divergence can be associated
with an arbitrary value of the blending function (K = 0.5) used for the TLS-LES cases and
its sensitivity to the employed grid. In the future, other blending functions can be assessed
for this case.
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(a) DNS (t∗ = 0)

(b) TLSf (t∗ = 0)

(c) DNS (t∗ = 5)

(d) TLSf (t∗ = 5)

(e) DNS (t∗ = 20)

(f) TLSf (t∗ = 20)

Figure 5.7 Vortical structures identified using Q−criterion and colored with normalized velocity magnitude obtained from DNS and TLS cases at three times
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Figure 5.8 Time evolution of the normalized kinetic energy (a) and its dissipation rate (b)
for the TGV flow obtained using different modeling approaches

Figure 5.7 shows the vortical structures obtained from DNS and fine-grid TLS cases
at the four different time instants. These time instants correspond to the pre-, mid-, and
post-transition phases of the flow. During the early stages, i.e., at t∗ = 0 and t∗ = 5, the
flow features from the two cases are nearly identical. At later times, there is still a good
agreement between the TLS case with the DNS case, although some differences are also
noticeable in terms of the appearance of small-scale flow features. At the last time instant,
qualitatively similar flow features are present in both cases. These results indicate that the
TLS model while employing the fine grid is able to capture the key features of this particular
flow where an initially laminar and highly anisotropic flow field undergoes the transition
process leading to a quasi-isotropic turbulence state.
A quantitiative assessment of different modeling approaches is performed in terms
of time evolution of the non-dimensional kinetic energy, k ∗ , and its dissipation rate, E ∗ ,
which are shown in Fig. 5.8. Overall, all models generally have similar values of the kinetic
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energy, and they mostly have a slightly higher amount, 9.8% at the greatest, of kinetic
energy compared to the DNS case at earlier times and have a lower value at later times. The
notable exceptions are TLSc and LDKMc cases which show a higher rate of decay of kinetic
energy than the other models. The absolute difference in values between the TLSc and DNS
cases are at most 0.035 representing a 55% underprediction. The results shown for in the
dissipation rate plot indicates that the models capture the DNS results less well then they did
the kinetic energy itself. The greatest differences occur with the TLSc , which overpredicts
the most, and NMf , TLSf , and TLS-LESf , which under predict the most. TLSc overpredicts
by 78.2% with an absolute difference of 0.0048. In comparison, the underpredicting models
underpredict by 325% with an absolute difference 0.0025.

5.4 Summary
In this chapter, the results from the simulation of the TGV flow using different modeling approaches are examined. All tested models and grids except for the coarse-grid TLSLES case were able to predict the laminar-to-turbulent transition within this flow and showed
good qualitative and quantitative agreement with the DNS results. As expected, the results
from the coarse-grid cases showed larger quantitative differences. Although the TLS model
was able to capture the key features of this flow, the results indicate a further scope of
improvement is required. This can be related to the employed modeling assumption for the
viscous term as during the transitional regime, the correlation between the modeled and
exact term was the lowest. Further studies will be needed to examine this aspect of the TLS
model.
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CHAPTER 6
PLANE POISEUILLE FLOW
In this chapter, the results from the simulation of laminar-to-turbulent transition
within plane Poiseuille flow are discussed. Similar to the TGV flow, the transition occurs
within this flow over time. The flow field is initialized with the laminar base flow overlaid with
Tollmein-Schlichting (TS) waves in form of 2D and 3D least stable eigenmodes. Therefore,
first, the details of the initialization of the flow field are discussed. Afterward, a qualitative
description of the flow field is described to highlight the key features of the flow. Following
that, an a priori analysis of the TLS model is presented. Afterward, a discussion of several
statistics in form of a posteriori analysis is presented. Finally, a summary of these results is
provided. The flow field statistics are obtained at three times corresponding to the laminar,
transitional, and fully-developed turbulent regimes and are referred to as t1 , t2 , and t3 ,
respectively.

6.1 Initialization of Tollmein-Schlichting Waves
As discussed in Chapter 4, the Orr-Sommerfeld (OS) equations are solved to get
the modal representation of the flow. From the resolved OS spectrum, the least stable
eigenmodes for both of the given wavelengths are extracted and superimposed over the base
laminar flow. These eigenmodes lead to the generation of unsteady TS waves, which in turn
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cause the flow to transition to a turbulent state. Here, the resolved OS spectrum refers to
the spectrum that displays its distinct A, P, and S branches [2]. The OS equation, described
below, is an eigenvalue equation describing the linear modes of disturbance to a viscous
parallel flow:

[(−iω + iαU)(D2 − k 2 ) − iαU ′′ −

where i =

1
(D2 − k 2 )]ṽ = 0,
Re

(6.1.1)

√
−1, D is the derivative operator, and k is the wavenumber. Here, ṽ can be

related to v using the following relationship

v(x, y, z, t) = ṽ(y)ei(αx+βz−ωt) .

(6.1.2)

A spectral solver was employed with appropriate boundary conditions in order to generate
the least stable modes. The reader is referred to Schmid et al. [2] for further details about
the mathematical formulation and numerical approach for solving the OS equation.
Two types of waves are chosen to overlay the base laminar flow. The corresponding
wavelengths are α = 1.0, β = 0 and α = 1.0, β = 1.5. The first set of wavelengths forms
the 2D perturbation and the second set forms the 3D perturbation. The 2D perturbation
has a specified amplitude of 2%, whereas the amplitude of the 3D perturbation is specified
to 0.2%.
Fig. 6.1 shows a resolved OS spectrum obtained from solving the OS equation. Note
that any eigenmode for which the eigenvalue has an imaginary component greater than 0,
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Figure 6.1 Resolved OS spectrum obtained by solving the OS equation with least stable
mode marked by red color, α = 1.0 and β = 0

i.e., ci > 0 will generate an unsteady TS wave.
As stated before, the least stable modes are used to specify the 2D and 3D perturbations to the base laminar flow. Figure 6.2 shows the contours of the initial velocity
components in the central x − y and x − z planes of the channel normalized by the reference
velocity, Uref . As expected, the imposed perturbations are evident in the vertical and spanwise velocity components as the magnitude of the perturbations is much smaller compared
to the wall-parallel base laminar flow. The non-homogeneity of the TS wave is also evident
from the vertical and streamwise components. According to theory and past studies [40, 46],
the unsteady TS waves grow over a period of time and cause the flow to transition to a fully
developed turbulent state. During this transition, the friction coefficient or the frictional
Reynolds number (Reτ = uτ h/ν) tends to increase before attaining a quasi-stationary value
during the fully developed state. Here, uτ is the friction velocity, h is the channel half-height
and ν is the kinematic viscosity. In this study, different modeling approaches are assessed if
they can the theoretical, transitional nature of this flow.
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(a) u

(d) u

(b) v

(e) v

(c) w

(f) w

Figure 6.2 Contours of the initial normalized components of velocity in the central x − y
plane (a-c) and central x − z (d-f) planes

6.2 Flow Features
The TS waves imposed on the base laminar flow leads to the onset of transition with
time, which eventually causes the flow to reach a fully developed turbulence state. Qualitatively, this is evident from the vortical structures shown in Fig. 6.3 at two different times
obtained from the DNS case. During the transitional period, hairpin vortices can be noticed,
which enhances the transport in the vertical direction and are responsible for sweep/ejection
events, which also manifests into the appearance of near-wall streaky structures. At the later
time, the entire channel is filled with coherent vortical structures with varying-sized eddies,
thus demonstrating the completion of the transition to the turbulent state. Similar flow
features are also evident in the other cases employing different modeling approaches except
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(a)

(b)

Figure 6.3 Vortical structures identified using Q−criterion and colored by velocity magnitude
obtained from the DNS case at t2 (a) and t3 (b)

for the fine-grid LDKM case, which was not able to capture laminar-to-turbulent transition.
This will be discussed later in terms of the behavior of Reτ with respect to time.
The laminar-to-turbulent transition in this flow is also evident from the streamwise
kinetic energy spectra shown in Fig. 6.4. The results from DNS and other model-based
cases are shown here at three different time instances. At t1 , the kinetic energy is primarily
concentrated in a few small wavenumbers, which is expected due to the lack of small-scale
turbulence during this stage. However, over time, energetic small-scale eddies occur, particularly, during the post-transition regimes leading to a higher energy content associated with
the small scales of motion, i.e., larger wavenumbers. A cascade of energy from large- to small
scales can be noticed which is accompanied by the appearance of a small −5/3rd power-law
inertial subrange, thus demonstrating the approach to a fully developed turbulence state. All
of the cases employing models except the fine-grid LDKM case, demonstrate qualitatively a
similar behavior of the kinetic energy spectra at different time instances, thus demonstrating
their ability to capture spectral characteristics during the laminar-to-turbulent transition.
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Figure 6.4 Streamwise 1D spectra of kinetic energy from the different cases at three time
instances
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6.3 A Priori Assessment of TLS Model
A key objective of this study is to assess if the TLS modeling assumptions discussed
in Sec. 3.2.2 are adequate. Therefore, similar to the TGV flow discussed in Chapter 5, an
a priori assessment of the three modeling assumptions pertaining to the advection, viscous,
and pressure gradient terms is carried out using the DNS data. The analysis is performed at
three-time instances corresponding to laminar, transition, and turbulence states of the flow.
The location chosen for analysis was at y/h = −0.9893 which corresponds to y + = 4.5 with
the 1D line oriented along the streamwise direction. This location was chosen for several
reasons; small-scale anisotropy, non-equilibrium, and other dynamical features in this flow
are prevalent in the near-wall region which is captured in this analysis. The LS field was
obtained by employing a four times coarser grid compared to DNS.
Similar to what was seen in Chapter 5 for the TGV flow, a very good correlation
between the modeled and the exact SS advection term (see Fig 6.5) is observed where higher
values of the joint PDF are observed along the bisector of the first- and the third-quadrants.
The correlation tends to marginally decrease over time. This can be attributed to the absence
or lower magnitude of the SS derivatives during the early and transitional stages of the flow.
The correlation in the laminar regime was 0.996, the transition regime was 0.963, and the
turbulent regime was 0.936. From these results, it can be inferred that the TLS model
assumption for the SS advection term tends to be adequate.
The contours of the joint PDF of the modeled and the exact SS viscous term is
shown in Fig 6.6. Compared to the SS advection term, the correlation between the modeled

61

(a) t1

(b) t2

(c) t3

Figure 6.5 Contour of joint PDF of the modeled and the exact SS advection term along line
l1 at y + = 4.5 at max and at three time instances. A four times coarser grid is
used to obtain the LS field

62

(a) t1

(b) t2

(c) t3

Figure 6.6 Contour of joint PDF of the modeled and the exact SS viscous term along line l1
at y + = 4.5 at max and at three time instances. A four times coarser grid is used
to obtain the LS field
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and the exact SS viscous term is lower during the early stages and tends to improve as
the flow approaches a fully developed turbulence state. This could be attributed to highly
anisotropic perturbations imposed over the base flow (see Fig. 6.2). Note that the TLS model
employs the assumption that the SS second-order derivative along directions transverse to a
particular line is the same in magnitude as the derivative along the direction of the line. As
expected, at time instance t3 , the SS modeled and exact viscous terms show good correlation,
where higher values of the joint PDF are observed along the bisector of the first- and third
quadrants. In particular, the correlation coefficient during the laminar state is −0.648, the
transitional state is 0.740, and the turbulent state 0.897. These results illustrate the need
to re-examine the assumption of the TLS model pertaining to the viscous term to better
account for SS anisotropy during laminar and transitional regimes.
The results from the analysis of the third assumption pertaining to the pressure gradient term are shown in Fig. 6.7. The PDFs peak around origin implying higher probability
S

∂p
≈ 0. The shape of the PDFs are marginally broader at earlier times
of events with
∂x1
compared to the later time instance. However, qualitatively, at all times a similar shape
of the PDFs are evident with a more probable event corresponding to a value of zero of
the SS pressure gradient along the all directions, thus demonstrating the adequacy of this
assumption of the TLS model.

6.4 A Posteriori Assessment
Now, the performance of different models is assessed in a posteriori manner by comparing with the reference DNS results. The quantitative comparison is performed in terms
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Figure 6.8 Time evolution of Reτ (a) and y + (b) in the planar Poiseuille case obtained from
different models and compared with reference DNS. The dashed vertical lines
represent time instants when turbulence statistics are obtained

of the time evolution of Reτ , y + , and turbulence statistics at different time instances. Frictional Reynolds number, Reτ is defined as Reτ = uτ h/ν where uτ =

p
τw /ρ and the non-

dimensional distance from the wall, y + is defined as y + = y1 uτ /ν where y1 is the first grid
point from the wall. The common factors of uτ /ν show that these should have similar shape
but differ in magnitude.
Fig. 6.8 shows time evolution of Reτ and y + for all cases. The time evolution of
Reτ illustrates the laminar-to-turbulence process whereas y + demonstrates if the near-wall
grid resolution is adequate to capture the near-wall dynamics. It can be observed that Reτ
gradually increases with time at early times, and later on it increases abruptly, which is
linked to the transition of the flow from the laminar to the turbulent state. The behavior
is shown by all the model-based cases, although an early transition of flow is evident in
both TLS-LES cases and the LDKMc case. Furthermore, in these cases, the peak value
of Reτ during the transition and later during the fully developed state is under-predicted
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in comparison to reference DNS. Additionally, y + tends to be higher than 1 in LES and
TLS-LES cases, which can also affect the ability of the LES cases in particular to capture
the near-wall dynamics. Interestingly, the LDKMf case over predicts Reτ and then decays to
approach a laminar state, and the case fails to capture the transitional behavior of this flow.
LES models can be dissipative in the laminar flow regimes, which when combined with a fine
grid resolution at the wall can cause the perturbations to decay without leading to transition.
Therefore, the LDKMf case is not considered any further in the comparison of turbulence
statistics. The turbulence statistics are evaluated at three time instances, namely, t∗ = 83,
t∗ = 120, and t∗ = 208 which correspond to t1 , t2 , and t3 , respectively. Here, t∗ = turef /h
is the non-dimensional time. The first- and second-order turbulence statistics are obtained
by performing spatial averaging along the homogeneous streamwise (x) and spanwise (z)
directions.
Fig. 6.9 shows the wall-normal profile of the mean streamwise velocity at three-time
instances. At the time t1 , which corresponds to the laminar or pre-transition regime, all
profiles tend to match. However, at later times, some differences with the reference DNS
results are noticeable. In particular, the difference tends to be higher during the transition
regime, which reduces in the fully developed turbulence regime. A higher difference in the
transitional regime can be associated with the early transition observed in the LES and
TLS-LES cases (see Fig. 6.8). In terms of model performance, TLS-LESf shows a marginally
better agreement with the reference DNS results at all times.
Figure 6.10 and 6.11 show the normalized streamwise intensity (Reynolds normal
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Figure 6.9 Wall-normal profile of the normalized mean streamwise velocity at three time
instances comparing results obtained from different models with the reference
DNS

68

5.0

<u0 u0 >
u2τ

7.5
<u0 u0 >
u2τ

30

DNS
TLS − LESf
TLS − LESc
LDKMc

2.5
0.0

−1.0

−0.5

0.0

0.5

y/h

20
10
0

1.0

DNS
TLS − LESf
TLS − LESc
LDKMc

−1.0

(a) t1

y/h

0.5

1.0

(b) t2
DNS
TLS − LESf
TLS − LESc
LDKMc

7.5
<u0 u0 >
u2τ

0.0

−0.5

5.0
2.5
0.0

−1.0

0.0

−0.5

y/h

0.5

1.0

(c) t3

Figure 6.10 Wall-normal profile of the normalized mean streamwise intensity at three time
instances comparing results obtained from different models with the reference
DNS
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Figure 6.11 Wall-normal profile of the normalized Reynolds shear stress at three time instances comparing results obtained from different models with the reference DNS
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Figure 6.12 Reynolds normal (a) and shear stress (b) during the middle of transition

stress) and Reynolds shear stress, respectively. The normalization is carried out using the
corresponding friction velocity. Compared to the reference streamwise velocity (see Fig. 6.9),
the differences with the reference DNS are much higher. However, all the models capture
the wall-normal variation of these quantities. The differences can again be related to the
comparison of results at fixed times, whereas the transition occurs at different time instances
in all cases. Interestingly, TLS-LESf yields an overall poor agreement with reference DNS for
the mean streamwise intensity as the peak value occurs much closer to the wall. In the shear
stress results, shown in Fig. 6.11, TLS-LESf shows good agreement with the DNS results
in the laminar and turbulent regimes. The LDKMc case yields an overall better agreement,
thus demonstrating that the hybrid model does have significant improvements over pure
LES with regards to Reynolds shear stress. During the transition, all models over-predict
in magnitude but match the shape, and the closest in magnitude are the hybrid TLS-LES
cases.
Finally, Fig. 6.12 shows all the statistics not at the same time, but at the same point
in the middle of the transition process. For the modeled simulations, this was taken to be
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t2 as their earlier transition means that temporally they reach their mid-transition point at
the onset of transition of the DNS. For the DNS, the time was taken as t∗ = 143. Overall,
an improved agreement is observed for the streamwise intensity and the Reynolds shear
stress in all the model-based cases. In particular, the fine-grid TLS-LES case yields a better
agreement to the reference DNS compared to the other cases.

6.5 Summary
In this chapter results from the simulation of laminar-to-turbulent transition in plane
Poiseuille flow obtained using different models are assessed in comparison to the reference
DNS. In this flow, the transition is induced by the TS waves which are imposed on the base
laminar flow. While the coarse-grid LES case employing the LDKM captured the transitional
behavior, the fine-grid case failed to capture it. This can be related to the growth of the
perturbation on a coarse grid and excessive damping of the perturbations by the LDKM
in the laminar regime. Both the hybrid TLS-LES cases were able to predict the transition
within this flow. However, all the cases employing models predicted an early transition
compared to the reference DNS, which can be related to higher growth of the perturbations.
The analysis of the first- and second-order statistics at three-time instances showed that
further improvements are needed to improve the prediction of the second-order statistics.
The major difference in the second-order statistics is observed during the transitional regime,
which can also be associated with the differences in the time when the transition occurs in
different cases. A comparison during the middle of the transition phase showed an improved
agreement.
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CHAPTER 7
CONCLUSIONS
The laminar-to-turbulent transition occurs in several aerodynamic flows. Numerical
investigation of such flows, particularly in wall-bounded flows, is challenging. Direct numerical simulation (DNS) can be used to examine fundamental aspects of transition, however,
the computational expense associated with DNS renders its use limited to canonical flows.
On the other hand, large-eddy simulation (LES) tends to be a viable strategy for the investigation of practical applications, however, there are challenges associated with LES when it
comes to capturing the flow features and its statistics in transitional flows. The challenges
are mainly associated with accurately capturing the growth of the perturbations that leads
to the onset of transition and the computational cost of LES, particularly for wall-bounded
flows. In this thesis, the two-level simulation (TLS) model, a multi-scale model, which has
unique physics-based modeling capabilities, is assessed for its ability in capturing the features
of transitional flows and compared with alternate approaches for LES.
To examine the capabilities of TLS and other models for LES of transitional flows,
two well-established canonical flow configurations exhibiting temporal transition have been
considered. These include the Taylor-Green vortex (TGV) flow and planar Poiseuille flow. In
the TGV flow, transition to a quasi-isotropic turbulence state occurs starting from a highly
anisotropic laminar state. On the other hand, in the planar Poiseulle flow configuration,
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unsteady TS waves imposed on the laminar base flow lead to the onset of transition. DNS of
these two flow configurations were performed to have reference data for a detailed comparison
of different modeling approaches.
In this study, several different models have been assessed. These include the no-model
approach, the static one-equation-based eddy-viscosity model, the dynamic one-equationbased eddy viscosity-based model, referred to as the locally dynamic kinetic energy model
(LDKM), TLS model, and the hybrid TLS-LES model. In the no-model approach, the
subgrid-scale (SGS) stress term resulting from filtering of the governing equations is neglected. In the static, one-equation model, eddy viscosity is determined in terms of SGS
kinetic energy for which an additional modeled transport equation is solved. The model has
two parameters, which are specified to be constant. In the LDKM formulation, the same
approach is employed except the model parameters are determined locally in a dynamic
manner. The TLS model solves the large-scale (LS) and small-scale (SS) equations without
the use of eddy viscosity and spatial filtering approaches and therefore has the ability to
capture a wide range of flow features. The hybrid TLS-LES model additively blends TLS
with the LDKM formulation leading to a cost-efficient yet accurate strategy for the simulation of complex flows. It uses the TLS model in the regions where conventional LES faces
challenges in capturing the SGS dynamics.
The results for the TGV flow show that while the TLS and TLS-LES models can
capture transition within this flow configuration, the ability to capture transition is dictated
by the employed LS grid resolution. The effectiveness of the TLS as a near-wall model was
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evident in the simulation of transition within the planar Poiseuille flow where the LDKM case
on a fine grid failed to capture transition whereas the TLS-LES cases captured transition on
coarse as well as fine grids. Although the TLS model was able to capture transition in these
two flows, further studies are needed to examine the sensitivity to LS grid resolution, and
further improvements are needed for the TLS modeling assumptions, particularly, for the
viscous terms. Next, key accomplishments in terms of stated technical objectives in Sec. 1.2
and the future outlook of this study are discussed.

7.1 Key Accomplishments
The key accomplishments of this study are as follows:
 Establish computational setups for demonstration of laminar-to-turbulent

transition: The study of laminar-to-turbulent transition was successfully conducted
using two canonical flow configurations. The first was the TGV flow which naturally
transitions and the second was the plane Poiseuille flow, which exhibits transition
due to injected TS waves. These temporally transitioning flows were both established
within the in-house flow solver to allow for simulation using DNS and different modeling
strategies. For the injection of the unsteady TS waves, a separate spectral solver was
developed for the Orr-Sommerfeld equations.

 A priori analysis of TLS modeling assumptions: The implementation of TLS

relies on three key assumptions pertaining to the advection, viscous, and pressure
gradient terms of the incompressible Navier-Stokes equations. The analysis of these
assumptions showed that the assumptions should be valid in the transitional and fully
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turbulent regimes of flow, but showed some irregularities in the laminar regime for
some of the assumptions, particularly, the viscous terms.

 A posteriori assessment: The goal was to look at different statistics to determine

the accuracy of the TLS and hybrid TLS-LES models to capture features and statistics
in transitional flows in comparison to reference DNS. A comprehensive analysis was
carried out for the two flow configurations. In the TGV cases, the coarseness of the LS
grid was found to have a large impact on the accuracy of the TLS and TLS-LES models.
While the coarse models did not have a good agreement and were too dissipative; the
fine grid showed a good agreement. In the planar Poiseuille flow, the TLS-LES model
had better agreement with DNS than the traditional LES models at both levels of grid
resolution.

7.2 Future Outlook
The goal of the present study was to assess the capabilities of the TLS and hybrid TLSLES models in capturing the features of transitional flows. While the baseline TLS model
can capture key features of transitional flows, certain limitations have also been identified,
which require further studies. The present study can be extended in several directions to
accomplish different goals. Some of these directions are summarized below:

 Improvements to modeling assumptions: The a priori assessment of the TLS

model showed that the assumption for the viscous term needs to be improved for
laminar and early transitional regimes of flow.
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 Analysis of sensitivity of blending function: It was found that the blending of

the TLS-LES formulation can result in divergence of a simulation when both the pure
LES and pure TLS both converge. This was found in the TGV flow. An analysis of
different blending functions and ratios could be carried out to determine how sensitive
to blending the TLS-LES method is in non-wall-bounded flows.
 Examine sensitivity to LS and SS grid resolutions: Further study can focus on

analyzing the effects of LS and SS grid resolution on the ability to accurately capture
features of transitions. The analysis should examine the behavior of SS spectra with
respect to LS spectra, which is the key aspect of the TLS model.
 Assessment of spatially transitioning flows: Both of the flows studied were tem-

porally transitioning flows. Spatially transitioning flows carry their own set of modeling
challenges. Therefore, future studies can focus on examining the capabilities of TLS as
a near-wall model to capture the feature of controlled transition in spatially evolving
boundary layer flows to demonstrate its usefulness for realistic applications.
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