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The fruit detection part is very important for a good performance in a yield estimation system. 
This paper presents the preliminary results using the object detection Faster R-CNN method in 
the peaches images. The aim is evaluate the method performance in the detection of peach 
RGB images. Images acquired in an orchard were used. Although this method of object 
detection has been applied in other studies to detect fruits, according to the literature, it has 
not been used to detect peaches. The results, although preliminary, show a great potential of 
















ICEUBI2019 – International Congress on Engineering – “Engineering for Evolution” 
Faculdade de Engenharia | Calçada da Fonte do Lameiro | 6200-358 Covilhã | Portugal 
 
Resultados Preliminares de Detecção de Imagens 






A previsão de produção e da necessidade de embalamento no início da campanha agrícola são 
muitos importantes para os produtores agrícolas e de embalagens. A previsão possibilita o 
planeamento da colheita, o espaço de trabalho, o armazenamento, apresentando outros 
benefícios adicionais. 
Existem já diversos trabalhos de investigação no campo da previsão de produção de frutos [1], 
[2], [3]. Häni et al. [1] apresentam uma metodologia para detecção, rastreio e contagem de 
maçãs com o objetivo de estimar a produção. Dorj et al. [2] desenvolveram um sistema para 
detecção e contagem de citrinos. Já Bargoti et al. [3] desenvolveram um sistema para 
detecção de mangas, maçãs e amêndoas. A etapa de detecção de frutos é uma parte muito 
importante para um bom desempenho de um sistema de estimação de produção. Os métodos 
do estado-da-arte para detecção de frutos utilizam métodos genéricos de detecção de 
objetos baseados em redes neuronais artificiais convolucionais (CNN) [3], segmentação [4], 
[5], entre outros. Estes métodos de detecção fazem uso das cores dos objetos (dos frutos) 
e/ou de suas formas. Nesse contexto, a utilização de alguns desses sistemas apresentados em 
[1], [2] e [3] diretamente com o objetivo de estima a produção de frutos diferentes do qual o 
sistema foi desenvolvido (ex.: abacates, pêssegos, etc.), provavelmente providenciará um 
desempenho inferior. Esta conclusão advém das cores e formas dos frutos serem diferentes 
das quais os sistemas originais foram desenvolvidos, apesar das cores e formas de alguns 
frutos serem semelhantes. 
Dada a inexistência de estudos científicos com pêssegos, este artigo apresenta os resultados 
preliminares de detecção de pêssegos aplicando o método de detecção de objetos Faster R-
CNN e tem como base o trabalho apresentado por Sa et al. [6].        
 
 
2. Estado da Arte 
 
Wang et al. [7] desenvolveram um sistema para estimação de produção de frutos. Para fase 
de detecção, os autores utilizam um algoritmo tradicional de visão computacional baseado no 
espaço de cor HSV para segmentação dos frutos de maçãs vermelha e verde. Com o advento 
das CNN, alguns autores têm desenvolvido métodos com o objetivo de segmentar imagens de 
frutos para posterior detecção. Bargoti et al. [5] treinam uma CNN que tem como saída a 
probabilidade de um pixel da imagem pertencer a um fruto. Esse resultado é utilizado para se 
obter uma máscara binária e subsequentemente realizar a detecção. Häni et al. [1] propõe a 
utilização da rede neuronal conhecida como U-NET para segmentação de maçãs. Essa rede foi 
desenvolvida originalmente para segmentação de imagens médicas. Adicionalmente, as CNNs 
têm contribuído grandemente para o progresso da detecção e classificação de objetos. Nesse 
respeito, a rede Region with Convolutional Neural Network (R-CNN) [9] e suas derivadas Fast 
R-CNN [10], Faster R-CNN [11], Mask RC-NN [12] e Mask score R-CNN [13] são as mais 
relevantes na literatura. Sa et al. [6] propôs a utilização da rede Faster R-CNN com o objetivo 
de detectar pimento, melão, maçã, abacate, manga, morango e laranja. No entanto, apenas 
as imagens de pimento foram obtidas diretamente no campo. As restantes imagens dos frutos 
foram obtidas da internet (Google Images). Para obter um bom desempenho utilizando poucas 
imagens de treino, os autores fazem uso da técnica conhecida como “transfer learning”. 
Neste caso, o treino da rede não é realizado totalmente do início, ou seja, aproveitam as 
informações de um treino anteriormente já realizado noutra base de dados (ImageNet). O 
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também utilizam o método Faster R-CNN para detecção de frutos, porém exploram diferentes 
tipos de “transfer learning”, avaliam o desempenho com diferentes quantidades de imagens 
de treino e diferentes tipos de aumento de dados. Recentemente, uma nova ramificação na 
detecção de objetos, também baseada nas CNNs e conhecida como YOLO, foi utilizada pela 
primeira vez com o objetivo de detectar frutos de manga [14]. Por ser um detector de apenas 
um estágio, os autores conseguiram um resultado de detecção mais rápido (aproximadamente 





Nesta secção é apresentado o método de detecção Faster R-CNN, base deste trabalho, assim 
como todos os detalhes relacionados com a aquisição e processamento de imagens. 
 
3.1. Detecção de Fruto Utilizando Faster R-CNN 
 
O método Faster R-CNN, entre outros, veio a substituir os modelos tradicionais na área da 
visão computacional. Trata-se de um modelo do estado da arte de detecção de objetos e tem 
como base as redes neuronais convolucionais. O modelo tem a versatilidade de detectar 
múltiplos objetos de classes diferentes, bem como informar suas localizações na imagem de 
entrada. 
Diferentemente das redes neuronais tradicionais (NN), onde a quantidade de camadas e de 
neurônios (estrutura) são definidos de acordo com o tipo de problema a ser solucionado, as 
CNN, como por exemplo a VGG16 [16], Resnet [17], Inception [18], geralmente têm as suas 
estruturas fixas e são apliacadas para resolver diversos problemas diferentes. No modelo 
Faster R-CNN, utilizam-se as camadas de convolução dessas redes pré-treinadas (CNN) com a 
finalidade de extrair as características da imagem de entrada. As saídas dessas camadas são 
denominadas de “mapas de características”, no qual a última camada é utilizada como 
entrada da segunda fase (Rede de proposta de regiões) do método Faster R-CNN. A saída da 
rede de proposta de regiões são as possíveis regiões de interesses (ROIs – Region Of Interest) 
que contém objetos. Essas ROIs são utilizadas na última fase do modelo para classificação dos 
objetos, bem como para um possível ajuste de posição do enquadramento da detecção do 
objeto na imagem de entrada. A Figura 1 mostra um esquema simplificado do método Faster 
R-CNN. 
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O trabalho apresentado neste artigo, é um broblema de detecção de objetos de apenas duas 
classes, pêssego e não-pêssego. A Figura 2 mostra um esquema simplificado do método Faster 




Figura 2 - Esquema simplificado do método Faster R-CNN no contexto de detecção de pêssegos. 
 
 
No presente estudo, a rede neuronal base que compõe o método de detecção Faster R-CNN é 
a ZF-Net [15]. Os parâmetros para treino e teste são os mesmos definidos em [11], incluindo a 
técnica de transferência de aprendizagem com a base de dados ImageNet.  
 
3.2 Configuração do trabalho experimental 
Para o estudo realizado, uma base de dados de imagens foi obtida em pomares de pessegueiro 
localizados na Beira Interior (Portugal), mas especificamente a Sul da serra da Gardunha 
(Soalheira). Fui utilizado uma câmara Eken H9R para capturar as imagens. O treino foi 
realizado em 50 imagens (RGB) de pessegueiros com um total de 1100 sub-imagens anotadas 
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4. Resultados Experimentais  
 
Nas Figura 4 e Figura 5 são apresentados exemplos de resultados de deteção. 
 
Na Figura 4 pode ser notado que o modelo tem um bom desempenho, inclusive para frutos 
agrupados. Todavia, apresenta um falso positivo (Fp) no canto inferior esquerdo e alguns 
falsos negativos (Fn). Os Fp e Fn estão representados em caixas de cor amarela, sendo que os 




Figura 4 – Exemplo de resultado de deteção. 
 
 
Na Figura 5 encontra-se um resultado de teste numa imagem adquirida relativamente mais 
perto dos frutos, com grande concentração de frutos agrupados e grande quantidade pêssegos 
oclusos. Pode ser verificado que para o problema de agrupamento e oclusão, o modelo teve 
um bom desempenho. Porém, com relação à detecção dos pêssegos relativamente grandes, o 
modelo teve um baixo desempenho. 
 
Estes resultados evidenciam a necessidade de um maior número de imagens de treino e 
simultaneamente a consideração de condições mais similares nas imagens. É importante 
salientar que as imagens foram obtidas em ambiente real e sujeitas às condições de 
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Neste artigo é apresentado um resultado preliminar para detecção de imagens de pêssegos 
utilizando o modelo de detecção de objetos Faster R-CNN. Os resultados do modelo 
mostraram um desempenho relativamente bom, inclusive para frutos agrupados e oclusos. O 
modelo foi capaz de detectar bem os frutos que tenham uma gama de tamanho médio. Ou 
seja, os tamanhos que não estejam nos extremos (muito pequenos ou muito grandes). O 
modelo precisa ser melhorado com relação à escala para detectar imagens de pêssegos 
grandes. Esta melhoria pode ser realizada ajustando o tamanho das imagens de entrada da 
rede neuronal convolucional, bem como dos parâmetros do modelo de deteção. Os resultados 
mostraram um grande potencial da aplicação do modelo Faster RCNN para detecção de 
pêssegos, com o objetivo de implementar um sistema de estimação de produção de pêssegos 
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