The extremum properties of the generalized Rayleigh quotient related to flutter instability are investigated. It is shown that, in addition to the well-known stationary property, under certain circumstances the quotient exhibits maximum-minimum properties which are in contrast to those of the classical Rayleigh quotient. One consequence is that an approximate method of stability analysis using these results leads to a lower bound as opposed to an upper bound in the classical case. The results are applied to multiple-parameter systems and a physical interpretation is given for the generalized Rayleigh quotient, leading to the proof of a convexity theorem.
quotient has a stationary value at a pair of left and right eigenvectors and its value is given by the corresponding eigenvalue [4, 5] , This corresponds directly to the stationary property of the classical Rayleigh quotient. Extremum properties in the asymmetric case, however, pose fundamental difficulties since the eigenvalues will, in general, be complex.
Attention in this paper is focussed on flutter instability, which may occur in nonconservative systems. After a brief description of the generalized Rayleigh quotient in Sec. 2, its application to this type of instability is described in Sec. 3. At flutter the left and right eigenvectors are related in a certain manner. Although extremum properties like those in the symmetric case cannot be derived in general, such properties do exist when there are only two degrees of freedom and both eigenvalues are real. This is shown in Sec. 4 , and interestingly the behavior is opposite to that in the symmetric problem. In the flutter case, the value of the generalized Rayleigh quotient must lie outside of the eigenvalues if they have the same sign and it must lie between them if they have opposite signs. This result can be used to compute bounds on the eigenvalues. It also can be applied to obtain convexity properties for the flutter boundary in multipleparameter systems, as shown in Sec. 5 . A physical interpretation of the generalized Rayleigh quotient is also given in this last section.
2. Generalized Rayleigh quotient. Consider the eigenvalue problem Aq = \Bq (2.1)
where A and B are real n X n matrices with B nonsingular and q is a column vector of order n. This system of equations may be written as {A -\B)q = 0. Therefore the eigenvalues X; satisfy the relations <28) assuming and h, are such that the denominator is not zero.
The generalized Rayleigh quotient R (x, y) is defined by »> -tM <2-9) where x and y are vectors of order n. If the matrix pencil A -\B is simple, so that it has n linearly independent right eigenvectors, then w, and «,■ can be chosen to satisfy the bi-orthogonality relations (Vj , But) = Sa , i, j = 1, • • • , n, (2.10) where §,,■ is the Kronecker delta, and R(x, y) has a stationary value at x = m, , y = v{ with R(Ui , Vi) = \i [5] .
3. Flutter instability. The problem treated in this paper arises in the study of the stability of nonconservative systems. Consider a linear autonomous dynamical system with n degrees of freedom. The equations of motion are assumed to be of the form
where t denotes time, r(l) is a vector of order n representing the generalized coordinates, 7j is a loading parameter, and M, U and E are real n X n matrices with M and U symmetric and positive definite and E nonsingular. For harmonic motion of amplitude q and frequency u, one obtains
where 0 = to2. This is a double eigenvalue problem involving the loading parameter ■q and the frequency parameter 0. In a vibration analysis one is interested in the frequencies and the modes of vibration for a fixed value of 17. With the notation of Sec. 2, one would then treat X = fl, A = U -f}E, and B = M. Eq. (2.8) gives the values 0; of the squares of the vibration frequencies. At j; = 0 these values are real and positive and are assumed to be distinct. As the loading parameter is increased or decreased from zero, instability may occur by divergence, when one 0, value becomes zero, or by flutter, when two 0, values coalesce. If Ui and Vi are the eigenvectors corresponding to the equal pair of eigenvalues, they satisfy the relation <!>, , Mih) = 0 (3.3) [6, 7] , Hence this matrix pencil associated with flutter is dejective [5] . This is significant since the mathematical theory related to matrix pencils has been developed mostly with regard to simple (or non-defective) pencils.
In a stability analysis the loading parameter ?? is treated as the eigenvalue. .7)-(3.9) one can obtain the following:
Further, if A (ft) = U -MI is considered as a function of ft so that j? becomes a function of ft, then the first and second derivatives of ?j with respect to ft and evaluated at y = vi , ft = ft" are given by [8, 9] 
It is seen from Eq. (4.5) that the generalized Rayleigh quotient will have a local minimum (maximum) at ux , if h > 0 (h < 0) for all x, y in a neighborhood of . Such extremum results will now be derived for the case of n = 2 with ^ real and vi ^ V2 ■ Since vi is real, tj2 is necessarily real and so are the corresponding eigenvectors, and a, and /?, in Eq. (4.4) will be taken as real numbers in what follows. It follows that x and y will be real.
First, it is noted that Eq. and multiplying by /32(f2 , Mui) leads to the inequality
The following conclusion can then be deduced from expressions (4.5), (4.7), (4.8) and (4.11): subject to condition (3.5) with real x and y, the generalized Rayleigh quotient (3.6) has a local minimum (maximum) at x = Mi , y = if dO2 > 0 (CO). curve for the case 0 < t)° < Vi is depicted in Fig. 1 . It is a conic section, and one can see that A\!<Kt is negative at t]" and positive at 77/'. The cases of eigenvalues with opposite sign and of two negative eigenvalues can be drawn similarly, and one obtains the following conclusions: (i) if 0 < t] i° < i)x, then R(x, y) has a local maximum at r)° and a local minimum at (ii) if < 0 < t]i, then R(x, y) has a local minimum at rj° and a local maximum
at r]i', (iii) if -tii < Tji < 0, then R(x, y) has a local maximum at r)i and a local minimum at i)i.
If one solves explicitly for t]", rji and the corresponding eigenvectors in terms of the elements of the matrices U, M, and E, one can show that the generalized Rayleigh quotient must lie in one of the shaded regions shown in Fig. 2 . That is, for cases (i) and (iii) R(x, y) cannot lie between rj" and y]i , while for case (ii) it must lie between these two eigenvalues (see Appendix A).
The extremum properties derived above are in direct contrast to those for symmetric systems. If U and E are real symmetric matrices of order two, U is positive definite, E is nonsingular, and -q", rji are now defined as the eigenvalues of the pencil U -rjE with r)i < t)i, then the classical Rayleigh quotient m -(4.i4)
can only take values in the unshaded regions of Fig. 2 . As in the symmetric case, an approximate procedure can be used to compute eigenvalues and also to determine some bounds on the eigenvalues. If both critical values of t? at flutter are positive, for example, then one can obtain a lower bound for the smaller critical value and an upper bound for the higher value by using, in Eq. (3.6), vectors x, y satisfying Eq. (3.5) (see Fig. 2(i)) . A lower bound i?t for t]° is especially useful since it assures that the system is stable for jj < i]L . If one attempts to approach this critical value ??r by an iterative process, tj," will be approached from below according to the present results, while the Rayleigh-Ritz procedure for symmetric systems approaches the smallest critical value from above and yields an upper bound rather than a lower bound.
Multiple-parameter systems. The generalized Rayleigh quotient has an interesting interpretation
for systems with multiple loading parameters. In addition, the results of Sec. 4 can be used to derive some convexity properties for the flutter boundary in the space of the loading parameters. In other words, the generalized Rayleigh quotient R(x, y) gives the distance rj, from the origin to the intersection of the ray with the hyperplane, while its stationary value R{ui , vx) is the distance i?i to the flutter boundary. This is depicted in Fig. 3 , where the eigenvectors x, y correspond to point A and ut , v, correspond to point B.
Convexity properties of the flutter boundary for the case n = 2, m. = 2 were investigated in [6] , These properties now can be generalized to cover an arbitrary number of loading parameters by application of the results of Sec. In addition one can determine conditions under which the flutter boundary consists of hyperplanes. If the eigenvectors x and y at a flutter point are independent of the direction cosines of the ray to that point, then the normal vector with components given by Eq. (5.5) is constant for that portion of the flutter boundary and hence this boundary is linear. For the case n = 2 this condition is satisfied if Eq. (5.1) is in the form such that M is the identity matrix and U is a diagonal matrix and if the ratio of the off-diagonal terms for each matrix Ek is the same.
For multiple-parameter conservative systems the classical Rayleigh quotient (4.14)
can be interpreted as a similar distance in the loading space. The matrices Ek are symmetric and only divergence instability can occur. Consider any values of n and m. If E is positive definite for a given ray, R(x) must lie between the smallest and largest eigenvalues r;,-. It then follows that the initial portion of the divergence boundary intersected by the ray is concave toward the origin and the final portion is convex. If E is not positive definite for a ray, one can apply similar reasoning to the reciprocal of R(x) and conclude that the initial portion of the divergence boundary is concave toward the origin. Also, it is easy to show that the divergence boundary consists of hyperplanes if U is diagonal and if Ek, k = 1, • ■ • , m are all diagonal. Previous investigations of these convexity properties for linear conservative and "pseudo-conservative" systems include [10] [11] [12] [13] [14] , 
are the components of such a normal vector.
