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Abstract
In this paper we compute the Tor and Ext modules over skew PBW
extensions. If A is a bijective skew PBW extension of a ring R, we give
presentations of TorAr (M,N), where M is a finitely generated central-
izing subbimodule of Am, m ≥ 1, and N is a left A-submodule of Al,
l ≥ 1. In the case of ExtrA(M,N), M is a left A-submodule of A
m and
N is a finitely generated centralizing subbimodule of Al. As applica-
tion of these computations, we test stably-freeness, reflexiveness, and
we will compute also the torsion, the dual and the grade of a given sub-
module of Am. Skew PBW extensions include many important classes
of non-commutative rings and algebras arising in quantum mechanics,
for example, Weyl algebras, enveloping algebras of finite-dimensional
Lie algebras (and its quantization), Artamonov quantum polynomials,
diffusion algebras, Manin algebra of quantum matrices, among many
others.
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Gro¨bner bases, module of syzygies, finite presentations of modules,
Ext, Tor, stably-free modules, reflexive modules, torsion, grade of a
module.
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1 Preliminaries
In this introductory section we recall the definition of skew PBW extensions
and summarize some tools studied in previous works needed for the rest of
the paper. In particular, we will review the computation of the module
of syzygies and finite presentations of modules over bijective skew PBW
extensions. The effective computation of these homological objects has been
done in some recent works using Gro¨bner bases. It is important to remark
that the theory of Gro¨bner bases for ideals and modules (left and right) has
been completely constructed for this type of non-commutative rings. The
Gro¨bner theory for skew PBW extensions and the details of the results
presented in this section can be consulted in [6], [7] and [9] (see also [5]).
The computations presented in the paper were inspired by the similar
calculations done in the beautiful papers [1], [2] and [3] for PBW rings and
modules.
1.1 Skew PBW extensions
We start recalling the definition of skew PBW extensions; this class of non-
commutative rings of polynomial type was introduced in [5].
Definition 1. Let R and A be rings, we say that A is a skew PBW extension
of R (also called σ − PBW extension), if the following conditions hold:
(i) R ⊆ A.
(ii) There exist finitely many elements x1, . . . , xn ∈ A such A is a left
R-free module with basis
Mon(A) := {xα1
1
· · · xαnn |α = (α1, . . . , αn) ∈ N
n}.
(iii) For every 1 ≤ i ≤ n and r ∈ R − {0} there exists ci,r ∈ R − {0} such
that
xir − ci,rxi ∈ R.
(iv) For every 1 ≤ i, j ≤ n there exists ci,j ∈ R− {0} such that
xjxi − ci,jxixj ∈ R+Rx1 + · · ·+Rxn.
Under these conditions we will write A = σ(R)〈x1, . . . , xn〉.
Proposition 2. Let A be a skew PBW extension of R. Then, for every
1 ≤ i ≤ n, there exist an injective ring endomorphism σi : R → R and a
σi-derivation δi : R→ R such that
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xir = σi(r)xi + δi(r),
for each r ∈ R.
Proof. See [5].
Two important particular cases of skew PBW extensions are the follow-
ing.
Definition 3. Let A be a skew PBW extension.
(a) A is quasi-commutative if the conditions (iii) and (iv) in Definition 1
are replaced by
(iii′) For every 1 ≤ i ≤ n and r ∈ R − {0} there exists ci,r ∈ R − {0}
such that
xir = ci,rxi.
(iv′) For every 1 ≤ i, j ≤ n there exists ci,j ∈ R− {0} such that
xjxi = ci,jxixj .
(b) A is bijective if σi is bijective for every 1 ≤ i ≤ n and ci,j is invertible
for any 1 ≤ i < j ≤ n.
Remark 4. (i) Skew PBW extensions include many important classes of
non-commutative rings and algebras arising in quantum mechanics, for ex-
ample, Weyl algebras, enveloping algebras of finite-dimensional Lie alge-
bras, Artamonov quantum polynomials, diffusion algebras, Manin algebra
of quantum matrices. An extensive list of examples of skew PBW extensions
can be found in [11]. Some other authors have classified and characterized
quantum algebras and other non-commutative rings of polynomial type by
similar notions: In [10] are defined the G-algebras, Bueso, Go´mez-Torrecillas
and Verschoren in [2] introduced the PBW rings, Panov in [12] defined the
so called Q-solvable algebras.
(ii) In Definition 1 we assumed that A is a left R-module; note that we
can also define right skew PBW extensions adapting Definition 1 with the
elements of R on the right and assuming that A is free right R-module with
basisMon(A). However, note that A is a bijective left skew PBW extension
of R if and only if A is bijective right skew PBW extension of R (see [7]).
Observe that in the right case, the automorphisms in Proposition 2 are σ−1i
and the constants in numeral (iv) of Definition 1 are c−1i,j , 1 ≤ i, j ≤ n.
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(iii) With respect to the Gro¨bner theory it is necessary to make the fol-
lowing remark: if A is a bijective skew PBW extension of a ring R (we mean
left if nothing contrary is said), then A is also a bijective right skew PBW
extension of R, and therefore, we have a left and a right division algorithm.
Obviously, if the elements of A are given by their left standard polynomial
representation, we may have to rewrite them in their right standard poly-
nomial representation in order to be able to perform right divisions. Left
and right versions of Buchberger’s algorithm are also available. Thus, the
theory of Gro¨bner bases has its right counterpart for A (see [7]).
1.2 Syzygy of a module
In this paper, if nothing contrary is assumed, A = σ(R)〈x1, . . . , xn〉 is a
bijective skew PBW extension of R; Am, m ≥ 1, represents the left free
A-module of column vectors of length m ≥ 1. Since A is bijective, A is
a left Noetherian ring (see [11]), and hence A is an IBN ring (Invariant
Basis Number), so all bases of the free module Am have m elements. Note
moreover that Am is Noetherian, and hence, any submodule of Am is finitely
generated.
In this section we recall the definition of the module of syzygies of a
submoduleM = 〈f 1, . . . , f s〉 of A
m. Let f be the canonical homomorphism
defined by
As
f
−→ Am
ej 7→ f j
where {e1, . . . , es} is the canonical basis of A
s. Observe that f can be
represented by a matrix, i.e., if f j := (f1j , . . . , fmj)
T , then the matrix of f
in the canonical bases of As and Am is
F :=
[
f 1 · · · f s
]
=


f11 · · · f1s
...
...
fm1 · · · fms

 ∈Mm×s(A).
Note that Im(f) is the column module of F , i.e., the left A-module generated
by the columns of F :
Im(f) = 〈f(e1), . . . , f(es)〉 = 〈f 1, . . . , f s〉 = 〈F 〉.
Moreover, observe that if a := (a1, . . . , as)
T ∈ As, then
f(a) = (aTF T )T .
By definition
Computing finite presentations of Tor and Ext and some applications 5
Syz({f 1, . . . , f s}) := {a := (a1, . . . , as)
T ∈ As|a1f 1 + · · ·+ asf s = 0}.
Note that
Syz({f 1, . . . , f s}) = ker(f),
but Syz({f 1, . . . , f s}) 6= ker(F ) since we have
a ∈ Syz({f 1, . . . , f s})⇔ a
TF T = 0.
The modules of syzygies of M and F are defined by
Syz(M) := Syz(F ) := Syz({f 1, . . . , f s}).
The generators of Syz(F ) can be disposed into a matrix, so sometimes we
will refer to Syz(F ) as a matrix. Thus, if Syz(F ) is generated by r vectors,
z 1, . . . , z r, then
Syz(F ) = 〈z 1, . . . , z r〉,
and we will use also the following matrix notation
Syz(F ) =
[
z 1 · · · z r
]
=


z11 · · · z1r
...
...
zs1 · · · zsr

 ∈Ms×r(A).
1.3 Presentation of a module
LetM = 〈f 1, . . . , f s〉 be a submodule of A
m, there exists a natural surjective
homomorphism piM : A
s −→M defined by piM (e i) := f i, where {e i}1≤i≤s is
the canonical basis of As. We have the isomorphism piM : A
s/ ker(piM ) ∼=M ,
defined by piM(e i) := f i, where e i := e i + ker(piM ). Since A
s is a Noethe-
rian A- module, ker(piM ) is also a finitely generated module, ker(piM ) :=
〈h1, . . . ,hs1〉, and hence, we have the exact sequence
As1
δM−−→ As
piM−−→M −→ 0, (1.1)
with δM := lM ◦ pi
′
M , where lM is the inclusion of ker(piM ) in A
s and pi′M is
the natural surjective homomorphism from As1 to ker(piM ). We note that
ker(piM ) = Syz(M) = Syz(F ), where F = [f 1 · · · f s] ∈Mm×s(A)
Definition 5. It is said that As/Syz(M) is a presentation of M . It is said
also that the sequence (1.1) is a finite presentation of M , and M is a finitely
presented module.
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Let ∆M be the matrix of δM in the canonical bases of A
s1 and As; since
Im(δM ) = ker(piM ), then
∆M =
[
h1 · · · hs1
]
=


h11 · · · h1s1
...
...
hs1 · · · hss1

 ∈Ms×s1(A),
and hence, the columns of ∆M are the generators of Syz(F ), i.e.,
∆M = Syz(F ).
Definition 6. With the previous notation, it is said that ∆M is a matrix
presentation of M .
We can also compute presentations of quotient modules. Indeed, let N ⊆
M be submodules of Am, where M = 〈f 1, . . . , f s〉, N = 〈g 1, . . . , g t〉 and
M/N = 〈f 1, . . . , f s〉, then we have a canonical surjective homomorphism
As −→M/N such that a presentation of M/N is given by
M/N ∼= As/Syz(M/N).
But Syz(M/N) can be computed in the following way: h = (h1, . . . , hs)
T ∈
Syz(M/N) if and only if h1f 1+ · · ·+hsf s ∈ 〈g1, . . . , g t〉 if and only if there
exist hs+1, . . . , hs+t ∈ A such that h1f 1+· · ·+hsf s+hs+1g1+· · ·+hs+tg t = 0
if and only if (h1, . . . , hs, hs+1, . . . , hs+t) ∈ Syz(H), where
H := [f 1 · · · f s g1 · · · g t].
Proposition 7. With the notation above, a presentation of M/N is given
by As/Syz(M/N), where a set of generators of Syz(M/N) are the first s
coordinates of generators of Syz(H). Thus, a finite presentation of M/N is
effective computable.
Remark 8. (i) A procedure for computing Syz(M) using Gro¨bner bases
can be found in [7] and [9]. Thus, since the module Syz(M) is computable,
then a presentation of M is computable as well as ∆M and Syz(M/N)
(ii) From Remark 4 we conclude that the applications established for left
modules have also their right version. Thus, if A is a bijective skew PBW
extension, then A is a right PBW extension; the right A-module of syzygies
of a right A-submoduleM of the free right A-module Am will be denoted by
Syzr(M), and all results about right syzygies and presentations are valid.
For example, if M = 〈f 1, . . . , f s〉 is a submodule of the right A-module A
m
and piM : A
s →M is the canonical homomorphism defined by piM (e i) := f i,
1 ≤ i ≤ s, then f(a) = Fa and
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ker(piM ) = Syz
r(M) = Syzr({f 1, . . . , f s}) = Syz
r(F ) = ker(F ),
with F :=
[
f 1 · · · f s
]
.
1.4 Centralizing bimodules
We conclude this introductory section with another tool needed for proving
the main results of the paper.
Definition 9 ([2]). LetM be an A-bimodule. The centralizer ofM is defined
by
CenA(M) := {f ∈M |f a = af, for any a ∈ A}.
It is said that M is centralizing if M is generated as left A-module (or,
equivalently, as right A-module) by its centralizer. M is a finitely generated
centralizing A-bimodule if there exists a finite set of elements in CenA(M)
that generates M .
Example 10. Let M :=A 〈f 1, . . . , f s〉A be a finitely generated centralizing
A-subbimodule of Am; note that every f i has the form f i = (a1, . . . , am),
with aj ∈ A, 1 ≤ j ≤ m; therefore aaj = aja for any a ∈ A, i.e., aj ∈ Z(A).
The center of most of non-trivial skew PBW extensions is too small, so it
is not easy to give enough non-trivial examples of this type of bimodules.
However, for the applications we will show, the centralizing bimodule is
A =A 〈1〉A. Anyway, next we present an example of finitely generated
centralizing subbimodule: Consider the enveloping algebra A := U(G) of
the 3-dimensional Lie algebra G over a filed K with
[x1, x2] = 0 = [x1, x3] and [x2, x3] = x1.
Observe that x1 ∈ Z(U(G)), and hence,
A〈(x1, x
2
1 + 1, 1), (1, x1 − 1, x
2
1)〉A
is a centralizing subbimodule of A3.
Since we have to consider subbimodules we will use the following special
notation from now on: A〈X〉 denotes the left A-module generated by X,
〈X〉A the right A-module generated by X and A〈X〉A the bimodule gener-
ated by X; if X is contained in the centralizer, then A〈X〉A =A 〈X〉 = 〈X〉A.
2 Computing Tor and Ext
Now we pass to consider the main computations of the present paper.
Computing finite presentations of Tor and Ext and some applications 8
2.1 Computation of M ⊗N
We start computing a presentation of the left A-module M ⊗A N , where
M :=A 〈f 1, . . . , f s〉A is a finitely generated centralizing A-subbimodule of
Am, i.e., f i ∈ CenA(M), 1 ≤ i ≤ s, and N :=A 〈g1, . . . , g t〉 is a finitely
generated left A-submodule of Al. Our presentation is given as a quo-
tient module of M ⊗A N and we will show an explicit set of generators
for Syz(M ⊗A N). We will simplify the notation writing M ⊗N instead of
M ⊗A N . A preliminary well known result is needed.
Proposition 11. Let S be an arbitrary ring, M be a right module over S
and N be a left S-module. Let mj ∈ M, gj ∈ N , 1 ≤ j ≤ t, such that
N =A 〈g1, . . . , gt〉. Then, m1 ⊗ g1 + · · · +mt ⊗ gt = 0 if and only if there
exist elements m′v ∈ M , 1 ≤ v ≤ r, and a matrix H := [hjv] ∈ Mt×r(S),
such that
[m1 · · ·mt] = [m
′
1 · · ·m
′
r]H
T , HT [g1 · · · gt]
T = 0.
Thus, the left S-module expanded by the columns of H is contained in
Syz(N).
Theorem 12. LetM :=A 〈f1, . . . , fs〉A be a finitely generated centralizing A-
subbimodule of Am, with fi ∈ CenA(M), 1 ≤ i ≤ s, and N :=A 〈g1, . . . , gt〉
be a finitely generated left A-submodule of Al. Then,
M ⊗N ∼= Ast/Syz(M ⊗N),
where
Syz(M ⊗N) =A 〈[Syz(M) ⊗ It | Is ⊗ Syz(N)]〉.
Proof. Since every f i ∈ CenA(M), it is clear that
M ⊗N =A 〈f 1 ⊗ g1, . . . , f 1 ⊗ g t, . . . , f s ⊗ g1, . . . , f s ⊗ g t〉.
Let Syz(M) := 〈f ′1, . . . , f
′
r〉 be the left A-module of syzygies of the left A-
module M , and Syz(N) := 〈g ′1, . . . , g
′
p〉 be the left A-module of syzygies of
the left A-module N , with
f ′1 := (f11, . . . , fs1)
T , . . . , f ′r := (f1r, . . . , fsr)
T
and
g ′1 := (g11, . . . , gt1)
T , . . . , g ′p := (g1p, . . . , gtp)
T .
In a matrix notation,
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Syz(M) =


f11 . . . f1r
... . . .
...
fs1 . . . fsr

 , Syz(N) =


g11 . . . g1p
... . . .
...
gt1 . . . gtp

.
Then,
f11f 1 + · · ·+ fs1f s = 0
...
f1rf 1 + · · ·+ fsrf s = 0
and
g11g1 + · · · + gt1g t = 0
...
g1pg1 + · · · + gtpg t = 0.
We note that any of the following tr vectors has st entries and belongs to
Syz(M ⊗N)
(f11, 0, . . . , 0, . . . , fs1, 0, . . . , 0)
T
...
(0, 0, . . . , f11, . . . , 0, 0, . . . , fs1)
T
...
(f1r, 0, . . . , 0, . . . , fsr, 0, . . . , 0)
T
...
(0, 0, . . . , f1r, . . . , 0, 0, . . . , fsr)
T .
Since for every 1 ≤ i ≤ s, f i ∈ CenA(M), any of the following ps vectors
has st entries and belongs to Syz(M ⊗N)
(g11, . . . , gt1, . . . , 0, . . . , 0)
T
...
(0, . . . , 0, . . . , g11, . . . , gt1)
T
...
(g1p, . . . , gtp, . . . , 0, . . . , 0)
T
...
(0, . . . , 0, . . . , g1p, . . . , gtp)
T .
We can dispose these tr + ps vectors by columns in a matrix [C | B] of size
st× (tr + ps), where
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C :=


f11 . . . 0 . . . f1r . . . 0
. . . . . .
. . .
0 . . . f11 . . . 0 . . . f1r
... . . .
...
fs1 . . . 0 . . . fsr . . . 0
. . . . . .
. . .
0 . . . fs1 . . . 0 . . . fsr


= Syz(M) ⊗ It
B :=


g11 . . . 0 . . . g1p . . . 0
...
...
... . . .
...
...
...
gt1 . . . 0 . . . gtp . . . 0
...
. . .
... . . .
...
. . .
...
0 . . . g11 . . . 0 . . . g1p
...
...
... . . .
...
...
...
0 . . . gt1 . . . 0 . . . gtp


.
But B can be changed by

g11 . . . g1p . . . 0 . . . 0
...
...
... . . .
...
...
...
gt1 . . . gtp . . . 0 . . . 0
...
...
...
. . .
...
...
...
0 . . . 0 . . . g11 . . . g1p
...
...
... . . .
...
...
...
0 . . . 0 . . . gt1 . . . gtp


= Is ⊗ Syz(N).
Thus, we have proved that A〈[Syz(M)⊗ It | Is ⊗ Syz(N)]〉 ⊆ Syz(M ⊗N).
Now we assume that h := (h11, . . . , h1t, . . . , hs1, . . . , hst)
T ∈ Syz(M ⊗
N), then
h11(f 1⊗g1)+ · · ·+h1t(f 1⊗g t)+ · · ·+hs1(f s⊗g1)+ · · ·+hst(f s⊗g t) = 0.
From this we get that
m1 ⊗ g1 + · · ·+m t ⊗ g t = 0,
where
m j = h1jf 1 + · · ·+ hsjf s ∈M ,
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with 1 ≤ j ≤ t. From Proposition 11, there exist polynomials ajv ∈ A and
vectors m ′v ∈M such that mj =
∑r
v=1 ajvm
′
v and
∑t
j=1 ajvg j = 0, for each
1 ≤ v ≤ r. This means that (a1v, . . . , atv) ∈ Syz(N) for each 1 ≤ v ≤ r.
Since m ′v ∈M there exist quv ∈ A such that m
′
v = q1vf 1 + · · ·+ qsvf s, and
then∑s
i=1 hi1f i = a11(q11f 1 + · · ·+ qs1f s) + · · ·+ a1r(q1rf 1 + · · · + qsrf s)
...∑s
i=1 hitf i = at1(q11f 1 + · · · + qs1f s) + · · · + atr(q1rf 1 + · · ·+ qsrf s).
From this we get that∑s
i=1(hi1 − (a11qi1 + · · ·+ a1rqir))f i = 0
...∑s
i=1(hit − (at1qi1 + · · ·+ atrqir))f i = 0
i.e.,
(h11 − (a11q11 + · · ·+ a1rq1r)), . . . , hs1 − (a11qs1 + · · · + a1rqsr)) ∈ Syz(M)
...
(h1t − (at1q11 + · · ·+ atrq1r)), . . . , hst − (at1qs1 + · · ·+ atrqsr)) ∈ Syz(M).
This implies that
(h11, . . . , hs1)− (a11q11 + · · · + a1rq1r, . . . , a11qs1 + · · ·+ a1rqsr) ∈ Syz(M)
...
(h1t, . . . , hst)− (at1q11 + · · ·+ atrq1r, . . . , at1qs1 + · · ·+ atrqsr) ∈ Syz(M).
Then,
(hi1)
s
i=1 = (a11q11 + · · · + a1rq1r, . . . , a11qs1 + · · ·+ a1rqsr) + (f11, . . . , fs1)
...
(hit)
s
i=1 = (at1q11 + · · · + atrq1r, . . . , at1qs1 + · · ·+ atrqsr) + (f1t, . . . , fst),
with (f11, . . . , fs1), . . . , (f1t, . . . , fst) ∈ Syz(M). From this we get
h11 = f11 + a11q11 + · · · + a1rq1r
...
h1t = f1t + at1q11 + · · ·+ atrq1r
...
hs1 = fs1 + a11qs1 + · · ·+ a1rqsr
...
hst = fst + at1qs1 + · · · + atrqsr,
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and hence h is a linear combination of the columns of the following matrix
[Syz(M)⊗ It | D],
where
D =


a11 . . . a1r . . . 0 . . . 0
...
...
... . . .
...
...
...
at1 . . . atr . . . 0 . . . 0
...
...
...
. . .
...
...
...
0 . . . 0 . . . a11 . . . a1r
...
...
... . . .
...
...
...
0 . . . 0 . . . at1 . . . atr


.
But A〈D〉 ⊆ 〈Is⊗Syz(N)〉, and hence, h ∈A 〈[Syz(M)⊗ It | Is⊗Syz(N)]〉.
This completes the proof of the theorem.
2.2 Computation of Tor
Using syzygies we present next an easy procedure for computing the left
A-modules TorAr (M,N) for r ≥ 0, where M :=A 〈f 1, . . . , f s〉A is a finitely
generated centralizing A-subbimodule of Am, i.e., f i ∈ CenA(M), 1 ≤ i ≤ s,
and N :=A 〈g 1, . . . , g t〉 is a finitely generated left A-submodule of A
l. By
computing we mean to find a presentation and a system of generators of
TorAr (M,N). Our computations of course extended the well known results
on commutative polynomial rings, see for example [8], Proposition 7.1.3. For
r = 0, the computation was given in Theorem 12. So we assume that r ≥ 1.
Presentation of TorAr (M,N), r ≥ 1:
Step 1. We first compute left presentations of M and N ,
M ∼= As/Syz(M), N ∼= At/Syz(N);
remember that Syz(M) and Syz(N) are the kernels of the natural left A--
homomorphisms
piM : A
s −→M and piN : A
t −→ N
defined by piM (e i) := f i, piN (e
′
j) := g j, 1 ≤ i ≤ s, 1 ≤ j ≤ t, where
{e i}1≤i≤s is the canonical basis of A
m and {e ′j}1≤j≤t is the canonical ba-
sis of At (see Section 1). However, since every generator f i of M is in
CenA(M), then piM is a A-bimodule homomorphism and hence Syz(M) is
a subbimodule of As. Thus, As/Syz(M) is an A-bimodule.
Step 2. We compute a free resolution of the left A-module At/Syz(N)
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· · ·
gr+2
−−−→ Atr+1
gr+1
−−−→ Atr
gr
−→ Atr−1
gr−1
−−−→ · · ·
g2
−→ At1
g1
−→ At0
g0
−→ At/Syz(N) −→ 0.
Step 3. We consider the complex
· · ·
i⊗gr+2
−−−−→ As/Syz(M) ⊗Atr+1
i⊗gr+1
−−−−→ As/Syz(M)⊗Atr
i⊗gr
−−−→ · · ·
i⊗g2
−−−→
As/Syz(M)⊗At1
i⊗g1
−−−→ As/Syz(M) ⊗At0 −→ 0,
where i is the identical homomorphism of As/Syz(M), and then we have
the isomorphism of left A-modules
TorAr (M,N)
∼= TorAr (A
s/Syz(M), At/Syz(N)) = ker(i⊗ gr)/Im(i ⊗ gr+1).
IfGr is the matrix of gr in the canonical bases, then ker(i⊗gr) = Syz(Is⊗Gr)
and we get
TorAr (M,N)
∼= Syz(Is ⊗Gr)/A〈Is ⊗Gr+1〉. (2.1)
Step 3. Let qr be the number of generators of Syz(Is ⊗ Gr), then by
Proposition 7, a presentation of TorAr (M,N) is given by
TorAr (M,N)
∼= Aqr/Syz(Syz(Is ⊗Gr)/A〈Is ⊗Gr+1〉), (2.2)
where a set of generators of Syz(Syz(Is⊗Gr)/A〈Is⊗Gr+1〉) are the first qr
coordinates of generators of
Syz[Syz[Is ⊗Gr]|Is ⊗Gr+1].
System of generators of TorAr (M,N), r ≥ 1: By (2.1), a system of gener-
ators of TorAr (M,N) is given by a system of generators of Syz(Is ⊗ Gr).
Thus, if
Syz[Is ⊗Gr] := [h1 · · · hqr ],
then
TorAr (M,N) =A 〈h˜1, . . . , h˜qr〉,
where h˜v := hv +A 〈Is ⊗Gr+1〉, 1 ≤ v ≤ qr.
2.3 Computation of Hom
In this section we will compute the right A-module HomA(M,N), where
M :=A 〈f 1, . . . , f s〉 is a finitely generated left A-submodule of A
m and
N :=A 〈g1, . . . , g t〉A is a finitely generated centralizing A-subbimodule of
Al, i.e., g i ∈ CenA(N), 1 ≤ i ≤ s. By computing HomA(M,N) we mean
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to find a presentation of HomA(M,N) and find an specific set of generators
for HomA(M,N). We divide the procedure in some steps.
Step 1. Presentations of M and N . In order to compute a presentation
of HomA(M,N) we first compute presentations ofM and N . Thus, we have
M ∼= As/Syz(M), N ∼= At/Syz(N),
where Syz(M) and Syz(N) are the kernels of the left A-homomorphisms
piM : A
s −→M and piN : A
t −→ N
defined by piM (e i) := f i, piN (e
′
j) := g j, 1 ≤ i ≤ s, 1 ≤ j ≤ t, where
{e i}1≤i≤s is the canonical basis of A
s and {e ′j}1≤j≤t is the canonical basis
of At (see Section 1). Since every generator g j of N is in CenA(N), then
piN is a bimodule homomorphism, Syz(N) is a subbimodule of A
t and hence
At/Syz(N) is an A-bimodule.
Thus,
HomA(M,N) ∼= HomA(A
s/Syz(M), At/Syz(N)),
and we can compute a presentation of HomA(A
s/Syz(M), At/Syz(N)) in-
stead of HomA(M,N).
According to Section 1, Syz(M) and Syz(N) are computed by the syzy-
gies of the matrices
FM =
[
f 1 · · · f s
]
, FN =
[
g1 · · · g t
]
,
i.e., Syz(M) = Syz(FM ), Syz(N) = Syz(FN ).
Step 2. HomA(A
s/Syz(M), At/Syz(N)) as a kernel. Recall that As
and Al are left noetherian A-modules, so Syz(M) is generated by a finite
set of s1 elements and Syz(N) is generated by t1 elements. Therefore, we
have surjective homomorphisms of left A-modules, pi′M : A
s1 −→ Syz(M)
and pi′N : A
t1 −→ Syz(N), hence the following sequences of left A-modules
are exact
As1
δM−−−−→ As
jM−−−−→ As/Syz(M) −−−−→ 0 (2.3)
At1
δN−−−−→ At
jN−−−−→ At/Syz(N) −−−−→ 0
where δM := lM ◦ pi
′
M , δN := lN ◦ pi
′
N , lM , lN denote inclusions, and jM , jN
are the canonical A-homomorphisms. Since At/Syz(N) is an A-bimodule,
from (2.3) we get the exact sequence of right A-modules
0→ HomA(A
s/Syz(M), At/Syz(N))
p
−→ HomA(A
s, At/Syz(N))
d
−→
HomA(A
s1 , At/Syz(N)),
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where
d(α) := α ◦ δM , for α ∈ HomA(A
s, At/Syz(N));
p is defined in a similar way. Since Im(p) = ker(d), we have the following
isomorphism of right A-modules:
HomA(A
s/Syz(M), At/Syz(N)) ∼= ker(d). (2.4)
Step 3. Computing finite presentations of HomA(A
s, At/Syz(N)) and
HomA(A
s1 , At/Syz(N)). By (2.4), we must compute presentations of the
right A-modules HomA(A
s, At/Syz(N)) and HomA(A
s1 , At/Syz(N)). We
will show the details for the first case, the second one is similar. We have
the isomorphism of right A-modules (actually, of A-bimodules):
HomA(A
s, At/Syz(N)) ∼= [At/Syz(N)]s
f ∈ HomA(A
s, At/Syz(N)) 7→ (f(e1), . . . , f(es))
T .
Let ∆N ∈ Mt×t1(A) be the matrix of δN in the canonical bases of A
t1 and
At; we have the following isomorphism of right A-modules:
[At/Syz(N)]s ∼= Ats/〈Is ⊗∆N 〉A
((a11, . . . , at1), . . . , ((a1s, . . . , ats))
T 7→ (a11, . . . , at1, . . . , a1s, . . . , ats)T .
Hence, a presentation of HomA(A
s, At/Syz(N)) is
HomA(A
s, At/Syz(N)) ∼= Ats/〈Is ⊗∆N 〉A, (2.5)
where the isomorphism is defined in the following way: suppose that f ∈
HomA(A
s, At/Syz(N)) and f(e i) := (a1i, . . . , ati)T , 1 ≤ i ≤ s, then
HomA(A
s, At/Syz(N))
θs,t
−−→ Ats/〈Is ⊗∆N 〉A
f 7→ (a11, . . . , at1, . . . , a1s, . . . , ats)T .
In the same way we have the isomorphism of right A-modules
HomA(A
s1 , At/Syz(N))
θs1,t−−−→ Ats1/〈Is1 ⊗∆N 〉A. (2.6)
Step 4. Presentation of HomA(A
s/Syz(M), At/Syz(N)). From (2.5)
and (2.6) we define the homomorphism d of right A-modules by the following
commutative diagram
HomA(A
s, At/Syz(N))
d
−−−−→ HomA(A
s1 , At/Syz(N))
θs,t
y yθs1,t
Ats/〈Is ⊗∆N 〉A
d
−−−−→ Ats1/〈Is1 ⊗∆N 〉A
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i.e., d := θs1,t◦d◦θ
−1
s,t . Hence, ker(d)
∼= ker(d), and from (2.4), a presentation
of ker(d) gives a presentation of HomA(A
s/Syz(M), At/Syz(N)). We can
give the explicit definition of d: if a := (a11, . . . , at1, . . . , a1s, . . . , ats)T ∈
Ats/〈Is ⊗∆N 〉A, then
d(a) = (
∑s
k=1 δk1a1k, . . . ,
∑s
k=1 δk1atk, . . . ,
∑s
k=1 δks1a1k, . . . ,
∑s
k=1 δks1atk) =
(∆TM ⊗ It)a ,
where ∆M := [δij ] ∈ Ms×s1(A) is the matrix of δM in the canonical bases.
In order to apply the right version of results of the previous chapter, we have
to interpret A as a right bijective skew PBW extension of the GS ring R
and rewrite the entries of matrices over A with the coefficients in the right
side. With this, note that
a ∈ ker(d) ⇐⇒ d(a) = 0 ⇐⇒ (∆
T
M
⊗ It)a ∈ 〈Is1 ⊗∆N 〉A ⇐⇒
the coordinates of a are the first st entries of some element of Syz
r
([(∆M ⊗ It)
T
|Is1 ⊗ ∆N )])
⇐⇒ a ∈ 〈U〉A/〈Is ⊗∆N 〉A,
where 〈U〉A is the right A-module generated by the columns of the matrix
U defined by
columns of U :=first st coordinates of generators of
Syzr ([(∆M ⊗ It)
T |Is1 ⊗∆N )]).
Thus, we have proved that ker(d) = 〈U〉A/〈Is ⊗ ∆N 〉A, and we get the
following theorem.
Theorem 13. With the notation above,
HomA(M,N) ∼= 〈U〉A/〈Is ⊗∆N 〉A, (2.7)
and a presentation of 〈U〉A/〈Is⊗∆N〉A is a presentation for HomA(M,N).
Observe that a system of generators of 〈U〉A gives a system of generators
for HomA(M,N).
2.4 Computation of Ext
Using syzygies we now describe an easy procedure for computing the right
A-modules ExtrA(M,N), for r ≥ 0, where M :=A 〈f 1, . . . , f s〉 is a finitely
generated left A-submodule of Am and N :=A 〈g1, . . . , g t〉A is a finitely
generated centralizing A-subbimodule of Al, i.e., g i ∈ CenA(N), 1 ≤ i ≤ s.
By computing ExtrA(M,N) we mean to find a presentation of Ext
r
A(M,N)
and a system of generators.
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For r = 0, Ext0A(M,N) = HomA(M,N) and the computation was given
in the previous section. So we assume that r ≥ 1.
Presentation of ExtrA(M,N), r ≥ 1:
Step 1. As in the previous section, we compute presentations of M and
N ,
M ∼= As/Syz(M), N ∼= At/Syz(N).
Step 2. We compute a free resolution of the left A-module As/Syz(M),
· · ·
fr+2
−−−→ Asr+1
fr+1
−−−→ Asr
fr−→ Asr−1
fr−1
−−−→ · · ·
f2−→ As1
f1−→ As0
f0−→ As/Syz(M) −→ 0.
For every r ≥ 1, let Fr be the matrix of fr in the canonical bases.
Step 3. As we observed in the previous section, At/Syz(N) is an A-
bimodule, so we get the complex of right A-modules
0 −→ HomA(A
s0 , At/Syz(N))
f∗1−→ · · ·
f∗r−→ HomA(A
sr , At/Syz(N))
f∗r+1
−−−→
HomA(A
sr+1 , At/Syz(N))
f∗r+2
−−−→ · · ·
According to Remark 8, we can interpret A as a right bijective skew PBW
extension of R, and hence, we can apply any of results of the previous section
but in the right version. Recall that
ExtrA(M,N)
∼= ExtrA(A
s/Syz(M), At/Syz(N)) = ker(f∗r+1)/Im(f
∗
r ). (2.8)
By (2.5), for each r ≥ 1, a presentation of HomA(A
sr , At/Syz(N)) is given
by the following isomorphism of right A-modules
HomA(A
sr , At/Syz(N)) ∼= Atsr/〈Isr ⊗ Syz(N)〉A.
Step 4. We can associate a matrix F ∗r to the homomorphism f
∗
r , as follows:
we have the following commutative diagram
HomA(A
sr , At/Syz(N))
f∗r+1
−−−−→ HomA(A
sr+1 , At/Syz(N))y y
Atsr/Kr
f∗r+1
−−−−→ Atsr+1/Kr+1
where Kr := 〈Isr ⊗ Syz(N)〉A and the vertical arrows are isomorphisms of
right A-modules obtained concatenating the columns of matrices of
HomA(A
sr , At/Syz(N)); moreover, the matrices of homomorphisms f∗r+1
and f∗r+1 coincides. So, we can replace the above complex for the following
equivalent complex
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0 −→ Ats0/K0
f∗1−→ · · ·
f∗r−→ Atsr/Kr
f∗r+1
−−−→ Atsr+1/Kr+1
f∗r+2
−−−→ · · · .
We will compute the matrix F ∗r+1: let {e1, . . . , e tsr} be the canonical basis
of Atsr , then for each 1 ≤ i ≤ tsr, the element e i = e i+Kr can be replaced
by its corresponding canonical matrix Gi, and since f
∗
r+1(g) = gfr+1 for
each g ∈ HomA(A
sr , At/Syz(N)), then we conclude that
F ∗r+1 = It ⊗ F
T
r+1.
Step 5. By (2.8), a presentation of ExtrA(M,N) is given by a presentation
of ker(f∗r+1)/Im(f
∗
r ). Hence, we can apply Proposition 7, let pr be the
number of generators of ker(f∗r+1) = Syz
r(F ∗r+1) = Syz
r(It ⊗ F
T
r+1), where
the entries of the matrix Fr+1 should be rewritten with coefficients in the
right side; we know how to compute this syzygy, and hence, we know how
to compute pr. We also know how to compute the matrix F
∗
r = It ⊗ F
T
r .
Then, a presentation of ExtrA(M,N) is given by
ExtrA(M,N)
∼= Apr/Syz(ker(f∗r+1)/Im(f
∗
r )), (2.9)
where a set of generators of Syz(ker(f∗r+1)/Im(f
∗
r )) are the first pr coordi-
nates of the generators of
Syzr[Syzr[It ⊗ F
T
r+1]|It ⊗ F
T
r ]. (2.10)
System of generators of ExtrA(M,N), r ≥ 1: By (2.8), a system of gen-
erators for ExtrA(M,N) is defined by a system of generators of ker(f
∗
r+1) =
Syzr(F ∗r+1) = Syz
r(It ⊗ F
T
r+1), hence if
Syzr[It ⊗ F
T
r+1] := [h1 · · ·hpr ],
then
ExtrA(M,N) = 〈h˜1, . . . , h˜pr〉A,
where h˜u := hu + Im(F
∗
r ), 1 ≤ u ≤ pr.
Remark 14. (i) Observe that if we take M = A, then M ⊗ N ∼= N and
this agrees with the conclusion of Theorem 12: in fact, in this trivial case,
s = 1 and we have
Syz(M ⊗N) ∼= Syz(N);
Syz(M⊗N) =A 〈[Syz(M)⊗It | Is⊗Syz(N)]〉 =A 〈[0⊗It | I1⊗Syz(N)]〉 ∼= Syz(N).
Thus, a presentation of M ⊗N is
N ∼=M ⊗N ∼= Ast/Syz(M ⊗N) = At/Syz(A⊗N) ∼= At/Syz(N).
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(ii) For M = A and r ≥ 1, TorAr (M,N) = 0 and this agrees with (2.1) and
(2.2) since in this case s = 1.
(iii) Taking M = A in HomA(M,N) we have HomA(M,N) ∼= N (iso-
morphism of right A-modules); on the other hand, from Theorem 13 we get
the isomorphism of right A-modules
HomA(M,N) ∼= 〈U〉A/〈I1 ⊗∆N 〉A = 〈U〉A/〈∆N 〉A,
where the columns of the matrix U are defined by
columns of U = first t coordinates of generators of
Syzr ([(∆M ⊗ It)
T |Is1 ⊗∆N )]) = Syz
r ([(0 ⊗ It)
T |I0 ⊗∆N )]) =
Syzr (∆N ) = Syz
r ([(0⊗ It)
T |0⊗∆N )]) = Syz
r (0) = At.
Thus, N ∼= HomA(M,N) ∼= A
t/〈∆N 〉A is the finite presentation of N as
right A-module.
(iv) If M = A, then ExtrA(M,N) = 0 for r ≥ 1 and this agrees with
(2.9) and (2.10) since in this case fi = 0 and Fi = 0 for i ≥ 1.
3 Some applications
As application of the computations of Hom and Ext we will test stably-
freeness, reflexiveness, and we will compute also the torsion, the dual and
the grade of a given submodule of Am. For these applications the centralizing
bimodule we need is trivial, A =A 〈1〉A. We will illustrate these applications
with examples, and for this we will use some computations we found in [7].
Example 15. The first application is a method for testing stably-freeness.
It is well known that if S is a ring andM is a S-module with exact sequence
0 → Ss
f1
−→ Sr
f0
−→ M → 0, M is stably-free if and only if Ext1S(M,S) = 0
(see [4]). We can illustrate this method with the following example: Consider
the skew PBW extension A := σ(Q)〈x, y〉, with yx = −xy. We will check
if the following left A-module is stably-free
M := 〈e3 + e1, e4 + e2, xe2 + xe1, ye1, y
2e4, xe4 + ye3〉.
On Mon(A) we consider the deglex order with x ≻ y and the TOP order on
Mon(A4) with e4 > e3 > e2 > e1; according to [7], a system of generators
for Syz(M) is
S = {(0,−xy2, y2,−xy, x, 0), (−y2, xy, y, x+ y, 0, y), (y3, 0, 0,−y2, x,−y2)}.
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From this we get that a finite presentation of M is given by
A3
F1−−−−→ A6
F0−−−−→ M −→ 0,
where
F1 :=


0 −y2 y3
−xy2 xy 0
y2 y 0
−xy x+ y −y2
x 0 x
0 y −y2


and F0 :=


1 0 x y 0 0
0 1 x 0 0 0
1 0 0 0 0 y
0 1 0 0 y2 x

.
Applying again the method for computing syzygies we get that Syz(F1) = 0
and hence we obtain
0 −→ A3
F1−−−−→ A6
F0−−−−→ M −→ 0.
From (2.9), a presentation for Ext1A(M,A) is given by
Ext1A(M,A)
∼= Apr/Syz(ker(f∗2 )/Im(f
∗
1 )),
and from (2.10) a system of generators for Syz(ker(f∗2 )/Im(f
∗
1 )) are the
first pr coordinates of the generators of
Syzr[Syzr[It ⊗ F
T
2 ]|It ⊗ F
T
1 ],
and pr is the number of generators of Syz
r[It ⊗ F
T
2 ]. In our particular
situation t = 1 and
F2 =

00
0

 ,
whence Syzr[It ⊗ F
T
2 ] = I3 and pr = 3. Therefore,
Syzr[Syzr[It ⊗ F
T
2 ]|It ⊗ F
T
1 ] = Syz
r

1 0 0 0 −xy2 y2 −xy x 00 1 0 −y2 xy y x+ y 0 y
0 0 1 y3 0 0 −y2 x −y2

 .
In order to compute this right syzygy, we first have to compute a Gro¨bner
basis G for
F :=

1 0 0 0 −xy2 y2 −xy x 00 1 0 −y2 xy y x+ y 0 y
0 0 1 y3 0 0 −y2 x −y2

 ,
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but this task is trivial since the first three vectors are the canonical vectors of
A3, so G = {e1, e2, e3} and hence Syz
r(G) = 0. According to the procedure
for computing Syzr(F ) (the right version of the procedure for computing
syzygies, see [7] and [9]), we have G = FH, F = GQ, with
H =


1 0 0
0 1 0
0 0 1
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0


, Q = F,
and
Syzr(F ) =
[
HSyzr(G)|Is −HQ
]
= Is −HQ.
Thus,
I9 −HQ =


0 0 0 0 xy2 −y2 xy −x 0
0 0 0 y2 −xy −y −x− y 0 −y
0 0 0 −y3 0 0 y2 −x y2
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1


,
and
Ext1A(M,A)
∼= A3/〈S〉A,
where
S := {(0, y2,−y3), (xy2,−xy, 0), (−y2,−y, 0), (xy,−x− y, y2), (−x, 0− x), (0,−y, y2)}.
This proves that Ext1A(M,A) 6= 0, and hence, M is not stably-free.
Example 16. (i) The second application consists in using Theorem 13
in order to compute a presentation for the dual right A-module M∗ =
HomA(M,A), where M is a left A-submodule of A
m. Let M ⊆ A4 be
as in the previous example. By (2.7),
HomA(M,A) ∼= 〈U〉A/〈I6 ⊗∆A〉A,
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where 〈U〉A is the right A-module generated by the columns of the matrix
U , and the columns of U are the first 6 coordinates of the generators of
Syzr ([(∆M ⊗ I1)
T |I3 ⊗∆A)]),
with ∆M = F1 and ∆A = [1]. Thus, we have to compute Syz
r ([F T1 |I3]). In
a similar manner as in the the previous example, Syzr ([F T1 |I3]) is generated
by the columns of I9 −HQ, where
Q = F :=

 0 −xy2 y2 −xy x 0 1 0 0−y2 xy y x+ y 0 y 0 1 0
y3 0 0 −y2 x −y2 0 0 1


and
H =


0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1


Therefore,
I9 −HQ =


1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 xy2 −y2 xy −x 0 0 0 0
y2 −xy −y −x− y 0 −y 0 0 0
−y3 0 0 y2 −x y2 0 0 0


.
Hence, U = I6 and M
∗ = HomA(M,A) = 0.
(ii) Our next application is about the grade of a module. Let S be a
ring, the grade j(M) of a left S-module M is defined by
j(M) := min{i|ExtiS(M,S) 6= 0},
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or ∞ if no such i exists. Therefore, we can compute the grade of a given
submodule M ⊆ Am. Thus, according to (i) and the previous example,
Ext0A(M,A) = 0 but Ext
1
A(M,A) 6= 0, where A = σ(Q)〈x, y〉, with yx =
−xy and M = 〈e3 + e1, e4 + e2, xe2 + xe1, ye1, y
2e4, xe4 + ye3〉 ⊆ A
4.
Whence, j(M) = 1.
(iii) Now suppose that the ring R of coefficients of the extension A is
a noetherian domain (left and right). Then A is also a noetherian domain
(see [11]). Let M be a left A-module given by the presentation As
F1−→
Ar
F0−→ M → 0. The Ext modules and some results of [4] can be used
for computing the torsion submodule t(M), and also they can be applied
for testing reflexiveness of M in the particular case when M ⊆ Am. In
fact, Theorems 5 of [4] states that t(M) ∼= Ext1A(M
T , A), where MT is
the transposed module of M , MT = As/Im(F T1 ), i.e., M
T is given by the
presentation Ar
FT1−−→ As → MT → 0. From this we get that M is torsion-
free if and only if Ext1A(M
T , A) = 0, and also, M is a torsion module if and
only if Ext1D(M
T , A) =M .
Let M and A be again as in Example 15. For MT we have the finite
presentation
0 −→ A6
FT1−−−−→ A3 −−−−→ MT −→ 0;
moreover,
Syzr[I1 ⊗ F
T
2 ] = Syz
r[0] = I6,
so
Syzr[Syzr[It ⊗ F
T
2 ]|I1 ⊗ (F
T
1 )
T ] = Syzr[I6|F1].
Reasoning as in Example 15 (see also (i)), in this case we have Q = F :=
[I6|F1] and H =
[
I6
0
]
, where 0 is a null matrix of size 3× 6, so we compute
I9 −HQ =


0 0 0 0 0 0 0 y2 −y3
0 0 0 0 0 0 xy2 −xy 0
0 0 0 0 0 0 −y2 −y 0
0 0 0 0 0 0 xy −x− y y2
0 0 0 0 0 0 −x 0 −x
0 0 0 0 0 0 0 −y y2
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1


.
Syzr(F ) is generated by the columns of I9−HQ and Ext
1
A(M
T , A) ∼= A6/J ,
where J is the right A-module generated by the first six coordinates of the
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generators of Syzr(F ), so J = Syzr(M), and hence
Ext1A(M
T , A) ∼= A6/Syzr(M) ∼=M.
(iv) Observe that another interesting method for checking whether M is a
torsion module is Corollary 1 of [4]: M is a torsion module if and only if
M∗ = 0. Let M and A be as in the previous examples; in (i) we showed
that M∗ = 0, so M is a torsion module and this agrees with (iii).
(v) Finally, recall that M is reflexive if (M∗)∗ ∼= M . Theorem 6 of [4]
proves that M is reflexive if and only if ExtiA(M
T , A) = 0, for i = 1, 2.
According to (iii), M is not reflexive.
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