Abstract. The words of language contain a nontrivial amount of linguistic information, such as what the word means, how it may be used in a sentence, and how it is to be spoken and written. In this article, we consider the computational problem of learning the linguistic structure of a novel word, as well as that of learning the \overall" morpho-phonology of a language. Our main result is that the computational problem of acquiring the morpho-phonology of a language is NP-complete.
Introduction
The words of language contain a nontrivial amount of linguistic information, such as what the word means, how it may be used in a sentence, and how it is to be spoken and written. The linguistic structure of a word is not arbitrary. Rather, it is predictable from the linguistic structure of the other words in the language. We capture the fact that words share linguistic structure by postulating primitive units of linguistic structure, called morphemes. Each word consists of a set of morphemes, and each morpheme has a phonological correlate. The phonological correlate of a given word is obtained by combining the phonological correlates of that word's constituent morphemes. For example, we might say that the word helped consists of two morphemes, whose phonological correlates are combined with concatenation: one morpheme indicates the verbal act (\to help," with phonological correlate [help] ), while the other morpheme indicates the temporal span of the verbal act (\past tense," with phonological correlate [+t] ).
In this article, we consider the computational problem of learning the linguistic structure of a novel word, as well as that of learning the \overall" morpho-phonology of a language. Our main result is that the computational problem of combining the partially-specied phonological correlates of morphemes is NP-hard, and therefore the problem of acquiring the morpho-phonology of a language must also be NPhard. The central contribution of this article is to precisely dene an important language computation, and to determine its computational complexity.
The article is organized into three parts. Firstly, in section 2 we motivate and broadly dene the central computational problem of morpho-phonological acquisition, the Morpheme Acquisition Problem (MAP), and two important subproblems of the MAP. One subproblem is to compose the partially-specied phonological correlates of a set of morphemes (Morpheme Composition Problem); the other subproblem is to decide whether a given phonological structure is a possible word of a given language (Possible Word Problem).
Secondly, in section 3.3 we formally model the morpho-phonology of a particular language as the set of all morpho-phonological representations possible in that language. Our discrete model class is based on the generative linguistic theories of autosegmental phonology [6, 16, 9] and prosodic morphology [11] . In accordance with the conceptual framework championed by Ristad [13] , we model language comprehension and language production as the identication of a particular representation in this set. We model language acquisition as the identication of a particular set of permissible representations in the language-universal class of such sets.
Finally, in section 4 we place our morpho-phonological subproblems in a hierarchy of computational complexity, and then show this hierarchy collapses to NP-completeness by proving that the most complex problem in the hierarchy (Underspecied Possible Word Problem) is in NP, while the least complex problem (Morpheme Composition Problem) is NP-hard.
We adopt the following notational conventions to improve the presentation. The Greek symbol always stands for a set of morphemes, whereas the Roman character m always stands for a single morpheme. The symbol 1 always stands for the morpho-phonological dictionary. We will continue to use the classic term \phoneme sequence" to refer to the yield of an autosegmental representation.
Problem Statements
Morphological structure makes it possible for the language user to acquire or produce a novel word form, and to decide whether a given linguistic sound does or does not correspond to a possible or actual word of a given language. Accordingly, a central computation in the domain of morpho-phonology is to assign morphological structure to a given phonological representation, and vice-versa.
In this section, we motivate three variants of this broad computational problem: (i) Decide if a given phonological structure corresponds to a possible word of a given language (the Possible Word Problem); (ii) Compose the phonological correlates of a given set of morphemes in a given language (the Morpheme Composition Problem); and (iii) Acquire the phonological correlates of a given set of morphemes given a sequence of examples (the Morpheme Acquisition Problem). In each problem, we characterize the morpho-phonology of a language with a discrete model M that species the set of all morpho-phonological representations possible in that language.
A central computation performed by the language user is to acquire the morphophonological model itself (the morpheme acquisition problem). We consider two variants of this problem, one where the language learner is given examples of the relation between morphology and phonology (so-called supervised learning), and the other where the language learner is only given phonological structures (so-called unsupervised learning). Let us consider each in turn.
A morpho-phonological model must specify the relation between the morphology and phonology of words. It is not known what evidence is available to the language learner in acquiring this relation. However, the task of acquiring this relation is considerably simplied if the language learner is given instances of this relation. This leads us to pose the Supervised Morpheme Acquisition Problem (SMAP):
Given a universal class M of morpho-phonological models and an evidence sequence E = (p 1 ; 1 ); (p 2 ; 2 ); : : : ; (p n ; n ), where each phonological structure p i is paired with a set of morphemes i , Determine the simplest model M 2 M that is correct for E. 1 We say a morpho-phonological model M is correct for the evidence E if for all i, p i is the result of composing the phonological correlates of the morphemes in i . To a rst approximation, the simplest model M is the model with the shortest description relative to the model class M. Below, we specialize this broad problem statement to our proposed class of morpho-phonological models. We may also consider the Unsupervised Morpheme Acquisition Problem (UMAP),
where we are given an evidence sequence of phonological representations p 1 ; p 2 ; : : : ; p n and must infer a a small set of phonological structures C = fc 1 ; c 2 ; : : : ; c k g (that is, a kind of small morpho-phonological \codebook") that can eciently encode every p i as the composition of some subset of C.
Embedded in the general morpheme acquisition problem are two related subproblems. The rst subproblem is to determine whether there is some set of morphemes whose phonological correlates may be composed to form a given phonological structure (the Possible Word Problem). The second subproblem is to determine what phonological representation results from the regular composition of a given set of partially-specied morphemes (the Morpheme Composition Problem). In addition to their relevance as subproblems of the important morpheme acquisition problem, these morpho-phonological problems have independent motivation.
It is clear that language users can classify linguistic sounds into the following three classes: actual word of the language, possible word of the language, and none of the above. A possible word of a given language is typically a word that results from the regular composition of the phonological correlates of a permissible set of morphemes in that language. An actual word is a word that is entered in the language user's mental lexicon as in fact belonging to his language. For example, breaks is a possible and actual word of English, while breaked is a possible but not actual English word.
There are only a nite number of actual words in any given language. Given that language users systematically distinguish between possible and actual words, the actual words must be listed in the mental lexicon. Consequently, the problem of deciding whether a given sequence of phonemes is an actual word or not (the Actual Word Problem) is computationally trivial and correspondingly less interesting. On the other hand, the set of possible words is not listed in the mental lexicon, because the language user can spontaneously and creatively produce many novel words that are possible but not actual, such as those derived from the overgeneral application of regular rules of word formation. It would not be possible to comprehend or produce the possible words of a given language without knowledge of the morphological 1 Other statements of the morpheme acquisition problem may be equally meritorious. For example, one might require the output to be an ecient representation of all models in M that are consistent with the evidence E. Or one might require the input to include a prior probability function on M, and then require the output to be (i) the model M that maximizes the probability Pr(EjM)Pr(M) given a prior probability on the model class M; or, more ambitiously, (ii) a revised probability function on the model class M that best predicts the next observed instance (p n+1 ; n+1 ) of the morpho-phonological relation. structure of those words, simply because a possible word is (by denition) one that shares the morpho-phonological structure of actual words.
This leads to the Possible Word Problem (PWP): Given a phoneme sequence X and morpho-phonological model M of a particular human language, Is X subsumed by the phonological correlate of a possible word of the language according to M? (We require subsumption rather than equivalence because a morphological model may incompletely specify the phonological correlate of a word.) The morphophonological model M must include a dictionary 1 that provides the phonological correlates of morphemes. The related nondecision problem is to nd the set of morphemes whose regular composition results in a given projected phonological structure.
We will also consider a variant of the PWP, called the Underspecied Possible Word Problem (UPWP). In the UPWP, the input phoneme sequence X may be underspecied and need only be consistent with the phonological correlate P of a possible word of the language (that is, X and P may be unied). This variant is intended to model the imperfect nature of phonetic perception in our discrete setting.
A closely related problem is to determine what phonological representation results from the regular composition of a given set of partially-specied morphemes. This is the Morpheme Composition Problem (MCP): Given a phoneme sequence X, a morphological model M that includes the morphemes , and a subset 0 of the morphemes , Can the (partially-specied) phonological correlates of the morphemes 0 be composed into an executable phonological structure P that projects into X? By \executable phonological structure," we mean \permissible phonological structure with every distinctive feature in 0 expressed in P ." In other words, every phonetic feature in 0 must be linked to a timing slot. As above, the model M will include a dictionary 1 that maps morphemes to their phonological correlates. The related nondecision problem is to nd the sequence of association and concatenation operations for a given set of morphemes that results in an executable phonological structure.
The PWP characterizes the computation from phonology to morphology, while the MCP characterizes the computation from morphology to phonology. While the PWP is a natural subproblem of comprehension, and therefore of acquisition as well, the MCP is primarily a subproblem of acquisition and secondarily of production. Next, we present our formal model of the morpho-phonology, which is based primarily on McCarthy and Prince's theory of Prosodic Morphology [10, 11] .
The Language Model
A language model characterizes the set of well-formed linguistic representations in a given language. Each linguistic representation is a representation of the language user's (largely unconscious) knowledge of his language. In this section, we formalize a model of the language user's knowledge of the relationship between the sound and meaning of words (the so-called morpho-phonology). Our model is based on the theories of autosegmental phonology and prosodic morphology, both of which have strong empirical support.
This section is organized into three parts. In sections 3.1 and 3.2, we we formalize the language user's knowledge of the possible sound patterns of his language. Next, in section 3.3 we formalize the language user's knowledge of morpho-phonology.
3.1. The Phonetic System. The human vocal tract may be seen a function from motor inputs to acoustic signals and their associated sensory properties. Although only the vocal tract's motor system is under the direct control of the language user, the language user is nonetheless able to control the sensory properties of the resulting acoustic signal indirectly, using feedback. So let us idealize to a black box sensory-motor system, whose inputs are motor instructions and sensory properties, and whose output is an acoustic signal, the result of executing the input motor instructions or those motor instructions that result in an acoustic signal with the input sensory properties. The phonetic system is a model of this vocal tract function, that maps primitive sensory-motor goals to their acoustic realization. 2 A phonetic or articulatory feature is a primitive sensory-motor intention, or in other words, an input to the phonetic system [7] . 3 A phoneme is a complex (and extremely abstract) sensory-motor intention. It is complex because it consists of a set of superimposed sensory-motor subgoals. It is abstract because it is speaker-independent and language-independent. Phonemes are speaker-independent because the same phoneme will correspond to dierent acoustic signals and dierent motor impulses when executed by dierent speakers of the same language. Phonemes are language-independent because the same phoneme executed by the same native multi-lingual speaker will correspond to different acoustic signals and dierent motor impulses depending on the language employed by the speaker.
It is crucial to realize that phonetic features are a mixture of motor instructions and sensory properties, and therefore not all combinations of phonetic features are acoustically or physiologically possible. For example, if the tongue body is 2 There is signicant evidence for such a black box sensory-motor system from the study of human motor control, well as from phonetics. In the motor control literature, this phenomenon is called motor equivalence : the capacity of the motor system to achieve the same goal with considerable variation in the individual components that contribute to that output [2, 1] . 3 It is customary in the phonology literature to distinguish between phonetic and phonological features: phonological features are said to be abstract as compared with phonetic representations, although both are given in terms of phonetic features. In the classic SPE segmental theory of phonology [3] , the set of phonological features included \abstracted" phonetic features, diacritic features, and the distinguished feature segment that marks boundaries. Diacritic features were associated with lexical items as a whole; they controlled the application of rules. In the autosegmental theory of phonology, there are no diacritic features or boundary-marking features, and therefore it makes little sense to introduce phonological features. In any event, phonetic features are themselves extremely abstract.
4 See [8] for an excellent introduction to the phonetic system, that motivates and explains these phonetic features in some detail.
contacting the roof of the mouth ([+high]), then the vocal tract has a signicant constriction ([+consonantal] ) and therefore the air pressure in the vocal tract must accordingly be high ([-sonorant]). Empirical facts of this nature, that hold for all human languages, may be recorded in a decision tree.
Each human language selects a phoneme inventory , which is a subset of the empirically possible combinations of phonetic features. Therefore, a given linguistic sound is a possible sound of a given language only if it consists solely of the permissible feature combinations of that language. As one might expect, there is signicant evidence that \the frequently occurring feature combinations in the languages of the world come about because those combinations maximize perceptual distinctiveness. . . ." [15, p.81] As shown in gure 1, the phonetic features are also organized into a languageuniversal hierarchy of named natural classes, called the \feature geometry" [4, 14] . A set of phonetic features is said to form a natural class when it behaves as a unit with respect to a natural phonological dependency, such as assimilation. The universe of possible class-names is C: [supralaryngeal]
[ROOT]
[labial]
[peripheral]
[dorsal] (tongue body) Figure 1 . The feature geometry organizes the phonetic features into a hierarchy of natural classes. Phonetic features are rendered in bold font, while the names of natural classes are rendered in normal font. The relation of immediate inclusion is depicted by line segments (from right to left). Note that the feature geometry consists of two independent hierarchies: the [root] hierarchy is predominantly related to motor properties of primitive speech sounds, whereas the [stricture] hierarchy is mostly concerned with sensory properties of those sounds. A set of phonetic features is said to form a natural class because it behaves as a unit with respect to a natural phonological dependency.
The phonetic model h;I; Ci for a given language contains the following languageparticular information: (i) an integer upper bound (f) on the possible values [0; (f)] of each phonetic feature-name f 2 F; (ii) a phoneme inventory I (that is, a set of permissible phonemes); and (iii) a set C of natural class-names, C C, which always includes root.
3.2. The Articulatory Plan. An articulatory plan represents a complex sensorymotor intention. It consists of multiple occurrences of phonetic features, that have been combined by means of superposition and sequencing. When an articulatory plan is executed by the human sensory-motor system, the phonetic features that it contains must be executed in some total order. This global total order is called the skeleton or timing vector. Let us examine these statements in greater detail.
An articulatory plan may contain multiple occurrences of the same phonetic feature. Let an occurrence of a phonetic feature be called a phonetic goal . In particular, we will say that the phonetic goal g is an instance of the phonetic feature type(g). An autosegment a is a set of phonetic goals that is minimally dominated by the class-name class(a) in the feature geometry. An autosegment may contain at most one occurrence of each phonetic feature, although it may contain more than one occurrence of a given feature-name.
Let M = h; I; Ci be the articulatory model for a given language. Then an articulatory plan in the model M is is a 3-tuple P = hG;T; Xi, where G is a set of phonetic goals, T is a left-adjacency relation on autosegments of the same class, and X is a timing vector. The phonetic goals G must be consistent with the articulatory model M . The powerset 2 G of the phonetic goals G constitutes the set of permissible autosegments in P . The left-adjacency relation T is only dened on autosegments with the same class-name:
T f(a;b) : a 2 2 G ; b 2 2 G ; class(a) = class(b)g A tier is a maximal set of autosegments that are strongly connected in the transitive closure T + of the left-adjacency relation T . The timing vector X = x 1 x 2 : : : x n is a sequence of timing slots, where each timing slot x i is an autosegment of class root, x i 2 2 G . The timing vector X represents the language user's global schedule of sensory-motor goals. A phonetic goal will not be executed by the motor system unless it is included in a timing slot. Note that a phonetic goal may be included in more than one timing slot, or in none at all.
According to autosegmental phonology, the transitive closure of the left-adjacency We say an articulatory plan yields a given phoneme sequence if and only if (i) the plan contains exactly as many timing slots as there are phonemes, and (ii) the ith timing slot and the ith phoneme agree exactly on the value of every phonetic feature.
We say an articulatory plan is consistent with a given phoneme sequence if and only if (i) the plan contains exactly as many timing slots as there are phonemes, and (ii) the ith timing slot does not disagree with the ith phoneme on any feature value.
Our articulatory plan formalizes the \autosegmental representation" of modern generative phonology. The left-adjacency relation T on autosegments represents the tiers of an autosegmental representation. An autosegmental tier encodes a total order on a subset of the autosegments in an autosegmental representation. Every timing slot in our articulatory plan is a segment. A phonetic goal that appears in more than one timing slot represents assimilation. A timing slot that contains two phonetic goals labeled with the same feature-name but with conicting featurevalues is a contour segment, such as a contour tone or an aricate. 5 Each language employs a small (possibly empty) set of contour segments. These permissible contour segments are included in the phoneme inventory I of the language's phonetic model h; I; Ci.
3.3. The Morpho-Phonology. A morpho-phonological model M = h; 1i consists of a set = f1; 2;: : : ; ng of morphemes and a dictionary 1 that maps each morpheme m to its phonological correlate 1(m) = (p; o), and a dictionary of default association relations. Let us consider each element in greater detail.
The phonological correlate of a morpheme consists of an articulatory plan p and an operation o that species how that articulatory plan is to be combined with the articulatory plans of other morphemes. Recall that an articulatory plan P = hG; T; Xi is a set of phonetic goals G, a set of autosegmental tiers T , and a timing subvector X. The two primitive operations of morpheme combination are concatenation and association. The result of concatenate(t 1 ; t 2 ) is to concatenate the tiers t 1 and t 2 , forming a new tier where the rightmost autosegment of t 1 is left-adjacent to the leftmost autosegment of t 2 , provided that t 1 and t 2 contain autosegments of the same class. The result of link(a; s) is to include every phonetic goal in the autosegment a in the timing slot s.
Let m be a morpheme in , whose articulatory plan contains l tiers. Then tier(i; m) is the ith such tier, whose type is given by class(tier(i; m)). It is widely assumed in the phonology literature that the phonological correlate of a morpheme can contain at most one tier of a given type.
An association relation R is a binary relation from the autosegments of a tier to the slots of a timing subvector. Each element (a; s) of an association relation R is understood as requiring the phonetic goals in the autosegment a to be included in the timing slot s as well. Accordingly, the eect of the associate(t; v; R) operation is to enforce the association relation R between the tier t to the timing vector v. Every language contains a dictionary that lists for every pair (i; k) the association relations possible in that language from a tier of length i to a timing vector of length k, as well as the distinguished default relation for that (i;k). 6 5 Informally, a contour segment is a segment that contains conicting feature-values. A contour tone, such as rising or falling tone, is a tone that does not have a constant value throughout its execution. Aricates are phonemes that require the complete closure of the vocal tract immediately followed by a more gradual release of closure than is found in pure stops. For example, the initial phonemes of the English words chill and jail are aricates. Technically, an aricate may be analyzed as a segment consisting a stop ([continuant 0]) immediately followed by a fricative ([continuant 1]), and hence it contains conicting values for the phonetic feature continuant. 6 In the generative phonology literature, the default association relation is characterized algorithmically, by means of an association convention. This association convention repeatedly links To summarize, the morpho-phonological model for a given language includes the following language-particular information: (i) a phonetic model M = h;I; Ci that species the set of permissible phonological structures; (ii) a set of morphemes; (iii) a morphological dictionary 1 that maps each morpheme m to a (partial) articulatory plan p and an operation o that species how p is to be combined to the base; and (iv) a dictionary of possible and default association relations. The Uniprocessor Scheduling Problem is to decide whether there exists a one processor schedule for a set T of tasks, where each task t 2 T has a length l(t), a release time r(t), and a deadline d(t). A schedule is a total order on the tasks such that each task begins after its release time and completes before its deadline. Uniprocessor Scheduling is NP-complete [5] . Proof. The input to the reduction is a set of tasks T with lengths, release times, and deadlines. The reduction outputs a phoneme sequence X, a morphological model M, and a set m of morphemes whose phonological correlates may be composed into an articulatory plan whose yield is X if and only if the tasks T have a one processor schedule.
The idea of the reduction is to restate the problem of nding an acceptable order in which to execute a given set of tasks as the problem of nding a permissible order in which to concatenate and associate a given set of morphemes. The trick is to somehow translate scheduling constraints that relate each task to the global schedule into constraints that relate the phonetic goals to each other and to contiguous subsections of the global timing vector.
the leftmost unlinked autosegment of a given tier to the leftmost open timing slot, until all autosegments are linked or all slots are taken. Roughly speaking, a timing slot is open for a given autosegment if that timing slot is not already specied for any of the distinctive features contained in that autosegment. Unfortunately, the association convention has many poorly-understood exceptions and special cases, and so it does not improve our understanding of language to formalize it directly. In any event, the association convention may be modeled as a prior probability function on the space of all possible default association dictionaries.
To carry out this idea, the reduction will construct a distinct morpheme m i for each of the tasks t i 2 T , where the articulatory plan for m i will encode the scheduling constraints of the task t i . In particular, the task's release time r(t i ), length l(t i ), and deadline d(t i ) will be directly represented in the autosegmental tiers that make up the articulatory plan of the morpheme m i .
The morphological model M employs only two binary distinctive features, which we will name l (for \length") and b (for \boundary"). (In fact, the reduction requires only two unary distinctive features. However, for consistency with current phonological theorizing, the distinctive features used by the reduction are binary rather than unary.) The distinctive feature l will encode task length, while the distinctive feature b will encode the scheduling boundaries of tasks (that is, the release times and deadlines of tasks). This phonetic system gives rise to autosegments of type L, B, and root. Contour segments are not allowed. The only permissible association relations in the morphological model are those that link every autosegment in a given tier to exactly one timing slot. Let us now turn to the details.
The reduction consists of three stages. Let d m = maxfd(t) : t 2 T g be the maximum of all the task deadlines. In the rst stage, the reduction outputs a sequence X of d m phonemes, each of which contains exactly two phonetic goals, [+b] and [+l] .
In the second stage, the reduction outputs a set of d m 0 P t2T l(t) \ller" morphemes, whose articulatory plans contain exactly one empty timing slot and no phonetic goals. These morphemes correspond to \dead time" in the schedule, where the processor is not performing any task.
In the third stage, for each task t i 2 T , the reduction outputs a morpheme m i whose articulatory plan hG i ; T i ; X i i contains four tiers, as depicted in gure 2.
The timing subvector X i is of length l(t i ). The rst tier tier(0; i) is of type B and contains r(t i ) autosegments, each with its own phonetic goal of type [+b] . These autosegments are not included in any timing slot.
The second tier tier(1; i) is of type L and contains l(t i ) autosegments, each consisting of its own phonetic goal of type [+l] . This tier is associated to the timing subvector X i by the unique well-formed association relation in the constructed morphological model (a bijection).
The third tier tier(2; i) is of type B and contains d m 0 d(t i ) autosegments, each with its own phonetic goal of type [+b] . None of these phonetic goals are included in any timing slots. The alert reader will note that tier(0; i) and tier(2; i) are of the same type and may be concatenated to form a single tier of type B. We chose not to concatenate these two tiers in order to simplify the gure 2.
To properly compose the phonological correlates of the morphemes , we must nd some sequence of concatenate(1; 1) and associate(1; 1; 1) operations that result in an executable articulatory plan that subsumes the phoneme sequence X. The articulatory plan will be executable if and only if every phonetic goal contained in the plan is linked to a timing slot. This is equivalent to the problem of rst Each phonetic goal of type [b+] is included in its own root autosegment but not in any of the timing slots. Each phonetic goal of type [l+] is included in its own timing slot as well as in its own root autosegment. The relation between a phonetic goal and an autosegment that includes it is depicted via a line segment, with the dominating classes (all of type root) toward the top of the page. The relation between an phonetic goal and a timing slot that includes it is depicted by an arrow.
concatenating the timing subvectors of the morphemes in M and then associating all tiers of type B to a subsequence of the resulting a timing vector via a bijection.
The \ller" morphemes constructed in the second stage of the reduction each have a unit length timing subvector, while the morphemes fm 1 ; m 2 ; : : : ; m jT j g constructed in the third stage each have a timing subvector whose length is equal to the duration of the corresponding task. Concatenating the timing subvectors corresponds to nding a schedule for the tasks in T . Associating the tiers of type B will be possible if and only if each task t in the resulting schedule starts after its release time r(t) and completes before its deadline d(t). Therefore, the phonological correlates of the morphemes may be composed into an executable articulatory plan that subsumes the phoneme sequence X if and only if there is a one processor schedule for the tasks T that satises the individual release times and deadlines. 4.2. Prosodic Recognition. According to prosodic morphology, every language contains a morphological dictionary that maps each morpheme to its phonological correlate (that is, a partial articulatory plan). To a rst approximation, every possible combination of the phonological correlates of a given set of morphemes results in a possible word of the language (to be precise, a possible phonological correlate of the syntactic word consisting of those morphemes). An actual word of that language is listed in the mental lexicon, along with explicit instructions on how to obtain its phonological form by deterministically combining the phonological correlates of its constituent morphemes, if that is possible.
Therefore, the Possible Word Problem for prosodic morphology (\Prosodic Recognition") is to decide whether a given sequence of phonemes is subsumed by the phonetic correlate of some combination of the morphemes listed in the morphological dictionary of a particular human language. That is, Given a prosodic model M = h; 1;i and a phoneme sequence X, Is there a subset 0 of whose phonological correlates f1(m) : m 2 0g may be composed to form a permissible articulatory plan P whose timing vector subsumes X? In order to solve Prosodic Recognition we must in eect rst guess a subset 0 of and then guess an order in which to compose the phonological correlates of 0. That is, we must solve Prosodic Composition in order to solve Prosodic Recognition. Proof. The input to the reduction is an instance of Prosodic Composition: a phoneme sequence X and a set of morphemes with phonological correlates given by 1. The output of the reduction is an instance of Prosodic Recognition: the phoneme sequence X and a morphological model M containing exactly the morphemes and their phonological correlates 1. By construction the phonological correlates of the morphemes may be composed into an executable phonological structure that subsumes X if and only if the phoneme sequence X is subsumed by the composition of some morphemes in M.
Let us now consider the Underspecied Possible Word Problem (UPWP), a variant of the PWP where the sequence of phonemes may be underspecied and need only be consistent with the phonetic correlate of a possible word of the language. Proof. Both variants of the PWP for prosodic morphology have identical inputs: a phoneme sequence X, a set of morphemes , and a morphological model M. Whereas Prosodic Recognition requires that the phonological correlate of some subset of subsume the phoneme sequence X, Underspecied Prosodic Recognition only requires that the phonological correlate be uniable with P . Therefore Prosodic Recognition is merely a special case of Underspecied Prosodic Recognition. Proof. The UPWP for prosodic morphology is in NP by the following polynomialtime nondeterministic algorithm (sketch). The input to the algorithm is an instance of the UPWP, that is, a phoneme sequence X and a prosodic model h; 1; i. The algorithm consists of four logical stages.
In the rst stage the algorithm guesses a subset 0 of the morphemes such that the number of timing slots contained in the articulatory plans for 0 is equal to jXj. In the second stage the algorithm guesses a concatenation of the timing subvectors of the morphemes in 0 . The algorithm begins with the current timing vector set to the empty string. At each step, the algorithm nondeterministically picks a new timing subvector and nondeterministically concatenates it to the front or back of the current timing vector.
In the third stage, the algorithm guesses association relations. Assume that the morpho-phonological model M allows contour segments of degree d. Then for every timing slot x 2 X, the algorithm guesses up to d autosegments a 1 ; a 2 ; : : : ; a d from the left-adjacency relation T of the current articulatory plan and includes them in the appropriate timing slot.
In the fourth and nal stage, the algorithm checks that the resulting articulatory plan is executable and consistent with the phoneme sequence X. Each phonetic goal must be included in at least one timing slot, and the articulatory plan must be well-formed. This nal \checking" stage may be performed in deterministic time proportional to the total number of autosegments in the morphemes . The rst three \guessing" stages may be performed in nondeterministic time proportional to the number of timing slots in the morphemes . 
Conclusion
The purpose of this article has been to illuminate the computations performed in the comprehension, production, and acquisition of human languages. We have argued that the morpheme composition problem is a central computation performed by the language user in the domain of the morpho-phonology, and that this computation is NP-complete according to our current understanding of language.
