ABSTRACT With the development of code obfuscation and application repackaging technologies, an increasing number of structural information-based methods have been proposed for malware detection. Although, many offer improved detection accuracy via a similarity comparison of specific graphs, they still face limitations in terms of computation time and the need for manual operation. In this paper, we present a new malware detection method that automatically divides a function call graph into community structures. The features of these community structures can then be used to detect malware. Our method reduces the computation time by improving the Girvan-Newman algorithm and using machine learning classification instead of a similarity comparison of subgraphs. To evaluate our method, 5040 malware samples and 8750 benign samples were collected as an experimental data set. The evaluation results show that the detection accuracy of our method is higher than that of three well-known anti-virus software and two previous control flow graph-based methods for many malware families. The runtime performance of our method exhibits a clear improvement over the GN algorithm for community structure generation.
I. INTRODUCTION
With the development of mobile devices, the Android operating system has become one of the world's most popular smartphone platforms, offering an excellent hardware basis and low cost. Market research by Gartner [1] found that more than 298 million Android smartphones were purchased globally in the third quarter of 2015, rising to 352 million in the fourth quarter of 2016, indicating an 81.7% share of the global smartphone market [2] .
Because of the large number of users, the Android platform has become the main target of attacks. A report [3] shows that Android was the target of 97% of global mobile malware in 2013. In 2016, the number of Trojans contained in Android adware increased by nearly 700,000 [4] .
Existing signature-based malware detection methods face constant challenges. Their manual analysis patterns always lag behind the malware and are inefficient for zero-day malware detection. Moreover, the repackaging technology allows hackers to quickly generate a large number of malware variants. This is also a big challenge for signature-based detection methods.
To solve these problems and improve the detection accuracy, many prior studies have focused on the structural features of applications [5] - [8] . Researchers have shown that a large number of new malware variations are similar to existing applications, and thus comparing the similarity of specific graphs extracted from applications seems a feasible approach [9] , [10] . However, the similarity comparison of graphs is a complicated task. It involves restoring a significant number of subgraphs as features, and so matching the target graphs with these features can be very time consuming.
In this paper, we present a new malware detection method based on the analysis of community structures of function call graphs. First, our method applies reverse engineering to obtain the function call graph of an Android application. Second, the function call graph is weighted by sensitive permissions and application programming interfaces (APIs). Third, the community structures are extracted from the weighted function call graph. Finally, a machine learning classification process is used to detect malware. In an evaluation of 13,790 Android applications, our method achieves 96.5% accuracy in detecting unknown malware.
The main contributions of our method are as follows.
(1) A new community structure generation model that is suitable for Android malware detection is proposed. In our model, community structures are generated according to structural information of the function call graph as well as sensitive static characteristics of the Android application. This process makes the community structures more meaningful in reflecting malicious behavior.
(2) Several effective improvements are designed to improve the GN algorithm [11] . These improvements are shown to make the community structure generation process more efficient.
(3) Machine learning classification is used for malware detection. This means we abandon the complex comparison of the similarities between a large amount of subgraphs to identify malware, and treat the malware detection as a machine learning classification problem.
The remainder of this paper is organized as follows. Some relevant work is discussed in section II. The architecture and specific steps of our method are introduced in section III. The analysis of function call graphs and community structures is an important part of this paper, and is discussed in detail in section IV. Section V describes several experiments to evaluate our model. Finally, a general summary and ideas for future work are presented in section VI.
II. RELATED WORK
In recent years, the explosion of Android viruses has made malware detection more difficult. A comprehensive and systematic virus database is a key factor in security research. Zhou et al. [12] described a wide-ranging malware collection and analysis approach. They collected more than 1,200 malware samples and systematically analyzed them. Then, four well-known mobile security applications were chosen to test these samples, achieving detection rates ranging from 20.2-79.6%. The low detection rates indicate that their malware samples require further research. Thus, we added them to our experimental dataset.
Static analysis [13] - [16] is widely used in Android malware detection for two main reasons. First, the detection processes will cover all codes, including seldom-used functions. Second, the detection speed is fast, as it does not rely on a virtual execution environment. In static analysis, permissions and APIs are useful features. For example, Talha et al. [17] proposed a permission-based malicious code testing tool called APK Auditor. This offers a user client for granting application analysis requests, an independent database to store application features, and a central server to manage the database and user client. In their experiments, APK Auditor analyzed more than 10,000 Android applications with 88% detection accuracy. Qiao et al. [18] proposed a malware detection method based on permissions and APIs. They extracted numerical and binary features from Android applications for both quantitative and qualitative evaluation. In addition, the classification efficiency of several frequently used machine learning algorithms was compared.
Kate et al. [19] described a two-step malware detection method. In step one, two kinds of Bloom filters are used to classify samples as malware or normal based on permissions. In step two, more code features are added to the permissions. These features are classified by a Naive Bayes algorithm to identify malware.
Arp et al. [20] proposed a lightweight detection method called DREBIN. This method can extract eight types of static features from Android applications. These features are then input to vector space models for classification by a support vector machine (SVM) algorithm. Their method achieved 94% detection accuracy on 123,453 Android applications.
Schmeelk et al. [21] , analyzed the architecture of Android applications and summarized the main technologies of static malware detection methods. Among these technologies, they focused on permission leakage and privacy concerns.
However, many static malware detection methods are easily influenced by code confusion mechanisms. To solve this problem, researchers began to focus on the internal structure of Android applications. Suarez-Tangil et al. [22] analyzed the code structures of Android applications and proposed a new detection mechanism called Dendroid. This adopts text mining and information retrieval technologies, allowing malicious applications to be identified and automatically classified into the appropriate virus family. Kwon et al. [23] proposed a graph-based mechanism, called DroidGraph, which can extract APIs from decompilation code and build an API call graph of the application. The API call graph is then used to build a semantic graph that better reflects the malicious features and improves the recognition efficiency. DroidGraph can achieve 87% detection accuracy without any false positives for benign samples.
Atici et al. [24] proposed a control flow graph-based malware detection method. They extract features named ''code chunks'' from the control flow graph, then use the classification and regression tree (CART) algorithm to classify these features. The method can obtain 96.3% classification accuracy.
Zhang et al. [25] proposed an Android malware detection method based on the features of weighted contextual API dependency graphs. In their method, graph similarities are used to identify malware with 93% detection accuracy.
Another effective method that is resistant to code confusion mechanisms is dynamic analysis. In dynamic analysis, applications are executed in a virtual environment. Runtime information is recorded to generate dynamic features for malware detection. For example, Enck et al. [26] proposed TaintDroid, a virtualization-based malware detection method that can trace the flow of sensitive information. In an evaluation of 30 Android applications, TaintDroid found 20 applications had misused users' private information. DroidScope [27] is also a virtualization-based malicious code detection method. It can identify malwares by analyzing semantics features of operating system level and Java level.
Vidas and Christin [28] illustrated the fundamental limitations of virtualization-based malware detection methods. They offered several Android malware detection techniques to prove these limitations may be evaded.
StaDynA [29] , MARVIN [30] and the method proposed by Zeng et al. [31] are methods that can combine static and dynamic analysis for Android malware detection.
Although dynamic analysis is also effective in malware detection, the virtual environment is very resource consuming. This shortcoming means that large-scale malware detection through dynamic analysis is a significant challenge.
Different from the above studies, our approach analyzes Android applications' structural information based on community structures rather than directly using function call graphs or control flow graph, etc. As these community structures contain useful information about closely related functions, we extract features from them for malware detection. In addition, our method places particular emphasis on optimizing the GN algorithm and machine learning classification process, whilst also reducing the computational load.
III. MECHANISM OVERVIEW
Compared to random networks, the function call graph of an Android application has its own structural characteristics, as shown in Fig. 1 . In function call graphs, the different function call frequencies of each method lead to a nonuniform distribution of edges across the whole graph. This situation exists in many node sets of the graph, indicating that the nodes within a common node set are closely connected, but have few connections with nodes in other node sets. This structural characteristic indicates the existence of potential community structures in the graph. In Android applications, such community structures may contain a wealth of information. The functions of each community structure are expected to have common attributes and behaviors that can be used to distinguish malicious codes. To find these community structures and identify malware, a new malware detection architecture is proposed. As shown in Fig. 2 , the execution process has the following steps:
(1) Reverse engineering. The Android package (APK) file is an Android application's execution file. It is essentially a zip (compressed) file with a different suffix. APK files are composed of several subfiles, including ''.dex'' files, ''AndroidManifest.xml'' file, and many resource files. To analyze these files, the Baksmali tool is used to decompile them into ''.smali'' files.
(2) Weighted function call graph creating. Functions and their call relationships can be extracted from the ''.smali'' codes. These are used to build the function call graph. Many common Android malicious attack modes, such as repackaging technology and malicious code injection, are less likely to occur in isolated nodes. Thus, they are removed to reduce the computational complexity. Every node of the function call graph is then weighted according to sensitive permissions and APIs.
(3) Community structure generation. In this phase, community structures are generated from the weighted function call graph. The GN algorithm is used to finish this task because of its high accuracy. GN algorithm can divide the whole function call graph into community structures by constantly deleting edges with the highest betweenness. However, the GN algorithm involves complex computations and can be time consuming. Hence, we improve the GN algorithm to make it more efficient.
(4) Malicious code judgment. Features can be extracted from the community structures generated in step (3). These features are input to a vector space model to build classification rules using machine learning algorithms. The final malware identification results are obtained using these rules.
IV. GRAPH ANALYSIS AND MALWARE DETECTION
In this section, the details of graph generation and the malware detection strategy are discussed. The content contains three main parts: (1) Construct a weighted function call graph; (2) improve the GN algorithm for community structure generation; and (3) identify malware using the features extracted from the community structures. 
A. WEIGHTED FUNCTION CALL GRAPH
In reverse engineering, methods and their call relations can be extracted from ''.smali'' codes. All call sequences for each method are collected to build a function call graph, as shown in Fig. 3 . Then, a two-step pretreatment is applied. The first step is to delete isolated nodes. There are many nodes with very few edges that are isolated in the function call graph. It is not only difficult to reflect the behavior characteristics of the application in these nodes, but they also increase the complexity of the calculation. Thus, isolated nodes are first removed. The second step is to add a weight to each node. We analyzed the applications in our experimental dataset and obtained statistics on the appearance frequency of permissions and APIs. The malicious behavior value M can be calculated by the following formula:
where F1 represents a permission or system API's appearance frequency in malware and F2 represents a permission or system API's appearance frequency in benign applications. A node's weight is the sum of the malicious behavior values of its related sensitive permissions and system APIs. Once this pretreatment work has been completed, a weighted function call graph is constructed, and this graph is used in the following community structure generation step.
B. COMMUNITY STRUCTURE
Our community structure generation model is based on the GN algorithm, which is a classic community structure generation algorithm. The main idea of the GN algorithm is to continuously remove the edges with the highest betweenness, which is defined as the number of shortest paths between pairs of vertices that run along a particular edge. The betweenness of the remaining edges is then recalculated, and the process is repeated until all edges have been deleted. However, the GN algorithm suffers from a long computation time. According to its definition, the repeated calculation process gives the GN algorithm a time complexity of O(m 2 n), where m represents the number of edges and n represents the number of nodes. In addition, the community structures obtained by a pure structural generation process struggle to reflect the behavior of the application. Thus, we improve the GN algorithm as follows:
1) FAST BETWEENNESS CALCULATION
The calculation of an edge's betweenness can be adjusted by the following two steps: First, our method identifies the key node of a graph. The key node is chosen according to the degree and weight of its directly connected nodes. It is defined as:
where n represents the number of nodes in the whole graph, D i is the degree of node i, k is the number of nodes that are directly connected to node i, and w(q m ) represents the weight of node m in node set k. Second, an edge's betweenness is calculated as the number of shortest paths between the key node and the other nodes that run along that edge. To ensure that important edges are not easily deleted, the edge weights must be considered. This depends on the weight of the two nodes attached to the edge. Suppose a graph is defined as G = (V, E), where V is the set of nodes and E is the set of edges. The betweenness B b can be calculated as:
where ℘ v i v j (e) is the shortest path between node i and node j that contains edge e. g e is the weight of edge e.
2) REDEFINITION OF TERMINATION CONDITION
The GN algorithm does not define a termination condition to achieve the best graph division result. Therefore, the function Q [32] is proposed as the termination criterion:
Suppose the number of community structures of a function call graph is k. A k×k symmetric matrix can be defined.
e mm (m<k) is the sum of the diagonal elements of the symmetric matrix, and represents the fraction of edges that connect each node in every community structure to all edges of the function call graph. a m 2 represents the fraction of edges that connect each node in community structure m to all edges of the function call graph.
In general, Q ranges from 0.3-0.7. Higher values of Q represent better graph division results. The upper limit of Q is 1. For example, Fig. 4 shows the change in Q during the community structure generation process of sample ''4de0d8997949265a4b5647bb9f9d42926bd88191.apk.'' The value of Q increases from 0.4 to 0.7 before falling back to 0.4. In our method, the stop condition is determined by calculating Q, which is defined as:
If Q >= 0.1, terminate the algorithm. If 0.1 > Q >= 0, continue the algorithm. If Q < 0, then maxQ = currentQ, and the algorithm will continue.
3) DETERMINATION OF FINAL DIVISION RESULT
New community structures are generated for each of the multiple computations of Q. These community structures are recorded as one division result. An ideal division result should satisfy the following two conditions at the same time:
(1) the nodes in the same community structure are closely connected; (2) a single community structure contains more nodes with high malicious behavior values and fewer packages. To achieve this goal, an automatic evaluation model is established. Suppose a single community structure can be described as:
where C i represents community structure i, n is the number of nodes in the community structure, V denotes the nodes with malicious behavior values in community structure i, N denotes all nodes in community structure i, and P denotes the packages in community structure i.
According to the information about C i , an evaluation score S can be calculated and assigned to each division result, as shown in (7) . The division result with the highest evaluation score is selected as the ideal division result.
where k is the number of community structures in a division result, V is the number of nodes with malicious behavior values in each community structure, N is the number of nodes in each community structure, P is the number of packages in each community structure, and α, β are constant coefficients. In summary, the community structure generation process can be described as Algorithm 1. Obtain key nodes of graphs 7:
Algorithm 1 Community
Calculate edges' betweenness and Q 8:
Delete the edges with the highest betweenness 9:
Generate community structures and record them as one division result 10: else 11:
Break the loop 12: Until Q >= 0.1 13: Determine the final division result 14: Output: Community structures
C. MALWARE DETECTION
A comprehensive malware detection model is established based on machine learning classification. Its essential features can be extracted from the community structures generated in the steps of subsection IV.B. These features are as follows: (1) The number of community structures with malicious features; (2) The highest malicious behavior value of community structures, and (3) The sum of malicious behavior values of community structures in the application. The core process of the machine learning classification is to establish linkages between the features and malicious behavior (or benign behavior). The machine learning classification consists of a training phase and a testing phase.
In the training phase, every application in the training sample dataset is assigned a label that indicates whether it is malware or benign. The features and labels of each application are then input to a vector space model to train the classifier. In the testing phase, features are extracted from unlabeled applications and classified by the trained classifier to identify malware.
To evaluate the performance of the classifier, four metrics are used: the true positive rate (TPR), false positive rate (FPR), precision, and receiver operating characteristic (ROC) curve. TPR represents the proportion of positive samples recognized by the classifier, whereas FPR represents the proportion of negative samples that are wrongly judged as positive samples by the classifier. Precision represents the proportion of true positive samples out of all the positive All classifications were performed by WEKA [33] , which is a free and open source data mining software based on the Java development environment. WEKA can process multiple batches of data in parallel and view the models generated by the classifier for each step of cross-validation. It also can visualize the effectiveness of classifiers.
V. EXPERIMENTS AND EVALUATION

A. EXPERIMENTAL DATASET
The experimental dataset contains 13,790 Android applications in total, with 5040 malware samples and 8750 benign samples. Of these, 1260 malware samples were collected from the Android Malware Genome Project [34] , and the others were obtained from other websites, such as [35] . The benign samples were collected from Google Play [36] and some official third-party application markets. The categories of our application samples are listed in Tables 1 and 2 .
B. EFFECTIVENESS OF CLASSIFICATION PROCESS
In the malware detection phase, the efficiency of the classifier is an important factor in the final detection accuracy. To obtain a suitable classifier, several common classification algorithms were compared. As mentioned in section II, many previous studies have applied machine learning classification to Android malware detection, with decision trees, Bayesian approaches, and SVM algorithms the most frequently used [37] , [38] .
Decision tree algorithms are suitable for handling samples with missing attributes or irrelevant features. Such methods are fast, but may lead to overfitting. The SVM algorithm provides a good theoretical guarantee against overfitting. It is good at solving high-dimensional problems (large feature vector spaces). However, its efficiency is poor when the number of samples is large. Moreover, the SVM algorithm has no general solution for nonlinear problems, and sometimes it is difficult to find a suitable kernel function. Bayesian algorithms converge faster than discriminant models such as decision trees and SVM. Thus, this method should achieve good performance, even with small sets of training data. Table 3 shows the classification performance of a decision tree (J48), SVM, NaiveBayes, and BayesNet. These classification results are based on the features extracted from the community structures. The experimental results indicate that the Bayes algorithms achieve better results than J48 and SVM in all metrics. Based on this dataset, BayesNet is the best algorithm.
C. COMPARISON EXPERIMENT OF MALWARE FAMILIES
An important part of our experimental database is the malware samples collected from the Genome Project. It consist of 49 malware families and 1260 typical malicious applications. By examining the detection performance of each family, we can identify the detection stability of our model. Note that several malware families contain very few samples, such as ''Zitmo,'' which has only one sample. These malware families were removed from this experiment and placed into an isolated testing sample set for use in the experiment described in the next subsection.
The Genome Project samples have been used as test datasets in previous studies. We used our method to detect some of the main families of the dataset, and compared the detection results with those of several previous approaches. The first is composed of two anti-virus applications, AVG Antivirus Free (AVG) and Norton Mobile Security Lite (Norton) [12] . The second is Androguard [39] , an excellent decompilation and virus detection tool that has been widely used in recent studies. The third is ''Dendroid,'' [22] which was mentioned in section II. This is an efficient method for coping with repackaging technologies. The fourth [24] , referred to as the control flow graph-based method, extracts features and builds control flow graphs from decompiled codes. Machine learning algorithms are then used for the classification and identification of malicious codes. This method is similar to ours, and offers high detection accuracy for the DroidKunfu malware family. Table 4 presents the detection accuracy results for each method. The experimental results show that the detection accuracy of our model ranges from 93.8-100%. Among most malware families, our method achieves better detection accuracy than AVG, Norton, Androguard, and the control flow graph-based method. The average detection accuracy of our method is 99.1%, which is the highest of all methods.
D. MALWARE DETECTION PERFORMANCE
In this subsection, the detection performance of our method is evaluated in terms of unknown malware detection with a compressed training set and through an analysis of the runtime improvement in community structure generation.
In the first experiment, an isolated testing sample set was established. This contains all categories of applications of our dataset that are not used for training. Thus, these applications can be treated as an unknown sample set. To evaluate the detection performance further, we compressed the size of the training set to 10% of the total samples. As shown in Fig. 5 , our method achieves 81% detection accuracy with a training set of 10% of the total. The highest detection accuracy of 96.5% is reached when the training set size is 100% of the total. This result indicates that the detection accuracy is not over-reliant on the training set.
The second experiment examines the improvement in runtime performance given by the enhanced GN algorithm. As mentioned in section IV, the time complexity of our method is obviously reduced compared with that of the GN algorithm. Fig. 6 compares the execution times of the GN algorithm and our method for community structure generation. The testing samples were chosen based on the number of nodes, which ranged from 135-644. Experimental results show that the execution time of both algorithms is less than 30 s when the node number of the sample is less than 169. However, the execution time of the GN algorithm increases much faster than that of our method when the node number exceeds 216. Moreover, when the node number reaches 1000, the average execution time of the GN algorithm exceeds 30 min, compared with just 5 min for our method. 
VI. CONCLUSIONS AND FUTURE WORK
In this paper, a new Android malware detection method that uses community structure analysis has been introduced. The proposed method adopts three features extracted from community structures to detect malware by machine learning classification. The method was shown to be efficient from three aspects. First, the malware detection accuracy of our method was compared with that of three well-known antivirus programs and two previous detection techniques. The comparison results show that our method achieves the highest average detection accuracy across the 17 main malware families of our experimental dataset. Second, the execution time of our method is clearly less than that of the GN algorithm for community structure generation. Finally, an unknown application detection experiment was conducted with ten different sizes of training set. The experimental results indicate that our method can achieve stable and high detection accuracy even with small training sets. In addition, the classification performance of several common machine learning algorithms was compared.
Though our method achieves good malware detection performance, the experimental results indicate that the runtime performance of our method could be improved for large function call graphs. In future work, more efficient algorithms should be designed for community structure generation and feature extraction. At the same time, the rapid growth of new malware families presents another challenge. We plan to choose more semantic-based features to deal with this issue.
