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ABSTRACT

Acoustic streaming refers to time-averaged flows generated by time-periodic sound waves. In classic
“Rayleigh streaming”, the mean flow is generated by the interaction of a standing acoustic wave
with a solid boundary (e.g., a channel wall). Applications of acoustic streaming include inducing
fluid mixing in microfluidic medical devices, improving the efficiency of chemical reactions, and
enhancing heat transfer. Recently, Chini et al. [J. Fluid Mech., Vol. 744 (2014)] and Michel &
Chini [J. Fluid Mech., Vol. 858 (2019)] demonstrated that strong acoustic streaming flows can
be generated in gases subjected to an imposed cross-channel temperature gradient. In contrast
with Rayleigh streaming, standing acoustic waves of O(ϵ) amplitude acquire vorticity owing to
torques arising from the misalignment of pressure and density isosurfaces throughout the domain
rather than via viscous torques acting in oscillatory boundary layers adjacent to channel walls.
More significantly, these “baroclinically-driven” streaming flows have a magnitude that is O(ϵ),
i.e. comparable to that of the sound waves, leading to fully two-way wave/mean-flow coupling.
The present investigation extends these earlier studies by relaxing the restriction to small aspectratio domains, thereby enabling the (forced) heat transport across the channel to be quantified
as a function of aspect ratio and other system parameters. This extension requires the numerical
solution of a non-separable two-dimensional eigenvalue problem for the sound-wave frequency and
mode structure. Nevertheless, the resulting computations are orders of magnitude faster than
direct numerical simulation of the compressible Navier-Stokes equations. The prospect for using
baroclinic acoustic streaming as a lightweight, fan-less cooling technology is evaluated.

xii

CHAPTER 1
INTRODUCTION

1.1

Background

The phenomenon of viscous fluid interaction with acoustic waves has been observed as early as 1831
by Michael Faraday by examining the motion of sand and fine grains on top of a Chladni plate.
The Chladni plate is a vibrating plate developed by German physicist Ernst Chladni who created
a technique to visualize the modes of vibration of a rigid surface. It is often a circular or square
sheet of metal mounted on a central stalk to a sturdy base. The plate can be oscillated at different
vibration modes, nodes and antinodes are developed. These nodes and antinodes form complex
but symmetrical patterns over the surface and their positions can be visualized by sprinkling sand
upon the plate. The sand vibrates away from the antinodes and gather at the nodes [1].

Figure 1.1: Chladni patterns formed by the vibration of a plate covered with sand. The vibration causes the sand to move and concentrate along the nodal lines where the surface is still
(http://dataphys.org/list/chladni-plates/).

The motion of sand or fine-grained powder lying on top of a Chladni plate form beautiful patterns
which indicate the motionless parts of the plate and also show nodal lines. These effects are caused
by currents created in the air on top of the surface of the vibrating plate. These currents tend
to propagate from the motionless lines to the vibrating parts of the plate, and then return back
to the quiescent lines. The charactersitics of these currents, such as their velocity, the mixing of
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air as it propagates back and forth, the distance from which the currents arise, and their ability
to carry matter all depend on the intensity of the vibrations, the distance between the center of
vibrations and the edge of the plate, and the medium in which the plate is placed [4]. Furthermore,
the formation of the Chladni figures depend on whether fine powder is used or sand. For instance,
it was found that sand assembles at the nodal lines, whereas the fine powder tends to settle at the
locations where maximum vibration occurs. According to Faraday, the development of the Chladni
figures is caused by the action of the currents of air emerging at the plate positions for which high
intensity vibration exists, and then falling back to the plate at the nodes.

The presence of phenomena depending on currents of air resulting from a vibratory motion were
further examined by Lord Rayleigh [13]. Regardless of the intensity of the vibrations, the air
currents driven by the vibratory motion could not be induced without frictional forces. Rayleigh
demonstarted that nonlinear effects must be retained in the mathematical formulation to properly
understand the time-mean motion of a fluid in the vicinity of a vibrating solid. He considered three
problems, two of which are related to Faraday’s study [4], such that the fluid is treated as an incompressible substance and the motion is treated as two-dimensional. The third problem examines
air currents in a Kundt’s tube (figure 1.2), in which dust figures are formed and the oscillatory
fluid motion is treated as compressible.

Figure 1.2: Physical scheme of a Kundt’s tube where A indicates the position of the antinodes and
N the position of the nodes (https://www.researchgate.net/ Experimental and numerical study for the
representation of standing waves in a Kundt’s tube by Lopez et al. [3])

Rayleigh’s theoretical calculations agree with Faraday’s findings that fine sand scattered over the
bottom gathers at the loops which are shown in the figure. When investigating the time-mean
flow of the fluid resulting from the vibratory motion of the plate, Rayleigh showed that the mean
velocity close to the plate is in the opposite direction to that outside the frictional layer. In the
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analysis of the flow in a Kundt’s tube, he demonstrated that the width of the direct current along
the wall is smaller than that of the return current. In his work on Kundt’s dust tube, in particular,
Rayleigh successfully predicted the existence of a steady flow termed acoustic streaming.

1.1.1

Acoustic Streaming

Acoustic streaming refers to the generation of quasi-steady Eulerian flows by high frequency sound
waves. One heuristic interpretation is that it can be viewed as a flow induced by the force arising from the presence of a gradient in the time-averaged acoustic momentum flux in a fluid [9].
Classically, a steady flow field is generated by the damping of an oscillatory field either by spatial
attenuation of the waves (Eckart streaming) or by interaction of the waves with a no-slip boundary
(Rayleigh streaming). Acoustic streaming generally is examined in a resonating chamber such that
a standing wave is produced due to a vibrating membrane. Steady streaming often takes the form
of a vortical flow that can be utilized for practical purposes such as heat transport and mixing.
Ultimately, streaming flows are driven by the divergence of the wave-induced Reynolds stress, the
latter being defined as the time-mean value of the acoustic momentum flux. It is important to
note that wave/wave nonlinearity is a necessary but not sufficient condition for the emergence of
streaming flows. In general, the wave motions must be rotational, i.e., have vorticity, at least
in some part of the flow domain. For a homogeneous fluid however, the only mechanism for
generating vorticity is via the action of viscous torques adjacent to no-slip boundaries - hence the
crucial role played by Stokes layers (viscous oscillatory boundary layers) in Rayleigh streaming.
The Reynolds stress or the mean value of momentum flux, whose fluctuations in a flow field drive
acoustic streaming, was first introduced by Reynolds in the theory of turbulence. The mean value
of this quantity can be defined as:
ρu′ u′ ,

(1.1)

where in the context of acoustic streaming, u′ is the fluctuating velocity of the sound wave, while
the overbar represents the time-mean value. The spatial variation of the Reynolds stress generates
a net force per unit volume
F = −∇ · ρu′ u′



(1.2)

which is available to drive a steady streaming motion. The equation of the Eulerian mean flow
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generated by the net force per unit volume is
ρ (u · ∇) u = F − ∇p + µ∇2 u.

(1.3)

By introducing the fluctuating vorticity ω ′ such that ω ′ = ∇ × u′ and using the vector identity
(u′

·

∇) u′


=∇

|u′ |2
2



− u′ × (∇ × u′ ),

(1.4)

the approximate time-mean momentum equation (under the assumption |ρ′ | << ρ and ρ is spatially
uniform) may be written as
u · ∇u −

u′

×

ω′



1
ρ|u′ |2
=− ∇ p+
+ ν∇2 u.
ρ
2

(1.5)

Crucially, if the fluctuating flow is irrotational (ω ′ = ∇ × u′ = 0), then the Reynolds stress divergence generally induces a mean pressure gradient, not streaming:


1
ρ|u′ |2
u · ∇u = − ∇ p +
+ ν∇2 u;
ρ
2

(1.6)

ρ|u′ |2
+ constant.
2
Figure 1.3 [18] illustrates steady streaming in a channel with a standing wave oscillating in the
i.e, p = −

horizontal direction x. Inside the channel, there exist two regions of streaming. The inner streaming
is located inside the viscous (Stokes) boundary layer represented by the boundary layer thickness
δv . The outer streaming known consists of vortices outside δv . Properties such as the geometry
and the characteristic length h and wavelength λ can significantly affect the streaming flow both
quantitatively and qualitatively.
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Figure 1.3: A representation of inner and outer streaming in a channel with a standing wave propagating in the horizontal direction [18].

1.1.2

Types of Streaming

As noted above, there are two classical forms of acoustic streaming: Eckart streaming (also known
as the quartz wind) and Rayleigh streaming, both critically dependent on weak but singular viscous
effects [9]. Eckart streaming involves the dissipation of acoustic energy in the bulk of a fluid, while
Rayleigh streaming is induced by the viscous attenuation of standing acoustic waves in thin oscillatory (“Stokes”) boundary layers adjacent to channel walls [2]. As described by Riley (2001), the
quartz wind which refers to the steady streaming arising when a quiescent fluid is penetrated by an
ultra-high-frequency beam, is a time-averaged flow caused by the dissipation of acoustic energy in a
fluid [14]. The velocity and pressure in the direction of propagation decrease due to the attenuation.
When taking into account the non-linear effects, a net force is generated over time having the same
direction as the propagation of the wave. Rayleigh streaming is a type of steady streaming that can
be forced by the oscillation of a solid boundary. The mechanism is a result of the friction between
the fluid and the solid vibrating wall. At the edge of the Stokes boundary layer, a slip velocity is
induced which creates a steady streaming in the bulk of the fluid. In the Stokes layer, fluctuating
vorticity is generated which in turn creates a Reynolds stress divergence terms [14] that cannot be
balanced by a mean pressure gradient. Inside this layer, the medium vibrates rotationally, thus
the presence of the vorticity, in order to obey the no-slip boundary conditions at the wall, unlike
outside the boundary layer which vibrates irrotationally.
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Figure 1.4: Flow characterizations illustrating the Stokes layer which is the thin boundary layer with
non-zero vorticity (rotational flow) and the outer irrotational flow (Sadhal [15]).

Figure 1.4 shows the different flow components, where the flow on the left indicates the unsteady
oscillatory flow and the one on the right signifies the steady streaming. The Stokes layer, which is a
p
thin layer of thickness δ = ν/ω where ν is the kinematic viscosity and ω is the angular frequency,
consists of a non-linear steady flow of magnitude O(ϵ2 ) stemming from the Reynolds stresses, such
that ϵ is a small parameter defining the amplitude of the vibrations. The flow at the edge of the
Stokes layer drives the steady streaming in the bulk of the fluid through viscous transmission of
momentum. Steady flows of the same magnitude exist in both the Stokes layer and the bulk of the
fluid. The edge of the boundary layer separates the inner streaming flow from the outer one.

Figure 1.5: Eckart streaming (courtesy of Fluid Mechanics
and Acoustics Laboratory - UMR 5509).

Figure 1.6: Rayleigh streaming
induced by an oscillating cylinder. Reproduced from M. Tatsuno [16].

Figures 1.5 and 1.6 illustrate the two classical types of acoustic streaming. The one on the left
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hand side shows Eckart streaming where a beam of sound propagates in a quiescent fluid, whereas
the image on the right hand side shows Rayleigh streaming, where the boundary of a cylinder is
oscillating in a fluid medium. In that image, recirculating zones can be seen in the inner streaming
near the cylinder walls, as well as the outer streaming.

1.2

Baroclinic Acoustic Streaming

In the presence of a density stratified (i.e., inhomogeneous) background medium, it has been observed that streaming velocities induced by standing acoustic waves are significantly increased
relative to those predicted by Rayleigh theory. Chini et al. demonstrated that the difference is
attributable to the differing mechanisms responsible for the generation of fluctuating vorticity [2].
Figure 1.7 illustrates the steady cross-channel density variation produced by the background temperature profile in an internally heated channel containing a gas. Low density gas is located near
the centerline where the heat source is present, while comparably higher density gas is situated
closer to the boundaries i.e., the mean density is uniform in the x̃ coordinate, while varying in ỹ.
On the other hand, the fluctuating pressure p̃′ driving the acoustic waves is uniform in ỹ but varies
in x̃. Consequently, the low density gas near the centerline exhibits a larger fluctuating x̃ velocity
ũ′ than does the gas near the channel walls. This mechanism for the generation of wave vorticity
is termed baroclinic production. Accordingly, Chini et al labeled the resulting mean flow driven by
the waves “baroclinic acoustic streaming”.

Figure 1.7: Schematic of standing acoustic waves in an internally heated channel (Chini et al. [2]).

1.2.1

Baroclinic vs Rayleigh Streaming

Let us define U∗ as the characteristic oscillatory velocity of a standing acoustic wave. Moreover,
ω and λ are the frequency and wavelength of the acoustic wave, respectively, so the product ωλ is
proportional to the sound speed a∗ . Let the ratio of wave oscillatory speed to the sound speed be
denoted ϵ = U∗ /(ωλ). Consequently, the standing acoustic wave has a dimensionless amplitude of
7

order ϵ, and in applications of interest, (ϵ << 1).
In Rayleigh streaming, fluctuating vorticity is produced by viscous torques in thin oscillatory viscous
2
boundary (Stokes) layers,
 and
 the mean velocity u = O(ϵ ), while the wave velocity is O(ϵ) such
3ϵ
u
that
(y → 0+ ) ∼ −
u′ ∂x u′ = O(ϵ). The mechanics and attributes of Rayleigh streaming
U∗
4
are illustrated in figure 1.9.

Figure 1.8: Schematic of Rayleigh streaming (Muller [12]).

Since the intensity of the streaming flow is O(ϵ) relative to the oscillatory flow, the coupling is
strictly one-way: the waves can be computed as if the streaming were absent, since the streaming
is too weak to modify the waves. The pattern consists of counter-rotating streaming cells, stacked
in the wall-normal direction. At the edge of the Stokes boundary layer, the streaming is directed
towards the velocity nodes of the standing acoustic wave. Crucially, because Rayleigh streaming
is viscously driven by the effective slip velocity at the boundary, the depth of penetration of the
cells scales with the wavelength λ rather than with the channel height. For this reason, Rayleigh
streaming is mostly effective in small-aspect ratio (thin) geometries for which the ratio of height to
wavelength h/λ << 1.

As discussed above, in the presence of an imposed or ambient transverse mean density gradient,
fluctuation vorticity produced baroclinically rather than by viscous torques. In baroclinic streaming, the isobars and isopycnals are not aligned, in fact, in the small aspect ratio limit, they are
orthogonal, i.e. the fluctuation pressure is perpendicular to the mean density gradient. Figure 1.9
illustrates the mechanism of baroclinic streaming with the isopycnals shown as the solid horizontal
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lines (left), while the fluctuation isobars are indicated by dotted vertical lines (right). The red
sheared profile depicts the fluctuation velocity at a given instant.

Figure 1.9: Mechanism of baroclinic streaming

Chini et al. [2] demonstrated the potential for strong baroclinically-driven acoustic streaming.
Table 1.1 highlights the key differences between Rayleigh and baroclinic streaming in the small
aspect-ratio limit. First, as shown in Chapter 2, baroclinic streaming speeds are O(ϵ), while
Rayleigh streaming speeds are O(ϵ2 ). Secondly, the channel-spanning cells in baroclinic streaming
(see figure 1.10) are more effective for transporting heat than the stacked cells arising in Rayleigh
streaming. Unlike in the case of Rayleigh streaming, the wave/mean-flow coupling in baroclinic
streaming is two-way coupled since the waves drive the streaming flow and the streaming modifies the waves since the streaming velocity and the acoustic-wave velocity are of the same order:
u/U∗ = O(1). Finally, the Nusselt number, a metric for heat transport, defined as the ratio of
total to conductive heat transfer, is significantly higher in baroclinic than in Rayleigh streaming.
It is worth noting that the first three properties are true regardless of the aspect ratio of the domain.

Property

Rayleigh Streaming

Baroclinic Streaming

Relative magnitude
Pattern
Wave/mean-flow coupling
Heat transport

u/U∗ = O(ϵ)
Stacked cells
1-way
N u − 1 ∝ ϵ2 R2 h2

u/U∗ = O(1)
Cells span channel
2-way
N u − 1 ∝ R 4 h8

Table 1.1: Rayleigh vs. baroclinic streaming pertaining to different properties. The magnitude,
pattern, and coupling properties are applicable regardless to the size of aspect ratio. The heat transport
on the other hand is specific to the small aspect ratio limit.
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Figure 1.10: Theoretically-predicted steady baroclinic streaming velocity and temperature fields for
a small aspect-ratio channel heated at the upper boundary and cooled at the lower boundary (in the
absence of gravity). Parameters correspond to those used in the DNS study of Lin and Farouk (2008)
[10], see section 1.2.2 (Michel and Chini, 2019) [11].

1.2.2

Related Prior Studies

In their paper titled ”Heat transfer in a rectangular chamber with differentially heated horizontal
walls: Effects of a vibrating sidewall”, Lin and Farouk (2008) [10] studied the impact of Rayleigh
streaming on heat transfer in a channel. The effects of acoustically driven oscillatory flow on heat
convection in a gas channel with differentially heated horizontal walls are analyzed numerically.
Acoustic streaming is caused by a standing wave generated by a harmonically vibrating surface, in
this case, the left wall. The standing acoustic wave propagates in the horizontal direction, while
the temperature gradient is imposed vertically, which means the acoustic propagation is orthogonal
to the temperature differential. The study defines the aspect ratio as L/H with L and H being
the respective length and height of the enclosure. The aspect ratio is varied from 11 to 18 which
suggests a long and thin channel. Both sidewalls are thermally insulated.

Two-dimensional, fully-compressible, Navier-Stokes DNS simulation is performed using a highly
accurate flux-corrected transport algorithm. The gravitational effects are neglected in the study
when compared to the flow generated by the vibration of the sidewall. The simulation confirms that
the character of Rayleigh streaming, both intensity and pattern, is fundamentally altered by an
imposed temperature gradient. Considering the cells as they pertain to heat transport, the result
on the left hand side of figure 1.11 do not show efficient heat transport. The result on the right
hand side however, looks promising in terms of transporting heat from one boundary to another.
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Figure 1.11: Streaming cells showing the impact of a temperature gradient on Rayleigh streaming.
The results confirm that the character of Rayleigh streaming is fundamentally altered by an imposed
temperature gradient. (Lin and Farouk [10])

The study concluded that the presence of acoustic streaming can have a significant effect on heat
transport. Additionally, the temperature gradient in the enclosure affects the acoustic streaming
flow.
Using theoretical analysis and ultrasound experiments, Karlsen et al. [6] show that a non-dissipative
acoustic force density arising in an inhomogeneous fluid can suppress the streaming flow. The
acoustic waves are boundary-driven in an inhomogeneous fluid with varying density and compressibility. In their previous work, Karlsen et al. [7], [8] showed that a time-averaged acoustic force
density acting on the “slow-time” scale flow is generated in inhomogeneous fluids with varying
density and compressibility owing to “fast-time” scale acoustics. The inhomogeneities in density
and compressibility are produced by a solute concentration field. Additionally, it was shown that
the boundary-driven streaming is supressed in inhomogenous fluids, and this also can be traced to
the presence of the force density.
The mathematical analysis combines acoustic streaming with the acoustic force density using the
separation of time scales and perturbation expansions in the conservation of mass and momentum
equations. Typically, in the method of separation of time scales, the acoustic fields are scaled using
fast time, while the hydrodynamic streaming is operative on the slow time.

Figure 1.12: Experimental setup by Karlsen et. al [6].

The solute concentration which produces the fluid inhomogeneity consists of iodixanol solution
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introduced on the slow timescale, causes the hydrodynamic properties (density, compressibility,
and viscosity) to vary. The set of equations for the fast-time-scale acoustics are produced using
perturbation expansions for all the fields in the conservation of mass and momentum equations.
On the other hand, the slow-time-scale hydrodynamics is governed by the conservation of mass
and momentum equations for the velocity and pressure, as well as the advection-diffusion equation
for the solute concentration. The momentum equation for the slow-time hydrodynamics includes
the acoustic force density term which drives the streaming and is defined as the divergence of the
acoustic momentum-flux-density tensor.
The numerical model is solved using a weak-form finite-element implementation. The time-dependent
problem is solved using two steps. First the fast-time scale dynamics in the inhomogeneous fluid is
solved, and then the slow-time scale dynamics is integrated in time. The experiments are performed
using the setup shown in figure 1.12. Figure 1.13 demonstrates the results obtained from the numerical and experimental methods. The first and second columns represent the acoustic streaming
pattern for the inhomogeneous fluid, while the third column denotes the steady streaming for the
homogeneous fluid. Rows (a), (b), and (c) denote the raw experimental particle positions, the gridinterpolated experimental velocity field, and the numerical simulation velocity field, respectively.

Figure 1.13: Numerical and experimental results of acoustic streaming from Karlsen et al. [6]. The
first and second columns denote the acoustic streaming in the inhomogeneous fluid at different times:
τ = 35 and 55 seconds respectively, while the third column shows the streaming in the homogenized fluid.
The blue points in row (a) are the experimental particle positions. The experimental streaming velocity
amplitude is demonstrated in (b) where the arrows indicate the direction. The simulated streaming
velocity amplitude is shown in (c) with the arrows indicating the direction.

Due to diffusion, the acoustic streaming evolves from an inhomogeneous to a steady-state homogeneous flow. For the inhomogeneous fluid, the streaming is localized near the boundaries, while
the bulk interior is well mixed. This transition is caused by the suppression of streaming at the
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boundary. The supression is caused by the acoustic force density induced by inhomogeneity.
In this dissertation, numerical simulations of simplified equations derived using asymptotic methods
based on the separation of time scales between the waves and the mean flow are used to investigate
streaming in thermally inhomogeneous fluids. It is expected that the flow in the bulk will evolve
from an unsteady stratified streaming to a steady well-mixed one.

1.3

Motivation and Objectives

Since in Rayleigh streaming, the generated mean flow (characterized by streaming cells) is located at
the boundary, streaming does not occur across the entire cross-section of the channel. In this case,
increasing aspect ratio does not substantially increase heat transfer (since it is boundary driven).
In their study: “Strong wave-mean-flow coupling in baroclinic acoustic streaming”, Michel and
Chini [11] demonstrated that N u − 1 ∝ h8 . This shows that in order to enhance heat transport in
a channel, the aspect ratio should not be << 1. The primary objective of this dissertation research
is to study the impact of the aspect ratio in addition to other parameters such as Reynolds number
and the dimensionless temperature gradient on cross-channel heat transport in baroclinic acoustic
streaming. Meeting this objective will require the approach of multiple scales asymptotic analysis
followed by spectral numerical methods and computational simulations.
The primary objectives of this investigation are to: (1) extend the multiscale analysis and simulations of Michel and Chini [11] of baroclinic acoustic streaming in a channel geometry to O(1) aspect
ratio domains; (2) quantify the impact of parameter variations (aspect ratio, wave amplitude, and
dimensionless temperature gradient) on cross-channel heat transfer; and (3) gain insight into the
fundamental physics and dynamics of baroclinic acoustic streaming in the fully two-way coupled
regime. Michel and Chini’s study [11] was limited to the small aspect ratio regime, where heat
transport proved to be rather weak. Their scaling result N u − 1 ∝ h8 , where h is the dimensionless
channel height, suggests that stronger heat transport may be achieved by increasing the domain
aspect ratio. Note that for boundary-driven Rayleigh streaming, increasing the aspect ratio will
not substantially increase heat transfer. The extension of Michel and Chini’s study requires the
solution of a non-separable 2D (rather than 1D) eigenvalue problem for the wave, a significant
numerical complication addressed in this study.
The motivation is to investigate the impact of acoustic streaming as a means for enhancing heat
transfer. The present investigation explores the possibility that baroclinic acoustic streaming may
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provide a reliable, efficient, and lightweight alternative to fans for cooling electronics in microgravity environments, where natural convection flows do not exist. To do so, analytical and numerical methods are implemented as we will see in chapters two and three. The sketch in figure
1.14 shows a hot electronic side and a cold sink with the gas in between. The process of acoustic
streaming can be triggered by vibrating a membrane to create a standing acoustic wave in the
channel.

Figure 1.14: Schematic of cooling electronics set-up with a hot heat source (in red) and a cold sink (in
blue). The black arrow represents a standing acoustic wave, while the gray arrow denotes a streaming
flow.
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CHAPTER 2
Mathematical Formulation

To quantify the impact of the aspect ratio (ratio of channel height to its length) and other parameters such as wave amplitude and temperature gradient on heat transport in baroclinic acoustic
streaming, a mathematical approach is developed that exploits the disparity in time scales between
the acoustic wave period and the mean-flow evolution. The result is a set of simplified equations
that are solved numerically by time-stepping the mean-field equations but solving an eigenvalue
problem for the waves.

2.1

Limitations of Direct Numerical Simulation

Similar to the study by Lin and Farouk [10], this study will be conducted based on the effect
of a standing acoustic wave in a gaseous enclosure with differentially heated horizontal walls and
insulated sidewalls. A different approach however, will be taken when solving the set of partial
differential equations. While the flux-corrected transport algorithm is accurate and can handle
steep gradients well, it is extremely computationally expensive since very small time-steps must be
used to resolve the wave dynamics. Consequently, performing parameter studies as well as running
long simulations are infeasible with DNS. For instance, the Nusselt number in [10] varies between
0.998 and 1.098 at the top wall and between 1.231 and 1.395 at the bottom wall depending on the
enclosure height. This is achieved at a frequency of f =20 KHz and an averaged acoustic cycle of
360. While this proves that acoustic streaming can enhance heat transfer beyond heat conduction,
our aim is to show that much larger heat transport can be achieved, which requires long simulations
in more extreme parameter regimes. For this reason, a direct numerical simulation approach will
be circumvented, and mathematical methods that are used to obtain a computational algorithm
that negates the need to temporally resolve the wave dynamics by instead solving an eigenvalue
problem at every slow time-step characterizing the mean-field evolution.

2.2

Problem Formulation

The problem consists of a two-dimensional flow of an ideal gas, with specific gas constant R∗ and
constant dynamic viscosity µ∗ and thermal conductivity κ∗ . Buoyancy effects are not included in

15

this analysis and have no impact on the streaming mechanism when taking into account the applications of this study. A stratified ideal gas is confined in a channel of height H∗ in the ỹ-coordinate
direction. Periodicity condition is imposed in the horizontal x̃ coordinate with frequency ω∗ yielding a standing acoustic wave of wavelength 2π/k∗ . All dependent fields satisfy the periodicity
condition in the horizontal (x̃) coordinate. This standing acoustic wave interacts with the thermal
stratification to drive a streaming flow sufficiently strong to modify the wave dynamics.

Figure 2.1: Mathematical model of the flow configuration. A stratified ideal gas confined inside
a channel of height H∗ . A standing acoustic wave of wavelength 2π/k∗ interacts with the thermal
stratification to drive a streaming flow sufficiently strong to modify the wave dynamics. The thermal
driving is forced by fixing the temperature at the lower and upper walls to be T∗ and T∗ + ∆Θ∗
respectively. (Michel and Chini [11])

The temperatures are fixed at the boundaries such that the temperature at the lower wall (ỹ = 0)
is T̃ = T∗ , while the upper wall temperature (ỹ = H∗ ) is T∗ + ∆Θ∗ where T∗ is the fixed cold
wall temperature and ∆Θ∗ is the positive temperature differential. This setup triggers the thermal
driving as well as achieves the fluid stratification. The velocity field satisfies the no-slip and zeronormal flow boundary conditions at the horizontal channel walls located at ỹ = 0 and ỹ = H∗ .

2.2.1

Dimensional Equations

The governing two-dimensional compressible Navier-Stokes, continuity, and energy equations can
be expressed as
p̃ = ρ̃RT̃ ,
∂ ρ̃ ∂(ρ̃ũ) ∂(ρ̃ṽ)
+
+
= 0,
∂ x̃
∂ ỹ
∂ t̃


 2


∂ ũ  ˜ 
∂ p̃
∂
∂2
1 ∂ ˜ 
ρ̃
+ ũ·∇ ũ = −
+µ
+
∇·ũ
ũ +
,
∂ x̃
∂ x̃2 ∂ ỹ 2
3 ∂ x̃
∂ t̃
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(2.1)
(2.2)
(2.3)


ρ̃

∂ṽ  ˜ 
+ ũ·∇ ṽ
∂ t̃
ρ̃Cv



∂ p̃
=−
+µ
∂ ỹ

∂ T̃  ˜ 
+ ũ·∇ T̃
∂ t̃



!

∂2
∂2
+
∂ x̃2 ∂ ỹ 2




1 ∂ ˜ 
,
ṽ +
∇·ũ
3 ∂ ỹ



˜
˜ 2 T̃ .
= −p̃ ∇·ũ
+ κ∗ ∇

(2.4)

(2.5)

Here, an ideal gas equation of state has been assumed and bouyancy forces have been omitted, and
there is no heat source. The tildes refer to dimensional variables while the asterisks denote the
assumed constant dimensional parameters (defined in table 2.1). The density, temperature, and
pressure fields are ρ̃, T̃ , p̃ respectively, while ũ = (ũ, ṽ) is the gas velocity field, with horizontal
(x̃) and vertical (ỹ) components ũ and ṽ, respectively. The location of the ends of the domain
are downstream at x̃ = 0, and at x̃ = L∗ = 2π/k∗ . The channel walls are located at ỹ = 0 and
ỹ = H∗ . The flow of the gas is presumed to be periodic in the horizontal direction which implies an
acoustic wave in the x̃ coordinate with a frequency ω∗ and wavenumber k∗ . This requires that all
dependent fields satisfy a 2π/k∗ periodicity condition in the horizontal coordinate (x̃). The velocity
field satisfies the no-slip and zero normal-flow boundary conditions for ũ and ṽ respectively along
the horizontal channel walls located at ỹ = 0 and ỹ = H∗ .

Parameter

Definition

H∗
k∗
µ∗
κ∗
R∗
Cv∗
Cp ∗
a∗

channel height
wavenumber
dynamic viscosity
thermal conductivity
specific gas constant
constant volume heat coefficient
constant pressure heat coefficient
sound speed

Table 2.1: Dimensional parameters

2.2.2

Scaling and Non-dimensionalization

To allow for asymptotic analysis, the governing equations are first non-dimensionalized by scaling
the dependent and independent variables as shown in the tables below. Time is scaled with the
inverse wave frequency ω∗ −1 = (a∗ k∗ )−1 . The horizontal velocity ũ is rendered dimensionless using
√
the background sound speed a∗ = γR∗ T∗ , while the vertical velocity ṽ is non-dimensionalized
using (k∗ H∗ ) a∗ . The x̃ coordinate is scaled using the inverse of the acoustic-wave wavenumber
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k∗ −1 whereas the channel height H∗ is used to scale the ỹ coordinate. This implies that the
geometry of the channel consists of a rectangular domain that lies between x ∈ [0, 2π] and y ∈ [0, 1].
Temperature is scaled with T∗ , the (absolute) temperature of the lower wall. See table 2.2 for a
summary of all scalings employed in the analysis. Table 2.3 lists the dimensionless parameters that
arise and their asymptotic dependence on ϵ, the presumed small wave amplitude parameter given by
U∗ /a∗ , where U∗ is a characteristic oscillatory (fluctuation) velocity induced by a standing acoustic
wave. Key control parameters include the aspect ratio δ = k∗ H∗ and the normalized temperature
difference across the channel ∆θ∗ /T∗ (where ∆θ∗ is the dimensional temperature difference across
the layer).
Next, the pressure p̃ is decomposed into p∗ + π̃ where p∗ = ρ∗ RT∗ is the background pressure
and π̃ is the perturbation pressure. Similarly, the (dimensionless) temperature is decomposed such
that T = TB + θ with θ being the perturbation temperature field and the basic-state temperature
p∗
profile TB (y) = 1 + Γy. The density field ρ̃ is non-dimensionalized by ρ∗ such that ρ∗ =
. It
RT∗
is worth
 noting that the dimensionless velocity vector u = (u, δv) and the dimensionless gradient
∂ 1 ∂
∇=
,
.
∂x δ ∂y
Variable

Scaling

x

1/k∗

y

H∗

Parameter

Definition

Scaling

t

1/ω∗

Wave amplitude ϵ

U∗ /a∗

ϵ→0

u

a∗

Aspect ratio δ

k∗ H∗

δ = O(1)

v

k∗ H∗ a∗

Temperature gradient Γ

∆θ∗ /T∗

Γ = O(1)

T

T∗

Reynolds number Re

ρ∗ U∗ /k∗ µ∗

Re = O (1/ϵ)

p

ρ∗ R∗ T∗

Peclet number P e

ρ∗ Cp ∗ U∗ /k∗ κ∗

P e = O (1/ϵ)

ρ

ρ∗

Specific heat ratio γ

Cp ∗ /Cv∗

γ = O(1)

Table 2.2: Dimensionless variables

Table 2.3: Dimensionless parameters

To non-dimensionalize the continuity, momentum, energy, and the ideal gas law equations, the
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variables will be rendered dimensionless using the following non-dimensional scaling:

T =

T̃
,
T∗

ρ̃
,
ρ∗
ṽ
v=
,
k∗ H∗ a∗
ρ=

p=

p̃
,
p∗

x=

p∗ = ρ∗ RT∗ ,
x̃

k∗

−1 ,

y=

ỹ
,
H∗

t̃
,
ω∗ −1
ũ
u= ,
a∗

t=

ũ
,
a∗
˜
∇
∇= .
k∗
u=

By inserting the following decompositions:
p̃ = p∗ + π̃,

T = TB + θ,

and keeping in mind that p = 1 + π such that π =

ρ=

π̃
, the non-dimensionless ideal gas law is:
p∗

1+π
.
TB + θ

Next, the dimensional conservation of mass (2.2) is non-dimensionalized by positing the nondimensional variables ρ, t, u, v, x, and y in the dimensional equation. Keeping in mind that
ω∗ = k∗ a∗ , the dimensionless continuity equation becomes:
∂ρ ∂(ρu) ∂(ρv)
+
+
= 0.
∂t
∂x
∂y
The x-momentum equation (2.3) is non-dimensionalized using the non-dimensional variables ρ,
u, t, x, y, u, ∇, and p. By applying the decomposition p = 1 + π and keeping in mind that
√
a∗ = γ ∗ R ∗ T∗ , the subsequent equation is obtained:

ρ

Since Re =




∂u
1 ∂π µ∗ k∗ ∂ 2 u
1
∂2u 1 ∂
+ (u · ∇) u = −
+
+
+
(∇ · u)
∂t
γ ∂x
ρ∗ a∗ ∂x2 H∗ 2 k∗ 2 ∂y 2
3 ∂x

U∗
ρ∗ U∗
, δ = k∗ H∗ , and ϵ =
, the final non-dimensionalized x-momentum equation is:
k∗ µ∗
a∗

ρ


 2

∂u
1 ∂π
ϵ
∂ u
1 ∂2u 1 ∂
+ (u · ∇) u = −
+
+
+
(∇
·
u)
∂t
γ ∂x Re ∂x2 δ 2 ∂y 2
3 ∂x

Using a similar process to that of the x-momentum equation, the non-dimensionalized y-momentum
equation becomes:

ρ

∂v
+ (u · ∇) v
∂t



1 ∂π
ϵ
=− 2
+
γδ ∂y
Re
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∂2v
1 ∂2v 1 1 ∂
+
+
(∇ · u) .
∂x2 δ 2 ∂y 2 3 δ 2 ∂y

Finally, the conservation of energy equation (2.5) is non-dimensionalized by decomposing T such
Cp
P
, so that the non-dimensional energy
that T = TB + θ and keeping in mind that ρ =
and γ =
T
Cv
equation is:

∂θ
γϵ
+ (u · ∇) (TB + θ) = (1 − γ) (TB + θ) (∇ · u) +
∇2 θ .
∂t
ρP e
In summary, the dimensionless system of governing equations is
ρ=

1+π
,
TB + θ

∂ρ ∂(ρu) ∂(ρv)
+
+
= 0,
∂t
∂x
∂y



 2

1 ∂
ϵ
1 ∂2
∂u
−1 ∂π
∂
u+
ρ
+ (u · ∇) u =
+
+
(∇·u) ,
∂t
γ ∂x Re
∂x2 δ 2 ∂y 2
3 ∂x


 2


∂v
−1 ∂π
ϵ
∂
1 ∂2
1 ∂
ρ
+ (u · ∇) v = 2
+
+
v+ 2
(∇·u) ,
∂t
γδ ∂y
Re
∂x2 δ 2 ∂y 2
3δ ∂y


dTB
ϵγ
∂
1 ∂
∂θ
+ (u·∇) θ + v
= (1 − γ) (TB + θ) (∇·u) +
+
θ.
∂t
dy
ρP e ∂x2 δ 2 ∂y 2

2.3

(2.6)

(2.7)
(2.8)

(2.9)
(2.10)

Asymptotic Analysis

There exist two types of asymptotic methods that apply to singular differential equations: matched
asymptotic expansions and the method of multiple scales [5]. The method of multiple scales applies
to various problems that consist of two physical processes, each corresponding to a different scale
while occuring simultaneously in the same region. Similarly, the method of matched asymptotic
expansion also consists of two different processes with different scales. However, unlike the multiple
scales methods, the processes act in separate spatiotemporal regions.
Simulations of (2.6)-(2.10) in a channel geometry are computationally challenging owing to the
disparity in time scales between the acoustic waves and the streaming flows they drive. Hence,
multiple scales asymptotic analysis is employed to systematically obtain a simplified system of
equations that is not numerically stiff.
We begin by introducing two time variables: τ ≡ t for the fast acoustic wave dynamics and T ≡ ϵt
for the slow streaming dynamics, where ϵ is a small parameter and the formal limit ϵ → 0 is
analyzed. Owing to ϵ, a relationship between the fast dynamics and slow-time arises, making the
asymptotic analysis a multiple scales one. A generic field variable f (x, y, t) becomes f (x, y, τ, T ),
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implying ∂f /∂t = ∂f /∂τ + ϵ∂f /∂T . By introducing the fast time average f and the fluctuation
f ′ with zero mean, f is decomposed so that f = f (x, y, T ) + f ′ (x, y, τ, T ). Thus, θ = θ + θ′ ,
(u, v) = (u, v) + (u′ , v ′ ), π = π + π ′ , and ρ = ρ + ρ′ .
Now that the governing equations are non-dimensionalized, the variables u, v, π, θ, and ρ are
asymptotically expanded. The following expansions are posited for the various fields:
θ = θ0 + ϵθ1 + ϵ2 θ2 + ...,

(2.11)

(u, v) = ϵ(u1 , v1 ) + ϵ2 (u2 , v2 ) + ...,

(2.12)

π = ϵπ1 + ϵ2 π2 + ...,

(2.13)

ρ = ρ0 + ϵρ1 + ϵ2 ρ2 + ...

(2.14)

The mean equation of state (2.15) is obtained at O(1) by substituting (2.11), (2.13), and (2.14) in
(2.6). The mean continuity equation (2.16) is generated at O(ϵ) by positing (2.12) and (2.14) into
∂ρ
∂ρ
∂ρ
(2.7) and decomposing the time derivative as
=
+ϵ
and finally time-averaging. Since
∂t
∂τ
∂T
∂ρ1
= 0.
ρ1 = ρ1 (x, y, T ), then
∂τ
Generating the streaming x and y momentum equations requires the decomposition of the various
variables into the sum of the mean and fluctuating parts. Initially and as in previous cases, (2.12),
(2.13), and (2.14) are replaced into the non-dimensionalized x-momentum equation. Keeping in
∂u
∂u
∂u
mind that
=
+ϵ
, at O(ϵ), the time-averaged x-momentum equation results in a constant
∂t
∂τ
∂T

∂π 1
mean-pressure (π 1 ) in the x-coordinate such that
= 0. At O ϵ2 , and following the decom∂x
position of ρ1 , u1 , v1 , u2 , and π2 into a mean component and a fluctuation one with ρ1 = ρ1 + ρ′1 ,
u1 = u1 + u′1 , u2 = u2 + u′2 , v1 = v 1 + v1′ , and π2 = π 2 + π2′ , the resultant equation is time-averaged
to attain the streaming x-momentum equation:

ρ0

∂u1
∂u1
∂u1
+ u1
+ v1
∂T
∂x
∂y



!
−1 ∂π 2
∂u1 ′
∂u′1
∂u1 ′
′
′
′
=
− ρ1
− ρ0 u1
+ v1
γ ∂x
∂τ
∂x
∂y
 2


1 ∂ u1
1 ∂ 2 u1 1 ∂ 2 u1
∂ 2v1
+
+ 2
+
+
.
Re ∂x2
δ ∂y 2
3 ∂x2
∂x∂y

We wish however, to rearrange the equation in order to obtain a more compact form specifically
as it pertains to the forcing terms. For that, the fluctuation continuity equation is combined with
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the streaming x-momentum equation after multiplying the continuity equation by u′1 and timeaveraging. Doing so, and taking into account that:
∂u′
∂
∂
(ρ0 u′1 u′1 ) = ρ0 u′1 1 + u′1
(ρ u′ ),
∂x
∂x
∂x 0 1
∂u′
∂
∂
(ρ0 u′1 v1′ ) = ρ0 v1′ 1 + u′1
(ρ v ′ ),
∂y
∂y
∂y 0 1
yields the streaming x-momentum equation (2.17). A similar technique is used to generate the
∂v
streaming y-momentum equation. Expanding ρ, u, v, and π, and keeping in mind that
=
∂t
∂v
∂v
+ϵ
, the time-averaged streaming equation at O(ϵ) yields a constant mean pressure in the
∂τ
∂T
∂π 1
= 0. This, as well as the result obtained in the x-momentum equation,
y-coordinate such that
∂y

show that the first order mean pressure (π 1 ) is a constant. At O ϵ2 , the terms u1 , v1 , π2 , v2 , and
ρ1 are decomposed into mean and fluctuating components (as shown previously). The resulting
equation is time-averaged to end up with:

ρ0

∂v 1
∂v 1
∂v 1
+ u1
+ v1
∂T
∂x
∂y


= −ρ0

∂v ′
u′1 1
∂x

+

∂v ′
v1′ 1

!
− ρ′1

∂v1′
1 ∂π 2
− 2
∂τ
γδ ∂y

∂y

 2

1 ∂ 2v1
1 ∂ 2v1
1
∂ u1
∂ 2v1
+
+ 2
+ 2
+
Re ∂x2
δ ∂y 2
3δ
∂x∂y
∂y 2

Once again, we wish to combine the resulting y-momentum streaming equation with the fluctuation
continuity equation to obtain a more compact form by utilizing the product rule. The fluctuation
continuity equation is first multiplied by v1′ and then time-averaged. Keeping in mind that:
−


∂ 
∂v ′
∂
(ρ0 u′1 )
ρ0 u′1 v1′ = −ρ0 u′1 1 − v1′
∂x
∂x
∂x

−

∂  ′ ′
∂v ′
∂
ρ0 v1 v1 = −ρ0 v1′ 1 − v1′
(ρ0 v1′ ),
∂y
∂y
∂y

,

the final form of the streaming y-momentum equation (2.18) is created.
The streaming energy equation (2.19) is generated at O(ϵ) after expanding θ, u, and v as shown in
(2.11) and (2.12) and then time-averaging.
ρ0 =

1
,
TB + θ0
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(2.15)

∂ρ0 ∂(ρ0 u1 ) ∂(ρ0 v 1 )
+
+
= 0,
∂T
∂x
∂y



∂u1
∂u1
∂u1
+ u1
+ v1
∂T
∂x
∂y



∂v 1
∂v 1
∂v 1
+ u1
+ v1
∂T
∂x
∂y

ρ0

ρ0

∂θ0
∂θ0
+ u1
+ v1
∂T
∂x



(2.16)



∂ 
∂ 
′
′
′
′
+
ρ u u +
ρ u v
∂x 0 1 1
∂y 0 1 1



1 ∂ 2 u1
1 ∂ 2 u1 1 ∂ 2 u1
∂ 2v1
+ 2
+
+
, (2.17)
Re ∂x2
δ ∂y 2
3 ∂x2
∂x∂y



1 ∂π 2
=−
−
γ ∂x




 ∂ 

1 ∂π 2
∂ 
′
′
′
′
=− 2
−
ρ u v +
ρ v v
γδ ∂y
∂x 0 1 1
∂y 0 1 1

 2

∂ u1
1 ∂ 2v1
1
∂ 2v1
1 ∂ 2v1
, (2.18)
+
+
+
+
Re ∂x2
δ 2 ∂y 2
3δ 2 ∂x∂y
∂y 2

∂θ0 dTB
+
∂y
dy




= (1 − γ) TB + θ0





∂u1 ∂v 1
+
∂x
∂y



γ
+
ρ0 P e




∂ 2 θ0
1 ∂ 2 θ0
+ 2
.
∂x2
δ ∂y 2
(2.19)

The fluctuation equations are generally obtained by subtracting the time-averaged equations from

the instantaneous equations. For instance, at O(ϵ), the equation of state is π1 = ρ1 TB + θ0 +ρ0 θ1 .
With π1 = π 1 + π1′ , θ1 = θ1 + θ1′ , and ρ1 = ρ1 + ρ′1 , the O(ϵ) instantaneous equation of state is:
π 1 + π1′ = TB + θ0





ρ1 + ρ′1 + ρ0 θ1 + θ1′ .

Fast-time averaging the instantaneous equation to generate the time-averaged equation of state at
O(ϵ):

π 1 = ρ1 TB + θ0 + ρ0 θ1 ,
and then subtracting it from the instantaneous equation, yield the fluctuation equation of state
(2.21). The O(ϵ) fluctuation continuity equation (2.22) is acquired by subtracting the time-averaged
continuity equation (2.16) from the instantaneous continuity equation


∂ρ′1 ∂ρ0
∂
∂
∂
∂
+
+
(ρ0 u1 ) +
ρ0 u′1 +
(ρ0 v 1 ) +
ρ0 v1′ = 0.
∂τ
∂T
∂x
∂x
∂y
∂y
Fast-time averaging the x and y momentum equations at O(ϵ) yields:
∂π 1
∂π 1
=
= 0,
∂x
∂y
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(2.20)

which implies that the fast-time mean pressure is constant at O(ϵ). By combining (2.20) with the
O(ϵ) instantaneous x and y momentum equations:
∂u′
−1
ρ0 1 =
∂τ
γ



∂v1′
−1
= 2
∂τ
γδ



ρ0

∂π 1 ∂π1′
+
∂x
∂x



∂π 1 ∂π1′
+
∂y
∂y

,


respectively, the fluctuation x and y momentum equations (2.23) and (2.24) are recovered. Finally, by subtracting the O(ϵ) time-averaged energy equation (2.19) from the instantaneous energy
equation, the fluctuation energy equation (2.25) is recovered. The resulting system of equations
governing the leading order fluctuation (wave) dynamics is:
π1′ = ρ′1 (TB + θ0 ) + ρ0 θ1′ ,

(2.21)

∂ρ′1 ∂ (ρ0 u′1 ) ∂ (ρ0 v1′ )
+
+
= 0,
∂τ
∂x
∂y

(2.22)

ρ0

∂u′1
−1 ∂π1′
=
,
∂τ
γ ∂x

∂v1′
−1 ∂π ′
= 2 1,
∂τ
γδ ∂y




 ∂u′1 ∂v1′
∂θ1′
∂θ0 dTB
′ ∂θ 0
′
+ u1
+ v1
+
= (1 − γ) TB + θ0
+
.
∂τ
∂x
∂y
dy
∂x
∂y
ρ0

(2.23)
(2.24)

(2.25)

Equations (2.15)-(2.19) and (2.21)-(2.25) describe the leading order multiscale interaction between
the wave and the mean flow. The Reynolds stress divergence terms in the x-momentum and
y-momentum equations (2.17) and (2.18) which result from the wave dynamics are the trigger
mechanism of the streaming flow. The two sets of equations form a two-way coupling system that
is closed, yet consists of two time-scales. The acoustic-wave problem can be solved first and the
outcome i.e. the forcing, drives the streaming flow. If the response of the mean flow is assumed
to not affect the wave dynamics, then the wave/mean-flow interaction is one-way coupled. On
the other hand, if the response of the mean flow affects the acoustic-wave dynamics, then the
outcome is two-way coupling which can be thought of as a closed cycle of interaction between the
acoustic waves and the mean flow. Two-way coupling is evident here based on the presence of
the mean density term, or alternatively the total temperature, in both set of equations. This is
one of the fundamental distinctions between baroclinic streaming and Rayleigh streaming, which is
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dictated by one-way coupling as mentioned in figure 1.7. Furthermore, the O(ϵ) governing equations
(2.15)-(2.19) render the oscillatory Stokes layers ineffective since the streaming generated in the


Stokes layers is O ϵ2 , unlike in Rayleigh streaming which is governed by O ϵ2 mean flow and is
significantly dependent on the Stokes layers.

2.4

Eigenvalue Problem

The fluctuation system is treated as an eigenvalue rather than an initial value problem on the fast
time-scale, a simplification enabled by the temporal scale separation that is realized as ϵ → 0.
Consequently, simulations of the reduced system are orders of magnitude less costly than direct
numerical simulations of the full system (2.6)-(2.10). To express the 
fluctuation
equations as an

∂θ0
∂
1
1
eigenvalue problem, we first note that TB + θ0 =
and
=
, and then utilize the
ρ0
∂x
∂x ρ0
following ansatz:
u′1 = Aû1 (x, y, T ) eiωτ + c.c,
v1′ = Av̂1 (x, y, T ) eiωτ + c.c,
π1′ = Aπ̂1 (x, y, T ) eiωτ + c.c,
ρ′1 = Aρ̂1 (x, y, T ) eiωτ + c.c,
θ1′ = Aθ̂1 (x, y, T ) eiωτ + c.c.,
where A is a dimensionless O(1) wave amplitude, here treated as a special external control parameter. The fluctuation dynamics equations (2.21)-(2.25) can now be expressed as the following set
of equations:
θ̂1 =
(iω)ρ̂1 +

π̂1
ρ̂1
− 2,
ρ0
ρ0

∂
∂
(ρ0 û1 ) +
(ρ v̂1 ) = 0,
∂x
∂y 0

(iω)ρ0 û1 = −

1 ∂ π̂1
,
γ ∂x

−1 ∂ π̂1
,
γδ 2 ∂y
 
 


∂
1
∂
1
(1 − γ) ∂ û1 ∂v̂1
+
.
(iω)θ̂1 + û1
+ v̂1
=
∂x ρ0
∂y ρ0
ρ0
∂x
∂y
(iω)ρ0 v̂1 =
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(2.26)
(2.27)
(2.28)
(2.29)
(2.30)

Equations (2.28) and (2.29) are combined with (2.27), so that the latter becomes
ρ̂1 ω 2 γ +

1 ∂ 2 π̂1
∂ 2 π̂1
+
= 0.
∂x2
δ 2 ∂y 2

(2.31)

Similarly, (2.26) and (2.30) are combined so that the latter becomes
∂
1
1
π̂1 iω − 2 ρ̂1 iω + û1
ρ0
∂x
ρ0



1
ρ0



∂
+ v̂1
∂y



1
ρ0



(1 − γ)
=
ρ0



∂ û1 ∂v̂1
+
∂x
∂y


.

(2.32)

Finally, expressions for û1 , v̂1 , and ρ̂1 obtained from (2.28), (2.29), and (2.31), respectively, are
plugged into (2.32), so that the resulting eigenvalue problem can be compactly expressed as:
∂
∂x



1 ∂ π̂1
ρ0 ∂x



∂
+
∂y



1 ∂ π̂1
2
δ ρ0 ∂y



= −ω0 2 π̂1

(2.33)

with periodic boundary conditions in the horizontal x-direction and Neumann boundary conditions
in the vertical y-direction, i.e.
1 ∂ π̂1
(y = 0, 1) = 0.
δ ∂y

2.5

(2.34)

Reformulation of Streaming Equations

To facilitate the numerical simulations, the initial boundary value problem for the streaming fields is
reformulated. This is achieved by multiplying the continuity equation (2.16) by T 0 and multiplying
the conservation of energy equation (2.19) by ρ0 and adding them noting that T 0 = TB + θ0 and
T 0 = 1/ρ0 . This yields the new form of the conservation of mass (2.35) which when combined
with the conservation of energy equation gives the new form of the energy equation (2.38). The
reformulated momentum equations (2.36) and (2.37) are formed by combining (2.35) with (2.17)
and (2.18) and dividing by ρ0 . The resulting reformulated streaming equations are
∂u1 ∂v 1
1
+
=
∂x
∂y
Pe



∂ 2 θ0
1 ∂ 2 θ0
+
∂x2
δ 2 ∂y 2


,

(2.35)

!
!!

 ∂
Tb + θ0 ∂π 2
∂u1
∂u1
∂u1
u′1 u′1
∂
u′1 v1′
+ u1
+ v1
= − Tb + θ0
+
−
+
∂T
∂x
∂y
∂x Tb + θ0
∂y Tb + θ0
γ
∂x





Tb + θ0
Tb + θ0 ∂ ∂ 2 θ0
∂ 2 u1
1 ∂ 2 u1
1 ∂ 2 θ0
+ 2
+
+ 2
, (2.36)
Re
∂x2
δ ∂y 2
3ReP e ∂x ∂x2
δ ∂y 2
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!
!!

 ∂
Tb + θ0 ∂π 2
∂v 1
u′1 v1′
v1′ v1′
∂v 1
∂v 1
∂
+
−
+ u1
+ v1
= − Tb + θ0
+
∂T
∂x
∂y
∂x Tb + θ0
∂y Tb + θ0
γδ 2
∂y





Tb + θ0 ∂ ∂ 2 θ0
Tb + θ0
∂ 2v1
1 ∂ 2v1
1 ∂ 2 θ0
+ 2
+ 2
+ 2
, (2.37)
Re
∂x2
δ ∂y 2
3δ ReP e ∂y ∂x2
δ ∂y 2
∂θ0
∂θ0
+ u1
+ v1
∂T
∂x



∂θ0 dTb
+
∂y
dy



Tb + θ0
=
Pe



∂ 2 θ0
1 ∂ 2 θ0
+
∂x2
δ 2 ∂y 2


.

(2.38)

No-slip and no-normal flow boundary conditions are imposed on u1 and v 1 and isothermal boundary
conditions are imposed on θ0 along the horizontal boundaries of the channel:
u1 (x, y = 0, T ) = 0,

v 1 (x, y = 0, T ) = 0,

θ0 (x, y = 0, T ) = 0,

u1 (x, y = 1, T ) = 0,

v 1 (x, y = 1, T ) = 0,

θ0 (x, y = 1, T ) = 0.

Moreover, all fields are taken to be 2π periodic in the x coordinate.
Since the forcing terms in the mean momentum equations involve the fluctuating velocities u′1 and
v1′ , these fields must be related to the wave pressure eigenfunction π̂1 .
u′1 = Aû1 (x, y, T ) eiωτ + c.c.,

(2.39)

v1′ = Av̂1 (x, y, T ) eiωτ + c.c.,

(2.40)

π1′ = Aπ̂1 (x, y, T ) eiωτ + c.c.,

(2.41)

By expanding the fluctuation equations (2.23) and (2.24) using (2.39), (2.40), and (2.41), the
fluctuating velocity fields can be expressed as:
i ∂ π̂1 iωτ
e + c.c.,
γρ0 ω ∂x

(2.42)

i
∂ π̂1 iωτ
e + c.c.
γδ 2 ρ0 ω ∂y

(2.43)

u′1 = A

v1′ = A

In order to compute the Reynolds stress terms, u′1 u′1 , v1′ v1′ , and u′1 v1′ are fast-time averaged yielding:
2|A|2 ∂ π̂1 2
,
(ρ0 γω)2 ∂x

(2.44)

∂ π̂1 2
,
(ρ0 γωδ 2 )2 ∂y

(2.45)

u′1 u′1 =

v1′ v1′ =

2|A|2
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u′1 v1′ =

2|A|2 ∂ π̂1 ∂ π̂1
.
(ρ0 γωδ)2 ∂x ∂y

(2.46)

This completes the mathematical formulation of the asymptotically-reduced acoustic-wave/meanflow interaction system for baroclinic acoustic streaming in a channel having arbitrary O(1) aspect
ratio, thereby extending the formalism in Michel and Chini [11].
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CHAPTER 3
Numerical Algorithm

3.1

Computational Methodology for the Streaming Flow

The streaming system is treated as an initial/boundary value problem strictly on the slow time scale
T . The streaming flow code is written using Dedalus Project (https://dedalus-project.org/), an
open source software platform written in Python, which solves differential equations using spectral
methods. A Fourier-Chebyshev discretization is used such that fields are expanded in a Fourier
series in x and a Chebyshev series in y. For both bases, Fourier and Chebyshev, a dealiasing scale
factor of 3/2 is specified, indicating how much to pad the included modes when transforming to grid
space. To dealias quadratic nonlinearities, a 3/2 scaling factor is recommended (https://dedalusproject.org/). It is worth noting that the Chebyshev differentiation here is based on the Chebyshev
zero points (also known as the first kind) such that the grid is defined as:
yj =

cos (j − 1/2) π
(1 ≤ j ≤ N ) .
N

To solve the initial value problem, an explicit time-stepper is implemented which is the third-order,
four-stage Runge-Kutta integrator.

3.2

Computational Methodology for the Wave Dynamics

Simulations are started by first solving the generalized eigenvalue problem given the basic temperature field (i.e., the linear conduction profile) and then generating the wave-forcing terms, which are
used as inputs for the streaming system. After advancing the streaming fields one time step, the
resulting temperature field is used in the updated eigenvalue problem for the wave, etc. The code
to solve the discretized 2D (generalized) eigenvalue problem is written in Matlab using a FourierChebyshev collocation discretization. Specifically, Fourier differentiation is used in the horizontal
direction given the periodic boundary conditions. On the other hand, Chebyshev differentiation
is used in the vertical direction. The same discretization is used as the one in the streaming flow
problem. The Chebyshev differentiation matrix is generated using Chebfun, an open source software system for numerical computing (https://www.chebfun.org). The matrix is constructed using

29

a first-kind Chebyshev grid, also known as the Chebyshev zero-point grid. Similar to the streaming
flow algorithm, the grid spans the domain [0, 1]. The generalized eigenvalue problem, which has
the form [A][π̂1 ] = [σ][B][π̂1 ], where [A] and [B] are matrices and [π̂1 ] is a vector, is solved every
time-step with [B] used to impose boundary conditions. For a two-space dimension non-separable
problem, [A] is created using the Kronecker product which is a tensor product in linear algebra
used to solve a problem on a tensor product spectral grid [17]. The Kronecker product of two
matrices [A] and [B] is computed in MATLAB using the command kron([A], [B]). Figure 3.1 taken
from Trefethen’s Spectral Methods in MATLAB, illustrates the resultant of the kronecker product
of two matrices. If [A] and [B] are two matrices of dimensions p × q and r × s, respectively, then
the Kronecker product of both matrices is a matrix of dimensions pr × qs with p × q block form,
where the i, j block is aij [B] and aij is the i,j-th element of [A].

Figure 3.1: An example of the Kronecker product of two matrices (Spectral Methods in MATLAB by
Trefethen).

The computational algorithm uses the Kronecker tensor product to create x and y differentiation
matrices in the form of block matrices by applying the operation to the differentiation matrices
representing ∂/∂x and ∂/∂y with the identity matrices Ix and Iy respectively. The result is an
eigenvalue problem of size (N 2 , M 2 ), where N and M are the number of grid points used in the
x and y directions, which can be numerically expensive especially when solved at every time-step.
Moreover, M and N should be large enough to ensure sufficient resolution to prevent numerical
instability. Nevertheless, certain techniques can be employed to minimize the computational cost.
An eigenvalue solver that is utilized for a limited subset of eigenvalues and eigenvectors is implemented. When employed to target a specific eigenvalue and its corresponding eigenvector, the
solver is executed efficiently. Additionally, the matrix is stored in sparse format which significantly
saves memory and subsequently the computation time. The function eigs is based on ARPACK
also known as the Arnoldi package. It is designed to compute a few eigenvalues and corresponding
eigenvectors of large sparse matrices, using the Implicitly Restarted Arnoldi Method (IRAM) or, in
the case of symmetric matrices, the corresponding variant of the Lanczos algorithm. Typically, the
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smallest non-zero eigenvalue and its corresponding eigenfunction are targeted at the initial timestep, having a value slightly larger than unity. For the rest of the simulation, the same mode is
targeted by solving the eigenvalue problem based on the resulting eigenvalue of the previous timestep. It is worth mentioning that in some cases, specifically the large aspect ratio ones, the lowest
eigenvalues generated are smaller than unity, and are not targeted. Instead, to avoid switching
branches of sound wave modes and for a fair comparison of heat transport across varying aspect
ratio, a similar eigenvalue is targeted, i.e., slighly larger than unity. It is worth mentioning that
the method of exploiting the eigenvalue solver to target a specific value significantly reduces the
run-time. On the other hand, interpolating the streaming temperature field from a fine to a coarse
grid before solving the eigenvalue problem, and then interpolating back to the fine grid, can furthermore reduce the overall run-time. Additionally, using sparse matrix eigenvalue solvers yields a
more efficient algorithm. Finally, solving the eigenvalue problem less frequently also is an effective
way to reduce the computational cost (run-time).

3.3
3.3.1

Validation of Eigenvalue Solver
One-dimensional Eigenvalue Problem

To validate the wave dynamics solver, a 1D problem is first formulated by making the density
strictly a function of y. With ρ0 = ρ0 (y), equation (2.33) becomes:
1 ∂ 2 π̂1
1
+ 2
ρ0 ∂x2
δ



1 ∂ 2 π̂1
∂
+
ρ0 ∂y 2
∂y



1
ρ0



∂ π̂1
∂y



= −ω0 2 π̂1 ,

(3.1)

enabling π̂1 to be decomposed as
π̂1 = π̂n (y)einx ,

(3.2)

where n is an integer. Combining (3.1) and (3.2), the generalized eigenvalue problem for the 1D
case is obtained:
1
ρ0



1 ∂ 2 π̂n
− n2 π̂n
δ 2 ∂y 2



1 ∂
+ 2
δ ∂y



1
ρ0



∂ π̂n
= −ω0 2 π̂n .
∂y

This can be written as Aπ̂n = Bσπ̂n where
1
A=
ρ0



1 ∂2
− n2
δ 2 ∂y 2
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1 ∂
+ 2
δ ∂y



1
ρ0



∂
.
∂y

(3.3)

In order to impose the boundary conditions, the relationship between v̂ and π̂1 is considered:
ρ0 v̂1 =

i ∂ π̂1
.
ω0 γδ 2 ∂y

At the channel boundaries (y = 0, H), v̂1 = 0 which gives the boundary condition:
dπ̂n
(y = 0, H) = 0.
dy

(3.4)

Unlike in the two-dimensional case, this one-dimensional generalized eigenvalue problem will not
require the creation of a large block matrix using the Kronecker product and concatenation. This
also means that the application of the boundary condition will be straight forward. This makes the
numerical method simpler to execute and would make it a reliable technique to test our 2D wave
dynamics numerical method using the same 1D density profile. An agreement of the eigenvalues
and eigenvectors between both cases at different values of the aspect ratio will be the metric for
the validation.
The comparison will be first conducted for aspect ratio δ = 1 and temperature differential Γ = 1.
1
The density profile is a function of y only (ρ0 = ρ0 (y)), with T 0 = 1 + Γy and ρ0 =
. For both
T0
cases, the smallest non-zero eigenfrequency is ω0 = 1.2224 and the pressure eigenfunctions for both
cases are shown in figure 3.2. To have a better visualization of the agreement of the eigenfunctions,
a profiles of the pressure eigenfunctions versus x at a fixed y-location is shown in figure 3.3.

Figure 3.2: Pressure eigenfunctions obtained from the 1D and 2D schemes respectively.
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Figure 3.3: A comparison of the profiles of the pressure eigenfunctions verses x at a fixed y-location
for 1D and 2D schemes.

To further validate the 2D eigenvalue solver, the aspect ratio is varied while fixing the 1D density
field and comparing the smallest non-zero eigenfrequencies as well as the mode shape characterized
∂ π̂1
by the maximum value of
. For 0 < δ < 3, there is near exact agreement between lowest
∂y
non-zero eigenvalues obtained using the 2D and 1D schemes. However, as the value of the aspect
ratio is further increased (δ = 4+), this agreement deteriorates.

Figure 3.4: Graphical representation of the lowest eigenfrequency for both 1D and 2D schemes.

Nevertheless, it is observed that the the second or the third-lowest value of the eigenfrequency for
the 2D case is found to agree with the smallest eigenvalue for the 1D case. For instance, at δ = 4,
the second-lowest non-zero eigenvalue is 1.1890 which agrees with the 1D case. The same is true
for δ = 5, 6 for which the second-lowest non-zero eigenvalues are 1.1712 and 1.1567, respectively.
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Aspect ratio
0.01
0.05
0.1
0.5
1
2
3
4
5
6
7
8
9
10

Lowest non-zero eigenfrequency
1D scheme
1.2247
1.2247
1.2247
1.2242
1.2224
1.2155
1.2040
1.1890
1.1725
1.1568
1.1429
1.1311
1.1212
1.1129

Lowest non-zero eigenfrequency
2D scheme
1.2247
1.2247
1.2247
1.2242
1.2224
1.2155
1.2040
0.9521
0.76073
0.6349
0.5443
0.4769
0.4233
0.3810

Table 3.1: Tabular representation of the lowest eigenfrequency for both 1D and 2D schemes.

In the case of δ = 7 − 10, the third-lowest non-zero eigenvalues are 1.1427, 1.1477, 1.1213, and
1.1129 respectively. After careful analysis, it is found that the smallest non-zero eigenvalues of
δ ≥ 4 are artificial and their corresponding solutions are numerically spurious and not physical.
For that reason, the smallest eigenvalue larger than unity which generates physical solutions will
be targeted in the simualtions for large(r) aspect ratios (δ ≥ 4).
Aspect ratio

|∂y π|max,1D

|∂y π|max,2D

0.01
0.05
0.1
0.5
1
2
3
4
5
6
7
8
9
10

8.5637e − 06
2.1408e − 04
8.5615e − 04
0.0213
0.0835
0.3094
0.6151
0.9302
1.2098
1.4438
1.6428
1.8199
1.9833
2.1362

8.5750e − 06
2.1451e − 04
8.5798e − 04
0.0213
0.0837
0.3099
0.6164
3.4752
2.9269
3.4752
3.4752
2.9269
2.9269
2.9269

Table 3.2: Tabular representation of the mode shape for both 1D and 2D schemes.
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Figure 3.5: Graphical representation of the mode shape for both 1D and 2D schemes.

To resolve this issue, and to prevent the eigenvalue (at large aspect ratio) from going to zero and
causing a numerical instability, a specific eigenvalue (e.g., similar to those of the 1D case) can be
targeted instead of targeting the smallest non-zero eigenvalue. Table 3.2 tabulates the mode shape
(|∂y π1 |max ) for both cases for a range of aspect ratio values. A similar pattern is observed such that
the values for small aspect ratio (0.01 − 0.5) and for δ = 1 − 3 are in agreement, unlike the case for
δ = 4 − 10 where the values for both schemes deviate. If instead, the eigenfrequencies equivalent
to the ones of the 1D scheme (second or third-smallest) are targeted in the case of the 2D scheme,
a complete agreement for the mode shape is obtained, as shown in figure 3.5.

3.3.2

Two-Dimensional Eigenvalue Problem in Small Aspect-Ratio Limit

Further validation of the 2D eigenvalue solver is achieved by performing a comparison with the
predictions of the wave dynamics by Michel and Chini [11] in the small-δ limit. In their study, the
equations governing the leading-order acoustic wave dynamics are reduced to the following ordinary
differential eigenvalue problem:

d
g ′ α + ω 2 g = 0,
dx
Z

1

∂ û1 ∂v̂1
dy and g = g(x, T ) is periodic in x and defined such that g =
+
.
∂x
∂y
0 ρ2D
Z 1
1
Recall that ρ2D =
, hence α (x, T ) =
T 2D dy, where the subscript ‘2D’ is used here to
T 2D
0
emphasize that the density field varies in both x and y.

where α (x, T ) =

1

(3.5)
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d
d
α
. This yields an eigenvalue problem Ag = σg which will be
dx
dx
solved for two different temperature profiles as well as two different values of the temperature differ-

Let σ = −ω 2 0 and A =

ential. The results will be used to validate the 2D eigenvalue solver by analyzing the eigenfrequency
and the mode shape, again characterized by max (∂y π) for values of aspect ratio ranging from 0
to 10. The two temperature profiles that will be used are: T 2D (x, y, T ) = Γ + 1 + Γysin(2x) and
Γ
T 2D (x, y, T ) = 1 + Γy. Subsequently, α is now α (x, T ) = Γ + 1 + sin(2x) and α = 1 + Γ/2
2
respectively.
Figure 3.6 shows the ratio of the eigenfrequency (ω) obtained from the 2D eigenvalue solver to the
eigenfrequency (ω0 ) obtained by solving the eigenvalue problem Ag = σg. For Γ = 0.2 and for both
temperature profiles, good agreement is seen, even at relatively large aspect ratios (δ = 4 − 5). At
a higher temperature differential (Γ = 2) however, the agreement between the two values of eigenfrequency deteriorates as δ increases. Nevertheless, for sufficiently small aspect-ratios (δ = 0 − 1),
the eigenfrequencies agree well (ratio ω/ω0 = 1) providing further validation of the 2D eigenvalue
solver, at least as far as the eigenvalue is concerned.

Figure 3.6: Validation of the eigenfrequency at Γ = 0.2 (left) and Γ = 2 (right) for different values of
aspect ratio and temperature profiles.
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Figure 3.7: Validation of the mode shape at Γ = 0.2 (left) and Γ = 2 (right) for different values of
aspect ratio and temperature profiles.

∂π
such that
∂y max
π is the pressure eigenfunction obtained using our 2D wave dynamics computation. It is expected

Figure 3.7 demonstrates the maximum value of the mode shape characterized by

that in the zero aspect-ratio regime (long and thin geometry), the variation of pressure in the y∂π
∂π
direction is insignificant, i.e.
→ 0. For this purpose, the maximum value of
is computed for
∂y
∂y
different values of aspect ratio corresponding to the same two temperature profiles and temperature
differential values used previously to validate the eigenfrequency. Generally, |∂y π|max → 0 as δ → 0
with Γ = 0.2 showing more consistent results.

3.3.3

Acoustic Wave Velocity Field

A standing acoustic wave can be defined as the solution to the eigenvalue problem where the
complex phase of π̂1 is constant. Consider the acoustic variable π1′ in equation (2.41) where A is
real and π̂1 is the solution to the eigenvalue problem (2.33). Now let us define π̂1 as:
π̂1 = eiϕ(T ) P1 (x, y, T ),

(3.6)

such that P1 (x, y, T ) is real and ϕ(T ) is uniform in space. Combining (2.41) with (3.6) yields


π1′ = AP1 (x, y, T ) ei(ϕ(T )+ωt) + e−i(ϕ(T )+ωt) ;
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(3.7)

after which the Euler’s formula is implemented to obtain
π1′ = 2AP1 (x, y, T ) cos (ϕ(T ) + ωt),

(3.8)

where the pressure fluctuation is a product of a function of space by a function of time only. With
π̂1 (x, y, T ) being strictly real, the solution of the eigenvalue problem is guaranteed to correspond
to a standing acoustic wave.
To visualize the standing acoustic waves, the velocity field (û1 , v̂1 ) of the acoustic waves is plotted
in figure 3.8 for a small aspect ratio (δ = 0.1) and two values of Γ. The velocity component û1 is
obtained by combining (2.23) with (2.39) and (2.41), while v̂1 is attained by combining (2.24) with
(2.40) and (2.41).
û1 =
v̂1 =

i

∂ π̂1
γρ0 ω0 ∂x
i

γδ 2 ρ0 ω0

∂ π̂1
∂y

(3.9)
(3.10)

The standing acoustic waves shown below, represent the case where the temperature is equivalent

to the background temperature T 0 = TB with θ0 = 0. The vector fields show standing acoustic
waves. These acoustic waves are rotational owing to the background temperature profile. This
entails the presence of the wall-normal velocity component. The velocity fields are consistent with
the standing acoustic-wave velocity field from Michel and Chini (2018) for a small aspect ratio.

Figure 3.8: Velocity field of the standing acoustic waves corresponding to Γ = 1 (upper) and Γ = 0.2
(lower) for a small aspect ratio and γ = 1.4.
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CHAPTER 4
Baroclinic Acoustic Streaming for Aspect Ratio δ = 1

In this chapter, results of numerical simulations of baroclinic acoustic streaming using the hybrid
eigenvalue/initial-value algorithm are presented, with a focus on heat transport and the kinematics
of the streaming flow and on the nature of the two-way coupling between the waves and mean flow.
Specifically, the results are presented for a simulation performed for δ = 1, Γ = 0.3, Re = 2500,
P r = 0.71, and γ = 1.4. The amplitude is set at a fixed value A = 2. The simulation is performed
using a resolution of Nx = 100 and Ny = 90, where Nx and Ny are the numbers of grid points in x
and y, respectively, for 50 (slow) time units with a time-step size ∆T = 0.002; i.e., the simulation
is run for 25, 000 time steps. The initial eigenvalue problem relating to the conduction profile
such that the total temperature is equivalent to the basic temperature (T 0 = Tb ) generates the
forcing terms needed to drive the streaming flow at the inital time. The forcing terms which are
present in the streaming x-momentum and y-momentum equations shall be referred to as Fx and
Fy respectively, such that

Fx = − Tb + θ0

∂
∂x

u′1 u′1
Tb + θ0

!



Fy = − Tb + θ0

∂
∂x

u′1 v1′
Tb + θ0

!



∂
+
∂y

u′1 v1′
Tb + θ0

!!

∂
+
∂y

v1′ v1′
Tb + θ0

!!

,

(4.1)

.

(4.2)

Figure 4.1: Pressure eigenfunction for a conduction profile (θ0 = 0) obtained at δ = 1 corresponding
to an eigenfrequency ω0 = 1.072

39

For the parameters listed in this section, the generalized eigenvalue problem (with θ0 = 0) yields
the pressure eigenfunction shown in figure 4.1. The eigenfunction corresponds to an eigenvalue
ω0 2 = 1.149 (or an eigenfrequency ω0 = 1.072). Here and throughout, the pressure eigenfunction is
normalized such that π̂1 = π̂1 /|π̂1 |max . This initial eigenvalue solve targets the smallest non-zero
eigenvalue larger than unity. Subsequent eigenvalue solves target the eigenvalue nearest to that
computed at the previous time-step.

(a) Fast-time-averaged Reynolds stress: u′1 u′1

(b) Fast-time-averaged Reynolds stress: u′1 v1′

(c) Fast-time-averaged Reynolds stress: v1′ v1′

Figure 4.2: Three-dimensional surface representation of the Reynolds stress terms for a conduction
profile (θ0 = 0) obtained at δ = 1 corresponding to an eigenfrequency ω0 = 1.072.

The Reynolds stress terms averaged in fast time, u′1 u′1 , u′1 v1′ , and v1′ v1′ , as well as the forcing terms
Fx and Fy resulting from the same temperature profile, parameters, and eigenvalue/eigenfunction
pair are illustrated in figures 4.2, 4.3, and 4.4. When varying parameters such as the aspect ratio,
amplitude, and/or temperature differential, it is anticipated that a broadly similar pattern of forcing
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terms will be attained for T 0 = Tb .

(a) Forcing in the x-momentum equation

(b) Forcing in the y-momentum equation

Figure 4.3: Two-dimensional representation of the forcing terms for a conduction profile (θ0 = 0)
obtained at δ = 1 corresponding to an eigenfrequency ω0 = 1.072.

(a) Forcing in the x-momentum equation

(b) Forcing in the y-momentum equation

Figure 4.4: Three-dimensional surface representation of the forcing terms for a conduction profile
(θ0 = 0) obtained at δ = 1 corresponding to an eigenfrequency ω0 = 1.072

It is important to note that the resolution mentioned undergoes dealiasing when solving the streaming problem. The value of dealiasing used is 3/2 which leads to a dealiased resolution of (150, 135).
The run-time for this simulation is approximately 135 cpu-hours. In this case, the generalized
eigenvalue problem is solved at every time step. The time evolution of the smallest, non-zero eigenfrequency, plotted in figure 4.5, shows a consistency in the magnitude with a maximum variation
of around 2.5 % and then seems to relatively stabilize after slow time T = 10.
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Figure 4.5: The evolution of the eigenfrequency for 50 time-units

To quantify the resulting heat transport, figures 4.6a and 4.6b show the evolution of the Nusselt
number, N u, defined as
1 dT 0,avg
1
Nu =
where T 0,avg =
Γ dy
2π

Z

2π

T 0 dx,
0

at the upper and lower boundaries of the channel. For this parameter set, it is apparent that
baroclinic acoustic streaming is capable of driving heat transfer at a rate greater than ten times
that achieved by conduction alone. These N u values are much larger than those obtained from
Rayleigh streaming (N u − 1 ∝ ϵ2 Re2 δ 2 ) in the small aspect ratio limit. Additionally, it constitutes
a siginificant improvement over the heat transfer realized via baroclinic acoustic streaming at small
aspect ratio [11].
Even larger rates of heat transfer may be achievable by increasing physical parameters such as the
wave amplitude A and the temperature gradient Γ. A primary focus of this investigation is on the
effect of increasing the aspect ratio on heat transfer, as further increases in Nusselt number are
anticipated.

42

(a) Nu at the lower boundary

(b) Nu at the upper boundary

Figure 4.6: Nusselt number at the channel boundaries

Figure 4.7 shows the total temperature field T 0 and the streaming velocity field at different (slow)
time instants in time. The temperature field at the start of the simulation is linear in y since the
perturbation temperature field θ0 vanishes, leaving only the background conduction profile. With
time, the temperature field develops plumes and (convective) mixing occurs. The corresponding
velocity field consists of streaming cells that in contrast to Rayleigh streaming, span the domain
and, thus, are highly efficient transporters of heat. At a dimensionless time T = 15, the streaming
flow becomes chaotic and disordered, and by T = 50 the temperature superficially resembles that
arising in turbulent 2D Rayleigh-Benard (i.e. free) convection. Interestingly, the velocity field is
concentrated around the periphery of the streaming cells.

(a) Streaming temperature field at the initial time-step

(b) Streaming velocity field at the initial time-step

(c) Streaming temperature field at 5 time-units

(d) Streaming velocity field at 5 time-units
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(e) Streaming temperature field at 15 time-units

(f ) Streaming velocity field at 15 time-units

(g) Streaming temperature field at 30 time-units

(h) Streaming velocity field at 30 time-units

(i) Streaming temperature field at 50 time-units

(j) Streaming velocity field at 50 time-units

Figure 4.7: Streaming flow at various slow time (T) values for δ = 1.

4.1

One-way vs Two-way Coupling

Although a one-way coupled simulation does not reflect the actual wave/mean-flow interaction in
baroclinic acoustic streaming, it is instructive to study the streaming dynamics and heat transport
arising in the (artificially) one-way coupled regime. Accordingly, a comparison study of the one-way
versus the two-way coupling simulation is made for the parameter set δ = 1, A = 2, Γ = 0.3, and
Re = 2500. Both simulations are performed for 70 slow-time units, which is the time needed for
the two-way coupled simulation to achieve a steady state.
Figure 4.8 demonstrates the heat transport at both channel boundaries for the one-way and twoway coupling cases. Clearly, the Nusselt number realized in the one-way coupled case is significantly
larger than that obtained in the two-way coupled case. Moreover, in the former case, the Nusselt
number evolution reflects only a statistically steady (rather than strictly steady) dynamics.

44

(a) Nu at the upper boundary

(b) Nu at the lower boundary

Figure 4.8: Nusselt number at the channel boundaries for δ = 1.

For the purpose of analyzing the heat transport, it would be more convenient to calculate the timeaveraged Nusselt number for each case. The table below shows the computed time-averaged Nusselt
number at the upper and lower channel boundaries for the one-way and two-way coupling cases.
When computing the time-averaged Nusselt number, an appropriate time is chosen as a starting
point, which is typically when the curve starts to stabilize. For instance, the two-way coupling
time-averaged Nusselt numbers shown in table 4.3 are calculated using T = 20 as a starting point.
For the purpose of consistency, the same value is chosen for one-way coupling.

Coupling

Upper Boundary

Lower Boundary

one-way
two-way

19.0443
9.5291

19.4635
9.3989

Table 4.1: Average Nusselt number at the upper and lower channel boundaries corresponding to δ = 1
for two cases: one-way and two-way coupling.

With the average Nusselt number from the one-way coupling simulation being almost double of
that of the two-way coupling, it would be interesting to compare the dynamics of the streaming
flow at final time T = 70. Figure 4.17 demonstrates the streaming temperature and velocity field
for both cases.
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(a) Streaming temperature field at final time for one-way
coupling

(b) Streaming velocity field at final time for one-way
coupling

(c) Streaming temperature field at final time for two-way
coupling

(d) Streaming velocity field at final time for two-way
coupling

Figure 4.9: Streaming flow at final slow time (T=70) for two-cases: one-way and two-way coupling

It is apparent that the velocity field in one-way coupling is chaotic and consists of a higher number
of streaming cells that are distorted, unlike in the case of two-way coupling which consists of four
streaming cells exhibiting a striking “race-track”-like pattern. The distorted and large number
of cells in one-way coupling translate into a more turbulent temperature field. The large value
of Nusselt number in one-way coupling may be attributed to the higher degree of mixing that is
revealed in the streaming fields. This however, does not necessarily mean that a higher Nusselt
number is attained from one-way coupling as the aspect ratio or perhaps other parameters are
varied. Thus, it is of interest to compute the heat transport for both cases as the aspect ratio is
varied.
Next the curl of forcing or the vorticity of the acoustic waves is explored and it is defined as:
Ω=

∂Fx ∂Fy
−
.
∂x
∂y

(4.3)

Figure 4.10 shows the curl of forcing at two different streaming times: initial time (T = 0) and
late time (T = 50) when a steady state has been reached such that the aspect ratio is δ = 1, the
temperature gradient is Γ = 0.3, and the amplitude is A = 2. At initial time in the presence of
a linear temperature field where T 0 = TB , the curl of forcing which resembles the forcing in the
x-momentum equation (Fx ), spans the whole channel. Alternatively, at late time (T = 50) in the
presence of a non-linear temperature profile where T 0 = TB + θ0 and θ0 ̸= 0, the curl of forcing is
concentrated at the channel boundaries while approaching zero across the channel.
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Figure 4.10: Two-dimensional representation of the curl of forcing for two cases, both corresponding
to δ = 1, Γ = 0.3, and A = 2. The first case (upper) is at initial time T = 0, such that the total
temperature is equivalent to the background temperature T 0 = TB where θ0 . The second case (lower)
is at slow time T = 50, such that T 0 = TB + θ0 where θ0 ̸= 0.

In the case of late time, it is expected that the curl of the RSD would mostly vanish in the interior
of the domain, where the streaming temperature is homogenized, but not in the streaming thermal
boundary layers, where the streaming temperature gradient does not vanish and, in fact, is large.
That is where all the forcing is concentrated at late times, implying that the streaming is primarily
driven in the boundary layers but then extends into the interior because the streaming flow is
pseudo-incompressible (so, e.g., if the flow is driven tangent to the boundary within the boundary
layers, where it converges a flow (“jet” or plume) normal to the boundary layer is created. That’s
why the velocity field acquires the racetrack like pattern.

4.2

Computational Cost Reduction

To reduce the computational cost, two modifications to the algorithm are explored. One involves
interpolation and the other reduces the number of eigenvalue solves in the simulation by solving
the eigenvalue problem every 5 time-steps (but without spatial interpolation), instead of doing so
every one time-step. Figure 4.11 compares the Nusselt number evolution of the “true” simulation,
in which the eigenvalue problem is solved every time-step without any interpolation, with that
obtained from solving the eigenvalue every time-step but using interpolation. The interpolation
method consists of solving the eigenvalue problem and generating the forcing terms using a coarse
grid that, in this case, is half of that of the fine grid that is used to solve the streaming problem.
Once the streaming problem is solved, the resulting perturbation temperature θ0 is interpolated to
the coarse grid and then used to solve the eigenvalue problem on that coarse grid.
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(a) Nu at the upper boundary

(b) Nu at the lower boundary

Figure 4.11: Nusselt number comparison using 2 approaches. The first approach solves the eigenvalue
problem without varying the grid size, while the second approach employs interpolation where the
eigenvalue problem is solved at a resolution half of that of the streaming problem. The Nusselt number
evolution corresponds to δ = 1, Γ = 0.3, and A = 2.

The results of the other computational cost reduction approach depicted by the progression of the
Nusselt number at the upper and lower channel boundaries for 50 time-units are shown in figure
4.12, in which the 2D eigenvalue problem is solved every 5 streaming problem iterations.

(a) Nu at the upper boundary

(b) Nu at the lower boundary

Figure 4.12: Nusselt number comparison between two cases: first case solves the eigenvalue problem
each time-step while the second case solves the eigenvalue problem each five time-steps. The Nusselt
number evolution corresponds to δ = 1, Γ = 0.3, and A = 2.

Clearly, the approach that reduces the frequency of the eigenvalue solves is more accurate than
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the alternative approach using spatial interpolation. It would be interesting if both approaches are
combined to obtain an even more efficient computation. It is found that using a smaller interpolation factor can yield more accurate results. For instance, rather than using a factor of 2 and 1/2
in order to transition a coarse grid to a fine grid and vice versa, a smaller factor can be used. An
example of such approach is portrayed in figure 4.13 such that a factor of 3/2 and 5/4 is used to
interpolate from coarse to fine grid and vice verse. Additionally, the eigenvalue problem is solved
every 5 time-steps.

(a) Nu at the upper boundary

(b) Nu at the lower boundary

Figure 4.13: Nusselt number comparison using three approaches. All approaches solve the eigenvalue
problem each five time-steps. The first appraoch does not employ any interpolation, while the second
approach solves the eigenvalue problem at a resolution 2/3 the size of the streaming flow, and finally
the third one does so at a resolution 4/5 of that of the streaming flow. The Nusselt number evolution
corresponds to δ = 1, Γ = 0.3, and A = 2.

Clearly, the approach of using a smaller interpolation factor yields less errors, especially at later
times when the flow stabilizes and reaches a steady state. When combined with the other approach
of resolving the 2D eigenvalue problem every few time-steps, a fairly accurate and fast simulation
is achieved. This can be useful for cases where the simulation is performed for a substantially long
time and when a high resolution is needed.
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CHAPTER 5
Parametric Study of Heat Transport

The ensuing work will involve performing parameter studies to quantify the impact on streaminginduced heat transfer. Specifically, fixing other physical parameters, the aspect ratio will be varied
from a value of 0.25 to 6. The temperature gradient and the wave-amplitude will be varied at
fixed aspect ratio to investigate the transition from steady to chaotic streaming flows. The primary
computational challenge is the efficient solution of the eigenvalue problem involving a large matrix
of size (N × M, N × M ), with N and M being large enough for adequate resolution of the mean
flow. This is computationally expensive especially if performed every time-step. Needless to say,
we aim to achieve a strictly steady or a statistically steady state in the simulations, which means
performing most of the simulations well in excess of 50 (slow) time-units. Accordingly, accelerating
the solution of the eigenvalue problem proved necessary to perform the parameter studies. Here, we
choose to solve the eigenvalue problem only every fifth time step to achieve sufficient computational
speed-up while maintaining accuracy.
While varying the aspect ratio, the physical parameters are fixed such that the temperature differential Γ = 0.3, which is a reasonable value in many practical aplications; and the acoustic-wave
amplitude is assumed to be fixed such that A = 2. The ideal gas is modeled as air with constant specific heat ratio γ = 1.4 and Prandtl number P r = 0.71, where P r = P e/Re. Lastly, the
Reynolds number Re = 2500, a value sufficiently large to facilitate heat transport but not too large
for the theory to be applicable.
The same set of numerical parameters are used for most cases. For example, the time-step for
simulating the streaming flow is chosen to be ∆T = 0.002, a value small enough to avoid a numerical instability and to ensure adequate temporal resolution while also small enough to not trigger
substantial changes in the mean density at each time-step enabling the eigenvalue problem to be
accurately solved every five time-steps. Similarly, the spatial resolution is sufficiently fine to avoid
numerical instability as well as maintaning a fully-resolved simulation, while still enabling feasible
computation.
The illustrations portraying the streaming flow evolution are plotted to aspect ratio in order to
better visualize the flow. In all cases, the dimensionless height of the channel is unity. The
simulations are run until a steady state or a statistical steady state is reached.
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In sections 5.2 and 5.3 , the effect of varying the wave amplitude and temperature gradient on heat
transport is explored. The wave-amplitude is varied over a range of values between 1 and 3, while
the temperature gradient (Γ) is varied from 0.1 and 0.5 with the remaining physical parameters
fixed. In both cases, the aspect ratio (δ) is set to unity and the Reynolds number Re = 2500.

5.1
5.1.1

Variation of Aspect Ratio
Small Aspect Ratio: δ = 0.25, 0.5, and 0.75

The simulation for δ = 0.25 is performed for 100 time units while the simulations for δ = 0.5 and
δ = 0.75 are run for 50 time units so that a steady state is attained in each case. The time-step size
is ∆T = 0.002 implying 50000 iterations are completed for the first case, and 25000 time-steps for
the latter ones. The 2D generalized eigenvalue problem is solved every 5 time-steps without using
spatial interpolation.

Figure 5.1: The evolution of the eigenfrequency for δ = 0.5.

The evolution of the eigenfrequency for δ = 0.5 is shown in figure 5.1. The eigenrequency tends to
stabilize after 15 time-units and maintain a value between 1.055 and 1.058. A similar behavior of
the eigenfrequency for δ = 0.25 and 0.75 is anticipated.
The instantaneous Nusselt number at the upper and lower channel boundaries is shown in figure
5.2 for the three small-aspect ratio values: 0.25, 0.5 and 0.75. In all three cases, a strictly steady
state is achieved by the end of the simulation as demonstrated. The plots also show the Nusselt
numbers for the corresponding one-way coupled cases. Although the one-way coupled simulations
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do not reach a strictly steady state but rather are chaotic unlike the two-way coupled cases which
evolve in a smooth manner, larger N u are attained. Similar to the eigenfrequency evolution, the
Nusselt number stabilizes after 15 or 20 slow time-units in the two-way coupled simulations.

(a) Nusselt number at the upper channel wall for δ = 0.25.

(b) Nusselt number at the lower channel wall for δ = 0.25.

(c) Nusselt number at the upper channel wall for δ = 0.5.

(d) Nusselt number at the lower channel wall for δ = 0.5.
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(e) Nusselt number at the upper channel wall for δ = 0.75.

(f ) Nusselt number at the lower channel wall for δ = 0.75.

Figure 5.2: The evolution of the Nusselt number for different values of small aspect ratio at the upper
and lower channel boundaries for two-way and one-way coupling cases.

To more clearly quantify the heat transport, it is advantageous to compute the average Nusselt
number at the boundaries by averaging the instantaneous values for both, the one-way and twoway coupled flows. Once again, the averaging does not include the initial transient, but instead is
performed only in the (statistically) steady regime. Pragmatically, the initial time is chosen when
the Nusselt number levels off. In the case of the small aspect ratios, the starting point is T = 25
for δ = 0.25 and δ = 0.75 and T = 20 for δ = 0.5. For consistency, the same time span will be
used when computing the average Nusselt number for the one-way coupled simulations. Table 5.1
shows the average Nusselt number values for each case. Clearly, for this range of aspect ratios,
the one-way coupling case yields a larger heat transport than exhibited by the properly two-way
coupled dynamics.

Aspect Ratio

Coupling

Upper Boundary

Lower Boundary

δ = 0.25

one-way
two-way

4.18
2.72

4.18
2.77

δ = 0.5

one-way
two-way

9.6
4.87

9.36
5.02

δ = 0.75

one-way
two-way

14.11
7.23

14.09
7.23

Table 5.1: Average Nusselt number at the upper and lower channel boundaries corresponding to
“small” aspect ratio values for both one-way and two-way coupling flows.
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The streaming dynamics (streaming temperature field T 0 and velocity field (u1 , v 1 )) at δ = 0.5
and δ = 0.75 is depicted in figures 5.3 and 5.4 by a sequence of snapshots in slow-time T for
the two-way coupled simulations. At the initial time, the total temperature field T 0 is equivalent
to the background temperature Tb . The density stratification associated with the background
temperature field enables acoustic-wave forcing to drive streaming cells across the channel, with
flow speeds relatively uniform across the channel. By time T = 10, the flow becomes chaotic, as
evident in the velocity field plot. The non-uniform Nusselt number evolution for T = 10 can be
attributed to the turbulent nature of the flow. By T = 30, the temperature distribution and the
velocity field have reached a steady state such that there is no further change in the flow pattern or
intensity as also reflected in the Nusselt number evolution (figure 5.2). Furthermore, the velocity
field shows cells spanning the whole channel and concentrated at the cell periphery. Evidently, flow
speeds in the bulk of the fluid are small compared to those attained near the walls.

(a) Streaming temperature field at the initial time-step

(b) Streaming velocity field at initial the time-step

(c) Streaming temperature field at 5 time-units

(d) Streaming velocity field at 5 time-units

(e) Streaming temperature field at 10 time-units

(f ) Streaming velocity field at 10 time-units

(g) Streaming temperature field at 15 time-units

(h) Streaming velocity field at 15 time-units

(i) Streaming temperature field at 20 time-units

(j) Streaming velocity field at 20 time-units
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(k) Streaming temperature field at 30 time-units

(l) Streaming velocity field at 30 time-units

(m) Streaming temperature field at 50 time-units

(n) Streaming velocity field at 50 time-units

Figure 5.3: Streaming flow at various slow time (T) values for δ = 0.5.

(a) Streaming temperature field at the initial time-step

(b) Streaming velocity field at initial the time-step

(c) Streaming temperature field at 5 time-units

(d) Streaming velocity field at 5 time-units

(e) Streaming temperature field at 10 time-units

(f ) Streaming velocity field at 10 time-units

(g) Streaming temperature field at 20 time-units

(h) Streaming velocity field at 20 time-units

(i) Streaming temperature field at 35 time-units

(j) Streaming velocity field at 35 time-units

(k) Streaming temperature field at 50 time-units

(l) Streaming velocity field at 50 time-units

Figure 5.4: Streaming flow at various slow time (T) values for δ = 0.75.

To gain further insight into the heat transport, the time-mean of the horizontally-averaged temperature, denoted < T > (y), is computed for each case. Recall the instantaneous horizontally-averaged
temperature field
T 0,avg =

1
2π

Z
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2π

T 0 dx,
0

(5.1)

where 2π is the wavelength. Thus, < T > (y) is computed by averaging in time T 0,avg , starting at
a point in time where the Nusselt number stabilizes, indicating the onset of a steady or statistically
steady state.

(a) The time-mean of the horizontally-averaged tempera- (b) The time-mean of the horizontally-averaged temperature for δ = 0.25.
ture for δ = 0.5.

(c) The time-mean of the horizontally-averaged temperature for δ = 0.75.

Figure 5.5: The time-mean of the horizontally-averaged total temperature for small aspect ratio.

Figure 5.5 shows < T > (y) profiles for the small aspect-ratio cases for both one-way and twoway coupling. Since in all three small aspect-ratio cases, the heat transport is larger for one-way
coupling, it is expected that < T > (y) exhibits a sharper gradient at the walls, as evident in the
figure. Moreover, as the aspect ratio is increased, < T > (y) displays a steeper slope at the walls,
as also evident when comparing the two-way coupling curves for each aspect ratio.
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5.1.2

O(1) Aspect Ratio: δ = 1, δ = 2, δ = 3, and δ = 4.

In this section, the streaming dynamics for 1 ≤ δ ≤ 4 is explored . In addition to the physical
parameters mentioned earlier, the same numerical parameters will be used here, where ∆T = 0.002
and the eigenvalue problem is solved once every five time steps. While the δ = 1 simulation reached
a steady state at a relatively early time, this is not the case for the other simulations as will be
shown.
The eigenfrequency evolution for δ = 2 is illustarated in figure 5.6 for 250 time-units. Generally,
the evolution is similar to the other cases portrayed above, such that there exists sharp changes
at early times, and ultimately a steadying of the eigenfrequency variation at later times. It can
be observed that at T = 100, the eigenfrequency maintains a consistent value around 1.055. This
behavior can be attributed to the mixing of the streaming flow initially, then ultimately achieving
a steady or a nearly steady state.

Figure 5.6: The evolution of the eigenfrequency for δ = 2.

In addition to the evolution of the instantaneous Nusselt number for δ = 1 plotted in chapter 4,
figure 5.7 displays the heat transport at the upper and lower channel boundaries corresponding to
the δ = 2, δ = 3, and δ = 4 simulations. As for the previous cases, N u for the one-way coupled
simulations exhibits a sharp, fluctuating behavior unlike two-way coupled simulations for which
N u exhibits a more regular evolution. For δ = 2, the heat transport in the one-way coupled flow
is distinctly larger than that in two-way coupled flow as also observed for smaller aspect ratios.
For δ = 3 and δ = 4, however, the Nusselt number achieved for the one-way coupled simulations
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appears to decline, revealing a change in the heat transport and accordingly the streaming flow at
larger aspect ratios.

(a) Nusselt number at the upper channel wall for δ = 2.

(b) Nusselt number at the lower channel wall for δ = 2.

(c) Nusselt number at the upper channel wall for δ = 3.

(d) Nusselt number at the lower channel wall for δ = 3.
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(e) Nusselt number at the upper channel wall for δ = 4.

(f ) Nusselt number at the lower channel wall for δ = 4.

Figure 5.7: The evolution of the Nusselt number for different values of order-one aspect ratio at the
upper and lower channel boundaries for two-way and one-way coupling cases.

In order to quantify the intensity of heat transport, the Nusselt number is once again averaged in
time and the results are presented in table 5.2. Thus far, it is evident that increasing the aspect ratio
can yield significantly increased heat transport, specifically for two-way coupled flows. Note that
if the Nusselt number for the δ = 4, one-way coupled simulation, is averaged starting at T = 150,
then the magnitude at the upper and lower boundaries yields 40.07 and 37.07 respectively, which
are larger than the tabulated results. For the sake of consistency, however, the time-period used
to compute the average Nusselt number for each aspect ratio is the same for both types of coupling.

Aspect Ratio

Coupling

Upper Boundary

Lower Boundary

δ=1

one-way
two-way

19.04
9.53

19.46
9.4

δ=2

one-way
two-way

34.4
19.09

34.11
18.01

δ=3

one-way
two-way

34.2
28.45

34.47
26.22

δ=4

one-way
two-way

28.28
37.48

26.25
34.466

Table 5.2: Average Nusselt number at the upper and lower channel boundaries corresponding to orderone aspect ratio values for both one-way and two-way coupling flows.
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Next, the streaming dynamics at order-one aspect ratio will be depicted by snapshots of the streaming total temperature and velocity fields. Figure 5.1.2 shows snapshots in time for δ = 2 starting
with the initial time when the total temperature distribution is equivalent to that of the background
temperature, while the velocity field consists of streaming cells spanning the whole channel owing
to the fluid stratification. As can be seen at T = 50, the fluid goes through a process of mixing and
eventually reaches a qualitatively consistent profile after T = 100 until the end of the simulation
at T = 250. The velocity field exhibits the “racetrack” profile such that the streaming flow is
concentrated at the cell periphery, while small in the bulk of the flow.

(a) Streaming temperature field at the initial time-step

(b) Streaming velocity field at the initial time-step

(c) Streaming temperature field at 50 time-units

(d) Streaming velocity field at 50 time-units

(e) Streaming temperature field at 100 time-units

(f ) Streaming velocity field at 100 time-units

(g) Streaming temperature field at 150 time-units

(h) Streaming velocity field at 150 time-units
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(i) Streaming temperature field at 200 time-units

(j) Streaming velocity field at 200 time-units

(k) Streaming temperature field at 250 time-units

(l) Streaming velocity field at 250 time-units

Figure 5.8: Streaming flow at various snapshots in slow time (T) for δ = 2

The streaming dynamics for δ = 3 and δ = 4 are shown in figures 5.9 and 5.10, respectively. The
streaming behaves in a similar fashion. It is noticeable that as the aspect ratio increases, the time
required for the streaming field to reach a “racetrack” pattern after the mixing phase gets longer.

(a) Streaming temperature field at the initial time-step

(b) Streaming velocity field at initial the time-step

(c) Streaming temperature field at 20 time-units

(d) Streaming velocity field at 20 time-units
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(e) Streaming temperature field at 40 time-units

(f ) Streaming velocity field at 40 time-units

(g) Streaming temperature field at 80 time-units

(h) Streaming velocity field at 80 time-units

(i) Streaming temperature field at 100 time-units

(j) Streaming velocity field at 100 time-units

(k) Streaming temperature field at 140 time-units

(l) Streaming velocity field at 140 time-units

(m) Streaming temperature field at 200 time-units

(n) Streaming velocity field at 200 time-units

Figure 5.9: Streaming flow at various snapshots in slow time (T) for δ = 3
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(a) Streaming temperature field at the initial time-step

(b) Streaming velocity field at the initial time-step

(c) Streaming temperature field at 50 time-units

(d) Streaming velocity field at 50 time-units

(e) Streaming temperature field at 75 time-units

(f ) Streaming velocity field at 75 time-units

(g) Streaming temperature field at 100 time-units

(h) Streaming velocity field at 100 time-units
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(i) Streaming temperature field at 150 time-units

(j) Streaming velocity field at 150 time-units

(k) Streaming temperature field at 200 time-units

(l) Streaming velocity field at 200 time-units

(m) Streaming temperature field at 250 time-units

(n) Streaming velocity field at 250 time-units

Figure 5.10: Streaming flow at various snapshots in slow time (T) for δ = 4

The mean of the horizontally-averaged total temperature is plotted in figure 5.11 for the two types
of flows: one-way and two-way coupling. When comparing the two-way coupling plots, it can be
seen that the slope is sharper as the aspect ratio is increased. On the other hand, when comparing
the plots of the one-way coupling cases to the two-way coupling, the one-way coupling slope is
sharper only for δ = 1 and δ = 2, and slightly sharper for δ = 3. However, for δ = 4, the slope of
the two-way coupling case is sharper than that of the one-way coupling. This can be traced back
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to the fact that at δ = 4, the heat transport in one-way coupling is smaller than that in two-way
coupling, unlike the other aspect ratio cases.

(a) The mean of the averaged temperature for δ = 1.

(b) The mean of the averaged temperature for δ = 2.

(c) The mean of the averaged temperature for δ = 3.

(d) The mean of the averaged temperature for δ = 4.

Figure 5.11: The time-mean of the horizontally-averaged total temperature for order-one aspect ratio.

5.1.3

Large Aspect Ratio: δ = 5, δ = 6, and δ = 7.

Finally, we display the results relating to heat transport and streaming dynamics for a large aspect
ratio simulations for which 5 ≤ δ ≤ 7. Once again, the other physical parameters are fixed as
δ is varied, and also the generalized eigenvalue problem is solved once every 5 time-steps of the
streaming evolution. The δ = 5 simulation is successfully performed using the previous numerical
parameters, i.e. a grid size equivalent to Nx = 100 and Ny = 90 (Nx = 150 and Ny = 135 after
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dealiasing) and a time-step of ∆T = 0.002. However, the same numerical parameters resulted in a
numerical instability for the both δ = 6 and δ = 7 simulations. Accordingly, a finer grid (primarily
in the y-cooordinate direction) as well as a smaller time-step are used for these latter cases. For
δ = 6, the resolution is slightly increased to Nx = 104 and Ny = 98 (Nx = 156 and Ny = 147
with dealiasing) while decreasing the time-step to ∆T = 0.0018. On the other hand, an even finer
resolution is used for the δ = 7 simulation such that Nx = 120 and Ny = 110 (Nx = 180 and
Ny = 165 with dealiasing) with time-step ∆T = 0.0016. It is worth mentioning that for this case
(only), the interpolation technique is exploited such that the grid size used for the resolution of
the 2D generalized eigenvalue problem is Nx = 96 and Ny = 88, greatly reducing the required run
time.

Figure 5.12: The evolution of the eigenfrequency for 250 time-units.

The evolution of the eigenfrequency for δ = 5 is plotted in figure 5.12. The plot shows both a qualitative and quantitative consistency when compared to the previous cases. Next, the instantaneous
Nusselt number at the upper and lower channel boundaries and for the both two-way and one-way
coupled simulations is illustrated in figure 5.13. Unlike the results obtained for smaller aspect ratio
values, the instantaneous Nusselt number for the one-way coupled cases are smaller those obtained
from the two-way coupled simulations and seemingly diminishes as the aspect ratio is increased.
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(a) Nusselt number at the upper channel wall for δ = 5.

(b) Nusselt number at the lower channel wall for δ = 5.

(c) Nusselt number at the upper channel wall for δ = 6.

(d) Nusselt number at the lower channel wall for δ = 6.

(e) Nusselt number at the upper channel wall for δ = 7.

(f ) Nusselt number at the lower channel wall for δ = 7.

Figure 5.13: The evolution of the Nusselt number for different values of large aspect ratio at the upper
and lower channel boundaries for two-way and one-way coupling cases.
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The values of the time-averaged Nusselt number for the large aspect-ratio computations are given
in table 5.3. Interestingly, the heat transport reaches a Nusselt number of 57. The time-averaged
Nusselt number for all aspect ratios is plotted in figure 5.14.

Aspect Ratio

Coupling

Upper Boundary

Lower Boundary

δ=5

one-way
two-way

23.18
46.85

19.9
42.24

δ=6

one-way
two-way

10.51
53.38

13.48
49.61

δ=7

one-way
two-way

13.11
55.81

20.32
57.51

Table 5.3: Average Nusselt number at the upper and lower channel boundaries corresponding to large
aspect ratio values for both one-way and two-way coupling flows.

Figure 5.14: The time-averaged Nusselt number for a range of aspect ratio values from 0.25 − 7 at the
upper channel boundary.

The two curves which correspond to the upper channel boundary compare the results obtained for
both types of flow: one-way and two-way coupling. Up until δ = 3, the intensity of heat transport
is higher in one-way coupled flows. With δ > 4, the pattern is reversed and two-way coupling
prompts a greater heat transport. There is some uncertainty in the case of one-way coupling for
δ = 5, 6, and 7 based on the evolution of the Nusselt number and the averaged Nusselt number
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results, which requires more investigation. The averaging for these aspect ratio cases (in addition
to δ = 4) is performed during their statistically-steady regime. Overall, the plot shows that heat
transport for two-way coupling increases roughly linearly with the increase of aspect ratio up to
δ = 7 where it starts to peak.
Figure 5.15 shows the streaming flow evolution for the δ = 5 simulation. The dynamics exhibit
a similar behavior to previous cases, however at early time, the flow is concentrated closer to the
lower boundary.

(a) Streaming temperature field at the initial time-step

(b) Streaming velocity field at the initial time-step

(c) Streaming temperature field at 25 time-units

(d) Streaming velocity field at 25 time-units

69

(e) Streaming temperature field at 50 time-units

(f ) Streaming velocity field at 50 time-units

(g) Streaming temperature field at 75 time-units

(h) Streaming velocity field at 75 time-units

(i) Streaming temperature field at 100 time-units

(j) Streaming velocity field at 100 time-units
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(k) Streaming temperature field at 250 time-units

(l) Streaming velocity field at 250 time-units

Figure 5.15: Streaming flow at various snapshots in slow time (T) for δ = 5

Similarily, figure 5.16 demonstrates the streaming flow for δ = 7. Once again, the velocity field is
concentrated at the lower boundary.

(a) Streaming temperature field at the initial timestep

(b) Streaming velocity field at initial the timestep
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(c) Streaming temperature field at 150 time-units

(d) Streaming velocity field at 150 time-units

(e) Streaming temperature field at 400 time-units

(f ) Streaming velocity field at 400 time-units

Figure 5.16: Streaming flow at various snapshots in slow time (T) for δ = 7

Finally, the time-mean of the horizontally-averaged temperature for the large aspect-ratio simulations is shown in figure 5.17. The two-way coupling plots exhibit a much sharper slope than for
one-way coupling, which is ascertained from the much larger heat transport obtained.
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(a) The mean of the averaged temperature for δ = 5.

(b) The mean of the averaged temperature for δ = 6.

(c) The mean of the averaged temperature for δ = 7.

Figure 5.17: The time-mean of the horizontally-averaged total temperature for large aspect ratio.

To better understand the behavior of the velocity field and the variation of heat transport for large
aspect-ratio flows, it is instructive to study the wave-dynamics. Figure 5.18 shows the normalized
pressure eigenfunction at the initial time when the perturbation temperature is zero (θ0 = 0) for
δ = 7. Additionally, figure 5.19 shows a contour (left) and a surface plot (right) of the wave forcing
in the x-momentum equation corresponding to the same aspect ratio and temperature profile, i.e. at
the initial time. Unlike the forcing for example δ = 1 shown previously, which is evenly distributed
across the channel, the forcing in this case is larger at the lower boundary, which explains the
nature of streaming and the intensity of heat transport for large aspect ratio.
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Figure 5.18: Normalized pressure eigenfunction

(a) 2D image of the forcing in the x-momentum equation

(b) Surface plot of the forcing in the y-momentum equation

Figure 5.19: Representation of the forcing in the x-momentum equation for a conduction profile
(θ0 = 0) obtained at δ = 7.

5.1.4

Streaming Velocity Components

The images of the streaming velocity components u1 and v 1 , which result in the streaming cells
spanning the whole channel as seen previously, are shown below in figure 5.20. The images represent the aspect ratios δ = 0.5, 1, 3, 5 with the same parameters used in this section at final time
when a steady or a statistically steady state is achieved.
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(a) Streaming x-component velocity u1 for δ = 0.5 at final
time T = 50.

(b) Streaming y-component velocity v 1 for δ = 0.5 at final
time T = 50.

(c) Streaming x-component velocity u1 for δ = 1 at final
time T = 70.

(d) Streaming y-component velocity v 1 for δ = 1 at final
time T = 70.

(e) Streaming x-component velocity u1 for δ = 3 at final
time T = 200.

(f ) Streaming y-component velocity v 1 for δ = 3 at final
time T = 200.

(g) Streaming x-component velocity u1 for δ = 5 at final
time T = 250.

(h) Streaming y-component velocity v 1 for δ = 5 at final
time T = 250.

Figure 5.20: Streaming velocity components u1 and v 1 for different values of aspect ratio at final time.

It would be beneficial to tabulate the maximum and minimum values of the streaming velocity
components obtained at final time for the different aspect ratio values stated above as can be
seen in the table below (5.4). As can be seen, the non-dimensional maximum and minimum xcomponent velocity values are nearly constant as the aspect ratio is increased. Alternatively, based
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on the tabulated numbers, the dimensionless product δv 1 is approximately maintaining a constant
values, or, in some cases increasing as the aspect ratio δ is increased. Since the advective heat flux
is roughly proportional to v 1 θ0 , having a larger v 1 corresponds to a larger heat flux for a given
perturbation temperature θ0 based on the temperature gradient Γ.
Aspect Ratio

u1,min

u1,max

v 1,min

v 1,max

δ = 0.5

-0.2632

0.2641

-0.2495

0.3501

δ=1

-0.2557

0.2663

-0.1725

0.1873

δ=3

-0.2596

0.2525

-0.055

0.07

δ=5

-0.2848

0.2682

-0.0363

0.0442

Table 5.4: Minimum and maximum values of the streaming velocity components for different aspect
ratios.

5.2

Variation of the Wave Amplitude

In this section, the effect of the wave amplitude on heat transport is explored. Typically, all other
parameters are fixed, such that δ = 1, Γ = 0.3, Re = 2500, γ = 1.4, and P r = 0.71. The
wave amplitude A ranges from a value of 1 to 3, with a 0.25 increment. It is worth noting that
the numerical parameters are also fixed such that the slow time step size is ∆T = 0.002 and the
generalized eigenvalue problem is solved once every 5 time steps, as in the aspect ratio variation
study. As far as the simulation time is concerned, that will depend on the value of A and its
effect on the long-time dynamics. For instance, the time it would take some cases to reach a
strictly steady or a statistical steady state condition is longer than in some other cases or vice
versa. Nevertheless, the evolution of the Nusselt number for 100 time units for several cases will be
included in this section to have a better idea of the dynamics of heat transport as they vary with
amplitude. Figures 5.21 and 5.22 demonstrate the evolution of the instantaneous Nusselt number
at the upper and lower channel walls for a range of wave-amplitude values.
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Figure 5.21: Nusselt number at the upper channel boundary for a range of wave-amplitude values.

Figure 5.22: Nusselt number at the lower channel boundary for a range of wave-amplitude values.

Clearly, the Nusselt number increases with the increase of wave amplitude. Additionally, and based
on the results portrayed as well as the results of the long-time dynamics, it can be deduced that for
A ≤ 2, the long-time dynamics is strictly steady. For A ≥ 2.25, the long-time dynamics appears
to be unsteady, possibly time-periodic. There seems to exist a bifurcation from long-time steady
state to long-time unsteady state at which the value of A = 2.25. So for A values greater than
the “transition” value, it is expected that the long-time dynamics would be time-periodic or some
other unsteady behavior such as quasi-periodic or chaotic.
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A plot demonstrating the time-averaged Nusselt number for each case when a steady or a statistically steady state condition is achieved provides a better means of observation on the effect of A
on heat transport. Figure 5.23 shows the average Nusselt number obtained at each boundary as a
result of varying the wave amplitude.

Figure 5.23: The time-averaged Nusselt number for a range of wave amplitude of 1 − 3.

The average Nusselt number increases from a value of 6.5 for A = 1, to a value of around 14
for A = 3, which means for a 200% increase in wave-amplitude, there is a 115% increase in
heat transport. Overall, the growth does not follow a linear relationship, which is something
not surprising considering the nature of dependence of the forcing with the amplitude. Moreover,
the growth has a higher gradient for A ≥ 2 than when A ≤ 2. This can be attributed by the
fact that there exists some sort of bifurcation when A > 2. It would be worth delving more into
the streaming dynamics of the “transition” phase and its subsequent cases. The evolution of the
instantaneous Nusselt number for the cases where A = 2 and A = 3 at the upper boundary is
shown in figure 5.24.
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(a) Nu at the upper boundary for A = 2

(b) Nu at the upper boundary for A = 3

Figure 5.24: Nusselt number evolution at the upper channel boundary for A = 2 (left) and A = 3
(right).

In the case of A = 2, the Nusselt number reaches a strictly steady state by T = 70, while in the case
of A = 3, the Nusselt number tends to behave in a statistical steady state manner by T = 250. To
better understand the nature of the dynamics of the larger amplitude case, it would be applicable
to explore the temperature and velocity streaming dynamics.

Figure 5.25: Streaming flow at steady state or statistical steady state for different values of wave
amplitude. The first row corresponds to A = 1, the second row to A = 2, and the third row to A = 3.

In figure 5.25, the streaming temperature and velocity fields for A = 1, A = 2, and A = 3 are
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respectively shown. In the case of A = 1 and A = 2 (first and second rows), a steady state is
achieved at slow time T = 100 and T = 70 respectively, while in the case of A = 3 (third row), a
statistically steady state is achieved at slow time T = 300. It is first beneficial to note that in the
first two cases (A = 1 and A = 2), the Nusselt number evolves smoothly in time, while in the third
case (A = 3), the Nusselt number evolves in a fluctuating manner (“rough” or “jagged”). This
evolution of the Nusselt number at the boundaries can be associated with the nature of both the
temperature and velocity streaming flow shown in figure 5.20. The temperature fields for A = 1
and A = 2 are similar and follow a “smooth” pattern including at the boundaries. On the other,
the temperature field for A = 3 is turbulent in the bulk of the channel and at the boundaries,
where a “jagged” profile is clearly visible. This explains the ”rough” pattern of the Nusselt number
at this specific amplitude. While the velocity field profile is similar for all three cases in the sense
that it clearly has the “racetrack” profile, with the field concentrated at the boundaries, the one
corresponding to A = 3 shows a distortion at the boundaries, which the other cases do not. As
one would expect, a larger wave amplitude prompts a more turbulent profile which produces more
mixing, which in turn increases heat transport.

Figure 5.26: Nusselt number versus wave amplitude for baroclinic acoustic streaming in the small
aspect ratio limit without and with two-way wave/mean-flow coupling (Michel and Chini 2018).

The heat transport obtained for various values of wave amplitude in the small aspect-ratio limit
is shown in figure 5.26 developed by Michel and Chini (2018). The plot demonstrates the change
of Nusselt number N u versus the wave amplitude A for two cases: with and without two-way
coupling. The one-way coupling results are computed analytically, while the two-way coupling
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results are computed via numerical simulation. For small values of A, the numerical simulation
results follow the linear results from the theoretical prediction, but eventually deviate at higher
A values. When compared to the heat transport results as a function of amplitude variation for
the large aspect-ratio simulations, both cases seem to follow a linear profile at low wave-amplitude
values but ultimately diverge at higher values.

5.3

Variation of Temperature Gradient

In this section, the effect of varying the temperature gradient on the heat transport and streaming
dynamics is explored. Recall that for the aspect ratio and amplitude variation studies, Γ was kept
at a value of 0.3, which is applicable in varying applications. Here, Γ will be varied from a value
of 0.1 to a value of 0.5 with an increment of 0.05, while keeping the amplitude, aspect ratio, and
Reynolds number fixed such that δ = 1, Re = 2500, and A = 2. The aim for all cases is to
reach either a strictly steady state, or a statistically steady state, depending on the dynamics. The
intuition here is to prove that a higher Γ leads to a higher heat transport. Nevertheless, the extent
of this increase is yet to be unveiled.

Figure 5.27: The instantaneous Nusselt number at different values of temperature gradient at the
upper boundary for slow-time T = 70.
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Figure 5.28: The instantaneous Nusselt number at different values of temperature gradient at the
lower boundary for slow-time T = 70.

The instantaneous Nusselt number for different values of temperature gradient at the upper and
lower channel walls is illustrated in figures 5.27 and 5.28. Eventhough the plots show the total
slow-time to be 70 time-units, most simulations for the different cases of Γ are performed for a
longer time until a strictly steady or statistically steady state is achieved. Evidently, the Nusselt
number increases with the increase of the temperature gradient at both boundaries. It is worth
noting that simulations corresponding to lower values of Γ tend to reach a steady state faster than
those corresponding to larger values of Γ such as 0.45 and 0.5, which eventually reach a statistically
steady state after running for 200 or 250 slow-time units. Additionally, the lower the temperature
gradient, the smoother the evolution of the Nusselt number. On the other hand, the Nusselt number
progression for high values of Γ tend to fluctuate and possess an unsettling structure.
The streaming dynamics of the Γ = 0.1 simulation when a steady state is attained at slow-time
T = 125 qualitatively resemble those of Γ = 0.3 at steady state (T = 70) as can be seen in figure
5.39: rows 1 and 2. In addition to the Nusselt number, a quantitative difference can be seen as
it pertains to the streaming temperature distribution, specifically the temperature at the upper
channel boundary caused by the difference in temperature gradient: T 0 = 1.1 for Γ = 0.1 and
T 0 = 1.3 for Γ = 0.3. Innately, the same quantitative distinction applies to results corresponding
to other values of Γ as can be seen in part e of figure 5.39 for Γ = 0.5 such that T 0 = 1.5 at the
upper wall, which yields a larger heat transport as shown in figures 5.37 and 5.38.
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At T = 250 such that a statistical steady state is achieved for Γ = 0.5 (5.29e and 5.29f), the
streaming dynamics in the bulk of the fluid qualitatively resemble the other cases. However, there
exists certain peculiarities specifically at the boundaries where the temperature and velocity fields
acquire a chaotic or turbulent-like structure. This is a similar behavior to the large-amplitude cases
discussed in section 5.2. Nevertheless, an argument can be made in this section that such behavior
can be attributed to a low denisty distrubution due to a higher temperature gradient.

(a) Streaming temperature field for Γ = 0.1.

(b) Streaming velocity field for Γ = 0.1.

(c) Streaming temperature field for Γ = 0.3.

(d) Streaming velocity field for Γ = 0.3.

(e) Streaming temperature field for Γ = 0.5.

(f ) Streaming velocity field for Γ = 0.5.

Figure 5.29: Streaming flow at steady state or statistical steady state for different values of temperature
gradient while other parameters are fixed such that δ = 1, A = 2, and Re = 2500. The first row
corresponds to Γ = 0.1, the second row to Γ = 0.3, and the third row to Γ = 0.5.

The effect of the temperature gradient variation on the heat transport is demonstrated in figure
5.30 with average Nusselt number computed at the upper and lower walls for each value of Γ. As
before, the average Nusselt number is generally calculated starting at the location in time when
it starts leveling till the end of the simulation, i.e. when a steady or a statistically-steady state is
attained. The Nusselt number increases from a value of around 7.3 for Γ = 0.1 to a value of 12.1 for
Γ = 0.5, which overall suggests that a 400% increase in temperature gradient resulted in a 65.75%
increase in heat transport.
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Figure 5.30: The time-averaged Nusselt number for a range of temperature gradient of 0.1 − 0.5 at
the upper and lower boundaries of the channel.
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CHAPTER 6
Conclusion and Future Work

In this study, the theory of strong wave-mean-flow coupling in baroclinic acoustic streaming in the
small aspect ratio limit (Michel and Chini [11]) is extended to O(1) aspect ratio. Additionally,
a numerical algorithm is implemented to solve a coupled wave/mean-flow system. We are able
to gain insight into the physics and kinematic structure of baroclinic acoustic streaming at O(1)
aspect ratio, particularly the two-way coupled flow. Lastly, the impact of the aspect ratio and
other parameters such as wave-amplitude and cross-channel temperature gradient on forced heat
transfer by baroclinic streaming is quantified. The study reveals that baroclinic acoustic streaming
flow arises in the presence of temperature/density gradients and that it involves two-way coupling
between the waves and mean flow. Furthermore, it is characterized by velocities that are comparable
to acoustic wave motion.
The four main objectives are met by first deriving a simplified wave/mean-flow system using multiple time scale asymptotic analysis (ϵ → 0) following the non-dimensionalization of the 2D, unsteady, compressible Navier-Stokes equations. The two set of equations obtained that correspond
to the fast-time wave dynamics problem and the slow-time streaming flow are numerically simulated as coupled eigenvalue/inital-value system. The simulations are orders of magnitude more
computationally efficient than the direct numerical simulation of the instantaneous compressible
Navier-Stokes problem. Moreover, the physics at late times is characterized by the homogenization
of the mean density in the interior and the increase in density gradients near the walls which leads
to localized strong wave forcing. This wave forcing generates a streaming velocity field that is
largely confined to the periphery of the streaming cells, but nevertheless accomplishes a sustained,
large heat transport. By performing parameter studies, it is observed that varying the aspect ratio
has the biggest impact. Additionally, by producing one-way coupled results, it is indicated that
for small and O(1) aspect ratio values, the heat transport from one-way coupling simulations is
larger than that of the two-way coupling. However, at large(r) aspect ratio, there is a cross-over
in the one-way and two-way coupled heat transport, leading to a larger heat transport for two-way
coupled wave/mean-flow system.
As far as future work, the aim is to further exploit the tools that are at our disposal in order
to achieve an even higher heat transport. This will naturally require increasing the aspect ratio
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further more, as well as increasing other parameters such as amplitude, temperature differential,
and Reynolds number. It would be interesting to quantify heat transport in large(r) aspect ratio
regimes (e.g., δ > 10) and reveal whether the Nusselt number levels off. This might require a higher
resolution as well as a smaller time step size, which will lead to a longer computational time. For
that reason, it would be advantageous to tackle the “bottleneck” of our numerical computation
and create a more efficient algorithm for solving 2D non-separable eigenvalue problem. This can be
achieved by implementing an algorithm that avoids contructing a large matrix using the kronecker
product, but instead applies the action of matrix [A] on the eigenfunction [π]. Such methods
are usually iterative and rely on Krylov subspace projection. A final, promising alternative is to
employ a Rayleigh-Ritz procedure for a self-adjoint operator which can yield eigenvalue systems of
greatly reduced size. Moreover it would be beneficial to exted the algorithm to treat a fix heat-flux
upper boundary condition to better mimic cooling of an electronic component. Will the streaming
intensity and subsequently the heat transport in O(1) domains increase if at least one boundary
satisfies a fixed heat flux (as shown in figure 6.1) rather than a fixed temperature condition?

Figure 6.1: Heat transfer and flow pattern in domain with one boundary satisfying a fixed heat flux.

The parameter study clearly shows that increasing the aspect ratio is far more effective than increasing the amplitude or temperature gradient in order to achieve heat transport across the channel.
This is beneficial specifically as it pertains to real-life applications and engineering. For instance,
increasing the amplitude requires increasing power which might deem expensive or inefficient. Furthermore, increasing the temperature gradient might not be possible due to design or application
constraints. On the other hand, varying the aspect ratio can be achieved with less limitations by
either varying the physical height of the channel, or varying the wavelength while fixing the height.
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