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Abstract
The realization of a functional quantum computer is one of the most ambitious
technologically goals of today's scientists. Its basic building block is composed of
a two-level quantum system, namely a quantum bit (or qubit). Among the other
existing concepts, spin based devices are very attractive since they benet from
the steady progress in nanofabrication and allow for the electrical read-out of the
qubit state. In this context, nuclear spin based devices exhibit an additional gain
of coherence time with respect to electron spin bases devices due to their better
isolation from the environment. But weak coupling comes at a price: the detection
and manipulation of individual nuclear spins remain challenging tasks.
Very good experimental conditions were important for the success of this project.
Besides innovative radio frequency lter systems and very low noise ampliers, I
developed new chip carriers and compact vector magnets with the support of the en-
gineering departments at the institute. Each part was optimized in order to improve
the overall performance of the setup and evaluated in a quantitative manner.
The device itself, a nuclear spin qubit transistor, consisted of a TbPc2 single-molecule
magnet coupled to source, drain, and gate electrodes and enabled us to read-out
electrically the state of a single nuclear spin. Moreover, the process of measuring the
spin did not alter nor demolish its quantum state. Therefore, by sampling the spin
states faster than the characteristic relaxation time, we could record the quantum
trajectory of an isolated nuclear qubit. This experiment shed light on the relaxation
time T1 of the nuclear spin and its dominating relaxation mechanism.
The coherent manipulation of the nuclear spin was performed by means of external
electric elds instead of a magnetic eld. This original idea has several advantages.
Besides a tremendous reduction of Joule heating, electric elds allow for fast switch-
ing and spatially conned spin control. However, to couple the spin to an electric
eld, an intermediate quantum mechanical process is required. Such a process is
the hyperne interaction, which, if modied by an electric eld, is also referred to
as the hyperne Stark eect. Using the eect we performed coherent rotations of
the nuclear spin and determined the dephasing timeT 2 . Moreover, exploiting the
static hyperne Stark eect we were able to tune the nuclear qubit in and out of
resonance by means of the gate voltage. This could be used to establish the control
of entanglement between dierent nuclear qubits.
In summary, we demonstrated the rst single-molecule magnet based quantum bit
and thus extended the potential of molecular spintronics beyond classical data stor-
age. The great versatility of magnetic molecules holds a lot of promises for a variety
of future applications and, maybe one day, culminates in a molecular quantum com-
puter.
Résumé
La réalisation d'un ordinateur quantique fonctionnel est l'un des objectifs tech-
nologiques les plus ambitieux pour les scientiques d'aujourd'hui. Sa brique de base
est composée d'un système quantique à deux niveaux, appelé bit quantique (ou
qubit). Parmi les diérents concepts existants, les dispositifs à base de spin sont très
attractifs car ils bénécient de la progression constante des techniques de nanofab-
rication et permettent la lecture électrique de l'état du qubit. Dans ce contexte,
les dispositifs à base de spins nucléaires orent un temps de cohérence supérieur à
celui des dispositifs à base de spin électronique en raison de leur meilleure isolation à
l'environnement. Mais ce couplage faible a un prix: la détection et la manipulation
des spins nucléaires individuels restent des tâches diciles.
De très bonnes conditions expérimentales étaient donc essentielles pour la réussite
de ce projet. Outre des systèmes de ltrage des radiofréquences à très basses tem-
pératures et des amplicateurs à très faible bruit, j'ai développé de nouveaux sup-
ports d'échantillons et des bobines de champ magnétique trois axes compacts avec
l'appui des services techniques de l'Institut Néel. Chaque partie a été optimisée an
d'améliorer la qualité de l'installation et évaluée de manière quantitative.
Le dispositif lui-même, un qubit réalisé grâce à un transistor de spin nucléaire, est
composé d'un aimant à molécule unique couplé à des électrodes source, drain et grille.
Il nous a permis de réaliser la lecture électrique de l'état d'un spin nucléaire unique,
par un processus de mesure non destructif de son état quantique. Par conséquent,
en sondant les états quantique de spin plus rapidement que le temps de relaxation
caractéristique de celui-ci, nous avons réalisé la mesure de la trajectoire quantique
d'un qubit nucléaire isolé. Cette expérience a mis en lumière le temps de relaxation
T1 du spin nucléaire ainsi que son mécanisme de relaxation dominant.
La manipulation cohérente du spin nucléaire a été réalisée en utilisant des champs
électriques externes au lieu d'un champ magnétique. Cette idée originale a plusieurs
avantages. Outre une réduction considérable du chauage par eet Joule, les champs
électriques permettent de contrôler et de manipuler le spin unique de façon très
rapide. Cependant, pour coupler le spin à un champ électrique, un processus inter-
médiaire est nécessaire. Un tel procédé est l'interaction hyperne, qui, si elle est
modiée par un champ électrique, est également désigné sous le nom d'eet Stark
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hypern. En utilisant cet eet, nous avons mis en évidence la manipulation co-
hérente d'un spin nucléaire unique et déterminé le temps de cohérenceT 2 . En outre,
l'exploitation de l'eet Stark hypern statique nous avons permis de régler le qubit
de spin nucléaire à et hors résonance par l'intermédiaire de la tension de grille. Cela
pourrait être utilisé pour établir le contrôle de l'intrication entre les diérents qubits
nucléaires.
En résumé, nous avons démontré pour la première fois la possibilité de réaliser et de
manipuler un bit quantique basé sur un aimant à molécule unique, étendant ainsi
le potentiel de la spintronique moléculaire au delà du stockage de données classique.
De plus, la grande polyvalence des molécules aimants est très prometteuse pour une
variété d'applications futures qui, peut-être un jour, parviendront à la réalisation
d'un ordinateur quantique moléculaire.
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1 | Introduction
1.1. Molecular spintronics
The computer industry developed in the course of the last 60 years from its very in-
fancy to one of the biggest global markets. This tremendous evolution was triggered
by several historical milestones. In 1947, John Bardeen and Walter Brattain pre-
sented the world's rst transistor [1] based on Walter Shockley's eld-eect theory.
Their discovery was soon after rewarded by the Nobel Prize in physics and led to
the development of today's semiconductor industry.
Another groundbreaking discovery was made in 1977, when Alan Heeger, Hideki
Shirakawa, and Alan MacDiarmid presented the rst conducting polymer [2]. Their
work opened the way for organic semiconductors, which stand for cheap and exible
electronics like organic LEDs, photovoltaic cells, and eld-eect transistors. With
still a lot of ongoing fundamental research, some elds already reached maturity.
Especially, organic LEDs became an irreplaceable part of modern televisions in the
last couple of years. The major impact of organic semiconductors was awarded by
Royal Swedish Academy of Sciences with the Nobel Price in chemistry.
On decade later, in 1988, Peter Grünberg and Albert Fert reported an eect, which
they called the giant magneto resistance (GMR) [3, 4]. In contrary to conventional
electronic devices, which use charges as carriers of information, the GMR exploits
the electronic spin degree of freedom. Their discovery led to the development of a
completely new branch of research, which is these days referred to as spintronics.
With the success of data-storage industry, in the last 25 years, devices using the
GMR eect became a part of our everyday live.
The drive for steady innovation led researchers to think about new devices which
unify these great ideas and would, therefore, be even more performing. The famous
article of Datta and Das in 1990 [5] was the rst step towards a new age of spintronic
devices. Their proposal described a transistor, which could amplify signals using
spins currents only. However, for this transistor to work, ecient spin-polarization,
injection, and long relaxation times are necessary. Especially, the relaxation time is
usually limited by spin-orbit coupling and the hyperne interaction.
1
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In this regard, organic spintronic devices might be a solution. They are known for
their intrinsically small spin scattering, which allows for long spin relaxation times
(see Fig. 1.1.1). This is because of the tiny spin-orbit interaction in organic materials.
The latter is proportional to Z 4, with Z being the atomic number, which makes spin
scattering very weak in carbon based devices.
Figure 1.1.1.: Spin-relaxation time  s versus spin-diusion length ls. Organic semicon-
ductors are situated in the upper left corner corresponding to long spin-lifetimes but short
diusion lengths. The gure was taken from [6], and the used references correspond to the
ones from [6].
In this context, single-molecule magnets (SMMs) are interesting candidates as build-
ing blocks for organic spintronic devices [7, 8]. Each molecule consists of a magnetic
core, which is surrounded by organic ligands. The latter do not only protect the
core from environmental inuence but also tailor its magnetic properties. Replacing
or modifying the ligands by means of organic chemistry alters the environmental
coupling and makes selective bonding to specic surfaces possible [9]. Likewise, one
can change the magnetic core, consisting of usually one or a few transition metal or
rare earth ions, to alter the spin system, the spin-orbit coupling, or the hyperne
interaction of the molecule. Moreover, it is rather straight forward to synthesize
billions of identical copies and embed them in virtually any matrix without changing
their magnetic properties. It is this versatility, which makes them very attractive for
spintronic devices.
The rst, and most prominent, single-molecule magnet is the Mn12 acetate, which
was discovered by Lis in 1980 [15]. It consists of 12 manganese atoms, which are sur-
rounded by acetate ligands (see Fig. 1.1.2(a)). Another very famous single-molecule
magnet is the Fe8 [16], consisting of eight iron(III) ions surrounded by a macrocyclic
ligand (see Fig. 1.1.2(b)). Both systems posses a total spin of S = 10 with an Ising
type anisotropy resulting in an energy barrier separating thems = 10 ground states
by 63 K for Mn12 acetate [17] and by 25 K for Fe8 [18]. In 1996, researches found the
rst evidence of quantum properties in SMM crystals. It was observed that the mag-
netization of the crystal is able to change its orientation via a tunnel process [19, 20].
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Figure 1.1.2.: (a)The Mn  acetate SMM consists of 8 Mn(III) atoms with    (orange)
and 4 Mn(IV) with     (green), which are connected via oxygen bonds. The spin of
the twelve Mn atoms adds up to   . Adapted from [10]. (b) The Fe  SMM, consists
of eight Fe(III), which are interconnected by oxygen atoms (red). Each Fe(III) has spin of
5/2, which adds up to a total spin   . Adapted from [11]. (c) Zeeman diagram of the
Mn acetate obtained by exact numerical diagonalization. Important avoided level crossings
are indicated by red dotted lines. (d) Magnetic hysteresis measurements obtained via Hall
bar measurements of a microcrystal of Mn tBuAc. Adapted from [12]. (e) Quantum
interference measurements obtained with a Fe micro crystal. Adapted from [13]. (f) Rabi
oscillations of a Fe nano crystal. Adapted from [14].
A few years later, it was discovered that quantum inference during the tunnel pro-
cess is possible [13]. And more recently, the coherent manipulation of the SMM's
magnetic moment has been achieved for crystalline assemblies of SMMs [21, 22, 14].
The success of single-molecule magnets led to the discovery of a huge variety of new
systems. A property which most of the experiments with SMMs have in common,
is the use of a macroscopic amount of molecules in order to increase the detectable
magnetic signal. However, a complete new type of experiments is possible when the
molecules are measured isolated. Therefore, during the last couple of years, a lot
of eort was put into the construction of ultra sensitive detectors towards single-
molecule sensitivity.
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A promising concept to study isolated SMMs makes use of spin-polarized scanning-
tunneling spectroscopy [23]. Therein, the molecule is deposited on a single crys-
talline metallic surface and studied via the tunnel current through a tiny movable
tip. The advantage of this technique is the combination of transport measurements
with atomic resolution imaging, which makes an explicit identication of the studied
system possible. However, the electrical manipulation by means of a gate voltage is
hard to implement, and consequently, this technique comes along with a tremendous
reduction of the amount of information gained by transport measurements.
Therefore, our group followed two dierent strategies, both, allowing for the imple-
mentation of a back-gate, which adds an additional degree of freedom to the transport
measurements.
In the rst approach, two molecules were deposited onto a carbon nanotube [24, 25].
Due to a strong exchange coupling, the rst molecule spin polarizes the current
through the nanotube, whereas the second molecule acts as a detector. The conduc-
tance through the carbon nanotube is larger if the molecules were aligned parallel,
with respect to an antiparallel alignment. This spin valve eect leads to a magneto
resistance change of several hundred percent.
The second method, which was used in this thesis, traps the molecule in between to
metallic electrodes, thus, creating a single-molecule magnet spin-transitor [26, 27].
The tunnel current through the transistor becomes again spin dependent due to the
exchange coupling of the molecule's magnetic moment with the tunnel current, giving
rise to an all electrical spin read-out.
However, in both techniques, a lack of imaging makes the unambiguous identication
of the SMM very hard. That is why our group focused on terbium double-decker
SMMs. They possess a large hyperne splitting of molecule's electronic ground state
levels, which can be used as a ngerprint and makes an unambiguous identication
even without imaging possible. Moreover, the strong hyperne interaction allows
for the read-out of a single nuclear spin [26]. The latter is well protected from
the environment and, therefore, a promising candidate for quantum information
processing
1.2. Quantum information processing
The construction of a quantum computer is one of the most ambitious goals of to-
day's scientists. The idea was already born in 1982, when Richard Feynman stated
that certain quantum mechanical eects cannot be simulated eciently with classical
computers [28]. Three years later, David Deutsch was the rst who demonstrated
that quantum computers are outperforming classical computers regarding certain
problems [29], but concrete algorithms to program such a computer remained scarce.
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The beginning of a widespread interest in quantum computation was triggered by
Peter Shor in the mid 90's (see Fig. 1.2.1). He presented a quantum prime factoriza-
tion algorithm, which exponentially outperformed any classical algorithm [30]. Two
years later, Grover demonstrated that using a quantum computer to nd an element
within an unsorted list would gain a polynomial speedup with respect to a classical
computer [31].
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Figure 1.2.1.: Number of citations in Nature and Science whose topic contained quantum
computing. Numbers were taken from Web of Science.
In analogy to the classical bit, the smallest processing unit of a quantum computer
is a quantum bit or qubit. It consists of a two level quantum system, whose states
are usually denoted as and  . The dierence to a classical bit, which can be
either in 0 or 1, is that the qubit can be in the state  ,  , or a superposition of
both. This superposition state is mathematically described as     . In order
to visualize a qubit, people often refer to the Bloch sphere (see Fig. 1.2.2). Therein,
the  state corresponds to the north pole and the state to the south pole of the
sphere. In contrary to the classical bit, which is either at the north or the south pole,
the qubit state can be at any point of the sphere, corresponding to a superposition
state.
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Figure 1.2.2.: Bloch sphere representation of a quantum bit. The two levels of a qubit
and  are represented by the north pole and the south pole of the sphere and any linear
superposition can be visualized as a point on the surface of the sphere.
The real power of a quantum computer is believed to be in its exponential growth of
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the state space with increasing number of qubits. In contrary to a classical computer,
which is able to address2n dierent states with n bits, a quantum computer can
address2n states with n bits.
Yet, to harness this power a real physical implementation of a quantum computer
is necessary. In order to decide whether or not a quantum mechanical system is
suited for constructing a quantum computer, DiVincenzo formulated the following
ve criteria [32].
- Information storage on qubits: the information is encoded on a quantum prop-
erty of a scalable physical system which lives long enough to perform compu-
tations.
- Initial state preparation: the state of the qubit needs to be prepared before each
computation.
- Isolation: the qubit must be protected from decoherence by isolation from the
environment.
- Gate implementation: the manipulation of a quantum state must be performed
with reasonable precision and much faster than the decoherence time T2.
- Read-out: the nal state of the qubit must be read-out with a suciently high
precision.
One of the most delicate criteria for any quantum mechanical system is the isolation
from the environment.
One of the earliest experiments fullling these criteria was performed in the group
of David Wineland [33]. To create a qubit they were using electrically trapped
ions, which were isolated from the environment using a ultra-high vacuum (see
Fig. 1.2.3(a)). In another approach the group of Serge Haroche trapped light in-
side a cavity with an extremely high quality factor (see Fig. 1.2.3(b)). Using the
light matter interaction they could read-out the quantum state of a photon. Both
Wineland and Haroche were awarded the Nobel Prize in physics in 2012.
Yet, both techniques are experimentally very demanding. In order to get an easier
access to a qubit system, researches were looking for solid state qubit systems which
can be made using standard nano-fabrication techniques. A very promising candidate
are Josephson junctions coupled to superconducting resonators [39, 40]. However,
their size of severalm makes them extremely sensitive to external noise.
Another possibility to create qubits follows the proposal of Loss and DiVincenzo [41]
(see Fig. 1.2.3(d)). Therein, the spin of electron inside a quantum dot is used as
a two level quantum system. Since they are much smaller than superconducting
circuits, they couple less strongly to the environment, but at the same time they
are also harder to detect. The rst single-shot read-out of an electron spin inside a
quantum dot was reported in 2004 [42]. One year later, Stotzet al. demonstrated
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Figure 1.2.3.: Collection of dierent qubit types (a) ion traps taken from [34], (b) photons
in a cavity source: Nobel Price Commite, (c) superconducting ciruits taken from [35] , (d)
quantum dots, source: Vitaly Golovach, (e) diamond color centers taken from [36], (f)31P
impurities in silicon taken from [37] and (g) molecular magnets taken from [38]. Notice
that selections focused on some important qubit families and is not a complete overview of
all existing qubits.
the coherent transport of an electron spin inside a semiconductor [43], and in 2006,
the coherent manipulation of an electron spin in a GaAs quantum dot was presented
by Koppens et al. [44].
Despite their big success, the coupling to the environment is still suciently strong to
destroy coherence within several hundred nanoseconds. Alternative concepts propose
the use of nuclear spins as building blocks for quantum computing since they benet
from inherently longer coherence times compared to electronic spins, because of a
better isolation from the environment. But weak coupling comes at a price: the
detection and manipulation of individual nuclear spins remain challenging tasks.
Despite the diculties, scientists demonstrated operating nuclear spin qubits using
optical detection of nitrogen vacancy centers [45] (Fig. 1.2.3)(e), or by performing
single-shot electrical measurements in silicon based devices [46] (Fig.1.2.3(f)) and
single-molecule magnet based devices [26, 47, 25] (Fig. 1.2.3(g)).
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Figure 1.2.4.: (a) Energy diagrams of an NV-center. The left graph depicts radiative
(green and red arrows) and non-radiative (grey arrows) transitions between the electronic
ground state and the rst excited state. In the center of the graph, the Zeeman diagram
of the ground state triplet and its ne structure splitting were presented. The right graph
shows the hyperne splitting of each electronic state. Adapted from [45]. (b) Photon-counts
histogram showing two Gausian like peaks. The left peak corresponds to the     state
and the right peak to the    and      states. Adapted from [45]. (c) Scanning electron
micrograph of a Si qubit. (d) Pulse signal of a coherent nuclear spin rotation and the
subsequent read-out. (e) Rabi oscillations of a single P nuclear spin. (c)-(e) were taken
from [46].
In order to solve the detection problem, the nuclear spin was measured indirectly
through the hyperne coupling to an electronic spin. Fig. 1.2.4(a) explains this
detection scheme exemplary using a NV defect, a color center in diamond [45]. The
orbital ground state and the rst excited state of the NV-center are    triplet
states. Due to spin-spin interactions both states are split into a lower energy   
(    ) state and two higher energy     (     ) states. Their separation at
zero magnetic eld are 2.87 GHz and 1.43 GHz for the ground state and excited
state respectively. Optical transitions in NV-centers are spin preserving, leading to
    . If the spin is in the     (    ) ground state, it can only be
excited in the     (    ) excited state. The average lifetime of the excited
state is about 10 ns. After this time, a relaxation in the corresponding ground state
takes place under the emission of a photon. If, however, the system was in the
     excited state, a relaxation via a non radiating metastable state into the
    ground state is possible, causing a considerably smaller luminescence. The
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j0ei and the j  1ei state are therefore referred to as the bright and the dark state,
respectively. This enables the optical detection of the magnetic resonance (ODMR).
Furthermore, the relaxation process via the metastable state is pumping the system
into the j0ei state, which is used to prepare the electronic spin in its initial state.
The transition frequency betweenj0ei ! j   1ei and j0ei ! j +1 ei can be changed by
applying an external magnetic eld along the quantization axis of the NV-center (see
middle graph in Fig. 1.2.4(a)). Additionally, the hyperne coupling to the nitrogen
isotope 14N, with a nuclear spin of I = 1 , splits each electronic spin state into three,
resulting in a nuclear spin dependent transition frequency under the inuence of any
external magnetic eld. The three nuclear spin states will be referred to asj   1ni,
j0ni, j + 1 ni. To detect the nuclear spin, the system is rst pumped into the j0ei
state using a strong laser pulse. Afterward, a microwave pulse of precise duration
and frequency is applied. If the frequency is matched to thej0eij   1ni ! j   1eij   1ni
level spacing, the electronic state will change from the bright into the dark state only
if the nuclear spin was in thej   1ni state (see left graph in Fig. 1.2.4(a)). The read-
out is done by repeating this procedure several times and recording the luminescence
signal. If the nuclear spin was in thej0ni or j + 1 ni state, the luminescence signal is
larger than for the j   1ni state (see Fig. 1.2.4(b)). Note that the detection of the
nuclear spin state was realized by the read-out of the electronic spin state.
Quite similar to nitrogen color centers in diamond are 31P impurities in silicon.
However, owing to the small band gap of silicon the detection can be done electri-
cally via a coupling to a close by quantum dot [46]. Notice that the nuclear spin
read-out is again performed by exploiting the nuclear spin dependent electron spin
resonance (ESR). Since the magnetic moment of the nuclear spin N is about 2000
times smaller than the magnetic moment of the electronic spin B, the manipulation
of the former happens at times scales which are three orders of magnitude longer.
In order to achieve a proper manipulation, large local AC magnetic elds are neces-
sary. The group of Morello realized these elds by on-chip microwave strip lines (see
Fig. 1.2.4(c)). The nuclear spin manipulation happened according to the following
protocol (see Fig. 1.2.4(d)). First, the nuclear spin was prepared in its initial state.
Afterward, a microwave pulse at the nuclear spin transition frequency of duration p
was applied. Depending on the pulse duration, the nuclear spin can be ipped with
the probability Pn. Plotting Pn versus p resulted in coherent Rabi oscillations (see
Fig. 1.2.4(e)).
Nevertheless, the time scale of a manipulation remained in the order of 100s due
to the tiny magnetic moment of the nuclear spin [46, 48]. Larger local alternating
magnetic elds would increase this frequency, but they are dicult to generate using
state of the art on-chip coils [49] due to the inevitable parasitic crosstalk to the
detector and neighboring spin qubits.
To solve this problem, we propose and demonstrate in this thesis the single nuclear
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spin manipulation by means of an AC electric eld. Indeed, it was already suggested
by Kane [50] that the Stark eect of the hyperne coupling could be used to tune
dierent 31P nuclear spins in and out of resonance using local DC gate voltages.
He, therefore, established the individual addressability by applying only a global
microwave eld.
Our approach can be viewed as the extension of Kane's proposal to AC gate voltages.
We will demonstrate coherent nuclear qubit manipulations using the hyperne Stark
eect to transform local electric elds into eective AC magnetic elds in the order
of a few hundred mT and, hence, speeding up the clock speed of a single nuclear spin
operation by two orders of magnitudes. In addition, we show that a local static gate
voltage can shift the resonance frequency by several MHz, allowing for the individual
addressability of several nuclear spin qubits.
1.3. Thesis outline
My thesis was dedicated to study the read-out and manipulation of an isolated
nuclear spin inside a single-molecule magnet. We made use of a three terminal
transistor layout, in which the nuclear spin is electrically detected using a read-out
quantum dot.
In order to give the reader a basic understanding of how the molecular spin-transistor
works, we will recall in chapter two some fundamental transport properties of a
quantum dot. In particular, we will focus on single electron tunneling, co-tunneling,
and the Kondo eect since they are the most important transports characteristics
observed in our devices.
In the third chapter we will concentrate on the magnetic properties of an isolated
TbPc2 single-molecule magnet. A lot of attention is directed to the electronic states
of terbium ion, which are responsible for the observed magnetic properties of the
device and, therefore, of paramount importance for this thesis.
A large part of my work was also devoted to the design and the construction of
the experimental setup and is shown in chapter four. Starting from the dilution
refrigerator I will explain each important part of the experiment which was added
or modied in order to fabricate and measure a molecular spin-transistor.
Chapter ve starts with explaining the mode of operation of the single-molecule
magnet spin-transistor based on a simple model. The rest of the chapter details the
conducted experiments in order to substantiate the aforementioned model.
In chapter six we will use the spin-transistor to perform a time-resolved, quantum
non-demolition read-out of the nuclear spin qubit state. We determined the re-
laxation time T1 and the delity of the read-out. Furthermore, the experimental
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results are compared with quantum Monte Carlo simulations in order to deduce the
dominating relaxation mechanism.
In chapter seven we propose and present the coherent manipulation of a single nuclear
spin by means of the hyperne Stark eect. Hence, using an AC electric eld we
generated and eective alternating magnetic eld in the order of a few hundred
mT. These results represent the rst manipulation of a nuclear spin inside a single-
molecule magnet and the rst electrical manipulation of an isolated nuclear spin
qubit.

2 | Single electron transistor
The rst single electron transistor (SET), made of small tunnel junctions, was re-
alized in the Bell Laboratories in 1987 by Fulton and Dolan [51]. Since then, the
fabrication of SETs became more and more sophisticated and allowed for operation
at room temperature [52] or as sensors for electron spin detection [42]. In this thesis,
a single electron transistor will be used to read-out the state of an isolated nuclear
spin and, therefore, a basic knowledge of the transport properties in SETs and its
associated eects such as Coulomb blockade, elastic and inelastic cotunneling, and
the Kondo eect are necessary.
2.1. Equivalent circuit
A single electron transistor consists of a conducting island or quantum dot, which
is tunnel-coupled to the source and drain leads. Due to the small size of the dot
the electronic energy levelsEn are discretized. In order to observe the characteristic
single electron tunneling through the device, the resistanceRt of the tunnel barriers
should be much higher than the quantum of resistance:
Rt 
h
e2
(2.1.1)
whereh is the Planck constant ande the elementary charge. This condition ensures
that only one electron at the time is tunneling in or out of the quantum dot. A
simple model to describe the electron transport through the dot was developed by
Korotkov et al. [53], and reviewed by Kouwenhoven [54], and Hanson [55]. Therein,
the quantum dot is coupled via constant source, drain, and gate capacitors (Cs, Cd,
Cg) to the three terminals as shown in Fig. 2.1.1. By applying a voltage to the three
dierent terminals, the electrostatic potential Ues of the quantum dot is modied as:
Ues =
(CsVs + CdVd + CgVg)
2
2C
(2.1.2)
with C = Cs+ Cd+ Cg and Vs, Vd, and Vg being the source, drain, and gate voltages,
respectively. Furthermore, due to the Coulomb repulsion, adding an electron to the
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Figure 2.1.1.: Equivalent circuit of an SET. The electrostatic behavior of the dot is modeled
by capacitors to the source, drain, and gate terminals.
quantum dot with N electrons (N > 0) will cost an additional energy:
Uc =
Ec
2
=
e2
2C
(2.1.3)
with Ec being the charging energy. Accordingly, to observe single electron tunneling,
temperatures smaller thanEc are required since, otherwise, the tunnel process can
be activate thermally.
Ec  kBT (2.1.4)
Putting all contributions together results in the total energy U of the quantum dot
with N electrons:
U(N ) =
( e(N   N0) + CsVs + CdVd + CgVg)
2
2C
+
NX
1
En (B ) (2.1.5)
whereN0 is the oset charge andEn (B ) the magnetic eld dependent single electron
energies. Experimentally, it is more convenient to work with the chemical potential,
dened as the energy dierence between two subsequent charge states dot(N ) =
U(N )   U(N   1). Inserting Eq. 2.1.5 into this expression gives:
 dot(N ) =

N  
1
2

Ec  
Ec
jej
(CsVs + CdVd + CgVg) + EN (B ) (2.1.6)
with EN being the energy of the Nth electron in the quantum dot. Notice that
the chemical potential depends linearly on the gate voltage, whereas the total energy
shows a quadratic dependence. Therefore, the energy dierence between the chemical
potentials of dierent charge states remains constant for any applied voltages. The
energy to add an electron to the quantum dot is called addition energyEadd and is
dened as the dierence between to subsequent chemical potentials.
Eadd(N ) = (N + 1)   (N ) = Ec + E (2.1.7)
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with E being the energy spacing between two discrete energy levels.
2.2. Coulomb blockade
The transport through the quantum dot is very sensitive to the alignment of the
chemical potential  inside the dot with respect to those of the source s and drain
 d. If we neglect the level broadening and any excited states of the quantum dot
for a moment, then the transport through the SET can be explained with Fig. 2.2.1.
Notice that Vds and Vg are in arbitrary units and Vg = 0 when  dot =  s =  d.
First we want to discuss what happens for zero biasVds = Vd = Vs = 0. If Vg < 0,
the chemical potential of the dot is larger than the chemical potential of the leads,
and the SET is in its o state (Fig. 2.2.1(d)). Increasing Vg to zero will align the
three chemical potentials. Electrons can tunnel in and out of the dot from both sides
leading to a nite conductance and a charge uctuation betweenN and N + 1. This
particular working regime is called the charge degeneracy point (Fig. 2.2.1(d)). A
further increase ofVg will push the chemical potential of the dot below the ones of
source and drain, and the SET is again in its o state, but having N + 1 electrons
on the dot. Whenever the charge of the dot is xed, the SET is in the Coulomb
blockade regime since adding another electron would cost energy to overcome the
electron-electron repulsion.
If we now increase the bias voltage toVds 6= 0, we shift the chemical potential between
source and drain and open an energy or bias window of s    d = eVds, and a current
is observed even forVg 6= 0.
The red line in Fig. 2.2.1 corresponds to the situation where the chemical potential
of the dot is aligned with  s (Fig. 2.2.1(a),(g)). Crossing this line will turn the SET
on or o, resulting in a conductance ridge along the line. The slope can be calculated
from the equivalent circuit by setting the potential dierence between dot and source
to zero and is given by C g=(Cg + Cs).
On the other hand, if  dot is aligned with the drain chemical potential, the SET turns
also on or o, resulting in another conductance ridge (blue line in Fig. 2.2.1). Its
slope is of opposite sign and calculated by setting the potential dierence between
drain and dot to zero, resulting in Cg=Cd. Therefore, inside the white region the
transistor is turned on, whereas inside the grey region the SET is Coulomb blocked.
2.3. Cotunneling eect
Up to now only transport through energetically allowed states was considered. This
is usually sucient if the tunnel barrier resistances are larger than 1 M
. However,
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Figure 2.2.1.: Schematic of a stability diagram. Inside the grey regions the charge of the
quantum dot is xed to N (d) or N +1 (e), leading to the Coulomb blockade. Likewise, inside
the white area electrons can tunnel in and out of the quantum dot. If the conductancedI=dV
is measured instead of the currentI , only the red and the blue line are visible, corresponding
to a change in I . Along the red line the chemical potential of the quantum dot is aligned
with the source chemical potential, whereas along the blue line it is aligned with the drain
chemical potential.
for smaller tunnel barrier resistances, the time to exchange an electron between the
dot and the leads becomes fast enough to allow for transport through energetically
forbidden states. This is possible due to the Heisenberg uncertainty relation, which
states that a system can violate energy conservation within a very short time =
~=E, where E  Ec for quantum dots. Therefore within the time  an electron can
enter the quantum dot whereas another is tunneling into the leads. Since this process
involves two electrons it is called cotunneling. Note that the entire tunnel process is
considered to be a single quantum event. We distinguish in the following two dierent
cases of cotunneling events, namely, elastic and inelastic cotunneling [56]. If the
electron entering the quantum dot occupies the same energy level as the outgoing
one, the cotunneling is elastic and requires no additional energy (Fig. 2.3.1(a)).
Experimentally, it can be observed as a conductance background inside the Coulomb
blocked region. If, however, the electron entering the dot occupies an excited state,
separated by E from the chemical potential of the electron leaving the dot, the
transport is inelastic (Fig. 2.3.1(b)). This process requires energy and happens only
at nite bias voltages with ejVdsj > E . The result is a conductance step inside
the Coulomb blocked region. In the case of a very simple quantum dot as shown
in Fig. 2.3.1(c)+(d) the conductance step can be used to determine the Zeeman
splitting due to a magnetic eld.
2.4 Kondo eect 17
Figure 2.3.1.: Schematic showing the elastic (a) and inelastic (b) cotunneling process.
(c) Stability diagram for a quantum dot whose ground and excited state are split by the
Zeeman energy. The conductance step inside the Coulomb blocked region (dark grey) occurs
at ejVdsj = E Z and can be used to determine the Zeeman splitting. (d) Energy level
diagram of a quantum dot with zero or one electron. Due to an external magnetic eld, the
degeneracy between spin up and down is lifted. The two lowest lying chemical potentials
of the quantum dot correspond to the energy dierence of the Zeeman splitN = 1 doublet
and the N = 0 singlet.
2.4. Kondo eect
In the 1930's, de Haaset al. found out that while cooling down a long wire of gold, the
resistance reaches a minimum at around 10 K and increases for further cooling [57].
Later, it was discovered that this eect was correlated to the presence of magnetic
impurities, but a theoretical explanation of this phenomenon was only presented in
the 1960's, by Jun Kondo [58]. In his model, an antiferromagnetic coupling between
the conduction electrons and the residual magnetic impurities leads to the formation
of a singlet state below a certain temperatureTK (Kondo temperature). This can
be thought of a cloud of conduction electrons, screening the magnetic impurity and
therefore augmenting its eective cross section, which causes an increase in resistance.
The same eect can be found in quantum dots. If they are lled with an odd
number of electrons, its total spin S = 1=2, which makes it an articial magnetic
impurity. If, furthermore, the coupling between the dot and the leads is large enough
(tunnel resistances below 1 M
), electrons from the leads try to screen the articial
impurity by continuously ipping its spin via a tunnel process (Fig. 2.4.1(a),(b)).
This allows for a hybridization between the leads and the quantum dot, resulting
in the appearance of two peaks in the quantum dot's DOS: one at Fermi level of
the source and one at the Fermi level of the drain (Fig. 2.4.1(c)). The conductance
through the quantum dot can be explained by the convolution of the two peaks.
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Since at zeroVds the source and drain Fermi level coincide, the conductance will
have a maximum and drops to zero for higher bias voltages, resulting in a peak, or
Kondo ridge. If the temperature becomes comparable toTK , the antiferromagnetic
coupling between the magnetic impurity and the electrons in the leads is destroyed,
resulting in the suppression of the conductance peak. The temperature dependance
can be tted by the empirical Goldhaber-Gordon equation [59]
G(T ) = G0

T2
T2K
(21=s + 1)
  s
+ Gc (2.4.1)
and results in G(TK) = G0=2. The variable Gc accounts for a conductance oset
caused by elastic cotunneling ands = 0:22.
Figure 2.4.1.: Kondo transport mechanism with the initial state (a) and the nal state
(b). Note that the spin of the quantum dot ipped during the process. (c) The Kondo eect
creates a peak in the density of states, whose width is given by the Kondo temperature. (d)
Experimentally, the Kondo eect is observed as a conductance ridge or Kondo ridge (red
line) inside the Coulomb blockade region of the stability diagram
Another possibility to study the Kondo eect is by applying a magnetic eld. For
a classical spin 1/2 in a magnetic eld, the Zeeman eect will split the spin up and
down levels by g BBc. If this splitting becomes larger than the antiferromagnetic
coupling given by 0:5kBTK [60], the Kondo ridge at zero bias is destroyed. However,
applying a positive or negative bias voltageVds can compensate for the energy gap
whenejVdsj = g B jB j. This leads to the revival of the Kondo eect and is observed as
two peaks, one at negative and one at positive bias. The separation of the Kondo peak
as a function of the applied magnetic eld is schematically displayed in Fig. 2.4.2(a).
Using this model, the critical eld can be used to estimate the Kondo temperature
and the strength of the coupling.
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If we add one electron to the quantum dot, the spin is either zero (singlet state)
or one (triplet state). In case of zero spin, no Kondo eect will be observed. If,
however, the triplet state becomes the ground state of the system, the situation
changes. Similar to the spin 1/2 Kondo eect, electrons from the leads try to screen
the articial magnetic impurity, which now has a spin of 1. Therefore, the screening
requires two conduction channels, one for each electron of the triplet.
In quantum dots, like the ones we used in our experiments, the coupling of dierent
energy levels to the source and drain terminals is not symmetric in energy, resulting in
two individual Kondo temperatures    and    . Hence, in the temperature window
         the screening of channel 1 is suppressed, whereas the screening of
channel 2 is still working. This scenario is referred to as the underscreened Kondo
eect. Its signature is such that the critical eld needed to quench the conductance
ridge is much smaller than     [61]. This can be understood by a semi-classical
consideration of the residual spin which was left unscreened. The ferromagnetic
coupling between the two spins, which led to the formation of the triplet ground
state, results in an eective magnetic eld created by the unscreened spin at the
site of the screen spin. This eld weakens the antiferromagnetic coupling of the
second spin to the electrons in the leads. Hence, already at very small external
magnetic elds, the critical eld is reached, leading to a shift of   towards zero
(Fig 2.4.2(b)). The magnitude of the shift is proportional to the ferromagnetic
exchange coupling between the two spins but cannot be determined precisely due to
the lack of knowledge of the fully screened  . However, it gives an estimate of its
order of magnitude.
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Figure 2.4.2.: Separation of the spin 1/2 (a) and spin 1 (b) Kondo peak as a function
of the applied magnetic eld. The critical eld of 0.5 T was chosen arbitrarily. The slope
corresponds corresponds to a g factor of 2. (c,d) Experimental data adapted from [61].

3 | Magnetic properties of TbPc 2
3.1. Structure of TbPc 2
The single molecule magnet which was investigated in this thesis is a metal-organic
complex called bisphthalocyaninato terbium(III) ( [TbPc2]  ). The magnetic moment
of the molecule arises from a single terbium ion (Tb3+ ), situated in the center of the
molecule. It is 8-fold coordinate to the nitrogen atoms of the two phthalocyanine (Pc)
ligands, which are stacked below and above the terbium ion resulting an approximate
C4 symmetry in the close environment of the Tb. The ligands are encapsulating the
Tb3+ in order to preserve and tailor its magnetic properties. Its resemblance to
the double-decker airplane of the 1920's is giving it its colloquial name  terbium
double-decker.
Figure 3.1.1.: Side view (a) and top view (b) of the TbPc2. The pink atom in the center
of the complex is the Tb3+ ion, which is 8-fold coordinated to the nitrogen atoms (blue) of
the two phthalocyanine ligands resulting in a local approximateC4 symmetry.
3.2. Electronic conguration of Tb 3+
Naturally attained 159Tb is one of the 22 elements with only one natural abundant
isotope. With an atomic number of 65, it is situated within the lanthanide series in
21
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the periodic system of elements (see Fig. 3.2.1). Its name arises from the Swedish
town Ytterby, where it was rst discovered in 1843.
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Figure 3.2.1.: Periodic table of elements. The element Tb belongs to the lanthanide
series and possesses only one stable isotope.
The electronic structure of Tb is [Xe]4f 6s . The 4f shell, which is not completely
lled, is responsible for its paramagnetism. It is located inside the 6s, 5s, and 5p shell
and therefore well protected from the environment. Like most of the lanthanides, Tb
releases three electrons to form chemical bonds. These three electrons consist of two
6s electrons, which are on the outer most shell and therefore easy to remove, and
one 4f electron. 4f electrons are most of the time inside the 5s and 5p shell, but they
cannot come very close to the core neither, resulting in a smaller ionization energy
than for 5s and 5p electrons. Thus, the electronic structure of the Tb is [Xe]4f .
The energetic position of the dierent orbits and levels of the terbium ion is af-
fected by several interactions, namely, the electron-electron interaction  , the spin-
orbit coupling   , the ligand eld potential   , the exchange interaction  , the
hyperne-coupling   , and the magnetic eld   . An overview of the magnitude
of these energetic eects on the 4f electrons is given in Tab. 3.1.
In the following we want to briey discuss the dierent interactions starting with the
Zeeman eect.
3.3. Zeeman eect
From classical mechanics it is known that a magnetic moment exposed to an
external magnetic eld  will change its potential energy by      . The
3.4 Electron-electron interaction 23
interaction energy equivalent
electron-electron interaction Hee t 104 cm 1
spin-orbit coupling Hso t 103 cm 1
ligand-eld potential H lf t 102 cm 1
exchange interactionHex < 1 cm 1
hyperne interaction Hhf t 10 1 cm 1
magnetic eld HZ at 1T t 0:5 cm 1
Table 3.1.: Energy scale of dierent eects acting on 4f electrons. Taken from [62, 63]
.
quantum mechanical equivalent is called the Zeeman eect. To calculate the Zeeman
energy we write down the Zeeman Hamiltonian:
HZ = g BJB (3.3.1)
where g is the Landée factor,  B = e~=2me the Bohr magneton, and J = L + S
the total angular momentum of the system. For a more general derivation of this
formula see Appendix A.1 and A.2. In the case of a free electron withJ = S and
B = (0 ; 0; Bz), the Zeeman Hamiltonian becomes:
HZ = g BSzBz (3.3.2)
with Sz being the Pauli matrix. Diagonalizing this Hamiltonian at dierent magnetic
elds results in Fig. 3.3.1, which is referred to as the Zeeman diagram. It shows that
the spin degeneracy if lifted atB 6= 0.
3.4. Electron-electron interaction
As we have seen in Tab. 3.1, the electron-electron interaction is the strongest of all
interactions and is mainly responsible for the orbital energies and the shell lling.
The latter is well explained by the famous Hund's rules:
1. Hund's rule: The electrons within a shell are arranged such that their total spin
S is maximized.
P
si ! max. This can be understood in terms of Coulomb
repulsion. Electrons with the same spin have to be in dierent orbitals due
to the Pauli principle. Since they are in dierent orbitals, they are in average
further apart from each other, resulting in a reduced Coulomb repulsion.
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Figure 3.3.1.: Zeeman diagram of a free electron.
2. Hund's rule: For a given spin, the electrons are arranged within the shell such
that their total angular momentum  is maximized.

  . This Hund's
rule also origins from the Coulomb repulsion. Electrons with similar angular
momentum are revolving more synchronous and avoiding each other therefore
more eectively.
3. Hund's rule: For less than half-lled sub-shells the total angular momentum 
   , whereas for more than half lled sub-shells the total angular momentum
     . This rules arises from minimizing the spin-orbit coupling energy
and cannot be explained easily with hand-waving arguments.
In order to ll up the 4f shell of Tb  we start with rule number one by putting
seven electrons with spin up in the seven dierent orbitals and therefore maximize
the spin  . The last electron is put in the     state according to the second rule.
This already results in the nal shell lling with a total spin      

   and
an angular momentum                   as shown in Fig. 3.4.1.
                       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         
Figure 3.4.1.: Electronic structure of the Tb  4f shell.  
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3.5. Spin-orbit interaction
The spin-orbit interaction is the coupling of the electron's spin  with its orbital
momentum . In the semi-classical picture the electron's orbital motion creates a
magnetic moment    
 
  . Furthermore, since the famous Stern-Gerlach experi-
ment from 1921, it is known that electrons possess a magnetic moment  generated
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by its inherent spin s. Due to dipole interactions, the formerly independent mo-
menta are connected, resulting in the total momentumj = l + s. The energy change
resulting from this interaction is E =   sB l / ls. Applying the correspondence
principle leads to the spin-orbit Hamiltonian Hso =  ls, where  is the one-electron
spin-orbit coupling parameter. A more exact derivation of the spin-orbit interaction
is given in Appendix A.4 for the interested reader.
Since Tb3+ has eight electrons in the 4f shell we have to consider more than just
one spin and orbital momentum. If, however, the coupling between dierent orbital
momenta H li  l j = aij l i l j and the dierent spins Hsi  s j = bij si sj is large compared to
the spin-orbit coupling H lisi , the momenta itself couple rst to a total spin S =
P
i si
and a total orbital momentum L =
P
i l i , before coupling to the total momentum
J = L + S, and the spin-orbit Hamiltonian modies to:
Hso = (r ) LS (3.5.1)
Minimizing this energy for the Tb 3+ leads to the third Hund's rule with a ground
state of J = L + S = 6, which is 2J + 1 = 13 times degenerate. All possible
combinations are displayed in Fig. 3.5.1. In the following paragraph we will see
how the spin-orbit interaction can be computed within the framework of rst order
perturbation theory.
Figure 3.5.1.: Due to the spin-orbit coupling, the total spin S, with its 2S + 1 states,
is coupling to the total orbital momentum L, with its 2L + 1 states, resulting in a total
momentum J = L + S with (2S + 1)(2L + 1) states.
Without spin-orbit coupling all spins would couple to the total spin S and all orbital
momenta would combine toL, leading to (2L +1)  (2S+1) degenerate states. Since
the spin-orbit contribution to the electron energy is small with respect to the electron-
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electron interaction, rst-order degenerate perturbation theory can be applied. We
perform our calculations using theL and S along with their projections mL and
mS as good quantum numbers to describe our unperturbed states. To calculate the
energy correction to rst order for N degenerate states, we have to write the spin-
orbit Hamiltonian in this basis as a N  N matrix and perform an exact numerical
diagonalization. We assume that	 (0)u;v is the unperturbed electron wave function
and u; v = [0:: (2L + 1)  (2S + 1)]. Applying the product ansatz splits the wave
function into a radial, angular and spin-dependent part: 	 (0)u;v = jRijm Lijm Si. Since
the operatorsL and S are not acting on the radial part we can write the Hamiltonian
as:
Hso =  LS (3.5.2)
LS = L xSx + L ySy + L zSz (3.5.3)
where  = hRj(r )jR 0i is the one-electron spin-orbit coupling constant. In order to
expand this equation into a matrix, we make use of the following transformation:
L x =
1
2
(L + + L   ); L y =
1
2i
(L +   L   ) (3.5.4)
Sx =
1
2
(S+ + S  ); Sy =
1
2i
(S+   S  ) (3.5.5)
with
L  jm0Li =
p
L(L + 1)   mL(mL  1)jm0L  1i (3.5.6)
S jm0Si =
p
S(S + 1)   mS(mS  1)jm0S  1i (3.5.7)
Inserting Eq. 3.5.4 and 3.5.5 into Eq. 3.5.2 results in the nal spin-orbit Hamiltonian:
Hso = 

L zSz +
1
2
(L + S  + L   S+ )

(3.5.8)
What is left is the denition of the operators L i and Si , with i being z, +, or  .
Each of them is dened as a generalized Pauli matrix N of order N , with N being
(2L + 1) or (2S + 1) respectively (see Appendix A.3). To expand the dimension of
these operators to a(2L +1)  (2S+1) Hilbert space we apply the Kronecker product

. It is not commutative, and the order of the multiplication needs to be preserved.
The operatorsL i and Si are therefore:
L i =  2L+1i 
 I
2S+1
Si = I2L+1 
  2S+1i
with IM being the identity matrix of order M . Setting  =  336 K and diagonalizing
the Hamiltonian results in the eigenvalues as shown in Fig. 3.5.2. The calculated
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eigenvalues and the experimentally obtained ones t very well except for   ,
where higher order perturbation theory is necessary. Nevertheless, a large energy
splitting between the new ground state   and the new rst excited state   
of 2900 K [64, 65] is observed, making it possible to simplify the calculation of the
magnetic properties by considering the 13 ground states only.
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Figure 3.5.2.: This graph is obtained by calculating the eigenvalues of Eq. 3.5.8 and 
  . The simulated values were shifted vertically to coincident with the values taken
from [64]. As depicted the spin-orbit coupling lifts the degeneracy of the 49 states resulting
in seven dierent multiplets with    as a new ground state.
As shown in Tab. 3.2 the large splitting between the ground state and the rst excited
state is a general property of rare earth ions and increases with the atomic number.
ion Tb Dy Ho Er Tm Yb
elec. conf.            
GS      

     

     

ES      

     

   ( )   

   2900 4300 7300 9400 11900( ) 14400
Table 3.2.: Energy splitting between the ground state (GS)   and excited state (ES)
   multiplets for pure LS coupling [63, 66]. ( ) For Tm     lies below   [63].
3.6. Ligand-eld interaction
The ligand-eld theory describes the electrostatic interaction between the coordina-
tion center of a complex and its ligands, leading to a modication of the electronic
states of the former. Since the 4f shell of the lanthanides is situated inside the 5s and
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5p shell, it is to a large part protected from its surrounding environment. However,
the eect on the energy levels is still in the order of a few hundred Kelvin and acts
as a perturbation on the spin-orbit coupling. We will start our considerations with
a brief introduction into the ligand-eld theory and apply this formalism to the ter-
bium double-decker in the following. The electrostatic potentialVlf created by the
ligand can be expressed in a very general way:
Vlf (r ) =

(r 0)
4 0jr   r 0j
d3R (3.6.1)
where r is the position of the electron and(r 0) the charge density of the ligands.
Since symmetry plays a very important role in this theory, we will express1=jr   r 0j
in terms of spherical harmonics:
1
jr   r 0j
=
1X
k=0
4
2k + 1
r k
Rk+1
kX
q= k
Y qk (; )Y
q
k (;  ) (3.6.2)
where Y qk (; ) describes the position of the ligands, andY
q
k (;  ) describes the
position of the electron. Therefore the ligand-eld potential becomes:
Vlf (r ) =
1X
k=0
kX
q= k
r k
4
2k + 1
Y qk (;  )
| {z }
Cqk

(r 0)
4 0Rk+1
Y qk (; )d
3R
| {z }
A qk
(3.6.3)
The term Cqk is the so-called Racah tensor and depends only on the ligand position.
The last term Aqk is the geometrical coordination factor, which is a constant that
can be determined experimentally. AsVlf can be treated as a perturbation to the
spin-orbit ground-state multiplet, J remains a good quantum number, and the wave
function 	 can be written as 	 = jJ; m Ji. It is very convenient to replace the op-
erator Cqk by the Stevens operatorsO
q
k , which are linear combinations of the total
angular momentum operators and simplify the calculation in this basis [67]. Addi-
tional factors uk (Stevens factors) account for the proper transformation [68]. The
symmetry of the Oqk is identical to the spherical harmonicsY
q
k , where k   q is the
number of nodes in the polar direction andq the number of nodes in the azimuthal
direction with  k  q  k. The matrices for q = 0 have only diagonal elements,
whereas forq 6= 0o-diagonal elements occur, introducing a coupling between dif-
ferent states. The term O00 has spherical symmetry and gives rise to a constant
potential, which can be omitted. Furthermore, due to time reversal symmetry, all
odd values ofk vanish since they involveJz to odd powers. It is sucient to carry
out the summation up to k  2J [7], with higher order terms being usually smaller
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than lower order terms. The ligand-eld Hamiltonian H lf is therefore:
H lf =
1X
k=0
kX
q= k
Aqkhr
k iu kO
q
k (J x; Jy:Jz) (3.6.4)
The matrix elements Oqk of the Stevens operators are tabulated in [63] and Ap-
pendix B, and the terms Aqkh and r
k i can be determined experimentally using ab-
sorption spectra.
Now we turn to the Hamiltonian for TbPc 2. Time reversal symmetry tells us that at
zero magnetic eld mJ and  m J are degenerate. Therefore, only evenk values are
allowed. Due to the decreasing weight of terms with higher order, we can limit the
allowed k values to 2, 4, and 6. Furthermore, due to the local approximateC4 sym-
metry of TbPc2 the only remaining q values areq = 0; 4. With these considerations
the nal Hamiltonian of the TbPc 2 becomes [69]
H lf = hr2iu 2 A02O
0
2 + hr
4iu 4
 
A04O
0
4 + A
4
4O
4
4

+ hr6iu 6
 
A06O
0
6 + A
4
6O
4
6

(3.6.5)
with
(a)
u2 u4 u6
  199
2
16335  
1
891891
(b)
A02


r 2

A04


r 4

A44


r 4

A06


r 6

A46


r 6

595.7 K -328.1 K 14.4 K 47.5 K 0 K
Table 3.3.: (a) The Stevens factors [68] and (b) the ligand-eld parameters [70] for
TbPc2.
The terms O0k , contain the operator Jz up to the power of k and are introducing a
strong uni-axial anisotropy in z-direction. As a result, the degeneracy betweenjJ; m j i
and jJ; m j  1i is lifted, whereas due to the even powers ofJz the jJ; m j i and jJ;  m j i
states remains degenerate. An exact numerical diagonalization ofH lf + gJ BJzBz
at dierent magnetic elds results in Fig. 3.6.1(a). The ligand eld induces an en-
ergy gap of a few hundred Kelvin between the ground statej6; 6i and the rst
excited state j6; 5i. Therefore, already at liquid nitrogen temperatures, the mag-
netic properties of this complex are almost exclusively determined by the new ground
state doublet mJ = 6. At room temperature the ground state population is still at
69%. If we would replace the terbium ion by another rare earth ion like Dy3+ , Ho3+ ,
Er3+ , Tm3+ , or Yb3+ , this splitting would decrease as shown in Fig. 3.6.2 [71]. The
terms O44 and O
4
6 occur due to the slight misalignment between the two phthalocya-
nine ligands, which are not exactly rotated by 45 degrees. Note that for an angle of
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Figure 3.6.1.: Zeeman diagram of the TbPc . (a) The ligand eld splits the ground
state (red) and rst excited state (blue) by around 600 K, leaving only two spin degrees of
freedom at low temperature, which makes the molecule an ideal two level quantum system.
Higher order excited states are
  (black), 
   (green), 
   (orange), 
   (grey)
and 
   (purple). (b) Additional terms in the ligand eld Hamiltonian (	  , 	

 ) lift the
degeneracy of the ground state doublet by    K and introduce an avoided level crossing
in the Zeeman diagram.
45 degrees the system would have a higher symmetry namely  , resulting in the
suppression of these two terms. Since the misalignment is only a few degrees, the ge-
ometrical coordination factor 	  is still too tiny to be measured and can be omitted.
The term   contains the operators

 and 

 , which are mixing the ground state
doublet and lift their degeneracy by    K (see Fig. 3.6.1(b)). This so-called
avoided level crossing gives rise to zero eld tunneling of the magnetization, which
will be explained in Section 3.8.1.
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Figure 3.6.2.: Crystal eld splitting of the bis-phthalocyaninato complex with dierent
rare earth atoms as coordination centers (adapted from [71]).
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3.7. Hyperne interaction
The nucleus of the terbium ion has, besides its electrical charge, also an inherent
angular moment I = 3=2, resulting in an additional magnetic dipole moment:
 I = gI NI (3.7.1)
with gI = 1:354 [72] and  N the nuclear magneton. Similar to the spin-orbit interac-
tion, this magnetic moment interacts via dipole coupling with the magnetic moment
 J created by total angular momentum J . The Hamiltonian accounting for this
interaction is formulated as:
Hdip = A IJ (3.7.2)
IJ = I zJz +
1
2
(I + J  + I   J+ ) (3.7.3)
with A being the hyperne constant. To obtain Eq. 3.7.3 we use the same transfor-
mation as in Eq. 3.5.4.
In addition, the nuclear spin possesses an electric quadrupole moment which makes
it sensitive to electric eld inhomogeneities, such as produced by the electrons in the
4f orbitals. The Hamiltonian which accounts for this interaction can be written as:
Hquad = P (IJ )2 (3.7.4)
(IJ )2 = (I zJz +
1
2
(I + J  + I   J+ ))2 (3.7.5)
with P being the hyperne quadrupole constant. The hyperne Hamiltonian is
now simply the sum of the magnetic dipole interaction and the electric quadrupole
contribution.
Hhf = A IJ + P (IJ )2 (3.7.6)
For the terbium ion the two parameters A and P are given in Tab. 3.4.
A P
24.9 mK 0.4 mK
Table 3.4.: Hyperne constant A and the quadrupole parameterP for the terbium ion
according to Ishikawa et al. [70].
By diagonalizing the full Hamiltonian
H = H lf + Hhf + HZ (3.7.7)
at dierent magnetic elds and plotting the eight lowest lying eigenvalues, we obtain
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Figure 3.7.1.: (a) Zeeman diagram of the TbPc . The colored rectangles indicate avoided
level crossing between two states of opposite electronic spin and identical nuclear spin. (b)
Energy spacing between the dierent nuclear spin states.(c) Magnication of the avoided
level crossing between
   and   


  .
Fig. 3.7.1(a). Due to the hyperne interaction each electronic ground state is split
in to four. The lines with a positive (negative) slope correspond to the electronic
spin     (   ) and lines with the same color (blue, green, red, black) to the same
nuclear spin state (   ,     ,    ,    ). The splittings of the electronic
levels are unequal due to the quadrupole contribution of the hyperne interaction
and calculated as 2.(5) GHz, 3.(1) GHz and 3.(7) GHz as depicted in Fig. 3.7.1(b).
Moreover, the anticrossing, which was formerly at   T, is now split into four
anticrossings, one for each nuclear spin state (colored rectangles in Fig. 3.7.1(a)).
The energy gap at each anticrossing remains about 1K (Fig. 3.7.1(c)).
3.8. Magnetization reversal
Changing the external magnetic eld parallel to the easy axis of the TbPc allows
for the reversal of the molecule's magnetic moment. Hence, when sweeping the
magnetic eld periodically between positive and negative values we can measure a
hysteresis loop as depicted in Fig. 3.8.1(a). Is shows that the magnetization reverses
in a step-like shape at small magnetic elds, followed by a continuous reversal at
larger magnetic elds. The hysteresis shape can be understood by considering two
completely dierent reversal mechanisms: a direct relaxation, dominating at larger
magnetic elds; and the quantum tunneling of magnetization, dominating at small
magnetic elds.
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Figure 3.8.1.: (a) Normalized hysteresis loop of a single TbPc2 single molecule magnet
obtained by integration of 1000 eld sweeps. Adapted from [26]. (b) Zeeman diagram
calculated by diagonalizing Eq. 3.7.7. The steps in the hysteresis loop of (a) coincide with the
avoided level crossings and are caused by the quantum tunneling of magnetization (QTM).
The remaining magnetization reversal of (a) can be explained by direct transitions (DT)
from the excited state into the ground state involving the creation of a phonon.
3.8.1. Quantum tunneling of magnetization
The quantum tunneling of magnetization (QTM) is a tunnel transition between two
dierent spin states jS; msi and jS; m0si. It requires a nite overlap of the two wave-
functions, which is caused by o-diagonal terms in the Hamiltonian. Since these
terms are usually small compared to the diagonal terms, the overlap is negligible
except for those longitudinal magnetic elds, where the diagonal terms in the Hamil-
tonian start to vanish. The consequence is the formation of an avoided energy level
crossing at those magnetic elds (see Fig. 3.8.2). When sweeping the longitudinal
magnetic eld over this anticrossing (see Fig. 3.8.2) the spin can tunnel from the
jS; msi into jS; m0si state with the probability P given by the Landau-Zener for-
mula [73, 74]:
Pm;m 0 = 1   exp

 
  m;m 0
2~g B jm   m0j 0dH jj =dt

(3.8.1)
Formula 3.8.1 states that the transition probability increases exponentially with the
level splitting  and decreases exponentially with the sweep-rate 0dH jj =dt of the
longitudinal magnetic eld.
As described in section 3.7 the TbPc2 possesses four of these avoided level crossings.
This results in four distinct steps at small magnetic eld in Fig. 3.8.1(a), which can
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Figure 3.8.2.: Avoided level crossing between the two statesjS; msi and jS; m0si, which
leads to the quantum tunneling of magnetization. While sweeping the parallel eld over
the anticrossing the probability P to tunnel from one state into the other is given by the
Landau-Zener formula (Eq. 3.8.1).
be used as a ngerprint to identify the single-molecule magnet, as it was shown by
Vincent et al. [75].
3.8.2. Direct transtions
In addition to the QTM, the magnetic moment of the molecule can reverse in a direct
transition. This is an inelastic process and involves the creation and/or annihilation
of phonons to account for the energy and momentum conservation. Therefore, this
process is often referred to as phonon assisted or spin-lattice relaxation.
Figure 3.8.3.: Phonon assisted relaxation. (a) Direct relaxation into the ground state
under the emission of a phonon with energy~! . (b) The two phonon Orbach process
involves the absorption of a phonon of energy~! 1, exciting the molecule into the state jei,
and a subsequent emission of another phonon of energy~! 2, relaxing the molecule into its
ground state. (c) The two phonon Raman process is similar to the Orbach process, however,
the excited state jei is a virtual state.
Depending on the temperature we can distinguish between three types of relaxation
processes. At low temperature the spin of an SMM is most likely reversed in a di-
rect relaxation process under the emission of one phonon to the thermal bath (see
Fig. 3.8.3(a)). This process becomes more likely at higher magnetic elds and scales
with ( 0H )3. Increasing the temperature allows for a two phonon relaxation pro-
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cess. Therein, the molecule is excited into the statejei while absorbing a phonon
of energy~! 1 and subsequently relaxes into the ground state via the emission of a
phonon of energy~! 2. Depending on whether the excited state is a real or virtual
state, we distinguish between the Orbach process (see Fig. 3.8.3(b)) or the Raman
process (see Fig. 3.8.3(a)). The Orbach process shows an exponential temperature
dependence1 / exp(=k BT), whereas the Raman process has a polynomial tem-
perature dependence1 / (kBT)
7, with  being the relaxation time,  = ~! 2   ~! 1,
and T the temperature.

4 | Experimental Details
4.1. Overview setup
During my thesis, my work was dedicated to the study of single-molecule magnet
based transistors in order to perform a coherent quantum manipulation and a non-
destructive read-out of a single nuclear spin. Towards this goal, I designed an ex-
perimental setup to perform ultra low noise electrical measurements at very low
temperature (40 mK), under the inuence of fast sweeping 3D magnetic elds and
RF electromagnetic elds. An overview of the entire setup is presented in Fig. 4.1.1.
In interaction with the dierent technical supports of the Néel Institut, I fabricated
and tested the dierent parts of the setup, which were designed to fulll the diverse
experimental constraints of this experiment.
The molecular spin transistor is a three terminal device, consisting of a single-
molecule magnet (TbPc2), which is electrically coupled to source, drain, and gate
electrodes. In order cool down the device to very low temperatures, it was mounted
onto the cold nger of a dilution refrigerator whose base temperature is about 40
mK.
The transistor was microbonded on a specially designed chip carrier consisting of a
50 
 broadband waveguide and 24 DC strip lines. To avoid 4 K radiation, this chip
carrier was encapsulated in a xed radiation shield anchorage to the mixing chamber.
A large sweep-rate, three-dimensional vector magnet, surrounding the chip carrier,
was developed to control and read-out the anisotropic electronic moment carried by
the single molecular magnet. Electrical connections of the spin transistor to the
outside world were established via low temperature pi-lters (1 MHz to 1 GHz) and
home-made Eccosorb lters (from 1 GHz). Subsequently, at room temperature, the
signal can be amplied by two dierent current-voltage converters. One was dedi-
cated to the electromigration procedure, while the other one was designed for very
sensitive low current measurements. They were directly connected to the cryostat
to minimize the electro-magnetic and electro-mechanic noise pick up. Additionally,
we used room temperature low pass lters and voltage dividers on the bias and gate
voltages wires to reduce the noise which was send to the sample. All this room
37
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Figure 4.1.1.: Schematic of the experimental setup.
temperature electronics is integrated into a doubly shielded box, which we refer to
as the signal transducer.
Finally, the signal transducer is controlled via an independent real time digital-analog
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converter (ADwin). The latter drives also the 3D magnetic eld and triggers the
microwave pulse generator, which guarantees a synchronized operation of all devices.
The ADwin is connected over Ethernet with a standard PC, which interfaces the unit
using a home-made software called NanoQt.
A picture of the entire setup is shown in Fig. 4.1.2, whereas a more detailed descrip-
tion of all experimental parts is given in the following sections.
Figure 4.1.2.: (a) Picture of the experimental setup. The computer (f) controls the mi-
crowave source (g) and the ADwin real time data acquisition unit (c). The latter, in turn,
operates the signal transducer (d) and the power supplies of the vector magnet, which are
situated in the basement (e) via a remote terminal (b). The three LEDs in (b) indicate if
the coils are operating. In case of a quench, the corresponding power supply is shut down
automatically, and the LEDs will turn o. Further details of the individual parts of the
experiment are explained in the text.
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4.2. Dilution refrigerator
To explore of the quantum world of a molecular spin transistor a low temperature
environment is required, which makes the use of dilution refrigerators (DR) indis-
pensable. Among many dierent concepts, we chose to work with an inverted DR,
which combines a fast cool down (about 3 hours) with a spacious low temperature
stage. The basic working principle of this DR will be explained in the following
paragraphs.
The schematic in Fig. 4.2.1 shows that cryostat consists of six dierent thermal
stages, each encapsulated by another with higher temperature. Vacuum isolates one
level from another so that each stage functions as a radiation shields for the next
inner lying. To cool down the cryostat, two independent cooling circuits operate
simultaneously.
The secondary open cycle cooling circuit replaces the liquid4He bath of conventional
cryostats (green circuit in Fig. 4.2.1). It operate with liquid 4He, which is injected
from a Dewar underneath the DR into the so called 4 K box. Since the Dewar is
slightly over pressured, a suciently large 4He circulation is established to guarantee
a steady state operation. An additional pump inside the circuit is only needed during
the cool down from room temperature, since high cooling power and hence high ow
rates are necessary. The liquid helium inside the 4 K box is used to cool the 4 K
stage, whereas the vapor created by the boiling liquid4He is ejected into a spiral
counter-ow heat-exchanger. While leaving the cryostat, it gradually cools down the
primary cooling circuit as well as the 20 K and the 100 K stages.
The primary cooling circuit is a closed cycle cooling circuit, containing a mixture of
3He and 4He. It is subdivided into a fast and slow injection (blue and red circuit in
Fig. 4.2.1), both entering the DR via the counter-ow heat exchanger. Due to the
cooling power extracted from the secondary circuit, the gas is gradually cooled down
to 4.2 K. Afterward ,the fast injection is directly thermalized onto the 1 K stage and
leaves the cryostat via the mixing chamber, the discrete exchangers, and the still. It
has a larger cross section than the slow injection and is used to precool the colder
parts of the cryostat to 4.2 K during the cool down from room temperature.
The slow injection on the other hand is responsible for the condensation of the
mixture followed by the steady state operation. In order to condense the mixture,
an external compressor pressurizes the gas to 4 bar before injecting it into the spiral
heat exchanger of the cryostat. Leaving the latter at a temperature of 4.2 K, it passes
a second heat exchanger, which is terminated by a ow impedance. The resulting
pressure gradient leads to a Joule-Thomson expansion and lowers the temperature of
the gas by2 K before entering the still. After having passed the latter, the mixture
traverses a set of continuous and discrete heat exchangers before being injected into
the mixing chamber.
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Figure 4.2.1.: Schematic of an inverted dilution refrigerator. The secondary cooling circuit
(green) is precooling the primary circuit consisting of the normal injection (red) and rapid
injection (blue). The latter is only used during the cool down from room temperature.
During the steady state operation,  He is injected via the normal injection into the  He rich
phase of mixing chamber and extracted from the diluted phase (violet).
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Figure 4.2.2.: (center) Picture of the fully wired dilution refrigerator. (a-c) Current leads
for the superconducting vector magnet consisting of copper (a), high temperature supercon-
ducting (b), and low temperature superconducting cables (c). (d) Cold stage showing the
DC and microwave connectors. The sample holder (not shown) is situated in the center of
the cold stage. (e-g) Important parts of the primary and secondary cooling circuit showing
the still (e), the 4 K box (f), and the spiral counter ow heat exchanger (g).
External pumps are decreasing the pressure inside the mixing chamber below 0.1 mbar,
allowing for another adiabatic expansion, which results in the condensation of the
mixture. The cold gas evaporating from the liquid is being pumped out through the
numerous heat-exchangers cooling down the incoming mixture. Hence, more and
more gas condenses, gradually lling up every part from the mixing chamber to the
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still with liquid. At a temperature of around 800 mK, a phase separation into a
lighter 3He rich phase and heavier3He dilute phase is taking place inside the mixing
chamber. The exact ration of 3He/ 4He in each phase depends on temperature and
is shown in Fig.4.2.3.
Figure 4.2.3.: Phase diagram of liquid3He and 4He mixtures at saturated vapour pressure
taken from [76]. Below the critical temperature of 867 mK, the mixture separates into two
phases, a3He rich and a 3He diluted phase.
The diluted phase expands from the bottom of the mixing chamber to the still. It
contains mainly super-uid 4He, which can be viewed as inert and noninteracting
with the 3He. Nevertheless, the vapor inside the still contains, despite the high
concentration of 4He, 97% of3He due to its low boiling point. By pumping on the
still and re-injecting the gas in the 3He rich phase, a3He circulation is established. In
order to maintain the equilibrium concentration, 3He from the rich phase is pushed
into the diluted phase. This is an endothermic process, providing the cooling power
to cool down to mK temperatures. This process can also be viewed as an evaporation
of liquid 3He from the rich into the diluted phase since the4He, which requires heat
and continues even to the lowest temperatures since the concentration of3He in the
diluted phase remains nite. The base temperature of the cryostat is only determined
by residual heat leaks and remains usually above 10 mK for most of the DRs. A
picture of the fully mounted dilution refrigerator is shown in Fig. 4.2.2.
4.3. 3D vector magnet
The observation and manipulation of a single-molecule magnet (SMM), which is
the centerpiece of a molecular spin transistor, demands external magnetic elds in
arbitrary directions. A way to create such three dimensional elds comprises three
coils mounted perpendicular to each other like the axes of a coordinate system.
The orientation and magnitude of the magnetic eld is controlled by adjusting the
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current through each coil so that the resulting eld is simply the vector sum of three
respective elds.
Conventional state of the art 3D vector magnets consist of a cylindrical coil sur-
rounded by two Helmholtz coils. They are capable of creating a magnetic eld of 1
T with the Helmholtz coils and around 2 T with the cylindrical coils. However, their
size is typically in the order of 200x200x200 mm. Despite the fact that they are not
tting inside our cryostat, they have a very high inductance making it impossible to
reach high sweep rates. Furthermore, their huge heat capacity would be severely re-
tarding every cool down. Therefore, we aimed to build very small 3D vector magnets
with approximately the same magnetic eld specications. The fabrication process
was supported by Yves Deschanels from the Institute Néel.
The cryogenic environment of the DR allows for the use of superconducting wires,
which are creating much higher elds than conventional copper wires. Among the
several available types, we chose a multilament NbTi superconducting wire embed-
ded in a CuNi matrix. The multilament layout diminishes ux jumps and reduces
the total amount of vortices, leading to higher stability and smaller remanence. The
NbTi superconducting core is known to be less fragile than the Nb3Sn core, which
was important during the fabrication process. The CuNi matrix was chosen because
of smaller Eddy-currents compared to a pure Cu matrix, hence, allowing for higher
sweep rates.
Since the DR operates in vacuum, the maximum current per coil was xed to 20 A
for eld pulses and 10 A for steady state operation as safety precautions. Looking up
the dierent specications of available SC wires, we found the low current SC wire
from SUPERCON Inc. with an outer diameter of 152m and 18 NbTi laments as
most suited for our purpose.
A rst design study was then carried out to optimize the central-cylindrical coil, also
referred to as the z-coil, using the COMSOL Multiphysics software. The eld at
the sample, situated inside thez-coil, should be around 1 T at 10 A in order to be
comparable with commercial state of the art electromagnets. The inner diameter of
the coil was set to 6 mm, thus, being still large enough to insert the chip carrier with
the sample later on. Given the current, the wire diameter, and an ideality factor of
coil of 98%, the parameters remaining for optimization were the coil lengthL and the
width W of the accumulated layers. The calculated magnetic eld in the parameter
space ofL and W is displayed in Fig. 4.3.1. In order to maximize the eld of the
other two coils, W must be as small as possible. As shown in Fig. 4.3.1 the optimal
dimensions were found to beW = 2 mm and L = 25 mm.
With the above mentioned dimensions of thez-coil (W = 2 mm and L = 25 mm),
we calculated the spacial magnetic eld distribution. The result of this simulation
(Fig. 4.3.2) shows an almost uniform eld distribution within a radius of 3 mm
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Figure 4.3.1.: Magnitude of the magnetic eld in the center of the  -coil as a function of
the coil length  and the accumulated width  of the wire layers. The black dashed line is
the isoeld line of 1 T. In order to reach 1 T at 10 A the minimum width needs to be 2 mm
resulting in a length of 25 mm.
around the center, which is about the size of our sample.
Figure 4.3.2.: Cross section of spacial magnetic eld distribution of the  -coil at    . A
homogeneous eld of about 1 T can be found in a radius of 3 mm around the center of the
coil. Note the rotation symmetry of the eld distribution around the  -axis.
Having set the dimensions of the -coil, we started the design-study of the and
 split-pair magnets. Their separation of 10 mm is given by the outer diameter of
the  -coil. In order to reach elds of around 1 T at 10 A, with a coil separation of
10 mm, we developed a new design concept. In a rst approach, we replaced the
standard cylindrical Helmholtz coils by conically shaped coils, thus, increasing the
volume share at equal dimensions. Fixing the smaller diameter of the cone to 10
mm, we end up with two variable parameters, namely, the inner diameter and
the coil thickness. In order to nd the optimal parameters, a second design study
was carried out. The calculated magnetic eld in the parameter space of and  is
shown in Fig. 4.3.3.
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Figure 4.3.3.: Magnitude of the magnetic eld in the center of the two conically shaped
split coils as a function of the inner diameter  and the thickness. The black dashed line
is the isoeld line of 1 T. The red line correspond to the maximum eld at the inner wall of
the coils. In order to reduce that maximum eld, we set the dimensions to   mm and
   mm.
For engineering reasons the conical shape needed to be approximated by a step like
shape. In the rst iteration, we introduced only one step in each coil. The position
of this step was subsequently optimized, by keeping the above mentioned thickness
and inner diameter, in order to obtain 1 T at 10 A in the center of the vector magnet.
The nal result of the shape and magnetic eld magnitude for the  and  coil is
shown in Fig. 4.3.4(a) and Fig. 4.3.4(b) respectively. Notice that the highest eld of
the split coils is in the center of the inner wall and is much higher than the eld at
the center of the vector magnet.
Figure 4.3.4.: Cross section of the magnetic eld distribution of the -coil (a) and  -coil
(b) at    . The contour of the respective coil is shown in white, whereas the contours
of the other two coils are drawn as a grey dotted line. The generated eld in the center of
the vector magnet is about 1 T at 10 A for each coil and the maximal eld is around 2.7
T. Note that the eld distribution of the - and  -coil has an axial symmetry around the-
and  -axis respectively
A picture of the fully mounted vector magnet is shown in Fig. 4.3.5. The rst tests
were carried out in liquid helium. We measured the maximum magnetic eld as well
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as the maximum sweep rate, the coils could resist before quenching. The results are
shown in Tab. 4.1.
x-coil y-coil z-coil
I max 15 A 14 A 18 A
B @ 10 A 0.9 T 0.8 T 1.1 T
(dB=dt) max  1 T/s  1 T/s > 10 T/s
Table 4.1.: Benchmarks of the three dierent coils, which were immersed in liquid
helium.
Each coil was able to produce a eld of 1 T when operated alone, however, thex and
y coil generated this eld only at 11 A and 12.5 A respectively. When operating all
three coils simultaneously, the maximum eld was limited to 0.9 T due the mutual
interaction.
In the vacuum environment of the dilution refrigerator, the maximum eld is reduced
by 20% and the maximum sweep speed by a factor of 5. This is caused by the
slightly higher temperature of 4.4 K instead of 4.2 K and less ecient thermalization
of the coils. In liquid helium, any generated heat is directly mediated to the liquid
helium bath, whereas in the vacuum environment of the DR, the heat has to diuse
to the copper thermalization of the coils, which creates a bottleneck in the thermal
transport.
Figure 4.3.5.: Picture of the fully mounted vector magnet.
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4.4. Current leads
The current leads are the electrical link between the superconducting vector magnet
and the room temperature connections outside the cryostat. To guarantee a stable
operation, an equilibrium between the wire material, the diameter, and the length
had to be found. Ideally, the material should be a very good electrical conductor
but a very bad thermal conductor.
For the low temperature part of the cryostat, i.e. at temperatures below 77 K, high
temperature superconductors (HTS) were used as current leads. Since superconduc-
tors are both perfect electrical conductors and very poor thermal conductors, they
represent the material of choice. The HTS we used in the cryostat consisted of silver
coated YBaCuO straps with aTc of 90 K. The cross section of the straps was chosen
to sustain 40 A at 77 K, thus, leaving a safety coecient of two. The silver coating
was needed to achieve a homogeneous temperature of the HTS along the strap. The
drawback of these kind of superconductors is their fragility. Therefore, we termi-
nated the HTS straps with low temperature superconductors of the NbTi type. This
simplies the soldering and unsoldering of the current leads from the vector magnet,
which was necessary every time the sample is changed.
The high temperature part of the current leads was made of copper wires. Since
the resistivity and thermal conductivity of copper varies with temperature, a design
study was carried out to determine the optimal geometry. Yet, a too large diameter
results in a thermal shortcut between stages of dierent temperatures, whereas a too
small diameter could destroy the leads due to Joule heating. The same considerations
can be made for the wire lengthL, since the heat conduction is proportional to1=L.
Therefore, a very short wire will transmit a lot of heat into the dilution fridge,
whereas a very long cable might not be able to remove the energy produced by Joule
heating and the wire possibly melts.
To work out this optimization problem, the one dimensional heat equation was solved
with the experimental boundary conditions. It is a inhomogeneous partial dierential
equation and given as [77]:
dT
dt
 
1
c
d
dx
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(4.4.2)
where  is the thermal conductivity, c the specic heat capacity,  the density, T
the temperature, and _q the heating power per unit volume. The eect of the black
body radiation was neglected since it is much smaller than the other parts of the
equation within the temperature range of the experiment. The term on the right
hand side is the source term and corresponds to the energy injected into the system.
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This energy is partly used to heat the wire (that is where the dTdt comes from) and
is partly transported away, which gives rise to the c
d2T
dx2 term. For a metal wire the
power _q due to Joule heating is given by:
_q =
U  I
A  L
=
I 2R
A  L
=
I 2
A2
1
 (T )
(4.4.3)
where I is the applied current, A is the cross section area,L the length of the wire,
and  the electrical conductivity of the metal.
The electrical conductivity  (T ) of copper in the temperature range of 50 K to 300 K
can be modeled as [78]:
1
 (T )
=  3:204  10 9 + 6:855  10 11 T [
m] (4.4.4)
Another important parameter is the thermal conductivity (T ) of copper. In the
range from 100 K to 300 K it can be tted by [79]:
(T ) = 886   7:462 T + 0:045  T2   1:2331 10 4  T3 + 1:267  10 7  T4 (4.4.5)
and from 50K to 100K by [79]:
(T ) = 7051   277:4T+ 4:69T 2   0:0368T3 + 1:106  10 4 T4 (4.4.6)
Since the electrical and thermal conductivity of copper increases for decreasing tem-
perature, the diameter of the leads needs to be decreased to minimize heat leaks.
For practical reasons the diameter reduction is done at two temperatures: 200 K and
100 K. Using Eq. 4.4.2 in combination with Eqs. 4.4.3- 4.4.6, the optimal parameters
for the wire length L and the diameter D at the dierent temperature ranges were
calculated. The optimization parameters were such that the created heat leak should
be less than 1.7 W, which corresponds to 10% of the cooling power of the primary
circuit at a 4He ow rate of 3.6 l/min; and that the temperature increase during a
steady state operation at 10 A remains smaller than 10%. The results for the three
dierent temperature regions are tabulated in Tab. 4.2.
L (cm) A (mm2)
300 - 200 K 30 1.5
200 - 100 K 25 0.75
< 100 K 25 0.5
Table 4.2.: Results of the numerical optimization of the heat equation for the optimal
wire length L and the optimal wire diameter D in the dierent temperature regions.
The values given in Tab. 4.2 do not include the size of the thermalizations, which
were chosen to be 20 cm at 200 K, 12 cm at 100K, and 16 cm at 50 K. They were
realized by gluing copper litz wires onto the current leads with a mixture of araldite
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and silver powder.
In order to operate the vector magnet, six of these current leads (two for each coil)
were fabricated. After having them installed together with the HTS, we tested the
ensemble at 10 A per lead. During the test, the temperature of the outermost stage
in the cryostat increased by about 50 K, whereas the temperature-increase of the
20 K stage was already below 1 K, so that the stable operation of the dilution fridge
was guaranteed.
4.5. Sample holder
The sample holder is the link between the sample and the cryostat. It consists
of two parts, an exchangeable chip carrier and a xed radiation shield, which is
in direct contact with the mixing chamber of the cryostat. It is needed to block
the 4 K radiation of the vector magnet and keeps the sample at mK temperatures.
The sample holder was designed to have an independent vacuum, which protects
the sample when heating up the cryostat to room temperature. A picture of the
radiation shield is shown in Fig. 4.5.1.
Figure 4.5.1.: Radiation shield with a independent vacuum, a feed through of 24 measure-
ment lines and one mircowave line.
The chip carrier was designed to have 24 DC strip lines and one 50
 matched
broadband waveguide. It is connected via a 36 Pin PCI Express connector to the
radiation shield, which, when it is closed, encapsulates the chip carrier. The chip
carrier itself is made out of six copper/insulator layers, which are shown in Fig. 4.5.2.
The three top most layers contain the 24 DC strip lines, layer four, ve, and six are
used for the 50
 matched waveguide. The DC lines are soldered to two 12 pin
Cannon connectors and the waveguide to a SMA terminated microcoax. Despite the
50 
 matching the transmission s12 measured from the SMA connector to the end
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of the waveguide on the top layer is around -40 dBm (see Fig. 4.5.3). A large part
of the attenuation is probably coming from reections at the PCI Express interface.
Insertion losses of the microcoax are about 10.5 dBm/meter at 1 GHz and have only
a minor inuence.
Figure 4.5.2.: (1-6) Layout of the chip carrier consisting of six indipendent layers. The top
three layers contain the 24 DC strip lines and three bottom layers 50
 matched waveguide.
(7) Picture of the sample holder.
Figure 4.5.3.: Microwave transmission s12 measured from the SMA connector to the end
of the waveguide using an Agilent E8362C vector network analyzer.
4.6. Filter
Most experiments exploring the quantum nature of matter are sensitive to external
noise sources, which, if not properly attenuated, decrease the coherence time of a
quantum state drastically. In general, there are three main noise source interfering
with the experiment.
The rst one is the noise generated by electro-magnetic radiation. It is produced by
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any wireless communication system and is in the order of a few Hz to a few GHz, e.g.
Wi, mobile phones, television, GPS, etc., or by improperly shielded power sources
like any switching power supply or transformer.
The second noise source is the Johnson-Nyquist thermal noise, which is the electrical
equivalent of Planck's blackbody radiation. The noise power in Watts is given by
P = kB Tf , where kB is the Boltzmann constant, T the temperature and f the
frequency bandwidth. The magnitude of the noise is shown in Fig. 4.6.1.
Figure 4.6.1.: Power of the Johnson-Nyquist noise as a function of the bandwidth at 300
K (black), 4 K (red) and 100 mK (blue). Notice that 0 dBm corresponds to 1 mW.
The third noise source is vibrational noise, produced mainly by rotating parts, e.g.
pumps. It is in the order of a few Hz to a few hundred Hz and can be minimized by
vibrational low pass lters like a heavy stone ore metal plate and by reducing the
amount of connectors from the sample to the amplier.
4.6.1. Low frequency lters
To protect the experimental setup from electromagnetic radiation, every incoming
and outgoing wire was shielded. Additionally, we tested low-pass lters, which can
be mounted at the 4 K stage to further attenuate the remaining electromagnetic
noise. They should have a negligible series resistance in order to be compatible with
the electromigration (see section 4.9.2). For this reason, we were looking for suitable
pi-lters, consisting of two capacitors and one inductor. Their cut-o frequency
f 0 should be around 1 MHz at cryogenic temperatures in order to have enough
bandwidth for the electromigration technique. Since they will be mounted inside the
cryostat, their size should of course be as small as possible. For testing purposes,
we ordered several pi-lters with about equal size and cut-o frequency. The room
temperature transfer function s12 is shown in Fig. 4.6.2. Their cut-o frequency is
about 500 kHz with an initial attenuation of 20 dB/decade, which is increasing to
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40 dB/decade at around 5 MHz. The kink in   is due to asymmetrical capacitors.
In order to test their cryogenic compatibility, we performed ten temperature cycles
from 300 K to 77 K by repeatedly immersing them in liquid nitrogen. The nal
transfer function   after the tenth cycle at 77 K is shown in Fig. 4.6.3.
All devices show a shift of  to higher frequencies at 77 K. This is due to a decreas-
ing susceptibility   of the dielectric with temperature. Only pi-lters from EMI
Inc. with the X7R dielectric showed an acceptable temperature stability and were
therefore selected for our setup.
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Figure 4.6.2.: Transfer function   at 300 K for several pi-lter measured with an Agilent
E8362C vector network analyzer.
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Figure 4.6.3.: Transfer function   at 77 K for several pi-lter measured with an Agilent
E8362C vector network analyzer.
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4.6.2. High frequency lters
The attenuation of noise frequencies above 1 GHz requires a dierent type of lter
since discrete lters like an LC-circuit become transparent due to parasitic eects [80]
(see Fig. 4.6.2 and 4.6.3). Over the last decades, a diversity of solutions has been
proposed. The most common high frequency lters are ne-grain metal powder
lters [81, 82, 83, 84], whose attenuation is based on skin-eect damping. Those lters
are often bulky but have a very high performance. Moreover, thin coaxial cables, like
mircocoax [85] or Thermocoax [86] have been tested. They are less space consuming
but their attenuation is also smaller. A dierent approach involves lithographically
fabricated meander lines, which work as distributed LRC lters [87, 88, 89]. Very
recently, wires surrounded by Eccosorb, which is a microwave absorbing material,
were testes under cryogenic conditions [81]. A nice summary of dierent lter types
is given in [90].
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Figure 4.6.4.: Comparison of the attenuation of dierent lters. The Eccosorb lters were
made out of Eccosorb-coated wires enclosed in a CuNi tube with 1.5 mm in diameter.
In order to be space-ecient, we could use either the Thermocoax or Eccosorb l-
ters. To compare the two lter techniques, we fabricated dierent measurement lines,
which were terminated by SMA connectors on both sides. Their attenuation was de-
termined with the Agilent E8362C vector network analyzer. The results can be seen
in Fig. 4.6.4. While at lower frequencies (10 MHz) the attenuation is almost simi-
lar, the Eccosorb coated lines reach -70 dB attenuation already at around 600 MHz,
the Thermocoax, however, only at around 2 GHz. As a comparison we measured also
a 1 m long line without Eccosorb, which showed as expected the worst performance
(see Fig. 4.6.4). Based on these results, we chose Eccosorb coated wires as high
frequency attenuators. The nal lter was made out of 24 superconducting wires
made out of NbTi laments embedded in a constantan matrix. They were coated
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with Eccosorb, and enclosed in a CuNi tube of 1.5 mm external diameter. The rst
meter of the tube is gradually thermalized from 300 K down to 40 mK, while the
rest is thermalized to the 40 mK stage to attenuate all thermal noise sources. To be
more space ecient, the very low temperature part of the lter was rolled up in a
counterwind cylindrical coil. We chose the superconducting wires in order to keep
the series resistance low, which is of paramount importance for the electromigration
technique (see chapter 4.9.2). The constantan matrix and the CuNi tube are needed
to keep the heat leak from 300 K to 40 mK small. The attenuation of the nal lter
is shown in Fig. 4.6.4 (blue curve).
4.7. Signal transducer
In section 4.6, it was already pointed out that major noise sources at room tempera-
ture are electromagnetic radiation and vibrations. They couple to the experimental
setup via ground loops, weak shielding or bad connectors. A way to curtail these
problems is to use short cables and avoid connectors wherever it is possible. There-
fore, we wanted to unify the commonly used switch box, amplier, voltage divider,
and low pass lters in one signal transducer. The development was done in close
collaboration with Daniel Lepoittevin from the Néel Institute.
The signal transducer was designed to be compatible with the standard dilution fridge
interface (12 pin Jaeger connector) and the batches of electromigration junctions,
which have all a common source and gate, respectively (see section 4.9.2). Due to
the geometry of the 12 pin Jaeger connector, we ended up with 10 selectable signal
injections lines (drains), one signal output line (source), and one gate. Every line can
be grounded directly or via a 100 k
 resistor. This prevents large discharge currents
during the installation of the chip carrier in the cryostat, which are caused by a
potential dierence between the junctions and the dilution fridge. The drain and
gate line have additional voltage dividers in order to increase the resolution of the
data acquisition unit (see section 4.8). In addition, an oset of 2:5 V or 5 V can
be superimposed to the divided gate signal in order to shift the measuring range by
keeping the resolution constant. To avoid sharp transitions between dierent osets,
a low pass lter with a time constant of 1 s is added to the summing amplier.
Furthermore, all inputs are equipped with a low pass lters to reject the incoming
noise. Thereby the drain inputs have a cuto frequency of 500 Hz and the gate input
a cuto frequency of 200 Hz. The higher value of the drain inputs was needed in
order to transmit the lock-in signal, which can is modulated up to a few hundred
Hz. In the following a more technical description to the signal transducer is given.
The signal transducer contains two built-in IV converters. The OPA129U (box 2
Fig. 4.7.1) is an ultra low input bias current amplier. It has a current input bias of
only 30 fA and is used for our actual measurements. It provides four selectable gains
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Figure 4.7.1.: Circuit diagram of the IV converter. Box (I) contains the fast current voltage
converter with a bandwidth of 1 MHz and an amplication of 10 3. This IV converter is used
for the electromigration only. Box (2) shows the ultra low noise IV converter with 4 selectable
gains used for the electrical transport measurements. The oset of the IV converter in (2)
is adjusted by the circuit embedded in (3).
(R40-R43), which are 106 - 109. Parallel to R40-R43 are the capacitors C57-C60,
which on the one hand prevent the amplier from self-oscillation and on the other
hand determine its bandwidth.
To adjust the oset of the OPA129U the circuit in box 3 Fig. 4.7.1 is added. It
consists of a very stable current source (Ref200AU), which yields a current of100
A with a precision of 0.25% for input voltages from 2.5-40 V. In the following, this
current is transformed into a voltage via the resistors R48-R50 and amplied to give
an oset compensation in the range of -30 mV to +30 mV. Moreover, it should be
noticed that the input of the OPA129U is directly soldered to source line in order to
minimize the electro-mechanical noise.
The fast feed back loop of the electromigration requires an amplier with a large
bandwidth. Therefore, a second IV converter (LT1028CS8) is mounted inside the
signal transducer (box 1 Fig. 4.7.1). Its internal bandwidth is 75 MHz and its current
input bias is 30 nA. Due to this large value, it must be disconnected during sensitive
measurements since otherwise a huge part of the signal would be lost because of
the input-leak current. Its gain is xed to 10 3, which is the optimum range for the
electromigration.
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Figure 4.7.2.: Schematic of the gate circuit. Circuit diagram of the gate circuit. The input
gate voltage is divided using the circuit in box 3. Subsequently an optional oset of 0 V,
2.5 V or 5 V is generated using the circuit in box 1 and added to the divided signal
using the summing amplier in box 5. The circuit in 2 and 4 are used to match the output
impedances of 3 and 1 to 5.
The switches to select the dierent drain terminals have 3 positions, ground, 100 k

via ground, and oating. The rst two positions are used when connecting the sample
to the cryostat, whereas the latter is used during the experiment. The polarizing
resistor of the drain voltage divider was chosen to be only a fraction of the sample
resistance. To reject the input noise, an additional 500 Hz low pass lter was add to
the drain input.
The gate-circuit divides the input voltage coming from the voltage source by up to
90 (box 3 Fig. 4.7.2). Afterward, an optional oset of 2:5 V or 5 V is added
to the divided signal using the summing amplier (box 5 Fig. 4.7.2). The oset is
created using the two voltage references in box 1 Fig. 4.7.2. The circuits in box 2
and 4 are unity gain buer ampliers, which transform the impedance of circuits 3
and 1 to almost zero
. Finally, the signal goes through a 30 Hz low pass lter (box
6 Fig. 4.7.2) in order to reject the low frequency noise. Fig. 4.7.3 shows the nal
version of the signal transducer.
In order to analyze the performance of the high gain IV converter inside the signal
transducer we were measuring its noise level with a Stanford SR760 FFT spectrum
analyzer. To benchmark the results we did also measurements on the isolated IV
converter and a commercial low noise IV converter Femto DLPCA-200. Therefore,
we were able to verify the crosstalk to the surrounding electronics inside the signal
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Figure 4.7.3.: Picture of the signal transducer.
transducer as well as the overall performance.
A scheme of the experimental setup for measuring the input and output noise is
shown in Fig. 4.7.4 (a) and (b), respectively. Since the current noise of the inputs is
very small, an additional amplier had to be used.
First, we disconnected the amplier of Fig. 4.7.4 (a) in order to acquire the back-
ground signal of the setup (see green curve in Fig. 4.7.4(c)). It was found to be 50 fA
above the theoretical value of 128 fA (
p
4kBT=R), which is most likely due to addi-
tional noise of the second amplier. Afterward, the three dierent IV converters were
connected to analyze their input noise. The blue, red, and black curve in Fig. 4.7.4
correspond to the isolated IV converter, the IV converter of the signal transducer,
and the Femto DLPCA-200, respectively. The noise level of the home-made IV con-
verter shifted to 340 fA at 170 Hz, which is a 260 fA above the background. Since the
blue and the red curve are almost identical, we can exclude any crosstalk between
dierent parts of the signal transducer with the input IV converter. If, however, the
Femto DLPCA-200 is connected to the spectrum analyzer we monitor noise level of
around 900 fA at 170 Hz, which is 720 fA above the background and therefore more
than twice the value of the OPA129U.
In Fig. 4.7.4(d) the noise levels measured at the outputs of the ampliers are depicted.
The frequency was varied from 0 to 100+kHz, the resistor is again 1 M
 and the
gain was xed to 109 V/A. At frequencies below 100 Hz, the voltage noise is almost
identical for all three IV converters. The dierent cuto frequencies of the two I-V
converters origin from a bandwidth of 100 Hz for the OPA129U and 1 kHz for the
Femto at the same gain. Hence, about one order of magnitude less high frequency
noise is collected but the lock-in frequency is limited values below 100 Hz at this gain.
The peak in the red curve at around 26 kHz results from a parasitic LRC oscillator
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Figure 4.7.4.: (a) Setup for measuring the spectral input noise. The resistance• was
chosen to be 1 M. (b) Setup for measuring the spectral output noise with • = 1 M .
(c) Spectral input noise measurements for three dierent ampliers versus frequency . (d)
Spectral output noise of three dierent amplies versus frequency  . (e) Spectral output
noise versus the amplier gain. (f) Spectral output noise versus the input resistance for
three dierent gains.
inside the signal transducer. Since this peak remains below the Femto noise level its
inuence is considered as negligible.
In Fig. 4.7.4(e) we compared the output noise of the Femto DLPCA-200 with the
IV converter of the signal transducer for dierent gains at a frequency of 20 Hz and
with a resistor of 1 M. At this frequency, the two curves are almost identical and
about 1.6 times higher than the theoretical value (  • 

   • ).
In Fig. 4.7.4(f) the output noise of the IV signal transducer was measured for dierent
gains and resistances. The good agreement between the obtained data and the
theoretical values shows the small value of extra noise added to the signal.
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4.8. Real-time data acquisition
The experimental setup required the control and read-out of multiple signals simul-
taneously. In a straight forward realization one could use several devices, linked one
to another by a common ground. This, however, induces ground loops, which would
be a major source of noise. Therefore, our motivation was to combine all tasks in one
automation unit like a computer. However, in conventional computers the operating
system is assigning priorities to dierent tasks. Thus, a task with low priority can be
executed with a delay of several milliseconds. Additionally, the execution of a task
with high priority is not guaranteed. Hence, the simultaneous control of dierent
experimental parameters cannot happen in a synchronized way with precisions below
several milliseconds.
Figure 4.8.1.: Picture of the ADwin automat showing the front panel with an 18 an 14 bit
analog input card an a 16 bit analog output card.
For this reason, we were using an ADwin system instead of a standard PC (Fig. 4.8.1).
It combines analog and digital inputs and outputs with a dedicated real-time proces-
sor and real-time operation system. It has a 16 bit output card with an integrated
D/A converter. Its voltage range is 10 V resulting in a step size of 20V/2 16 =
305V. The input card, in contrary, has a resolution of 18 bit and an A/D converter
with readout voltages ranging from -10 V and +10 V at a resolution of 20V/218 =
75 V. An additional 14 bit input card with a clock frequency of 50 MHz was added
to perform the electromigration using a fast feedback loop. All cards are controlled
by a 300 MHz digital signal processor (DSP), which performs tasks with a precision
of 3 ns. The response time in the feedback loop of the electromigration is 1.5s due
to the execution of several lines of code.
The ADwin is linked to a standard PC via an Ethernet connection and can be
programmed using NanoQt (see Fig. 4.8.2). This is a home-made software, which
was developed in our group by E. Bonet, C. Thirion and R. Picquerel. Its user
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Figure 4.8.2.: Schematic representation of the dierent execution levels during the data
acquisition. The user programmed Script is transcribed into dierent lines of C++ and
ADBasic, the latter being the native language of the ADwin system. Those lines are send
to the ADwin DSP who carries out the instructions at a frequency of 300 MHz.
interface is based on the JavaScript language and allows for the execution of user
dened scripts.
4.9. Sample fabrication
The device, which was studied in thesis, is a molecular spin-transistor. It consists of
a single-molecule magnet, which is connected to source, drain, and gate terminals.
The size of the molecule and therefore the characteristic dimension of the device
was about one nanometer. Since the smallest dimensions, which can be created
by electron beam lithography, are around 10 nm, other fabrication techniques were
necessary.
Today, there are only a few techniques available to reliably connect a single molecule
to metallic electrodes, such as a scanning tunneling microscopy [23], mechanical break
junctions [91], and electromigrated break junctions [92]. Among those techniques,
electromigration is the only one which can also implement an ecient gate to control
the chemical potential of the molecule and therefore enables us to adjust the working
point of the transistor.
The rst step towards a molecular spin-transistor is the fabrication of a Nanowire
with a well dene weak point. Using electromigration in the next step enables us
to craft a nanometer sized gap at the predened breaking point of the nanowire.
In the last step, we trap a molecule inside the nanogap to complete the transistor
fabrication. In the following a more detailed explanation of the three fabrication
steps is given.
4.9.1. Nanowire fabrication
The nano fabrication of our devices was done using the clean room facilities of the
Néel Institute. In order to reduce the number of external connections per transistor,
a layout with 12 nanowires sharing a common source and gate was developed. An
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optical image of the layout is depicted in Fig. 4.9.1(a). In Fig. 4.9.1(b) we can
clearly see the 12 nanowires with their source in the middle of the image and the
U-shaped gate underneath. It was already shown by [93] that back-gated single-
molecule transistors show a very good gate response and are most compatible with
the electromigration technique.
Figure 4.9.1.: (a) Layout of an array of 12 transistors sharing a common source and gate
terminal. (b) Scanning electron microscope image showing the back gate (grey) as well
as the common source and the dierent drain terminals. (c) Zoom showing the nanowire
obtained by shadow mask evaporation.
The rst step in the device fabrication was the deposition of the back gate (grey elec-
trode in Fig. 4.9.1(b)). In consists of a 20 nm thick gold layer, which was deposited
onto a Si/SiO2 wafer and a 3 nm Ti sticking layer using deep ultra violet optical
lithography and metal evaporation. During this process, the contact pads as well as
the U-shaped electrode were fabricated. To insulate the gate from the source and
drain terminals, a 8 nm thick HfO2 layer with a dielectric constant of 17 was de-
posited onto the gate by using atomic layer deposition. The thin oxide layer resulted
also in the dierent color of the gate with respect to source and drain. Subsequently,
we deposited the source and drain contact pads using ultra violet optical lithography
and Ti/Au metal deposition. The most important part for the electromigration is
the deposition of a nanowire with a predetermined breaking point. This step was
done using electron beam lithography and shadow mask evaporation under dierent
angles. A scanning electron microscope image of the constriction in the nanowire is
shown in Fig. 4.9.1(c). It has thickness of only 10 nm at the weakest point, whereas
the nanowire itself is 80 nm thick. A schematic cross section of the nanowire and
the predetermined breaking point is shown in Fig. 4.9.2.
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Figure 4.9.2.: Cross section of the nanowire and the predetermined breaking point. The
titanium sticking layers under the gold electrodes are not shown.
4.9.2. Electromigration
In order to create a nanogap between the source and drain terminal, we made use of
the electromigration technique at mK temperatures. The phenomenon of electromi-
gration is known since a long time. Especially in the 1960's, it gained a lot of interest
since it was found to be a reason for failure of micro-electronic devices [94, 95]. The
phenomenon can be paraphrased as the diusion of metal ions under the exposure of
large electric elds. The force applied to the each metal ion can be written as [96]:
F = Z  eE; (4.9.1)
where Z* is the eective charge of the ion during the electromigration and can be
decomposed into:
Z  = Zel + Zwind; (4.9.2)
where Zel can be seen as the nominal charge of the ion andZwind the momentum
exchange eect between electrons and the ion, commonly also referred to as the
electron wind [96]. In metals, only the latter contribution is responsible for the
diusion of the ion and not the electric eld. Therefore, the diusion happens in the
direction of the electric current.
Our electromigration procedure is combination of the method of Park [92] and Stra-
chan [97]. In order to limit the Joule heating during the electromigration, we polarize
the break junction with a voltage instead of a current. The increasing resistance,
which is expected during the migration of the metal, thus, leads to a power reduction
(U 2=R) instead of a power increase (I 2R).
Furthermore, it was shown that a large series resistance leads to an increase of power
dissipation during the electromigration [98, 99, 100], which results in larger gaps or
even the complete destruction of the device. As already pointed out in section 4.6.2,
we were using superconducting wires inside the cryostat to reduce the total series
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resistance (120, measured from one connector outside the cryostat to another).
Moreover, we made us of the ADwin system to establish a fast feedback loop. It
continuously reads-out the resistance of the wire and turns o the polarizing voltage
within 10 s. Since the typical time constant of the electromigration is in the order of
100 s [101], we are able to control the size of the nanogap formation on the atomic
level.
The conductance-voltage characteristic recorded during the electromigration typi-
cally looks like Fig. 4.9.3(a). It shows a rst decrease of the conductance due to
Joule heating of the metal. The subsequent increase of the conductance is caused by
a rearrangement of the metallic grain boundaries, which enlarge the average grain
size and therefore reduced the scattering at the grain boundaries. The following
sharp drop in the conductance curve is caused by the migration of the gold ions,
leading to the formation of a nm sized gap. During the last seconds of the electromi-
gration, we are often able to see quantized conductance steps, which arise from the
current transport through the last remaining gold atoms.
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Figure 4.9.3.: (a) Conductance of the break junction during the electromigration. (b)
Zoom into the grey shaded region of (a) showing quantized conductance steps.
A scanning electron microscope image of an electromigrated junction is presented in
Fig. 4.9.4. It shows the predened breaking point of the nanowire and a nanometer
sized gap.
Figure 4.9.4.: Scanning electron microscope image of an electromigrated break junction.
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4.9.3. Fabrication of a molecular spin transistor
Applying the procedures of sections 4.9.1 and 4.9.2 allows us to create a three ter-
minal device with source, drain, and gate electrodes. In order to complete the fab-
rication of a molecular transistor, a single molecule needs to be trapped inside the
nanogap, which was formerly created by electromigration.
In the rst step, we cleaned the nanowires from organic residues using acetone and
isopropanol, followed by an exposure to oxygen plasma for 2 minutes. Subsequently,
we dissolved 3 mg of TbPc2 crystals into 5 g dichlormethane and sonicated the
solution at low power for one hour. This ensures that the remaining TbPc2 clusters
are completely dissolved. Afterward, some droplets of the solution were deposited
on the nanowire chip and blow dried with nitrogen.
In the next step, we glued the chip on the sample holder and established the electrical
connections to the chip by microbonding aluminum wires. Subsequently, the sample
was mounted inside a dilution refrigerator and cooled down to mK temperatures.
Once the sample was cold, we started the electromigration to craft a nanometer gap
into the nanowire. The heat created during this process enables the molecules to
diuse on the surface and therefore be trapped inside the gap. As a rst indication
if the fabrication procedure was successful, we measured the zero bias conductance
through the device as a function of the gate voltage. If a nanometer size object was
trapped inside the nanogap, it will create a quantum dot resulting in one or more
Coulomb peaks (see chapter 2). Yet, this is not a proof that we actually trapped
a single TbPc2 molecule. Especially when using electromigration, there are many
ways of creating a quantum dot. For example a gold nanoparticle or some organic
residue, which was not completely removed during the cleaning procedure, would
result in to the same transport signature when trapped inside the nanogap. In order
to eliminate any doubt if the nanoparticle is a single TbPc2 or not, we studied
the magnetic properties of our device. As it will be shown chapter 5, the TbPc2
has a very unique magnetic signature, which can be used as a ngerprint of the
molecule. In case we did not trap any or too many nanoparticles, we heated up the
cryostat above 150 K and cooled it down again. This enables the surface diusion of
the molecules due to thermal activation and a subsequent retrapping at a dierent
place. This procedure of warming up and cooling down was repeated up to ten times
before changing the sample.

5 | Single-molecule magnet spin-
transistor
One of the major motivations to study single molecule magnets (SMMs) is to design
ultra dense data storage devices, where each bit of information is stored on the
magnetization of a single molecule. However, due to the tiny magnetic moment of
an SMM (few  B) and a size in the order of a nanometer, it is impossible to study
isolated SMMs with standard magnetometers like a micro-squid.
Therefore, we were using a completely new type of detection device  a single-
molecule magnet spin-transistor. It was fabricated using electromigration of a nanowire
at mK temperatures (see section 4.9). In this way, a nanometer sized gap was crafted
between two very clean gold terminals, in which we trapped a single TbPc2 molecule
magnet. An artistic view of the device is shown in Fig. 5.1.1. By studying the elec-
tronic transport through the device as a function of the external magnetic eld, we
are able to read-out the electronic spin state of an isolated single-molecule magnet
and the nuclear spin state of a single terbium ion. The latter will be briey discussed
at the end of this chapter and in more detail in chapters 6 and 7. This chapter will
mainly focus on operation of the spin-transistor and how it can be exploited to study
the electronic spin of a single-molecule magnet. The terminology "spin" when it is
used alone will always refer to the electronic spin.
5.1. Mode of operation
The rst working molecular spin-transistor was fabricated 2012 in our group [26]
and is referred to as sample A. Later on, I fabricated two other devices, which
will be referred to as sample B and C. In order to explain the working principle of
the molecular spin-transistor, we will schematically subdivide the device into three
quantum systems, namely, a nuclear spin qubit, an electronic spin, and a read-out
quantum dot (Fig. 5.1.1(b)).
(I) The nuclear spin qubit emerges from the atomic core of Tb3+ ion. It possesses
a nuclear spin ofI = 3=2 resulting in four dierent qubit states. Due the hyperne
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Figure 5.1.1.: (a) Artist view of the single-molecule magnet spin-transistor. The ligands of
the TbPc are tunnel coupled to the source and drain thus creating a quantum dot, which
can be controlled by a back gate (not shown) underneath. In the center of the molecule is
a Tb ion possessing an electronic spin (orange) and a nuclear spin (green). (b) Simplied
coupling scheme of the spin-transistor. It consists of three quantum systems: a nuclear spin
qubit, an electronic spin and a read-out quantum dot. The nuclear spin is coupled with the
electronic spin via the hyperne interaction. This quantum mechanical link can be used to
map the nuclear spin state onto the electronic spin, which amplies the magnetic signal by
   . Furthermore, the electronic spin is exchange coupled to the read-out quantum dot,
which establishes the detection of the electronic spin and therefore nuclear spin qubit.
interaction and the nuclear quadrupole moment, the degeneracy of the four levels is
lifted, resulting into four unequally spaced levels (for further details see section 3.7).
(II) The electronic spin arises from the terbium's 4f electrons. The intrinsic spin-
orbit coupling and a strong ligand-eld results in an electronic ground state doublet
of      and an easy axis of magnetization perpendicular to the ligand plane.
This means that the electronic spin can be regarded as a two level system with its
eigenstates  and   . The degeneracy of the doublet is lifted by the hyperne
coupling to the nuclear qubit and splits each state into four levels, which are separated
by approximately 2.5 GHz, 3.1 GHz and 3.7 GHz [70]. For further details we refer
to sections 3.5 - 3.7.
(III) The read-out quantum dot is created by the phthalocyanine (Pc) ligands.
Their delocalized• -electron system is tunnel-coupled to the source and drain termi-
nals, thus creating a conductive island. Furthermore, a nite overlap of the• -electron
system with the terbium's 4f wave functions gives rise to an exchange coupling be-
tween the read-out dot and the electronic spin.
Using this device we were able to read-out the electronic spin state of the TbPc .
Due to the exchange coupling between the read-out dot and the electronic spin, a
slight modication in the read-out dot's chemical potential is created depending on
whether the electronic spin points parallel or antiparallel to the external eld. Since
the position of the chemical potential with respect to the source and drain Fermi
levels determines the conductance through the device, the two electronic spin states
can be assigned to two dierent conductance values. Therefore, an electronic spin
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transition from j "i ! j #i or j #i ! j "i results in a conductance jump.
Furthermore, we can use the device to perform a single-shot read-out of the nuclear
spin-qubit state. In contrary to the electronic spin detection, this is a two stage
process, which takes advantage of the coupling between all three quantum systems.
In the rst stage, the nuclear qubit state is mapped onto the electronic spin using
the hyperne interaction. As already pointed in chapter 3, the ligand eld mixes the
two electronic ground states, resulting in an anticrossing ofE ' 1 K close to zero
magnetic eld. Sweeping the magnetic eld slowly enough over such an anticrossing
gives rise to the quantum tunneling of magnetization (QTM), which reverses the
electronic spin according to the Landau-Zener probability. Due to the hyperne
interaction we get four instead of one anticrossing, which makes the magnetic eld
position of the QTM transition nuclear spin dependent(see Fig. 5.7.1(a)). In the
second stage, we read-out the position of the QTM event through a jump in the
read-out dot's conductance and establish in this way the detection of the nuclear
spin-qubit state.
In the following sections, we will show step by step which experiments were conducted
and what conclusions were drawn in order to derive to model explained above.
5.2. Read-out quantum dot
The rst experiments we performed after the electromigration of the nanowire were
low-temperature electronic transport measurements. Those were used to check whether
a nanometer object was trapped inside the nanogap. If so, we expected the object
to behave as a quantum dot coupled to the source and drain terminals, which would
result in the typical single-electron tunneling (SET) characteristics (see chapter 2).
To check for the SET behavior we measured the conductance through the transistor
as a function of the source-drain voltageVds and the gate voltageVg. This way, a two
dimensional map (stability diagram) like in Fig. 5.2.1(a) is obtained, where regions
with high conductance are colored in red and the regions of low conductance are
colored in blue. This stability diagram originated from device B. Fig. 5.2.1(a) shows
only one charge degeneracy point (CDP) within a wide gate voltage window. This
is an indication of a relatively large charging energy, thus, the read-out dot must be
very small. This is consistent with the claim that the quantum dot is created by the
Pc ligands, but does not yet prove our model.
Furthermore, we observed a faint Kondo ridge to the left of the CDP, which indicated
an odd number of electrons on the quantum dot and good coupling of the molecule
to the source and drain terminals. The occurrence of a Kondo peak was observed
in all three devices, indicating that a good coupling to the electrodes is probably a
requirement for a functional molecular spin-transistor. The stability diagrams of the
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other two samples are shown in Fig. 5.2.1(b) and (c) for samples A and C respectively.
They were measured for a smaller•  window in order to protect the devices from
damage.
Figure 5.2.1.: Stability diagram of the read-out quantum dot for sample B (a), sample A
(b) and sample C (c). They were measured by sweeping source-drain voltage•  at dierent
gate voltages•  while monitoring the conductance. They all show single-electron tunneling
and a large Coulomb blockade eect, which was expected from electronic transport through
a single molecule, tunnel-coupled to source and drain electrodes. Furthermore, a Kondo peak
was observed for all devices, indicating a good coupling to the source and drain terminals.
Note that the exotic appearance of the Kondo peak in (c) will be discussed in more detail
in section 5.4.
5.3. Magneto-conductance and anisotropy
A rst test to verify if the quantum dot, presented in the previous section, was
coupled to the magnetic moment of the TbPc molecule, is to study the conductance
through the device as a function of the magnetic eld. Since the magnetic moment
of the terbium double-decker can be reversed with an external magnetic eld, we
expected to see a feature of this magnetization reversal in the electronic transport.
To perform the magneto-conductance measurement, we xed•  at zero Volt and • 
at a value close to the charge degeneracy point. That is where we expected the largest
sensitivity to a magnetization reversal, as a slight variation of the quantum dot's
chemical potential results in a strong modication of the conductance. Afterward,
we swept the external magnetic eld from negative to positive values (trace) and
back again (retrace) while recording the conductance through the quantum dot.
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Figure 5.3.1.: (a) Trace (blue) and retrace (red) magneto-conductance signal of sample B as
a function of H jj . The conductance jumps correspond to the reversal of the electronic spin
carried by the TbPc2 SMM. (b) Two dimensional magneto-conductance signal of sample
B as a function of the external eld recorded with an angular resolution of 0.5 . The
magnetization reversal is shown as a sharp color change. The applied eld to reverse the
magnetization is smallest alongH jj and augments gradually with increasing angle. At an
angle of 90 the magnetic eld is applied in the hard plane and the magnetic moment cannot
be reversed anymore.
As shown in Fig. 5.3.1(a), by sweeping the magnetic eld back and forth, we observed
jumps in the read-out dot's conductance. Moreover, the magneto-conductance sig-
nal was hysteretic, which is the signature of an anisotropic magnetic object. Every
time this object reversed its magnetization the chemical potential of the read-out
dot changed between two distinct values, giving rise to jumps in the conductance.
The amplitude of the jump was about 3 % of the total conductance value and ap-
proximately the same for all three devices.
In order to nd more proofs that those conductance jumps originated from the spin
reversal of the TbPc2 SMM, we investigated the angular dependence of those jumps.
In chapter 3 we pointed out that an isolated TbPc2 molecule possesses a strong mag-
netic anisotropy, with an easy axis of magnetization perpendicular to the phthalocya-
nine plane. It was shown by spin resolved DFT calculations that this anisotropy is
preserved even when the molecule is brought to contact with a metallic surface [102]
and should therefore also be conserved in our spin-transistor conguration.
As it was shown in Fig. 5.3.1(a) the conductance through the read-out dot depends
on the orientation of the electronic spin. While at negativeH jj the spin ground state
is j "i and the excited state is j #i, the Zeeman eect will inverse the energies of
the two states at positive magnetic eld. Therefore the observed conductance jump
during the trace sweep atB  0:2 T in Fig. 5.3.1(a) corresponds to the transition
j "i ! j #i and the jump during the retrace sweep atB   0:2 T to the transition
j #i ! j "i .
We repeated the hysteresis measurement under dierent angles of the magnetic eld,
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and thus scanned the magneto-conductance signal within a plane in the three dimen-
sional vector space. Between two subsequent sweeps, the vector of the magnetic eld
was rotated by 0.5 . Notice that the specic orientation of the plane was chosen prior
to the experiment in order to include the easy axis of magnetization. Subtracting
the retrace signal from the trace signal at each angle resulted in Fig. 5.3.1(b). The
sharp color change from white to red/blue indicates the spin reversal. By looking at
the angular dependence of the reversal it is evident that it becomes harder to ip the
spin, as we turn the magnetic eld from   towards   since only the projection of
the magnetic eld onto   is relevant. This behavior is a direct consequence of the
molecule's magnetic anisotropy and therefore a strong evidence that the magnetic
object is a TbPc SMM.
The easy axis of magnetization is parallel to  , whereas the direction along  is
called hard axis. It lies within the hard plane, which is aligned parallel to the Pc
ligands. Therefore, we can deduce the orientation of the molecule with respect to
the experiment from Fig. 5.3.1(b).
5.4. Exchange Coupling
In the previous section we stated that the origin of the magneto-conductance signal
was due to a coupling between the read-out quantum dot and the molecule's elec-
tronic spin. In this section we are going to determine the strength of the coupling
and discuss the possible origins.
Figure 5.4.1.: (a) The conductance of sample B, at the left side of the charge degeneracy
point, is measured as a function of the source-drain voltage•  and the external magnetic
eld   . It shows the linear evolution of the Kondo peak with respect to the magnetic
eld. The extrapolation of the linear slops shows an intersection at 200 mT, which can be
used to estimate the magnitude of the coupling between the read-out dot and the electronic
spin. (b) Conductance measurement of sample C showing a linear decrease of the Kondo
splitting with increasing magnetic eld amplitude   . This feature is a signature of an
antiferromagnetic coupling of the terbium's electronic spin to the read-out quantum dot.
To estimate the magnitude of the coupling we investigated the evolution of the Kondo
peak of Fig. 5.2.1(a) (sample B) as a function of the bias voltage•  and the applied
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magnetic eld Bz. Fig. 5.4.1(a) shows that the Kondo peak is splitting linearly at a
rate of 223V/T with augmenting B , which is expected for a spin 1/2 and a g-factor
close to two.
By extrapolating the linear slopes at positive magnetic elds to negative elds, we
found an intersection at approximately  210 mT, which is equal to a negative crit-
ical eld Bc (see section 2.4). This is in contrast to the classical spin 1/2 Kondo
eect, where the Bc is always positive and linked to the Kondo temperatureTK via:
2g BBc = kBTK . In order to explain this nding, we used the analog to the under-
screened spin 1 Kondo eect (see section 2.4), where the antiferromagnetic coupling
between the screened spin 1/2 and the electrons in the terminals is weakened by a
ferromagnetic coupling to the unscreened spin 1/2, which decreases the critical eld
from nite values to almost zero Tesla [61]. In our device the negativeBc can be
interpreted as a ferromagnetic coupling between the read-out dot and the terbium's
electronic spin. Due to the larger magnetic moment of9 B, the antiferromagnetic
coupling to the leads is already destroyed at zero bias. To model the magnetic eld
behavior, we modied the above mentioned formula to [26]:
2g BBc = kBTK + a g BJz (5.4.1)
where a is a negative for ferromagnetic coupling. From Fig. 5.4.1(a) we obtained
the full width at half maximum of the Kondo peak at B = 0 T of 56 V. Using
the expressioneV = kBTK , we get an estimated Kondo temperature to 650 mK. By
inserting the Kondo temperature and Bc =  210 mT into Eq. 5.4.1 we extracted a
coupling constant of a =  200 mT, indicating a strong ferromagnetic coupling.
The same experiments were performed on sample C (Fig. 5.4.1(b)) and sample A.
Also in these two samples a splitting of the Kondo peak at zero magnetic eld was
observed. In contrary to sample A and B, sample C shows an antiferromagnetic
coupling to the quantum dot since the splitting decreases for increasingBz (see
Fig. 5.4.1(b)). This behavior was modeled using a positivea in Eq. 5.4.1. Moreover,
it demonstrated that the sign of the coupling constant a must be very sensitive to
local deformations of the molecule, which are dierent from sample to sample. The
coupling strengths of samples A, and C were extracted following the same procedure
as explained above. Tab. 5.1 summarizes the three dierent values.
sample A B C
a -300 mT -200 mT +1.66 T
Table 5.1.: Summary of the extracted coupling strengths of the electronic spin to the
read-out quantum dot.
The modulus of the coupling is very large in all three samples, which makes the
exchange interaction the most likely candidate. It has been demonstrated that it can
attain values up to 7 T for a nitrogen atom inside a C60 [103] and it was presented
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that the TbPc 2 molecule shows an antiferromagnetic super-exchange coupling when
deposited on a ferromagnetic surface [104].
Moreover, by considering the magnetic moment of the terbium (9 B) and the average
distance between the terbium ion and the electron on the phthalocyanine (0.7 nm),
we can estimate the dipole-dipole interaction to be about 50 mT, which is smaller
than the measured interaction and not sucient to explain the coupling strength.
Yet, the exchange coupling is only possible if the read-out quantum dot and the
terbium ion are geometrically very close to each other. This supports the assumption
that the read-out quantum dot is created by the phthalocyanine ligands. Note that
adding one electron to the read-out dot will not aect the charge state of the Tb ion,
since this would require an oxidation or reduction of the terbium. It was shown by
Zhu et al. [105] that up to the fth reduction and second oxidation of the molecule,
electrons are only added to the organic ligands of the double-decker, leaving the
charge state and therefore the magnetic properties of the terbium ion untouched.
5.5. 2D magneto-conductance of the read-out dot
After having quantied the strength of the coupling between the read-out quantum
dot and the electronic spin, we now investigate the magneto-conductance signal along
two dierent directions. Using sample A, we measured the conductance through the
read-out dot as a function of the magnetic eld H? perpendicular to the easy axis
of the TbPc2 at four dierent parallel elds H jj and vice versa (Fig. 5.5.1).
In order to assign the electronic spin state to a certain conductance value, we tted
the data to the empirical formula
g(B jj ; B t ) =   jB t   B jj  = 2j + g0 (5.5.1)
with  = 1:38  10 7 S/T,  =  1:8,  = 0:25 T and g0 = 1:307  10 6 S. The
t to the spin-up conductance is depicted in blue, whereas the t to the spin-down
conductance was colored in red in Fig. 5.5.1. We observed that the dierence between
the two conductance values is constant over a large range in magnetic eld but goes
to zero at a particular combination of H jj and H? . To get a better visualization
of this eect we simulated the two dimensional conductance map using Eq. 5.5.1
and the parameters extracted from the ts (see Fig. 5.5.2(a)). In the red area,
the conductance was larger when the spin pointed up, whereas in the blue area,
the conductance was larger when the spin pointed down. A remarkable feature is,
however, the white stripe, indicating that the two conductance values were equal.
To get a deeper understanding of the origin of the magneto-conductance signal we
used a semi-classical model to describe the read-out dot's chemical potential. We
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Figure 5.5.1.: Magneto-conductance signal of sample A as a function of the transverse
eld   at four dierent parallel elds   (a-d) and vice versa (e-f). The red curve is an
empirical t to the spin-down conductance and the blue curve to the spin-up conductance.
Figure 5.5.2.: (a) Fitted dierence between the spin-down and spin-up conductance as
function of the magnetic eld parallel ( ) and transverse ( ) to the easy axis of the TbPc .
(b) Zeeman energy dierence of the read-out quantum dot with respect to the electronic spin
up or down state, calculated using Eq. 5.5.3 and   mT. The qualitative agreement
of the two plots shows that the magneto-conductance signal can be explained by a change
of the read-out dot's Zeeman splitting   with respect to the electronic spin state of the
terbium ion.
assumed that the read-out quantum dot possesses a spin , which is exchange coupled
to the electronic spin  through  . The Hamiltonian of the read-out dot exposed
to an external magnetic eld   is given by:
  •       •  

  

• 

(5.5.2)
with • the g-factor of the quantum dot and   the Bohr magneton. In the semi-
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classical approachJ is no longer an operator but a vector with Jz = 6~ and
max(J x) = max(J y) =
p
7~. A magnetization reversal of the electronic spin was
modeled by changingJx !  J x, Jy !  J y, Jz !  J z. Like in the experiment the
external magnetic eld was simulated to be in the y-z plane with B = (0; B t ; B jj ).
The Hamiltonian of the quantum dot is now written as:
H = g B

Sy

B? 
aJy
g B

+ Sz

B jj 
aJz
g B

(5.5.3)
with Sy and Sz being the appropriate spin matrices for the spinS and the  sign
indicating the two dierent spin directions j "i and j #i . Assuming S = 1=2 we
can diagonalize the Hamiltonian for each electronic spin direction individually and
calculate the dierence of the Zeeman splittingsE Z(j "i)   E Z(j #i). Doing this
at dierent B jj and B? resulted in Fig. 5.5.2(b). The two plots in Fig. 5.5.2 show a
good qualitative agreement, especially the white region of zero sensitivity as well as
the angle with respect toB jj is very well reproduced. It shows that the origin of the
magneto-conductance signal can be explained by a shift of the quantum dot's Zeeman
splitting depending on whether the electronic spin points parallel or antiparallel to
the external eld.
5.6. Electronic spin relaxation
After having explained the coupling of the read-out quantum dot to the electronic
spin, we now focus on the electronic spin only. In this section we investigate the
relaxation behavior of the electronic spin at large magnetic elds.
From Fig. 5.3.1 we can already see that the spin relaxation at large magnetic elds
is not exactly determined by the projection onH jj , which origins from the stochastic
nature of the inelastic spin reversal. It requires an energy exchange with the thermal
bath and the creation of a phonon.
In the case of an isolated terbium double-decker the energy exchange is mediated
by the ligand eld. In order to quantify this eect, we will use a model taken from
Abragam and Bleaney [63].
Therein, we assume a two-level spin-system whose energies are separated by~! and
which is in contact with a phonon bath of temperature T. Then, the transition rates
between state j1i and j2i are given by the Einstein coecients of absorption and
emission:
w1! 2 = B ph; (5.6.1)
w2! 1 = A + B ph = B phexp

~!
kBT

(5.6.2)
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where ph is the phonon density,B the coecient of stimulated emission or absorption
and A the coecient of spontaneous emission. If the spin-system is out of thermal
equilibrium, it will return to it in a characteristic time  :
1

= w1! 2 + w2! 1 (5.6.3)
which under substitution of Eqs. 5.6.1 and 5.6.2 results in:
1

= B ph

exp

~!
kB T

+ 1

(5.6.4)
The phonon density of a three dimensional crystal is given as:
 ph =
3
2 2
! 2
v2| {z }
density of states
~!
exp

~!
kB T

  1
| {z }
average phonon energy
(5.6.5)
Hence, inserting this expression into Eq. 5.6.4 gives:
1

=
3~! 3
2 2v3
B coth

~!
2kB T

(5.6.6)
The lattice vibrations couple not directly to the terbium ion, instead they modulate
the ligand eld. To take this indirect interaction into account we develop the ligand
eld in powers of strain [106]:
V = V (0) + V (1) +  2V (2) + ::: (5.6.7)
where the rst term on the right is just a static term and the second and third
term correspond to rst and second order corrections respectively. Applying Fermi's
golden rule:
wi!j =
2
~2


hij H (1) jj i



2
f (! ) (5.6.8)
where H (1) is the rst order perturbation Hamiltonian and f (! ) the normalized
line-shape function. Inserting 2v 2 2 =  phd! and integrating over all frequencies
results in wi! j = 2~2
 ph
2v 2 . When we compare this expression with Eq. 5.6.1, we get
B = 2 ~v 2

V (1)

2, with  being the density of the material. Hence, using Eq. 5.6.6
we get:
1

=
3
2 ~v 5


V (1)



2
! 3 coth

~!
2kB T

(5.6.9)
In the case of TbPc2, the energy dierence between the two spin states is~! =
g B m j  0H jj . Furthermore, if ~!  2kBT the hyperbolic cotangent is close to
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unity and the characteristic relaxation times is proportional to ( 0H jj )3:
1

/  ( 0H jj )
3 (5.6.10)
Figure 5.6.1.: (a) The solid lines represent the relaxation probability Pdirect as a function
of the waiting time t at dierent magnetic elds H0, which are indicated in the legend. The
dashed lines are a t to Pdirect = 1   exp(t= ). (b) Characteristic relaxation time  extracted
from the ts of (a) as a function of H0.
In order to verify if this model is correct within the limit of an isolated molecule,
we performed the following experiment. We prepared the spin in its ground state
by applying a large negative magnetic eld of  0H jj =  600 mT. Afterward, we
initialized the spin in its excited state by sweeping the magnetic eld at 50 mT/s
to + 0H0, which was ranging from 200 mT to 400 mT. If a magnetization reversal
occurred before reaching+ 0H0, the initialization was repeated. If, however, the
spin was properly initialized in its excited stated, we recorded the time necessary
to relax back into its ground state. We repeated this procedure 100 times at each
H0 and plotted the waiting times in a normalized histogram. Integrating the latter
led to the extraction of the relaxation probability Pdirect as a function of the waiting
time t (see Fig. 5.6.1(a)). Subsequently each curve was tted to the functionPdirect =
1   exp(t= ) in order to obtain the characteristic relaxation time  at each H0. By
plotting every  as a function of ( 0H0)  3 , a straight line can be t to the data.
This experiment is another evidence that the observed conductance jumps were in-
deed due to the relaxation of the electronic spin. Furthermore, the single electronic-
spin quantum-system is coupled to the ligand eld, which makes it behave as a
classical two level system.
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5.7. Quantum tunneling of magnetization
In the previous section, the relaxation of the magnetic moment of a single TbPc2
due to a direct transition was discussed. However, the quantum nature of single
molecule magnets allows for a second type of spin reversal, which is called quantum
tunneling of magnetization (QTM). It was rst discovered by Friedman and Thomas
in 1996 [19, 20] as they measured the hysteresis loop of a Mn12 SMM. Henceforward,
it has been extensively studied by dierent groups on clusters or arrays of single
molecule magnets [107, 108]. Nevertheless, measuring the phenomenon on an single
molecule level is quite exclusive and was rst presented in 2013 using a TbPc2 spin
valve coupled to a carbon nanotube [47].
Before explaining the experiment, we want to recall the Zeeman diagram of the TbPc2
electronic ground state doublet (see Fig. 5.7.1(a)). It shows that each electronic
state was split into four levels due to the hyperne coupling. All lines with the
same slope correspond to the same electronic spin state and all lines with the same
color correspond to the same nuclear qubit state. Our main focus is directed on the
avoided level crossings, highlighted by colored rectangles. They were induced due
to o-diagonal terms in the ligand eld Hamiltonian and mix the electronic spin-up
j "i and spin-down j #i state (see section 3.6). However, the horizontal separation
of the anticrossings is determined by the hyperne coupling between the terbium's
electronic and nuclear spin.
By applying an external magnetic eld parallel to the easy axis of the molecule, we
move along the lines of the Zeeman diagram. Every time we pass by one of those
anticrossings, the molecule's electronic spin is able to reverse due to a process which
is referred to as the quantum tunneling of magnetization (QTM). The probability of
the reversalPLZ is given by the Landau-Zener (LZ) formula [73, 74] :
PLZ = 1   exp

 
  2
2~gJm J 0dH jj =dt

: (5.7.1)
Since this process is only allowed in the close vicinity of the anticrossing, the elec-
tronic spin can tunnel only at four distinct magnetic elds (see Fig. 5.7.1). Therefore,
the detection of the four QTM transitions would be the nal evidence that the mag-
netic object, which is coupled to the quantum dot, is without a doubt a single TbPc2
SMM.
In order to nd experimental evidence of this process, we biased the spin-transistor
at Vds = 0 and set Vg to a value in the vicinity of the charge degeneracy point.
Afterward, the external magnetic eld was swept from -60 mT to 60 mT and back
while measuring the conductance through the quantum dot. The recorded magneto-
conductance signal of four selected sweeps is depicted in Fig. 5.7.1(b). It shows
conductance jumps at four dierent magnetic elds with an amplitude of 3 % of the
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Figure 5.7.1.: (a) Zeeman diagram of the TbPc molecular magnet, focusing on the isolated
electronic spin ground state doublet    , as a function of the external magnetic eld
  parallel to the easy-axis of magnetization. Both electronic spin states  and   are
split into four energy levels due to a strong hyperne interaction with the Tb nuclear spin.
The ligand eld induces o-diagonal terms in the spin Hamiltonian leading to avoided level
crossings (colored rectangles and inset), where quantum tunneling of magnetization (QTM)
is allowed. Note that for each QTM event the nuclear spin is preserved. Therefore, the
positions in magnetic eld   , where the electronic spin reversal happens, yields the nuclear
spin states    ,    ,     or     . (b) Magneto-conductance measurement
of the read-out quantum dot. The electronic spin reversal results in a conductance jump
of about 3% of the signal. (c) Histogram of all recorded conductance jumps measures on
sample C. Is shows four nonoverlapping peaks originating from the QTM transitions at the
avoided level crossings. They are used as a ngerprint to identify the TbPc single molecule
magnet and establish the read-out of a single nuclear spin since they link the magnetic eld
of the conductance jump to each nuclear qubit state. (d) Histogram similar to (c) measured
on sample A.
total conductance. The change from one conductance value to another originated
from the electronic spin reversal. To demonstrate that these reversals were caused by
a QTM transition, we recorded the magneto-conductance signal for several thousand
sweeps. For each electronic spin reversal, we determined the magnetic eld of the
resulting conductance jump. By plotting the positions of all detected jumps in a
histogram we obtained Fig. 5.7.1(c) and (d) for samples A and C respectively. More
details on the data analysis are given in section 6.1. We observed four nonoverlapping
peaks, whose maxima coincide with the magnetic eld of the four anticrossings, which
is a direct evidence that the magnetic object coupled to the read-out quantum dot
is a single terbium double-decker SMM. Moreover, the experiment establishes the
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electronic detection of the nuclear spin qubit since the position of each conductance
jump becomes nuclear spin dependent.
In the following we present the tunnel probability PQTM as a function of the sweep
rate dH jj =dt using sample A and C. Focusing on the QTM probability averaged by
the four anticrossings, we swept the magnetic eld back and forth from -60 mT to
+60 mT. Moreover, by limiting the magnetic eld amplitude to 60 mT we could also
suppress direct transitions whose characteristic time was extrapolated to 53 minutes
at this eld using Fig. 5.6.1(b). For each measurement, we checked for a conductance
jump indicating the QTM of the spin. By repeating this protocol 100 and 1000 times
for each sweep rate and counting the amount of the detected QTM transitions, we
were able to extract the tunnel probability PQTM as function of dH jj =dt for samples
A and C, respectively (see Fig. 5.7.2).
Figure 5.7.2.: Probability of observing a quantum tunneling of magnetization PQTM of a
single spin as a function of the magnetic eld sweep rate 0dH=dt for sample A (a) and C (b).
The experimental results (red dots) were tted to the function PQTM = 1   A exp(B=dH jj =dt).
The results show an exponential increase of the tunnel probability with decreasing
sweep rate. Fitting the data to the function P = 1   A exp(B=dH jj =dt) enabled us to
extract a tunnel splitting of  = 0:34 K for sample A and  = 0:8 K for sample
C. Both values are close to the value of 1K determined by Ishikawa et al. [70].
However, there is a striking deviation from Eq. 5.7.1, the tunnel probability PQTM
appears to converge to 50% at high sweep rates for both samples. This implies that
there must be a second process, dierent from the QTM, causing a reversal.
In order to learn more about the additional transition, we determined the correlation
between subsequent measurements. Since the tunnel process is a random event, its
correlation will vanish leaving only the additional transition for the analysis. To
calculate the autocorrelation function Cn we applied the following algorithm. A
spin reversal in measurementi was saved asx i = 1 and no spin reversal resulted in
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x i =  1. Subsequently the autocorrelation function was determined as
Cn =
P N  n
i=0 (x i   x)(x i+n   x)q P N  n
i=0 (x i   x)
2
q P N
i=n (x i   x)
2
(5.7.2)
with N being the total number of measurements andx mean value. Fig. 5.7.3 shows
the result of this calculation up to n = 1000. In order to be truly random, the corre-
lation function must be below the 2=
p
N limit (red-dotted line), which corresponds
to the 95% delity of a random event. Since this is true, apart from some exceptions,
we concluded that the additional reversal process is a random event as well and has
no magnetic origin.
Figure 5.7.3.: The autocorrelation function Cn between QTM events, which were separated
by n measurement (black line) and the 95% delity threshold indicating the randomness of
the autocorrelation function (red dotted line). Since Cn is most of the time below the
threshold we could reason that QTM transitions happened at random, as expected from a
quantum tunneling process.
In the following we studied the number of transitions as a function of the source-drain
oset voltage in order to analyze if additional spin reversals might be activated by
the tunnel current. Therefore, we swept the magnetic eld back and forth between
-60 mT to 60 mT at 50 mT/s while gradually increasing the source-drain voltage.
Every spin reversal recorded during this measurement is marked as a black point in
Fig. 5.7.4(a). It illustrates that the four peaks, corresponding to the four dierent
nuclear spin states, were broadened with increasing bias voltage, and the appearance
of additional noise in between the peaks was observed. Increasing the oset above
350 V led to total loss of the signal. Dividing Fig. 5.7.4(a) into ten intervals of
40 V (corresponding to 800 measurements), and integrating the number of reversals
in each interval, yielded Fig. 5.7.4(b). It shows a continuous increase of spin reversals
with augmenting bias, which demonstrates the activation of the spin reversal due to
the tunnel current. We suppose that the mechanism is similar to the one presented
by Heinrich et. al [109], where tunnel electrons having an energy larger than the
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Figure 5.7.4.: (a)Electronic spin reversal as a function of the magnetic eld  and the o-
set bias voltage•  . (b) Integrated number of spin reversals of (a) for intervals of 800 sweeps.
The steady increase of reversals with augmenting•  demonstrated the an activation of the
reversal due to the tunnel current and is assumed to be the reason of the oset of the QTM
probability. (c) Dierence between a histogram of 1000 measurements taken at 300V oset
and zero oset. The perceptibility of the four peaks shows that the activation probability is
inverse proportional to the level splitting between up and down and therefore larges in the
vicinity of the anticrossing.
Zeeman splitting of a manganese atom are able to ip its spin. The dierence in our
case, is that the 4f electrons of the Tb are not directly exposed to the tunnel current
as it is the case of the 3d electrons in the manganese. Therefore, we belief that the
eect is less pronounced and thus less ecient.
To nd out more about the activation probability, we subtracted a histogram of
1000 measurements at 300V oset from a histogram acquired at zero oset (see
Fig. 5.7.4(c)). The result still exhibits four peaks, albeit broadened, which suggests
that the activated spin reversal had a higher probability in the vicinity of the four
avoided level crossings and therefore at smaller energy gaps.
Using this results, we can explain the convergence of the QTM probability to 50%.
In order to obtain a decent signal to noise ratio, lock-in amplitudes of 250V were
necessary. From Fig. 5.7.4(a) we see that those amplitudes are already sucient to
activate the spin reversal around the avoided level crossing. This, in turn, would
lead to additional transitions at each avoided level crossing, which resemble QTM
events. A denite answer, however, requires theoretical modeling and is left as a
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future project.
5.8. Summary
In this chapter we were able to show that an single TbPc2 molecular magnet was
trapped in between two gold contacts, allowing for the electronic read-out of the
molecule's spin via a quantum dot. A close investigation of the coupling between
the spin and the read-out quantum dot suggested that the latter was created by the
organic ligands of the molecule. We presented a schematic model, which was able to
describe the mode of operation of a single-molecule magnet spin-transistor, i.e., the
read-out of the electronic spin. Furthermore, we presented a study of the electronic
spin relaxation at large magnetic elds (B > 200 mT) and could extract a eld
dependent relaxation time  (B jj ) = 0 :7( 0H jj )  3 T3s. In the end, we investigated
the quantum tunneling of magnetization of the electronic spin. From the experiments
we extracted a tunnel splitting of 0.34K and 0.8 K for samples A and C, which was
in the same order of magnitude as the theoretical values given by Ishikawaet al. [70].
Moreover, we were able to identify the four individual QTM transitions, which is the
strongest evidence that nano-object under investigation was as single TbPc2 SMM.
In the next chapter we will use those transitions to perform a time-resolved read-out
of the nuclear qubit state.
6 | Nuclear spin dynamics - T 1
The detection and manipulation of nuclear spins has become an important multi-
disciplinary tool in science, reaching from analytic chemistry, molecular biology, to
medical imaging and are some of the reasons for a steady drive towards new nuclear
spin based technologies. In this context, recent breakthroughs in addressing isolated
nuclear spins opened up a new path towards nuclear spin based quantum informa-
tion processing [110, 45, 26, 46]. Indeed, the tiny magnetic moment of a nuclear
spin is well protected from the environment, which makes it an interesting candidate
for storage of quantum information [50, 111]. On this account, we are going to in-
vestigate an isolated nuclear spin using a single-molecule magnet spin-transistor in
regard to its read-out delity and lifetime, which are important gures of merits for
quantum information storage and retrieval.
6.1. Signal Analysis
The experimental results in this chapter were obtained via electrical transport mea-
surements through a three terminal single-molecule magnet spin-transistor and by
using two dierent samples to demonstrate the reproducibility of the data. The spin-
transistors were placed into a dilution refrigerator with a base temperature of 150
mK for sample A and 40 mK for sample C. Each device was surrounded by a home-
made three-dimensional vector magnet and biased atVds = 0 V. The gate voltage
Vg was adjusted in order to shift the chemical potential of the read-out dot slightly
above or below the source-drain Fermi level, resulting in the highest sensitivity of
the device.
From section 5.1, we know that the conductance of the read-out dot at givenVds
and Vg depends on the direction of the electronic spin. By sweeping the external
magnetic eld parallel to the easy axis of the TbPc2, we induced reversals of the
terbium's electronic spin at the four avoided level crossings due to a quantum tun-
neling of magnetization (QTM). These reversal result in jumps of the read-out dot's
conductance. Since the magnetic eld of the QTM transition is nuclear spin depen-
dent, each conductance jump can be assigned to the nuclear spin qubit state. In the
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following, we will describe the data treatment in order to automatize the read-out
process and explain in detail how we measured the lifetime  of a single nuclear
spin.
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Figure 6.1.1.: (a) Raw data showing four measurements with a spin reversal (blue, green,
red, and black curve) and one measurement without a spin reversal (purple curve). The
conductance jump was induced by a shift of the read-out dot's chemical potential due to
the exchange coupling to the electronic spin. (b) Filtered signal of (a), which is similar
to a smoothed rst derivative. Data including a reversal are transformed into peaks whose
maxima indicate the respective jump position, whereas sweeps without a reversal are strongly
suppressed. (c) Histogram of the maximum amplitudes of all ltered sweeps. Measurements
without a spin reversal (left peak) can be separated from measurements containing a reversal
(right peak) by a threshold (yellow rectangle). (d) Histogram of the jump positions of 75000
measurement whose ltered maxima were within the yellow rectangle of (c). The four peaks
originate from conductance jumps in the vicinity of the four anticrossings and allow for the
unambiguous attribution of each detected conductance jump to a nuclear spin qubit state.
The plot was generated using sample C, notice that sample A shows identical characteristics
(compare Fig. 6.4.4(a)).
Fig. 6.1.1(a) displays the raw data of ve dierent measurements, including four
sweeps where the electronic spin reversed due to a QTM transition and one sweep
without a reversal. The conductance jump was evoked by a shift of the read-out
dot's chemical potential due to the exchange coupling to the terbium's electronic
spin (see chapter 5).
In order to read-out the nuclear spin state, we had to analyze if, and where a con-
ductance jump occurred during the magnetic eld sweep. Therefore, the raw data
were passed through a lter, which computed the rst derivative with an adjustable
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smoothing overN data points. The output of the ltered signals from Fig. 6.1.1(a)
are displayed in Fig. 6.1.1(b). The signal, which did not show a jump, is strongly
suppressed by the lter. However, the sweeps, which contained a conductance jump,
are transformed into peaks, whose maxima indicated at which magnetic eld the
jumps occurred.
To obtain a good statistical average, we measured the conductance signal of 75000
magnetic eld sweeps. Plotting the maximum amplitudes of all ltered data in a
histogram gave rise to Fig. 6.1.1(c). It shows that the jump amplitudes are divided
into two distinct peaks, separated by more than two orders of magnitude. The left
peak, corresponding to small amplitudes, originates from all measurements without
a reversal; whereas the right peak, corresponding to large amplitudes, nds its origin
in sweeps including a spin reversal. To sort out the measurements with spin reversals
from the rest of the data we dened a threshold indicated by the yellow rectangle. If
the maximum amplitude of the ltered signal lied within this rectangle, the sweep was
considered to contain a QTM transition and the position of the jump was stored in an
array. Subtracting the inductive eld delay of the coils from the jump positions and
plotting them into a histogram results in Fig. 6.1.1(d). It shows that the conductance
jumps happened almost exclusively in the vicinity of the four avoided level crossings,
corresponding to the four nuclear spin states. Hence, we can unambiguously assign a
nuclear qubit state to each detected jump. The width of the four peaks is determined
by the lock-in time constant and the electronic noise of the setup, which leads to
a broadening much larger than the intrinsic linewidth. The error induced by our
nuclear spin read-out procedure is mainly due to inelastic electronic spin reversals
(grey data point in Fig. 6.1.1), which were misinterpreted as QTM events and is
estimated to be less than 5% for sample A and less than 4% for sample C.
6.2. Relaxation time T1 and read-out delity F
After being able to read out the state of an isolated nuclear spin qubit, we are going
now one step further by recording the real-time trajectory of an isolated nuclear spin.
Using sample A, we present measurements, obtained by sweeping the magnetic eld
up and down between60 mT at 48 mT/s (2.5 s per sweep), while recording the
conductance through the read-out quantum dot (see Fig. 6.2.1(a)). As explained in
section 6.1, we can assign each conductance jump to a certain nuclear spin qubit
state and, due to the xed frequency of the magnetic eld ramp, to a certain time
(see Fig. 6.2.1(b)).
By sweeping the magnetic eld faster than the relaxation time, we obtained a real-
time image of the nuclear spin trajectory. The rst 2000 s of this trajectory are shown
in Fig. 6.2.2. The grey dots illustrate the position of the recorded conductance jumps.
If the jump occurred within a window of 7 mT around the avoided level crossing
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Figure 6.2.1.: Protocol to measure the nuclear spin trajectory. (a) The magnetic eld  
is swept up and down between  mT at a constant rate of 48 mT/s, corresponding to
2.5 s per sweep. (b) Each detected conductance jump can therefore be assigned to a certain
nuclear spin state at a certain time •.
(indicated by colored bars), it was assigned to the corresponding nuclear spin state.
If, however, a jump was recorded outside this window, the measurement was rejected.
The black line shows the assigned time evolution of the nuclear spin state.
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Figure 6.2.2.: First 2000 s of the nuclear spin trajectory measured using sample A. The
grey dots illustrate the recorded conductance jump. If the jump was found inside a window
of  7 mT (colored stripes) around one of four peaks of Fig. 6.1.1(d) it was assigned to the
corresponding nuclear spin state, otherwise the measurement was rejected. Using this data
analysis results in the single nuclear spin trajectory, shown as a black line.
Fig. 6.2.3(a) shows a magnied region of the nuclear spin trajectory including 170 s
of data. In order to access the nuclear spin relaxation time  , we performed a bit by
bit post-processing of this data. Therefore, we extracted the dierent dwell times,
i.e. the time the nuclear spin remained in a certain state before going into another
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state. Plotting these dwell times for each nuclear spin state in separate renormalized
histograms yielded the black data points of Fig. 6.2.3(b)-(e).
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Figure 6.2.3.: (a) Zoom of the nuclear spin trajectory (black curve), which was obtained
from the detected conductance jumps (grey dots). Every time the nuclear spin qubit changes
over to a new state, we determined the dwell time in this state (black numbers). (b-e)
Plotting the dwell times for each nuclear spin state in separate histograms led to the black
data points. A further tting to the exponential function    -   •   (red dotted line)
yielded the relaxations times   for each nuclear spin qubit state of sample A. (f-i) The
relaxation times   for sample C are obtained analog to sample A.
A further tting to an exponential function    -   •   gave the nuclear spin
dependent relaxation times    s for      and     s for      for
sample A. The perfect exponential decay indicated that no memory eect is present
in the system. Furthermore, the obtained lifetimes were an order of magnitude larger
than the measurement interval, which denotes that the same quantum state could
be measured multiple times without being destroyed by the measurement process.
Such a detection scheme is referred to as a quantum nondemolition (QND) read-out.
Instead of demolishing the quantum system, it will only project the system onto one
of its eigenstates [112]. Notice that superposition states will be destroyed by this
projection.
Usually the Hamiltonian of the entire system can be written as       
 
 , with   being the Hamiltonian of the quantum system under study,   the
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Hamiltonian of measurement system andH I the interaction Hamiltonian between the
two systems. In order to perform a real QND measurement, it has been shown that
the commutator between the measured variableq and the interaction Hamiltonian
must be zero: [q; HI] = 0 [112, 113]. In our experiment the measurement variable is
I z and the interaction is described by the hyperne Hamiltonian Hhf = AIJ . The
latter possesses terms ofA=2(I + J  + I   J+ ), which do not commute with I z. This
can be seen as a deviation of the ideal QND measurement. However, the Hamiltonian
A=2(I + J  + I   J+ ), accounting for ip-op processes of the nuclear and the electronic
spin represents only a weak perturbation, as it would cause additional tunnel events
at all crossings in Fig. 5.7.1(a), not marked by colored rectangles. Since Fig. 5.7.1(c)
shows only four peaks, it demonstrates that the perturbation is negligible and the
deviation from an ideal QND measurement must be small. An important point to
notice is that performing a QND measurement is equivalent to initialize the nuclear
spin in the measured state.
The read-out delities F are obtained by calculating the probability to stay in a
certain nuclear spin qubit state during the time necessary to measure it. Due to
the QTM probability of 51.5%, two subsequent measurements were separated by
 5 s in average resulting in delities of F (m I = 3=2)  exp( 5 s=25:2 s)  82%
and F (m I = 1=2)  exp( 5 s=13:2 s)  69% for sample A. By repeating this
measurement on sample C (see Fig. 6.2.3(f-i)), we obtained values ofT1  17 s for
mI = 1=2 and T1  34 s for mI = 3=2, which are comparable to sample A and
shows the high reproducibility of the experiment and the excellent isolation of the
nuclear spin in molecular spin-transistor devices, which is promising for future device
architectures.
Due to a new vector magnet (see section 4.3), which was designed for larger sweep
rates (> 200 mT/s), the measurement interval for the experiments with sample C
could be reduced to 1.2 s. Given the rather identical QTM probability of 52% for
sample C, two subsequent measurements are separated by 2.31 s in average, leading
to delities of F (m I = 3=2)  exp( 2:31 s=34 s)  93% and F (m I = 1=2) 
exp( 2:3 s =17 s) 87%. These values are comparable to delities given by Robledo
et al. [114] who measured a single nuclear spin of a nitrogen vacancy center.
The limitation of our read-out delity comes from the currently rather slow detection
rate of 0.5 measurements per second with respect to experiments on other nuclear
spin qubits, which make use of the much faster electron spin resonance (ESR). Since
the magnetic eld cannot be stabilized at one of the anticrossing in the Zeeman
diagram, j + 6i and j   6i remains the only available basis and therefore ipping the
electronic spin of the TbPc2 involves am J = 12. This makes the ESR process highly
improbable for this system. Nevertheless, we tried to ip the electronic spin sending
microwaves with the transition frequencymI =  1=2  ! mI = 1=2, while sweeping
the magnetic eld around 0 mT. However, the expected additional transition at
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B = 0 T was not observed so far. Another possibly to perform the ESR measurements
is to use the transition mJ = 6 ! mJ = 5. Unfortunately, the transition frequency
of around 12 THz is hard to access, and our coaxial cables are not suited to guide
such high frequencies.
A mid term solution would be to design special vector magnets consisting of two
types of coils: larger vector magnets similar to the ones presented in chapter 4,
to generate the static magnetic eld and very small coils, used to generate high
frequency magnetic eld ramps. In this way the detection rate could be speed up
by a factor of 10 to 100. The long term approach, however, is to nd SMMs having
a strong hyperne coupling and allowing for electronic spin transitionsm J = 1.
In an easily accessible frequency range [2 GHz! 10 GHz], these SMMs would be
perfect candidates for ESR detection implementation. The resulting speed up in
measurement time by 2 orders of magnitude could lead to delities close to 1.
6.3. Quantum Monte Carlo simulations
In order to perform a more quantitative analysis of the nuclear spin lifetime and
the involved relaxation process we wanted to make use of computational techniques.
However, to do a proper quantum mechanical simulation we needed to include the
coupling of the nuclear spin to a thermal bath, which requires methods that go be-
yond the usual solution of the Schrödinger equation. There are currently two widely
used approaches to simulate such quantum trajectories. In the usual approach the
master equation is written for a reduced density matrix  A [115]. It computes the
ensemble average of the time evolution of A . An equivalent approach is the so-called
Monte Carlo wavefunction method [116, 117, 118], which calculates the stochastic
evolution of the atomic wavefunction using a quantum Monte Carlo (QMC) algo-
rithm. It can be shown that the ensemble average of the master equation is analogue
to the time average of the QMC technique. However, the latter could be adapted
more easily to our experimental conditions and was therefore our method of choice.
The following algorithm was developed in cooperation with Markus Holzmann from
the LPMCC in Grenoble.
6.3.1. Algorithm
In the following we are briey discussing the Monte Carlo wavefunction algorithm.
Notice that the complete QMC code is shown in appendix C.
Suppose the wave function of the isolated systemj	i is entirely described by the
Hamiltonian H0, and all the inuence of the environment on the time evolution of
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the system can be described in terms of a non-Hermitian operatorH1:
H1 =  
i~
2
X
m
Cym Cm (6.3.1)
whereCm (C
y
m ) is an arbitrary relaxation (excitation) operator. In the following, we
assume that the environment can be modeled as a bosonic bath. Furthermore, we
allow only transitions of the nuclear spin, which obeyjmj = 1, as expected from
the nuclear spin transition. Thus, we get only two contributions in the Hamiltonian
H1, namely:
C i;j1 =
q
  i;j (1 + n(! i;j ; T))  i;j +1 (6.3.2)
which accounts for relaxations between the statei and j , and
C i;j2 =
q
  i;j (n(! i;j ; T))  i+1;j (6.3.3)
which accounts for excitations between the statei and j in terms of their energy
dierences ! i;j and relaxation rates   i;j . Notice, both are symmetric in i , j and
! i;j = j! i   ! j j. Both, C1 and C2 have the dimension1=
p
time. The function
n(!; T ) =

1 + exp(~!kB T )
  1
is the Bose-Einstein distribution, which takes the
density of the bosonic bath into account; and(  0;1,   1;2, and  2;3) are the state
dependent transition rates, with 0, 1, 2 and 3 being the ground state, rst, second,
and third excited state. The eective Hamiltonian is the sum of H0 and H1
H = H0  
i~
2
2X
m=1
Cym Cm (6.3.4)
Notice that H1 is non-Hermitian, since its eigenvalues are imaginary. To obtain the
nuclear spin trajectory, we have to calculate the time evolution of the wavefunction,
which is done in the following three steps.
Step I
In the rst step we calculate the wavefunction after a small time stept. Therefore,
we make use of the classical Schrödinger equation.
d~	
t
=  
i
~
(H 0 + H1)	
~	(t + t) = exp

 
i
~
H1t

exp

 
i
~
H0t

	(t)
6.3 Quantum Monte Carlo simulations 93
Here, we have neglected an error oft 2, in which case H0 and H1 are not com-
muting. Furthermore, we choset in a way that

 i
~H1t

  1. Thus, the term
exp(  i~H1t) can be written in a rst order Taylor series expansionexp( 
i
~H1t) t
1   i~H1t. Since we are only interested in the amplitude of the wavefunction, the
term exp
 
  i~H0t

will be neglected in the following. It adds only a phase term to
the wavefunction and can be reintroduced at any point in the calculation if necessary.
Hence, the amplitude of the wavefunction after a time stept is:
~	(t + t) =

1  
i
~
H1t

	(t) (6.3.5)
Step II
In the second step we calculate the transition probability from one state to another.
As mentioned before the HamiltonianH1 is non-Hermetian and therefore the wave-
function is not normalized. Up to an error of t 2 we can write:
h~	(t + t)j ~	(t + t)i = h	(t)j1  
i
~
t(H 1 + H y) + O(t 2)j	(t)i
= 1   p (6.3.6)
with
p =
i
~
t h	(t)j

H1   H
y
1

j	(t)i (6.3.7)
Since Eq. 6.3.6 is only a rst order approximation, we have to adjustt to assure
that p  1. Moreover the term p can be written as the sum of the relaxation and
excitation probability: p = p rel + p exc, because we have only allowed those two
transitions in our model, where
p rel = t h	(t)j

Cy1C1

j	(t)i
p exc = t h	(t)j

Cy2C2

j	(t)i
Step III
In the third step we will account for the random evolution of the wavefunction, which
will introduce the nonreversibility of a transition. At this point the wavefunction is
at a bifurcation point and could evolve in three dierent directions:
1 the systems stays in the same state and nothing happens,
2 a relaxation in an energetically lower state occurs,
3 the systems is excited in an energetically higher state.
In order to decide which of three events is happening, we draw and uniformly dis-
tributed pseudo-random number = [0; 1]. If  > p, no quantum jump occurs and
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we will renormalize the wavefunction:
	(t + t) =
~	(t)
p
1   p
(6.3.8)
If however  < p, the system undergoes a quantum jump. If furthermore  < p rel,
we are relaxing the system according to:
	(t + t) =
C1 ~	(t)p
p rel=t
(6.3.9)
On the other hand if  > p rel, we excite the system using the following expression:
	(t + t) =
C2 ~	(t)p
p exc=t
(6.3.10)
The denominator in Eqs. 6.3.9 and 6.3.10 accounts for the normalization of the
wavefunction.
6.3.2. Including the experimental boundaries
In order to simulate the experimentally obtained nuclear spin trajectory of Fig. 6.2.2
using the algorithm of section 6.3, we had to introduce some slight modications.
The read-out of the nuclear spin happens due to a QTM event only once per mea-
surement cycle and therefore at nite time stepstmeasure. Furthermore, sweeping the
magnetic eld back and forth to measure these QTM events implicates that each
nuclear spin qubit state is probed at a dierent time during the sweep. Moreover,
the QTM transition of the electronic spin occurred with a probability of 51.5%, and,
as a consequence, reversed the order of the ground and excited states of the qubit.
Figure 6.3.1.: In order to include the experimental boundaries into our simulations, the
computation cycles of duration t were grouped into intervals of t i , where the sum of all
t i corresponds to the time needed to sweep the magnetic eld during the trace or retrace
measurement. At the end of each intervalt i , corresponding to a certain magnetic eld,
we checked if the nuclear spin was in the appropriate state to allow for a QTM transition.
If so, the QTM event was accepted with the probability PQTM , leading to the storage of the
nuclear spin state and an inversion of the ground state and the excited states.
To simulate this experimental conditions appropriately, the computation cycles of
duration t were grouped into ve time intervals t i as shown in Fig. 6.3.1, with
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P
i t i = tmeasure and tmeasure being the time needed for one magnetic eld sweep.
The individual t i were chosen in a way, that at the end of each interval, the magnetic
eld would have been at one of the four anticrossings corresponding tomI =  3=2,
 1=2, 1=2, or 3=2 respectively. Hence, we checked everyt i if the nuclear spin
qubit was in the appropriate state to allow for a QTM transition (question marks
in Fig. 6.3.1). If so, we drew a second random number 2 = [0; 1] to simulate the
probabilistic nature of the transition. An  2 which was smaller than the QTM prob-
ability PQTM , was interpreted as a QTM event. However, an 2 that was larger than
PQTM , resulted in no QTM transition. Moreover, every time the QTM happened,
we saved the nuclear spin state and reversed the nuclear qubit ground stated and
its excited states, just like in the experiment. Once we nished the simulation of
interval 5, corresponding to the end of a eld sweep, we computed the time intervals
in reversed order (5, 4, 3, 2, 1), which is equivalent to sweeping back the magnetic
eld to its initial value.
6.4. Comparison experiment - simulation
6.4.1. Relaxation mechanism
In the following, the computational results obtained with the algorithm of section 6.3
are compared with experimental data from sample A, in order to extract further
information about the underlying physics of the relaxation process. The parameters
used to perform the simulation are listed in Tab. 6.1. The temperatureT, which
corresponds to the electron temperature of sample A, the measurement period of
2.5 s, and the QTM probability of 51.5% were taken as xed parameters. Only the
transition rates   01,   12 and   23 were varied in order to obtain the best t to the
experimental data shown in Fig. 6.4.1(a)-(d).
tmeasure t PQTM T   01   12   23
2.5 s 2:560 s 51.5% 150 mK 1/41 s
 1 1/82 s 1 1/90.2 s 1
Table 6.1.: Input parameters for the quantum Monte Carlo algorithm introduced in
section 6.3.
Computing the trajectory for 2 24 Monte Carlo time steps and following the procedure
of section 6.2 to extract the lifetimeT1 gave rise to the data displayed in Fig. 6.4.1(e)-
(f).
The rst striking feature, which can be extracted from this comparison, is that the
dierence in T1 between the 3=2 states and the 1=2 states is nicely reproduced
by simulation. An explanation for this observation can be given by looking at the
Hamiltonian H1 (Eq. 6.3.1), containing the relaxation and excitation operatorsC1
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Figure 6.4.1.: (a)-(d) Experimental data for sample A taken from Fig. 6.2.3. (e)-(f) Com-
puted data points using the parameters of Tab. 6.1 and the algorithm of section 6.3. The
red dotted line in each subplot is a t to an exponential function y = exp( t=T 1), yielding
the relaxation time T1 for each nuclear spin state.
and C2. If the nuclear spin is in the j  1=2i state, the two operators C1 and C2
contribute to the relaxation and excitation process. If, however, the nuclear spin is in
the j  3=2i state, one of the operators becomes zero, no matter what the electronic
spin state is, resulting in a smaller transition rate and therefore a largerT1. A more
descriptive explanation can be given by considering the number of transition paths.
If the nuclear spin is in the ground or most excited state (mI = 3=2), there is
only one way to change its state - excitationor relaxation, whereas if the nuclear
spin is in an intermediate state (mI = 1=2) it has two escape paths - excitation
and relaxation. Since the lifetime is roughly inversely proportional to the number of
transition paths, if the rates for each part were equal, theT1's show a dierence of
approximately two. The exact ratio depends of course on the temperature and the
individual transition rates.
In the next step we wanted to reveal the dominant relaxation mechanism, which
could be caused by spin-lattice interactions and nuclear spin diusion. The latter
mechanism was found to be very weak in bulk terbium [119] and can, hence, be
neglected for rather isolated and nonaligned SMMs. Concerning the spin-lattice
relaxation mechanism, we examined closer the  i;j 's derived by tting the results
of QMC simulations to experimental data. Depending on its proportionality to the
nuclear level spacing! i;j we can distinguish between three types of mechanisms.
1 The Korringa process, in which conduction electrons polarize the inner lying s-
electrons. Since these couple with the nuclear spins via contact interaction,
an energy exchange over this interaction chain is established, leading to  i;j /
jhijI xjj ij 2 [120] .
2 The Weger process, which suggests that the spin-lattice relaxation is dominated
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by the intra-ionic hyperne interaction and the conduction electron exchange
interaction [121]. It is a two-stage process, where the energy of the nucleus is
transmitted to the conduction electrons via the creation and annihilation of a
Stoner excitation. This process is similar to the Korringa process but results
in   i;j / jh i jI xjj ij 2! 2i;j .
3 The magneto-elastic process, which leads to a deformation of the molecule due to
a nuclear spin relaxation, yields!   i;j / jh ijI xjj ij 2! 4i;j [122].
The term jhijI xjj ij 2 arises from the fact, that only rotations of the spin perpendicular
to the z-directions are responsible for longitudinal transitions [123]. A comparison
between the  i;j 's and the dierent mechanisms is shown in (Fig. 6.4.2a). The almost
perfect agreement with the Weger process suggests that the dominant relaxation
process is caused by the conduction electrons. Since they are exchange coupled to
the Tb electronic spin which in turn is hyperne coupled to the nuclear spin, an
energy and momentum exchange via Stoner excitations could be possible.
Figure 6.4.2.: (a) The transition rates   i;j , derived by tting the results of QMC simula-
tions to experimental data, exhibit a quadratic dependence on the nuclear spin level spacing
! i;j . This behavior is expected from a Weger relaxation process, in which the nuclear spin
is coupled via virtual spin waves to conduction electrons. (b) The decrease of lifetime with
increasing current is probably due to an increase of electrons tunneling through the read-out
dot in addition to an increase of temperature.
This implies that by controlling the amount of available conduction electrons per
unit time the relaxation rates   i;j can be changed. Hence, an electrically control of
T1 by means of the bias and gate voltages is possible. To verify this conclusion, we
measured the relaxation timeT1 of mI = 3=2 as a function of the tunnel current
through the quantum dot. The result in Fig. 6.4.2(b) shows a decrease of the lifetime
by a factor of three while increasing the current by 100%. This nding could be
interesting to speed up the initialization of the nuclear spin in its ground state prior
to a quantum operation by inducing a fast relaxation to the ground state through a
series of current pulses.
Another experiment which shows the coupling of the nuclear spin to the electrons was
carried out by measuring the nuclear spin temperature as a function of the applied
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bias voltage. Since we are dealing with a single nuclear spin, the physical quantity
temperature has only a meaning if we are speaking of time averages.
The read-out delity of the nuclear spin state is rapidly decreasing for increasing
bias voltages as shown in Fig. 5.7.4(a). Therefore we developed the protocol shown
in Fig. 6.4.3(a) in order to measure the nuclear spin at bias voltages beyond 300V .
In a rst step, the source-drain voltage Vds was rapidly increased from 0 V to values of
1 and 2 mV, at which we waited for 6 s. The tunnel current through the quantum dot
at 1 mV was about 1 nA. Extrapolating Fig. 6.4.2 to 1 nA results in a T1 of 1.49 s,
which was four times smaller than the waiting time and therefore long enough to
thermalize the nuclear spin. During this time, the magnetic eld was at -60 mT,
leading to ground state ofmI =  3=2 (see Fig. 6.4.3(b)).
Afterward, Vds was decreased to 0 V in order to probe the nuclear spin state by
sweeping the magnetic eld to +60 mT and back while checking for a QTM transition.
Repeating this procedure 6000 times for 0, 1, and2 mV led to the black histograms
of Fig. 6.4.3(c-e), showing the four peaks corresponding to the four nuclear spin
states. Integrating each peak over a window of7 mT around the maximum and
normalizing the outcome led to the nuclear spin population, which was subsequently
tted the to Boltzmann distribution (red dotted line in Fig. 6.4.3(c-e)). From the
tting parameters, we obtained the time average nuclear spin temperature.
As shown in Fig. 6.4.3(f), the temperature is increasing monotonically with augment-
ing Vds, which demonstrates the coupling of the nuclear spin to the electronic bath.
During the experiment the temperature of the cryostat was stable at 150 mK, sug-
gesting that the increase of the time average nuclear spin temperature is caused by an
energy exchange with the electrons tunneling through the read-out quantum dot. A
deeper analysis, however, is quite dicult since the local Joule heating of the device
is unknown. More insights to this topic might be provided by Clemens Winkelmann
et al., working at the Néel institute. They started a three year project, dedicated
to investigate the heat conduction through a single molecule inside a breakjunction
using local thermometers.
6.4.2. Dynamical equilibrium
Measuring the nuclear spin trajectory by sweeping the magnetic eld up and down
leads to an inversion of the nuclear qubit ground state and the excited states at
every QTM transition. Since this inversion period is smaller than T1, the time-
average population of the nuclear spin converges to a dynamical equilibrium, which
is far from the thermal Boltzmann distribution. Plotting the data obtained from
nuclear spin trajectory in a histogram, and integrating over each of the four peaks,
reveals the average population within this dynamical equilibrium (see Fig. 6.4.4(a)).
It shows that the probability for being in each state is not 25%, but slightly larger
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Figure 6.4.3.: (a) Protocol to measure the time average nuclear spin temperature. The
source-drain voltage•  is rapidly increased to a nite value, at which we thermalized the
nuclear spin. Afterward, •  is brought by to zero in order to probe the nuclear spin state
by sweeping the magnetic eld from -60 mT to 60 mT and back. (b) Zeeman diagram of
the nuclear spin. During the waiting period in (a) the external magnetic eld is at -60 mT,
making  
    the ground state of the nuclear qubit. (c-e) Histogram of 6000 sweeps
at 0 mV (c), 1 mV (d) and 2 mV (e) •  oset. The grey bars show the time average
population of the nuclear spin and were obtained by integrating each peak over a window
of   mT around its maximum. Fitting the population to a Boltzmann distribution (red
dotted curve) allowed for the extraction of the time average nuclear spin temperature . (f)
Fitted temperatures of (c-e) versus the applied source-drain voltage•  .
for  
    compared to  
   . The time-average population obtained by
the QMC simulations shows the same feature (see Fig. 6.4.4(b)), which allows for an
explanation within the framework of the QMC model.
We found that the shape of the time-average population, in the case where the
measurement time•	 is smaller than   , is mainly governed by the individual
transition rates   . As shown in Tab. 6.1,   is much smaller than   , which
causes a faster transition from the most excited state into the second excited state
than from the rst excited state into the ground state. Due to this asymmetry, and
the periodic inversion of the ground state and the excited states, we are actively
pumping the population into  
    states. Notice that for equal   's the
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Figure 6.4.4.: (a) Histogram of the data obtain during the measurement of the nuclear spin
trajectory of sample A. The grey bars correspond to the integral over each peak, revealing
the time-average population of each nuclear spin. (b) Time-average population simulated
using the parameters of Tab. 6.1 and the algorithm of section 6.3. The higher probability
of  
    with respect to  
    comes from the dierence in the transition rates
  and    , and the periodical inversion of the ground state and the most excited states
due to a QTM transition. For more details see text.
time-average population would be 25% for each state.
6.4.3. Selection rules
During the analysis of the nuclear spin trajectory, we observed transitions with
 
   . In order to clarify if this eect arose from a nite time resolution,
i.e. multiple  
    transitions between two subsequent measurements or ad-
ditional transition paths, allowing for  
   , we compared experimental and
simulated data. By counting the number of transitions corresponding to  0,
 ,   and   and normalizing them with respect to the total amount of transi-
tions, we obtained the red histogram in Fig. 6.4.5. Repeating this protocol for the
simulated nuclear spin trajectory gave rise to the grey histogram.
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Figure 6.4.5.: Histogram of all transitions observed in the experiment (red) and simulation
(grey). Transitions with  
    correspond to multiple transitions of  
   , which
were not resolved due to the nite time resolution.
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The good agreement with the experimental data supports our assumption that the
nuclear spin can only perform quantum jumps, which change its quantum number
by one since the computational model allowed only for such transitions. All higher
orders of m I are therefore multiple transitions of m I = 1, which were not
resolved due to the nite time resolution.
6.5. Summary
In this chapter we presented the dynamical evolution of the nuclear spin. Making use
of the single-molecule magnet spin-transistor as a detection device, we recorded the
real-time nuclear spin qubit trajectory over many days. Using a post treatment of
the experimental data, we could extract the relaxation timeT1 for each nuclear spin
state individually. Repeating this measurement on a second sample conrmed that
the lifetime T1 was in the order of a few tens of seconds, showing that the nuclear spin
is well protected in the our devices. In order to perform a more sophisticated analysis
of the experimental data, we developed a quantum Monte-Carlo code to numerically
retrace the nuclear spin evolution. Fitting the simulation to the experimental data
led to the extraction of the otherwise hardly accessible state dependent relaxation
rates of the nuclear spin. These were found to depend strongly on type of relaxation,
which enabled us to identify that the nuclear spin relaxation is dominated by an
energy exchange with the electrons tunneling through the read-out quantum dot.
An experimental conrmation of this conclusion was found in the tunabilty of the
nuclear spin lifetimeT1 with respect to the tunnel-current. Additional evidence of the
coupling between the nuclear spin and the tunnel electrons could be found through an
increase of the nuclear spin temperature with augmenting tunnel current. Moreover,
the experiments shed light on the read-out delities of the nuclear qubit, which were
better than 69% and 87% for sample A and C respectively, and are important gures
of merit toward single-molecule magnet based quantum bits.
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Nuclear spin qubits are interesting candidates for quantum information storage due
to their intrinsically long coherence times. In the last chapter, we investigated the
relaxation time T1 of a single nuclear spin and the read-out delity. Thus, having
demonstrated four out of ve DiVincenzo criteria, we turn now to the coherent
manipulation of the nuclear qubit, which will complete the list.
To perform such a manipulation on a nuclear spin, large resonant AC magnetic elds
are necessary. To be able to address spins individually, those AC elds are usually
generated by driving large currents through nearby microcoils [49]. Yet, in order to
reduce the parasitic cross talk to the read-out quantum dot and the Joule heating
of the device, the maximum amplitude of the magnetic eld is limited and rarely
exceeds a few mT [46].
To avoid those problems, especially the Joule heating, a manipulation by means
of an electric eld is advantageous, in particular for scalable device architectures.
Since the electric eld is unable to rotate the nuclear spin directly, an intermedi-
ate quantum mechanical interaction is necessary, which transforms the electric eld
into an eective magnetic eld. Such interactions are for example the spin-orbit
coupling [124, 125], the g-factor modulation [126], or the hyperne interaction [127].
In this chapter we will show how the latter can be used to perform coherent rotations
of the nuclear spin, which are up to two orders of magnitude faster than state of the
art micro-coil approaches.
7.1. Introduction
7.1.1. Rabi oscillations
Any two level spin qubit system is characterized by its two spin orientationsj "i and
j #i . To visualize such a system, people make use of the Bloch sphere representation.
Therein, the qubit state is symbolized as a Bloch vector, pointing from the origin of
the sphere towards its surface. Moreover, the two eigenstatesj "i and j #i correspond
to the north and south pole of the sphere and any linear superpositionaj "i + bj #i
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is depicted as a point on the sphere's surface. To complete the picture, any coherent
manipulation of the qubit can be illustrated as a rotation of the Bloch vector around
the sphere.
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Figure 7.1.1.: Bloch sphere representation of a two level spin qubit system. The north
and south pole of the sphere correspond to the two eigenstates  and  , whereas the
qubit state is indicated as a vector, which can be at any point on the surface. A coherent
manipulation of the qubit is shown as a rotation of the vector on the sphere. Note that the
trajectory of the rotation was chosen arbitrary and has no further meaning.
In order to manipulate the two level spin qubit, we rst have to lift its degeneracy.
This can be done by applying a static magnetic eld   along the  -axis. The
Hamiltonian accounting for this eect is the Zeeman Hamiltonian (see section 3.3):
   €  ‚  (7.1.1)
with €   •  being the separation between the ground state and the rst excited
state and‚  the Pauli spin operator, which performs a quantum mechanical operation
that can be thought of a precession of the spin around the -axis.
Now, the actual manipulation of the spin qubit requires an AC magnetic eld in
- or  -direction. Without loss of generality, we assume that the magnetic eld of
magnitude   is applied along the-axis. Decomposing the term into two counter-
rotating parts as shown in Fig. 7.1.2 will simplify the calculation.
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Figure 7.1.2.: Decomposition of the AC magnetic eld      ƒ„€•    into two counter-
rotating parts.
gure 7.1.3.: The trajectory of a spin qubit, initialized in the | ↑〉 state (grey arrow) at
t = 0, was computed in the laboratory frame (a) and the rotating frame (b), while being
exposed to an AC magnetic field in x-direction at resonance frequency (∆ = 0).
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To visualize the enormous advantage of the rotating frame approximation, we cal-
culated the evolution of the qubit wavefunction exposed to an AC magnetic field
in x-direction in the laboratory frame (see Fig. 7.1.3(a)) and in the rotating frame
(see Fig. 7.1.3(b)). We assumed that the qubit was at t = 0 in the | ↑〉 state (grey
vector). To compute the trajectory on the Bloch sphere, we used the Qutip [129, 130]
master equation solver. Therein, the wavefunction |Ψ〉 = a| ↑〉++b| ↓〉 is calculated
at different times steps, in which the expectation values σx, σy, and σz were evalu-
ated. The Python code using the Qutip library to generate Fig. 7.1.3 is presented in
appendix D.
Note that in the rotating frame, the magnetic field in z-direction is proportional to
∆ and therefore zero at the resonance frequency, whereas it is Bz in the laboratory
frame. The big advantage of the rotating frame is that all fields are static, which
allows for an easy superposition of the different components. Hence, at ∆ = 0, the
Bloch vector rotates around a vector of angle θ = arctan(Ω/∆) with respect to the
z-axis (see Fig. 7.1.4), and the frequency of the precession is simply given by:
ΩR =
√
∆2 +Ω2 (7.1.9)
with ΩR being the Rabi frequency.
x
y
z
ΩR
¢ ΩR
Ω
(a) (b)
Figure 7.1.4.: (a) Spin precession around an effective magnetic field in the rotating frame.
(b) The precession frequency ΩR is given by ΩR =
√
∆2 +Ω2.
To actually measure the precession trajectory on the Bloch sphere, as presented in
Fig. 7.1.5 (a), MW pulses with different duration τ are applied (see Fig. 7.1.5 (b)).
Before each pulse, the qubit is initialized in the | ↑〉 state. The following pulse is
rotating the spin with the frequency ΩR around an axis given by Ω and ∆. After
the duration τ , the expectation value of σz of the qubit is measured. By plotting
the expectation value versus the pulse duration τ , we obtain Rabi oscillations as
shown in Fig. 7.1.5(c). The amplitude and the frequency of the oscillations strongly
depends on the detuning and power of the MW. Note that the largest amplitude is
found at the resonance.
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Figure 7.1.5.: (a) Trajectory of the Bloch vector in the rotating frame at different detunings
∆ = 0 (black curve), ∆ = 0.5Ω (blue curve), ∆ = Ω (red curve), and ∆ = 2Ω (blue curve).
The spin was initialized in the ground state (grey vector) and exposed to pulses with different
duration τ (b). The expectation value 〈σ〉z was evaluated at the different pulse durations
and different detunings resulting in the Rabi oscillations (c) whose amplitude is largest at
the resonance frequency (∆ = 0).
Moreover, the Rabi frequency at ∆ = 0 is ΩR = gµB1/. For an electronic spin µ
is the Bohr magneton, however, for the nuclear spin µ = µN, the nuclear magneton,
which is 2000 times smaller than µB. Hence, to manipulate a nuclear spin with the
same speed as an electron spin, three orders of magnitude larger magnetic fields
are necessary. The usual approach to generate AC magnetic makes use of on-chip
microcoils, which are in the vicinity of the qubit. Yet, the parasitic cross talk to the
quantum dot and the Joule heating of the entire sample limit the magnetic fields to
a few mT [46]. To circumvent these problems, a manipulation could be performed
by means of an electric field. Especially the Joule heating is tremendously reduced,
which is of major importance for scalable device architectures. Since the electric
field is not able to rotate the spin directly, an intermediate quantum mechanical
interaction is necessary to transform the electric field into an effective magnetic
field. Such interactions are for example the spin-orbit coupling [124, 125], the g-
factor modulation [126], or the hyperfine interaction [127]. In order to manipulate a
nuclear spin, the latter seems the most suited and will therefore be in the focus of
the next chapter.
7.1.2. Hyperfine Stark effect
The origin of the hyperfine coupling is exlained as a dipolar coupling between the
nuclear magnetic moment µI, and the orbital magnetic moment µL and spin magnetic
moment µS of the electron respectively. Notice, there exsists a second, although
smaller contribution, which origins from the nonzero probability density of s-electrons
at the core. It is referred to as the Fermi contact interaction and only relevant for
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s-shell electrons.
The Hamiltonian describing the hyperfine interaction is formulated as:
Hhf = AIJ (7.1.10)
with A being the hyperfine constant, I nuclear spin, and J the electronic angular
momentum. From the nuclear spin’s point of view, Eq. 7.1.10 can be rewritten as an
effective Zeeman Hamiltonian:
Hhf = gNµNIBeff(A, J) (7.1.11)
with Beff(A, J) being the effective magnetic field operator. The terms I+J−+ I−J+,
which account for electron-nuclear spin-flip transitions, can be neglected since mJ =
±5 levels are separated by 600 K. Therefore Beff(A, J) can be associated with an
ordinary magnetic field at the center of the nucleus.
In order to create an effective AC magnetic field, Beff(A, J) needs to be modulated
periodically. If this modulation is done by means of an electric field, we referred to it
as the hyperfine Stark effect. In analogy to the ordinary Stark effect, which describes
the modification of the electronic levels under an external electric field, the hyperfine
Stark effect deals with the shift of the nuclear energy levels.
One of the first experimental evidence of this effect was given by Haun et al. [131].
They investigated the shift of the hyperfine transition |F = 4,mF = 0〉 ←→ |F =
3,mF = 0〉 for the 133Cs ground state (see Fig. 7.1.6). In their measurements they
observed a quadratic dependence of the level splitting on the electric field. Since the
level shift remains small compared to the hyperfine splitting, an explanation of this
behavior can be given by first order perturbation theory. If e is the electric charge
of the electron, E the electric field, and r component of the vector connecting the
nucleus and the electron along E , the perturbation is given by erE . Since this is a
odd-parity term and the atomic 133Cs ground states are of well defined parity, all
first order perturbation terms are zero. The first nonzero elements occur in second
order of perturbation and contain (erE)2, which gives rise to the quadratic Stark
shift.
In 1998, Kane applied the idea of the hyperfine Stark effect on 31P nuclear spin
qubits in silicon. He suggested that by using local gates at each qubit, the different
nuclear spins can be tuned in and out of resonance independently [50]. This way, he
established the individual addressability of nuclear spin qubits unsing only a global
microwave field.
To show the feasibility of Kane’s idea, Rahman et al. evaluated the hyperfine Stark
shift of a 31P impurity near the silicon interface withing the framework of the tight
binding theory [132]. Since the interface breaks the symmetry around impurity,
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Figure 7.1.6.: Shift of the F = 4,mF = 0 ←→ F = 3,mF = 0 transition frequency of the
133Cs ground state as a function of the square of the applied voltage.
the wavefunctions of the 31P are modified, resulting in states with mixed parity.
Therefore, the first order perturbation terms are nonzero, giving rise to a change
of the hyperfine splitting which is linear in E . In their model, this modification is
expressed as a change of the hyperfine constant ∆A/A0, which was found to be up
to ≈ 10−3 at electric fields of 1 MV/m (see Fig. 7.1.7).
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Figure 7.1.7.: Electric field response of the hyperfine constant at different distances between
the impurity and the silicon interface. Adapted from [132].
Now we turn to the TbPc2 SMM. From section 3.7 we know that the hyperfine
constant of the Tb3+ inside the molecule is A = 24.9 mK [70]. Using Eqs. 7.1.10
and 7.1.12 we obtain an effective magnetic field at the nucleus of:
Beff(A, J) =
AJ
gNµN
= 313 T (7.1.12)
which is two orders of magnitude larger than the usual laboratory fields. Assuming
we could periodically modify the hyperfine constant A by 1/1000, we would be able
to generate AC magnetic field of ±313 mT. Since the orientation of the quantization
axis of the molecule with respect to the electric field is not well determined, the
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effective magnetic field will have components in the x- and z-direction. However,
in terms of oscillating fields only the component in x-direction is able to rotate the
nuclear spin, whereas the z-component induces additional decoherence. Moreover, we
can predict a linear response to an external magnetic field, since the phthalocyanine
ligands break the inversion symmetry of the Tb3+, analog to the 31P impurities at
the interface. Therefore the first, instead of the second harmonic, of the oscillating
electric field must be matched to the nuclear transition frequency.
In the following sections we will demonstrate how we used the hyperfine Stark effect
to perform a coherent manipulation of a nuclear spin. Additionally, we will compare
the experimental results to a more profound theoretical model.
7.2. Coherent nuclear spin rotations
In this section we are presenting the first experimental evidence of a coherent single
nuclear spin manipulation by means of an electric field. As pointed out in the previ-
ous sections, the hyperfine Stark effect is used as a mediating quantum mechanical
process to transform an oscillating electric field into an AC magnetic field. This
procedure can be viewed as the AC extension of Kane’s proposal form 1998, and
will allow for the generation of large amplitude local magnetic fields without the
inconvenience of using large AC currents through close by microcoils.
In order to simplify the problem, we will focus on the nuclear spin subspace containing
only the | + 3/2〉 and | + 1/2〉 qubit states. By assigning the | + 3/2〉 and | + 1/2〉
states the Bloch vectors pointing to the north and south pole of the Bloch sphere
respectively, we can use the theory that was presented in section 7.1.1 to explain the
quantum manipulation. However, in this subspace the operator Ix becomes
√
3σx,
Iy becomes
√
3σy, and Iz becomes σz, with σx,y,z being the corresponding Pauli spin
1/2 matrices. Note that the other two nuclear spin subspaces would have worked as
well.
7.2.1. Frequency calibration
The coherent manipulation of the nuclear spin qubit requires the knowledge of the
exact level spacing between the |+ 3/2〉 and |+ 1/2〉 states. This frequency depends
of course on the electrostatic environment due to the hyperfine stark effect. A first
indication of the approximate position of the resonance frequency could be found
in the work of Hutchison and Ishikawa [133, 70] who gave values of 2.3 GHz and
2.5 GHz.
In conventional NMR experiments, the nuclear spins start to absorb a notable amount
of microwave power at the resonance frequency, which can be detected by a change
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of the reflection or transmission of the microwave signal. In case of a single nuclear
spin, this signal is much to small to be detected. Therefore, we developed our own
protocol, which is sensitive to an increase of the relaxation rate if the two nuclear
spin transition is in resonance to the frequency of the applied AC electric field.
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Figure 7.2.1.: (a) Measurement protocol to find the resonance frequency. To initialize
the nuclear spin, the magnetic field µ0H|| is swept from negative to positive values (purple
curve), while checking for QTM transition. Subsequently, we kept H|| constant (black curve)
and applied a microwave (MW) pulse of 1 ms. In the end, the final state is probed by
sweeping back H|| to negative values (orange curve). One measurement cycle has a duration
of 3 s and is therefore much faster than T1. (b) If the microwave was in resonance with
the two lowest nuclear qubit levels, a transitions between mI = +3/2 ←→ mI = +1/2
could be induced at positive H||. (c) Schematic showing the construction of a 2D matrix
to visualize the transitions. In the shown example the nuclear spin was initialized in the
| + 1/2〉 state (vertical line) and probed in the same state (horizontal line) giving to an
element on the diagonal line. (d) Full 2D matrix. The elements on the diagonal, having
only one color, correspond to measurements, where the nuclear spin state was not change
between the initialization an the probe sweep. If the microwave was in resonance with the
mI = +3/2 ←→ mI = +1/2 transition, increased offdiagonal will appear, as indicated by
blue-green rectangles. The other offdiagonals will also appear due to relaxation processes
but with much less intensity.
The schematic of the protocol is shown in Fig. 7.2.1(a). First, the nuclear spin
was initialized by sweeping the magnetic field µ0H|| from negative to positive values
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(purple curve) while checking for a QTM transition at one of the 4 avoided level
crossings (see colored rectangles (b)). Subsequently, we applied a MW pulse of
duration τ = 1 ms. The final state is then detected by sweeping back the external
magnetic field in a time scale faster than the measured relaxation times of both
nuclear spin states. The entire sequence is rejected when the initial or final state
was not detected due to a missing QTM transition. A full cycle had a duration of
3 s and was therefore much faster than T1 so that thermal relaxation processes were
observed only every 6 to 11 measurements, depending on the nuclear spin state.
The MW was pulsed because of less heating of the device with respect to a continuous
irradiation. However, the pulse width should be larger than the dephasing time T ∗2 ,
which was expected to be smaller than 1 ms, in order to avoid accidental full coherent
rotations in the Bloch sphere, which preserve the nuclear spin state. If the MW
frequency was in resonance with the two lowest nuclear qubit levels at positive H||, a
transition between mI = +3/2 ←→ mI = +1/2 could be induced (see Fig. 7.2.1(b))
resulting in an increased relaxation rate of the two states.
To visualize the relaxation rate, we constructed a two-dimensional matrix as follows.
The detected nuclear spin state during the initialization determined the column of
the matrix, whereas the probed nuclear spin stated determined the row. An example
is given in Fig. 7.2.1(c), where the nuclear spin was initialized (vertical line) and
probed (horizontal line) in the |1/2〉 state, giving rise to an element on the diagonal
of the matrix. Notice that the diagonal is going from the lower left to the upper
right corner.
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Figure 7.2.2.: Matrix similar to Fig. 7.2.1 for 400 sweeps when the microwave frequency
was off resonance (a) and on resonance (b) with the mI = 3/2 ←→ mI = 1/2 transition.
By repeating this procedure several hundred times, we gathered enough data points
to plot the 2D matrix (see Fig. 7.2.1(d)). Since the relaxation time is much longer
than the measurement cycle, most elements are on the diagonal of the matrix. If,
however, the MW was in resonance with the mI = 3/2 ←→ mI = 1/2 transition,
increased offdiagonal elements will appear, as indicated by blue-green rectangles.
Other off-diagonal elements were also observed due to thermal relaxation processes
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but with much less intensity. Scanning the frequency, in steps of 2 MHz, from 2.3
GHz to 2.5 GHz led to the results presented in Fig. 7.2.2(a). When the microwave
frequency hit the resonance of the nuclear qubit transition at 2.45 GHz, we obtained
a matrix as shown in Fig. 7.2.2(b), in which off-diagonal elements for the expected
transition are clearly observed.
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Figure 7.2.3.: Matrix similar to Fig. 7.2.1 for 1000 measurement at two different powers,
off-resonant to the nuclear qubit transition.
If, however, the microwave power was chosen too large or the pulse width was set
too long, the device suffered from heating of the nuclear spin states, resulting in
additional off-diagonal elements. In contrary to the resonant condition, the thermal
heating affected all four nuclear spin states and can easily be distinguished (see Fig.
7.2.3).
7.2.2. Rabi oscillations
After having found the resonance frequency between the two lowest lying nuclear
qubits, we started performing measurements for a fixed frequency as a function
of the MW pulse duration τ . To initialize the nuclear spin qubit in its | + 3/2〉
ground state, the external magnetic field is swept back and forth between -75 mT
to 75 mT at 100 mT/s (see Fig. 7.2.4(a) until a QTM transition is measured at
-38 mT, which is the signature of the | + 3/2〉 qubit state (Fig. 5.7.1(a)). Using a
Rhode & Schwarz SMA100A signal generator, a MW pulse of duration τ is then
applied while keeping the external field constant (Fig. 7.2.4(a)). The resulting state
is detected by sweeping back the external magnetic field in a time scale faster than
the measured relaxation times of both nuclear spin states. The sequence was rejected
when the final state was not detected due to a missing QTM transition. In order
to get a sufficient approximation of the nuclear spin qubit expectation value, the
procedure was repeated 100 times for each pulse duration, resulting in coherent Rabi
oscillations, as presented in Fig. 7.2.4(b) and (c) for two different microwave powers.
The visibility of the measurements presented in Fig. 7.2.4(b) and (c) is ∼ 50%.
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Figure 7.2.4.: Rabi oscillations of a single nuclear spin qubit. (a) Time dependent
external magnetic fieldH|| and pulse sequence generated to observe Rabi oscillations between
the two lower states of the nuclear spin qubit having a resonant frequency ν0. The nuclear
spin is first initialized by detecting a conductance jump while sweeping upH|| (init sequence).
A subsequent MW pulse of frequency ν0 and duration τ is applied, modifying periodically the
hyperfine constant A. It induces an effective oscillating magnetic field resulting in coherent
manipulation of the two lower states of the nuclear spin qubit. Finally, H|| is swept down to
probe the final state of the nuclear spin qubit. (b) Rabi oscillations obtained by repeating
the above sequence 800 times for each τ , for two different MW powers, PMW = 1 mW and
PMW = 1.58 mW for the red and violet measurements.
From Eq. 7.1.9 we see that the Rabi frequency is proportional to the amplitude of the
effective magnetic field for zero detuning ∆. Assuming that increasing the microwave
power will increase the effective magnetic field, we should observe a monotonic in-
crease of the Rabi frequency with the microwave power. To investigate this behavior
we measured the frequency of the Rabi oscillation ΩR at different injection powers
P (see Fig. 7.2.5). The result shows a linear dependence of ΩR with
√
P above 2
mW of injection power. For smaller powers, however, we found a deviation from the
this linear curve. One reason could be a nonlinearity in the hyperfine Stark effect
or a slight gate voltage drift during the 5 days needed to perform this experiment.
Indeed, we will see in the following that the Rabi frequency is extremely sensitive to
modifications of the gate voltage because of the Stark effect.
7.3. Experimental discussion of the hyperfine Stark effect
7.3.1. DC gate voltage induced hyperfine Stark effect
We now present and discuss the study of the visibility of the Rabi oscillations
as a function of the applied MW frequency at three different gate voltage values
(Fig. 7.3.1(a)). As expected from theory (compare Fig. 7.1.5), the visibility of the
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Figure 7.2.5.: Rabi frequency ΩR/2π as a function of the microwave power P .
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Figure 7.3.1.: Stark shift of the hyperfine coupling. a, Rabi oscillations visibility
measured at different MW frequencies for three different gate voltages Vg. The resonance
shift of the nuclear spin qubit frequency ν0 is caused by a modification of the hyperfine
coupling A due to Vg induced Stark shift. b, Rabi frequencies ΩR corresponding to the visi-
bility of a. The continuous lines are fit to the experimental points following the theoretical
expression of the Rabi frequency dependence (see main text). The magnitude of the effective
magnetic field induced by the oscillating hyperfine constant A due to Stark shift reaches a
few hundreds of mT, resulting in Rabi frequencies up to several MHz.
Rabi oscillations was largest at the resonant frequency ν0 and decreases for increasing
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detuning ∆ = |ν − ν0|. However, a clear dependence of the nuclear qubit resonance
frequency on the gate voltage is also observed in Fig. 7.3.1(a). This effect can be
attributed to the static HF Stark shift, due to the additional electric field induced
by the gate voltage, which shows our ability to tune the HF constant A between the
electronic spin and the nuclear spin qubit. Notice that only the z-component of the
effective magnetic field will modify the level splitting. Applying a gate voltage offset
of 10 mV and 16 mV resulted in a shift of ∆ν0 =1.72 MHz and 7.03 MHz respec-
tively. Converting this frequency shift into a change of the hyperfine constante gives
∆A/A = 5.6 × 10−4 for ∆Vg = 10 mV and ∆A/A = 2.3 × 10−3 for ∆Vg = 16 mV.
(see inset Fig. 7.3.1). Those values can be compared with calculations presented in
section 7.4. There we estimate an order of magnitude of ∆A/A = 10−3 for an electric
field of 1 mV/nm. The conversion of the back gate voltage into an electric field can
be done using the simple formula E = V/d, a gate oxide thickness of 7 nm, and the
screening factor of 0.2 (which is a typical value for devices created by electromigra-
tion). Doing so, we obtain ∆A/A = 2.9× 10−4 for ∆Vg = 10 mV and 4.6× 10−4 for
∆Vg = 16 mV. Those values are smaller but in the same order of magnitude as the
experimental values and therefore within the error bar of the theoretical model.
But most importantly, these results show our ability to control the resonance fre-
quency of a single nuclear spin qubit by means of an electric field only.
7.3.2. AC induced hyperfine Stark effect
We turn now to the estimation of the effective AC magnetic field. To do so, the
Rabi frequency ΩR was measured for the three different gate voltage as a function
of the detuning ∆ (Fig. 7.3.1(b)). The horizontal evolution of the minimum of the
Rabi oscillations as a function of the MW frequency is induced by the DC Stark
shift as explain in section 7.3.1. By further fitting the measurements to the function
ΩR/2π =
√
(∆/2π)2 + (
√
3gNµNBx/h)2, with gN being the nuclear g-factor (≈1.354
for Tb [72]), µN the nuclear magneton, we can extract the effective magnetic field in
the x-direction Bx. Astonishingly, the data of Fig. 7.3.1 gives values of Bx = 62 mT,
98 mT and 183 mT for Vg = 2.205 V, 2.215 V and 2.221 V, which are up two orders
of magnitude higher than magnetic fields created by on-chip micro-coils. In order
exclude that those magnetic fields where produced by currents in the vicinity of the
spin we were considering the following cases.
(I) The magnetic field could have been generated by the magnetic field component
emitted by the microwave antenna itself. Assuming a minimal distance of 10 µm
between the antenna and the sample leads to a current of 10 A in order to generate
200 mT using the formula I = 2πrB/µ0. From measurements with a vector network
analyzer we know that the insertion loss of the antenna is 35.5 dBm at 2.45 GHz.
Considering a microwave power of 0 dBm and an impedance of 50 Ω the current can
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be estimated to 75 µA, which is 105 times smaller than the required current to obtain
200 mT. Moreover, the aluminum bonding wire has an approximate fuse current of
300 mA.
(II) The magnetic field could have been created by the tunnel current through the
molecule. This time we can assume a distance of 0.5 nm between the electronic spin
and the tunnel current. Using the formula I = 2πrB/µ0 as a rough estimate, results
in a required tunnel current of 500 µA. However, the current through the molecule
is in the order of 1 nA, which is 5 × 105 times smaller. Even the maximal current
through a single molecule, which can be as large as 100 nA, is not sufficient to explain
such high magnetic fields.
(III) The magnetic field could have been created by the hyperfine Stark effect, which
describes the influence of the electric field on the hyperfine interaction. The hyperfine
interaction can be seen as an interaction with an effective magnetic field, which is
generated by the electronic spin at the center of the nucleus. Manipulating the
interaction constantA by means of an oscillating electric field results in an alternating
magnetic field. In order to achieve a magnitude of 200 mT at 0 dBm, the relative
variation of the hyperfine constant ∆A/A should be in the order of the ratio of the
corresponding Rabi oscillation to the hyperfine splitting which is 1 MHz/ 2.45 GHz
≈ 10−3 which would require electric field fluctuations in the order of 1 mV/nm.
Figure 7.3.2.: (a) Conductance through the read-out dot as a function of the source-
drain voltage Vds and the applied microwave power P . (b) Evolution of the full width half
maximum (FWHM) of the dip in (a) as a function of the microwave power P .
The first step towards a verification of the third possibility was to quantify the
amplitude of the pulsed oscillating electric field, used to perform the Rabi oscillations.
To do so, the full width at half maximum (FWHM) of the dip at the right side of
the charge degeneracy point of sample C (Vg = 2.2 V in Fig. 5.2.1) was measured
as a function of the applied microwave power (see Fig. 7.3.2(a)). The observed dip
is a signature created by a transition from the inelastic cotunneling between the
singlet/triplet state to elastic cotunneling through the singlet state only. In a first
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approximation, the amplitude of the induced AC voltage is directly proportional to
the broadening of the dip. Since the microwave power had to be applied continuously,
we could measure only up to a injection power of -20 dBm in order to avoid any
damage of the sample. Fig. 7.3.2(a) shows the evolution of the FWHM from -40 dBm
to -20 dBm and an extrapolation up to 0 dBm. From this measurement we see that
the induced voltage drop across the molecule is about 2 mV at 0 dBm. Given the size
of the molecule to be 1 nm, the generated electric field is estimated to be 2 mV/nm.
We will use this value in Eq. 7.4.16 to estimate a relative change of the hyperfine
constant to ∆A/A = 2 × 10−3. This value is in the same order of magnitude than
the required value of the consideration given above.
This result emphasized the possibility to use the hyperfine Stark effect to manipulate
a single nuclear spin by means of an electric field only. The estimated effective
magnetic field in the order of 200 mT and about two orders of magnitude higher
than the fields generated by on-chip micro-coils, which leads to an increase of the
clock-speed of the coherent manipulation.
7.4. Theoretical discussion of the hyperfine Stark effect
The model presented in this section was elaborated in cooperation with Rafik Ballou
from the Néel institute and is aimed to give an order of magnitude explanation of the
experimental data in section 7.3.2. To keep the derivation as intuitive as possible,
rather complicated algebraic calculation were cut out, and only the result will be
given.
To determine the magnitude of the hyperfine Stark effect, we used to the following
strategy. Starting from the isolated terbium ion, we consider the effect of the ligand
field as a perturbation on the electronic configurations. Subsequently, the Stark effect
is treated as perturbation on the ligand field ground states. In this way, we derive
an expression which connects the mixing of the ground state wavefunctions with
the electric field. Afterward, we will evaluate hyperfine interaction with the mixed
ground states within first order perturbation theory. Thus, we are able obtain an
expression correlating the electric field E with the change of the hyperfine constant
A.
The isolated Tb3+ ion possesses a ground state configuration of 4f8 and an excited
state configuration of 4f75d1 (see Fig. 7.4.1(a)). The latter arises from an excitation of
one 4f electron into the 5d orbital and is about 5.5 eV higher in energy . Moreover,
the lowest energy states of each configuration (states having S = max and L =
max) are split into levels of different J due to the spin-orbit interaction (compare
Fig. 3.5.2). To distinguish these states from each other, we will use the spectroscopy
nomenclature 2S+1XJ , with S =
∑
i si, L =
∑
i li, J = |L − S|...L + S, and X =
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Figure 7.4.1.: (a) Illustration of the isolated Tb3+ electronic ground state configurations
4f8, containing the states Ψi〉, and the first excited configuration 4f75d1, composed of the
states Φν . (b) Under the influence of a symmetry breaking ligand field V oddligand, the ground
state and excited state configurations are mixed along with their parities. (c) If an addi-
tional electric field, described by the operator VE , is applied, states within ground state
configuration are being mixed.
S, P,D, F for L = 0, 1, 2, 3. For the Tb3+ the two lowest energy multiplets are 7F6
and 7F5, which correspond to states with S = 3, L = 3, and J = 6 or J = 5
respectively.
At this point, we want to recall that the parity P of the wavefunction is defined as
P = (−1)
∑
i li with li = 0, 1, 2, 3, · · · for s, p, d, f, · · · electrons. Thus, P = (−1)8∗3 =
1 for all the states of the ground configuration 4f8 of the Tb3+ free ion, whereas
P = (−1)7∗3+2 = −1 for all the states of its first excited configuration 4f75d1.
If the isolated terbium ion is placed into the electrostatic environment of the molecule,
all electronic levels are modified by the ligand field operator V oddligand. Since the
molecule lacks an inversion symmetry, the operator contains contributions of odd
parity, which is able to mix the states |Ψi〉 of the ground configuration 4f8 with
states |Φν〉 of the excited configuration 4f75d1 of opposite parity. In first order per-
turbation theory, the modified ground state multiplets |Ψ′i〉 are calculated as:
|Ψ′i〉 = |Ψi〉+
∑
ν
〈Φν |V oddligand|Ψi〉
Ei − Eν
|Φν〉 = |Ψi〉+
∑
ν
ανi |Φν〉 (7.4.1)
where Ei − Eν is the energy difference between the states |Φν〉 of the 4f75d1 con-
figuration and the state |Ψi〉 of the 4f8 ground configuration. Note that without
parity breaking, the ligand field operator would have been of even parity and the
term 〈Φν |Vligand|Ψi〉 = 0.
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If, furthermore, an external electric field E is applied, the lowest energy levels of the
ground state configuration 4f8 (all terms beginning with 7F ) are themselves mixed
due to the Stark interaction VE = −dE . In first order of perturbation, the in this
way altered wavefunctions |Ψ′iE〉 are determined as:
|Ψ′iE〉 = |Ψ′i〉+
∑
j
〈Ψ′j |VE |Ψ′i〉
E′i − E′j
|Ψ′j〉 = |Ψ′i〉+
∑
j
βji |Ψ
′
j〉
= |Ψi〉+
∑
ν
ανi |Φν〉+
∑
j
βji |Ψj〉+
∑
j
βji
∑
ν
ανj |Φν〉 (7.4.2)
At this point we have successfully established the correlation of the electric field E
with the mixing of the ground state wavefunctions. All what remains is evaluation
of the hyperfine splitting using the perturbed ground states |Ψ′iE〉. To do so, we
have to determine the expression of the hyperfine Hamiltonian first. Generally, the
hyperfine interaction can be considered as a change of the potential energy of the
nuclear magnetic moment µI, exposed to the magnetic field Belec, which is created
by the ensemble of the electrons in the 4f shell. Therefore, the hyperfine Hamiltonian
can be written as:
Hhf = −µIBelec (7.4.3)
The magnetic field operator Belec consists of two independent contributions, an or-
bital contribution Borbit coming from the motion of the electrons around the core,
and a spin contribution Bspin resulting from the magnetic dipole field of the elec-
tron’s spin. Since the probability density of 4f electrons is zero at the core, there
is no contact interaction. To cut down the problem, we are going to consider the
orbital contribution first. The magnetic field Bi, created by a moving electron i at
velocity vi and distance ri of the atomic core, is given by the law of Biot-Savart:
Bi =
µ0
4π
evi ×
ri
r3i
(7.4.4)
Since evi×ri = −2 e2mri×mvi = −2µBli and thus the orbital contribution becomes:
Borbit = −
µ0
4π
2µB
∑
i
li
r3i
(7.4.5)
Now we turn to the spin contribution Bspin. We assume that the spin is localized on
each electron, so that the magnetic field seen by the nucleus is just the sum of the
magnetic field created by each magnetic moment µis at the distance ri.
Bspin = −
µ0
4π
∑
i
µis
r3i
− 3ri(µ
i
sri)
r5i
(7.4.6)
Substituting µis = −2µBsi and µI = gNµNI, we obtain following hyperfine Hamilto-
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nian
Hhf = −µI (Borbit +Bspin) (7.4.7)
= a
∑
i
(N i/r
3
i ) · I (7.4.8)
where a = µ04π2gNµNµB is a constant, I is the nuclear spin and N i = li − si +
3ri(si · ri)/r2i is the operator accounting for the interaction with the ith electron
having the spin si and the angular momentum li at a distance ri. On the quantum
states from which the electronic degrees of freedom can be factored out into a state
|Ψ0〉, the electronic part of the hyperfine interaction is given as 〈Ψ0|N |Ψ0〉〈1/r3〉,
where N =
∑
iN i and where the radial integral 〈1/r3〉 is a constant within the
same electronic configuration. In the absence of any parity breaking interaction the
electronic state |Ψ0〉 has a well defined parity P . We recall that P = (−1)
∑
i li with
li = 0, 1, 2, 3, · · · for s, p, d, f, · · · electrons. Thus, P = 1 for all the states of the
ground configuration 4f8 of the Tb3+ free ion, whereas P = −1 for all the states
of its first excited configuration 4f75d1. It is also crucial to recall that the matrix
elements of an operator O of even (resp. odd) parity, i.e. invariant (resp. reversed)
under the space inversion, are non zero solely between states with the same (resp.
opposite) parity. The position vector r is reversed by space inversion whereas the
orbital l and spin s moment operators are invariant, which implies that the dipole
electric moment operator d is of odd parity but that the operator N is of even
parity. It is a matter of standard use of the Racah algebra [134] to compute the
matrix element of the spherical components Nq (q = −1, 0, 1) of the operator N
between any two states of an electron shell. Within the Russel-Saunders coupling
scheme and by making use of the Wigner-Eckart theorem one computes
〈4f8ξSLJM |Nq|4f8ξ′S′L′J ′M ′〉 = (−1)J−M
(
J 1 J ′
−M q M ′
)
×
× (4f8ξSLJ‖L− (10)
1
2
∑
i
(s(1)C(2))
(1)
i ‖4f
8ξ′S′L′J ′)
(7.4.9)
with
(· · · ‖L‖ · · · ) = δ(ξ, ξ′)δ(S, S′)δ(L,L′)×
× (−1)S+L+J+1([J ][J ′])
1
2 (L(L+ 1)(2L+ 1))
1
2
{
S L J
1 J ′ L′
}
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and
(· · · ‖
∑
i
(s(1)C(2))
(1)
i ‖ · · · ) = ([J ][1][J
′])
1
2 ([1][2])−
1
2

S S′ 1
L L′ 2
J J ′ 1
 (s‖s‖s)(l‖C(2)‖l)×
× (4f8ξSL‖W (12)‖4f8ξ′S′L′)
where [x] = 2x+ 1, δ(X,X ′) = 1 if and only if X = X ′ and = 0 otherwise, (:::), {:::}
and {
...
...
...} stand for the 3j, 6j and 9j symbols, and the reduced matrix elements of the
tensor operator W (12) are tabulated [135] or can be computed by making use of the
coefficients of fractional parentages [134].
We shall now consider that the electronic wavefunction is exposed to the ligand field
and an external electric field E resulting in the Stark interaction VE = −d · E.
Since the molecule lacks an inversion symmetry the electrostatic interactions with
the ligand field contains contributions of odd parity V oddligand, which mixes the states
|Ψi〉 of the ground configuration 4f8 with states |Φν〉 of the excited configuration
4f75d1 of opposite parity. In first order perturbation theory the new wavefunction
|Ψ′i〉 is approximated as
|Ψ′i〉 = |Ψi〉+
∑
ν
〈Φν |V oddligand|Ψi〉
Ei − Eν
|Φν〉 = |Ψi〉+
∑
ν
ανi |Φν〉, (7.4.10)
where Ei−Eν is the energy difference between the states |Φν〉 of the 4f75d1 configu-
ration and the state |Ψi〉 of the 4f8 ground configuration. Owing to this admixture,
the states of the ground configuration 4f8 are themselves mixed under an applied
electric field as
|Ψ′iE〉 = |Ψ′i〉+
∑
j
〈Ψ′j |VE|Ψ′i〉
E′i − E′j
|Ψ′j〉 = |Ψ′i〉+
∑
j
βji |Ψ
′
j〉
= |Ψi〉+
∑
ν
ανi |Φν〉+
∑
j
βji |Ψj〉+
∑
j
βji
∑
ν
ανj |Φν〉, (7.4.11)
now to first order in perturbation in VE with respect to V oddligand. The influence of the
Stark effect on the hyperfine coupling can be evaluated by calculating the matrix
element of the operator N on the perturbed state |Ψ′0E〉 = |Ψ′0〉 +
∑
j β
j
0|Ψ′j〉 =
|Ψ0〉+
∑
ν α
ν
0 |Φν〉+
∑
j β
j
0|Ψj〉+
∑
j β
j
0
∑
ν α
ν
j |Φν〉:
〈Ψ′0E |N |Ψ′0E〉 = 〈Ψ0|N |Ψ0〉+
∑
j 6=0
(βj0〈Ψ0|N |Ψj〉+ β
j
0
?〈Ψj |N |Ψ0〉) + · · · , (7.4.12)
where contributions involving products of the coefficients ανi and β
j
i are ignored as
being negligible. It is emphasized that
∑
ν α
ν
0〈Ψ0|
∑
i(N i/r
3
i )|Φν〉+ complex conju-
gate = 0, because |Ψ0〉 and |Φν〉 are of opposite parity and
∑
i(N i/r
3
i ) is of even
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parity. Assuming that E′0 −E′j ≈ E0 −Ej and E0 −Eν ≈ ∆E4f8→4f75d1 then using
the closure relation
∑
ν |Φν〉〈Φν | = 1, the coefficient β
j
0 can be approximated as
βj0 =
〈Ψ′j |VE|Ψ′0〉
E′0 − E′j
=
{〈Ψj |+
∑
τ 〈Φτ |
〈Ψj |V oddligand|Φτ 〉
E0−Eτ }VE{|Ψ0〉+
∑
ν
〈Φν |V oddligand|Ψ0〉
E0−Eν |Φν〉}
E′0 − E′j
≈ 2
〈Ψj |VEV oddligand|Ψ0〉
(E0 − Ej)∆E4f8→4f75d1
, (7.4.13)
The change in the hyperfine interaction may finally be written as
〈Ψ′0E |AJ · I|Ψ′0E〉 = (1 + ∆A/A)〈Ψ0|AJ · I|Ψ0〉 (7.4.14)
with
∆A/A ≈ 4
∑
j
〈Ψj |VEV oddligand|Ψ0〉
(E0 − Ej)∆E4f8→4f75d1
〈Ψ0|N |Ψj〉
〈Ψ0|N |Ψ0〉
(7.4.15)
In general the crystal field experienced by the excited configuration 4f75d1 is about
ten times larger [136] than the one experienced by the electrons of the ground con-
figuration 4f8. It is then reasonable to expect that the effect of V oddligand amounts to
around 1 − 2 eV in energy. On the other hand, given the size of the electronic or-
bits, which is within the range 0.1-0.2 nm, and the expression of the dipole operator
d = −er, the strength of VE under an electric field E measured in mV/nm is es-
timated in eV to (1 − 2) · 10−4 E. The excited configuration (4f75d1) is separated
from the ground configuration (4f8) by about ∆E4f8→4f75d1 = 5.5 eV. The quantity
4〈Ψj |VEV oddligand|Ψ0〉/∆E4f8→4f75d1 thus is estimated to (1.8 ± 1.1)10−4 (eV) E with
E given in mV/nm. If furthermore, we consider only the states of the ground mul-
tiplet 7F6 and those of the first excited 7F5 multiplet then only two excited states
are mixed by the electric field with the ground state, with E0 − Ej=1 ≈ −0.06 eV
and 〈Ψ0|N |Ψj=1〉/〈Ψ0|N |Ψ0〉 = −1/
√
6 for the first and E0−Ej=2 ≈ −0.3 eV and,
making use of the equation 7.4.9, 〈Ψ0|N |Ψj=2〉/〈Ψ0|N |Ψ0〉 = −0.41576 for the sec-
ond. With all these numbers we may reasonably expect a change in the hyperfine
constant in the order of
∆A
A
≈ 10−3 E(mV/nm) (7.4.16)
The result is in the same order of magnitude than the experimental value and shows
that the observed nuclear spin response to the electric field is explainable by the
hyperfine Stark effect.
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7.5. Dephasing time T ∗2
7.5.1. Introduction
In this section, we are going to present measurements of the dephasing time T ∗2 of the
nuclear spin qubit. The dephasing time is equal to the duration over which the time
average coherence of the quantum superposition is preserved. But before turning to
the discussion of the experimental results, a brief review about the dephasing of an
effective spin 1/2 and the experimental access to this quantity is given. To do so, we
will follow the common approach by starting from the time evolution of the 2 × 2
density matrix ρ:
i~
dρ
dt
= [H, ρ] = Hρ− ρH = ~
2
[(
∆ Ω
Ωe−iφ −∆
)
ρ− ρ
(
∆ Ω
Ωe−iφ −∆
)]
(7.5.1)
where H is the Hamiltonian described in Eq. 7.1.8. Expanding this matrix equation
and substituting
〈σx〉 = (ρ21 + ρ12) (7.5.2)
〈σy〉 = i (ρ21 − ρ12) (7.5.3)
〈σz〉 = ρ22 − ρ11 (7.5.4)
we get the equations of motion in the rotation frame:
〈σx〉 = ∆〈σy〉 (7.5.5)
〈σy〉 = −∆〈σx〉+ Ω〈σz〉 (7.5.6)
〈σz〉 = −Ω〈σy〉 (7.5.7)
These equations describe the motion of the spin exposed to an alternating field,
however, the effects of relaxation and decoherence are still missing. In 1946, Felix
Bloch extended this set of equations by empirical terms to allow for the relaxation to
equilibrium. He assumed that the relaxations along the z-axis and in the x−y plane
happen at different rates, which are designated as 1/T1 and 1/T2 for the z-axis and
the x− y plane respectively. Including these terms results in the Bloch equations:
〈σx〉 = −∆〈σy〉 −
〈σx〉
T2
(7.5.8)
〈σy〉 = ∆〈σx〉+ Ω〈σz〉 −
〈σy〉
T2
(7.5.9)
〈σz〉 = −Ω〈σy〉 −
〈σz〉
T1
(7.5.10)
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In case of no alternating field Ω = 0 one can show that the solution to these equations
is:
〈σx〉 = 〈σx〉t=0 cos(∆t)e−t/T2 (7.5.11)
〈σy〉 = 〈σy〉t=0 sin(∆t)e−t/T2 (7.5.12)
〈σz〉 = 〈σz〉t=0 (1− e−t/T1) (7.5.13)
Eqs. 7.5.11- 7.5.13 describe the precession of a spin 1/2 with the detuning ∆ around
the z-axis. This precession is damped at a rate 1/T2 in the x − y-plane and with
the rate 1/T1 along the z-axis. To measure the relaxation in the x − y-plane (free
induction decay) a series of operations is performed. First, the spin is prepared
along the +z-axis in the Bloch sphere at t = 0. Subsequently, we turn the spin into
the equatorial plane using a MW pulse and thus create a superposition between the
two spin states. The duration of this pulse was adjusted to perform a 90◦ rotation
around the x-axis, which is why this type of pulse is referred to as a (π/2) pulse
(Fig. 7.5.1(a)). Afterward, we are waiting for the time τ , leading to the precession
of the spin according to Eqs. 7.5.11- 7.5.12 around the z-axis at the frequency ∆.
Notice that 〈σz〉 remains zero and only 〈σx〉 and 〈σy〉 are changing. Then a second
π/2 pulse is rotating the spin back onto the z-axis. This operation transforms the
former value of 〈σy〉 to 〈σz〉, which is measured subsequently. Repeating this pulse
sequence (Fig. 7.5.1(b)) for different values of τ and measuring the resulting value
of 〈σz〉 leads to oscillations with a period of 1/∆ — the so called Ramsey fringes
(Fig. 7.5.1(c)). In the case of a single spin, many measurements are averaged to
obtain the expectation value 〈σz〉. Due to the changing environmental influence
in each measurement, the spin performs rotations with slightly different angles at
a given time τ between the two π/2 pulses. This dephasing mechanism between
subsequent measurements leads to a decay faster than the decoherence time. The
envelope of the oscillation is modeled by the function exp(−t/T ∗2 ), where T ∗2 is the
dephasing time.
7.5.2. Experimental results
From the previous section we know that the oscillation frequency of the Ramsey
fringes is equal to the detuning ∆/2π. Therefore, in order to adjust the oscillation
period, the precise position of the resonance frequency ν0 had first to be obtained.
This was done by measuring the visibility of the Rabi oscillations as function of the
frequency at a microwave power of 0 dBm (see Fig. 7.5.2(a)). By fitting a Lorentzian
to the obtained data points, we found the maximum at 2449 MHz for Vg = 2.205 V.
Afterward, we detuned the microwave source by 100 kHz in order to see Ramsey
fringes with an oscillation period of 10 µs. In the next step we measured a full
Rabi oscillation at ν = 2448.9 MHz to determine the duration of the π/2 pulse (see
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Figure 7.5.1.: (a) Bloch sphere trajectory of the spin wavefunction during the experiment.
The Ramsey fringes are measured by applying a sequence of two MW pulses (b) to a spin,
which was initially oriented along the z-axis. The first MW pulse rotates the vector by 90◦
into the x− y-plane, which is equivalent to a superposition of the two spin states. Waiting
for a time τ , causes a damped precession of the Bloch vector with the frequency 2π/∆ and
at the rate T ∗2 . The second MW pulse rotates the spin again by 90◦ around the x-axis,
thus, mapping 〈σy〉 on 〈σz〉. (c) Repeating this sequence for different τ and measuring the
resulting expectation value 〈σz〉 leads to oscillations decaying with e−t/T
∗
2 .
Fig. 7.5.2(b)). By fitting the Rabi oscillation to a sine function, the duration of the
π/2 pulse can be obtained and was 284 ns.
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Figure 7.5.2.: (a) To calibrate the detuning, we measured the visibility of the Rabi oscil-
lations as a function of the frequency at 0 dBm microwave power. The maximum of the
visibility corresponds to zero detuning and was found at 2449 MHz. (b) In order to obtain
Rabi oscillations with a period of 10 µs, we detuned the microwave source by 100 kHz to
2448.9 MHz and recorded a full period of a Rabi oscillation. Fitting the data to a sine
function gave rise to a π/2 pulse length of 284 ns.
Having calibrated the π/2 pulse at the microwave frequency of 2448.9 MHz, we
measured the Ramsey fringes following the sequence presented in Fig. 7.5.3(a). First
the nuclear spin qubit was initialized by sweeping the magnetic field back and forth
until the nuclear spin was in the |+3/2〉 state. Subsequently, two π/2 MW pulses were
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Figure 7.5.3.: (a) Time dependent external magnetic field H|| and pulse sequence gener-
ated to measure the Ramsey fringes. Initialization and probe of the nuclear spin qubit are
performed using the identical protocol explained in Fig. 3a. The MW sequence consists
of two π/2 pulses, with an increasing inter-pulse delay τ . (b) Ramsey interference fringes
obtained by repeating the procedure of (a) 800 times. Vg = 2.205 V, corresponding to a
Rabi frequency ΩR = 1.136 MHz and a resonant frequency ν0 = 2.449 Mhz of the nuclear
spin qubit. The measured coherence time T ∗2 ≈ 64 µs.
generated with the inter-pulse delay τ . At last, the final state was probed sweeping
the magnetic field back to its initial value, while checking for a QTM transition.
If no QTM event was observed, the measurement was rejected. To obtain a good
approximation of the expectation value this procedure was repeated 100 times for
each inter-pulse delay τ , resulting in the Ramsey fringes as shown in Fig. 7.5.3(b).
The measurements exhibit an exponentially decaying cosine function. By fitting the
data to y = cos((∆/2π)t)exp(−t/T ∗2 ), we extracted a dephasing time T ∗2 ≈ 64 µs.
Detailed studies suggest that the mayor contribution to the dephasing was caused
by charge noise of the oxide and bit noise of the digital to analog converter at the
gate terminal.The amplitude of the latter is estimated to be ±1 bit resulting in
gate voltage fluctuations of ∆Vg(bit noise) = ±153 µV → Fig. 7.3.1 → ±26.2 kHz
→ gNµNBeff/h → ±2.6 mT. Now we turn to the estimation of the noise generated by
charges trapped in the gate oxide. If charges are trapped far away from the molecule
those fluctuations are small, their frequency, however, is larger due to the multitude
of available trapping sites. From our measurements we extracted that within the time
scale of averaging over 1 data point we observed an effective gate voltage fluctuation
of ∆Vg(bit noise) = ±500 µV → Fig. 7.3.1 → ±85.9 kHz → gNµNBeff/h → ±8.6 mT.
Moreover, a charge can be trapped in the close vicinity of the molecule, leading to
a gate voltage shift so large that nuclear spin is completely shifted out of resonance.
Since the available sites in the close vicinity of the molecular are very few, this event
happens in average every 1 to 2 days. Those events will not necessarily increase
the decoherence since the changes are so drastic that we recalibrate the resonance
128 7 Nuclear spin dynamics - T∗2
frequency every time they occurred. However, they make the measurement of a
complete series of Rabi and Ramsey oscillations, which took about 4 days, extremely
difficult and time consuming.
In future devices we wil make use of more stabe gate oxides and well stabilized
DA converters, which should increase the dephasing time by at least 2 orders of
magnitude.
7.5.3. Outlook
In order to enhance the dephasing time T ∗2 , the coupling to the environment must
be attenuated. This can be achieve by actively controlling the time evolution of
the spin precession. This so called dynamical decoupling relies on a series of MW
pulses, which is periodically turning the spin [137]. One can show that environmental
interactions, which happen on a time scale longer than the pulse series, are canceled
out. The most common of these pulse sequences to dynamically decouple the spin
from the environment was presented by Hahn [138] and involves as series of three
pulses as shown in Fig. 7.5.4(b). To visualize the experiment, we make again use of
the Bloch sphere representation (see Fig. 7.5.4(a)). The first step, prior to the pulse
sequence, is the initialization of the spin. In this example we will use the vector
pointing along the +z direction as initial state (grey vector in Fig. 7.5.4(b)). By
applying a π/2 pulse, the Bloch vector will be rotated by 90◦ around the x-axis,
thus creating a linear superposition state (blue curve). This state is left to a free
evolution during the time τ and decoheres at a rate of T2. After a waiting time τ ,
the vector has rotated by an angle φ in the equatorial plane, which is different every
time we perform the experiment due to the fluctuations of the magnetic field along
z. The second MW pulse (red) rotates the vector by an angle of 180◦ around x. This
operation compensates any difference in φ, since vectors which were delayed, due to
a slightly smaller magnetic field in z direction (dark red arrow), are now in advance.
Followed by a second free precession of duration τ , the Bloch vector will arrive at −y
no matter what the local magnetic field was, as long as it remained constant on the
time scale of the pulse series. Hence, all magnetic field fluctuations, which were much
slower than the pulse sequence, are eliminated. Finally, the vector is rotated by 90◦
around x, which brings it back to its original position. Yet, the size of the vector
is reduced due to decoherence within the x − y plane, resulting in an exponentially
decaying spin echo signal (see Fig. 7.5.4(c). However, the characteristic time of the
decay is the decoherence time T2, which is much longer than T ∗2 and can theoretically
be extended to its fundamental limit T2 ≤ 2T1.
The measurement protocol will be similar to the Ramsey experiment, but with an
altered pulse sequence. We expect to eliminate the rather slow gate voltage fluctua-
tions, which were transformed into magnetic field fluctuations by the hyperfine Stark
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Figure 7.5.4.: (a) Trajectory of the Bloch vector in the Hahn spin echo experiment, in
which a sequence of three MW pulses (b) is applied to a spin, initially aligned along the
+z-axis. First, the vector is rotated by 90◦ into the equatorial plane using a π/2 pulse,
thus, creating a linear superposition of the two spin states. Afterward, the vector performs
a free precession around z for an interval τ , while being damped at the rate e−t/T2 . During
this time, magnetic field fluctuations along z result in slightly different precession angles
from one measurement to another. A second MW pulse rotates the spin by an angle 180◦
around x, hence, ending up again in the x-y plane. Due to this operation, vectors which
were formerly retarded to to a slightly smaller magnetic field are now in advance. Thus,
after waiting for the same period τ , the vector will be aligned along the −y-axis. Finally,
we project it back to the z-axis using a second π/2 pulse. (c) Repeating this sequence for
different τ leads to an exponentially decaying spin echo signal of e−t/T2 .
effect and, hence, we should observe a T2, which is much larger than T ∗2 . However,
the experimental realization of this experiment has not been performed yet, and
could not be presented in my manuscript.
7.6. Summary
In this chapter, we presented the first quantum manipulation of a single nuclear spin
qubit in a single-molecular magnet. To overcome the technical problem of generating
high magnetic field amplitudes, we proposed and demonstrated the possibility to
use the Stark shift of the hyperfine coupling to not only tune the level splitting
of our nuclear spin qubit, but also to generate a large effective AC magnetic field
at the nucleus. Using local AC electric fields, we performed electrical quantum
manipulations of a single nuclear spin qubit at MHz frequencies with a coherence
time T ∗2  64 µs. These results open the way to a fast coherent manipulation of a
nuclear spin qubit as well as the opportunity to control the entanglement between
different single nuclear spin qubits by tuning their resonance frequency using AC and
DC gate voltages, by means of the Stark shift of the hyperfine coupling. Since this
was only possible due to the unique electrostatic environment of a single molecule
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magnet, these results will hopefully make molecular based qubits serious candidates
for quantum information processing.
8 | Conclusion and outlook
In this thesis I developed an entire experimental setup to measure and manipulate
quantum properties of single molecule magnets. Equipped with a new dilution re-
frigerator to meet the needs of ultra sensitive mesoscopic experiments, I designed
and constructed innovative equipments such as miniaturized three dimensional vec-
tor magnets, capable of generating static magnetic fields in the order of a Tesla and
allowing for sweep-rates larger than one Tesla per second 1. Furthermore, I optimized
the noise-filtering system and the signal amplifiers in order to suppress as much as
possible the electronic noise pick-up.
After a thorough testing and approving of every part in the measurement chain, I
turned to the fabrication of a single-molecule magnet spin-transistor, being probably
one of the smallest devices presented in the field of organic spintronics. However,
its tiny size of only 1 nm and the technological limitations of state of the art nano-
fabrication made it extremely challenging to build such a device. Despite this difficult
conditions, I was able to perform experiments on three different samples, which
demonstrated the feasibility and reproducibility of those cutting edge devices, even
though the yield was rather small.
The extreme sensitivity of the molecular spin transistor, opened a path to access
pristine quantum properties of an isolated single-molecule magnet, such as read-out
of its quantized magnetic moment and the detection of the quantum tunneling of
magnetization.
But most important, we were able to detect the four different quantum states of an
isolated 159Tb nuclear spin. By reading out the nuclear spin states much faster than
the relaxation time T1, we were able to measure the nuclear spin trajectory, revealing
quantum jumps between the four different nuclear qubit states at a timescale of
seconds. Finally, a post-treatment and statistical averaging of this data yielded the
relaxation times T1 of a few tens of seconds, which were resolved for each nuclear
spin state individually.
However, the underlying physics, leading to the relaxation of the nuclear spin, re-
mained hidden in the statistical average. In order to extract this very information, we
1The maximum sweep-rate was tested in liquid helium.
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developed a quantum Monte-Carlo code taking the specific experimental conditions
into account. By fitting the statistical average of the simulations to the experimen-
tal data, we could deduce that the mechanism, dominating the relaxation process,
was established over a coupling between the nuclear spin to the electrons tunneling
through the read-out quantum dot. Using this knowledge, we could demonstrate that
the experimental relaxation times could be modified just by changing the amount of
tunnel electrons per unit time.
After having thoroughly investigated the quantum properties of an isolated nuclear
spin using a passive read-out only, we wanted to take our experiments to the next
level by actively manipulating the nuclear spin in a coherent manner. To overcome
the technical problem of generating high magnetic field amplitudes, we proposed and
demonstrated the possibility to exploit the Stark shift of the hyperfine coupling to
accomplish this task. Not only could we tune the level splitting of our nuclear spin
qubit, but also the generation of large effective AC magnetic fields at the nucleus
was possible. In this way we performed the first electrical manipulation of a single
nuclear spin. In combination with the tunability of the resonance frequency by means
of a local gate voltage, the addressability of individual nuclear spins in the spirit of
Kane’s proposal [50] becomes possible.
During my thesis I could demonstrate that single-molecule magnets are potential
candidates for quantum bits as defined by DiVincenzo [32] (see chapter 1 for further
explanation):
- Information storage on qubits: I could show that information could be stored on
the single nuclear spin of an isolated TbPc2 SMM (chapter 6).
- Initial state preparation: the initial state preparation is up to now rather pas-
sive, however, due to the quantum nondestructive nature of the measurement
scheme, the initial state can be prepared by the measurement itself.
- Isolation: since we used a nuclear spin qubit, isolation is one of its intrinsic prop-
erties. I could show in chapter 7 that the dephasing time T ∗2 of our nuclear
spin qubit is about 64 µs.
- Gate implementation: due to a very large effective magnetic field, created by the
hyperfine Stark effect, a coherent manipulation of the nuclear spin could be
performed within 300 ns, which was 200 times faster than the coherence time
T2.
- Read-out: I demonstrated in chapter 6 that the read-out of the nuclear spin qubit
state was performed with fidelities better than 87% (sample C). Note that
this is no intrinsic limitation of the system and will be improved in future
experiments.
However, to be competitive with existing qubit systems, the read-out of the nuclear
spin state needs to be speed up by at least three orders of magnitude. To achieve
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this acceleration of the read-out cycle, a different detection scheme is necessary. On
of the most established methods in nuclear spin based qubits takes advantage of the
nuclear spin resolved electron spin resonance (ESR) as a read-out tool. As already
pointed out in chapter 7, this technique seems to be incompatible TbPc2 SMMs due
to the spin ground state of mJ = ±6 and an excited state separation of about 12.5
THz.
However, different kinds of single-molecule magnets with ESR compatible properties
could be thought of. Such a molecule is for example the Co(Me6tren)Cl SMM (see
Fig. 8.0.1). It is one of the first mononuclear single-molecule magnets based on tran-
sition metal ion. Those molecules are chemically more stable than their polynuclear
counterparts, which allows the manipulation and study of its magnetic properties on
the single molecule level. It has an Ising type spin ground state of S = ±3/2, which
makes a ESR transition more likely. Furthermore, 59Co is among the 22 existing
elements having only one natural isotopic abundance, which is of major importance
for its use as a nuclear spin qubit. First, preliminary measurements show, that the
hyperfine interaction of the Co2+ ion is comparable to the Tb3+, as the steps in
the hysteresis curve coming from the hyperfine coupling are well distinguished (see
Fig. 8.0.1(b)). However, its compatibility to the molecular spin-transistor design and
the ESR transition between the S = ±3/2 ground states still needs to be proven.
Figure 8.0.1.: (a) Structure of the Co(Me6tren)Cl SMM. (b) Hysteresis loop of a diluted
Co(Me6tren)Cl crystal obtained with a microsquid. Steps in the hysteresis indicate the
nuclear spin resolved quantum tunneling of magnetization.
Another important point, which has not been shown yet, is the scalability of our
qubits. In contrary to common top-down approaches, like coupling different qubits in
a cavity, we want to exploit the potential of organic chemistry in designing molecules
including more than one qubit. Starting from the mononuclear terbium double-
decker SMM (see Fig. 8.0.2(a), a two qubit system could be made by using a triple-
decker SMM with two terbium ions (see Fig. 8.0.2(b)). The coupling between the
terbium ions is established via the exchange interaction, mediated using an unbound
electron of the phthalocyanine ligands. In the single-molecule spin-transistor layout
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the electron can be easily removed or added by means of the gate voltage. Thus, the
coupling between the terbium ions can be switched on or off, allowing for the control
of entanglement.
Figure 8.0.2.: (a) Structure of the TbPc2 SMM. (b) Structure of the Tb2Pc3 SMM.
The results presented in this thesis, extent the potential of molecular spintronics
beyond classical data storage. We demonstrated the first experimental evidence of
a coherent nuclear spin manipulation inside a single-molecule magnet, and therefore
build the foundation for the first molecular quantum bits. Their great versatility
holds a lot of promises for a variety of future applications and, maybe one day, a
molecular quantum computer.
A | Spin
A.1. Charged particle in a magnetic field
If an atom is exposed to an external magnetic field it will experience an interaction
which can be quantified by the following Hamiltonian.
H =
Z∑
i=1
1
2me
(pi + eA(ri))
2 + V (ri), (A.1.1)
where p is the momentum operator, (−e) the charge of an electron and A the vector
potential. To simplify the calculation, the Coulomb gauge divA = 0 can be used,
which makes the operators p and A commute. Moreover, the vector potential is
chosen to be A = 12 (B × r). Inserting this into Eq. A.1.1 and expanding the
canonical momentum gives:
H =
Z∑
i=1
p2i
2me
+
e
2me
pi (B × ri) +
e2
2me
(
B × ri
2
)2
+ V (ri) (A.1.2)
Applying the rules for triple products: pi (B × ri) = B (ri × pi), and inserting the
electron orbital angular momentum li = ri × pi we get:
H =
Z∑
i=1
p2i
2me
+ V (ri) +
e
2me
B
Z∑
i=1
Li +
Z∑
i=1
e2B2
8me
r2i sin
2(θi) (A.1.3)
Substituting
∑Z
i=1
p2i
2me
+ V (ri) with the Hamiltonian in absence of a magnetic field
H0, e~2me with the Bohr magneton µB and
∑Z
i=1 li with total orbital momentum L,
gives rise to final Hamiltonian:
H = H0 + µB
L
~
B︸ ︷︷ ︸
Hpara
+
Z∑
i=1
e2B2
8me
r2i sin
2(θi)︸ ︷︷ ︸
Hdia>0
(A.1.4)
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This Hamiltonian is divided into three parts. The first one, H0, describes the atom
without a magnetic field. In the second term is a scalar product of L and B, which
will align two vectors anti-parallel in order to minimize the energy and is responsible
for the paramagnetism. The last part of the equation is always positive and therefore
increasing the energy of the atom. It describes the diamagnetic response to an
applied field. If we put some numbers into the equation, e.g. |L| /~ =
√
2, |B| = 1T,
r2i = 0.3nm, we get Hpara ≈ 100 µeV and Hdia ≈ 1 neV. Thus, the diamagnetism
is much smaller than the paramagnetism and is only of significance in systems with
closed or half filled shells. The total magnetic moment µ is calculated by taking the
first derivative of the Hamilton operator with respect to the magnetic field. Using
Eq. A.1.4 results in:
µ =
∂H
∂B
= µB
L
~︸ ︷︷ ︸
µL
+
Z∑
i=1
e2B
4me
r2i sin
2(θi)︸ ︷︷ ︸
µind
The last term arises only for finite B, and describes the induced magnetic moment.
The first term, however, is present also at zero magnetic field and represents a per-
manent magnetic moment due to the orbital motion:
µL = µB
L
~
(A.1.5)
where L is the total orbital angular momentum with its quantum number L. Its
modulus is obtained by:
|L| = ~
√
L(L+ 1) (A.1.6)
and its projection on the z axis is given as:
Lz = ~mL (A.1.7)
with mL being the magnetic orbital quantum number ranging from −L to L, and
having therefore 2L+ 1 possible values.
A.2. Electron spin
When Stern and Gerlach did their famous experiment in 1922, they discovered that
electrons posses an internal permanent magnetic moment, which is independent of
its orbital motion and takes only two quantized values. In analogy to the orbital
angular momentum L it is assumed that an additional intrinsic angular momentum
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S, which is called spin, gives rise to this permanent magnetic moment. Similar to
Eqs. A.1.5-A.1.7 we define a magnetic moment:
µS = gSµB
S
~
(A.2.1)
where g is the Landée factor and S is the total spin with its quantum number S.
The modulus of S is calculated as:
|S| = ~
√
S(S + 1) (A.2.2)
and its projection on the z-axis is given by:
Sz = ~mS (A.2.3)
In contrary to the orbital angular momentum, the magnetic moment is increased by
the Landée factor and S can take half integer values.
The Hamiltonian of a charge particle with spin S modifies to:
H = H0 + µB
L+ gSS
~
B︸ ︷︷ ︸
Hpara
+
Z∑
i=1
e2B2
8me
r2i sin
2(θi)︸ ︷︷ ︸
Hdia>0
(A.2.4)
A.3. Spin matrices
Let us first consider a system with only two spin values: s = 1/2 andmS = −1/2,+1/2.
This is a very simple case, but helps understanding more difficult spin system. When
calculating energy levels of spin 1/2 systems it is convenient to work with the matrix
representation, where the wave function Ψ is a vector with the spin up and down
amplitude and the operator S is a vector of two by two matrices ((2S+1)×(2S+1)):
S =
~
2
σ (A.3.1)
where σ are the so-called Pauli matrices:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
Often, instead of σx and σy, their linear combinations σ+ = (σx + iσy) and σ− =
σx − iσy are used since they are more adapted to the spin up and spin down basis.
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σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
(A.3.2)
In this representation the Zeeman energy is calculated by diagonalizing the following
Hamiltonian:
HZeeman =
1
2
µBgS
[
Bx
(
0 1
1 0
)
+By
(
0 −i
i 0
)
+Bz
(
1 0
0 −1
)]
Analogue to the spin 1/2 system those matrices can be calculated for spin systems
of order N , where σz is a (2N + 1)× (2N + 1) matrix with only diagonal elements.
σz(N) =

−N 0
. . .
0 N
 (A.3.3)
The matrices σx(N) and σy(N) are obtained via σ+(N) and σ−(N):
σ±(N) =
√
N(N + 1)−mN(mN ± 1) δi±1,j (A.3.4)
A.4. Dirac equation and spin-orbit coupling
The origin of spin and therefore spin-orbit interaction lies in the relativistic nature
of electrons. Relativity theory teaches us that the energy of an electron is calculated
by: E =
√
c2p2 +m2ec
4, where c is the speed of light, me the free electron mass and
p the relativistic, classical momentum: p =
(
1− v2/c2
)−1/2
mev. Due to its non-
linearity it is not so easy to translate this equation using the correspondence principle
of quantum mechanics into an operator. The only way to solve this problem is to
linearize the above equation. It can be shown, that this is only possible by rewriting
the standard representation of the Schrödinger equation in the matrix representation.
The idea is to find a matrix which multiplied by itself, gives the energy eigenvalues
squared. The solution to this problem was found by Paul Dirac in 1928 and has the
following form:
HD =

mec
2 0 cpz c(px − ipy)
0 mec
2 c(px − ipy) −cpz
cpz c(px − ipy) −mec2 0
c(px − ipy) −cpz 0 −mec2

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which multiplied by itself gives:
H2D =

c2p2 +m2ec
4 0 0 0
0 c2p2 +m2ec
4 0 0
0 0 c2p2 +m2ec
4 0
0 0 0 c2p2 +m2ec
4

The energy eigenvalues of the Dirac Hamiltonian are:
E = ±
√
c2p2 +m2ec
4
Where each eigenvalue is twice degenerate. The positive energies are describing
electrons, whereas the negative energies are for positrons. The time independent
Dirac equation is then:

mec
2 0 cpz c(px − ipy)
0 mec
2 c(px − ipy) −cpz
cpz c(px − ipy) −mec2 0
c(px − ipy) −cpz 0 −mec2


Ψ↑e
Ψ↓e
χ↑p
χ↓p
 = E

Ψ↑e
Ψ↓e
χ↑p
χ↓p

where Ψ↑e ,Ψ↓e is the up-spin or down spin electron wave function and χ↑p,χ↓p is the up-
spin or down-spin positron wave function, respectively. To describe an relativistic
electron in an electro-magnetic field the following substitutions are usually made:
p → p + eA and E = E + eφ. Where A and φ are the magnetic vector potential
and the electric scalar potential, respectively. In the following we want combine the
up-spin and down-spin component to get smaller expressions. It can be shown easily
that: cpσ = c(pxσx + pyσy + pzσz) =
(
cpz c(px − ipy)
c(px − ipy) −cpz
)
. Thus we get:
(
mec
2 c(p+ eA)σ
c(p+ eA)σ −mec2
)(
Ψ
φ
)
= (E + eφ)
(
Ψ
φ
)
This is a coupled equation of Ψ and φ. Expanding this matrix equation results in:
(
E −mec2 + eφ
)
|Ψ > = c(p+ eA)σ|χ > (A.4.1)(
E +mec
2 + eφ
)
|χ > = c(p+ eA)σ|Ψ > (A.4.2)
We can therefore express |χ > in terms of |Ψ >:
|χ > = c
(E +mec2 + eφ)
(p+ eA)σ|Ψ >
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Until now everything is exact. To simplify this equation we use the Taylor series
expansion.
|χ > ≈ 1
2mec
(
1− E −mec
2 + eφ
2mec2
)
(p+ eA)σ|Ψ >
Substituting this result into into Eq. A.4.1 gives:
(
E −mec2 + eφ
)
|Ψ〉 ≈ 1
2me
(p+ eA)σ
(
1− E −mec
2 + eφ
2mec2
)
(p+ eA)σ|Ψ〉
=
[
[(p+ eA)σ]2
2me
(
1− E −mec
2
2mec2
)
− e
4m2ec
2
(p+ eA)σ (φ) (p+ eA)σ
]
|Ψ〉
We used the fact that the operator (p + eA)σ is not acting on E −mec2. Now we
want to expand the second term. To do so we recall that the momentum operator
p = −i~∇ and that pφ = φp− i~∇φ. Inserting this into the above equation gives:
(p+ eA)σ (φ) (p+ eA)σ = φ [(p+ eA)σ]2 − i~ [(∇φ)σ] [(p+ eA)σ]
using the equation: (Xσ) (Y σ) = XY + iσ (X × Y ) we end up with:
−i~ (∇φ)σ [(p+ eA)σ] = −i~ (∇φ) (p+ eA) + ~σ [(∇φ)× (p+ eA)]
(
E −mec2 + eφ
)
|Ψ > =
 [(p+ eA)σ]22me
(
1− E −mec
2 + eφ
2mec2
)
︸ ︷︷ ︸
Pauli equation + relativistic correction
 |Ψ〉
+
 e4m2ec2∇φ (p+ eA)︸ ︷︷ ︸
Darwin−term
− ~e
4m2ec
2
σ [∇φ× (p+ eA)]︸ ︷︷ ︸
spin−orbit−term
 |ψ〉
We are now concentrating only on the last term, since it is the most interesting for
our purposes.
By changing to the spherical coordinate system:
∇φ = 1
r
dφ
dr
r
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resulting in:
~e
4m2ec
2
σ [∇φ× (p+ eA)] = ~e
4m2ec
2
σ
[
1
r
dφ
dr
r × (p+ eA)
]
Since p + eA is the canonical momentum the expression r × (p+ eA) gives us the
orbital momentum l. The term 1r
dφ
dr is just a scalar and can be combined with
the pre-factor to the spin-orbit coupling constant ξ = ~e
4m2e c
2
(
1
r
dφ
dr
)
. Since σ is the
operator for the spin s we result in the final one electron spin-orbit Hamiltonian:
Hso = ξ ls
If we are now considering systems with more than one electron, there are two possibil-
ity of how the spin-orbit coupling effects the orbital energies. The first and for us less
interesting case is a system where the spin-orbit coupling is larger than the electron-
electron interaction. There each electrons spin si couples with its orbit li to form an
total momentum ji = li + si. The coupling energy is than given by Hli,si = ciilisi.
In the second case the electron-electron interaction, or in other words the coupling
between different orbital momenta Hlilj = aijlilj and spins Hsisj = bijsisj is larger
than the spin-orbit coupling. Now the different orbital momenta couple to a total
orbital momentum L =
∑
i li and the different spins couple to a total spin S =
∑
i si
before coupling the the total momentum J = L+S. The spin-orbit coupling energy
is than given by: Hso = λ LS. With this knowledge we can also try to understand
the 3. Hunds rule. Therefore we are relating the one electron spin-orbit coupling
constant ξ with λ:
Hso = ξ
∑
i
li
∑
i
si = λLS
Therefore
λ =
ξ
∑
i lili
LS
for less than half filled shells si is always 12 and can be put in from of the sum. Thus
λ becomes positive for less than half filled shells and the ground state is J = |L−S|.
λ =
1
2ξ
∑
iLi
LS
=
ξ
2S
> 0
For more than half filled shells si has values of +12 and −
1
2 and the sum is split in
two:
λ =
1
2ξ
0︷ ︸︸ ︷
half∑
i
Li
LS
−
1
2ξ
L︷ ︸︸ ︷
n∑
half
Li
LS
= − ξ
2S
< 0
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Now λ becomes negative and J = L + S is the new ground state, since it has the
smallest energy.
B | Stevens operators
O02 = 3J
2
z − J(J + 1)
O04 = 35J
4
z − 30J(J + 1)J2z + 25J2z − 6J(J + 1) + 3J2(J + 1)2
O44 =
1
2
(J4+ + J
4
−)
O06 = 231J
6
z − 315J(J + 1)J4z + 735J4z + 105J2(J + 1)2J2z − 525J(J + 1)J2z +
+294J2z − 5J3(J + 1)3 + 40J2(J + 1)2 − 60J(J + 1)
O46 =
1
4
[
(11J2z − J(J + 1)− 38)(J4+ + J4−) + (J4+ + J4−)(11J2z − J(J + 1)− 38)
]
where Jz, J+ and J− are the generalized Pauli operators of order N .
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C | Quantum Monte Carlo code
The following python code is based on a quantum Monte Carlo algorithm and was
used to simulate the nuclear spin trajectory.
from py l ab import ∗
from s c i p y . op t im i z e . minpack import c u r v e_ f i t
import p i c k l e
class QMC:
def __init__( self ,T,Gamma, dt , de l ta_t , p_LZ ) :
self . P s i 0 = a r r a y ( [ 0 , 0 , 0 , 1 ] ) # i n i t i a l s t a t e
self . H0 = a r r a y ( [ 0 . 0 , 1 2 1 . 0 , 2 7 0 . 0 , 4 4 8 . 0 ] ) # in mK
self . dt = dt # QMC time s t ep
self . d e l t a_t = de l t a_t # measurement i n t e r v a l
self .Gam= Gamma
self .T = T
self . p_LZ = p_LZ
self . d_omega = d i f f ( self . H0)
self .n_T = a r r a y ( [ 1 . / ( exp ( ( self . d_omega [ 0 ] ) /T)−1) ,
1 . / ( exp ( ( self . d_omega [ 1 ] ) /T)−1) ,
1 . / ( exp ( ( self . d_omega [ 2 ] ) /T)−1)])
self . s c l = a r r a y ( [ 1 . 0 , 2 . 0 , 2 . 2 ] )
self . C1C1 = self .Gam∗ a r r a y ( [ 0 ,
self . s c l [0 ]∗ (1+ self .n_T[ 0 ] ) ,
self . s c l [1 ]∗ (1+ self .n_T[ 1 ] ) ,
self . s c l [2 ]∗ (1+ self .n_T [ 2 ] ) ] )
self . C2C2 = self .Gam∗ a r r a y ( [ self . s c l [ 0 ] ∗ self .n_T[ 0 ] ,
self . s c l [ 1 ] ∗ self .n_T[ 1 ] ,
self . s c l [ 2 ] ∗ self .n_T[ 2 ] ,
0 ] )
self . H1 = ones (4)−0.5∗ dt ∗( self . C1C1+self . C2C2)
145
146 C Quantum Monte Carlo code
self . r e s = [ ]
self . data = [ ]
self . m i s s = [ ]
self . e r r = 0
def run( self , s t e p s =2∗∗22 , t r_r t=True ) :
r e s = [ ] #data a r e s t o r e d e v e r y quantum jump
data = [ ] #data a r e s t o r e d i n d i s c r e t e t ime i n t e r v a l s
miss = [ ]
P s i = self . P s i 0 #i n i t i a l s t a t e
t = 0 #l i f e t i m e o f the c u r r e n t s t a t e
r e v = 1 #−1: e−s p i n down
#+1: e−s p i n up
t ime = 0 #d i s c r e t e t ime
#number o f c y c l e s f o r each de l t a_t
N = i n t ( de l t a_t / self . dt )
#cy c l e i s d ev i d ed i n t o 5 s e c t i o n s
t1 = 1 .0∗N/5.0
t_arr = round ( t1 )∗ ones (10)
#s e c t i o n number ing
i t v = a r r a y ( [ 4 , 0 , 1 , 2 , 3 , 4 , 3 , 2 , 1 , 0 ] )
#i t v [ 0 ] c u r r e n t s e c t i o n
LZ_event = t_arr [ 0 ]
#Monte Ca r l o Loop
for i i in range ( s t e p s ) :
# s t a t u s r e p o r t
i f ( i i%i n t ( s t e p s /100)==0):
print s t r ( i n t ( 1 .∗ i i / s t e p s ∗100))+ ’% completed ’
# i n c r e a s e l i f e t i m e o f the c u r r e n t s t a t e
t = t + self . dt
#Thermal c o n t r i b u t i o n
#−−> evo l v e the popu l a t i o n c o n t i n o u s l y
Ps i1 = self . H1∗ Ps i
dp_re l = dot ( Ps i1 , self . C1C1∗ Ps i1 )∗ self . dt
dp_exc = dot ( Ps i1 , self . C2C2∗ Ps i1 )∗ self . dt
dp = dp_re l +dp_exc
eps = rand ( )
Quantum Monte Carlo code 147
#eps > dp : # noth i ng happens
i f eps < dp : # quantum jump
#s t o r e p opu l a t i o n and l i f e t i m e e v e r y quantum
#jump f o r t e s t i n g
r e s . append ( Ps i [ : : − r e v ]∗ t )
t = 0 #r e s e t l i f e t i m e a f t e r quantum jump
i f eps < dp_re l : # r e l a x a t i o n
Ps i = a r r a y ( [ P s i [ 1 ] , P s i [ 2 ] , P s i [ 3 ] , 0 ] )
else : #e x c i t a t i o n
Ps i = a r r a y ( [ 0 , P s i [ 0 ] , P s i [ 1 ] , P s i [ 2 ] ] )
#Landau Zener c o n t r i b u t i o n
#eve r y s e c t i o n : p o s s i b l e Landau−Zener t r a n s i t i o n
# i f LZT −−> i n v e r s e and s t o r e p opu l a t i o n
#Am I at the a n t i c r o s s i n g ?
i f ( ( i i == LZ_event ) and ( t r_r t == True ) ) :
#cy c l e through a n t i c r o s s i n g s
i t v = i t v [ [ 1 , 2 , 3 , 4 , 5 , 6 , 7 , 8 , 9 , 0 ] ]
t_ar r = t_arr [ [ 1 , 2 , 3 , 4 , 5 , 6 , 7 , 8 , 9 , 0 ] ]
# se t coun t e r to next a n t i c r o s s i n g
LZ_event += t_arr [ 0 ]
#Am I not at the bo rde r ?
i f i t v [ 0 ] < 4 :
#i s n u c l e a r s p i n i n the r i g h t s t a t e ?
i f ( P s i [ : : − r e v ] [ i t v [ 0 ] ]==1) :
eps_LZ = rand ( )
# i f rand < Landau−Zener p r o b a b i l i t y
# −−>QTM
# −−> i n v e r s e p opu l a t i o n
# −−> s t o r e n u c l e a r s p i n s t a t e
i f ( eps_LZ < self . p_LZ ) :
# f l i p e−s p i n
r e v = r e v ∗ −1
# i n v e r s e n−s p i n p opu l a t i o n
Ps i = Ps i [ : : −1 ]
# dete rm ine n−s p i n
mj = 1.5− i t v [ 0 ]
#s t o r e data
data . append ( [ t ime , mj ] )
e l i f ( eps_LZ > self . p_LZ ) :
mj = 1.5− i t v [ 0 ]
mi s s . append ( [ t ime , mj ] )
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e l i f ( t r_r t == Fa l s e ) :
mj = nonzero ( Ps i ==1)[0] [0 ]−1.5 # Ps i [0 ]=1 −−> mj=−3/2
data . append ( [ t ime , mj∗ r e v ] )
#i n c r e a s e t ime at the bo rde r
else : t ime += de l ta_t
self . r e s = a r r a y ( r e s )
self . data = a r r a y ( data )
self . m i s s = a r r a y ( mis s )
def Pop( self , s ave=Fa l s e ) :
"""
p l o t h i s tog ram o f the t ime ave rage popu l a t i o n
"""
f = p l t . f i g u r e ( )
ax = f . add_subplot (111)
ax . s e t_y l a b e l ( ’ pop t o t a l ’ ) ;
ax . s e t _ t i t l e ( ’T = ’+s t r ( self .T)+ ’ mK’ ) ;
p0 = s i z e ( nonzero ( self . data [ : ,1 ]== 1 . 5 ) )
p1 = s i z e ( nonzero ( self . data [ : ,1 ]== 0 . 5 ) )
p2 = s i z e ( nonzero ( self . data [ : ,1 ]== −0.5))
p3 = s i z e ( nonzero ( self . data [ : ,1 ]== −1.5))
norm = 1 .∗ ( p0+p1+p2+p3 )
ax . bar ( [ −1 . 5 , −0 . 5 , 0 . 5 , 1 . 5 ] , a r r a y ( [ p0 , p1 , p2 , p3 ] ) / norm ,
width =0.4 , a l i g n=’ c e n t e r ’ , a l pha =1,
c o l o r =[ ’ g r ey ’ , ’ b l u e ’ , ’ g r een ’ , ’ r ed ’ ] )
ax . s e t_x t i c k s ( ( −1 .5 , −0 .5 , 0 . 5 , 1 . 5 ) )
#ax . i n v e r t_ x a x i s ( )
ax . s e t _ x t i c k l a b e l s ( ( r ’ $ |+\ f r a c {3}{2}\ r a ng l e $ ’ ,
r ’ $ |+\ f r a c {1}{2}\ r a ng l e $ ’ ,
r ’ $|−\ f r a c {1}{2}\ r a ng l e $ ’ ,
r ’ $|−\ f r a c {3}{2}\ r a ng l e $ ’ ) )
f . t i g h t_ l a y ou t ( )
i f save == True :
f . s a v e f i g ( ’ Histogram . png ’ , dp i =300)
f . s a v e f i g ( ’ Histogram . pdf ’ )
def DeltaMI( self , s ave=Fa l s e ) :
temp = [ ]
for i i in range ( s i z e ( self . data [ : , 0 ] ) − 1 ) :
temp . append ( [ self . data [ i i +1,1]− self . data [ i i , 1 ] ] )
f 1 = p l t . f i g u r e ( )
Quantum Monte Carlo code 149
ax1 = f1 . add_subplot (111)
self . dmi = a r r a y ( temp )
ax1 . h i s t ( self . dmi , b i n s =(−3 ,−2 ,−1 ,0 ,1.0 ,2 ,3) ,
a l i g n=’ l e f t ’ , rw i d th =0.5 , normed=True , c o l o r= ’ r ’ )
ax1 . s e t_x l a b e l ( r ’ $\ De l ta m_{\ mathsf { I }}$ ’ )
ax1 . s e t_y l a b e l ( ’ p r o b a b i l i t y ’ )
ax1 . se t_x l im ((−3 ,3))
i f save == True :
f 1 . s a v e f i g ( ’ delta_m . png ’ , dp i =300)
f1 . s a v e f i g ( ’ delta_m . pdf ’ )
def Lifetime ( self , xmax , save = Fa l s e ) :
"""
e x t r a c t T1
"""
de l t a_t = self . d e l t a_t
temp1 = [ ]
temp2 = [ ]
temp3 = [ ]
temp4 = [ ]
tau = 0
for i i in range ( s i z e ( self . data [ : , 0 ] ) − 1 ) :
i f ( self . data [ i i , 1 ] == self . data [ i i +1 ,1 ] ) :
tau += self . data [ i i +1,0]− self . data [ i i , 0 ]
else :
i f ( self . data [ i i , 1 ] == +1.5) : temp1 . append ( tau )
i f ( self . data [ i i , 1 ] == +0.5) : temp2 . append ( tau )
i f ( self . data [ i i , 1 ] == −0.5) : temp3 . append ( tau )
i f ( self . data [ i i , 1 ] == −1.5) : temp4 . append ( tau )
tau = 0
temp = [ temp1 , temp2 , temp3 , temp4 ]
e xp_f i t = lambda t , tau , a : a∗ exp(− t / tau )
t ime = l i n s p a c e (0 ,120 ,100)
f 1 = p l t . f i g u r e ( f i g s i z e =(12 ,8))
for i in range ( 4 ) :
ax = f1 . add_subplot (2 , 2 , i +1)
ax . s e t_y s c a l e ( ’ l o g ’ )
ax . se t_y l im (0 . 0 05 , 1 )
ax . s e t_y t i c k s ( ( 0 . 0 1 , 0 . 1 , 1 ) )
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ax . s e t_x l a b e l ( r ’ $t \ (\ mathsf { s }) $ ’ )
ax . s e t_y l a b e l ( r ’ $\ l a n g l e m_{\ mathsf { I }} \ = \ $ ’
+s t r (1.5− i )+ r "$\ r a n g l e $" ) ;
ax . se t_x l im ( ( 0 , xmax ) ) ;
ax . s e t_x t i c k s ( (0 , 20 , 40 , 60 , 80 , 100 , 120 ) )
#c r e a t e Histogramm of l i f e t i m e d i s t r i b u t i o n
H1 = h i s tog ram ( a r r a y ( temp [ i ] ) ,
b i n s=l i n s p a c e ( de l ta_t , 120 ,
i n t (120/ de l t a_t ) ) )
#ex t r a c t a l l nonzero e l ement s #
l f t = ( r e shape ( conca t ena t e ( (H1 [ 1 ] [ nonzero (H1 [ 0 ] != 0 ) ] ,
H1 [ 0 ] [ nonzero (H1 [ 0 ] ! = 0 ) ] ) ) ,
( s i z e (H1 [ 1 ] [ nonzero (H1 [ 0 ] != 0 ) ] ) , 2 ) , o r d e r= ’F ’ ) )
params , cov = cu r v e_ f i t ( exp_f i t , l f t [ : , 0 ] ,
l f t [ : , 1 ] , [ 1 0 , 1 0 0 ] )
f i t = exp(− t ime /params [ 0 ] )
#no rma l i z e
l f t [ : , 1 ] = l f t [ : , 1 ] / params [ 1 ]
ax . s c a t t e r ( l f t [ : , 0 ] , l f t [ : , 1 ] , c= ’ k ’ )
ax . p l o t ( t ime , f i t , ’ r−− ’ , l i n e w i d t h =3)
ax . t e x t ( 0 . 6 , 0 . 8 , r ’ $\ tau$ ’+’ = ’
+s t r ( round ( params [0 ]∗100)/100)+ ’ s ’ ,
f o n t s i z e=’ x− l a r g e ’ , t r an s f o rm=ax . t r an sAxe s )
f 1 . t i g h t_ l a y ou t ( )
i f save == True :
f 1 . s a v e f i g ( ’ l i f e t i m e . png ’ , dp i =300 , fo rmat=’ png ’ )
f 1 . s a v e f i g ( ’ l i f e t i m e . pdf ’ , dp i =300 , fo rmat=’ pdf ’ )
def Write( self , o u t f i l e ) :
"""
save s imu l a t e d data
"""
f = open ( o u t f i l e , "w+b" )
p i c k l e . dump( self . data , f )
f . c l o s e ( )
i f __name__ == ’__main__ ’ :
Gam = 1./41 # 1/ s
T = 150 .0 # tempe ra tu r e i n mK
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de l t a_t = 2 .5 # s
dt = de l t a_t /60 # s
P_LZ = 0.515 # Landau−Zener p r o b a b i l i t y
s im = QMC(T,Gam, dt , de l ta_t ,P_LZ)
sim .run(2∗∗24)
sim .Pop( True )
sim .DeltaMI( True )
sim . Lifetime (120 , True )
#sim . Wri te (" sim_data . f i l e ")

D | Qutip code
The following python program was used to simulate the trajectory of the Bloch
vector.
from qu t i p import ∗
from py l ab import ∗
from numpy import r e a l
from mp l_too l k i t s . mplot3d import Axes3D
import mp l_too l k i t s . mplot3d . axes3d as p3
def run ( ) :
#
# problem paramete r s :
#
d e l t a = 0 ∗ 2 ∗ p i # qub i t sigma_x c o e f f i c i e n t
omega = 1 .0 ∗ 2 ∗ p i # qub i t sigma_z c o e f f i c i e n t
A = 0.25 ∗ 2 ∗ p i # d r i v i n g amp l i t ude
w = 1.0 ∗ 2 ∗ p i # d r i v i n g f r e qu en c y
gamma1 = 0 .0 # r e l a x a t i o n r a t e
n_th = 0 .0 # ave rage number o f e x c i t a t i o n s
p s i 0 = b a s i s (2 , 0) # i n i t i a l s t a t e
#
# Hami l ton i an
#
sx = sigmax ( ) ; sy = sigmay ( ) ; s z = s igmaz ( ) ;
sm = de s t r o y ( 2 ) ;
H0 = − ( d e l t a + omega ) / 2 .0 ∗ s z
H1 = − A ∗ sx
#
# de f i n e the time−dependence o f the Hami l ton i an
#
a r g s = { ’w ’ : w}
Ht = [H0 , [H1 , ’ s i n (w∗ t ) ’ ] ]
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#
# c o l l a p s e o p e r a t o r s
#
c_op_l i s t = [ ]
r a t e = gamma1 ∗ (1 + n_th )
i f r a t e > 0 . 0 :
c_op_l i s t . append ( s q r t ( r a t e ) ∗ sm) # r e l a x a t i o n
r a t e = gamma1 ∗ n_th
i f r a t e > 0 . 0 :
c_op_l i s t . append ( s q r t ( r a t e ) ∗ sm . dag ( ) ) # e x c i t a t i o n
#
# evo l v e and system s u b j e c t to the time−dependent h am i l t o n i a n
#
t l i s t = l i n s p a c e (0 , 0 .70 ∗ p i / A, 100)
output1x = meso lve (Ht , p s i 0 , t l i s t , c_op_l ist , [ sx ] , a r g s )
output1y = meso lve (Ht , p s i 0 , t l i s t , c_op_l ist , [ sy ] , a r g s )
output1z = meso lve (Ht , p s i 0 , t l i s t , c_op_l ist , [ s z ] , a r g s )
#
# A l t e r n a t i v e : w r i t e the Hami l ton i an i n a r o t a t i n g frame ,
# and n e g l e c t the h igh f r e qu en c y component (RWA) so tha t
# the r e s u l t i n g Hami l ton i an i s t ime−i ndependen t .
#
H_rwa = − d e l t a / 2 .0 ∗ s z − A ∗ sx / 2
output2x = meso lve (H_rwa , p s i 0 , t l i s t , c_op_l ist , [ sx ] )
output2y = meso lve (H_rwa , p s i 0 , t l i s t , c_op_l ist , [ sy ] )
output2z = meso lve (H_rwa , p s i 0 , t l i s t , c_op_l ist , [ s z ] )
#
# Plo t the s o l u t i o n
#
f i g = f i g u r e ( f i g s i z e =(14 ,7))
r e c1 = [ 0 , 0 , 0 . 5 , 1 ] ; r e c2 = [ 0 . 5 , 0 , 0 . 5 , 1 ]
r e c3 = [ 0 . , 0 . 9 , 1 , 0 . 1 ]
ax = Axes3D ( f i g , rec1 , azim=−60, e l e v =30)
ax2 = Axes3D ( f i g , rec2 , azim=−60, e l e v =30)
ax3 = f i g . add_axes ( r e c3 )
ax3 . a x i s ( " o f f " )
ax3 . t e x t ( 0 . 0 5 , 0 , r "$ (\ s f {a }) $" , f o n t s i z e =35)
ax3 . t e x t ( 0 . 5 5 , 0 , r "$ (\ s f {b}) $" , f o n t s i z e =35)
b1 = Bloch ( f i g , ax )
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b1 . add_text ( 0 , 0 , 1 . 2 , " ( a ) " ,100)
b1 . f o n t_s i z e = 35 ; b1 . z l a b e l = [ r ’ $z$ ’ , ’ ’ ]
b1 . x l p o s = [ 1 . 3 , − 1 . 3 ] ; b1 . y l p o s = [1 . 2 , −1 . 2 ]
b1 . z l p o s = [1 . 2 , −1 . 2 ]
b1 . v e c t o r_co l o r = ( [ 0 . 5 , 0 . 5 , 0 . 5 ] , [ 0 , 0 , 0 ] )
b1 . vecto r_mutat ion = 20
b1 . add_vectors ( [ 0 , 0 , 1 ] )
b1 . add_vectors ( [ r e a l ( output1x . e xpec t [ 0 ] ) [ −1 ] ,
r e a l ( output1y . e xpec t [ 0 ] ) [ −1 ] ,
r e a l ( output1z . e xpec t [ 0 ] ) [ − 1 ] ] )
b1 . po i n t_co l o r = ( " b l u e " )
b1 . add_points ( [ r e a l ( output1x . e xpec t [ 0 ] ) ,
r e a l ( output1y . e xpec t [ 0 ] ) ,
r e a l ( output1z . e xpec t [ 0 ] ) ] )
b1 . draw ( )
b2 = Bloch ( f i g , ax2 )
b2 . f o n t_s i z e = 35
b2 . z l a b e l = [ r ’ $z$ ’ , ’ ’ ] ; b2 . x l p o s = [ 1 . 3 , − 1 . 3 ] ;
b2 . y l p o s = [ 1 . 2 , − 1 . 2 ] ; b2 . z l p o s = [ 1 . 2 , − 1 . 2 ] ;
b2 . v e c t o r_co l o r = ( [ 0 . 5 , 0 . 5 , 0 . 5 ] , [ 0 , 0 , 0 ] )
b2 . vecto r_mutat ion = 20
b2 . add_vectors ( [ 0 , 0 , 1 ] )
b2 . add_vectors ( [ r e a l ( output2x . e xpec t [ 0 ] ) [ −1 ] ,
r e a l ( output2y . e xpec t [ 0 ] ) [ −1 ] ,
r e a l ( output2z . e xpec t [ 0 ] ) [ − 1 ] ] )
b2 . po i n t_co l o r = ( " b l u e " )
b2 . add_points ( [ r e a l ( output2x . e xpec t [ 0 ] ) ,
r e a l ( output2y . e xpec t [ 0 ] ) ,
r e a l ( output2z . e xpec t [ 0 ] ) ] )
b2 . draw ( )
return output1x
i f __name__ == ’__main__ ’ :
out = run( )
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