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基于 FPGA的人工神经网络实现方法的研究
杨银涛,汪海波,张 志,周建华
(厦门大学 福建 厦门 361005)
摘 要:基于 FPGA 的神经网络实现方法已成为实际实时应用神经网络的一种途径。本文就十多年来基于 FPGA 的
ANN 实现作一个系统的总结, 例举关键的技术问题, 给出详细的数据分析,引用相关的最新研究成果,对不同的实现方法和
思想进行讨论分析,并说明存在的问题以及改善方法,强调神经网络 FPGA 实现的发展方向和潜力及提出自己的想法。另
外,还指出基于 FPGA 实现神经网络存在的瓶颈制约, 最后对今后的研究趋势作出估计。
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Abstract: FPGA implementation o f A rt ificial Neural Netwo rks( ANNs) has been an approach of actual r eal time neural net
w ork. This paper systematically r eview s t he prog ress that has been made in this research area over a decade, and lists t he typi
cal technolog y issues, shows detailed dat a analysis and new est research results, Simultaneously different implementation tech
niques and design are discussed, then ex isting pr oblems and realizition constr ains can be present ed as well as improvement so
lutions, the development direction and po tent ial of FPGA implement of ANN are proposed. Eventually fut ur e developments are
expected.
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0 引 言
人工神经网络( Art ificial Neural Netw or k, ANN )
是一种类似生物神经网络的信息处理结构,它的提出是
为了解决一些非线性, 非平稳, 复杂的实际问题。目前
实现 ANN 还主要依靠软件程序, 但是依靠程序很难达
到实时性的要求。
























的分类问题, 函数逼近问题可以使用 BP 网络, 对于一
些聚类问题可以使用径向基( RBF)网络等。以 BP 网
络结构为例,这种被广泛采用的架构由具有错误反向传
播算法的多层感知器构成 ( M ultilayer Perceptr ons u






长的时间, 特别是复杂的网络, 更是如此; 其次, 对于硬
件而言,最合适的网络运算法则不仅在于它达到收敛有
多么快,还要考虑是否容易在硬件上实现且这种实现代
价和性能如何; 另外, 对于同一种 NN ( Neural Net
w o rk) ,其拓扑结构对网络的收敛特性以及知识表达特
性都有影响, 一般增加网络的神经元或者神经元的层
数,是可以增加网络的逼近能力,但是可能会影响网络








得计算更为精确, 但是在 FPGA 上实现浮点数运算是
一个很大的挑战, 而且会耗费很多硬件资源。尽管如
此,加拿大研究人员 Medhat M oussa and Shawki Ar ei
bi仍然实现了浮点数的运算, 并进行了详细的对比
分析 [ 1]。
对于 MLP BP 而言, H olt and Baker
[ 2]
凭借仿真和
理论分析指出 16为定点( 1位标志位, 3位整数位和 12
位小数位)是最小可允许的精度表示 (指可以达到收
敛)。以逻辑 XOR问题为例,文献[ 1]中表格 2. 5(见表
1)表明与基于 FPGA 的 MLP BP 浮点法实现相比, 定
点法实现在速度上高出 12 倍, 面积上是浮点实现的
1/ 13,而且有更高的处理密度。





( CLBs, [ Sl ices ] )
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( per S lice)
Xilinx Virtex E
xcv2000e FPGA
16 b f ixed pt 1 239 [ 2 478] 100% 10 25. 33
Xilinx Virtex  
xc2v8000 FPGA
32 b f loatin g
pt
8 334 75 [ 33 339] 73. 3% 1. 25 0. 155 1
同时数据也说明基于 FPGA 的 16位定点 MLP





此,目前基于 FPGA 的 ANN 大多数是使用定点数进行
计算的。
( 3) 门限非线性激活函数 ( N on linear act ivat ion
Funct ion)的实现
ANN的知识表达特性与非线性逼近能力, 有很大





: 查表法 ( lo ok up ta
ble)、分段线性逼近、多项式近似法、有理近似法以及协
调旋转数字计算机( Coordinated Ro tat ion Dig ital Com





大, 否则速度会慢且代价也大)更适合 FPGA 技术实
现[ 4]。其中分段线性近似法以 y= c1 + c2x 的形式描述
一种线性连接组合(如图 1所示) ,如果线性函数的系数
值为 2的幂次,则激活函数可以由一系列移位和加法操








































例如, ANN 的 FPGA 实现需要各种字长的乘法
器,如果可以提出一种新的运算法则, 从而用 FPGA 实
现变字长的乘法器, 则可以根据需要调整字长, 从而提
高运算速度的可能性, 其中, 基于 Booth Encoded opt i










准神经网络规则但复杂的连线问题, 而且 FPGA 仍然
实现很有限的逻辑门数目,相反,神经计算则需要相当
耗费资源的模块(激活函数, 乘法器)。这样对于 FP





2 基于 FPGA的 ANN实现方法
经典实现方法有:






结构、可重用的 IP ( Intellectual Properties)核及 FPGA
器件,即将要实现的神经网络算法分为几种基本运算,
这些基本运算由可重构单元( Reconfigurable Cell, RC)
完成, RC 间以规则的方式相互连接, 当神经网络变化































FPN A( Field Prog rammable Neural A rrays)成功地解
决了以简单的硬件拓扑结构有效地实现复杂的神经架
构问题,是一种特别适合 FPGA 直接实现的神经计算







为了有个直观的理解, 图 3( a )表示一个简单的






















对于 FPGA 实现的 ANN,最普遍的性能评估方法
是每秒神经元乘累加的次数( Connections Per Second,
CPS)和即每秒权值更新的次数( Connect ions Updates
Per Second, CPU S)。但是 CPS 和 CPUS 并不是适于







现 BP 算法, 但是整个的结构和时序控制变得很复杂,
并且无法达到计算机软件那样的计算精度) ;
( 2) 在 FPGA上实现的神经网络通用性差。目前
FPGA 的使用者大多数都是在 RT L 级(寄存器传输级)
编写 VHDL/ Verilog HDL 实现数字系统,而正在兴起
的 Handel C & SystemC, 可以使硬件编程者站在算法
级角度, 可能对以后的基于 FPGA 的神经网络的性能
有所改善。
4 基于 FPGA实现神经网络的发展方向
( 1) 一种基于 REMAP 实现神经网络计算机的
方法。REMAP 可重构架构基于 FPGA 技术, RE
MAP 并行计算机应用在嵌入式实时系统中, 以有效
提高 ANN算法实现的效率,目前它的进一步发展 RE
MAP r 正在探讨中 [ 14]。
( 2) 另一种基于 FPGA 实现神经网络的发展方
向 # # # 系统 C 语言, 直接在可编程硬件平台支持 C/
C+ + ,使得编程更加容易。但是这个转换并不容易, 因
为 FPGA 不是程序,而是电路[ 15]。
5 结 语
详细总结了 FPGA 实现神经网络的方法及相关问
题, 这里要注意, 基于 FPGA 实现神经网络,并不是要
与基于计算机软件实现一比高低,相反,在很多情况下,
采用计算机软件测试神经网络的收敛情况, 计算出收敛
时的权值,然后通过数据口线与 FPGA 模块通信, 把权
值交给 FPGA 中的神经网络,使用 FPGA 完成现实的
工作。直到现在, 软件方法仍然是实现神经网络的首
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选。另外,对于硬件设计者(指利用 FPGA 或者全定
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互联网电视符合产业发展方向
近日, 国家广电总局发布!关于加强以电视机
为接收终端的互联网视听节目服务管理有关问题
的通知∀,旨在进一步维护著作权的合法权益, 规范
互联网视听节目传播秩序。政府部门在加强对互
联网电视内容监管的同时, 应该为互联网电视的发
展进一步创造有利的市场环境。
首先, 互联网电视可以为人民群众多样化的精
神文化需求提供服务。党的十七大报告明确指出,
要在时代的高起点上推动文化内容形式、体制机
制、传播手段创新,解放和发展文化生产力; 要运用
高新技术,创新文化生产方式, 培育新的文化业态,
加快构建传输快捷、覆盖广泛的文化传播体系。互
联网电视正是迎合了这一需要而逐渐发展起来的
一种传播手段,它能够为满足人民群众新时期多样
化、多层次、个性化的精神文化需求服务。从市场
反映情况来看,近两年来我国彩电骨干企业推出的
互联网电视越来越受到广大用户的欢迎。
(摘自中国电子报)
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