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In this paper, we consider the damped wave equation with space–
time dependent potential b(t, x) and absorbing semilinear term
|u|ρ−1u. Here, b(t, x) = b0(1+|x|2)− α2 (1+ t)−β with b0 > 0, α,β 
0 and α + β ∈ [0,1). Based on the local existence theorem, we
obtain the global existence and the L2 decay rate of the solution
by using the weighted energy method. The decay rate coincides
with the result of Nishihara [K. Nishihara, Decay properties for
the damped wave equation with space dependent potential and
absorbed semilinear term, preprint] in the case of β = 0 and
coincides with the result of Nishihara and Zhai [K. Nishihara,
J. Zhai, Asymptotic behaviors of time dependent damped wave
equations, preprint] in the case of α = 0.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and main result
We consider the Cauchy problem for the damped wave equation with absorbing semilinear term
{
utt − u + b(t, x)ut + |u|ρ−1u = 0, ∀(t, x) ∈R+ ×RN ,
(u,ut)(0, x) = (u0,u1)(x), ∀x ∈RN ,
(1.1)
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404 J. Lin et al. / J. Differential Equations 248 (2010) 403–422where the unknown function u is real-valued, and ρ > 1, b(t, x) = b0(1+|x|2)− α2 (1+t)−β with b0 > 0,
α  0, β  0 and α + β ∈ [0,1).
Throughout this paper, we assume that
1< ρ < ∞ for N = 1,2 and 1< ρ  N
N − 2 for N  3.
When b(t, x) is a positive constant, i.e. α = β = 0, the problem (1.1) is reduced to{
utt − u + ut + |u|ρ−1u = 0, ∀(t, x) ∈R+ ×RN ,
(u,ut)(0, x) = (u0,u1)(x), ∀x ∈RN .
(1.2)
For (1.2), Kawashima, Nakao and Ono [11] showed that, if
1< ρ <
N + 2
N − 2 (N  3), 1< ρ < ∞ (N = 1,2),





N − 2 (N = 3,4), 1+
4
N
< ρ < ∞ (N = 1,2),
then the global solution decays as ∥∥u(t, ·)∥∥L2 = O (t− N2 ( 1r − 12 )),
when (u0,u1) ∈ H1(RN )× L2(RN )∩ (Lr(RN )× Lr(RN )) for 1 r  2, whose rate is the same as that of
solutions to the linear heat equation. Recently, applying the weighted L2-energy method, K. Nishihara
and H. Zhao [16] showed that for
1< ρ <
N
N − 2 (N  3), 1< ρ < ∞ (N = 1,2),
the solution u ∈ C([0,∞); H1(RN )) ∩ C1([0,∞); L2(RN )) of (1.2) uniquely exists, which satisﬁes for
t  0 and 1< ρ  1+ 4N , ∥∥u(t, ·)∥∥L2  C I0(1+ t)− 1ρ−1+ N4 ,
with the assumption that I20 :=
∫
RN
eδ|x|2(u21 + |∇u0|2 + u20)(x)dx < ∞ for some δ > 0. Refer [6–9,12,
13,15,18,23] for (1.2), and [1–5] and references therein for the corresponding parabolic problem.
When β = 0, i.e. b(t, x) is just dependent on x, there are several papers where the decay problem
of the solution u to the Cauchy problem (1.1) with b(x) has been treated. G. Todorova and B. Yordanov
[21] considered this problem and obtained sharp decay estimates by the multiplier method. In a very
recent paper, K. Nishihara [15] considered the solution u in C([0,∞); H1(RN )) ∩ C1([0,∞); L2(RN ))
to such Cauchy problem, and got the following result
∥∥u(t, ·)∥∥L2 
⎧⎪⎪⎪⎨⎪⎪⎪⎩
C(1+ t)− 1ρ−1+ α2(2−α) , if α ρ+1ρ−1 > N,
C(1+ t)− 1ρ−1+ α2(2−α) log(2+ t), if α ρ+1ρ−1 = N,
C(1+ t)− 22−α ( 1ρ−1− N4 ), if α ρ+1 < N,
(1.3)ρ−1
J. Lin et al. / J. Differential Equations 248 (2010) 403–422 405for t  0 and 1 < ρ < N+2N−2 (for more details refer to [15]). Note that α
ρ+1
ρ−1 < N is equivalent to
ρ > 1+ 2αN−α .
When the potential b(t, x) is a function of time t , i.e. α = 0, the Fourier analysis will be a powerful
tool to handle the problem. Using the Fourier transform method for the potential, J. Wirth [20,21] got
several sharp Lp–Lq estimates of the solution u to the linear Cauchy problem for −1< β < 1 (see also
[16,22]). And for the Cauchy problem with the absorbing semilinear term |u|ρ−1u, using the weighted
L2-energy method, K. Nishihara and J. Zhai [17] showed that
∥∥u(t)∥∥L2  C(t + 1)−( 1ρ−1− N4 )(1+β). (1.4)
Note that the data is assumed to be compactly supported in [15,17] and [21].
Our purpose of this paper is to obtain the decay rate of the Cauchy problem (1.1) with b(t, x) =
b0(1 + |x|2)− α2 (1 + t)−β with α  0, β  0 and α + β ∈ [0,1). Also, the support of the data is not



























K + |x|2) α+β2 (|u1|2 + |∇u0|2)+ b(0, x)u20}dx
< +∞ (1.5)
for large parameters t0, K  1 and small a > 0. Here,
Ω(t; K , t0) =
{
x
∣∣ (t0 + t)2  K + |x|2} and Ωc(t; K , t0) =RN \ Ω(t; K , t0).




u21 + |∇u0|2 + u20
)
(x)dx< +∞ (1.6)
for some δ > 0, then the assumption (1.5) holds.
To obtain the decay estimate, we will apply the energy method similar to that of [15] and [17].
However, if we choose a suitable weight, and estimate just as in [15] and [17], a diﬃculty in the proof
will arise: some terms in the computation will not be under control. So we need to divide the space
R
N into two different zones Ω(t; K , t0) and Ωc(t; K , t0) with some K and t0. In different zones, we
estimate in different ways so that every term in the proof can be bounded. Then we have our main
theorem:
Theorem 1.1. Assume that 1 < ρ < ∞ for N = 1,2 and 1 < ρ  NN−2 for N  3. Suppose that the ini-
tial data (u0,u1) ∈ H1(RN ) × L2(RN ) with (1.6) and so (1.5). Then there exists a unique solution u ∈
L∞([0,∞); H1(RN )) with ut ∈ L∞([0,∞); L2(RN )) to the Cauchy problem (1.1), which satisﬁes
∥∥u(t)∥∥L2 
⎧⎪⎪⎪⎨⎪⎪⎪⎩
C(1+ t)−( 1ρ−1− α2(2−α) )(1+β), if α ρ+1ρ−1 > N,
C(1+ t)−( 1ρ−1− α2(2−α) )(1+β) log(2+ t), if α ρ+1ρ−1 = N,
C(1+ t)− 22−α ( 1ρ−1− N4 )(1+β), if α ρ+1ρ−1 < N.
(1.7)
406 J. Lin et al. / J. Differential Equations 248 (2010) 403–422Remark 1.1. It is obvious that (1.7) coincides with (1.3) in the case of β = 0 and coincides with (1.4)
in the case of α = 0. Thus, our result is the improvement of that in [15] and [17].
In the next section, applying the weight energy method, we will prove this theorem.
2. Proof of Theorem 1.1
In this section, we will obtain the global existence of the solution and derive decay estimate on
the solution by the weighted L2-energy method. The kind of weight we use was originally developed
in [20]. See also [15,16] and [17].
To prove the global existence, we need the following local existence theorem:
Theorem 2.1. Let 1 < ρ < ∞ for N = 1,2 and 1 < ρ  NN−2 for N  3. For any M > 0, if the initial data
(u0,u1) ∈ H1(RN ) × L2(RN ) satisﬁes E0  M2 , then there exists a time T > 0 depending only on M such
that the Cauchy problem (1.1) has a unique solution u ∈ L∞([0, T ); H1(RN )) with ut ∈ L∞([0, T ); L2(RN )).
The outline of the proof of Theorem 2.1 will be given in Appendix A. Based on this local existence,
to obtain the global existence, it suﬃces to prove the decay rate of the local solution u.
Proof of Theorem 1.1. First, related to the size of 1+|x|2 and the size of (1+ t)2, we divide the space
R
N into two different zones Ω(t; K , t0) and Ωc(t; K , t0), where
Ω(t; K , t0) =
{
x
∣∣ (t0 + t)2  K + |x|2} and Ωc(t; K , t0) =RN \ Ω(t; K , t0)
with K and t0( K ) to be determined later.
Multiplying (1.1) by e2ψut with ψ = ψ(t, x), since







(|ut |2 + |∇u|2)+ e2ψ
ρ + 1 |u|
ρ+1
]
− ∇ · (e2ψut∇u)
+ e2ψ
[{(






|ut |2 + −2ψt





−ψt |ψt∇u − ut∇ψ |
2. (2.1)
And multiplying (1.1) by e2ψu, since
e2ψub(t, x)ut = b0
(




















































b(t, x)u2 + |u|ρ+1
)
+ e2ψ (−2ψtuut − |ut |2 + 2u∇ψ · ∇u). (2.2)
The proof is splitted into 3 steps. We get the weight estimate in Ω(t; K , t0) in Step 1, while we
estimate in Ωc(t; K , t0) in Step 2. Then, we can obtain Theorem 1.1 in Step 3 from Steps 1 and 2.
Step 1. In the domain Ω(t; K , t0), we choose




(t0 + t)1+β (2.3)
for some a > 0. Thus,




(t0 + t)2+β ,
and
∇ψ = a (2− α)(K + |x|
2)− α2 x
(t0 + t)1+β .
So it is easy to see that
















(K + |x|2) α2 (t0 + t)β
 (2− α)
2a
(1+ β)b0 b(t, x). (2.4)






(|ut |2 + |∇u|2)+ e2ψ(t0 + t)α+β
ρ + 1 |u|
ρ+1
]
− ∇ · (e2ψ(t0 + t)α+βut∇u)
+ e2ψ
[{(










+ e2ψ −2ψt(t0 + t)
α+β
ρ + 1 |u|
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2ψ(t0 + t)α+β
−ψt |ψt∇u − ut∇ψ |
2. (2.5)
















|∇u|2 + (t0 + t)
α+β
ρ + 1 |u|
ρ+1
)]
− ∇ · (e2ψ(t0 + t)α+βut∇u + νe2ψu∇u)
+ e2ψ
{[(




2(t0 + t) − ν
)
















ν − α + β








−ψt |ψt∇u − ut∇ψ |
2 + e2ψ(−2νψtuut + 2νu∇ψ · ∇u). (2.6)
The last two terms in the right-hand side of (2.6) can be estimated as
|−2νψtuut | =







(−ψt)b0(t0 + t)−(α+β)u2 + 4ν −ψt








|2νu∇ψ · ∇u| ν
4
|∇u|2 + 4ν|∇ψ |2u2
 ν
4
|∇u|2 + 4ν (2− α)
2a




−ψt |ψt∇u − ut∇ψ |
2 = 1−ψt
(
























|∇u|2 + (t0 + t)
α+β
ρ + 1 |u|
ρ+1
)]
− ∇ · (e2ψ(t0 + t)α+βut∇u + νe2ψu∇u)
+ e2ψ
{[(




2(t0 + t) −
4aν
b0
(1+ β) − ν
)





























ν − α + β







Here we choose ν = b08 . Note that for some c0 > 0, there exist a0 > 0 and T0 > 1 such that for
a a0 and t0  T0,




2(t0 + t) −
4aν
b0
(1+ β) − ν  c0,
3
4
ν − α + β










ν − α + β
(ρ + 1)(t0 + t)1−α−β  c0.





t;Ω(t; K , t0)
















+ (t0 + t)
α+β
2
|∇u|2 + (t0 + t)
α+β
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(t0 + t)2 − K
] N−1
2 dθ · d
dt
√





e2ψ(t0 + t)α+βut∇u + νe2ψu∇u
) · 	ndS
(with 	n the unite outer normal vector of ∂Ω(t; K , t0)) and
Hψ
(







1+ (−ψt)(t0 + t)α+β




























t;Ω(t; K , t0)
)
(2.10)
for some c1 > 0 and C1 > 0.




(t0 + t)k E˜ψ
(
t;Ω(t; K , t0)
)]− (t0 + t)k(N1(t) + M1(t))




t;Ω(t; K , t0)
)− k
t0 + t E˜ψ
(





And (∗) can be estimated as
(∗)  Hψ
(
t;Ω(t; K , t0)
)− kC1
t0 + t Eψ
(









1+ (−ψt)(t0 + t)α+β
)− kC1(t0 + t)α+β
t0 + t
}







(|u|ρ+1 + (−ψt)b(t, x)u2)− kC1




=: I1 + I2. (2.12)













1+ (−ψt)(t0 + t)α+β
)(|ut |2 + |∇u|2 + |u|ρ+1)dx 0. (2.13)




∣∣∣ (K + |x|2) 2−α2
(t0 + t)1+β  κ
}
and Σcκ =RN \ Σκ,







=: I21 + I22. (2.14)
Here we choose κ 







a(1+ β)(K + |x|2) 2−α2




























e2ψ |u|ρ+1 dx 0 (2.15)































|u|ρ+1 − C(1+ t)−(1+β) ρ+1ρ−1 (1+ |x|2)− α2 ρ+1ρ−1)dx0 κ





1+ |x|2)− α2 ρ+1ρ−1 dx.




If α ρ+1ρ−1 = N , estimating the integral, we have
I22 −C(1+ t)−(1+β)
ρ+1
ρ−1 log(2+ t). (2.17)















1+ r2)− α2 ρ+1ρ−1 rN−1 dr
−C(1+ t)−(1+β) ρ+1ρ−1+ 1+β2−α (N−α ρ+1ρ−1 ). (2.18)





t;Ω(t; K , t0)
)− k
t0 + t E˜ψ
(




−C(1+ t)k−(1+β) ρ+1ρ−1 , if α ρ+1ρ−1 > N,
−C(1+ t)k−(1+β) ρ+1ρ−1 log(2+ t), if α ρ+1ρ−1 = N,
−C(1+ t)k−(1+β) ρ+1ρ−1+ 1+β2−α (N−α ρ+1ρ−1 ), if α ρ+1ρ−1 < N.
(2.19)




(t0 + t)k E˜ψ
(
t;Ω(t; K , t0)
)]− (t0 + t)k(N1(t) + M1(t))

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
C(1+ t)k−(1+β) ρ+1ρ−1 , if α ρ+1ρ−1 > N,
C(1+ t)k−(1+β) ρ+1ρ−1 log(2+ t), if α ρ+1ρ−1 = N,
C(1+ t)k−(1+β) ρ+1ρ−1+ 1+β2−α (N−α ρ+1ρ−1 ), if α ρ+1ρ−1 < N.
(2.20)
Step 2. In the zone Ωc(t; K , t0) = {x | (t0 + t)2  K + |x|2}, we choose the same type of ψ with
another constant:




(t0 + t)1+β (2.21)
with aˆ > 0 to be determined later.
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estimated as
e2ψ
















e2ψ(K + |x|2) α+β2
2
(|ut |2 + |∇u|2)+ e2ψ(K + |x|2) α+β2
ρ + 1 |u|
ρ+1
]
− ∇ · (e2ψ (K + |x|2) α+β2 ut∇u)
+ e2ψ
[(
K + |x|2) α+β2 (b(t, x) − 2|∇ψ |2−ψt − ψt
)
u2t +
−2ψt(K + |x|2) α+β2








K + |x|2) α+β2 (−ψt)|∇u|2 + (α + β)(K + |x|2) α+β2 −1x · ut∇u]. (2.23)






(K + |x|2) α+β2
2
|ut |2 + νuut + νb(t, x)
2
u2









ρ + 1 |u|
ρ+1
]}
− ∇ · (e2ψ (K + |x|2) α+β2 ut∇u + νe2ψu∇u)
+ e2ψ
[(























+ e2ψ [(α + β)(K + |x|2) α+β2 −1x · ut∇u − 2νψtuut − 2νu∇ψ · ∇u]. (2.24)
Each of the last term in the right-hand side can be estimated as
∣∣(α + β)(K + |x|2) α+β2 −1x · ut∇u∣∣ (α + β)(K + |x|2) α+β−12 |ut ||∇u|
 ν
4
|∇u|2 + (α + β)
2
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4










1+ |x|2) α2 |ut |2
 ν
4




K + |x|2) α+β2 |ut |2, (2.26)
and
|2νu∇ψ · ∇u| ν
4
|∇u|2 + 4ν|∇ψ |2u2
 ν
4
|∇u|2 + 4νaˆ(2− α)
2
(1+ β)b0 (−ψt)b(t, x)u
2. (2.27)






(K + |x|2) α+β2
2
|ut |2 + νuut + νb(t, x)
2
u2









ρ + 1 |u|
ρ+1
]}
− ∇ · (e2ψ (K + |x|2) α+β2 ut∇u + νe2ψu∇u)
+ e2ψ
[(








































Note that for some c0 <
b0
16 , there exist aˆ0 > 0 and K0 > 1 such that for aˆ aˆ0 and K  K0,





− ν  c0,
3
4
ν − 4νaˆ(2− α)
2
(1+ β)b0  c0.




t;Ωc(t; K , t0)
)+ N2(t) + M2(t) + Hψ (t;Ωc(t; K , t0)) 0, (2.29)
dt
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E˜ψ
(





(K + |x|2) α+β2
2























(K + |x|2) α+β2
2


















(t0 + t)2 − K
] N−1
2 dθ · d
dt
√







K + |x|2) α+β2 ut∇u + νe2ψu∇u) · 	ndS
(with 	n same as in Step 1) and
Hψ
(









K + |x|2) α+β2 )(|ut |2 + |∇u|2 + |u|ρ+1)









K + |x|2) α+β2 (|ut |2 + |∇u|2 + |u|ρ+1)+ b(t, x)u2}dx.
And similarly, we have
c1Eψ
(








t;Ωc(t; K , t0)
)
(2.30)
for some c1 > 0 and C1 > 0.




(t0 + t)k E˜ψ
(
t;Ωc(t; K , t0)
)]− (t0 + t)k(N2(t) + M2(t))




t;Ωc(t; K , t0)
)− k
t0 + t E˜ψ
(





And () can be estimated as
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(
t;Ωc(t; K , t0)
)− kC1
t0 + t Eψ
(











K + |x|2) α+β2 )












(|u|ρ+1 + (−ψt)b(t, x)u2)− kC1




=: I3 + I4. (2.32)
Note that there exists a constant K1 > 0, such that for K  K1, it holds that aˆc0K
1−α−β
2 − kC1  0.







aˆ(K + |x|2) 2−α2




K + |x|2) α+β2








K + |x|2) 1−α−β2 − kC1) (K + |x|2) α+β2
t0 + t
× (|ut |2 + |∇u|2 + |u|ρ+1)dx
 0. (2.33)







aˆ(K + |x|2) 2−α2




















(t0 + t)k E˜ψ
(
t;Ωc(t; K , t0)
)]− (t0 + t)k(N2(t) + M2(t)) 0. (2.35)
Step 3. We choose a = aˆ min(a0, aˆ0), K max(K0, K1) and t0 max(T0, T1, K ). Since M1(t) =
M2(t) and N1(t) = N2(t), it follows from (2.20) and (2.35) that







t;Ω(t; K , t0)
)+ E˜ψ (t;Ωc(t; K , t0)))]

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
C(1+ t)k−(1+β) ρ+1ρ−1 , if α ρ+1ρ−1 > N,
C(1+ t)k−(1+β) ρ+1ρ−1 log(2+ t), if α ρ+1ρ−1 = N,
C(1+ t)k−(1+β) ρ+1ρ−1+ 1+β2−α (N−α ρ+1ρ−1 ), if α ρ+1ρ−1 < N.
(2.36)
For some 0<  < 1, choose
k =
{
(1+ β)ρ+1ρ−1 − 1+ , if α ρ+1ρ−1  N,
(1+ β)ρ+1ρ−1 − 1+β2−α (N − α ρ+1ρ−1 ) − 1+ , if α ρ+1ρ−1 < N.
(2.37)
Thus, integrating (2.36) over [0, t], we obtain
E˜ψ
(
t;Ω(t; K , t0)
)+ E˜ψ (t;Ωc(t; K , t0))

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
C(1+ t)−(1+β) ρ+1ρ−1+1, if α ρ+1ρ−1 > N,
C(1+ t)−(1+β) ρ+1ρ−1+1 log(2+ t), if α ρ+1ρ−1 = N,
C(1+ t)−(1+β) ρ+1ρ−1+ 1+β2−α (N−α ρ+1ρ−1 )+1, if α ρ+1ρ−1 < N.
(2.38)










C(1+ t)−(1+β) ρ+1ρ−1+1, if α ρ+1ρ−1 > N,
C(1+ t)−(1+β) ρ+1ρ−1+1 log(2+ t), if α ρ+1ρ−1 = N,
C(1+ t)−(1+β) ρ+1ρ−1+ 1+β2−α (N−α ρ+1ρ−1 )+1, if α ρ+1ρ−1 < N.
(2.39)





1+ |x|2)− α2  (K + |x|2)− α2 = ( (K + |x|2) 2−α2
(t0 + t)1+β
)− α2−α




2−α  C for y > 0,
we have
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∥∥u(t)∥∥2L2 
⎧⎪⎪⎪⎨⎪⎪⎪⎩
C(1+ t)−(1+β) 2ρ−1+ α2−α (1+β), if α ρ+1ρ−1 > N,
C(1+ t)−(1+β) 2ρ−1+ α2−α (1+β) log(2+ t), if α ρ+1ρ−1 = N,
C(1+ t)−(1+β) 2ρ−1+ 1+β2−α (N−α 2ρ−1 ), if α ρ+1ρ−1 < N,
(2.41)
which means (1.7).
Thus, we complete the proof of Theorem 1.1. 
Appendix A
In this appendix, we will state the outline of the proof of Theorem 2.1. The proof of the local
existence theorem is similar to that in [16]. See also [10].
We choose the same type of ψ with the constants a, K and t0 same as in Step 3 of the proof of
Theorem 1.1:




(t0 + t)1+β . (A.1)
For any ﬁxed M > 0 and some T , denote
XM(T ) :=
{














(|ut |2 + |∇u|2)+ b(t, x)u2}dx. (A.3)
We show that, for the initial data (u0,u1) ∈ H1(RN )× L2(RN ) with (1.5), there exists a unique solution
u ∈ X2C2M(T ) with T = T (M) and some constant C2 > 0 determined later.
To prove Theorem 2.1, we need the following lemma:












with r  N except for the case (p, r) = (∞,N) when N  2. Then it holds that
‖u‖Lp  C‖u‖1−σLq ‖∇u‖σLr , u ∈ Lq, ∇u ∈ Lr,
for C = C(p,q, r,N) > 0.
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Proof of Theorem 2.1. We construct an approximate sequence {u(n)(t, x)} as follows:
u(0) is a solution to {
utt − u + b(t, x)ut = 0, ∀(t, x) ∈R+ ×RN ,
(u,ut)(0, x) = (u0,u1)(x), ∀x ∈RN .
(A.4)
Iteratively, u(n+1) (n = 0,1,2, . . .) is a solution to{
utt − u + b(t, x)ut = −
∣∣u(n)∣∣ρ−1u(n), ∀(t, x) ∈R+ ×RN ,
(u,ut)(0, x) = (u0,u1)(x), ∀x ∈RN .
(A.5)
It is shown in [12] that for the initial data (u0,u1) ∈ H1(RN ) × L2(RN ), there exists a unique solu-
tion u(n) ∈ L∞([0, T ); H1(RN )) (n = 0,1,2, . . .) with u(n)t ∈ L∞([0, T ); L2(RN )) to the Cauchy problems
(A.4) and (A.5), respectively. See also [19].
In order to prove Theorem 2.1, it suﬃces to prove the following three claims:
(i) For any t  0, Eψ(t;u(0)) (C2M)2.
(ii) For some T = T (M) > 0, if u(n) ∈ X2C2M(T ), then u(n+1) ∈ X2C2M(T ).











t;u(n) − u(n−1)). (A.6)
In Ω(t; K , t0), multiplying (A.4) by e2ψ((t0 + t)α+βut + b08 u) and estimating similarly as in Step 1





































(t0 + t)2 − K
] N−1
2 dθ · d
dt
√
(t0 + t)2 − K
− M1(t) 0, (A.7)
where M1(t) is deﬁned in Step 1 of the proof of Theorem 1.1.







(K + |x|2) α+β2
2
















(K + |x|2) α+β2
2













(t0 + t)2 − K
] N−1
2 dθ · d
dt
√
(t0 + t)2 − K
+ M2(t) 0, (A.8)
where M2(t) is deﬁned in Step 2 of the proof of Theorem 1.1.


















































(K + |x|2) α+β2
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(K + |x|2) α+β2
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(K + |x|2) α+β2
2








it follows from (A.7) and (A.8) that the claim (i) holds.
Next, for (A.5), estimating similarly as (A.4), we have













∣∣u(n)∣∣ρ(|u| + (K + |x|2) α+β2 |ut |)dxdτ . (A.11)
Applying Lemma A.1, we have∫
Ω(τ ;t0,K )
e2ψ
∣∣u(n)∣∣ρ(t0 + τ )α+β |ut |dxdτ

∫
Ω(τ ;t ,K )
e2ψ
∣∣u(n)∣∣2ρ(t0 + τ )α+β dxdτ + ∫
Ω(τ ;t ,K )
e2ψ(t0 + τ )α+β |ut |2 dxdτ
0 0











(∣∣∇u(n)∣∣2 + (t0 + τ )−(α+β)b(τ , x)∣∣u(n)∣∣2)dx)ρσ + Eψ(τ ;u)









τ ;u(n)))ρ + Eψ(τ ;u), (A.12)
where σ satisﬁes 12ρ = σ( 12 − 1N ) + 1−σ2 .
Similarly, we can estimate the other terms as (A.12). Thus, we have






τ ;u(n)))ρ dτ + C T∫
0
Eψ(τ ;u)dτ . (A.13)




2 + C(2C2M)ρ T
)
eCT  (2C2M)2, (A.14)
if T is small enough, which implies the claim (ii). And the claim (iii) can be proved in the similar way
as (ii).
Now we complete the proof of Theorem 2.1. 
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