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Abstract
This thesis describes the development of two numerical models for the study of (1) incom-
pressible multiphase flow and (2) compressible multiphase flow. Both models employ a
state-of-the-art adaptive unstructured mesh-based approach which allows the mesh, upon
which the model equations are discretised, to be optimised in order to focus numerical
resolution in areas important to the dynamics and decrease it where it is not needed as a
simulation progresses. The implementation of the models takes place within a computa-
tional fluid dynamics code called Fluidity.
The application of the models concerns the multi-scale simulation of volcanic ash trans-
port in aqueous solutions and in the atmosphere. Simulations of ash settling in a water
tank, which mimic published laboratory experiments, are performed primarily in two
dimensions. The results demonstrate that ash particles can either settle slowly and indi-
vidually, or rapidly and collectively as an ash-laden cloud, referred to as a plume. Two
quantities used to measure the tendency for plumes to form are then evaluated with a
parameter study. Particles settling collectively are slowed by inertial drag, rather than
viscous drag, and it is shown that such quantities must account for this. An improvement
to the measures is proposed, along with an alternative measure which uses a more accurate
expression for the collective settling timescale. Finally, a two-dimensional kilometre-scale
volcanic eruption of hot gas and ash into the atmosphere is simulated. The results are
compared with those from MFIX, a leading multiphase flow code. Both Fluidity and
MFIX are able to successfully capture the key characteristics of an eruption event.
The benefits of the adaptive unstructured mesh-based approach are highlighted through-
out the thesis by demonstrating that it maintains solution accuracy whilst providing a sub-
stantial reduction in computational requirements when compared to the same simulation
performed using a fixed mesh of uniform resolution.
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1. Introduction
1.1. Modelling Multiphase Geophysical Flows
The study of multiphase flow is an exciting yet challenging area of fluid mechanics. Con-
cerned with how two or more states of matter mix and interact when subjected to various
forces, it provides much-needed insight into the behaviour of natural phenomena. One
prominent geophysical example is an explosive volcanic eruption of searing hot gas and
solid ash particles being ejected high into the atmosphere, as shown in Figure 1.1. The
resulting particle-laden cloud is known as a volcanic plume (Sparks, 1986), which can later
collapse to form ground-hugging density currents capable of tremendous speed (Branney
and Kokelaar, 2002). Such events are often widely publicised because of their hazardous,
destructive and unpredictable nature, causing high death tolls and massive damage to
the surrounding area. The subsequent deposition of ash on the surrounding terrain and
seabeds forms an important chronostratigraphic layer of ash that can be correlated over
vast distances (Ver Straeten, 2004, 2008). The collection of these layers acts as a record
of past eruption events which can be useful when trying to determine the frequency and
duration of eruptions (Carey and Schneider, 2011). In order to make well-founded predic-
tions about the hazards volcanoes pose and to aid the interpretation of the ash fallout, a
good understanding of the whole physical system is required.
To achieve a thorough understanding of a multiphase system is not an easy task. In
addition to the complexity arising from the various physical processes operating at a
wide range of scales, from small turbulent eddies at the Kolmogorov length scale to the
kilometre-scale dynamics of the system as a whole, a great deal of complexity in multi-
phase flow also comes from the interaction between the different states of matter (Ishii
and Hibiki, 2006; Prosperetti and Tryggvason, 2007). Examples include the drag that is
exerted on solid particles settling through a gas or liquid, the friction caused by particles
colliding and coalescing, and the transfer of mass via chemical reactions (Crowe et al.,
1998). This multi-scale, multiphase nature of the system means that field-based study
is often impractical, especially in cases where it would be hazardous to study the flow
directly. Moreover, analogue laboratory experiments or simplified theoretical models can
be restrictive or incapable of accurately capturing the full dynamics. In contrast, a com-
putational approach, whereby the system is modelled numerically and simulated using
high-performance computers, represents the only tenable way forward for many situations
(Brennen, 2005). Such an approach has the potential to extend the results of experiments
to large-scales; for example, while it is possible to reproduce sediment-laden density cur-
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Figure 1.1.: An explosive eruption of hot gas and volcanic ash, forming a volcanic plume.
This particular eruption was produced by Eyjafjallajo¨kull, Iceland in 2010.
Photo by Weber et al. (2012), taken 15 km away from the plume.
rents in the laboratory, only numerical modelling can consider their formation and effects
at the ocean scale. Numerical models can also explore a wide range of physical regimes
that would be difficult or expensive to reproduce in the laboratory. Furthermore, field
studies (if any) of a flow often focus on specific patches of a domain due to the vast area
that needs to be covered. This makes data availability quite sparse, but models have the
potential to supplement the available data to provide a much better interpretation of the
events that took place. Indeed, numerical models continue to prove to be useful and often
necessary tools for understanding multiphase flow.
Most numerical models of fluid flow describe the dynamics with a set of continuous
equations which are valid over the domain of interest. In general, these equations cannot
be solved exactly by analytical methods, so a crucial aspect of numerical modelling in-
volves the discretisation of the domain into a finite number of cells, forming a mesh, where
the properties of the flow such as velocity and density are approximated upon the solu-
tion nodes1. This is directly related to both accuracy and computational footprint; more
cells (or nodes) give better accuracy but at the cost of increased computational effort and
therefore simulation runtime. Starting from the early works of Wohletz et al. (1984) and
Valentine and Wohletz (1989), existing multiphase flow models for volcanic eruption simu-
lations have solved the equations either on a fixed structured mesh or a fixed unstructured
1The nodes are the points in the mesh upon which the solution is computed, but they do not necessarily
coincide with the positions of the mesh vertices.
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(a) Structured mesh — 7,381 solution nodes
(b) Isotropic unstructured mesh — 3,013 solution nodes
(c) Anisotropic unstructured mesh — 522 solution nodes
Figure 1.2.: Examples of structured and unstructured meshes, with the corresponding nu-
merical solution fields on the left-hand side. The unstructured mesh, par-
ticularly with high anisotropy, can yield a significant computational saving
by using an order of magnitude fewer nodes, without compromising solution
accuracy. Images by Wilson (2009).
mesh.
Fixed structured meshes are the simplest of the two types. As illustrated in Figure
1.2a, they are rigid checkerboard-like layouts of solution nodes, with each node being
connected to its nearest neighbours using a simple formula. This formula determines the
shape of the individual cells of the mesh; in two dimensions, they are usually triangular
or quadrilateral. More importantly, the neighbourhood formula is the same everywhere,
in part or all of the domain, except at the boundary. As a result, this type of mesh is not
well-suited to handling complex geometries (Pain et al., 2005) and can be inefficient if the
dynamics only need to be captured accurately in specific areas of the domain; since the
numerical resolution is inherently uniform, a large number of superfluous nodes will exist.
In contrast, unstructured meshes have the advantage that nodes can be arbitrarily
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connected to one another, thus providing the freedom for the resolution to increase or
decrease only where desired (Piggott et al., 2006) and allowing the construction of meshes
that conform well to the topography (Gorman et al., 2006, 2007). For example, early
on in a volcanic eruption simulation, high accuracy may only be desired near the vent
of the volcano; what happens 20 kilometres away is not yet likely to be of interest so
resolution can be decreased in that region. Moreover, if the unstructured mesh has a high
degree of anisotropy (i.e. if the edge lengths of the cells in the mesh can vary rapidly in
any given direction), then properties of a flow that vary greatly in one direction but not
in another can be resolved even more economically. For example, there may be a sharp
density gradient across an interface between two different fluids requiring fine resolution to
resolve the changes, but the density may be constant in the tangential direction. Cells can
therefore be stretched out along the interface as shown in Figure 1.2c, further reducing the
number of superfluous nodes. However, unlike structured meshes, this flexibility comes
with the computational overhead of having to look up the relationships between nodes
because they are no longer governed by a standard formula. Moreover, a fixed unstructured
mesh which concentrates resolution in a region of interest in the flow, such as around a
growing volcanic plume, will no longer be optimal when this plume changes its position
or size and moves out of the region of high resolution. The reduced accuracy resulting
from this can dramatically affect the numerical solution. To overcome this issue, high
resolution would need to be placed in areas where it is not always needed, in order to
pre-empt the position of the plume or other dynamics throughout time. Just like fixed
structured meshes, this would yield a large number of superfluous nodes that severely
restrict the efficiency of the model, particularly when the positions of the important flow
structures are not known a priori.
Several attempts to simulate plumes of hot gas and volcaniclastic material have produced
encouraging results that are able to capture many transient features of a typical explosive
eruption (Neri et al., 2003; Todesco et al., 2006; Doronzo et al., 2010). Despite this, even
the most advanced multiphase flow models are restricted to relatively small, simple and
often two-dimensional domains focussed around the vent of the volcano, because of the
correlation between accuracy and the required computational power (Textor et al., 2005).
Improved numerical approaches must be devised if the full system is to be modelled in
detail with available computational resources. Overcoming such challenges in numerical
modelling to understand the dynamics of multiphase flow both accurately and feasibly is
of paramount importance, particularly for geological applications that pose an extreme
environmental hazard.
1.2. Adaptive Unstructured Meshes
To potentially mitigate the costs associated with fixed meshes (both structured and un-
structured), the research presented in this thesis uses an unstructured mesh in conjunction
with mesh adaptivity. Mesh adaptivity is a generic term used to describe any technique
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Figure 1.3.: Hierarchical refinement on simple quadrilateral (a) and triangular (b) meshes.
Sample clusters of cells are shown on the left-hand side. The tree data struc-
tures used to keep track of node connectivity are shown on the right-hand
side. Image by Behrens and Bader (2009).
which alters a mesh in some way with respect to a user-specified criterion, which is usually
based on some measure of solution error (Pain et al., 2001). Such an ‘adaptive mesh’ is
therefore able to supply finer numerical resolution only in areas important to the dynamics
being studied, and coarser resolution in those areas that are not.
Hierarchical refinement methods are a subclass of mesh adaptivity techniques. They cre-
ate different levels of resolution by nesting finer grids of cells within coarser ones (Behrens
and Bader, 2009), as illustrated in Figures 1.3 and 1.4. As a result of its popular use
in conjunction with structured Cartesian meshes, hierarchical refinement is often synony-
mous with the term ‘adaptive mesh refinement’ (AMR) (Berger and Colella, 1989; Jones
and Plassmann, 1997). It is relatively straight-forward to implement and the adaptivity
process has been reported to not add much computational overhead (Agbaglah et al.,
2011). However, hierarchical refinement does not permit a high degree of anisotropy and
can produce meshes that conform relatively poorly to the important areas of the solution
(Pain et al., 2001, 2005), resulting in jagged edges and superfluous nodes.
In contrast to hierarchical refinement, adaptive remeshing represents another subclass
of mesh adaptivity techniques (Peraire et al., 1987). In this thesis, it refers to the peri-
odic optimisation of a mesh through a series of local topological operations such as node
addition, node removal, and the modification of node connectivity (Piggott et al., 2006;
Imperial College London, 2011). This optimisation is done with respect to a user-defined
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Figure 1.4.: A practical application of hierarchical refinement on a Cartesian grid (also
known as adaptive mesh refinement, or quadtree refinement): the resolution
of a shock wave in a closed box. Note the highly isotropic nature of the mesh.
Image by Khokhlov (1998).
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bound on some measure of the solution error. Unlike hierarchical refinement methods,
this technique can deform a given mesh to yield a new (post-adapt) mesh that is com-
pletely different2 and highly anisotropic, as shown in Figure 1.5. By combining adaptive
remeshing with the flexibility of unstructured meshes, the key features of the flow can
be dynamically resolved with the minimal number of nodes necessary as the simulation
progresses. It is for this reason that the work presented in this thesis takes this approach.
Note that the term ‘mesh adaptivity’ will be used to mean ‘adaptive remeshing’ from here
on in.
The use of adaptive unstructured meshes in the study of fluid dynamics dates back to
Peraire et al. (1987), who solved the steady-state compressible Euler equations in two-
dimensions. This work was succeeded by Lo¨hner (1988) who demonstrated the use of
unstructured mesh adaptivity in transient simulations, this time involving fluid-solid in-
teraction. The estimated speed-up of at least an order of magnitude over a fixed uniform
mesh-based simulation encouraged further research into unstructured mesh adaptivity,
quickly leading to full three-dimensional simulations of both stationary (Peraire et al.,
1988) and transient (Lo¨hner, 1990) inviscid problems, and the numerical solution of the
single-phase viscous Navier-Stokes equations (Mavriplis, 1990). To this day, adaptive un-
structured meshes continue to bring significant benefits to numerical models; for example,
for a single-phase Navier-Stokes simulation of a lock exchange such as the one shown in
Figure 1.6, it has been shown that an adaptive unstructured mesh can yield results equally
accurate as those produced with a fixed mesh, with more than an order of magnitude fewer
nodes (Hiester et al., 2011). Similar benefits include faster runtimes and reduced compu-
tational costs over simulations performed with a uniformly fine mesh (Sahni et al., 2006;
Piggott et al., 2009; Ito et al., 2011).
More recently, progress has been made in the simulation of multiphase flows using
adaptive unstructured meshes, especially for the case where the different states of matter
are separated by a sharp interface. For example, Compe`re et al. (2008) studied a two-
dimensional dam break problem involving water and air, and showed that the simulation
runtime was greatly reduced by the application of mesh adaptivity (48 minutes for the
adaptive mesh simulation compared to 15.4 hours for the fixed mesh simulation) without
compromising the solution accuracy. Another model by Zheng et al. (2005) simulated the
impact of a droplet falling under gravity onto a fluid interface, and claimed that the com-
putational cost of their model was competitive with existing approaches whilst accurately
resolving the dynamics. Earlier work by Sivier et al. (1994) performed model valida-
tion using data from a gas-solid flow experiment involving shock waves, and suggested
that structured mesh-based simulations would require significantly more computational
resources to maintain the same degree of accuracy as their unstructured adaptive mesh-
2Although the post-adapt mesh may be completely different to the pre-adapt mesh, note that this is
not the same as global or local remeshing in which all or part of the pre-adapt mesh is removed
and completely reconstructed rather than deforming it in some way (Farrell, 2009). Furthermore, if
particular cells or nodes of the mesh are deemed to be optimal already then they will not be modified
by the adaptivity process.
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Figure 1.5.: A three-dimensional unstructured adaptive mesh, using adaptive remeshing.
The pre-adapt (a) and post-adapt (c) meshes are completely different. Fur-
thermore, the mesh has adapted to the areas where the solution error is great-
est, in an attempt to reduce it (b, d). Images by Pain et al. (2001).
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(a) t = 12.475 s
(b) t = 24.975 s
Figure 1.6.: Simulation of a single-phase lock exchange problem using an adaptive un-
structured mesh. Throughout time, the mesh dynamically resolves the key
flow features: the sharp interface between the high and low temperatures, the
velocity shear, and the growing Kelvin-Helmholtz billows. This simulation was
performed with the Fluidity computational fluid dynamics code developed at
Imperial College London. Images by Hiester et al. (2011).
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based approach. Despite these successes, the use of unstructured mesh adaptivity has not
been widely adopted, particularly in the volcanic eruption/plume modelling community.
The few works that have used mesh adaptivity have only considered AMR on structured
meshes (e.g. Pelanti (2005); Pelanti and LeVeque (2006); Gisler et al. (2006)); the appli-
cation of an adaptive unstructured mesh-based approach to the simulation of volcanic ash
plume dynamics has not been reported before in the literature.
The ability of an adaptive unstructured mesh to be so flexible comes with certain draw-
backs, which may partially explain its current lack of popularity compared to fixed mesh
approaches. From an implementation point-of-view, an adaptive unstructured mesh-based
approach is significantly more complicated than its structured mesh counter-part. Extra
computational effort is required to determine the connectivity of each node through indi-
rect addressing since no neighbourhood formula is employed. As a consequence of this,
parallelisation is also non-trivial and requires the use of a dynamic load balancing library
to obtain good scalability as the simulation progresses (Gorman, 2006). From an appli-
cation point-of-view, in addition to any potential numerical diffusion introduced by the
discretisation process, diffusion can also be introduced through interpolation errors that
appear after a mesh adapt when the solution data is transferred from the pre-adapt to the
post-adapt mesh (Hiester et al., 2011). This extra potential diffusion can be detrimental
to the accuracy of the solution. It is therefore not immediately apparent that adaptive
unstructured meshes will provide a significant improvement for an arbitrary problem, and
thus deserves further scrutiny. Nevertheless, the use of adaptive unstructured meshes is
potentially very fruitful for modelling multiphase geophysical flows occurring on a wide
range of scales in complex domains.
1.3. Fluidity: An Adaptive Unstructured Mesh-Based
Modelling Framework
Fluidity is an open-source computational fluid dynamics (CFD) software package devel-
oped at Imperial College London (Piggott et al., 2008; Davies et al., 2011; Imperial College
London, 2011). It features novel mesh adaptivity capabilities which can produce highly
anisotropic unstructured adaptive meshes (Pain et al., 2001). It can also be readily exe-
cuted in parallel by sharing out the computational workload over thousands of computer
processors using a Message Passing Interface (MPI) library (Piggott et al., 2009; Imperial
College London, 2011), making the study of multi-scale phenomena feasible in complex
domains.
The underlying discretisation of the model equations is performed using both the Galerkin
finite element method and a control volume method, with a wide range of choices for the
finite element function spaces. This includes mixed formulations for the coupled velocity
and pressure fields (e.g. a piecewise discontinuous linear polynomial function space repre-
senting the velocity field, and a piecewise continuous quadratic polynomial function space
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representing the pressure field, generally referred to as the P1DG-P2 element pair (Cotter
et al., 2009)) which can help overcome numerical stability issues; a well-known example
is the occurrence of spurious pressure modes, also known as the pressure checkerboard
problem (Patankar, 1980; Date, 2003), associated with the P1-P1 element pair which uses
the same (piecewise continuous linear polynomial) function space for the velocity and pres-
sure fields. Fluidity also includes hundreds of tests, known as regression tests, that are
executed by an automated build environment every time a change is made to the software
to check the continual correctness of its functionality and the numerical results that are
generated. These range from unit tests, where individual subroutines are provided with a
given input and tested against an expected output, to full simulations where the results
are expected to match a known analytical solution, for example. Such rigorous testing of
software is absolutely crucial, especially in the field of computational science where errors
introduced by developers may have disastrous consequences if the results from the faulty
numerical model are trusted and applied (Farrell et al., 2011).
Fluidity has proven to be successful at simulating many geophysical flows, from mantle
convection (Davies et al., 2011) to landslide-generated tsunamis (Wilson, 2009), both
accurately and efficiently. Moreover, it has been used to model the flow of very dilute
sediment in water as a single-phase problem using just one velocity field (Imperial College
London, 2011), due to the fast response times of the solid particles to changes in the
ambient fluid. However, as explained in greater detail in Chapter 2, such an approach is
unsuitable for the geophysical flows considered in this thesis, because the concentration
and velocity of the particles is high enough for their inertia and inter-phase interactions
to induce their own separate velocity field. A multiphase model is therefore crucial for
accurately describing the phenomena, and the combination of functionality, robustness,
and unstructured adaptive mesh technology makes Fluidity an ideal framework within
which an adaptive unstructured mesh-based multiphase flow model could be developed.
1.4. Statement of Novel Contribution and Structure of this
Thesis
In this thesis I describe the development of two numerical models, which employ a state-
of-the-art adaptive unstructured mesh-based approach, for the study of (1) incompressible
and (2) compressible multiphase flows. The application of these models concerns the sim-
ulation of multi-scale volcanological phenomena, specifically the formation and transport
of ash plumes both in aqueous solutions and in the atmosphere. The two models are
implemented within the Fluidity CFD code.
While the adaptive unstructured mesh approach described in this thesis is the product
of many years of research and development by others at Imperial College London (Pain
et al., 2001, 2005; Piggott et al., 2006, 2008; Hiester et al., 2011; Davies et al., 2011), my
research represents the first known application of such an approach to the numerical study
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of volcanic ash plumes.
A review of the fundamental aspects of multiphase flow theory is provided in Chapter
2. Basic definitions are introduced along with a comparison of the different multiphase
modelling approaches taken in the literature. For the work presented in this thesis, the
Eulerian-Eulerian approach is chosen, and the equations governing the laws of motion of
a multiphase flow are stated. The interaction terms used to couple the different phases
together are then discussed. In addition, the associated boundary and initial conditions
are presented in a generalised form.
In Chapter 3 I discuss the discretisation of the model equations. The Galerkin finite
element method is used to discretise the momentum and continuity equations in space,
while a control volume method is used for the general scalar advection equation. In all
equations, the backward Euler method is used for the temporal discretisation of the time
derivative. Each method results in a system of linear equations that must be solved for
the desired flow variables, so a brief discussion on the choice of linear solvers employed is
given. The chapter finishes with an explanation of Fluidity’s adaptive mesh capabilities.
Chapters 4, 5, 6 and 7 focus on the novel results of my own research, and are organised
into two broad areas which correspond to the types of application of the two models that
I have developed: incompressible multiphase flow and compressible multiphase flow.
The incompressible multiphase flow model is introduced first in Chapter 4, and I have
published the majority of my research presented there in the paper by Jacobs et al. (2013).
The chapter opens with a statement of the model equations, summarised from Chapter 2,
and the simplifications made after applying the incompressibility assumption. I undertake
a rigorous verification of correctness using the method of manufactured solutions (MMS)
which displays the expected solution convergence rates for a variety of finite element func-
tion spaces. Validation considers two-dimensional simulations of (silicon carbide) particle
plume formation in a water tank which replicate the published laboratory experiments
of Manville and Wilson (2004). These experiments demonstrate that particles can either
settle slowly and individually, or rapidly and collectively as a gravitationally unstable
particle-laden plume, which has important implications for the emplacement of ash de-
posits on the seabed. The numerically predicted settling velocities for both individual
particles and plumes, as well as instability behaviour, agree well with experimental data
and observations. Furthermore, I show that mesh adaptivity maintains solution accuracy
whilst providing a substantial reduction in computational requirements when compared to
the same simulation performed using a fixed unstructured mesh, highlighting the benefits
of the adaptive unstructured mesh approach.
In Chapter 5 I present further simulations of particle plume dynamics in water (mostly in
two dimensions), this time considering volcanic ash and different particle diameters. The
simulations mimic the experiments of Carey (1997) and the numerical results display good
agreement with the experimental observations. Once more, the benefits of mesh adaptivity
are highlighted with a convergence analysis which shows that an order of magnitude fewer
nodes are required to obtain the same error in a measurable quantity from the simulations.
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A further application of my incompressible multiphase flow model considers the ratio of
theoretical expressions for the timescales of individual and collective particle settling. This
non-dimensional quantity provides a measure of the tendency for ash plumes to form,
which can help determine the rate at which particles settle collectively in large bodies
of water such as an ocean column. Existing measures assume that collective settling
obeys Stokes’ law and is therefore controlled by the balance between gravitational forces
and viscous drag, yet experimental observations and numerical studies have shown (by
plume Reynolds numbers much greater than unity) that it is instead controlled by the
balance between gravitational forces and inertial drag. Building on the work originally
presented in the thesis by Goldin (2008), I conduct a parameter study to demonstrate that
a measure which assumes collective settling is slowed by inertial drag robustly predicts
plume formation, while a measure that assumes Stokes’ law-controlled collective settling
does not. Furthermore, I present an improvement to the inertial drag-based measure which
enhances the accuracy of the results by taking into account the dependence of the plume
amplitude on the thickness of the particle-rich layer above it. This improvement also
permits the quantities required to calculate the ratio of timescales to be estimated from
the final deposit; no information about the plumes at the time of formation is needed. The
final contribution from this chapter comes from an alternative measure that I derive which
also assumes that collective settling is slowed by inertial drag. Although the formulation
of this measure is similar to the one by Goldin (2008), it uses a more accurate analytical
expression by Youngs (1984) for the plume growth rate and I demonstrate its ability to
better predict plume formation.
The compressible multiphase flow model is introduced in Chapter 6, following a similar
format to Chapter 4. The additional equation describing the law of conservation of energy,
and the pressure field’s equation of state, are also summarised here. Model verification is
performed using the method of manufactured solutions as before. Data from a published
gas-solid shock-tube experiment is used to perform a successful validation. I then apply
the model in Chapter 7 to simulate a kilometre-scale collapsing volcanic column of hot
gas and ash using parameters from published numerical studies. The results are compared
with those from MFIX, a leading (fixed structured mesh-based) multiphase flow code,
which I set up and run in the same way as Fluidity. During early times, the dynamics are
the same in both models; in particular the magnitude and position of the initial shock wave
generated from the explosive eruption, and the height of the growing ash plume. While
there are significant differences after the plume of ash begins to collapse and form a pyro-
clastic flow, most of the characteristics of a typical explosive volcanic eruption are present;
namely, the volcanic fountain, recirculation region, pyroclastic flow, and the buoyant con-
vective region that rises above the fountain. This provides a certain degree of confidence
in the physical plausibility of the numerical results. Following this preliminary study, I
present a convergence analysis of the volcanic eruption simulation in Fluidity using fixed
(structured and unstructured) meshes and adaptive unstructured meshes, and in MFIX
using fixed structured meshes. First-order convergence is attained in both Fluidity and
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MFIX when considering the error in the plume’s height, and by plotting this error against
the number of solution nodes required, I show once more that the adaptive unstructured
mesh-based approach provides approximately the same degree of accuracy whilst using an
order of magnitude fewer nodes, and therefore fewer computational resources.
The thesis closes with some concluding remarks in Chapter 8 regarding the discoveries
made throughout each chapter, and the potential direction of future research in this area
of computational fluid dynamics.
34
2. Fundamentals of Multiphase Flow
Modelling
2.1. Overview
This chapter begins with a general definition of a multiphase flow. The definition is then
broken down into two classes – dispersed and separated multiphase flow – after which the
thesis focusses solely on dispersed multiphase flow.
Dispersed multiphase flow is classified as either dilute or dense, depending on the mag-
nitude of the volume fraction of the dispersed phase. It is shown that these two clas-
sifications can help judge the level of inter-phase coupling. For weakly-coupled phases
the fluid-particle drag is likely to be the dominant inter-phase interaction, whereas for
strongly-coupled phases fluid-particle, particle-particle, and inter-particle drag are all im-
portant. This aids in deciding whether certain terms in the governing equations need to
be modelled, or can be neglected.
By assuming that the multiple phases can be regarded as overlapping continua, the
set of equations governing the motion of a multiphase flow is stated along with some
additional simplifying assumptions. The terms that model the interaction between the
multiple phases are then introduced. Finally, the general forms of the initial conditions
and boundary conditions that are required for the applications presented in this thesis are
defined.
2.2. Basic Definitions
2.2.1. Multiphase Flow
Multiphase flows are generally defined as the continuous motion of two or more states of
matter (solid, liquid, gas, etc), also known as phases, which are simultaneously present
(Prosperetti and Tryggvason, 2007). Some well-known examples include the pouring of a
fizzy drink composed of a liquid and a finite number of gas bubbles, the transportation
of solid sediment particles in a river, and the flow of blood cells around the human body.
Indeed, multiphase flows can be found across many areas of industry and the natural world
(Crowe et al., 1998).
Each phase is said to be either continuous or dispersed, where a continuous phase is a
connected liquid or gas substance in which dispersed phases (comprising a finite number of
solid particles, liquid droplets and/or gas bubbles) may be immersed (Crowe et al., 1998).
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Figure 2.1.: A dispersed multiphase flow in a pipe showing the continuous phase (blue
liquid) with an immersed dispersed phase (comprising clear gas bubbles). No-
tice how the dispersed phase is composed of discrete objects that are not con-
nected, whereas the continuous phase is always connected. Image by Mahrous
(2013).
Figure 2.1 illustrates this with an example of gas bubbles (the dispersed phase) immersed
in a continuous liquid phase flowing through a pipe.
The work presented in this thesis focusses on dispersed multiphase flows which comprise
a single continuous phase and one or more dispersed phases (Brennen, 2005). The case
where the different phases are immiscible and separated by a sharp interface (i.e. multi-
ple continuous phases and no dispersed phases), known as a separated (Crowe, 2005) or
multi-material (Wilson, 2009) flow, is not appropriate for the applications of the models
presented in this thesis and will therefore not be considered.
Dispersed phases are generally defined as those phases that are composed of discrete solid
particulates/liquid droplets/gas bubbles (generally referred to as particles from now on)
immersed within the continuous phase. However, within each dispersed phase there may
be significant variation in the physical properties of each particle. An illustrative example
is the diameters of the particles in Figure 2.1. If the variation is large enough, it can
significantly affect the dynamics and the dispersed phase cannot be modelled accurately
as a homogeneous collection of particles characterised by a mean particle diameter (or
some other averaged property). Therefore, for modelling purposes, it is often necessary
to take the particle heterogeneity into account by considering a dispersed phase as a set
of dispersed phases instead, with each one having its own set of physical properties that
uniquely define it. For example, if a plot of gas bubble diameter distribution is bimodal,
then two separate dispersed (gas) phases could be defined based on the two ‘peaks’ in the
plot (i.e. the two most common particle diameters). As a result of this, the definition of a
multiphase flow is extended to encompass those flows in which the dispersed phases are of
the same state of matter, but of different physical composition. This is sometimes referred
to as multiphase-multicomponent flow (Crowe et al., 1998). For the work considered in
this thesis, both the density and diameter of the particles are used to distinguish between
different dispersed phases.
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2.2.2. Flow Characterisation
Different types of dispersed flow can require very different approaches to modelling them,
so they are often classified by the dominating interactions between the phases (Crowe,
2005), such that:
• Dilute dispersed flows are characterised by the dominating interactions being be-
tween the continuous phase and dispersed phase(s), such as drag and lift. These are
termed fluid-particle interactions.
• Dense dispersed flows are characterised by the dominating interactions being be-
tween multiple dispersed phases, such as particle collision and cohesion. These are
termed inter-particle interactions. In addition, the same interactions can take place
between particles in the same dispersed phase; this is termed particle-particle inter-
action.
When the dispersed phase’s volume fraction (the fraction of a representative volume of the
flow containing the dispersed phase) becomes greater than about 10−3, particle-particle
and inter-particle interactions become important enough for them to be considered (Crowe,
1982; Elghobashi, 1994; Crowe et al., 1996).
2.2.3. Coupling
Inter-phase interactions can be broken down further using the type of coupling between
the phases (Crowe, 2005), listed in Table 2.1. The work presented in this thesis is primarily
concerned with dilute dispersed flows with two- and three-way coupling, depending on the
volume fraction of the dispersed phase; if the volume fraction is high enough so that the
spacing between individual particles in the dispersed phase is small, then there is a higher
probability that particle motion affecting the continuous fluid phase will also affect other
particles in the vicinity, thus making the coupling three-way (Loth, 2010). An example is
a pyroclastic flow that is often characterised by a very dilute suspension of fine ash along
the top with a transition to a higher dispersed phase volume fraction towards the base of
the flow where coarser material tends to deposit first (Neri et al., 2003).
2.3. Governing Equations
The equations describing the dynamics of a multiphase flow are considerably less well-
established when compared to the Navier-Stokes equations for single-phase flows (Crowe
et al., 1998). There is no general model that is valid for all multiphase flow types (van
Wachem and Almstedt, 2003), so careful considerations have to be made in order to derive
suitable governing equations. These are discussed below.
Unless stated otherwise, each phase will be identified by an index i, where i = 1, 2, . . .,
Nphases andNphases is the total number of phases in the flow. Quantities such as density and
velocity associated with a particular phase will be identified by a subscripted index (e.g.
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Level of Coupling Details
One-way The continuous phase affects the dispersed
phase only (e.g. through fluid-particle drag).
Two-way The same as one-way coupling, except the dis-
persed phase can also affect the continuous
phase (e.g. particles can dampen fluid turbu-
lence (Crowe et al., 1996, 1998)).
Three-way The same as two-way coupling, except the ef-
fects of particle motion on the continuous phase
locally affects other particles, either within the
same dispersed phase or in other dispersed
phases. An example is drafting, whereby a par-
ticle experiences a reduction in drag as it trav-
els in the wake of another particle (the ‘leading’
particle) through the continuous phase (Loth,
2010).
Four-way The same as three-way coupling, except that
particle-particle and inter-particle interactions
(e.g. collision and cohesion) also affect the mo-
tion of the dispersed phase(s).
Table 2.1.: The four types of coupling, defined by the types of interaction between the
phases.
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the density field ρ of phase i will be denoted ρi). Note that Einstein notation is not adopted
in this thesis, so any repeated indices do not imply summation. Furthermore, in situations
where it is more appropriate to explicitly associate a quantity with the continuous or
dispersed phase, the respective subscripts c and d will be used. In the case of more than
one dispersed phase, the subscript dn will be used for the n-th dispersed phase.
Finally, note that while the governing equations (and the multiphase flow models imple-
mented in Fluidity) are valid for an arbitrary number of phases, only one dispersed phase
is used in all the simulations presented throughout this thesis.
2.3.1. Reference Frames
The frames of reference used for the continuous and dispersed phases are one of the
first things to consider when modelling a multiphase flow. Essentially, they determine
how the motion of a phase is observed and described through space and time in order
to determine the flow properties, and they have important implications for solving the
equations numerically.
Eulerian reference frames determine flow properties at fixed points in the domain. They
work on the assumption that the phase can be regarded as a continuum, which allows a
small volume of the domain (a control volume) to be considered and averaging applied
(Batchelor, 1973). Volume fractions, denoted αi, are used to define the fraction of the
control volume comprising phase i (Crowe et al., 1998); these will be seen later in the
governing equations of motion. In contrast, Lagrangian reference frames are used when
each particle (or small cluster of particles) in a phase can be represented and tracked
individually through space and time by solving an ordinary differential equation derived
from Newton’s second law of motion (Batchelor, 1973).
The Eulerian approach is the natural choice for modelling the continuous phase, and
while the Lagrangian approach can be used to track the dispersed phases (see Doronzo
et al. (2010), for example), many models use an Eulerian approach where the dispersed
phases are treated as a continuum since Lagrangian approaches often require a computa-
tionally infeasible number of particles to be tracked to obtain sufficient numerical accuracy
(Riber et al., 2005). This work presented in this thesis therefore adopts the Eulerian-
Eulerian framework, where both the continuous and dispersed phases are treated as inter-
penetrating continua, because it is the one most suitable for the applications considered,
and offers a greater degree of flexibility and generality.
2.3.2. Averaging
Given a multiphase flow, a set of equations describing its motion is desired which must be
valid for an arbitrary domain of interest Ω ⊂ R3 with boundary ∂Ω, over some interval of
time t ∈ [0, T ]. Following the Eulerian-Eulerian approach, such equations are derived by
first considering a small portion of Ω called a control volume (CV). The control volume
is at the mesoscale (i.e. the scale of a collection of suspended particles); it must be much
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cParticle in d1 Particle in d2
Total volume V = Vc + Vd1 + Vd2
Figure 2.2.: An example of a control volume containing the continuous phase and two
dispersed phases immersed within it, indexed by c, d1 and d2, respectively.
The continuous phase occupies a volume Vc. Collectively, the particles in
dispersed phase 1 have a volume Vd1 . Similarly, dispersed phase 2 has a
collective volume of Vd2 .
smaller than the whole domain (which is macroscale), but larger than the microscale (i.e.
molecular level) so that a representative amount of the multiphase flow can be considered.
The requirement of the CV is therefore to have a volume l3  V  L3, where l is the
characteristic distance between particles in the dispersed phase, and L is the length of the
domain (Crowe, 2005). Within the control volume a multiphase flow is described as a set
of well-mixed individual phases that co-exist, as illustrated in Figure 2.2.
In theory, a multiphase system can be modelled by assuming that each phase obeys
the Navier-Stokes equations governing the dynamics of a single-phase fluid, subject to
appropriate boundary conditions at the interfaces between each individual particle of the
dispersed phases and the surrounding continuous phase (Ishii and Hibiki, 2006). These
boundary conditions are imposed to model the exchanges of mass, momentum and energy
between them, thus allowing the phases to inter-penetrate and interact. It is generally
not practical to solve this multi-boundary-value problem because of the lack of a priori
knowledge about the position of the particle-fluid interfaces (Hiltunen et al., 2009). How-
ever, this formulation is often used as the basis for deriving a computationally-feasible
set of equations for multiphase flow that is valid throughout the entire domain, using an
averaging technique (Enwald et al., 1996; Crowe et al., 1998).
Averaging a set of single-phase equations describing a multiphase system can be thought
of as a kind of low-pass filtering technique (Olsen, 2004). Its purpose is to reduce com-
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plexity by producing a set of equations that is valid on the macroscopic scale, rather than
one that is only valid on the mesoscopic scale because of the presence of particle-fluid
interfaces. In a sense, the averaging process ‘smears out’ the flow quantities and treats the
continuous phase and individual particles as overlapping continua which is exactly what
the Eulerian-Eulerian approach entails.
There are three main types of averaging technique: time averaging (Ishii, 1975), volume
averaging (Soo, 1990) and ensemble averaging (Drew and Passman, 1999). While there
are important differences, each one produces the same general form of the equations at
the end (Crowe, 2005). The set of equations governing the motion of a multiphase flow,
presented below, follows the derivation by Crowe et al. (1998) who used volume averaging.
The equations describe three fundamental conservation laws: conservation of mass, con-
servation of momentum, and conservation of energy. In addition, the advection equation
for a general scalar quantity in a multiphase flow is also given.
2.3.3. The Conservation of Mass Equation
Given a multiphase system, the general form of the equation describing the conservation
of mass law for phase i is (Crowe et al., 1998)
∂ (αiρi)
∂t
+∇ · (αiρiui) = mi. (2.1)
This is also known as the continuity equation. The terms ρi and ui are the density
and velocity of phase i, respectively. The term mi describes the transfer of mass to
phase i from the other Nphases − 1 phases, as a result of condensation or solidification
effects, for example. Suitable, quantifiable constitutive relations, often in the form of
empirical or semi-empirical correlations, are used to explicitly define mi. Finally, the term
αi is the volume fraction of phase i. This is an important quantity introduced by the
averaging process which defines what fraction of a control volume is occupied by phase i.
Mathematically, it can be written as
αi =
Vi
V
, (2.2)
where Vi is the volume occupied by phase i and V is the total volume of the CV. The
volume fraction is subject to the constraint
Nphases∑
i=1
αi = 1, (2.3)
because it is physically impossible for the sum of the individual phase volumes inside the
CV to exceed the volume of the CV itself. Unlike the single-phase equations of motion
which are valid only up until the boundaries of the individual particles in the dispersed
phases, the multiphase equations of motion consider averaged flow quantities over the
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whole control volume (and indeed the whole domain), weighted by this volume fraction.
2.3.4. The Conservation of Momentum Equation
The equation describing the law of conservation of momentum for phase i is given by
(Crowe et al., 1998)
∂ (αiρiui)
∂t
+∇ · (αiρiuiui) = −∇ (αipi) + αiρig +∇ · (αiτi) +∇ ·
(
αiτ
′
i
)
+ fi. (2.4)
This is also known as the momentum equation. The terms pi and τi represent the pressure
and viscous stress acting on phase i, and g is the gravitational vector. The term τi is also
known as the viscous or deviatoric stress tensor, defined below. Note that buoyancy is the
only body force being considered here. Any terms that describe the inter-phase exchange
of momentum are collectively denoted fi, which represents the forces imposed on phase
i from the other Nphases − 1 phases. These forces will be discussed in Section 2.4. The
term ∇ · (αiτ ′i) is analogous to the Reynolds stress tensor in the momentum equation for
single-phase flow (Batchelor, 1973), and accounts for turbulent fluctuations in the velocity
field (Crowe et al., 1998).
The Pressure Gradient Term
A common pressure p across all phases is assumed throughout this thesis (i.e. pi =
p, i = 1, 2, . . . , Nphases). This is a frequent assumption adopted by many multiphase flow
models (Yeoh and Tu, 2009), and is valid for the flows considered in this thesis due to the
dilute, incompressible nature of the dispersed phases comprising volcanic ash particles. In
addition to this assumption, the pressure gradient term is split up using the product rule
−∇ (αip) = −αi∇p− p∇αi (2.5)
and the term involving the gradient of the volume fraction is neglected. This simplification
is also made in several other multiphase flow models besides Fluidity, such as K-FIX
(Rivard and Torrey, 1977), MFIX (Syamlal et al., 1993), PDAC (Neri et al., 2003; Carcano
et al., 2013), and ANSYS CFX (ANSYS, Inc., 2005). When the (averaged) pressure at
the interfaces between the individual particles and the surrounding fluid is approximately
equal to the bulk (averaged) pressure, which is assumed to be the case throughout this
thesis, such a simplification can be justified (Ishii, 1975; van Wachem and Almstedt, 2003;
Jakobsen, 2008). Convenience in the implementation of the solution methods (described
later on in Chapters 4 and 6) is the main advantage behind using this new form of the
pressure gradient term, and can indeed make computation easier (Sha and Soo, 1979).
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The Stress Tensor
The viscous stress tensor for the continuous phase, τc, is defined by a constitutive relation
for a Newtonian fluid (Batchelor, 1973):
τc = µc
(
∇uc + (∇uc)T
)
− 2
3
µc (∇ · uc) I, (2.6)
where I is the identity tensor, and µc quantifies the amount of resistance the fluid gives
to shear stresses, otherwise known as viscosity. It is assumed throughout this thesis that
µc is constant in both space and time.
If the dispersed phase(s) comprise liquid droplets or gas bubbles, then the stress tensor
τd takes the same form as the τc. For solid particulates the notion of viscosity may become
somewhat unintuitive, but in this context it essentially describes the resistance that par-
ticles experience through collisions with other particles within the same dispersed phase
(i.e. particle-particle interaction). In an attempt to model this, several existing multiphase
flow models have turned to granular kinetic theory (Dobran et al., 1993; Syamlal et al.,
1993). However, this comes with the cost of solving an extra equation for the granular
temperature of each dispersed phase, and it has been argued that this approach is not
well-developed enough for an arbitrary number of dispersed phases (Neri et al., 2003). For
this reason τd, also known as the solids stress tensor, takes the same form as τc:
τd = µd
(
∇ud + (∇ud)T
)
− 2
3
µd (∇ · ud) I, (2.7)
but the viscosity µd is instead expressed by an empirical relationship. Experimental work
by Miller and Gidaspow (1992) involving the gas-solid flow of fluid catalytic cracking
(FCC) particles showed that, for a range of dispersed phase volume fractions, the viscosity
can be expressed as a dimensional constant κ:
µd = κ, (2.8)
which depends on the particle diameter. For the 75 µm particles used in the experi-
ments this dimensional constant κ was approximately 0.5 Pas, correlated against data
that considered dispersed phase volume fractions in the range 0.005–0.04. Since the par-
ticle diameter (and the lower end of the range of volume fractions) is similar to those
encountered throughout this thesis, this value for κ will be adopted here. Note also that
values of κ between 0.5 Pas and 2.0 Pas have also been applied successfully in existing vol-
canic plume simulations (Clarke et al., 2002; Neri et al., 2003), where the larger values for
κ were used with coarser ash particles and followed from a semi-empirical solids viscosity
relationship (Gidaspow, 1994).
Under the assumption of incompressibility, the velocity divergence term in (2.6) and
(2.7) is zero (by definition) for single-phase flows. For multiphase flows, this term was
found a posteriori to be negligible for the incompressible flow simulations considered in
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this thesis. Furthermore, it is assumed that the viscosity is always isotropic. The stress
tensors for multiphase incompressible flow therefore become:
τc = µc∇uc, (2.9)
and
τd = µd∇ud. (2.10)
The presence of a dispersed phase in a Newtonian liquid can result in the multiphase
mixture displaying non-Newtonian behaviour (Crowe, 2005). The rheology of such a mix-
ture can therefore be described in terms of an effective viscosity µ, written as the product
of the ambient liquid’s viscosity and a relative (dimensionless) viscosity µr, such that
µ = µcµr. (2.11)
For very dilute suspensions, the relative viscosity can be defined by Einstein’s equation
(Mueller et al., 2010)
µr = 1.0 + 2.5αd, (2.12)
which is valid for αd < 0.01 (Crowe, 2005). In the case of volcanic ash particles immersed
in water, applying Einstein’s equation produces an effective viscosity of 0.0010025 Pas (as-
suming the viscosity of water is 0.001 Pas and αd is at most 10
−3), which is approximately
the same as the viscosity of water on its own. This is also approximately the same as the
bulk viscosity of the particle-water mixture αdµd + αcµc as a result of the dilute nature
of the flows under consideration. Hence, the application of the incompressible flow model
will neglect the viscosity of the dispersed phase µd since it has little impact on the overall
dynamics of the particle-water suspension.
The Reynolds Stress Tensor
Turbulent fluctuations in the velocity field are represented by the term ∇ · (αiτ ′i) in (2.4).
A Smagorinsky Large Eddy Simulation (LES) model was implemented as part of this
work in order to parameterise this term. However, it was not used for the applications
considered in this thesis for reasons that will be stated later in Chapter 7. Details about
the modelling approach and its verification and validation in Fluidity can be found in
Appendix A.
2.3.5. The Conservation of Energy Equation
The third and final governing equation describes the conservation of energy law for phase
i. For convenience, this work considers the specific internal energy of a system ei (in
other words, the internal energy per unit mass) rather than its total energy, because it
is a necessary quantity for determining the pressure field from an equation of state. The
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specific internal energy equation is given by (Crowe et al., 1998; Ishii, 1975)
∂ (αiρiei)
∂t
+∇ · (αiρieiui) = −αip∇ · ui −∇ · (αiqi) +Qi, (2.13)
where Qi represents the heat transfer to phase i from the other Nphases − 1 phases, and
qi is the heat flux of phase i. Each phase is assumed to follow Fourier’s Law of Heat
Conduction such that the heat flux is defined as (Ishii and Hibiki, 2006)
qi = −ki∇
(
ei
Cv,i
)
, (2.14)
where ki and Cv,i are the thermal conductivity and specific heat (at constant volume) of
phase i, respectively. Any work done as a result of viscous stresses and momentum transfer
has been neglected due to its second-order effect in volcanic eruption simulations (see Neri
et al. (2003) for example). Furthermore, since the dispersed phase is assumed to always
be dilute and incompressible, the work done to change the volume of the particles in the
dispersed phase is considered negligible (Crowe et al., 2011) (i.e. −αip∇ · ud ≈ 0) and
any terms concerning work done due to volume changes are restricted to the continuous
phase’s specific internal energy equation.
Note that the specific internal energy equation does not need to be solved for flows
where all phases are incompressible, or where a compressible phase is isothermal, since
the energy throughout the system remains constant and no other terms depend on it.
2.3.6. The Advection Equation for a Scalar Tracer Field
In addition to the scalar fields described by their own conservation law (e.g. the specific
internal energy) or constitutive equation (e.g. the density), the solutions to other scalar
fields are also required to describe certain flow properties and to ensure that the system of
model equations is always well-defined. An example is the volume fraction field encoun-
tered frequently throughout this thesis. Such fields, known as tracer fields, are advected
with the flow by solving an advection equation (Prosperetti and Tryggvason, 2007) once
the velocity field has been determined from the solution to the momentum equation.
For a general scalar tracer field σi, the advection equation that is solved by Fluidity is
∂σi
∂t
+∇ · (σiui) = 0. (2.15)
Note that this assumes that phase i is incompressible. In the specific case where σi
represents the volume fraction, only Nphases− 1 advection equations need to be solved for
the Nphases volume fraction fields; the last one is determined using
α1 = 1−
Nphases∑
i=2
αi, (2.16)
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where α1 is always chosen to be the volume fraction of the continuous phase.
2.4. Interaction Terms
2.4.1. Mass Interaction
Exchange of mass between phases can occur as a result of thermodynamic processes (e.g.
evaporation and condensation, melting and solidification), chemical reactions, and particle
breakup or coalescence (Crowe et al., 1998). However, the work presented in this thesis
assumes that no mass interaction takes place between phases, such that in (2.1) mi = 0
for all i.
2.4.2. Momentum Interaction
One of the most prominent kinds of momentum interaction is inter-phase drag. Drag
terms, often in the form of empirical relations, can be used to model the effect of the
continuous phase on the particles in the dispersed phase, and the hindering effects of
collisions between particles of different size. In this work, fi represents only the fluid-
particle drag force, di, and uses the drag correlations defined by Stokes (1851), Wen and
Yu (1966) and Ergun (1952), depending on the application of the model. Drag on the
dispersed phases caused by inter-particle interaction is ignored because of the generally
dilute nature of the multiphase flows under consideration.
For the gravity-driven particle settling simulations presented in Chapter 5, the Stokes
drag correlation provides sufficient accuracy. This is given by
di =
3
4
ci
αiρc|ui − uc|
di
(ui − uc) , (2.17)
where the subscript c denotes the properties of the fluid (i.e. continuous) phase respec-
tively. A particle diameter di is required for each dispersed phase, but not the continuous
phase, since dc is always zero. The drag coefficient ci and the particle Reynolds number
Rei are given by
ci =
24
Rei
, (2.18)
and
Rei =
ρcdi|ui − uc|
µc
, (2.19)
respectively (Crowe et al., 1998; Neri et al., 2003). By substituting in (2.18) and (2.19),
(2.17) simplifies to
di =
18αiµc
d2i
(ui − uc) . (2.20)
Note that di is a force per unit volume; multiplying (2.20) through by the volume of a
sphere of diameter di recovers the more commonly written form of the equation for Stokes’
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drag force in terms of Newtons (Batchelor, 1973):
di = 3αiµcpidi (ui − uc) . (2.21)
For the explosive volcanic eruption simulations presented in Chapter 7, Stokes drag is
not valid due to the extremely high particle Reynolds numbers encountered. The drag
correlation by Wen and Yu (1966), which is valid for Reynolds numbers much greater than
unity, will therefore be used instead. This correlation was chosen in preference to other
popular correlations that include inertial effects such Oseen’s approximation (Batchelor,
1973) because of its validity for a wider range of Reynolds numbers (Crowe et al., 1998).
Furthermore, this correlation has proven to be effective in existing volcanic eruption sim-
ulations (Neri and Macedonio, 1996; Neri et al., 2003; Carcano et al., 2013). The exact
formulation of the drag force is given by (van Wachem, 2000; Neri et al., 2003):
di =
3
4
ci
αcαiρc|ui − uc|
diα2.7c
(ui − uc) , (2.22)
ci =
 24αcRei
(
1.0 + 0.15(αcRei)
0.687
)
if αcRei < 1000
0.44 if αcRei ≥ 1000.
(2.23)
The Ergun (1952) drag correlation is used when the dispersed phase’s volume fraction
exceeds 0.2 (a similar threshold value used by other multiphase flow models (Neri et al.,
2003)), because it attempts to describe the drag force acting on a closely-packed body of
particles:
di =
(
150
α2iµc
αcd2i
+ 1.75
αiρc|uc − ui|
di
)
(uc − ui) . (2.24)
This correlation is only used once, to validate the compressible model in Chapter 6 using
data from a densely-packed particle fluidisation experiment.
The total value of fi depends on whether phase i is the continuous phase or a dispersed
phase; for the continuous phase fc =
∑Nphases
i=1 di, whereas for a single dispersed phase d,
fd = −dd such that the system is closed (i.e.
∑Nphases
i=1 fi = 0).
Besides fluid-particle drag, other forms of momentum interaction exist. For example,
the Basset history term models the effects of past acceleration, and the virtual mass
models the dependence of particle acceleration (in the dispersed phase) on the continuous
phase’s acceleration (Manninen et al., 1996). These terms will be neglected in this thesis.
It is valid to do so if the density ratio ρc/ρd is small, typically O(10
−3) or less (Crowe
et al., 1998; Manninen et al., 1996), which is the case in the volcanic eruption simulations.
These extra terms are also difficult to evaluate, and will therefore be neglected for practical
reasons in situations where the ratio is larger (Crowe et al., 1998; Manninen et al., 1996;
Syamlal et al., 1993).
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2.4.3. Energy Interaction
Inter-phase heat transfer is important in many multiphase applications, particularly in
the case of volcanic eruptions where the exchange of energy between hot gas and ash
particles plays a key role in the observed non-linear behaviour (Dobran et al., 1993; Neri
and Dobran, 1994). The work presented in this thesis uses the heat transfer term by Gunn
(1978). This term is denoted Qi on the RHS of each internal energy equation for phase
i. Although other empirical correlations, such as those by Zabrodski (1966) and Wakao
et al. (1979), have been used for volcanic eruption modelling in the past (see e.g. Dobran
et al. (1993); Neri and Macedonio (1996)), these only consider a relatively small range
of Reynolds numbers (up to O(104)) and generally have to be used in conjunction with
other correlations in order to cover both the dilute and dense flow regimes. In contrast,
the term by Gunn (1978) covers both regimes and correlates experimental data up to
Reynolds numbers of O(105). While the Reynolds numbers encountered in real volcanic
eruption events are typically much larger (O(1011)), this correlation has offered a good
first approximation to heat transfer in more recent models of volcanic eruption dynamics
(Neri et al., 2003; Carcano et al., 2013).
In a similar fashion to the momentum interaction term discussed in Section 2.4.2, the
value of Qi depends on whether phase i is the continuous phase or a dispersed phase. For
the continuous phase c,
Qc =
Nphases∑
i=1
qi, (2.25)
where
qi =
6kcαiNui
d2i
(Ti − Tc) , (2.26)
Nui =
(
7− 10αc + 5α2c
) (
1 + 0.7Re0.2i Pr
1
3
)
+
(
1.33− 2.4αc + 1.2α2c
)
Re0.7i Pr
1
3 , (2.27)
Pr =
Cv,cγcµc
kc
, (2.28)
and
Rei =
ρcdi|uc − ui|
µc
, (2.29)
are the particle Nusselt, Prandtl, and particle Reynolds number, respectively. The terms
Tc and Ti respectively denote the temperature of the continuous phase and the phase
indexed by i, Cv,c denotes the specific heat of the continuous phase at constant volume,
γc is the ratio of specific heat at constant pressure to the specific heat at constant volume,
di is the diameter of the particles in phase i
1, and kc denotes the thermal conductivity of
the continuous phase. In contrast, for each dispersed phase d,
Qd = −qd, (2.30)
1The particle diameter di is not a requirement in the case where i refers to the continuous phase c, since
qc = 0.
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such that the system is closed (i.e.
∑Nphases
i=1 Qi = 0).
To be consistent with the notation used in the literature, (2.26) is written here in
terms of temperature; this is converted to specific internal energy in Fluidity using the
constitutive relation (Crowe, 2005)
ei = TiCv,i, (2.31)
where Cv,i denotes the specific heat of phase i at constant volume.
2.5. Conservative and Non-Conservative Form
All of the model equations stated in Section 2.3 are written in the so-called conservative
form. While the advection equation for all scalar tracer fields will be solved in this form,
the momentum equation and the specific internal energy equation will be solved in the
so-called non-conservative form for convenience in the model implementation process.
The non-conservative form is derived through the substitution of the continuity equation
of phase i into the momentum and specific internal energy equations for phase i as follows.
First, the time and spatial derivatives on the left-hand side are split up using the product
rule:
αiρi
∂σi
∂t
+ σi
∂ (αiρi)
∂t
+ σi∇ · (αiρiui) + αiρiui · ∇σi = RHS, (2.32)
where σi represents either the velocity field ui in the case of the momentum equation, or
ei in the case of the specific internal energy equation. Furthermore, RHS represents the
right-hand side terms in the momentum/internal energy equation. By re-arranging the
continuity equation for phase i as
∇ · (αiρiui) = −∂ (αiρi)
∂t
, (2.33)
and substituting it into the term σi∇ · (αiρiui) in (2.32), the non-conservative form is
obtained:
αiρi
∂σi
∂t
+ αiρiui · ∇σi = RHS. (2.34)
If the equation is considered in a continuum, then the conservative and non-conservative
forms are mathematically equivalent. However, differences may arise in the discrete form
of the equation if the numerical solution is only an approximation to the exact solution.
The conservative form is expected to yield conservative solutions; that is∫
Ω
σi dV = 0, (2.35)
throughout time, which is the motivation behind using the conservative form when solving
for the scalar tracer fields. However, the solution may not be bounded. The converse is
true for the non-conservative form, where the solution is expected to be bounded but not
conservative (LeVeque, 2002). The non-conservative form of the momentum and internal
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energy equations allows the time derivative to contain only σi rather than the product
αiρiσi, which is advantageous for time-stepping and model implementation purposes.
2.6. Initial and Boundary Conditions
The set of equations stated in Section 2.3 (defined on a domain Ω) are subject to user-
defined boundary conditions along the domain boundary ∂Ω in order for the problem to
be well-posed. Two types of boundary condition are considered in this thesis: Dirichlet
and Neumann.
Dirichlet conditions impose a specific user-defined value that the field should take along
a given portion ∂ΩD of the domain boundary ∂Ω. For a general (vector or scalar) field σ
this is written as
σi = σ
D
i (x, t) on ∂Ω
D, (2.36)
where σDi (x, t) is the value that is assigned to the field. In the case of the velocity
field, two particular types of Dirichlet boundary condition that are mentioned extensively
throughout this thesis are no-slip and free-slip. A no-slip condition sets all components of
velocity to zero,
ui = [0, 0, 0]
T on ∂ΩD, (2.37)
thus preventing flow at the boundary, whereas a free-slip condition only sets the normal
component (relative to the boundary’s surface) to zero:
ui · n = 0 on ∂ΩD, (2.38)
where n is the unit normal vector to the boundary (pointing outwards), thus only pre-
venting inflow or outflow.
Neumann conditions impose conditions on the value of the gradient of the field along a
portion of the boundary ∂ΩN , written as
∇σi · n = σNi (x, t) on ∂ΩN , (2.39)
where σNi (x, t) is the value that the gradient of the field should take.
Note that ∂ΩD and ∂ΩN do not intersect; mathematically, this means that
∂ΩD
⋂
∂ΩN = ∅ where ∅ is the empty set. Together, they form the entire domain boundary
such that ∂Ω = ∂ΩD
⋃
∂ΩN .
In addition to boundary conditions, the initial condition
σi(x, t = 0) = σ
0
i (x) on Ω, (2.40)
where σ0i (x) defines the field at time t = 0, is a requirement for the solution method to
march σ forward in time.
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2.7. Simplifications of the Eulerian-Eulerian Model
Framework
Several simplifications of the Eulerian-Eulerian model framework exist. The most basic
kind are homogeneous flow models (Kataoka, 1986) which are based on the assumption that
all phases are completely mixed (with low particle concentration gradients) and strongly
coupled (Manninen et al., 1996), such that any change in the velocity of the continuous
phase instantaneously causes the dispersed phases to equilibrate with it. Since the relative
velocity between each phase is zero at any point in the domain, the multiphase mixture
can be modelled as a single (continuous) phase with the effects of the particles being
taken into account by redefining the physical properties of the single phase in terms of
bulk properties. In situations where the velocity fields of the phases may be different,
but equilibrate over short length-scales (i.e. the phases are in ‘local’ equilibrium), another
group of models can be used. Each model goes under a different name depending on its
exact formulation, such as the mixture model (Ishii, 1975), the drift-flux model (Zuber and
Findlay, 1965), the local equilibrium model (Johansen et al., 1990), and the algebraic-slip
model (Pericleous and Drake, 1986), but all of them are based on the same assumption of
local equilibrium. In a similar way to the homogeneous flow models, a single momentum
equation is defined for the mixture of the continuous phase and dispersed phase(s) and
the volume fractions are solved for using the mixture velocity, but an additional term is
included in the momentum equation to describe the effects of the velocity of each phase
relative to the mixture’s centre of mass (Manninen et al., 1996). The assumption of local
equilibrium allows these relative velocities to be calculated from algebraic expressions by
balancing the forces which drive these velocity differences.
These simplified models offer significant computational savings because fewer equations
need to be solved. Furthermore, unlike the full Eulerian-Eulerian model, empirical or
semi-empirical correlations used to model inter-phase interactions are not included; the
formulation of these correlations is often the most difficult aspect of multiphase flow mod-
elling (Drew and Lahey Jr., 1979) and is therefore a known source of inaccuracy in the full
Eulerian-Eulerian model (Manninen et al., 1996). However, for the applications consid-
ered in this thesis, the assumption of local velocity equilibrium between phases does not
always hold; ash particles can undergo very sharp acceleration near the vent of a volcano,
for example, and the mixture model is reported to be more suited to very dilute liquid-
particle mixtures than to gas-particle mixtures because the dispersed phase is more likely
to be in local equilibrium with the surrounding liquid (i.e. strongly coupled) (Manninen
et al., 1996). The work presented in this thesis shall therefore not use any of the simplified
models described here, and will continue to use the full Eulerian-Eulerian model instead.
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3. Numerical Methods
3.1. Overview
This chapter introduces the computational aspects of modelling multiphase flows. The
fundamental equations governing the flow dynamics introduced in the previous chapter
cannot, in general, be solved analytically. A numerical algorithm is therefore required to
form an approximation to the exact solution, with the first step involving the discretisation
of the model equations. This chapter begins with the discretisation of the momentum
equation (written in non-conservative form) in time using the backward Euler method,
and in space using the Galerkin finite element method. The discretisation of the advection
equation for scalar tracer fields (e.g. the volume fraction field) in time using the backward
Euler method, and in space using a conservative control volume method, is then presented.
A brief outline of the linear solvers used to obtain solutions to the discretised systems of
equations is also provided. Finally, the main components of the mesh adaptivity process
are described, including the interpolation procedure required to copy the solution field
data from the pre-adapt mesh to the post-adapt mesh.
3.2. Time Discretisation
The time discretisation of all model equations uses the implicit backward Euler method
such that for some field σ and RHS function f , an equation of the form
∂σ
∂t
= f(σ, t) (3.1)
is discretised as
σn+1 − σn
∆t
= f(σn+1, tn+1) (3.2)
where the superscript n denotes the current time level and ∆t denotes the time-step size
(Ferziger and Peric´, 2002).
3.3. Spatial Discretisation
3.3.1. Galerkin Finite Element Method
The continuity and momentum equations (and, if required, the specific internal energy
equation) are discretised in space using the Galerkin finite element method (Zienkiewicz
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and Taylor, 2000)1. The choice of this method in preference to simpler finite difference
schemes stems from the fact that it is more suited to unstructured meshes, because it
assumes very little about the placement and connectivity of the vertices and edges of the
underlying mesh. It is, however, more complicated to implement as a result. The finite
volume method is also a popular choice but it can be difficult to derive high-order schemes,
and as a result many finite volume methods are limited to first order accuracy (Cai et al.,
2003) because of the simple upwinding schemes that are used to evaluate fluxes at the
boundary of each cell (LeVeque, 2002). In contrast, the finite element method can more
easily seek solutions of an arbitrary order of accuracy.
The Galerkin finite element method begins by considering the so-called strong form of
an equation, defined over an arbitrary fixed domain Ω ⊂ R3. In the case of the momentum
equation, written in non-conservative form for convenience (see Section 2.5 of Chapter 2),
this is
αiρi
∂ui
∂t
+ αiρiui · ∇ui = −αi∇p+ αiρig +∇ · (αiµi∇ui)
− 3
4
ci
αiρc|ui − uc|
di
(ui − uc) . (3.3)
The subscript i indexing a particular phase will be omitted for the rest of this section
for clarity. The dispersed phase form of the (Stokes) drag term has also been assumed
here, but the discretisation of the continuous phase’s momentum equation follows the
same methodology. Furthermore, the Reynolds stress term has been neglected and the
incompressible, isotropic form of the stress tensor has been assumed for simplicity.
Weak Form
The aim of the finite element method is to transform (3.3) for which a solution exists
in an infinitely large problem space, into a discrete equation where the solution can be
approximated in a finite-dimensional subspace by a computer upon the nodes of the mesh.
The first step is to derive the momentum equation’s weak form; this is done by multiplying
both sides of (3.3) through by a vector-valued test function w ∈ H1(Ω)m (where H1(Ω) is
the first Hilbertian Sobolev space, and m is the dimension of the domain) and integrating
over the domain Ω as follows (Elman et al., 2005):
∫
Ω
w ·
(
αρ
∂u
∂t
)
dV +
∫
Ω
w · (αρu · ∇u) dV =
−
∫
Ω
w · (α∇p) dV +
∫
Ω
w · (αρg) dV
+
∫
Ω
w · (∇ · (αµ∇u)) dV −
∫
Ω
w · 3
4
c
αρc|u− uc|
d
(u− uc) dV. (3.4)
1Note that the finite element method was already implemented in the Fluidity framework for single-
phase flow models before this research began, but was extended as part of this work to support the
discretisation of all governing equations in the multiphase flow models presented here.
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The advection and stress terms are then integrated by parts, followed by the application
of the divergence theorem, yielding
∫
Ω
w ·
(
αρ
∂u
∂t
)
dV −
∫
Ω
u · (αρu∇ ·w) dV −
∫
Ω
u · (w∇ · (αρu)) dV
+
∫
∂Ω
(u (w · (αρu))) · n dS = −
∫
Ω
w · (α∇p) dV
+
∫
Ω
w · (αρg) dV −
∫
Ω
(∇w) · (αµ∇u) dV
+
∫
∂Ω
(w · (αµ∇u)) · n dS−
∫
Ω
w · 3
4
c
αρc|u− uc|
d
(u− uc) dV, (3.5)
where n denotes the unit normal vector to ∂Ω (pointing outwards). This is the weak form
of the momentum equation. In this weak form a solution to the velocity field u ∈ H1(Ω)m
is sought such that it is valid for all w ∈ H1(Ω)m. As a result of the integration by parts,
Dirichlet or Neumann boundary conditions for u can be enforced via substitution into the
surface integrals. Furthermore, the order of the highest derivative has been reduced to
unity, so the solution now only needs to be continuously differentiable once in the weak
form compared to twice in the strong form.
Basis Functions
Instead of searching the whole (infinite) function space H1(Ω)m for a solution of the
weak form, the space of test functions and solutions are restricted to a finite-dimensional
subspace H1h(Ω)
m ⊂ H1(Ω)m such that the test function and solution are represented by
a linear combination of interpolating basis functions {φn}Un=1 ⊂ H1h(Ω)m (Elman et al.,
2005), where U is the number of velocity solution nodes2. These basis functions can be
piecewise continuous or piecewise discontinuous across the cells of the mesh, referred to as
elements in this context (see Figure 3.1), where two basis functions overlap. Furthermore,
basis functions have limited support between nodes, such that φk has a value of unity
only at node k, and a value of zero at all other nodes (Elman et al., 2005) in order to
perform the interpolation. Hence, the solution is essentially formed by piecing together
the interpolating polynomials and the coefficients across each element in the domain. The
test function and solution are therefore given by
w =
E∑
e=1
Ue∑
j=1
φjwj , (3.6)
u =
E∑
e=1
Ue∑
k=1
φkuk, (3.7)
where e is the index of an element in the mesh, E is the total number of elements in
the mesh, Ue is the number of velocity solution nodes in element e, and wj and uk are
2The solution nodes are sometimes referred to as the degrees of freedom (Larson and Bengzon, 2013).
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Figure 3.1.: Piecewise linear (continuous) basis functions (a) and piecewise constant (dis-
continuous) basis functions (b). The individual elements are denoted Ωi for
i = 1, 2, 3, 4 in (a) and i = 1, 2, 3 in (b). The basis functions are denoted by
φ. Image from Hiester (2011).
the values of the test function and solution at node j and node k respectively.3 The test
function and solution use basis functions from the same function space, resulting in the
so-called Galerkin formulation of the finite element method. In so-called Petrov-Galerkin
formulations, separate sets of basis functions from different spaces are used (Reddy, 2006).
When seeking the coefficients uk, the pressure field p also needs to be found. In this
work, p is represented by its own set of basis functions {ψn}Pn=1 ⊂ H1h(Ω)m, where P is
the number of solution nodes for the pressure field, such that
p =
E∑
e=1
Pe∑
l=1
ψlpl, (3.8)
where Pe is the number of pressure solution nodes in element e, and pl is the value of the
pressure field at node l in element e.
The basis functions employed in this work are piecewise continuous and piecewise dis-
continuous Lagrangian polynomial functions. The particular choice of the order of these
polynomial functions determines the so-called element pair. An example is the P1DG-
P2 element pair which is used extensively throughout Chapters 4 and 5 because of its
favourable numerical stability properties (Cotter et al., 2009); P1DG implies that piece-
wise discontinuous linear polynomial basis functions are used to represent the velocity
field, and P2 implies that piecewise continuous quadratic polynomial basis functions are
3Note that the indices j and k are local to element e; they do not refer to the unique index of a particular
node in the mesh.
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used to represent the pressure field. Choosing different basis functions can result in a
different number of solution nodes (although the geometry of the mesh remains the same);
for example, increasing the polynomial order increases the number of nodes.
Substituting (3.6), (3.7) and (3.8) into (3.5), and using the fact that the vectors wj are
arbitrary (Zienkiewicz and Taylor, 2000), yields the discretised version of the weak form.
Depending on whether continuous or discontinuous basis functions are used, different
formulations result and are detailed in the subsections that follow.
Note that throughout this chapter it is assumed that all other fields, including the
volume fraction fields αd and αc, are discretised separately using a node-centred control
volume approach (Wilson, 2009) combined with the Sweby flux limiter (Sweby, 1984) (see
Section 3.3.2).
Continuous Galerkin
If continuous piecewise basis functions are chosen for the velocity field, the discretised
version of the weak form becomes
Ue∑
k=1
∫
Ωe
φjαρφk dV
∂uk
∂t
−
Ue∑
k=1
∫
Ωe
∇φj · αρuφk dV uk
−
Ue∑
k=1
∫
Ωe
φj∇ · (αρu)φk dV uk +
Ue∑
k=1
∫
∂Ωe∩(∂Ω\∂ΩD)
φjαρu · nφk dS uk
+
Ue∑
k=1
∫
Ωe
∇φj · αµ∇φk dV uk +
Ue∑
k=1
∫
Ωe
φj
3
4
c
αρc|u− uc|
d
φk dV uk =
−
Pe∑
l=1
∫
Ωe
φjα∇ψl dV pl +
∫
Ωe
φjαρg dV +
∫
Ωe
φj
3
4
c
αρc|u− uc|
d
uc dV
−
∫
∂Ωe∩∂ΩD
φjαρu · nuD dS +
∫
∂Ωe∩∂ΩN
φjαµu
N dS
+
∫
∂Ωe∩∂ΩD
φjαµn · ∇uD dS, (3.9)
for every φj in an element e. The evaluation of the integrals is performed using numerical
quadrature. Notice that the volume integrals are now defined over the domain of each
individual element e, denoted Ωe, such that Ω =
⋃
e Ωe. Similarly, the surface integrals
are now defined along the surface of those elements on the mesh boundary. Furthermore,
the mesh boundary has been partitioned into areas where different types of boundary
conditions can be applied; the Dirichlet boundary condition uD is applied on ∂ΩD, and
the Neumann boundary condition uN is applied on ∂ΩN . These boundary conditions are
applied through substitution into the weak form4.
The discretised momentum equation (3.9) gives a U × U system of linear equations
that can be assembled and solved for the vectors of unknown coefficients (once the time
4This is referred to as the weak application of boundary conditions.
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derivative is appropriately discretised):
M
∂u
∂t
+ Au + Ku + Fleftu = Cp+ b + fright + c, (3.10)
where the matrices M, A, K and C are the mass, advection, stress and gradient matrices
respectively. The matrix Fleft contains the left-hand side part of the drag term (i.e. the
part that is treated implicitly). The vectors b, fright and c represent the buoyancy force,
the right-hand side part of the drag term (i.e. the part that is treated explicitly), and any
contributions from Dirichlet and Neumann boundary conditions. Their components are
defined as
Mjk =
∫
Ωe
φjαρφk dV, (3.11)
Ajk = −
∫
Ωe
∇φj · αρuφk dV −
∫
Ωe
φj∇ · (αρu)φk dV
+
∫
∂Ωe∩(∂Ω\∂ΩD)
φjαρu · nφk dS, (3.12)
Kjk =
∫
Ωe
∇φj · αµ∇φk dV, (3.13)
Fleft,jk =
∫
Ωe
φj
3
4
c
αρc|u− uc|
d
φk dV, (3.14)
Cjk = −
∫
Ωe
φjα∇ψk dV, (3.15)
bj =
∫
Ωe
φjαρg dV, (3.16)
fright,j =
∫
Ωe
φj
3
4
c
αρc|u− uc|
d
uc dV, (3.17)
cj = −
∫
∂Ωe∩∂ΩD
φjαρu · nuD dS +
∫
∂Ωe∩∂ΩN
φjαµu
N dS
+
∫
∂Ωe∩∂ΩD
φjαµn · ∇uD dS. (3.18)
Notice that the assembly of the advection matrix depends on the unknown velocity field.
As a result, the system is non-linear and the advection term cannot be treated fully im-
plicitly. Instead, information from previous solutions is used to compute an approximation
to the velocity in the advection term at the next time-step. This technique is discussed in
more detail in Section 4.3 in Chapter 4.
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Discontinuous Galerkin
The discontinuous Galerkin formulation takes a similar approach to the continuous Galerkin
formulation, but the surface integrals also need to be evaluated across all elements (not
just those along the mesh boundary). This is because of the discontinuities in the basis
functions used, meaning that the solution nodes within an element are not shared with its
neighbours and therefore each element essentially becomes an independent problem. Note
that the pressure basis functions will remain continuous in this example. The discretised
version of the weak form is therefore
Ue∑
k=1
∫
Ωe
φjαρφk dV
∂uk
∂t
−
Ue∑
k=1
∫
Ωe
∇φj · αρuφk dV uk
−
Ue∑
k=1
∫
Ωe
φj∇ · (αρu)φk dV uk +
Ue∑
k=1
∫
∂Ωe\(∂Ωe∩∂ΩD)
φjαρu · nu|∂Ωe dS
+
Ue∑
k=1
∫
Ωe
∇φj · αµ∇φk dV uk +
Ue∑
k=1
∫
Ωe
φj
3
4
c
αρc|u− uc|
d
φk dV uk =
−
Pe∑
l=1
∫
Ωe
φjα∇ψl dV pl +
∫
Ωe
φjαρg dV +
∫
Ωe
φj
3
4
c
αρc|u− uc|
d
uc dV
−
∫
∂Ωe∩∂ΩD
φjαρu · nuD dS +
∫
∂Ωe∩∂ΩN
φjαµu
N dS
+
∫
∂Ωe∩∂ΩD
φjαµn · ∇uD dS, (3.19)
for every φj in an element e. As a result of the test and trial spaces being piecewise
discontinuous, the test and trial functions are no longer defined across element bound-
aries. Therefore, in order for the surface integrals to be well-defined along ∂Ωe, this work
evaluates u using a first-order upwinding scheme (see the work by Wilson (2009) for more
information) and the derivative ∇u using the scheme of Bassi and Rebay (1997), except at
the domain boundary ∂Ω where values for u or ∇u can be given as boundary conditions.
Note that these schemes involve coupling with the trial functions and values of the velocity
field in neighbouring nodes, so for simplicity the generic notation u|∂Ωe and ∇u|∂Ωe has
been used.
The discretised momentum equation (3.19) gives the same general form of a U × U
system of linear equations that can be assembled and solved for the vectors of unknown
coefficients:
M
∂u
∂t
+ Au + Ku + Fleftu = Cp+ b + fright + c, (3.20)
but the individual matrices now involve surface integrals across the individual elements:
Mjk =
∫
Ωe
φjαρφk dV, (3.21)
58
Ajk = −
∫
Ωe
∇φj · αρuφk dV −
∫
Ωe
φj∇ · (αρu)φk dV
+
∫
∂Ωe\(∂Ωe∩∂ΩD)
φjαρu · nu|∂Ωe dS, (3.22)
Kjk =
∫
Ωe
∇φj · αµ∇φk dV, (3.23)
Fleft,jk =
∫
Ωe
φj
3
4
c
αρc|u− uc|
d
φk dV, (3.24)
Cjk = −
∫
Ωe
φjα∇ψk dV, (3.25)
bj =
∫
Ωe
φjαρg dV, (3.26)
fright,j =
∫
Ωe
φj
3
4
c
αρc|u− uc|
d
uc dV, (3.27)
cj = −
∫
∂Ωe∩∂ΩD
φjαρu · nuD dS +
∫
∂Ωe∩∂ΩN
φjαµu
N dS
+
∫
∂Ωe∩∂ΩD
φjαµn · ∇uD dS. (3.28)
3.3.2. Control Volume Method
In Fluidity the option of using a control volume method is only available for the advec-
tion equation for scalar tracer fields and the internal energy equation5. This method is
used in preference to the Galerkin finite element method because of its ability to maintain
boundedness (Wilson, 2009; Imperial College London, 2011; Hiester, 2011); this is impor-
tant for fields such as the volume fraction where a strictly positive solution is required for
numerical stability.
As per the finite element method, the control volume method first transforms the strong
form of the advection equation (2.15) for some scalar field σ,
∂σ
∂t
+∇ · (σu) = 0, (3.29)
into its weak form by multiplying each side by a test function w and integrating over the
domain Ω: ∫
Ω
w
∂σ
∂t
dV +
∫
Ω
w∇ · (σu) dV = 0. (3.30)
Note that the phase index i has been dropped once again for clarity here. The domain
of integration will now be restricted to the domain and boundary of the individual cells
5Note that the implementation of the control volume method was mostly inherited from the existing
Fluidity framework (see e.g. Wilson (2009)); the only relevant contribution from this research was the
extension of the method to support the discretisation of the multiphase internal energy equation.
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Figure 3.2.: A two-dimensional control volume (shaded grey). The dual mesh associated
with the control volume method is outlined by the black dashed lines. The
original ‘parent’ mesh is outlined by the thick black lines, along with its ver-
tices (black circles). Image from Hiester (2011).
(known as control volumes in this case6), denoted Ωv and ∂Ωv respectively. Performing
an integration by parts on the advection term yields∫
Ωv
w
∂σ
∂t
dV −
∫
Ωv
σu · ∇w dV +
∫
∂Ωv
wσn · u|∂Ωv dS = 0. (3.31)
The control volume method uses a so-called dual mesh derived from the original mesh
to define the control volumes and the nodes upon which the solution is computed (Wilson,
2009). For each vertex in the original mesh there is an associated control volume (see
Figure 3.2). Across each control volume the test and solution (‘trial’) functions are chosen
to be piecewise constant and from the same space, such that
w =
V∑
v=1
φvwv, (3.32)
σ =
V∑
v=1
φvσv, (3.33)
where V is the total number of control volumes and therefore the total number of solution
nodes. Specifically, φj holds a value of unity if node j is in control volume v, and zero
elsewhere. The following two properties then follow within each control volume (Hiester,
2011):
1. The product φjφk equals unity if j = k, and zero otherwise.
2. The gradient of ∇φj is zero for all j.
After substituting (3.32) and (3.33) into (3.31), and using the fact that the values wj
6These are not the same as the control volumes discussed in Section 2.3.2 of Chapter 2.
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are arbitrary, the above weak form therefore simplifies down to
∂σv
∂t
∫
Ωv
1 dV + σv
∫
∂Ωv
n · u|∂Ωv dS = 0, (3.34)
for each control volume v. Just like the discontinuous Galerkin method, the surface integral
requires the evaluation of the velocity at the each control volume’s boundary. An in-
depth discussion about the techniques available to do this in Fluidity is given by Wilson
(2009). For the work presented in this thesis, the values are either found using (first-order)
upwinding (LeVeque, 2002) in a similar manner to the discontinuous Galerkin method, or
through finite element interpolation combined with the Sweby flux limiter (Sweby, 1984)
to keep the solution bounded and to achieve higher-order convergence.
The final result of the discretisation process is a V × V system of linear equations that
can be assembled and solved for the vector of unknown coefficients σ:
M
∂σ
∂t
+ Aσ = 0, (3.35)
where
Mjk =
∫
Ωv
1 dV, (3.36)
Ajk =
∫
∂Ωv
n · u|∂Ωv dS. (3.37)
Note that the boundedness property of the control volume method may not always
hold exactly because of the conservative formulation used for the advection equation for
scalar tracer fields (see Section 2.5 of Chapter 2); such formulations are expected to be
conservative but not necessarily bounded. Therefore, to prevent numerical instability,
Fluidity truncates small undershoots in the volume fraction field (which must be strictly
positive) by setting the solution to 1.0 × 10−7 at nodes where it falls below this value.
Several multiphase flow models besides Fluidity such as KFIX (Rivard and Torrey, 1977)
and MFIX (Syamlal, 1998) also adopt a similar technique.
3.4. Solution Method
Once the continuity and momentum equations are discretised, a numerical algorithm is
required to compute the solution to the coupled system of equations. Different methods
are used depending on whether the flow is compressible or incompressible, and whether
the use of a particular finite element pair is desired, so they are detailed later in Chapters
4 and 6.
3.5. Linear Solvers
The discretisation process and the algorithm for obtaining a numerical solution yield
systems of linear equations of the form Ax = b, where the matrix A and vector b are
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known, and the vector x is to be found. There are two ways of solving such systems:
either directly or iteratively (Zienkiewicz and Taylor, 2000).
Iterative methods aim to produce a sequence of approximations xj that converge to
the exact solution x. When an approximation is produced that satisfies a user-specified
tolerance for the residual ||Axj −b||, the method terminates. In contrast, direct methods
attempt to explicitly calculate the inverse of the matrix A to find x. This generally
results in them being much more computationally expensive for large systems. Moreover,
matrices corresponding to a finite element system are generally sparse, resulting in a dense
inverse matrix which requires a large amount of storage space in the computer’s memory
(Zienkiewicz and Taylor, 2000). Iterative methods are therefore often the most appropriate
choice.
Fluidity links with the PETSc library comprising a wide range of parallelised iterative
methods, and also pre-conditioners which attempt to lower the condition number of the
matrix thus making it easier to solve (Balay et al., 2006). PETSc is a leading example of
how advanced numerical software libraries can facilitate the development of geoscientific
models (Katz et al., 2007). Throughout this thesis, the linear systems that correspond to
the discretised momentum equation and discretised advection equation are solved using
the GMRES linear solver (Saad and Schultz, 1986) with the SOR pre-conditioner (Young,
1950). For incompressible flow problems the system corresponding to the discrete pressure
Poisson equation (defined later in Section 4.3 of Chapter 4) is symmetric, and is therefore
solved using the conjugate gradient method (Hestenes and Stiefel, 1952) with a multigrid
preconditioner (Kramer et al., 2010). However, for compressible flow problems the system
is not symmetric because of the inclusion of the density field, so the GMRES with SOR
setup is used.
3.6. Mesh Adaptivity
As discussed in Chapter 1, mesh adaptivity is a technique that seeks an accurate yet
computationally efficient representation of the flow dynamics by periodically optimising
the mesh such that numerical resolution is placed only where it is needed. In Fluidity, the
process of adapting the mesh is driven by three main components: topological operations,
a quality functional, and a metric space (Wilson, 2009; Imperial College London, 2011).
Each of these are explained in the subsections that follow.
Note that throughout this thesis, all Fluidity simulations that use an adaptive unstruc-
tured mesh make use of the libmba2d mesh adaptivity library (Vasilevskii and Lipnikov,
1999) in 2D, and the libadaptivity mesh adaptivity library (Pain et al., 2001) in 3D.
The adaptive mesh functionality (including the interpolation scheme discussed below) was
inherited from the existing Fluidity framework (see e.g. Piggott et al. (2008)); no new
functionality concerning mesh adaptivity was implemented as part of this research.
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Figure 3.3.: Four topological operations that are performed on a cluster of 2D triangu-
lar elements. Vertices can be added or removed to respectively increase or
decrease numerical resolution (a, b). Vertices may also be moved to main-
tain accuracy around a dynamic part of the flow (c). Edges can be swapped
to change the lengths and shapes of elements (d). Images by Piggott et al.
(2009).
3.6.1. Topological Operations
When a mesh needs to be adapted, each element is considered individually and may be
improved through a series of topological operations (Piggott et al., 2009), each of which
is described below and illustrated in Figures 3.3 and 3.4.
• Vertex movement: A vertex of an element can be moved to improve the quality of
the surrounding elements.
• Vertex insertion: An additional vertex is introduced at the midpoint of an element’s
edge. This is also known as edge splitting because it effectively splits an edge up
into two, thereby creating new elements and increasing numerical resolution.
• Vertex deletion: A vertex is deleted from an element, thereby merging elements
together and coarsening the mesh.
• Edge swapping: An edge is connected to a different pair of vertices in order to change
its length and the element shape(s), thereby coarsening or refining the mesh.
• Face to edge swap: Only available for 3D elements, where a face can be converted
to an edge of a tetrahedron.
• Edge to face swap: Only available for 3D elements, where an edge can be converted
to a face of a tetrahedron.
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Figure 3.4.: Two topological operations that are performed on a cluster of 3D tetrahedral
elements. The face of a tetrahedron can be converted to an edge, thereby
creating a new tetrahedral element and increasing the resolution (a). Edges
can be swapped to change element lengths and shapes (b). Images by Pain
et al. (2001).
3.6.2. Quality Functional
Optimising a mesh on an element-by-element basis (using the topological operations de-
scribed above) requires a measure of element quality to be defined, in order to help the
adaptivity library decide whether to improve a particular element or not. For a given ele-
ment under consideration, e, this takes the form of a quality functional Qe which considers
the element’s size and shape. This functional is optimised by seeking an ideal element,
defined as having unit edge lengths with respect to a given metric space M. This results
in a mesh M with the property that for all edges k ∈M (Hiester, 2011),
||k||M =
√
kTMk = 1. (3.38)
Note that the subscript |M notation means that the quantity is evaluated in the met-
ric space M; any quantities without the |M subscript are evaluated in the physical (i.e.
Euclidean) space.
The quality functional used in the two-dimensional mesh adaptivity library libmba2d
(Vasilevskii and Lipnikov, 1999) is defined as:
Qe|M = 12
√
3
Ae|M
(
∑
k le,k|M)2
F
(∑
k le,k|M
3
)
(3.39)
where le,k is the length of edge k belonging to element e, Ae is the area of element e, and
F is defined as
F (x) =
((
min(x,
1
x
)
)(
2−min(x, 1
x
)
))3
. (3.40)
Similarly, the three-dimensional adaptivity library libadaptivity (Pain et al., 2001) defines
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Qe as
Qe|M =
(
1
2
√
6re|M
− 1
)2
+
1
2
∑
k
(le,k|M − 1) (3.41)
where re is the radius of the largest sphere that can occupy element e. The individual
contributions to Qe are evaluated in the metric space M using
Ae|M =
√
det(M)Ae (3.42)
le,k|M =
√
lTe,kMle,k (3.43)
re|M = 3Ve|M∑
k Ae,k|M
(3.44)
where
Ve|M =
√
det(M)Ve (3.45)
is the volume of element e in the metric space.
The optimisation process seeks to maximise (in 2D) or minimise (in 3D) Qe by im-
proving the element under consideration using the topological operations described above.
However, evaluating the quality functional in physical (Euclidean) space gives no consid-
eration to the flow dynamics and will result in an undesirable uniform mesh of equilateral
elements with unit edge lengths (Wilson, 2009). To guide the adaptivity process, the
quality functional must instead be evaluated in a non-Euclidean metric space which takes
into account the numerical solution.
3.6.3. Metric Space
The non-Euclidean metric space considered in this thesis encodes information about the
numerical solution so that the mesh can be refined or coarsened only where desired. More
specifically, the metric is based on the positive-definite Hessian matrix |Hσ| of a particular
solution field of interest σ (defined in terms of the Jacobian of the field’s gradient),
|Hσ| = |J(∇σ)| (3.46)
and its associated user-defined weight σ (Pain et al., 2001). If a user wants the mesh
to adapt to multiple solution fields, a separate metric can be created for each one. The
metrics are then superimposed to define a ‘global’ metric Mglobal =
⋂
σ Mσ, and therefore
a maximum allowable element length; this prevents a metric of one solution field coars-
ening the mesh by more than what the metrics of the other solution fields allow. This is
demonstrated by the example in Figure 3.5.
This work adopts the p-metric, defined as:
Mσ(r) =
1
σ(r)
(det |Hσ(r)|)−
1
2p+n |Hσ(r)| (3.47)
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Figure 3.5.: Superposition of two metrics (in two-dimensions). Image by Castro-Dı´az et al.
(1997).
where r is the position vector, n is the mesh dimension, and p ∈ Z+ (Chen et al., 2007).
Through empirical experience, the p-metric with p = 2 generally gives the best results
because it is able to incorporate the finer-scale flow structures when optimising the mesh
(Imperial College London, 2011; Hiester, 2011). For this reason it is used in every adaptive
mesh simulation presented in this thesis. Note also that all of the adaptive mesh simu-
lations only adapt to the dispersed phase’s volume fraction field αd, except in Chapter 7
where the continuous phase’s density field ρc is also adapted to.
The use of the positive-definite Hessian matrix means that areas of high solution field
curvature will attract more resolution, and less so elsewhere (Piggott et al., 2009; Hiester,
2011). The weight σ stems from interpolation error theory (Piggott et al., 2006); de-
creasing σ generally yields finer resolution because of the tighter error tolerance, while
increasing it provides coarser resolution (Hiester et al., 2011). σ therefore controls the
extent to which elements are refined.
3.6.4. Interpolation
After each adapt, the solution field requires interpolation between the pre- and post-
adapt meshes. The work presented in this thesis adopts a linear interpolation scheme
called consistent interpolation, which uses the solution nodes on the post-adapt mesh as
interpolation points and the underlying basis functions of each element on the pre-adapt
mesh as interpolants (Farrell, 2009; Hiester et al., 2011), as illustrated in Figure 3.6. This
scheme was chosen because it is bounded (Farrell et al., 2009) which is important for
numerical stability as previously mentioned. Moreover, it has been shown to be computa-
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Figure 3.6.: Consistent interpolation between pre- and post-adapt meshes. Image by Wil-
son (2009).
tionally inexpensive when compared with alternative schemes such as Galerkin projection
(Hiester, 2011).
After the interpolation process the post-adapt mesh is ready for use until the mesh is
adapted once again.
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4. The Incompressible Multiphase Flow
Model
4.1. Overview
The work herein describes the incompressible multiphase flow model developed within
Fluidity. The model equations describing the continuity of mass and momentum are
briefly summarised after the assumption of incompressibility is applied to them. No con-
servation of energy equation is required since the problems considered here involve only
incompressible and isothermal phases. While development of the model proceeded incre-
mentally, testing the functionality of the computer code throughout to demonstrate that a
good foundation existed on which to continuously improve it, no specific details about the
Fortran implementation of the model are given here. Verification of the model implemen-
tation’s correctness is performed using the method of manufactured solutions. The model
is then validated against experiments involving particle settling through bodies of water,
in which the assumption of incompressibility holds since only low-velocity gravity-driven
flows are considered. The experiment performed by Manville and Wilson (2004) involving
particle settling in a tank of water with a salinity gradient is simulated, and the numer-
ically predicted plume depth and salinity profile are obtained; the model is successfully
validated by comparing these quantities against experimental data. The benefits of the
adaptive unstructured mesh-based approach are highlighted throughout by showing that
it provides reduced computational cost compared with a fixed mesh of uniform resolution
without compromising solution accuracy.
The majority of the work presented in this chapter has been published in the paper by
Jacobs et al. (2013).
4.2. Model Equations
The governing equations that are solved by the incompressible multiphase flow model in
Fluidity are summarised here, along with some additional assumptions which are specific
to the flow problems considered in this chapter and in Chapter 5. All equations are
considered on a fixed domain Ω ⊂ R3 with boundary ∂Ω for a given period of time [0, T ].
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4.2.1. Continuity Equation
An incompressible phase is characterised by a constant density in both time and space.
The continuity equation for an individual phase i introduced in Chapter 2 can therefore
be simplified down to:
∂αi
∂t
+∇ · (αiui) = 0. (4.1)
where αi and ui are the volume fraction and velocity of phase i, respectively. However,
the use of a common pressure field p across all phases means that only one continuity
equation is required. This is obtained from the summation of (4.1) over Nphases, such that
Nphases∑
i=1
∇ · (αiui) = 0, (4.2)
and essentially represents the conservation of mass law for the whole multiphase mixture
or ‘bulk’ flow (Prosperetti and Tryggvason, 2007).
4.2.2. Momentum Equation
As per the Eulerian-Eulerian framework, each phase i is assigned a separate velocity field
ui, and hence a separate momentum equation, to enable mixing and interpenetration.
This is stated here in non-conservative form:
αiρi
∂ui
∂t
+ αiρiui · ∇ui = −αi∇p+ αiρig +∇ · (αiτi) + fi. (4.3)
Note that, except for the MMS simulations in Section 4.4, the stress tensor in the dispersed
phase’s momentum equation is neglected in this chapter and also in Chapter 5 because of
the very dilute nature of the flows encountered (and therefore the small number of colli-
sions that particles will undergo with each other). Furthermore, the Stokes fluid-particle
drag correlation (2.17) is used for all incompressible multiphase flow simulations because
the maximum values of the particle Reynolds number, Red, determined a posteriori, are
O(10−1). This implies that the flows under consideration are well within the Stokes flow
regime because of the dominating viscous drag force (Crowe, 2005).
4.3. Solution Method
Fluidity solves the discretised single-phase incompressible Navier-Stokes equations using
a pressure projection method (see the work of Chorin (1968) and Gresho and Sani (2000)
for more details) which has been extended to solve the model equations employed in
this work. The solution method begins by considering the momentum equation that has
been discretised in space using the Galerkin finite element method, and in time using the
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backward Euler method:
Mi(α
n+1
i )
un+1i − uni
∆t
+ Ai(α
n+1
i ,u
n+1
i )u
n+1
i + Ki(α
n+1
i )u
n+1
i
+ Fleft,i(α
n+1
i ,u
n+1
i ,u
n+1
c )u
n+1
i = Ci(α
n+1
i )p
n+1 + bi(α
n+1
i )
+ fright,i(α
n+1
i ,u
n+1
i ,u
n+1
c ) + c(α
n+1
i ), (4.4)
where un+1i and p
n+1 are to be found. The arguments of the matrices and vectors highlight
the non-linearity coming from the dependence on the volume fraction, and also the velocity
in the advection and drag terms, at time level n+ 1.
Each time-step (from time level n to n + 1) is broken down into a series of Picard
iterations to deal with the non-linearity in the system (Ferziger and Peric´, 2002; Imperial
College London, 2011). This yields a set of tentative results for un+1i and p
n+1, denoted
by utenti and p
tent. Therefore, instead of seeking a solution to (4.4) for a whole time-step,
the method seeks a new tentative solution at each Picard iteration to
Mi(α˜
n+1
i )
utenti − uni
∆t
+ Ai(α˜
n+1
i , u˜
n+1
i )u
tent
i + Ki(α˜
n+1
i )u
tent
i
+ Fleft,i(α˜
n+1
i , u˜
n+1
i , u˜
n+1
c )u
tent
i = Ci(α˜
n+1
i )p
tent + bi(α˜
n+1
i )+
fright,i(α˜
n+1
i , u˜
n+1
i , u˜
n+1
c ) + ci(α˜
n+1
i ), (4.5)
such that the discrete continuity equation
Nphases∑
i=1
(
CTi (α˜
n+1
i )u
tent
i − ri(α˜n+1i )
)
= 0, (4.6)
found by discretising the weak form of (4.2) after being integrated by parts, is satisfied.
Here the benefits of neglecting the term −p∇αi in the momentum equation become appar-
ent; it can be shown that the transpose of the matrix representing the pressure gradient
term, CT, acts as a divergence operator (Gresho and Sani, 2000). The surface integral
resulting from the integration by parts forms the vector r through which Dirichlet velocity
boundary conditions can be applied:
rj = −
∫
∂Ω
αψju · n dS. (4.7)
At the beginning of an iteration, the latest (best available) tentative solution is used to
compute the non-linear approximations to the volume fraction of phase i, velocity of phase
i and velocity of the continuous phase c, denoted by α˜n+1i , u˜
n+1
i and u˜
n+1
c respectively, as
follows:
u˜n+1i = θnlu
tent
i + (1− θnl)uni , (4.8)
u˜n+1c = θnlu
tent
c + (1− θnl)unc , (4.9)
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α˜n+1i = θnlα
tent
i + (1− θnl)αni . (4.10)
Initial values for utenti , u
tent
c and α
tent
i are set at the beginning of each time-step: u
tent
i =
uni , u
tent
c = u
n
c and α
tent
i = α
n
i . For all the simulations described in this chapter and in
Chapter 5, θnl = 0.5. Note also that from this point on the arguments of the matrices and
vectors will be dropped for clarity.
To find the new tentative solution, the method first makes a guess for ptent, denoted p∗,
either by solving a Poisson equation for the pressure field or by using the most up-to-date
pressure field available. Equation (4.11) is then solved for each phase to obtain a set of
intermediate velocities u∗i .
Mi
u∗i − uni
∆t
+ Aiu
∗
i + Kiu
∗
i + Fleft,iu
∗
i = Cip
∗ + bi + fright,i + ci. (4.11)
In general, the intermediate velocities u∗i do not satisfy the continuity equation (4.6)
because of the guess used for the pressure. That is,
Nphases∑
i=1
(
CTi u
∗
i − ri
) 6= 0. (4.12)
However, the velocities utenti which, by definition, should satisfy
Nphases∑
i=1
(
CTi u
tent
i − ri
)
= 0, (4.13)
can be found from a Helmholtz decomposition of u∗i ; this splits the vector up into a
divergence-free and a curl-free component (Gresho and Sani, 2000):
u∗i = u
tent
i +∇λi, (4.14)
where ∇λi is an unknown vector. By choosing the form ∇λi = ∆tρi ∇
(
ptent − p∗), (4.14) is
rearranged and discretised as follows:
Mi
utenti − u∗i
∆t
= Ci
(
ptent − p∗) . (4.15)
The next step of the projection method seeks the pressure correction term ∆p = (ptent−
p∗). Inverting Mi in (4.15) and multiplying both sides by the divergence matrix CTi gives
CTi
(
utenti − u∗i
)
= ∆tCTi M
−1
i Ci∆p. (4.16)
Using the fact that
∑Nphases
i=1
(
CTi u
tent
i − ri
)
= 0 (from the discrete continuity equation)
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results in a discrete Poisson equation that can be solved for ∆p:
Nphases∑
i=1
(
ri −CTi u∗i
)
= ∆t
Nphases∑
i=1
CTi M
−1
i Ci
∆p. (4.17)
Hence, ∆p is found as a result of projecting the intermediate velocities onto a divergence-
free space.
The velocities u∗i can now be corrected (to obtain u
tent
i ) by substituting in the recently
found pressure correction term into
utenti = u
∗
i + ∆tM
−1
i Ci∆p. (4.18)
Once these new tentative results for un+1i and p
n+1 are found, a single Picard iteration is
complete. Any tracer fields (including the volume fraction fields) are then advected using
the new tentative velocities utenti , thus providing the best available solutions for all fields
in the next iteration.
It is important to note that although the corrected velocities utenti satisfy the continuity
equation, they only satisfy the following version of the momentum equation:
Mi
utenti − uni
∆t
+ Aiu
∗
i + Kiu
∗
i + Fleft,iu
∗
i = Cip
tent + bi + fright,i + ci. (4.19)
because the advection, stress and drag terms are not taken into account in the correction
from u∗i to u
tent
i . This momentum equation is not quite the same as (4.5), which is why
Picard iterations are required to converge to a set of velocities that satisfy both (4.5) and
(4.6).
Once a desired Picard iteration limit or convergence is reached, un+1i and p
n+1 take the
values of the final tentative solution and the time-step is deemed complete. The above
solution method is then repeated until a desired time limit or steady state is attained.
4.4. Model Verification
One rigorous indication of model correctness comes from a convergence analysis, which
checks that errors in the numerical solution decrease at the expected rate as the mesh
resolution increases. The method of manufactured solutions is used to obtain the solution
error for ui and p by constructing an analytical solution with which the numerical solution
can be compared (Roache, 2002), and is broken down into four steps:
1. Choose an analytical solution for each ui, αi and p such that∑Nphases
i=1 ∇ · (αiui) = 0.
2. For each phase i = 1, 2, . . . , Nphases:
a) Substitute ui, αi and p into phase i’s momentum equation. Since the analytical
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solution will not be the exact solution in general, a non-zero residual term will
be present on the RHS (i.e. a source term).
b) Form a new version of phase i’s momentum equation which includes this extra
source term, so that the residual will now be zero. In other words, the analytical
solution that was chosen at the beginning is now the exact solution for this new
version of the momentum equation.
3. Solve the new set of momentum equations which include the source terms.
4. Obtain the error for a range of characteristic element lengths, and plot this error to
determine the order of convergence.
Two two-phase MMS tests were created to verify the order of convergence when us-
ing the P1DG-P2 and P2-P1 element pairs. The choice of these element pairs allows
both the continuous and discontinuous Galerkin discretisations to be checked for correct-
ness. The analytical solutions used in this work employ a mixture of sine and cosine
functions in a similar fashion to the works of Salari and Knupp (2000), Roache (2002)
and Roy (2005). Specifically, they are ud = [sin(x) cos(y), sin(y) sin(x)− cos(x) sin(y)]T,
uc = [0.25 cos(x) cos(y) − x cos(y), sin(y)]T and p = cos(x) cos(y). The volume fractions
αd = 0.2 and αc = 0.8 were prescribed across the whole domain and remained constant
throughout time. For each velocity field, Dirichlet boundary conditions that agree with
the analytical solution were imposed along with the initial condition ud = uc = [0, 0]
T.
The dimensions of the domain were 0.0 ≤ x ≤ pi and 0.0 ≤ y ≤ pi. The physical parame-
ters ρc = 1.0, ρd = 2.5, µc = 0.3, µd = 0.3 and dd = 1.0 were chosen arbitrarily and also
remained constant in space and time.
Four fixed unstructured meshes composed of triangular elements were produced with
Gmsh (Geuzaine and Remacle, 2009) using characteristic element lengths of l = 0.64, 0.32,
0.16 and 0.08. Decreasing time-step sizes of 0.016, 0.008, 0.004 and 0.002 maintained a
constant bound on the Courant number. All simulations were run until the steady state
conditions (based on the infinity norm) max(||un+1c −unc ||2) ≤ 10−8, max(||un+1d −und ||2) ≤
10−8 and max(|pn+1 − pn|) ≤ 10−8 were attained.
Plots of the error in the velocity fields in Figure 4.1 show successful convergence at
second order as expected when using the P1DG-P2 element pair. Since this element pair
exhibits the same error scaling for the pressure field as an element pair using piecewise
linear or even piecewise constant basis functions (Cotter et al., 2009) the second order
convergence for p (see Figure 4.2) was also expected, providing confidence in the model
implementation. Similarly, plots of the error in the velocity and pressure fields in Figures
4.3 and 4.4 display the correct convergence rates of third and second order, respectively,
when using the P2-P1 element pair.
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Figure 4.1.: Convergence plots for the two-phase MMS simulation using the P1DG-P2 el-
ement pair. The error in the following solution fields is plotted: (a) uc, (b)
ud and (c) p. The velocity and pressure fields converged at second order as
expected. Continued in Figure 4.2.
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Figure 4.2.: Figure 4.1 continued.
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Figure 4.3.: Convergence plots for the two-phase MMS simulation using the P2-P1 element
pair. The error in the following solution fields is plotted: (a) uc, (b) ud and
(c) p. The velocity and pressure fields converged at third and second order,
respectively, as expected. Continued in Figure 4.4.
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Figure 4.4.: Figure 4.3 continued.
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4.5. Model Validation
Small-scale experiments have demonstrated that particles immersed in a body of water can
either settle individually, or collectively as a gravitationally unstable particle-laden plume
(Carey, 1997). These plumes are generated when the concentration of particles exceeds a
certain threshold such that the bulk density of the particle-water mixture is sufficiently
large relative to the underlying particle-free water for a gravitational Rayleigh-Taylor
instability to develop. Furthermore, these plumes are observed to descend as a vertical
density current with a velocity much greater than that of individual particles, which
has important implications for the emplacement of volcanic ash deposits on the seabed
(Carey, 1997; Manville and Wilson, 2004); the effects of ocean currents on the distribution
of settling ash particles will be lessened because of the shorter time-scale over which
they can act, and information about atmospheric conditions at the time of an eruption is
therefore more likely to be preserved by the particle layers that form at the bottom of the
ocean.
In experiment dsa#3 of Manville and Wilson (2004), silicon carbide particles were in-
troduced into a water tank from above via a settling column, at an average mass flux
of 6.31 × 10−2 kgm−2s−1, for 25 seconds. The water had a linear salinity gradient with
a sharp inflexion at a depth of approximately 0.25 m. Plumes of particles that formed
near the surface of the water tank were observed to settle as vertical density currents with
velocities significantly greater than the predicted Stokes’ law velocity of a single particle.
Eventually the plumes impinged on the inflexion in the salinity gradient and spread out
horizontally, which momentarily hindered the settling process. The particles then contin-
ued their rapid descent to the bottom of the tank. Video recordings were used to measure
the plume frontal position as a function of time. The salinity gradients before and after
plume settling were also measured.
The salinity inflexion clearly had a significant impact on the plume dynamics. Although
the effects were relatively short-lived in the laboratory experiment, the presence of a
salinity gradient on a much larger scale could greatly influence the timescale of particle
settling, hence the need for accurate and efficient numerical models. To validate the
incompressible multiphase flow model presented here and evaluate the effectiveness of
mesh adaptivity, a suite of two-dimensional simulations were performed which replicated
the conditions under which experiment dsa#3 was performed. Both fixed and adaptive
unstructured meshes were used. The insights gained into the settling processes of particles
in water will be highly relevant to the application of the model presented in Chapter 5.
4.5.1. The Domain, Initial Conditions and Boundary Conditions
The domain was a rectangular box representing a cross-section of the water tank used by
Manville and Wilson (2004), defined by 0.0 ≤ x ≤ 0.61 m and 0.0 ≤ y ≤ 0.45 m. A zero
velocity field was imposed at t = 0 s for both phases, and an initial condition was also
defined for the dispersed phase’s volume fraction; a value of 10−7 was used throughout
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Figure 4.5.: Variation of salinity Sc with depth at t = 0 s. The inflexion occurs at a depth
of 0.2441 m.
the domain, apart from the section 0.18 ≤ x ≤ 0.43 m of the top boundary where nodal
values were randomly perturbed such that 10−7 ≤ αd ≤ 10−5. This section represented
the diameter of the circular container through which particles fell onto the body of water
below. Such a perturbation encouraged plumes to form, and a minimum value of 10−7 was
used instead of zero to avoid singularities in the system of linear equations. The following
initial condition was used for the salinity field Sc to give a linear increase until a depth
of 0.2441 m where an inflexion occurs, after which the salinity gradient becomes sharper
(see Figure 4.5):
Sc(x, y) =
{
17.45 + 109.52(0.2059− y) if y ≤ 0.2059
7 + 42.81(0.45− y) otherwise. (4.20)
No-normal flow boundary conditions, uc · n = 0 and ud · n = 0, were enforced on each
boundary of the domain. A flux boundary condition for αd was used to represent the
introduction of particles; this boundary condition enforced
∂
∂t
∫
Ωv
αd dV +
∫
∂Ωv\∂Ω
αdnv · ud|∂Ωv dS =
∫
∂Ωv∩∂Ω
r dS, (4.21)
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for all control volumes v on the boundary of Ω, and a given volumetric flux r. A volumetric
flux of r = 2.034×10−5 ms−1, found by dividing the mass flux of 6.31×10−2 kgm−2s−1 used
by Manville and Wilson (2004) by ρd, was applied along the top section 0.18 ≤ x ≤ 0.43 m
until t = 25 s; a zero flux (i.e. r = 0 ms−1) was applied everywhere else on ∂Ω to prevent
particles entering or leaving. For t > 25 s, a zero flux was enforced everywhere on ∂Ω so
that no more particles were introduced. Note also that the term αdnv ·ud|∂Ωv represents the
flux of αd through each control volume but excludes the contribution from the boundary
condition which is provided separately by the term on the RHS. As previously mentioned
in Chapter 3, this term is evaluated using a finite element interpolation technique (Wilson,
2009) combined with the Sweby flux limiter (Sweby, 1984).
The effects of representing the cylindrical particle inlet by a Cartesian geometry for
the numerical simulations could not be quantified without running the model in a three-
dimensional domain and comparing the results. However, possible differences may occur in
the plume frontal speed, in the spreading at the salinity inflexion, and in the development
of instabilities in the particle-water layer, despite the constant flux of particles through
the inlet being the same in both two and three dimensions. If particles were to experience
drag effects from another dimension, this could cause differences in instability growth and
plume dynamics. Furthermore, in two dimensions a plume only entrains particles from the
left or right of the plume’s tail, but in three dimensions there are more possible sources
of particles that can become entrained, resulting in different entrainment rates which in
turn affect the frontal speed and longevity.
4.5.2. Physical Parameters
The physical parameters used were: ρd = 3,100 kgm
−3, µc = 0.001 Pas, dd = 62 µm
(the mean diameter of particles used in the experiments) and g = [0,−9.8]T ms−2. As
previously mentioned in Section 4.2, the dispersed phase was assumed to be inviscid (i.e.
µd = 0 Pas). The density of the continuous phase ρc obeyed a linear equation of state
(Mamayev, 1975; Imperial College London, 2011):
ρc = ρc,0 (1.0 + βc (Sc − Sc,0)) (4.22)
where ρc,0, Sc,0 and βc are the reference density, reference salinity, and saline contraction
coefficient, respectively. For the work in this section, ρc,0 = 1,000 kgm
−3, Sc,0 = 0, and
βc = 7.2088× 10−4 (a generally accepted test value from McDougall (1987)).
4.5.3. Spatial Discretisation and Time-Stepping
The continuity equation and the momentum equation for each phase were discretised in
space using the Galerkin finite element method with the P1DG-P2 element pair. The
advection equation for all scalar tracer fields, specifically the volume fraction and salin-
ity field, was discretised using a node-centred control volume approach (see Chapter 3)
80
l (m) V U P Reference
0.02 820 4,602 924 F1
0.01 3,090 17,910 3,298 F2
0.005 12,799 75,528 13,219 F3
0.0025 50,943 303,120 51,787 F4
Table 4.1.: Number of vertices and nodes in the fixed unstructured meshes.
combined with the Sweby flux limiter (Sweby, 1984).
The implicit backward Euler scheme marched the discretised equations forward in time
for 180 s. After an initial time-step of 0.001 s, Fluidity’s adaptive time-stepping method
(Imperial College London, 2011) permitted larger time-steps whilst enforcing a maximum
Courant number of 0.5. Furthermore, within each time-step, two Picard iterations dealt
with the non-linearity when solving the governing equations.
4.5.4. Meshes
Fixed Meshes
Gmsh (Geuzaine and Remacle, 2009) was used to generate unstructured meshes composed
of triangular elements with a user-defined characteristic element length l. Four different
values of l were used in the fixed mesh simulations, listed in Table 4.1 with the corre-
sponding number of vertices V , velocity nodes U , and pressure nodes P .
Mesh Adaptivity
Simulations using mesh adaptivity were supplied an initial mesh with l = 0.0025 m,
also generated using Gmsh. The mesh was then adapted every 20 time-steps using the
libmba2d library (Vasilevskii and Lipnikov, 1999). After each adapt, the solution field
required interpolation between the pre- and post-adapt meshes; this work used a linear
interpolation scheme called consistent interpolation (Farrell, 2009). The lower and upper
bounds on the element size were set to lmin = 0.00001 m and lmax = 0.1 m respectively
throughout the domain, apart from the region defined by 0 ≤ x ≤ 0.61 m and 0 ≤ y ≤ 0.02
m where lmin = 0.0025 m; this was to prevent Fluidity from over-resolving the build-up of
a particle layer that was not as important as the dynamics elsewhere in the tank.
Four different values of the weight  were used in the adaptive mesh simulations, listed
in Table 4.2. These were absolute values of αd, rather than relative values (i.e. the weight
was defined in terms of a fixed volume fraction and not a percentage of the volume fraction
field).
4.5.5. Results
The high particle influx caused the build-up of a particle layer along the surface of the
tank which quickly became unstable because of the rapid increase in bulk density. Small
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 Reference
9.5× 10−5 A1
7.5× 10−5 A2
6.0× 10−5 A3
5.0× 10−5 A4
Table 4.2.: Solution field weights for the adaptive unstructured mesh simulations.
plumes formed after approximately 3–4 s, most of which eventually became entrained in
the flow to form one large plume which descended with a velocity of around 0.01–0.02
ms−1; this is greater than the predicted Stokes’ law velocity of 0.0044 ms−1 for a single
particle, as expected. After 15–20 s the plume head impinged on the salinity inflexion
and spread out laterally because the plume reached a point where its bulk density was
no longer greater than that of the underlying particle-free water. Such buoyancy effects
caused a small amount of rebound also visible in the experiments. The particles then
continued their descent to the bottom of the tank. Numerical model time frames showing
plume evolution compare well with the experimental results (see Figure 4.6; time frames
of the experiment are taken from Manville and Wilson (2004)).
The numerical model accurately predicted the position of the plume front as a function
of time, including the subtle change around 20 seconds when the plume impinged on the
salinity inflexion (see Figure 4.7). Throughout the simulation, the plume’s passage led to
entrainment of less saline water which in turn caused significant changes to the salinity
profile. After the plume settled, however, the salinity gradient in the water returned to
its initial state as observed in the experiments (see Figure 4.8).
Plume Speed Comparison
To quantitatively assess the accuracy of the fixed and adaptive mesh approaches, and to
further validate the numerical model, each simulation was repeated five times and the
results were averaged. A linear least squares fit was applied to the averaged data points
between t = 4 s (when plumes had formed) and t = 15 s (when the plume head first hit
the salinity inflexion), and also between t = 15 s and t = 31 s. The gradients of these
two linear fits gave an average plume frontal speed to be used as a measure of accuracy.
A similar procedure was performed on the experimental data points to give a benchmark
value with which to compare the numerical results against.
Figure 4.9 presents the average plume frontal speed against the average number of ve-
locity nodes, for the two separate time intervals, using results from all 8 sets of simulations
(F1–F4 and A1–A4). Vertical error bars represent the margin of error found from com-
puting a 95% confidence interval for the slope of each linear fit. Horizontal error bars
show the maximum and minimum number of nodes used within the time interval under
consideration.
In general, the plume frontal speeds from the adaptive mesh simulations closely matched
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Figure 4.6.: Simulation of particle settling through a salinity gradient at t =
10, 15, 20, 25, 30 and 180 s. Data taken from simulation A4. From left to right:
video stills of the experiment from the article by Manville and Wilson (2004);
visualisation of the volume fraction αd; the adaptive unstructured mesh. Note
that the colour bar is saturated at t = 180 s due to the build up of a dense
particle layer on the surface, with a maximum αd value of approximately 0.4.
All visualisations show the whole 0.61 m × 0.45 m domain.
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Figure 4.7.: Plume depth against time for the simulation of the experiments by Manville
and Wilson (2004). The data points from the numerical results correspond to
a representative run of simulation A4, with error bars showing the variation
in the results when the same simulation was repeated 5 times.
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Figure 4.8.: Variation of salinity Sc with depth. Resolution is focused on the bottom of
the tank at t = 180 s, so more data points are present there. The plot was
generated using data from simulation A4.
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Figure 4.9.: Average plume frontal speed against average number of velocity nodes, be-
tween t = 4 s and t = 15 s (a), and also between t = 15 s and t = 31 s
(b).
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Reference Umin Umax Uaverage Time steps % time in adaptivity
F1 4,602 4,602 4,602 798 —
F2 17,910 17,910 17,910 2,023 —
F3 75,528 75,528 75,528 4,624 —
F4 303,120 303,120 303,120 11,246 —
A1 9,705 303,102 21,024 13,618 10% (680 adapts)
A2 9,894 303,102 32,972 16,270 13% (813 adapts)
A3 9,303 303,102 53,966 20,027 7% (1,001 adapts)
A4 10,410 303,102 76,506 22,009 11% (1,100 adapts)
Table 4.3.: Number of velocity nodes required for the fixed and adaptive unstructured
meshes from t = 0 s to t = 180 s. The average number of nodes was com-
puted by adding together the number of nodes used at each timestep, and then
dividing by the total number of timesteps.
the experimental data whilst requiring fewer nodes than the fixed mesh runs to attain the
same solution accuracy. For example, the accuracy of simulation F4 is comparable to that
of simulation A4 in the first time interval, and to that of simulation A3 in the second.
In both cases, the adaptive meshes contain at least 4 times as fewer velocity nodes on
average.
While a certain amount of variability in the fixed mesh results came from randomly
perturbing the initial value of αd along the top boundary, the most likely cause of in-
creased variability in the adaptive mesh results was the further numerical perturbation
and diffusion introduced by altering the mesh throughout each simulation which in turn
encouraged bigger differences in plume evolution. However, this did not greatly alter the
overall behaviour.
The Effectiveness of Mesh Adaptivity
The computational savings from using fewer nodes should also be weighed up against the
cost of adaptivity. As a percentage of the total runtime, Fluidity spent around 10% in the
adaptivity routines (as shown in Table 4.3) which included the assembly of the metric and
the interpolation as well as the mesh optimisation itself. The cost of one adapt was ap-
proximately the same as that of two time-steps for all adaptive mesh simulations. Despite
this, since the mesh only adapted every 20 time-steps, the extra cost was insignificant
when taking the benefits of using fewer nodes without significant loss of accuracy (if any)
into account.
The other extra cost, although not directly related to mesh adaptivity, came from the
presence of smaller elements which generally caused Fluidity’s adaptive time-stepping
method to enforce smaller time-steps to prevent the Courant-Friedrichs-Lewy (CFL) con-
dition from being breached, which explains why the adaptive mesh simulations required
more time-steps than those using a fixed mesh.
To evaluate both of the costs described above, the elapsed wall time per time-step and
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Figure 4.10.: Wall time against number of velocity nodes in simulation A3.
per adapt was obtained from simulation A3; the results are given in Figure 4.10.
Simulations F4 and A3 gave comparable accuracy for the second time interval and,
on average, used 303,120 and 53,966 velocity nodes respectively. Figure 4.10 shows that
approximately 10 seconds of wall time were spent per time-step when using 53,966 nodes,
but since A3 took around twice the number of time-steps, a measure of the overall cost
relative to F4 was found by multiplying the 10 seconds of wall time by 2 and adding on the
7% extra time taken by the adaptivity routines. This gave 21 seconds of elapsed wall time
in total — a saving of around 60% when compared with the 55 seconds of wall time required
for one time-step in simulation F4. Overall, the fixed unstructured mesh simulation F4
took approximately 165 hours to complete (which is similar to a fixed structured mesh run
in Fluidity which took 152 hours with the same the characteristic element length, 44,345
vertices and 266,076 velocity solution nodes), whereas the adaptive unstructured mesh
simulation A3 took around 60 hours. Both simulations were run in serial on the Imperial
College High Performance Computing cluster comprising dual core Intel Xeon processors
with at least 2 GB of free RAM and a clock rate of at least 2.66 GHz. It is worth noting
that this overall computational saving was achieved for simulations of plumes settling in a
restricted, laboratory-scale domain. In this case, a large amount of resolution was placed in
the majority of the domain at t = 30 s to resolve the laterally-spreading plume. If a similar
88
plume settling problem was applied to the ocean scale, the area requiring high resolution
would be much smaller relative to the overall size of the domain. The potential advantages
that mesh adaptivity can offer therefore become more apparent with problems requiring
resolution on a range of scales in larger, more complex domains, especially when three-
dimensional domains are considered and when more computationally-demanding setups
(e.g. multiple dispersed phases with different particle diameters) are desired.
4.6. Conclusion
This chapter introduced an incompressible dispersed multiphase flow model, implemented
in the Fluidity CFD code, which uses an adaptive unstructured mesh approach. The gov-
erning equations were introduced along with the pressure projection method used to solve
the discretised system of equations. The model implementation’s correctness was verified
with the method of manufactured solutions, which showed second order convergence for
the velocity and pressure fields as expected from the P1DG-P2 and P2-P1 element pairs.
Experiment dsa#3 by Manville and Wilson (2004), which considered particle settling in a
tank of water with a salinity gradient, was then simulated to validate the incompressible
multiphase flow model and demonstrate that plume descent is hampered by the presence
of a salinity (and therefore density) gradient. In both fixed and adaptive unstructured
mesh simulations, the plumes that formed in the first 4–5 seconds later impinged on the
salinity inflexion after approximately 15–20 seconds and spread out laterally, after which
the particles continued their descent to the bottom. The salinity profile at t = 180 s
showed that it remains mostly unchanged by the passage of the plume, agreeing well with
experimental observations. The numerically predicted frontal speed of the plumes was
also obtained from plume depth data during two time intervals: 4 to 15 seconds, and 15 to
31 seconds; the same was done using the experimental data. The fixed and adaptive mesh
simulations converged towards the two values derived from the experiment, thereby pro-
viding a first step towards model validation, but the adaptive mesh approach allowed the
use of at least 4 times as fewer velocity nodes when compared with a fixed unstructured
mesh simulation. This provided an approximate run-time saving of around 60% when
compared to a fixed mesh simulation, without loss of solution accuracy. The benefits of
mesh adaptivity are expected to be even more pronounced when simulating plume settling
through a large-scale ocean column.
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5. Modelling Volcanic Ash Settling in
Water Using Adaptive Unstructured
Meshes
5.1. Overview
In this chapter, the incompressible multiphase flow model introduced in Chapter 4 is ap-
plied to simulate the ash particle settling experiments by Carey (1997) primarily in two
dimensions. The numerical simulations show that ash immersed in water can either settle
slowly and individually, or rapidly and collectively as particle-laden plumes, which helps
to explain the rapid transportation of ash to the seabed. The observed particle settling
velocities in the experiments compare well against those predicted numerically. The ben-
efits of mesh adaptivity are highlighted throughout by showing that it provides reduced
computational cost compared with a mesh of uniform resolution without compromising
solution accuracy. This part of the chapter has been published in the paper by Jacobs
et al. (2013).
A further application of the model considers the ratio of timescales for particles settling
individually and particles settling collectively as a plume, which provides a dimensionless
measure of the tendency for plumes to form. With a numerical parameter study, the
validity of two such measures presented in the literature is determined. It is shown that in
order to accurately predict the tendency for plumes to form, the analytical expression for
the timescale of collective settling must take into account the balance between gravitational
forces and inertial drag, rather than viscous drag. An alternative measure is derived and
evaluated following the same approach, and is shown to be significantly more accurate
than the existing measures as a result of using a more appropriate expression for the
instability growth rate.
5.2. Background
The settling of particles under the influence of gravity in an aqueous solution has long
been an important phenomenon. Starting from the early works of Richardson and Zaki
(1954), Kuenen (1968) and Davis and Acrivos (1985), a vast amount of research has inves-
tigated sedimentation processes in industrial applications. Grain-size analysis is a common
example whereby particle diameters are inferred from the different settling velocities in
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the fluid. If the particles form distinct layers based on size classes at the bottom of the
container, then they can also be separated from one another, or removed from the fluid
completely as is done when clarifying waste water. Each of these applications requires a
good understanding of the particle settling properties to give accurate and effective results.
For example, particles were once thought to only settle individually under Stokes’ law but
further research has shown that the role of vertical density currents (discussed in Section
4.5 of Chapter 4), which significantly affect particle settling velocities, must be taken into
account when performing grain-size analysis (Carey, 1997; Kuenen, 1968). Without this
increased understanding, particle diameters may be poorly estimated.
The need for a better understanding of particle settling properties also extends to the
natural world, where an important occurrence of sedimentation is the settling of pyroclastic
fragmental material, generally referred to as tephra, in the world’s oceans (Carey and
Schneider, 2011). Explosive volcanic eruptions generate vast quantities of tephra which
can be transported over great distances, eventually depositing both on land and on the
seabed to form particle layers. These layers are a prime example of isochroneity and have
been used for stratigraphic correlation of past eruption events (e.g., Ver Straeten (2004,
2008)), allowing a wealth of information regarding their duration and frequency to be
determined. Furthermore, tephra deposits can potentially preserve information about the
environmental conditions at the time of an event (Manville and Wilson, 2004). However,
the process behind the settling of tephra and the resulting particle layers is far from simple
and, like the other aforementioned examples, requires a full understanding of the complex
multiphase settling and deposition process.
It was once assumed that deposition of tephra in the deep sea occurred passively such
that particles always settled slowly and individually under Stokes’ law (Carey and Schnei-
der, 2011), but several field-based observations have provided contradictory evidence. For
example, following the 1991 eruption of Mount Pinatubo, ash fallout in the South China
Sea settled at speeds of over 2 cms−1 which is two to three orders of magnitude greater than
the calculated Stokes’ law velocities (Wiesner et al., 1995). This has important implica-
tions for the seabed environment, fossil preservation and stratigraphy. Through analogous
laboratory experiments involving small ash particles (i.e., tephra particles smaller than 2
mm in diameter (Rose and Durant, 2009)) settling in a tank of fresh water, Carey (1997)
set out to explore this apparent contradiction in timescales, and revealed the important
role of vertical density currents in the rapid, collective transportation of material to the
seabed.
The generation of vertical density currents is a complex multiphase process. Particles
entering a body of water, either as fall-out from ash clouds in the atmosphere or from
a ground-hugging pyroclastic density current, undergo abrupt deceleration as they cross
the air-water interface. Initially, slow and individual settling under Stokes’ law ensues,
allowing the particle concentration near the surface to increase and form a layer of particle-
rich water over time. However, the particle concentration in the layer can eventually
become large enough for the particles to start having an effect on each other through
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drag reduction and drifting, causing finger-like Rayleigh-Taylor instabilities to form along
the interface between the layer and the particle-free water below it. These instabilities
grow exponentially to form plumes – clouds of particles which settle collectively as vertical
density currents. Understanding the dynamics of plumes can reveal information about the
residence time of particles in the water and therefore the extent to which ambient ocean
currents redistribute tephra as it settles (Carey and Schneider, 2011). Similarly, knowing
the rate of deposition can help determine the degree of bioturbation of the growing particle
layer by marine organisms (Bramlette and Bradley, 1941). The understanding of plume
dynamics is therefore of paramount importance to the study of the ash layers along the
seabed.
The formation of plumes from Rayleigh-Taylor instability is not limited to ash particles
in water; for example, similar behaviour has been observed with virus particles in a buffer
solution and fungal spores in air (Bradley, 1965, 1969). Indeed, Rayleigh-Taylor instability
occurs whenever a heavy fluid (or mixture) lies on top of a lighter one in a gravitational
field, and the interface between the two fluids is perturbed in some way (Rayleigh, 1883;
Chandrasekhar, 1961; Tryggvason, 1988). This has attracted a great deal of research
particularly from a numerical standpoint in order to explore the effects of changing the
particle diameters, density ratios, and initial perturbations between the two fluids. A
plethora of data from simulations has been published starting from the early work of Daly
(1967) who considered a single wave-length perturbation at the interface between two
fluids of varying density ratios. One study of particular relevance to the work presented in
this chapter is that of Youngs (1984) who identified four main stages of instability growth,
and presented an analytical expression for the instability growth rate which agreed well
with numerical simulations and the experiments performed by Read (1984). However, the
specific case of volcanic ash settling in water has not been given a great deal of attention
(from a numerical modelling point-of-view) despite its significant relevance to the study
of the ash layers along the seabed. Furthermore, simulations of ash setting in water have
so-far been restricted to fixed meshes. For example, a study in the thesis by Goldin (2008)
focused on simulating the ash settling experiments by Carey (1997) using a two-phase flow
code called K-FIX which is based on a fixed, uniform structured mesh approach (Rivard
and Torrey, 1977). While it is feasible to simulate these small-scale experiments relatively
accurately and quickly with such an approach, a more computationally efficient approach
is required when one wishes to take such simulations to the ocean column scale.
The work presented in this chapter represents the first known application of a multi-
phase flow model based on an adaptive unstructured mesh approach to the simulation of
volcanic ash dynamics in water. The incompressible multiphase flow model introduced
in Chapter 4 is applied to simulate the ash particle settling experiments by Carey (1997)
in two dimensions, which demonstrate the role of vertical density currents in the rapid
transportation of ash to the seabed. The observed particle settling velocities compare
well against those predicted numerically. A three-dimensional simulation using the same
setup is also performed, but only to assess the effect of problem geometry on ash plume
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formation. The benefits of mesh adaptivity are highlighted throughout by showing that
it provides reduced computational cost compared with a mesh of uniform resolution with-
out compromising solution accuracy. The majority of this part of the chapter has been
published in the paper by Jacobs et al. (2013).
A further application of the model considers the ratio of timescales for individual and
collective particle settling, which provides a dimensionless quantity for measuring the
tendency for plumes to form. This has important implications for determining particle
residence times and deposition rates. The validity of two such measures found in the lit-
erature, based on analytical estimates of the individual and collective settling timescales,
are evaluated for the case of plume onset in water with a parameter study. The study
comprises 24 simulations in which the mass flux and particle diameter are varied. It is
shown that the first measure which assumes that collective settling obeys Stokes’ law,
and is therefore controlled by the balance between gravitational forces and viscous drag,
grossly under-estimates plume settling timescales. In contrast, the second measure is able
to robustly predict plume formation by taking into account how collective particle descent
is slowed by inertial drag forces, rather than viscous drag forces. This permits better
estimation of plume descent speed, thus providing further insight into the formation of de-
posits such as the layers of pyroclastic material along the seabed. A further improvement
to the measure is presented which takes into account the fact that the amplitude of the
growing plume is proportional to the thickness of the particle-rich layer. This is shown to
enhance the accuracy of the measure especially when larger particle sizes are considered.
Finally, an alternative measure is derived using another analytical expression for the col-
lective settling timescale found in the literature. This is then evaluated following the same
approach used with the existing measures, and is shown to be significantly more accurate
at tracking the amplitude of the plume throughout time, and therefore more accurate at
predicting the tendency for ash particles to settle collectively in water.
5.3. Simulating the Dynamics of Ash Particles Settling in
Water
The laboratory experiments by Carey (1997) studied the dynamics of ash particles in
water by introducing them into a tank from above using a delivery system and a particle
disperser, at an average mass flux of 4.72 × 10−4 kgm−2s−1. In these experiments, two
stages of particle settling were observed. At early times when the concentration of particles
was low, the particles abruptly decelerated upon their entry to the water and settled
individually under Stokes’ law at an average velocity of 0.002 ms−1 (for experiment 96-1),
forming a layer of particle-rich water that increased in particle concentration with time.
However, after about 30–60 seconds, gravitationally unstable particle-laden plumes grew
from this layer as Rayleigh-Taylor instabilities, transporting particles to the bottom of the
tank at speeds 10 times greater than that of single particles.
93
The incompressible multiphase flow model introduced in Chapter 4 was applied to sim-
ulate these ash particle settling experiments by Carey (1997), and demonstrate both the
role of vertical density currents in the rapid transportation of ash to the seabed, and the
success of the adaptive unstructured mesh approach with respect to savings in compu-
tational effort. To measure the accuracy of the simulations presented herein, the model
predictions of the onset time of pluming and the speed of the plumes were compared with
estimates from the experiments.
5.3.1. Simulation Setup
The dimensions of the water tank used by Carey (1997) were 0.0 ≤ x ≤ 0.3 m, 0.0 ≤
y ≤ 0.7 m and 0.0 ≤ z ≤ 0.3 m. For the two-dimensional simulations presented here, a
cross-section from the x-y plane was used as the flow domain.
A zero velocity field was imposed at time t = 0 s for both phases, and an initial
condition was also defined for the dispersed phase’s volume fraction; a value of 10−7 was
used throughout the domain, apart from along the top boundary where solution node
values were randomly perturbed such that 10−7 ≤ αd ≤ 10−5. This perturbation was
made to encourage plumes to form, and a minimum value of 10−7 was used instead of zero
to avoid singularities in the system of linear equations.
No-normal flow boundary conditions, uc · n = 0 and ud · n = 0, were enforced on each
boundary of the domain to prevent the fluid and solid particles from exiting. Along the top
boundary a flux boundary condition, defined in Chapter 4, enforced a constant volumetric
flux of 2.018× 10−7 ms−1 which corresponded to a mass flux of 4.72× 10−4 kgm−2s−1.
The physical parameters used were: ρd = 2,340 kgm
−3, ρc = 1,000 kgm−3, µc =
0.001 Pas, and g = [0,−9.8]T ms−2. Two particle diameters, dd = 26 µm and dd = 48 µm,
were considered in separate simulations. These values were within the range used by Carey
(1997). The dispersed phase was assumed to be inviscid (i.e., µd = 0 Pas).
The momentum equation of each phase and the single continuity equation were dis-
cretised using the Galerkin finite element method with the P1DG-P2 velocity-pressure
element pair. The advection equation for all scalar tracer fields was discretised using
the node-centred control volume approach (see Chapter 3) combined with the Sweby flux
limiter (Sweby, 1984). The implicit backward Euler method was used for the tempo-
ral discretisation of all equations, in conjunction with an adaptive time-stepping scheme
which maximised the time-step subject to a Courant number of 0.5. All simulations were
performed until t = 120 s.
The unstructured mesh, composed of triangular elements in two dimensions, was pro-
duced with Gmsh (Geuzaine and Remacle, 2009). For fixed mesh simulations, the charac-
teristic element length l was set to 0.0025 m unless stated otherwise. This setup produced
a mesh containing 39,512 vertices, 234,678 velocity nodes and 40,308 pressure nodes. Sim-
ulations using mesh adaptivity were supplied an initial mesh with l = 0.0025 m, also
generated using Gmsh. The mesh was then adapted every 20 time-steps. The mesh was
94
not refined below a fixed minimum element length of lmin = 0.00001 m nor coarsened
above a fixed maximum element length of lmax = 0.1 m. After each adapt, the solution
fields were interpolated using consistent interpolation (Farrell, 2009). The weight  (see
Chapter 3) for the volume fraction of the dispersed phase was set to the relatively large
value of 10−2 in the section defined by 0.0 ≤ x ≤ 0.3 and 0.0 ≤ y ≤ 0.05 to prevent
the build-up of a particle layer along the bottom of the domain which was not important
in this study. Elsewhere,  was set to 5.0 × 10−6 for dd = 48 µm, and 6.2 × 10−6 for
dd = 26 µm, unless stated otherwise.
5.3.2. Results
Results from the two-dimensional ash particle settling simulations are shown in Figures
5.1 and 5.2. In both simulations, a near-surface layer of ash particles formed during the
first 15 s in the case where dd = 26 µm, and during the first 30 s for dd = 48 µm. In these
early stages, the ash particles in the layer settled individually at the predicted Stokes’ law
velocity, as expected. From Stokes’ law, the predicted settling velocities for particles with
dd = 26 µm and dd = 48 µm are 0.00049 ms
−1 and 0.00168 ms−1 respectively, and the
numerical results in Figure 5.3 agree well with this.
Just as Carey (1997) witnessed, as more ash entered the water and the particle concen-
tration increased the layer eventually became gravitationally unstable and plumes began
to form as Rayleigh-Taylor instabilities. The smaller particle diameter of dd = 26 µm
caused the system to become unstable much sooner because the slower Stokes’ law set-
tling caused the near-surface layer concentration to build up quicker. The smaller layer
thickness initially resulted in decreased plume length and diameter, when compared to
the simulation with dd = 48 µm. Once the plumes had fully formed, they descended
with velocities more than ten times greater than those of particles settling individually
under Stokes’ law. As the velocity of a plume increased downwards, it displaced fluid that
flowed around it with an equal and opposite velocity. This return flow caused drag effects
that gave a variety of sharp and bulbous plume heads, and caused the longest plumes to
entrain smaller plumes either side of them, thus furthering plume depth and longevity as
the particles travelled collectively towards the bottom of the water tank.
Plume formation occurred after 60 s for experiment 96-1 (which used a mean particle
diameter of dd = 48 µm), and after 30 s for experiment 96-5 (which used a mean particle
diameter of dd = 26 µm) (Carey, 1997); this qualitatively agrees with the behaviour seen in
both simulations. For dd = 26 µm, the wavelength of the growing instabilities was smaller
compared to the dd = 48 µm case, and the resulting plumes were initially shorter and
thinner but quickly merged via entrainment into larger plumes that settled with a velocity
of around 0.04 ms−1 after 120 s. This was also expected because the spacing between
growing instabilities and their diameters are related to the thickness of the particle-rich
layer (Marsh, 1988; Manville and Wilson, 2004).
Eventually the particles were deposited at the bottom of the tank. Some particles were
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Figure 5.1.: Visualisation of a two-dimensional adaptive unstructured mesh-based ash set-
tling simulation in Fluidity, with dd = 48 µm, at t = 10, 30, 50, 80 and 120 s
(from left to right). The top row shows the volume fraction of the dispersed
phase (αd); warmer colours represent a higher volume fraction. The bottom
row shows the adaptive unstructured mesh. All visualisations show the whole
0.3 m × 0.7 m domain.
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Figure 5.2.: Visualisation of a two-dimensional adaptive unstructured mesh-based ash set-
tling simulation in Fluidity, with dd = 26 µm, at t = 10, 30, 50, 80 and 120 s
(from left to right). The top row shows the volume fraction of the dispersed
phase (αd); warmer colours represent a higher volume fraction. The bottom
row shows the adaptive unstructured mesh. Note that the mesh has not yet
undergone an adapt at t = 10 s. All visualisations show the whole 0.3 m ×
0.7 m domain.
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Figure 5.3.: Maximum velocity of ash particles against time, for dd = 26 µm and dd =
48 µm, in the two-dimensional simulations of the experiments by Carey (1997).
Ash particles initially settled at the predicted Stokes’ law velocity (a). As more
ash fluxed in, the layer became unstable and plumes began to form, resulting
in settling velocities over 10 times greater than that of an individual particle
(b).
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picked up by the return flow of fluid and recycled, feeding other plumes that were making
their way to the bottom, while other particles remained stationary as expected.
Plume Initiation
In order to encourage plume formation, random perturbations were added to the initial
volume fraction of the dispersed phase along the top boundary of the domain. However,
to find out whether the plumes were actually initiated by these initial perturbations and
not through numerical effects, two pairs of simulations were considered: one pair on an
unstructured fixed mesh and another pair on a structured fixed mesh. Within each pair
of simulations, one simulation included random initial perturbations (O(10−5)) to the
dispersed phase’s volume fraction along the top boundary as before, and the other began
with no perturbations (i.e. a constant phase volume fraction of 10−7 everywhere). Since
the instabilities formed solely through numerical effects in the non-perturbed scenarios
(e.g. through uneven numerical dissipation and round-off errors), this allowed the effect
of the perturbations on plume formation to be determined.
For the unstructured mesh case, plumes formed in both the perturbed and non-perturbed
simulations at approximately the same time and agreed with the experimental observations
(see Figure 5.4). This was also the case for the perturbed structured mesh simulation.
However, in the non-perturbed structured mesh simulation, plumes took over three times
as long to form. These results suggests that, unlike the structured meshes, the nature of
the unstructured meshes may have provided further significant perturbations to the vol-
ume fraction field (through uneven numerical diffusion) throughout the simulation which
allowed plumes to form regardless of whether or not initial perturbations were given. Nev-
ertheless, in general, perturbations should always be included in order to initialise plumes
properly on an arbitrary mesh.
Plume Growth
Linear stability analysis provides an expression describing the early time growth of the
amplitude η of an initial perturbation (with wavenumber k) along the interface between
two immiscible incompressible fluids of different density, given by (Rayleigh, 1883; Chan-
drasekhar, 1955)
η(t) = η0 exp
(√
A|g|kt
)
, (5.1)
where η0 is the initial amplitude of the perturbation, and |g| is the acceleration due to
gravity. The Atwood number A is given by
A =
ρheavy − ρlight
ρheavy + ρlight
, (5.2)
where ρlight and ρheavy correspond to the densities of the light and heavy fluid, respectively.
Experiments of the settling of a sand-water mixture through an underlying water layer
(Lange et al., 1998), with similar physical parameters to the simulations presented in
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Figure 5.4.: Maximum value of the magnitude of ash particle velocity (for dd = 48 µm)
against time, on structured and unstructured meshes, with and without the
initial perturbations to the dispersed phase’s volume fraction. Simulations
ran until t = 240 s to give plumes a chance to form on the non-perturbed
structured mesh.
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Figure 5.5.: Growth rate of initial Rayleigh-Taylor instabilities in the particle-rich layer
(from the point that they were first noticeable in the numerical simulations).
The linear stability analysis curve was computed using (5.1).
this chapter, showed an initial exponential instability growth rate consistent with that
predicted by linear stability analysis. However, in both the simulations presented here
and the experiments, the growth rate rapidly deviated from the exponential analytical
growth rate (in which the density of the heavier ‘fluid’ was taken to be the bulk density
of the tephra-water layer) after only a few hundred milliseconds of instability growth (see
Figure 5.5), reflecting the fact that the system rapidly became too non-linear for the
stability analysis to hold.
It is worth considering the differences between the development of Rayleigh-Taylor insta-
bilities at the interface between two stratified immiscible fluids, and plume development
in the tephra-water mixture. In the former case, if the denser fluid is lying on top of
the lighter fluid then instabilities will form immediately and grow at an exponential rate
(Rayleigh, 1883; Duff et al., 1962). In the latter case, at early times the individual particles
settle at Stokes’ law velocity through the water as they are denser. However, finger-like
instabilities may form at the interface between the upper, particle-laden layer and the
lower, particle-free layer, if the concentration of particles in the upper layer builds up high
enough for the particles to start having an effect on each other (through drag reduction
101
and drifting). If the collective settling velocity is much faster than the Stokes’ law velocity,
the initial instability growth is likely to be similar to the case of two stratified immiscible
fluids. On the other hand, as particle concentration within the plume changes with time,
because of mixing and/or additional influx of particles, the buoyancy and hence the set-
tling velocity of the plume also changes with time, in a more complex manner than the
idealised case of two immiscible fluids.
An additional complexity of multiphase instability growth is that, unless the parti-
cle concentration remains high as a result of continual particle influx, entrainment of
particle-free water into the plume reduces the buoyancy of the plume, slowing its descent.
Moreover, the relative buoyancy of the plume may be further reduced by any increase in
the fluid density with depth. As already seen in the simulations of the experiments by
Manville and Wilson (2004) in Chapter 4, plume settling was hindered when the surround-
ing water became denser than the plume due to an increasing salinity with depth, causing
the plume to disperse. Running further simulations might allow the formulation of an
empirical correlation to predict the onset of Rayleigh-Taylor instabilities as a function of
layer concentration, particle diameters, influx rates and density contrasts.
Throughout each simulation the particle Reynolds number Red remained small (O(10
−1))
when considering a single particle with diameter dd. At the onset of plume formation, a
new Reynolds number was defined at the plume scale by
Replume =
ρcdplume|ud − uc|
µc
, (5.3)
where dplume  dd is the diameter of the plume. As the instabilities rapidly grew, Replume
became much greater than unity because of the larger length scale. This implied that
individual particle descent was slowed by viscous drag forces, while plume descent was
slowed by inertial drag forces, which is consistent with the behaviour reported in the
literature (Manville and Wilson, 2004).
Effects of Problem Geometry on Plume Formation
To establish any possible effect of problem geometry on plume formation, a 3D version of
the simulation that used dd = 48 µm was also performed using the same setup. The volume
fraction of the dispersed phase is visualised in Figure 5.6. After comparing the 2D and
3D runs, these simulations demonstrated very little influence of problem geometry on the
dynamics. In both cases, initial particle settling happened individually at the appropriate
Stokes’ law velocity, forming a uniform layer of thickness h. Eventually, instabilities at the
base of this layer grew into plumes that settled to the base of the tank much more rapidly
than the initial, individual particle settling speed. The layer thickness, volume fraction of
the dispersed phase, and time of plume onset all differed by less than 10% between the
2D and 3D simulations. Furthermore, the maximum particle speeds were approximately
the same in both two and three dimensions, as shown in Figure 5.7.
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Figure 5.6.: Visualisation of a three-dimensional adaptive unstructured mesh-based ash
settling simulation in Fluidity, with dd = 48 µm, at t = 10, 30, 50, 80 and
120 s (from left to right). The volume fraction of the dispersed phase (αd) is
shown; warmer colours represent a higher volume fraction. All visualisations
show the whole 0.3 m × 0.3 m × 0.7 m domain.
0 20 40 60 80 100 120
Time (s)
0.000
0.005
0.010
0.015
0.020
0.025
0.030
0.035
0.040
M
ax
im
um
te
ph
ra
ve
lo
ci
ty
(m
s−
1 )
2D
3D
Figure 5.7.: Maximum particle speed throughout time, for dd = 48 µm, in the 2D and 3D
simulations of the ash settling experiment by Carey (1997).
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l (m) V U P Reference
0.02 608 3,354 704 F1
0.01 2,423 13,944 2,619 F2
0.005 9,770 57,426 10,166 F3
0.0025 39,512 234,678 40,308 F4
0.00125 155,661 929,172 157,257 F5
Table 5.1.: Number of vertices and nodes in the fixed unstructured mesh simulations.
 Reference
5.0× 10−5 A1
2.5× 10−5 A2
1.25× 10−5 A3
6.25× 10−6 A4
3.125× 10−6 A5
Table 5.2.: Solution field weights for the adaptive unstructured mesh simulations.
Convergence Analysis
To be confident that instabilities formed because of the physics and were not numeri-
cal artefacts, a convergence analysis was performed using both fixed and adaptive (two-
dimensional) unstructured meshes up until the onset of plume formation. All simulations
considered only the larger particle diameter dd = 48 µm. The integral of the kinetic en-
ergy density of the dispersed phase was measured as a function of time and was expected
to converge to a particular value as the mesh was refined. Five fixed mesh simulations
were run using decreasing characteristic element lengths, given in Table 5.1. Similarly, five
decreasing values of  were used for the adaptive mesh simulations, given in Table 5.2.
The simulation setup was as before apart from three modifications. Firstly, the initial
volume fraction of the dispersed phase was perturbed along the top boundary using a
sine function (instead of randomly) to avoid any stochastic effects between the data sets.
Specifically, the volume fraction at node i along the top boundary was defined as
αd(xi) = 10
−7 + 10−5 sin
(pixi
0.3
)
, (5.4)
such that only half a period was used to ensure the initial condition was independent
of the mesh resolution. Otherwise, coarser meshes would poorly resolve (or miss out)
higher frequencies which may in turn affect the dynamics. Secondly, the frequency of an
adapt was increased to once every 10 time-steps; since there are higher levels of numerical
diffusion in cases where  is relatively large, adapting more frequently will prevent the
already-diffused tephra from moving too far out of the area of highest resolution between
adapts, thus limiting further numerical diffusion. Finally, the particle diameter was set
to 64 µm to increase the stability of the system, as it can be very difficult to identify
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convergence if instabilities form and become non-linear and turbulent too quickly. As the
mesh resolution is increased, even a small difference in the perturbation of the dispersed
phase’s volume fraction field can yield plumes of widely varying shape, size and position
due to their chaotic nature. This means that there is no unique solution to converge to.
Only the development of the particle layer up until the point at which instabilities start
to form may be suitable to check for convergence because the dynamics are in the laminar
flow regime and relatively linear. Quantitative values with which convergence could be
judged were therefore only considered up until this point.
The integral of the kinetic energy density of the dispersed phase over a subsection of Ω,
defined by 0.0 ≤ x ≤ 0.3 m and 0.05 ≤ y ≤ 0.7 m, was plotted throughout time only up
until the point where instabilities noticeably form at around 30 s; the dynamics became
too turbulent and non-linear to show convergence after this time for the reasons previously
explained. This upper subsection of Ω was used in order to make a fair comparison between
fixed and adaptive meshes, because as l decreases in the fixed mesh simulations the particle
layer that forms on the bottom of the domain will become better resolved, whereas the
resolution will always stay coarse and remain the same in the adaptive mesh simulations
despite a decreasing value of  in the upper subsection.
Convergence was observed at t = 30 s, for both fixed and adaptive meshes, as shown in
Figures 5.8 and 5.9 respectively. The error plotted in Figure 5.8 is the absolute difference of
the integral of the kinetic energy density between simulation F5 and simulations F1 to F4
inclusive, after t = 30 s. Similarly, the error plotted in Figure 5.9 is the absolute difference
of the integral of the kinetic energy density between simulation A5 and simulations A1 to
A4 inclusive.
A plot of the error against a common quantity — the average number of velocity nodes —
in Figure 5.10 shows faster convergence with adaptive meshes whilst using approximately
an order of magnitude fewer nodes, thereby highlighting the potential benefits that an
adaptive unstructured mesh-based approach can bring to numerical simulations.
5.4. Measuring the Tendency for Particle Plumes to Form
in Water
Knowing when plumes will form, if at all, is important if one wishes to better determine
the timescale of settling from the surface to the seabed. This can reveal information
pertaining to the residence time of particles in the water and therefore the extent to which
ocean currents redistribute volcaniclastic material as it settles (Carey and Schneider, 2011).
Similarly, knowing the rate of deposition can also help determine the degree of bioturbation
of the growing particle layer by marine organisms (Bramlette and Bradley, 1941).
Quantitatively describing the tendency for plumes of particles to form in an ambient
fluid has been achieved in previous works (Marsh, 1988; Goldin, 2008; Carazzo and Jellinek,
2012) through a dimensionless number B. This is defined in such a way that values of
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Figure 5.8.: (a): Integral of the dispersed phase’s kinetic energy density against time, on
fixed unstructured meshes with different values of l. (b): Error in the integral
of the kinetic energy density after t = 30 s.
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Figure 5.9.: (a): Integral of the dispersed phase’s kinetic energy density against time, on
adaptive unstructured meshes with different values of . (b): Error in the
integral of the kinetic energy density after t = 30 s.
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Figure 5.10.: Convergence plot of the error in the integral of the dispersed phase’s kinetic
energy density against the average number of velocity nodes, for fixed and
adaptive meshes. Note that at t = 30 s, the integral of the kinetic energy
density is 1.927 × 10−8 kgms−2 for F5 and 1.9347 × 10−8 kgms−2 for A5,
which are close enough together for a reasonable comparison of errors to be
made between the fixed and adaptive mesh simulations.
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B less than or equal to unity imply that plumes do not form, whereas a value greater
than unity implies favourable conditions for plume growth and persistence. In particular,
existing dimensionless numbers have been defined by the ratio of timescales for individual
particle settling under Stokes’ law and collective settling as a gravitationally unstable
plume, such that
B =
τindividual
τcollective
. (5.5)
That is, given information about the current state of Rayleigh-Taylor instabilities (such as
their amplitude and the thickness of the particle-rich layer), the time required for particles
to reach that state through individual and collective settling modes can be approximated.
Clearly a value of B  1 implies favourable conditions for plume formation and persistence
since collective settling happens over a shorter timescale (e.g. days or weeks in the ocean)
than individual settling (e.g. months), whereas a value of B ≈ 1 implies that plumes
cannot form since the timescales of individual and collective settling are of the same order
of magnitude. Note that a value of B < 1 also implies that plumes cannot form, but when
B is defined by the ratio of timescales this value has no physical meaning except for the
case of hindered settling (Kuenen, 1968) which is not considered here.
One such formulation of B derived by Marsh (1988) for the study of crystal settling
in magma, denoted Bvv in this thesis, is based on the assumption that both individual
particles and plumes obey Stokes’ law and are therefore controlled by the balance between
gravitational forces (weight and buoyancy) and the viscous drag force (hence the use of
the subscript vv to denote ‘viscous-viscous’). The time taken for an individual (spherical)
particle to settle through a layer of thickness h is therefore given by
τindividual =
18hµc
(ρd − ρc) |g|d2d
, (5.6)
where dd is the particle diameter, g is the gravitational vector, µc is the viscosity of the
continuous phase, and ρc and ρd are the density of the continuous and dispersed phase,
respectively (Stokes, 1851). The assumption that all particles have a perfect spherical
shape is implicitly built-in to the timescale above through the Stokes drag coefficient.
Furthermore, it has been shown (see for example Whitehead and Luther (1975); Goldin
(2008)) that the timescale of collective settling is given by:
τcollective =
18µc
αd (ρd − ρc) |g|h, (5.7)
where αd is the volume fraction of particles in the layer. Taking the ratio of these two
timescales yields the dimensionless number Bvv:
Bvv =
αdh
2
d2d
. (5.8)
Further work by Carazzo and Jellinek (2012) derived similar non-dimensional numbers
109
for the scenario of volcanic ash settling through the atmosphere. Coarse-grained ash and
lapilli can settle individually with a particle Reynolds number several orders of magnitude
greater than that of fine ash (Bonadonna et al., 1998), so three forms of B were derived
using different expressions for τindividual to cover a wide range of individual particle settling
regimes. However, none of these measures address the fact that collective settling becomes
increasingly dominated by inertial forces during the early growth stage (Dalziel et al., 2008;
Bergantz and Ni, 1999) as shown by plume Reynolds numbers much greater than unity
(Jacobs et al., 2013). At this point Stokes’ law no longer holds even if no turbulent effects
are observed until the plumes are fully developed and begin to mix, which has a significant
impact on entrainment and settling rates (Manville and Wilson, 2004).
Another measure of the tendency for plumes to form was presented by Goldin (2008).
This measure, denoted Bvi, takes into account the fact that collective particle settling is
slowed by inertial drag and may therefore be more appropriate. As before, this is defined
as a ratio of timescales. The timescale for particles settling individually under Stokes’
law is given by (5.6). However, a different expression is used for the collective settling
timescale. This was derived by Goldin (2008) who considered the growth of wave-like
instabilities with maximum amplitude δ at the interface between a particle-water layer
of thickness h and the particle-free water beneath it, as illustrated in Figure 5.11. The
water was treated as an incompressible fluid, and the particles were assumed to have an
idealised spherical shape.
In order to derive the collective settling timescale, Goldin (2008) first considered the
buoyancy force and the turbulent pressure induced by the flow, respectively given by
b = (ρ− ρc) |g|δ, (5.9)
and
p = ρc|u|2 = ρc
(
∂δ
∂t
)2
. (5.10)
The term ρ denotes the bulk density of the plume, defined as ρ = αcρc + αdρd, and |u| is
the speed of the growing plume.
Through momentum balance, (5.9) and (5.10) were equated and rearranged to yield
∂δ
∂t
=
√
(ρ− ρc) |g|δ
ρc
. (5.11)
Through separation of variables, this equation was readily integrated to give a new timescale
for collective particle settling:
τcollective = 2
√
ρcδ
(ρ− ρc) |g| . (5.12)
Note that the constant of integration was zero since δ(t = 0) = 0. The identity αd+αc = 1
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Figure 5.11.: Illustration of particle plumes forming in a tank of water. The height of the
particle-rich layer is denoted by h. The amplitude of the longest growing
instability is denoted by δ.
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Reference Mass flux (kgm−2s−1) dd (µm)
A1 – A6 2.50× 10−4 26, 32, 40, 48, 56, 64
B1 – B6 3.61× 10−4 26, 32, 40, 48, 56, 64
C1 – C6 4.72× 10−4 26, 32, 40, 48, 56, 64
D1 – D6 6.11× 10−4 26, 32, 40, 48, 56, 64
E1 – E2 4.72× 10−4 26, 48
Table 5.3.: Reference table for the 24 simulations in the numerical parameter study (A1
– A6, B1 – B6, C1 – C6 and D1 – D6), and for the experimental data points
(E1 – E2).
was then used to rewrite this as
τcollective = 2
√
ρcδ
(ρd − ρc)αd|g| . (5.13)
Finally, the ratio of (5.6) and (5.13) yielded the dimensionless number Bvi:
Bvi =
9hµc
d2d
√
αd
ρc(ρd − ρc)δ|g| . (5.14)
It should be emphasised that this dimensionless quantity assumes that the ambient fluid
is incompressible, and that individual particle settling is controlled by the balance between
gravitational forces and viscous drag whereas collective particle settling is controlled by
the balance between gravitational forces and inertial drag. Additional measures can be
derived for a compressible ambient fluid (Goldin, 2008), which is important for scenarios
in which particles with a high initial momentum move through the atmosphere, and for
different regimes of individual and collective particle settling. For completeness, the Bii
measure appropriate for very coarse-grained particles that settle individually at Reynolds
numbers much greater than unity, implying that the inertial drag force dominates viscous
drag, is presented in Appendix B. However, this measure will not be considered further in
this thesis.
5.4.1. Numerical Simulations
To determine the ability of Bvv and Bvi to predict plume onset, a suite of the two-
phase numerical simulations of ash particles settling in water described in Section 5.3
was performed. All aspects of the setup remained the same, except for those discussed
herein. The suite of simulations essentially extended the work in Section 5.3 by varying
the particle diameter and constant particle mass flux (into the water from above) over a
range that encompassed the laboratory particle settling experiments of Carey (1997). The
range of mass flux was 2.50 × 10−4 – 6.11 × 10−4 kgm−2s−1, and dd ranged between 20
and 64 µm as per the experiments by Carey (1997). In total, four different mass fluxes
and six different particle diameters within these ranges were chosen, detailed in Table 5.3.
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Building on the results presented in Section 5.3.2, it was found that the Bvv and Bvi val-
ues varied by less than 10% between the 2D and 3D versions of simulation setup C4. There-
fore, for computational expedience, only two-dimensional simulations were performed for
the remaining particle diameters and mass fluxes. All simulations used a single fixed un-
structured mesh with a characteristic element length of 0.0025 m. Mesh adaptivity was
not employed in the parameter study because the weight  would need to be changed in
each simulation in the suite since the dispersed phase’s volume fraction varies between
each one. Knowing exactly what value of  to choose to maintain the same degree of
accuracy across all simulations would be time-consuming and difficult to get right, so this
complexity was removed at the cost of simulation runtime to ensure that there was no
bias in the parameter study resulting from variable accuracy. For some simulations the
nominal 0.3 m × 0.7 m domain was extended in the vertical direction to accommodate
plumes that grew longer than 0.7 m. All simulations were performed until t = 600 s, which
was enough time for plumes to form for all combinations of particle diameters and mass
fluxes.
To quantify the conditions at the onset of plume formation and hence evaluate the
measures of the tendency for plume onset (B values) required the extraction of h and δ
from the simulation results. By assuming that particles in the layer settle under Stokes’
law (at least until plumes have formed), the layer thickness h at the time of plume onset
was consistently found using the Stokes’ law settling velocity multiplied by the time at
which instabilities formed. This assumption was tested a posteriori and shown to be valid
across all simulations. At a given time, the head of the instability of greatest amplitude
δ was calculated by finding the lowermost position of the 10−5 contour for αd using a
post-processing program. This contour was chosen a posteriori, as a sensible lower bound
on the volume fraction of the dispersed phase in the layer for all the simulations in the
parameter study. The amplitude δ was then computed by taking the difference between
the depth of the layer and the position of the instability head.
As one might expect, there is a certain amount of ambiguity involved when deciding
when an instability is developed enough to be defined as a plume. Initially, as per the
work of Goldin (2008) who also simulated the experiments of Carey (1997) using the K-
FIX multiphase flow code (Rivard and Torrey, 1977), the onset of pluming was defined
as the moment when δ = 3 cm. However, since the amplitude of a growing instability is
known to be a function of the layer thickness (Manville and Wilson, 2004), this was later
re-defined as the moment when δ = h m. The validity of this choice is discussed in Section
5.4.3. At this time, the quantities h and αd, and the dimensionless numbers Bvv and Bvi,
were calculated.
5.4.2. Experimental Data
The experiments performed by Carey (1997) used ultrasound imaging to track particle
positions, which did not permit the accurate measurement of the parameters h and αd.
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Some assumptions were therefore made in order to calculate estimates for experimental
values of Bvv and Bvi for comparison with the numerical simulations. Assuming that
particles in the growing particle-laden layer settled at Stokes’ law velocity, ud = ustokes,
the distance the particles had travelled at the time of plume onset, tonset, provided an
approximation for the layer thickness:
h ≈ |ustokes|tonset. (5.15)
Furthermore, assuming the volume fraction of particles in the layer was uniform (because
of the constant mass flux), and the total volume of the layer (including the water) was
given by
Vlayer = hA, (5.16)
where A is the area through which particles fluxed in (A = 0.9 m2 for these particular
experiments), then
αd =
Vd
Vlayer
, (5.17)
where Vd is the volume occupied by the dispersed phase. The mass flux of particles per
unit area, M˙d, was used to calculate the volumetric flux per unit area V˙d using
V˙d =
M˙d
ρd
. (5.18)
From this, the volume of the dispersed phase in the layer was calculated as
Vd = AV˙dtonset, (5.19)
and the volume fraction followed from
αd =
Vd
Vlayer
. (5.20)
Carey (1997) noted that plumes had formed after approximately 30 s in experiment 96-5
which used 20–32 µm diameter particles, and after approximately 60 s in experiment 96-1
which used 32–64 µm diameter particles. These times were used as approximations to
tonset for the purpose of estimating Bvv and Bvi, giving two data points for each measure,
denoted E1 and E2 (see Table 5.3).
5.4.3. Evaluation of the Measures
The results from the parameter study reinforced the expected relationship between the
particle diameter, mass flux and layer instability. Smaller particle sizes decrease the time
required for plume onset because the slower Stokes’ law settling results in a higher average
particle concentration in the near-surface layer. This behaviour was also witnessed in the
experiments performed by Carey (1997) where, for two ranges of particle diameter (20–
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32 µm and 32–64 µm), there was a difference of approximately 30 s in the onset time.
Similarly, a higher particle flux also causes faster build-up of layer concentration, further
encouraging plume formation.
As expected, the calculated values of Bvv and Bvi (calculated at the point at which
δ = 3 cm) listed in Table 5.4 and plotted in Figures 5.12a and 5.12b respectively, were all
greater than unity since the parameters h and αd were measured at the point where plumes
formed. Most importantly, the values from the measure Bvi (which assumes that collective
settling is slowed by inertial drag) lay consistently on a particular contour (∼5), whereas
the values from the measure Bvv (which assumes that collective settling obeys Stokes’
law and is therefore slowed by viscous drag) did not. In theory, one would expect plume
onset to occur at a constant B value because the definition of when a plume has formed
does not change between simulations. By correctly describing the drag on the plumes, the
Bvi measure robustly estimated the timescale of collective particle settling, even when the
system became more and more unstable and non-linear as a result of increasing particle
diameter and flux rate. In contrast, the Bvv measure grossly under-estimated the timescale
of collective settling.
Although the estimated experimental data points did not follow an exact contour for
either measure, the two experimental Bvi values were much more consistent than the two
Bvv values. The small discrepancy in the Bvi values is easily explained by the ambiguity in
plume onset time, which could not be accurately determined from the ultrasound images.
Moreover, the approximate time of plume onset in the experiments did not necessarily
correspond to the point at which δ = 3 cm, thus potentially introducing further uncertainty
in the experimental estimates.
Despite the Bvi measure displaying better consistency than Bvv, the numerical results
in Figure 5.12 still diverged from the Bvi = 5 contour as the particle diameter increased.
This may be due to the assumption that the growing instabilities plumed when δ was
a constant of 3 cm. In fact, the plume amplitude δ is actually a function of the layer
thickness h (Manville and Wilson, 2004). For example, one would not say that plumes
have noticeably formed if the amplitude of the instabilities was 3 cm and the layer thickness
was 2 m. This may explain why the numerical results gave much larger values of Bvi as the
particle diameter increased; since a thicker layer forms for larger particle sizes due to the
increased stability of the system, the Bvi measure which assumed a constant maximum
instability amplitude of 3 cm calculated that plumes had formed much sooner than they
actually had. Conversely for smaller particle diameters, a large Bvi value may be a result
of the constant amplitude of 3 cm being much greater than the layer thickness; plumes
may in fact have formed much sooner.
As an improvement to the two measures, the onset of pluming was instead defined to be
the moment when the maximum instability amplitude was equal to the thickness of the
particle-rich layer (i.e. δ = h). Note that while the coefficient of h in this expression was
chosen arbitrarily, other coefficients close to unity would still result in a consistent plume-
onset Bvi value, but the exact threshold value would differ from 5. This is because for
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Figure 5.12.: Bvv and Bvi results (presented in (a) and (b), respectively) using δ = 3 cm.
Several contours of Bvv and Bvi are given by solid lines. The results of Goldin
(2008) are also plotted for comparison and show a good agreement with the
results from Fluidity.
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any δ proportional to h the ratio of timescales between individual and collective particle
settling is the same to within a constant factor for a given plume scenario. However, if
too large a δ is chosen, then the definition of the layer thickness may no longer be valid as
particles in the layer become entrained in the growing plumes. It is therefore important to
choose δ to be relatively small enough so that the increasing non-linearity and turbulence
does not significantly affect the results.
The results for the measures which used the new definition of δ are given in Table 5.5
and plotted in Figure 5.13. This time, the numerical results were much more consistent
with the Bvi measure for the larger particle diameters (Figure 5.13b) and, as before, were
not consistent with the Bvv measure (Figure 5.13a). Plume formation in every numerical
simulation was robustly predicted by a Bvi value of ∼5. This demonstrates that the
dependence of δ on h must also be taken into account.
5.4.4. An Alternative Measure
Further investigation into the validity of the Bvi measure showed that the predicted values
of δ, obtained by integrating (5.11) with respect to time, did not match the amplitude of
the plumes in the simulations particularly well (see Figure 5.14). Although the results for
Bvi lay on a particular contour, the over-estimation of δ caused Bvi to yield values that
were much greater than expected because the timescale of collective settling was under-
estimated. This could not be realised from the results presented in Section 5.4 because it
was assumed that plumes had already formed when the values δ, h, and αd (and therefore
B) were measured.
In an attempt to seek a more accurate formulation of B, an alternative timescale for
the collective settling of a plume of particles with a growing amplitude δ was derived from
an ordinary differential equation by Youngs (1984). This equation describes the late-time
growth rate of Rayleigh-Taylor instabilities, and is given by
∂δ
∂t
= 2
√
βA|g|δ, (5.21)
where β is a dimensionless constant growth parameter, A = (ρ− ρc) / (ρ+ ρc) is the
Atwood number, and ρ is the bulk density of the layer defined as ρ = αcρc + αdρd. In
this work, β = 0.04 which is within the range of values estimated by experimental and
numerical techniques; generally, 0.03 < β < 0.07 (Dimonte and Schneider, 2000; Dimonte
et al., 2004). This expression was integrated to provide an expression for τcollective, given
by
τcollective =
√
δ
βA|g| (5.22)
where the initial condition δ(t = 0) = 0 was once again applied. While the expression
by Youngs (1984) chooses t = 0 to be the point at which the flow reaches self-similarity
(that is, when the flow behaviour appears the same on any scale) such that the initial
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Figure 5.13.: Bvv and Bvi results (presented in (a) and (b), respectively) using δ = h.
Several contours ofBvv andBvi are given by solid lines. Due to the differences
in the formulations of the measures, different quantities were considered along
the y-axis.
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Figure 5.14.: Numerical solution of δ against time (up until the point of plume forma-
tion when δ = h) from simulation C4, compared to the theoretical estimate
obtained by integrating (5.11) with respect to time.
121
0 10 20 30 40 50 60 70 80 90
Time (s)
0.00
0.05
0.10
0.15
0.20
0.25
δ
(m
)
Numerical
Theoretical
Figure 5.15.: Numerical solution of δ against time (up until the point of plume forma-
tion when δ = h) from simulation C4, compared to the theoretical estimate
obtained by integrating (5.21) with respect to time.
condition becomes δ(t = 0) = δ0 for some δ0  0, this work chose t = 0 to correspond to
the very start of the numerical simulation such that δ0 = 0. This was done in order to
avoid any ambiguity in deciding exactly when the flow became self-similar, and was shown
a posteriori to still provide a consistently close approximation to the growth rate of the
plumes across all simulations, as shown in Figure 5.15. Note that any deviation from the
analytical growth rate may have been caused by the uncertainty in the exact value for the
parameter β.
Finally, taking the ratio of (5.6) and (5.22) yielded the dimensionless number
B′vi =
18hµc
d2d
√
αdβ
(ρ+ ρc)(ρd − ρc)δ|g| . (5.23)
Just like theBvi measure, the dimensionless quantityB
′
vi assumed that collective settling
is controlled by the balance between gravitational forces and the inertial drag force, and
that individual settling obeys Stokes’ law. Once again this yielded values (see Table 5.6)
that lay consistently on a particular contour as expected; this contour was B′vi = 1.5 as
shown in Figure 5.16. The contour value was smaller than the Bvi contour of 5 since the
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Reference B′vi
A1 1.23
A2 1.33
A3 1.50
A4 1.40
A5 1.17
A6 1.46
B1 1.43
B2 1.40
B3 1.34
B4 1.66
B5 1.37
B6 1.44
C1 1.34
C2 1.55
C3 1.29
C4 1.28
C5 1.33
C6 1.59
D1 1.23
D2 1.38
D3 1.29
D4 1.40
D5 1.49
D6 1.51
E1 2.55
E2 1.06
Table 5.6.: Parameter study results and experimental estimates for B′vi, with δ = h m.
The quantities used to compute B′vi (e.g. h and αd) are the same as those in
Table 5.5.
more accurate expression for the plume growth rate yielded a larger timescale for collective
settling.
At earlier times when plumes had not formed (i.e. before the point at which δ = h), the
values of Bvv, Bvi and B
′
vi were also calculated and plotted in Figure 5.17 to show their
development throughout time. Simulation C4, considered earlier in Section 5.3, was used
here for demonstration purposes because the relatively low mass flux and large particle
diameter favoured the stability of the growing layer. Figure 5.1 shows the volume fraction
of the dispersed phase at t = 10 s. Clearly plumes had not formed at this point, and
only very small instabilities were present along the base of the layer. Figure 5.17 shows
that the B′vi measure yielded a value less than unity, correctly implying that plumes had
not yet begun to form. However, the Bvv and Bvi values of ≈ 15 and ≈ 3 (respectively)
implied that plumes were already well into the growth stage (although not yet fully formed
since the values were still less than their threshold values at the point where δ = h). This
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Figure 5.16.: B′vi results using δ = h. Several contours of B
′
vi are given by solid lines.
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Figure 5.17.: Bvv, Bvi, and B
′
vi against time (up until the point of plume formation when
δ = h) for simulation C4. The dashed black line represents the line Bvv =
Bvi = B
′
vi = 1.
demonstrates that B′vi was able to more accurately measure the tendency for plumes to
form at early times.
5.4.5. Practical Applications
One practical use of B′vi stems from its interpretation as a ratio of velocities, rather than
a ratio of timescales:
B′vi =
|uplume|
|ustokes| . (5.24)
This can be rearranged to find an approximation to the plume speed |uplume| at the onset
of pluming. A Bvi value of 1.5 implies that the (longest) plume is travelling downwards
at a speed 1.5 times greater than the Stokes’ law velocity at the time of plume onset. As
the plume develops, grows and merges with other plumes, its speed may increase further
because of its greater size or because of an increase in bulk density by further entrainment
of particles, either from the layer above or from neighbouring plumes. On the other
hand, the presence of a salinity (and therefore density) gradient can impede the speed and
downward propagation of the plumes (Manville and Wilson, 2004), as demonstrated in
Chapter 4. This complex non-linear behaviour means that any derived plume speed will
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be accurate only at early times. Nevertheless, since these plumes descend with their own,
quite significant, velocity field, it is important to realise that flow indicators in benthic ash
deposits may not reveal anything about ambient post-deposition currents as they may well
have been formed during the high-speed deposition of the density currents themselves.
On the assumption that ρ ≈ ρc in (5.23) because αc ≈ 1 for dilute flows, and that δ = h
represents the point of plume formation, a further useful property of (5.23) is that B′vi is a
function of the product of h and αd. By writing αd as Vd/V , where Vd and V respectively
denote the volume of particles in the layer and total volume of the layer, one can see
that this product represents the volume of particles per unit area in the particle-laden
water layer. Assuming that material reaching the sea or lake floor spreads laterally as
it is deposited to form a semi-continuous layer of approximately uniform thickness, mass
conservation implies that the final deposit should contain the same volume of particles
per unit area as the original near-surface layer. Hence, (5.23) provides a measure of
the tendency for inertial drag-dominated plumes to form which can be calculated from
the properties of the final deposit: the product of the volume fraction of particles in
the deposit αd,deposit and the deposit thickness hdeposit. Knowledge of the mass flux and
duration to estimate the product hαd are not required since hαd = hdepositαd,deposit by
mass conservation. However, this further assumes a single ‘static’ near-surface layer such
that B′vi is calculated with a product hαd that does not change throughout time, regardless
of whether plumes grow from the layer or not. In other words, the mass in the deposit is
assumed to be equal to the mass in the near-surface layer when B′vi is calculated, despite
the possibility of some particles actually being entrained in the growing plumes and the
possibility of more particles fluxing in along the surface at a later time. Although this set-
up and its assumptions represent a very idealised scenario, this technique for estimatingB′vi
may be useful nevertheless. Adopting this approach, Figure 5.18 shows how B′vi depends
on the deposit thickness for various particle diameters. A dispersed phase volume fraction
of 0.55 has been assumed for the final deposit, based on typical bulk densities of compacted
wet ash (Macedonio and Costa, 2012).
The plot shows that for particles smaller than 0.1 mm in diameter, B′vi is greater than
unity for final deposits thicker than 1 mm, suggesting that plume formation is expected
in the formation of most benthic ash deposits, particularly thick (single) deposits or those
comprised of fine particles. Note that B′vi  1 implies only that plume formation is
expected; the exact value should not be interpreted as a relative late-time plume velocity
for the reasons discussed above. On the other hand, a larger particle diameter helps to
stabilise the system and prevent pluming. For dd ≥ 1 mm, B′vi values are less than unity
for the range of deposit thicknesses considered, suggesting that in such cases the Stokes’
law settling velocity is high enough to prevent a concentrated particle-water layer from
building up near the surface and causing Rayleigh-Taylor instabilities to develop.
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Figure 5.18.: B′vi as a function of deposit thickness for various particle diameters. Note
that values of B′vi > 1 imply that plume formation is likely.
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5.4.6. Polydisperse Flow
All the simulations presented thus far in this chapter have considered multiphase flows
comprising ash particles of the same diameter, known as monodisperse flows. Such flows
are certainly an idealisation since real volcanic ash particles can vary greatly in diameter
(Rose and Durant, 2009). The inclusion of additional dispersed phases each defined by
a different particle diameter, forming a so-called polydisperse flow (Crowe et al., 1998),
can therefore significantly alter the behaviour and enhance the realism of the results. To
investigate the effect of multiple particle diameters on the transport of ash in water, and
to determine how the theoretical measures defined earlier should be modified to support
polydisperse flows, a three-phase simulation was set up in Fluidity which extended the
earlier two-phase simulations.
Two particle diameters dd1 = 26 µm and dd2 = 48 µm in the range of those considered
by Carey (1997) were employed. Both dispersed phases had the same density of 2,340
kgm−3. A previously used (total) mass flux of 4.72 × 10−4 kgm−2s−1 was chosen and
remained constant, but was divided equally between the two dispersed phases such that
each one fluxed in at 2.36× 10−4 kgm−2s−1. All other aspects of the set-up remained the
same as the earlier two-phase simulations.
After performing the simulation, it was found that at early times the 26 µm particles and
48 µm particles behaved just like their monodisperse versions. That is, Stokes’ law settling
ensued once the particles first entered the water tank, as shown by the good agreement
with the Stokes’ law velocities of 0.00049 ms−1 and 0.00168 ms−1 (for dd1 = 26µm and
dd2 = 48µm, respectively) in Figure 5.19. The near-surface layer of particles that formed
was essentially divided up into two parts as a result of the different settling velocities;
the smaller 26 µm particles formed their own relatively thin and more concentrated ‘sub-
layer’, while the larger 48 µm particles were able to overtake the 26 µm particles and
form a thicker layer as shown in Figures 5.20a and 5.20f. After the initial growth of the
layer (as a whole), plumes formed from the thinner sub-layer layer of 26 µm particles
while the layer of 48 µm particles remained almost uniform in shape, as shown in Figures
5.20b and 5.20g. This occurred at approximately the same time as the monodisperse 26
µm simulation, but the plumes grew at a slightly slower rate which may have been the
result of the presence of larger particles that typically increase the stability of the system.
Despite this small difference, the dynamics of the each dispersed phase were qualitatively
similar to the monodisperse simulations of 26 µm and 48 µm particles up until this point
(see Figures 5.1 and 5.2 for a comparison).
The plumes of 26 µm particles that grew from the thin sub-layer eventually started to
influence the dynamics of the other part of the layer composed solely of 48 µm particles,
which were still settling at near-Stokes’ law velocity, by entraining them. The growth
of any small instabilities in the 48 µm particle sub-layer was essentially over-ridden by
the presence of the plumes of smaller particles. Therefore, while the two dispersed phases
behaved almost independently at early times, in a similar manner to the separate monodis-
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Figure 5.19.: Maximum velocity of ash particles in each dispersed phase against time, with
dd1 = 26 µm and dd2 = 48 µm, in a two-dimensional polydisperse simulation
of the experiments by Carey (1997).
perse versions, it was the smaller particles in the system that influenced the dynamics of
the whole polydisperse system at later times.
As the plumes continued to grow and entrain material the two dispersed phases became
strongly coupled to one another (as shown by the similar velocity profiles in Figure 5.19
at late times). This resulted in their volume fraction fields becoming almost identical
in shape (see Figures 5.20c–e and 5.20h–j). The plumes were of a comparable length to
those composed solely of 26 µm particles, although they appeared to be a few millimetres
thicker as a result of the larger particles. Furthermore, as the plumes descended, the
smaller particles tended to move a small distance away from the surface of the plumes and
instead drift behind a thin outer layer of larger particles because of drag reduction effects.
This suggests that a degree of sorting by settling velocity takes place during collective
particle descent and deposition, which is commonly seen in the real world (Carey, 1997;
Manville and Wilson, 2004).
Since the theoretical measures of the tendency for plume formation depend on the
particle diameter, it is worth considering how the measures should be modified to support
multiple particle diameters. To this end, four additional polydisperse simulations were
performed. The particle diameters chosen covered the range used by Carey (1997) and
are detailed in Table 5.7.
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Figure 5.20.: Visualisation of a three-phase, polydisperse ash settling simulation in Flu-
idity, with dd1 = 26 µm (top row) and dd2 = 48 µm (bottom row), at
t = 10, 30, 50, 80 and 120 s (from left to right). The volume fraction of the
dispersed phase (αd) is shown; warmer colours represent a higher volume
fraction. All visualisations show the whole 0.3 m × 0.7 m domain.
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Reference Mass flux (kgm−2s−1) dd1 (µm) dd2 (µm)
P1 4.72× 10−4 20 26
P2 4.72× 10−4 26 32
P3 4.72× 10−4 32 48
P4 4.72× 10−4 48 64
Table 5.7.: Reference table for the polydisperse simulations in the numerical parameter
study.
For the purpose of computing the dimensionless quantities Bvv, Bvi, and B
′
vi, plumes
were once again said to have formed when δ = h. However, the calculation of the layer
thickness through Stokes’ law (and also the calculation of τindividual) needs to be considered
carefully. It has already been shown here that the dynamics of ash settling in water can be
affected heavily by the end members of the particle size range, so simply using an average
for dd when computing both the layer thickness and τindividual may not be accurate in
general. It is also not appropriate to define the layer thickness as the maximum of the
thicknesses of the two ‘sub-layers’ that form within the whole near-surface layer, because
the thicker sub-layer (comprising larger particles) will eventually become entrained within
the plumes growing from the shallow sub-layer (comprising smaller particles). It is because
of this reason that using the Stokes’ law settling velocity of the smaller particles instead
of the larger particles gave a good estimation of the layer thickness. Therefore, when
computing h and τindividual, dd was chosen to be equal to dd1 .
The results from the parameter study of the polydisperse simulations are given in Table
5.8 and plotted in Figure 5.21 (for the B′vi measure only). Once again, the values for
Bvv did not lie consistently on a particular contour, whereas the measures that took
into account the balance between gravitational forces and inertial drag (Bvi and B
′
vi)
did. Moreover, these particular contours were the same as those determined from the
monodisperse simulations, suggesting that the measures are robust even when multiple
particle sizes are considered. Note also that only the definition of the layer thickness
and dd (in τindividual) needed to be treated carefully; the formulation of the dimensionless
quantity itself did not need to be changed.
5.5. Conclusion
In this chapter, adaptive unstructured mesh simulations of the particle settling experi-
ments by Carey (1997) were presented. These initially considered ash particles that were
48 µm and 26 µm in diameter. Particles fluxed in and began settling individually at the
correct velocity predicted by Stokes’ law, but once the bulk density of the tephra-water
mixture was large enough, plumes formed with the help of the small perturbations ran-
domly seeded in the dispersed phase’s volume fraction field. The velocities increased to
over 10 times those of individual particles settling at Stokes’ law velocity. For dd = 26 µm
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Figure 5.21.: B′vi results from the four polydisperse simulations (points P1–P4, detailed in
Tables 5.7 and 5.8), using δ = h. As before, points E1 and E2 correspond
to the experimental data (see Tables 5.3 and 5.6). Several contours of B′vi
are given by solid lines. Note that the x-coordinate of each numerical data
point corresponds to the smallest particle diameter used in each polydisperse
simulation, since this value is used to compute B′vi.
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and dd = 48 µm this happened after approximately 30 s and 60 s respectively, which closely
matched experimental observations. A convergence analysis showed that the adaptive un-
structured mesh used approximately one order of magnitude fewer nodes than the fixed
uniform unstructured mesh would to reach the same level of accuracy, further illustrating
the potential advantages that mesh adaptivity can bring to numerical models.
An evaluation of two quantitative measures of the tendency for plumes to form in water
was also presented. This used results from a suite of the ash settling simulations presented
earlier in the chapter, as well as data from the experiments by Carey (1997). The measure
that assumes collective settling is controlled by the balance between gravitational forces
and viscous drag forces (Bvv) did not consistently predict the onset of pluming and in some
cases grossly under-estimated the timescale of collective particle settling. In contrast, the
measure that assumes collective settling is controlled by the balance between gravitational
forces and inertial drag forces (Bvi) correctly predicted plume onset conditions for all
numerical simulations, and was much more consistent with experimental data, highlighting
the need to take the inertia of particle-laden density currents into account. The measure
also needed to take into account the fact that δ is related to the layer thickness h; after
forming an approximate relation between the two variables, δ = h m, the Bvi measure
became even more robust at predicting plume formation.
Despite Bvi being a more suitable measure than Bvv, the expression for the instability
growth rate used to derive Bvi was found to exhibit significant error relative to the growth
rate observed in the numerical simulations. An alternative measure B′vi was therefore
derived using an expression for the growth rate by Youngs (1984), and evaluated. This
showed much greater accuracy, particularly in early times when plumes clearly had not
begun to form, but the other measures implied that plumes were already well into their
growth stage. By interpreting B′vi as a ratio of velocities, it was estimated that the initial
speed of the descending plumes after formation is 1.5 times the individual particle settling
velocity, though this speed can grow by plumes merging. Furthermore, the formulation of
B′vi means that it can be estimated from the properties of the final deposit (albeit in a
very idealised scenario); knowledge of the particle mass flux and duration are not required.
Finally, a further evaluation of the alternative measure using results from polydisperse
simulations comprising two dispersed phases demonstrated the measure’s robustness once
more, despite the dynamics being significantly different to the monodisperse simulations
because of the different particle sizes. The measure therefore permits the residence times
of particles in a large body of water to be more accurately determined and also allows the
improved interpretation of the layers of volcaniclastic material along the seabed.
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6. The Compressible Multiphase Flow
Model
6.1. Overview
This chapter describes the compressible multiphase flow model developed within Fluid-
ity. The opening section details the governing equations of the model, originally stated
in Chapter 2. In addition to the coupled continuity and momentum equations, the con-
servation of specific internal energy equation is also given because of the non-isothermal
nature of the compressible flow systems under consideration. Two solution methods are
implemented; the first is an extension of the projection method used in the incompressible
flow model, and the second explicitly solves the continuity equation for the density (and
therefore pressure) which satisfies the conservation of mass law. Both methods are verified
with the method of manufactured solutions using the P2-P1 and P1-P0 element pairs, and
then validated using data from shock tube experiments and simulations published in the
literature.
6.2. Model Equations
Before stating the governing equations, it should be emphasised that the applications of
the compressible multiphase flow model deal exclusively with gas-solid flows. Therefore,
only the continuous (gas) phase will be treated as a compressible fluid; every dispersed
phase is assumed to be incompressible. As per the incompressible multiphase flow model,
continuity and momentum equations are required to describe the dynamics. However, all
flow systems under consideration are non-isothermal and require an additional equation to
be solved for the changes in the internal energy of each phase. All equations are considered
on a fixed domain Ω ⊂ R3 with boundary ∂Ω for a given period of time [0, T ].
6.2.1. Continuity Equation
By assuming a common pressure field, only one continuity equation is required. This
‘bulk’ continuity equation is derived from the continuity equation for a single phase, (2.1).
The continuity equation for the compressible gas phase (with index i = 1) is
∂ (α1ρ1)
∂t
+∇ · (α1ρ1u1) = 0, (6.1)
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whereas
∂αi
∂t
+∇ · (αiui) = 0, (6.2)
for the Nphases − 1 incompressible dispersed phases (i = 2, 3, . . . , Nphases).
Adding together (6.2) for all incompressible phases i = 2, 3, . . . , Nphases, and using the
fact that
∑Nphases
i=2 αi = 1− α1, yields
− ∂α1
∂t
+
Nphases∑
i=2
∇ · (αiui) = 0. (6.3)
Splitting up the time derivative in (6.1) gives
α1
∂ρ1
∂t
+ ρ1
∂α1
∂t
+∇ · (α1ρ1u1) = 0, (6.4)
and substituting in (6.3) gives the single continuity equation for the whole system,
α1
∂ρ1
∂t
+ ρ1
Nphases∑
i=2
∇ · (αiui)
+∇ · (α1ρ1u1) = 0. (6.5)
6.2.2. Momentum Equation
This work uses the non-conservative form of the momentum equation (2.4), given by
αiρi
∂ui
∂t
+ αiρiui · ∇ui = −αi∇p+ αiρig +∇ · (αiτi) + fi, (6.6)
for a phase with index i. Although this appears to be the same as the incompressible flow
model’s momentum equation (4.3), the full form of the stress tensor
τi = µi
(
∇ui + (∇ui)T
)
− 2
3
µi (∇ · ui) I, (6.7)
must be used for compressible flows since the velocity divergence term cannot, in general,
be neglected.
6.2.3. Internal Energy Equation
It is often convenient to just consider the specific internal energy of a system ei rather than
its total energy, since it is a necessary quantity for determining the pressure field from
an equation of state. The specific internal energy equation (2.13) in the non-conservative
form is given by
αiρi
∂ei
∂t
+ αiρiui · ∇ei = −αip∇ · ui −∇ · (αiqi) +Qi, (6.8)
for a phase with index i.
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6.2.4. Equation of State
Unlike incompressible flow, an equation of state (EoS) is required to determine the pressure
from other flow variables such as density and internal energy (Saad, 1985). For dilute
gas-solid compressible flows, it can be assumed that the influence of the incompressible
dispersed phase(s) on the common pressure field is negligible (Fan and Zhu, 2005), thus the
EoS need only be written in terms of the compressible continuous phase’s properties. As
per Fluidity’s single-phase compressible flow model (see the paper by Nelson et al. (2011)
for more details), this work uses the ideal gas EoS because it offers a good approximation
to the dynamics for a broad range of conditions (Saurel and Abgrall, 1999):
p = (γc − 1)ecρc, (6.9)
where the subscript c once again denotes properties of the continuous phase. The term γc
is the ratio of specific heats
γc =
Cp,c
Cv,c
, (6.10)
where Cp,c and Cv,c are the specific heats (of the compressible gas phase) at constant
pressure and volume, respectively.
A current minor limitation of the model is that ρc and ec must use the same function
space as pressure. For example, in the case of the P1-P0 element pair, the density and in-
ternal energy fields are discretised on a P0 function space (with the discontinuous Galerkin
finite element method).
6.2.5. Advection Equation for the Volume Fraction Field
In general, the advection equation for the volume fraction of phase i is (Prosperetti and
Tryggvason, 2007)
∂ (αiρi)
∂t
+∇ · (αiρiui) = 0. (6.11)
In Fluidity, the assumption of incompressibility is made such that (6.11) becomes
∂αi
∂t
+∇ · (αiui) = 0. (6.12)
This is valid for all phases in the incompressible multiphase flow model. On the other hand,
for the compressible multiphase flow model considered in this chapter, (6.12) is not valid
for the single compressible continuous phase since the density can change both in space
and time. However, since only Nphases−1 volume fraction fields need to be solved for, just
the (incompressible) dispersed phase volume fraction fields are computed for convenience.
As a result, the volume fraction of the single compressible phase (with index i = 1) can
easily be determined using
αc = α1 = 1−
Nphases∑
i=2
αi, (6.13)
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which ensures that the volume fraction fields sum to unity.
6.3. Hydrostatic Balance
In regions where a fluid is completely motionless, the momentum equation reduces to
αi∇p = αiρig. (6.14)
This is known as hydrostatic balance. In the case of large-scale flows in the atmosphere
such as those considered in Chapter 7, hydrostatic balance occurs throughout the majority
of the domain and it is therefore essential that this balance between the pressure gradient
and buoyancy force is accurately represented in a numerical model (Maddison et al., 2011).
Any small imbalance introduced by the discretisation (e.g. unbalanced element pairs) or
the solution algorithm (e.g. through the cancellation of significant digits (Restelli and
Giraldo, 2009)) can rapidly grow and yield spurious pressure oscillations which propagate
throughout the domain. To reduce the potential introduction of such errors, a splitting
technique similar to the one used by Giraldo and Restelli (2008) was employed which
decomposes the pressure and density fields into a hydrostatic (‘background’) component
which is known from the initial condition, and a non-hydrostatic (‘perturbation’) compo-
nent:
p = p¯+ p′, (6.15)
ρi = ρ¯i + ρ
′
i, (6.16)
where the overbar and prime denote the background and perturbation components, re-
spectively. By definition the hydrostatic components balance and the momentum equation
can therefore be re-written as
αiρi
∂ui
∂t
+ αiρiui · ∇ui = −αi∇ (p− p¯) + αi (ρi − ρ¯i) g +∇ · (αiτi) + fi. (6.17)
The subtraction of the hydrostatic components means that small perturbations are less
likely to become swamped by the dominant hydrostatic component, which helps to main-
tain an accurate balance.
6.4. Solution Method 1: Compressible Projection
The incompressible multiphase flow model described in Chapter 4 uses a pressure pro-
jection method to solve the momentum equations whilst satisfying continuity. A similar
method is used with the compressible multiphase flow model1, but instead of (4.2) it is
the new bulk continuity equation (6.5) that needs to be enforced.
1Note that the implementation of the projection method for the compressible multiphase flow model
extended the existing single-phase version of the method in Fluidity.
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At the beginning of each Picard iteration, two quantities are computed from the equation
of state (6.9) using the most up-to-date values of p, ρc and ec. The first is
∂ρc
∂p
=
1
(γc − 1)enc
, (6.18)
which is then used to compute an approximation to the density ρEoSc using
ρEoSc = p
n∂ρc
∂p
. (6.19)
The discretisation of the momentum equations happens as per the incompressible case,
and intermediate velocities are then obtained by solving each phase’s momentum equation.
Once again these intermediate velocities do not satisfy the single (bulk) continuity equation
in general. The velocities therefore need to be corrected so that the discrete version of the
continuity equation
α˜c
ρtentc − ρnc
∆t
+
Nphases∑
i=1
CTρc,iu
tent
i − ri
 = 0, (6.20)
is satisfied. As per the incompressible projection method, α˜c denotes the non-linear ap-
proximation to the volume fraction field of the continuous phase, and ri contains similar
surface integrals as a result of integrating the weak form of the continuity equation by
parts. However, unlike the incompressible projection method, the divergence matrix is
not simply the transpose of the gradient matrix Ci because the continuous phase’s density
field is included. Therefore, along with the assembly of the gradient matrix, a sepa-
rate divergence matrix CTρc,i is assembled for each phase. These matrices depend on the
most up-to-date value for the continuous phase’s density ρEoSc , and their form depends
on whether the continuous phase or the dispersed phase(s) is being considered. For the
continuous phase,
CTρc,ij =
∫
Ω
φi∇ ·
(
α˜cρ
EoS
c φj
)
dV, (6.21)
whereas for the dispersed phase(s),
CTρc,ij =
∫
Ω
φiρ
EoS
c ∇ · (α˜dφj) dV, (6.22)
where φi and φj are the values of the basis functions at nodes i and j, respectively.
Analogously to the incompressible projection method, a discrete Poisson equation for
pressure needs to be assembled and solved for the pressure correction term ∆p. Starting
with (4.15) as before, the mass matrix is inverted. In the compressible projection method,
both sides are multiplied through by the compressible divergence matrix CTρc,i, such that
CTρc,i
(
utenti − u∗i
)
= ∆tCTρc,iM
−1
i Ci∆p. (6.23)
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Using the fact that
∑Nphases
i=1
(
CTρc,iu
tent
i − ri
)
= −α˜c ρ
tent
c −ρnc
∆t from the discrete continuity
equation, the pressure correction term is found by solving
− α˜c ρ
tent
c − ρnc
∆t
+
Nphases∑
i=1
(
ri −CTρc,iu∗i
)
= ∆t
Nphases∑
i=1
CTρc,iM
−1
i Ci
∆p. (6.24)
Notice that by multiplying through by the sum of compressible divergence matrices,
−α˜c ρ
tent
c −ρnc
∆t is obtained as a residual in order to satisfy continuity. The treatment of
this term uses the pressure and density at different time-levels and the most up-to-date
value of ∂ρc∂p , since ρ
tent
c is not yet known:
α˜c
∂ρc
∂p (p
EoS − p∗) + (ρnc − ρEoSc )
∆t
−
N∑
i=1
(
CTρc,iu
∗
i + ri
)
= ∆t
N∑
i=1
(CTρc,iM
−1
i Ci + α˜c
∂ρc
∂p
∆t2
)∆p. (6.25)
Finally, the density ρEoSc is updated to form the most recent tentative solution for
density ρtentc , using p
tent and the EoS, at the end of each Picard iteration. While only two
Picard iterations have been used for all simulations presented thus far, note that in the
compressible flow simulations that follow, further Picard iterations are necessary to deal
with the additional non-linearity introduced through the equation of state. The exact
number of iterations is not fixed; instead, Fluidity keeps performing iterations until a
user-defined tolerance is reached.
6.5. Solution Method 2: Explicit
A second solution method, known as the explicit method, was implemented within Fluidity
as part of this research for the solution of compressible multiphase flow problems. The
explicit method permits the use of a discontinuous pressure field, which is not currently
possible with the compressible projection method in Fluidity. By using a P0 representation
for the pressure field (i.e. piecewise discontinuous constant basis functions), the enhanced
numerical diffusivity resulting from the lower order function space can help prevent any
spurious oscillations around discontinuities.
The method begins by solving the momentum equation of each phase to march the
velocity fields forward in time, using the pressure computed from the density and specific
internal energy fields (via the equation of state) from the previous non-linear iteration.
It then explicitly solves the discrete continuity equation (6.20) for the next (tentative)
solution to the density of the continuous phase, ρtentc , using the most up-to-date velocity
and volume fraction fields available. This is unlike the compressible projection method,
which seeks the pressure field that makes the velocity fields satisfy the continuity equation.
Instead, it is the density field that is used to maintain conservation of mass; since the
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pressure is found through the equation of state using this density field, then using such
a pressure field in the momentum equation means that the velocity fields that are solved
for will automatically satisfy the continuity equation as well.
One restriction of the method is that the function spaces of the fields in the equation
of state (i.e. pressure, density, and specific internal energy) must all be the same. Since
the pressure field is always represented by discontinuous basis functions when using the
explicit method throughout this thesis, the discontinuous Galerkin finite element method
was used to discretise both the continuity equation (for density) and the specific internal
energy equation in the same function space. The explicit method also comes with a tighter
restriction on the time-step size because of the CFL condition.
6.6. Model Verification
The Method of Manufactured Solutions (Roache, 2002) was once again used to construct
an analytical solution with which the rate of solution convergence, computed by the two
numerical methods, could be compared. In addition to the pressure and velocity fields,
the solution errors for the specific internal energy fields and the continuous phase’s density
field were considered.
The verification of the incompressible flow model required ui and αi to be chosen such
that the continuity equation was satisfied. This is not necessary with the compressible
flow model because a source term can also be added to the continuity equation in Fluidity.
The steps of the method of manufactured solutions therefore become:
1. Choose an analytical solution for each ui, αi, ei, ρi and p.
2. For each phase i = 1, 2, . . . , Nphases:
a) Substitute ui, αi, ρi, ei and p into phase i’s momentum equation and specific
internal energy equation, and also the single continuity equation. Since the
analytical solution will not be the exact solution in general, a non-zero residual
term will be present on the RHS (i.e. a source term) of each equation.
b) Form a new version of phase i’s momentum equation and specific internal energy
equation which includes this extra source term, so that the residual will now be
zero. In other words, the analytical solutions that were chosen at the beginning
are now the exact solutions for these new versions of the equations.
c) Form a new version of the ‘bulk’ continuity equation which includes the residual
by adding in a source term.
3. Solve the new set of momentum equations, specific internal energy equations, and
continuity equation which include the source terms.
4. Obtain the error for a range of characteristic element lengths, and plot this error to
determine the order of convergence.
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Parameter Value
uc [5 sin(x
2) cos(y2), 10(x2 + y2)]T
ud [12 sin(x
2) cos(y2) + 2.5x2, 10(x2 + y2)]T
ec 2 sin(x
2)2 + 50
ed cos(x
2)2 + 10
kc 0.025
Cv,c 700
Cv,d 1,000
γc 1.4
ρc cos(x
2 + y2) + 10
ρd 5.0
αd 0.2
µc 0.7
µd 0.7
dd 10
−3
g [
√
2,
√
2]T
Table 6.1.: Analytical solutions and physical parameters used in the P2-P1 MMS simula-
tion to test the compressible projection method.
Two-phase MMS tests were created to verify the order of convergence when using the
compressible projection method and the explicit method. These are discussed below.
6.6.1. Compressible Projection Method
When using the compressible projection method, the velocity and pressure fields must
always be discretised with the continuous Galerkin finite element method. Although the
implementation permits the use of the discontinuous Galerkin finite element method for
velocity (but not for pressure), a caveat is that the approach for evaluating the veloc-
ity gradient at discontinuous element boundaries (using the scheme by Bassi and Rebay
(1997)) currently requires the viscous stress tensor to neglect the term ∇ · ui. This may
be acceptable for flows that do not undergo strong compression (or expansion) since the
divergence of the velocity will be small. However, all the flows considered in this work
display noticeable shock waves and expansion/rarefaction waves. For this reason, in ad-
dition to its desirable LBB-stability properties, the P2-P1 element pair (also known as
the Taylor-Hood element pair (Larson and Bengzon, 2013)) was chosen to represent the
velocity and pressure fields for the MMS simulations. The density and specific internal
energy fields were discretised using a control volume approach with first-order upwinding
(see Section 3.3.2 of Chapter 3). All other fields were prescribed (i.e. set to a known value
that is constant in time), and were represented using a P1 function space.
For each field that needed to be solved for, Dirichlet boundary conditions that agreed
with the analytical solution were imposed along with a zero initial condition. The dimen-
sions of the domain were −0.1 ≤ x ≤ 0.7 and 0.2 ≤ y ≤ 0.8. Table 6.1 lists the arbitrary
values chosen for the various flow quantities.
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Three fixed unstructured meshes composed of triangular elements were produced with
Gmsh (Geuzaine and Remacle, 2009) using characteristic element lengths of l = 0.1, 0.05,
and 0.025. Decreasing time-step sizes of 0.005, 0.0025 and 0.00125 maintained a constant
bound on the Courant number. Due to the enhanced non-linearity of the model equations,
the number of non-linear iterations Fluidity had to perform in each time-step was not fixed.
Instead, Fluidity kept performing non-linear iterations until the condition max(|σk+1i −
σki |) ≤ 10−7 was attained for some tentative solution with index k (and for each field σi),
after which the time-step was deemed complete. This generally took between 5 and 20
non-linear iterations.
All simulations were run until the steady-state conditions max(||un+1c − unc ||2) ≤ 10−7,
max(||un+1d − und ||2) ≤ 10−7, max(|en+1c − enc |) ≤ 10−7, max(|en+1d − end |) ≤ 10−7 and
max(|pn+1 − pn|) ≤ 10−7 were attained, for some time-level n. The results of the conver-
gence analysis are shown in Figures 6.1, 6.2 and 6.3.
As previously mentioned, the density and specific internal energy fields were discretised
using a control volume approach with a first-order upwinding scheme. Since the pressure
was determined through an equation of state that linked these variables together, the
pressure field exhibited first-order convergence as a result. The velocity field also converged
at around first-order, despite the field being represented by a P2 function space. The
reduced convergence for the velocity field was most likely because of the dependence of
the momentum equation on the solution of the density field; this field displayed first-
order convergence and essentially fed this dominant error back into the velocity solution.
To check that this was indeed the case, and not a problem with the solution method’s
implementation, another MMS test was set up in which the density and specific internal
energy fields were discretised with the continuous Galerkin finite element method using
piecewise continuous linear (P1) basis functions (with no first-order upwind stabilisation).
The plots in Figures 6.4, 6.5 and 6.6 show an increase to second-order convergence not
only for the density and internal energy fields, but also for the pressure and velocity fields.
This demonstrates that even if the velocity field is represented by a high order function
space, the fields used in the momentum equation also need to be adequately represented
to achieve the expected order of convergence.
For each field, the difference between the numerical and analytical solutions converged at
the correct rate, thus providing confidence in the implementation of the numerical method.
Despite the successful implementation of a higher-order discretisation for the density and
internal energy fields, the work that follows continues to use the control volume approach
to help maintain boundedness.
6.6.2. Explicit Method
The P1-P0 element pair was used for verifying the explicit solution method. As before, two-
phases were considered. The domain, characteristic element lengths, time-steps, steady-
state convergence criteria, initial conditions and boundary conditions were the same as
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Figure 6.1.: P2-P1 MMS test convergence results for the following fields: a) p, b) uc, c)
ud, d) ρc, e) ec, f) ed. The density and internal energy fields are discretised
with a control volume approach. All fields converge at first-order. Continued
in Figures 6.2 and 6.3.
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Figure 6.2.: Figure 6.1 continued.
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Figure 6.3.: Figure 6.1 continued.
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Figure 6.4.: P2-P1 MMS test convergence results for the following fields: a) p, b) uc, c)
ud, d) ρc, e) ec, f) ed. The density and internal energy fields are discretised
with the continuous Galerkin finite element method with P1 basis functions.
All fields converge at second-order. Continued in Figures 6.5 and 6.6.
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Figure 6.5.: Figure 6.1 continued.
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Figure 6.6.: Figure 6.1 continued.
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Parameter Value
uc [sin(x
2 + y2) + 0.5, 0.1(cos(x2 + y2) + 0.5)]T
ud [cos(x
2 + y2) + 2.5x, 0.5xy]T
ec 1.25xy + cos(x+ y) + 20.0
ed sin(xy) + 10.0
ρc 0.5(sin(x
2 + y2) + 1.5)
ρd 3.0
kc 0.025
Cv,c 700
Cv,d 1,000
γc 1.4
αd 0.5 cos(3x
2y)− 0.1
µc 0.7
µd 0.7
dd 48× 10−6
g [
√
2,
√
2]T
Table 6.2.: Analytical solutions and physical parameters used in the P1-P0 MMS simula-
tion to test the explicit solution method.
those used in the MMS tests of the compressible projection method.
Table 6.2 lists the arbitrary values used for the various flow quantities. The results of
the convergence analysis are shown in Figures 6.7, 6.8 and 6.9. As expected, first-order
convergence was achieved for the pressure, density and specific internal energy fields be-
cause of their representation by piecewise constant basis functions. Despite the velocity
field being composed of piecewise linear basis functions, it too displayed first-order conver-
gence because of the first-order error introduced by the pressure and density fields which
appear in every term in the momentum equation.
6.7. Model Validation
Compressible flow models are often validated by simulating problems involving shock waves
because such phenomena offer several advantages. Shock waves are inherently discontinu-
ous and characterised by sudden large changes in the pressure, density and internal energy
of a compressible fluid. High-order numerical solutions can exhibit spurious Gibbs’ oscilla-
tions around these discontinuities (Pirozzoli, 2011), and as a result many solution methods
introduce an artificial viscosity around the shock wave to smoothen out the discontinu-
ity and prevent such oscillations, or use flux limiters to preserve solution monotonicity
(Harten, 1983), for example. Shock waves therefore provide a means of testing the robust-
ness of the solution method and its ability to capture discontinuities accurately. Shock
waves are also relatively straight-forward to generate experimentally using a shock tube.
This is a closed tube separated into two parts: a driver section containing gas under high
pressure, and a driven section containing gas at a lower pressure (often standard atmo-
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Figure 6.7.: P1-P0 MMS test convergence results for the following fields: a) p, b) uc, c) ud,
d) ρc, e) ec, f) ed. The density and internal energy fields are discretised with
the discontinuous Galerkin finite element method with P0 basis functions. All
fields converge at first-order. Continued in Figures 6.8 and 6.9.
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Figure 6.8.: Figure 6.7 continued.
152
10−1 100
Characteristic element length
10−3
10−2
10−1
E
rr
or
in
L2
no
rm
Internal energy error
First-order convergence
(e)
10−1 100
Characteristic element length
10−3
10−2
10−1
E
rr
or
in
L2
no
rm
Internal energy error
First-order convergence
(f)
Figure 6.9.: Figure 6.7 continued.
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spheric pressure). These sections are separated by a diaphragm which, when ruptured,
generates the shock wave as a result of the sharp pressure gradient between the driver
and driven sections. Sensors inside the tube record the pressure, temperature and ve-
locity fluctuations. There is a vast amount of experimental data available for these flow
quantities, so shock tube problems are useful for validating the numerical model.
There are three fundamental components to any shock problem (Saad, 1985). The
first is the shock wave itself (also known as the shock front), which is a propagating
disturbance characterised by the sharp jump in density, pressure and internal energy. This
is illustrated by the red line in Figure 6.10. The air behind the shock expands and another
wave characterised by decreasing density, pressure and internal energy is generated which
travels in the opposite direction to the shock. This is called a rarefaction/expansion wave
(highlighted in blue). The area that separates the shock front and the rarefaction wave
is known as the contact discontinuity (highlighted in green) which contains another sharp
jump in the density and internal energy fields, but unlike the shock wave the pressure and
velocity are constant across it.
For simple setups comprising a single gas phase, the problem can be formulated math-
ematically as a Riemann problem (Colella and Glaz, 1985). Seeking a solution using the
method of characteristics yields a set of analytical formulae for the pressure, density, in-
ternal energy and velocity fields. However, the existence of another phase can significantly
alter the dynamics and dramatically increase the complexity of the problem; for example,
solid particles provide resistance to a shock wave travelling through a gas, and can there-
fore dampen it through absorption of its momentum and energy (Miura and Glass, 1982).
This particular effect has implications for volcanic eruptions (Chojnicki et al., 2006) where
shock waves form as a result of the initial explosive inlet of hot gas and ash, and is there-
fore important in the context of the applications presented in Chapter 7. The extremely
complex nature of compressible multiphase flow problems means that analytical solutions
are rare, so to validate the numerical model this section presents simulations of two shock
tube experiments that involve both a continuous gas phase and a solid dispersed phase.
The numerical results from Fluidity are compared with the experimental data.
6.7.1. Shock-Induced Fluidisation
A set of experiments presented by Rogue et al. (1998) and Saurel et al. (2010) considered
a 6 m high vertical shock tube with a 0.13 × 0.13 m2 cross-sectional area. The driver
section was 1 m long and contained compressed air such that the pressure ratio across the
diaphragm that separated the driver and driven sections was 1:3.43. Once the diaphragm
ruptured, a shock wave was generated which propagated upwards towards a dense bed of
particles situated 3.055 m above the diaphragm. These particles were supported by a thin
plastic membrane which did not perturb the flow. Initially, the particles were uniformly
distributed in the bed and were closely packed. Various bed thicknesses were considered
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Pressure
Position
Pressure
Position
Figure 6.10.: Plots of pressure against position to illustrate the key components of a typical
(one-dimensional) shock problem. The upper plot shows the initial condition
at t = 0 s comprising a sharp pressure gradient that creates the shock. The
lower plot shows the pressure field after some later time t > 0 s. The shock
front (highlighted in red) is travelling in the positive direction along the x-
axis and is characterised by the sharp jump in pressure. The rarefaction
wave (highlighted in blue) is characterised by the decrease in pressure. The
zone that separates the shock and rarefaction wave by a constant pressure is
known as the contact discontinuity (highlighted in green).
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Driver section
ρg = 3.75 kgm
−3
p = 3.43× 105 Pa
αd = 10
−7
Driven section
ρg = 1.2 kgm
−3
p = 1.0× 105 Pa
αd = 10
−7
Upstream gauge Downstream gauge
αd = 0.65
Time
Position
Rarefaction wave
Shock wave
Contact discontinuity
Reflected shock Transmitted shock
Figure 6.11.: Setup of the shock tube experiments presented by Rogue et al. (1998) and
Saurel et al. (2010) (not to scale), with a corresponding phase diagram. The
black circles represent the closely-packed particles in the 2 cm-thick particle
bed. Note that the shock tube was positioned vertically in the experiments,
but is drawn horizontally here so that the phase diagram can be interpreted
clearly.
in the experiments, but this work focussed only on the thickest of them2: a 2 cm-thick
bed of Nylon particles, each with a diameter of 2 mm and a density of 1,050 kgm−3.
Two pressure gauges were located 11 cm below and 4.3 cm above the particle bed. These
are termed the upstream and downstream gauges, respectively, and were used to study
the dynamics of the shock wave as it interacted with the particle bed. An overview of the
experimental setup is illustrated in Figure 6.11.
The experiment was modelled in two dimensions using Fluidity to test the accuracy of
the compressible multiphase flow model. The numerical setup closely matched that of the
experiment, using the initial conditions for pressure, density and volume fraction given in
Figure 6.11. Throughout the domain the continuous and dispersed phase were assumed to
be in thermal equilibrium such that Tc = Td = 300 K at t = 0 s. Furthermore, γc = 1.4,
Cv,c = Cv,d = 718 Jkg
−1K−1, and kc = 0.026 Wm−1K−1 which represent dry air at
standard atmospheric conditions (Kadoya et al., 1985; Zdunkowski and Bott, 2003). Heat
diffusion was neglected due to the short time-scale over which the shock wave travelled.
The physical viscosities µc and µd were set to 1.85 × 10−5 Pas (a typical value for the
viscosity of dry air at 300 K and at standard atmospheric pressure (Kadoya et al., 1985))
and 0.5 Pas (Neri et al., 2003), respectively.
The dispersed phase’s volume fraction for the bed was set to 0.65 as measured in the
experiments that considered 2 cm-thick packed beds (Rogue et al., 1998; Saurel et al.,
2Although details of the setup and results from this particular experiment were published by Saurel et al.
(2010), the experiment was first described in the thesis by Rogue (1997). However, this reference was
not accessed.
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2010). This is a typical value for spherical particles at maximum packing (Sigurdsson
et al., 1999). Everywhere else, the volume fraction of the dispersed phase was set to 10−7
to prevent singularities in the matrix system. The Ergun (1952) drag correlation (2.24)
was selected because of the dense flow regime encountered.
A zero initial velocity field was assumed for both phases. A free-slip velocity boundary
condition and a zero flux boundary condition for the dispersed phase’s volume fraction
were applied on all sides of the domain. No boundary conditions were imposed on pressure,
density or specific internal energy.
Both solution methods were evaluated. The P2-P1 element pair was used with the
compressible projection method, and the P1-P0 element pair was used with the explicit
method. In each case the timestep was fixed at 7.5× 10−6 s, the simulation was run until
t = 0.01 s, and the fixed unstructured mesh was generated with Gmsh (Geuzaine and
Remacle, 2009) using a characteristic element length of 0.0085 m.
The diaphragm separating the driver and driven sections was not modelled; it was
assumed to have ruptured at the beginning of the simulation. This also applies to the
plastic membrane that initially held the particle bed in suspension for practical reasons.
There was no need to initially suspend the particles in the numerical model because the
effects of gravity were neglected; this was justifiable because of the very short time-scale
over which the experiment took place.
When capturing shock waves, empirical experience has shown that the conservative form
of the momentum equation should be employed in order to accurately model the position
of the shock front (Wendt, 2009). However, as mentioned in Section 2.5 of Chapter 2,
the non-conservative form has been chosen for convenience in this work. Therefore, in
addition to the inherent numerical dissipation that the discretisation and solution methods
introduce, the choice of non-conservative form may also cause inaccuracy in the position
of the shock wave after a certain period of time because its momentum is not necessarily
being conserved. To this end, the particle bed was moved closer to the diaphragm to
minimise the amount of momentum loss and numerical diffusion of the shock front as it
propagated. This did not affect the comparison with the experimental data because t = 0
ms in the presented results was the assumed point at which the shock wave hit the bed,
and not when the diaphragm ruptured. This allowed the data to be offset and overlaid
with the numerical results.
The experimental data from the two pressure gauges were compared with the numerical
results from Fluidity in Figure 6.12. The time along the x-axis is offset such that the
shock wave hits the particle bed at t = 0 ms.
The first jump in the pressure reading at the upstream gauge corresponded to the
approach of the incident shock wave at 180,000 Pa. The incident shock eventually impacted
the particle bed at t = 0 ms causing increased pressure at both gauges. At the upstream
gauge the second jump in pressure to almost 300,000 Pa was due to the majority of the
shock being reflected back upstream and compressing the downstream-travelling gas in
the contact discontinuity. At the downstream gauge a much smaller increase in pressure
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Figure 6.12.: Pressure gauge readings from the simulation of a shock-induced fluidisation
experiment in Fluidity, using (a) the compressible projection method, and
(b) the explicit method. The experimental results published by Saurel et al.
(2010) are also plotted and were gratefully received through personal com-
munication with R. Saurel (Saurel, 2012). The vertical dashed line highlights
the point at which the shock wave hits the particle bed (t = 0 s). The terms
‘downstream’ and ‘upstream’ refer to the gauges above and below the particle
bed, respectively.
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was detected as the transmitted shock passed through the particle bed causing fluidisation
(i.e. fluid-like behaviour of the solid particles). The discrepancy between numerical and
experimental data at the downstream gauge between t = 0 ms and t = 2 ms may have
been due to excessive numerical diffusion of the particle bed which caused a stronger
transmitted shock wave to pass through it.
The ascending particle bed passed the downstream pressure gauge at around t = 2
ms. The pressure behind the bed was still much higher than at the transmitted shock
front due to the resistance of the bed, which explains the sharp increase to approximately
240,000 Pa. After this point the two pressure readings were approximately the same since
the pressure behind the bed did not significantly change in the distance between the two
gauges. Eventually the rarefaction wave from the initial shock reflected off the bottom of
the shock tube and steadily ‘cancelled out’ the powerful reflected shock wave.
Both solution methods were able to capture the key processes observed in the experi-
ment. However, in each simulation the shock caused the particles in the bed to ‘bunch
up’, yielding a volume fraction much greater than unity which is non-physical. Although
the volume fraction field can be truncated, this should only be done for small numerical
over-/under-shoots, otherwise it can cause problems for convergence. It is for this reason
that the timestep and the mesh had to be kept coarse enough to introduce numerical
diffusion and stop the particles from building up in this case. The multiphase flow models
developed in this work were only designed for relatively small dispersed phase volume frac-
tions (i.e. dilute flow, not dense flow), so extra physical processes such as particle-particle
interaction may need to be modelled to solve this issue.
As a result of its implicit nature, the compressible projection method displayed signifi-
cantly more smoothing of the shock fronts than the explicit method despite a higher-order
function space being used to represent the pressure, density and internal energy fields. In
theory, using a smaller timestep would allow the compressible projection method to cap-
ture the discontinuity in the pressure field more accurately, but for the reasons that were
previously mentioned, the timestep had to be kept relatively large for numerical stability.
In contrast, the sharp discontinuity in the pressure field was captured more accurately us-
ing the explicit method, but more pronounced spurious Gibbs’ oscillations were produced
around the shock front as a result. This may explain why the tail end of the particle
bed arrived significantly later at the downstream pressure gauge with the explicit method.
Nevertheless, the interaction between the shock wave and the particles was captured rea-
sonably well and provided confidence in the ability of the numerical model to predict the
dynamics of compressible gas-solid flows.
To further validate the numerical model, the position of the rising particle bed through-
out time was also investigated. Rogue et al. (1998) defined the upper front of the particle
bed as the highest position where the dispersed phase’s volume fraction was greater than
or equal to 0.3; the same value was used in this work. It was also noted by Rogue et al.
(1998) that the position of the lower front was ambiguous because the true value of the vol-
ume fraction could not be accurately determined from the experiments, and was therefore
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not considered here. In general, a satisfactory agreement with the experimental data was
obtained as shown in Figure 6.13. The slight deviation after 1.2 ms in Figure 6.13a was
most likely due to excessive numerical diffusion from the implicit compressible projection
method, causing the front of the particle bed to be ‘smeared’ further up the domain. Nev-
ertheless, the simulations captured the most important processes that took place in the
experiments reasonably well, providing confidence in the validity of the numerical model
and both of the solution methods that were implemented.
6.7.2. Dusty Gas Shock Tube
In contrast to the shock-induced fluidisation experiments presented by Rogue et al. (1998)
and Saurel et al. (2010) which considered shock wave interactions with a dense particle
bed, several experimental studies have considered the behaviour a shock wave propagating
through a dilute cloud of particles suspended in air (Crowe et al., 1963; Selberg and
Nicholls, 1968). This particle-laden air is referred to as a dusty gas. Miura and Glass
(1982) performed a numerical simulation of the particle-shock interaction, and while their
numerical setup was not associated to a particular experiment, it captured the key features
that had been observed.
Using the same setup as Miura and Glass (1982), a simulation was performed with
Fluidity. Although the simulation on its own was not a thorough validation exercise (since
no experimental data for the flow fields were available), it did serve as a useful comparison
against another numerical model and also offered an interesting insight into the dynamics
of shock wave interaction with particle clouds. This is something that will later be relevant
to the model’s application regarding explosive volcanic eruptions.
In comparison with the shock-induced fluidisation experiment described in Section 6.7.1,
the most important differences here were the higher pressure ratio of 1:10 across the
diaphragm, which provided a further challenge for the numerical model, and the existence
of a cloud of (smaller but denser) particles occupying the entire driven section rather than
a single dense bed just 2 cm thick. The simulation setup is illustrated in Figure 6.14.
As per the work of Miura and Glass (1982), the solution fields p, ρc, ec, ed, αd, uc
and ud were normalised by the reference quantities in Table 6.3. The timestep was fixed
at 10−6 s and the simulation was run until t = 3.77 × 10−4 s (i.e. a normalised time of
τ = 4). The domain was one-dimensional with −0.271 ≤ x ≤ 0.271 m, corresponding to
a normalised length of −10 ≤ x/l ≤ 10. The mesh comprised 200 elements, each with a
normalised length of 0.1.
The particles were spherical glass beads which had a diameter of 10 µm and a density
of 2,500 kgm−3, similar to that of volcanic ash (Rose and Durant, 2009). The physical
viscosities µc and µd were set to 1.85 × 10−5 Pas (Kadoya et al., 1985) and 0.5 Pas
(Neri et al., 2003), respectively. The continuous and dispersed phase were assumed to be
in thermal equilibrium with initial temperatures of Tc = Td = 300 K. Furthermore, the
following thermodynamic properties were assigned: γc = 1.4, Cv,c = Cv,d = 718 Jkg
−1K−1,
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Figure 6.13.: Positions of the upper front of the rising particle bed in the shock-induced
fluidisation simulation that used (a) the compressible projection solution
method, and (b) the explicit solution method. The positions recorded in the
experiment are also shown, and were gratefully received through personal
communication with R. Saurel (Saurel, 2012).
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Driver section
ρg = 12.3 kgm
−3
p = 1.013× 106 Pa
αd = 4.92× 10−8
Driven section
ρg = 1.23 kgm
−3
p = 1.013× 105 Pa
αd = 4.92× 10−4
Time
Position
Rarefaction wave
Shock wave
Contact discontinuity
Figure 6.14.: Dusty gas shock tube setup as presented by Miura and Glass (1982). A cor-
responding phase diagram, showing the position of the shock wave, contact
discontinuity and the rarefaction wave throughout time, is shown beneath
the shock tube. The small grey circles represent the glass particles that are
uniformly dispersed throughout the driven section. Note that although the
shock tube is two-dimensional in the diagram, the simulation in this work
(and by Miura and Glass (1982)) modelled the shock tube in one dimension
only (i.e. as a simple line).
Reference quantity Value
Length l 43
ρd
ρdrivenc
dd
Speed of sound (in the continuous phase) |uref |
√
γc
pdriven
ρdrivenc
Time τ l|uref |
Pressure pref pdriven
Density (of the continuous phase) ρref ρdrivenc
Internal energy (of the continuous phase) eref edrivenc
Table 6.3.: Reference values used in the dusty gas shock tube simulation to normalise the
flow variables. The superscript driven denotes the (uniform) value used in the
driven section of the shock tube.
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and kc = 0.026 Wm
−1K−1 (Kadoya et al., 1985; Zdunkowski and Bott, 2003). For the gas
phase, these quantities represented the standard conditions of air. For the dispersed phase,
the exact value of Cv,d was unknown but took the value of Cv,c since it is relatively close
to the specific heat of a volcanic ash particle of similar size and density (954 Jkg−1K−1)
(Valentine and Wohletz, 1989). Heat diffusion was neglected due to the short time-scale
over which the shock happened.
No-slip boundary conditions were applied to both ends of the one-dimensional domain.
Despite no particles being present in the driver section, an insignificantly small initial
value of 4.92 × 10−8 had to be chosen for αd there to avoid singularities in the system
of equations. This corresponded to a normalised particle mass concentration (αdρd/ρ
ref
c )
of 0.0001. In the driven section, a uniform initial value of 4.92 × 10−4 was set which
corresponded to the normalised particle mass concentration of 1.0 used by Miura and
Glass (1982). The drag correlation (2.22) by Wen and Yu (1966) was selected because of
the relatively low volume fraction of the dispersed phase and the high particle Reynolds
numbers encountered.
For the spatial discretisation of the governing equations, the P2-P1 velocity-pressure
element pair was used with the compressible projection solution method along with a
control volume discretisation for the density, internal energy and volume fraction fields.
The P1-P0 element pair was used with the explicit method along with a discontinuous
Galerkin finite element discretisation of the density and specific internal energy fields
(represented by a P0 function space), and a control volume discretisation for the volume
fraction fields.
The results from the dusty gas simulations in Fluidity are presented in Figures 6.15–
6.20. In addition, a single-phase (i.e. pure gas) version of this shock tube problem was also
set up, both in Fluidity and also mathematically as a one-dimensional Riemann problem,
and the analytical and numerical solutions for the various flow fields are presented in the
same figures. For comparison, the numerical results from Miura and Glass (1982) are
given in Figure 6.21.
In general, the simulation by Miura and Glass (1982) and the Fluidity simulations
presented here displayed the same overall behaviour, and the key flow structures (namely
the shock wave, contact discontinuity and rarefaction wave) were all clearly visible in
the solution fields. Apart from the slightly smoother shock front that occurred when
the piecewise discontinuous constant (P0) basis functions represented the pressure field,
no significant differences arose from the use of the different discretisations and solution
methods.
The presence of the particles significantly dampened and smoothened out the shock
through drag effects and energy transfer, which explains the diminished velocities and
specific internal energies of both the continuous phase and the dispersed phase. The gas
in the region immediately behind the shock front became increasingly compressed as a
result of the shock front’s deceleration, yielding a slightly higher pressure value across
the contact discontinuity than in the case of a pure gas. The peak values of the internal
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Figure 6.15.: Normalised solution fields against normalised distance, from the dusty
gas shock tube simulation (that used the compressible projection solution
method) in Fluidity: (a) pressure, (b) velocities, (c) density of the continuous
phase, (d) specific internal energies, (e) mass concentration of the dispersed
phase. Continued in Figures 6.16 and 6.17. For comparison, the results from
a single-phase setup (i.e. a shock wave in a pure gas) are also plotted. The
‘frozen flow’ line shows the analytical solution of the corresponding Riemann
problem.
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Figure 6.16.: Figure 6.15 continued.
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Figure 6.17.: Figure 6.15 continued.
energy and velocity fields of both phases were about 0.2 non-dimensional units higher than
those predicted by Miura and Glass (1982), possibly because of the different fluid-particle
drag and heat transfer terms used. Other causes may be the exclusion of the fluid-particle
drag term in Fluidity’s internal energy equation, or the inclusion of a small gas viscosity
(µc = 1.85×10−5 Pas) which was not present in the work of Miura and Glass (1982). The
analytical and numerical solutions to the single-phase (i.e. pure gas) set-up are also in
close agreement. Any small descrepancies between the two, particularly around the shock
front, are likely due to numerical diffusion and slight loss of momentum resulting from the
use of the non-conservative form of the momentum equation.
As the shock wave hit the driven section of the tube, the sudden rise in the velocity of
the continuous phase caused the particles in the dispersed phase to bunch up as shown
by the peak in the dispersed phase’s volume fraction. However, the particles could not
respond instantly due to their large mass which explains why the particles were slower
than the air flowing around them. Despite the particle build-up, the flow was still dilute
enough to prevent the incident shock wave from reflecting (unlike in the case of the dense
bed considered in Section 6.7.1).
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Figure 6.18.: Normalised solution fields against normalised distance, from the dusty gas
shock tube simulation (that used the explicit solution method) in Fluidity:
(a) pressure, (b) velocities, (c) density of the continuous phase, (d) specific
internal energies, (e) mass concentration of the dispersed phase. Continued
in Figures 6.19 and 6.20. For comparison, the results from a single-phase
setup (i.e. a shock wave in a pure gas) are also plotted. The ‘frozen flow’
line shows the analytical solution of the corresponding Riemann problem.
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Figure 6.19.: Figure 6.18 continued.
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Figure 6.20.: Figure 6.18 continued.
6.8. Conclusion
This chapter described the verification and validation of a compressible multiphase flow
model in the Fluidity CFD code. The opening section detailed the governing equations
of the model; unlike the incompressible flow model, an equation describing the change
in specific internal energy needed to be solved in addition to the coupled continuity and
momentum equations. Two solution methods were implemented; the first was an extension
of the pressure projection method used in the incompressible flow model. The main
difference here was the enforcement of the new form of the ‘bulk’ continuity equation which
included a time derivative of the continuous phase’s density. The second method explicitly
solves the continuity equation for the density (and therefore pressure) which satisfies the
continuity equation without any correction to the velocity fields. Both methods were
verified with the method of manufactured solutions using the P2-P1 and P1-P0 element
pairs. The expected rates of convergence for the ‘analytical’/manufactured solution fields
were observed, thus providing confidence in the model’s implementation. Finally, the
model was validated using pressure gauge data from a gas-solid shock tube experiment
(Rogue et al., 1998; Saurel et al., 2010) which agreed well with the numerical results.
In addition, the model was compared against the work of Miura and Glass (1982) who
performed a dusty gas shock tube simulation, and both models were able to successfully
capture the same key flow features.
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Figure 6.21.: Numerical results from a dusty gas shock tube simulation presented by Miura
and Glass (1982). For comparison, the ‘frozen flow’ line shows the analytical
solution of the corresponding (single-phase) Riemann problem involving the
shock wave in a pure gas.
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7. Modelling Explosive Volcanic
Eruptions Using Adaptive
Unstructured Meshes
7.1. Overview
The work presented herein concerns the application of Fluidity’s compressible multiphase
flow model to the simulation of explosive volcanic eruptions and the dynamics of the
resulting ash plumes. The chapter opens with a review of existing (theoretical and numer-
ical) modelling approaches and the current state-of-the-art. Two-dimensional fixed mesh
simulations, which use a similar setup to existing work in the literature, are run in both
Fluidity and the MFIX multiphase flow code. The results from both models are bench-
marked and display characteristic flow features of a typical explosive volcanic eruption
event, in particular the initial blast wave, the growing plume of hot gas and ash, a di-
lute buoyant convective region, and a pyroclastic flow resulting from the plume’s collapse.
Mesh adaptivity is then applied in Fluidity to demonstrate (with a convergence analysis)
the use of fewer computational resources and the reduced run-time required to simulate
the dynamics to the same degree of accuracy, relative to the same simulation run using a
fixed uniform mesh.
7.2. Background
Explosive volcanic eruptions are characterised by violent expulsions of hot gas and ash high
into the atmosphere. The initial driving force behind them is the rapid expansion of gas
dissolved within the molten rock, also known as magma, rising up through the volcano’s
conduit. The vesiculating magma turns into hot ash fragments as it erupts which rise
as a particle-laden cloud or plume (Neri and Macedonio, 1996). This is illustrated in
Figure 7.1 which also shows several other key structures that make up an eruption system
(external to the volcano; the internal processes are not considered here). Depending on a
number of factors, particularly the atmospheric conditions (Sparks and Wilson, 1976), this
plume may become buoyant and spread laterally in the atmosphere (known as a Plinian
column (Wilson, 1976)), or collapse and form ground-hugging pyroclastic flows that travel
at tremendous speeds and devastate the surrounding area (see Figure 7.2).
A number of theoretical approaches have provided a great deal of insight into the basic
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Figure 7.1.: Key components of an explosive volcanic eruption system. Note that only half
of the volcanic vent is shown, and the dynamics are assumed to be axisym-
metric. Image by Neri and Dobran (1994).
processes of eruption events. Some of the first works include those by: Sparks and Wilson
(1976) who attempted to predict whether a convective region would form above the main
volcanic jet thrust region based on a known percentage of water content in the erupt-
ing magma; Wilson (1976) who focussed on modelling the key transportation processes
involved in Plinian-type eruptions; and Sparks et al. (1978) who studied the generation,
transport and emplacement of particles in a pyroclastic flow. Analogous small-scale lab-
oratory experiments by Wilson (1980) and Carey et al. (1988), and application of later
models such as those by Bursik and Woods (1996), furthered the understanding of eruption
processes by highlighting important mechanisms such as particle fluidisation and ambient
air entrainment.
While the early theoretical models are mostly based on one-dimensional steady-state
behaviour, they have been able to provide quantitative answers to important questions.
For example, the model by Sparks and Wilson (1976) found that plumes which form from
erupting magma with low (0.5%) water content generally collapse, whereas those that form
from magma with high (5%) water content tend to form a buoyant convective region. This
is because the presence of water vapour increases the plume’s specific heat and causes its
bulk density to become lower than that of the ambient atmosphere. Another example
is the model by Woods (1988) which investigated the role of ambient air entrainment to
determine whether a plume will become buoyant in the atmosphere (as a result of the
entrained air being heated by the hot ash particles, thereby lowering the plume’s bulk
density). It was found that, for a particular choice of conditions at the volcanic vent, a
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Figure 7.2.: Illustration of A: a Plinian volcanic column, and B: a collapsing volcanic
column. Image by Arthur Isom and published in the United States Geological
Survey professional paper by Ekren et al. (1984).
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plume will collapse for an inflow velocity of less than 100 ms−1 because entrainment is
proportional to velocity; a low inlet velocity results in a poor entrainment rate such that
the bulk density of the plume cannot become lower than the ambient density. However,
despite these useful discoveries, the simplifying assumptions on which theoretical models
are often based (e.g. homogeneous flow such that the velocity field is the same for all phases
(Woods, 1988)) means that even the most advanced models fail to fully and accurately
capture the highly non-linear, unsteady, multiphase and multi-dimensional aspects of the
system. Furthermore, it is not guaranteed that analogous laboratory experiments will
scale well to the natural world (Gilbert and Sparks, 1998).
The development and application of numerical multiphase flow models represented a
major advancement in the understanding of eruption events because of their potential to
resolve the multiple scales present in nature and their ability to incorporate a much larger
amount of complexity (Textor et al., 2005). Wohletz et al. (1984) were among the first to
simulate an explosive eruption and focussed on the processes that lead to the formation
of calderas, using a two-dimensional two-phase flow code called KACHINA. This research
was shortly followed by that of Valentine and Wohletz (1989) who, by undertaking a
parameter study using a similar two-phase flow code known as DASH (a derivative of the
K-FIX code (Rivard and Torrey, 1977; Dartevelle et al., 2004)), further established the
dependence of plume collapse (or buoyancy) on inflow velocity, the ratio of pressure at the
vent to the ambient atmospheric pressure, volume fraction of the dispersed phase, vent
diameter and particle size. Both sets of work were invaluable to the understanding of
eruption events. For example, an important finding that is relevant to the work in this
chapter was the particle concentration profile at ground level following a plume’s collapse,
which exhibited two maxima; one where the collapsing ash particles first impinged upon
the ground, and one near the head of the pyroclastic flow. Such discoveries and insights
could not have been made with simple one-dimensional or steady-state theoretical models.
The KACHINA and K-FIX codes (and their derivatives) continued to evolve over time,
and became the basis for many of the more recent codes used for volcanic eruption mod-
elling. For example, the restriction of a single-component gas phase was eventually re-
moved by Dobran et al. (1993) to include a water vapour component (as well as the
standard air component) which significantly increased the specific heat of the gas phase,
thereby promoting the formation of a buoyant convective region above the main erup-
tion fountain. Neri and Macedonio (1996) and Neri et al. (2003) later included multiple
dispersed phases in their model to determine the effects of different particle diameters on
deposit profiles, and found that larger ash particles and pumice tend to settle near the base
of a volcano whereas fine ash particles become entrained in the rising buoyant plume and
are carried much farther away. Additional improvements were made by moving from sim-
ple two-dimensional square domains to full three-dimensional realistic domains such as the
area around Vesuvius (Esposti Ongaro et al., 2007, 2008) and Mount St. Helens (Esposti
Ongaro et al., 2011, 2012); this highlighted the effects that the topography can have on
the evolution of pyroclastic flows and ash deposits. Recent work has also investigated the
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interaction of the initial blast/shock wave, resulting from the sudden high-velocity inflow
conditions at the vent, with volcanic ash particles; for example, Ogden et al. (2008a) and
Ogden et al. (2008b) considered the effects of over-pressurisation, where the gas pressure
at the vent of the volcano is much greater than the ambient atmospheric pressure. This
yielded significant shock wave (and rarefaction wave) interactions with the ash particles
and caused the mixture of volcaniclastic material and low density gas to be ejected high
enough into the atmosphere to form a buoyant Plinian column. Further numerical work
by Saito et al. (2009) investigated the shock wave produced by an imaginary eruption of
Mount Usu in Japan. A realistic domain was constructed using a digital elevation map
of the area, and it was found that the shock wave exhibited a complex asymmetric struc-
ture because of reflection and diffraction effects resulting from the interaction with the
topography.
The advancement of numerical models continues to pave the way for increasingly accu-
rate and realistic results as more complexity is added. Nevertheless, there are still many
simplifying assumptions that need to be removed and topics to be addressed (Gilbert and
Sparks, 1998). For example, it is known that the presence of one or more dispersed phases
can enhance or diminish turbulence in the continuous phase (Crowe et al., 1998), and can
generate significant velocity fluctuations even if the continuous phase is laminar (Gore
and Crowe, 1989), yet existing models either do not model turbulence effects at all or only
apply a turbulence model to the continuous phase with no turbulence interaction terms
(e.g. Neri et al. (2003)). Furthermore, increasing model complexity yields an increase in
the computational effort required to compute a solution, so further advances in numerical
techniques are needed to cope.
This chapter presents two-dimensional, two-phase flow simulations of a kilometre-scale
volcanic eruption of hot gas and ash being ejected high into the atmosphere, which later
collapses to form a pyroclastic flow. Although the model results do not correspond to a
particular eruption case study, the parameters used are within the range of those used by
other published works. The simulations are run using both Fluidity and MFIX, a well-
established open-source control volume-based code capable of simulating multiphase flows
of an arbitrary number of dispersed phases in one, two and three dimensions. MFIX has
already been successfully applied to simulate Plinian volcanic eruptions and the resulting
pyroclastic flows (Dartevelle et al., 2004). Although a complete and thorough validation of
volcanic eruption models is not yet possible (Oreskes et al., 1994; Carcano et al., 2013) due
to the multi-scale nature of the problem and lack of field data concerning the conditions
inside the plume at the time of an eruption, benchmarking the two models and comparing
the qualitative results with field observations provides some confidence in the physical
plausibility of the model results. The chapter closes with a demonstration of the reduced
computational effort and run-time brought about by the use of an adaptive unstructured
mesh in Fluidity compared to a fixed mesh approach.
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Figure 7.3.: Illustration of the 7 km × 7 km domain used in the volcanic eruption simula-
tions. The volcano’s vent has diameter D. Only half of the vent is considered
in the model, such that the inflow boundary condition has length D/2.
7.3. Setup
The two-dimensional domain was a 7 km × 7 km square, illustrated in Figure 7.3. It was
assumed that the volcano and the erupting plume were axisymmetric about the midpoint
of the vent (with diameter D), such that only half of the vent of the volcano was considered.
This was done to reduce computational effort and was a reasonable approximation since
atmospheric forcing and complex topography were not considered.
MFIX uses a fixed structured mesh for the discretisation, so in order to benchmark the
models as fairly as possible a fixed structured mesh (generated using Gmsh (Geuzaine
and Remacle, 2009)) was also used in Fluidity. Initially, simulations were run using four
separate meshes with characteristic element lengths of 200 m, 100 m, 50 m, and 25 m,
and time-steps were respectively set to 0.04 s, 0.02 s, 0.01 s, and 0.005 s to maintain a
near-constant upper bound on the Courant number of approximately 0.1. Note that the
two-dimensional meshes used with MFIX comprised quadrilateral cells, whereas the two-
dimensional meshes used with Fluidity comprised triangular cells since the compressible
model in Fluidity currently only supports this cell type.
All simulations were performed until t = 120 s which was adequate time to show all
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Parameter Value
γc 1.4 (Pelanti, 2005)
µc 1.85× 10−5 Pas (Kadoya et al., 1985)
µd 0.5 Pas (Neri et al., 2003)
Cv,c 718 Jkg
−1K−1 (Zdunkowski and Bott, 2003)
Cv,d 954 Jkg
−1K−1 (Valentine and Wohletz, 1989)
kc 0.05 Wm
−1K−1 (Pelanti, 2005)
kd 2.2 Wm
−1K−1 (Neri et al., 2003)
ρd 2,400 kgm
−3 (Valentine and Wohletz, 1989)
dd 2× 10−4 m (Valentine and Wohletz, 1989)
D 400 m (Valentine and Wohletz, 1989)
Table 7.1.: Physical parameters used in the simulations of an explosive volcanic eruption.
the main flow characteristics. While the exact number of non-linear iterations varied
between Fluidity and MFIX, the non-linear iteration loop in both models terminated once
max(||ukc − uk−1c ||2) ≤ 10−4, max(||ukd − uk−1d ||2) ≤ 10−4, and max(|pk − pk−1|) ≤ 10−4,
for some non-linear iteration k, was reached. This number k was typically between 4 and
15.
The physical parameters for each phase, given in Table 7.1, were within the range of
those used by Valentine and Wohletz (1989), Neri et al. (2003) and Pelanti (2005). In
reality, many of the physical parameters in Table 7.1 are functions of temperature, namely
viscosity and specific heat. However, in this work, they were all assumed to be constant.
Furthermore, only one particle size was considered to keep complexity and computational
costs down while a basic benchmark of Fluidity and MFIX was performed.
The gas expelled from real volcanic eruptions often contains a significant amount of
water vapour, which has a much higher specific heat than standard dry air (Dobran et al.,
1993; Neri and Dobran, 1994). This potentially makes the growing plume (and convective
region) more buoyant and encourages the formation of coignimbrite plumes (also known
as phoenix plumes) which rise up out of the pyroclastic flow. However, numerical models
that have neglected water vapour content have still been able to capture many of the
characteristics of a typical eruption event (see e.g. Pelanti (2005); Pelanti and LeVeque
(2006)). Therefore, for simplicity, water vapour content was also neglected in the Fluidity
and MFIX simulations presented in this chapter such that the erupting gas was composed
solely of dry air. Furthermore, unlike water vapour the specific heat of dry air varies
insignificantly with temperature, so a constant specific heat of 718 Jkg−1K−1 was used
(Zdunkowski and Bott, 2003).
In both models, the drag correlation (2.22) by Wen and Yu (1966) was chosen to in-
corporate the effects of fluid-particle drag whilst being able to handle the large Reynolds
numbers encountered in explosive volcanic eruptions (with a typical value being O(1011)
(Kieffer and Sturtevant, 1984; Pelanti, 2005)). The presence of turbulence implied by the
high Reynolds numbers was not modelled (although a Smagorinsky LES turbulence model,
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detailed in Appendix A, was developed as part of this research) because a fair comparison
with the MFIX model, which does not have an LES model, was desired. Note also that
the term −αip∇ ·ui in the specific internal energy equation (2.13) does not appear in the
internal energy equation that is solved by MFIX (Syamlal et al., 1993), and was therefore
excluded from the benchmarking simulations in Fluidity.
7.3.1. Initial Conditions
The initial temperature of both phases throughout the domain was set to the standard
atmospheric temperature (at sea-level) of 288.15 K (National Oceanic and Atmospheric
Administration et al., 1976). In reality the temperature of dry air decreases by approxi-
mately 9.8 K every 1 km in altitude (Calvert, 1990), but MFIX can only handle a uniform
initial temperature. A zero initial velocity field was set for both phases; no wind effects
were modelled in the gas phase.
A formula for the initial pressure profile, which follows an exponential decrease with
height, can be obtained by re-arranging the ideal gas equation of state for density
ρc =
p
(γc − 1) ec , (7.1)
where p is the common pressure field, and ρc, γc and ec are the density, ratio of specific
heats, and specific internal energy of the continuous (gas) phase, respectively. Substituting
(7.1) into the hydrostatic balance equation
∇p = ρcg, (7.2)
⇒ ∇p = pg
(γc − 1) ec , (7.3)
and integrating by separation of variables∫
Ω
1
p
dp =
∫
Ω
g
(γc − 1) ec dy, (7.4)
where y is the height (i.e. y-coordinate), yields
ln p =
−|g|y
(γc − 1) ec + C0, (7.5)
⇒ p = C1 exp
( −|g|y
(γc − 1) ec
)
, (7.6)
where C0 and C1 are constants. Finally, applying the initial condition p(y = 0) = p0, where
p0 is the standard atmospheric pressure of 101,325 Pa at sea-level (National Oceanic and
Atmospheric Administration et al., 1976), gives the desired initial pressure profile
p = p0 exp
( −|g|y
(γc − 1) ec
)
. (7.7)
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Note that this formula assumes a constant temperature and specific heat, and thus a
constant specific internal energy.
7.3.2. Boundary Conditions
The Dirichlet boundary conditions employed closely matched those used by Valentine
and Wohletz (1989). The continuous and dispersed phase were assumed to be in both
kinetic and thermal equilibrium; a constant temperature Tvent = Tc = Td of 1,200 K was
assumed at the vent which corresponded to internal energies of ec = 206, 891.7 Jkg
−1
and ed = 274, 895.1 Jkg
−1. A constant vertical velocity uvent = uc = ud of 80 ms−1 was
imposed at the vent along with a volume fraction αd of 10
−3 for the dispersed phase,
which was within the range of values considered in the parameter study by Valentine and
Wohletz (1989).
A free-slip boundary condition for both phases preserved the symmetry of the problem
along the y-axis, and another free-slip boundary condition along the ground was also
employed. No conditions were imposed on the velocity of either phase along the outflow.
Instead, a common numerical technique was employed to allow flow out of the domain by
imposing a zero pressure there; this was done by setting the value that agrees with (7.7)
which resulted in a zero pressure once the hydrostatic pressure component was subtracted
(see Section 6.3 of Chapter 6).
Eruptions can be characterised by the pressure at the vent: pressure-balanced, under-
pressured and over-pressured (Ogden et al., 2008a). Pressure-balanced eruptions assume
that the pressure at the vent is the same as the atmospheric pressure (at ground level);
under-pressured eruptions assume that the pressure at the vent is lower than atmospheric
pressure; and over-pressured eruptions assume that the pressure at the vent is higher than
atmospheric pressure. The work in this chapter focusses on pressure-balanced simulations
such that, at the vent, an atmospheric pressure boundary condition of p = 101, 325 Pa
was imposed.
7.3.3. Spatial Discretisation
MFIX is based on a (staggered) control volume method for the spatial discretisation of all
model equations (Syamlal, 1998). Whenever a control volume method was used in Flu-
idity for the discretisation of a scalar field, a first-order upwinding technique handled the
advection term at the boundaries of the control volumes instead of the finite element inter-
polation method (coupled with the Sweby limiter). This choice was made for consistency
purposes, since the latter is not available in MFIX.
In Fluidity, three element pairs were considered to examine the effects of the spatial
discretisation (and solution method) on the dynamics. The P2-P1 and P0-P1 element
pairs were used in conjunction with the compressible projection method, while the P1-P0
element pair was used solely with the explicit solution method. The pressure profile at
ground level was plotted in Figure 7.4 to compare the different element pairs. It was found
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Figure 7.4.: Absolute pressure difference (i.e. |p − p¯|, where p¯ is the hydrostatic pressure
profile) at ground level (i.e. along the radial direction) at t = 10 s. The
results are from the Fluidity simulations that used a 100 m-scale resolution.
The P2-P1 and P0-P1 element pairs did not capture the shock front well; it
was either heavily smeared out (and further resolving the mesh made little
difference), or it was affected by spurious oscillations causing the dynamics to
not be adequately represented (and further resolving the mesh worsened the
magnitude of the oscillations). However, the P1-P0 element pair was able to
capture the shock front with only very small spurious oscillations around the
pressure discontinuities.
a posteriori that the use of a P1 function space for the pressure field with the compressible
projection method did not accurately capture the shock wave produced from the initial
explosive ejection of ash and gas from the volcano’s vent. In the case of P2-P1 the shock
wave was heavily smeared out in a similar manner to the P2-P1 run of the shock-induced
fluidisation simulations presented in Chapter 6. Further resolving the mesh made little
difference. In the case of P0-P1, spurious oscillations appeared in the pressure field around
the shock front which caused it to be inadequately represented. However, in contrast to
these two element pairs, the P1-P0 element pair managed to keep the shock front relatively
sharp whilst keeping spurious oscillations to a minimum, and was therefore used in the
benchmarking simulations presented in the next section.
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7.4. Model Benchmarking
The qualitative results from both Fluidity and MFIX compare well with the flow features
and behaviour observed in numerical simulations of explosive volcanic eruptions presented
in the literature (Valentine and Wohletz, 1989; Dobran et al., 1993; Neri and Macedonio,
1996; Neri et al., 2003; Pelanti, 2005). As the volcano erupted, ash particles and hot
air entered the domain at 80 ms−1. The abrupt high inlet velocity caused a (sub-sonic)
hemispherical shock wave to be generated that propagated outwards from the vent in
both the Fluidity and MFIX simulations, as shown in Figure 7.5. The pressure profile
along the ground at four different times is plotted in Figure 7.6 to show the motion and
decay of the shock wave, which travels at an approximate speed of 300 ms−1 in both
models. The large discrepancy regarding the pressure at the vent (which should be equal
to the Dirichlet boundary condition of 101,325 Pa) in Figure 7.6 is a result of the different
ways the pressure boundary conditions were set. In Fluidity the pressure was constant
throughout time at the vent because the boundary condition was enforced at the solution
nodes which were located directly on the line y = 0 m. In contrast, the pressure solution
nodes in MFIX were centered within each cell of the mesh such that the nodes did not
coincide with the line y = 0 m. The pressure boundary condition was set at the centered
solution nodes within so-called fictitious cells (Syamlal, 1998) which were on the outside
of the domain and immediately below the vent. The pressure values in the layer of cells
immediately above the vent (plotted in Figure 7.6) were therefore not necessarily equal
to the prescribed Dirichlet condition set along the layer of fictitious cells immediately
below the vent (outside of the domain). Despite these differences, a higher value for
pressure was observed at the solution nodes immediately above the line y = 0 m in both
models as the gas compressed upon entering the domain at high speed within the rising
plume of particles. The magnitude of the resulting shock wave in MFIX was O(103) Pa
greater than that in Fluidity, which was likely caused by differences in the formulation
of the momentum equation; MFIX used the conservative form whereas Fluidity used the
non-conservative form. Typically, the conservative form gives more accurate results for
problems involving shock waves (Wendt, 2009). However, the differences may also be a
result of using a different discretisation and solution method.
As the plume of hot gas and ash grew and travelled vertically upwards, fluid-particle drag
effects caused the head of the plume to become bulbous-shaped in both models as shown
in Figure 7.7, in the same manner as the plumes that formed in water (see Chapters 4 and
5). An overhanging vortex began to noticeably form after t = 30 s as shown in Figures
7.8 and 7.9. Up to this point the dynamics predicted by Fluidity and MFIX looked very
much alike. Although the plume in the MFIX simulation appears to be more dissipative,
the overall height and volume of the ash particles along the y axis, plotted in Figure 7.10,
remained approximately the same in both models.
During the initial plume growth, the shock wave reached the boundary of the domain
after approximately t = 23 s, where it partially reflected off the outlet despite the presence
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Figure 7.5.: Pressure p at t = 10 s in the 25 m-scale resolution volcanic eruption simula-
tions. Left: Fluidity results, Right: MFIX results. The shock wave generated
from the explosive eruption travelled towards the top and right-hand side
boundaries at approximately 300 ms−1 in both models. The images show the
whole 7 km × 7 km domain.
of a pressure boundary condition (see Figure 7.11). This is obviously non-physical, but
by the time the reflected shock wave hit the ash plume it was too weak to influence the
dynamics. This was confirmed by comparison against the same simulation run in an
extended (30 km × 30 km) domain where the shock wave did not manage to reflect back
in the time the simulation was run for. Eventually the shock wave completely dissipated
and the pressure field returned to its initial state.
The eruption column continued to rise until a height of approximately 700 m above
ground level in both MFIX and Fluidity, after which it began to collapse as its bulk
density became greater than that of the ambient atmospheric air and the up-thrust from
the vent could not longer sustain its growth. As noted in the literature, the conditions
required for this collapse are known to be very sensitive to the entrainment of ambient
air (Sparks and Wilson, 1976). In some cases, if enough ambient air can be entrained and
heated by the ash particles, the eruption column’s bulk density will decrease and become
low enough (relative to that of the atmosphere) for it to form a buoyant cloud (Sparks,
1986). The plume will continue to ascend until it reaches the point where the background
density is equal to the plume’s bulk density. For particle-poor mixtures or streams of pure
hot gas, great heights can be achieved even without the aid of ambient air entrainment.
The erupting column of volcaniclastic material became somewhat like a fountain. The
falling ash particles first hit the ground at t = 45 s in Fluidity and t = 70 s in MFIX. The
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Figure 7.6.: Pressure at ground level (i.e. along the radial direction) at t = 2, 5, 10, and
15 s in the 25 m-scale resolution volcanic eruption simulations. Both Fluidity
and MFIX produced shock waves that travelled at the same speed, but the
shock wave in MFIX was greater in magnitude.
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Figure 7.7.: Volume fraction of the dispersed phase αd at t = 10 s in the 25 m-scale
resolution volcanic eruption simulations. Left: Fluidity results, Right: MFIX
results. The images show the whole 7 km × 7 km domain.
Figure 7.8.: Volume fraction of the dispersed phase αd at t = 30 s in the 25 m-scale
resolution volcanic eruption simulations. Left: Fluidity results, Right: MFIX
results. The images show the whole 7 km × 7 km domain.
184
Figure 7.9.: Top row: Close-up of the volume fraction field αd at t = 30 s. Bottom row:
Dispersed phase velocity vector plot at t = 30 s, to highlight the overhanging
vortex which entrains ambient air. Left: Fluidity results, Right: MFIX results.
All results are from the 25 m-scale resolution volcanic eruption simulations.
Each image shows an area of 1.5 × 1.5 km around the vent.
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Figure 7.10.: Volume fraction of the dispersed phase αd along the y axis (i.e. x = 0
m) at time t = 30 s. Both Fluidity and MFIX simulations displayed the
same plume height at this early time. The results are from the 25 m-scale
resolution volcanic eruption simulations.
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Figure 7.11.: Pressure p at t = 30 s in the 25 m-scale resolution volcanic eruption sim-
ulations. Left: Fluidity results, Right: MFIX results. The shock wave has
almost completely reflected off the top and right-hand side boundaries. The
images show the whole 7 km × 7 km domain.
majority of the settling particles created a dense, ground-hugging current that travelled
radially outwards at high-speed, known as a pyroclastic flow, while some became entrained
and recycled in the eruption column along with the surrounding ambient air as shown in
Figure 7.12. This entrainment process formed the recirculating region illustrated in Figure
7.1. Furthermore, despite the majority of the column collapsing, a thin dilute region of
hot particles and low density air along the top of the column continued to rise upwards to
form a second plume above the fountain, referred to as the convective region. As a result
of the height and the dilute nature of the region, the bulk density was less than that of
the ambient atmosphere which allowed buoyancy effects to dominate the dynamics.
Even when using 25 m-scale resolution, MFIX produced very dissipative solutions. This
may explain why the convective region and pyroclastic flow appear to be more buoyant
because the particles were spread out over a wider area, yielding a lower bulk density of the
particle-gas mixture. This enhanced buoyancy may also explain why it took approximately
25 seconds longer for the collapsing particle plume to first hit the ground in MFIX.
By the end of the 25 m-scale resolution simulations at t = 120 s, the run-out distance of
the pyroclastic flow was approximately 4.75 km in MFIX, while in Fluidity it was 5.25 km.
Furthermore, the convective region above the main fountain ascended further in MFIX to
about 7 km (compared to 4.5 km in Fluidity), but at the same final speed of around 100
ms−1 in both models. These two findings are most likely the result of the volcanic column
collapsing sooner in Fluidity, giving the pyroclastic flow a ‘head start’ and limiting the
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Figure 7.12.: Volume fraction of the dispersed phase αd at t = 70 s. Left: Fluidity results,
Right: MFIX results. The results are from the 25 m-scale resolution volcanic
eruption simulations. Contours of αd have been provided to highlight the
very dilute convective region. The isolines represent orders of magnitude,
from 10−3 down to the outer-most contour 10−6. Note that values of αd
greater than 10−3 (the upper limit of the colour bar) are present along the
base of the pyroclastic flow. The images show the whole 7 km × 7 km
domain.
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Figure 7.13.: Volume fraction of the dispersed phase αd at y = 0 m against radial direction,
at time t = 120 s. The results are from the 25 m-scale resolution volcanic
eruption simulations.
amount of material becoming entrained in the rising convective region.
Despite the differences in the pyroclastic flow’s frontal position and speed (85 ms−1 in
Fluidity and 50 ms−1 in MFIX) at t = 120 s, both models exhibited deposit characteristics
similar to those found in existing works (e.g. Valentine and Wohletz (1989); Neri et al.
(2003)); moving from x = 0 m outwards, the first common characteristic was the sharp
increase in αd immediately next to the volcanic vent, where the recirculation region pulled
some of the settling ash particles back in towards the vent. Particles accumulated there
because the rate that particles were being absorbed or ‘recycled’ back into the adjacent
jet thrust region was lower than that of the build up, yielding a volume fraction of 0.0016
in MFIX, and 0.0035 in Fluidity (3.5 times greater than that at the vent). In the Fluidity
simulation, this initial peak preceded a second, smaller peak in the volume fraction at x =
1,000 m which corresponded to the re-attachment point where the collapsing stream of ash
particles impinged upon the ground. These two peaks are clearly visible in the plot of αd
at ground-level in Figure 7.13. A second peak was also seen in the MFIX simulation, but
this was located much further along the pyroclastic flow as a result of a wider recirculation
region.
Following the two peaks in the Fluidity and MFIX simulations, the dispersed phase
volume fraction remained fairly close to the value at the vent. In reality, the base of
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a real pyroclastic flow is generally much denser than at the vent as a result of particle
deposition. This discrepancy can be explained by the use of a free-slip boundary condition
which allowed material at the boundary to be carried along laterally with the flow, as
opposed to a no-slip condition which would enhance deposition of material. Finally, at
the very front of the pyroclastic flow, the volume fraction of the dispersed phase increased
to 0.0012 in Fluidity, and 0.002 in MFIX, due to the build up of ash from fluid-particle
drag effects. The volume fraction then suddenly dropped to the ambient near-zero value
ahead of the pyroclastic flow as expected.
All pyroclastic flows eventually lose enough momentum and begin to deposit material.
While a dense layer of particles forms at the base, convective instabilities can occur in the
dilute region along the top of the flow as the bulk density of the hot gas-particle mixture
becomes less than the ambient density there. The loss of momentum allows buoyancy
effects to dominate, which in turn allows small particle plumes to grow along the upper
layer of the pyroclastic flow (Neri and Macedonio, 1996). These can later merge and ascend
as larger dilute clouds as illustrated in Figure 7.1, and are referred to as coignimbrite or
phoenix plumes. The fact that these coignimbrite plumes did not form in the numerical
presentations presented in this chapter may have been due to the simple topography of
the domain; without any obstructions or complex topography, coignimbrite plumes often
develop only at the final runout position (Andrews and Manga, 2011) once the pyroclastic
flow loses enough momentum to allow buoyancy effects to dominate. At the end of the
simulation the pyroclastic flow was still moving at considerable speed, thus potentially
hindering the formation of coignimbrite plumes.
In Fluidity, the flow feature that was affected most by changes in numerical resolution
was the convective region. Coarsening the mesh produced a wider and more dispersed
plume of ash growing and lifting off from the top of the volcanic fountain (see Figure
7.14), but also hindered its ascent possibly as a result of the low density region being
‘smeared out’. Refinement of the mesh permitted a higher final position of this convective
region. Furthermore, the volume fraction of the dispersed phase in the convective region
was lower in Fluidity and is not as visible in the plots in Figure 7.14; the path of the ash
is shown more clearly by the isolines. In MFIX the role of the convective region was also
more pronounced. The velocity field induced through buoyancy was so strong that the
dilute layer of ash along the top of the pyroclastic flow got pulled towards it, entraining
material and limiting the runout distance of the pyroclastic flow, which is something that is
observed frequently in real volcanic eruptions (Neri et al., 2003). Interestingly, the radial
distance the pyroclastic flow travelled increased with the numerical resolution, but the
height at the point of the eruption column’s collapse remained the same. This behaviour
was also seen in the work of Dobran et al. (1993) who used 100, 50, and 25 m-resolution
mesh cells.
With the exception of coignimbrite plumes, the key structures found in a typical explo-
sive volcanic eruption were all present and adequately represented in both Fluidity and
MFIX. It is unclear which model more accurately represents the dynamics observed in na-
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Figure 7.14.: Volume fraction of the dispersed phase αd in Fluidity (left) and MFIX (right)
at t = 120 s, for characteristic element lengths of 100 m (top row), 50 m
(middle row), and 25 m (bottom row). Contours of αd have been provided
to highlight the very dilute convective region. The isolines represent orders
of magnitude, from 10−3 down to 10−6 (the outer-most contour). The images
show the whole 7 km × 7 km domain.
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ture because the simulations presented here do not represent a particular eruption scenario
and there are no corresponding quantitative field data available. Nevertheless, comparing
Fluidity against a well-known multiphase flow code has at least provided some confidence
in the plausibility of the numerical results, and serves as a foundation for evaluating the
effectiveness of Fluidity’s adaptive unstructured mesh capabilities.
7.4.1. Comparison with Theoretical Fountain Height
In a flow domain, a stagnation point is a point at which the velocity of the fluid is zero
(Batchelor, 1973). A stagnation streamline is a line tangent to the velocity field which
connects up with this stagnation point. Consider a stream of water being pumped high
into the air forming a fountain; the stagnation point is located at the top of the fountain
where the stream of water loses its vertical thrust and starts to collapse. This is akin to
the fountain of ash and gas that forms after the collapse of a volcanic eruption column.
By assuming that Bernoulli’s principle holds along the stagnation streamline (Batchelor,
1973), Dobran et al. (1993) derived an equation to determine approximately where the
stagnation point is located, and therefore the height h that an erupting fountain of gas
and ash will achieve:
h =
|uvent|2
2|g| . (7.8)
For such a simple formula it has performed reasonably well at approximating the fountain
height in published numerical works (see e.g. Dobran et al. (1993), Neri and Dobran
(1994), and Pelanti (2005)).
The fountain height obtained from the simulations presented in this chapter will be
compared with (7.8) to test the performance of MFIX and Fluidity. Determining the
height of the fountain in the simulations was not done by locating the point at which the
vertical component of velocity was zero; the vertical velocity of each phase will never be
exactly zero at the top of the fountain because of the growing convective region above it,
so consistently defining where the stagnation point is based on a certain threshold velocity
value is not practical. Instead, Dobran et al. (1993) found that the point along the y axis
where the bulk density of the growing plume became equal to the atmospheric density
was also where a near-zero vertical velocity was attained; in the case of the simulations
presented in this chapter, using this definition gave a (steady-state) fountain height of
approximately 700 m at the end of the simulation (i.e. at t = 120 s) in both Fluidity and
MFIX.
For an inlet velocity of |uvent| = 80 ms−1 and |g| = 9.8 ms−2, the theoretical fountain
height is h = 326.53 m. However, the numerical results from MFIX and Fluidity signifi-
cantly disagree with this. Such an under-estimation of the fountain height may have been
caused by the eruption column’s low bulk density which is not taken into account by (7.8)
(Dobran et al., 1993). In studies that achieved good agreement with (7.8), the volume
fraction of the dispersed phase at the vent was approximately an order of magnitude big-
ger, and the bulk density was therefore much greater than the values considered in this
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chapter. Furthermore, in the work of Pelanti (2005), any error between the theoretical
height and the numerically predicted height was usually within the range of the thick-
ness of the collapsing stream, which was no more than a few hundred metres. This error
was small compared to the actual heights of the fountains. However, for the simulations
presented here, the error was of the same magnitude as h, so a wider range of particle
concentrations, densities, and velocities at the vent should be considered to fully evaluate
the effectiveness of (7.8).
7.5. Application of Mesh Adaptivity
Throughout the simulations presented in the previous section, the various flow features
were concentrated only around a small part of the domain, particularly the y axis (the
volcanic fountain and the convective region) and the x axis (the recirculating region and
the pyroclastic flow) in the two minute time-scale considered. The only exception was the
initial shock wave that propagated across the whole domain within the first 25 s of the
simulation. A lot of numerical resolution was therefore wasted on resolving large sections
of the domain where nothing important was happening.
In an attempt to reduce the number of superfluous solution nodes throughout the do-
main, an adaptive unstructured mesh was employed in the same setup as considered in
the previous section. The maximum and minimum element element lengths were set to
7 km (i.e. the length of the domain) and 5 m, respectively. Although these bounds were
never reached, the adaptive mesh simulation was allowed to use element lengths much
smaller than the 25 m elements in the earlier fixed structured mesh simulations, which
potentially permitted greater accuracy. The mesh was adapted every 10 time-steps and
used interpolation error bounds specified for two fields: the volume fraction field of the
dispersed phase with  = 0.005 in order to capture the ash plume, and the density field
of the continuous (gas) phase with  = 0.4 kgm−3 in order to capture the shock wave.
Consistent interpolation was used as a quick and bounded technique to copy across the
solution from the pre-adapt to the post-adapt mesh. The time-step was fixed at 0.005 s
which maintained an upper bound on the Courant number of about 0.3.
The volume fraction field and a close-up view of the adaptive unstructured mesh around
the volcanic vent area at t = 70 s are shown in Figures 7.15 and 7.16 respectively. This
helps to illustrate the refinement around the important flow structures, and also shows
the growth of the buoyant cloud of particles which formed the convective region above the
main fountain of hot gas and ash. However, it was found that the use of an unstructured
mesh, regardless of whether it was fixed or adaptive, stunted the growth of this convective
region. These effects were caused by the unstructured nature of the mesh itself which
introduced uneven perturbations in the flow through numerical diffusion. Despite this, all
key characteristics of a typical explosive eruption event (as seen in the fixed structured
mesh simulations) were still present.
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Figure 7.15.: An adaptive unstructured mesh simulation of an explosive volcanic eruption,
performed with Fluidity. The images show the volume fraction of the dis-
persed phase (left) and the adaptive unstructured mesh (right), at t = 10
s (top row) and t = 70 s (bottom row). Note that the mesh adapts to the
shock front as well as the growing volcanic plume at t = 10 s. Each image
shows the whole 7 km × 7 km domain.
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Figure 7.16.: A close-up view of the adaptive unstructured mesh at t = 70 s, in a 4.85 ×
2.25 km area around the volcanic vent.
7.5.1. Convergence Analysis
To test the efficacy of mesh adaptivity, and to ensure that the dynamics were not simply
brought about by numerical artefacts and were in fact representative of the physics, a
convergence analysis was performed in Fluidity and MFIX. In Fluidity, fixed structured
meshes, fixed unstructured meshes, and adaptive unstructured meshes were used. In
MFIX, only fixed structured meshes could be used. Tables 7.2, 7.3 and 7.4 detail the
characteristic element lengths considered and the total number of solution nodes in each
fixed mesh. Table 7.5 details the interpolation error bound chosen for the air density field
and the volume fraction field of the dispersed phase in the adaptive mesh simulations.
Note that, in the case of adaptive mesh simulations, decreasing the interpolation error
bounds by a factor of two does not necessarily correspond to halving the element lengths.
In fact the elements of an adaptive mesh can be highly anisotropic and edge lengths can
therefore vary rapidly throughout the domain, unlike fixed structured or unstructured
meshes.
It was found a posteriori that the height of the growing volcanic plume provided a
good measure of convergence. However, this was only valid up until t = 10 s, after which
the dynamics became too non-linear and turbulent as the plume began to collapse and
a recirculation region formed near the vent. In order to compare the two different mesh
types, the error in the height of the main fountain after t = 10 s was plotted against the
number of velocity solution nodes in the mesh. The error was relative to the fountain
height found in the simulation using the finest mesh. Following a similar technique to
that used in Section 7.4.1, the height of the growing volcanic fountain was defined as
the highest point where the bulk density of the gas-particle mixture became equal to the
ambient atmospheric density.
Figures 7.17 and 7.18 show a common convergence to a fountain height of around 500
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Reference Characteristic element length (m) Number of velocity nodes
F1 200 2,414
F2 100 7,833
F3 50 29,597
F4 25 111,635
Table 7.2.: Reference table for the fixed unstructured meshes used in the convergence
analysis of the Fluidity simulations.
Reference Characteristic element length (m) Number of velocity nodes
FS1 200 1,836
FS2 100 6,867
FS3 50 23,320
FS4 25 89,582
Table 7.3.: Reference table for the fixed structured meshes used in the convergence analysis
of the Fluidity simulations.
Reference Characteristic element length (m) Number of velocity nodes
MS1 200 1,225
MS2 100 4,900
MS3 50 19,600
MS4 25 78,400
Table 7.4.: Reference table for the fixed structured meshes used in the convergence analysis
of the MFIX simulations.
Reference αd ρc Maximum number of velocity nodes
A1 0.16 12.8 176
A2 0.08 6.4 288
A3 0.04 3.2 948
A4 0.01 0.8 4,747
Table 7.5.: Reference table for the adaptive unstructured meshes used in the convergence
analysis of the Fluidity simulations. The quantities αd and ρc denote the
interpolation error bound for the dispersed phase’s volume fraction field and
the gas phase’s density field, respectively. Note that the maximum number of
nodes is measured during the time period [0, 10] s.
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m in the MFIX and Fluidity simulations. For the adaptive mesh simulations, the fountain
height was plotted against the number of solution nodes rather than some measure of
the characteristic element length. As shown in Figure 7.19, a convergence rate between
first-order and second-order was obtained in both Fluidity and MFIX, with more than an
order of magnitude fewer nodes being needed in the adaptive unstructured mesh case to
represent the solution to the same degree of accuracy.
With respect to run-times, MFIX generally took a much smaller amount of time to run
to completion compared to the fixed mesh-based simulations in Fluidity. Due to MFIX
compilation issues on the high-performance computing cluster at Imperial College London
(on which Fluidity was usually run), all MFIX simulations had to be run on a desktop
computer with a different hardware architecture and a smaller number of processors. The
MFIX simulation that used a resolution of 50 m (simulation MS3) took approximately 25
hours to run to completion (i.e. until t = 120 s), and was run in parallel over two dual-core
Intel Xeon E5430 processors with at least 8 GB of free RAM shared between them. On the
same desktop computer, the fixed mesh Fluidity simulations that used the 50 m resolution
took approximately 93 hours for simulation F3, and 80.5 hours for simulation FS3. In
comparison, the adaptive mesh-based simulation A3 took approximately 18 hours to run
to completion.
The Fluidity run-times show that, relative to F3 and FS3, the adaptive unstructured
mesh simulation A3 required about 23% of the run-time needed to compute a solution of
comparable accuracy. However, relative to the MFIX simulation MS3, the reduced run-
time was not as significant given that considerably fewer nodes were used in A3. This
may be a result of the additional computational costs associated with indirect addressing
of solution nodes in an unstructured mesh approach, the adaptivity process itself, and the
interpolation of solution data from the pre-adapt to the post-adapt mesh. Furthermore,
there may be several components of the solution method’s implementation in Fluidity
that are inefficient and that could be improved through code profiling and optimisation.
Therefore, while the run-time can be reduced through using fewer computational nodes,
there are additional costs of using an adaptive unstructured mesh which must always be
considered along with the benefits when choosing to adopt such an approach to numerical
modelling.
7.6. Conclusion
This chapter presented the application of Fluidity’s compressible multiphase flow model
to the simulation of an explosive volcanic eruption and the subsequent collapse of the
resulting airborne plume of hot gas and ash which formed a high-speed, ground-hugging
pyroclastic flow. Due to the current simplicity of the model implemented in Fluidity, the
effects of water vapour and wind were not considered. A two-dimensional, 7 km × 7 km
Cartesian domain was used. Moreover, the physical parameters for each phase, as well as
the initial and boundary conditions, were chosen to be in the range of those considered by
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Figure 7.17.: (a): The fountain height at t = 10 s against the characteristic element length,
(b): Error in fountain height at t = 10 s, relative to the simulation using the
finest resolution, against the characteristic element length.
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Figure 7.18.: The fountain height at t = 10 s against the maximum number of nodes in
the adaptive unstructured mesh simulations performed with Fluidity.
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Figure 7.19.: Error in the fountain height at t = 10 s, relative to the simulation using the
finest resolution, against the number of nodes in fixed and adaptive meshes.
Note that in the case of the adaptive unstructured mesh simulations, the
maximum number of nodes used during the time period [0, 10] s is plotted.
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Valentine and Wohletz (1989). All simulations were performed until t = 120 s, which was
enough time for the main characteristics of an eruption to form and be observed.
No experimental data were available to validate the numerical results, so to gain some
confidence in their correctness, another open-source multiphase flow code called MFIX was
used to perform simulations with the same setup used by Fluidity, but on fixed structured
meshes. In both models, most of the key characteristics of a typical eruption event were
present in the numerical simulations, with the exception of phoenix columns which were
not able to form because of the pyroclastic flow’s high inertia. Although the early-time
dynamics (i.e. the shock wave, the initial growth of the ash column, and the over-hanging
vortex) were similar, there were some notable differences between the two models after
approximately t = 30 s when the volcanic column began to collapse. The ash in the
MFIX simulations was significantly more dispersed and a much denser convective region
was observed, which transported ash away from the fountain. This in turn resulted in a
shorter run-out distance at the end of the simulation.
The height of the collapsing column of ash was compared against a theoretical formula
derived by Dobran et al. (1993) to further investigate the plausibility of the results. The
absolute error between the numerical and theoretical plume height was similar to that
observed in existing numerical simulations, but the relative error was much greater. A
wider range of inlet velocities should be tested to properly evaluate the formula.
A convergence analysis of the height of the growing plume after t = 10 s was performed
in Fluidity and MFIX to ensure that the dynamics were correctly representing the physics.
Fixed structured meshes were used in both Fluidity and MFIX. Fixed unstructured meshes
and adaptive unstructured meshes were also used, but only with Fluidity since MFIX
does not support these types of mesh. The error in the plume height relative to the
finest mesh simulation was plotted and exhibited convergence (between first-order and
second-order) in both models. By plotting the fixed and adaptive mesh results together
using the number of solution nodes as the independent variable, it was also shown that
the use of adaptivity permits the same level of accuracy to be obtained whilst using an
order of magnitude fewer nodes. When comparing against the fixed mesh simulations
in Fluidity, this brought a significant reduction in the run-time, which highlighted the
benefits of an adaptive unstructured mesh approach. However, the reduced run-time was
not as significant relative to the fixed mesh simulations in MFIX. The additional costs
associated with using an unstructured mesh and mesh adaptivity must therefore always
be considered when choosing a numerical modelling approach. Finally, while it was not
possible to conclude which model was more accurate at simulating the dynamics because
of the lack of experimental data, the fact that both models converged (and at the same
rate) at least shows that they are both robust. That is, any differences in between the
results were a result of the numerical modelling approach and not because of an error in
the implementation of the models.
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8. Conclusion
The research presented in this thesis concerned the development and application of two
numerical multiphase flow models for the study of volcanic ash plume dynamics, both in
air and in water. These geophysical phenomena are not well understood and represent
a great challenge to numerical models as a result of their complex multi-scale nature.
The restrictions imposed on existing fixed mesh-based models by the correlation between
solution accuracy and required computational resources continue to limit their ability to
further the understanding of volcanic plume dynamics through more complex simulation
set-ups, and therefore motivated the adoption of an advanced modelling approach in this
work. The approach used adaptive unstructured meshes to discretise the flow domain and
minimised the number of superfluous solution nodes as a simulation progressed, whilst
maintaining solution accuracy. The research aimed to demonstrate that such an approach
allows volcanic plume simulations to be performed with reduced computational require-
ments, and sought to determine the extent to which these requirements are reduced in
terms of the number of solution nodes and the overall simulation run-time.
One of the first adaptive unstructured mesh-based simulations performed with the in-
compressible multiphase flow model, used for validation purposes in Chapter 4, considered
the settling of silicon carbide particles in a tank of saline water. It was shown that par-
ticles entering the water initially obeyed Stokes’ law and formed a near-surface layer of
particles. Small protrusions at the interface between the layer and the pure water beneath
began to grow as a result of Rayleigh-Taylor instability, and started accelerating towards
the base of the tank as plumes. These plumes travelled at velocities much greater than
that of a single particle travelling individually under Stokes’ law, which has implications
on the transport of sediment in the ocean. By undertaking a convergence analysis of the
plume speed using both fixed and adaptive unstructured meshes, the reduction in com-
putational requirements through the use of mesh adaptivity was highlighted by the use
of four times fewer solution nodes for the same measure of accuracy. While this finding
certainly supports the use of adaptive unstructured meshes, the overall usefulness of the
approach was limited in this particular scenario because fine resolution was placed in a
relatively large proportion of the domain once the plume had matured and particles spread
out horizontally at the salinity inflexion point. This resulted in a reduction of just 60%
of the runtime (165 hours for a fixed unstructured mesh, compared to 60 hours for an
adaptive unstructured mesh). Adaptive unstructured meshes are therefore likely to be
most effective in situations where the dynamics are concentrated in or around a small
proportion of the domain.
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An example of where an adaptive unstructured mesh would be most beneficial is the
simulation of ash particle descent in a kilometre-scale ocean column. The depth of the
particle-water layer is typically much smaller than the overall height of the column, so
an adaptive unstructured mesh would concentrate resolution only in that relatively tiny
fraction of the domain at early times. This is unlike a fixed uniform mesh, where a large
amount of resolution would be wasted in areas not important to the dynamics. After
plume formation occurs, the vertical density currents descend and can merge together.
Since it is difficult to predict the position of the plumes throughout time a priori, even
the use of a fixed mesh that focusses resolution near the ocean surface would still require
many superfluous solution nodes in order to pre-empt the position of the plumes. In
contrast, an adaptive unstructured mesh would maintain resolution only where necessary
and conform well to the surfaces of these protrusions, thereby not wasting computational
effort resolving the space in between plumes that may be several metres apart.
The effectiveness of an adaptive unstructured mesh approach becomes even more pro-
nounced when moving from a simple two-dimensional square domain to a full three-
dimensional domain with realistic topography in the vicinity of the volcano (as well as the
bathymetry along the seabed), and including additional realism such as multiple dispersed
phases comprising different particle diameters. This is crucial for a better understanding of
the processes behind volcanic plume formation and transport, since idealised laboratory-
scale experiments often do not scale well to the natural world. However, significantly
increasing the complexity would result in a simulation that is not feasible on a fixed mesh
of uniform resolution with available computer power. Mesh adaptivity therefore opens up
more opportunities to advance the understanding of volcanic ash dynamics by permitting
realistic simulations that are more computationally demanding.
Following the successful validation of the incompressible multiphase flow model, its ap-
plication considered the simulation of similar experiments involving the settling of volcanic
ash in fresh water, with a wider range of particle diameters. Once again a convergence
analysis, this time considering the dispersed phase’s kinetic energy density, was used to
quantify the computational savings brought about from the use of mesh adaptivity. Results
comparable in accuracy to a fixed unstructured mesh simulation were obtained using an
order of magnitude fewer nodes. However, another caveat of the adaptive mesh approach
was discovered in the process. It was demonstrated in Chapter 5 (and later in Chapter
7) that the effects of the unstructured nature of the mesh itself (i.e. uneven numerical
diffusion) were enhanced by the mesh adaptivity process which continuously perturbed
the dynamics, as well as the solution interpolation process which introduced additional
numerical diffusion. It is therefore important to consider what impact this will have on the
dynamics. In particular, parts of the flow which are highly turbulent are likely to be more
sensitive to such perturbations because of their chaotic nature; any small perturbation can
easily result in a very different solution at later times.
Another key contribution of the thesis came from further application of the incom-
pressible multiphase flow model. Using the same model set-up, a parameter study was
203
undertaken by running a suite of simulations of the ash settling experiments by Carey
(1997) with varying particle diameters and mass fluxes. This permitted the evaluation of
the validity of two quantities which aimed to measure the tendency for plumes to form in
water. Such measures can help determine particle residence times and deposition rates,
and therefore the amount of perturbations the particles undergo from ocean currents and
bioturbation. It was discovered that the measure which assumes that the collective set-
tling of particles obeys Stokes’ law, Bvv, grossly under-estimated the timescale of collective
settling. In contrast, the measure that assumes that collective settling is governed by the
balance between gravitational forces and inertial drag, Bvi, was shown to predict the for-
mation of plumes more robustly. It is worth noting that the meshes remained fixed in the
parameter study because of the difficulty surrounding the choice of the weight parameter
, used to control the amount of refinement in an adaptive unstructured mesh. Since the
field being adapted to, in this case the volume fraction of the dispersed phase, changed for
each simulation in the parameter study, several values for  would need to be found which
maintain the same level of accuracy between simulations; simply choosing the same value
of  will almost certainly result in bias. The choice of  therefore presents an additional
challenge for the use of adaptive unstructured meshes, since  cannot be determined a
priori for an arbitrary problem.
By taking into account the dependence of the plume amplitude on the thickness of
the layer from which it grows, the accuracy of the Bvi measure was further improved. An
alternative and even more accurate measure B′vi was also derived using a more appropriate
expression for the plume growth rate given by Youngs (1984). The formulation of B′vi
permitted the discovery of its value from the properties of the deposit which made the
measure more accessible to field studies; the layer thickness and volume fraction of the
dispersed phase near the surface do not need to be known at the time of pluming. However,
estimating B′vi this way is not as accurate because further simplifying assumptions need to
be made, namely that the particles are deposited equally along the seabed, and that the
mass in the deposit is equal to the mass in the near-surface layer when B′vi is calculated,
which is often not the case in the real world. Nevertheless, the measure provides an
enhanced understanding of the particle deposition process.
Chapter 7 considered the two-dimensional simulation of an explosive volcanic eruption.
This is another example of a scenario that is more suitable for an adaptive unstructured
mesh since the dynamics are complex and multi-scale, but often only require fine resolution
to be placed in a relatively small portion of the domain, especially at early times. The key
components of a typical eruption event, namely the initial shock wave, ash fountain, re-
circulating region, convective region and pyroclastic flow, were all successfully captured by
the model on a fixed structured mesh. However, it was found that the uneven numerical
diffusion brought about by the use of an unstructured mesh was enough to stunt the
growth of the convective region, and mesh adaptivity has the potential to exacerbate this
even further. If the physics of the problem are to be accurately described, care must
therefore be taken to minimise this diffusion by finding a balance between maintaining
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solution accuracy and not adapting too frequently so as to reduce interpolation error.
Additionally, a small structured block of fixed high-resolution may be necessary in areas
that are particularly sensitive to changes in the mesh, although this will obviously lessen
the effectiveness of the adaptive mesh approach.
In a similar manner to the other simulations presented in this thesis, the two-dimensional
volcanic eruption simulations that used an adaptive unstructured mesh were considerably
faster relative to the same simulation run using a fixed-mesh based approach with the
same CFD code. For a quantitatively similar degree of accuracy based on a convergence
analysis of the volcanic fountain height, the fixed and adaptive unstructured mesh runs
took 93 hours and 18 hours, respectively. However, when comparing Fluidity against the
fixed mesh-based MFIX multiphase flow code, the saving of just a few hours of runtime
was relatively insignificant. Therefore, a final point to note is that while an adaptive
unstructured mesh approach can yield significant computational savings by reducing the
number of superfluous nodes and economically representing the dynamics, other factors
such as inefficiencies in the model implementation, the additional numerical diffusion in-
troduced by the solution interpolation routine, and extra costs associated with indirect
addressing in unstructured meshes must be taken into account when deciding to use the
approach adopted in this thesis.
Numerical multiphase flow models such as those presented in this thesis continue to
pave the way forward with regards to understanding more about the dynamics of volcanic
ash transport and other complex natural phenomena. The benefits that an adaptive
unstructured mesh-based approach can bring to such models, demonstrated throughout
this thesis, will hopefully encourage further advances in numerical modelling techniques.
Of course, there are still many research topics to be investigated and plenty of questions
still to be answered; some of these are discussed in the next section.
8.1. Potential Areas for Future Research
The results presented in this thesis open up new paths for future research. For instance,
the simulations of particle settling in water can potentially be taken to the ocean-scale with
mesh adaptivity and available computational resources; one interesting route of research
could be to use a known salinity profile, obtained through field studies, and investigate
the effects of a realistic salinity gradient on the transport of particles through an ocean
column. It would also be interesting to evaluate the Bvi and B
′
vi measures introduced
in Chapter 5 on a much larger-scale and see how well they cope with the inclusion of a
salinity gradient, and therefore an extra layer of complexity. However, the application
of mesh adaptivity in this parameter study would require the formulation of a consistent
method for choosing the weight parameter  required by the adaptivity process.
A limitation of Bvi and B
′
vi is that, at some critical value for the particle diameter dd,
the Stokes drag coefficient 24/Red breaks down because the particle Reynolds number
Red becomes much greater than unity. Particles with a diameter much larger than ash
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entering a body of water may settle individually, but with a velocity much greater than
that predicted by Stokes’ law, thereby making the quantities Bvi and B
′
vi unsuitable for
this scenario. Future research could therefore focus on the validity of Bii, derived in
Appendix B, as a measure of the tendency for plumes to form.
Enabling the LES turbulence model in the momentum equation for the continuous (gas)
phase could provide an immediate improvement to the volcanic eruption simulations. A
further advancement not yet demonstrated in the eruption modelling literature would be
to model turbulence in the dispersed phase(s) and the transfer of turbulence between each
phase. Besides turbulence, contributions from atmospheric forcing play an important role
in the transportation and deposition of volcanic ash (Bursik et al., 2009); models of wind
effects can readily be incorporated through a source term (Woodhouse et al., 2013) in
the momentum equation for the gas phase. Incorporating the effects of variable specific
heat based on the amount of water vapour in the gas phase would also make the model
set-up more realistic. Two separate fields could be created: one a tracer field representing
the mass fraction of water vapour, and the other a diagnostic field that calculates the
specific heat of the gas phase using the formula given by Neri and Macedonio (1996).
The diagnostic field can then be used when calculating the thermodynamic properties of
the gas such as the density as well as inter-phase heat transfer. The advantages of using
mesh adaptivity to reduce computational costs would become more obvious here, since the
inclusion of such additional realism would further increase the complexity of the problem
and eventually make it completely intractable when using a fixed uniform mesh approach
with available computational resources.
Transitioning to three-dimensions with the help of unstructured mesh adaptivity will
form a crucial step towards a more accurate description of ash plume dynamics over
wider areas. The same applies to moving away from the idealised domain considered
in this work to realistic topography which has significant impact on the behaviour and
path that pyroclastic flows take. While three-dimensional models of volcanic ash dynamics
already exist in the literature, they continue to suffer from the correlation between accuracy
and the required computational effort that the work presented in this thesis set out to
mitigate. It would be interesting to compare run-times of these models against an adaptive
mesh simulation in Fluidity, although a measure of model accuracy should be properly
established in order to make a fair comparison.
206
Acknowledgments
To contribute new knowledge and understanding of the world around us is, and always
will be, one of my aims in life. The culmination of three years’ worth of research in this
thesis represents the first of many steps towards fulfilling that aim, and I would like to
take this opportunity to express my gratitude to those who have helped me achieve it.
Firstly, I would like to thank my supervisors: Gareth Collins, Matthew Piggott, and
Alan Dawes. The successful completion of this research project would not have been
possible without their vast knowledge, enthusiasm and patience. I am extremely grateful
for all their support during the past three years, and for giving me the opportunity to
conduct research with them in the first place.
My mentors Cian Wilson and Stephan Kramer offered no end of help and advice, par-
ticularly in the numerical aspects of this research. My pastoral supervisor Rhodri Davies
provided constant encouragement and somehow kept my spirits up during even the most
difficult of times of the doctoral programme, as did the fellow students in the Department
of Earth Science and Engineering. I truly appreciate all the support they have given me.
Funding from the Institute of Shock Physics at Imperial College London and the Atomic
Weapons Establishment (AWE) was generously received, along with the computational
resources provided by the Department of Earth Science and Engineering, and the Imperial
College High Performance Computing Service.
I would also like to extend my thanks to the following researchers beyond Imperial:
Tamara Goldin for discussions regarding tephra settling; Jay Melosh for KFIX-related
discussions and a copy of the KFIX-LPL code; Ed Llewellin and Richard Brown for some
ideas of potential volcanism-related applications; Vernon Manville for a copy of the exper-
imental data presented in the paper by Manville and Wilson (2004); Richard Saurel for a
copy of the shock tube experimental data presented in the paper by Rogue et al. (1998)
and Saurel et al. (2010).
Finally, I thank all of my family for their unwavering love and support.
Christian Thomas Jacobs
October 2013
207
References
G. Agbaglah, S. Delaux, D. Fuster, J. Hoepffner, C. Josserand, S. Popinet, P. Ray, R. Scar-
dovelli, and S. Zaleski. Parallel Simulation of Multiphase Flows using Octree Adaptivity
and the Volume-of-Fluid Method. Comptes Rendus Me´canique, 339(2-3):194–207, 2011.
B. J. Andrews and M. Manga. Effects of topography on pyroclastic density current runout
and formation of coignimbrites. Geology, 39(12):1099–1102, 2011. doi: 10.1130/G32226.
1.
ANSYS, Inc. ANSYS CFX, Release 10.0: Installation and Overview, 2005.
S. Balay, J. Brown, K. Buschelman, V. Eijkhout, W. D. Gropp, D. Kaushik, M. G. Knepley,
L. C. McInnes, B. F. Smith, and H. Zhang. PETSc Users Manual. Technical Report
ANL-95/11 Revision 2.3.2., Argonne National Laboratory, 2006.
F. Bassi and S. Rebay. A High-Order Accurate Discontinuous Finite Element Method
for the Numerical Solution of the Compressible Navier-Stokes Equations. Journal of
Computational Physics, 131(2):267–279, 1997. doi: 10.1006/jcph.1996.5572.
G. K. Batchelor. An Introduction to Fluid Dynamics. Cambridge University Press, 1973.
J. Behrens and M. Bader. Efficiency considerations in triangular adaptive mesh refinement.
Philosophical Transactions of the Royal Society A, 367(1907):4577–4589, 2009. doi:
10.1098/rsta.2009.0175.
G. W. Bergantz and J. Ni. A numerical study of sedimentation by dripping instabilities
in viscous fluids. International Journal of Multiphase Flow, 25(2):307–320, 1999.
M. J. Berger and P. Colella. Local adaptive mesh refinement for shock hydrodynam-
ics. Journal of Computational Physics, 82(1):64–84, 1989. doi: 10.1016/0021-9991(89)
90035-1.
C. Bonadonna, G. G. J. Ernst, and R. S. J. Sparks. Thickness variations and vol-
ume estimates of tephra fall deposits: the importance of particle Reynolds num-
ber. Journal of Volcanology and Geothermal Research, 81(3-4):173–187, 1998. doi:
10.1016/S0377-0273(98)00007-9.
D. Bouris and G. Bergeles. 2D LES of vortex shedding from a square cylinder. Journal
of Wind Engineering and Industrial Aerodynamics, 80(1-2):31–46, 1999. doi: 10.1016/
S0167-6105(98)00200-1.
208
W. H. Bradley. Vertical Density Currents. Science, 150(3702):1423–1428, 1965.
W. H. Bradley. Vertical Density Currents-II. Limnology and Oceanography, 14(1):1–3,
1969.
M. N. Bramlette and W. H. Bradley. Geology and biology of North Atlantic deep-sea
cores between Newfoundland and Ireland: lithology and geological interpretation. U.S.
Geological Survey Professional Paper 196-A, 1., 1941.
M. J. Branney and P. Kokelaar. Pyroclastic Density Currents and the Sedimentation of
Ignimbrites. Geological Society London Memoir 27. The Geological Society, Bath, 2002.
C. E. Brennen. Fundamentals of Multiphase Flow. Cambridge University Press, 2005.
M. I. Bursik and A. W. Woods. The dynamics and thermodynamics of large ash flows.
Bulletin of Volcanology, 58(2-3):175–193, 1996. doi: 10.1007/s004450050134.
M. I. Bursik, S. E. Kobs, A. Burns, O. A. Braitseva, L. I. Bazanova, I. V. Melekestsev,
A. Kurbatov, and D. C. Pieri. Volcanic plumes and wind: Jetstream interaction exam-
ples and implications for air traffic. Journal of Volcanology and Geothermal Research,
186(1-2):60–67, 2009. doi: 10.1016/j.jvolgeores.2009.01.021.
Z. Cai, J. Douglas, Jr., and M. Park. Development and Analysis of Higher Order Finite
Volume Methods over Rectangles for Elliptic Equations. Advances in Computational
Mathematics, 19(1-3):3–33, 2003. doi: 10.1023/A:1022841012296.
J. G. Calvert. Glossary of atmospheric chemistry terms (Recommendations 1990). Pure
and Applied Chemistry, 62(11):2167–2219, 1990. doi: 10.1351/pac199062112167.
G. Carazzo and A. M. Jellinek. A new view of the dynamics, stability and longevity
of volcanic clouds. Earth and Planetary Science Letters, 325-326:39–51, 2012. doi:
10.1016/j.epsl.2012.01.025.
S. Carcano, L. Bonaventura, T. Esposti Ongaro, and A. Neri. A semi-implicit, second order
accurate numerical model for multiphase underexpanded volcanic jets. Geoscientific
Model Development Discussions, 6:399–452, 2013. doi: 10.5194/gmdd-6-399-2013.
S. Carey. Influence of convective sedimentation on the formation of widespread tephra fall
layers in the deep sea. Geology, 25(9):839–842, 1997.
S. N. Carey, H. Sigurdsson, and R. S. J. Sparks. Experimental studies of particle-laden
plumes. Journal of Geophysical Research, 93:15314–15328, 1988.
S.N. Carey and J.-L. Schneider. Volcaniclastic Processes and Deposits in the Deep-Sea.
In H. Hu¨neke and T. Mulder, editors, Deep-Sea Sediments, volume 63 of Developments
in Sedimentology, chapter 7, pages 457–515. Elsevier, 2011.
209
M. J. Castro-Dı´az, F. Hecht, B. Mohammadi, and O. Pironneau. Anisotropic unstruc-
tured mesh adaption for flow simulations. International Journal for Numerical Meth-
ods in Fluids, 25(4):475–491, 1997. doi: 10.1002/(SICI)1097-0363(19970830)25:4〈475::
AID-FLD575〉3.0.CO;2-6.
S. Chandrasekhar. The character of the equilibrium of an incompressible heavy viscous
fluid of variable density. Mathematical Proceedings of the Cambridge Philosophical So-
ciety, 51(1):162–178, 1955. doi: 10.1017/S0305004100030048.
S. Chandrasekhar. Hydrodynamic and Hydromagnetic Stability. Dover Publications, 1961.
L. Chen, P. Sun, and J. Xu. Optimal anisotropic meshes for minimizing interpolation
errors in Lp-norm. Mathematics of Computation, 76:179–204, 2007.
K. Chojnicki, A. B. Clarke, and J. C. Phillips. A shock-tube investigation of the dynamics
of gas-particle mixtures: Implications for explosive volcanic eruptions. Geophysical
Research Letters, 33(L15309), 2006. doi: 10.1029/2006GL026414.
A.J. Chorin. Numerical Solution of the Navier-Stokes Equations. Mathematics of Com-
putation, 22(104):745–762, 1968.
A. B. Clarke, A. Neri, B. Voight, G. Macedonio, and T. H. Druitt. Computational mod-
elling of the transient dynamics of the August 1997 Vulcanian explosions at Soufrie`re
Hills Volcano, Montserrat: influence of initial conduit conditions on near-vent py-
roclastic dispersal. Geological Society, London, Memoirs, 21:319–348, 2002. doi:
10.1144/GSL.MEM.2002.021.01.15.
P. Colella and H. M. Glaz. Efficient solution algorithms for the Riemann problem for
real gases. Journal of Computational Physics, 59(2):264–289, 1985. doi: 10.1016/
0021-9991(85)90146-9.
G. Compe`re, E. Marchandise, and J.-F. Remacle. Transient adaptivity applied to two-
phase incompressible flows. Journal of Computational Physics, 227(3):1923–1942, 2008.
doi: 10.1016/j.jcp.2007.10.002.
C.J. Cotter, D.A. Ham, C.C. Pain, and S. Reich. LBB stability of a mixed Galerkin finite
element pair for fluid flow simulations. Journal of Computational Physics, 228(2), 2009.
doi: 10.1016/j.jcp.2008.09.014.
C. T. Crowe. Review - Numerical Models for Dilute Gas-Particle Flows. Journal of Fluids
Engineering, 104:297–303, 1982.
C. T. Crowe. Multiphase Flow Handbook. CRC Press, 2005.
C. T. Crowe, J. A. Nicholls, and R. B. Morrison. Drag coefficients of inert and burning
particles accelerating in gas streams. Symposium (International) on Combustion, 9(1):
395–406, 1963. doi: 10.1016/S0082-0784(63)80048-X.
210
C. T. Crowe, T. R. Troutt, and J. N. Chung. Numerical Models for Two-Phase Turbulent
Flows. Annual Review of Fluid Mechanics, 28:11–43, 1996. doi: 10.1146/annurev.fl.28.
010196.000303.
C. T. Crowe, M. Sommerfeld, and Y. Tsuji. Multiphase Flows with Droplets and Particles.
CRC Press, 1998.
C. T. Crowe, J. D. Schwarzkopf, M. Sommerfeld, and Y. Tsuji. Multiphase Flows with
Droplets and Particles. CRC Press, second edition, 2011.
B. J. Daly. Numerical Study of Two Fluid Rayleigh-Taylor Instability. Physics of Fluids,
10(2):297–307, 1967. doi: 10.1063/1.1762109.
S. B. Dalziel, M. D. Patterson, C. P. Caulfield, and I. A. Coomaraswamy. A numerical
study of sedimentation by dripping instabilities in viscous fluids. Physics of Fluids, 20
(6):065106, 2008. doi: 10.1063/1.2936311.
S. Dartevelle, W. I. Rose, J. Stix, K. Kelfoun, and J. W. Vallance. Numerical modeling of
geophysical granular flows: 2. Computer simulations of plinian clouds and pyroclastic
flows and surges. Geochemistry, Geophysics, Geosystems, 5(8), 2004. doi: 10.1029/
2003GC000637.
A. W. Date. Fluid dynamical view of pressure checkerboarding problem and smoothing
pressure correction on meshes with colocated variables. International Journal of Heat
and Mass Transfer, 46:4885–4898, 2003.
D. R. Davies, C. R. Wilson, and S. C. Kramer. Fluidity: A fully unstructured anisotropic
adaptive mesh computational modeling framework for geodynamics. Geochemistry Geo-
physics Geosystems, 12(6), 2011. doi: 10.1029/2011GC003551.
R. H. Davis and A. Acrivos. Sedimentation of Noncolloidal Particles at Low Reynolds
Numbers. Annual Review of Fluid Mechanics, 17:91–118, 1985.
J. Deardorff. A numerical study of three-dimensional turbulent channel flow at large
Reynolds numbers. Journal of Fluid Mechanics, 41(2):453–480, 1970. doi: 10.1017/
S0022112070000691.
G. Dimonte and M. Schneider. Density ratio dependence of Rayleigh-Taylor mixing for
sustained and impulsive acceleration histories. Physics of Fluids, 12(2):304–321, 2000.
doi: 10.1063/1.870309.
G. Dimonte, D. L. Youngs, A. Dimits, Weber. S, M. Marinak, S. Wunsch, Garasi C.,
A. Robinson, M. J. Andrews, P. Ramaprabhu, A. C. Calder, B Fryxell, J. Biello,
L. Dursi, P. MacNeice, K. Olson, P. Ricker, R. Rosner, F. Timmes, H. Tufo, Y.-N.
Young, and M. Zingale. A comparative study of the turbulent Rayleigh-Taylor insta-
bility using high-resolution three-dimensional numerical simulations: The Alpha-Group
collaboration. Physics of Fluids, 16(5):1668–1693, 2004. doi: 10.1063/1.1688328.
211
F. Dobran, A. Neri, and G. Macedonio. Numerical Simulation of Collapsing Volcanic
Columns. Journal of Geophysical Research, 98(B3):4231–4259, 1993. doi: 10.1029/
92JB02409.
D. M. Doronzo, G. A. Valentine, P. Dellino, and M. D. de Tullio. Numerical Analysis
of the Effect of Topography on Deposition from Dilute Pyroclastic Density Currents.
Earth and Planetary Science Letters, 300(1-2):164–173, 2010.
D. A. Drew and R. T. Lahey Jr. Application of general constitutive principles to the deriva-
tion of multidimensional two-phase flow equations. International Journal of Multiphase
Flow, 5(4):243–264, 1979. doi: 10.1016/0301-9322(79)90024-7.
D. A. Drew and S. L. Passman. Theory of Multicomponent Fluids. Springer, New York,
1999.
R. E. Duff, F. H. Harlow, and C. W. Hirt. Effects of diffusion on interface instability
between gases. Physics of Fluids, 5(4):417–425, 1962.
E. B. Ekren, D. H. McIntyre, and E. H. Bennett. High-Temperature, Large-Volume,
Lavalike Ash-Flow Tuffs Without Calderas In Southwestern Idaho. Geological Survey
Professional Paper 1272, United States Geological Survey, 1984.
S. Elghobashi. On predicting particle-laden turbulent flows. Applied Scientific Research,
52(4):309–329, 1994. doi: 10.1146/annurev.fl.28.010196.000303.
H. C. Elman, D. J. Silvester, and A. J. Wathen. Finite Elements and Fast Iterative Solvers:
with applications in incompressible fluid dynamics. Oxford University Press, 2005.
H. Enwald, E. Peirano, and A.-E. Almstedt. Eulerian Two-Phase Flow Theory Applied
to Fluidization. International Journal of Multiphase Flow, 22:21–66, 1996.
S. Ergun. Fluid flow through packed columns. Chemical Engineering Progress, 48(2):
89–94, 1952.
T. Esposti Ongaro, C. Cavazzoni, G. Erbacci, A. Neri, and M. V. Salvetti. A parallel
multiphase flow code for the 3D simulation of explosive volcanic eruptions. Parallel
Computing, 33(7-8):541–560, 2007. doi: 10.1016/j.parco.2007.04.003.
T. Esposti Ongaro, A. Neri, G. Menconi, M. de’Michieli Vitturi, P. Marianelli, C. Cavaz-
zoni, G. Erbacci, and P.J. Baxter. Transient 3D numerical simulations of column col-
lapse and pyroclastic density current scenarios at Vesuvius. Journal of Volcanology and
Geothermal Research, 178(3):378–396, 2008. doi: 10.1016/j.jvolgeores.2008.06.036.
T. Esposti Ongaro, C. Widiwijayanti, A. B. Clarke, B. Voight, and A. Neri. Multiphase-
flow numerical modeling of the 18 May 1980 lateral blast at Mount St. Helens, USA.
Geology, 39(6):535–538, 2011. doi: 10.1130/G31865.1.
212
T. Esposti Ongaro, A. B. Clarke, B. Voight, A. Neri, and C. Widiwijayanti. Multiphase
flow dynamics of pyroclastic density currents during the May 18, 1980 lateral blast of
Mount St. Helens. Journal of Geophysical Research, 117(B06208), 2012. doi: 10.1029/
2011JB009081.
L.-S. Fan and C. Zhu. Principles of Gas-Solid Flows. Cambridge University Press, 2005.
P. E. Farrell. Galerkin projection of discrete fields via supermesh construction. PhD thesis,
Imperial College London, 2009.
P. E. Farrell, M. D. Piggott, C. C. Pain, G. J. Gorman, and C. R. Wilson. Conser-
vative interpolation between unstructured meshes via supermesh construction. Com-
puter Methods in Applied Mechanics and Engineering, 198(33-36):2632–2642, 2009. doi:
10.1016/j.cma.2009.03.004.
P. E. Farrell, M. D. Piggott, G. J. Gorman, D. A. Ham, C. R. Wilson, and T. M. Bond.
Automated continuous verification for numerical simulation. Geoscientific Model Devel-
opment, 4:435–449, 2011. doi: 10.5194/gmd-4-435-2011.
J. H. Ferziger and M. Peric´. Computational Methods for Fluid Dynamics. Springer, third
edition, 2002.
C. Geuzaine and J.-F. Remacle. Gmsh: A 3-D finite element mesh generator with built-
in pre- and post-processing facilities. International Journal for Numerical Methods in
Engineering, 79(11):1309–1331, 2009. doi: 10.1002/nme.2579.
D. Gidaspow. Multiphase Flow and Fluidization: Continuum and Kinetic Theory Descrip-
tions. Academic Press, 1994.
J. S. Gilbert and R. S. J. Sparks. Future research directions on the physics of explosive
volcanic eruptions. In J. S. Gilbert and R. S. J. Sparks, editors, The Physics of Explo-
sive Volcanic Eruptions (Geological Society Special Publication), volume 145 of Special
Publications, pages 1–7. Geological Society, London, 1998.
F. X. Giraldo and M. Restelli. A study of spectral element and discontinuous Galerkin
methods for the NavierStokes equations in nonhydrostatic mesoscale atmospheric mod-
eling: Equation sets and test cases. Journal of Computational Physics, 227:3849–3877,
2008. doi: 10.1016/j.jcp.2007.12.009.
G. Gisler, R. Weaver, and M. L. Gittings. Two-dimensional simulations of explosive
eruptions of Kick-em Jenny and other submarine volcanos. Science of Tsunami Hazards,
25(1):34–41, 2006.
T. J. Goldin. Atmospheric Interactions During Global Deposition of Chicxulub Impact
Ejecta. PhD thesis, University of Arizona, 2008.
213
R. A. Gore and C. T. Crowe. Effect of particle size on modulating turbulent intensity. Inter-
national Journal of Multiphase Flow, 15(2):279–285, 1989. doi: 10.1016/0301-9322(89)
90076-1.
G. Gorman. Parallel Anisotropic Unstructured Mesh Optimisation and its Applications.
PhD thesis, Imperial College London, 2006.
G. J. Gorman, M. D. Piggott, C. C. Pain, C. R. E. de Oliveira, A. P. Umpleby, and
A. J. H. Goddard. Optimisation based bathymetry approximation through constrained
unstructured mesh adaptivity. Ocean Modelling, 12(3-4):436–452, 2006. doi: 10.1016/
j.ocemod.2005.09.004.
G. J. Gorman, M. D. Piggott, and C. C. Pain. Shoreline approximation for unstructured
mesh generation. Computers and Geosciences, 33(5):666–677, 2007. doi: 10.1016/j.
cageo.2006.09.007.
P. M. Gresho and S. T. Chan. Solving the incompressible NavierStokes equations using
consistent mass and a pressure poisson equation. ASME Symposium on recent develop-
ment in CFD, Chicago, 95:51–73, 1988.
P. M. Gresho and R. L. Sani. Incompressible Flow and the Finite Element Method, vol-
ume 2. Wiley, 2000.
D. J. Gunn. Transfer of heat or mass to particles in fixed and fluidised beds. International
Journal of Heat and Mass Transfer, 21(4):467–476, 1978.
A. Harten. High Resolution Schemes for Hyperbolic Conservation Laws. Journal of Com-
putational Physics, 49:357393, 1983.
M. R. Hestenes and E. Stiefel. Methods of Conjugate Gradients for Solving Linear Systems.
Journal of Research of the National Bureau of Standards, 49(6), 1952.
H. R. Hiester. The application of adaptive mesh techniques to numerical simulations of
gravity current flows. PhD thesis, Imperial College London, 2011.
H. R. Hiester, M. D. Piggott, and P. A. Allison. The impact of mesh adaptivity on the
gravity current front speed in a two-dimensional lock-exchange. Ocean Modelling, 38
(1-2):1–21, 2011. doi: 10.1016/j.ocemod.2011.01.003.
K. Hiltunen, A. Ja¨sberg, S. Kallio, H. Karema, M. Kataja, A. Koponen, M. Manninen,
and V. Taivassalo. Multiphase Flow Dynamics: Theory and Numerics. VTT, Espoo,
2009.
Imperial College London. Fluidity 4.1 Manual, 2011. URL http://amcg.ese.ic.ac.uk/
Fluidity.
M. Ishii. Thermo-Fluid Dynamic Theory of Two-Phase Flow. Eyrolles, 1975.
214
M. Ishii and T. Hibiki. Thermo-Fluid Dynamics of Two-Phase Flow. Springer, 2006.
K. Ito, T. Kunugi, and H. Ohshima. A high-precision unstructured adaptive mesh tech-
nique for gas–liquid two-phase flows. International Journal for Numerical Methods in
Fluids, 67(11):1571–1589, 2011.
C. T. Jacobs, G. S. Collins, M. D. Piggott, S. C. Kramer, and C. R. G. Wilson. Multiphase
flow modelling of volcanic ash particle settling in water using adaptive unstructured
meshes. Geophysical Journal International, 192(2):647–665, 2013. doi: 10.1093/gji/
ggs059.
H. A. Jakobsen. Chemical Reactor Modeling: Multiphase Reactive Flows. Springer, Berlin,
2008.
S. T. Johansen, N. M. Anderson, and S. R. de Silva. A two-phase model for particle local
equilibrium applied to air classification of powders. Powder Technology, 63(2):121–132,
1990. doi: 10.1016/0032-5910(90)80034-V.
M. T. Jones and P. E. Plassmann. Parallel Algorithms for Adaptive Mesh Refine-
ment. SIAM Journal on Scientific Computing, 18(3):686–708, 1997. doi: 10.1137/
S106482759528065X.
K. Kadoya, N. Matsunaga, and A. Nagashima. Viscosity and Thermal Conductivity of
Dry Air in the Gaseous Phase. Journal of Physical and Chemical Reference Data, 14
(4):947–970, 1985. doi: 10.1063/1.555744.
I. Kataoka. Local instant formulation of two-phase flow. International Journal of Multi-
phase Flow, 12(5):745–758, 1986.
R. F. Katz, M. G. Knepley, B. Smith, M. Spiegelman, and E. T. Coon. Numerical
simulation of geodynamic processes with the Portable Extensible Toolkit for Scien-
tific Computation. Physics of the Earth and Planetary Interiors, 163(1-4), 2007. doi:
10.1016/j.pepi.2007.04.016.
A. M. Khokhlov. Fully Threaded Tree Algorithms for Adaptive Refinement Fluid Dy-
namics Simulations. Journal of Computational Physics, 143(2):519–543, 1998. doi:
10.1006/jcph.1998.9998.
S. W. Kieffer and B. Sturtevant. Laboratory studies of volcanic jets. Journal of Geophysical
Research, 89(B10):8253–8268, 1984.
S. C. Kramer, C. J. Cotter, and C. C. Pain. Solving the Poisson equation on small aspect
ratio domains using unstructured meshes. Ocean Modelling, 35:253–263, 2010. doi:
10.1016/j.ocemod.2010.08.001.
Ph. H. Kuenen. Settling convection and grain-size analysis. Journal of Sedimentary
Research, 38(3):817–831, 1968.
215
A. Lange, M. Schro¨ter, M. A. Scherer, Engel A., and I. Rehberg. Fingering instability in
a water-sand mixture. The European Physical Journal B, 4(4):475–484, 1998.
M. G. Larson and F. Bengzon. The Finite Element Method: Theory, Implementation, and
Applications. Springer, 2013.
R. J. LeVeque. Finitevolume methods for hyperbolic problems. Cambridge University Press,
2002.
R. Lo¨hner. An adaptive finite element solver for transient problems with moving bodies.
Computers and Structures, 30(1):303–317, 1988. doi: 10.1016/0045-7949(88)90236-2.
R. Lo¨hner. Three-dimensional fluid-structure interaction using a finite element solver
and adaptive remeshing. Computing Systems in Engineering, 1(2):257–272, 1990. doi:
10.1016/0956-0521(90)90012-A.
E. Loth. Particles, Drops and Bubbles: Fluid Dynamics and Numerical Methods. Cam-
bridge University Press, 2010.
D. A. Lyn, S. Einav, W. Rodi, and J.-H. Park. A laser-Doppler velocimetry study of
ensemble-averaged characteristics of the turbulent near wake of a square cylinder. Jour-
nal of Fluid Mechanics, 304:285–319, 1995. doi: 10.1017/S0022112095004435.
G. Macedonio and A. Costa. Brief Communication ”Rain effect on the load of tephra
deposits”. Natural Hazards and Earth System Sciences, 12(4):1229–1233, 2012. doi:
10.5194/nhess-12-1229-2012.
J. R. Maddison, D. P. Marshall, C. C. Pain, and M. D. Piggott. Accurate representa-
tion of geostrophic and hydrostatic balance in unstructured mesh finite element ocean
modelling. Ocean Modelling, 39:248–261, 2011. doi: 10.1016/j.ocemod.2011.04.009.
A.-F. Mahrous. Airlift Pump With a Gradually Enlarged Segment in the Riser Tube.
Journal of Fluids Engineering, 135(3), 2013. doi: 10.1115/1.4023296.
O. I. Mamayev. Temperature-Salinity Analysis of World Ocean Waters. Elsevier, 1975.
M. Manninen, V. Taivassalo, and S. Kallio. On the Mixture Model for Multiphase Flow.
VTT, Espoo, 1996.
V. Manville and C.J.N. Wilson. Vertical density currents: a review of their potential role
in the deposition and interpretation of deep-sea ash layers. Journal of the Geological
Society, London, 161:947–958, 2004. doi: 10.1144/0016-764903-067.
B.D. Marsh. Crystal Capture, Sorting, and Retention in Convecting Magma. Geological
Society of America Bulletin, 100:1720–1737, 1988.
216
D. J. Mavriplis. Adaptive mesh generation for viscous flows using Delaunay triangulation.
Journal of Computational Physics, 90(2):271–291, 1990. doi: 10.1016/0021-9991(90)
90167-Y.
T.J. McDougall. Neutral Surfaces. Journal of Physical Oceanography, 17:1950–1964, 1987.
A. Miller and D. Gidaspow. Dense, vertical gas-solid flow in a pipe. AIChE Journal, 38
(11):1801–1815, 1992.
H Miura and I. I. Glass. On a Dusty-Gas Shock Tube. Proceedings of the Royal Society
A, 382(1783):373–388, 1982. doi: 10.1098/rspa.1982.0107.
P. Moin, K. Squires, W. Cabot, and S. Lee. A dynamic subgrid-scale model for compress-
ible turbulence and scalar transport. Physics of Fluids A, 3(11):2746–2757, 1991. doi:
10.1063/1.858164.
S. Mueller, E. W. Llewellin, and H. M. Mader. The rheology of suspensions of solid
particles. Proceedings of the Royal Society A, 466(2116):1201–1228, 2010. doi: 10.1098/
rspa.2009.0445.
National Oceanic and Atmospheric Administration, National Aeronautics and Space Ad-
ministration, and United States Air Force. U.S. Standard Atmosphere. Technical Report
NOAA-S/T 76-1562, 1976.
R. Nelson, M. Piggott, C. Wilson, and S. Kramer. Compressible Flows on Adaptive
and Unstrucured Meshes with FLUIDITY. AIP Conference Proceedings, 1376:585–587,
2011. doi: 10.1063/1.3651984.
A. Neri and F. Dobran. Influence of eruption parameters on the thermofluid dynamics
of collapsing volcanic columns. Journal of Geophysical Research, 99(B6):11833–11857,
1994. doi: 10.1029/94JB00471.
A. Neri and G. Macedonio. Numerical simulation of collapsing volcanic columns with
particles of two sizes. Journal of Geophysical Research, 101(B4):8153–8174, 1996. doi:
10.1029/95JB03451.
A. Neri, T. Esposti Ongaro, G. Macedonio, and D. Gidaspow. Multiparticle simulation of
collapsing volcanic columns and pyroclastic flow. Journal of Geophysical Research, 108
(B4), 2003. doi: 10.1029/2001JB000508.
D. E. Ogden, G. A. Glatzmaier, and K. H. Wohletz. Effects of vent overpressure on buoyant
eruption columns: Implications for plume stability. Earth and Planetary Science Letters,
268:283–292, 2008a. doi: 10.1016/j.epsl.2008.01.014.
D. E. Ogden, K. H. Wohletz, G. A. Glatzmaier, and E. E. Brodsky. Numerical simulations
of volcanic jets: Importance of vent overpressure. Journal of Geophysical Research, 113
(B02204), 2008b. doi: 10.1029/2007JB005133.
217
R. Olsen. Time-dependent boundary conditions for multiphase flow. PhD thesis, Norwegian
University of Science and Technology, 2004.
N. Oreskes, K. Shrader-Frechette, and K. Belitz. Verification, Validation, and Confirma-
tion of Numerical Models in the Earth Sciences. Science, 263(5147):641–646, 1994. doi:
10.1126/science.263.5147.641.
C. C. Pain, A. P. Umpleby, C. R. E. de Oliveira, and A. J. H. Goddard. Tetrahedral mesh
optimisation and adaptivity for steady-state and transient finite element calculations.
Computer Methods in Applied Mechanics and Engineering, 190(29-30):3771–3796, 2001.
doi: 10.1016/S0045-7825(00)00294-2.
C.C. Pain, M.D. Piggott, A.J.H. Goddard, F. Fang, G.J. Gorman, D.P. Marshall, M.D.
Eaton, P.W. Power, and C.R.E. de Oliveira. Three-dimensional unstructured mesh
ocean modelling. Ocean Modelling, 10(1-2):5–33, 2005. doi: 10.1016/j.ocemod.2004.07.
005.
S. V. Patankar. Numerical heat transfer and fluid flow. Hemisphere Publishing Corpora-
tion, 1980.
M. Pelanti. Wave Propagation Algorithms for Multicomponent Compressible Flows with
Applications to Volcanic Jets. PhD thesis, University of Washington, 2005.
M. Pelanti and R. J. LeVeque. High-resolution finite volume methods for dusty gas jets
and plumes. SIAM Journal on Scientific Computing, 28:1335–1360, 2006.
J. Peraire, M. Vahdati, K. Morgan, and O. C. Zienkiewicz. Adaptive remeshing for com-
pressible flow computations. Journal of Computational Physics, 72(2):449–466, 1987.
doi: 10.1016/0021-9991(87)90093-3.
J. Peraire, J. Peiro´, L. Formaggia, K. Morgan, and O. C. Zienkiewicz. Finite element
Euler computations in three dimensions. International Journal for Numerical Methods
in Engineering, 26(10):2135–2159, 1988. doi: 10.1002/nme.1620261002.
K. A. Pericleous and S. N. Drake. Numerical Simulation of Fluid Flow and Heat/Mass
Transfer Processes, volume 18 of Lecture Notes in Engineering, chapter An Algebraic
Slip Model of PHOENICS for Multi-phase Applications, pages 375–385. Springer, 1986.
doi: 10.1007/978-3-642-82781-5 29.
M. D. Piggott, C. C. Pain, G. J. Gorman, P. W. Power, and A. J. H. Goddard. h, r,
and hr adaptivity with applications in numerical ocean modelling. Ocean Modelling, 10
(1-2):95–113, 2006. doi: 10.1016/j.ocemod.2004.07.007.
M. D. Piggott, G. J. Gorman, C. C. Pain, P. A. Allison, A. S. Candy, B. T. Martin, and
M. R. Wells. A new computational framework for multi-scale ocean modelling based on
adapting unstructured meshes. International Journal for Numerical Methods in Fluids,
56(8):1003–1015, 2008. doi: 10.1002/fld.1663.
218
M. D. Piggott, P. E. Farrell, C. R. Wilson, G. J. Gorman, and C. C. Pain. Anisotropic
mesh adaptivity for multi-scale ocean modelling. Philosophical Transactions of the Royal
Society A, 367(1907):4591–4611, 2009. doi: 10.1098/rsta.2009.0155.
S. Pirozzoli. Numerical Methods for High-Speed Flows. Annual Review of Fluid Mechanics,
43:163–194, 2011. doi: 10.1146/annurev-fluid-122109-160718.
A. Prosperetti and G. Tryggvason. Computational Methods for Multiphase Flow. Cam-
bridge University Press, May 2007.
L. Rayleigh. Investigation of the character of the equilibrium of an incompressible heavy
fluid of variable density. Proceedings of the London Mathematical Society, 14:170–177,
1883.
K. I. Read. Experimental investigation of turbulent mixing by Rayleigh-Taylor instability.
Physica D, 12(1-3):4558, 1984. doi: 10.1016/0167-2789(84)90513-X.
J. N. Reddy. An Introduction to the Finite Element Method. McGraw-Hill, New York,
2006.
M. Restelli and F. X. Giraldo. A Conservative Discontinuous Galerkin Semi-Implicit
Formulation for the Navier-Stokes Equations in Nonhydrostatic Mesoscale Modeling.
SIAM Journal on Scientific Computing, 31(3):2231–2257, 2009. doi: 10.1137/070708470.
E. Riber, M. Moreau, O. Simonin, and B. Cuenot. Towards Large Eddy Simulation of
Non-Homogeneous Particle Laden Turbulent Gas Flows Using Euler-Euler Approach.
In 11th Workshop on Two-Phase Flow Predictions, 2005.
J. F. Richardson and W. N. Zaki. Sedimentation and fluidisation. Part 1. Transactions of
the Institution of Chemical Engineers, 32:35–53, 1954.
W. C. Rivard and M. D. Torrey. K-FIX: A Computer Program for Transient, Two-
Dimensional, Two-Fluid Flow. Technical Report LA-NUREG-6623, Los Alamos Scien-
tific Laboratory of the University of California, 1977.
P. J. Roache. Code Verification by the Method of Manufactured Solutions. Journal of
Fluids Engineering, 124(1):4–10, 2002. doi: 10.1115/1.1436090.
W. Rodi. On the simulation of turbulent flow past bluff bodies. Journal of Wind Engineer-
ing and Industrial Aerodynamics, 46-47:3–19, 1993. doi: 10.1016/0167-6105(93)90111-Z.
W. Rodi and D. A. Lyn. The flapping shear layer formed by flow separation from the
forward corner of a square cylinder. Journal of Fluid Mechanics, 267:353–376, 1994.
doi: 10.1017/S0022112094001217.
W. Rodi, J. H. Ferziger, M. Breuer, and M. Porquie´. Status of Large Eddy Simulation:
Results of a Workshop. Transactions of the ASME, 119:248–262, 1997.
219
X. Rogue. Expe´riences et simulations d’e´coulements diphasiques en tube a` choc. PhD
thesis, Universite´ de Provence, 1997.
X. Rogue, G. Rodriguez, J.F. Haas, and R. Saurel. Experimental and numerical inves-
tigation of the shock-induced fluidization of a particles bed. Shock Waves, 8(1):29–45,
1998. doi: 10.1007/s001930050096.
W. I. Rose and A. J. Durant. Fine ash content of explosive eruptions. Journal of Vol-
canology and Geothermal Research, 186(1-2):32–39, 2009.
C. J. Roy. Review of code and solution verification procedures for computational simula-
tion. Journal of Computational Physics, 205(1):131–156, 2005. doi: 10.1016/j.jcp.2004.
10.036.
M. A. Saad. Compressible Fluid Flow. Prentice-Hall, 1985.
Y. Saad and M. H. Schultz. GMRES: A generalized minimal residual algorithm for solving
nonsymmetric linear systems. SIAM Journal on Scientific and Statistical Computing, 7
(3):856–869, 1986. doi: 10.1137/0907058.
O. Sahni, J. Mu¨ller, K. E. Jansen, M. S. Shephard, and C. A. Taylor. Efficient anisotropic
adaptive discretization of the cardiovascular system. Computer Methods in Applied
Mechanics and Engineering, 195(41–43):5634–5655, 2006. doi: 10.1016/j.cma.2005.10.
018.
T. Saito, H. Yamamoto, and H. Oshima. Numerical simulations of explosive volcanic erup-
tion: Blast waves and pyroclastic flows. International Journal of Aerospace Innovations,
1(2):81–88, 2009.
K. Salari and P. Knupp. Code verication by the method of manufactured solutions. Tech-
nical Report SAND2000-1444, Sandia National Laboratories, 2000.
R. Saurel. Experimental data from a shock-induced fluidisation experiment, personal
communication. 2012.
R. Saurel and R. Abgrall. A Simple Method for Compressible Multifluid Flows.
SIAM Journal on Scientific Computing, 21(3):1115–1145, 1999. doi: 10.1137/
S1064827597323749.
R. Saurel, M.-H. Lallemand, N. Favrie, F. Petitpas, and S. Gavrilyuk. Dynamic Powder
Compaction Model with Velocity Drift Effects. Technical Report 7347, INRIA, 2010.
B. P. Selberg and J. A. Nicholls. Drag coefficient of small spherical particles. AIAA
Journal, 6(3):401–408, 1968. doi: 10.2514/3.4513.
W. T. Sha and S. L. Soo. On the effect of P∇α term in multiphase mechanics. International
Journal of Multiphase Flow, 5(2):153–158, 1979. doi: 10.1016/0301-9322(79)90044-2.
220
H. Sigurdsson, B. Houghton, H. Rymer, J. Stix, and S. McNutt. Encyclopedia of Volcanoes.
Academic Press, 1999.
S. Sivier, E. Loth, J. Baum, and R. Lo¨hner. Unstructured Adaptive Remeshing Finite
Element Method for Dusty Shock Flow. Shock Waves, 4(1):15–23, 1994. doi: 10.1007/
BF01414628.
J. Smagorinsky. General Circulation Experiments with the Primitive Equations.
Monthly Weather Review, 91(3):99–164, 1963. doi: 10.1175/1520-0493(1963)091〈0099:
GCEWTP〉2.3.CO;2.
S. L. Soo. Multiphase fluid dynamics. Science Press, Beijing, 1990.
R. S. J. Sparks. The dimensions and dynamics of volcanic eruption columns. Bulletin of
Volcanology, 48(1):3–15, 1986. doi: 10.1007/BF01073509.
R. S. J. Sparks and L. Wilson. A model for the formation of ignimbrite by gravitational
column collapse. Journal of the Geological Society, 132:441–451, 1976. doi: 10.1144/
gsjgs.132.4.0441.
R. S. J. Sparks, L. Wilson, and G. Hulme. Theoretical modeling of the generation, move-
ment, and emplacement of pyroclastic flows by column collapse. Journal of Geophysical
Research: Solid Earth, 83(B4):1727–1739, 1978. doi: 10.1029/JB083iB04p01727.
E. A. Spiegel and G. Veronis. On the Boussinesq Approximation for a Compressible Fluid.
Astrophysical Journal, 131:442–447, 1960. doi: 10.1086/146849.
G. G. Stokes. On the Effect of the Internal Friction of Fluids on the Motion of Pendulums.
Transactions of the Cambridge Philosophical Society, 9:8, 1851.
P. K. Sweby. High Resolution Schemes Using Flux Limiters for Hyperbolic Conservation
Laws. SIAM Journal on Numerical Analysis, 21(5):995–1011, 1984. doi: 10.1137/
0721062.
M. Syamlal. MFIX Documentation: Numerical Technique. U.S. Department of Energy,
1998.
M. Syamlal, W. Rogers, and T. J. O’Brien. MFIX Documentation: Theory Guide. U.S.
Department of Energy, 1993.
C. Textor, Hans-F. Graf, A. Longo, A. Neri, T. Esposti Ongaro, P. Papale, C. Timmreck,
and G.G.J. Ernst. Numerical simulation of explosive volcanic eruptions from the conduit
flow to global atmospheric scales. Annals of Geophysics, 48(4-5):817–842, 2005.
M. Todesco, A. Neri, T. Esposti Ongaro, P. Papale, and M. Rosi. Pyroclastic Flow Dynam-
ics and Hazard in a Caldera Setting: Application to Phlegrean Fields. Geochemistry,
Geophysics and Geosystems, 2006.
221
G. Tryggvason. Numerical simulations of the Rayleigh-Taylor instability. Journal of
Computational Physics, 75(2):253–282, 1988. doi: 10.1016/0021-9991(88)90112-X.
G. A. Valentine and K. H. Wohletz. Numerical Models of Plinian Eruption Columns and
Pyroclastic Flows. Journal of Geophysical Research, 94(B4):1867–1887, 1989.
B. G. M. van Wachem. Derivation, Implementation, and Validation of Computer Simula-
tion Models for Gas-Solid Fluidized Beds. PhD thesis, Delft University of Technology,
2000.
B. G. M van Wachem and A. E. Almstedt. Methods for multiphase computational fluid
dynamics. Chemical Engineering Journal, 96:81–98, 2003. doi: 10.1016/j.cej.2003.08.
025.
Y.V. Vasilevskii and K.N. Lipnikov. An adaptive algorithm for quasioptimal mesh gener-
ation. Computational Mathematics and Mathematical Physics, 39(9):1468–1486, 1999.
C. A. Ver Straeten. K-bentonites, volcanic ash preservation, and implications for Early to
Middle Devonian volcanism in the Acadian orogen, eastern North America. Geological
Society of America Bulletin, 116(3-4):474–489, 2004. doi: 10.1130/B25244.1.
C. A. Ver Straeten. Volcanic Tephra Bed Formation and Condensation Processes: A Re-
view and Examination from Devonian Stratigraphic Sequences. The Journal of Geology,
116(6):545–557, 2008. doi: 10.1086/591991.
N. Wakao, S. Kaguei, and T. Funazkri. Effect of fluid dispersion coefficients on particle-to-
fluid heat transfer coefficients in packed beds: Correlation of nusselt numbers. Chemical
Engineering Science, 34(3):325–336, 1979.
K. Weber, J. Eliasson, A. Vogel, C. Fischer, T. Pohl, G. van Haren, M. Meier, B. Grobe´ty,
and D. Dahmann. Airborne in-situ investigations of the Eyjafjallajo¨kull volcanic ash
plume on Iceland and over north-western Germany with light aircrafts and optical par-
ticle counters. Atmospheric Environment, 48:9–21, 2012. doi: 10.1016/j.atmosenv.2011.
10.030.
C. Y. Wen and Y. H. Yu. Mechanics of Fluidization. Chemical Engineering Progress
Symposium Series, 62:100–111, 1966.
J. F. Wendt. Computational Fluid Dynamics: An Introduction. Springer, 2009.
J.A. Whitehead and D.S. Luther. Dynamics of Laboratory Diapir and Plume Models.
Journal of Geophysical Research, 80(5):705–717, 1975.
M. Wiesner, Y. Wang, and L. Zheng. Fallout of volcanic ash to the deep South China
Sea induced by the 1991 eruption of Mount Pinatubo (Philippines). Geology, 23(10):
885–888, 1995.
222
D. C. Wilcox. Turbulence Modeling for CFD. DCW Industries, Incorporated, 1994.
C. Wilson. Modelling Multiple-Material Flows on Adaptive Unstructured Meshes. PhD
thesis, Imperial College London, 2009.
C. J. N. Wilson. The role of fluidization in the emplacement of pyroclastic flows: an
experimental approach. Journal of Volcanology and Geothermal Research, 8:231–249,
1980.
L. Wilson. Explosive Volcanic Eruptions–III. Plinian Eruption Columns. Geophysical
Journal of the Royal Astronomical Society, 45:543–556, 1976.
K. H. Wohletz, T. R. McGetchin, M. T. Sandford II, and E. M. Jones. Hydrodynamic as-
pects of caldera-forming eruptions: Numerical models. Journal of Geophysical Research,
89(B10):8269–8285, 1984. doi: 10.1029/JB089iB10p08269.
M. J. Woodhouse, A. J. Hogg, J. C. Phillips, and R. S. J. Sparks. Interaction between
volcanic plumes and wind during the 2010 Eyjafjallajkull eruption, Iceland. Journal of
Geophysical Research, 118(1):92–109, 2013. doi: 10.1029/2012JB009592.
A. W. Woods. The fluid dynamics and thermodynamics of eruption columns. Bulletin of
Volcanology, 50(3):169–193, 1988. doi: 10.1007/BF01079681.
G. H. Yeoh and J. Tu. Computational Techniques for Multiphase Flows. Elsevier, 2009.
D. M. Young. Iterative methods for solving partial difference equations of elliptical type.
PhD thesis, Harvard University, 1950.
D. L. Youngs. Numerical simulation of turbulent mixing by Rayleigh-Taylor instability.
Physica D, 12(1-3):32–44, 1984. doi: 10.1016/0167-2789(89)90135-8.
S. S. Zabrodski. Hydrodynamics and Heat Transfer in Fluidized Beds. MIT Press, 1966.
W. Zdunkowski and A. Bott. Dynamics of the Atmosphere: A Course in Theoretical
Meteorology. Cambridge University Press, 2003.
X. Zheng, J. Lowengrub, A. Anderson, and V. Cristini. Adaptive unstructured vol-
ume remeshing – II: Application to two- and three-dimensional level-set simulations
of multiphase flow. Journal of Computational Physics, 208(2):626–650, 2005. doi:
10.1016/j.jcp.2005.02.024.
O. C. Zienkiewicz and R. L. Taylor. The Finite Element Method, volume 1: The Basis.
Butterworth-Heinemann, 5th edition, 2000.
N. Zuber and J. A. Findlay. Average Volumetric Concentration in Two-Phase Flow Sys-
tems. Journal of Heat Transfer, 87(4):453–468, 1965. doi: 10.1115/1.3689137.
223
Appendices
224
A. Large Eddy Simulation
The flows encountered in explosive volcanic eruptions and resulting pyroclastic flows are
typically in the turbulent regime (Neri et al., 2003). The motion of the flow is irregular,
highly variable, chaotic, and dominated by inertial forces, as implied by the large Reynolds
numbers that have been observed, with a typical value being O(1011) (Kieffer and Sturte-
vant, 1984; Pelanti, 2005). Turbulent flow occurs at a wide range of scales, making it one
of the most computationally challenging areas of fluid dynamics to date (Wilcox, 1994).
It is important that the effects of turbulence are accurately captured, since they can in-
fluence the transport of volcanic ash and gas through changes in entrainment rates and
the run-out length of pyroclastic flows, for example (Neri et al., 2003).
Direct numerical simulation (DNS) entails the resolution of the smallest-scale turbulent
structures right down to the Kolmogorov length-scale (Wilcox, 1994). Such simulations
are often prohibitively expensive especially at the scales encountered in volcanic eruption
events. A great deal of research has investigated ways of parameterising this turbulence
in order to model its effects while keeping computational costs to a minimum. One such
approach considered in this work is Large Eddy Simulation (LES), which attempts to
model the large-scale turbulent eddies while filtering out small-scale eddies that would
be too expensive to model. Specifically, the well-known Smagorinsky LES model is cho-
sen (Smagorinsky, 1963), and the dissipating effect of the eddies on the kinetic energy
of the flow is modelled through a sub-grid-scale eddy viscosity which is added onto the
‘background’ viscosity (i.e. the physical viscosity of the phase). While the role of physi-
cal viscosity is negligible in volcanic eruptions (Kieffer and Sturtevant, 1984) because of
dominating inertial forces, the role of eddy viscosity may not be.
The deviatoric part of the Reynolds stress tensor first introduced in Chapter 2 is mod-
elled as
τ ′ − 1
3
τ ′I = −2µ′S, (A.1)
where
S =
1
2
(∇u +∇uT) , (A.2)
defines the strain rate tensor, and I is the identity tensor (Wilcox, 1994). It is common
practice for the isotropic part of the Reynolds-stress tensor to either be absorbed into the
pressure term, or neglected because of its insignificance (Moin et al., 1991). The latter is
done here.
The eddy viscosity (or sub-grid-scale viscosity) µ′ is modelled as (Smagorinsky, 1963;
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Deardorff, 1970)
µ′ = ρ (Cs∆e)2 |S|. (A.3)
The modulus of the strain rate tensor |S| is defined as
|S| =
√
2
∑
i
∑
j
SijSij . (A.4)
where Sij is the (i,j)-th component of S. The coefficient Cs is the Smagorinsky constant
which has been set to a typical value of 0.1 (Deardorff, 1970). The minimum length scale
that is explicitly resolved by the model is controlled by the filter width ∆e which varies
spatially depending on the size of each element. For this work, a simple box filter has been
used; for two-dimensional elements,
∆e = A
1
2
e , (A.5)
and for three-dimensional elements:
∆e = V
1
3
e , (A.6)
where the area of a two-dimensional element is denoted Ae and the volume of a three-
dimensional element is denoted Ve (Deardorff, 1970). It is important to note that the box
filter assumes isotropic square mesh elements; the resulting eddy viscosity will therefore
always be isotropic which in reality is often not the case, and will be inaccurate if mesh
elements have a high aspect ratio.
While the LES model was not applied to the multiphase flow simulations presented
in this thesis, it is worth noting that inter-phase turbulent interaction terms are not
currently available in Fluidity. Furthermore, for model verification and validation only a
single incompressible fluid was considered; no multiphase flow model was used.
A.1. Model Verification
The method of manufactured solutions was used to verify the correctness of the LES
model’s implementation. The domain was two-dimensional with dimensions 0 ≤ x ≤ pi and
0 ≤ y ≤ pi. Simulations were performed on three different meshes with characteristic (non-
dimensional) element lengths pi/8, pi/16, and pi/32, and used respective time-steps of 0.125,
0.0625, and 0.03125 which maintained a constant upper bound on the Courant number.
The simulations finished when the steady-state conditions max(||un+1 − un||2) ≤ 10−7,
and max(|pn+1 − pn|) ≤ 10−7 were attained.
The analytical solutions (for velocity and pressure) and physical parameters are given in
Table A.1. Initial conditions u = [0, 0]T and p = 0 were set along with Dirichlet boundary
conditions (only for velocity and pressure) that matched the analytical solutions. The
contribution of the eddy viscosity µ′ to the momentum equation’s residual was found by
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Parameter Value
u [sin(x) cos(y), − sin(y) cos(x)]T
p sin(x)
ρ 2.5
µ 0.7
Cs 0.1
Table A.1.: Analytical solutions and physical parameters used in the P2-P1 MMS test of
the LES turbulence model.
substituting the analytical velocity and the Smagorinsky coefficient of 0.1 into (A.3). Note
that, unlike the other MMS tests presented in this thesis, the residual (i.e. the extra source
term) had to be re-computed each time the mesh resolution was halved because the eddy
viscosity is dependent on the element size.
The P2-P1 element pair was chosen for the representation of the velocity and pressure
fields, with all other fields being represented by a P1 function space. The error plots in
Figure A.1 show second-order convergence for the pressure field, which is to be expected
when using a piecewise linear basis functions, and third-order convergence for velocity
which is to be expected when using piecewise quadratic basis functions, which provides
confidence in the correctness of the implementation of the LES model.
A.2. Model Validation
Experimental results of fluid flow past a spherical or cylindrical obstacle are often used
to validate and benchmark turbulence models, because of the simple setup and the vast
amount of data available. Validation of the LES model in Fluidity considered the experi-
ments of air flow past a bluff body (sometimes referred to as a ‘square cylinder’) by Rodi
and Lyn (1994) and Lyn et al. (1995). The experimental setup is illustrated in Figure
A.2. All quantities were defined relative to the height of the square obstacle, H, which
was 0.04 m.
During the experiment, air flowed through the tank and significant turbulence was
generated at the boundary layers where the air interacted with the square cylinder. A
recirculation region formed immediately downstream of the obstacle characterised by neg-
ative velocity (i.e. back flow) which caused vortices to grow, mature, and eventually shed
from both sides of the obstacle and propagate towards the outflow boundary. Continuous
vortex shedding occurred at a particular frequency, forming a so-called von Ka´rma´n vortex
street.
The experiment was simulated in Fluidity following the model setup described by Rodi
et al. (1997). While the dynamics of turbulence can be heavily dependent on the three-
dimensionality of the problem (Rodi, 1993), previous modelling attempts of flow past
a square cylinder in two-dimensions (on a fine enough mesh) offered reasonable results
(Bouris and Bergeles, 1999). Therefore, for computational expedience during the valida-
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Figure A.1.: Convergence plots for the LES P2-P1 MMS simulation, showing the error
(in the L2 norm) for (a) the pressure field p, and (b) the velocity field u.
As expected, the pressure and velocity fields converge at second-order and
third-order, respectively.
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Figure A.2.: Top-down view of the 25H × 14H wind tank containing a square cylinder
(shaded grey in this diagram). This is a cross-section of the experimental
setup in the plane z = 0. The dashed lines represent inflow/outflow bound-
aries with the direction of flow going from left to right, and the thick lines
represent free-slip boundaries.
tion stage, only a two-dimensional simulation was run. An inflow boundary condition of
U = 0.535 ms−1 was imposed along the left-most boundary, and free-slip boundary con-
ditions were imposed along the lateral and right-most boundaries; to simulate outflow, an
absorption term was added to the momentum equation and only applied near the right-
most boundary. No-slip boundary conditions were imposed along all walls of the square
cylinder. A zero initial velocity field was set at t = 0 s.
Gravity was neglected because the force would only be acting in the z-direction (i.e.
perpendicular to the cross-sectional plane in Figure A.2); since the buoyancy term was
therefore zero and density did not vary because of the assumption of incompressibility,
the Boussinesq approximation (Spiegel and Veronis, 1960) was used to simplify the mo-
mentum equation such that the fluid density did not need to be specified. Regarding
physical parameters, the background/physical viscosity of the fluid was chosen such that
the Reynolds number, defined as
Re =
HU
µ
, (A.7)
was 21,400. Note that µ is the kinematic viscosity (i.e. the dynamic viscosity divided by
the density) since the Boussinesq approximation was used.
A fixed unstructured mesh was generated with Gmsh (Geuzaine and Remacle, 2009).
The characteristic element length was set to H/15, which is comparable to the minimum
element size used in other LES simulations of flow past a square (Rodi et al., 1997).
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Figure A.3.: Time-averaged velocity profile (normalised by the inlet velocity U = 0.535
ms−1) along the line y = 0, from the simulation of flow past a square cylinder.
The x coordinate (i.e. the coordinate in the streamwise direction) has been
normalised by H. The experimental data is from the paper by Lyn et al.
(1995).
The model was marched forward in time using fixed time-steps of 0.002 s until t = 60
s. The P1-P1 element pair was used in combination with a (single-phase only) pressure
stabilisation method (Piggott et al., 2008) to suppress any spurious modes appearing as a
result of the velocity and pressure fields having the same degrees of freedom (Gresho and
Chan, 1988).
The velocity field was time-averaged over a period of 30 s, after an initial spin-up time
of 30 s which removed any bias from large velocity fluctuations as the fluid flow initially
interacted with the square cylinder.
In general the time-averaged velocity data from the experiment agreed reasonably well
with the numerical results from Fluidity close to the square, as shown in Figure A.3.
Parameterising the turbulence clearly had a positive effect on capturing the recircula-
tion region immediately behind the square and also the free shear layers that formed and
propagated downstream. Figure A.4 shows the constant vortex shedding that occurred,
forming a von Ka´rma´n vortex street as observed in the experiments. Note that no per-
turbations were added to the velocity inflow condition to ‘seed’ turbulence; the dynamics
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at the inflow were fully laminar and the transition to a turbulent regime only appeared at
the boundary layer. Figure A.5 demonstrates how the LES model resolved the effects of
turbulence at this boundary layer through the application of a large eddy viscosity.
Despite the successful resolution of the turbulence near the square cylinder, from the
time-averaged velocity field in Figure A.6 it is clear that a certain amount of bias was
introduced downstream in the wake recovery region, most likely through perturbations
brought about by the unstructured nature of the mesh, which explains the deviation
from the experimental data in that region of the domain. Nevertheless, the numerical
results represent a good first step towards the validation of the Smagorinsky LES model
in Fluidity.
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Figure A.4.: The magnitude of the velocity field (top) with streamlines (bottom) from the
simulation of flow past a square cylinder at time t = 60 s. Vortex shedding
is clearly visible.
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Figure A.5.: The magnitude of the eddy viscosity tensor field from the simulation of flow
past a square cylinder at time t = 60 s. The LES model has applied a large
eddy viscosity at the boundary layer.
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Figure A.6.: The magnitude of the time-averaged velocity field from the simulation of flow
past a square cylinder. Time-averaging was applied over a period of 30 s after
a 30 s spin-up time.
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B. Derivation of the Bii Measure
At high Reynolds numbers the terminal velocity of an individual particle can be approx-
imated by balancing the inertial drag force with the buoyancy force and the particle’s
weight:
1
2
CDAρc|u|2 = 1
6
(ρd − ρc) |g|pid3d, (B.1)
where CD and A are the drag coefficient and cross-sectional area of a spherical particle,
respectively (Batchelor, 1973). Using the expression A = 14pid
2
d and re-arranging for the
particle speed |u| gives
|u| =
√
4 (ρd − ρc) |g|dd
3CDρc
, (B.2)
which is similar to the expression used by Bonadonna et al. (1998) for Re > 500. It follows
that the timescale of individual particle settling through a layer of thickness h is
τindividual =
h√
4(ρd−ρc)|g|dd
3CDρc
. (B.3)
Finally, dividing (B.3) by the timescale for inertial drag-based collective settling:
τcollective = 2
√
ρcδ
(ρd − ρc)αd|g| , (B.4)
and simplifying produces the non-dimensional number Bii:
Bii =
h
2
√
3CDαd
4δdd
. (B.5)
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