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Samenvatting
Het onderwerp van dit manuscript heeft betrekking tot natuurwaarnemin-
gen. De focus van dit werk ligt op hydrologische systemen. Hydrologische
waarnemingen zijn in deze context van fundamenteel belang voor toepassin-
gen in de werkelijkheid zoals waterbeheer, waterbevoorrading, landbouwpro-
ductie, voorspelling van overstromingen, weers en klimaatvoorspelling en mi-
lieubehoud. Verbeterde voorspellingen van de hydrologische omstandighe-
den zijn nuttig voor landbouw, ecologie, burgerlijke ingenieurswetenschap,
waterbeheer, voorspellingen voor neerslagafvoer en rampenmanagement.
Hydrologische omstandigheden zijn afhankelijk van tijd en ruimte. Waarne-
mingen verschaen bijgevolg enkel informatie over het hydrologische systeem
op het moment dat de waarnemingen gesampled worden. Hydrologische
modellen kunnen gebruikt worden om de tijdelijke en ruimtelijke variaties
te voorspellen; maar die voorspellingen zijn vaak zwak door fouten in de
beginwaarden, foutieve parameters, foute input en simplicaties. Het is
mogelijk om de schattingen bij te sturen door de sterktes van hydrologis-
che modellering te combineren met waarnemingen. Die doelstelling wordt
bereikt door data-assimilatie.
Data-assimilatie is een moderne methodologie die te maken heeft met de
relatie tussen natuurlijke data en computermodellen. De methode bestaat
eruit om algemene dynamieken van een model te combineren of te verbinden
met een set van waarnemingen. Alle modellen hebben fouten en alle datasets
hebben hun beperkingen. Het doel van data-assimilatie is het verschaen
van adequate schattingen.
De ensemble Kalman lter is de vaakst gebruikte assimilatiemethode in hy-
drologie. Recente studies rapporteren echter een probleem met de ensem-
ble Kalman lter: de onderliggende veronderstelling van Gaussianiteit in
de functies voor waarschijnlijkheidsverdeling. Aangezien het evident is dat
deze veronderstelling niet realistisch is voor hydrologische systemen, zouden
er niet Gaussiaanse assimilatiemethodes moeten worden ontwikkeld om deze
beperking te overwinnen. Een methode die steeds meer aandacht krijgt
in de hydrologie is de particle lter (ook bekend als de sequentiele Monte
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Carlo-methoden). In de particle lter methodologie worden waarschijnli-
jkheidsverdelingen voorgesteld door de particle approximation. De particle
lter laat toe om eender welke verdeling weer te geven. Met andere woorden,
de veronderstelling van Gaussianiteit, waarvan men uitgaat in de Kalman
lter, wordt uitgesloten als men de particle lters gebruikt.
In deze verhandeling wordt de werking van een aantal data assimilatiemeth-
odes, gebaseerd op de particle lter, onderzocht. De hydrologische modellen
die in deze studie gebruikt worden, zijn een eenvoudig conceptueel model en
een ruimtelijk verdeeld fysisch gebaseerd model. De geassimileerde hydrol-
ogische variabelen zijn de afvoer aan het uistroompunt van het stroomge-
bied en het volumetrisch bodemvochtgehalte. Deze variabelen werden in
verschillend georganiseerde experimenten geassimileerd. Omwille van deze
reden hangen de doelstellingen van deze studie af van de organisatie van de
experimenten.
De doelstelling van het eerste deel van deze dissertatie is het analyseren
van de verbetering van de werking van de particle lter door het inbren-
gen van een resample-move step, of gebruik makend van de Gaussiaanse
particle lter. Meer speciek werd de structuur van de standaard particle
lter aangepast door gebruik te maken van een Markovketen move step.
De tweede keuze in deze studie gebruikt de momenten van een ensemble
Kalman lter analyse om de dichtheidsfunctie te denieren binnen de struc-
tuur van de Gaussiaanse particle lter. Beide varianten van de standaard
particle lter werden gebruikt om hoogfrequente afvoermetingen in een con-
ceptueel neerslag-afvoermodel te assimileren. De resultaten geven aan dat
het gebruik van een resample move step in de standaard particle lter en het
gebruik van een optimale dichtheidsfunctie in de Gaussiaanse particle lter
de ecientie van de particle lter verhogen. Verder werd een optimalisatie
van het voorspellingsensemble gebruikt in deze studie, hetgeen leidde tot een
betere werking van de aangepaste particle lter, vergeleken met de particle
lter met resample move step.
Het doel van het tweede deel van dit manuscript is het verbeteren van de
afvoervoorspellingen door de assimilatie van pseudo-afstandswaargenomen
bodemvochtsmetingen. De Ensemble Kalman lter (EnKF) en de Sequen-
tial Importance Resampling (SIR) particle lter werden geeavalueerd, het-
geen leidde tot het besluit dat beide methodes tot gelijkaardige resultaten
leiden. Verder werd bij beide lters een negatief eect op de basisafvoer
waargenomen, veroorzaakt door een inconssistentie tussen de modelparam-
eters en de toestandsvariabelen na de correctie door de lter. Om dit
consistentieprobleem op te lossen werd een parameter resamplingmethode
voorgesteld, om tot consistente parameterwaarden en toestandsvariabelen te
leiden. Extreme particle replicatie, hetgeen tot een ensembleineenstorting
kan leiden, werd vermeden door de verstoring van de parameterwaarden met
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witte ruis. De resultaten van een synthetische studie tonen aan dat de SIR
lter hierdoor tot veel betere resultaten leidt. Verder werd de correctie van
de basisafvoer positief beinvloed. Een robuustheidstest op de voorgestelde
methodologie leidt tot het besluit dat goede resultaten kunnen verwacht
worden bij de assimilatie van echte afstandswaargenomen data.
In deze thesis worden enkele varianten van de originele standard particle l-
ter voorgesteld. De verschillende versies worden afzonderlijk voorgesteld,
naargelang het gaat om een conceptueel model of een fysisch gebaseerd
model. Het is duidelijk dat de algemene bijdrage van dit werk betrekking
heeft tot het lopende onderzoek naar verbeterde methodes voor sequentiele
data-assimilatie onder niet-lineaire of niet-Gaussiaanse omstandigheden. De
originele bijdragen van deze dissertatie worden hieronder beschreven:
 De assimilatiemethodes gebaseerd op de Kalman lter worden afgeleid
en voorgesteld door middel van de recursieve aanpak van Bayes. Door
de manier waarop de methodologieen worden afgeleid kunnen de Kalman
lters en de particle lters met elkaar worden vergelijken.
 Er wordt een nieuwe assimilatiemethode gentroduceerd. De method-
ologie bekend als ensemble Gaussiaanse particle lter beoogt een com-
binatie van de meest relevante kenmerken van de ensemble Kalman
lter en de Gaussiaanse particle lter.
 Het potentiele gebruik van de ensemble Gaussiaanse particle lter in
een niet-lineair/niet-Gaussiaans scenario wordt onderzocht. De en-
semble Gaussianse particle lter wordt vergeleken met de particle l-
ter met Markov Chain Monte Carlo move step als beiden toegepast
worden op een hydrologisch schattingsprobleem. De particle lter met
Markov Chain Monte Carlo move step is de state of the art lter voor
niet-lineaire/niet-Gaussiaanse schattingsproblemen.
 De particle lter wordt toegepast op een schattingsprobleem voor vari-
abelen en parameters samen. De belangrijkste bijdrage betreft de
verbetering die verkregen werd door de impliciete identicatie van op-
timale parameterwaarden en de algemene bijsturing van de gemod-
elleerde hydrologische variabelen.
De methodologieen die in deze dissertatie worden voorgesteld kunnen aange-
wend worden in verder onderzoek naar hydrologische schattingsproblemen.
v
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Summary
The topic of interest in this manuscript is related to observing nature. The
focus of this work is on hydrologic systems. In this context, hydrologic
observations are of critical importance to real-world applications such as
water resource management, water supply, agricultural production, ood
prediction, weather and climate forecasting, and environmental preservation.
Improved hydrologic condition estimates are useful for agriculture, ecology,
civil engineering, water resources management, rainfall-runo prediction,
atmospheric process studies, climate and weather prediction, and disaster
management.
Hydrologic conditions are time and space dependent. Additionally, observa-
tions provide information of the hydrologic system only at the current time
instant when the observations are sampled. Hydrologic system models can
be used to predict the temporal and spatial hydrologic variations, but these
predictions are often poor, due to model initialization, parameter and forc-
ing, and model simplication errors. It is possible to correct the estimates
by combining the strengths of hydrologic modeling with the observations.
This goal is obtained through data assimilation.
Data assimilation is a modern methodology which concerns the relation be-
tween natural data and dynamical computer models. The procedure consists
of the combination or merging of general dynamics of a model with a set of
observations. All dynamical models have modeling errors and all data sets
are nite. Thus, the aim of data assimilation is to provide proper estimates
of nature.
The ensemble Kalman lter is the most frequently used assimilation method
in hydrology. However, recent studies report that one problem with the en-
semble Kalman lter is the underlying assumption of Gaussianity in the
probability density functions. As it is evident that this assumption is not
realistic for hydrologic systems, non-Gaussian assimilation methods should
be developed in order to overcome this limitation. One method that is
receiving increasing attention in hydrology is the particle lter (a.k.a., se-
quential Monte Carlo methods). In the particle lter methodology, all the
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probability distribution functions are described by the point-mass approx-
imation. This approximation allows to represent any kind of distribution
function. In other words, the assumption of Gaussian distributions, which
is held in the application of the Kalman lter, is relaxed when using particle
lters.
In this dissertation, the performance of particle lter based assimilation
methods in hydrology is assessed. The hydrologic models used in this study
correspond to a lumped conceptual model and a distributed physically-based
model. The hydrologic variables to be assimilated are the discharge of wa-
ter at the outlet of the catchment and the volumetric soil moisture content.
These variables are assimilated in experiments with dierent setups. There-
fore, the objectives of this study depend on the experimental setup.
In the rst part of this dissertation, the main objective is to analyze the im-
provement in the performance of the particle lter by including a resample-
move step or by using a modied Gaussian particle lter. Specically, the
standard particle lter structure is altered by the inclusion of the Markov
chain Monte Carlo move step. The second choice adopted in this study uses
the moments of an ensemble Kalman lter analysis to dene the importance
density function within the Gaussian particle lter structure. Both variants
of the standard particle lter are used in the assimilation of densely sampled
discharge records into a conceptual rainfall-runo model. The results indi-
cate that the inclusion of the resample-move step in the standard particle
lter and the use of an optimal importance density function in the Gaus-
sian particle lter improves the eectiveness of particle lters. Moreover,
an optimization of the forecast ensemble used in this study, allowed for a
better performance of the modied Gaussian particle lter compared to the
particle lter with resample-move step.
The aim of the second part of this manuscript is to improve discharge pre-
dictions by the assimilation of pseudo-remote sensed soil moisture observa-
tions. The Ensemble Kalman lter (EnKF) and the Sequential Importance
Resampling (SIR) particle lter are evaluated for this purpose nding similar
functioning and performances between each other. Furthermore, both lters
experience a negative eect on the prediction of the discharge due to a con-
sistency problem between the model parameter values and the states after
the lter correction step. In order to overcome this consistency problem, the
parameter resampling approach is used aiming to assign consequent parame-
ter values to soil moisture conditions. Extreme parameter replication, which
could generate a particle collapse, is avoided by the perturbation of the pa-
rameters with white Gaussian noise. Results of the synthetic study carried
out in this study report a considerable improvement in the performance of
the standard particle lter with the complementary parameter resampling
stage. In addition to the improvement of the performance of the particle
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lter, the baseow correction inuenced by the soil moisture assimilation
is positively aected. A robustness test of the methodology is presented
and the results obtained from this test foresee condent performance of the
algorithm when using real remote sensed observations.
This dissertation presents some variants of the original particle ltering
method. The variant versions are presented separately according to the
application thus applied either to conceptual or to physically based hydro-
logic models. It is clear that the general contribution of this work is related
to the ongoing research of improving sequential data assimilation methods
under nonlinear and non-Gaussian conditions. The original contributions of
this dissertation are described here:
 The Kalman lter based assimilation methods are derived and pre-
sented by using the recursive Bayesian approach. The way how the
methodologies are derived allows for a comparison between the Kalman
lters and the particle lters.
 A novel assimilation method is introduced. The methodology referred
to as the ensemble Gaussian particle lter aims to combine the most
relevant features of the ensemble Kalman lter and the Gaussian par-
ticle lter.
 The potential use of the ensemble Gaussian particle lter in a non-
linear and non-Gaussian scenario is explored. The ensemble Gaussian
particle lter is compared to the particle lter with Markov Chain
Monte Carlo move step when both are applied to a hydrologic esti-
mation problem. The particle lter with Markov Chain Monte Carlo
move step is the state of the art lter in nonlinear/non- Gaussian
estimation problems.
 The particle lter is applied to a joint state-parameter estimation prob-
lem. The main contribution concerns the improvement obtained in the
estimation by the implicit identication of optimal model parameter
values and the general correction of the modeled hydrologic variables.
The methodologies presented in this dissertation can be used in further
research related to hydrologic estimation problems.
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Chapter 1
Introduction
1.1 Data assimilation in hydrology
It is widely recognized that hydrologic models are useful tools for a number
of purposes, ranging from ood forecasting (Andersson, 1992) to numerical
weather prediction and climate studies (Zhang et al., 2008). Due to uncer-
tainties in the meteorological forcings and model parameters, and errors or
oversimplications in the model physics, these models are always prone to a
certain level of uncertainty. One way to reduce the predictive uncertainty of
hydrologic models is to regularly update these models using externally ob-
tained data sets, which is commonly referred to as Data Assimilation (DA).
The improvement of hydrologic model results through the assimilation of soil
moisture data has been the subject of numerous studies (Entekhabi et al.,
1994; Walker et al., 2002; Pauwels et al., 2002; De Lannoy et al., 2007a).
The underlying idea of data assimilation is to calculate a weighted average
between the observations and the model results. The simplest way to per-
form this is to simply replace the model results by the observations, which
is dened as direct insertion (Heathman et al., 2003). More advanced as-
similation methods include nudging of the model results to the observations
(Houser et al., 1998; Pauwels et al., 2001; Paniconi et al., 2002) and optimal
interpolation (Seuert et al., 2004). These techniques are in fact simpli-
cations of the Kalman lter (Kalman, 1960), in which the model error is
calculated explicitly throughout the simulation.
Originally developed for linear systems, and later extended for nonlinear
systems, a great deal of attention has been paid to the Kalman lter as a
methodology for hydrologic data assimilation. The Kalman lter is a square
error estimator for linear systems. In his seminal paper, Kalman (1960)
used the state space representation in order to generalize the application
to any kind of linear system. It was possible to extend the application of
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the lter to dierent systems and to develop nonlinear versions from the
original Kalman lter, such as the extended Kalman lter (Bellantoni and
Dodge, 1967; Hoeben and Troch, 2000), unscented Kalman lter (Wan and
Van Der Merwe, 2000) and the Ensemble Kalman Filter (EnKF) (Evensen,
1994). The extended Kalman lter, in which the forecast error covariance is
calculated through a linearization of the model, and the ensemble Kalman
lter, in which this model error covariance is calculated using the spread
of an ensemble of model realizations, have been intercompared by Reichle
et al. (2002).
At this point, it can be argued that the ensemble Kalman lter is the
most frequently used assimilation method in hydrology. A variation to this
method is the ensemble Kalman smoother (Dunne and Entekhabi, 2005), in
which observations that are distributed in time are used to update the model
state variables. This method is comparable to variational assimilation (Ca-
parrini et al., 2004), in which observations within a predened window are
used to estimate the initial state variables. One problem with the frequently
used ensemble Kalman lter is the underlying assumption of Gaussianity of
both the forecast and observation error structure. As it is evident that this
assumption is not realistic for hydrologic systems, assimilation methods have
been developed that relax this assumption.
1.2 Data assimilation in ood forecasting systems
Every year, human and economic losses are reported all around the world
due to the presence of oods. Therefore, the scientic community actively
is investing in improving the current ood forecasting systems.
Conceptual rainfall-runo models are an important component in opera-
tional ood forecasting systems. Generally, these models represent the study
area by a number of water reservoirs through which dierent inows and
outows (for example inltration, evapotranspiration, discharge) interact
dynamically. Examples of such models are the Hydrologiska Byrans Vatten-
balansavdelning (HBV) (Lindstrom et al., 1997) model and the Probability
Distributed Model (PDM) (Moore, 2007) or variations derived from these
models. From a technical point of view, the simplicity of conceptual models
is an advantage which oers exibility in the implementation. However, the
identication of the model parameters that lead to realistic model predic-
tions is a complex task. Moreover, the uncertainties in the forcings, model
parameters and the simplications in the model physics aect the overall
performance of the conceptual model (Kavetski et al., 2006). One way to
reduce the predictive uncertainty of conceptual hydrologic models is the use
of data assimilation to regularly update models using externally obtained
2
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data sets (Vrugt et al., 2006; Moradkhani and Sorooshian, 2008a). Sequen-
tial data assimilation is nowadays also a key component in ood forecasting
systems.
1.3 New trends in hydrologic data assimilation
One method that is receiving increasing attention in hydrology is the particle
lter. In the particle lter methodology, the posterior of interest is described
by the point mass approximation allowing for the representation of any kind
of distribution. In other words, the assumption of Gaussian distributions,
which is held in the application of the Kalman lter, is relaxed when using
particle lters. This method has been used to assimilate discharge records
into conceptual rainfall-runo models (Moradkhani et al., 2005; Weerts and
El Serafy, 2006) and to assimilate water stage records into hydraulic models
(Matgen et al., 2010; Giustarini et al., 2011). This method has also been
used for the assimilation of soil moisture data (Plaza et al., 2012), for the
estimation of model parameters (Montzka et al., 2011), and the estimation of
root-zone soil moisture conditions (Nagarajan et al., 2010). All these studies
share a similar implementation of the particle lter which is known as the
generic particle lter or the standard particle lter. The standard particle
lter simplies the computation of the importance weights allowing for a
straightforward implementation. However, this simplication could aect
the overall performance of the particle lter mainly when the observation
error is small. In Weerts and El Serafy (2006), the EnKF and the standard
particle lter are intercompared leading to the conclusion that the EnKF is
more robust with respect to forecast and observation errors. Other studies
using the particle lter are discussed in Leisenring and Moradkhani (2011);
DeChant and Moradkhani (2012); Leisenring and Moradkhani (2012) and
Liu et al. (2012).
Recently, the standard particle lter has been applied in combination with
the Bayesian model averaging approach in order to update the model weight
at each assimilation time step (Parrish et al., 2012). In the same context
of model selection, particle Markov Chain Monte Carlo (MCMC) meth-
ods (Andrieu et al., 2010) have been used (Rings et al., 2012; Vrugt et al.,
2012) in more sophisticated implementations of the particle lter. Morad-
khani et al. (2012) reported the increase of the eectiveness of the standard
particle lter by using MCMC moves in a joint state-parameter estimation
study. According to Moradkhani et al. (2005), Nagarajan et al. (2010), and
Montzka et al. (2011), it is clear that the trend towards the application of
particle lters is not limited to only the state estimation problem, but it can
also be used for the identication of model parameter values, by exploiting
the advantage of the exible structure of the particle lter algorithms.
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1.4 Objectives
The work presented in this manuscript focuses on the two following main
objectives.
 The rst general goal of this work is the improvement of ood fore-
casting systems by adopting particle lter based assimilation methods.
The hydrologic modeling framework involves the selection of the hy-
drologic model to be used and the implementation of the data assim-
ilation method. In this context, a lumped conceptual model is used.
With respect to the data assimilation method, an exploration of two
possible options which can lead to an improvement in the operation
of the particle lter when state estimation is performed in rainfall-
runo models is conducted. More specically, a resample-move step
based on MCMC methods is included in the standard particle lter in
order to improve the spread of the particles. The second alternative
consists of the enhancement of the importance sampling step in the
Gaussian particle lter (Kotecha and Djuric, 2003a) by considering a
posterior estimate from an EnKF to generate the importance density
function. The characteristics of the proposed techniques are studied
in a synthetic experiment where articial discharge records are assim-
ilated into a conceptual rainfall-runo model. The methodologies are
assessed by the assimilation of in-situ observed discharge data. A com-
parison is carried out between the proposed techniques, the EnKF and
the standard particle lter.
 The second objective is to test the particle lter as an assimilation
method when sparse soil moisture data are available at certain time
instants and at dierent space-scales, aiming at a correction of the
modeled output ows. For this, a proof of concept study is carried
out with a distributed physically-based hydrologic model. Specically,
state and parameter estimation are performed within the framework of
the particle lter, aiming at an improvement of the model performance
in terms of both soil moisture and discharge, through the assimilation
of soil moisture data. Moreover, instead of estimating all the model
parameters, we propose a methodology where a limited model param-
eter set is used. Dual or joint estimation has been widely studied using
either the Kalman lter (Moradkhani et al., 2005a; Hendricks Franssen
and Kinzelbach, 2008; Wang et al., 2009) or recently, the particle lter
(Moradkhani et al., 2005; Nagarajan et al., 2010; Montzka et al., 2011).
The approach presented here diers from previous state-parameter es-
timation studies in the objective. More specically, the particle lter
with parameter resampling is applied aiming at an improvement of
the modeled discharge as a result of soil moisture assimilation, and
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the parameter values are not estimated explicitly.
In this thesis, some variants of the original particle ltering method are in-
troduced. The variant versions are presented separetaly according to their
application thus either applied to conceptual or physically-based hydrologic
models. However, it is clear that this work contributes to the ongoing re-
search of improving sequential data assimilation methods under nonlinear
and possibly non-Gaussian conditions.
1.5 Thesis outline
Figure 1.1 shows a general overview of the manuscript. The methodologies
used and developed in this dissertation are presented in chapter 4. Chapters
5 and 6 address the assessment of the DA methodologies in two hydrologic
estimation problems. A detailed description of each chapter is given below.
Chapter 2: Basic concepts in state estimation and data as-
similation
The aim of this chapter is to introduce the reader with some fundamental
concepts of system theory along with a brief presentation of the concept
of data assimilation. This chapter describes deterministic and stochastic
systems, the representation of these systems and also describes a general
framework for the derivation of the estimation methods. The framework is
the recursive Bayesian approach.
Chapter 3: Kalman ltering
In this chapter, the linear Kalman lter and the variants for nonlinear
systems are presented. The presentation of these techniques is useful in
the understanding and presentation of the ensemble Kalman lter which is
nowadays the most frequently used assimilation method in the Geosciences.
Although this thesis deals with the application and development of parti-
cle lter based assimilation methods, the usefulness of the presentation of
the ensemble Kalman lter is twofold: the particle lter based methods are
intercompared to the ensemble Kalman lter and the development of the
ensemble Gaussian particle lter (EnGPF). EnGPF is presented in Chapter
4 and it is based on the ensemble Kalman lter theory.
5
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Figure 1.1: Outline of the manuscript
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Chapter 4: Particle ltering
Chapter 4 covers most of the theory related to particle lters. The derivation
of the formulation of the Kalman lter from the perspective of the recursive
Bayesian estimation theory is useful for a better understanding of the par-
ticle lter which is naturally derived from this approach. In this chapter,
the formulation of the ensemble Gaussian particle lter will be developed.
The development in this chapter and the further assessment in chapter 5 of
the ensemble Gaussian particle lter is one of the main contributions of this
dissertation.
Chapter 5: Assimilation of discharge data
Chapter 5 is dedicated to exploring the performance of the data assimila-
tion methods introduced in Chapters 3 and 4 when the methods are applied
to a hydrologic assimilation problem. The assimilation problem consists in
the assessment of the predictive uncertainty of modeled discharge (output
ow) by the assimilation of discharge data records. The hydrologic mod-
eling framework involves the selection, application and calibration of the
hydrologic model and the selection and implementation of the assimilation
methods. All these components of the hydrologic modeling cycle are pre-
sented in this chapter. A comparative study is performed aiming to assess
the functioning of the novel ensemble Gaussian particle lter introduced in
chapter 4.
Chapter 6: Assimilation of soil moisture data
This chapter is dedicated to the implementation of a particle lter based as-
similation methodology with a distributed hydrologic model. In this chap-
ter, state and parameter estimation with the standard implementation of
the particle lter is presented and discussed. The methodology has not
been previously presented in Chapter 4 since dual estimation is applied to
the specic study case in this chapter. Although join or dual estimation
with the particle lter in hydrologic problems is not a new topic, the novel
contribution of this dissertation strives on the application and assessment
of the methodology in distributed hydrologic systems.
Chapter 7: Conclusions and future directions
In this chapter the main conclusions of this thesis, which is related to the ex-
ploration of particle lter based assimilation methods in hydrologic systems,
are elaborated and some further research perspectives are considered.
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1.6 Main contributions
The original contributions of this dissertation are listed below.
 In chapter 3, the ensemble Kalman lter is derived by using the recur-
sive Bayesian approach. The way how the methodologies are derived
allows for a comparison to all kind of particle lters.
 In chapter 4, the particle lters are prensented. The main contribu-
tion in this section consist in the presentation of the Gaussian particle
lter and the development of the Ensemble Gaussian particle lter (En-
GPF). In chapter 4, the formulation of the EnGPF is derived while in
chapter 5, the properties of the EnGPF are analyzed through a com-
parative study between the standard implementations of the ensemble
Kalman lter and particle lter.
 In chapter 5, the potential use of the ensemble Gaussian particle lter
in a nonlinear/non-Gaussian scenario is explored. In this chapter, the
EnGPF is compared to the particle lter with MCMCmove steps when
both are applied to a hydrologic estimation problem. The particle lter
with MCMC move step is the state of the art lter in nonlinear/non-
Gaussian estimation problems.
 In chapter 6, the particle lter is applied to a joint state-parameter
estimation problem. The main contribution concerns the improvement
obtained by the implicit identication of optimal model parameter
values and the general correction of the modeled hydrologic variables.
1.7 Published results
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cations:
 Plaza Guingla, D. A., De Keyser, R., De Lannoy, G. J. M., Giustarini,
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resampling for soil moisture data assimilation into hydrologic mod-
els using the particle lter. Hydrology and Earth System Sciences.,
16(2):375{390, doi:10.5194/hess-16-375-2012, 2012.
 Plaza Guingla, D. A., De Keyser, R., De Lannoy, G. J. M., Gius-
tarini, L., Matgen, P., and Pauwels, V. R. N. Improving particle lters
in rainfall-runo models: Application of the resample-move step and
the ensemble Gaussian particle lter. Water Resources Research, 49,
doi:10.1002/wrcr.20291, 2013.
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 Plaza, D. A., De Keyser, R., and Pauwels, V. R. N. From the en-
semble Kalman lter to the particle lter: a comparative study in
rainfall-runo models. In: Proceedings of the 18th World Congress
of the International Federation of Automatic Control (IFAC 2011),
doi:10.3182/20110828-6-IT-1002.02326, Milan, Italy, August 28{September
2, 2011.
Additionally the author of this manuscript contributed to the following pub-
lications related to the application of the particle lter in hydraulic and
hydrologic modeling:
 Matgen, P., Montanari, M., Hostache, R., Pster, L., Homann, L.,
Plaza Guingla, D., Pauwels, V. R. N., De Lannoy, G. J. M., De Keyser,
R., and Savenije H. H. G. Towards the sequential assimilation of SAR-
derived water stages into hydraulic models using the Particle Fil-
ter: proof of concept. Hydrology and Earth System Sciences, 14(9),
17731785, doi:10.5194/hess-14-1773-2010, 2010.
 Giustarini, L., Matgen, P., Hostache, R., Montanari, M., Plaza, D.,
Pauwels, V. R. N., De Lannoy, G. J. M., De Keyser, R., Pster, L.,
Homann, L., and Savenije, H. H. G. Assimilating SAR-derived water
level data into a hydraulic model: a case study. Hydrology and Earth
System Sciences, 15, 2349-2365, doi:10.5194/hess-15-2349- 2011, 2011.
 Matgen, P., Fenicia, F., Heitz, S., Plaza, D., De Keyser, R., Pauwels,
V. R.N., Wagner, W., and Savenije, H. H. G. Can ASCAT-derived
soil wetness indices reduce predictive uncertainty in well-gauged ar-
eas? A comparison with in-situ observed soil moisture in an assimila-
tion application. Advances in Water Resources, Vol 44, Pages 49-65,
doi:10.1016/j.advwatres.2012.03.022, 2012.
 Matgen, P., Giustarini, L., Hostache, R., Plaza Guingla, D. A., Pauwels,
V. R. N., and Verhoest, N. Joint assimilation of remote sensing-derived
water stage and soil moisture data into coupled Hydrological-Hydraulic
models. In IEEE International Geosciences and Remote Sensing Sym-
posium (IGARSS 2012), Munich, Germany, July 22{27, 2012.
 Pauwels, V. R. N., Lievens, H., Verhoest, N. E. C., De Lannoy, G.,
Plaza Guingla, D. A., van den Berg, M. J., Kerr, Y., Al Bitar, A.,
Merlin, O., Cabot, F., Gascoin, S., Wood, E., Pan, M., Sahoo, A.,
Walker, J., Dumedah, G. and Drusch, M. On the assimilation of multi-
angular SMOS data into a coupled land surface and radiative transfer
model for improving surface water management. In: IEEE Interna-
tional Geoscience and Remote Sensing Symposium (IGARSS 2012).
Munich, Germany, July 22{27, 2012.
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2.1 Introduction
The topic of interest in this manuscript is related to observing nature. There
are dierent approaches for studying nature. In this manuscript, nature is
studied based on the theory of systems. In systems theory, nature can be
interpreted as a system and data collected from nature correspond to sig-
nals. In this context, the observed nature is studied within a well dened
theoretical framework. The aim of this chapter is to present fundamental
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concepts of systems theory as a preamble to the presentation of the method-
ologies. More specic, deterministic and stochastic systems are revisited
with an emphasis in the state-space representation of the systems. Addi-
tionally, a mechanism to develop recursive state estimation methods which
is based on the Bayes' theorem and is known as Recursive Bayesian Esti-
mation is presented. Finally, the concept of data assimilation is presented.
The presentation focuses on the magnication of the relation between state
estimation and data assimilation.
2.2 Deterministic systems
Basically, a system studies the transformation of input signals into output
signals. There are dierent approaches in the representation of a system.
One of these approaches is mathematical modeling. The derivation of a
mathematical model encompasses two methodologies which can be applied
separately or combined in the study of a system.
First, a model can be obtained by the theoretical analysis of the system. In
this analysis, the laws of conservation of mass, energy and momentum are
applied and studied for the respective system and subsystems. As a result of
the analysis, linear or non-linear, ordinary or partial dierential equations
form the mathematical model.
A second approach in the derivation of a mathematical model is through
experimental analysis in which a model structure is proposed. The param-
eters of the model are estimated by surveying the behavior of the system
under specic conditions when the model structure is known (parametric
identication methods). On the other hand, non-parametric identication
methods are used when the model structure is unknown.
In this chapter, deterministic and stochastic models are revisited as back-
ground and motivation for the discussion of state estimation techniques in
chapters 3 and 4.
2.3 Deterministic discrete systems
A model is essentially a set of dierential equations of dierent orders, which
describes the relationship between the input u (dimension mu) and the
output y (dimensionmy) signals. Themx-th order dierential equations can
be transformed to a system ofmx rst-order dierential equations. This way
of representation is commonly known as the state-space representation of the
system. In general, state-space models are classied into continuous time
12
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models and discrete time models. For implementation in digital computers,
continuous time models are transformed to discrete time models. In this
research, discrete time models will be treated due to the implementation
of the models in computers and the nature of the measurements which is
discrete.
Linear state-space model
Although the focus of this study is on non-linear systems, linear systems are
presented as a background for the presentation of the discrete linear Kalman
lter in chapter 3.
The state-space representation for a discrete linear time-varying system is
the following:
xt = Ft;t 1xt 1 +Bt 1ut 1 (2.1)
yt = Htxt (2.2)
Equation 2.1 is a set of rst order dierence equations often referred to as the
process model with xt the mx-dimensional state vector of the dynamic sys-
tem. The state space of the system is given by the mx-dimensional domain
of the state vector. Ft;t 1 is the (mxmx)-dimensional linear transition ma-
trix which maps the state vector from discrete time step t  1 to t and Bt 1
an (mx mu)-dimensional matrix relating the input to the state. The pro-
jection of the state space to the observation space is performed in Equation
2.2 with Ht the (my mx)-dimensional observation matrix.
In control theory, the concept of controllability of linear systems is of major
importance. Controllability concerns the manipulation of the inputs in or-
der to move the system to a desired output. On the other hand, estimation
theory concerns about the possibility of observing the system states based
on input and output data. Moreover, according to the principle of separa-
tion, an optimal feedback controller for a linear system can be designed by
separating the problem into a state estimation problem, where the optimal
estimate of the state is encountered, followed by the development of an opti-
mal deterministic controller for the system. In this sense, Kalman (Kalman,
1960) introduced the concept of observability and the principles of duality
and separability of the estimation and control problems for linear dynamic
systems.
The scope of this dissertation is limited to the estimation problem. The
main reason for this limit in the research is that a hydrologic system is a
representation of the nature and the input signals corresponds to meteoro-
logical forcings which can be considered as uncontrollable. Therefore, the
aim of hydrologic studies is to model land processes as accurate as possible
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in order to obtain a complete idea of the system rather than controlling
nature directly.
Non-linear state-space model
The state-space representation of a non-linear system is given by the follow-
ing equations:
xt = ft;t 1(xt 1;ut 1) (2.3)
yt = ht(xt) (2.4)
with ft;t 1() the non-linear function relating the state propagation through
time and ht() the non-linear observation function. Most estimation problems
are nonlinear. Thus, the non-linear models are linearized for the application
of linear control or estimation theory. A linearization approach is by using
Taylor series expansion around a nominal state trajectory, i.e., xt = x

t and
ut = u

t . The expression for the linearized system is the following:
xt   xt = Ft;t 1[xt 1   xt 1] +Bt 1[ut 1   ut 1] (2.5)
yt   yt = Ht[xt   xt ] (2.6)
where Ft;t 1, Bt and Ht are Jacobian matrices with dimensions (mxmx),
(mx  mu) and (my  mx), respectively. The matrices are presented as
follows.
Ft;t 1 =
2664
@f1
@x1
: : : @f1@xmx
...
. . .
...
@fmx
@x1
: : : @fmx@xmx
3775 j(xt ;ut ) (2.7)
Bt =
2664
@f1
@u1
: : : @f1@umx
...
. . .
...
@fmx
@u1
: : : @fmx@umy
3775 j(xt ;ut ) (2.8)
Ht =
2664
@h1
@x1
: : : @h1@xmx
...
. . .
...
@hmy
@x1
: : :
@hmy
@xmx
3775 j(xt ) (2.9)
where Ft;t 1 and Bt are the derivatives of ft;t 1 with respect to x and u,
evaluated at xt and ut , respectively, while Ht is the derivative of ht with
respect to x, evaluated for xt .
It is important to remark the fact that in Equations 2.5 and 2.6 only the rst
order derivatives from the Taylor series are taken into account in the lin-
earization. For a more precise approximation of highly non-linear functions,
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the second order derivatives (Hessian matrices) should be considered. How-
ever, the computation of the Hessian matrices in high dimensional systems
is impractical since the computational cost is very expensive.
2.4 Stochastic systems and state estimation
The terms stochastic systems and state estimation are mutually related, in
this section the discussion about these concepts is extended. Based on the
fact that most of the systems have certain random nature, the theory of ran-
dom processes is used as a complement for deterministic systems in order
to properly describe the uncertainties encountered in real systems. Random
processes or stochastic systems represent the evolution over time of the un-
certainty of our knowledge about physical systems. The representation of a
physical system by a stochastic model includes the eects of measurements
from the real system and the eects of uncertainties about the observation
system and the dynamic system. For applications in state inference, the
stochastic process has to satisfy the Markov property. A process satises
the Markov property when it is possible to make future predictions of the
system based solely on the information from the present state.
State-space modeling for stochastic discrete systems is performed through
stochastic dierence equations. These equations are mainly used in the study
of Gaussian processes. In Gaussian processes, the properties of uncertain
dynamic systems are characterized by statistical parameters such as mean,
correlation and covariance, i.e., the rst two moments of the probability
density function. This allows for a nite representation of the problem
which is important in the derivation of the optimal analytical solution to the
estimation problem. A general representation of the state-space model for all
non-Gaussian processes is through conditional probability density functions.
However, the probability density functions have to be approximated in order
to obtain an approximated solution to the estimation problem.
2.4.1 Linear state-space model
The linear system in discrete time, described by stochastic dierence equa-
tions, is given by:
xt = Ft;t 1xt 1 +Bt 1ut 1 +Gt 1wt 1 (2.10)
yt = Htxt + vt (2.11)
with wt the process noise, and Gt a (mxmx) dimensional matrix relating
the process noise to the state and vt the observation noise. wt and vt are
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random processes and the stochastic dierence equations become dierence
equations if the noises are removed. For a deterministic linear system, the
solution of the dierence equations is xt. On the other hand, for stochastic
linear systems, the pdf of xt gives a complete description of the state.
Gaussian processes
A process is referred to as Gaussian or normal when the probability distribu-
tion functions (pdfs) of the random state variables correspond to Gaussian
distributions. Gaussian processes have some useful properties: any linear
transformation of jointly Gaussian processes results in another Gaussian
process, and the most important feature in the development of the Kalman
lter is that all the statistics of a Gaussian process are completely deter-
mined by its rst- and second-order statistics. These 2 moments can be
directly obtained from Equation 2.10 with zero mean white Gaussian noise
for wt, i.e. E[wt] = 0 and E[wtw
T
t ] = Qt. The 2 moments are presented as
follows:
x^t = Ft;t 1x^t 1 +Bt 1ut 1 (2.12)
Pt = Ft;t 1Pt 1FTt;t 1 +Gt 1Qt 1G
T
t 1 (2.13)
with x^t an estimate of the true xt and Pt is the covariance matrix which is
an indicator of the uncertainty of xt.
2.4.2 Non-linear state-space model
A non-linear stochastic system in discrete time, can be represented as fol-
lows:
xt = ft;t 1(xt 1;ut 1;wt 1) (2.14)
yt = ht(xt;vt) (2.15)
This representation corresponds to a functional representation since f() and
h() are mathematical functions.
Additive Gaussian process and observation noise
By considering specic additive Gaussian process wt and observation v
noises, Equations 2.14 and 2.15 become:
xt = ft;t 1(xt 1;ut 1) +Gt 1(xt 1)wt 1 (2.16)
yt = ht(xt) + vt (2.17)
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The evolution in time of the pdf of nonlinear stochastic processes is described
by the Fokker-Planck or Kolgomorov's forward equation. Moreover, for non-
linear processes the pdfs are not suciently characterized by the rst- and
second-order moments of the pdf such as in the case of Gaussian processes.
However, the rst 2 moments give valuable information on the mean path
and uncertainty for linearized systems.
In Jazwinski (1970), the expression of the rst moment for a non-linear
model is calculated by:
x^t = ft;t 1(x^t 1;ut 1) +
1
2
F 00t;t 1(x^t 1;ut 1)vec[Pt 1] (2.18)
with F 00t;t 1 the Hessian matrix of the system function ft;t 1 and vec[ ] stand-
ing for a vector constructed by concatenation of the dierent columns in a
one vector. It is clear from Equation 2.18 that the mean depends on the
variance.
2.4.3 State-space model represented by pdfs
For the representation of the state-space model through pdfs, the evolution
of the state over time is considered to be a stochastic process. Speci-
cally, the dynamics are modeled according to a Markov process, which is a
stochastic process such that given the present state of the process, the future
evolution of the process is independent of its past. Based on the Markov
property, the evolution of the state can be written as:
xt+1jxt  p(xt+1jxt;ut) (2.19)
where the symbol  denotes distributed according to, p(xt+1jxt;ut) is the
conditional probability of moving from xt to xt+1. This distribution is re-
ferred to as the state transition pdf. ut corresponds to the inputs or forcings.
In this probabilistic framework, ut is considered as a random process.
Regularly, the state of the system cannot be observed completely, but a part
or a function of the state is observed. This type of processes are referred to
as Hidden Markov Models (HMM). Information about the underlying state
process is obtained indirectly via the observation (measurement) process
which describes the relationship between the state and the measurements.
In terms of probability, the observation process is given by:
ytjxt  p(ytjxt) (2.20)
where p(ytjxt) is the conditional pdf of obtaining a certain measurement yt
given a specic state xt. This distribution is referred to as the observation
pdf. Additional to the state transition and observation pdfs, a third pdf
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should be considered which corresponds to the initial distribution of the
state (x0  p(x0)).
Equations (2.19) and (2.20) represents a nonlinear system in which the pa-
rameters  of the model are explicitly known. Therefore the inference prob-
lem in this study corresponds to the state inference problem unless the
contrary is specied.
2.5 Recursive Bayesian estimation
Recursive Bayesian Estimation (RBE) provides a probabilistic framework
which recursively solves the state inference problem in terms of conditional
probability density functions. State inference, which is also known as State
Estimation or as Data Assimilation in system theory (Simon, 2006) and
in atmospheric and earth sciences (Lahoz et al., 2010), respectively, is the
estimation of the current state value or the sequence of values up to the
present time. This estimation is based on the sequence of measurements
observed up to the present time.
In the RBE context, inference about x1:t given y1:t relies upon the condi-
tional posterior pdf:
p(x1:tjy1:t) = p(y1:tjx1:t)p(x1:t)
p(y1:t)
(2.21)
where
p(y1:t) =
Z
p(y1:tjx1:t)p(x1:t)dx1:t (2.22)
The recursive expression of equation (2.21) is the following:
p(x1:tjy1:t) = p(x1:t 1jy1:t 1)p(xtjxt 1)p(ytjxt)
p(ytjy1:t 1) (2.23)
where
p(ytjy1:t 1) =
Z
p(x1:t 1jy1:t 1)p(xtjxt 1)p(ytjxt)dxt 1:t (2.24)
The problem of solving equation (2.23) is referred to as the optimal ltering
problem. The posterior distribution p(x1:tjy1:t) is also known as the smooth-
ing distribution. Equation (2.23) can be decomposed into two parts or steps:
The time update step (prediction or forecast) and the measurement update
step(correction or analysis).
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The time update step corresponds to the estimation of the distribution of
the rst t states given only t  1 observations.
p(x1:tjy1:t 1) = p(x1:t 1jy1:t 1)p(xtjxt 1) (2.25)
The measurement update step involves the correction of the predicted dis-
tribution based on the information from the current measurement.
p(x1:tjy1:t) = p(x1:tjy1:t 1)p(ytjxt)R
p(x1:tjy1:t 1)p(ytjxt)dx1:t (2.26)
Other distributions such as the smoothing distributions and the prediction
distributions are also of interest. In smoothing, the aim is to estimate the
distribution of some sequence of states conditionally on knowledge of the
observation up to some stage in the future. Formally, smoothing is the
estimation of p(xl:kjy1:t) when l  k  t and such distribution is obtained
from the principle smoothing distribution as follows:
p(xl:kjy1:t) =
Z
p(x1:tjy1:t)dx1:l 1dxk+1:t (2.27)
In prediction, the distribution of some group of future states is estimated
conditionally on knowledge of the observations up to the present time. Pre-
diction can be viewed as the estimation of p(xl:kjy1:t) when t  k and l  k.
For l = 1, the prediction distribution is computed as follows:
p(x1:kjy1:t) = p(x1:tjy1:t)
kY
j=t+1
pj(xj jxj 1) (2.28)
The posterior of interest in this work is the marginal distribution which is
known as the ltering distribution. This distribution is obtained by integrat-
ing out x1:t 1 from 2.25 and considering the Markov property. The result
of this integration is the Bayes' lter which is presented in algorithm 1. A
detailed derivation of the Bayes' lter is given in Appendix A.
Algorithm 1 presents a set of conditional pdfs which denes the concep-
tual Bayesian solution to the estimation problem. In the forecast step, the
predictive distribution is obtained by a combination of our best knowledge
of the system at present time through the model (transition pdf) and the
knowledge of the system in the recent past which is given by the posterior
pdf at time step t   1. Next, the ltering pdf is updated based on the in-
formation from a new measurement of the output at time t in the analysis
step. The updated predictive pdf is referred to as the ltering pdf and it is
the conditional posterior pdf of interest throughout this study.
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Algorithm 1 Bayes' lter
For t = 1 to the number of time steps
1. Forecast step:
predictivez }| {
p(xtjy1:t 1) =
Z transitionz }| {
p(xtjxt 1) p(xt 1jy1:t 1)dxt 1
2. Analysis step:
lteringz }| {
p(xtjy1:t) =
likelihoodz }| {
p(ytjxt) p(xtjy1:t 1)R
p(ytjxt)p(xtjy1:t 1)dxt
Recursive Bayesian estimation methods, which are implementations of the
theoretical Bayes' lter, can be classied into two groups: optimal and sub-
optimal estimation methods. Optimal lters are derived when the estimation
problem is presented in a closed-form. Therefore, an analytical solution is
tractable. From this group, the most representative method is the Kalman
lter (Kalman, 1960) which is presented in chapter 3. The optimal solution
does exist for linear Gaussian processes where the predictive and the lter-
ing pdfs corresponds to Gaussian distributions at each time instant. In this
case, the mean and covariance completely represent the two distributions.
On the other hand, for nonlinear stochastic processes, suboptimal algorithms
have been developed in order to approximate the optimal Bayesian solution.
In this case, the analytical solution of the estimation problem is intractable.
One widely used suboptimal method in engineering is the extended Kalman
lter (Simon, 2006, ch. 13) which approximates the Bayesian solution by a
local linearization of the nonlinear system. For high dimensional systems,
where the computational time demand is crucial, derivative-free local lters
become more practical from the implementation point of view. Examples of
this kind of lters are the Unscented Kalman lter (Julier et al., 2000) and
the divided dierent lters (Ito and Xiong, 2000; Norgaard et al., 2000).
A set of suboptimal algorithms use Monte Carlo methods in order to ap-
proximate the integrals involved in the implementation of the Bayes' lter.
Examples of this type of lters correspond to the Ensemble Kalman Filter
(EnKF) (Evensen, 1994) and the Particle Filter (PF) (Gordon et al., 1993).
In the EnKF, the covariance matrix is approximated by the sample covari-
ance of a set of random model realizations while the particle lter uses
sequential Monte Carlo methods in order to approximate the distributions
involved in the estimation by a point-mass representation.
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2.6 Introduction to data assimilation
Data assimilation is a modern methodology which concerns the relation be-
tween natural data and dynamical computer models. The procedure consists
of the combination or merging of general dynamics of a model with a set
of observations. All dynamical models have modeling errors and all data
sets are nite and to some extent limited by error bounds. Thus, the aim
of data assimilation is to provide proper estimates of nature by combining
observational data with dynamic models.
Data assimilation methods are classied as either sequential or retrospective
methods. A sequential data assimilation method is an algorithm which
make use of the information from the observations up to and including the
current time when the system state is to be estimated. On the other hand,
retrospective data assimilation algorithms incorporates not only observation
from the past. In this sense, sequential DA methods are a combination of
predictive and ltering algorithms, while a retrospective DA method is a
smoothing algorithm.
Data assimilation is applied in many elds of Geosciences, mainly in numer-
ical weather forecasting (Anderson, 1996), oceanography (Oke et al., 2010)
and hydrology (Lahoz et al., 2010). Also, in other elds, such as Bioinfor-
matics (Nagasaki, 2006) and nance and econometrics (Wells, 1996). These
dynamic systems have a large number of states and are highly nonlinear.
Therefore, the RBE is a powerful tool in the development of DA methods.
In DA theory, the optimal nonlinear lter can be obtained by following two
steps: the forecast (background) step and the analysis step. Both steps are
analogous as to the prediction (Equation 2.25) and correction (Equation
2.26) step, respectively.
2.7 Summary
Some concepts in Systems theory have been introduced in this chapter with
an emphasis on mathematical modeling of systems. Additionally, the dier-
ence between deterministic and stochastic, continuous and discrete systems
was explained. Hereafter, we deal with stochastic systems in discrete time.
The state-space model is used to represent a system. In stochastic systems,
the state of a system is a degree of knowledge about the system. Therefore,
state estimation techniques should be applied in order to improve the degree
of knowledge about the system. For this, observations plays an important
role. Finally, a conceptual optimal lter was presented based on the recur-
sive Bayesian estimation approach as well as some initial concepts in data
assimilation.
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3.1 Introduction
The aim of this chapter is to present the formulation of the linear Kalman
lter and the nonlinear versions of this lter such as the extended Kalman
lter and the ensemble Kalman lter. The formulation is presented by fol-
lowing the recursive Bayesian approach. By following this approach, it is
possible to demonstrate the dierent approximations of the predictive and
ltering pdfs used for nonlinear systems.
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3.2 The discrete Kalman Filter
3.2.1 Introduction
In this manuscript, the original Kalman lter for linear Gaussian processes
is derived from a probabilistic framework which is the RBE. This approach
allows for the derivation of the KF in terms of its pdfs rather than a di-
rect analytical derivation, e.g. the least square estimation (Grewal and
Andrews, 2001). More specically, the type of system considered here is
a linear stochastic dynamical system driven by Gaussian process and mea-
surement noise. Moreover, these noises are white Gaussian, zero mean and
uncorrelated for all t, with t the discrete time index. The state-space model
derived from Equations (2.10) and (2.11) is presented as follows:
xt = Ft;t 1xt 1 +Bt 1ut 1 +wt (3.1)
yt = Htxt + vt (3.2)
where the process and observation noises are distributed according to Gaus-
sian distributions:
wt  N (wt : 0;Qt) (3.3)
vt  N (vt : 0;Rt) (3.4)
where the notation N (xt : ;) is used for representing a Gaussian distri-
bution with x the random vector with mean  and covariance matrix .
The statistical properties of the random vectors are the following:
E[wt] = 0 ; E[vt] = 0; (3.5)
E[wtw
T
t+k] = 0 ; E[wtw
T
t ] = Qt; (3.6)
E[vtv
T
t+k] = 0 ; E[vtv
T
t ] = Rt; (3.7)
E[wtv
T
t+k] = 0 ; E[wtv
T
t ] = 0 (3.8)
where Q and R are positive denite covariances matrices for the process
and observation noises, respectively, and k is a positive integer.
3.2.2 A Recursive Bayesian Estimation approach to the Kalman
lter
The recursive algorithm is derived based on the available information at
previous time steps. The following expression is true based on the Gaussian
properties of the stochastic system under study.
p(xt 1jy1:t 1) = N (xt 1 : xat 1;Pat 1) (3.9)
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where xt 1 is the true state vector, xat 1 and Pat 1 are the state vector and
the covariance matrix, obtained both from the analysis step at time step
t   1. Although the analysis step has not been introduced yet, it is here
considered that xat 1 and Pat 1 are known. The analysis step is formally
presented further.
Forecast step
According to the Bayes lter presented in Algorithm 1, the rst step in the
derivation of the optimal lter is the computation of the prior pdf at time
step t:
p(xtjy1:t 1) =
Z
p(xtjxt 1)p(xt 1jy1:t 1)dxt 1 (3.10)
In Equation 3.10, the prior pdf is determined by the transition pdf and the
ltering (posterior) pdf. In other words, the prior pdf is computed based on
all the available information which is known beforehand, i.e. the information
obtained from the model and the estimated information which is obtained
one time step backward. The ltering pdf at time step t  1 was presented
in Equation 3.9 and the transition pdf is calculated from 3.1 as follows:
p(xtjxt 1) = N (xt 1 : Ft;t 1xt 1;Qt) (3.11)
where xt 1 is the expectation of the state E[xt 1]. The term corresponding
to the forcings in Equation 3.1 is not considered in the derivation for the sake
of clarity. Moreover, the absence of this term does not aect the formulation
thus this term is not considered in the remaining chapters. It can be shown
that the predictive pdf (Equation 3.10) is Gaussian distributed when the
Gaussian densities in Equations 3.9 and 3.11 are substituted by the expo-
nential function of the pdfs and after some matrix algebra operations. The
statistics of the predictive pdf are shown below.
xft = Ft;t 1x
a
t 1; (3.12)
Pft = Ft;t 1P
a
t 1F
T
t;t 1 +Qt (3.13)
with xft the forecast state vector and P
f
t the forecast error covariance matrix
Pft = E[x
f
t   xt][xft   xt]T .
Analysis step
In the analysis step, the prior pdf is updated with the last measurement
which is obtained at time t. According to Algorithm 1, the update of the
prior is given by Equation 3.14.
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p(xtjy1:t) = p(ytjxt)p(xtjy1:t 1)R
p(ytjxt)p(xtjy1:t 1)dxt (3.14)
The prior is updated based on the information from the likelihood pdf. In
this case the likelihood is Gaussian distributed, so that:
p(ytjxt) = N (yt : Htxt;Rt) (3.15)
Substituting Equation 3.15 into 3.14, the following expression is obtained:
p(xtjy1:t) = N (yt : Htxt;Rt)N (xt : x
f
t ;P
f
t )R N (yt : Htxt;Rt)N (xt : xft ;Pft )dxt (3.16)
It can be shown that the integration of the denominator in Equation 3.16 is
Gaussian distributed, so thatZ
N (yt : Htxt;Rt)N (xt : xft ;Pft )dxt = N (yt;Htxft ;HtPftHTt +Rt)
(3.17)
Here, with some algebraic operations, Equation 3.16 can be reduced to
p(xtjy1:t) = N (xt : xat ;Pat ) (3.18)
where
xat = x
f
t +Kt(yt  Htxft ); (3.19)
Pat = P
f
t  KtHtPft ; (3.20)
with
Kt = P
f
tH
T
t [HtP
f
tH
T
t +Rt]
 1 (3.21)
Summary of the linear Kalman lter
The recursive steps of the Kalman lter for linear/Gaussian systems are
summarized as follows.
Algorithm 2 is the optimal solution to the state estimation problem for
Gaussian processes of the type described in Equations (3.1 - 3.8). The
analytical solution of the predictive and ltering pdfs was tractable due to
the full descriptions of these pdfs through their means and covariances. The
updated state xat is given by the addition of the forecast step x
f
t and the
weighted residuals (yt  Htxft ). The residuals are weighted by the Kalman
gain Kt. For a proper computation of the Kalman gain, the error covariance
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Algorithm 2 Discrete Kalman Filter
For t = 1 to the number of time steps
1. Forecast step:
xft = Ft;t 1x
a
t 1
Pft = Ft;t 1P
a
t 1F
T
t;t 1 +Qt
2. Analysis step:
Kt = P
f
tH
T
t [HtP
f
tH
T
t +Rt]
 1
xat = x
f
t +Kt(yt  Htxft )
Pat = P
f
t  KtHtPft
matrices (Pat , P
f
t ) should be symmetric and positive denite. However, in
systems with a large number of states, these properties may not be preserved
due to the nite computational precision. Thus, the performance of the lter
can be improved by the adoption of the square root Kalman lter (Simon,
2006, ch. 6) which use the square root matrices of the error covariance
matrices and the Kalman lter with fading memory (Simon, 2006, ch. 7)
which use the principle of covariance ination.
3.3 Extended Kalman Filter
3.3.1 Introduction
The observation and posterior estimation of states in nature is a complex
task since most of the estimation problems are nonlinear. However, by
considering smooth nonlinearities, it is possible to apply methods of linear
estimation theory, e.g. Kalman lter, after the linearization of the system
around a nominal trajectory. For some problems, the nominal trajectory is
known beforehand. For these kind of systems, the estimation problem can
often be eectively linearized about the nominal trajectory and the Kalman
gains can be precomputed to relieve the real-time computational burden.
On the other hand, when the nominal trajectory is not known beforehand,
it can be dened at each time step as the current best estimate of the
actual trajectory. The major disadvantage is the added computational cost
of linearization about an unpredictable trajectory. This approach is called
the Extended Kalman Filter.
The following nonlinear system is considered in the derivation of the EKF
by using the RBE approach:
xt = ft;t 1(xt 1) +wt (3.22)
yt = ht(xt) + vt (3.23)
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The distributions and statistics of the process and observation noises are
presented as follows:
wt  N (wt : 0;Qt) (3.24)
vt  N (vt : 0;Rt) (3.25)
E[wt] = 0 ; E[vt] = 0; (3.26)
E[wtw
T
t+k] = 0 ; E[wtw
T
t ] = Qt; (3.27)
E[vtv
T
t+k] = 0 ; E[vtv
T
t ] = Rt; (3.28)
E[wtv
T
t+k] = 0 ; E[wtv
T
t ] = 0 (3.29)
the noises are white, Gaussian distributed with zero mean and uncorrelated
8t with k  0.
3.3.2 A RBE approach to the extended Kalman lter
Based on the fact that the nonlinear system is linearized before the analysis
step, the posterior pdf at time step t 1 can be approximated by a Gaussian
distribution, i.e.
p(xt 1jy1:t 1) = N (xt 1 : xat 1;Pat 1) (3.30)
The main dierence between Equation 3.9 and Equation 3.30 is the state
itself. In Equation 3.9, xt represents all the possible state trajectories, while
in Equation 3.30, the state represents only the particular state trajectory
at which the system is linearized. Moreover, the posterior distribution is
approximated as a Gaussian. The linearization is elaborated in the next
section.
Forecast step
The forecast step is given by the computation of the predictive pdf:
p(xtjy1:t 1) =
Z
p(xtjxt 1)p(xt 1jy1:t 1)dxt 1 (3.31)
The posterior at time t   1 is given by Equation 3.30. The transition pdf
at the right hand side of Equation 3.31 can be obtained from Equation 3.22
and by considering that this pdf follows a Gaussian distribution:
p(xtjxt 1) = N (xt 1 : E[ft;t 1(xt 1)];Qt); (3.32)
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thus, the predictive pdf is dened as
p(xtjy1:t 1) =
Z
N (xt 1 : xat 1;Pat 1)N (xt 1 : E[ft;t 1(xt 1)];Qt)dxt 1
(3.33)
The integral in Equation 3.33 is complicated due to the presence of the
non-linear function ft;t 1(:). The problem formulation should be changed
in order to obtain an analytical solution such as in the case of the discrete
KF (Equations 3.12 and 3.13). The approach adopted in the extended KF
is the linearization by using Taylor series. Additionally, a state trajectory
should be dened around which the function is linearized. At this point in
the development of the extended KF, the best state estimate is given by
xat 1.
Taylor series expansion of ft;t 1(xt 1) in a neighborhood of xat 1 = E[xt 1jy1:t 1]
is considered in the linearization of the system. For the linear approxima-
tion, only the rst two terms are considered:
ft;t 1(xt 1) ' ft;t 1(xat 1) + Ft;t 1[xt 1   xat 1] (3.34)
where
Ft;t 1 =
2664
@f1
@x1
: : : @f1@xmx
...
. . .
...
@fmx
@x1
: : : @fmx@xmx
3775 j(xat 1) (3.35)
is a Jacobian matrix with dimension (mx  mx). The right-hand side of
Equation 3.34 is elaborated as follows:
Ft;t 1xt 1 + ft;t 1(xat 1) + Ft;t 1x
a
t 1 (3.36)
where the rst term is linear with respect to xt 1 and the following two
terms are known values. The substitution of Equation 3.34 into 3.33,
p(xtjy1:t 1)=
Z
N (xt 1 : xat 1;Pat 1) : : :
N (xt 1 : ft;t 1(xat 1) + Ft;t 1[xt 1   xat 1];Qt)dxt 1 (3.37)
allows for an analytical solution of the integral. The resulting prior pdf can
be obtained in the Gaussian form as
p(xtjy1:t 1) = N (xt : xft ;Pft ) (3.38)
Although the prior pdf is represented by a Gaussian distribution, it is im-
portant to remark the fact that this representation is only a local approxi-
mation around a nominal trajectory, thus it is an approximation of the true
pdf which is not explicitly known. The forecast state vector xft and forecast
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error covariance matrix Pft are mostly similar as in the KF and are given
by:
xft = ft;t 1(x
a
t 1) (3.39)
Pft = Ft;t 1P
a
t 1F
T
t;t 1 +Qt (3.40)
The forecast state vector is obtained by the propagation of the state through
the nonlinear model and for the computation of the covariance matrix, the
Jacobian matrix Ft;t 1 is used.
Analysis step
The analysis step consists in the update of the prior according to:
p(xtjy1:t) = p(ytjxt)p(xtjy1:t 1)R
p(ytjxt)p(xtjy1:t 1)dxt (3.41)
For the extended Kalman lter, the prior is approximated by a Gaussian
distribution which is characterized by the mean 3.39 and the covariance
3.40. The likelihood pdf is obtained from Equation 3.23 by considering that
this pdf is Gaussian.
p(ytjxt) = N (yt : E[ht(xt)];Rt) (3.42)
By substituting 3.38 and 3.42 into 3.41, the ltering pdf is given by:
p(xtjy1:t) = N (yt : E[ht(xt)];Rt)N (xt : x
f
t ;P
f
t )R N (yt : E[ht(xt)];Rt)N (xt : xft ;Pft )dxt (3.43)
where the rst issue aiming to calculate the ltering pdf is to solve the
integral in the denominator. In order to nd an analytical solution, the
observation system is linearized around a state trajectory. At this point
xft is the best state estimation thus the nonlinear observation system is
linearized through Taylor series expansion in the neighborhood of xft . The
nonlinear function is expanded as follows:
ht(xt) ' ht(xft ) +Ht[xt   xft ] (3.44)
where Ht is a (my mx) dimensional Jacobian matrix given by:
Ht =
2664
@h1
@x1
: : : @h1@xmx
...
. . .
...
@hmy
@x1
: : :
@hmy
@xmx
3775 j(xft ) (3.45)
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By substituting 3.44 into 3.43, the expression for the posterior is the follow-
ing:
p(xtjy1:t) = N (yt : ht(x
f
t ) +Ht[xt   xft ];Rt)N (xt : xft ;Pft )R N (yt : ht(xft ) +Ht[xt   xft ];Rt)N (xt : xft ;Pft )dxt (3.46)
Now, the solution of the integral is tractable and the resulting expression
for the posterior pdf in terms of a distribution is:
p(xtjy1:t) = N (xat ;Pat ); (3.47)
with
xat = x
f
t +Kt(yt   ht(xft )); (3.48)
Pat = P
f
t  KtHtPft ; (3.49)
and
Kt = P
f
tH
T
t [HtP
f
tH
T
t +Rt]
 1 (3.50)
Summary of the extended Kalman lter
The extended Kalman lter is described in algorithm 3.
Algorithm 3 Extended Kalman Filter
For t = 1 to the number of time steps
1. Forecast step:
xft = ft;t 1(x
a
t 1)
Pft = Ft;t 1P
a
t 1F
T
t;t 1 +Qt
2. Analysis step:
Kt = P
f
tH
T
t [HtP
f
tH
T
t +Rt]
 1
xat = x
f
t +Kt(yt   ht(xft ))
Pat = P
f
t  KtHtPft
In algorithm 3, the probability density functions involved in the estimation
are represented by the rst and second moments of the density functions.
Although this characterization might not be sucient for specic systems,
the EKF has shown proper performance in a widespread range of applica-
tions.
An alternative to the extended Kalman lter is the second order extended
Kalman lter (Simon, 2006, ch. 13). Again, the second order lter is based
on the Taylor series expansion but in this case the second order terms are
preserved (Hessian matrices). Although this type of lter improves the local
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approximation of the ltering pdfs, it is computationally expensive mainly
when the system is high dimensional.
In the last decade, novel local ltering techniques have been proposed (Julier
et al., 2000; Norgaard et al., 2000). These ltering methods are based either
on another type of polynomial approximation of the nonlinear functions in
the system description (Norgaard et al., 2000; Schei, 1997; Ito and Xiong,
2000; Crassidis, 2006) or on the so called unscented transformation (Julier
et al., 2000; Ito and Xiong, 2000; Julier, 2002; Julier and Uhlmann, 2004;
Simandl et al., 2006). The polynomial approximation can be seen as the Tay-
lor series expansion where the rst and second derivatives are approximated
by divided dierences. On the other hand, the basic idea of the unscented
transformation is to perform an approximation of the pdfs involved in the
estimation by a set of deterministically chosen points.
3.4 Ensemble Kalman Filter
The ensemble Kalman lter originally introduced by Evensen (1994) is a data
assimilation method, initially developed for estimation problems in weather
forecast applications where the numerical models are highly nonlinear, high
dimensional and having a chaotic nature. The name of the lter is adopted
from the theoretical foundations which are used: ensemble forecasting and
Kalman ltering.
3.4.1 Background information
Basically, the extended Kalman lter consists of the linearization of the non-
linear system about a nominal state trajectory and the posterior approxi-
mation of the pdfs as Gaussian. In the derivation of the EnKF, a dierent
approach in the approximation of the predictive and ltering pdfs is used.
Before presenting the EnFK and for the sake of clarity in the derivation, the
concepts of Monte Carlo simulation and Ensemble forecasting are presented
in this section as a background for the presentation of the EnKF.
Monte Carlo simulation
Monte Carlo methods are a set of computational algorithms that rely on ran-
dom sampling to obtain numerical results of complex problems. Since truly
random numbers are not possible to obtain through algorithms implemented
in computers, random sampling in MC methods implies the generation of
pseudo-random numbers. Monte Carlo techniques are particularly useful
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in scenarios where it is of interest to perform calculations that involve im-
plicitly or explicitly a probability density function p for which closed-form
calculations cannot be performed due to the algebraic complexity of the
problem. The algebraic representation of p is approximated by a sample
representation.
Consider the pdf p(x) from which it is possible to draw N independent
and identically distributed random samples fx(i); i = 1; : : : Ng (perfect MC
simulation). Then, the pdf p(x) can be approximated by the empirical pdf
pN (x) as follows:
pN (x) =
1
N
NX
i=1
(x  x(i)) (3.51)
where  is the Dirac delta function, dened by:
(x) =
(
1 if x = 0;
0 if x 6= 0 (3.52)
The Dirac delta function has the following fundamental property:Z
f(x)(x  c)dx = f(c) (3.53)
with f(x) a vector-valued function and c a constant vector. This property
allows for the mapping of integrals to discrete sums. For example, consider
the problem of estimating E[f(x)] with the pdf of f(x) given by p(x). The
problem is posed as follows:
E[f(x)] =
Z
f(x)p(x)dx (3.54)
where the approximated solution consists of the replacement of p(x) with
its sample representation presented in equation 3.51, so that
E[f(x)] ' 1
N
NX
i=1
Z
f(x)(x  x(i)) = 1
N
NX
i=1
f(x(i)) (3.55)
The power of MC techniques lies in the fact that the rate at which the ap-
proximation converges towards the true value of the expectation is immune
to the dimension of the state-space. In numerical weather forecast models,
it is possible to represent the modeling and data uncertainties through MC
simulation.
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Ensemble forecasting
Ensemble forecasting is a numerical method which is based on MC simula-
tion. The methodology attempts to generate a representative sample of the
pdf of the forecast state vector. The representative sample is referred to as
ensemble. The ensemble representation of the forecast pdf is conducted to
account for the two common sources of uncertainty in forecast models:
 the errors introduced by the use of imperfect initial conditions, ampli-
ed in the case of weather models by the chaotic nature of the evolution
equations of the dynamical system, which is often referred to as the
sensitive dependence on the initial conditions.
 the errors introduced because of the imperfections in the model for-
mulation, including the possible noise in the model input data and the
errors in the model parameters.
3.4.2 RBE approach to the EnKF
In this section the equations of the EnKF are presented. Consider the fol-
lowing scenario:
xt = ft;t 1(xt 1) +wt (3.56)
yt = ht(xt) + vt (3.57)
where the distributions and statistics of the process and observation noises
are:
wt  N (wt : 0;Qt) (3.58)
vt  N (vt : 0;Rt) (3.59)
E[wt] = 0 ; E[vt] = 0; (3.60)
E[wtw
T
t+k] = 0 ; E[wtw
T
t ] = Qt; (3.61)
E[vtv
T
t+k] = 0 ; E[vtv
T
t ] = Rt; (3.62)
E[wtv
T
t+k] = 0 ; E[wtv
T
t ] = 0 (3.63)
with white noises, Gaussianly distributed with zero mean and uncorrelated
8t with k  0. The noise assumptions may not always be realistic in prac-
tice. However, these assumptions reduce the complexity in the derivation
of the EnKF. Realistic errors are considered in the section concerning the
application of the EnKF.
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Forecast step
The EnKF is a recursive lter where the forecast step at time instant t
is carried out based on the information obtained from the analysis step at
instant t  1. The EnKF methodology relies on the ensemble representation
of the predictive and ltering pdfs which are known as the forecast ensemble
and the analysis ensemble.
Consider the sample representation of the posterior at time t  1:
p(xt 1jy1:t 1) ' 1
N
NX
i=1
(xt 1   xat 1;i) (3.64)
with Xat 1 = fxat 1;i : i = 1; : : : Ng the analysis ensemble and taking into
account that the transition pdf is Gaussianly distributed,
p(xtjxt 1) = N (xt 1 : E[ft;t 1(xt 1)];Qt); (3.65)
then, the predictive pdf is approximated as follows:
p(xtjy1:t 1) ' 1
N
NX
i=1
N (xt : E[ft;t 1(xat 1;i)];Qt) (3.66)
which is a sum of a set of Gaussian pdfs. The forecast ensemble is obtained
by propagating the analysis ensemble through the nonlinear model:
xft;i = ft;t 1(x
a
t 1;i); i = 1; 2; : : : ; N: (3.67)
thus, it is possible to calculate the mean and the covariance of the approx-
imated predictive pdf in Equation 3.66 by the sample mean and sample
covariance:
xft =
1
N
NX
i=1
xft;i (3.68)
Pft =
1
N
NX
i=1
(xft;i   xft )(xft;i   xft )T (3.69)
An important fact regarding the sample representation of the predictive pdf
is the possibility of exploring a wide range of the state-space rather than a
local exploration such as in the case of the extended Kalman lter. Another
advantage is the increase in the computational eciency by avoiding the
evaluation of the Jacobian matrices.
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Analysis step
In the analysis step, the prior pdf is updated according to the posterior pdf:
p(xtjy1:t) = p(ytjxt)p(xtjy1:t 1)R
p(ytjxt)p(xtjy1:t 1)dxt (3.70)
Using Equations 3.57 and 3.59, the likelihood pdf can be represented by a
Gaussian distribution as follows:
p(ytjxt) = N (yt : E[ht(xt)];Rt) (3.71)
From Equations 3.68 and 3.69, the prior pdf is a Gaussian pdf which is the
result of a sum of N Gaussian pdfs (Equation 3.66):
p(xtjy1:t 1) = N (xt : xft ;Pft ) (3.72)
Therefore, the posterior pdf is given by:
p(xtjy1:t) = N (yt : E[ht(xt)];Rt)N (xt : x
f
t ;P
f
t )R N (yt : E[ht(xt)];Rt)N (xt : xft ;Pft )dxt (3.73)
In Equation 3.73, the presence of the non-linear function h(:) may not allow
for a closed form solution of the integral in the denominator. In the deriva-
tion of the EKF, the linearization of the observation system was adopted
and the posterior could be approximated by a Gaussian. Basically, the lin-
earization consisted of the computation of the Jacobian MatrixHt (Equation
3.45), evaluated over the best estimate of the state trajectory, in this case
the best estimate corresponds to xft . By following the same approach, the
posterior pdf is presented as follows:
p(xtjy1:t) = N (xat ;Pat ); (3.74)
with
Kt = P
f
tH
T
t [HtP
f
tH
T
t +Rt]
 1 (3.75)
xat = x
f
t +Kt(yt   ht(xft )); (3.76)
Pat = P
f
t  KtHtPft ; (3.77)
The derived methodology is completely valid for smooth non-linear obser-
vation systems. However, unlike the derivation of the EKF, an analysis
ensemble Xat should be generated for the computation of the forecast en-
semble (Equation 3.67). A way to carry out the generation of the analysis
ensemble can be by sampling from the posterior pdf (Equation 3.74):
xat;i  N (xtjy1:t : xat ;Pat ); i = 1; 2; : : : N (3.78)
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A disadvantage of this approach could be the possible non proper represen-
tation of the analysis ensemble due to the insertion of sampling errors in the
generation of random numbers. Another approach, which is widely used, is
the Monte Carlo approximation of the observation system. In order to in-
troduce this approach, the following expressions are presented. The sample
mean of the modeled observation ensemble:
yt =
1
N
NX
i=1
ht(x
f
t;i); (3.79)
the cross covariance between the forecast ensemble and the modeled obser-
vation ensemble:
Pxyt =
1
N   1
NX
i=1
(xft;i   xft )(ht(xft;i)  yt)T ; (3.80)
and the sample covariance of the modeled observation ensemble.
Pyyt =
1
N   1
NX
i=1
(ht(x
f
t;i)  yt)(ht(xft;i)  yt)T ; (3.81)
Expressions 3.80 and 3.81 allows for a complete derivative-free derivation of
the Kalman gain and the sample covariance of the analysis ensemble:
Kt = P
xy
t (P
yy
t +Rt)
 1
(3.82)
Pat = P
f
t  Kt(Pxyt )T (3.83)
A detailed formulation of this approach is presented in Houtekamer and
Mitchell (2001). As can be seen in equation 3.82, the computation of the
Kalman gain does not depend on the forecast covariance matrix and neither
from the analysis covariance at one time step backwards. Therefore, this is
an important property of the EnKF when the algorithm is implemented in
practice since it is not necessary to evaluate the covariances Pft and P
a
t in
Equations 3.69 and 3.83. Moreover, with the computation of the Kalman
gain based on sample covariances, dierent types of process noise can be
considered in the application of the EnKF. For instance, possible errors in
the driving forces and model parameters can be taken into account with the
EnKF.
The approach presented in Burgers et al. (1998) is adopted for the genera-
tion of the analysis ensemble. This approach consists in the generation of
surrogate observations Yst = y
s
t;i; i = 1; : : : N where yt;i are random samples
drawn from the Gaussian distribution with mean yt and covariance Rt, as
follows:
yst;i  N (yt : yt;Rt); (3.84)
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The analysis ensemble is obtained by replacing the observation by the set
of surrogates observations into Equation 3.76:
xat;i = x
f
t +Kt(y
s
t;i   ht(xft )); i = 1: : : : ; N: (3.85)
Equation 3.85 indicates that all the ensemble members of a particular state
are updated by the same Kalman gain but a dierent innovation term. In
order to take into account possible sampling errors in the generation of the
surrogate observations, the observation covariance matrix can be replaced
by the sample covariance,
Rst =
1
N   1
NX
i=1
(yst;i   yt)(yst;i   yt)T ; (3.86)
and used in the computation of the Kalman gain.
Summary of the EnKF
The EnKF algorithm is presented as follows:
Algorithm 4 Ensemble Kalman Filter
For t = 1 to the number of time steps
1. Forecast step:
xft;i = ft;t 1(x
a
t 1;i); i = 1; 2; : : : ; N;
xft =
1
N
NX
i=1
xft;i
yt =
1
N
NX
i=1
ht(x
f
t;i);
Pxyt =
1
N   1
NX
i=1
(xft;i   xft )(ht(xft;i)  yt)T ;
Pyyt =
1
N   1
NX
i=1
(ht(x
f
t;i)  yt)(ht(xft;i)  yt)T ;
2. Analysis step:
yst;i  N (yt : yt;Rt);
Rst =
1
N   1
NX
i=1
(yst;i   yt)(yst;i   yt)T ;
Kt = P
xy
t (P
yy
t +Rt)
 1
xat;i = x
f
t +Kt(y
s
t;i   ht(xft )); i = 1: : : : ; N:
The ensemble Kalman lter in Algorithm 4 is referred to as the stochastic
EnKF since in the implementation of this lter surrogate observations are
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drawn for the generation of the analysis ensemble. An alternative to this
implementation is the ensemble square root Kalman lter (Anderson, 2001;
Bishop et al., 2001; Whitaker and Hamill, 2002) in which the analysis en-
semble is generated based on the analysis sample mean and a square root
matrix of the analysis error covariance.
3.5 Summary
For linear systems, the discrete Kalman lter is the optimal implementation
of the Bayes lter. The problem is solved analytically due to the Gaussian
conditions in the process and observations models. For non-linear systems,
the predictive and the ltering pdfs are approximated as Gaussian either
by linearizing the system around a local trajectory or by using the Monte
Carlo integration approach. The rst corresponds to the extended Kalman
lter in which the system is allowed to be non-linear aected by additive
zero mean Gaussian noise and the second is the Ensemble Kalman lter in
which the non-linear system may be aected not only by zero mean white
Gaussian noise.
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4.1 Introduction
The aim of this chapter is to present a set of ltering methods for non-
linear/non-Gaussian systems which are based on Sequential Monte Carlo
methods (SMC). SMC methods have been introduced in the fties. These
implementations were based on the sequential importance sampling principle
which is presented in this chapter. However, advances in SMC methods were
possible due to inclusion of a resampling stage in the nineties (Gordon et al.,
1993). As indicated in Doucet and Johansen (2009), new improvements have
been proposed lately.
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4.2 Perfect Monte Carlo Simulation
Monte Carlo simulation was briey introduced in section 3.4.1. In this sec-
tion, Monte Carlo methods are used in the approximation of the posterior
density function. Assume at this point that it is possible to obtain N ran-
dom samples from the posterior pdf. Hereafter, the random samples used
in the approximation of density functions are referred to as particles.
x0:t;i  p(x0:tjy1:t); i = 1; 2; : : : ; N (4.1)
It is clear that a perfect Monte Carlo sampling is only hypothetical case since
the posterior is unknown but the assumption is used in order to explain
the MC approach. According to equation 3.51, the posterior pdf can be
approximated by the following empirical estimate:
pN (x0:tjy1:t) = 1
N
NX
i=1
(x0:t   x0:t;i) (4.2)
Moreover, any expectation of interest, for example
E[g(x0:t)] =
Z
g(x0:t)p(x0:tjy1:t)dx0:t (4.3)
can be represented as follows:
E[g(x0:t)] =
1
N
NX
i=1
g(x0:t;i) (4.4)
Here, the particles xt;i should be independent and identically distributed
(i.i.d) for the approximation to be valid. The law of large numbers allows
for the demonstration of convergence:
E[g(x0:t)]     !
N!1
E[g(x0:t)] (4.5)
where the symbol     !
N!1
denotes almost sure convergence. Equation 4.5
indicates that the particle approximation of the expectation converges to the
true value as the number of particles is increased. Additionally, according
to the central limit theorem and if the variance of g(xt) is bounded, i.e.
(var(g(xt)) < 1), then the approximation error converges to a Gaussian
distribution with zero mean:
p
N

E[g(x0:t)]  E[g(x0:t)]

====)
N!1
N (0; var(g(x0:t)) (4.6)
with the symbol ====)
N!1
indicating convergence in distribution.
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4.3 Importance sampling
Perfect Monte Carlo sampling is often impossible to be carried out. How-
ever, importance sampling is a methodology which circumvents the di-
culty of sampling from unknown distributions. Basically, the methodology
consists of sampling from a known proposal distribution q(xtjy1:t). The
proposal distribution is also referred to as the importance distribution. A
general recommendation is that the sampling from the proposal should be
easy. The importance sampling approach for the expectation in Equation
4.3 is derived and presented in the following expressions. First, the proposal
density function is inserted into Equation 4.3:
E[g(x0:t)] =
Z
g(x0:t)
p(x0:tjy1:t)
q(x0:tjy1:t)q(x0:tjy1:t)dx0:t (4.7)
In Equation 4.7, x0:t represents the full path of the state vector. The un-
known posterior pdf is then replaced by considering the Bayes' theorem:
E[g(x0:t)] =
Z
g(x0:t)
p(y1:tjxt)p(x0:t)
p(y1:t)q(x0:tjy1:t)q(x0:tjy1:t)dx0:t (4.8)
Equation 4.8 is simplied by grouping pdfs as follows:
w(x0:t) =
p(y1:tjx0:t)p(x0:t)
q(x0:tjy1:t) (4.9)
with w(x0:t) the unnormalized importance weights. The new expression for
the expectation with the importance weights is:
E[g(x0:t)] =
Z
g(x0:t)
w(x0:t)
p(y1:t)
q(x0:tjy1:t)dx0:t (4.10)
The unknown normalizing pdf p(y1:t) is elaborated in the following expres-
sions:
E[g(x0:t)] =
1
p(y1:t)
Z
g(x0:t)w(x0:t)q(x0:tjy1:t)dx0:t
=
R
g(x0:t)w(x0:t)q(x0:tjy1:t)dx0:tR
p(y1:tjx0:t)p(x0:t) q(x0:tjy1:t)q(x0:tjy1:t)dx0:t
=
R
g(x0:t)w(x0:t)q(x0:tjy1:t)dx0:tR
w(x0:t)q(x0:tjy1:t)dx0:t (4.11)
Equation 4.11 can be represented as the ratio of two expectations:
E[g(x0:t)] =
Eq(x0:tjy1:t)[w(x0:t)g(x0:t)]
Eq(x0:tjy1:t)[w(x0:t)]
(4.12)
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with the notation Eq(x0:tjy1:t) indicating that the expectations are taken over
the proposal distribution q(x0:tjy1:t). Finally, the expectation of interest is
obtained by drawing samples from the proposal pdf and the corresponding
sample representation of the expectations in Equation 4.12:
E[g(x0:t)] =
1
N
PN
i=1w(x0:t;i)g(x0:t;i)
1
N
PN
i=1w(x0:t;i)
=
NX
i=1
g(x0:t;i) ~w(x0:t;i) (4.13)
where ~w are the normalized importance weights which are given by
~w(x0:t;i) =
wt(x0:t;i)PN
i=1wt(x0:t;i)
(4.14)
The asymptotic convergence for E[g(x0:t)] have been demonstrated (Doucet,
1998; Geweke, 1989; Crisan, 2000) under the assumptions that the parti-
cles drawn from the proposal distribution are i.i.d and the expectations
E[g(x0:t)], E[w(x0:t)], E[w(x0:t)g(x0:t)] do exist with a nite dimensional
space.
From equation 4.13, it can be inferred that the posterior pdf can be approx-
imated well by the weighted empirical estimate:
pN (x0:tjy1:t) =
NX
i=1
~w(x0:t;i)(x0:t   x0:t;i) (4.15)
4.4 Sequential Importance Sampling (SIS)
It is possible to derive a sequential formulation for the importance weights.
In this case, the information captured at time step t 1 is important. Specif-
ically, the state xt 1 and the observations y1:t 1 are used in the formula-
tion. The derivation of the sequential version of the importance sampling
approach implies the modication of the unnormalized importance weights
(Equation 4.9), as follows:
w(x0:t) =
p(y1:tjx0:t)p(x0:t)
q(x0:tjy1:t)
=
p(ytjx0:tjy1:t 1)p(x0:tjy1:t 1)
q(x0:tjy1:t)
=
p(ytjx0:tjy1:t 1)p(xtjx0:t 1jy1:t 1)p(x0:t 1jy1:t 1)
q(x0:tjy1:t)
(4.16)
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From Equation 4.16, by considering that it is possible to factorize the im-
portance pdf as follows:
q(x0:tjy1:t) = q(xtjx0:t 1;y1:t)q(x0:t 1jy1:t 1); (4.17)
and by considering fx0:tg as a Markov process, the recursive expression for
the importance weights is given by:
w(xt) =
p(ytjxt)p(xtjxt 1)p(x0:t 1jy1:t 1)
q(xtjx0:t 1;y1:t)q(x0:t 1jy1:t 1)
= w(xt 1)
p(ytjxt)p(xtjxt 1)
q(xtjx0:t 1;y1:t) (4.18)
with w(xt 1) indicating the importance weights computed at time step t 1.
Hereafter, the following notation is used: wt = w(xt) and wt 1 = w(xt 1).
Equation 4.18 provides a procedure to sequentially update the importance
weights, given an appropriate choice of the proposal distribution. In this
context, the methodology for approximating the posterior pdf is to draw
particles from the proposal distribution, i.e. xt;i  q(xtjx0:t 1;y1:t) for i =
1; : : : ; N , and evaluate the likelihood and transition pdfs iteratively. There-
fore, Equation 4.18 is used to assign a weight to each particle as follows:
wt;i = wt 1;i
p(ytjxt;i)p(xt;ijxt 1;i)
q(xt;ijx0:t 1;i;y1:t) (4.19)
This procedure is referred to as sequential importance sampling. The com-
putation of the importance weights allows for the approximation of any
expectation of interest according to equation 4.13. In this dissertation, the
expectation of interest is the conditional mean of xt, i.e E[xtjy1:t], with the
approximation given by:
E[xt] =
NX
i=1
xt;i ~wt;i (4.20)
with fxt;i; i = 1; : : : ; Ng the set of particles which are drawn according to
the proposal pdf. The SIS methodology is summarized in the next section.
4.4.1 Summary of the SIS lter
In this section, the SIS lter is presented in Algorithm 5. In the forecast step,
a set of i.i.d particles xt;i is drawn from the proposal pdf q(xtjxt 1;i ; y1:t).
At this point, the implementation of the SIS lter in practice faces the
challenge of selecting a proper proposal pdf. The choice of an appropriate
proposal pdf is treated in Section 4.8.
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In the analysis step, a weight is assigned to each particle. The computation
of the weight is possible after the arrival of the observation yt. The pdfs
involved in the computation of the weights are the likelihood pdf, the transi-
tion pdf and the proposal pdf. The likelihood pdf is given by the observation
model while the transition pdf is given by the process model. Both densities
form the state-space model revisited in section 2.4.3.
Algorithm 5 General SIS Filter
For t = 1 to the number of time steps
1. Forecast step:
xt;i  q(xtjxt 1;i ; y1:t); i = 1; 2; : : : ; N
2. Analysis step:
wt(xt;i) = wt 1(xt 1;i)
p(ytjxt;i)p(xt;ijxt 1;i)
q(xt;ijxt 1;i ; y1:t) i = 1; 2; : : : ; N
~wt(xt;i) =
wt(xt;i)PN
i=1wt(xt;i)
E[xt] =
NX
i=1
xt;i ~wt(xt;i)
The implementation in practice of Algorithm 5 suers from two major limi-
tations. One limitation is the complexity in the form of the proposal pdf and
the corresponding diculty in the selection of a proper proposal pdf. An-
other limitation, from the implementation point of view, is the evaluation
of the particles by the transition pdf for which we should know precisely
the mathematical function of the distribution. For example, for a Gaus-
sian density function N (x;; ), it is dened by the exponential function
f(x) = 1

p
2
e 
(x )2
s2 .
An initial approach to tackle the diculties in the implementation of the
SIS lter is the selection of the transition pdf as the proposal pdf, so that:
q(xtjxt 1;y1:t) = p(xtjxt 1) (4.21)
The main disadvantage in this approach to the selected proposal (equation
4.21) is the lack of incorporating the information from the sequence of obser-
vations y1:t in the proposal. On the other hand, this approach facilitates the
implementation of the SIS lter due to the resulting simplied expression
for the computation of the importance weights. Additionally, the particles
should only be drawn from the transition pdf and not evaluated. For the
generation of the particles, the nonlinear stochastic model can be used. The
SIS lter with the corresponding modications is presented in Algorithm 6.
The application of Algorithm 6 is straightforward, however, a limitation in
the performance of the lter is expected due to the almost likely mismatch
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Algorithm 6 Natural SIS Filter
For t = 1 to the number of time steps
1. Forecast step:
xt;i  p(xtjxt 1); i = 1; 2; : : : ; N
2. Analysis step:
wt(xt;i) = wt 1(xt 1;i)p(ytjxt;i) i = 1; 2; : : : ; N
~wt(xt;i) =
wt(xt;i)PN
i=1wt(xt;i)
E[xt] =
NX
i=1
xt;i ~wt(xt;i)
between the true posterior pdf, which is unknown, and the selected proposal
pdf. More specic, a degeneration of the weights over time is experienced
when the implementation of the natural SIS lter is carried out.
4.4.2 Degeneracy of the particle weights
The SIS lter discussed in section 4.4.1 has a main limitation in terms of
performance. The limitation is related to the evolution of the variance of
the importance weights over time. The evolution indicates a large increase
of the variance which degenerates the importance weight values after a few
iterations of the lter. An elaborated demonstration of the degeneracy phe-
nomenon is reported in Doucet (1998).
To understand the harmful eect of the weights variance increase, assume
the best possible choice of the proposal pdf, i.e. a proposal pdf very close,
in probabilistic terms, to the posterior density. Here, we modify equation
4.9 as follows:
w0:t =
p(y1:tjx0:t)p(x0:t)
q(x0:tjy1:t)
=
p(x0:tjy1:t)p(y1:t)
q(x0:tjy1:t)
/ p(x0:tjy1:t)
q(x0:tjy1:t) (4.22)
where the last line in equation 4.22 indicates that the unnormalized impor-
tance weight is proportional to a ratio of pdfs which is called the importance
ratio. The importance ratio is useful in the analysis of the mean and the
variance of the importance weights. The mean is given by:
Eq(:jy1:t)

p(x0:tjy1:t)
q(x0:tjy1:t)

= 1 (4.23)
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and the variance:
Eq(:jy1:t)
"
p(x0:tjy1:t)
q(x0:tjy1:t)   1
2#
= 0 (4.24)
Equation 4.24 indicates that for the variance to be close to zero, we need a
proposal very close to the posterior. However, the best possible proposal,
which is:
q(xtjy1:t) = p(xtjy1:t); (4.25)
is dicult to be obtained in practice since the posterior is unknown. Addi-
tionally, any mismatch in the importance ratio leads to a dierent variance
than 0, thus, it is impossible to avoid the degeneracy problem.
In practice, the degeneracy is observed by monitoring the importance weights
at every model time step. Normally, what we observe is that, from the en-
tire set of particles, the normalized importance weight of only one particle
tends to the value of 1 (maximum value), while the remaining weights tend
to marginal values close to 0. Therefore, a large number of particles with
numerical insignicant weights leads to a wrong sample approximation of
the posterior.
The plots in the upper part of gure 4.1 show the importance weight transi-
tion from a uniform distribution at t = 0 to a normal distribution according
to the Gaussian likelihood pdf at t = 1. While in the plots located in the
lower part, it is clearly noticeable that after a few model time steps, only
one of the normalized importance weights reaches the value of 1, and the
remaining set of weights are reduced to negligible values. Consequently, a
large number of samples are removed from the sample space, because their
weights become numerically insignicant, generating a wrong approximation
of the posterior pdf.
There exists some approaches for the mitigation of the degeneracy problem.
An heuristic approach which is the increase of the numbers of particles N , is
impractical since the particle set size should be increased considerably with
a corresponding increase in the computational cost. Two approaches which
are feasible to be implemented in practice and treated in this manuscript,
concern a proper choice of the proposal distribution and the resampling of
the weighted particle set.
4.4.3 Choice of the proposal distribution
The selection of the proposal q(xtjxi1:t 1;y1:t) is important in the design
stage of the SIS lter. The lter performance mainly depends on how well
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Figure 4.1: Monitoring the importance weights: axis x represents the par-
ticles location (volumetric soil moisture [vol%] with N = 64) and axis y
the importance weights values at four dierent daily model time steps 0, 1
(01/Jan), 51 (20/Feb), 126 (06/May).
the proposal approximates the posterior. In Doucet et al. (2000), an optimal
choice for the proposal density function is proposed
q(xtjx1:t 1;i;y1:t)opt = p(xtjxt 1;i;yt) (4.26)
This optimal importance distribution has also been recommended by other
researchers (Kong et al., 1994; Liu and Chen, 1995). The proposal distri-
bution p(xtjxt 1;i;yt) is optimal in the sense that it minimizes the variance
of the importance weights conditionally upon x1:t 1;i and y1:t. However,
the application of this type of pdf (equation (4.26)) is complex from the
implementation point of view. It is possible to sample from the optimal
proposal when the system is dened by a Jump-Markov linear system. An
application of such system is reported in Doucet et al. (2001) where the
particle lter is applied along with the Kalman lter. Analytical evaluation
is possible when the proposal pdf is Gaussian (Doucet et al., 2001; Moral,
1996). This is the case when the process model is non-linear but the ob-
servation model is linear. For complex models, the analytical evaluation of
the optimal proposal pdf is not possible. However, it is possible to apply
suboptimal approximations to the proposal pdf. Moreover, the optimal pdf
is assumed to be Gaussian with statistic parameters obtained through a lo-
cal linearization either by a Taylor series expansion (Doucet et al., 2000) or
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by the Unscented transform (Van Der Merwe et al., 2001). The discussion
about approximations to the optimal proposal pdf is extended in the next
chapter.
A common choice of the proposal is the transition prior function. This
proposal has been used and analyzed in dierent studies (Berzuini et al.,
1997; Gordon et al., 1993; Kitagawa, 1996; Liu and Chen, 1998)
q(xtjx1:t 1;i;y1:t) = p(xtjxt 1;i) (4.27)
The choice of the transition prior as the proposal simplies equation (4.18)
resulting in an expression where the importance weights depend on their
past values and on the likelihood p(ytjxt;i). A common choice of the likeli-
hood density function is the Gaussian distribution that describes the mist
between the observation predictions and the observations, scaled by the
(usually a priori dened) observation error.
The consequence of simplifying the optimal proposal pdf according to Equa-
tion 4.27 is the magnication of the degeneracy of the importance weight
values, which in turn degenerates the overall performance of the SIS lter.
The high Monte Carlo (MC) variation in the weights leads to a depletion
of the particle set which can be mitigated by the suppression of the parti-
cles with small importance weights and the replication of those with large
importance weights. The latter is obtained by applying resampling with
replacement to the particle set. Note that in SIS, the state variables are not
updated, i.e. only the weights are updated.
4.5 Resampling
The aim of the resampling strategy is to apply methodologies (Monte Carlo
methods) which should map the weighted Dirac random measure fxt;i;wt;ig
into an equally weighted random measure fxt;i; N 1g. A rst attempt to
resampling is the Sequential Importance Resampling (SIR) method (Gordon
et al., 1993) which has the following rationale. The SIS lter generates a
random sample approximation of the posterior pdf. For any function of
interest g(xt), the following expression is valid according to the law of large
numbers:
lim
N!1
Z
g(xt)pN (xtjy1:t)dxt !
Z
g(xt)p(xtjy1:t)dxt (4.28)
If the aim is to obtain an unweighted collection of particles which ap-
proximate the distribution pN (xtjy1:t), then crude Monte Carlo approxi-
mation can be applied. This is carried out by sampling (Bootstrap resam-
pling) N new particles ~xt;i, from the empirical estimate of the posterior, i.e
50
Chapter 4. Particle Filtering
~xt;i  pN (xtjy1:t), and then using the simple MC estimate of the integral.
It is then straightforward to apply the law of large numbers to verify that:
lim
N!1
1
N
NX
i=1
g(~xt;i)!
Z
g(xt)pN (xtjy1:t)dxt (4.29)
The main disadvantage of this approach is that it is generally recommended
to use as many particles as computational resources permit in order to com-
pensate the additional Monte Carlo errors introduced by the additional re-
sampling step. Moreover, the SIR methodology may be aected by the
introduction of bias and the large MC variance of the resampled particle
set.
Since resampling involves the replication of particles according to their im-
portance weights, we could alternatively consider the number of replicates
of each of the original particles which are present in the resampled set. Let
Mi = fj : xt;j = xt;ig be the number of replicates of xt;i which are present in
the resampled set. Then, a resampling strategy is not aected by bias when
the expected number of replicates of a particle after resampling is precisely
the weight associated with the sample, so that
E

Mi
N
jxt;1:N

= wt(xt;i) (4.30)
There are ecient selection techniques in terms of a reduction of the resam-
pled particles variance with unbiased sampling which have been developed
such as: Multinomial Resampling (MR), the Stratied resampling (StrR)
(Carpenter et al., 1999), Systematic resampling (SysR) (Kitagawa, 1996)
and Residual resampling (ResR) (Higuchi, 1997; Liu and Chen, 1998). A
theoretical description of these resampling strategies and their characteris-
tics is presented in Douc et al. (2005); Robert and Casella (1999). In this
section, we present a brief review of these techniques.
4.5.1 Multinomial resampling (MulR)
The resampling approach which has been described previously, in which
each xt;i is sampled independently from the empirical distribution with the
collection fwt(xt;i);xt;i; i = 1; : : : ; Ng is equivalent to drawing the vector
of replicate counts Mi from a multinomial distribution with N trials and
parameter vector wt(xt;1:N ), so that:
M M(MijN;wt(xt;1:N )) (4.31)
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with the multinomial distribution having a probability mass function given
by:
M(MijN;wt(xt;1:N )) =
8><>:
N !QN
i=1Mi!
NY
i=1
[wt(xt;i)]
Mi if
NX
i=1
Mi = N;
0 otherwise:
(4.32)
Due to the similarity between the SIR and the multinomial sampling, which
is described above, both strategies are referred to as multinomial resampling.
The variance of the resampled set obtained from multinomial resampling is
var(Mi) = Nwt(xt;i)[1 wt(xt;i)]. According to Carpenter et al. (1999) and
Liu and Chen (1998), it is possible to design resampling schemes with lower
variance.
4.5.2 Residual resampling (ResR)
The main reason why resampling is not carried out deterministically is that
in general Nwt(xt;i) is not an integer. However, it is possible to remove
the integer component of Nwt(xt;i) for each weight and then to assign the
remainder (residual) of the mass by multinomial resampling. This is a brief
description of the basis of the strategy known as residual resampling.
The rationale behind RR is a combination of deterministic replication of
those particles that we expect at least one replicate in the resample set
and introducing randomness only to allow as to deal with non-integer part
of Nwt(xt;i), the result is the retention of unbiased behavior from multi-
nomial resampling while substantially reducing the degree of randomness
introduced by the overall procedure. Moreover, with this approach, the
variance is smaller than the one obtained from SIR and the procedure is
computationally cheaper.
4.5.3 Stratied (StrR) and Systematic Resampling (SysR)
Another approach is motivated by the stratied sampling technique. The
approach consists of the partition of the empirical distribution by taking
the Cumulative Distribution Function (CDF), dividing it into a number of
equally weighted segments and then, drawing one sample from each seg-
ment. The drawing of the sample can be carried out by drawing a uniform
random variable from the range of each of the CDF partitions and applying
inversion sampling. Furthermore, it is possible to reduce the randomness in
this strategy, by drawing a single uniform random number and using that
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to select the value sample from all of the segments of the CDF. This tech-
nique is widely used in practice and is known as systematic resampling. In
order to implement the systematic resampling, one simply draws a random
number from a uniform distribution, U , in the interval [0; 1=N ] and then the
resampled set is obtained by applying inversion sampling as follows:
xt;i := F
 1
N (i=N   U); for each i in 1; : : : ; N: (4.33)
with FN denoting the CDF of the empirical distribution. This strategy in-
troduces a variance onMi even smaller than the residual resampling scheme
with low computational cost.
4.5.4 Standard particle lter
A generic particle lter can be constructed. This lter is based on the SIS
lter and the additional resampling step. In this manuscript, the generic
particle lter is referred to as Standard Particle Filter (SPF). The term
standard comes from the implementation point of view. The SPF is easy
to implement since it follows the assumptions considered in the natural SIS
lter (Algorithm 6) and the systematic resampling step is added in order to
tackle the degeneracy problem with minimum MC resampling variation and
low computational cost. The SPF is described in Algorithm 7.
Algorithm 7 Standard Particle Filter
For t = 1 to the number of time steps
1. Forecast step:
xt;i  p(xtjxt 1;i); i = 1; 2; : : : ; N
2. Analysis step:
wt(xt;i) = p(ytjxt;i) i = 1; 2; : : : ; N
~wt(xt;i) =
wt(xt;i)PN
i=1wt(xt;i)
Obtain the resample set xt;i according to SysR.
E[xt] =
1
N
NX
i=1
xt;i
The additional systematic resampling step maps the weighted sample into
an equally weighted sample. Consequently, the algorithm does not take
into account the past values of the importance weights and the conditional
mean of the particles is given by the sample mean. The performance of
the SPF lter can be aected by a possible extreme particle resampling.
This problem, which is known as sample impoverishment, is severe in the
case of small process noise where all the particles will collapse to a single
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particle value within few iterations. For the estimation of smoothing distri-
butions, the problem is magnied as reported in Godsill et al. (2004) while
in the estimation of ltering distributions, the application of Markov chain
Monte Carlo (MCMC) mitigates the problem by introducing variability to
the particle set (Carlin et al., 1992).
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Figure 4.2: Extreme particle replication example with N = 64: Figures (a)
and (b) present a proper resampling performance whereas gures (c) and
(d) show the the extreme replication problem. The sample set collapses to
particles located at 27th, 53th and 60th positions in gure (c) and almost
all the set collapses to the value of the particle at the 54th position in gure
(d).
Figure 4.2 shows the resampling index i, which indicates the location of
the particles to be resampled, at 4 data assimilation events. Subgures (a)
and (b) indicate a proper performance of the resampling algorithm where the
particle replication is not extreme. On the other hand, the resampling index
i, as a result of the application of a hypothetical and too narrow likelihood
pdf, is presented in subgures (c) and (d), subgure (c) indicates that the
sample collapses to the particle values located at positions 27th, 53th, and
60th. The extreme replication problem is noticeable mostly in subgure (d)
where almost all the particles collapse to the value of the particle located at
the 54th position.
54
Chapter 4. Particle Filtering
4.6 Resample-move
An approach to mitigate the impoverishment of the particles is by applying
a resample-move step to the resampled set (Gilks and Berzuini, 2001; Doucet
et al., 2001; Fearnhead, 2002). Resample-move consists of the application
of MCMC along with SMC algorithms. MCMC methods are traditionally
used when random samples from complex or multidimensional probability
distributions are needed. The methodology consists of the construction of
Markov chains through the generation of collections of correlated samples
which approximates a target distribution.
In the context of particle lters, the MCMC step is applied as a way to
introduce particle variability and thus reducing the depletion of the resam-
pled particles. The main idea is to construct a Markov transition kernel
(x1:tjx1:t) of invariant distribution p(x1:tjy1:t) with the following property:Z
p(x1:tjy1:t)(x1:tjx1:t)dx1:t = p(x1:tjy1:t) (4.34)
For this Markov kernel, if the resampled particles x1:t are distributed ac-
cording to the posterior then the new particle set x1:t is still distributed
according to p(x1:tjy1:t) with the additional fact that the obtained particle
set might have more diversity. Even in the case when the set x1:t is not
distributed according to the posterior, the application of the MCMC step
assures that the new set can only have a distribution closer to the posterior.
In order to construct a Markov kernel, the Gibbs sampler or the Metropo-
lis Hasting (MH) algorithms can be used. It is well known that the MH
approach has an extra degree of freedom since this method allows for the
sampling of the candidates according to some proposal and accept the can-
didate with the MH acceptance probability . For the particular case of
the SPF where the prior is identical to the proposal, the idea is to sample
candidates from the transition prior and accept according to the following
MH probability:
 = min

1;
p(ytjxt )
p(ytjxt)

(4.35)
According to Doucet and Johansen (2009), the condition of ergodicity re-
garding the resample-move kernel is not longer required in order to be able
to implement ecient recursive particle MCMC algorithms.
In this paper, the SPF with MCMC is applied to a rainfall-runo model in
order to analyze the performance and compare it to other approaches. The
standard particle lter with MCMC move step is presented in Algorithm 8.
This algorithm is the result of the implementation of independent MCMC
steps on each resampled particle along with the standard particle lter. A
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Algorithm 8 Standard Particle Filter - Resample Move
For t = 1 to the number of time steps
1. Forecast step:
xt;i  p(xtjxt 1;i); i = 1; 2; : : : ; N
2. Analysis step:
wt(xt;i) = p(ytjxt;i) i = 1; 2; : : : ; N
~wt(xt;i) =
wt(xt;i)PN
i=1wt(xt;i)
Obtain the resample set xt;i according to SR.
Apply MCMC move step: sample xt;i  (xt;ijxt;i).
{ Sample v  U [0; 1]
{ Sample the proposal candidates xt;i  p(xtjxt 1;i)
{ Compute the acceptance probability  = min

1;
p(ytjxt;i)
p(ytjxt;i)

{ Set the state according to xt;i =

xt;i v  
xt;i otherwise
E[xt] =
1
N
NX
i=1
xt;i
possible drawback of the methodology is that a limited MCMC proposal
comes with limited MCMC candidates to explore areas in the state-space
that could possibly lead to more accurate estimates.
4.7 Gaussian Particle Filter (GPF)
Kotecha and Djuric (2003a) introduced the Gaussian Particle Filter (GPF).
Basically, GPF approximates the mean and covariance of the state vector
involved in the estimation by using importance sampling. The strengths
of this approach are: non-Gaussian and nonadditive noise applications and
unlike the SIS lter, resampling is not required.
The approach adopted in the GPF is the approximation of the ltering
and predictive pdf by Gaussian pdfs. Basically, a dierent strategy is used
by the GPF in the representation of the importance weights. Based on
the expression of the expectation given by Equation 4.7 and considering
the common case when only the ltered density is required, the modied
equation is presented as follows:
E[g(xt)] =
Z
g(xt)
p(xtjy1:t)
q(xtjy1:t)q(xtjy1:t)dxt (4.36)
From Equation 4.36, the ltering pdf is elaborated by using the Bayes'
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theorem:
E[g(xt)] =
Z
g(xt)
p(y1:tjxt)p(xt)
p(y1:t)q(xtjy1:t)q(xtjy1:t)dxt
=
Z
g(xt)
p(ytjxtjy1:t 1)p(xtjy1:t 1)
p(ytjy1:t 1)q(xtjy1:t) q(xtjy1:t)dxt
=
Z
g(xt)
p(ytjxt)p(xtjy1:t 1)
p(ytjy1:t 1)q(xtjy1:t)q(xtjy1:t)dxt (4.37)
where similar as in section 4.3 and from the last line of Equation 4.37, the
expression for the unnormalized importance weights in the GPF formulation
is the following:
wt =
p(ytjxt)p(xtjy1:t 1)
q(xtjy1:t) (4.38)
According to Equation 4.38, the importance weights are determined by the
likelihood, predictive and importance pdfs. Here, assuming that it is possible
to draw N particles xt;i from the proposal pdf, then the importance weights
of the particles are given by:
wt;i =
p(ytjxt;i)p(xt;ijy1:t 1)
q(xt;ijy1:t) (4.39)
The normalization of the importance weights is carried out similarly as in
Equation 4.14 The calculation of the importance weights faces the issue
that the shape of the predictive pdf is unknown. However, at this point, it
is assumed that the evaluation of the particles according to the predictive
pdf is possible. Then, an empirical measure of the posterior pdf can be
obtained by means of the set of particles along with the importance weights
f ~wt;i;xt;i; i = 1; : : : ; N:g. Although the point-mass representation of the
posterior is valid for any kind of distribution when the number of samples
is large enough, in the GPF, the posterior is approximated by a Gaussian
distribution. This approximation restricts the applicability of the GPF to
the Gaussian scenario. Nevertheless, Kotecha and Djuric (2003a) demon-
strated the application of the GPF in possible non-Gaussian scenarios. In
this dissertation, the GPF is used in the estimation of hydrological states
from a conceptual hydrologic model.
For the approximation of the posterior pdf, the sample mean and covariance
are computed from the weighted set as follows:
x^t =
NX
i=1
~wt;ixt;i (4.40)
P^t =
NX
i=1
~wt;i(xt;i   x^t)(xt;i   x^t)T (4.41)
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The nal step in the representation of the posterior pdf is the generation
of a new set of particles which should follow the Gaussian distribution with
parameters x^t and P^t:
xt;i  N (xt;i; x^t; P^t) (4.42)
with xt;i, the notation used to distinguish the new particle set. Note that
the same notation used for the resampled set in Algorithm 7 is applied in
Equation 4.42 since the sampling from a Gaussian pdf can be interpreted as
a resampling step from a continuous density function.
The Gaussian representation of the posterior allows for an approximation
of the predictive pdf which was assumed to be known when evaluating the
importance weights 4.39. The predictive pdf is given by:
p(xtjy1:t 1) =
Z
p(xtjxt 1)p(xt 1jy1:t 1)dxt 1 (4.43)
with the posterior at time step t   1 approximated by the Gaussian dis-
tributed set: xt 1;i:
p(xtjy1:t 1) 
Z
p(xtjxt 1)N (xt 1;i; x^t 1; P^t 1)dxt 1 (4.44)
The set of particles in Equation 4.44 allows for the approximation of the
integral by applying Monte Carlo as follows:
p(xtjy1:t 1)  1
N
NX
i=1
p(xt;ijxt 1;i) (4.45)
The predictive pdf is approximated by a Gaussian pdf as follows:
p(xtjy1:t 1)  N (xt; xt; Pt) (4.46)
with the rst two moments of the Gaussian pdf given by:
xt =
1
N
NX
i=1
xt;i (4.47)
Pt =
1
N
NX
i=1
(xt;i   xt)(xt;i   xt)T (4.48)
Note that the approximation of the predictive pdf can be used in the eval-
uation of the importance weights and no additional sampling is involved
unlike the approximating of the posterior pdf in which a new particle set
is sampled from the Gaussian posterior pdf. Finally, the formulation of the
GPF is summarized in Algorithm 9 where the implementation of the GPF
is referred to as General Gaussian Particle lter.
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Algorithm 9 General Gaussian Particle Filter
For t = 1 to the number of time steps
1. Forecast step:
xt;i  q(xt;ijy1:t); i = 1; 2; : : : ; N
2. Analysis step:
wt(xt;i) =
p(ytjxt;i)p(xt;ijy1:t 1)
q(xt;ijy1:t) i = 1; 2; : : : ; N
~wt(xt;i) =
wt(xt;i)PN
i=1wt(xt;i)
E[xt] =
NX
i=1
xt;i ~wt(xt;i)
Finally, a simple choice of the importance density is the predictive pdf:
q(xtjy1:t 1) = p(xtjy1:t 1)  N (xt; xt; Pt) (4.49)
As a result of this approximation, the computation of the importance weights
is simplied with the likelihood pdf as the unique pdf to be evaluated in
Equation 4.39. In this context, the particles are weighted similarly as in
the case of the standard particle lter. Moreover, the performance of the
GPF can be aected by the simple choice of the proposal pdf since the
proposal pdf is not optimal with the presence of a high Monte Carlo vari-
ation in the point-mass representation of the posterior pdf. On the other
hand, the performance of the GPF is not limited neither by the degeneracy
of the importance weights nor by the impoverishment of the samples due
to extreme resampling. The latter two characteristics make the GPF an
interesting methodology which is analyzed in the next section. A natural
implementation of the GPF methodology is summarized in Algorithm 10.
Algorithm 10 Natural Gaussian Particle Filter
For t = 1 to the number of time steps
1. Prediction step:
xt;i  p(xtjxt 1;i); i = 1; 2; : : : ; N
Compute xt and Pt in case q(xtjy1:t) 6= p(xtjy1:t 1).
2. Correction step:
wt;i = p(ytjxt;i) i = 1; 2; : : : ; N
~wt;i =
wt(xt;i)PN
i=1wt(xt;i)
Compute x^t, P^t and obtain the resample set x

t;i according to Eq (4.42).
E[xt] =
1
N
NX
i=1
xt;i
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4.8 The ensemble Gaussian particle lter
4.8.1 Improving the importance density function
The choice of the proposal distribution is one of the critical design issues
in particle lters. A proper performance of the PF is expected when the
following key assumptions are valid: the point-mass approximation should
represent the posterior distribution adequately and the proposal distribu-
tion should approximate the posterior distribution as accurately as possible
(Arulampalam et al., 2002).
In case the rst assumption is not completely valid, the MCMC move step
has been proposed as a methodology to increase the spread of particles
improving the resolution of the particle set and the corresponding point-
mass representation of the posterior.
For the second assumption, some approaches have been reported in the
literature, e.g. the auxiliary particle lter (APF) (Pitt and Shephard, 1999),
regularized particle lter (RPF) (Musso et al., 2001) and the unscented
particle lter (UPF) (Van Der Merwe et al., 2001) among others which are
derived from these techniques.
In the APF, approximated samples from the optimal importance density
are obtained by using an auxiliary variable, whilst in the RPF, samples are
obtained from a continuous approximation of the posterior rather than from
a discrete density improving the performance of the resampling step.
The UPF belongs to a set of techniques which approximate the optimal im-
portance density by incorporating the current observation with the optimal
Gaussian approximation of the state. In this context, the analysis statistics
from extended Kalman lter and the unscented Kalman lter are valid ap-
proximations to the optimal proposal. In the UPF, the optimal proposal is
approximated as follows.
q(xtjx1:t 1;i;y1:t)opt = N (xt;i; xt; Pt) (4.50)
The samples fxt;i : i = 1; : : : ; Ng are drawn from a Gaussian distribution
with mean xt and covariance Pt given by the unscented Kalman lter and
computed for every i  th particle
In the same line of optimal proposals, the EnKF (Evensen, 1994) has shown
high eciency in terms of accuracy and computational time demand as a
nonlinear lter outperforming the extended and unscented Kalman lters in
most cases. Therefore, a proper combination of the EnKF and the parti-
cle lter assures a higher performance over the standard particle lter and
ensemble Kalman lter. In the geophysical sciences, examples of this com-
bination correspond to: the adaptive Gaussian mixture lter (Hoteit et al.,
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2008; Andreas et al., 2011), the weighted ensemble Kalman lter (Papadakis
et al., 2010) and the particle Kalman lter (Hoteit et al., 2012) among oth-
ers.
In this dissertation, we modify the structure of the Gaussian particle lter
(GPF) (Kotecha and Djuric, 2003a) by the inclusion of the EnKF to pro-
vide the importance density function. The GPF is selected as the particle
lter structure based on some interesting features which are discussed below.
The combination of the GPF and the EnKF is referred to as the Ensemble
Gaussian Particle Filter (EnGPF).
4.8.2 Development of the ensemble Gaussian particle lter
(EnGPF)
As presented in section 4.7, the GPF structure has interesting features. In
this dissertation, the selection of the EnKF to provide the proposal distri-
bution is the major contribution to the original GPF algorithm.
In GPF, the prior p(xtjy1:t 1) and posterior p(xtjy1:t) density functions in-
volved in the analysis step are considered as Gaussian distributions. The
considerations make it possible to simplify the computation of the impor-
tance weights. Moreover, the importance weights in the GPF methodology
are directly obtained from the importance sampling approach unlike the SIS
method where the recursive expression of the weights is used.
The EnGPF is the result of the combination between the EnKF and the
GPF. Therefore, the rst main step in the structure of the EnGPF is the
application of the EnKF. In the EnKF, the forecast ensemble (fxft;i; i =
1; 2; : : : ; Ng) represents the a priori knowledge about the state of the system
while the analysis ensemble (fxat;i; i = 1; 2; : : : ; Ng) corresponds to the a
posteriori knowledge (after correction). The formulation of the EnKF is
derived in section 3.4 and the equations are presented in Algorithm 4.
The second main step in the EnGPF structure is the application of the
GPF. This step can be interpreted as an extension of the analysis step from
the EnKF where the particles are weighted according to the importance
sampling approach and the predictive and ltering pdfs are approximated
as Gaussian distributions.
In the EnGPF, the unnormalized importance weights are given by:
wt;i =
p(ytjxt;i)
h
p(xt;ijy1:t 1) = N

xt;i;x
f
t ;P
f
t
i
q(xt;ijy1:t) (4.51)
where fxt;i; i = 1; : : : ; Ng are particles drawn from the importance den-
sity function q(xt;ijy1:t) and the parameters xft , Pft ,which are used in the
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approximation of the prior, are obtained from the transition prior density
function p(xitjxit 1) (same as the forecast step in the EnKF) as follows:
xft =
1
N
NX
i=1
xft;i (4.52)
Pft =
1
N   1
NX
i=1
(xft;i   xft )(xft;i   xft )T (4.53)
Here, the analysis ensemble from the EnKF is used in order to represent the
particles xt;i along with the sample mean x
a
t and sample covariance P
a
t of
the particle set. Therefore, the proposal distribution can be approximated
as a Gaussian distribution as follows:
q(xt;ijy1:t) = N (xt;i;xat ;Pat ) (4.54)
The particles are weighted according to Equation (4.51). This expression
involves the evaluation of the likelihood pdf with the predictive and im-
portance pdfs represented by Gaussian pdfs. After the computation of the
importance weights, the posterior can be approximated as a Gaussian dis-
tribution as follows:
p(xtjy1:t) = N (xt;i; bxt;cPt) (4.55)
where fxt;i; i = 1; 2; : : : ; Ng is a new set of particles sampled from the Gaus-
sian distribution with parameters: bxt, cPt. bxt is the weighted mean and cPt is
the weighted covariance which are computed from the particle set as follows.
bxt = NX
i=1
wt;ixt;i (4.56)
cPt = NX
i=1
wt;i(xt;i   bxt)(xt;i   bxt)T (4.57)
From the implementation point of view, the approximation of the posterior
involves the replacement of the particle set, which is obtained from the ap-
plication of the EnKF, by a new particle set which is generated according to
a Gaussian distribution with parameters bxt, cPt. The generation of the new
particle set can be seen as a particle-move step with the particles moved to
more interesting areas of the state space. The move step might introduce
variability to the particles avoiding the problem of particle impoverishment
thus eliminating the need of a resampling stage. Moreover, since the impor-
tance weights do not depend on their past values, the lter does not suer
from particle degeneracy.
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The EnGPF algorithm is presented in Algorithm 11. A limitation of the
lter performance could arise when the propagation of the mean and co-
variance is insucient for the approximation of the posterior. However,
the representation of the posterior by nite Gaussian mixtures overcomes
this limitation by the propagation of higher moments of the distribution
(Kotecha and Djuric, 2003b).
Algorithm 11 Ensemble Gaussian Particle Filter
For t = 1 to the number of time steps
1. Forecast step:
xft;i = ft;t 1(x
a
t 1;i); i = 1; 2; : : : ; N;
xft =
1
N
NX
i=1
xft;i
yt =
1
N
NX
i=1
ht(x
f
t;i);
Pxyt =
1
N   1
NX
i=1
(xft;i   xft )(ht(xft;i)  yt)T ;
Pyyt =
1
N   1
NX
i=1
(ht(x
f
t;i)  yt)(ht(xft;i)  yt)T ;
2. Analysis step:
yst;i  N (yt : yt;Rt);
Rst =
1
N   1
NX
i=1
(yst;i   yt)(yst;i   yt)T ;
Kt = P
xy
t (P
yy
t +Rt)
 1
xt;i = x
f
t +Kt(y
s
t;i   ht(xft )); i = 1: : : : ; N:
wt;i =
p(ytjxt;i)N

xt;i;x
f
t ;P
f
t

N (xt;i;xat ;Pat )
wt;i =
wt;iPN
i=1wt;ibxt = NX
i=1
wt;ixt;i
cPt = NX
i=1
wt;i(xt;i   bxt)(xt;i   bxt)T
xt;i  N

xt;i; bxt;cPt
xat;i := x

t;i
In this dissertation, we assume that the introduction of an approximated
optimal proposal can improve the overall performance of the GPF, thus
outperforming the standard ensemble Kalman lter and possibly the SPF.
The assumption is validated by a comparative study developed in chapter
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5 where the performance of the EnGPF is analyzed in a hydrologic data
assimilation problem.
4.9 Summary
Dierent particle lters have been presented in this chapter, starting from
the plain sequential importance sampling lter to the most sophisticated
particle lter with resample-move step. It is clear that the derivation of
these lters are based on the sequential importance sampling approach which
presents the disadvantage of the particle degeneracy. This deciency is over-
come by the resampling of the particles. However, the particle diversity
could be aected by extreme replication of the most likely particles. The
particle lter with resample-move step aims to improve the diversity of the
set. A general insight about the functioning of these lters is that the re-
sampling of the particles might involve side-eects issues.
In this section, the Gaussian particle lter is presented. GPF relies on the
assumption that the predictive and ltering pdfs are Gaussian distributed.
This assumption limits the application of the lter to Gaussian or close to
Gaussian scenarios. However, the approximation of the pdfs to Gaussian
pdfs simplies the structure of the GPF avoiding the need of the resampling
of the particle set.
Finally, the formulation of the EnGPF is derived aiming to improve the
functioning of the GPF in possible non-Gaussian scenarios by the adoption
of an importance density function closer to the posterior pdf. Most of the
techniques presented in this chapter are evaluated over hydrologic systems
in the following chapters.
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5.1 Introduction
The methodologies introduced in Chapter 3 and 4 are assessed in this chapter
in a hydrologic assimilation framework. This chapter focuses on the analysis
of the performance of the ensemble Gaussian particle lter. The formulation
of EnGPF was introduced at the end of chapter 4 while in this chapter, the
potential use of EnGPF in a non-linear/non-Gaussian estimation problem
is studied. The assimilation is performed with a Rainfall-Runo model.
Every component in the hydrologic modeling process (model selection, model
calibration and data assimilation) is described in this chapter.
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5.2 Hydrologic Modeling
Hydrologic modeling concerns the representation of part or all of the hydro-
logic cycle through models which are implemented in computers. Hydrologic
cycle is the name given to the movement of water in the atmosphere, hy-
drosphere and lithosphere. It is an intricate cycle which involves complex
phenomena.
Figure 5.1 shows the hydrologic cycle. The hydrologic cycle is described as
follows: water evaporates from the oceans and land and becomes a part of
the atmosphere. The water vapor is either carried in the atmosphere or it
returns to the earth in the form of precipitation. A portion of precipitation
falling on land may be intercepted by vegetation and returned back directly
to atmosphere as evaporation. Precipitation that reaches the earth may
evaporate or be transpired by plants; or it may ow over the ground surface
and reach streams as surface water; or it may inltrate the soil. The inl-
trated water may ow over the upper soil regions and reach surface water or
it may percolate into deeper zones and become groundwater. Groundwater
may reach the streams naturally or it may be pumped, used, and discarded
to become a part of the surface water system. This description of the water
cycle is indicated in Dooge et al. (1973)
Figure 5.1: The gure shows the hydrologic cycle
Hydrologic models can be developed by following two main approaches: the
scientic and the engineering approaches (Pauwels, 2010). The scientic
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approach cares about a better understanding of the physical processes that
inuence the relationship between precipitation and discharge. While in
the engineering approach, the focus is on a better prediction of discharge
peaks. In the same context, hydrologic modeling can be classied into pre-
dictive modeling (engineering approach) and descriptive modeling (scientic
approach). Based on experimental or theoretical aspects, hydrologic mod-
els can be subclassied from physically-based (white-box) to black-box or
empirical and to conceptual models, with the most representative classi-
cation, from lumped models to distributed models. Lumped models try
to relate the forcing data, mainly precipitation inputs, to system outputs
(runo) without considering the spatial variability of processes, patterns
and characteristics. On the other hand, distributed models account for spa-
tial variations of variables and parameters. A detailed review is presented
in (Moradkhani and Sorooshian, 2008b; Pechlivanidis et al., 2011).
In this dissertation, a conceptual lumped model and a distributed physically-
based hydrologic model are applied to two dierent catchments. More spe-
cic, in chapter 5, discharge data are assimilated into the HBV conceptual
model. While, in chapter 6, soil moisture data are assimilated into the
CLM2.0 model which is a semi-distributed physically-based model.
5.3 The Hydrologiska Byrans Vattenbalansavdel-
ning model
5.3.1 Introduction
The Hydrologiska Byrans Vattenbalansavdelning (HBV) model was origi-
nally developed by Bergstrom (1976) as a semi-distributed conceptual rainfall-
runo model. HBV model covers the most important runo generation pro-
cesses using a simple and robust structure with a small number of model
parameters. Lindstrom et al. (1997) improved the structure of the HBV
model for making use of spatially distributed data. This version is referred
to as HBV-96 model. A lumped and simplied version of the HBV-96 model
is presented in Matgen et al. (2006). In this study, the lumped version of
the HBV-96 model is adopted in order to be able to assess the performance
of some data assimilation techniques presented in chapters 3 and 4.
The model inputs (driving forcings) correspond to the observed precipitation
Rtot, the potential evapotranspiration Etp and the model output is runo
Qdis. The units of these ows are m
3/s.
HBV model is developed based on the general water balance equation of the
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catchment which is described as:
dstot
dt
= Rtot  Etp  Qdis (5.1)
where stot is the total amount of water in the catchment in m
3. Based
on the concepts of linear/non-linear reservoir modeling, the catchment is
conceptually represented by three reservoirs. Figure 5.2 shows a schematic
of the three reservoirs: a soil reservoir, a fast reacting reservoir, and a slow
reacting reservoir. The slow ow unit characterizes the water that ows
through the ground and eventually ends up in the discharge point. The
fast ow unit represents the water that ows directly into the discharge
point. In Figure 5.2, the arrows represent the dierent modeled ows and
the rectangular boxes corresponds to the water storages. The equations in
continuous time governing the water mass balance in each of the reservoirs
are presented as follows:
dssoil(t)
dt
= Rin(t)  Etr(t)  Per(t) (5.2)
dsslow(t)
dt
= Rslow(t) Qslow(t) + Per(t) (5.3)
dsfast(t)
dt
= Rfast(t) Qfast(t) (5.4)
where t is the time in seconds and ssoil, sslow, sfast in m
3 are the states
of the system. Rtot is the total precipitation in m
3/s and Etr the actual
evapotranspiration in m3/s which is computed based on the potential evap-
otranspiration Etp (m
3/s).
The simulated ows such as the actual evapotranspiration Etr, the inl-
tration Rin, the eective precipitation Reff , the percolation Per, the fast
reacting reservoir input Rfast, the output ow of the fast reacting reservoir
Qfast, the slow reacting reservoir input Rslow and the output ow of the slow
reacting reservoir Qslow depend on the model states and model parameters.
All these ows are given in m3/s. The detailed formulation of the HBV
model is presented in the next section.
5.3.2 Implementation of the HBV model
The formulation of the HBV model starts by computing the actual evapo-
transpiration:
Etr(t) =
ssoil(t)
Smax
Etp(t) (5.5)
where  is a dimensionless parameter, and Smax is the storage capacity of
the soil reservoir in m3. The inltration is calculated as:
Rin(t) =

1  ssoil(t)
Smax
b
Rtot(t) (5.6)
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Figure 5.2: A schematic overview of the HVB rainfall-runo model
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with b a dimensionless parameter. The eective precipitation is determined
as follows:
Reff (t) = Rtot(t) Rin(t) (5.7)
The calculation of the percolation is presented in the following equation:
Per(t) = P
0B@1  e  ssoil(t)Smax
1CA (5.8)
with P a percolation parameter in m3/s and  a dimensionless parameter. At
this point, all the ows involved in the dierential equation (5.2) have been
computed. Thus, Equation 5.2 can solved by using the Euler integration
method:
ssoil(t+4t)  ssoil(t)
4t = Rin(t)  Etr(t)  Per(t) (5.9)
with 4t the model time step in seconds, and ssoil(t+4t) the storage in the
soil reservoir at the end of the time step. Equation 5.9 can be arranged as
follows:
ssoil(t+4t) = ssoil(t) + (Rin(t)  Etr(t)  Per(t))4t (5.10)
with the state in the left hand side of the equation 5.10.
The input in the fast reservoir is given by:
Rfast(t) = 
ssoil(t)
Smax
Reff (t) (5.11)
with  a dimensionless parameter. The outow from the fast reservoir is
calculated as follows:
Qfast(t) = 2

sfast(t)
S2;max

(5.12)
Equation 5.12 has 3 model parameters: a recession coecient 2 in m
3/s,
the storage capacity of the fast reservoir S2;max in m
3, and a dimensionless
parameter . By following the same approach as in Equation 5.9, the storage
in the fast reservoir at the end of the time step is given by:
sfast(t+4t) = sfast(t) + (Rfast(t) Qfast(t))4t (5.13)
The input in the slow reservoir is determined:
Rslow(t) = Reff (t) Rfast(t) (5.14)
The outow from the slow reacting reservoir is calculated as:
Qslow(t) = 1Sslow(t) (5.15)
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with 1 a model parameter in s
 1. Finally, the storage in the slow reservoir
at the end of the time step is given by:
sslow(t+4t) = sslow(t) + (Rslow(t) Qslow(t) + Per(t))4t (5.16)
Normally, the unit hydrograph of the catchment, which is the impulse re-
sponse of the entire catchment at the discharge outlet, is required in order
to obtain the modeled discharge Qdis. For small catchments where the time
needed for water to ow from the most remote point of the catchment to
the catchment outlet (time of concentration) is less than the default model
time step of 1 day in the HBV, the total discharge Qdis is simply the sum
of the slow Qslow and fast Qfast components of the runo.
State-space representation of the HBV model
The state-space representation of the HBV model is obtained by taking into
account the discrete nature of the measurements (inputs and observations)
and by the denition of a xed model time step which for the HBV model
is 1 day. Therefore, the process model is given by the non-linear equation:
xt+1 = ft+1;t(xt;ut;) (5.17)
where the state vector is the following:
xt = [ssoilt sfastt sslowt ]
T ; (5.18)
the input vector is dened by:
ut = [Rtott Etpt ]
T ; (5.19)
and the vector of the model parameters is:
 = [ Smax b  P   S2;max 1 2]
T ; (5.20)
nally, the vector valued function ft+1;t in Equation 5.17 is given implicitly
through the non-linear model (Equations 5.10, 5.13 and 5.16).
The observation model is presented as follows:
yt = ht(xt) (5.21)
the observations correspond to daily discharge measurements, i.e yt = Qdis,
with the observation model given by: h(xt) = Qslowt(sslowt)+Qfastt(sfastt).
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5.4 Hydrologic model calibration
A conceptual rainfall-runo model has been presented in the former section.
It can be seen that the dynamics of the hydrologic model are determined by
the states of the system (water storages) but also some model parameters,
which should be identied for a proper performance of the model, plays
an important role in the characterization of the system. The identication
of the parameter values are referred to as model calibration or parameter
estimation. According to Moradkhani and Sorooshian (2008b), parameters
may be classied into physical and process parameters. Physical parameters
are those parameters with a physical meaning and which can be measured
directly independent of the observed model outputs. On the other hand,
process parameters are those which can not be measured directly and need
to be estimated.
In general terms, in order for a model to properly simulate the observed re-
sponse of a catchment over some historical period for which model input and
output observations are available, the model parameters need to be tuned or
calibrated. In this context, model calibration methods have been proposed
to ensure conformity between the mode simulations of systems behavior and
observations. A revision of dierent calibration techniques is given in Morad-
khani and Sorooshian (2008b); Pechlivanidis et al. (2011). For long time,
manual calibration methods have been used. A manual calibration method
consists in the trial and error procedure which is a very labor-intensive pro-
cure requiring extensive training and expertise. This expertise is not only
dicult to be obtained, but also hard to be transfered from one modeler
to another. The diculties involved in the manual calibration justied the
need for development of automatic calibration techniques. In automatic cal-
ibration, the estimation of the parameters is formulated as an optimization
problem through the objective function which is sometimes called loss or
cost function. Three global optimization methods commonly used in water-
shed model calibration are: Simulated Annealing, Genetic Algorithm and
Shued Complex Evolution. A revision of the three methodologies is pre-
sented in Duan (2003). In this manuscript, the Shued Complex Evolution
(SCE-UA) method (Duan et al., 1993a) is used in the identication of the
model parameters.
A detailed description of the SCE-UA method is given in Duan et al. (1994).
Here, a brief description of the method is given. SCE-UA combines the best
features of dierent global search optimization procedures: the Downhill
Simplex, Controlled Random Search, Competitive evolution and Complex
Shuing. The method is based on the evolution of a predened number of
parameter combinations. These parameter combinations are referred to as
points. The points are ranked in increasing order according to the objective
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function to be minimized and subdivided into a number of complexes. All
the points are arranged and assigned a complex. After this, each complex is
evolved according to the Competitive Complex Evolution algorithm. Finally
the points are re-assigned a complex and the procedure is repeated until
either convergence has been achieved or a predened number of iterations
have been reached.
5.5 Application of the HBV model
In this section the HBV will be used to represent a catchment. The param-
eters in the HBV model are process parameter which do not have a physical
meaning thus the parameters values are identied by using historical obser-
vations.
5.5.1 Site and Data description
The study site corresponds to the Zwalm catchment. This catchment is situ-
ated in East-Flanders, Belgium, and it is a tributary of the Scheld river.The
total drainage area of the catchment at the gaging station is 114 km2 and
the total length of the perennial channels is 177.5 km. Figure 5.3 shows
the location of the catchment. The topography of the basin is characterized
by rolling hills and mild slopes. The maximal elevation dierence in the
catchment is equal to 150 m. The catchment has humid temperature based
on the climatic conditions observed, with the yearly mean air temperature
10 C, the average of the coldest month (January) being 3 C and the aver-
age of the warmest month (July) being 18 C. The mean yearly rainfall is
775 mm and can be considered to be distributed almost uniformly over the
year. The annual evaporation is approximately 450 mm.
Meteorological forcing data with a daily resolution (same as the model time
step) from 1994 and 2002 is used in this study. The climatological station in
Kruishoutem, which is located approximately 5 Km outside the catchment,
provided the precipitation needed by the HBV model. Potential evapotran-
spiration is obtained through the Penman-method and by using the station
observations of air temperature, humidity, radiation and wind speed. Daily
discharge values at the outlet of the catchment were available for the entire
study period.
Figure 5.4 shows the daily measurements corresponding to the precipitation,
the potential evapotranspiration and the discharge. The data are presented
for year 1998.
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Figure 5.3: The location of the study area at the outlet of the Zwalm catch-
ment
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Figure 5.4: Observed forcings and discharge at the Zwalm
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5.5.2 Model application
The HVB model is used in the representation of the Zwalm catchment. For
this, the input data correspond to the period: 01/01/1994 - 31/12/2002
(9 years of data). The model time step is set to 1 day which is also the
sampling time of the measurements. Table 5.1 shows the model parameters,
their units, their initial values and the initial conditions of the water stor-
ages which are dened based on the capacity of the soil and fast reacting
reservoirs.
Table 5.1: Model parameters, units, initial parameter values and initial state
conditions.a
Parameter Units Value
 - 13
Smax m
3 0.1*A
b - 5
 - 0.5
P m3s 1 0.03*A/(24*3600)
 - 0.1
 - 5
S2;max m
3 2.5*Smax
2 m
3s 1 0.2*A/(24*3600)
1 s
 1 0.1/(24*3600)
ssoilt=0 m
3 0.5*Smax
sfastt=0 m
3 0.5*S2;max
sslowt=0 m
3 0.5*S2;max
a - Indicates a dimensionless parameter and A is the area (114.3 Km2).
Figure 5.5, shows the discharge data and the model simulations for the rst
three years (1994, 1995 and 1996) of the complete period of simulation. As
can be seen from these gures, better parameter values should be identied
since the mist, which can be observed by visual inspection, between the ob-
servations and the simulations is considerably large with an overestimation
of the low ows and underestimation of most of the discharge peaks.
For the purpose of further comparison, the scatter plot and the correspond-
ing regression line between the observations and simulations are presented
in Figure 5.6. The parameters of the regression line indicate the mist be-
tween the observations and simulations with a correlation coecient (R)
of 0.51 indicating a moderate linear relationship between observations and
simulations.
The Root Mean Squared Error (RMSE) index is computed as a measure of
the goodness of t between the observations and simulations. RMSE is a
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Figure 5.5: Observed and modeled discharge for years 1994, 1995 and 1996
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measure of the residuals and it is given by:
RMSE =
rPn
t=1(Qobst  Qdist)2
n
(5.22)
where n is the number of model time steps. RMSE can be computed for
dierent time periods. For the period corresponding to 9 years with a model
time step of 1 day, the RMSE is 2.147 m3s 1. This value indicates a large
dierence in the residuals. Therefore, the parameter values are identied by
using an automatic calibration method.
5.5.3 Model Calibration
In section 5.4, the identication of the parameters in a model is interpreted
as an optimization problem where an objective function is maximized or
minimized. The SCE-UA is used in this work with the RMSE as the ob-
jective function to be minimized. The calibration period corresponds to the
rst 5 years of the full time series, i.e. from year 1994 to year 1998. The
initial values of the parameters are those given in Table 5.1. The identi-
ed parameter values are validated with data corresponding to the last four
years of the time data series. Table 5.2 presents the identied parameter
values by the SCE-UA automatic algorithm.
Table 5.2: Model parameters, units and initial parameter values.a
Parameter Units Value
 - 2.602
Smax m
3 1:279 1007
b - 0.667
 - 0.704
P m3s 1 68.89
 - 0.001
 - 4.591
S2;max m
3 3:623 1007
2 m
3s 1 247.490
1 s
 1 1:984 10 06
a - Indicates a dimensionless parameter.
Figure 5.7 shows the observed and modeled discharge when the identied
parameter values are applied.
By looking at Figure 5.7, the rst visual impression is a better t of the
simulations with respect to the observations. However, it can be seen that
most of the discharge peaks in the observations are underestimated. The
underestimation reects the complexity in the problem of identifying optimal
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Figure 5.7: Observed and modeled discharge for years 1994, 1995 and 1996
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parameter values when the model is highly nonlinear and the amount of
model parameters is considerable.
Figure 5.8 presents the scatter plot along with the regression line of the ob-
servations and simulations when HBV model is applied with the identied
parameter values. The parameters of the regression line (scope and inter-
cept) and the RMSE value are presented in the right top panel of gure
5.8.
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Figure 5.8: Scatter plot and regression line. Simulation period: 1994 - 2002
The coecient R which has a value of 0.790 indicates a highly linear rela-
tionship between the observations and simulations. Moreover, the RMSE
index of 1.199 m3s 1, which is calculated for the entire simulation period
of 9 years, indicates a considerable decrease in the estimation error with
respect to the RMSE value of 2.147 m3s 1 when HBV model is applied with
the initial parameter values. The performance of the model can be improved
even more by the application of data assimilation techniques.
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5.6 Assimilation of discharge data
The data assimilation methods presented in this work, i.e. EnKF (section
3.4) and particle lters (chapter 4), both perform a point-wise approximation
of the posterior distribution. In this sense, the generation of random samples
at each assimilation time step plays an important role in the performance of
the algorithms. The random samples are refereed to as particles or ensemble
forecasts. A brief introduction to the concept of ensemble forecasting was
presented in section 3.4.1. In this section, this concept is extended and
analyzed in the context of hydrologic data assimilation.
5.6.1 Ensembles in Rainfall-Runo modeling
An ensemble is a representative sample of the pdf of interest. In weather
prediction, ensemble forecasting is adopted as a practical way to estimate
the uncertainty of weather forecasts due to the growth of the errors in the
initial conditions and/or model structure.
Weather prediction is considered as an initial value forecast problem where
dynamic ensembles are generated through the dynamics of the system. In
this type of forecast problem, the evolution of the ensemble forecasts is
highly dependent on the initial state values. On the other hand, forecasting
in hydrologic applications can be described as a boundary-forced problem
where the evolution of the ensemble forecasts is aected less by the errors
in the initial conditions but more by the errors in the forcings. Moreover,
simplications in the development of hydrologic models may increase the
model structure errors thus the uncertainty in the model structure is repre-
sented by considering errors in the model parameters and/or errors in the
state vector.
In this study, the uncertainty of the hydrologic forecasts is estimated by
considering errors in the initial conditions of the states, errors in the forcings,
errors in the model parameters and errors in the model structure. Initial
conditions are perturbed using additive Gaussian noise with zero mean and a
predened variance magnitude which remains constant (i.e., homoscedastic
assumption). The perturbation is performed as follows:
x0;i = x0 + wt;i (5.23)
wt;i  N (0; (x0x0)2) fi = 1; : : : ; Ng
with x0 the initial conditions state vector, wt is a white Gaussian noise and
x0 is the variance scale factor.
In order to account for forcing data measurement error, the evapotranspira-
tion data are perturbed by additive Gaussian noise with a heteroscedastic
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assumption, i.e. the variance of the noise is scaled by the magnitude of the
evapotranspiration, as follows:
Etpt;i = Etpt + et;i (5.24)
et;i  N (0; (EEtpt)2) fi = 1; : : : ; Ng
with et;i a white Gaussian noise and E the variance scale factor.
Precipitation is considered to be aected by multiplicative error by following
the approach presented in Leisenring and Moradkhani (2011) where a log-
normally distributed noise is utilized in the perturbation of the precipitation
Rtot as follows:
R = ln
24 R2tottq
R2tott + (RRtott)
2
35
R =
s
ln

(RRtott)
2
R2tott
+ 1

Rtott;i = exp

R + wRt;i
2R
2

wRt;i  N (0; 1) (5.25)
with Rtot truet the perturbed precipitation at time t, R is a variance scaling
factor for precipitation data which is set to 0.30 and wR is white Gaussian
noise with zero mean and standard deviation equal to 1.
The uncertainty in the model parameter values is represented by the per-
turbation of the calibrated parameters with additive white Gaussian noise:
i = + wi (5.26)
wi  N (0; ()2) fi = 1; : : : ; Ng
with  representing the vector of identied parameter values (Table 5.2),
w is a white Gaussian noise and  is the variance scale factor.
Additionally, the model structure error is taken into consideration by the
perturbation of the state vector at every assimilation time step with white
Gaussian noise:
xt;i = xt + wxt;i (5.27)
wxt;i  N (0; (xxt)2) fi = 1; : : : ; Ng
with xt the state vector at time step t, wxt is a white Gaussian noise and
x is the variance scale factor. Table 5.3 lists all the variance scale factors
(a.k.a. hyper-parameters) for the dierent error structures considered in
this work.
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Table 5.3: Variance scale factors and error structures
Factor Description (assumed error distribution)
x0 Initial conditions variance scale factor (normal, homoscedastic)
E Evapotranspiration variance scale factor (normal, heteroscedastic)
R Precipitation variance scale factor (lognormal, heteroscedastic)
 Model parameter variance scale factors (normal, homoscedastic)
x State vector variance scale factors (normal, heteroscedastic)
At this point, the structure of the errors have been presented. However, the
performance of the assimilation algorithms strongly depend on the magni-
tude of these errors. Two approaches for the identication of realistic error
magnitudes are represented in the following section.
5.6.2 Ensemble quality control
It is clear that the performance of any assimilation method depends upon a
realistic generation of the state ensemble. In this sense, two approaches are
used in this study aiming at a correct representation of the forcing, param-
eter and model structure errors. The rst approach concerns the identica-
tion of error magnitudes which remain constant along the simulation period
(De Lannoy et al., 2006a), while the second approach is based on a dynamic
update of the error magnitudes (Leisenring and Moradkhani, 2012).
Constant error magnitudes
The quality of the discharge ensemble is veried according to De Lannoy
et al. (2006a) where the ensemble spread (enspt), the ensemble mean square
error (mset), and the ensemble skill (enskt) have to be computed rst and
at each time step t:
enspt =
1
N
NX
i=1
 
Qidist  Qdist
2
mset =
1
N
NX
i=1
 
Qidist  Qobst
2
(5.28)
enskt =
 
Qdist  Qobst
2
In equation 5.28, Qidist is the modeled discharge (m
3/s) for particle i at time
t and Qobst is the corresponding observation of the discharge in m
3/s at
time step t. In order to have a large enough ensemble spread, on average
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the ensemble mean diers from the observation by a value that is equal to
the time average of the ensemble spread. Therefore, the following expression
should be true:
< ensk >
< ensp >
 1 (5.29)
where < : > indicates an average over the simulation period. Furthermore,
if the truth is statistically indistinguishable from a member of the ensemble,
the following expression should be true:
<
p
ensk >
<
p
mse >

r
N + 1
2N
(5.30)
Dynamic update of the error magnitudes
A procedure to update the error magnitudes during the assimilation cycles
was introduced by Leisenring and Moradkhani (2012). More specically,
ensemble spread is updated by varying the variance multipliers  (a.k.a.
variance scale factors) at every assimilation time step.  is increased when
the absolute bias is larger than the outer 95th percent uncertainty bound and
it is reduced when the bias is smaller than the outer 95th percent uncertainty
bound. The procedure is indicated as follows:
e^t = jQdist  Qobst j; (5.31)
ubt =

Qdist  QL95dist if Qobst < Qdist ;
QU95dist  Qdist if Qobst > Qdist ;
(5.32)
ert =
e^t
ubt
; (5.33)
where e^t is the absolute value of the mean model error, ubt is the partial
uncertainty bound, QL95dist is the lower 95th percent uncertainty bound of the
predicted observation, QU95dist is the upper 95th percent uncertainty bound
of the predicted observation, and ert is the ratio of the model error to the
partial uncertainty bound. Finally variance scaling factors are corrected
according to ert at each time step as follows:
t = ert  : (5.34)
The assimilation methods are assessed in the remaining sections of this chap-
ter. For this, discharge data are generated and used in an assimilation ex-
periment.
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5.6.3 Experiment with synthetic data
A synthetic discharge data assimilation study is performed. The experi-
mental setup consists of the articial generation of true discharge records
through the application of additive and multiplicative Gaussian noise to the
initial conditions, forcings, model parameters and model structure. A true
discharge data (Qdis true) record is calculated based on this articial true
state vector (ssoil true, sfast true, sslow true).
For the generation of the truth, the initial conditions of the three water
storages were estimated by using the in-situ observed discharge data, the
identied initial values are: Ssoilt=0 = 1:111007 (m3), Sfastt=0 = 1:361007
(m3) and Sslowt=0 = 8:10  1005 (m3). With respect to the error structure,
initial state conditions were perturbed according to equation 5.24 with the
value of x0 set to 0.5.
The errors which might have been introduced in the derivation of the input
evapotranspiration are considered in this study through the perturbation of
the evaporation time series by white Gaussian noise according to equation
5.25 with E equal to 0.3. The precipitation error structure is considered to
be multiplicative with a log-normally distributed noise aecting the precipi-
tation measurements. The perturbed time series of precipitation is obtained
by the application of equation 5.25 where the value of R is xed to 0.30.
Additionally, the identied values of the model parameters shown in Table
5.2 are perturbed with Gaussian noise with zero mean and standard devi-
ation set to  times the nominal value for each parameter, respectively.
Large uncertainty is considered for the errors of the identied model param-
eter values with  equal to 0.5.
The true states obtained from the process described above are used in the
generation of the true discharge. The discharge error, which is used in the
generation of the synthetic observations, is dierent from additive Gaussian
noise. Additive Gaussian noise can lead to better performances of the EnKF
and its variant: EnGPF. In order to perform a realistic experiment and
a fair comparison of the methodologies, the discharge error is represented
by multiplicative noise (Leisenring and Moradkhani, 2011). The synthetic
observations are obtained by the perturbation of the true discharge with
log-normally distributed noise according to equation 5.25 with the variance
scaling factor (Q) set to 0.25. Figure 5.9 shows both an ensemble forecast
(see below) and the true states while Figure 5.10 shows the forecasted and
true discharge.
The aim of the synthetic study is to assess the performance of the ltering
techniques when retrieving the true states and true discharge. Synthetic
observations Qdis obst are assimilated by the lters at every daily model
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Figure 5.9: Ensembles of the forecasted and synthetic-generated true states:
black solid line corresponds to the ensemble mean, dashed lines corresponds
to the maximum and minimum ensemble members, dots correspond to the
synthetic-generated true states and the gray shaded area shows the 95%
condence interval. The same symbols are used in the remaining gures.
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Figure 5.10: Same as Figure 5.9, but for the true and forecasted discharge.
time step during the year 2000. The standard deviation considered in the
measurement error is set to 0:2Qdis obst (m3/s).
5.6.4 Generation of the discharge ensemble
A synthetic-generated discharge data record was obtained in the former sec-
tion. The aim of the ensemble quality control is to identify the magnitudes of
the errors in order to obtain a proper ensemble of forecasted discharge. For
this, the magnitude of the noises utilized in the generation of the synthetic
observations were increased. More specic, the standard deviation of the
noise used in the perturbation of the initial state values was increased from
50% to 60% (x0 = 0:6) of the nominal values for the ensemble forecast. For
the perturbation of the evapotranspiration, the standard deviation of the
white Gaussian noise is set to 0:50Etpt and for the precipitation, R is set
to 0.50. The variance scaling factor  of the model parameters is equal to
0.7.
Additionally, the states of the system were perturbed by additive Gaussian
noise with zero mean and standard deviation equal to x  xt, where x is
the variance scaling factor for the state vector error and it is set to 0.10.
The magnitude of the state errors is considerably lower than the magni-
tudes for the error in the initial conditions, parameters and forcings. This,
partly assures that the Gaussian component in the structure of the forecast
error is not dominant enough as to lead to biased performances in favor of
the Gaussian lters. The corresponding ensemble verication measures for
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discharge are:
< ensk >
< ensp >
= 1:01
<
p
ensk >
<
p
mse >
= 0:71
Figures 5.9 and 5.10 show the ensemble mean, the 95% Condence Interval
(CI) and the maximum and minimum ensemble members for the states and
the synthetic-generated true discharge respectively.
5.7 Performance measures
The skill of the assimilation methods in the estimation of the model states
and output ow is assessed by the comparison of performance metrics related
to the ensemble mean prediction and the ensemble spread prediction. The
accuracy of the lters is veried by the Root Mean Square Error (RMSE)
and the Nash-Sutclie Eciency (NSE) index (Nash and Sutclie, 1970). A
detailed description of these metrics is presented as follows:
RMSE =
sPNdata
t=1 (ypt   yt)2
Ndata
(5.35)
where Ndata indicates the number of model time steps, ypt is the ensemble
mean of the predicted variable and yt is the corresponding observation at
time step t.
NSE = 1 
PNdata
t=1 (ypt   yt)2PNdata
t=1 (ypt   y)2
(5.36)
where y is the mean of the observations from t = 1 to t = Ndata. The range
of the RMSE is 0 to 1 with a perfect score of 0. The range of the NSE
index is  1 to 1 with a perfect score of 1.
The Percent Bias (%BIAS) is used as a measure of precision. The range of
the %BIAS index is -100 to 100% with a perfect score of 0.
%BIAS =
 PNdata
t=1 (ypt   yt)PNdata
t=1 yt
!
 100 (5.37)
Moreover, the spread of the predicted ensemble is supervised by the Nor-
malized Root Mean Square Error Ratio (NRR) index (Moradkhani et al.,
2005a) with NRR < 1 indicating excessive spread and NRR > 1 indicating
insucient spread.
NRR =
rPNdata
t=1 (ypt yt)2
Ndata
1
N
"PN
i=1
rPNdata
t=1 (ypt;i yt)2
Ndata
#q
N+1
2N
(5.38)
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The range of the NRR index is 0 to 1 with a perfect score of 1.
5.8 Comparative study with articially generated
discharge observations
In this section, the assimilation methodologies are applied to the hydrologic
estimation problem introduced in section 5.5. The setup of the synthetic
experiment was described in section 5.6.3. Synthetic-generated discharge
records Qdis obst are assimilated at every time step with a predened stan-
dard deviation of the measurement error equal to 0:2  Qdis obst (m3/s).
The performance metrics: RMSE, NSE, %BIAS and NRR are used in order
to quantify the performance of the lter and for posterior comparison.
5.8.1 Ensemble size and computational time demand of the
EnKF
The performance of the EnKF applied to nonlinear estimation problems
relies on the correct MC approximation of the covariance matrix and a
proper Gaussian representation of the true posterior distribution. In this
context, the ensemble size plays an important role in the skill of the lter.
Therefore, a sensitivity study of the performance of the lter concerning
dierent ensemble sizes is carried out in this section. Specically, 50 MC
simulations are performed and the RMSE is computed between time series
of the predicted and true discharge records. Moreover, ve ensemble sizes
(32, 64, 128, 256 and 528) are considered in the experiment.
Table 5.4 presents the mean and standard deviation (over 50 MC runs) of
the discharge RMSE and the time demanded by each ensemble size. The
data assimilation experiment is implemented over a computer with the In-
tel Core i3, 1.4 GHz processor and the software used in the simulations is
MATLAB 7.9. The RMSE values listed in Table 5.4 indicates an slight im-
provement in the performance when the ensemble size is increased. This
improvement in the performance was expected since an increase in the en-
semble size should lead to a better approximation of the sample covariance
error matrix. However, the improvement becomes marginal above an en-
semble size equal to 128. With respect to the computational time demand,
the time demand of the lter increases proportional with the increment of
the ensemble size. Finally, the ensemble size equal to 128 members is a good
trade o by considering proper accuracy with low time demand.
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Table 5.4: RMSE [m3/s] of the simulated and true discharge, averaged ()
over 50 MC runs, with indication of 1 standard deviation () and averaged
computational time demand (time) [s]
Ensemble size   time
32 0.679 0.015 0.68
64 0.675 0.009 1.21
128 0.671 0.006 2.28
256 0.669 0.005 4.48
528 0.668 0.003 9.01
5.8.2 Resampling strategies and number of particles in the
particle lter
The application of a resampling strategy is important in order to overcome
problems related to the degeneracy of the particles. A sensitivity test of
the performance of the particle lter with dierent resampling strategies is
conducted. Specically, the performance of the SPF along with the MulR,
ResR, SysR and StrR strategies is quantied through the computation of
the discharge RMSE, averaged over 50 Monte Carlo (MC) runs. The RMSE
is computed between time series of the modeled discharge and the true
discharge. The generation of the true discharge is explained in section 5.6.3.
An observation noise variance of (0:2Qdis obst)2 (m3/s)2 and ve particle
sets (32, 64, 128, 256 and 528) are considered in the experiment.
Table 5.5 presents the mean and standard deviation (over 50 MC runs) of
the discharge RMSE and the computational time demand of each resam-
pling strategy. According to Table 5.5, the performance of the particle lter
improves when more particles are used in the approximation of the poste-
rior. However, beyond 128 particles, the improvement with more particles
becomes marginal. A set of 128 particles was selected as a good trade o
between accuracy and computational time demand.
Moreover, the RMSE values are close to each other when comparing the
dierent resampling strategies, especially when the number of particles is
above 128. The StrR approach performs slightly better in terms of the
RMSE mean and computational time demand thus the StrR was selected as
the strategy to be used within the standard particle lter in this study.
5.8.3 Estimation of the true states
In this section, the performance of the assimilation methodologies in the
estimation of the three water reservoirs is analyzed. The aim of the tracking
of the system states is to check for consistency in the functioning of the
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Table 5.5: RMSE [m3/s] of the simulated and true discharge, averaged ()
over 50 MC runs, with indication of 1 standard deviation () and averaged
computational time demand (time) [s]
Particles SPF-MulR SPF-RR
  time   time
32 0.660 0.019 0.70 0.657 0.019 0.72
64 0.652 0.018 1.26 0.648 0.015 1.26
128 0.636 0.010 2.41 0.637 0.010 2.42
256 0.632 0.009 4.70 0.633 0.009 4.73
528 0.628 0.007 9.41 0.628 0.008 9.69
Particles SPF-SysR SPF-StrR
  time   time
32 0.654 0.022 0.69 0.656 0.017 0.67
64 0.642 0.012 1.31 0.644 0.015 1.22
128 0.635 0.010 2.39 0.634 0.009 2.37
256 0.631 0.009 4.56 0.631 0.009 4.55
528 0.627 0.007 9.52 0.625 0.008 9.39
lters, mainly the sophisticated lters such as SPF-RM and EnGPF. Table
5.6 presents the performance metrics between the true and predicted states.
In table 5.6, the open loop ensemble (w/o data assimilation) is used as
a baseline with the purpose of comparison. First the performance of the
lters is compared to the baseline run while an overall analysis of lters
performance is carried out at the end of this section.
EnKF performance
The upper part of Table 5.6 lists the performance measures for the water
storage in the soil reservoir Ssoil. The measures of accuracy and precision
indicates a slight worse performance of the lter compared to the baseline
run with a RMSE value greater than the baseline, the NSE is negative
indicating the mean of the observations is better than the model predictions
and the %BIAS value greater than the baseline. In general, the water storage
in the soil reservoir is poorly estimated due to a weak inuence of this
state on the total output ow (see equation 5.21). The ensemble spread is
analyzed at the end of the section since the same trend is observed for the
performance metrics of the three water storages.
The middle and lower parts of Table 5.6 show the metrics for the water stor-
age in the fast Sfast and slow Sslow reacting reservoirs respectively. Dierent
results are observed between the accuracy and precision metrics. The ac-
curacy measures (RMSE and NSE) indicate a correction of the states while
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Table 5.6: Comparison of the performance metrics (RMSE [m3] %BIAS[-]
NSE[-] and NRR[-]) between the modeled and true states
Filter ssoil
RMSE %BIAS NSE NRR
Baseline 2.381006 10.78 0.10 1.27
EnKF 2.451006 11.75 -0.02 1.28
SPF 2.331006 8.87 0.19 1.30
SPF-RM 2.311006 9.09 0.05 1.28
EnGPF 2.061006 5.62 0.32 1.27
sfast
Baseline 1.411006 -4.84 0.10 0.83
EnKF 1.331006 -6.90 0.48 1.26
SPF 1.071006 -5.25 0.55 1.19
SPF-RM 1.121006 -5.70 0.56 1.20
EnGPF 1.011006 -3.31 0.57 1.26
sslow
Baseline 8.931004 0.17 0.85 1.18
EnKF 8.811004 1.30 0.86 1.21
SPF 8.431004 -1.19 0.87 1.20
SPF-RM 8.631004 -0.32 0.86 1.22
EnGPF 7.651004 -1.13 0.90 1.22
the precision is worsened by an increase in the %BIAS. The inconsistencies
in the performance metrics are due to the fact that the observation model
is highly nonlinear and the noise, which is used in the generation of the
synthetic observations, is dierent from additive Gaussian noise.
Finally, the ensemble spread is considerably reduced during the assimilation
steps. The reduction of the ensemble spread can be observed by comparing
the values of the NRR in the last column of Table 5.6. The same trend is
observed for all the water storages in the three reservoirs.
SPF performance
Table 5.6 lists the values of the metrics between the predicted and observed
states regarding the SPF performance. With respect to the accuracy of
the lter, the SPF performs a correction of the three states of the water
reservoirs. This is indicated by the reduction in the RMSE values and the
increase in the NSE values compared to the baseline run. The precision of
the state estimation is considerably aected according to the %BIAS values
for the water storages in the fast and slow reacting reservoirs. While a slight
correction of the bias is observed for the water storage in the soil reservoir.
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The water storage in the soil reservoir is less aected by the presence of bias
due to the low observability of this state.
SPF-RM performance
A similar performance between SPF and SPF-RM is observed in Table 5.6.
SPF-RM performs an improvement in the estimation of the three water
storages. With respect to the accuracy of the lter, the application of RM
steps allows for a correction of the three states indicated by the reduction
in the RMSE values and the increase in the NSE values when comparing to
the baseline run. The precision of the state estimation is aected. This is
indicated by the increment of the values corresponding to the %BIAS index
for the water storages in the fast and reacting reservoirs. On the other hand,
the state of the soil reservoir is less aected by the presence of bias.
EnGPF performance
The EnGPF performs the best among the lters presented in Table 5.6.
The approximation of the EnKF to the optimal proposal distribution in
the Gaussian particle lter allows for a correction of the three states. The
RMSE values are reduced indicating an improvement in accuracy. Moreover,
the improvement is corroborated by the increase in the values of the NSE
index. With respect to the precision of the lter, EnGPF is able to reduce
the %BIAS for the water storages in the soil reservoir and fast reservoir but
the value of the precision metric is increased in magnitude when the state
of the slow reacting reservoir is estimated.
Overall comparison
EnKF is the lter with the worst performance. This result is somehow
expected since the setup of the synthetic experiment involved the use of
forms of errors dierent from additive Gaussian. The better performance
of the EnGPF compared to the EnKF and mainly to the SPF and SPF-
RM demonstrates that EnGPF is able to perform a proper estimation of the
hidden states of a non-Gaussian or close to non-Gaussian system with a non-
linear observation equation. Nevertheless, the slight improvement obtained
by the EnGPF compared to the SPF and the SPF-RM indicates that the
outperformance of the EnGPF cannot be generalized to any kind of non-
Gaussian system. Thus, further research in this context is recommended.
A marginal outperformance of the SPF over the SPF-RM is observed in Ta-
ble 5.6. The proper performance of the SPF is due to the magnitude of the
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errors considered in the setup of the experiment. For instance, the observa-
tion error is inated which might avoid the impoverishment of particles in
the resampling step. In the assimilation problem presented in this section,
the SPF-RM is only able to perform similar to the SPF. However, Morad-
khani et al. (2012) reported a study-case where the SPF-RM outperformed
the SPF. The main dierence in the setup carried out in (Moradkhani et al.,
2012) and the setup in this dissertation is the join estimation of states and
parameters. Therefore, a further analysis of the impact of a join estimation
on the performance of the EnGPF is recommended.
Finally, the results listed in Table 5.6 show that the performance of the lters
are aected to dierent extents by bias because of the strong perturbation
of the model parameters. Additionally, the ensemble spread of the predicted
states, which is tracked by the NRR performance metric, is highly reduced
for all the three water storages indicating a strong correction of the states.
5.8.4 Estimation of the true discharge
EnKF
Table 5.7 shows the performance measures between the predicted discharge
Qdis and the true discharge records Qdis true. In terms of accuracy and
precision, the ENKF shows a correction of the predicted discharge with
lower RMSE and %BIAS values and a higher NSE value. However, the
ensemble spread is strongly aected as can be seen through the comparison
of the NRR values in Table 5.7.
Table 5.7: Comparison of the performance metrics (RMSE [m3/s] %BIAS[-]
NSE[-] and NRR[-]) between the modeled and true discharge
Filter RMSE %BIAS NSE NRR
Baseline 0.86 -16.04 -0.28 1.02
EnKF 0.66 -14.02 0.50 1.32
SPF 0.64 -13.88 0.52 1.32
SPF-RM 0.63 -13.49 0.53 1.32
EnGPF 0.55 -10.85 0.67 1.30
SPF
The predicted discharge, which is obtained by the application of the SPF
methodology, is corrected in terms of accuracy (RMSE and NSE) and pre-
cision (%BIAS). The performance metrics computed over the predicted dis-
charge (Table 5.7) show consistency with the results of the state estimation
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displayed in Table 5.6. With respect to the ensemble spread, the NRR value
shows a signicant increase indicating a reduction of the ensemble spread.
SPF-RM
Table 5.7 shows that the SPF-RM performs very similarly to the SPF. In
general, the performance metrics in Table 5.7 indicate a correction of the
true discharge in terms of accuracy and precision. On the other hand, the
NRR value indicates a reduction of the ensemble spread as a result of the
discharge estimation compared to the baseline run.
EnGPF
The comparison of the performance metrics listed in Table 5.7 between
the baseline run and the model run with the EnGPF indicates, in general,
that the predicted discharge is considerably corrected. While, the ensemble
spread monitored by the NRR value shows a signicant increase indicating
a reduction of the ensemble spread.
Overall comparison
The comparison of the lter performance metrics indicated in Table 5.7 lead
us to the conclusion that all the lters perform a correction of the modeled
discharge. Moreover, the similarity in the performance metric values listed
in Table 5.7 does not show clearly the best performance. Nevertheless, the
proper state estimation performance of the EnGPF analyzed in section 5.8.3
allows to conclude that the EnGPF performs the best. The reduction of the
ensemble spread can be mitigated by updating the magnitudes of the errors
dynamically (see section 5.6.2). The latter is adopted and discussed in the
next section.
5.9 Comparative study with in-situ observed dis-
charge data
In this section, a time series from the year 2000 corresponding to in-situ
observed discharge data (Qobst) is used in the assimilation experiment. The
aim of the experiment is to compare the performances of the dierent lter-
ing techniques used in this chapter. A predened observation error with a
standard deviation equal to 0:1Qobst (m3/s) is considered in the study. The
variance scale fator of 0.1 is a realistic assumption regarding the observation
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error. The ensemble generation is performed according to a combination of
the methodologies described in section 5.6.2 and further discussed below.
5.9.1 Ensemble generation
The generation of the discharge ensemble is performed by the identication
of an optimal initial ensemble spread (open loop ensemble) which is carried
out by using all the time series of discharge data (constant error magnitudes)
and the posterior correction of the noise magnitudes at every assimilation
time step (dynamic update of the error magnitudes). This twofold adaptive
update of the error magnitudes is performed aiming to improve the per-
formance of the data assimilation methods concerning a proper ensemble
spread.
First, the variance scale factors involved in the perturbation of the model
variables are set to the values indicated in section 5.6.4. Further, the noise
levels  and x were readjusted in order to obtain the optimal spread with
values of 0.05 for  and 0.5 for x. The corresponding statistic measures,
< ensk >
< ensp >
= 1:01
<
p
ensk >
<
p
mse >
= 0:71;
indicates an optimal ensemble spread which will be further altered at every
assimilation time step.
Second, the noise levels are sequentially adjusted according to the variable
variance multipliers approach. Specically, the variance scaling factors 
and x are dynamically updated at every time step according to equation
5.34. The upper bound of the ratio of the error ert (equation 5.33) is set to
2.
5.9.2 Results
Figures 5.11 and 5.12 show the discharge ensemble mean, the 95% Con-
dence Interval (CI) and the maximum and minimum ensemble members for
the EnKF in gure 5.11 and for the particle lters in gure 5.12. It is dicult
to determine the best performance solely by visual inspection since all the
gures show similar performance. However, a small dierence is observed
by checking the peak around time step 210. The EnKF, SPF and SPF-RM
performances show insucient ensemble spread as to cover this peak ow.
On the contrary, the ensemble corresponding to the EnGPF performance
shows sucient spread as to cover the peak ow around time step 170. The
gures also shows that the lters perform better for the low ows than for
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Table 5.8: Discharge estimation performance metrics when using variable
variance multipliers. Real case scenario
Filter RMSE %BIAS NSE NRR CTD
EnKF 0.61 -14.41 0.55 1.17 4.36
SPF 0.58 -11.96 0.61 1.23 4.35
SPF-RM 0.56 -11.20 0.63 1.24 6.84
EnGPF 0.46 -6.79 0.79 1.11 4.60
the high ows. This is consistent with the considered variance of the ob-
servation errors which depends on the magnitude of the observation at each
time step.
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Figure 5.11: EnKF performance for observation error with standard devia-
tion equal to 0:1Qobs.
Table 5.8 presents the performance metrics between the predicted discharge
and the discharge observations along with the computational time demanded
(CTD) by each assimilation method. Although all the values in Table 5.8
are close in magnitude, the performance metrics indicate that the data as-
similation method with the least skill is the EnKF. With respect to particle
lter performances, the SPF outperforms the EnKF and the SPF-RM out-
performs the SPF and the EnKF. The lower noise levels considered in the
real experiment allows for a correct state estimation performance in the SPF
and SPF-RM. EnGPF has the best performance with the lowest value for
the RMSE index and % Bias index along with the highest value of NSE.
Moreover, the NRR value is the lowest indicating an improvement also in
the ensemble spread.
Overall, the results of the experiment with in-situ discharge data indicates
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Figure 5.12: Performances corresponding to the particle lters for observa-
tion error with standard deviation equal to 0:1Qobs.
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that the EnGPF can be applied to state estimation problems with certain
degree of non-Gaussian noise. Nevertheless, further research is needed in
identifying to what extent the EnGF is able to perform better or similar to
natural non-Gaussian lters such as the SPF and the SPF-RM.
Computational demand
The last column of Table 5.8 shows the computer time demanded by each
algorithm. The application of the EnKF involves the computation of matrix
operations while in the SPF the computation of the particle weights along
with the resampling of particles is required. Although the EnKF and the
SPF are based on dierent theoretical foundations and the corresponding im-
plementations, both lters perform with a similar computational eciency.
Moreover, the SPF-RM demands more computer time and the EnGPF
slightly more compared to SPF and EnKF. This can be explained by the
complexity of these lters. For the SPF-RM, the additional computer time
demanded by the implementation of the RM step, which involves the gen-
eration and selection of a new set of particles, decreases the eciency of the
lter.
The implementation of the EnGPF consist in the application of the EnKF
and the GPF. According to Kotecha and Djuric (2003a), the GPF demands
less computer time when comparing to the SPF since the application of the
resampling step is not required in the GPF. The benet obtained from this
fact is that the EnGPF is computationally more ecient than the SPF-
RM with a marginal increase in the time demand when compared to EnKF
and SPF. The eciency of the SPF-RM can be increased by a selective
application of the RM step as reported in Moradkhani et al. (2012).
5.10 Summary
The modied HVB model was introduced in this chapter. The modication
allowed for a lumped implementation of the model. The values of the param-
eters were identied by using an automatic calibration method. Although
more advanced calibration techniques are available nowadays, the applica-
tion of data assimilation methods is still a key component in the hydrologic
modeling framework. Thus the remaining part of the chapter focused on the
exploration of advanced assimilation methods.
The performance of particle lter based methods was assessed within two
comparative studies: a study with articial generated observations and a
second study with in-situ observations. In the synthetic study, the water
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storages of the three model reservoirs are retrieved along with the estima-
tion of the true discharge while in the study with in-situ data, the discharge
is estimated. The main contribution of this chapter is the analysis of the
performance of the ensemble Gaussian particle lter which is based on the
theoretical foundations of the ensemble Kalman lter and the Gaussian par-
ticle lter. The results showed an outperformance of the proposed lter
when compared to the standard implementations of the ensemble Kalman
lter and particle lter in a specic hydrologic estimation problem.
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6.1 Introduction
The ensemble Gaussian particle lter was assessed with a conceptual rainfall-
runo model and the discharge as the variable to be assimilated in the
previous chapter. In this chapter, the particle lter with state and parameter
resampling is assessed with a physical based model and with the volumetric
soil moisture as the variable of interest to be assimilated. Moreover, not
only the model skill with respect to soil moisture assimilation is assessed
but also with respect to the predicted baseow.
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6.2 The Community Land Model CLM2.0
6.2.1 Introduction
The Community Land Model (CLM) can be classied as a descriptive hydro-
logic model. In the descriptive modeling approach, all the physical processes
occurring both at the land surface and in the soil are modeled. These pro-
cesses includes for example inltration, evapotranspiration, surface runo
and ground water ow just to mention some of them. The fundamental
principles of a descriptive model are the conservation of energy and the con-
servation of water. In this context, CLM is able to describe the interaction
between the land surface, the vegetation in the land surface and the inter-
action with the atmosphere. This type of model is also referred to as Soil-
Vegetation-Atmosphere Transfer Scheme (SVATS) or Land Surface Model
(LSM). Figure 6.1 shows a schematic diagram of CLM with all the processes
considered in the model. The upper part of gure 6.1 shows the processes
related to the conservation of energy (Biogeophysics) while the lower part
indicates the processes related to the conservation of mass (Hydrology).
The development of CLM is the result of the collaboration between experts
from dierent institutes. The aim of this eort is to provide the commu-
nity with a free model that captures most of the best science currently
available for land surface modeling. The CLM is the land model used in
the Community Climate System Model (CCSM) and the Community At-
mosphere Model (CAM) of the US National Center for Atmospheric Re-
search (NCAR). CCSM is a global climate model with coupled sea ice, land,
ocean and atmospheric components communicating through a coupler mod-
ule. CLM may be run in stand-alone mode, coupled to an atmospheric
model, or fully coupled with CCSM. In this work, CLM is used in stand-
alone mode since the objective of the research is to apply assimilation with
soil moisture data in order to correct the outow of the catchment. The
version of CLM used in this work is 2.0. This version was released in May
2002 and the current version is 4.0. The main dierence between these two
versions is the addition of biogeochemistry processes and dynamic vegeta-
tion processes in version 4.0. The CLM can be applied to a large scale,
even up to a global scale. The spatial and temporal structure of CLM is
presented below.
6.2.2 CLM structure
The overall structure of the model includes: the core single-point soil-snow
vegetation biophysical process code, the land boundary data and the scaling
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Figure 6.1: Processes related to the Energy and water balance in CLM.
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procedures required to interface atmospheric model grid-square inputs to
land single-point processes. These components are explained below.
Horizontal structure
The model represents biogeophysical and other processes over a predened
grid by calculating water and heat uxes and states for every grid cell sep-
arately, without any interaction between cells. Each grid cell can be subdi-
vided into several patches, containing a single land cover type. These land
cover types are each covering a fraction of the grid cell: vegetation, bare-soil,
wetland, lake, urban and glacier. The vegetated portion is further divided
into patches of plant functional types.
At every model time step, heat and water ux and state calculations are
performed over each patch individually. There is no interaction between the
patches, or in other words each patch maintains its own prognostic variables.
By default, all patches within a grid cell have the same soil texture, soil color
and corresponding physical properties. They respond to the same mean
conditions (forcings) of the overlying atmospheric grid cell, and the model
grid cell responds to a really-weighted uxes from the underlying patches.
Vertical structure
The model has one vegetation layer, 10 vertical soil layers that can be
changed to the required number by the user, and up to 5 snow layers. For
the soil layers, a CCM-like vertical discretization is used, with mesh points
specied and interfaces located half way between 2 neighboring layers.
Time-integration scheme
The model is integrated forward with a constant time step. Soil moisture
uxes may depend on the time steps used. After the model initialization, a
time loop starts for the calculation of surface uxes and the update of the
state variables for all patches. In the time loop rst atmospheric forcings
are processed and then the solution is split into an energy balance and a
water balance phase in a very modular structure.
Physical processes in CLM
The physics related to soil-water processes are partly described in this sec-
tion. A complete description is presented in De Lannoy (2006b) and in the
Technical Description of CLM Oleson et al. (2004). The focus of this section
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is on the description of the moisture content in the soil layers. Moreover,
the aim is to clarify where the parameters, which will be calibrated, occur
within the model structure. Tunable parameters and constants are typed
in bold fonts. Some constants in the default code were turned into tun-
able parameters according to De Lannoy (2006b). The new parameters are
identied with a .
The core single-point code is applied to each land surface patch. Each land
surface patch has six state variables which are associated with the energy
balance equations and the water balance equations: canopy temperature
(Tc), temperature at each node of soil/snow (Tj), canopy interception water
store (wcan), mass of water within each layer of soil/snow (wliq;j), mass of ice
within each layer of soil/snow (wice;j) and the snow layer thickness (zj).
Soil moisture can be expressed in several ways. The liquid mass in layer j is
given by wliq;j . The liquid mass is related to volumetric soil moisture liq;j
by:
j =
wliq;j
zj  liq [m
3:m 3] (6.1)
with
liq = density of liquid [kg.m
 3]
zj = thickness of soil layer j [m], with the node index j = 1; :::; N
= zh;j   zh;j 1, with Zh:j the interface depths (see gure 6.2)
zh,j+2
zh,j+1
zh,j
zh,j−1
θj+2, Kj+2
θj+1, Kj+1
θj , Kj
zj+2
zj+1
zj
∆zj+2
∆zj+1
∆zj
qj
qj+1
Figure 6.2: Interfaces and soil water ow computation in CLM
The soil wetness is dened as:
sj =
j
satj
[ ] (6.2)
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with
satj = volumetric soil water at saturation in layer j [m
3.m 3]
parameter watsatj
In CLM2.0 the vertical water ow is calculated through a combination of
the continuity equation for water and Darcy's law. This approach approx-
imates a 1D Richards equation. The vertical water transport is governed
by inltration, surface and subsurface runo, gradient diusion, gravity and
root extraction through canopy transpiration. Integration of the liquid wa-
ter mass balance over a soil control volume (soil layer j of thickness zj))
yields:
@wliq;j
@t
= (qj 1   qj)  froot;jEtr + (Mice;liqz)j [kg:m 2:s 1] (6.3)
with
qj = water ow between neighboring layers, positive downward
[kg.m 2.s 1]
froot;jEtr = water extracted by plant roots, transpiration [kg.m
 2.s 1]
Mice;liq = rate of phase change (ice to liquid) [kg.m
 3.s 1]
 q0: at the surface, the ow for bare soil is given by the inltration:
q0 = Gw  Rs  Eg;Surf [kg:m 2:s 1] (6.4)
with
Gw = sum of eective precipitation and snowmelt [kg.m
 2.s 1]
Rs = surface runo [kg.m
 2.s 1]
Eg;Surf = soil surface evaporation [kg.m
 2.s 1]
{ Gw: The total amount of liquid water that really reaches the
ground is composed by throughfall, drip from canopy and snowmelt.
Gw = Dd +Dr + Sm [kg:m
 2:s 1] (6.5)
with
Sm = snowmelt [kg.m
 2.s 1]
For snow covered soil, the inltration is given by q0 = Sm  Rs:
{ Rs: the total surface runo is the sum of the surface runo from
saturated and unsaturated regions:
Rs = (1  fsat) w4sGw + fsatGw [kg:m 2:s 1] (6.6)
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with
fsat = partial contributing area, saturated fraction [-]
= wfact: exp( zw)
wfact = determined by the distribution of the topographic
index, parameter wtfact [-]
zw = mean water table depth
= fz(zh;N   j=1;Nsjzj) [-]
zh;N = bottom depth of the lowest soil layer [m]
fz = water table depth scale parameter [m
 1]
parameter fz
sj = soil wetness [-]
ws = soil layer thickness weighted soil wetness [-] in the
top NwRs layers
=
j=1;NwRssjzj
j=1;NwRszj
NwRs = last top layer contributing to the calculation of
surface runo [-],parameter NwRs
Note that the top soil layer is impermeable, if the eective poros-
ity (satj   ice;j) is less than a predened parameter wimp [-].
In that case, ws reduces to 1 and all the water reaching the soil
surface runs o.
{ Eg;Surf : the evaporation from bare soil is determined by the
prole of the humidity of the air and by the amount of water in
the upper soil/snow layer.
 qN : at the bottom of the soil column, the ow is simply given by the
hydraulic conductivity, i.e. assuming no change of soil matrix potential
with depth, as for free drainage.
 qj : the water ow from one soil layer to another is determined by
Darcy's law:
qj =  Kj ( j+1    j)  (zj+1   zj)
zj+1   zj [kg:m
 2:s 1] (6.7)
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with
zj = node depth of layer j, positive, increasing downward [mm]
 j   zj = hydraulic height [mm], with  zj the gravitational potential,
with the reference elevation at the soil surface
Kj = unsaturated hydraulic conductivity in layer j [mm.s
 1]
 j = matrix potential of soil layer j [mm]
(< 0 in the unsaturated zone)
 froot;jEtr: the water extracted by plant roots is removed from soil by
transpiration. For each layer the eective root fraction froot;j is based
on plant physiological characteristics (root distribution) and the soil
matrix potential:
froot;j =
fr;jwLT (j)
10 10 +j=1;Nfr;jwLT (j)
(6.8)
wLT (j) =
 max    j
 max+ sat
(6.9)
with
fr;j = root fraction within soil layer j [-], calculated
based on a pft-parameter for root distribution roota par
WLT (j) = transpiration restricting factor [-], ranging from 0
at the permanent wilting point to 1 at saturation
 max = maximum value of negative of leaves potential
before dessication or wilting point potential [mm],
parameter smpmax (negative value)
 sat = saturated soil water potential [mm],
parameter sucsat (positive value)
 j = matrix potential limited by  max [mm]
The denominator of Equation (6.8) is dened as the soil water tran-
spiration factor (0 to 1) [-].
The numerical scheme is obtained by rewriting Equation (6.3) for liquid
water, which yields an expression for the soil moisture in soil layer j (of
thickness zj , not to be confused with the possible notation for spatial
discretization) at time step n+ 1:
n+1j z
n+1
j
t
= [qn+1j 1   qn+1j ]  froot;jEtr [mm:s 1] (6.10)
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with
n+1j = (
n+1
j   nj ) [-], change in volumetric soil liquid water in layer j
during time interval t:
zj = soil layer thickness expressed in mm, since liq;j is not included
which can be further numerically expanded as:
n+1j z
n+1
j
t
= qnj 1 +
@qj 1
@j 1
n+1j 1 +
@qj 1
@j
n+1j
 qnj  
@qj
@j
n+1j  
@qj
@j+1
n+1j+1   froot;jEtr (6.11)
In general Equation (6.11) can be written as:
aj
n+1
j 1 + bj
n+1
j + cj
n+1
j+1 = rj (6.12)
with
aj =  

@qj 1
@j 1

bj =

zj
t
  @qj 1
@j
+
@qj
@j

cj =

@qj
@j+1

rj = [q
n
j 1   qnj ] + froot;jEtr
and
aj = 0; if j = 1
cj = 0; if j = N
Application of this equation to each node results in a tridiagonal matrix:266666664
b1 c1 0 0 0 : : : 0 0 0
a2 b2 c2 0 0 : : : 0 0 0
0 a3 b3 c3 0 : : : 0 0 0
...
...
...
...
...
. . .
...
...
...
0 0 0 0 0 : : : aN 1 bN 1 cN 1
0 0 0 0 0 : : : 0 aN bN
377777775
266666664
n+11
n+12
n+13
...
n+1N 1
n+1N
377777775
=
266666664
r1
r2
r3
...
rN 1
rN
377777775
(6.13)
Once the terms n+1j are known, w
n
liq;j can be updated by:
wn+1liq;j = w
n
liq;j +
n+1
j zj (6.14)
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The terms in the coecients,
@qj
@j
and
@qj
@j+1
are found by derivation of
the ow q through the interfaces at the surface, the interior interfaces and
through the bottom interface:
qn+10 = q
n
0 +
@q0
@1
1 = inltration (6.15)
qn+1j = q
n
j +
@qj
@j
j +
@qj
@j+1
j+1 (6.16)
with qj =  Kj
( j+1  j) (zj+1 zj)
zj+1   zj (6.17)
qn+1N = q
n
N +
@qN
@N
N (6.18)
with qN =  KN (0  1) = KN (6.19)
The respective derivatives are given by:
@q0
@1
=  @Eg;Surf
@1
= Sdz1 (6.20)
@qj
@j
=  

Kj
zj+1   zj
@(  j)
@j
+
@Kj
@j
( j+1    j)  (zj+1   zj)
zj+1   zj

(6.21)
@qj
@j+1
=  

Kj
zj+1   zj
@( j+1)
@j+1
+
@Kj
@j+1
( j+1    j)  (zj+1   zj)
zj+1   zj

(6.22)
@qN
@N
=
@KN
@N
(6.23)
with
Eg;Surf = ground evaporation [mm.s
 1]
Sd = extrapolates soil water dependence of ground evaporation,
currently not used in the code and set to 0.
  j : the soil matrix potential [mm] and its partial derivative at node
depth zj are given by:
 j = max

- sat

j
satj
 B
; min

[mm] (6.24)
@ j
@j
=   j

B
j

[mm] (6.25)
with
 sat = saturated soil water potential [mm]
parameter sucsat (positive value)
 min = restriction for minimal soil water potential [mm],
parameter smpmin (negative value)
B = parameter bws [-], dened by Clapp and Hornberger [1978]
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 Kj : the unsaturated hydraulic conductivity and its derivative at layer
j are calculated based on the saturated hydraulic conductivity,Ksatj ,
which is assumed to decrease exponentially with depth and calculated
at the interface depth, zh;j :
Ksatj =Ksat0 : exp

  zh;j
z

[mm:s 1] (6.26)
with
Ksat0 = saturated hydraulic conductivity at the surface,
parameter xksat0 [mm.s
 1]
z = length scale for Ksatj decrease, parameter hkdepth [-]
The unsaturated hydraulic conductivity at layer j is then given by:
Kj =Ksatj :s
(2B+3)
j [mm:s
 1] (6.27)
Consequently, the hydraulic conductivity and its partial derivative at
interface depth zh;j are given by:
kj = Ksatj

0:5:(j + j+1)
0:5:(satj+satj+1)
2B+3
if 1  j  N   1 (6.28)
= Ksat

j
satj
2B+3
if j = N (6.29)
@Kj
@j
=
@Kj
@j+1
(6.30)
= (2B + 3)Ksatj

0:5:(j + j+1)
0:5:(satj+satj+1)
2B+2 0:5
satj

if 1  j  N   1 (6.31)
= (2B + 3)Ksatj

j
satj
2B+2 1
satj

if j = N (6.32)
as the dierence between the interface depth and the upper and lower
node is per denition equal. If the eective porosity of either layer j
or j + 1 is less than wimp, then Kj = 0 and
@Kj
@j
= 0.
Note that the interface depth is by denition exactly halfway in between
two subsequent nodes and therefore soil moisture at both nodes contribute
equally to the hydraulic conductivity and the ow through one interface.
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Two subsequent interfaces are not situated equally far from a node point, but
the ows through 2 subsequent interfaces are assumed to contribute equally
to the calculation of soil moisture at a node. After the determination of
the surface runo and the inltration, the water content in the soil layers is
calculated using Darcy's equation. Next, the soil moisture prole is updated
for baseow runo and water in excess in the soil column. The base-ow
drainage, Rb, is obtained as the sum of the baseows for unsaturated and
saturated regions:
Rb = (1  fsat):Kd: w(2B+3)b + fsat:ld: exp( zw) [kg:m 2:s 1] (6.33)
with
Rb = baseow drainage [kg.m
 2.s 1]
Kd = saturated soil hydraulic conductivity at the bottom,
parameter kd [mm.s
 1]
ld = base ow parameter for saturated fraction,
parameter ld [mm.s 1]
wb = weighted soil wetness for bottom NwRb layers [m.mm.s
 1]
=
P
j=NwRb;N sj :KjzjP
j=NwRb;N Kjzj
NwRb = rst bottom layer contributing to the calculation of
surface runo [-], parameter NwRb
The bottom soil layers (from NwRb through N) are updated by:
wliq;j = wliq;j  Rb zjKjP
j = nNwRb;N Kjzj
:t [kg:m 2]
forNwRb < j < N   1 (6.34)
All soil layers are nally updated by compensating shortages of water in one
layer by moving water from the soil layer below. Shortage in the bottom layer
is lled by water from Rb, resulting in R
1
b . Water in excess of saturation,
Rexcess for each depth is added to the remaining R
1
b and removed from the
soil column. From the bottom layer, an outux of qN = KN is contributing
to the total baseow drainage, so that the total runo, Rtot, is given by:
Rtot = Rb +Rexcess +KN +
@KN
@N
N [mm:s
 1] (6.35)
Water is allowed to pond on the surface soil layer so that the maximum
amount of water for this layer is dened as:
wliq;j = wpond+sat1z1 (6.36)
with wpond the ponding depth [mm], parameter pondmx:
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6.3 Site Description
The area (Figure 6.3) to be studied is located in the Grand Duchy of Luxem-
bourg and includes the drainage area expanded from the head of the Alzette
River basin, 4 km south of the French-Luxembourg border, to the stream
gauge located in Pfaenthal (Luxembourg City).
The discharge area covers a surface of 356 km2 and consists of about 50%
cultivated land, 22% urban centers and 28% woodland. The topography of
the oodplain is characterized by a natural sandstone bottleneck which is
located near Luxembourg city. The valley located upstream of the bottle-
neck is up to 2.5 km wide, while in the Luxembourg sandstone the valley
is only 75 m wide. The geological substratum is dominated by marls on
the left bank and by limestone and sandstones deposits on the right bank.
Sand and gravel, as well as marls and clay alternate in the alluvial deposits
covering the stratum. A gauging station, operated since 1996, is located
around the village of Livange providing accumulated precipitation amounts
with a sampled frequency of 15 min. The meteorological station at Findel
Airport is operated in the vicinity of the catchment.
6.4 Model Description
The Community Land Model (CLM2.0) is the hydrologic model used in this
study. CLM2.0 simulates land surface processes by calculating water and
heat uxes for each grid cell separately, without any interaction between
cells. Each grid cell can be subdivided into several patches, containing one
single land cover type such us urban, vegetated, wetlands, glacier and lake.
The vegetated fraction is further subdivided into patches of plant functional
types, which maintain their own prognostic variables (i.e., a vegetated land
cover with 4 patches representing 4 dierent plant functional types). In this
study, CLM2.0 was adapted in order to be able to use the individual patches
as ensemble members according to De Lannoy et al. (2006a).
The meteorological forcings required by the model are the air temperature,
wind speed, specic humidity, incoming solar radiation, and precipitation.
The meteorological forcings were assumed to be spatially uniform over the
complete study area. Vertical layers in CLM2.0 embody one vegetation
layer, up to ten soil layers and up to 5 snow layers. In this application,
soil layers depths were set to 10, 20, 30, 40, 50, 60, 70, 80, 90, 100 cm.
CLM2.0 computes the surface runo and the baseow for every grid cell.
The discharge is routed to the basin outlet using the linear unit hydrograph
approach of Troch et al. (1994).
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Figure 6.3: The study area: the discharge area in the Alzette river basin is
indicated by the green patch.
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In CLM2.0, each grid cell contains around 30 model parameters related to
the dierent physical processes represented by the model such as the canopy
water balance, the soil water balance, and the energy balance. From these 30
parameters, 10 parameters are related to the soil water balance. The reduced
parameter set allows for the application of automatic calibration algorithms,
such as the Shued complex evolution approach (Duan et al., 1993b) which
was used in this study. Table 6.1 presents the description of the selected
parameters and three corresponding sets of optimal parameter values (set
1, set 2, set 3) which yield a similar good model performance. Due to the
size of the parameter space and the complexity of the model, the system is
prone to the equinality phenomenon. The optimal values were identied
by minimizing the Root Mean Square Error (RMSE) between observed and
simulated discharge during the year 2006. The three parameter sets will be
used to validate the data assimilation methodology.
The model is applied using a constant hourly time step and the study area is
represented by 4 grid cells at a 10 km x 10 km resolution which is consistent
with the resolution of large scale models. For the sake of clarity in the
presentation of the algorithm performances, results corresponding to the
cell located in the lower left quadrant in gure 6.3 are presented.
6.5 Experimental Setup
A synthetic soil moisture data assimilation study is performed to assess the
performance of the lters. Soil moisture assimilation has received a lot of
attention during the last decades, but insight in the impact of soil moisture
assimilation on dependent variables, for instance discharge, has been limited
(Pauwels et al., 2002; De Lannoy et al., 2007b; Brocca et al., 2010).
For each model grid cell, synthetic volumetric soil moisture observations,
corresponding to the top 10 cm soil layer, are generated with the CLM2.0.
The generation of the observation consists of the perturbation of the model
parameters presented in table 1 (set 4) and the perturbation of the forcings.
Parameters and forcings were perturbed by white Gaussian noise with zero
mean and the standard deviation set to 1% of the parameter value and 1%
of the maximum forcing value. Furthermore, it is worth mentioning the
following two facts: rst, the small level of noise used in the perturbation of
the parameters and forcings can limit the representation of a real-case model
error and second, the use of a dierent parameter set (set 4) in the generation
of the synthetic observations introduces bias in the observations themselves.
Therefore, the synthetic experiment is focused more on the study of the
performances of the lters in the removal of bias and may not represent
most of the real-world situations. However, the way how the experiment is
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Table 6.1: Optimal parameter sets: NwRb and NwRs were converted into
tunable parameters (De Lannoy, 2006b), k is the soil layer index. NwRb
and NwRs are not considered in the parameter resampling step.
Description set 1 set 2 set 3 set 4
Fraction of model area with high
water table (wtfact[fraction]) 0.280 0.704 0.742 0.7174
Water table depth scale parameter
(fz [m 1]) 49.173 3.423 3.475 3.523
Saturated soil hydraulic conductivity
(kd [mms 1]) 0.827 0.095 0.099 0.098
Base ow parameter for saturated
fraction of watershed (ld [mms 1]) 0.0071 0.0034 0.0027 0.0038
First bottom layer contributing to
the calculation of base ow
(NwRb [-]) 5 5 6 5
Last top layer contributing to the
calculation of the surface runo
(NwRs [-]) 3 4 4 4
Clapp and Hornberger constant
(bswk [-]) 5.487 4.659 4.623 5.919
Volumetric soil water at saturation
(watsatk [-]) 0.638 0.597 0.600 0.617
Hydraulic conductivity at saturation
(hksatk [mms 1]) 0.047 0.011 0.010 0.024
Minimum soil suction (sucsatk [mm]) 284.76 557.17 606 497.16
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carried out allows to demonstrate the applicability of the particle lter in
this study-case.
The forecast uncertainty is introduced through the generation of soil mois-
ture random samples, which is referred to ensemble generation. The meteo-
rological forcings and the model parameters were disturbed with an additive
zero mean white Gaussian noise in order to obtain the soil moisture ensemble
(De Lannoy et al., 2006a). The standard deviation of this random number
for the parameters was set to a predened fraction of the parameter value.
In order to check for the correctness of the ensemble, two dierent ensemble
verication measures were used (De Lannoy et al., 2006a). The ensemble
spread (enspt), the ensemble mean square error (mset), and the ensemble
skill (enskt) have to be computed rst and at each time step t:
enspt =
1
N
NX
i=1
(z^t;i   ^zt)2
mset =
1
N
NX
i=1
(z^t;i   zt)2 (6.37)
enskt = (^zt   zt)2
where z^t is the variable to be estimated and zt is the corresponding obser-
vation of the estimated variable at time step t. In order to have a large
enough ensemble spread, on average the ensemble mean diers from the ob-
servation by a value that is equal to the time average of the ensemble spread.
Therefore, the following expression should be true:
< ensk >
< ensp >
 1 (6.38)
where < : > indicates an average over the simulation period. Furthermore,
if the truth is statistically indistinguishable from a member of the ensemble,
the following expression should be true:
<
p
ensk >
<
p
mse >

r
N + 1
2N
(6.39)
For the selection of the ensemble/particle size, the assimilation algorithms
were evaluated using three dierent ensemble sizes: 64, 128 and 256. Figure
6.4 shows that the improvement obtained when increasing the size is not
very signicant while the increase in the computational time demand is
very signicant. Therefore, an ensemble size of 64 is used in this study.
The standard deviation of the perturbation noises corresponds to 10% of the
nominal values for the model parameters, and 1% for the meteorological forc-
ings. These fractions have been calibrated in order to balance the dierent
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Figure 6.4: Performance of the particle lter concerning 3 dierent particle
sizes.
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Figure 6.5: Soil moisture and baseow ensembles: The upper plot corre-
sponds to the generation of the volumetric soil moisture ensemble with the
ensemble members in gray line, the ensemble mean in black line and the
synthetic soil moisture observations in red dotted line. The lower plot cor-
responds to the baseow ensemble.
sensitivities of model parameters and meteorological forcings in the genera-
tion of an adequate ensemble. Figure 6.5 shows the soil moisture ensemble
and the corresponding baseow ensemble, the ratio < ensk > = < ensp > is
equal to 1.09 which approximates 1 and the ratio <
p
ensk > = <
p
mse >
is equal to 0.72 which approximates the value of
p
1=2 with the simulation
period corresponding to year 2007.
A robustness test of the assimilation algorithms will be performed by consid-
ering the impact of the data assimilation frequency and of dierent optimal
parameter values for the model integration. Discussion on the lter perfor-
mances for these scenarios will be extended in the results section.
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6.6 Particle lter based assimilation of soil mois-
ture
6.6.1 Introduction
In this section, the standard implementation of the particle lter with the
additional resampling of the model parameters is presented. Although the
resampling of the model parameters involve a joint state and parameter
estimation, the goal of the application of this method in this study case (soil
moisture assimilation with a distributed model) is to improve model ow
predictions rather than an explicit identication of model parameter values.
A preliminary comparative study between the EnKF and the SPF showed
a deterioration of the predicted baseow for both lters. Therefore, the
addition of the parameter correction in the SPF algorithm was adopted as
a way to improve model ows which depend on the soil moisture. The
functioning of the EnKF and SPF diers in the formulation and the corre-
sponding update of each of the ensemble members/particles. In the EnKF,
all the ensemble members at time step t are updated using the same ap-
proximated Kalman gain and the innovation factor which depends on the
perturbed measurements and the observation model. On the other hand, in
the SIR lter all the particles at time step t are weighted and resampled.
The replication and suppression of particles decrease the particles variance
limiting the state space representation and possibly aecting the behavior
of variables (surface and sub-surface model ows) related to the assimilated
state. The results of the application of the EnKF are not shown within this
chapter but they are presented in Appendix 7.2.2 since the scope of this
section is limited to the application of particle lter-based methods in this
study case. The results of the SPF application are presented further with a
discussion section concerning the degree of aectance of the baseow.
6.6.2 The standard particle lter with parameter resampling
(SPF-PR)
In particle ltering theory, the uncertainty in the model is represented
through samples referred to as particles. These samples are drawn from
the importance density function (equal to the prior density function for the
standard particle lter).
The uncertainty in the model is caused by uncertainty in the meteorological
forcings, initial conditions and parameters. Thus, the generation of ensem-
bles, presented in the experiment setup section, is fundamental since the
ensemble should represent this model uncertainty. The perturbation of the
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parameters plays an important role in the generation of the ensemble due
to the contribution of the parameters to the modeling errors.
The state estimation method aims at nding the optimal state value based
on the information from the measurements. The estimated state value can
positively or negatively aect the behavior of other variables in the model.
In this study, soil moisture is the state variable that will aect the baseow.
Moradkhani et al. (2005) presented the SPF-PR as a potential methodology
to assess the uncertainty in the states and parameters of a hydrologic model.
In this study we adopted the same methodology aiming at the correction of
model ows after the assimilation of the states. The hydrologic literature on
Data Assimilation with the Particle Filter focuses either on direct assimila-
tion of discharge or on an evaluation of the improvement in the assimilated
variable itself. In this paper, we assess whether the resampling of the pa-
rameters along with the states improves the behavior of the model ows due
to a proper combination between states and parameters.
The operation of the parameter resampling step is the following: after the
resampling of the states, the same vector/matrix containing the particle
indices to be resampled is used to resample the parameter set. The last
action leads to a selection (replication or suppression) of parameters that
are tied to a particular state realization.
An extreme replication of the parameter values poses the same problem as
in the case of the state replication. Moreover, the ensemble will fail in the
representation of the model uncertainty since the spread of the ensemble
is decreased after the parameter resampling. In order to overcome this
problem, the resampled parameter values are perturbed with the addition
of white Gaussian noise (Moradkhani et al., 2005) and the variance (var) of
the noise is set to a fraction of the optimal parameter value.
The SPF-PR lter applied in this study is summarized in the following
algorithm:
6.7 Results and Discussion
The data assimilation experiments are validated by comparing soil moisture
and baseow assimilation results against synthetic observed soil moisture
and baseow values. The reference model integration without data assimi-
lation is performed with parameter set 2, while the assimilation integrations
are performed with the dierent parameter sets 1,2 and 3.
Data assimilation is performed every week, with the rst DA event at 08
February 2007 and the last at 24 May 2007. Every DA event is indicated
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Algorithm 12 Standard Particle Filter with Parameter Resampling
For t = 1 to the number of DA time steps
1. Forecast step:
xt;i  p(xtjxt 1;i); i = 1; 2; : : : ; N
2. Analysis step:
wt;i = p(ytjxt;i) i = 1; 2; : : : ; N
~wt;i =
wt(xt;i)PN
i=1wt(xt;i)
Obtain the resampling index vector according to StrR.
Resample the state vector fxt;ig ) fxt;ig
Resample the model parameters : fig ) fi g
Perturb the resampled parameter set i +N (0; var)
Obtain the resample set xt;i according to StrR.
Assign ~wt;i =
1
N
E[xt] =
1
N
NX
i=1
xt;i
by a black arrow in the gures and the simulation period corresponds to
the rst half of year 2007 (01 January-01 July). The Root Mean Square
Error (RMSE), between the synthetic observed and modeled soil moisture
and baseow, is computed over the time period starting 1 day before the
rst DA event and 1 day after the last DA event (i.e., from 7 February to
25 May 2007).
6.7.1 SPF lter performance
Figure 6.6 shows the performance of the SPF lter for soil moisture assim-
ilation and the corresponding impact of the assimilation on the baseow.
According to the RMSE values: 3.65 vol% without assimilation and 2.19
vol% after assimilation, the improvement obtained from the SPF lter ap-
plication is signicant. However, when looking at the assimilation impact on
the baseow (lower part of gure 6.6) a dierent performance is observed.
The lter performs negatively according to the RMSE value (3:61  10 5
mms 1 for the SPF lter) when compared to the model run without assim-
ilation (6:56  10 6 mms 1).
The behavior of the baseow during the assimilation of soil moisture is the
result of an inconsistent combination between resampled states and per-
turbed parameters mainly in the bottom soil layers which contribute to the
generation of the baseow. The replication of those state particles with
higher weight in combination with the parameter values aect the baseow
behavior negatively. More specically, the rearrangement of the soil mois-
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Figure 6.6: SPF lter performance and assimilation impact on the baseow.
The soil moisture and baseow time series correspond to the DA study
performed with set 2 as the initial parameter set.
ture particles in combination with parameter values for wet or dry moisture
conditions generates huge baseow peaks as can be seen in the lower part
of gure 6.6.
In order to assign to each resampled state particle a consistent parameter
value, the application of the parameter resampling is important and it is
evaluated as an alternative to improve the lter performance and to have a
positive impact on the baseow.
6.7.2 SPF-PR performance
SPF with parameter resampling aims at a combination of estimated state
values with consistent parameter values. This procedure should result in
a positive impact on the land surface variables that dynamically depend
(through the model, including the parameter conguration) on the assimi-
lated soil moisture state variable. The parameters involved in the resampling
step are listed in Table 1, parameters NwRb and NwRs are not considered
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for resampling.
Figure 6.7 shows the performance of the soil moisture assimilation and the
impact of the assimilation on the baseow for the SPF-PR lter without
the perturbation of the resampled parameters. Looking at gures 6.5 and
6.7, the decrease in the dispersion of the soil moisture and baseow particles
is noticeable when the parameter resampling is performed. This reduction
is indicated by the time-averaged ensemble spread < ensp > (Eq. 6.37),
calculated over the entire validation period with inclusion of the DA time
steps, with values of 6.1610 4 and 5.9210 5 (mm3mm 3)2 for soil moisture
and values of 1.3410 11 and 9.2710 12 (mms 1)2 for the baseow.
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Figure 6.7: SPF-PR lter performance and assimilation impact on the base-
ow without parameter perturbation. The soil moisture and baseow time
series correspond to the DA study performed with set 2 as the initial pa-
rameter set.
Resampling the parameters along with the state, the lter causes a reduc-
tion of the analysis error (the ensemble spread represents the uncertainty at
the analysis step). An extreme reduction of the ensemble spread due to an
extreme state and parameter particles replication needs to be avoided. Here,
we propose the perturbation of the resampled parameters by using additive
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white Gaussian noise as the solution to the particles collapse problem. The
predened standard deviation of the noise is set to a fraction of the optimal
parameter values, for the results presented in gure 6.8 the fraction is set to
0.01 of parameter set 2. This fraction was obtained based on a proper repre-
sentation of the baseow ensemble through the calibration of the ensemble
spread measure.
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Figure 6.8: SPF-PR lter performance and assimilation impact on the base-
ow with parameter perturbation. The soil moisture and baseow time series
correspond to the DA study performed with set 2 as the initial parameter
set.
Figure 6.8 shows the SPF-PR lter performance with the perturbation of
the resampled parameters. The upper part of this gure presents the perfor-
mance for the soil moisture assimilation. The dynamics of the state ensem-
ble is positively aected by the parameter resampling improving the overall
performance of the lter and keeping the benet of the state updating for
a long time after the DA events. The benet is quantied by the RMSE
values corresponding to 3.65 vol% without assimilation and 0.51 vol% when
the SPF-PR is applied. Moreover, the perturbation of the resampled pa-
rameters increases the ensemble spread from 5.9110 5 (mm3mm 3)2 to
7.9710 5 (mm3mm 3)2.
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Additionally, the plot of the baseow (see lower part of gure 6.8) shows
graphically a considerable improvement on the behavior when comparing
to the assimilation eects of the SPF lter application. Figure 6.9 shows
the impact of the assimilation on the bottom soil layers. The benet of the
parameter resampling in the top soil layer is propagated trough the bottom
soil layers. As a consequence, the impact on the baseow is positively af-
fected. This improvement can be corroborated with the reduction in the
RMSE values from 6:56  10 6 mms 1 when no assimilation is performed to
3:4010 6 mms 1 when soil moisture DA is performed. The baseow ensem-
ble spread can be increased by the parameter perturbation. The ensemble
spread values indicate an increase from 9.2610 12 (mms 1)2 to 1.5110 11
(mms 1)2.
Figure 6.10 shows the evolution in time of the soil hydraulic model pa-
rameters for the top soil moisture layer. Parameters bsw1; watsat1; hksat1
converge to the "truth" (parameter values used in the generation of the syn-
thetic observations) and parameter sucsat1 converges to a dierent value.
The correction of the soil moisture in the bottom layers and of the param-
eters during the rst DA time steps allows for a correction of the baseow
even in the case when the baseow measurements are not covered by the
baseow ensemble as can be seen in gures 6.7 and 6.8.
Figure 6.11 shows the modeled ensemble discharge with and without the
application of data assimilation. The top panel corresponds to the discharge
time series in open loop. While in the bottom panel the corrected discharge
is showed when SPF-PR is applied. The comparison of both panels by
visual inspection indicates a correction of the total discharge. The results
demonstrate that the baseow and the surface runo are corrected. In other
words, the positive impact on the discharge is due to the overall correction
of the modeled ows through the resampling of the model parameters.
An overall conclusion based on the good RMSE values obtained for soil
moisture and baseow is that the addition of the parameter resampling to
the SPF lter is eective in removing the bias through an indirect calibration
of the modeled particles.
6.7.3 Sensitivity study
The performance of the SPF and SPF-PR lters with parameter perturba-
tion are further analyzed for 3 dierent initial parameter sets, each identied
by the automatic calibration algorithm with a similar optimization index
value. The lter performance is analyzed through the comparison of the
RMSE values. The parameter sets 1,2 and 3 represent 3 dierent local min-
ima in the parameter space, the idea behind this is to check the robustness
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Figure 6.9: Impact of the assimilation of soil moisture in the top layer
on the bottom layers when the SPF-PR lter is applied with parameter
perturbation.
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Figure 6.10: Evolution in time of the soil parameters in the top layer when
SPF-PR lter is applied with parameter perturbation.
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Figure 6.11: Comparison of the discharge without and with DA. Top panel
shows the discharge without the application of data assimilation methods.
Bottom panel corresponds to SPF-PR lter assimilation impact on the dis-
charge with parameter perturbation. The discharge time series correspond
to the DA study performed with set 2 as the initial parameter set.
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Table 6.2: RMSE [mm3mm 3] between the observed and simulated soil
moisture for 3 parameter sets.
Filter set 1 set 2 set 3
Ensemble 2.89 3.65 3.38
SPF 2.33 2.19 1.61
SPF-PR 1.85 0.51 0.74
Table 6.3: RMSE [mms 1] between the observed and simulated baseow
for 3 parameter sets. SPF-PR is applied with parameter perturbation.
Filter set 1 set 2 set 3
Ensemble 1.3910 5 6.5610 6 5.8910 6
SPF 2.7110 5 3.6110 5 4.0810 5
SPF-PR 1.1610 5 3.4010 6 2.3910 6
of the parameter resampling algorithm.
Table 6.2 presents the RMSE values between the estimated and observed
volumetric soil moisture at the surface for every lter and for every param-
eter set. Although the SPF-PR RMSE values are dierent, due to dierent
system dynamics the SPF-PR lter outperforms the rest of the lters indi-
cating robustness of the algorithm. Additionally, according to table 6.3 the
positive impact on the baseow persists among the three cases.
Considering the assimilation of remote sensed soil moisture data, the avail-
ability of data is of main importance in the application of the assimilation
algorithm. Therefore, the SPF-PR performance is tested for 3 DA frequen-
cies. Additionally to the DA frequency corresponding to 16 DA events, the
methodology is evaluated for 8 DA events with 1 event every 2 weeks and 4
DA steps with 1 event every four weeks.
Table 6.4 and table 6.5 show the RMSE values for the 3 DA frequencies
for soil moisture and baseow respectively. The values indicate a notorious
improvement when using the SPF-PR and the positive impact on the base-
ow is maintained for the 3 DA frequencies. An additional sensitivity test
is recommended concerning the impact of the noise level and the magnitude
of the truth parameter set on the behavior of the baseow since dierent
performances have been noted when using dierent parameter values. In
table 6.5, the RMSE values corresponding to the performance of the SPF
lter for the 3 DA frequencies indicate the degeneracy of the baseow due
to an inconsistent combination of states and parameters.
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Table 6.4: RMSE [mm3mm 3] between the observed and simulated soil
moisture for 3 DA frequencies.
Filter DA Freq1a DA Freq2b DA Freq3c
Ensemble 3.65 3.65 3.65
SPF 2.19 2.34 2.60
SPF-PR 0.51 0.76 1.22
a - Freq1: indicates DA every week. b - Freq2: indicates DA every 2 weeks. c -
Freq3: indicates DA every 4 weeks.
Table 6.5: RMSE [mms 1] between the observed and simulated baseow
for 3 DA frequencies. SPF-PR is applied with parameter perturbation.
Filter DA Freq1 DA Freq2 DA Freq3
Ensemble 6.5610 6 6.5610 6 6.5610 6
SPF 3.6110 5 3.2610 5 2.5110 5
SPF-PR 3.4010 6 4.2310 6 4.3710 6
 - Same as in table 6.4.
6.8 Summary
Both, the EnKF and the SPF lters perform a decent estimation of soil mois-
ture. However, the predicted baseow is aected. Therefore, we proposed
the correction of the model parameters to tackle this limitation. Overall,
the results indicated that the particle lter is a promising tool for hydrologic
modeling purposes in distributed applications, but an additional parameter
resampling may be necessary to consistently update all state variables and
uxes within the model.
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Chapter 7
Conclusions and future
directions
Introduction
State Estimation
and
Data Assimilation
Kalman Filtering Particle Filtering
Discharge
Data Assimilation
Soil Moisture
Data Assimilation
Conclusions
This dissertation deals with the application of particle lters to hydrologic
systems either for improving ood forecasting systems or for the assimilation
of sparse soil moisture observations into a distributed hydrologic model. The
summary and the corresponding conclusions are presented in this section
along with the possible directions for further research.
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7.1 Assimilation of discharge data
7.1.1 Conclusions
In this work two alternatives to improve the performance of the particle
lter have been considered. The rst approach consists of implementing a
resample move step in the standard particle lter structure, while the sec-
ond approach consists of the combination of two nonlinear/Gaussian lters
which are the ensemble Kalman lter and the Gaussian particle lter. The
performances of the ensemble Kalman lter and the particle lters are as-
sessed through experiments with synthetic discharge observations and in-situ
discharge data.
In the synthetic experiment, the errors assumed in the control set-up al-
low for an evaluation of the data assimilation methods in a non-Gaussian
scenario or close to this scenario. In non-Gaussian scenario, the standard
particle lter should outperform the ensemble Kalman lter. The results
showed an improvement of the SPF over the EnKF. However, the obtained
improvement is relatively small. The reason of the slight improvement in
the synthetic study is attributed to the recombination of the model states
and model parameters performed by the resampling step. This nding leads
to the recommendation that state-parameter estimation needs to be consid-
ered in further studies. The results obtained from the experiment with real
data and concerning the performances of the EnKF and the SPF indicates
an outperformance of the SPF.
In general, the standard particle lter with resample-move step shows a
consistent performance. SPF-RM outperforms the standard implementation
of the particle lter by dispersing the particle set after the resampling step.
The additional RM step increases the computation time since extra particles
are obtained from a second run of the rainfall-runo model.
The variant of the Gaussian particle lter, EnGPF outperformed the EnKF
and the SPF in general, but EnGPF performed slightly better than the
particle lter with resample-move steps in the real experiment. The good
results corresponding to the EnGPF performance are attributed to the use
of a better importance density function compared to the SPF and its vari-
ant. Additionally, the importance sampling step in the EnGPF does not
involve resampling but the sampling of Gaussian distributed particles. The
latter could lead to a divergence of the lter performance when the real pos-
terior density distribution is dierent from Gaussian. However, the results
of this study show that the EnGPF is able to deal with non-Gaussian er-
ror structure. The model used in this study corresponds to a parsimonious
rainfall-runo model and the concentration time (time needed for water to
ow from the most remote point to the outlet) of the study area is smaller
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than the model time step allowing for a simplication in the computation
of the output ow. Further research is needed to extend the potential use
of the EnGPF methodology to complex hydrologic models. In this context,
the absence of the resampling step in the EnGPF methodology allows for
a straightforward parallel implementation of the algorithm which can be
useful in the application to spatially distributed hydrologic models.
Finally, the dynamic adjustment of the noise levels based on the accuracy
of the mean prediction relative to the ensemble spread demonstrated the
increase in the eectiveness of data assimilation methods. In this study, the
initial ensemble spread before assimilation was optimized by the identica-
tion of the noise levels in order to assure enough ensemble spread as to cover
the observations during the entire simulation period.
7.1.2 Future research
The ensemble Gaussian particle lter is a promising tool for improving ood
forecasting systems. Additional research is needed to extend the application
of this lter to complex distributed hydrologic systems. However, the lter
is prone to suer from divergence in extreme non-Gaussian conditions. In
order to generalize the application of the lter to all kind of non-Gaussian
scenarios, the Gaussian sum approach can be adopted as a methodology to
increase the robustness of the EnGPF.
7.2 Assimilation of soil moisture data
7.2.1 Conclusions
The standard particle lter with parameter resampling has been evaluated
for the performance in assimilation of soil moisture and the impact thereof
on baseow uxes. The lter performs relatively good for the correction
of the modeled soil moisture, although it should be noted the presence of
bias. The impact of the soil moisture assimilation on the baseow results
indicates a strong negative eect. The SPF-PR approach is presented as a
solution to this shortcoming in the SPF performance.
The SPF-PR methodology strives on the correction of the consistency be-
tween parameters and soil moisture states replicating the consistent parame-
ters and rejecting the erratic parameter values. Results indicate a notorious
improvement of the performance not only in the estimation of the soil mois-
ture but also in the inuence on the baseow.
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Yet, a severe replication aects the parameter diversity and leads to an
improper representation of the posterior pdf when assimilating data. The
perturbation of the resampled parameter set by a white Gaussian noise with
zero mean and predened standard deviation mitigates the side-eects of the
replication.
The robustness of the SPF-PR has been tested through the evaluation of
the SPF-PR lter for dierent parameter sets and dierent assimilation fre-
quencies. An overall conclusion is that the addition of parameter resampling
is eective in removing the bias.
7.2.2 Future research
The application of the particle lter in this work corresponds to a proof of
concept study. Therefore, further research should involve the application
of the methodology presented in this manuscript to a real-life scenario with
in-situ or remote sensing based soil moisture observations.
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Bayesian state inference
The aim of this section is to present a detailed formulation of the equations
presented in Chapter 2.
In Chapter 2, the state transition distribution and the measurement dis-
tribution are dened. Here, these distributions are generalized in order to
consider the complete sequence of the state and measurements up to time t;
that is:
p(x1:t) = p1(x1)
tY
k=2
f(xkjxk 1) (1)
and
p(y1:tjx1:t) =
tY
k=1
h(ykjxk) (2)
Based on the denition of the former distributions, the goal of state inference
is to nd the smoothing distribution which can be written as a posterior
distribution as follows:
p(x1:tjy1:t) = p(x1:t;y1:t)
p(y1:t)
(3)
where p(x1:t;y1:t) is the unnormalized posterior distribution. According to
(3) the unnormalized posterior can be written as:
p(x1:t;y1:t) = p(x1:tjy1:t)p(y1:t) (4)
by applying the Bayes's rule to the posterior distribution in (4), we obtain:
p(x1:tjy1:t) = p(y1:tjx1:t)p(x1:t)
p(y1:t)
(5)
If we insert (5) into (4), we obtain an expression for the unnormalized pos-
terior which depends on the distributions presented in (1) and (2); that
is:
p(x1:t;y1:t) = p(y1:tjx1:t)p(x1:t) (6)
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The normalizing constant in (3) is given by:
p(y1:t) =
Z
p(x1:t;y1:t)dx1:t (7)
A recursive expression of the unnormalized distribution (4) is given by:
p(x1:t;y1:t) = p(x1:t 1;y1:t 1;xt;yt) (8)
Considering independent events, (8) can be written as:
p(x1:t;y1:t) = p(x1:t 1;y1:t 1)p(xt;yt) (9)
where according to (6):
p(xt;yt) = p(ytjxt)p(xt) (10)
By inserting (10) into (9), the posterior can be written as:
p(x1:t;y1:t) = p(x1:t 1;y1:t 1)h(ytjxt)f(xtjxt 1) (11)
The joint distributions in (11) can be written as conditional distributions
according to (4)
p(x1:tjy1:t)p(y1:t) = p(x1:t 1jy1:t 1)p(y1:t 1)h(ytjxt)f(xtjxt 1) (12)
In (12), the distributions p(y1:n), p(y1:n 1) can be written as:
p(y1:t 1)
p(yt;y1:t 1)
=
p(y1:t 1)
p(ytjy1:t 1)p(y1:t 1) =
1
p(ytjy1:t 1) (13)
Finally, by replacing (13) in (12), the smoothing distribution is given by:
p(x1:tjy1:t) = p(x1:t 1jy1:t 1)h(ytjxt)f(xtjxt 1)
p(ytjy1:t 1) (14)
where
p(ynjy1:n 1) =
Z
p(x1:t 1jy1:t 1)h(ytjxt)f(xtjxt 1)dxt 1:t (15)
The prediction step can be written from (14) as follows:
p(x1:tjy1:t 1) = p(x1:t 1jy1:t 1)f(xtjxt 1) (16)
The marginal distribution (ltering distribution) is obtained from (16) by
integrating out (marginalizing) x1:t 1
p(xtjy1:t 1) =
Z
p(x1:t 1;xtjy1:t 1)dx1:t 1
p(xtjy1:t 1) =
Z
p(x1:t 1jy1:t 1)p(xtjx1:t 1)dx1:t 1 (17)
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In (17), the Markov property is applied to the dynamics, as a result the
equations of the Bayes's lter are obtained. The prediction step:
p(xtjy1:t 1) =
Z
f(xtjxt 1)p(xt 1jy1:t 1)dxt 1 (18)
and the correction step:
p(xtjy1:t) = h(ytjxt)p(xtjy1:t 1)R
h(ytjxt)p(xtjy1:t 1)dxt (19)
141
142
Assimilation of soil moisture
data with the EnKF
The EnKF has been widely used and accepted as a sequential data assimila-
tion method in Geosciences. Thus, the results from the EnKF are presented
in this appendix.
Data assimilation is performed every week with the rst DA event at 08-
February-2007 and the last at 24-May-2007. All the 16 DA events are indi-
cated by black arrows in the gures and the simulation period corresponds
to the rst half of year 2007 (01/January-01/July). In order to quantify
the lter performances, the Root Mean Square Error (RMSE) is computed
around the time period corresponding to 1 day before the rst DA event
and 1 day after the last DA event.
The upper part of gure 1 shows the evolution over time of the 64 soil mois-
ture ensemble members in light gray color, the ensemble mean in a black
dashed line corresponding to the EnKF performance and the synthetic ob-
servations in red dotted line. From the gure, it is noticeable the correction
of the soil moisture values at every DA assimilation event. Moreover, the
corresponding correction is not persistent since after some simulation time
steps the eect of the assimilation disappears and the RMSE between the
estimated and the observed soil moisture with a value of 2.50 vol%, indi-
cates a low improvement when contrasting against the RMSE between the
ensemble mean and the observations 3.07 vol%.
The inuence of the soil moisture assimilation on the baseow can be seen
in the lower part of gure 1, every arrow indicates the corresponding soil
moisture assimilation event and at rst glance it is noticeable the presence
of small peaks in the behavior of the baseow as a consequence of the assim-
ilation. The RMSE values of 4:786 10 6 [mms 1] for the baseow ensemble
mean and 6:908  10 6 [mms 1] for the aected baseow corroborates the
negative impact on the baseow after the assimilation.
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Figure 1: Kalman lter performance and assimilation impact on the base-
ow.
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