Abstract. We investigate Mahonian and Eulerian probability distributions given by inversions and descents in general finite Coxeter groups. We provide uniform formulas for the means and variances in terms of Coxeter group data in both cases. We also provide uniform formulas for the double-Eulerian probability distribution of the sum of descents and inverse descents. We finally establish necessary and sufficient conditions for general sequences of Coxeter groups of increasing rank under which Mahonian and Eulerian probability distributions satisfy central and local limit theorems.
Introduction
Properties of random permutations are important in many areas of applied mathematics, for example in statistical ranking where the collected data consists of permutations. Instead of studying the actual permutations, applications often work with permutation statistics. The most common include the numbers of cycles of various sizes, or the numbers of inversions and descents. When permutations in the symmetric group are drawn uniformly at random, the asymptotics of the resulting random variables (as the size of the symmetric group tends to infinity) are well-studied. Exact formulas for the moments and limit theorems for the corresponding distributions are known. In this paper we extend the study of counting inversions and descents of random permutations to random elements of finite Coxeter groups. We illustrate in detail how to compute means and variances, and follow the product formula approach by Bender [1] to give necessary and sufficient conditions on sequences of finite Coxeter groups of increasing rank such that the numbers of inversions and descents satisfy central and local limit theorems. For permutations those are well-known phenomena. We refer to [5, 6, 17] for these and further applications of Bender's approach. Limit theorems for permutation statistics are a topic of continuing interest, we refer to [9] for a recent consideration of the statistic given by the number of variable X st on N when evaluated on permutation that is chosen uniformly at random. These two concepts are linked via the generating function of a statistic
since Prob(X st = k) = Prob(X Gst = k). In particular, the distribution of the random variable X st only depends on the generating function of the statistic st.
Two basic and important examples of permutation statistics are the number of inversions inv(π) = #Inv(π) (findstat.org/St000018) and of descents des(π) = #Des(π) of π ∈ S n (findstat.org/St000021), where Inv(π) = (i, j) | 1 ≤ i < j ≤ n, π(i) > π(j) , Des(π) = i | 1 ≤ i < n, π(i) > π(i + 1) .
The Mahonian number (oeis.org/A000302) is the number of permutations in S n with k inversions and the Eulerian number (oeis.org/A008292) is the number of permutations in S n with k descents. The Eulerian numbers have a long history. Euler encountered them in the context of the evaluation of the sum of alternating powers (1 n −2 n +3 n −· · · ). The combinatorial definition that we use now became popular only during the 20th century. See [16] for everything on Eulerian numbers. The probability distributions for the random variables X inv and X des are respectively called Mahonian probability distribution and the Eulerian probability distribution. Both are well studied, see [1] for a unified treatment. Many extensions of these distributions are known. Two examples are a central limit theorem for the Mahonian probability distribution on multiset permutations [8] , and a central limit theorem for Mahonian and Eulerian distribution on colored permutations [10] .
In this paper, we generalize and extend results about inversions and descents to general finite Coxeter groups. Let (W, S) be a finite Coxeter group of rank n = |S|. The elements in S are the simple reflections. Let ∆ ⊆ Φ + ⊂ Φ = Φ + ⊔ Φ − be a root system for (W, S) with simple roots ∆ and positive roots Φ + . We refer to [4, Part 1] for background on finite Coxeter groups. Slightly abusing notation, we always think of a Coxeter group as coming with a fixed system of simple roots. As usual, let m(s, t) denote the order of the product st ∈ W for two simple reflections s = t. We set (2.1) m max = m max (W ) = max m(s, t) | s, t ∈ S and observe that 2m max is the maximal size of a dihedral parabolic subgroup of W . All different products of the elements in S are conjugate in W and thus have the same order h which is called Coxeter number of W . The eigenvalues of these elements are {e 2πi(d k −1)/h } where {d 1 , . . . , d n } are the degrees of W .
For w ∈ W , one defines W -inversions and W -descents by Inv(w) = β ∈ Φ + | w(β) ∈ Φ − , Des(w) = β ∈ ∆ | w(β) ∈ Φ − , and we set inv(w) = #Inv(w) and des(w) = #Des(w). These definitions specialize to the known definitions in the permutation group. Positive roots in A n = S n+1 can be realized as Φ + = {e i −e j | 1 ≤ i < j ≤ n+1} and simple roots as {e i −e i+1 | 1 ≤ i ≤ n}. Therefore inversions and descents in the one-line notation for S n+1 correspond to A n -inversions and, respectively, to A n -descents. Consider for example the permutation π = [2, 5, 1, 3, 6, 4] = (12)(45)(34)(23)(56).
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In this case, we have Inv(π) = {13, 23, 24, 26, 56} ↔ {e 1 − e 3 , e 2 − e 3 , e 2 − e 4 , e 2 − e 4 , e 2 − e 6 , e 5 − e 6 },
5 } ↔ { e 2 − e 3 , e 5 − e 6 }.
As above, the W -Mahonian numbers and W -Eulerian numbers are numbers of elements in W with exactly k W -inversions, and, respectively, W -descents. The random variables X inv and X des are defined by the number of W -inversions and, respectively, the number of W -descents of a random element in W . Their distributions are given by the W -Mahonian distribution and the W -Eulerian distribution defined using their generating functions
and G des (W ; z) = w∈W z des(w) .
Remark 2.1. One could also study more general statistics interpolating between Wdescents and W -inversions by defining st
where I is any subset of positive roots. At the end of Section 3, we discuss how to analyze mean and variance of the distribution of any such statistic. However, the arguments for limit theorems depend on the concrete product structure of the generating functions, and do not apply to interpolating distributions in general.
Given a product W = W ′ × W ′′ of Coxeter groups, for both st = des and st = inv we have decompositions 
. The main ingredients in the subsequent constructions from general finite Coxeter groups are the following properties of inversions and descents. Following [20] , a polynomial f = a n z n + a n−1 z
If the sequence a 0 , . . . , a n has no internal zeroes, then log-concavity implies unimodality. A stronger condition implying log-concavity is that f has only real nonpositive roots, that is, f = k (z + q i ) with q i ∈ R ≥0 , see [20, Theorem 2] .
(often used as q-integer). The following statement can be found for example in [4, Chapter 7] . Theorem 2.3. Let W be a finite Coxeter group of rank n with degrees d 1 , . . . , d n . The generating function for the number of inversions satisfies
In particular, the sequence of coefficients of G inv is log-concave and unimodal.
The next statement was proven in all irreducible types except type D in [7] while type D was only recently settled in [19] . Theorem 2.4. Let (W, S) be a finite Coxeter group of rank n. Then G des has only real negative roots,
for some q 1 , . . . , q n ∈ R >0 . In particular, the sequence of coefficients of G des is log-concave and unimodal.
2.1.
Inversions and descents in classical types. The Coxeter group of type B n can be realized as the group of signed permutations, that is antisymmetric bijections on {±1, . . . , ±n}. In symbols,
We represent signed permutations in their one-line notation π = [π(1), . . . , π(n)] where π(i) ∈ {±1, . . . , ±n} and {|π(1)|, |π(2)|, . . . , |π(n)|} = {1, . . . , n}. The Coxeter group of type D n can be realized as the group of even signed permutations, the subgroup of B n of index 2 containing all signed permutations whose one-line notation contains an even number of negative entries. That is, 
and define descents as (2.6) Des(π) = 0 ≤ i < n | π(i) > π(i + 1) .
The Mahonian distribution
Theorem 3.1. Let W be a finite Coxeter group. The W -Mahonian distribution X inv has mean and variance
where n is the rank of W and d 1 , . . . , d n are the degrees of W .
The theorem can be written explicitly as follows.
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Corollary 3.2. In the situation of the previous theorem, the W -Mahonian distribution has variances
We prove Theorem 3.1 using a well-known description of the generating function of the number of inversions in general finite Coxeter groups. Corollary 3.2 follows from this description but we also provide an explicit proof in the classical types. 
for independent random variables X d 1 , . . . , X dn . Therefore, the mean and variance of X f are, respectively, the sums of the means and variances of the individual X d k . These are well-known to be E(
Proof of Theorem 3.1. This is a direct application of Proposition 3.3 given (2.2).
For the proof of Corollary 3.2 it is now sufficient to look up the degrees of the irreducible finite Coxeter groups given by 2, 3, . . . , n + 1 To this end, define indicator random variables corresponding to the three sets in (2.4) .
These random variables can be interpreted as indicating how π acts on the positive roots if one identifies
With these definitions and (2.4) we have
For the alternative proof of Corollary 3.2, using V(X) = E(X 2 ) − E(X) 2 , one needs to control the covariances among the random variables. The mean of X inv is easily confirmed as a warm-up to the following computation recalculating V(X inv ) in type B n :
The formula is written so that each summand is given by the product of the "number of occurrences of a pattern" times the "probability of this pattern". This is the number of indices ij, kl (or ij, k) of a given pattern times the probability that
. Working out all the summands is simple and instructive. As an example, the two summands in "Y • with Y • " are given by
because the Y
• i are independent among each other and E(Y
n 4 from the result above we find Corollary 3.2 in type B n . The variance formulas for types A n−1 and D n can be deduced from above, omitting all terms that contain
The same argument can also be used to analyze the distribution X st I of any statistic
where I is any subset of positive roots as in Remark 2.1. First, there is a uniform argument to compute the mean. 
|I|.
Proof. Let w • ∈ W be the unique element with Inv(
Since st I (w) = |Inv(w) ∩ I|, we obtain that st I (w) + st I (w • w) = |I| and the statement follows because w → w • w is a bijection (indeed an involution) on W .
To obtain the variance of st I as well, one proceeds as in the direct proof of Corollary 3.2, this time using only the variables Y 
where X β is the random variable corresponding to the positive root β ∈ I.
The Eulerian distribution
Theorem 4.1. Let (W, S) be an irreducible finite Coxeter group of rank at least two and let m = m max denote half the size of a dihedral parabolic subgroup of W as in (2.1). The W -Eulerian distribution X des has mean and variance
where n is the rank of W .
The theorem can be written explicitly as follows. 
Remark 4.3. The groups of types A n−1 and B n are also wreath products C r ≀ S n where C r is the cyclic group on r letters. In [10] , Chow and Mansour consider the distributions of various statistics on these groups, including the number of descents. For this statistic, Steingrímson's formula for the generating functions yields mean and variance. Then, using a theorem of Aissen, Schoenberg and Whitney, Chow and Mansour find that the coefficient sequences of the generating functions are log-concave and from this central and local limit theorems can be derived. 
Observe that the palindromicity G des (W ; z) = z n · G des (W ; z −1 ) implies that the equation for the mean is trivially satisfied because the roots come in inverse pairs q and q −1 . On the other hand, we are not aware of any previously known property of the roots which implies the equation for the variance.
The proof of Theorem 4.1 can be deduced from the following lemma used to control the covariances among the individual descents contributing to X des . The lemma can be found for example in [4, Corollary 2.4.5(ii)].
Lemma 4.5. Let (W, S) be a finite Coxeter group. For J ⊆ S denote by W J the subgroup of W generated by J and set
Proof of Theorem 4.1. The proof for the mean follows from its linearity together with Lemma 4.5 as follows. Given any s ∈ S, we have |W {s} | = 2 and thus,
Here, we used that D {s} contains exactly the elements in W having s as a descent. We next compute the variance as
Here, the first equation is the definition, the second equation is the linearity of the mean, the third equation uses that the n summands with s = t contribute 1/2 each. The fourth equation is obtained as follows. According to Lemma 4.5, each pair s = t contributes 1/|W {s,t} |, and |W {s,t} | = 2m(s, t). The Coxeter diagram of an irreducible Coxeter group is 9 a tree having at most one label m > 3. Therefore, there are 2 n 2 −(n−1) = (n−1)(n−2) summands s = t with m(s, t) = 2, each contributing 1/4, there are 2(n − 2) summands s = t with m(s, t) = 3, each contributing 1/6, and there are two summands s = t with m(s, t) = m, each contributing
As for the number of inversions, we also discuss an alternative direct proof using the combinatorial interpretations of descents in (2.6). We start with defining the indicator random variables (4.1)
The definition of Y (i) is different in each type because of (2.5). In any case, the number of descents of a random element π ∈ W is the sum of such random variables and mean and variance can be computed from this sum since (2.6) implies that
in types B n and D n , while the sum is from 1 to n in type A n . The A n -case is well-known. Proposition 4.6. The mean and variance of the Eulerian distribution on A n are
Proof. The mean is clear from linearity and E(
we distinguish three types of summands:
, since π(a) > π(a + 1) > π(a + 2) for 1 ≤ a < n − 1 occurs exactly once among the six equally likely possibilities.
• For the summands with |i − j| > 1 we have E(
We thus find
Proposition 4.7. The mean and variance of the B n -Eulerian distribution are
Proof. Again, E(X des ) = n/2 is clear from linearity of E. To compute E(X 2 des ) we split the sum over pairs i, j ∈ {0, . . . , n − 1} into four types of summands.
• The n summands with
• The 2(n − 2) summands with |i − j| = 1 and i, j > 0 give E(Y (i) Y (j) ) = 1/6 for the same reason as in Proposition 4.6.
• The 2 summands with {i, j} = {0, 1} give E(Y (i) Y (j) ) = 1/8. This is because 0 > π(1) > π(2) occurs in exactly one of eight equally likely possibilities π(1), π(2) ≶ 0 and π(1) > π(2).
• Finally, the n
Proposition 4.8. The mean and variance of the D n -Eulerian distribution are
Proof. By linearity of E again E(X des ) = n/2. To compute E(X 2 des ) we here consider five types of pairs i, j ∈ {0, . . . , n − 1}.
• The 2 summands with {i,
. This is because one asks how often −π(3) > −π(2) > π(1).
• Finally, in all other summands E(
In total we have
Proof of Corollary 4.2. The classical types are dealt with in Propositions 4.6, 4.7 and 4.8. The computation in the dihedral types I 2 (m) is obvious, and the remaining were computed using Sage [11] .
The double-Eulerian distribution
An inverse descent (also known as recoil or ligne of route) of a permutation π is a descent of π −1 , ides(π) = des(π −1 ).
Permutations with k descents and ℓ inverse descents have been studied in various contexts; we refer to the unpublished manuscript by Foata and Han [13] for a detailed combinatorial treatment of this bi-statistic. To emphasize its bivariate nature, we refer to the numbers of permutations with k descents and ℓ inverse descents as the bi-Eulerian numbers and to the numbers of permutations such that des(π) + ides(π) equals k as the double-Eulerian numbers (oeis.org/A298248). Several papers use the term double-Eulerian numbers already for the bivariate version. Others, such as [15] , refer to the bi-statistic as the two-sided Eulerian numbers. We have chosen the present terms in order to clarify the distinction between the bivariate statistic (des(π), ides(π)) and the univariate statistic des(π) + ides(π) (findstat.org/St000824). We thus call the probability distributions for the random variables X des+ides double-Eulerian probability distribution.
In type A n , Chatterjee and Diaconis [9] computed the mean and variance of the doubleEulerian distribution as
We generalize this result uniformly to all finite Coxeter groups.
Theorem 5.1. Let W be an irreducible finite Coxeter group of rank n and Coxeter number h. Then
Corollary 5.2. In the situation of the previous theorem, the W -double-Eulerian distribution has variances
In this case of descents plus inverse descents, we do not have a uniform argument for the variances. Before providing a case-by-case analysis of the situation, we present a corollary concerning double cosets in finite Coxeter groups. The following lemma can for example be found in [2, Proposition 2.7(b)]. Observe that double cosets are, in general, not all of the same cardinality. In particular, the previous lemma does not provide a uniform counting formula for the set I D J . Given Theorem 5.1, one may now deduce a uniform sum count of all cardinalities of double cosets of the form W I \W/W J with |I| = |J| = 1. 
Proof. Lemma 5.3 shows that W {s} \W/W {t} equals the number of elements in W having t as a descent and s as an inverse descent. The linearity of the mean thus implies that
The desired conclusion is therefore equivalent to the conclusion in Theorem 5.1.
We turn to the proof of Theorem 5.1, which we divide into three propositions, one for each type. In analogy to the random variables Y (i) from (4.2), definẽ
Using the two sets of random variables we write Proposition 5.6. The mean and variance of the distribution X des+ides on A n are E(X des+ides ) = n, V(X des+ides ) = 2V(X des ) + n/(n + 1).
Proof. The computation for the mean is obvious. For the variance, we first record that (5.2) implies that
where we used that X des = X ides and that n = E(X des+ides ) = 2E(X des ). We thus aim to show that
For fixed 1 ≤ i, j ≤ n, by Remark 5.5, Y (i)Ỹ (j) = 1 if and only if π(i) > π(i + 1) and j, j + 1 are out of order in the one-line notation of π. We claim the following expression for the mean:
Since |A n | = (n + 1)! we show that the numerator counts the number of permutations for which Y (i)Ỹ (j) = 1. We consider 6 different types of permutations π ∈ A n . The following table lists a type of permutation together with the number of such permutations and the probability that Y (i)Ỹ (j) = 1.
The claim follows. Using that n i,j=1
we obtain
Proposition 5.7. The mean and variance of the distribution X des+ides on B n are
Proof. The computation for the mean is obvious. For the variance, we follow the same argument as for A n , except that we have to deal with more cases. The main step is again to analyze the mean of a summand E(Y (i)Ỹ (j) ), using in particular Remark 5.5. We organize the summands into different cases which are presented as tables containing numbers of occurrences and probabilities. The caption of each table is one of the 6 mutually exclusive situations as for the symmetric group. Now each table has (at most) four rows indicating the special cases that i = 0 or j = 0 as follows:
Rows for impossible situations are omitted. Every row contains in order the sign indicator, the number of signed permutations in this situation, and the probability that Y iỸj = 1. In cases 3-6, these probabilities also depend on the signs of π(i), π(i + 1), π −1 (j), π −1 (j + 1). In these tables there are four columns with probabilities, labeled by ±-sequences.
Case 3: |π(i)| = j, |π(i + 1)| = j + 1: We discuss one entry in detail to illustrate how to read these tables. Consider the highlighted situation i, j > 0 with π(i), π(i + 1), π −1 (j + 1) > 0 in Case 4. The two possible signs for π −1 (j) are treated separately and correspond to the sum in the entry. That is, for π −1 (j) > 0 the probability is
, while for π −1 (j) < 0 the probability is j−1 n−2 · 0. First, we count signed permutations in this case, treating absolute value and signs individually. The value |π(i)| = j + 1 is fixed, and |π(i + 1)| = j means that there are n − 2 choices for the absolute value of π(i + 1) and (n − 2)! choices for the absolute values of {π(k) | k = i, i + 1}. Four signs are fixed by the column label, but since |π(i)| = j + 1, the signs of π(i) and π −1 (j + 1) coincide, giving a total of n − 3 signs which can be chosen freely, giving in total 2 n−3 possible sign configurations for the remaining entries. Second, the probability that i is a descent is j−1 n−2 since π(i) = j + 1, π(i + 1) > 0 and π(i + 1) = j leaving j − 1 possible values for π(i + 1) out of n − 2 in total.
Third, we consider the two possibilities for the sign of π −1 (j). The probability that i is a descent is independent of this because |π(i + 1)| = j. If π −1 (j) > 0, we have, according to Remark 5.5, that j + 1 must be to the left of j. Since j + 1 is in position i, and j cannot be in position i + 1, there are n − i − 1 positions to the right, out of n − 2 positions in total. If π −1 (j) < 0, than j cannot be an inverse descent since this situation does not appear as a possibility in Remark 5.5.
In total, a random signed permutation in this situation has a descent in position i and an inverse descent in position j with probability
Summing all 6 cases individually for 0 ≤ i, j < n, and then summing the cases yields
Proposition 5.8. The mean and variance of the distribution X des+ides on D n are E(X des+ides ) = n, V(X des+ides ) = 2V(X des ) + n/(2n − 2).
Proof. The computation for the mean is obvious. This time, we have to show that
This can be obtained from the variance in type B as follows. Even though we follow the convention π(0) = −π(2) for computing descents in type D, we follow the type B convention to distinguish the cases. That is, we let π(0) = 0 in the case distinction. One can check that except for three situations listed below, one obtains the same probabilities, but half the counts compared to type B (since D n is an index 2 subgroup of B n ). The three exceptions are the following replacements situation 0+ in Case 6: 2 n−2 (n − 1)! 2 n−3 · n(n − 2)! situation +0 in Case 4: 2 n−2 (n − 1)! 2 n−3 · n(n − 2)! situation 00 in Case 2:
Here, each situation is meant as the total contribution of this complete row in the above table. This is,
We explain this in Case 2, the others being similar. In type B n in this situation and case, π (1) is determined by j + 1, so there are (n − 1)! permutations left, together with 2 n−1 signs that yield a descents and an inverse descent at the same time. On the other hand, in type D n , one has to check that both π(2) < 0 and π −1 (2) < 0. So one either has |π(2)| = 2 and obtains (n − 2)! permutations and 2 n−2 possible signs, or one has |π(2)| = 2 and has (n − 2)(n − 2)! permutation and 2 n−3 possible signs. Summing these yields 2 n−2 (n − 2)! + 2 n−3 (n − 2)(n − 2)! = 2 n−3 · n(n − 2)! .
Observing that the situation 00 occurs once, while each of the situations 0+ and +0 occurs n − 1 times, we obtain
We are thus ready to deduce the proposition. Let
be the formula from the proof in type B n . Then the analogous formula in type D n is
We finally compute
Proof of Theorem 5.1 and of Corollary 5.2. The classical types were dealed in Propositions 5.6, 5.7 and 5.8. The computation in the dihedral types I 2 (m) is obvious, and the remaining were computed using Sage [11] .
Limit theorems
We finally turn to the limit theorems for Mahonian and Eulerian distributions of sequences of Coxeter groups of increasing rank. These depend only very mildly on the concrete sequence of finite Coxeter groups in the sense that only the maximal sizes of dihedral parabolic subgroups play a role, see Propositions 6.3 and 6.4 and Corollary 6.5.
For each n ∈ N, let X (n) be a real valued random variable with cumulative distribution function F n (x) = Prob(X (n) ≤ x), and let D be a distribution with cumulative distribu-
for all x ∈ R where F is continuous. Denote the standard normal distribution by N(0, 1). The sequence X (n) satisfies the CLT if, for n → ∞,
Set X inv (W ) and X des (W ) to be, respectively, the Mahonian distribution and the Eulerian distribution on a finite Coxeter group W .
. . be an infinite sequence of finite Coxeter groups such that W (n) has rank n, maximal degree d n , and variance s 2 n . Then X inv (W (n) ) satisfies the CLT if and only if d n /s n −→ 0 for n → ∞.
. . be an infinite sequence of finite Coxeter groups such that W (n) has rank n and variance s 2 n . Then X des (W (n) ) satisfies the CLT if and only if
For functions f, g : N + → R ≥0 , we use big-O-notation f (n) ∈ O(g(n)), if there exists c > 0 and an N ∈ N such that for all n ≥ N, we have f (n) ≤ cg(n), and we use littleo-notation f (n) ∈ o(g(n)), if for all c > 0 there exists an N ∈ N with this property. We often use the equivalence
Proposition 6.3. In the notation of Theorem 6.1, the condition d n /s n −→ 0 is equivalent to the condition m n /s n −→ 0 where m n = m max (W (n) ) is half the maximal size of a dihedral parabolic subgroup of W (n) .
Proof. First, observe that all degrees are at least 2, implying that s n / ∈ o(n) and in particular s n −→ ∞. Together with Theorem 3.1, this also implies d n ∈ O(s n ). Also, we have m n ≤ d n for all n and thus m n ∈ O(d n ). After these preliminary observations, we use the degrees of the classical finite Coxeter groups to show that
The forward implication follows from m n ≤ d n . The reverse implication clearly holds if m n / ∈ o(d n ). In the situation m n ∈ o(d n ), for large enough n, the biggest degree d n comes from an irreducible component of a classical type, implying d n ∈ o(s n ) as desired.
In the following proposition, by the non-dihedral component of a finite Coxeter group W we mean the parabolic subgroup of W containing all irreducible components of W that are not of dihedral type. Proposition 6.4. In the notation of Theorem 6.2, the condition s n −→ ∞ holds if and only if (at least) one of the following two properties are satisfied:
• the non-dihedral component of W (n) is not globally bounded in rank,
Proof. We employ Corollary 4.2. Assume first s n −→ ∞. If the non-dihedral component is globally bounded in rank, then the growth of s n is determined by the irreducible dihedral components whose variance sum must diverge as in the second item of the proposition. The reverse implication is clear: If there is an unbounded non-dihedral component, then s n / ∈ o(n) and the divergence of variances in the second item directly gives s n −→ ∞. Propositions 6.3 and 6.4 can be applied to known sequences of finite Coxeter groups, for example, yielding CLTs for sequences of Weyl groups.
. . be an infinite sequence of finite Coxeter groups such that W (n) has rank n and such that the maximal size of dihedral parabolic subgroups of all W (n) is globally bounded. Then X inv (W (n) ) and X des (W (n) ) satisfy CLTs. In particular this holds for any sequence of finite Weyl groups.
Proof. For the Mahonian distribution this follows using Proposition 6.3 since m n is globally bounded. For the Eulerian distribution, if the dihedral part is bounded in size, the non-dihedral part is not bounded in rank and thus Proposition 6.4 yields the sufficient condition for Theorem 6.2.
Remark 6.6. The condition that the rank of W (n) equals n in Theorems 6.1 and 6.2 and Corollary 6.5 may be relaxed to the condition that W (1) , W (2) , . . . is an infinite sequence of finite Coxeter groups of increasing rank. To prove this generalization one needs to work with the more general version of Theorem 6.11 that is discussed in the provided references. We use this mild generalization only in the following example.
Example 6.7. The following four situations show the various possibilities of CLTs for Mahonian and Eulerian distributions, where we set X
and, by Proposition 6.3, X (n) inv satisfies the CLT. For X des we have s
and X inv satisfies the CLT. For X des we have s
× I 2 (n) so that m n = n. For X inv we have s 2 n ∼ n 2 , so X inv does not satisfy the CLT. For X des we have s 2 n ∼ n −→ ∞, so X des satisfies the CLT.
and X inv does not satisfy the CLT. For X des , we have s 2 n = n i=1 1 2 i −→ 1, so X des does not satisfies the CLT.
The central limit theorem gives only a qualitative feel for the behavior of the distributions of X inv and X des . Following Bender [1] , however, we can lift the central limit theorems to the stronger uniform convergence of the probabilities Prob(X (n) inv = k) and Prob(X (n) des = k) to the density of the normal distribution. Theorem 6.8. Let X (n) denote either the Mahonian distribution from Theorem 6.1 or the Eulerian distribution from Theorem 6.2. If X (n) satisfies the CLT then
. Furthermore the rate of convergence depends only on σ n and the rate of convergence in Theorems 6.1 and 6.2.
Remark 6.9. One might be able to strengthen the convergence in Theorem 6.8 to a modGaussian convergence in the sense of [12] . For this one in particular needs to consider also the fourth cumulants of the Mahonian and Eulerian distributions. For the WMahonian distribution one obtains a mod-Gaussian convergence in all classical types. With α n = β n = n in [12, Chapter 5.1] one computes
for some constants σ, L, as needed for the mod-Gaussian convergence. Analogously, for the W -Eulerian distribution, one can use α n = n and β n = 1 and derive the needed property for κ 2 (X (n) ). The computations for κ 4 (X (n) ) might possibly be achieved in the same way as the computation for κ 2 (X (n) ) in Section 4.
Chatterjee and Diaconis have shown a CLT for the double-Eulerian distribution on W (n) = S n [9] . The W -double-Eulerian analogues of the above theorems are open.
Problem 6.10. Find necessary and sufficient conditions on general sequences of finite Coxeter groups of increasing rank under which the double-Eulerian distribution satisfies a CLT.
To prove our theorems, we separate general arguments from probability theory in Section 6.1 from concrete statements using properties of finite Coxeter groups in Section 6.2. 6.1. Conditions for limit theorems. A triangular array is a set of random variables X (n,i) with i = 1, . . . , n for n = 1, 2, . . . , such that for fixed n the random variables X (n,i)
are independent with nonzero finite variances 0 < V(X (n,i) ) < ∞. A triangular array of random variables satisfies the maximum condition if
where we set X (n) = i X (n,i) . It satisfies the Lindeberg condition if, for all ǫ > 0,
, and where I{·} is the indicator function. Theorem 6.11 (Lindeberg-Feller theorem for triangular arrays). Let X (n,i) be a triangular array of random variables, and let X (n) = X (n,1) + · · · + X (n,n) . Then X (n) satisfies the Lindeberg condition if and only if it satisfies the CLT and the maximum condition.
The following proposition is the key ingredient in the proof of Theorem 6.1. Proposition 6.12. For each n ∈ N + , fix integers 2 ≤ d n,1 ≤ · · · ≤ d n,n . Let X (n,i) be independent random variables with discrete uniform distribution on {0, 1, . . . , d n,i −1}. Set
. Then X (n) satisfies the CLT if and only if it satisfies the maximum condition.
The maximum condition in this proposition has the following convenient reformulation. Lemma 6.13. In the notation of Proposition 6.12, we have that X (n) satisfies the maximum condition if and only if d n,n ∈ o(s n ).
The maximum condition is thus equivalent to (d 2 n,n − 1)/s 2 n −→ 0. Since d n,i ≥ 2 for all n and all 1 ≤ i ≤ n, we have that s n −→ ∞ and the maximum condition is equivalent to d n,n s n −→ 0.
Proof of Proposition 6.12. Assume first, that the maximum condition holds. We have Prob(X (n,i) ≥ d n,n ) = 0. Putting this together with Lemma 6.13 we find that for any ǫ > 0 there exists an N such that for all n > N, ǫs n > d n,n . The Lindeberg condition holds as for these n
For the reverse implication we first compute the fourth and sixth cumulant as
as a summand and the odd cumulants vanish. Since the k-th moment is a polynomial in the first k cumulants, this implies that the sixth moment is bounded. Assuming the CLT, [3, Theorem 25.12] yields that the first four central moments of X (n) /s n converge to those of N(0, 1). Consequently
As of February 2018, the database www.FindStat.org [18] contains 1113 combinatorial statistics, including 285 permutation statistics. We have applied the above procedure to all these permutation statistics and searched for statistics st : S n −→ N such that the variance of the random variable X
c with a, b ∈ {0, ±1, ±2} and c ∈ {0, 1, 2, 3, 4, 5} and polynomial f ∈ Q[n] such that the Lagrange interpolation had at least three more data points than the degree of f .
Among the 285 permutation statistics, there are 14 Mahonian statistics and 13 Eulerian statistics. On top of these we found additional statistics for which the Lagrange interpolation suggest variances of the above form and we list them below. Every table contains in its headline all statistics that yield one fixed random variable X (n) st followed by the interpolated mean and variance for that random variable. Below we list numerical values for higher cumulantsκ
1/2 . To read this numerical information, recall that, assuming bounded moments, X st satisfies the CLT if and only if for all k ≥ 3, one hasκ
Some of these distributions are well-known (e.g the number of fixed points St000022) and some are not hard to compute (such as the sum of the descent tops St000111 or the sum of the descent bottoms St000154). Others seem unexpected at first glance (such as eigenvalues, indexed by permutations, of the random-to-random operator acting on the regular representation St000500). Finally, the computational data suggests central limit theorems for multiple of the below statistics.
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