We consider the partition lattice Πκ on any set of transfinite cardinality κ and properties of Πκ whose analogues do not hold for finite cardinalities. Assuming the Axiom of Choice we prove: (I) the cardinality of any maximal well-ordered chain is between the cofinality cf(κ) and κ, and κ always occurs as the cardinality of a maximal well-ordered chain; (II) there are maximal chains in Πκ of cardinality > κ; (III) if, for every ordinal δ with |δ| < κ, we have 2 |δ| < 2 κ , there exists a maximal chain of cardinality < 2 κ (but ≥ κ) in Π2κ .; (IV) there are maximal antichains of cardinality κ and 2 κ ; (V) every (non-, non-⊥) element of Πκ has at least cf(κ) and at most 2 κ complements, and both cardinalities occur for partitions in Πκ; (VI) Πκ is not orthocomplemented for any, finite or infinite, cardinality κ > 2.
Let κ be a cardinal and let S be a set of cardinality κ. The set of partitions of S forms a lattice when endowed with the binary relation ≤, called refinement, defined by P ≤ Q if and only if each block of P is a subset of a block of Q. This lattice is called the partition lattice on S, and is denoted Π(S). By the standard correspondence between partitions and equivalence relations, it follows that Π(S) is isomorphic to the lattice Equ(S) of equivalence relations on S ordered by set inclusion on S × S.
As the particulars of S do not affect the order-theoretic properties of Π(S) we shall without loss of generality restrict our attention to the lattice Π κ = Π(κ). Initiated by a seminal paper by Ore [Ore42] , many of the properties of Π κ that hold for arbitrary cardinals κ are well-known. Indeed, it is known that Π κ is complete, matroid (hence atomistic and semimodular), non-modular (hence non-distributive) for κ ≥ 4, relatively complemented (hence complemented), and simple [Bir40, [8] [9] , [RS92] , [Grä03, Sec. IV.4 ].
For properties depending on κ, only a few results exist in the literature for infinite κ. Czédli has proved that if there is no inaccessible cardinal ≤ κ then (i) if κ ≥ 4, Π κ is generated by four elements [Czé96] , (ii) if κ ≥ 7, Π κ is (1+1+2)-generated [Czé99] . It appears that no further results are known, beyond those holding for all cardinalities, finite or infinite. The aim of the present note is to prove a number of results concerning Π κ that depend on κ being an infinite cardinal.
Preliminaries and notation
We work in ZF with the full Axiom of Choice. As usual, a set S is well-ordered iff it is totally ordered and every non-empty subset of S has a least element. Throughout the paper, we use von Neumann's characterization of ordinals: a set S is an ordinal iff it is strictly well-ordered by and every element of S is a subset of S. The order type of a well-ordered set S is the (necessarily unique) ordinal α that is order-isomorphic to S. Cardinals and ordinals are denoted by Greek letters α, β, δ, γ, . . . for ordinals and κ, λ, . . . for cardinals. We denote by ω κ the initial ordinal of κ, and by |α| the cardinality of α. The cardinality of a set is denoted |S| and its powerset is denoted P (S).
Recall that a chain in a poset (P, ≤) is a subset of P that is totally ordered by ≤. Similarly, an antichain in (P, ≤) is a subset of P such that any two distinct elements of the subset are ≤-incomparable. A chain (respectively, antichain) in (P, ≤) is maximal if no element of P can be added to the chain without losing the property of being a chain (respectively, antichain). Observe that the bottom element, ⊥, and the top element, , are elements of any maximal chain. A chain C in (P, ≤) is saturated if, for any two elements Q, S of the chain with Q < S, there is no element R ∈ P − C such that Q < R < S. By the Maximal Chain Theorem [Hau14] , every chain in a poset is contained in a maximal chain.
We denote partitions (and equivalences) of κ by capital italic Roman letters P, Q, . . ., and denote subsets of Π κ such as chains and antichains by capital boldface letters C, D, . . .; If P = {B δ } is a partition, we call each of its elements B δ a block. A partition naturally induces an equivalence relation on κ defined by δ ≡ P γ iff δ and γ belong to the same block of P, and similarly, every equivalence relation defines a partition. It is easily seen that ⊥ = { {γ} | γ ∈ κ } and = {κ}; that is, the set of all singleton subsets of κ, respectively the singleton set containing all elements of κ. As usual, if P, Q ∈ Π κ , we write P ≺ Q if P < Q and no R ∈ Π κ exists such that P < R < Q. It follows that P ≺ Q if and only if Q can be obtained by merging exactly two distinct blocks of P.
If B is a block in a partition and γ, δ ∈ κ, we write γBδ when γ and δ are both elements of B. If P ∈ Π κ contains exactly one block B with |B| ≥ 2 and the remaining blocks are all singletons, we call P a singular partition, following Ore [Ore42] .
If C ⊆ Π κ , then its greatest lower bound ∧C is the partition that satisfies x ≡ ∧C y iff x ≡ P y for all P ∈ C. That is, the blocks of ∧C are all the nonempty intersections whose terms are exactly one block from every partition P ∈ C. Conversely, its least upper bound ∨C is the partition such that γ ≡ ∨C δ iff there exists a finite sequence of partitions P 1 , . . . , P k ∈ C and elements
Finally, the cofinality cf(κ) of an infinite cardinal κ is the least cardinal λ such that a set of cardinality κ can be written as a union of λ sets of cardinality strictly smaller than κ, i.e. cf(κ) = min{ |I| | κ = i∈I A i ∧ ∀i ∈ I, |A i | < κ }.
If cf(κ) = κ, then κ is a regular cardinal, otherwise it is a singular cardinal. König's Theorem [Kön05] implies cf(2 κ ) > κ under the Axiom of Choice (AC). Hence under the Generalized Continuum Hypothesis (GCH), every successor cardinal is regular. Note that the only regular finite cardinals are 0, 1, and 2.
For infinite κ, Π κ has cardinality 2 κ which provides a weak upper bound on the cardinality of maximal chains and antichains.
Results
We summarize here the main contributions of the paper.
Theorem (Well-ordered chains: Theorems 3.1, 3.2 and 3.3). Let κ be an infinite cardinal. The cardinal of any maximal well-ordered chain in Π κ is between cf(κ) and κ, and κ always occurs as the cardinal of a maximal well-ordered chain.
Consequently, if κ is regular, the cardinal of any well-ordered maximal chain in Π κ is always exactly κ.
Theorem (Long chains: Theorem 3.5). Let κ be an infinite cardinal. There exist chains of length > κ in Π κ . Under GCH, there exist chains of length 2 κ .
Theorem (Short chains: Theorem 4.11). Let κ be an infinite cardinal such that for every ordinal δ < ω κ we have 2 |δ| < 2 κ . Then there exists a maximal chain of cardinality < 2 κ (but ≥ κ) in Π 2 κ . Under GCH, this is true for every infinite cardinal.
Theorem (Antichains: Theorem 5.1). Let κ be an infinite cardinal. There are maximal antichains in Π κ of cardinalities κ and 2 κ Theorem (Complements: Theorem 6.1 and 6.3). Let κ be an infinite cardinal. Each non-trivial partition in Π κ has between cf(κ) and 2 κ complements in Π κ and both values occur for some partition.
Under GCH, each partition has either κ or 2 κ complements.
Theorem (Orthocomplements: Theorem 7.2). If κ > 2, then Π κ is not orthocomplemented.
3 Well-ordered chains and long chains in Π κ
For finite κ = n, it is immediate that there is a maximal chain of cardinality n − 1 in Π n , that n − 1 is the maximum cardinality of maximal chains, and that for n ≥ 3, maximal chains are not unique. The following explores the possible lengths of chains when κ is an infinite cardinal.
Well-ordered chains
Let κ be an infinite cardinal. We consider well-ordered maximal chains in Π κ . Any maximal chain in Π κ has a maximal element, namely . In contrast, a limit ordinal does not have a maximal element. Hence, if a maximal chain in Π κ is well-ordered of order type α, then α must be a successor ordinal. For clarity, we will write the order type of a maximal chain as α + 1 to emphasize that the order type is that of a successor ordinal. Note that because |α| = |α + 1|, this has no impact on the cardinality of the chain. Such chains can be written as C = { P β | β ≤ α } -or as C = { P β | β < α + 1 } to emphasis the order type -with P 0 = ⊥ and P α = .
Theorem 3.1. Let κ be an infinite cardinal. If a chain in Π κ is well-ordered of order type α, then |α| ≤ κ.
Note that as we are here speaking of any well-ordered chain, not necessarily a maximal one, its order type may be anything.
Note that since we are here speaking of any well-ordered chain, not necessarily a maximal one, its order type may be anything.
Proof. As Π κ is isomorphic to Equ(κ), the set of equivalence relations on κ ordered by ⊆, there is, for any chain of order type α in Π κ , a chain of order type α in the poset (P (κ × κ) , ⊆). Let C = { E β | β < α } be such a chain and observe that for every β with β + 1 < α there exists at least one γ β ∈ E β+1 − E β . As C is totally ordered under ⊆, this implies γ β / ∈ E β when β < β, i.e. the γ β do not repeat. Hence, { γ β | β + 1 < α } ⊆ κ × κ has cardinality |α|, implying |α| ≤ |κ × κ| = κ.
Theorem 3.2. Every well-ordered maximal chain of order type α + 1 in Π κ satisfies |α| ≥ cf(κ).
Proof. Let C = { P β | β < α + 1 } be a maximal chain in Π κ of order type α + 1. That is, β ≤ γ implies P β ≤ P γ and since C is maximal, P β ≺ P β+1 .
Consider the partitions in this chain that have at least one block of cardinality κ. Since = P α , there is at least one such partition. Let δ be the least ordinal with δ ≤ α such that P δ contains a block of cardinality κ. It exists as every non-empty set of ordinals has a minimal element.
Let B δ be a block of cardinality κ in P δ . If δ were a successor ordinal, say δ = δ + 1, then P δ ≺ P δ , as otherwise the chain would not be maximal. Then B δ either occurs as a block of P δ , or it is the union of at most two blocks of P δ . As κ is infinite, this implies that P δ contains a block of cardinality κ, contradicting that δ is the least ordinal with this property. Hence, δ is not a successor ordinal, and is clearly not zero, whence it must be a limit ordinal.
Define now a sequence {B β } β≤δ whose final element is B δ by picking a ∈ B δ and for each β < δ letting B β be the block from P β that contains a. For any β < β, the blocks of P β are all subsets of blocks from P β . Since a ∈ B β ∩ B β , the block of P β that includes B β must be B β . Hence B β ⊆ B β for β < β ≤ δ, and so the sequence {B β } β≤δ is a well-ordered chain of sets. By construction,
Let Q be the partition defined by having the same blocks as P δ except that B δ is split into B andB. We have Q ≺ P δ .
Consider a β 0 < δ and look at any block B 0 of P β0 . Because P β0 < P δ , B 0 is a subset of a block A of P δ .
• If A is not B δ , then it is also a block of Q.
• If B 0 ∩ B = ∅ then B 0 is a subset ofB, a block of Q.
• If B 0 ∩B x, then x ∈ B β1 for some β 1 < δ. If β 0 < β 1 , we get B 0 ⊆ B β1 , because both blocks contain x and P β0 < P β1 . Conversely, if β 1 ≤ β 0 , then B β1 ⊆ B β0 , and we must have B 0 = B β0 . In both cases, B 0 ⊆ B, a block of Q.
Consequently, each block of P β0 is a subset of a block of Q, whereby P β0 < Q which contradicts maximality of the chain.
By construction, for each β < δ, every block of P β has cardinality < κ,
, that is, we may write a set of cardinality κ as a union of δ sets of cardinality strictly less than κ. Thus, cf(κ) ≤ |δ| ≤ |α|.
Corollary 3.3. If κ is a regular cardinal, then every well-ordered maximal chain in Π κ indexed by an ordinal α satisfies |α| = κ.
For singular cardinals we do not know whether a well-ordered maximal chain indexed by ω cf(κ) can always be realized.
Long chains in Π κ
For any nonempty S ⊆ κ, we define the partition diag(S) = {S} ∪ { {γ} | γ ∈ κ − S }. When |S| ≥ 2, diag(S) is the singular partition with non-singular block S.
Remark 3.4. It is easy to verify that diag(·) is an order isomorphism between κ-subsets of length ≥ 2 and the singular partitions. In particular, chains in (P (κ) , ⊆) containing only sets of length ≥ 2 are mapped to chains with the same cardinality in (Π κ , ≤). Then, by Remark 3.4, the set C = { diag(S) | S ∈ D } is a chain in Π κ of cardinality λ > κ. By the Maximal Chain Theorem, any chain in a poset is contained in a maximal chain, and the result follows.
If GCH is assumed, an immediate consequence of Theorem 3.5 is that there is a chain of cardinality 2 κ = |Π κ | in Π κ . For the special case of κ = ℵ 0 , we may obtain existence of a maximal chain in Π ℵ0 of cardinality 2 ℵ0 without use of (G)CH:
Lemma 3.6. There is a maximal chain of cardinality 2 ℵ0 in Π ℵ0 .
Proof. For every real number r, define the left Dedekind cut D r = { q ∈ Q | q < r } and note that r < r implies D r D r by density of Q in R. Hence, the set of left Dedekind cuts is a chain in P (Q) of cardinality |R| = 2 ℵ0 , all elements of which have cardinality ≥ 2, and consequently, by Lemma 3.4, the set of partitions { diag(D r ) | r ∈ R } is a chain in Π ℵ0 of cardinality 2 ℵ0 . By the Maximal Chain Theorem, this chain can be extended to a maximal chain; note that 2 ℵ0 is an upper bound on the cardinality of any chain in Π ℵ0 .
For arbitrary infinite κ we do not know whether existence of a maximal chain in Π κ of cardinality 2 κ can be proved without assuming GCH; we conjecture that GCH is necessary. In addition, we do not know whether the rather heavyhanded application of the Maximal Chain Theorem (equivalent to the Axiom of Choice) in the proof of Theorem 3.5 is necessary to establish existence of a maximal chain.
Short chains
We now turn to the question of whether there are maximal chains of cardinality strictly less than κ in Π κ . It is immediate that there are no maximal chains of finite cardinality in Π ℵ0 . Indeed, each step in a chain between P ≺ Q merges exactly two blocks of P. Hence, starting from ⊥ which has infinitely many blocks, after a finite number of steps it is impossible to reach or any other partition that has only finitely many blocks. But there is a general construction that proves existence of short chains in larger cardinals (indeed, assuming GCH, the construction proves existence of a maximal chain of cardinality strictly less than κ for all uncountable cardinals κ). This construction is notationally cumbersome; to aid the reader's understanding we first prove the result for the particular case of the first uncountable ordinal.
Short chains in Π ℵ 1
We assume that 2 ℵ0 = ℵ 1 (CH) and build a maximal chain of size ℵ 0 in Π ℵ1 . The proof boils down to the fact that there are countably many binary strings of finite length but uncountably many binary strings of countably infinite length, hence an infinite binary tree of depth ω has uncountably many leaves but only countably many inner nodes.
The construction proceeds in two steps:
1. Starting from , inductively construct a countable chain of "keyframe" partitions such that the n th keyframe has 2 n blocks. The greatest lower bound of this chain will be ⊥ with 2 ℵ0 = ℵ 1 singleton blocks.
2. Complete the chain into a maximal chain by adding "inbetween" partitions between the keyframes. We'll need 2 n − 1 extra partitions between the (n − 1) st and the n th keyframe.
1
As a finite number of inbetween partitions are added for each n, only a countable number of partitions are added in total, and so the chain still has countable length. Note that countability is due to the cofinality of ℵ 1 being ℵ 1 ; for larger, singular cardinals, the reasoning becomes more subtle.
Keyframes. Consider partitions of the set {0, 1} ω of countably infinite sequences of bits; note that the cardinality of {0, 1} ω is ℵ 1 . Let u ∈ {0, 1} ω and let [u] k be the set of elements of {0, 1} ω with the same first k bits: 
• Thus, the keyframes are as in Figure 1 . Each level of the picture corresponds to one partition, with its blocks depicted. It is instructive to note that the set of blocks of all partitions form an infinite binary tree and that the number of nodes in each keyframe is finite (whence the corresponding partition has only finitely many blocks). The blocks of K ω constitute the bottom most level of the tree, and hence are the leaves of the infinite binary tree, of which there are 2 |ω| = ℵ 1 , and the total number of keyframe partitions corresponds to the number of levels in the infinite tree, and is thus clearly countable. The total number of internal nodes in the tree is α<ω 2 |α| = ℵ 0 . Completing the chain. The set of keyframe partitions clearly form a chain, but just as clearly this chain is not maximal. Inbetween partitions must be added between the keyframes to obtain a maximal chain.
As seen in Figure 1 , between the k th and the (k + 1) st keyframe, 2 k blocks have been split. In order to locally saturate the chain, it suffices to add 2 k − 1 new partitions, each one with one more of the 2 k blocks cut in two. This will ensure that each partition is a successor to the previous one.
After adding these new partitions, the picture is now as shown in Figure 2 . This chain is easily seen to be maximal. At each (non-keyframe) partition, the new blocks, resulting from splitting one of the blocks of the parent partition, are shown with hatching.
Since there are 2 k inbetween partitions between the k th and (k+1) st keyframes, the total number of inbetween partitions is k<ω 2 k , which is countable. Since there are also only countably many keyframes, the total number of partitions in the chain is countable.
Short chains: general construction for large cardinals
Let κ be any infinite cardinal and λ = 2 κ . We will build a maximal chain of cardinality κ in Π λ = Π 2 κ .
Underlying set. Let S be the set of binary sequences indexed by the initial ordinal of κ. That is S = {0, 1}
ωκ . S contains λ elements; we shall use Π(S) as a representative of Π λ .
Keyframes. Let f ∈ S and δ ≤ ω κ . We denote by [f ] δ the set of sequences that agree with f on the initial δ elements:
Observe that [f ] δ is uniquely defined by a binary sequence indexed by δ. The bracketed notation [f ] is used to emphasize that [f ] is truly the equivalence class of f in the corresponding equivalence, even though everything is written in terms of partitions.
Let
Then, K δ is a partition of S which we call a keyframe partition. From the definition, it follows that K 0 = and that K ωκ = ⊥. Note that K δ consists of 2 |δ| blocks and is in bijective correspondence with {0, 1} δ .
Proof. The first point is immediate by definition of the refinement ordering: if f and g agree on their initial β elements, then they trivially agree on their initial α elements, so [f ] β [f ] α . Since this holds for every f ∈ S, we further get K β < K α . The second point is an immediate consequence of the first.
Locally saturating the chain. We fix δ < ω κ and construct a saturated chain bounded below by K δ+1 and above by K δ . K δ has cardinality 2 |δ| . Fix, by the Axiom of Choice, a well-ordering < δ of K δ with order type ω 2 |δ| . For 0 ≤ α < ω 2 |δ| , let the block S δ,α be the α th element of K δ according to this ordering.
For each 0 ≤ α < ω 2 |δ| , define the set [f ] 
Proof. By construction, S δ,0 is minimal for < δ , thus it is impossible for [f ] δ to be strictly smaller. Proof. By cases depending on < δ . First note that α < β implies S δ,α < δ S δ,β by construction. 
Note that including K δ+1 in C δ (that is, defining only C δ ) appears to be more natural, but because it is both an element of C δ and of C δ+1 , it becomes notationally awkward when taking unions of chains and computing the cardinality of such unions.
For any f ∈ S let f 0 ∈ [f ] δ (resp. f 1 ) be the binary sequence such that f 0 (δ ) = 0 (resp. f 1 (δ ) = 1) for all δ ≥ δ. 
(1) and (2) follow immediately from the definition. For case (3), we first obtain [f ] Proposition 4.7. Let C δ = { K α δ | 0 ≤ α < ω 2 |δ| } and C δ = C δ ∪ {K δ+1 }. C δ is a saturated chain in Π κ , with minimum K δ+1 and maximum K δ .
Proof. Suppose that there exist a partition P / ∈ C δ with K δ+1 < P < K δ and such that C δ ∪ {P} is still a chain.
} be the set of partitions larger than P.
• If C + δ has a minimal element K ). As each block of K δ is divided into two blocks of K δ+1 , all blocks of P must be blocks from either of the two. Since K β δ < P, there exist f ∈ S for which [f ] δ is a block of P and
which contradicts the fact that they are the same in P.
Completing the chain. In the following, let C = {⊥} ∪ 0≤δ<ωκ C δ .
Theorem 4.8. C is a maximal chain in Π λ .
Proof. Suppose that there exist a partition P / ∈ C such that C ∪ {P} is still a chain.
Let C + = { K α ∈ C | P < K α } be the set of keyframes larger than P.
• If C + has a minimal element K β , then K β+1 < P < K β , but by Proposition 4.7, the chain is saturated between these two.
• If C + has no minimal element, let β be the smallest ordinal such that K β / ∈ C + and note that K β < P is the largest keyframe partition smaller than P in C. β is a limit ordinal, otherwise C + would have a minimal element (K β−1 ). Since K β < P, there exist two sequences f and g that are in the same block of P but in different blocks of K β . Thus, [f ] β = [g] β and there exists α < β such that f (α) = g(α).
Because β is a limit ordinal, α + 1 < β, and K α+1 ∈ C + (by minimality of K β outside of C + ) and P < K α+1 . However, f (α) = g(α) implies that [f ] α+1 and [g] α+1 are distinct, which contradicts the fact that f and g are in the same block in P.
Length of the chain. Recall that C δ has cardinality 2 |δ| .
Lemma 4.9. C has cardinality δ<ωκ 2 |δ| .
Proof.
Lemma 4.10. Assume that κ is a cardinal with the property that for any δ < ω κ , we have 2 |δ| < 2 κ . Then δ<ωκ 2 |δ| < 2 κ .
Proof. Assume for contradiction that δ<ωκ 2 |δ| ≥ 2 κ . Recall that cf(2 κ ) = inf{ |I| | 2 κ = i∈I A i ∧ ∀i ∈ I, |A i | < 2 κ }, which is the same as cf(2 κ ) = inf{ |I| | 2 κ = i∈I λ i ∧ ∀i ∈ I, λ i < 2 κ }. It then follows that cf(2 κ ) ≤ |ω κ | = κ. But by a standard consequence of König's Theorem [Kön05] we always have cf(2 κ ) > κ under the Axiom of Choice.
We can now prove our main result on short chains.
Theorem 4.11. Let κ be an infinite cardinal such that for every ordinal δ < ω κ we have 2 |δ| < 2 κ . Then there exists a maximal chain of cardinality < 2 κ (but
Proof. By Theorem 4.8 and Lemma 4.9, there is a maximal chain in Π 2 κ of cardinality δ<ωκ 2 |δ| . For δ < ω κ , we have 2 |δ| < 2 κ , and by Lemma 4.10
we have δ<ωκ 2 |δ| < 2 κ . Consequently, the chain is of cardinality < 2 κ (but ≥ κ).
Notice that under GCH we have κ + = 2 κ for any infinite cardinal κ, whereby for all δ < ω κ we have 2 |δ| ≤ κ and thus 2 |δ| < 2 κ . Hence, under GCH the condition in 4.11 is satisfied for all infinite cardinals, and we obtain a maximal chain of cardinality κ in Π 2 κ . Even without assuming CH, for κ = ℵ 0 we trivially have 2 |δ| < 2 ℵ0 for all δ < ω ℵ0 = ω, and thus there is a countable maximal chain in Π |R| .
We do not know whether it is possible to construct maximal chains of cardinality strictly less than κ in Π κ . We conjecture that it is not possible to have maximal chains of cardinality strictly less than cf(κ).
Antichains and maximal antichains
An antichain in (P, ≤) is a subset A ⊆ P in which no two distinct elements of P are ≤-comparable. An antichain is maximal if adding an element to it results in a set that is not an antichain. Observe that in a poset, the trivial antichains {⊥} and { } are always maximal antichains.
There is no known tight bound on the cardinality of maximal antichains in Π n for finite n, but some asymptotic results are known [Can98, BH02] . The cardinality of a maximal antichain in Π n is Θ n a (log n) −a−1/4 S(n, K n ) where a = (2 − e log 2)/4 and S(n, K n ) = max k n k is the largest Stirling number of the second kind for fixed n. However, in the case of antichains in infinite partition lattices, the following holds:
Theorem 5.1. Let κ be infinite. There is a maximal antichain of cardinality κ and a maximal antichain of cardinality 2 κ in Π κ .
Proof. We prove each result in turn:
• κ: Let A be the set of singular partitions whose unique non-singleton block is a doubleton. Clearly, A is in bijective correspondence with κ × κ/∼ where ∼ is the equivalence relation { (a, b) ∼ (b, a) | a, b ∈ κ }, whereby A is of cardinality κ. Furthermore, A is clearly an antichain. Finally, for every partition P in Π κ − (A ∪ {⊥}), there is either (i) at least one block in P containing at least three elements a, b, c, or (ii) at least two distinct blocks in P, each containing at least two elements: a, b and c, d. Since A contains every doubleton, we can choose Q ∈ A with non-singleton block {a, b}, whereby Q < P. Hence A ∪ {P} is not an antichain, and A must be maximal.
• 2 κ : Let ∼ be the equivalence relation on 2 κ defined by A ∼ B if A is the complement of B in κ. Define F ∼ = (2 κ /∼)−{(∅, κ)}. We can identify F ∼ with a set of doubleton partitions {A, B} with A ∼ B. Clearly, |F ∼ | = 2 κ . For {A, B} ∈ F ∼ , the set {A, B} is a partition of κ, and if {A, B} and {C, D} are distinct elements of F ∼ , A ⊆ C implies that D ⊆ B. Hence, any two distinct elements of F ∼ are incomparable in the lattice order on Π κ , whereby F ∼ is an antichain.
Furthermore, as {F ∼ } is totally ordered by ⊆, Hausdorff's Maximality Principle yields that {F ∼ } is a subset of a maximal chain of antichains W in Π κ . Consider A = W. As each element of W is an antichain in Π κ , Since every antichain is a subset of a maximal antichain, there is a maximal antichain A ⊇ F ∼ . The cardinality |F ∼ | = 2 κ is maximal in Π κ , whereby also |A| = 2 κ .
Apart from the trivial upper bound of 2 2 κ , we have not been able to prove any bounds on the cardinality of the set of maximal antichains in Π κ . We conjecture that there is a maximal antichain of cardinality cf(κ) in Π κ , and that there are no antichains of strictly smaller cardinality.
Complements
Recall that in a bounded lattice L, elements a, b ∈ L are complements iff a ∨ b = and a ∧ b = ⊥. We denote by compl(P) the set of complements to P in Π κ . For finite κ = n, counting the number of elements in compl(P) is a difficult combinatorial problem. The best known estimate, due to Grieser [Gri91] , is that if P = {B 1 , . . . , B m } is a partition in Π n , then the number of complements Q of P satisfying
m−2 . For infinite κ the following holds:
Theorem 6.1. Let κ be infinite and let P be a partition in Π κ such that P / ∈ {⊥, }. Then cf(κ) ≤ |compl(P)| ≤ 2 κ .
Proof. As |Π κ | = 2 κ , it suffices to prove for any partition P that |compl(P)| ≥ cf(κ). As P = , there are at least two distinct blocks in P.
We consider two cases as follows:
• If there exists a block B with |B| = κ then choose, by the Axiom of Choice, an element γ δ from every other block B δ = B. For every β ∈ B, let Q β be the singular partition with unique non-singleton block {β} ∪ B δ ∈P−{B} {γ δ } . As each block of Q β contains at most one element from each block of P, we have P ∧Q β = ⊥, and as {β}∪ B δ ∈P−{B} {γ δ } contains exactly one element from each block in P, we have P ∨ Q β = , whence Q β ∈ compl(P). Clearly, if β = β , we have Q β = Q β , and thus |compl(P)| ≥ |B| = κ ≥ cf(κ).
• Otherwise, if no block of P has cardinality κ, we have |P| ≥ cf(κ) (because κ = B∈P B).
Let B be a block of P with distinct elements υ = ι. By the Axiom of Choice, we may well-order the blocks of P − {B} to obtain the collection {B δ } of order type ω |P| ≥ ω cf(κ) , and choose, for each β < ω |P| , an element γ β ∈ B β .
For every δ < ω |P| , let Q δ be the partition consisting of the two blocks
and every other block a singleton. Each of the two non-singleton blocks of Q δ contains at most one element from each block in P. Hence, P ∧Q δ = ⊥.
To show that P ∨Q δ = , i.e. that x ≡ P∨Q δ y for all x, y ∈ κ, the following cases must be considered:
-If x ∈ Q − δ and y ∈ Q + δ , then x ≡ Q δ υ, υ ≡ P ι, and ι ≡ Q δ y. Hence, x ≡ P∨Q δ y.
-If x ∈ B i and y ∈ B j , then x ≡ P γ i , and y ≡ P γ j . γ i and γ j are either both in Q − δ (resp. Q + δ ) or one in each, in which case the previous case applies. Hence, x ≡ P∨Q δ y.
-Lastly, if x ∈ B and y ∈ B j , then y ≡ P γ j and γ j ≡ Q δ υ (resp. ι). Hence, x ≡ P∨Q δ y.
Thus P ∨ Q δ = , whereby Q δ ∈ compl(P). Clearly, for δ = δ we have Q δ = Q δ , whence |compl(P)| ≥ |P| ≥ cf(κ).
Corollary 6.2. Let κ be regular. Assuming GCH, every partition in Π κ that is not ⊥ or has either κ or 2 κ complements.
Both κ and 2 κ can be realized as |compl(P)| for some partition P for every κ, as shown in the following theorem.
Theorem 6.3. Let κ be infinite. There are partitions Q and R in Π κ with |compl(Q)| = κ, respectively |compl(R)| = 2 κ .
Proof. Proceed as follows:
• Let Q be the partition consisting of the two blocks B = {γ} and B = κ − {γ}. If P is a complement of Q, then for every block A ∈ P we have |A ∩ B| ≤ 1 and |A ∩ B | ≤ 1, as otherwise P ∧ Q would contain a set containing at least two elements, contradicting P ∧ Q = ⊥.
Hence, |A| ≤ 2. If more than one block of P has cardinality 2, at least one such block must be a subset of B , an impossibility. If no block of P has cardinality 2, then P = ⊥, also an impossibility. Hence, P is a singular partition whose unique non-singleton set contains exactly two elements. Thus, |compl(Q)| is bounded above by the cardinality of the set of doubleton subsets of κ, which for all infinite κ is at most κ × κ = κ. Similarly, every singular partition whose unique non-singleton block is a doubleton containing γ and one element of B , is a complement of Q. As κ is infinite, there are exactly κ such complements, whereby |compl(Q)| is bounded below by κ, and the result follows.
• Let R be any partition consisting of κ doubletons (at least one such partition exists as κ is infinite). Clearly, any singular partition where the unique non-singleton block contains exactly one element from each block of R is a complement of R. There are 2 κ such singular partitions.
We do not know whether the lower bound of cf(κ) can be improved (to κ) or if there do exist partitions P with |compl(P)| = cf(κ).
It would be interesting to derive a precise characterization of those partitions P such that |compl(P)| = κ. We have not been able to find such a characterization.
Orthocomplements
Recall that a bounded lattice L is orthocomplemented (in which case L is also called an ortholattice) if there is a map
, and (iv) (a ⊥ ) ⊥ = a. Note that a ⊥ is in particular a complement of a and that it follows from (iii) and (iv) that a < b implies b ⊥ < a ⊥ . Π 1 and Π 2 are orthocomplemented, but due to (iv), any finite lattice L with |L| > 1 and |L| odd cannot be orthocomplemented. Because of this, Π n is not orthocomplemented for any n > 2 with n mod 3 ∈ {0, 1}, since |Π n | is the n th Bell number B n . To our knowledge, it has so far been unknown whether there exists an n > 2 such that Π n is orthocomplemented. We will prove that for any cardinality κ > 2 (finite or transfinite), Π κ is not orthocomplemented.
Let L be a bounded lattice. For a ∈ L, we define card •≺a = |{ b | b ≺ a }| and card a ⊥ ≺• = { c | a ⊥ ≺ c } ,that is, the cardinality of the set of predecessors of a, respectively the cardinality of the set of successors of a ⊥ . Theorem 7.2. Let κ be a cardinal with κ > 2. Then Π κ is not orthocomplemented.
Proof. By Lemma 7.1, it suffices to show that card ⊥ ≺• = card •≺ . Observe that as ⊥ = ⊥, we have card ⊥ ≺• = card ⊥≺• . It is easy to see that P ∈ Π κ satisfies ⊥ ≺ P iff P is a singular partition where the unique non-singleton block consists of exactly two elements. If κ = n is finite, we thus have card ⊥ ≺• = n 2 . If κ is infinite, we clearly have card ⊥ ≺• ≤ |κ × κ| ≤ κ. Likewise, it is easy to see that P ≺ iff P consists of exactly two blocks. If κ = n is finite, card •≺ is thus the Stirling number n 2 = 2 n−1 − 1. If κ is infinite, the set of partitions of κ that have exactly two blocks is easily seen (see, e.g., the second part of the proof of Theorem 5.1) to have cardinality 2 κ , whereby card •≺ = 2 κ . For infinite κ we conclude card ⊥ ≺• ≤ κ < 2 κ = card •≺ . For finite κ > 2, we note that |Π 3 | = B 3 and |Π 4 | = B 4 , the third and fourth Bell numbers respectively. As B 3 and B 4 are both odd, neither Π 3 , nor Π 4 , are orthocomplemented, and for κ = n ≥ 5, we have card ⊥ ≺• = n 2 = n · (n − 1)/2 < 2 n−1 − 1 = n 2 = card •≺ .
Open questions
The results of the paper leave some questions open, in particular concerning the possible cardinalities of chains and antichains.
• For singular κ, does Π κ contain a maximal well-ordered chain of cardinality cf(κ)? (Note that cf(κ) is a lower bound on the cardinality of well-ordered chains).
• Are there maximal chains of cardinality < cf(κ) in Π κ ? We conjecture that this is not the case.
• Are there maximal antichains of cardinality < κ in Π κ ? We conjecture that there is a maximal antichain of cardinality cf(κ), but no antichains of cardinality < cf(κ).
