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Abstract 
A laminar cortical model of stereopsis and later stages of three-dimensional surface perception is 
proposed and simulated. The model describes boundary and surface interactions between LGN, 
Vl, V2, and V4, and details how the interactions between layers 4, 3B, and 2/3A in Vl and V2 
contribute to stereopsis. In particular, the model clarifies how binocular and monocular 
information combine during binocular vision. Neural explanations are given for various 
psychophysical observations reported in studies on: contrast variations of dichoptic masking and 
the correspondence problem, da Vinci stereopsis, stereopsis with polarity-reversed stereograms, 
and various lightness illusions. By relating physiology to psychophysics, the model is able to 
provide new functional insights and predictions about laminar c01iical architecture. 
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1 Introduction 
This article describes a model of how the LGN and cortical areas VI, V2 and V4 utilize 
monocular and binocular visual information to produce coherent depth percepts. Despite some 
explanatory successes, many previous cortical models of depth perception, for example the 
disparity energy model of Ohzawa, DeAngelis and Freeman (1990), considered only binocular 
information. As such, they are limited to describing stereopsis, which is only one aspect of depth 
perception. This is readily apparent when one considers that stereopsis is effective only within 
about thirty meters of the observer (Palmer, 1999, p209). Depth perception at distances greater 
than this is based entirely on monocular cues, such as occlusion relationships. Even at short 
distances, where stereopsis is highly effective, there are also situations where monocular 
information plays a crucial role in the perception of depth. 
One particularly striking example of this is da Vinci stereopsis, where an object that is seen 
monocularly has a definite depth conferred to it by its association with a binocularly viewed 
object (Nakayama & Shimojo, 1990). Another is a particular example of the correspondence 
problem, in which a bar presented to one eye is simultaneously matched to two separated bars 
presented to the other eye (Panum, 1858; Gillam, Blackburn, & Cook, 1995; McKee, Bravo, 
Smallman, & Legge, 1995), where varying the relative contrast of the bars alters the perception 
of depth in a manner that reveals clear monocular-binocular interactions (Smallman & McKee, 
1995). Dichoptic masking, where an object presented to one eye is obscured (i.e., masked) by 
one presented to the other eye, illustrates a third way in which monocular and binocular 
information may interact (McKee, Bravo, Taylor, & Legge, 1994). 
The FACADE model has provided a unified explanation of many of these data (Grossberg 
& McLoughlin, 1997; McLouglin & Grossberg, 1998). In particular the model can explain the 
fact that stereoscopic fusion is generally impossible when the left and right eye stimuli differ too 
much in contrast (Smallman & McKee, 1995). However, in the form developed by Grossberg 
and McLoughlin, the model cannot explain why stereoscopic fusion is always possible in the 
special case where each eye sees only a single bar, regardless of the contrast difference of the 
two bars (McKee et al., 1994; Smallman & McKee, 1995). 
Correcting this shortcoming required the model to be significantly refined and used to 
resimulate all the previously simulated data of McLoughlin and Grossberg (1998). The present 
refinement of the FACADE model goes beyond these previous modeling efforts in the following 
two ways. First, key model mechanisms are now interpreted in terms of identified cells in the 
laminar circuits of cortical areas VI and V2, with particular emphasis on layers 4, 3B and 2/3A. 
This laminar interpretation is consistent with, and generalizes, recent laminar models of VI and 
V2 that do not incorporate binocular interactions (Grossberg, 1999; Grossberg & Raizada, 2000; 
Raizada & Grossberg, 200 I). This linkage of known laminar cortical anatomy and physiology to 
psychophysics provides new functional insights and predictions as to how different stages of 
cortical processing contribute to a final three-dimensional percept of the world. 
Second, this refined model explains additional psychophysical data including: two different 
examples of da Vinci stereopsis (Nakayama & Shimojo, 1990; Gillam, Blackburn, & Nakayama, 
1999), an example of stereopsis with opposite-contrast stimuli, and various lightness illusions. 
In doing so, it demonstrates the different roles that boundaries and surfaces play in depth 
perception. These results were briefly reported in Howe and Grossberg (2001). 
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2 Model description 
The model consists of four component networks which process: VI binocular boundaries, 
VI monocular boundaries, V2 boundaries, and surfaces. For a mathematical description, the 
reader is refetTed to Appendix A. A detailed description of the supp01ting physiological and 
anatomical evidence is found in Section 4.1. As a simplifying assumption to allow the computer 
simulations to be completed in a reasonable time, the model considers only horizontal and 
vcttical contours, and only three disparity planes. However, there is no reason to suspect that the 
model could not be generalized. 
2.1 VI binocular boundaries 
The network that processes the VI binocular boundaries is located in the VI interblob 
region and includes the binocular cells in layers 3B and 2/3A. It carries out stereoscopic fusion 
of vettical contours, but not of horizontal contours, which it assumes cannot be stereoscopically 
fused. It implements what is known in psychophysics as the same-sign hypothesis, which states 
that stereoscopic depth perception is achieved by fusing contours in the two retinal images whose 
luminance gradients have the same sign. Such contours are said to have the same contrast 
polarity and their relative retinal displacement (i.e., their binocular disparity) detennines the 
resultant depth perception. In particular, vertical contours that occupy corresponding points on 
the two retinas are seen as a single boundary in the fixation plane, whereas vettical contours that 
are displaced relative to each other are seen as a single boundary either in front of or behind the 
fixation plane, depending on their displacement, as detailed in Appendix A. 
As is shown in Figure I, inputs to the left and right eyes activate monocular simple cells in 
layer 4 of the VI interblob regions. The layer 4 monocular simple cells activate the binocular 
simple cells of layer 3B whose depth sensitivity is determined by the relative retinal disparity of 
the layer 4 monocular cells that project to them. The model implements the same-sign 
hypothesis by assuming that only layer 4 simple cells with the same contrast polarity project to a 
single layer 3B simple cell. These layer 3B simple cells are therefore selective for binocular 
disparity and a prescribed contrast polarity. 
In addition to these binocular simple cells, there are also inhibitory cells in layer 3B. As is 
described in Appendix B, these cells ensure that the binocular simple cells act like the "obligate 
cells" of Poggio (1991) being suppressed if the ratio of the left and right eye inputs differ too 
much. However if the inputs are similar, these inhibitory cells have little effect on the operation 
of the circuit. 
Perceptual boundaries must be able to form around objects whose contrast polarity with 
respect to the background can reverse along their perimeter (Grossberg, 1994). This observation 
motivates the next processing stage of the model. Layer 3B simple cells that are sensitive to the 
same position and disparity, but opposite contrast polarities, pool their signals at layer 2/3A 
complex cells. These complex cells can thereby generate three-dimensional object boundaries 
even if the object's contrast polarity, with respect to the background, reverses as the boundary is 
transversed. 
The proposed interactions between layers 4, 3B and 2/3A are consistent with 
neurophysiological data, as detailed in Section 4.1, and instantiate key operations of the disparity 
energy model (Ohzawa eta!., 1990), which is strongly supported by physiological evidence; for 
a review, see Ohzawa (1998). 
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Figure 1: Model circuit diagram. 
2. 2 VI monocular boundaries 
The network that processes the VI monocular boundaries comprise the monocular cells in 
layers 4, 3B and 2/3A of the Vl interblob region. It is similar to the binocular boundaries 
network, differing only in that it represents both horizontal and vetiical boundaries whereas the 
binocular boundaries network represents only vertical boundaries. While the binocular 
boundaries have already been assigned to a particular depth plane, it is not immediately clear to 
which depth planes the monocular boundaries should be assigned since the monocular 
boundaries do not have a definite depth associated with them. It is therefore unclear how to 
combine the monocular and binocular bounaries. This problem, now referred to as the 
monocular-binocular interface problem, is solved by adding the monocular boundaries to all 
depth planes ofV2 along the respective lines-of-sight, as detailed in Appendix A. 
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Figure 2: The V2 disparity filter. The VI binocular boundaries network matches an edge in one retinal image 
with every other edge in the other retinal image whose relative disparity is not too great and that has the same 
contrast polarity. In response to this image, there are four matches, with the two not in the fixation plane being false 
matches between non-con·esponding edges. As described in the text, these false matches are suppressed by the 
disparity filter in V2, wherein each neuron is inhibited by every other neuron that shares either of its monocular 
inputs (i.e., is connected to it by a solid line) or is directly in front of it or behind it (i.e., is connected to it by a 
dashed line). 
It becomes apparent that the V2 disparity filter which, as discussed in the next section, is 
desig11ed to solve the correspondence problem, also solves the monocular-binocular interface 
problem by automatically eliminating most of the monocular representations that are not at the 
correct depth. This previously unexpected property of the disparity filter is crucial to an 
understanding of the monocular-binoculaT interactions described in this paper. The mechanisms 
at work here are most easily understood in Section 3, where they are used to explain how the 
model simulates data. 
2. 3 V2 boundaries 
The network that processes the V2 boundaries is located in the V2 pale stripes and was 
designed to solve the correspondence problem. The Vl binocular boundaries network attempts to 
match every vertical edge in one retinal image with every other nearby vertical edge in the other 
retinal image which has the same contrast polarity. Figure 2 shows the resultant matches if each 
eye sees two bars. Vl makes four matches. Only the two in the fixation plane are correct 
matches. The other two are false matches between non-corresponding objects. Such false 
matches are known to occur in Vl (Bakin, Nakayama, & Gilbert, 2000; Cumming & Parker, 
2000). As they typically do not give a veridical depth perception, they must be suppressed. In 
psychophysics, this issue is referred to as the correspondence problem. 
This problem is typically solved by imposing the unique-matching rule, which states that 
any given feature in one retinal image is matched at most with one feature in the other retinal 
image (Marr & Poggio, 1976; Grimson, 1981; for a review see Howard & Rogers, 1995, pp. 
42-43). However, this rule fails in Panum's limiting case (Panum, 1858; Gillam et al., 1995; 
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McKee et a!., 1995), where non-unique matching is reported. Our model differs from previous 
models in that it only encourages unique matching, but does not enforce it, by utilizing a 
disparity filter. 
Figure 2 illustrates how the disparity filter works. To encourage unique-matching, the 
model assumes that each neuron inhibits all other neurons that share either of its monocular 
inputs. This is represented by the solid lines between neurons in Fif,>ure 2. This rule on its own 
could ensure that only two of the four initial matches in Fif,>ure 2 survive, but it could not 
guarantee that it is the false matches that are suppressed. A second form of inhibition ensures 
this. This inhibition acts across depth and within cyclopean position. It is represented by the 
dashed line between each neuron with every other neuron that is directly in front of or behind it. 
These two types of inhibition work together to ensure that the two matches in the fixation plane 
typically win, thereby solving the correspondence problem. It should be stressed that the 
disparity filter operates only on vertically oriented cells, as the model assumes that horizontal 
boundaries cannot be fused and therefore cannot give rise to false matches. It will be shown in 
Section 3.2 how this filter is also able to explain Panum's limiting case, where the unique 
matching rule is violated, which was an example of stereopsis that many previous models (e.g. 
Marr & Poggio, 1976; Grimson, 1981) could not explain. 
2.4 Surfaces 
So far, the exposition has considered only boundaries. There is considerable evidence that 
boundary representations on their own do not give rise to visible percepts and that visible 
percepts are derived fi·om surface representations (Grossberg, 1994). In this model, boundaries 
help give rise to surface percepts. In the present article, these surface percepts will be restricted 
to predictions of surface depth and lightness. The network that processes surfaces includes the 
VI blobs, the V2 thin stripes and V4. 
Our main goal is to explain percepts of surface depth. Percepts of surface lightness are also 
simulated to show that our development of cortical depth perception mechanisms is consistent 
with simulations in related modeling studies of surface brightness and lightness (e.g., Grossberg 
& Kelly, 1999; Kelly & Grossberg, 2000). These previous simulations often focus on computing 
the relative lightnesses of surface regions (but see Grossberg, Mingolla, & Williamson, 1995). 
Once relative lightness is estimated, then absolute lightness can be computed in many cases by 
assuming that the lightest surface of the group is white and calculating the absolute lightnesses of 
all other surfaces relative to that one (Wallach, 1976). 
Grossberg and Todorovic (1988) showed that a first step in computing the relative lightness 
of two surfaces, while discounting the illuminant, can be achieved by neurons that obey cell 
membrane equations and that interact through on-center, off-surround circularly symmetric 
receptive fields. The present model utilizes such model neurons, which are analogous to those 
found in the VI blobs, as detailed in Section 4.1. These model neurons are excited by spots of 
light applied to the center of their receptive fields but are inhibited by those applied outside this 
central region. The excitatory and inhibitory components of the receptive fields are balanced so 
that cell responses are attenuated to spatially uniform stimulation. The cells therefore respond 
preferentially to lightness borders. These lightness signals propagate from the borders 
throughout the surface via a filling-in process that is akin to a diffusion confined by the surface 
boundaries. The model proposes that the final stage of filling-in occurs in V 4. As will be 
discussed in Section 3, such a filling-in process, when confined by the boundaries of the present 
model, can explain da Vinci stereopsis, as well as many aspects of lightness perception, thereby 
linking the model's explanations of surface depth and lightness. 
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3 Model simulations 
This section summarizes simulations that predict how monocular and binocular infotmation 
interact in the visual cortex. We will consider, in turn, contrast variations of dichoptic masking, 
contrast variations of the correspondence problem, two different examples of da Vinci stereopsis, 
an example of stereopsis with opposite contrast stimuli, and the Craik-O'Brian-Cornsweet 
lightness illusion. The main aim of these simulations is to illustrate how the four model 
networks interact with each other to explain the percepts repotied by human subjects. These 
explanations constitute testable predictions for linking psychophysical percepts to their cortical 
mechanisms. 
3.1 Contrast variations of dichoptic masking 
3.1.1 The basic paradigm 
In the basic paradigm considered by McKee et a!. (1994), the contrast threshold for the 
detection of a low contrast bar presented to one eye was found to increase radically when a high 
contrast bar was presented at retinal correspondence in the other eye. The model explanation of 
this percept is as follows. The high contrast bar is presented to the left eye and the low contrast 
bar to the right, as shown by the two plots in first row of Figure 3. The second row shows the 
simulated monocular boundary representations of these two bars. Since their contrasts differ 
greatly, they cannot be stereoscopically fused in VI due to the inhibitory circuit in layer 3B, as 
explained in Section 2.1. This accounts for the absence of boundaries representations in plots 5, 
7 and 9. As the monocular boundaries do not yet have an associated depth, they are added to all 
depth planes in V2 along their respective monocular lines-of-sight, as shown by plots 6, 8 and 
I 0. The high contrast bar therefore accounts for the left bar representation in plot 6 and the right 
bar representation in plot 10, and the low contrast bar accounts for the right bar representation in 
plot 6 and the left bar representation in plot 10. Since the stimuli are in retinal correspondence, 
their boundary representations overlap in the zero disparity plane, shown by plot 8. The vetiical 
boundaries in this depth plane are consequently stronger than those in the other two depth planes, 
and so suppress them via the line-of-sight inhibition of the V2 disparity filter (c. f. Figure 2) to 
give the final V2 boundary representations shown in plots 11, 13 and 15. Notice, in particular, 
that all horizontal boundaries have survived since the disparity filter does not operate on 
horizontal boundaries. In contrast to the horizontal boundaries, only the vettical boundaries in 
the zero disparity plane have survived, as is shown in plot 13. The boundaries in this disparity 
plane completely enclose a bar-shaped region. As explained in Section 2.4, lightness signals, 
originating at the location of the boundaries, propagate throughout this region. Only the 
boundaries in the zero disparity plane can contain these lightness signals causing the bar-shaped 
surface percept shown in plot 14. As the lightness of this region is mainly detetmined by the 
high contrast bar, the high contrast bar masks the low contrast bar. 
3.1.2 Releasefi·om dichoptic masking 
McKee et a!. (1994) continued their study by demonstrating that the addition of a further 
high contrast bar to the right input could release the low contrast bar from masking. The 
model 
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Figure 3: Model simulation of the basic dichoptic masking paradigm. Numbering the plots from left to right, 
plots I and 2 show the input; 3 and 4 the monocular boundaries; 5, 7 and 9 the binocular VI boundaries; 6, 8 and 10 
the initial V2 boundaries; II, 13 and 15 the final V2 boundaries; 12, 14 and 16 the predicted surface percept. 
Figures 4-9 and 11-14 share this format. 
explanation is summarized in Figure 4. As before, the stimuli are shown in the first row and the 
monocular boundary representations in the next row. Now the high contrast bar of the left input 
is able to binocularly fuse with the high contrast bar of the right input to form the vertical VI 
binocular boundary representations shown in plot 9. As before, the monocular boundaries are 
added to all disparity planes in V2 along their respective monocular line-of-sights. The two right 
monocular bar representations (shown in plot 4) form the two rightmost bar representations in 
plot 6, and both bar representations in plots 8 and 10. The left monocular bar representation 
(shown in plot 3) forms the leftmost bar representation in plot 6, and coincides with the leftmost 
bar representation in plot 8, and with the rightmost bar representation in plot 10. The VI 
binocular boundaries (shown in plot 9) are also added to V2 and coincide with the rightmost bar 
representation in plot 10. The vertical boundaries of the rightmost bar representation in plot 10, 
being stronger as a consequence of receiving binocular input, immediately suppress, via the V2 
disparity filter, all the vertical boundaries that are directly in front of them, and so remove the 
vertical boundaries of the middle bar representation in plot 6. Being stronger they also suppress, 
again by the V2 disparity filter, all the vettical boundaries that share either of their monocular 
lines-of-sight. In particular, they suppress the vertical boundary representations of the leftmost 
bar representation of plots 6 and 8, since these boundaries share their left line-of sight, and also 
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Figure 4: Simulation of the release from dichoptic masking. See text for details. 
suppress the vertical boundaries of the rightmost bar representations in plots 6 and 8 since these 
boundaries share their right line-of-sight 
The only vertical boundaries to survive the V2 disparity filter are those that originated from 
the Vl binocular boundaries (i.e., the vertical boundaries of the rightmost bar representation of 
plot 1 0) and those of the leftmost bar representation of plot 10, as the latter are neither in front of 
nor share a line-of-sight with the former. The final V2 boundary representations are shown in 
plots 11, 13 and 15. The two sets of boundaries in the far disparity plane (plot 15) each enclose a 
bar-shaped region. As before, lightness signals, originating at the location of these boundaries, 
propagate throughout these regions. The boundaries confine these lightness signals to produce 
the two bar-shaped surface percepts shown in plot 16. As the high contrast bar of the left input is 
no longer perceived to occupy the same position as the low contrast bar of the right input, the 
low contrast bar is no longer masked. 
3.1.3 Return to dichoptic masking 
McKee eta!. (1994) also observed that the release from dichoptic masking did not occur when 
the additional bar in the right input had a low contrast. Figure 5 describes the model simulation 
of this fact. The key difference between Figure 5 and Figure 4 is that the additional bar of the 
right input (i.e., the right bar of the right input) no longer fuses with the bar of the left input 
because, as explained in Section 2.1, their contrasts differ too greatly. This accounts for 
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Figure 5: Simulation of the return to dichoptic masking. See text for details. 
the lack ofV1 boundary representations in plot 9. The situation is now very similar to the basic 
dichoptic masking patadigm, depicted in Figure 3, thereby explaining the return to dichoptic 
masking. 
The monocular boundaries are added to all disparity planes in V2 in exactly the same 
manner as in the previous section. As the left bar of the right input is in retinal correspondence 
with the single bar of the left input, their boundary representations overlap in the zero disparity 
plane, thereby forming the leftmost bar representation in plot 8. The vettical boundaries of this 
bar representation are consequently stronger and so suppress all the other vertical boundaries that 
share either of their lines-of-sight. In particular they suppress the vertical boundaries of the 
leftmost bar of plot 6 and of the rightmost bar of plot 10 as these share their left line-of-sight, as 
well as the vertical boundaries of the middle bar of plot 6 and the leftmost bar of plot 10 as these 
share their right line-of-sight. In summary, the only vertical boundaries that they do not inhibit 
are those of the rightmost bar representations of plots 6 and 8. These two sets of vertical 
boundaries inhibit each other with only those in plot 8 surviving due to the fixation plane bias of 
the disparity filter, as detailed in Appendix A. 
The two sets of boundaries in the zero disparity plane enclose two bar-shaped regions as 
shown in plot 13. As before, these boundaries confine the lightness signals, which originate at 
the locations of the boundaries, to generate the two bar-shaped surfaces shown in plot 14. The 
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Figure 6: Simulation showing that retinal correspondence is not necessary for dichoptic masking. See text for 
details. 
high contrast bar of the left input coincides with, and therefore again masks, the left bar of the 
right input. 
3.1.4 Dichoptic masking witout retinal correspondence 
McKee et al. (1994) concluded their study of dichoptic masking by demonstrating that 
masking can occur even if the two bars in the basic paradigm are not in retinal correspondence. 
It might be thought that this would be a problem for the model, but it turns out to be a natural 
consequence of the V2 disparity filter. Figure 6 depicts the model simulation. As in the basic 
paradigm, since the bars' contrasts differ too much, the inputs are not binocularly fused in VI, as 
is indicated by the absence of boundary representations in plots 5, 7 and 9. As usual, the 
monocular boundaries are added to all depth planes in V2, where they coincide in the near 
disparity plane (plot 6). Similar reasoning would apply if they coincided in the far disparity 
plane, as the disparity filter is symmetric about the fixation plane. The vertical boundary 
representations in the near disparity plane are consequently stronger than those in the other 
disparity planes, which they subsequently suppress via the line-of-sight inhibition of the V2 
disparity filter, resulting in the final boundary representations shown in plots II, 13 and 15. The 
boundaries in the near disparity plane (plot 11) confine the lightness signals that originate at their 
locations, resulting in the surface percept shown in plot 12. The disparity filter has, in effect, 
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matched the two bars in the near disparity plane, thereby explaining why the high contrast bar 
masks the low contrast bar. 
3.2 Contrast variations of the correspondence problem 
The previous simulations have demonstrated the crucial role the disparity filter plays in 
explaining properties of dichoptic masking. However, as was discussed in Section 2.3, the 
dispatity filter also helps to solve the correspondence problem by eliminating matches between 
edges that belong to different objects. Many previous models that attempt to solve the 
correspondence problem have employed the unique-matching rule, which states that a feature in 
one eye can be matched to at most one feature in the other eye (Marr & Poggio, 1976; Grimson, 
1981; Howard & Rogers, 1995, pp. 42-43). Such a scheme cannot hold in general, since 
Panum's limiting case makes it clear that, in cetiain circumstances, a feature in one eye can be 
matched to two features in the other eye (Panum, 1858; Gillam eta!., 1995; McKee eta!., 1995), 
which is one of the reasons why the present model encourages unique matching but does not 
enforce it. The model will now be shown to simulate all the data from the Smallman and McKee 
(1995) extensive study of the correspondence problem. In so doing, it clarifies the crucial role 
that monocular-binocular interactions play in these percepts. 
3.2.1 Control experiment 
Smallman and McKee (1995) initiated their study by performing a control experiment in 
which each eye was presented with two bars, all four bars having the same high contrast. 
Subjects repotied seeing two identical bars, both in the far disparity plane. Figure 7 shows the 
corresponding model simulation. 
Since the left input is displaced leftwards relative to the right input, the vetiical edges of the 
two bars fuse in the far disparity plane in Vl as is shown by plot 9. In addition to this, there is a 
false match in the near disparity plane of Vl (plot 5) which is caused by the inappropriate fusion 
of the right bar of the left input with the left bar of the right input. As usual, the monocular 
boundaries are added to all depth planes in the V2 disparity filter along their respective 
monocular lines-of-sight. Numbering the bar representations from left to right, the left monocular 
bar representations (plot 3) form the two leftmost bar representations in plot 6, bar 
representations 1 and 3 in plot 8, and both bar representations in plot 10, while the right 
monocular bar representations (plot 4) form the two rightmost bar representations in plot 6, bar 
representations 2 and 4 in plot 8, and both bar representations in plot 10. The binocular 
boundaries are also added to V2 and overlap with the vertical boundaries of the middle bar 
representation in plot 6 and with those of both bar representations in plot 10. These vertical 
boundaries, being stronger, quickly inhibit via the V2 disparity filter all other vertical boundaries 
that share their lines-of-sight, with the result that the only surviving boundaries are the vertical 
boundaries of the middle bar representation of plot 6 and both bar representations of plot 10. 
Then the two sets of vertical boundaries in the far disparity plane cooperate to inhibit, again via 
the line-of~sight inhibition of the V2 disparity filter, the single set of surviving vertical 
boundaries in the near disparity plane (i.e., those of the middle bar representation of plot 6), 
causing the resultant V2 boundary representations seen in plots 11, 13 and 15. The false match 
has now been eliminated (i.e., the correspondence problem has been solved) and the model 
cotTectly predicts that subjects see both bars in the far disparity plane. 
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Figure 7: Simulation of a control experiment for subsequent studies of the correspondence problem. See text 
for details. 
3.2.2 Contrast variations 
Smallman and McKee (1995) then proceeded to study contrast variations of their control 
experiment. They first considered the case where the left bar of the left input had a much lower 
contrast than the other three bars. They found that observers perceived this bar to lie in the zero 
disparity plane while also perceiving two high contrast bars, the left lying in the near disparity 
plane and the right lying in the far disparity plane, as depicted by plots 12, 14 and 16 of Figure 8. 
The model simulation explains this percept as follows. 
The model assetts that the left bar of the left input cannot match with either of the bars of the 
right input because their contrasts differ too greatly from its. Instead, the right bar of the left 
input matches with both bars of the right input, forming near and far disparity vertical boundary 
representations in Vl, as shown in plots 5 and 9. As detailed in section 3.2.1, the monocular 
boundary representations are added to all depth planes in the V2 disparity filter along their 
respective lines-of-sight. The VI binocular boundary representations are also added to the V2 
disparity filter, coinciding with the middle bar representation in plot 6 and the right bar 
representation in plot 10. These two sets of boundaries, being stronger, then suppress, via the 
recurrent inhibition of the disparity filter, those vertical boundary representations that share their 
lines-of-sight. They cannot, however, suppress the vettical boundaries of the leftmost bar 
representation of plots 6 and 8, as these do not share any of their lines of sight. These vettical 
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Figure 8: Simulation of a variant of the correspondence problem. See text for details. 
boundaries mutually inhibit each other, with only those in plot 8 surviving because of the 
fixation plane bias of the disparity filter. The final V2 boundary representations are shown in 
plots 11, 13 and 15. 
Smallman and McKee (1995) then studied the inverse situation where the left bar of the left 
input had a much higher contrast than the other three bars, which all had the same contrast, as 
depicted in plots 1 and 2 ofFi~o>ure 9. They found that this situation produced very similar results 
to the last situation with the left bar of the left input being perceived to lie in the zero disparity 
plane and the two bars of the right input being perceived to lie in the near and far disparity 
planes, as before. 
The model thereby shows why the left bar of the left input cannot fuse with either of the 
bars of the right input because of its much higher contrast. The situation is similar to that 
depicted by Figure 8, explaining the similar percept reported by the subjects. 
3.2.3 The ratio rule 
The only difference between the control experiment and these last two experiments was that in 
the latter the left bar of the left input had a significantly different contrast from the other three 
bars. A key question is how great this contrast difference must be to cause the percept to change 
fi·om that obtained in the control experiment to that obtained in the last two experiments. 
Smallman and McKee (1995) determined that this critical difference was best described in terms 
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Figure 9: Simulation of another variant of the correspondence problem. See text for details. 
of a ratio constraint on the magnitudes of the contrast of the inputs to the two eyes, where the 
exact value of the critical ratio varied between subjects. Figure 10 shows the maximum contrast 
difference between the two eyes that still allows the model to perform stereoscopic fusion, 
plotted on logarithmic axes. "o" designates a data point obtained when the odd bar had a lower 
contrast than the other three bars (i.e., the situation depicted by Figure 8) and "+" the converse 
situation (Figure 9). The line of best fit for the two sets of data combined is a straight line of 
slope approximately equal to 1, indicating that the model's behavior is consistent with the ratio 
rule. 
3.2.4 Exception to the ratio rule 
Smallman and McKee (1995) also discovered one notable exception to the ratio rule: When 
each eye sees only a single bar, these bars match regardless of their contrast difference. This 
situation was simulated as an example of dichoptic masking without retinal con-espondence, and 
the reader is referred back to Section 3.1.4 (Figure 6) for an explanation. 
3.3 Da Vinci stereopsis 
Da Vinci stereopsis describes those situations where a monocular object has a definite 
depth conferred to it by its relationship to a binocularly-viewed object. Such situations are often 
caused by each eye viewing the world from a slightly different position, leading to pmtial 
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occlusions where part of a scene is visible to only one eye. The model shows how the percept of 
depth caused by such stimuli can be explained in terms of monocular-binocular interactions. 
3.3.1 Stimulus of Nakayama and Shimojo (1990) 
In this set of experiments, a thick bar was presented to both eyes and a thin bar only to the 
right eye, as shown in the first row of plots of Figure 11. Subjects reported perceiving the thin 
bar behind the thick bar, at a depth determined by its separation fi·om the thick bar. 
The model explanation is as follows. The vertical boundaries of the thick bar are registered 
binocularly in the near disparity plane in Vl (plot 5) and the right edge of the thin bar is matched 
with the right edge of the thick bar to be registered binocularly in the far disparity plane in Vl 
(plot 9). The left edge of the thin bar is registered only monocularly because it cannot be 
matched to either of the edges of the left input. As usual, the monocular boundaries are added to 
all depth planes in the V2 disparity filter along their respective monocular lines-of-sight. The 
vertical binocular boundaries are also added to the disparity filter, overlapping with the vertical 
boundaries of the thick bar representation in plot 6 and with the rightmost vertical boundary in 
plot 10. These vertical boundaries, being stronger, eliminate all other vertical boundaries that 
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Figure 11: Simulation of the depth percept invoked by the da V inei stereopsis stimuli of Nakayama and 
Shimojo (1990). See text for details. 
share their lines-of-sight via the disparity filter's line-of~sight inhibition (c.f. Figure 2). 
However, numbering the vertical boundaries from left to right, they cannot suppress vertical 
boundary 3 in plot 6, and vertical boundary 4 in plots 8 and 10, since these boundaries do not 
share any of their lines-of-sight. These vertical boundaries survive the V2 disparity filter and 
remain in all disparity planes, being the rightmost vetiical boundary in plot 11, the only vetiical 
boundary in plot 13, and the leftmost vertical boundary in plot 15. As usual, the filling-in 
mechanism in V 4 propagates lightness signals, originating at the boundaries, to produce surfaces 
in those regions that are completely enclosed by a set of boundaries. This produces a percept of 
a thick bar in the near disparity plane (plot 12) and a thin bar in the far disparity plane (plot 16). 
The small squares seen in plots 12, 14 and 16 are merely artifacts of the implementation of the 
diffusion process with a relatively small number of pixels and have no physiological 
significance. The model therefore correctly predicts that the thin bar will appear behind the thick 
bar at a depth that is consistent with the right edge of the thin bar being stereoscopically fused 
with the right edge of the thick bar, as has been reported (Nakayama & Shimojo, 1990). 
The reader might wonder why the boundary that was registered only monocularly, the left 
edge of the thin bar, appears simultaneously in all three disparity planes (plots 11, 13 and 15) 
whereas, previously, boundaries that were registered only monocularly had appeared only in the 
zero disparity plane (e.g. the vertical boundaries in plot 13 of Figure 9). The answer is as 
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Nakayama (1999). See text for details. 
follows: Vl monocular boundaries are always added to all disparity planes in the V2 disparity 
filter along their respective monocular lines-of-sight. In this example, the far and near disparity 
representations of this monocular boundary cooperated to inhibit the zero disparity 
representation. Therefore, despite the fixation plane bias of the disparity filter, the zero disparity 
representation could not suppress both the far and near representations and so all three 
representations survived the mutual inhibition. 
In previous examples (e.g. Figure 9), the far disparity representation of the monocular 
boundary had already been suppressed, via the V2 disparity filter, by a binocular boundary that 
happened to share one of its lines-of-sight. It was therefore unable to cooperate with the near 
disparity representation against the zero disparity representation. The zero disparity 
representation was consequently able to suppress the near disparity representation because of the 
fixation plane bias of the V2 disparity filter. Therefore, in Fi!,>ure 9, the vertical boundaries that 
were registered only monocularly were represented only in the zero disparity plane (Figure 9, 
plot 13). 
3.3.2 Stimulus of Gillam, Blackburn and Nakayama (1999) 
Here the right eye sees two thin bars and the left eye a single thick bar. Subjects rep01t 
seeing two thin bars, the left in the near disparity plane and other in the far disparity plane. The 
model suggests that the left edge of the thick bar fuses with the left edge of the left thin bar to 
18 
appear in the near disparity plane in VI (plot 5), while the right edge of the thick bar fuses with 
the 1ight edge of the right thin bar to appear in the far disparity plane in Vl (plot 9), since in both 
cases these edges have the same contrast polarity. The two other vertical edges of the thin bars 
of the right input are registered only monocularly because they cannot be matched to either of the 
edges of the left input. As usual, the VI monocular boundary representations are added to all 
depth planes in the V2 dispatity filter along their respective lines-of-sight. This is why two thin 
bar representations and one thick bar representation are seen in all three disparity planes (plots 6, 
8 and 1 0), with the slight complication that the left thin bar representation overlaps with the thick 
bar representation in plot 6 and the right thin bar representation overlaps with the thick bar 
representation in plot 10. The VI binocular boundary representations are also added to the V2 
disparity filter, overlapping with the leftmost vertical boundary in plot 6 and the rightmost 
vertical boundary in plot I 0. These vertical boundaries, being stronger, inhibit all the other 
ve1tical boundaries that share any of their lines-of-sight, via the recurrent line-of-sight inhibition 
of the disparity filter. This means that they do not inhibit those vertical boundary representations 
originating from the two monocularly perceived edges of the right input (i.e., numbering from 
left to right, vertical boundaries 2 and 4 in plot 6, 2 and 5 in plot 8, and 2 and 4 in plot I 0), 
because these vertical boundaries do not share any of their lines-of-sight. The final V2 boundary 
representations are shown in plots II, 13 and 15. V4 fills-in surfaces in those regions that are 
enclosed by a complete set of boundaries, resulting in the percept of a thin near bar and a thin far 
bar, as repmted by human subjects (plots 12, 14 and 16). As before, the small squares in plots 
12, 14 and 16 are artifacts of the implementation of the diffusion process and have no 
physiological significance. 
3.4 Stereopsis with opposite contrast stimuli 
It has previously been suggested that the above examples of da Vinci stimuli could be 
explained in terms of occlusion (Nakayama & Shimojo, 1990; Gillam et a!., 1999). We now 
consider an example, very similar to the da Vinci stimuli, which cannot be explained in te1ms of 
occlusion, suggesting that occlusion arguments need to be invoked with care. 
Figure 13 shows a stimulus with the left input consisting of a white bar and the right input a 
black bar, both on a gray background. The left edge of the white bar and the right edge of the 
black bar both have the same contrast polarity and so, due to their relative disparity, are 
binocularly fused in the near disparity plane in VI (plot 5). The other vertical edges are 
perceived only monocularly, as the disparity between them is too great to allow fusion. All 
monocular boundaries are added to the V2 disparity filter along their lines-of-sight, as shown in 
plots 6, 8 and 10. The binocular boundary is also added to the disparity filter and overlaps with 
the middle vertical boundary of plot 6. This boundary, being stronger, suppresses all vertical 
boundaries that share its lines-of-sight, in particular the middle two boundaries of plots 8 and 10. 
The final V2 boundary arrangement is shown in plots 11, 13 and 15. As before, V4 fills-in 
surfaces in regions that are enclosed by a complete set of boundaries, resulting in the prediction 
that a half black, half white bar is seen in the near disparity plane (plot 12). 
This simulation suggests that the stereoscopic depth perception induced by polarity-reversed 
stereograms (e.g., the stereogram considered in this section) is mediated by the fusion of those 
edges in the two stereo half images that have the same contrast polarity. In psychophysics this in 
known as the same-sign hypothesis. While this hypothesis is generally accepted to apply to 
conventional stereo grams, its validity is in doubt for at least two classes of 
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Figure 13: Simulation of stereopsis with a polarity-reversed stereogram. See text for details. 
polarity-reversed stereo grams: First, it is generally agreed that the same-sign hypothesis cannot 
account for the depth perception induced by those polarity-reversed stereograms that are 
presented briefly (Cogan et a! 1995; for related studies see Cumming et a! 1998; Pope et a! 
1999). Second, it can not be applied to polarity-reversed stereograms that are complex (i.e., 
contain many elements), since for these it incorrectly predicts that the stereoscopic fusion of 
edges that have the same contrast polarity should result in a perception of depth, which is 
contrary to experimental studies which found no depth perception even when the stereograms 
were presented for long durations (Julesz 1971; Howard and Rogers 1995). This leaves open the 
possibility that the same-sign hypothesis might be applicable to polarity-reversed stereograms 
that are both simple and presented for long durations, such as the one considered here, which is 
what is predicted by the model. This prediction was subsequently tested and found to be true 
(Howe and Watanabe, In Preparation). 
It should be noted that, while the disparity energy model of Ohzawa eta!. (1990) would, 
like the current model, predict that stereoscopic fusion of the polarity-reversed stimuli 
considered here is achieved by binocularly fusing those edges that have the same contrast 
polarity, only the current model could predict what the sw:face percept would be in this case, as 
the disparity energy model did not consider how disparity matches by complex cells in VI give 
rise to surface percepts in V 4. 
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3.5 Lightness illusions 
The filling-in mechanism utilized by the model V 4 simulations is equivalent to that used by 
Grossberg and TodoroviC (1988) to explain several lightness illusions. It is therefore claimed 
that the present model can explain the same large set of lightness illusions. See Grossberg and 
Kelly (1999), Grossberg and Pessoa (1998), Kelly and Grossberg (2000) and Pessoa, Mingolla, 
and Neumann (1995) for other articles that explain additional lightness and btightness data using 
this filling-in mechanism. 
To demonstrate this point, we now resimulate the Craik-O'Brian-Cornsweet effect, which is 
a characteristic lightness illusion simulated by Grossberg and Todorovic (1988). The stimuli are 
shown in the first row of Figure 14. Both eyes see the same stimulus, which consists of two 
abutting regions of uniform lightness separated by a lightness cusp. Subjects report perceiving 
both regions as having uniform lightness, with the left region appearing darker than the right. 
The model explains this percept as follows. The input is binocular fused to form three 
vertical binocular boundaries in the zero disparity plane of VI (plot 7). As always, both the VI 
binocular and monocular boundaries are added to the V2 disparity filter, with the monocular 
boundaries being added to all depth planes along their respective lines-of-sight. The vertical 
boundaries in the zero disparity plane, being stronger, inhibit the vertical boundaries in the other 
two depth planes via the recurrent line-of-sight inhibition of the disparity filter, resulting in the 
final V2 boundary arrangement shown in plots II, 13 and 15. The boundaries in the zero 
disparity plane (plot 13) confine the V4 diffusion of the lightness signals originating from the 
edges of the regions. Those lightness sit,rnals originating fi·om the left side of the cusp are darker 
than those originating from the right side. This lightness difference is propagated, by the V 4 
filling-in mechanism, throughout the respective regions, causing the left region to appear 
uniformly darker than the right (plot 14). 
4 Discussion 
4.1 Supporting physiological and anatomical data 
This section discusses all the relevant physiological and anatomical data of which we are 
aware. All of these data support the model. However, when the model diagram in Figure I is 
compared to this list of data, it can be seen that the model makes predictions concerning brain 
physiology and anatomy beyond what is known. One prediction is that there is an inhibitory 
circuit in VI which causes the binocular cells in layer 2/3A not to respond if the inputs to the left 
and right eyes differ too greatly in contrast. Another is that there is a disparity filter in V2 which 
employs line-of-sight inhibition. A third prediction is that there is a filling-in surface 
mechanism, detailed in Appendix A, located in V4 (among other places; see Grossberg, 1994). 
We hope that these predictions will soon be tested experimentally. All references refer to the 
macaque monkey. It is suggested that this section be read in conjunction with Section 2 and 
Figure 1, which describe the model. 
4.1. 1 VI binocular boundaries 
Consistent with the model the LGN contains circularly symmetric on-center, off-surround 
receptive fields (Kandel, Schwartz, & J essell, 2000, pp. 529). LGN lesion studies have shown 
that the parvocellular, but not the magnocellular, pathway is critical for fine stereopsis (Schiller, 
Logothetis, & Charles, 1990a, 1990b ). Just as layer 4 is the major recipient of this parvocellular 
input (Callaway, 1998), it is also the input layer of the model V1. Also, in accord with the 
model, layer 4 is known to output to layer 3B, but not to layer 2/3A, of VI (Callaway, 1998), a 
21 
.KII J 
1 Left input 
. J L 7~-~9--~J 
9. Far djsparjty bjnocular V1 
I~ ~--J I 11. Final near disparitvV.1. __ ._] 
_ _. __ 13 Fjna! zero djsparjtv V2 __ 
I I I I ~ 
L .. 15Final~r=anty: __ ] 
B. Initial zero disparjtv V2 
L~~· ~·~· ----~ 
10 llnitia~ )' j:aritv~2 
12. Near disparity V4 
Figure 14: Simulation of the Craik-O'Brian-Cornsweet lightness illusion. See text for details. 
large proportion of it is monocular (Hubel & Wiesel, 1968; Poggio, 1972), and many of its cells 
are simple (Hubel & Wiesel, 1968; Schiller, Finlay, & Volman, 1976). 
As discussed in Section 2, the model assumes that polarity-specific binocular matching 
occurs in layer 3B. This is consistent with observations that a significant proportion of layer 3B 
comprises simple cells (Dow, 1974), that layer 3 contains a significant number of binocular cells 
(Hubel & Wiesel, 1968; Poggio, 1972), and that projections to it can be independent of ocular 
dominance (Katz, Gilbert, & Wiesel, 1989). 
The model suggests that binocular layer 2/3A cells pool responses from layer 3B cells of 
both contrast polarities so that they can represent the boundaries of objects whose contrast 
polarity, with respect to the background, changes as the boundary is transversed. In keeping with 
this suggestion, it is known that layer 3B projects throughout layer 2/3A (Callaway, 1998), and 
that layers 2 and 3 each contain significant numbers of binocular and complex cells (Poggio, 
1972). 
The model further suggests that there is a group of cells in layer 2/3A and 3B that respond 
only to binocular, and not to monocular, stimulation. Such "obligate cells" are known to exist in 
Vl (Poggio & Fischer, 1977; Smith, Chino, Ni, & Cheng, 1997), with about 40% of tuned 
excitatory neurons being obligatory (Poggio & Talbot, 1981 ), including almost all "tuned zero" 
neurons (Poggio, 1991). 
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The model predicts that all these interactions occur in the VI interblob regions, which is in 
keeping with observations that these regions are highly selective for orientation but relatively 
unselective for color (Merigan & Maunsell, 1993). 
4.1. 2 V 1 monocular boundaries 
The model suggests that the VI monocular boundaries are formed by a process that is a 
simplification of that which forms the VI binocular boundaries. Consequently, much of the 
above data applies equally to the monocular boundaries network. Additional supp01t for this 
network comes from observations that layers 3 (Hubel & Wiesel, 1968; Poggio, 1972) and 2 
(Poggio, 1972) each comprise a large proportion of monocular cells. 
4.1.3 V2 boundaries 
The model assumes that the V2 boundaries are located in the V2 pale stripes. This is 
consistent with observations that the V2 pale stripes receive the major projection from the V1 
interblob regions, while receiving no significant projection from the V1 blob regions, and are 
highly orientationally selective (Roe & Ts'o, 1997), while also containing a complete map of 
visual space (Roe & Ts'o, 1995). 
The model is further consistent with data that V2 is mainly binocular (Hubel & 
Livingstone, 1987; Roe & Ts'o, 1997), mainly disparity-sensitive (Poggio & Fischer, 1977; von 
der Heydt, Zhou, & Friedman, 2000), contains many complex cells (Hubel & Livingstone, 
1987), receives input into layer 4 (Rockland & Virga, 1990) and outputs to V4 (Xiao, Zych, & 
Felleman, 1999), which itself is highly selective for disparity (Merigan & Maunsell, 1993). In 
addition, the V2 pale stripes are disparity-selective (Peterhans, 1997). 
According to the model, an important function of V2 is to suppress false matches by 
utilizing a disparity filter. This is consistent with observations that cells readily exhibit false 
matches in VI (Cumming & Parker, 2000), but not in V2 (Bakin eta!., 2000). 
4.1.4 Su1:{aces 
Surfaces are built up through interactions between the VI blobs, the V2 thin stripes, and 
V 4, consistent with the fact all these regions are linked by major projections (Livingstone & 
Hubel, 1984; Xiao et a!., 1999), that the V2 thin stripes are the least orientationally-selective area 
ofV2 (Peterhans, 1997) and contain a complete map of visual space (Roe & Ts'o, 1995). 
4.2 Comparison with other theories and models 
One of the most popular explanations of monocular-binocular interactions is the ecological 
optics hypothesis of Nakayama and Shimojo ( 1990). This hypothesis suggests that visual 
systems attempt to interpret unpaired image points in terms of occlusion. For example, in Figure 
11, both eyes see a thick bar but only the right eye a thin bar. According to the ecological optics 
hypothesis, the visual system interprets these stimuli by assuming that the thin bar is located 
behind the thick bar at the exact distance that would cause the thick bar to hide it from the left 
eye. The thick bar therefore occludes the thin bar from the left eye, but not from the right eye, 
thereby explaining the difference between the two retinal images. 
While this hypothesis is consistent with the percepts evoked by the stimuli in Figures 11 
and 12, it cannot explain the percept evoked by the stimuli of Figure 13, which cannot be 
explained in terms of occlusion. If we wish to understand the response of the visual system to all 
possible stimuli, not just the ones that can be interpreted in terms of occlusion, then it is 
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necessary to offer a mechanistic account that can deal with a broader data set, as the present 
model does. 
One of the most successful mechanistic models of stereopsis is the disparity energy model 
(Ohzawa et al., 1990). However, this model does not solve the conespondence problem in that it 
may match vertical contours in the two retinal images that correspond to different objects. In the 
past, this problem has typically been solved by utilizing a disparity filter that implements the 
unique-matching rule, which states that any given feature in one retinal image is matched at most 
with one feature in the other retinal image (MatT & Poggio, 1976; Grimson, 1981; for a review 
see Howard & Rogers, 1995, pp. 42-43). As discussed in the Introduction, this rule fails in 
Panum's limiting case (Panum, 1858; Gillam et al., 1995; McKee et al., 1995), as well as in other 
situations. 
This failure caused Grossberg and McLoughlin (1997), and McLoughlin and Grossberg 
(1998) to design a disparity filter that encouraged unique-matching without enforcing it. Their 
model forms the foundation for our own and can simulate much of the same data, including most 
of the dichoptic masking and the correspondence problem data. Their model also makes an 
incorrect psychophysical prediction: that if each eye sees a single bar, then the ratio constraint on 
stereoscopic fusion (Smallman & McKee, 1995) ensures that fusion will occur only if the 
magnitudes of the contrasts of the two bars do not differ too greatly. This is inconsistent with 
experimental findings which indicate that the ratio constraint does not apply to this special case 
(McKee et al., 1994; Smallman & McKee, 1995). 
The present model refines the Grossberg and McLoughlin model to correct this 
short-coming. It has simulated all the data considered by McLoughlin and Grossberg (1998), as 
well as an example of stereopsis with opposite-contrast stimuli, two different examples of da 
Vinci stereopsis (Nakayama & Shimojo, 1990; Gillam et al., 1999) and the 
Craik-O'Brian-Cornsweet lightness illusion. Furthermore, unlike its predecessor, it has been 
mapped onto known cortical cells and laminar circuits within cortical areas VI, V2 and V 4. 
4.3 Model robustness and complexity 
The absolute values of the model parameters can be varied over large ranges without 
dismpting its explanations of data; only their values relative to each other are important. 
Furthem1ore, there is considerable scope when choosing individual parameter values, as no 
single parameter proves to be critical in any simulation. In a situation like this, it seems to be 
pointless to describe robustness in terms of parameter sensitivity. Instead, it seems better to 
think of it in terms of the range of the data that the model can simulate. From this point of view, 
the model seems to be robust since it can correctly perform (at least) eleven different simulations 
with a fixed set of parameters and its cells map onto known cortical cell types. 
Model complexity can be evaluated by considering each component in turn and deciding 
whether it is essential. As explained in Section 2, the model comprises four component networks 
which process: VI binocular boundaries, VI monocular boundaries, V2 boundaries, and 
surfaces. The VI binocular boundaries network is needed to explain stereopsis and the contrast 
ratio constraint observed in stereoscopic fusion (Smallman & McKee, 1994). 
The VI monocular boundaries network plays a role in da Vinci stereopsis (Nakayama & 
Shimojo, 1990; Gillam et al., 1999), dichoptic masking (McKee et al., 1994), contrast variations 
of the correspondence problem (Smallman & McKee, 1994) as well as in some examples of 
stereopsis with opposite contrast stimuli (e.g., Howe & Watanabe, In Preparation). 
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Figure 15: The LAMINART model. Sec text for details. Reproduced with permission from Figure 6 of 
Grossberg and Raizada (2000). 
V2 boundaries network is needed to solve both the correspondence problem and the 
monocular-binocular interface problem by utilizing its disparity filter. The correspondence 
problem arises because VI sometimes incorrectly fuses contours that belong to different objects, 
since VI has no way of to determine which boundaries belong to which objects. Sueh false 
matches would give rise to incorrect depth percepts were they not suppressed by the V2 disparity 
filter. The monocular-binocular interfaee problem is caused by the VI monocular boundaries, 
being by definition unfused, not having a definite depth association and so having to be initially 
added to all depth planes. The V2 disparity filter helps to resolve this confusing situation by 
eliminating some of these boundaries. 
Finally, we consider the surface network which com pries V 4, the V2 thin stripes and the 
VI blobs. It is necessary because it is surface percepts, not boundary percepts, that subjects 
report in the experimental studies considered by this paper and because, as illustrated by all of 
the simulations, not all boundaries give rise to a percept of depth. As all four model component 
networks appear to be essential, each having a well defined function, it seems that the model is 
not overly complex. 
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4.4 Future modeling directions 
The present model shows how boundaries can be formed using bottom-up inputs from the 
outside world. It does not, however, indicate how horizontal interactions can be used to complete 
these boundaries where pixels are missing either due to internal brain imperfections, such as the 
blind spot in the retina, or due to incomplete contours in external inputs, whether due to 
occluding surfaces, spatially discrete texture elements, illusoty contour stimuli, or even missing 
pixels in impressionist paintings. 
A parallel line of modeling has developed quantitative explanations and simulations of how 
perceptual grouping, notably boundary completion, may be achieved by laminar cortical circuits 
(Grossberg, 1999; Grossberg, Mingolla, & Ross, 1997; Grossberg & Raizada, 2000; Grossberg 
& Williamson, 2001; Raizada & Grossberg, 2001). This LAMINART model did not, however, 
investigate how these boundaries may be completed in three-dimensions. It is important to ask if 
the LAMINART model of boundary completion is consistent with the model of three-
dimensional boundary formation that is summarized in Figure 1. In particular, it needs be to 
demonstrated that the LAMINART model be can generalized to cope with the positional 
displacement, or allelotropia, that is characteristic of binocular fusion. 
Figure 15 summarizes some of the key LAMINART hypotheses concerning perceptual 
grouping, without regard to its three-dimensional representation. Figure !Sa proposes how the 
LGN can directly activate VI layers 4 and 6. Layer 6, in turn, sends a pattern of on-center, 
off-surround inputs to layer 4. It is proposed that these layer 6 inputs can strongly inhibit layer 4 
through the off-surround, but that the excitatory and inhibitory inputs in the on-center are 
approximately balanced so that layer 6 can modulate the excitability of layer 4 cells, but not fully 
drive them to fire vigorously. The direct connections fi'om LGN to layer 4 are proposed to carry 
out this driving function. Figure 15b illustrates how this modulat01y layer 6-to-4 circuit can be 
used by top-down signals fi·om V2 layer 6 to attentionally modulate the excitability of VI layer 4 
cells. 
How boundary completion is proposed to occur is illustrated in Figure 15c. Layer 4 cells 
activate layer 2/3 cells, which communicate with their layer 2/3 neighbors via long-range 
horizontal excitatory connections and shorter-range inhibitory interneurons. The balance between 
these excitatory and inhibitory interactions allows boundaries to form inwardly between properly 
oriented image contrasts, as in the case of many illusory contours, but not outwardly from 
individual contrasts. If the scene or image that activates these cells is sufficiently unambiguous 
in its groupings, then this horizontal interaction may be sufficient to complete boundaries. In 
response to more complex scenes, where multiple possible groupings or ambiguous groupings 
exist, feedback interactions between the layers help to select quickly the winning grouping. In 
particular, as shown in Figure 15c, positive feedback signals fi·om layer 2/3 to layer 6 exist. The 
strongest groupings in layer 2/3 can support themselves best through the positive feedback loop 
between layers 2/3-to-6-to-4-to-2/3, even as their strong inhibitory signals in the layer 6-to-4 
off-surround can inhibit weaker groupings. 
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Figure 16: The 3D-LAM!NART model. See text for details. 
Figure 15d shows how a top-down on-center, off-surround from VI layer 6 to the LGN can 
act in much the same way as the top-down signals from V2 layer 6 to Vl layer 4. Figure 15e 
synthesizes these circuits into a system architecture. This figure also indicates that the horizontal 
interactions within V2 layer 2/3 can have a broader spatial extent than those in Vl layer 2/3. The 
longer-range V2 interactions carry out the type of perceptual groupings that we are familiar with 
in illusory contours, texture grouping, completion of occluded objects, and bridging the blind 
spot. 
Figure 16 shows how the LAMINART perceptual grouping circuit can be generalized to be 
made consistent with the model of three-dimensional boundary interactions that is developed in 
this article. Two new features are evident in Figure 16. The first new feature is that layer 4 no 
longer directly activates layer 2/3. Instead, monocular layer 4 simple cells first aetivate layer 3B 
binocular simple cells, which in turn activate layer 2/3A binocular complex cells, as shown in 
Figure 1. The layer 2/3A cells can then interact via horizontal interactions, much like those 
summarized in Figures 16c and 16e, to complete boundaries three-dimensionally. An additional 
complication of this interaction is that the binocular cells in layer 2/3A can represent different 
disparities, and thus different relative depths from an observer. Interactions between layer 2/3A 
cells that represent the same relative depth fi·om the observer can be used to complete boundaries 
between object contours that lie at the same depth. 
Due to the binocular fusion that occurs in layer 3B, the boundaries that are formed in layer 
3B and 2/3A can be positionally displaced, or shifted, relative to their monocular input signals to 
layers 6 and 4. Figure 15c suggests that these layer 2/3 boundaries feed signals back to layer 6 in 
order to select the winning groupings that are formed in layer 2/3. How can the positionally 
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displaced binocular boundaries in layer 2/3A of Figure 16 contact the correct monocularly 
activated cells in layers 6 and 4, so as to complete the feedback loop 2/3A-to-6-to-4-to-3B-
to-2/3A that can select the winning three-dimensional groupings? In particular, how can the 
feedback signal from a layer 2/3A cell that is positionally displaced with respect to its monocular 
inputs activate horizontal signals that can activate the COJTect layer 6 monocular sources? 
We propose that horizontal connections that are known to occur in layer 5 accomplish this 
(Callaway & Wiser, 1996). Feedback signals from layer 2/3A propagate vertically to layer 5, 
where they activate horizontal signals in layer 5 that contact the appropriate layer 6 cells. These 
layer 5-to-6 contacts are assumed to be selectively fotmed dming development. Grossberg and 
Williamson (2001) have simulated the way in which layer 2/3 connections and layer 6-to-4 
connections are selectively formed during development. The selective layer 5-to-6 contacts are 
proposed to form according to similar laws. In summary, inward horizontal layer 4-to-3B and 
2/3A-to-2/3A connections are proposed to form binocular cells and their groupings, while 
outward layer 5-to-6 connections are proposed to close the feedback loops that help to select the 
correct three-dimensional groupings. We refer to the model that is described in Figure 16 as the 
3D-LAMlNART model. 
The present model, and its proposed extension to include three-dimensional perceptual 
groupings in the 3D-LAMlNART model, has at least two limitations that must be overcome in 
order to achieve a more complete themy of three-dimensional boundary representation. First, the 
present model can simulate on! y groupings and surfaces that appear flat in 3D. It cannot simulate 
surfaces that slant away from the viewer; c.f., Gillam et a!. (1999). A parallel line of research has 
begun to demonstrate how the LAMlNART model can be consistently extended to explain such 
data (Swaminathan & Grossberg, 2001), including 3D boundary groupings and reversible figures 
like the Necker cube. Second, the present model does not yet incorporate the type of interactions 
between depths that are needed to achieve figure-ground separation. Other mticles have 
developed the FACADE model of how the brain achieves 3D vision and figure-ground 
perception (Grossberg, 1994, 1997; Grossberg & McLoughlin, 1997; Kelly & Grossberg, 2000). 
Although the FACADE model of figure-ground perception utilizes mechanisms that are 
consistent with those of3D-LAMlNART, they have not yet been given an interpretation in terms 
oflaminar cortical interactions. Future work will aim to address this gap in model development. 
Appendix A: Model Equations 
To make the equations easier to read, we have adopted the following convention: capital 
letters denote variables and lower case letters denote constants. Appendix A is most easily read 
in conjunction with Figure 1, which depicts the model. Each eye's stimulus was presented on a 
grid 23 units high and 56 units wide. Simulations were perfonned using the Matlab® software 
package. Equilibrium solutions of the differential equations were used in all cases except for 
(A19) which could not be solved analytically and was instead solved using Euler's method, and 
then solved again using a different step-size to verify the accuracy of the original solution. 
LGN 
The LGN cells receive input from the retina and are assumed to have circularly symmetric 
on-center, off-surround receptive fields that have the effect of normalizing the input, which is an 
essential first step in discounting the illuminant. The cell membrane potentials obey the 
following differential equation: 
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dt 
(Al) 
JPF-i,q':ftj 
where L!R designates that the cell belongs to the left or right monocular pathway, indices i and j 
denote the position of the input on the retina, e is a constant (10' 12) that represents the rate of 
decay of the cell membrane potential, a is a constants (3.6) that represents the maximum 
membrane potential, I# 1R is the unnormalized luminance of the left or right retinal image, and 
g is a Gaussian kernel that represents the inhibitory off-surround: pqij 
= (-(p-i)' +(q- i)' J (A2) g pqij exp 
2
0", , 
where o- represents the size of the kernel (1.5). The steady-state cell membrane potentials of 
these cells are given by: 
(A3) 
p,q 
Vi layer 4 simple cells 
All cells in Vl layer 4 are modeled as monocular simple cells that are sensitive to either 
dark-light or light-dark contrast polarity, but not both, depending on their receptive field 
structure. The cell membrane potentials of the simple cells with dark-light contrast polality obey 
the differential equation: 
dSH /V,L! R,+ 
iJ =-S.~f!V,L!R,+ + ~ k/JJV[x~-IR_ ]+ dt I) L... pq i+p,j+q ' 
p,q 
(A4) 
where H/V designates that the cell responds to horizontal or ve1iical boundaries, + indicates that 
the simple cell responds to dark-light contrast polarity, [x]+ = max(x,O), and k;;/" is a Gabor 
function representing the simple cell receptive field kernel: 
JJIV , (2f1r) [ ) (p 2 q2 J~ k"'~ =1/Jsm -- exp -- - 2 +-2 , r 2 o-p o-, (A5) 
where ¢ , 1 , o P , o, are constants ( 4.4, 311, 0.6, 0.6) representing the amplitude and dimensions 
of this kernel; r = p for cells that respond to vertical boundaries; and r = q for those that 
respond to horizontal boundaries. The steady-state solution is: 
SJJ/V,L!R,+ ="""' e/IV [xL!R ]+. 
I} L... pq 1-1- p,)+q (A6) 
p,q 
The cell membrane potentials of the simple cells with light-dark contrast polarity are the inverse 
of the previous cell membrane potentials: 
s!."~IV,LIR,- =-S.~i/V,/.IR,+ =-~ J, !JIV[x~-IR_ ]+ 
Y 1J .L....i cpq J+p,;+q . 
p,q 
Layer 3B monocular simple cells 
(A7) 
The cell membrane potentials of the layer 3B monocular cells obey the differential 
equation: 
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dBJJ/V,UR,+I-
u -BJJIV,UR,+I- +2[SHIV,UR,+I-]+' (A8) dt I) !I 
where the multiplicative factor of 2 compensates for the fact that the monocular simple cells 
receive inputs fi·om only one eye whereas the binocular simple cells, discussed in the next 
section, receive input from both eyes. The steady-state solution is: 
s:.uv,uR.+I- = 2rs_J_nv,uR,+f-·]'. 
I) ~ I) (A9) 
Layer 3B inhibitory cells 
The layer 3B inhibitory cells, all responding only to vertical boundaries, receive excitatory 
input fi·om layer 4 and inhibitory input from all other inhibitory interneurons that correspond to 
the same position and disparity. Their cell membrane potentials are determined by the following 
differential equations: 
and 
dQV,/.,+1-
Ud 
dt 
dQ.J~ ,R,+I-
I)d 
dt 
-y QV,L,+I- + [SV,/.,+l··]+ _ (lfi[Qv,ll,+l-]+ + r~v,R,---1+]+ + rQV.·L,-1+]+) 
2 ud (H·s); fJ~ yd !i!"ud t yd ' (AlO) 
-y QV,JI,+I-- +[SV,R,+I-]+ _ (llr~v.L,+I-]+ +r~v,/.,-1+]+ +r~v,R,-1+]+) 
2 ud (1-s); P\li:!ud ~ud li!ud ' (All) 
where y, and f3 are constants (5, 4), dis the disparity and s is the allelotropic shift that depends 
on the disparity and is defined in Table 1. 
Layer 3B binocular cells 
These cells, all vertically oriented, receive excitatory input fi·om layer 4 and inhibitory 
input fi·om the layer 3B inhibitory cells that correspond to the same position and disparity: 
dB~:.B,+I·- ~ ) 
ud =- BV,JJ,+I· + [sV,/..+/--]+ + [sv,R.+I-]+ dt YJ !fd (l+S)j (l···S)J 
' 
(A12) 
_ alr~v,/.,+1-]+ + r ~v,L,·I+ ]+ + r ~v ,II,+ I-]+ + r ~V,R,· I+]+) \Uud li.!"!fd Uud li!ud 
where a and y1 are constants which for computational simplicity were given values y, + f3- e 
and 1 a where e is a small positive number (1 o-12 ). The exact values of a and y, are 
y, + f3 
not critical. This is proved in Appendix B, which shows that, under mild constraints on these 
parameters, the binocular cells act like the "obligate cells" of Poggio (1991), responding only 
when their left and right inputs are approximately equal in magnitude, as depicted by Figure 17a. 
In the simulations, (A12) was solved using the theorem described in Appendix B as it was too 
computationally expensive to simulate. 
Layer 213A monocular and binocular complex cells 
VI layer 2/3A consists of both monocular and binocular complex cells. These complex 
cells pool the cell membrane potentials of monocular/binocular layer 3B simple cells of like 
orientation and both contrast polarities at each position. Their cell membrane potentials obey the 
differential equation: 
dCHIV,URIJJ 
yd =-C.~!!V,LIRIJJ +[B.I:l!V,L!Rf/J,+]+ +[B!.liV,LIRIJJ,.-]+ 
dt ud ud ud ' (A13) 
30 
(a) Simulated output (b) Calculated oulput 
60 60 
50 ' 
.. 
50 
' 
. 
40 40 
30 30 
20 20 
10 10 
0 0 
Left input Right input Left input 0 Right input 
Figure 17: Output of a layer 3B binocular simple cell using the parameter values of Appendix A (a) 
Simulated; (b) Calculated. 
whose steady-state solution is: 
C.l_l!V,l.iRIB = [B:.IIV,LIRIB,+]+-!- [B.I:!/V,L!R/11,~]+ 
l)d l)d ijd . (A14) 
V2layer 4 
In V2, virtually all cells are binocularly driven (Hubel & Livingstone, 1987) consistent 
with the model hypothesis that the left and right monocular inputs are combined in V2. The 
model assumes that this is done in layer 4. Since the monocular inputs do not yet have a depth 
associated with them, they are added to all depth planes along their respective lines-of-sight ( c.f. 
Section 2.3). The cell membrane potentials of the horizontally oriented layer 4 complex cells are 
given by: 
dJt;, =-f1 +[CJJ.L. -{}]+ +[C11 •R. -{}]+ (Al5) df !fd (I+S)j (1--"S)J ' 
where () is a constant (1.42) and s is the allelotropic shift defined in Table I. The steady-state 
solution is: 
J:;, = [c(!,:;)J -e]+ + [c(;~;\1 -eJ'. (Al6) 
Similarly, the steady-state cell membrane potentials of the vettically oriented layer 4 complex 
cells are given by: 
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V [ V,B ]' JJ([ V,L ]' [ V,R ]+) Ju" = 1cu" -e + cUH)j -e + cu-,)j -e , (A17) 
where p is a constant (0.23). 
Disparity (tl) Near disparity Zero disparity Far disparity 
Allelotropic shift (s) -4 0 +4 
Table 1: The allelotropic shift (s) is the amount that the left and right monocular contours must be displaced 
to form a single fused binocular contour. It depends on the disparity. It is zero for matches in the fixation plane 
· because these matches are between contours at retinal correspondence. Figure 2 illustrates the allelotropic shift and 
shows that a left monocular contour needs to be shifted more to the right for matches that are further from the 
observer, whereas a right monocular contour needs to be shifted in the opposite direction. 
V2layer 3B 
Analogous to layer 4, the steady-state cell membrane potentials of the horizontally oriented 
layer 3B cells are given by: 
N(;, = [J~~ ]'. (A18) 
V2 layer 3B is assumed to contain a disparity filter in which each vertically oriented cell is 
inhibited by every other vertically oriented cell that shares either of its monocular inputs or is 
either directly in front of or behind it (see Figure 2). This inhibition plays a key role in helping 
to solve the correspondence problem, as illustrated in Section 3.2. The cell membrane potentials 
of the vertically oriented layer 3B cells are given by: 
dN~, v [ v v ]' " ( [ v ]' [ v J•· [ v ]+) 
-dt =-Nud + Jud -S -7JL.t mdd' NU+s'-s)Ji +mdd' NU+s···s')Ji +pNui ' (A19) 
d'ot-d 
where d and d' represent disparities; s and s' are the corresponding allelotropic shifts, defined by 
Table I; ov is a constant (0. 15) that represents the threshold of a vertically oriented layer 4 cell, 
7] is a constant (0.38) that scales the total inhibition that each cell receives, f.1 is a constant (0.1) 
that represents the inhibition from boundaries directly in front or behind, and m""' represents the 
inhibition 11-mn all other neurons that share an input, as detailed in Table 2. 
--
Near 
-
Near -
-. 
Zero 1.3 
·-
Far 1.5 
-· ·-··~· 
Table 2: The inhibition coefficients mdd'. Each neuron is inhibited by every other neuron that shares either 
of its inputs by an amount that depends on the disparities of the inhibited and inhibiting neurons. See text for further 
discussion of parameter choices. 
The disparity filter is robust in that its behavior is stable across a range of parameter values. 
The key features of the dispru:ity filter, as illustrated in Table 2, is that it is symmetrical about the 
fixation plane (i.e., the near and far disparity planes equally inhibit and are equally inhibited by 
the zero disparity plane) and that it favors the zero disparity plane in that this plane inhibits the 
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near and far disparity planes more than they inhibit it. Equation (Al9) was solved using Euler's 
method and then resolved with a different step size to check the accuracy of the solution. 
V2 layer 2/3A complex cells 
These cells receive input from V2 layer 3B. In the present model, they merely scale this 
input, but see Grossberg (1999) for a discussion of their function in perceptual groupmg. 
Analogous to layer 4, their steady-state cell membrane potentials are given by: 
T 11 IV =50* [N" IV]+ (A20) 
ud 11d ' 
where the multiplicative factor of 50 allows the V2 plots in Figure 3-14 to be plotted to the same 
scale as the V1 plots. 
V4 
V 4 receives lightness signals from the LGN via the V1 blobs and the V2 thin stripes, and 
boundary signals from the V2 pale stripes. It combines the monocular lightness signals from the 
two eyes that correspond to the same location. Its input is given by: 
[ L]+[R]+ Z 11" = xu+.<)j + xu-.,)j , (A21) 
where i, j are positional indices, d represents the disparity and s the allelotropic shift defined in 
Table 1. V 4 fills-in this lightness signal using a diffusive process whose lateral spread is gated by 
the boundary signals. Following Grossberg and Todorovic (1988), we model its cell membrane 
potentials as: 
dWu" "" ( )P .. ~=-Wud + ~ Wpqd -Wud pqifd +ZiJd. 
(p,q~n,:; 
The locations nu in (A22) comprise only the nearest neighbors of (i,j): 
nu = {(i,j -1),(i -l,j),(i + !,j), (i,j + 1)}. 
(A22) 
(A23) 
The boundary lattice is offset by [0.5 0.5] relative to the lightness lattice, corresponding to the 
idea that these two processing streams are spatially displaced with respect to one another in the 
cortical map. Thus the gating coefficients, Ppqijd, in (A22) that represent the inhibition of 
diffusion by the boundary signalS T,;;:v and r::IV are defined by: 
ppqiid = 1 J (Y . y ) , 
. + 1 (i-·0.5)(}+0.5)d + (i-0.5)()-0.S)d 
/ ifp = (i-1), and q = j, (A24) 
- f 
P,,qijd - I h(Y Y ) ' + (i+0.5)(}+0.5)d + (i+O.S)(j--O.S)d 
ifp = (i+l), and q = j, (A25) 
/ 
ppqijd = ( . ~' 
1 + h y(i-0.5)(j .. Q.5)d + Y(i+05)(j-0.5)d) 
ifp = i, and q = j-1, (A26) 
- f 
ppqijd - ( ) ' 
· 1 + h Y(, .. o.s)(j+0.5)d + l'(; .. o.s)(j+O.S)d 
ifp = i, and q = j+1, (A27) 
where Yu" = TJ; + r;, , thereby combining the boundary signals defined in (A20), and f and h are 
constants (1000, 1 0). Spurious lattice edge effects were avoided by using the wrap-round 
technique according to which the last element of a row/column is understood to be adjacent to 
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the first element of the same row/column. At equilibrium, each W;;d is computed as the solution 
of a set of simultaneous equations: 
Zud + L,wpqdPpqijd 
w p,(jEII;j 
ijd == --I-'-~"d-P--­
+ £.... pqijd 
which were solved iteratively until steady-state was achieved. 
Appendix B: Proof of the Obligate theorem 
(A28) 
As written here, the theorem that proves the obligate property only applies to layer 38 
binocular cells with dark-light contrast polarity (i.e., B[/·+ ). However, by symmetry it applies 
equally to those with light-dark contrast polarity (i.e., B[/·- ). 
Obligate Theorem 
and 
dQV.L.+ 
uri 
dt 
-r Qv.L.+ + [sv,~. ... ]+ _ /Jir~v.R.+]+ + [Qv.R,-]+ + r~v.L,-]+) 
2 ud (H-s};. \lt!'ud ud li!ud ' 
dQV,R,+ 
ud ==-y QV.R.+ +[SV,II,+]+ -/J~f~v,L.+]+ +f~v.I .. -]+ +fQV,II,-]+) dt 2 urt (!--·s); \li:!urt . li!'ud ~ ud ' 
dQ;/· ==-r QV.L.- +[SV,L,··]+ -{J{f~v,/1,·]+ +f~v,/1,+]+ +[QV,L,+]+) dt 2 ud (H·s); \li!ud li!!!d ud ' 
h S v L + d Sv 11 + I f" db (A6') 0 d w ere c;.:.,),; an c;~,.).i are c e me y , < y, an 
0 < fJ < y, <a< y, + fJ 
fJ SV.L,+ fJ SV,R,+ 
(1) if o < s:;~.~;)~;.,s:;~~!G; s;;_/;;;,s:;~~:)-~· < o;-::; ~:~-~:; ; and-~ ~~~2:, 
y, su-,;j y, s(iH)j 
then at equilibrium BV,JJ,+ ==_I (I- a rsVJ.,+. + SV,R.+). 
l)d r, rl + j3 )' (H·S)j (1-S)J ' 
SV,R.+ fJ 
(2) .f o < sv.L,+ s"·ll,+. s"·L,- sv,/1,- < o. d c~-.,u < 1 (i+s)j' (i-s)j' (i+s)j' (i-s)j ' an ---v:;::; - , 
s(IH}j y, 
then at equilibrium Bv,B,+ ==_I (svJ<.+ + (I-!:':_}v,L.+ J· 
ud (1-~s); (1+s); ' y, y, 
(8I) 
(82) 
(83) 
(84) 
(85) 
(86) 
(87) 
(88) 
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SV,L,+. (3 
(3) if 0 < Sv,L,+. Sv,R,+ · Sv,L,- Sv,R,~ < 0 · and ~ <-(I+S)J' (1-s);' (1+s);' (1-s); ' SV,R,+ ' 
(i-s)) r2 
h 'l'b · B"·"·+ - 1 (sv.L,+ (' a l"v.R,+ J· (B9) t en at eqm1 num ijd - ~ U+.>)J + - y, JU-,)J , 
(4) " II th I f SV,L,+ SV,R,+ SV,L,- s"·11 •·· 10f a 0 er va ues 0 (i+s)J, (i-s)J, (i+s)J, U-s)J, 
'l'b · Bv B+ < 0 (BIO) at eqm 1 num u,i · - . 
Figures 17a and 17b show the simulated output and the calculated output for the above system 
for the parameter values summarized in Appendix A. 
Figure 18: Phase-plots used in Appendix B: (a) Case 1; (b) Case 2. In both cases the dQ;/·+ 
dt 
0 nulleline 
s~~.R·+: 
h d. d l l . (>-,); crosses t e or mate an t 1e a JSCissa at -
SV,R,+ dQV,L,+ 
and (>-->); while the -'="-'"':...' - = 0 nulleline crosses them at T' dt y, 
sv.L,+ 3 v,L,.+ (i+s)j d (i+s)j 
--an--(3 y, 
Proof 
First note by (A 7) that out of the four possible inputs Sv.L,+ Sv,R.+ Sv,L,- and 
' (1+s);' (1-s); ' (1+s);' 
most only two can be positive. This greatly simplifies the subsequent analysis. 
SV,R,- t (i-s))' a 
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(3 8 v.L,+ f3 8 v.R,+ c s I· O<SV,L,+ SV,R,+,sV,L,- sV,R,- <0·-<~· and -<_l!::iJj_ 
a e . (i+s)f' (i-s)f' (i+s))' (i-s)j ' - SV,R,+' - sV,L,+ • r, u-.,)/ y, U+<)/ (Bl1) 
Under these conditions, (B4) and (B5) imply that, for sufficiently large t, 
QV,L,- QV,R,- < 0 ijd ' ijd - • (B12) 
By (B 12), and recalling for this case 0 < s;;~",;: ,st;:~;:, (B2) and (B3) can be approximated at 
large times: 
and 
dQV,L,+ 
"" = -r Qv,L.• + 8 v.L.• _ fJ[Qv.R.+ ]' dt 2 ijd (I+S)J ijd ' 
dQV,R,+ 
ljd 
dt 
-r Qv.R.• + 8 v,R,+ _ (Jr ~v.L,+ ]+ 2 ud (1-s)1 tl!ud · 
(B13) 
(B14) 
Equations (Bl3) and (Bl4) are used to draw the phase-plane plot shown in Figure 18a. Equation 
(B 11) implies: 
and 
8 v,R,+ 8 v,L.+ 
0 (i-s)} < {i+s)J <-----
y, (3 
8 v.L,+ sv,R,+ 
0 (i+s)j < (i-s)) <--_--
y, (3 
(B15) 
(B16) 
From these equations and where the null clines intersect the axes in Figure 18a, it follows that the 
nuclines must cross each other at a point where 
O < Qv ,L,+ Qv ,R,+ 
- ijd ' ijd • (B17) 
This allows us to remove the rectification in (B13) and (Bl4) which in turn allows us to perform 
local analysis on the linear system 
J = [- y, - (3] ' 
-fJ -r, (B18) 
The eigenvalues are - y2 ± (3. By (B6), (3 < y2 , and so both eigenvalues are negative. Thus the 
crossing of the null clines represents an equilibrium point to which the system converges. This 
equilibrium point can be found by adding (B13) and (B14) and recalling that for this case Q;;/·' 
and Q;,/·+ are nonnegative: 
!!_(QV,L,+ + QV,R,+) = -(r + fJ)(QV,L,+ + QV,R,+ )+ (sV,L,+. + 8 v,R,+) dt l)d ijd 2 l}d ijd (I+S)J (h>)J • 
The equilibrium point is: 
Qv,L,+ + Qv,ll,+ = 1 (sv.L,+ + 8 v.R.+ ) l}d l]d r
2 
+ f3 (H·s)J (1-s); ' 
(B19) 
(B20) 
By (B 12) and (B20), and recalling for this case 0 < st;;;;: ,S(,~1:;:, we see that at large times (B 1) 
is approximated by: 
ud -r BV,JJ,+ + 1 dBV,JJ,+ l 
dt I yd (B21) 
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Equation (B21) converges to: 
Bv.B.+ =-1 (l- a }sv.L.+ +Sv.R.'). 
ud + f3 (t+s); (1-s); r1 r, 
(B22) 
SV,R,+ f3 
c s 2• 0 < SV,L,+. SV,R,+. sV,L,- SV,R,~ < 0 and~<-
a e . (I+S)j' (1··-s);' (I+S)J' (1-S)J SV,L,+ . 
(i+s)j r2 (B23) 
First note that (Bl2)-(Bl4) apply to this case, allowing us to draw the phase-plane plot shown in 
Figure 18b. From where the nullclines intersect the axes and from (B23), we see that the 
nullclines must cross each other at a point where 
QV,R,+ < 0 
l)d 
and 
QV,L,+ > 0 
ud • 
Equations (B24) and (B25) imply that (B 13) and (B I4) can be rewritten as: 
and 
dQV,l.,+ 
ud 
dt 
-r Qv.I .. + + 5 v.L.+ 2 ijd (i+s)j 
dQV,R,+ 
ud _ -r Qv.R,+ + 8 v,R,+ _ fJQv.L.+ dt - 2 iid (i--s)j l)d • 
Linear analysis of 
J=[~~ -~J 
(B24) 
(B25) 
(B26) 
(B27) 
(B28) 
yields only a single eigenvalue, - y2 • Because this eigenvalue is negative, the intersection of 
nullclines represents an equilibrium point to which the system converges. Solving (B26) at 
equilibrium yields: 
s" ,/.,+ 
Q;,(·' = (iH)/ . (B29) 
y, 
By (Bl2), (B24) and (B29), and recalling that for this case 0 < s(,i;G,sD.I:;;, it follows that at 
large times, (B I) is approximated by: 
ud = -yB!~·l1,+ + l-~ -.J~,L-1·_ + SI~,R,-1: dBV.I!,+ ( } dt 1 l}rf r
2 
(H-.1')} (1-·S)J ' (B30) 
which has the equilibrium solution: 
Bv B,+ =_!_((I- ~fv,L.•: 5 v.R,+ J l}d (H·S)J + (1-S)J ' 
YJ y, 
(B31) 
SV,L,+ f3 
Case 3• 0 < SV,I.,+ sv.JI,+. 0 < SV,I.,- sV,R,·: and ~ < -. 
• (i+s)J' (1-s);' (I+S)J' (1·-s); SV,R,+ 
(i-.<)j y, 
(B32) 
By symmetry with Case 2: 
Bv.B.+ =_I (sv.L.+ +(I-~fv.R.+ J 
ud (IH)J (1-s); · r1 r, (B33) 
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C 4 S V,L,+ SV,R,+ < 0 d SV,L,- SV,/1,- < 0 ase : (i+s)j' (i-s}) an (i+s)j' (i-s)} • 
From (B 1) we see that at equilibrium: 
B Vd,IJ,+ ::; 0 , 
u 
Case 5: s;;~.~):.,s;;~;G,s:;.;.~)J,SD~~)} = o. 
By inspection, (B2), (B3), (B4) and (B5) imply that at equilibrium, 
Q V,L,+ QV,R,+ QV,L,- QV,R,- = 0 ~ ' ~ ' ~ ' ~ , 
By (B37), (Bl) implies that at equilibrium, 
B V,B,+ = 0 !fd • 
S I~,!.,+. S ~~ ,J?,-_ 
Cas 6. 0 < Sv,L,+ Sv.R,-. Sv,f, .. Sv.R,+ < 0. fJ < <•HlJ . and fJ < (H); e 0 (i+s)j' {i-s)}' (i+s)j' (i-s)j ' --~' --~. 
y, s(i-,)j y, su+,)j 
By analogy with Case 1, in particular (B 12) and (B20), at equilibrium: 
Q V,L,- QV,R,+ < 0 ijd ' yd -
and 
(B34) 
(B35) 
(B36) 
(B37) 
(B38) 
(B39) 
(B40) 
Q V,L,+ + QV,R,- = ) (sV,L,+ + 8 v.R,~) (B41 ) 11d ud + fJ (l+s); (1-s).t • y, 
Using (B40) and (B41), and recalling that for this case 0 < sr~';;~ and s;;·~;~ < 0, we see that at 
large times (B 1) is approximated by: 
dBV,B,+ 
ijd = _ Bv.IJ,+ + 8 v.L,+ _ a (sv.L.+ 8 v.11.--) (B42) dt YI !fd (i+s)j r2 + j3 (i+s)j + (i-s)) • 
Its equilibrium solution is: 
B~;"·' = ;, ( ( 1- y,: fJ };;;';G r,: fJ s:;:;;)} 
Recalling that for this case £s;;;';;',::; s;;.:,';j, we convert (B43) into an inequality: 
y, 
Bv,IJ,+ < _1 ((~--~yv,L.• __ 0__f_ 8 v,L,+ J· ijd - fJ (t+S)j fJ (I+S)J y, y, + y, + y, 
From (B6) we see that y, <a. This allows (B44) to be rewritten 
BV,ll,+ < _1 ((1- y, yv,L,+ y, fJ sV,/,+ J 
ud fJ (H·S)J fJ (t+s)J ' y, y, + y, + y, 
After factorization and cancellation we find: 
B V,Il,+ < 0 ijd • 
SV,R,- fJ 
Cas 7• o < sv.L.+ sv.R.-. sv,L.-- sv.R.+ < o. a d (~->)j < --e • (i+s).i' (i-s)}' (i+s)j' (i-s)j ' ll V ,L,+ 
s(i,)j r, 
By analogy with Cases 1 and 2, in particular (B 12), (B24) and (B29), at equilibrium: 
Q V,L,- QV,R,+ < Q ijd ' ijd - ' 
QV,/1,- < 0 ijd ' 
(B43) 
(B44) 
(B45) 
(B46) 
(B47) 
(B48) 
(B49) 
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and 
8 v,L,+ Q!~,,L,+ = (i+s)j • ijC y, (BSO) 
Using these equations, and recalling that for this case 0 < S!;:!;): 
large times (B 1) is approximated by: 
and S"·"·+ < 0 we see that at (1-S)j ? 
dBV,B,+ 
l)d 
dt r 
Bv.a.+ + 8 v.t,+ a 8 v.L,+ 
- l ijd (i+s)j -- (i+s)j' y, 
This converges to: 
B;/ + = ;, ( 1- ;, };;/;);. 
From (B6) we see y2 <a. Thus (B52) implies 
BV,Il,+ < 0 
ud • 
s"L·' f3 Case 8: 0 < SV,L,+ SV,R,-. SV,L, s"·"·' < 0. and~<-(H s);' (1-s); ' (H ~)J' (1-s); ' S V ,R,-
(H)j y, 
By analogy with Case 2, in particular (B 12), (B24) and (B29), at equilibrium: 
and 
Q VJ,-· QV,R,-t < Q ijd ' tid - ' 
QV,L,+ 0 !id < ' 
5 v.R,·-
QV ,R,- _ (i-s)) ijd - • y, 
(B51) 
(B52) 
(B53) 
(B54) 
(B55) 
(B56) 
(B57) 
Using these equations, and recalling that for this case 0 < s;;;:): 
large times (B 1) is approximated by: 
and S v.~<.+: < 0 we see that at (1·-s); ' 
dBV,B,+ 
ifd ___ Bv,B.+ +Sv,1.,+ _ a_ 5 v,J?.,. .. dt - YJ iid u+s>J y2 u-s)J. 
This converges to: 
Bv,il,+ __ 1 (svJ.+ _!!_ 8 v.11.-) ijd - (i+s)j (i-t-s)j • y, y, 
Recalling that for this case y,_ Sv.t,+ < sv·"·~ we convert (B59) into an inequality· f3 (I+S)j (1-.I')J? ' 
Bv.B,+ _1 (l- a lsvJ.,+ 
ijd < rl f3 J(i+s)j. 
From (B6) we see that f3 <a . Thus (B60) implies: 
B V,H,+ 0 ijd < . 
Case 9: s:;.;.~):-,s:;~~)j < 0 and 0 < s:;~-~;)j,s:;.~~:G 
By analogy with Cases 6-8: 
BV,B,+ < 0 
ud • 
(B58) 
(B59) 
(B60) 
(B61) 
(B62) 
(B63) 
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As we have now considered all possible cases, the theorem is proved. 
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