In this paper it is intended to solve an Economical Dispatch (ED) problem with a new tool, named Sensing Cloud Optimization (SCO). It is a technique based on clouds of particles which allow a dynamic change in search space. It has appropriate heuristic characteristic to solve not convex, not differentiable and highly constrained optimisation problems. It is provided with a statistical analysis which determines the cloud's dimension with dynamic adjustments in search space in order to accelerate the convergence and to avoid to get trapped in local minima. Two case studies are presented in which SCO demonstrated good performances reaching lower cost values where compared with other techniques.
I. INTRODUCTION
The Economical Dispatch (ED) problem is an important issue in the power system operation. Fundamentally it is intended to evaluate the value that each on-line unit should generate with the lowest cost respecting the technical and load demand constrains. The ED uses as a basis the Unit Commitment solution, excluding from the optimization the generation units that are off. It is common to adopt approaches that merge the problem of Unit Commitment with the problem of Economic Dispatch using Integer Mixed [1] .
The Dynamic Economical Dispatch (DED) problem is an extension of the conventional ED since it takes into account the variation of demand over time (1) :
Where F i,t is the cost function of each unit P i at interval t, and N G represents the number of on-line units [2] . Over the past decade, many methods have been developed to solve the economical dispatch problem. There are the traditional methods such as Gradient, Lagrangean function, Lambdaiteration method, Dynamic Programming, Newton's method, Linear Programming and Interior Point method, among others [3] . However, some generation cost functions of recent thermal units are not continues, not convex, neither differentiable due to valve-point loading effect. Thus, the ED problem becomes a non-convex problem with constrains, which cannot be solved directly by some of the traditional mathematical methods. Dynamic programming can solve this kind of problems, but can suffer with the dimension and the time needed to solve it [4] [5] [6] . On the other hand, as the traditional optimization packages used in power systems only supports convex functions, non-convex functions are manipulated so that they can be solved.
In parallel, several heuristic methods were proposed to solve this kind of problems such as Genetic Algorithms (GA), Simulated Annealing (SA), Taboo Search (TS), Evolutionary Programming (EP), Evolutionary Strategies (ES), Particle Swarm Optimization (PSO), Bacteria Foraging Optimization (BFO) [3] , [7] , Ant Colony Optimization (ACO), Artificial Neural Networks approach with Hopfield Networks, Artificial Bee Colony (ABC) [7] and hybrid artificial intelligence methods [3] , [10] and [7] [8] [9] . From the base algorithms several improved approaches and hybrid were proposed, as Improved Taboo Search [4] , Fast Evolutionary Programming and Improved Fast Evolutionary Programming [11] , Improved Particle Swarm Optimization [10] and hybrids as PSO with Evolutionary programming [12] , PSO with crossover operations [13] and Fast Evolutionary Programming with Swarm Direction [2] .
From the tests done up to now, the proposed algorithm [14] demonstrate good convergence velocity and precise results. As well as, dealing easily with large quantity of variables, as can be seen by the problems analysed and which will be presented later.
II. PROBLEM DESCRIPTION
Traditional ED problems characterise the cost function as quadratic, but due to valve point effects, an absolute term is added to the quadratic cost function, characterised by (2) [15] ,
where a i , b i , c i , e i and f i are the function coefficients for i th unit while P imin is the minimum power constrain. Beyond this, some thermal units, as combined cycle, operate with different kind of fuels and multiple cost curves, resulting an "hybrid cost function" represented by several piecewise functions reflecting the effects of fuel type changes.
In an Electric Power System, the total production must equal the load demand D plus power transmission losses P L (3) . The losses are function of unit's power outputs and can be represented by the loss coefficients matrix B (4).
Simultaneously several technical operation constrains must be satisfied such as minimum and maximum power generation and ramp limits. The increasing ramp limit is expressed by UR i , and DR i represents the decreasing ramp limit. Together with minimum max 
In some cases, the total operation range of a generating unit is not always available due to physical operation limitations, as steam valve operation, vibrations in the shaft bearings, among others, resulting in prohibited operating zones. In practical operation, the units must avoid operating in steady state in the prohibited zones as (6) , where the indices l and u represents respectively the lower and upper bounds of prohibited operating zones and z = 2,3..n z the number of prohibited zones of i th unit [2] .
III. ALGORITHM DESCRIPTION
The SCO algorithm proposed by [14] is based on a stochastic technique based in populations with parallel search using groups of particles, without presenting evolutionary strategies. It has appropriate heuristic characteristic to solve not convex, not differentiable and highly constrained optimization problems.
It is characterized by two distinct steps, the cloud particles fitness evaluation and a statistical analysis. The first one determines the cloud's direction and the second one determines its dimension with dynamic adjustments of the search space in order to accelerate the convergence and avoid to get trapped in local minima. The concept of central particle was introduced, which represents the optimal value, being the remaining particles of cloud spread around, according with a Gaussian distribution. These particles will act as sensors "to fill" the search space and give "signals" to the central particle moves into the best direction. An adaptive adjustment of search space is performed by two inverted sigmoid functions controlled by the coefficient of determination as demonstrated in point F.
A. Central particle generation
SCO starts creating a central particle X q at a random position in the search space, normalized by the min-max method, as in (7) .
With i = 1..N, where N represents the problem dimension and x max and x min the maximum and minimum values of search space.
B. Cloud generation
A cloud with j=1..M particles with N dimensions is created, following a Gaussian distribution, with mean centered in the central particle and variance  . In the first iteration, this value is defined by the user and in the followings is defined by a self-adaptive process.
C. Particles evaluation
After the cloud generation, the fitness value of each particles are calculated and the minimum fitness value of the cloud, f(x b(j) ) as well as its position x b(j) are registered.
The originality contained in this methodology is based in how the fitness values are addressed.
D. Quadratic regression coefficients determination
This step is an attempt to program the least square method to estimate the quadratic regression coefficients which best fit the particles of the cloud. The added value of using particles is the fact that even if the search space is not continuous it is always possible the determination of regression coefficients from the fitness cloud values. The use of a second order polynomial has also the added value that always indicate a local or global minimum within the search space if the gradient is negative, hence a convex function, which can give some information for where the central particle should be moved. Depending on the search space, however, the polynomial may result on a concave function with a central particle progressing toward the maximum. A possible solution will be shown ahead in this paper.
E. Cloud statistical parameters determination
To understand if the central particle is far or close to the fitness function minimum, the Euclidean distance between each particle and the central particle, X q , is calculated by (8) . Fig. 1 represents the graph with fitness values in function of the distance  j . It can be verified that the points closest to central particle have lowest fitness, while those farther away have worse values. It means that the central particle is above a minimum and the search should be more refined and the cloud should be focused in the search space near the central particle. The opposite case can be observed in fig. 2 where the cloud particles have no sufficient information and decision capacity to determine if the central particle is far away or close a minimum. (9), where  (j) represents the distance's standard deviation between X q(j) and the cloud particles X (j) and  fitness(j) the standard deviation of fitness values.
The slope determination gives additional information, if it is high it means that cloud is above a narrow valley, otherwise the cloud is above a wide valley. 
In (10) the h parameter can be used to accelerate the search however, if the value is too high the search can be faster but not so accurate.
F. New cloud generation
As mentioned in section D., if the quadratic function (parabola) defined by the cloud particles fitness values, results in a convex function and if the new central particle moves to the parabola vertex, the objective function trend to be lower or at least equal to the value obtained in previous iteration. However it is necessary to evaluate the quality of new central particle trend point. This evaluation may be obtained calculating the determination coefficient of the quadratic function   . If the determination coefficient is low, the confidence of quadratic function is low and the vertex may not provide reliable information about a supposed lower fitness value in the search space. According to this considerations, it is proposed that the position of new central particle X q(i) must result from an weighted value between the value given by the parabola vertex, t p(i) , and the position of particle with the best fitness value x b(i) , trough (11) .
If in the limit   2 i q R is equal to 0 the central particle will move toward x b(i) , on the other hand, if it is equal to 1 it is concluded that the parabola's vertex indicates a minimum inside the search space bounded by the limits of each dimension of cloud.
Depending on the cost function to be optimized and the search space covered by the cloud, the parabola can be concave indicating a maximum instead a minimum. In this case, it is necessary to calculate the trend point in order to ensure that the central particle continues to move toward a minimum. It is done by calculating the roots of the concave function, subtracted by the best fitness, as indicated in (12) .
Then the trend point value closest X b(i) will be chosen (11) .
To prevent a premature convergence into a local optimum and, at the same time, ensure a rapid search of optimum, the cloud particles variance of Gaussian distribution must be dynamic adapting along the search space. After the definition of new central particle position, a new cloud is created, centred on the central particle and variance, to each dimension, calculated by (14) , where k is the iteration number.
The changing in the cloud variance is done by (15) and (16) which represent inverted sigmoid functions, with shape coefficients t c , t s , t m and t n .
  According fig.1 for values of 2 R  near 1, the central particle is near an optimal solution, so the algorithm should narrow the search space for the next iteration by F s1 (15) . At the end, the variance of each dimension is given by (14) allowing the cloud search space increase or decrease in a dynamic and automatic way. 
IV. ALGORITHM APPLIED TO ECONOMIC DISPATCH
Step 1 Create randomly a central particle P q(i) , with i=1..N G dimensions, representing each generation unit according to its limits, as in (17) 
Step 3 Calculate the second order function regression coefficients to each dimension i,
Step 4 Verify the convexity of the parabolas. If they are
t by (13) .
Step 5 Generate new central particle by (20)and verify if satisfies the constrains (5) and (6) . If the solution violate the constrains must be modified to satisfy (5) and (6).
As the remaining particles act as sensors and they are not candidates to solution do not need to satisfy all constrains.
Step 6 Calculate the Euclidean distance from each particle j to the central particle, by (21).
Step 7 Calculate the linear regression coefficients
Step 8 Calculate the new standard deviation for each dimension i of new cloud by (14) .
Step 9 If k = it max go to step 10, otherwise, k=k+1 and go to step 1.
Step 10 The central particle that generates the latest best fitness is the optimal generation value for each unit and minimum total generation cost.
V. NUMERICAL EXAMPLES AND RESULTS
To verify the feasibility of the proposed method, 2 cases were studied to demonstrate the capacity of the algorithm to reach the optimal values as well as, the capacity to solve high constrained problems with crescent dimension. The proposed algorithm was implemented in Matlab® (R2010a) and executed on a Core (i2) 1,59 GHz processor. 
A. First case study
The first test system consisted of 15 thermal units with prohibited operation zones and ramp limits, feeding a load demand of 2630 MW. The network consisted in 30-buses network characterized by the loss coefficients matrix B. The units had no valve-point effects and the initial values of each unit were defined by 0 i P . All parameters used in this case study are described in [2] and [4] , (100 particles and 100 generations in [2] and 100 particles and 200 generations in [4] ).
To simulate this case, the central particle as well as, each individual particle of the cloud have 15 dimensions (P 1 ...P 15 ), one for each generation unit. Depending on the number of particles N P the cloud dimension should be [15 x N P ].
As heuristic methods may not converge to exactly the same solution at each run owing to their stochastic behaviour, their performances could not be judge by the results of a single trial. Due to that, all cases were performed 50 trials keeping the average, maximum and minimum reached values. The number of iterations was limited to 100 as in [4] .
Excluding the central point, the remaining particles act as "sensors" of the search space and are used to calculate the first and second order polynomials, there is a minimum number of particles necessary to describe the curve fitting. On the other hand, a large number will make the algorithm slower due to the necessary of evaluating each particle. After some experiences, the particles number was set to 50. In first case study the parameter h of (10) was 1, on the second one h = 10. In (15) t c was set to 0,5 and t s to 1, in (16) the values of K, t m and t n were set, respectively to 1,01, 50 and 5. The penalty factor q of (19) was set to one after several experiments.
The obtained results were compared with Fast Evolutionary Programming (FEP), Improved Fast Evolutionary Programming (IFEP) and Swarm Direction Fast Evolutionary Programming (SFEP) proposed by [2] and Particle Swarm Optimization (PSO) and Genetic Algorithms (GA) proposed by [4] . Although in [2] and [4] the unit's parameters were the same, the values of o i P were different. This fact is enough to produce quite different results as can be seen in Table I . These differences were due to the ramps limits associated with start values o i P leading to different production portfolios. Fig. 4 shows the total costs obtained by [2] and [4] and the values obtained using SCO. In both situations is clear the improvement of SCO over all other methods presenting the lowest values for all indicators as well as the lowest average value after 50 trials. [2] FEP [2] IFEP [2] SFEP [2] SCO [4] PSO [4] GA [4] Fig . 5 shows the convergence speed of SCO to first case study with setting similar to [2] .
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Fig. 5 Convergence behaviours of SCO for a 15-units problem
Some additional tests were done with the setting of [4] . Increasing the number of iterations to 500, even lower cost value was obtained (32708$/h) with total production of 2659,58 MW and 29,58 MW of losses after 324 iterations. On the other hand, with 100 particles and 200 iterations, the value of (32703$/h) was reached. These results are in line with those obtained in [13] with PSO with Chaotic Sequences (CSPSO), PSO with Crossover Operation (COPSO) and PSO with both Chaotic sequences and Crossover operation (CCPSO).
B. Second case study
To investigate the behaviour of a larger power system, a case with 40 units was tested without ramp limits, prohibited zones, and losses. In addition the units had valve-point effect, which transform the cost function on a non-convex neither differentiable function. Due to the problem's complexity the number of particles was increased to 100 and maximum iterations to 500.
The convergence velocity is shown in fig. 6 revealing good velocity converging in less than 500 iterations. The obtained values after 50 runs were compared with several other heuristic optimization techniques such as PSO [6, 12] , Classical Evolutionary Programming (CEP), PSO Embebbed in CEP (PSO_CEP) [ Random Search (PSO_LRS), New PSO (NPSO), NPSO_LRS [15] and CTPSO [11] . The numerical values of the best value obtained for each technique are shown in table II, while the comparison between the minimum, average and maximum are shown in fig. 7 . The unit's production values are not indicated due to the large amount of data. 
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VI. CONCLUSIONS
This paper presents a new optimization algorithm which shows to be capable to solve high constrained ED problems, as well as better results concerning cost values than evolutionary programming methods, classical Particle Swarm Optimization and some evolutionary and hybrid techniques with evolutionary problems and PSO. Next steps will be the application of this algorithm to high dimensional and more constrained problems, with multi-fuels units and valve-point effects. As conclusion, this paper shows the algorithm capacity to solve ED problems with both convex and non-convex cost functions. These results were obtained simulating case studies presented in biography. In the future to the algorithm should be tested in real environment to compare it with commercial optimization packages and by this way to assess the algorithm capacity to be used in industrial environmental. 
