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We demonstrate that certain (proton) multiplicity distributions, possibly present close to the QCD first order phase transition (or the QCD critical point), can be successfully measured in terms of the factorial cumulants of surprisingly high orders with relatively small number of events.
Recently the study of fluctuations of conserved charges in relativistic heavy ion collisions have received increased interest since they represent one way to access the phase structure of QCD [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Special attention has been paid to the cumulants of the net-baryon number distribution as they are particularly sensitive to the details of the transition from hadron gas to quark gluon plasma in the cross-over region [4, 11] as well as near a potential critical point [3] . Experimentally, one is usually restricted to the measurement of cumulants of the net-proton distribution [16, 17] since neutrons are difficult to measure. However, as show in [18, 19] given fast isospin-exchange processes due to the abundance of pions the connection to the net-baryon number cumulants can be made.
Naturally to characterize a possible phase structure it is advantageous to know cumulants of as high an order as possible. However, with increasing order, the cumulants involve ever higher moments of the multiplicity distribution, which in turn requires better and better statistics. However, and this is the purpose of this note, there are certain multiplicity distributions which are "statistics friendly", such as the one recently found in [20] being consistent with the preliminary STAR measurement at √ s = 7.7 GeV. Specifically, in this paper we study various (proton) multiplicity distributions in order to evaluate the statistical errors of higher order factorial cumulants. In our studies we choose a rather small number of events, approximately 150000 (144393 to be more precise [21] ), which is the statistics underlying the STAR measurement for the most central Au+Au collisions at √ s = 7.7 GeV at RHIC [16, 22] . Furthermore, we will only consider multiplicity distributions of one species of particles, which are protons in our case.
To evaluate the statistical errors numerically, we sample the number of protons, N , n events = 144393 times from a given multiplicity distribution P (N ). We then calculate the cumulants, K n and factorial cumulants C n for n = 2, ..., 9. 1 Next we repeat this sampling n run times, where n run is sufficiently large so that the results presented below do not depend on n run . This procedure then gives us n run "measurements" or samples of K n and C n , {K
From these samples we calculate the variance, for example, in the case of the factorial cumulants C n we have
The expected absolute error, ∆C n , is then given by ∆C n = Var (C n ), whereas the relative error is ∆C n /C n , where C n denotes the true value directly calculated from the multiplicity distribution P (N ). * bzdak@fis.agh.edu.pl † vkoch@lbl.gov 1 As a reminder the cumulants and factorial cumulants are obtained from the multiplicity distribution P (N ) as
.
arXiv:1811.04456v1 [nucl-th] 11 Nov 2018
An alternative way to calculate the expected error is by means of the delta theorem or delta method (see, e.g., [7, 23, 24] for details). In the case at hand, where we want to calculate the errors for (factorial) cumulants, application of the delta method is straightforward. Let us discuss this in more detail for the case of the factorial cumulant. The random variables are the moments about zero, µ k = N k . Therefore, we express the factorial cumulant, C n , in terms of the moments, C n = F (µ 1 , . . . , µ n ). Then according to the delta method the variance of C n for a sample with n events events is given by
The absolute error is then again given by ∆C n = Var (C n ). For example we obtain for the variance of C 2 (after re-expressing the moments µ i in terms of factorial cumulants)
We find that the so obtained errors are in perfect agreement with those determined via the aforementioned numerical sampling method.
After having presented the methods for error determination let us now turn to the results. The essential point of the present paper is the observation that a small deviation from Poisson or binomial distributions can result in rather peculiar distributions, which we will call, the statistics friendly distributions (SFD). From these distributions one may obtain factorial cumulants of high orders with a rather limited number of events. One example is a simple two-component distribution discussed recently in Ref. [20] 
where both P (a) and P (b) are the proton multiplicity distributions characterized by small or even vanishing factorial cumulants. This distribution not only serves as a nice example for a statistics friendly distribution, as we shall show, it also has physics relevance, in particular in the context of searching for structures in the QCD phase diagram. As argued recently in Ref. [20] such a distribution would be consistent with a system with finite number of particles being close to a first order phase transition. The analysis in Ref. [20] found that P (N ) given by Eq. (5) with α ≈ 0.0033, P (a) (N ) given by binomial (B = 350, p ≈ 0.1144) and P (b) (N ) given by Poisson ( N (b) = 25.3525) is able to reproduce the preliminary results by the STAR collaboration for the proton cumulants at √ s = 7.7 GeV [22] . In addition it was found that the above distribution predicts factorial cumulants to roughly scale like C n+1 /C n ∼ −15 i.e., they alter in sign from order to order while increasing in absolute value by more than an order of magnitude from order to order. 2 In other words, the small admixture of a Poisson distribution changes the factorial cumulants dramatically, from being close to zero to almost exponentially increasing in magnitude. The same dramatic difference can also be seen in the expected error for a finite sampling. This is shown in Fig. 1 , where in the panel (a) we show the histogram of C (i) n /C n from our numerical sampling (based on n events = 144393 events) for the binomial distribution only, i.e., P (a) (N ). 3 For completeness we note that the analytical values of C n for binomial are given by C n = (−1) n+1 (n − 1)!Bp n . The 2 The actual ratios slightly decrease with increasing n: C4/C3 = −17, C5/C4 = −15.56, C6/C5 = −15.46, C7/C6 = −15.04, C8/C7 = −13.85, C9/C8 = −10.66, and for C10 the patter breaks and C10/C9 = 0.72. 3 We found that the absolute error of the binomial distribution is close the Poisson distribution, which can be easily calculated using Eq. (2) and is given by √ n! N n/2 / √ nevents. 
n , fluctuating from experiment to experiment, divided by a known (evaluated analytically) value, C n , based on 144393 events sampled from (a) the binomial distribution (B = 350, p = 0.114, N = pB ≈ 40) and (b) a distribution given by Eq. (5) (see text for details). The statistical errors are given by the widths of the corresponding histograms. In the left panel, the histograms order by the height at the maximum are (from largest to smallest) C 2 , C 3 , and C 4 . In the right panel the order (from largest to smallest) are: C 2 , C 4 , C 5 , C 3 , C 6 , C 7 , and C 8 . distribution get very wide already for C 3 . In contrast, in the panel (b) of Fig. 1 we show equivalent histograms for the two-component distribution, Eq. (5). Again, the small admixture of a Poisson distribution changes the situation dramatically. Indeed in this case the distributions are so narrow that a measurement of even the 8-th order factorial cumulants may be feasible with as little as 150k events.
This finding is quantified in Fig. 2 , where we show the relative errors ∆C n /C n for various distributions again based on n events = 144393 event. The relative error for both the binomial and the negative binomial (NBD) 4 with N = 40 and k = 80, increase essentially exponentially with increasing order of the factorial cumulant. Obviously all of these distributions are statistics hungry, and the measurement of higher order factorial cumulants with good accuracy require very large statistics. For the two component model, labeled "Binomial + Poisson", on the other hand the relative errors remain very small even for C 9 . The actual values for the relative errors are (0.036, 0.16, 0.13, 0.14, 0.18, 0.26, 0.42, 0.91) for (∆C 2 /C 2 , . . . , ∆C 9 /C 9 ).
We also show as "Binomial + Poisson + effi" the result one would obtain, if one takes a finite detection efficiency of = 0.65 into account, that is N (b) = 25.3525 × , p = 0.1144 × so that N = 40 × . Again, the relative error for the factorial cumulants remain small but larger than in the case without efficiency. Here we have (0.056, 0.29, 0.27, 0.31, 0.41, 0.61, 1.06, 2.55) for (∆C 2 /C 2 , . . . , ∆C 9 /C 9 ). It also means that using the efficiency uncorrected STAR data one could try to measure the factorial cumulants up to the seventh order where ∆C 7 /C 7 = 1 ± 0.61.
The above results may be understood qualitatively in the following way. In general we have two types of multiplicity distributions, P (N ). One where the higher order factorial cumulants are driven by the tails (Poisson, binomial, NBD etc.) and the other one where the higher order factorial cumulants are driven by some structure away from the tails. This is exactly the case of our superposition model. 5 To be a bit more precise the factorial cumulants of Eq. (5), assuming α 1 are given by
4 For NBD Cn = (n−1)! N n /k n−1 , where k measures the deviation from a Poisson distribution, e.g., n /∆C n ranges from ∼ 0.95 for n = 2 to ∼ 0.2 for n = 9). Thus we have a situation, where the error of the factorial cumulant is of the same magnitude as that of a binomial distribution, but the factorial cumulant is orders of magnitude larger. Consequently, and not surprisingly, the relative error is much smaller for the two-component distribution than for the binomial distribution.
Finally, we note that in the case of Eq. (5), the regular cumulnats are less statistics friendly. This is presented in Fig. 3 . The reason for this is the same as just stated. The absolute errors for both cumulants and factorial cumulants are of the same magnitude, ∆K n ∼ ∆C n . On the other hand, for the two-component model, the factorial cumulants are very large while the regular cumulants are only modestly larger than that of a simple binomial distribution. This is a result of the alternating signs of the factorial cumulants. For example, the sixth order cumulant, K 6 , is given in terms of the factorial cumulants as K 6 = N + 31C 2 + 90C 3 + 65C 4 + 15C 5 + C 6 (see e.g., Ref. [20] ). And for our example of "binomial+Poisson+effi", where we see a rapid increase in the relative error, we have C 6 ≈ 3080, 15C 5 ≈ −4600 and 65C 4 ≈ 1970. As a result, K 6 ≈ 180 C 6 , and consequently the relative error is much larger for K 6 as compared to C 6 .
In summary, we demonstrated that for the multiplicity distribution given by Eq. (5), which is relevant in the context of searching for structures in the QCD phase diagram, factorial cumulants of high orders can be determined with relatively small number of events. This is in contrast to various statistics hungry distributions (Poisson, binomial, NBD, etc.), for which the error increases nearly exponentially with increasing order. As shown in Ref. [20] , the distribution, Eq. (5), describes the preliminary STAR data for proton cumulants (up to the forth order) in central Au+Au collisions at √ s = 7.7 GeV. Since this distribution is statistics friendly, it can be further tested by evaluating the higher order factorial cumulants even with the presently available STAR data set of 144393 events for the most central collisions. We also pointed out that factorial cumualnts are more statistics friendly when compared to regular cumulants, which, in the case of Eq. preliminary STAR data) we predict: 
for efficiency uncorrected data and C 5 = −2645 (1 ± 0.14), C 6 = 40900 (1 ± 0.18),
for N = 40, corresponding to the efficiency corrected data. 6 We note, that in the next phase of the RHIC beam energy scan the statistics is expected to increase by roughly a factor of ∼ 25 [25] reducing the above errors by about a factor of 5.
In this work we have restricted ourselves to distributions of a single species, protons. It would be interesting to explore if similar statistics friendly distribution also exists for more then one species, such as net-proton distributions which involves protons as well as anti-protons.
