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ON THE WEDDERBURN PRINCIPAL THEOREM IN
CONFORMAL ALGEBRAS
PAVEL KOLESNIKOV
Abstract. We investigate an analogue of the Wedderburn principal theorem
for associative conformal algebras with finite faithful representations. It is
shown that the radical splitting property for an algebra of this kind holds if
the maximal semisimple factor of this algebra is unital, but does not hold in
general.
1. Introduction
One of the main points of the theory of finite-dimensional associative algebras is
the classical Wedderburn principal theorem. In a sketched form, it could be stated
as follows. If A is an algebra over an algebraically closed field k, N is a nilpotent
ideal of A, and if A/N contains a semisimple finite-dimensional subalgebra S, then
the preimage of S in A contains a subalgebra S ≃ S. There are many generalizations
of this theorem for various classes of associative (see, e.g., [1, 2, 3, 4] and references
therein) and nonassociative (e.g., [5, 6, 7, 8, 9, 10]) algebras.
Let us change the data as follows: suppose that for a nilpotent ideal N of an
algebra A the algebra A/N contains a subalgebra S isomorphic to the first Weyl
algebra A1 = k〈p, q | qp − pq = 1〉 or to the matrix algebra Mn(A1), n > 1. In
general, it is not true that the preimage of S in A contains a subalgebra isomorphic
to A1 or Mn(A1), respectively. Roughly speaking, we are going to show that for
certain class of algebras an analogue of the Wedderburn statement holds in these
data. The algebras under consideration are subalgebras of EndV (V is an infinite-
dimensional vector space) satisfying so called TC-condition (translation-invariance,
continuity). This condition is a new formalization of the class of ordinary algebras
associated with conformal algebras [14] (c.f. formal distribution algebras [11]), so
the main results of this paper are stated for conformal algebras. In some sense, we
continue studying the structure theory of associative conformal algebras with finite
faithful representation started in [11, 12, 13].
The formal definition of a conformal algebra was introduced in [14] as an alge-
braic language describing the singular part of operator product expansion (OPE) in
conformal field theory. Another important feature of conformal algebras relates to
the notion of a pseudo-tensor category [15]: a conformal algebra is just an algebra
in the pseudo-tensor category M∗(H) associated with the polynomial bialgebra
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H = k[D] (see [16]). An object of this category is a left unital H-module, and an
algebra in M∗(H) is a module C ∈ M∗(H) endowed with (H ⊗ H)-linear map
∗ : C ⊗ C → (H ⊗ H) ⊗H C. Associativity, commutativity, and other identities
have a natural interpretation in this language. Note that an ordinary algebra over
a field k is just an algebra in M∗(k).
In this context, the obvious way to generalize finite-dimensional algebras is to
consider the class of finite conformal algebras, i.e., finitely generated H-modules.
Another approach is to consider conformal algebras acting faithfully on a finitely
generatedH-module, i.e., those with finite faithful representation. These conformal
algebras are not necessarily finite themselves, but they are clearly the analogs of
subalgebras of EndU , dimk U < ∞. In particular, if V is a finitely generated H-
module then the set of all conformal endomorphisms (see [11, 14, 17]) forms an
associative conformal algebra denoted by CendV , that is a “conformal analogue”
of EndU . Since CendV is an infinite conformal algebra, the theory of conformal
algebras with finite faithful representation can not be reduced to the theory of finite
conformal algebras. On the other hand, it is unknown whether an arbitrary finite
(Lie or associative) conformal algebra has a finite faithful representation.
In [11, 17], simple and semisimple finite Lie and associative conformal algebras
were described. In the associative case [11], a finite semisimple conformal algebra
is isomorphic to a finite direct sum of current conformal algebras over simple finite-
dimensional algebras. It was shown in [18] that an arbitrary finite associative
conformal algebra C could be presented as C = S ⊕ R, where R is the maximal
nilpotent ideal of C and S is a semisimple subalgebra isomorphic to C/R.
For finite Lie conformal algebras, the similar statement (analogous to the Levi
theorem) is not true: it follows from the description of cohomologies of the Virasoro
conformal algebra [19] (see also [16]).
In [13], the classification of simple and semisimple (more precisely, semiprime)
associative conformal algebras with finite faithful representation was obtained (see
Theorem 2.9 below). Moreover, any subalgebra C of CendV contains a maximal
nilpotent ideal R = Rad(C), and C/R also has a finite faithful representation.
There is a natural problem: whether C could be presented as C = S⊕R, S ≃ C/R?
In this paper we show that the answer is positive if C/R is a unital conformal
algebra, but in the general case the answer is negative.
Throughout this paper, k is an algebraically closed field of zero characteristic,
Z+ is the set of non-negative integers. By H we will denote the polynomial algebra
k[D] endowed with the D-adic topology, i.e., the family of basic neighborhoods of
zero is given by principal ideals (Dn), n ∈ Z+.
2. Preliminaries on conformal algebras
2.1. Conformal linear maps. Let V1, V2 be left (unital) H-modules, and let
Ti ∈ EndVi represent D in Vi, i = 1, 2. A k-linear function
a : H → Hom(V1, V2)
is said to be a conformal homomorphism from V1 to V2 [11, 14] if:
(i) a is continuous with respect to the D-adic topology on H and the finite
topology (see, e.g., [20]) on Hom(V1, V2);
(ii) a is translation-invariant with respect to the operators T1, T2, i.e., a(f)T1 =
T2a(f)+a(f
′) for any f ∈ H (hereinafter, f ′ = ∂Df is the usual derivative).
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Hereinafter, Hom(U, V ) denotes the set of all k-linear maps from U to V .
Remark 2.1. It is clear that if dim V1 < ∞, then the only conformal homomor-
phism from V1 to V2 is zero. Therefore, the exponential e
αT1 , α ∈ k, is usually
undefined. However, one may always interpret (ii) as follows:
e−αT2a(f(D))eαT1 = a(f(D + α)), f ∈ H.
Let Chom(V1, V2) stands for the set of all conformal homomorphisms from V1 to
V2. We will write a(n) for a(D
n) and a ◦n u for a(n)u, a ∈ Chom(V1, V2), n ∈ Z+,
u ∈ V1. By definition, we have
a ◦n u = 0 for n sufficiently large, (2.1)
a ◦n T1u = T2(a ◦n u) + na ◦n−1 u. (2.2)
These properties are equivalent to (i) and (ii) above.
If V1 = V2 = V then Chom(V1, V2) is denoted by CendV .
One can define the structure of a left H-module on Chom(V1, V2) by
(Da)(f) = −a(f ′), f ∈ H. (2.3)
If we have three H-modules V1, V2, V3, then for any n ∈ Z+ an operation
(· ◦n ·) : Chom(V2, V3)⊗ Chom(V1, V2)→ Chom(V1, V3) (2.4)
could be defined by the rule
(a ◦n b)(m) =
∑
s≥0
(−1)s
(
n
s
)
a(n− s)b(m+ s), m ∈ Z+. (2.5)
It is easy to see that
Da ◦n b = −na ◦n−1 b, a ◦n Db = D(a ◦n b) + na ◦n−1 b. (2.6)
Moreover, if V1 is a finitely generated H-module then for any a ∈ Chom(V2, V3),
b ∈ Chom(V1, V2)
a ◦n b = 0 for n sufficiently large (2.7)
(see [11, 14]).
Definition 2.2 ([11, 14]). A conformal algebra C is a left H-module endowed with
a family of k-linear maps
(· ◦n ·) : C ⊗ C → C, n ∈ Z+,
satisfying (2.6), (2.7).
Axioms (2.6) and (2.7) are known as sesqui-linearity and locality, respectively.
The function N : C × C → Z+ given by
N(a, b) = min{n ≥ 0 | a ◦m b = 0 for all m ≥ n}, a, b ∈ C,
is called the locality function on C.
If C is a finitely generated H-module, then C is said to be a conformal algebra
of finite type (or finite conformal algebra).
A conformal algebra C is called associative if [11, 21]
(a ◦n b) ◦m c =
∑
s≥0
(−1)s
(
n
s
)
a ◦n−s (b ◦m+s c) (2.8)
for any a, b, c ∈ C, n,m ∈ Z+.
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For two subsets A, B of a conformal algebra C, denote
A ◦ω B =
{∑
i
ai ◦ni bi | ai ∈ A, bi ∈ B, ni ∈ Z+
}
.
The same notation will be used in other cases when we will work with a family of
binary operations (· ◦n ·), n ∈ Z+.
It is clear how to define what is a subalgebra or left/right ideal of a conformal
algebra C, and what does it mean that C (or an ideal of C) is simple, nilpotent,
solvable, prime or semiprime. In particular, C is semiprime if for any non-zero ideal
I of C we have I ◦ω I 6= 0. Such conformal algebras are often called semisimple
in the literature (see, e.g., [11, 13, 14, 17]). In this paper, we will also use this
terminology.
Definition 2.3 ([11, 22]). Let C be an associative conformal algebra, and let V
be an H-module. A representation of C on V is an H-linear map
ρ : C → CendV
such that ρ(a ◦n b) = ρ(a) ◦n ρ(b) for any a, b ∈ C, n ∈ Z+. If C has a represen-
tation on V then V is called a (conformal) C-module; if V is a finitely generated
H-module then ρ is said to be a representation of finite type (or finite representa-
tion).
If V is a finitely generated H-module then CendV endowed with the operations
(2.3), (2.5) is an associative conformal algebra. If an associative conformal algebra
C has a finite faithful (i.e., injective) representation on V , then C could be identified
with a conformal subalgebra of CendV . Such conformal algebras were studied, for
example, in [11, 12, 13, 23], and they are the main objects of the present work.
2.2. Correspondence between subalgebras of EndV and CendV . Let us first
recall the following notation [11, 24]. If C is a conformal algebra, a, b ∈ C, n ∈ Z+,
then
{a ◦n b} =
∑
s≥0
(−1)n+s
s!
Ds(a ◦n+s b). (2.9)
Relations (2.6) imply
{a ◦n Db} = −n{a ◦n−1 b}, {Da ◦n b} = D{a ◦n b}+ n{a ◦n−1 b}.
Moreover, if C is associative then [11, 24]:
a ◦n {b ◦m c} = {(a ◦n b) ◦m c}; (2.10)
{a ◦n (b ◦m c)} =
∑
s≥0
(−1)s
(
m
s
)
{{a ◦m−s b} ◦n+s c}; (2.11)
{a ◦n {b ◦m c}} =
∑
s≥0
(−1)s
(
m
s
)
{{a ◦n+s b} ◦m−s c}; (2.12)
{a ◦n b} ◦m c =
∑
s≥0
(−1)s
(
n
s
)
a ◦m+s (b ◦n−s c). (2.13)
Now, let V be a finitely generated H-module, T ∈ EndV represents the action
of D. Consider a correspondence between conformal subalgebras of CendV and
ordinary subalgebras of EndV .
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For a subset S ⊆ EndV define F(S) as the set of all a ∈ CendV such that
a(f) ∈ S for all f ∈ H . For any subset C ⊆ CendV , define A(C) = {a(f) | a ∈
C, f ∈ H} ⊆ EndV . If S is a subalgebra of EndV , then F(S) is a conformal
subalgebra of CendV . If C is a conformal subalgebra of CendV then A(C) is an
ordinary subalgebra of EndV . Indeed, it follows from (2.3) thatA(C) is a subspace,
and (2.5) implies
a(n)b(m) =
∑
s≥0
(
n
s
)
(a ◦n−s b)(m+ s), a, b ∈ C, n,m ∈ Z+. (2.14)
Note that A(F(S)) ⊆ S, C ⊆ F(A(C)). Denote C˜ = F(A(C)).
Lemma 2.4 ([13, Proposition 3.7]). Let C be a conformal subalgebra of CendV ,
and let {an}n∈Z+ be a sequence of operators in A(C) such that anT −Tan = nan−1
for any n ∈ Z+. If lim
n→∞
an = 0 in the sense of finite topology on EndV then there
exists a ∈ C˜ such that a(n) = an.
Lemma 2.5 (c.f. [13, Proposition 3.10]). Let C be a conformal subalgebra of
CendV .
(i) S = A(C) acts on C as on S–S-bimodule by the rule
a(n) · b = a ◦n b, b · a(n) = {b ◦n a}
for a, b ∈ C, n ∈ Z;
(ii) C is a two-sided ideal of C˜, and C˜ ◦ω C˜ ⊆ C.
Proof. (i) It is sufficient to check that the action is correctly defined. Associativity
of the action follows from (2.5), (2.10), (2.12), (2.14).
If a(n) = 0 for some a ∈ CendV , n ∈ Z+, then a = D
n+1x for an appropriate
x ∈ CendV . Suppose a(n) = a′(n′) for some a, a′ ∈ C, n, n′ ∈ Z+. We may also
assume that n′ ≤ n, so that for
x = a−
n′!
n!
(−D)n−n
′
a′ ∈ C
we have x(n) = a(n) − a′(n′) = 0, and x = Dn+1y. Therefore, for any b ∈ C we
have 0 = x ◦n b = a ◦n b− a
′ ◦n′ b
(ii) It follows from (i) that C˜ ◦ω C, {C ◦ω C˜} ⊆ C. Locality axiom (2.7) implies
that C ◦ω C˜ ⊆ C as well. Since for any x ∈ C˜ and for any n ∈ Z+ there exists
a ∈ C such that x− a ∈ Dn+1CendV , we conclude C˜ ◦ω C˜ ⊆ C. 
Definition 2.6. Let V be a finitely generatedH-module, and let S be a subalgebra
of EndV . If S = A(F(S)), then we say that S satisfies TC-condition, or that S is
a TC-subalgebra of EndV .
The most important example appears in the case when V is a free H-module.
Consider the space Vn = k[t]⊗k
n as anH-module with respect to the representation
D 7→ T , T : f ⊗ u 7→ tf ⊗ u, f ∈ k[t], u ∈ kn. The maximal TC-subalgebra of
EndVn is given by
A(F(End Vn)) =W ⊗ Endk
n ≃Mn(W ),
where W the subalgebra of Endk[t] generated by p : f 7→ tf and q : f 7→ f ′,
f ∈ k[t] (i.e., W is isomorphic to the first Weyl algebra A1).
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Denote CendVn by Cendn. For a fixed basis of Vn over H , there is an iso-
morphism between conformal algebras Cendn and Mn(k[D, v]) ≃ H ⊗ Mn(k[v])
[11, 13, 23]. Here v is just a formal variable, an element
a =
m∑
s=0
(−D)s
s!
⊗As(v) ∈ H ⊗Mn(k[v])
acts on Vn as
a(k) =
m∑
s=0
(
k
s
)
As(p)q
k−s ∈Mn(W ), k ∈ Z+,
and the operations (2.5) are given by
(1 ⊗A) ◦k (1⊗B) = 1⊗A∂
k
v (B),
A,B ∈Mn(k[v]). From now on, we will identify Cendn with Mn(k[D, v]).
Example 2.7. The set of matrices S0 = Mn(k[q]) ⊂ EndVn is a TC-subalgebra.
The corresponding conformal algebra F(S0) =Mn(k[D]) is denoted by Curn.
Example 2.8. If Q(p) ∈ Mn(k[p]), then Wn,Q = Mn(W )Q(p) ⊆ EndVn is a TC-
subalgebra, and Cendn,Q = F(Wn,Q) = CendnQ(v−D) is a conformal subalgebra
(even a left ideal) of Cendn. If detQ(p) 6= 0 then Cendn,Q is a simple conformal
algebra [12].
Theorem 2.9 ([13]). Let C be an associative conformal algebra with a finite faithful
representation. If C is simple, then C is isomorphic either to Curn or to Cendn,Q,
n ≥ 1, detQ 6= 0. If C is semisimple, then C is a finite direct sum of simple ones.
It was also shown in [13] that an arbitrary associative conformal algebra C with
a finite faithful representation has the maximal nilpotent ideal (radical) Rad(C),
although C is not necessarily Noetherian. The following proposition gathers addi-
tional information on the structure of such conformal algebras.
Proposition 2.10. Let C be an associative conformal algebra with a finite faithful
representation, and let R = Rad(C). Then
(i) C/R has a finite faithful representation;
(ii) there exist a finite number of prime ideals of C. The intersection of these
ideals is equal to R.
Proof. (i) Suppose C ⊆ CendV , rankV < ∞, N = A(R) ⊆ EndV . There exists
m ≥ 1 such that Nm = 0. Then the finitely generated H-module
U = V/NV ⊕NV/N2V ⊕ · · · ⊕Nm−2V/Nm−1V ⊕Nm−1V
is also a C-module. Since R is a maximal nilpotent ideal, the annihilator of U in
C coincides with R, so U is a faithful C/R-module.
(ii) This is a general fact that the prime radical of an associative conformal
algebra C (defined as the minimal nil-ideal B such that C/B has no non-zero
nilpotent ideals) is equal to the intersection of prime ideals: one may follow the
proof from [25] slightly adjusted for conformal algebras. By Theorem 2.9, B = R
and C/R has a finite number of ideals, so there exist only a finite number of prime
ideals of C. 
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3. Radical splitting problem
3.1. Lifting of special elements. An element e of a conformal algebra C is called
an idempotent if e ◦n e = δn,0e, n ∈ Z+ [18]. Two idempotents e1, e2 ∈ C are
mutually orthogonal if e1 ◦ω e2 = e2 ◦ω e1 = 0. An idempotent e ∈ C is said to be
a (conformal) unit if e ◦0 x = x for any x ∈ C [23]. For example, the conformal
algebra Curn ≃ Mn(k[D]) ⊂ Cendn contains a (canonical) unit corresponding to
the identity matrix Idn ∈ Mn(k[D]). In general, a conformal unit is not unique:
e.g., any element of the form Q−1(v)Q(v −D), detQ ∈ k \ {0}, is a unit of Cendn.
The structure of unital associative conformal algebras was considered in details
in [23, 26]. Unfortunately, it is not clear how to join a unit to an arbitrary conformal
algebra.
Throughout this section, C is an associative conformal algebra, I is a nilpotent
ideal of C.
Lemma 3.1.
(i) If e¯ ∈ C/I satisfies the condition e¯ ◦0 e¯ = e¯ then there exists e ∈ C such
that e+ I = e¯, e ◦0 e = e.
(ii) Suppose that C contains a unit e0 and there exist e¯1, . . . , e¯N ∈ C/I satis-
fying the conditions e¯i ◦0 e¯i = e¯i, {e¯i ◦0 e¯0} = e¯i, e¯i ◦n e¯j = 0 for i 6= j,
n ≥ 0, i, j = 1, . . . , N . Then there exist e1, . . . , eN ∈ C such that ei+I = e¯i,
{ei ◦0 e0} = ei, ei ◦0 ei = ei, ei ◦0 ej = 0 for i 6= j, i, j = 1, . . . , N .
Proof. (i) This statement was proved in [18]. The idea is similar to the lifting of
idempotents in ordinary algebras, see, e.g., [2].
(ii) Let N = 1. If e′1 is a preimage of e¯1 given by (i), then e1 = {e
′
1 ◦0 e0}
satisfies the required conditions.
Assume the statement holds for some N ≥ 1, and let we are given N+1 elements
e¯1, . . . , e¯N , e¯N+1 ∈ C/I as above. Suppose we have found e1, . . . , eN ∈ C, satisfying
the required conditions. Consider the element f = e0 − e1 − · · · − eN ∈ C and the
subalgebra C0 = f ◦0 {C ◦0 f} ⊆ C with the nilpotent ideal I0 = C0∩I. Note that
{f ◦0 e0} = f , f ◦0 ei = 0, i = 1, . . . , N . Since e¯N+1 ∈ C0/I0 ⊆ C/I, there exists
eN+1 ∈ C0 such that eN+1 ◦0 eN+1 = eN+1. Presentation eN+1 = f ◦0 {y ◦0 f},
y ∈ C, shows that {eN+1 ◦0 e0} = eN+1 and eN+1 ◦0 ei = 0, i = 1, . . . , N .
Moreover, for any a ∈ C we have (ei ◦0 f) ◦0 a = (ei ◦0 e0 − ei) ◦0 (e0 ◦0 a) = 0.
Therefore, ei ◦0 eN+1 = 0 for i = 1, . . . , N . 
Lemma 3.2 (c.f. [18]).
(i) If e¯ ∈ C/I is an idempotent then there exists an idempotent e ∈ C such
that e+ I = e¯.
(ii) Suppose that C contains a unit e0 and there exists a family of pairwise mu-
tually orthogonal idempotents e¯1, . . . , e¯N ∈ C/I (i.e., e¯i ◦n e¯j = δn,0δi,j e¯j)
such that {e¯i ◦0 e¯0} = e¯i. Then there exist pairwise mutually orthogonal
idempotents e1, . . . , eN ∈ C such that ei + I = e¯i.
Proof. (i) It was shown in [18]. One may also use the idea of the proof of Proposi-
tion 3.4 below.
(ii) First, let us find fi ∈ C, i = 1, . . . , N , by Lemma 3.1(ii): fi ◦0 fj = δi,jfj,
{fi ◦0 e0} = fi, fi + I = e¯i. Note that for any i = 1, . . . , N subalgebra Ci =
fi ◦0 {C ◦0 fi} contains a preimage of e¯i. For every i = 1, . . . , N , apply (i)
to the algebra Ci with the nilpotent ideal I ∩ Ci and find idempotents ei ∈ Ci,
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ei ∈ fi + I. Present ek = fk ◦0 {e
′
k ◦0 fk}, k = 1, . . . , N . It is easy to see that
fi ◦0 ej = fi ◦0 fj ◦0 {e
′
j ◦0 fj} = 0 and ei ◦n ej = fi ◦0 (e
′
i ◦n (fi ◦0 ej)) = 0 for
i 6= j. 
Lemma 3.3. Let C be a conformal algebra with a unit e, and assume that there
exists x¯ ∈ C/I such that x¯ ◦0 e¯ = x¯, e¯ ◦1 x¯ = e¯. Then there exists a preimage
x ∈ C of x¯ such that x ◦0 e = x, e ◦1 x = e.
Proof. Let x0 ∈ C be a preimage of x¯. Without loss of generality we may assume
that x0 ◦0 e = x0 and I
2 = 0. Suppose that N(e, x0) ≥ 3, where N(·, ·) is the
locality function on C. Consider
x1 = x0 −
1
n
(x0 ◦1 x0 − x0), n = N(e, x0)− 1 ≥ 2.
It is straightforward to check that x1 ◦0 e = x1 and N(e, x1) ≤ n. Indeed,
e ◦n x1 =
n+ 1
n
e ◦n x0 −
1
n
e ◦n (x0 ◦1 x0)
=
n+ 1
n
e ◦n x0 −
1
n
(e ◦n x0) ◦1 x0
−
1
n
n−2∑
s=1
(
n
s
)
(e ◦n−s x0) ◦s+1 x0 − (e ◦1 x0) ◦n x0. (3.1)
Since (e ◦m x0) ◦k x0 = (e ◦m x0) ◦0 (e ◦k x0) and e ◦1 x0 = e + a, a ∈ I, we
conclude that the right-hand side of (3.1) is equal to zero. In the same way, one
may show that e ◦m x1 = 0 for any m > n.
Therefore, if we choose a preimage y ∈ C of x¯ such that y ◦0 e = y and
N(e, y) is minimal, then N(e, y) = 2. Suppose e ◦1 y = e + b, b ∈ I. Since
e ◦2 y = e ◦1 (e ◦1 y) = e ◦1 e+ e ◦1 b = 0, we have e ◦1 b = y ◦1 b = 0. Moreover,
b ◦0 e = b. Hence,
(e ◦1 y) ◦0 (e − b) = e ◦1 (y − y ◦0 b), (e+ b) ◦0 (e− b) = e,
and x = y − y ◦0 b satisfies the conditions e ◦1 x = e, x ◦0 e = x.
If Iν = 0 for ν > 2, then the lifting of x could be done by induction, using the
sequence
C → C/Iν−1 → C/Iν−2 → · · · → C/I2 → C/I,
as usual. 
3.2. Unital case: splitting of radical. Let us fix a finitely generated H-module
V , a conformal subalgebra C of CendV , a nilpotent ideal I of C, and let R =
Rad(C) be the maximal nilpotent ideal of C.
Proposition 3.4. Assume C/I contains a subalgebra S isomorphic to CurN for
some N ≥ 1. Then the preimage of S in C contains a subalgebra S isomorphic to
CurN .
Proof. Let e¯ be the canonical unit of S. By Lemma 3.2(i) there exists an idempotent
e ∈ C which is a preimage of e¯. If N = 1 then the H-span of e is isomorphic to
Cur1. If N > 1 then consider the subalgebra Ce = e ◦0 {C ◦0 e} ⊆ C which
is unital. Moreover, S ⊆ Ce/I ∩ Ce, so Ce/I ∩ Ce contains a family of pairwise
mutually orthogonal idempotents e¯1, . . . , e¯N ∈ S corresponding to diagonal matrix
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units of MN(k). We may apply Lemma 3.2(ii) to find orthogonal idempotents
e1, . . . , eN ∈ Ce.
Our aim is to build a system of (conformal) matrix units in C, i.e., a family of
eij ∈ C, i, j = 1, . . . , N , such that
eij ◦n ekl = δn,0δj,keil, n ≥ 0. (3.2)
Let us choose some preimages v1j , vi1 ∈ Ce, i, j = 2, . . . , N , of the corresponding
matrix units. We may assume e1 ◦0 v1j ◦0 ej = v1j , ei ◦0 vi1 ◦0 e1 = vi1. Since
v1i ◦0 vi1 = e1 + ai, ai ∈ I ∩ Ce,
and ai is nilpotent with respect to the 0-product, we may find bi = −ai + ai ◦0
ai−ai ◦0 ai ◦0 ai+· · · ∈ I∩Ce such that ai+bi+ai ◦0 bi = 0 and e1 ◦0 bi ◦0 e1 = bi.
Then the elements
f1j = v1j , fi1 = vi1 + vi1 ◦0 bi, i, j = 2, . . . , N, (3.3)
satisfy the following relations:
e1 ◦n e1 = δn,0e1, e1 ◦0 f1j = f1j , fi1 ◦0 e1 = fi1, (3.4)
f1j ◦n fi1 = 0 for i 6= j, n ≥ 0, f1i ◦0 fi1 = e1, (3.5)
f1j ◦n f1i = fi1 ◦n fj1 = 0, n ≥ 0 (3.6)
fi1 ◦n e1 = f1j ◦n ej = 0 for n ≥ 1. (3.7)
Denote Vj = fj ◦0 V ⊆ V , Cij = ei ◦0 {C ◦0 ej}, i, j = 1, . . . , N . It is easy to
see that Cij ⊆ Chom(Vj , Vi), ei ∈ Cii, f1j ∈ C1j , fi1 ∈ Ci1. Let Sij = A(Cij) ≡
{a(n) | a ∈ Cij , n ≥ 0} ⊆ Hom(Vj , Vi). Note that Sii is a TC-subalgebra of EndVi
and Sij is an Sii–Sjj-bimodule. Moreover, SijSjk ⊆ Sik.
Let us fix j ∈ {2, . . . , N} and consider the sequence of operators
b(n) = (fj1(1)f1j(0))
n ∈ Sjj , n ≥ 0. (3.8)
For any n ≥ 0 there exists dn ∈ I ∩Cjj such that b(n)− ej(n) = dn(n). Therefore,
(b(n)− ej(n))((I ∩ Cjj)
k ◦ω Vj) ⊂ (Cjj ∩ I)
k+1 ◦ω Vj .
Since lim
n→∞
ej(n) = 0 in the sense of finite topology, for any u ∈ Vj there exists
n1 ≥ 0 such that u1 = b(n)u ∈ (Cjj ∩ I) ◦ω Vj for n ≥ n1. In the same way, there
exists n2 ≥ 0 such that b(n)u1 ∈ (Cjj ∩ I)
2 ◦ω Vj for n ≥ n2, and so on. Since
b(n)b(m) = bn+m, we conclude that lim
n→∞
b(n) = 0. Moreover, [b(n), D] = nb(n−1),
so by Lemma 2.4 there exists an element hj ∈ C˜jj such that hj(n) = b(n). Since Cjj
is unital, hj ∈ Cjj by Proposition 2.5(ii). Moreover, (hj − ej)(n) = dn(n), so there
exists ∆n ∈ Cjj such that hj − ej = dn +D
n+1∆n. Hence, {ej ◦n (hj − ej)} ∈ I
for any n ≥ 0, and ej ◦n (hj − ej) ∈ I because of locality. In particular, ej ◦0
(ej − hj) = ej − hj ∈ I.
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Let e1j = f1j ◦0 hj . It is clear that e1j − f1j ∈ I. Remind that e1 = f1j ◦0 fj1
and e1(m) = e1(1)
m. Then
S1j ∋ (e1 ◦n e1j)(m) =
∑
s≥0
(−1)s
(
n
s
)
e1(n− s)e1j(m+ s)
=
∑
s≥0
(−1)s
(
n
s
)
(f1j(0)fj1(1))
n−sf1j(0)(fj1(1)f1j(0))
m+s
=
∑
s≥0
(−1)s
(
n
s
)
f1j(0)(fj1(1)f1j(0))
n+m =
{
0, n ≥ 1;
e1j(m), n = 0.
(3.9)
Hence, e1 ◦n e1j = δn,0e1j . Moreover, since fj1(m) = fj1(0)e1(m), we have
(e1j ◦n fj1)(m) =
∑
s≥0
(
n
s
)
e1j(n− s)fj1(m+ s)
=
∑
s≥0
(
n
s
)
f1j(0)(fj1(1)f1j(0))
n−sfj1(0)(f1j(0)fj1(1))
m+s
=
∑
s≥0
(
n
s
)
(f1j(0)fj1(1))
n+m =
{
0, n ≥ 1;
e1(m), n = 0.
(3.10)
Therefore, e1j ◦n fj1 = δn,0e1.
Now it is clear that
e1j , eij = fi1 ◦0 e1j, ei1 = fi1, i, j = 2, . . . , N,
is a system of matrix units in C. The H-linear span of {eij | i, j = 1, . . . , N} is a
conformal algebra S ⊆ C isomorphic to S. 
Proposition 3.5. Assume C/I contains a subalgebra S isomorphic to CendN for
some N ≥ 1. Then the preimage of S in C contains a subalgebra S isomorphic to
CendN .
Proof. By Proposition 3.4 there exists a subalgebra S0 ⊂ C isomorphic to CurN ⊂
CendN . Let e11 ∈ S0 be the preimage of the corresponding matrix unit I11 ∈
CendN . The subalgebra C1 = e11 ◦0 {C ◦0 e11} is unital and contains a preimage
of the element x¯1 ∈ C/I corresponding to vI11 ∈ CendN . By Lemma 3.3 there
exists x1 ∈ C1 such that e11 ◦1 x1 = e11, x1 ◦0 e11 = e11. Denote
x =
N∑
i=1
ei1 ◦0 x1 ◦0 e1i ∈ C,
where e1i, ei1 are the preimages of the corresponding matrix units constructed by
Proposition 3.4. The element x is a preimage of v IdN ∈MN (k[D, v]) ≃ CendN . It
is straightforward to check that
eij ◦0 x = x ◦0 eij , (3.11)
eij ◦1 x = eij , eij ◦n x = 0, n ≥ 2, (3.12)
x ◦n eij = 0, n ≥ 1, (3.13)∑
i
eii ◦0 x =
∑
i x ◦0 eii = x. (3.14)
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These are the defining relations of the algebra CendN . Since CendN is simple, the
conformal algebra generated in C by S0 ∪ {x} is isomorphic to CendN . 
Theorem 3.6. Let C be a conformal subalgebra of CendV , and let R = Rad(C)
be the maximal nilpotent ideal of C. If C/R contains a unit then there exists a
semisimple subalgebra S of C such that C = S ⊕R.
Proof. It follows from Proposition 2.10 that
C/R ≃
⊕
i
Ci, Ci ≃ Cendni or Ci ≃ Curni .
Consider the canonical units e¯i of Ci, then their sum e¯ =
∑
i e¯i is a unit of C/R.
Let e ∈ C be the idempotent (preimage of e¯) constructed by Lemma 3.2(i). The
analogue of Pierce decomposition
C = e ◦0 {C ◦0 e} ⊕ (1 − e) ◦0 {C ◦0 e}
⊕ e ◦0 {C ◦0 (1− e)} ⊕ (1− e) ◦0 {C ◦0 (1 − e)} (3.15)
could be constructed (see [18]). Here (1 − e) ◦0 a = a − e ◦0 a, {a ◦0 (1 − e)} =
a−{a ◦0 e}. The first summand C0 = e ◦0 {C ◦0 e} in (3.15) is a unital conformal
algebra, and C0/R∩C0 ≃ C/R. It is sufficient to show that C0 could be presented
as S ⊕ (R ∩ C0).
By Lemma 3.2(ii), there exist orthogonal idempotents ei ∈ C0 such that ei+I =
e¯i. If Ci ≃ Curni then the subalgebra Ci = ei ◦0 {C0 ◦0 ei} satisfies the conditions
of Proposition 3.4. If Ci ≃ Cendni then one may apply Proposition 3.5. In any
case, there exist Si ⊆ Ci ⊆ C0 such that Si ≃ Ci. The direct sum S =
⊕
i Si
is a subalgebra of C0 isomorphic to C/R. Therefore, C0 = S ⊕ (C0 ∩ R) and
C = S ⊕R. 
Remark 3.7. Although it is unknown whether an arbitrary finite associative con-
formal algebra is a subalgebra of CendV for a finitely generated H-module V , it is
possible to derive the radical splitting theorem for finite conformal algebras [18] from
Theorem 3.6. Indeed, if C is a finite associative algebra, I = {a ∈ C | a ◦ω C = 0},
then C/I ⊆ CendC. Since I ◦ω C = 0, it is easy to raise the semisimple part of
C/I into C.
Corollary 3.8. Let V be a finitely generated H-module, and let A ⊆ EndV be a
TC-subalgebra.
(i) If A is semiprime then A is a finite direct sum of algebras isomorphic
either to Mn(k[q]) or Mn(A1)Q(p), Q = diag(f1, . . . , fn) is a matrix in the
canonical diagonal form, detQ 6= 0.
(ii) The Jacobson radical J(A) of A is nilpotent. The semisimple image A/J(A)
is also a TC-subalgebra of EndU for an appropriate finitely generated H-
module U .
(iii) If A/J(A) contains a unit then there exists a semisimple TC-subalgebra
B ⊆ EndV such that A = B ⊕ J(A).
Proof. Statement (i) follows directly from Theorem 2.9 and Definition 2.6: if A is
semiprime then F(A) ⊆ CendV is semiprime.
(ii) Let C = F(A), R = Rad(C), N = A(R) ⊆ A. Since N is a nilpotent ideal,
N ⊆ J(A). Let U be the faithful finite C/R-module built by Proposition 2.10(i).
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Then C/R ⊆ CendU and A(C/R) ⊆ EndU is a TC-subalgebra. It is straightfor-
ward to show that
A/N → A(C/R), a(n) +N 7→ (a+R)(n), a ∈ C, n ∈ Z+,
is a well-defined isomorphism of algebras. Thus, A/N is semisimple and J(A) = N .
Now (iii) easily follows from Theorem 3.6. 
3.3. General case: a counterexample. Let us show that the unitality condition
in Theorem 3.6 is essential. Consider the following subset of Cend2:
C = k[v −D] {a(f, g) | f(v), g(v) ∈ k[v]} . (3.16)
where
a(f, g) =
(
v2f(v) v2f(v) + v2g(v)(v −D)2
0 f(v)(v −D)2
)
It is straightforward to check that
a(f1, g1) ◦n a(f2, g2)
= a(f1(v
2f2)
(n), f1(v
2g2)
(n) + f1f
(n)
2 + g1(v
2f2)
(n)). (3.17)
Moreover, for any h ∈ k[v] we have h(v)a(f, g) = a(hf, hg), thus, DC ⊆ C. There-
fore, C is a conformal subalgebra of Cend2, and k[v]C = C.
Lemma 3.9. Rad(C) = k[v −D]{a(0, g) | g ∈ k[v]}.
Proof. Relation “⊇” is obvious. The converse is also true: assuming a =
∑
k(v −
D)ka(fk, gk) ∈ Rad(C) we obtain that
∑
k(v − D)
kv2fk(v) ∈ Cend1 is nilpotent.
But Cend1 contains no non-zero nilpotent elements, so fk = 0 for any k. 
Lemma 3.10. C/Rad(C) ≃ Cend1,v2 .
Proof. Let us define the map
θ : C → Cend1,
∑
k
(v −D)ka(fk, gk) 7→
∑
k
fk(v)(v −D)
k+2.
This is a well-defined homomorphism of conformal algebras, Im θ = Cend1,v2 , and
it follows from Lemma 3.9 that Ker θ = Rad(C). 
Suppose the radical splitting property holds for the conformal algebra C, i.e.,
there exists a conformal subalgebra S ⊆ C such that C = S⊕Rad(C), S ≃ Cend1,v2 .
For any f(v)(v − D)2 ∈ Cend1,v2 , consider its preimage x(f) in S. This element
can be written as
x(f) =
(
v2f(v) v2f(v) + v2g(v,D)(v −D)2
0 f(v)(v −D)2
)
, (3.18)
where g(v,D) is uniquely defined by f . Therefore, we may define a linear map
ψ : k[v]→ k[v,D], ψ(f) = g.
Since S is assumed to be a subalgebra, ψ has to satisfy the following relation:
ψ(f1 ◦n v
2f2) = f1 ◦n f2 + ψ(f1) ◦n v
2f2 + f1 ◦n v
2ψ(f2). (3.19)
In particular, ψ is completely defined by the value ψ(1).
As a generic polynomial, ψ(1) can be uniquely written as
ψ(1) =
∑
k≥0
ak(v)(v −D)
k. (3.20)
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Since ψ(1 ◦2 v
2) = 2ψ(1), we have
2
(∑
k≥0
ak(v)(v −D)
k
)
=
∑
k≥0
ak(v)(v −D)
k ◦2 v
2 + 1 ◦2 v
2
(∑
k≥0
ak(v)(v −D)
k
)
or
2a0(v)+
∑
k≥1
2ak(v)(v−D)
k =
∑
k≥0
ak(v)(v
k+2)′′+(v2a0(v))
′′+
∑
k≥1
(v2ak(v))
′′(v−D)k.
Comparing terms at (v −D)k, k ≥ 0, we obtain
2ak(v) = (v
2ak(v))
′′, k ≥ 1, (3.21)
2a0(v) = (v
2a0(v))
′′ +
∑
k≥0
ak(v)(v
k+2)′′. (3.22)
It follows from (3.21) that ak ∈ k for k ≥ 1, and then (3.22) implies a0(v) =
−
∑
k≥1
akv
k. Finally,
ψ(1) =
∑
k≥1
(ak(v −D)
k − akv
k).
Now we may use (3.19) to deduce the explicit formula for ψ(f), f ∈ k[v]:
ψ(f) = f(v)ψ(1). (3.23)
Let us prove (3.23) by induction on deg f . For deg f = 0 we have done. If (3.23)
is true for some f(v), then it follows from (3.19) that the same formula is true for
vf(v) = 12f ◦1 v
2.
But (3.23) does not satisfy (3.19): it is sufficient to consider
ψ(1 ◦1 v
3) = 1 ◦1 v + ψ(1) ◦1 v
3 + 1 ◦1 v
2ψ(v) = 1 + 3ψ(v2),
which is not equal to 3ψ(v2).
Therefore, such a subalgebra S does not exist, so Theorem 3.6 does not hold in
general.
Remark 3.11. The first summand f1 ◦n f2 of the right-hand side of (3.19) plays
the role of a Hochschild’s 2-cocycle. This is not a cocycle in the sense of [19], where
the basics of the Hochschild theory for conformal algebras have been introduced.
Nevertheless, the analogy with the classical theory [27] is clear: we have actually
proved that the map (f1, f2)→ f1 ◦n f2 is not a “coboundary”.
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