mRNA was detected in oocytes and embryos, being relatively abundant during cleavage and blastula stages (Fig. 4A) . TLF is widely expressed in the embryo, as was shown in a large-scale in situ hybridization screen using randomly picked cDNAs, one of which was TLF (clone 3.39) (23) . We targeted the endogenous TLF mRNA for degradation with a DEED-modified oligonucleotide, TLF-AS93, similar to the way in which we targeted TBP mRNA with TBP-AS3. TLF-AS93 mediated efficient degradation of TLF mRNA in vivo (Fig. 4D) . TLF-AS93-injected embryos developed normally until the onset of embryonic transcription between stage 8 and 9, the stage at which they arrested (Fig. 4 , B and C). TLF-AS57, a different oligonucleotide capable of degrading TLF mRNA in vivo, caused a similar developmental arrest, whereas control oligonucleotides did not (16) . Recently, a similar early embryonic arrest was observed in tlf-1 (RNAi) embryos of C. elegans (24, 25) . We examined the expression of embryonically transcribed genes in TLF-AS93-injected embryos, and we could not detect embryonic transcription of Xbra or EF1␣, and GS17 RNA was also severely reduced [Fig. 4, D and E (16) ]. Maternal TBP mRNA, which in normal embryos is translated at the MBT (11) , was translated in TLF-AS93 embryos (Fig. 4D) , albeit with slightly lower efficiency. We ruled out a possible contribution of lower TBP levels to the TLF-AS93 phenotype by overexpressing TBP with a synthetic TBP mRNA. Both the TLF-AS93-mediated developmental arrest and the transcriptional impairment of GS17 were independent of TBP levels (Fig. 4D) . The expression of MyoD and GS17 was examined in more detail. In the absence of detectable amounts of TBP, MyoD was not transcribed de novo, although low levels of maternally deposited MyoD RNA were observed (Fig. 4E) . In TLF-AS93-injected embryos, on the other hand, MyoD was expressed after their developmental arrest, most notably at the time normal embryos start gastrulation [stage 10 to 11 ( Fig. 4E) ]. GS17 expression by comparison was significantly affected in TLF-AS93 embryos (Fig. 4 , D and E) but much less so in TBP-AS3 embryos (Figs. 3B and 4E).
These data establish that TBP is essential for transcription of some but not all class II and class III genes during early embryogenesis. TBP is dispensable for transcription of a subset of genes and for the onset of gastrulation, whereas it is required for sustaining embryonic development. TLF, on the other hand, is essential for development beyond the mid-blastula stage. Our analysis of TBP and TLF function suggests that a remarkable functional dichotomy exists regarding general transcription factor requirements. Important developmental genes such as Xbra are transcribed in the absence of TBP, whereas a gene such as MyoD is strictly TBP-dependent. TBP and TLF fulfill distinct requirements for transcription and embryogenesis.
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Using functional magnetic resonance imaging, we investigated the mechanism by which cholinergic enhancement improves working memory. We studied the effect of the cholinesterase inhibitor physostigmine on subcomponents of this complex function. Cholinergic enhancement increased the selectivity of neural responses in extrastriate cortices during visual working memory, particularly during encoding. It also increased the participation of ventral extrastriate cortex during memory maintenance and decreased the participation of anterior prefrontal cortex. These results indicate that cholinergic enhancement improves memory performance by augmenting the selectivity of perceptual processing during encoding, thereby simplifying processing demands during memory maintenance and reducing the need for prefrontal participation.
Working memory (WM) (1) is mediated by a widely distributed neural system in the human brain. Modulation of cholinergic neurotransmission alters memory function, including WM. Performance on WM tasks is improved by pharmacologic agents that enhance cholinergic function and is impaired by agents that block cholinergic function (2-4). The mechanism by which cholinergic modulation alters WM, however, is unclear.
Different regions in the distributed neural system for WM support dissociable cognitive subcomponents of this complex function. With functional magnetic resonance imaging (fMRI) the neural activity associated with WM can be decomposed into task subcomponents that are separated in time and space, namely the responses during perceptual encoding, activity during memory delays, and the responses during recognition testing (5, 6) .
Prefrontal cortex plays a central role in maintaining and manipulating the contents of WM (7, 8) , but previous work suggests this region is not the site where cholinergic enhancement improves processing efficiency. Cholinergically mediated improvement in WM performance is correlated with reduced activity in right prefrontal cortex (9, 10) . Reduced activity in this region likely reflects reduced WM load or task difficulty (11, 12) Here, we show that cholinergic enhancement of WM is associated with increased selectivity of responses during perceptual processing in visual extrastriate cortices, particularly during encoding, and redistributed memory delay activity, suggesting that processing demands for WM maintenance were simplified by the production of a more robust visual percept during encoding.
Seven young healthy subjects participated in a double-blind, placebo controlled, crossover study with two fMRI sessions on separate days, one during a steady-state infusion of physostigmine and one during an infusion of saline (13, 14) . During scanning, subjects performed a task that consisted of alternating face WM and sensorimotor control items (Fig. 1) .
We measured cortical responses to different subcomponents of the task and identified voxels with significant responses to visual stimuli or significant memory delay activity (5, 15) . Visual responses were classified as face-selective if the response to faces was greater than the response to control stimuli and were classified as encoding-selective if the response during face encoding was greater than the response during recognition testing. Performance of this WM task during saline infusion evoked activity in a widely distributed, bilateral set of cortical regions (16) . Figure 2 illustrates the locations of the posterior regions in one subject and shows the mean time series, averaged over subjects (n ϭ 7, for all regions), hemispheres, and trials, during physostigmine and saline infusions. Table 1 shows the size of each of the effects of interest in these ventral and dorsal visual regions. The magnitude of each contrast was measured for the subset of voxels within each region that showed significance on that contrast during either session. The percentage of each posterior region that showed the response of interest is indicated in Table 2 .
Infusion of physostimine resulted in enhanced neural processing in visual cortical areas and a trend toward faster reaction times (RT) (P ϭ 0.07) during WM (17) . In ventral occipital cortex ( Fig. 2A and Table 1 ), both the face-selectivity and the encoding-selectivity of responses to stimuli were significantly enhanced by physostigmine (P Ͻ 0.01 in both cases), as indicated by larger differences between the responses to faces and control stimuli (face-selectivity) and between the responses during encoding and recognition testing (encoding-selectivity). Responses in ventral temporal cortex ( Fig. 2B and Table 1 ) also showed significant enhancement of faceselectivity during physostigmine infusion (P Ͻ 0.01) and a nonsignificant trend toward enhanced encoding-selectivity (P ϭ 0.09). (Table 2 ) than those observed in ventral extrastriate cortices. Nonetheless, responses in dorsal occipital cortex ( Fig. 2C and Table 1 ), like ventral occipital cortex, showed significant enhancement of both face-selectivity and encoding-selectivity during physostigmine infusion (P Ͻ 0.05 in both cases), and responses in the intraparietal sulcus ( Fig. 2D and Table 1 ) showed significant enhancement of face-selectivity (P Ͻ 0.05). The increased face-selectivity of responses in ventral occipital cortex resulted from both an increased response to faces (P Ͻ 0.05) and a decreased response to control stimuli (P Ͻ 0.05), whereas increased face-selectivity in the other regions was due primarily to increased responses to faces.
Enhancement of visual processing by physostigmine also was evident as changes in the volume of cortex that showed significant selectivity or memory delay activity (Table 2 ) Fig. 1 . The WM for faces task. For each scan series, subjects performed a task that alternated between a sensorimotor control item and a WM item. For each WM item, a picture of a face was presented for 3 s, followed by a 9-s delay, and by a 3-s presentation of two faces. Subjects indicated which of the two faces they had seen previously by pressing response buttons with the right or left thumb. For each sensorimotor control item, identical scrambled faces were presented in the same spatial and temporal manner as in the WM item. Scrambled faces were used to control for spatial frequency, brightness, and contrast. Subjects were informed that there was no memory component for this portion of the task and instructed to press both buttons simultaneously when shown two scrambled faces. Different scrambled faces were used across trials. Items were separated by 9-s intertrial intervals. (18) . The volume of cortex that showed faceselectivity increased by approximately 50% in ventral occipital, dorsal occipital, and ventral temporal cortex (P Ͻ 0.05). Similarly, the volume of cortex that showed encoding-selectivity increased over twofold in these same regions (P Ͻ 0.05). These changes were not due to a greater overall volume of activated cortex with physostigmine as the volume of cortex in visual areas that was activated by any component of the face WM task did not change (P Ͼ 0.2). The number of voxels in the ventral occipital and temporal cortices that showed significant memory delay activity increased nearly twofold with cholinergic enhancement (P Ͻ 0.05), despite the fact that the magnitude of sustained activity over memory delays in these voxels did not increase significantly ( Table 1 ). The volumes of cortex in the intraparietal sulcus showing face-selectivity, encoding-selectivity, and memory delay activity did not change with cholinergic enhancement.
In prefrontal cortex, significant responses were observed bilaterally in the inferior frontal gyrus (n ϭ 4), in the anterior and posterior middle frontal gyri (n ϭ 5 and n ϭ 7, respectively), and in the superior frontal gyrus (n ϭ 3). These regions were bilateral in most cases. When unilateral, there were an equivalent number of right-sided (n ϭ 4) and left-sided (n ϭ 3) regions. Physostigmine induced a reduction of activity during WM in dorsal anterior prefrontal regions (anterior middle frontal and superior frontal gyri, defined by voxels that showed significant memory delay activity, P Ͻ 0.01) that was not specific to individual subcomponents but was a general effect across the WM task. By contrast, physostigmine induced a similarly nonspecific increase of activity during WM (P Ͻ 0.05) in the inferior prefrontal cortex. In the posterior middle frontal region, physostigmine had no effect on activity during WM task performance. Thus, enhanced processing during physostigmine infusion is associated with reduced participation of dorsal anterior but not inferior prefrontal regions.
The results indicate that enhancement of cholinergic activity improves WM by focusing perceptual processing in extrastriate visual areas on relevant stimuli, particularly during encoding. The difference between responses to memory and control visual stimuli increased in both ventral and dorsal visual extrastriate cortices, with larger increases during encoding. Cholinergic enhancement also increased the volume of cortex showing memory delay activity in ventral extrastriate cortex, although there was no significant effect on the amplitude of memory delay activity. Consistent with our previous findings (9), activity during perceptual processing and memory maintenance in dorsal anterior prefrontal cortex was reduced during cholinergic enhancement.
Cholinergic modulation is known to influence the signal-to-noise ratio for the responses of single neurons in cortex (19, 20) . We demonstrated this effect at a cortical systems level, by the increased face-selectivity and encoding-selectivity of neural responses during physostigmine infusion. Signal-to-noise ratio can be improved by increasing signal or by decreasing noise. Our data show increased responses to memory stimuli (i.e., signal), and, in early visual processing areas, decreased responses to control stimuli (i.e., noise; Fig. 2A ).
Cholinergic projections of the nucleus basalis of Meynert to the neocortex influence visual attention (21, 22) . In single-unit recording studies, enhanced selective attention is demonstrated as an enhanced tuning of neural responses to attended stimuli (23) . In a single-unit study in cats, cholinergic enhancement augmented the selectivity of visual neurons to stimulus orientation (24) . In functional imaging studies the effect of selective attention is evident as increased responses in extrastriate visual areas that process the attended information (25, 26) . Our results indicate that cholinergic enhancement augments selective attention, as evidenced by increased selectivity of perceptual responses. Our results do not identify the mechanism by which attention is modulated. Cholinergic neurotransmission could influence selective attention through a direct effect on systems that control attention or by modulating the effect of input from the control systems on local neural activity in perceptual areas. Specific cellular mechanisms have been suggested (20) by which acetylcholine could modulate the effect of input from attention control systems by increasing the response to afferent input and reducing background activity. Because the effect of physostigmine infusion was an increase in the selectivity of responses to task-relevant stimuli rather than increased responses to all stimuli, our results indicate that the effect of cholinergic enhancement is not a simple increase in alertness or arousal.
Cholinergic enhancement of perceptual processing has a greater effect on memory at the time of encoding than at the time of retrieval. Consistent with this finding, cholinergic antagonists, such as scopolamine, selectively interfere with encoding of new information, but not with retrieval (27) (28) (29) .
Cholinergic enhancement also redistributed sustained activity during memory delays. In prefrontal cortex, memory delay activity was reduced in dorsal anterior regions and increased in inferior regions. In ventral extrastriate cortex, the volume of cortex that showed significant memory delay activity doubled. Enhanced encoding could account for this redistribution of memory delay activity. Improved encoding can produce a more vivid or distinct visual percept that is easier to maintain in WM as a simple image, mediated by activity in ventral temporal and inferior frontal cortex, as opposed to a representation that requires more executive function to construct and maintain, mediated by activity in dorsal anterior prefrontal cortex (30) . Alternatively, cellular mechanisms have been proposed by which cholinergic input could increase sustained neural firing directly (31) .
Deterioration of the cholinergic system contributes to memory failure and cognitive decline in Alzheimer's disease and also may play a role in the more benign memory changes associated with healthy aging (32, 33) . The main pharmacological agents used to counteract cognitive dysfunction in patients with Alzheimer's disease are cholinesterase inhibitors, similar to physostigmine but with a longer plasma half-life (34) . Our results suggest that the enhancement of memory performance induced by these cholinergic agents is mediated primarily by more selective perceptual processing during encoding. tiguous, 5-mm-thick, axial slices, were obtained in 12 series of 92 scans as each subject performed the WM for faces and control tasks. All subjects received an intravenous infusion of physostigmine at a rate of 1 mg/hour according to the following procedure: A 10-min loading dose (1.93 mg/hour) to quickly achieve desired blood plasma levels, followed by a maintenance drip (0.816 mg/hour) to maintain stable drug levels to completion of the study. Infusions continued for 30 min before the beginning of the task to obtain stable drug effects (14) . To minimize peripheral side effects, glycopyrrolate (0.2 mg) was given intravenously before the physostigmine infusion. Glycopyrrolate is a cholinergic antagonist that does not cross the blood-brain barrier, and thus acts as a peripheral blocker of physostigmine effects. The same infusion schedule was used with saline on the placebo infusion day. Blood pressure and ECG were monitored throughout the study on both days in all subjects. 15 . Time series data were analyzed on a voxel-by-voxel basis using multiple regression (5, 35) , and were done separately for the two experimental days for each subject. Hemodynamic delays were estimated on a voxel-by-voxel basis from the time series data based on a Fourier analysis of the phase delays of the principal frequencies in the experimental paradigm. Regressors in the multiple regression model were designed to identify responses to different subcomponents within the experimental design: (i) the response during face encoding, (ii) activity during the memory delay, (iii) the response during recognition memory testing, (iv) the response to the scrambled stimulus at the beginning of control items, (v) activity during the control item delay, (vi) the response to the pair of scrambled pictures that ended each control item, (vii) the intertrial interval that preceded each memory item, and (viii) the intertrial interval that preceded each control item. Selected contrasts between responses to different subcomponents were calculated as effects of interest: (i) responses to visual stimuli minus responses to a blank screen (nonselective visual response), (ii) responses to faces (including both encoding and recognition testing stimuli) minus responses to control stimuli (faceselective visual response), (iii) the response during face encoding minus the response during face retrieval (encoding-selective visual response), and (iv) activity during the memory delay minus activity during the control delay (memory delay activity). Regions of interest were defined as those showing a significant signal change ( Z Ͼ 4.0, P Ͻ 0.0001) for the overall experimental effect with a minimum of five contiguous significant voxels. Within these regions showing a significant overall experimental effect, subregions were identified that had significant contrasts for the individual effects of interest ( Z Ͼ 3.09, P Ͻ 0.001).
Mean echoplanar brain scans from each experimental session were created and registered to a location midway between the locations of the scans in their original image volumes. Maps of the regions of interest from the two scanning sessions were resampled into this common reference frame. The same regions from the two sessions were combined to create a single region in the common space that contained all voxels that showed a significant effect on either day. Thus, these regions were defined in a way that was not biased toward greater effects for either day. These significance maps were superimposed onto a structural MRI for each individual subject to identify their anatomical locations (16) . Mean time series associated with these regions of interest were determined for each subject and for each experimental session. Multiple regression then was performed on each individual region of interest time series to calculate the magnitude of the effects of interest as differences in percent signal change (nonselective visual, face-selective, encoding-selective, and activity during the memory delay cholinergic enhancement was a nonsignificant trend in the current study (P ϭ 0.07), in a previous study (9) with a larger sample (n ϭ 13) the effect was highly significant (P Ͻ 0.001). In the current study, we analyzed RT data for six of our seven subjects because the behavioral data for one subject were unavailable due to a computer failure. The difference in the significance of the two findings is simply a result of the difference in sample sizes. A power analysis shows that the size of the RT difference and variability in the current sample would yield a significant result (P ϭ 0.01) with a sample size of 13. During the memory trials, mean RT was 1180 ms during placebo and 1119 ms during physostigmine. During the control trials, mean RT was 735 ms during placebo and 709 ms during physostigmine, a difference that did not approach significance (P ϭ 0.24), suggesting that the effect of cholinergic enhancement on WM performance is not due to a nonspecific increase in arousal. Scientists working with large volumes of high-dimensional data, such as global climate patterns, stellar spectra, or human gene distributions, regularly confront the problem of dimensionality reduction: finding meaningful low-dimensional structures hidden in their high-dimensional observations. The human brain confronts the same problem in everyday perception, extracting from its high-dimensional sensory inputs-30,000 auditory nerve fibers or 10 6 optic nerve fibers-a manageably small number of perceptually relevant features. Here we describe an approach to solving dimensionality reduction problems that uses easily measured local metric information to learn the underlying global geometry of a data set. Unlike classical techniques such as principal component analysis (PCA) and multidimensional scaling (MDS), our approach is capable of discovering the nonlinear degrees of freedom that underlie complex natural observations, such as human handwriting or images of a face under different viewing conditions. In contrast to previous algorithms for nonlinear dimensionality reduction, ours efficiently computes a globally optimal solution, and, for an important class of data manifolds, is guaranteed to converge asymptotically to the true structure.
A Global Geometric
A canonical problem in dimensionality reduction from the domain of visual perception is illustrated in Fig. 1A . The input consists of many images of a person's face observed under different pose and lighting conditions, in no particular order. These images can be thought of as points in a high-dimensional vector space, with each input dimension corresponding to the brightness of one pixel in the image or the firing rate of one retinal ganglion cell. Although the input dimensionality may be quite high (e.g., 4096 for these 64 pixel by 64 pixel images), the perceptually meaningful structure of these images has many fewer independent degrees of freedom. Within the 4096-dimensional input space, all of the images lie on an intrinsically threedimensional manifold, or constraint surface, that can be parameterized by two pose variables plus an azimuthal lighting angle. Our goal is to discover, given only the unordered high-dimensional inputs, low-dimensional representations such as Fig. 1A with coordinates that capture the intrinsic degrees of freedom of a data set. This problem is of central importance not only in studies of vision (1-5), but also in speech (6, 7) , motor control (8, 9) , and a range of other physical and biological sciences (10-12).
The classical techniques for dimensionality reduction, PCA and MDS, are simple to implement, efficiently computable, and guaranteed to discover the true structure of data lying on or near a linear subspace of the high-dimensional input space (13) . PCA finds a low-dimensional embedding of the data points that best preserves their variance as measured in the high-dimensional input space. Classical MDS finds an embedding that preserves the interpoint distances, equivalent to PCA when those distances are Euclidean. However, many data sets contain essential nonlinear structures that are invisible to PCA and MDS (4, 5, 11, 14) . For example, both methods fail to detect the true degrees of freedom of the face data set (Fig.  1A) , or even its intrinsic three-dimensionality ( Fig. 2A) .
Here we describe an approach that combines the major algorithmic features of PCA and MDS-computational efficiency, global optimality, and asymptotic convergence guarantees-with the flexibility to learn a broad class of nonlinear manifolds. Figure 3A illustrates the challenge of nonlinearity with data lying on a two-dimensional "Swiss roll": points far apart on the underlying manifold, as measured by their geodesic, or shortest path, distances, may appear deceptively close in the high-dimensional input space, as measured by their straight-line Euclidean distance. Only the geodesic distances reflect the true low-dimensional geometry of the manifold, but PCA and MDS effectively see just the Euclidean structure; thus, they fail to detect the intrinsic twodimensionality (Fig. 2B) .
Our approach builds on classical MDS but seeks to preserve the intrinsic geometry of the data, as captured in the geodesic manifold distances between all pairs of data points. The crux is estimating the geodesic distance between faraway points, given only input-space distances. For neighboring points, inputspace distance provides a good approxima-
