Abstract. We give two new proofs that the SRB measure t → µt of a C 2 path ft of unimodal piecewise expanding C 3 maps is differentiable at 0 if ft is tangent to the topological class of f 0 . The arguments are more conceptual than the one in [4], but require proving Hölder continuity of the infinitesimal conjugacy α (a new result, of independent interest) and using spaces of bounded p-variation. The first new proof gives differentiability of higher order of R ψ dµt if ft is smooth enough and stays in the topological class of f 0 and if ψ smooth enough (a new result). In addition, this proof does not require any information on the decomposition of the SRB measure into regular and singular terms, making it potentially amenable to extensions to higher dimensions. The second new proof allows us to recover the linear response formula (i.e., the formula for the derivative at 0) obtained in [4] , and gives additional information on this formula.
Introduction
Many chaotic dynamical systems f : M → M on a Riemannian manifold M admit an SRB measure µ (see e.g. [18] ) which describes the statistical properties of a "large" set of initial conditions in the sense of Lebesgue measure. (In dimension one, an SRB measure is simply an absolutely continous ergodic invariant probability measure µ t = ρ t dx with a positive Lyapunov exponent.) It is of interest (in particular in view of applications to statistical mechanics, see e.g. [14, 15] ) to study the smoothness of t → µ t , when f t is a smooth family of dynamical systems, each having an SRB measure µ t . If t → µ t is differentiable, one says that linear response holds. Ruelle [14] obtained not only differentiability, but also a formula for the derivative (the linear response formula), in the case of smooth uniformly hyperbolic dynamical systems.
In [4] , we proved that the SRB measure t → µ t of a C 2 family of piecewise C 3 and piecewise expanding unimodal maps f t , with f 0 mixing (see §2.1 for formal definitions), is differentiable at t = 0 (as a Radon measure) if and only if f t is tangent to the topological class of f 0 at t = 0. (Keller [10] proved a long time ago that ρ t has a |t|| ln |t|| modulus of continuity, as an element of L 1 (dx), and examples in [1, 4] show that this can be attained for non tangential families.) We also obtained in [4] a linear response formula analogous to the one in [14] (we used the resummation introduced in [1] ).
More recently, differentiability of the SRB measure (in the weak sense, that is, as an appropriate distribution) was obtained [16] , [6] for smooth families f t of analytic and nonuniformly expanding unimodal maps which stay in the topological class of f 0 . The cases of families of smooth nonuniformly expanding interval maps only tangent to the topological class (where Whitney differentiability is expected on suitable subsets of parameters), as well as higher-dimensional dynamical systems such as piecewise expanding/hyperbolic maps or Hénon-like maps, are still open, and much more difficult, see [2] for a discussion. In particular, the arguments in [4] and [16] used detailed information about the structure of the SRB measure, decomposing it into a regular and a singular term. This type of information may be far less accessible in higher dimensions.
In this article, we give two new proofs of the fact (Theorem 5.1 in [4] ) that the SRB measure of a C 2 family of piecewise C 3 and piecewise expanding unimodal maps f t , with f 0 mixing, is differentiable at t = 0 if f t is tangent to the topological class of f 0 at t = 0.
Section 3 contains our first new proof (see Corollary 3.2), more precisely, we obtain differentiability of t → ψ dµ t for ψ ∈ C 1+Lip if f t is a C 2 family of piecewise expanding C 3 unimodal maps tangent to the topological class of a mixing map f 0 . The argument is based on thermodynamic formalism, using potentials (s, t) → s(ψ • h t ) − log |f ′ t • h t | (where h t conjugatesf t with f 0 and |f t − f t | = O(t 2 )) and does not require any knowledge about the structure of µ t . It may therefore be useful in more difficult situations (such as Hénon maps, see [2] ). It requires proving Hölder differentiability of the infinitesimal conjugacy α, a new result (Proposition 2.3), of independent interest. Also, this new proof gives that t → ψdµ t is a C j function, if ψ ∈ C j+Lip and f t is a C j+1 family of piecewise expanding C j+2 maps in the topological class of f 0 , for any j ≥ 1 (this is a new result, Theorem 3.1). Note also that we do not require the assumption from [4] that there is a function X so that
The first new proof requires ψ ∈ C 1+Lip (instead of ψ ∈ C 0 as in [4] ) and does not furnish the linear response formula. Section 4 contains our second new proof (Theorem 4.1), which uses spectral perturbation theory for transfer operators associated to the dynamics f 0 and the weight 1/|f ′ t • h t |. This other proof gives differentiability of ψ dµ t for ψ ∈ C 0 and, using the assumption that ∂f t | t=0 = X • f 0 , allows us to recover the linear response formula from [4] . (This second proof also uses the Hölder regularity of α from Proposition 2.3.) Note however that this second proof requires information on the structure of µ t from [1, Prop. 3.3] .
Putting together Theorem 3.1 and 4.1 we get the following additional result (Corollary 4.4): If f t is a C 2 family of piecewise expanding C 3 unimodal maps in the topological class of f 0 , then t → µ t is C 1 from a neighbourhood of zero to Radon measures.
We emphasize that neither new proof gives that the condition to be tangent to the topological class is necessary, contrary to the argument in [4] (see Theorem 7.1 there). The proofs here are a bit shorter than the one given in [4] , although the present account requires some results from our previous papers (such as [ 
For an integer k ≥ 1, we define the set U k of piecewise expanding C k unimodal maps to be the set of f ∈ B k such that
where q ≥ 2 is the minimal period of c; it is mixing if f is topologically mixing on [c 2 , c 1 ], where
(In this paper, k ≥ 1 is an integer and j is either an integer or j = k − 1 + Lip for k ≥ 2, the notations B k+Lip and U k+Lip for integers k ≥ 1 being self-explanatory. See also Remark 2.2.)
Remark 2.2. Considering B k+β and U k+β for k ≥ 1 integer and a Hölder exponent 0 < β < 1 will perhaps allow to avoid the loss of regularity from
e.g. in [4, Prop. 2.4] (this question was asked by J.-C. Yoccoz). However, since the spectral result of Wong [17] only holds on the space BV p of functions of bounded p-variation if 1 ≤ p < p 0 , for some p 0 > 1 depending on the dynamics, it may be necessary in this case to replace BV p by spaces of generalised p-variation, as introduced by Keller [11] . (See also Remark 2.5.)
Assume that f t is a C j family of piecewise expanding C k unimodal maps for k ≥ j > 1. By classical results of Lasota-Yorke, each f t has a unique absolutely continuous invariant probability measure µ t = ρ t dx. This measure is ergodic and it is called the SRB measure of f t . If f t is mixing, then µ t is mixing. If f 0 is good and mixing, then f t is mixing for all small enough t (see [10] and references therein).
We say that a C j family f t of piecewise expanding C k unimodal maps is in the topological class of f 0 if there exist homeomorphisms h t : I → I such that (1) h 0 = id and
We say that a C j family f t of piecewise expanding C k unimodal maps (k ≥ j ≥ 2) is tangent to the topological class of f 0 if there exists a C j familyf t of piecewise expanding C k unimodal maps in the topological class of f 0 so thatf t = f 0 and ∂ t f t | t=0 = ∂ tft | t=0 . (Note that there is a typographical mistake in [4, p. 682, line 6] , where "C 2,2 perturbation" should be replaced by "C r0,r perturbation.") We say that a bounded function v : I → R is horizontal for f , if v(−1) = v(1) = 0, and setting M f = q if c is periodic of minimal period q, and M f = +∞ otherwise, 
admits a unique bounded solution α satisfying α(c) = 0. This solution is obtained as follows: If c is not in the forward orbit of x, set M (x) = ∞ and otherwise let M (x) be the smallest integer j ≥ 0 satisfying f j (x) = c, then put
The function α is called the infinitesimal conjugacy.
If u : I → R is Hölder we denote its Hölder norm by |u| β . Slightly abusing notation, we shall sometimes write ∂ t f t for ∂ s f s | s=t , and similarly for other functions depending on t. 
If the critical point of f ∈ U 2 is periodic, the statement holds up to taking (for appropriate ξ(β) > 0)
In particular, if f ∈ U 2 and J(f, v) = 0 for some Lipschitz v with v(−1) = v(1) = 0, the function α solving (3) is β-Hölder for any β < 1.
Remark 2.4. Jérôme Buzzi [8] showed us a simple proof that if h is a homeomorphism so that h • f = g • h, for two piecewise expanding C 1 unimodal maps f and g, then h is β-Hölder, for any β < log(inf |g ′ |/2)/ log(2 sup |f ′ |). This fact neither implies nor is implied by Proposition 2.3.
Proof.
Step I. For any β < 1, there exist a neighbourhood V β of f in U 2 , ℓ ≥ 1, and η > 0 such that λ = (inf g∈V β inf x =c |g ′ (x)|) −1 < 1, and, for any g ∈ V β , letting
, and setting
the critical point of f is not periodic. Otherwise we have inf g∈V β ∆ g > 0, up to replacing V β by a B 2 -neighbourhood of f in its topological class. In particular, we can assume that η < inf g∈V β ∆ g . From now on, we fix V β , ℓ ≥ 1, and η > 0 as above.
Step II. We claim it suffices to show the lemma for g ∈ V β with a periodic critical point: Indeed, if g has a nonperiodic critical point, then we consider g t = g + tw with g t ∈ U 2 , w ∈ B 2 , w(−1) = w(1) = 0, and J(g, w) = 0. By [5, Corollary 4.1], there exists a sequence t n → 0 such that each g n = g tn has a periodic critical point. In particular, g n converges to g in the U 2 topology. Then, by [5, Proposition 3.2] we have lim n→∞ J(g n , v) = 0. Let w n be a β-Hölder function, with w n (−1) = w n (1) = 0 and |w n | β ≤ 1, such that J(g n , w n ) = 1. Set
Then we have J(g n , v n ) = 0 and lim n→∞ |v n − v| β = 0. If the proposition holds for maps in V β with a periodic turning point, the unique function α n so that α n (c) = 0 and
We can choose a subsequence α ni converging in the sup norm to a function α. If follows from the uniform convergence of α ni that α satisfies the TCE (3) for g and v, and that |α| β ≤ C β |v| β .
Step III. We assume from now on that g ∈ V β has a periodic turning point. The proof will be via an "infinitesimal pull-back" argument.
First, since J(g, v) = 0, it is easy to see that there exists a β-Hölder function
for every x = c in the (finite) forward orbit of c.
Second, we define by induction continuous functions
for every x = c in the (finite) forward orbit of c, and, in addition,
Indeed, suppose we have defined α i , for 0 ≤ i ≤ n. Set α n+1 (c) = 0, and
Clearly, α n+1 (−1) = α n+1 (1) = 0, and (7) holds for i = n + 1. Thus, since
for every x = c in the forward orbit of c, we find α n (x) = α n+1 (x) for each x = c in the forward orbit of c. Since α n (c) = α n+1 (c) = 0, we conclude that (6) holds for i = n + 1, and α n+1 (g(x)) = v(x). Last, but not least, α n+1 is continuous on I because α n (g(x)) = v(x).
Thirdly, if x is not a critical point of g j , we set v 0 (x) = 0, and
Recalling the notation ℓ, {d i }, from
Step I, it is easy to see that
For ℓ ≥ 2 the function v ℓ may have jump discontinuities at the critical points d i of g ℓ , but it is β-Hölder in the connected components of I \ {d 1 , . . . , d p }. Finally, we shall use the iterated twisted cohomological equation (8) to show that there exists C β < ∞ so that, for all g ∈ V β with a periodic turning point and all β-Hölder v with J(g, v) = 0 (and v(−1) = v(1) = 0), there exists j 0 ≥ 0 so that |α jℓ | β ≤ C β |v| β for all j ≥ j 0 . In view of this, for j ≥ 0, set
and
Clearly, max(L 0 , L β ) ≤ C β |v| β for all g and v under consideration, and we have
Therefore, recalling the definition of λ and (5) from Step I, it suffices to show that
) . The above bound together with (10) yield E β < ∞ so that, for all g ∈ V β with a periodic turning point, and all β-Hölder v with J(g, v) = 0, v(−1) = v(1) = 0, there exists j 0 ≥ 0 so that
Since 2θ < 1, we conclude by a geometric series, taking larger j 0 if necessary.
It remains to show (10) . We concentrate on the second bound (the first is easier and left to the reader). Let
Step IV. Definingα n = 1 n n−1 j=0 α jℓ , we can choose a subsequenceα ni converging uniformly on I to a functionα satisfying |α| β ≤ C β |v| β . By (8),
Let α : I → R be the unique bounded solution vanishing at c to the TCE (3) for g and v, as in (4). Then
Sinceα is continuous (11) and (12), imply α =α. We proved |α| β ≤ C β |v| β , for all g ∈ V β with a periodic turning point, and thus the proposition.
2.3. Banach spaces of bounded variation. We shall consider the Banach space of functions of bounded variation
endowed with the norm ϕ BV = inf ψ∼ϕ var(ψ), where var denotes total variation, and ϕ 1 ∼ ϕ 2 if the bounded functions ϕ 1 , ϕ 2 differ on an at most countable set. In addition, for 1 ≤ p < ∞ we shall work with the Banach space of functions of bounded p variation (used in interval dynamics by Wong [17] )
the supremum ranging over all ordered finite subsets of R. Note that var 1 = var and BV = BV 1 . Wong [17] does not quotient by the equivalence relation ϕ 1 ∼ ϕ 2 , but his results remain unchanged if we consider elements in BV p modulo ∼ (a function in BV p is continuous except on an at most countable set, see also [11, Lemma 1.4.a, Lemma 2.7] and [7] ). Note that for each p ≥ 1 there is C ≥ 1 so that |ϕ| ∞ ≤ C ϕ BVp for all ϕ, and if ϕ is 1/p-Hölder, then ϕ BVp ≤ |ϕ| 1/p . Also,
and ϕ • h BVp = ϕ BVp for any homeomorphism h : I → I and all p ≥ 1.
Remark 2.5. The reason we consider spaces BV p for p = 1 is because we are concerned with differentiability in the t-parameter and we will have to deal with derivatives
does not belong to BV in general. We shall see, however, that Proposition 2.3 implies that α = ∂ t h t | t=0 lies in BV p for all p > 1.
Weak differentiability of the SRB via the pressure
The main result of this section (Theorem 3.1) says that for any j ≥ 1, if f t is a C j+1 family of piecewise expanding C j+2 unimodal maps in the topological class of f 0 , then R(t) = ψ dµ t is C j if ψ is C j+Lip . Even if j = 1, this is a new result (Theorem 5.1 in [4] only gives differentiability at t = 0). The argument is based on the topological pressure of the potential (s, t) → − log |f Theorem 3.1. For any integer j ≥ 1, if f t is a C j+1 family of piecewise expanding C j+2 unimodal maps in the topological class of a mixing map f 0 , then there isǫ > 0 so that for any C j+Lip function ψ the map R(t) = ψρ t dx is C j in (−ǫ,ǫ).
As an immediate corollary of Theorem 3.1 and Proposition A.1, we recover the first claim of [4, Theorem 5.1] if ψ is C 1+Lip (we do not need the assumption
Corollary 3.2. Assume that f t is a C 2 family of piecewise expanding C 3 unimodal maps, where f 0 is a good mixing map. If f t is tangent to the topological class of f 0 then for any C 1+Lip function ψ : I → C, the map R(t) = ψ dµ t is differentiable at t = 0.
Proof of Theorem 3.1. Fix ψ ∈ C 1+Lip , recall the notation h t from (1), put
and consider the transfer operator
Note that L 0 = L 0,0 is the usual transfer operator for f 0 . We let L 0 act on BV p for any fixed p ∈ [1, p 0 ), where p 0 , depending on f 0 through inf |f ′ 0 | and sup |f ′ 0 |, is given by the main Theorem of [17] , which says that L 0 on BV p has spectral radius 1, essential spectral radius < 1, and 1 is the only eigenvalue of modulus 1. Furthermore, 1 is a simple eigenvalue with an eigenvector ρ 0 which is strictly positive on [c 2 , c 1 ]. The corresponding fixed vector ν 0 of L * 0 is just Lebesgue measure dx. We normalise so that ρ 0 dν 0 = 1 and ν 0 (I) = 1. (Of course, µ 0 = ρ 0 dx.) We shall view L s,t as a perturbation of L 0 , more precisely we write
Since g −1 0,0 = |f ′ 0 | ∈ BV p the bound (13) implies that P s,t (ϕ) = gs,t g0,0 ϕ is a bounded operator on BV p . Clearly, P 0,0 = id. Since g s,t − g 0,0 BV1 → 0 as (s, t) → (0, 0), the operators L s,t on BV p have a real positive simple maximal eigenvalue with a spectral gap, uniformly in (s, t) close enough to (0, 0), by classical perturbation theory [9] . In particular, the operator L t = L 0,t on BV p has a simple eigenvalue at 1, for the fixed pointρ t = ρ t • h t , where µ t = ρ t dx is the SRB measure of f t , and the rest of its spectrum lies in a disc of strictly smaller radius. Note that the fixed point of L * t is the measure ν t defined by (17) ϕ dx = ϕ • h t dν t .
(By definition ν t is a probability measure and ρ t dν t = 1.) Consider first the case j = 1. Lemma 3.3 below implies that the map s → P s,t is C 1 from R to the Banach space of C 1 maps from {|t| < ǫ} to bounded operators on BV p , and
Therefore, s → L s,t is C 1 from R to the Banach space of C 1 maps from {|t| < ǫ} to bounded operators on BV p , and
We are thus in a position to apply classical perturbation theory of an isolated simple eigenvalue (see [9, Ch. VII. 1.3] for the analytic case, see e.g. [3, Lemma 3.2] for the differentiable setting). It follows on the one hand that, in a neighbourhood of (0, 0), the maximal 2 eigenvalue λ s,t > 0 of L s,t acting on BV p is a C 1 function of s to the space of C 1 maps from {|t| < ǫ} to R. On the other hand, by "tedious but straightforward calculations" and [9, Ch. VII.1.5, Ch. II.2.2], (to quote [13, (5. 2)]), we have
(use thatρ t and ν t are the fixed eigenvectors of L 0,t and its dual). Since t → ∂ s (log λ s,t )| s=0 is a C 1 function in a neighbourhood of zero, we have proved Theorem 3.1 in the case j = 1. If j ≥ 2, apply Lemma 3.4 instead of Lemma 3.3.
The following result is the key ingredient in the proof of Theorem 3.1, its proof hinges on Proposition 2.3 and [4, Prop.
2.4]:
Lemma 3.3. Let f t be a C 2 family of piecewise expanding C 3 unimodal maps in the topological class of f 0 . For any p > 1 there exists ǫ p > 0 so that for any ψ : I → R which is C 1+Lip , the map s → g s,t defined by (14) is C 1 from R to the Banach space of C 1 maps from {|t| < ǫ p } to BV p . In addition, recalling the notation (1),
In fact, s-analyticity holds in Lemma 3.3, but we shall not need this.
Proof of Lemma 3.3. Fix p > 1. For every x = c, all small t, and all s 1 < s 2 in R, there exists
(Just use the Taylor formula for s → g s,t (x) and the intermediate value theorem.) So, to prove both differentiability and (19), it suffices to see that the three maps
are C 1 from a neighbourhood of 0 to BV p , uniformly in s in any compact set K ⊂ R. In view of this, we first study the maps t → h t (x). By [4, Proposition 2.4], there existsǫ > 0 so that the set of maps {t → h t (x), x ∈ I} is bounded in C 1+Lip ([−ǫ,ǫ]). Differentiating with respect to t the equation
Since α t (c) = 0 this implies J(f t , ∂ t f t ) = 0 for |t| <ǫ (recall (4)), so, for any fixed β ∈ (1/p, 1) (we may and shall assume also that β < 1/ √ p), Proposition 2.3 gives C and ǫ p > 0 so that
Let α η t be the η-regularisation (in the variable x) of α t , that is the convolution α Note for further use that (21) gives C so that, for all |t| < ǫ p ,
We now consider t → g s,t . For x = c, we have
. We claim that the function x → ∂ t g s,t (x) has bounded BV 1/β norm, uniformly in s ∈ K and |t| < ǫ p . Indeed, decomposing 
, and α t is β-Hölder, uniformly in |t| < ǫ p ), and sup s∈K,|t|<ǫp |b s,t (c + ) − b s,t (c − )| < ∞ (using sup |t|<ǫp f t B 2+β < ∞).
To conclude, it suffices to prove that our candidate b s,t • h t ∈ BV p is really the t-derivative of g s,t (uniformly in s), that is,
and that this derivative is continuous in t (uniformly in s), that is,
We first prove (26). Decomposing
we focus first on the second term in the right-hand-side of (27). Let δ > 0 be such that f ′ is Lipschitz, it is easy to see that there exists C > 0 so that for all η ∈ (0, 1)
(Use the first two estimates of (22), and the analogous bounds for the regularisations of ψ ′ and f ′′ t , ∂ t f ′ t .) Therefore, by the fundamental theorem of calculus and the Hölder (or Jensen) inequality, there existsC > 0 so that for all s ∈ K, all |t 1 | < ǫ p , |t 2 | < ǫ p , all η ∈ (0, 1), and any
(We used (21) in the last inequality.) The same bounds hold for c ≤ x 0 < x 1 < · · · < x N , and it is easy to estimate the jump of b
• h t1 at x = c uniformly in s and t 1 , t 2 .
We next analyse the contribution of b s,t1 − b 
Taking ξ ∈ (0, 1) and setting η = (t 2 − t 1 )
To analyse the first term of (27), we start by noticing that since t → ∂ t h t is Lipschitz, there exists a set D p ⊂ (−ǫ p , ǫ p ) of full Lebesgue measure so that ∂ t h t is differentiable at all t in D p . Differentiating twice f t • h t (x) = h t • f (x) with respect to t and 4 setting α
t , we obtain for all x = c and all t ∈ D p that
The left-hand-side of the above TCE is β-Hölder in [−1, c] and [c, 1] and continuous in I, since α t (c) = 0 for every small t, so it is β-Hölder continuous. Therefore, by Proposition 2.3, there exist ǫ p > 0 and a constant C ′′ so that
The fundamental theorem of calculus holds for the Lipschitz (and therefore almost everywhere differentiable) function t → b s,t and gives
The first term of (27) may then be estimated via the Hölder inequality and the fundamental theorem of calculus (32), as in (28), but exploiting (31) instead of using η-regularisation. Details are left to the reader. Finally, to show (25), start from
for all x = c, and use the Hölder inequality and (26) (details are left to the reader).
The analysis of the maps t → (ψ • h t )g s,t and t → (ψ • h t ) 2 g s,t goes along exactly the same lines.
For the higher regularity statement in Theorem 3.1, we use the following result (again, analyticity in s holds):
unimodal maps in the topological class of f 0 . For any p > 1 there exists ǫ p > 0 so that for any ψ : I → R which is C j+Lip , the map s → g s,t defined by (14) is C 1 from R to the space of C j maps from {|t| < ǫ p } to BV p , and, recalling (1),
Proof. Since the family f t is C j+1 , the set {t → h t (x), x ∈ I} is bounded in C j+Lip by [4, Proposition 2.4] . Let β ∈ (1/p, 1) (with β < 1/ √ p, say). Assume first j = 2. Then, by (30), the function α
t , is well-defined for all |t| < ǫ p and there exists C so that |α 2 t | β ≤ C for every |t| < ǫ p . For j ≥ 3, a higher order TCE similar to (30) gives that α
s,t is an expression involving derivatives of order at most j of ψ(x), functions α ℓ t , for 1 ≤ ℓ ≤ j, and derivatives (in x, t, or mixed) of total order at most j of f ′ t (x), in the numerator, and |f ′ t (x)| m for m ≥ 1 in the denominator. Our differentiability assumptions on ψ and the family f t then allow us to proceed as in the proof of Lemma 3.3 (using Taylor series of higher order).
Recovering the linear response formula
Here we give a slightly different proof of the differentiability of R(t) = ψ dµ t , where µ t is the SRB measure of f t , still relying heavily on Proposition 2.3 (via Lemma 4.2). The advantage with respect to Theorem 3.1 is that we recover the formula for ∂ t R(t)| t=0 , and we need only assume that ψ is C We need notation. By [1, Proposition 3.3], we may decompose the invariant density of a piecewise expanding C 3 unimodal mixing map f t as ρ t = ρ reg,t + ρ sal,t , where ρ reg,t ∈ BV ∩ C 0 , ρ ′ reg,t ∈ BV , and
(Here, H u (x) denotes the Heaviside function H u (x) = −1 if x < u, H u (x) = 0 if x > u and H u (u) = −1/2.) If M f = ∞ then it is not difficult to show that (see e.g. [1, 4] , noting that if c 1,t is preperiodic but not periodic our notation is slightly different than the notation there)
, ∀k ≥ 1 .
We simply write ρ 0 = ρ = ρ reg + ρ sal . To compute the formula for the derivative, we shall assume, as in [4] , that v = ∂ t f t | t=0 is of the form v = X • f 0 for a C 2 function X : I → R.
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Theorem 4.1. Let f t be a C 2 family of piecewise expanding C 3 unimodal maps. Assume that f 0 is good and mixing, that f t is tangent to the topological class of f 0 , and that v = ∂ t f t | t=0 = X • f 0 for a C 2 function X. Then, as Radon measures,
where the function α is given by (4) , and the operator L 0 = L 0,0 is defined by (15) . In addition, α is β-Hölder for any β < 1.
Proof. Set f = f 0 for convenience. By Proposition A.1, we can assume that f t lies in the topological class of f , denoting the conjugacies by h t as usual. The transfer operator L t = L 0,t for f and the weight |f (15) ) is conjugated to the transfer operator for f t and |f
Since h t is a homeomorphism, it gives rise to an isometry of BV p , and (35) together with the main Theorem of [17] applied to L t imply that there exist p 0 > 1 so that for any p ∈ [1, p 0 ) there exists ǫ p > 0 so that for all |t| < ǫ p the operator L t acting on BV p has a maximal eigenvalue equal to 1, which is simple, and the rest of the spectrum lies in a disc of strictly smaller radius (i.e., L t has a spectral gap). The fixed points of L t and its dual, ρ t = ρ t • h t and ν t from (17), were introduced in the proof of Theorem 3.1. We can alternatively see thatL t has a spectral gap on BV p by noting that it is a small multiplicative perturbation of L 0 =L 0 on BV p : Recall that lim t→0 g 0,t − g 0,0 BV1 = 0 and(16). Observe for further use that this implies lim t→0 ρ t − ρ 0 BV = 0. From now on, we fix p ∈ (1, p 0 ). We next show that t →ρ(t) ∈ BV p and t → ν t ∈ BV * p are differentiable at t = 0. By [4, Prop. 2.4, Cor. 2.6] v is horizontal for f 0 , t → h t (x) is differentiable, uniformly in x ∈ I, and α = ∂ t h t | t=0 is continuous, with α(c) = 0, α(c 1 ) = X(c), and α is the unique bounded solution (4) to the TCE (3). In addition, Proposition 2.3 gives that α is β-Hölder for arbitrary β < 1 (we shall take β ∈ (1/p, 1/ √ p)). Our assumptions on f t then imply that v ′ is C 1 and the following operator is bounded on BV p : (36)
Mϕ(x) = − f (y)=x f ′′ (y)α(y) + v ′ (y) |f ′ (y)|f ′ (y) ϕ(y) .
(Write M as L 0 composed with a multiplication operator, like in (16) and use (13) .) Lemma 4.2 below easily implies that t →L t is differentiable as an operator on BV p , and that (37) ∂ tLt | t=0 = M .
As in the proof of Theorem 3.1, perturbation theory then gives that t →ρ t ∈ BV p and t → ν t ∈ BV t → h t (x)
In other words, we have (in BV p )
whereMϕ(x) = f (y)=x ϕ(y)
|f ′ (y)|f ′ (y) . So we have reduced the claim (48) to
Finally, since ρ 0 ∈ BV p , and since t → ν t and t →ρ t are differentiable in BV p and BV * p , respectively, we have (in BV p ) (50) ∂ t (ν t (ρ 0 )ρ t )| t=0 = ∂ t (ν t (ρ 0 ))| t=0 ρ 0 + ∂ t (ρ t )| t=0 .
Take the Lebesgue average of both sides of (50). Since ∂ t ρ t dx = 0 (because each ρ t dt is a probability), and since
(use again Π 0 (X ′ ρ 0 + Xρ ′ reg ) = 0), we find that ∂ t (ν t (ρ 0 ))| t=0 ρ 0 dx = 0. Therefore, ∂ t (ν t (ρ 0 ))| t=0 , and putting together (38), (39), (47), (48), and (50), we have proved the theorem.
Proof of Corollary 4.4. We want to show that t → ∂ u µ u | u=t =μ t is continuous: We know thatμ t exists for all small t (as a Radon measure) by Theorem 4.1. Clearly, | ψ dμ t | ≤ C sup |ψ| for all continuous ψ and all small enough t.
Assume for a contradiction that t →μ t is discontinuous at t 0 . This means that there exist ψ ∈ C 0 , with sup |ψ| = 1, δ > 0, and a sequence t m with |t m −t 0 | < 1/m, so that | ψ dμ t0 − ψ dμ tm | > δ for all m. Takeψ ∈ C 1 so that sup |ψ −ψ| < δ/4. Then | ψ dμ t0 − ψ dμ tm | > δ/2 for all m. But Theorem 3.1 implies | ψ dμ t0 − ψ dμ tm | < δ if m is large enough, a contradiction.
