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Creating, curating and maintaining modern political corpora is becoming an ever more involved task. As interest from various social
bodies and the general public in political discourse grows so too does the need to enrich such datasets with metadata and linguistic
annotations. Beyond this, such corpora must be easy to browse and search for linguists, social scientists, digital humanists and the
general public. We present our efforts to compile a linguistically annotated and semantically tagged version of the Hansard corpus from
1803 right up to the present day. This involves combining multiple sources of documents and transcripts. We describe our toolchain
for tagging; using several existing tools that provide tokenisation, part-of-speech tagging and semantic annotations. We also provide an
overview of our bespoke web-based search interface built on LexiDB. In conclusion, we examine the completed corpus by looking at
four case studies making use of semantic categories made available by our toolchain.
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1. Introduction
Parliamentary discourse is of concern not only to political
and linguistic scholars but also social charities and commu-
nity groups. The transcriptions of speeches and discussions
in the UK Houses of Lords and the Commons are better
known as Hansard. Recent reports from these proceed-
ings are freely available online. Historical transcriptions
are available in the form of the Historical Hansard corpus
which includes the transcriptions from 1803-2005. Previ-
ously the SAMUELS1 (Semantic Annotation and Mark-Up
For Enhancing Lexical Searches) project has researched to-
kenising and tagging this corpus (Wattam et al., 2014). As
political engagement grows daily alongside theHansard cor-
pus transcripts, bridging this gap from 2005 to the present
and maintaining an up to date, fully tokenised and tagged
version of this dataset becomes increasingly relevant and
important to improve search functionality and timeliness.
This paper presents the process, tools and output of our ef-
forts to build a complete corpus of Hansard that contains
linguistic and semantic annotations and runs right up to the
present day. We also describe how this corpus is made
available through a bespoke search interface built on top of
the corpus database LexiDB. Through the use of our frame-
work, the latest data from Hansard is continually down-
loaded, tagged and indexed in the database daily, meaning
we have a live version of the parliamentary proceedings that
is always up to date.
There are other forms of the Hansard corpus available on-
line. Mark Davies provides access to the historical portion
of Hansard up to 2005 through an online interface 2. The
primary advantage over this is our corpus has data from
the latest parliamentary debates right up to the present day.





include all contributions up to 2019. However, whilst this
data is presented in an attractive interface it is not linguis-
tically tagged with semantic tags or POS (part-of-speech)
tags making it more difficult to search for linguistic features
based on such tags.
2. Background
In recent years, more and more nations have had their par-
liamentary discourse curated into a corpus format. This has
inevitably involved various methods of cleaning the source
data and transcriptions. Sometimes this is a simple task
when the original data is consistently formatted using XML
or another easy to interpret form. This may be simply map-
ping from one format to another such as the case of SLov-
Parl 2.0 (Pančur et al., 2017) converting between HTML
and XML. Sometimes the process may be more involved,
such as parsing PDF source documents that may even be
scans of the original handwritten paper transcripts.
Transcriptions for UK Hansard are made available online
daily4 and are available in XML format. Although easy
to parse, the data within this XML format is not clean and
is very sparsely documented with no consistent schema to
process many aspects of the documents, particularly regard-
ing the metadata. Previous work on the Parliamentary Dis-
course5 and SAMUELS6 projects had provided a cleaned-up
version of the data prior to 2005. This put the data into a
single text file per member contribution (speech or similar).
The metadata for each contribution was then recorded in a
separate TSV (tab-separated values) file containing infor-
mation such as the member name, date of the contribution,







easier consumption of the source texts for linguistic tagging
and annotation whilst still retaining the metadata in a form
that could be easily searched and cross-referenced.
Other efforts have been made to add semantic topics to
British Parliamentary speeches. Research (Nanni et al.,
2019) grouping all speeches from the houses into semantic
topics based on the content of the contribution provides a
means of searching within Hansard for speeches not only
based on MP information but also based on the topic dis-
cussed. This work utilised the publication of the Hansard
corpus from another initiative, TheyWorkForYou 7 (run by
MySociety8) provides a version of the Hansard transcripts
back to 1918 which is cleaned with disambiguated MPs
names and affiliations allowing for easier searching of this
metadata when compared to that provided in the Historic
Hansard corpus from the SAMUELS project.
3. Data collection
The Historical Hansard corpus covers transcriptions from
1803 - 2005 in both the House of Lords and the House of
Commons. This data is freely available online 40 to anyone
who wishes to use it. Previously the historic portion of
the Hansard corpus has been processed through Lancaster
University’s linguistic toolchain (described below). This
historic section of the corpus consists of just under 1.7
billion words (when tokenised through CLAWS) in around
7.5 million files.
For post-2005 data, several sources are available. The par-
liamentary website provides Atom feeds to allow for daily
transcripts to be downloaded, but their API is not particu-
larly useful in retrieving individual speeches from specific
dates. TheyWorkForYou provides a means of accessing
raw scraped XML from speeches back to 1919 as well as an
open-source parser for cleaning the source XML data. Us-
ing this as well as a script provided by the Hansard at Hud-
dersfield project all missing data after 2005 was retrieved
and added to the original historic data to create a complete
corpus of Hansard from 1803 onwards. The additional data
consisted of approximately 315 million additional tokens in
4,302 files bringing the total corpus to approximately two
billion words (the modern data contains several member
contributions per file as opposed to the historic data which
was divided into a single member’s contribution per file).
The post-2005 data was brought as close as possible to be-
ing in line with the format produced from the SAMUELS
project for Historic Hansard. Each source XML file con-
tains multiple contributions from a single sitting of one of
the houses. Each contribution was split into a separate file
(consistent with Historic Hansard). This created around 1.2
million additional files which brought the total number of
files in the corpus up to around 8.8 million. Each contri-
bution file is stored in the original plain text as a TXT file
and a tagged version in TSV format. TSV files were used
as opposed to other XML based formats such as TEI based
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Figure 1: Annotation Processing pipeline
the SAMUELS project. From the source XMLfilemetadata
was extracted to produce a similar supplementary TSV as
is available with Historic Hansard. From the source XML,
the date, member name, current parliament and sitting were
extracted. In addition to this, we also extracted the Pim-
sId (Parliamentary Information Management System ID) as
these allow us to link to the open parliament site 10 and can




CLAWS (Constituent Likelihood Automatic Word-tagging
System) (Garside, 1987) is a part-of-speech (POS) tagger
that also functions as a tokeniser. POS tagging is the most
common form of linguistic annotation and CLAWS per-
forms this operation on English text and has been used to
tokenise and POS tag many different corpora in the past in-
cluding the British National Corpus (BNC)11(Leech et al.,
1994). CLAWS outputs a vertical format where each line
corresponds to a single token (the smallest meaningful unit
of text) and includes a POS tag based on the C5 tagset12.
This tagset consists of 62 tag codes e.g. NN1 (singular
noun), PNX (reflexive noun) etc. CLAWS has an error-rate
of only 1.5%, is the defacto standard for British corpora such
as the BNC (Garside and Smith, 1997), Mark Davies’ BYU
English corpora and was the tagger used in the SAMUELS
project.
4.1.2. USAS
USAS (UCREL Semantic Analysis System) (Rayson et al.,
2004) semantically tags text using a semantic tagset13 based
on 21 main discourse fields. The major fields include cat-
egories such as; emotion, money & commerce, science &





each of these main 21 domains containing a number of sub-
groups14. In total there are 232 semantic tags. USAS can
make use of CLAWS’ vertical POS tagged output and pro-
duce output in various formats such as TSV. The English
tagger is around 91% accurate, and it has been extended to
multiple languages beyond English (Piao et al., 2016), and
experiments are ongoing to incorporate neural and deep
learning methods (Ezeani et al., 2019).
4.2. Corpus Interface
4.2.1. Overview
The data produced by the above pipeline is then indexed and
stored in a LexiDB (Coole et al., 2016) instance. LexiDB is
used as previous work (Coole et al., 2015) has shown other
database technologies struggle to handle language corpora
of the scale constructed here. LexiDB was specifically de-
signed to handle corpus data in a way that allows it to both
scale-out and be queried in a manner akin to other corpus
data systems. The advantage of LexiDB is as further par-
liamentary data becomes available the database can easily
be added to regularly, even as often as daily. This makes it
feasible to run the processing pipeline whenever new data
becomes available online15 making for a truly “live”, seman-
tically tagged version of parliamentary debates available at
all times.
4.2.2. Web Interface
A web interface16 to the LexiDB instance hosting the com-
piled data was built to allow access to the full annotated








Each of these query types has various options for filtering
and sorting. Beyond this, a multitude of visualizations are
available ranging from histograms for term occurrence over
time to sunburst diagrams for exploring n-grams. Figure 4
shows the web interface.
The search bar allows for all of the annotation layers added
to the data in the processing pipeline to be queried for. The
query syntax takes the form of a regular expression over
token stream and uses JSON query by example objects to
represent tokens. A full in-depth guide to this syntax is avail-
able online17. The syntax will seem intuitive to corpus lin-
guists and those already familiar with CQL (Corpus Query
Language) used by CWB, CQPweb and SketchEngine, al-
though the syntax differs from CQL in many ways, it is a


























Figure 2: Semantic Category Y (Science & Technology)
over time
5. Semantic Exploration
With the corpus complete and semantic tags available from
1803 onwards, we can examine various changes in the dis-
course based on the semantic categories available to us. In
this vein, we look at four case studies examining the change
in these semantic domains within both houses over time.
5.1. Science & Technology
The first semantic category examined is Science & Tech-
nology (Y*). This category includes two tags; Science &
technology in general (Y1) and Information technology and
computing (Y2). Figure 2 illustrates the change in this cat-
egory over time. The plot is based on sub-sampling around
500 contributions per year and then the frequency is nor-
malized as a proportion of all semantic tags that year. We
can see a general trend that the discourse across both houses
is becoming more and more frequently part of this semantic
category. Digging beyond this we can observe how varia-
tions or spikes in the normalised frequency become bigger
the later in the corpus we go. This could suggest Science
& Technology can become hot topics of debate coinciding
withmajor world incidence or advances in technology. Each
of these spikes could be analysed in turn to examine what
may have caused the discourse to shift towards this category
at that time.
5.2. Numbers & Measurement
Numbers & Measurements (USAS tagged N*.*) contains
various tags relating to maths and measurements; Mathe-
matics (N2),Measurement: Distance (N3.3),Measurement:
Area (N3.6) etc. Interestingly when comparing the seman-
tic category of Science & Technology to that of Numbers &
Measurement (Figure 3) we find that the trend of the nor-
malised frequency of both generally increasing over time is
true up until the late 20th century. Alarmingly at this point,
the usage of numbers and measurements in both houses
drops (proportionally to other semantic categories). One
might expect as society moves towards greater scientific and
technological understanding that there would be a continued
increase in usage of specific measurements and statistics in



















Figure 3: Semantic Category N (Numbers and Measure-
ment) over time
discourse. This sudden decline entering the 21st century
could indicate that politicians are becoming less precise
when discussing issues and policies and not using precise
figures, measurements or estimates and using vaguer lan-
guage.
5.3. War &Warfare
The semantic category G3 (Warfare, defence and the army;
weapons) is shown in the interface’s histogram visualiza-
tion18. This category represents a wider semantic field
compared to the word “war” and the trends between this
term and the semantic category can be compared over time.
As can be seen in Figure 4 both the semantic category and
the term “war” have peaks around both world wars as would
be expected. Interestingly though through the latter part
of the 20th century the G3 semantic category noticeably
rises to a greater extent than the term “war”, this could be
investigated further through a concordance analysis as to
why politicians are speaking more about topics relating to
war than specifically mentioning “war”, or are using terms
metaphorically. This is a good example of the kind of explo-
ration of this corpus that is possible with our web interface.
5.4. COVID-19
Another visualization possible through our web in-
terface is the ability to produce word clouds based
on collocation metrics. Figure 5 shows a word
cloud based on a general search for coronavirus;
(covid|COVID)-19|[Cc]oronavirus and using
the log-likelihood metric for collocations around this search
term, the higher the metric the larger word appears. This
includes the top 150 collocations of the search and is a good
starting point for linguists to explore what is being said in
this area before performing a more fine-grained analysis.
6. Conclusion
We have presented here our research to update the UK
Hansard corpus. Our main contributions are: 1) a fully
18https://www.amcharts.com/
Figure 4: Web Interface showing War & G3 Semantic Tag
searches
Figure 5: COVID-19 Wordcloud
tagged version of the Hansard corpus from 1803 up to the
present data that is tokenised, POS tagged and semantically
annotated 2) an NLP framework for annotation that can be
fully automated and will be used going forward to keep
our linguistically annotated version of the Hansard corpus
up to date with new data as transcriptions from parliament
become available daily 3) a search interface that allows for
linguistic queries to be performed against the corpus as well
as providing visualizations to better understand changes in
political discourse over time. We will also make the entire
semantically tagged corpus available for download through
a link on our web interface page19, observing the same li-
cences as for the untagged data.
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