This paper proposes a novel averaging technique for the spatial distribution of P300 evoked potentials using independent component analysis. The averaging procedure is performed using the P300 signals obtained from different target epochs providing an averaged P300 spatial distribution for a subject of interest. An improved spatial selection of independent components or more accurate P300 extraction are some of the possible applications where the proposed approach might be used.
Introduction
The P300 is an event-related potential (ERP) that is visible in an EEG recording as a positive peak at approximately 300 ms from the appearance of the event (stimulus). It follows unexpected, rare, or particularly informative stimuli. Both P300 amplitude and latency change across the scalp by decreasing over frontal and increasing over parietal areas [1] , [2] . Topographic research has been presented in [3] [4] and an overview of P300 theory can be found in [5] .
The P300 has been widely used for Brain Computer Interface (BCI), a communication interface which bypasses any muscle or nerve mediation and connects a computer directly with the brain by picking up signals generated by the brain activity. Application of P300 in BCI has many variants, but in all cases the paradigm is the same: the BCI system presents the user with some choices, one at a time; when it detects a P300 potential, the associated choice is selected. A well known BCI that exploits the P300 evoked potential is certainly the BCI P3 speller device [6] , [7] . The BCI P300 speller device presents to a user a matrix of letters while its columns and rows flash randomly and one at a time. The user focuses the attention on a letter of interest to be spell out. After the letter is intensified, the brain generates a P300 potential natively. As the P300 is an innate response, it does not require training on part of the user.
Several signal processing techniques have been used to investigate and recognize the P300 and among these a quite natural tool seems to be Independent Component Analysis (ICA) which has been introduced in the BCI paradigm with significant results [8] . The authors were winners of the BCI Competition 2003 using carefully found fixed ICA mixing matrix. Moreover, they have used temporal and spatial selection of generated independent components enhancing P300 signal and obtaining 100 accuracy in the testing data for the BCI P3 speller device. In [9] , the authors have also used spatial selections of independent components, where they compared the spatial distribution of each independent component with the most-likely spatial distribution of the P300 signal obtained by training data from BCI Competition 2003 dataset. In [10] the fuzzy logic combined with ICA was employed to obtain high accuracy with one single intensification of raw and columns of a BCI-speller.
In this paper, we aim at analyzing the P300 amplitude spatial distribution over a scalp and a spatial distribution averaging technique based on the statistical properties of independent components is proposed. The main purpose in the recovery of the averaged topographic distribution of the P300 amplitude over a scalp is the "optimization" of P300-based BCIs through the selection of the optimal electrode set and the individuation of more informative area on the scalp for extracting P300 potentials.
The paper is organized as follows. The proposed technique for the P300 spatial averaging across a scalp is presented in Section II. Sections III shows the results obtained by the proposed technique using the data from the BCI Competition 2003 dataset. Conclusion is outlined in Section IV.
Spatial distribution from selected sources
In this section, we introduce a novel technique to estimate the information about P300 spatial distribution. Unlike the technique based on P300 data enhancement, this approach does not require the building of an artificial signal, requiring only few target epochs. Additionally, it is not affected by the occasional inconsistency of the solution obtained by the ICA algorithm.
Before we proceed, it should be stressed that it is an ideal assumption that the ICA algorithm can isolate a P300 signal as a single component. Instead, one should consider P300 possibly spread over more components. In order to select components that most likely carry the P300 pattern a temporal and spatial selection are performed.
Suppose a vector x of m measurements is obtained from labeled data (i.e., one single target epoch), where m Temporal selection of an independent component is based on the knowledge that a P300 component averagely appears 300ms after the excitation of the external stimulus and most likely has a peak around 310-350ms. From Fig. 1 , one can select independent components s 8 , s 10 , s 15 and s 16 being most likely the P300 signal or a part of the P300 pattern.
Spatial selection additionally exploits the prior knowledge on the P300 signal. It is known that the P300 signal appears most intensively across the vertex region, eg. at Cz, Fz, Pz, C3 and C4 electrode allocations, and it is usually the most intensive at Cz.
Considering the spatial distribution of each component given in Fig. 2 , one can select s 10 as the most likely P300 independent component. When only one component is selected then its spatial distribution is equal to the one obtained by the values of the component corespondent column of the mixing matrix A.
The component s 16 is also included and combined with s 10 as given in Fig. 3 since it fits both temporal and spatial criteria (see Figs. 1 and 2 ). When two P300-like independent components are selected, the question is how to combine the information on the spatial distribution of each selected vector to calculate the spatial distribution of their linear combination (eq. 1). P = cs P 300 = a 10 s 10 + a 16 s 16 ,
The vector c represents the desired spatial distribution of P300 signal within the current epoch, and s P 300 is the unique component which the ICA algorithm might extract after the first run in an ideal case. In order to derive the final expression for the spatial distribution averaging of two components, we have to re- call the constraints imposed on the ICA algorithm result, the unit variance
and the mutual orthogonality
We can reformulated the goal of finding the spatial distribution of P300 as the computation of the coefficients of the new vector c. After the variance operator is performed to the left and the right hand side of equation (1), recalling the constraint (3) we obtain
where cc T is a diagonal matrix containing squares of the values hidden in the vector c. For the sake of clarity, we consider only one electrode i among all measurement allocations, where i = 1, ..., m and m is the number of electrode sites. By doing this, the matrix equation (4) becomes a scalar equation
The problem occurs when at least one of the projection coefficients a i,10 , a i,16 is negative since we can not easily determine the sign of c i . In order to cover this critical case, each column that projects the selected P300-like IC and has at least one negative value is shifted so to have all values grater or equal to zero; the linear combination extracted from (1) and the scalar equation (5) 
Eqs. (6) and (9) imply c min i
s P 300 = a min,10 s 10 + a min,16 s 16 = P min i
. (10) If we perform the expected value operator E on both sides of equations (9) and (10), we have
If we divide left and righthand sides of these last two equations, the second relation among c i and c min i is found and it is given by 
A singular case arises when E[
]. This case is possible if there exists such i that all i th projection coefficients of columns a 10 and a 16 are a i,10 = a min,10 and a i,16 = a min,16 simultaneously. This is the case when the i th projection coefficients of two vectors are negative and the corespondent coefficient c i can be easily obtained by
The result can be generalized in accordance to the presented example. Suppose that within the data there is a P300 signal, and the ICA algorithm is performed separating m independent components s i . If it is possible to select κ P300-like signals among those components (κ ∈ {1, 2, ..., m − 1} where m is usually equal to 2, 3 or 4) then the spatial distribution of the appropriate linear combination is hidden in the vector c as follows.
Proposition 1: The spatial distribution of the evoked P300 signal within a target epoch could be obtained by
where Fig. 4 shows an example of the proposed spatial averaging for two selected P300-like components. Fig. 5 and Fig. 6 give the comparison between the two averaged spatial distributions obtained by data enhancement and the proposed method using 20 target The obtained similarity suggests that the proposed method can be used for the purpose of spatial selection of the independent components as in [9] . The experiments also show that the values computed by the proposed technique for P300 spatial distribution averaging converge after only several target epochs for each electrode allocation as shown in Fig. (7) .
Experiment

Conclusion
The work presents a novel technique for the understanding of the P300 spatial distribution. The P300 data enhancement combined with the ICA has already been used for the spatial selection of independent components. The proposed approach extracts a spatial distribution output and the obtained results are similar to the data enhancement technique. Unlike to the P300 data enhancement technique, the proposed approach gives a more explicit way to provide information on the averaged P300 spatial distribution of a subject of interest. Moreover, the P300 selection within a target epoch can be made manually throughout the experiment avoiding all unclear cases where a strict separation of the P300 signal is not possible to obtain. This gives additional reliability to the proposed method making it almost independent from the ICA algorithm despite the fact that ICA is used to separate source signals. An additionally acquired information on the spatial distribution of the P300 signal for a particular subject can be used to improve the technique aiming at the extraction of not only P300 signal but also other evoked potentials such as VEP.
