Abstract. We describe realizations of the color analogue of the Heisenberg Lie algebra by power series in non-commuting indeterminates satisfying Heisenberg's canonical commutation relations of quantum mechanics. The obtained formulas are used to construct new operator representations of the color analogue of the Heisenberg Lie algebra. These representations are shown to be closely connected with some combinatorial identities and functional difference-differential interpolation formulae involving Euler, Bernoulli and Stirling numbers.
Introduction
The main object studied in this paper is the unital associative algebra with three generators A 1 , A 2 and A 3 satisfying defining commutation relations
The main goal is to show how A 1 , A 2 and A 3 can be expressed, using generators A, B of the Heisenberg algebra, obeying Heisenberg's canonical commutation relation AB − BA = I.
The canonical representation of the commutation relation (2) is given by choosing A as usual differentiation operator and B as multiplication by x acting on differentiable functions of one real variable x, on polynomials in one variable, or on some other suitable linear space of functions invariant under these operators. In quantum mechanics, these operators, when considered on the Hilbert space of square integrable functions, are essentially the same as the canonical Heisenberg-Schrödinger observables of momentum and coordinate, differing just by a complex scaling factor. The Heisenberg canonical commutation relation (2) is also satisfied by the annihilation and creation operators in a quantum harmonic oscillator. Whenever A 1 , A 2 and A 3 satisfy (1) and are interpreted as observables within some physical system, the problem we consider is that of realization of these observables within a physical system described by the Heisenberg-Schrödinger observables or by the quantum harmonic oscillator model. This point of view can be very valuable for physical applications as a step towards understanding bosonic realizations of fermionic, super-symmetric or color systems.
A complex associative algebra L with generators A 1 , A 2 , A 3 and defining relations (1) is called the graded analogue of the Heisenberg Lie algebra or, more precisely, of its universal enveloping algebra. The algebra L is a universal enveloping algebra of a three-dimensional Z
[27]- [34] . Description of representations of these algebras is an important and interesting general problem. It is well known that representations of threedimensional Lie algebras play an important role in the representation theory of general Lie algebras and groups, both as test examples and building blocks. Similarly, one would expect the same to be true for three-dimensional color Lie algebras and superalgebras with respect to general color Lie algebras and superalgebras. The representations of non-isomorphic algebras have different structure. In [32, 34] , three-dimensional color Lie algebras are classified in terms of their structure constants, that is in terms of commutation relations between generators. In [20] , [13] and [31] , quadratic central elements and involutions on these algebras are calculated. In [19] and [33] , Hilbert space * -representations are described for the graded analogues of the Lie algebra sl(2 ; C) and of the Lie algebra of the group of plane motions, two of the nontrivial algebras from the classification. The classification of * -representations in [19] and [33] is achieved, using the method of dynamical systems based on generalized Mackey imprimitivity systems.
The graded analogue of the Heisenberg Lie algebra defined by (1) is another important non-trivial algebra in the classification of three-dimensional color Lie algebras obtained in [32, 34] . In this article we look for representations of this algebra. Here, however, we approach representations in a totally different way than it was done in [19] and [33] . In this paper we are interested in describing those representations which can be obtained as power series in representations of Heisenberg's canonical commutation relations.
In Section 2 we show that, with a natural choice for A 1 as the first generator of the Heisenberg algebra corresponding to differentiation, there are no non-zero polynomials in Heisenberg generators which can be taken as A 2 and A 3 so that (1) is satisfied. This means, in particular, that when A 1 is the differentiation operator, A 2 and A 3 cannot be chosen as differential operators of finite order with polynomial coefficients. We prove however that it is possible for A 2 and A 3 to be power series in the Heisenberg generators with infinitely many non-zero terms, thus in particular making possible the operator representations by the differential operators of infinite order. In Theorem 2.1, we describe all such formal power series solutions A 2 and A 3 for the first two relations in (1) . In Theorem 2.5, we present all formal power series solutions A 2 and A 3 satisfying all three relations in (1) . It turns out that these solutions depend on the choice of two arbitrary odd power series, and thus on countably many arbitrary complex parameters. In other words, we get two mappings from the sequence space C N to formal power series in Heisenberg generators, such that elements of their image spaces together with the first Heisenberg generator satisfy the commutation relations (1) . In all these solutions one finds a special series, which turns out to be an abstract series generalization of the parity operator, playing an important role in quantum mechanics, quantum field theory and supersymmetry analysis. By choosing various pairs of operators satisfying the Heisenberg canonical commutation relation (2) and substituting them into the power series obeying (1), one can find large classes of operator representations of the commutation relations (1). Section 3 is exclusively devoted to examples of such representations. Many of these representations, we believe, cannot be reached or classified using classical methods based on dynamical systems approach extending Mackey imprimitivity systems. We think that these operator representations might have significant physical applications. It would be of great interest to investigate spectral, structural and analytical properties of such representations on various spaces. It also turns out that for some of these representations, the commutation relations (1) lead to nontrivial functional differential-difference interpolation and combinatorial identities involving Euler, Bernoulli and Stirling numbers.
Bosonic power series realizations
Consider a set {A 1 , A 2 , A 3 } in some complex associative algebra with unit element I satisfying the following commutation relations
It follows immediately that A 2 3 commutes with all three elements A 1 , A 2 and A 3 . Suppose there exists a non-zero constant α such that A 2 3 = α 2 I. From the first relation we then obtain
and using that A 1 A 3 = −A 3 A 1 by the second relation, we have
Then we can write
showing that A 1 and the combinationÂ 2Â3 satisfy the Heisenberg canonical commutation relation. By the way this observation implies in particular that (1) together with A 2 3 = α 2 I, α = 0, cannot be satisfied by bounded operators on a Hilbert space or even generally by elements in any unital normed algebra, as this is also the case for the Heisenberg canonical commutation relation (2) by the famous Wintner-Wielandt result [24, 37, 36] .
Assume that we consider A 1 , A 2 and A 3 as elements of the Heisenberg algebra C A, B / AB − BA − I . Then (3) suggests that a reasonable Ansatz is to put A 1 = A and consider the other two generators A 2 and A 3 as polynomials in A and B having coefficients in C. Suppose A 2 and A 3 are any polynomials in A and B. Due to the relation AB = I +BA, it is clear that A 2 and A 3 can be rewritten as a linear combination of monomials with no B to the right of A. When a polynomial (or a series) in A and B is written in such a way, we say that it is presented in its (B, A)-normal form. In the Heisenberg algebra, we know that the set of ordered monomials {B j A k | j, k ∈ N} is linearly independent. This fact allows one to reduce the problem of equality of two polynomials in A and B to checking whether they have the same coefficients when rewritten in (B, A)-normal form.
We begin with the following theorem, showing that if A 1 = A, then one is forced to work with series in A, B with infinitely many non-zero terms, in order to be able to find non-trivial realizations of the commutation relations
in terms of the Heisenberg generators A and B. Theorem 2.1 Assume A and B are two elements in an associative algebra over C with unit element I satisfying the Heisenberg canonical commutation relation AB − BA = I.
(a) Let A 1 = A, and both A 2 and A 3 be polynomials in A and B with complex coefficients. Then it follows that the commutation relations
(b) Let A 1 = A, and suppose A 2 and A 3 are formal power series in A and B in the (B, A)-normal form, i.e.
where the coefficients a jk ,ã jk ∈ C. Then A 1 , A 2 and A 3 satisfy the commutation relations
if and only if
where V (A) and W (A) are power series expressions in A with complex coefficients, and T (A, B) is given by
Proof. (a) Any polynomial in A and B can be written in the (B, A)-normal form, and hence, we can assume that
for some M, N ∈ N and a jk ∈ C. Eliminating A 3 by use of the commutation relations and using A 1 = A, we obtain
Introduce the notation
The reordering formula
is valid for n ≥ 1 and follows directly from the Heisenberg commutation relation (2) by induction on n [7, p. 21] . By repeated use of (6), we readily obtain for n ≥ 2
Since the coefficients a jk in (4) are allowed to be arbitrary complex numbers (including zero) one can, without loss of generality, put
and hence
Applying repeatedly the reordering relations (6) and (7), we further obtain
and
Inserting expressions (8) , (9) and (10) into (5), we now have
Rearranging the sums, we arrive at
The polynomial Q(A, B) can now be presented in its (B, A)-normal form, allowing us to express (5) as follows
By linear independence of the set of ordered monomials {B j A k | j, k ∈ N}, all coefficients must be equal to zero, giving rise to the following recurrence relation 4a jk + 4(j + 1)a j+1,k+1 + (j + 1)(j + 2)a j+2,k+2 = 0,
valid for j, k ∈ {0, . . . , N − 2}, together with the boundary conditions
It immediately follows, that this system of equations has the solution
Consider the square matrix (a ij ) of size (N + 1) × (N + 1). As expressed by the conditions (14)- (15), we see that the last two rows and last two columns consist merely of zeros. In view of relation (13), it clearly follows that (a ij ) must be the zero matrix, i.e. all coefficients a jk = 0, showing that (5) cannot be satisfied by a non-zero polynomial expression in the form
(b) Having now
it follows immediately that (11) will be replaced by
We still have the recurrence relation 4a jk + 4(j + 1)a j+1,k+1 + (j + 1)(j + 2)a j+2,k+2 = 0,
now valid for j, k ∈ N, together with the conditions
or more explicitly
As a consequence of (16), (17) and (19) we have
The elements a j+1,j , j ∈ N, can be computed from (16) and (18), and will be treated separately below. In the relation (16), we now put k = j + l, obtaining
where j, l ∈ N. The substitution b l j = a j,j+l brings (21) to the form
Suppressing the superscript l for a moment, we look for a general solution
In order to solve (23), we introduce the generating function
Successive differentiation of the series expression yields
(23), together with the expressions (24), (25) and (26), gives rise to the differential equation
where y has to satisfy the initial conditions
The characteristic equation (r + 2) 2 = 0 has the root r = −2 of multiplicity 2, so the general solution has the form
By conditions (28)
Expanding the exponential function yields
After identification of the coefficients we have
Going back to the earlier notation this means
and hence,
If, in the formula (29) we put j = 1, l = −1, then
by introducing an auxiliary coefficient a 0,−1 = 0. The solution to the problem (16) , (17), (18) and (19) can now be written
where we have j, l ∈ N. By virtue of (31), we may write
and hence, directly by reordering formula (6)
Let c 0 = 0 and assume (c i )
are arbitrary sequences of complex numbers. For l = 0, 1, 2, . . . we put
and have then for j, l ∈ N a j+1,j+l = (−2)
Inserting now the expressions (34) and (35) into (32) and (33), yields
For l ∈ N, we introduce the coefficients w l = 2c l + d l , allowing us to write
where the coefficients c l , w l are arbitrary complex constants except for c 0 , since by definition (34) we have c 0 = 0. Alternatively, we can express A 2 and A 3 by separating the summations as follows
In the following lemma, we formulate some basic rules, that will be used frequently below in proving a corollary to Theorem 2.1 and for the proof of our main theorem (Theorem 2.5). 
Then the following relations hold true
Proof. The reordering relation [7, Cor 2.4 p. 24]
is valid for all non-negative i and j, as long as A and B satisfy the Heisenberg canonical commutation relation (2) .
(a) Using the definition (38) and relation (39), we have
Introducing a new summation index r = k + m − ν, this can be expressed as
where
Hence,
(b) From the reordering relation (39), we obtain A n B = BA n + nA n−1 , valid for all n ≥ 1. Thus, the first relation in (b) is true for f (A) = A n , n ∈ N, and so clearly it also holds for every formal power series in A. Moreover, for n ≥ 1 we have by (6) or from relation (39) that AB n = B n A + nB n−1 , showing that the second equation (b) holds for g(B) = B n , n ∈ N, and therefore it is also valid for any formal power series in B.
(c) By use of the second relation in (b), we can write
Applying the first relation in (b), it follows that
(d) Using the first of relations (c), we have by induction on n that
n for all n ≥ 0, and hence, the first relation follows for any power series f (A). From the second relation in (c), we have by induction on n that
for all n ≥ 0, and hence, the second relation holds for an arbitrary power series g(B).
Remark 2.3
The series T (A, B) can be seen as an abstract generalization of the parity operator f (x) → f (−x). The usual parity operator is obtained in the special case of canonical representation of the Heisenberg relation (2)
is multiplication operator acting on functions on R. This is proved in the beginning of section 3.
In view of the discussion in the beginning of Section 2, it is of interest to have a closer look at the compositions A 2 A 3 and A 
where the coefficients a jk ,ã jk ∈ C. If A 1 , A 2 and A 3 satisfy the commutation relations
then it follows that
where V (A) and W (A) are formal power series expressions in A with complex coefficients.
Proof. The general solution to the problem according to Theorem 2.1 can be expressed as
where V (A) and W (A) are arbitrary formal power series with coefficients in C. Direct substitution of these expressions and application of the rules in Lemma 2.2, yields
In Theorem 2.1 we stated the general (B, A)-normal form of the power series A 2 and A 3 satisfying the first two relations in (1). We now turn our attention to investigating the possibility of satisfying also the third relation, namely
In the following theorem, being the main result of this article, we give the general solution to the problem with all three relations (1) 
where the coefficients a jk ,ã jk ∈ C. If A 1 , A 2 and A 3 satisfy the commutation relations 
where c is a non-zero complex constant, E(t) is the exponential generating function of the Euler numbers E k given by
and both ϕ(A) and ψ(A) are odd formal power series expressions in A with complex coefficients.
Proof.
By Theorem 2.1 we have, when considering only the first two relations, a general solution of the form given by (40) and (41). In the present case, A 2 and A 3 are supposed to satisfy the additional condition A 2 A 3 + A 3 A 2 = 0. By Corollary 2.4 we have
Inserting the expressions (41) and (40) and applying the rules in Lemma 2.2, yields
and hence, we obtain
We shall now consider the functional-differential equation
From AB − BA = I it follows that (−A)(−B) − (−B)(−A) = I, and hence together withÃ 1 = −A the expressions
will satisfy the same commutation relations as (40) and (41). Thus, it follows thatÃ
and we also have the equation
We shall look for the general solution to (43) and (44 ) in the form of formal power series
Subtracting (43) from (44) yields the equation
Integrating (45) and noting that W (0) = w 0 , we have
Considering first the case when w 0 = 0, one has, by substitution of the series W (A) into (46), the infinite system of equations This can be written as
and we have
Denoting the odd part of V (A) by V 1 (A), we obtain
Let E(X) denote the formal power series defined by
being the inverse of the formal power series given by cosh(X), in the sense that E(X) cosh(X) = cosh(X)E(X) = 1. Multiplying both sides of equation (47) by E(ϕ(A)) yields
We have an expression for V (A) in terms of the odd power series ϕ(A) and the odd part V 1 (A) of V (A). V 1 (A) can be chosen arbitrarily from the set of formal odd power series with coefficients from C. Writing this as V 1 (A) = w 0 ψ(A) with w 0 and ψ(A) arbitrary, we have
where ϕ(A) and ψ(A) are arbitrary odd formal power series with complex coefficients. The simple expressions obtained for the combinations A 2 A 3 and A 2 3 in Corollary 2.4, being essentially pure series in A, can now be given in a more explicit form. We formulate the following: Corollary 2.6 Suppose A and B are two elements in some complex associative algebra with unity I satisfying the Heisenberg canonical commutation relation AB − BA = I. Put A 1 = A and let A 2 and A 3 be formal power series in A and B in the (B, A)-normal form given as
then we have
where c ∈ C, E(t) is the exponential generating function of the Euler numbers E k given by
Proof. By Corollary 2.4 we know that
where in the present case the formal power series V (A) and W (A), appearing in the expressions for A 2 and A 3 in Theorem 2.1, must be chosen such that the third relation A 2 A 3 + A 3 A 2 = 0 is satisfied. The general solution to that problem is found in the proof of Theorem 2.5 and is of the form
where w 0 ∈ C, ϕ(A) and ψ(A) are arbitrary odd formal power series with coefficients in C and E(t) = ∞ n=0 E 2n (2n)! t 2n . This yields
proving the statement of the corollary.
Remark 2.7 Note that exchange of A 1 and A 2 does not change commutation relations (1). So, by exchanging A 1 and A 2 in all statements of the article, we get other expressions for A 1 and A 2 in terms of the Heisenberg generators.
Some particular bosonic representations
In this section we will describe some non-trivial particular representations of the color analogue of the Heisenberg Lie algebra defined by the commutation relations (1) . All examples are based on the general statement in Theorem 2.5 and correspond to simple specific choices of the odd formal power series ϕ(A) and ψ(A). The constant c is unimportant (except when c = 0, see Example 3.1) and we will put c=1 unless stated otherwise. As a concrete example of elements satisfying the Heisenberg commutation relation (2), we can consider the differentiation and multiplication operators ∂ x and M x defined on the linear space C[x], consisting of all complex-valued polynomial functions of a single real variable
and we have the well-known relation
we can take the set of monomials {1, x, x 2 , . . . , x n , x n+1 , . . .}. Acting on an arbitrary basis vector x n , we find
In fact, if g is an analytic function on R, we have by Taylor's Theorem
Example 3.1 By Theorem 2.5 we have a solution corresponding to A 3 = 0 given by
where V (A) can be any power series in A having complex coefficients. In this case, there is only one non-trivial relation to satisfy. Applying rule (c) of Lemma 2.2 we readily obtain
For any non-zero V (A), we obviously have A 2 given as an infinite power series expression in A and B. This is to be expected as a consequence of Theorem 2.1 (a). Taking V (A) = 0, we obtain the trivial realization A 1 = A, and A 2 = A 3 = 0. As we have shown in Section 2, this is the only possible solution, when A 2 and A 3 are polynomials in A and B.
Assuming that V (A) = ∞ l=0 v l A l , we obtain for our simple solution above
Acting on an arbitrary basis vector x n , we find
Example 3.2 Choosing ϕ = ψ ≡ 0 in the general solution expressed in Theorem 2.5, we obtain
so in this case we have the simple relation A 2 = BA 3 . Considering the same situation as in Example 3.1 with A = ∂ x and B = M x defined on the linear space C[x], we have here
These operators are defined on the whole of C[x], and by Theorem 2.5 they satisfy relations (1) . Acting on an arbitrary basis vector x n , we obtain
These three operators can be defined for any differentiable function f and they satisfy the commutation relations (1), as proved by the following simple calculations:
So,
Example 3.3 Let C ∞ (R) be the set of all complex-valued infinitely differentiable functions on the real line. An arbitrary function f can be written in a unique way as a sum f (x) = f 0 (x) + f 1 (x) of its even and odd parts, where
If C ∞ 0 (R) and C ∞ 1 (R) denote the subsets of C ∞ (R) consisting of even and odd infinitely differentiable functions respectively, then this means that C ∞ (R) can be expressed as a direct sum
. Now, let A 1 , A 2 and A 3 be defined on C ∞ (R), as in the previous example, by the equations
By considering different domains of definition for these operators by restricting to the subspaces considered above, we have
, and
where the operators A 1 , A 2 and A 3 are given by the operator matrices
Using the relation ∂ x M x − M x ∂ x = I, one easily verifies by direct matrix multiplication that the operators A 1 , A 2 and A 3 satisfy the relations
where 0 denotes the 2 × 2 zero matrix. Actually, if we let C R and D(R) denote the sets of all complex-valued functions on R and all complex-valued differentiable functions on R respectively, then clearly A 1 can be defined on the space D(R) = D 0 (R) ⊕ D 1 (R) while A 2 and A 3 are well-defined on the whole of
Here subscripts 0 and 1 have the same meaning as above, i.e. indicate subsets of even and odd functions. It follows that the three relations will be satisfied if the domain of definition is chosen as
Example 3.4 The representations of (1) , where Y jk : H k → H j for j, k ∈ {0, 1} are linear operators. Suppose A and B are linear operators on H satisfying on H the Heisenberg canonical commutation relation AB − BA = I. Then the linear operators
on H 0 ⊕ H 1 satisfy the commutation relations (1) of the graded analogue of the Heisenberg Lie algebra. This can be proved by the following calculations:
Another way to form such block representations is to use the tensor product. For some linear space H we consider the tensor product C 2 ⊗ H, being also a linear space over C. Let A and B be operators on H satisfying AB −BA = I. Then the operators (1) . Direct computation, using the rules for the tensor product, shows that
Introducing the Pauli spin matrices
we can write A 1 = σ 1 ⊗ A, A 2 = −iσ 2 ⊗ B, and A 3 = σ 3 ⊗ I. Among familiar simple properties of the Pauli matrices, we have that σ 1 σ 2 = iσ 3 and any two different Pauli matrices anticommute. Using these relations, it follows immediately that A 1 , A 2 and A 3 must satisfy (1).
Example 3.5 Let s be a positive odd integer and take ϕ(A) = 0 and ψ(A) = A s in the general solution given by Theorem 2.5, yielding
Considering as in Example 3.1 the case when A = ∂ x and B = M x defined on the linear space C[x], we have here
by Theorem 2.5. In a similar way as in Example 3.2, we can define A 1 , A 2 and A 3 on the space D s+1 (R) of all s+1 times differentiable functions on the real line, by the equations
By direct computation we have
Note that for even values of s, s = 2r, r ∈ N, we get operators A 1 , A 2 and A 3 satisfying the commutation relations
These relations do not correspond to any color Lie algebra, though. 
. Hence, we can define
Since, for any non-negative s we have
, it follows from the general result in Example 3.4 that the operators A 1 , A 2 and A 3 satisfy the relations
where 0 denotes the 2 × 2 zero matrix. Using the notation introduced in Example 3.3 and above, we have that A 1 , A 2 and A 3 can be defined on 
Considering once again as in Example 3.1 the operators A = ∂ x and B = M x defined on the linear space C[x], we have
or explicitly in the form of operator power series
These operators are defined on the whole of the polynomial space C[x], and by Theorem 2.5 they satisfy (1) on C[x]. For any differentiable function f , we can now define A 1 , A 2 and A 3 by the equations
Thus, the relation (A 2 A 3 + A 3 A 2 )f (x) = 0 is satisfied if and only if the function f satisfies
The relations (1) hold on C[x] and so (51) holds for f ∈ C[x]. We now give an independent combinatorial proof, showing that this formula holds when f (x) is a polynomial in C[x]. Let f (x) = x n , where n is a non-negative integer, and consider the sum
Since the Euler numbers E 2k+1 = 0 for all non-negative integer values k (see Appendix B), we can write this as
We have s n expressed as a polynomial of degree n and with coefficients p nν given by
For odd values of n − ν, we observe that p nν = 0 because of the factor 1 + (−1) n−ν−2k being zero, while for even n − ν we can write n − ν = 2r for r ∈ N, and hence
where B n are the Bernoulli numbers and δ k,l is Kronecker's delta. Here we have used formula (5.1.3.2) on page 385 in [23] . Some useful facts about the Bernoulli numbers can also be found in Appendix B. For ν = n we have r = 0 and
Since B 2r+1 = 0 for all r ≥ 1, we have shown that p nν = 0 when ν < n, and hence
For every non-negative integer n, it holds that
It follows, that for every polynomial p(x) ∈ C[x], we obtain
Another way to deduce this is to proceed by operator methods. Let us define the shift operator S and the differentiation operator D as follows: For any function f defined on the real line R, the action of S on f is given by (Sf )(x) = f (x+ 1). The inverse S −1 exists and acts as (S −1 f )(x) = f (x−1). The operator D is defined on D(R), the class of all differentiable functions on the real line, as Df = f ′ . If we restrict the domain of definition of both S and D to the space of analytic functions on R then, as proved in (49), we have the equality S = exp(D). Moreover, it holds that
Using the exponential generating function of the Euler numbers and restricting the domain of definition further to analytic functions f on R, such that 2e
holds (and in particular all parts of the equality exist), then we have
We have obtained
or by acting on a polynomial function p(x)
The interpolation formula (51) can be shown to hold for a larger class of functions than just C[x], but not for all analytic functions on R. An illustrative example is the exponential function e ax , where the formula can be shown to hold for |a| < π/2 (cf. Appendix B). In order to extend the domain of definition for A 1 , A 2 and A 3 from C[x] to a bigger space, it would be interesting to characterize this class of functions and to see how the operator A 2 can be defined on a larger domain than is done here. 
Example 3.8 Let us have a closer look at the operators studied in Example 3.6, namely
We can express E(∂ x ) in terms of the generating function for the Euler numbers, obtaining E(∂ x ) = 2e ∂x (e 2∂x + 1) −1 = e ∂x ( The sum σ n is now expressed as a polynomial of degree n with coefficients q nν given as The exponential generating functions F (t) and G(t) corresponding to the sequences (f k ) and (g m ) respectively, are defined as
We find
By Theorem 5.4.2 in [4] it follows that G(t) = F (e t − 1) = 1 − e t 1 + e t ,
