Time-of-flight secondary ion mass spectrometry (ToF-SIMS) is a hyperspectral imaging technique. Each pixel in a two-dimensional ToF-SIMS image (or each voxel in a three-dimensional (3-D) ToF-SIMS image) contains a full mass spectrum. Thus, multivariate analysis methods are being increasingly used to process biomaterial ToF-SIMS images so the maximum amount of information can be extracted from the images. This study examines the use of principal component analysis (PCA) and maximum autocorrelation factors (MAF) on four different ToF-SIMS images. These images were selected because they represent significant challenges for biomedical ToF-SIMS image processing (topographical features, low count rates, surface contaminants, etc.). With PCA four different types of scaling methods (auto, root mean, filter, and shift variance scaling) were used. The effect of two preprocessing methods (normalization and mean centering) was also examined for both PCA and MAF. The more computational intense MAF provided the best results for all the images investigated in this study, doing the best job of reducing the number of variables required to describe the image, enhancing image contrast and recovering key spectral features. MAF was particularly good at identifying subtle features that were often lost in PCA and impossible to visualize in single peak images. However, the combination of PCA with either root mean or shift variance scaling provided similar results to MAF. Thus, these combinations offer promising alternatives to MAF for working with large data sets encountered in 3-D imaging. Also, the new method of filter scaling is promising for processing low count rate images with salt and pepper noise. Normalization proved an important tool for deconvoluting chemical effects from topographic and/or matrix effects. Mean centering aided in reducing the dimensionality of the data, but in one case resulted in a loss of information. r
Introduction
Imaging time-of-flight secondary-ion mass spectrometry (ToF-SIMS) is becoming an increasingly important technique for the analysis of biomaterials and biological samples [1] [2] [3] [4] [5] . The rise of micro-patterned surfaces for use in biomaterials and biosensor applications has lead to a demand for analytical techniques with surface sensitivity, chemical specificity, and high spatial resolution. ToF-SIMS is one of the few techniques that offer all of these features [4] . ToF-SIMS is a hyperspectral imaging technique. Every image pixel consists of a complete mass spectrum, with each spectrum typically containing hundreds of ion peaks. It is this hyperspectral quality, which makes ToF-SIMS such an information rich technique, but it also presents substantial challenges with data handling and interpretation [6] . With the recent development of cluster ion ToF-SIMS methods for generating three-dimensional (3-D) image profiles, the challenges for imaging processing will become even more complex [7] [8] [9] . Although ToF-SIMS images contain a large array of data related to the identity and distribution of chemical species on a surface, processing these ToF-SIMS images to obtain concise chemical information can be a formidable challenge [10, 11] . Identifying compounds and distinguishing between surface chemistry, matrix effects and topographical features typically requires simultaneous analysis of multiple ion images. As a result, multivariate statistical methods have proven to be extremely valuable aids for the interpretation of ToF-SIMS images [12] [13] [14] [15] [16] [17] . Although a wide variety of multivariate techniques have been applied to ToF-SIMS images, including principal components analysis (PCA), multivariate curve resolution (MCR), maximum auto-correlation factors (MAF), neural networks (NN) and mixture models (MM), PCA continues to be the most widely applied method because of its established history and wide availability [18] .
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PCA is designed to reduce the size of large data sets with a minimal loss of information. To do this, combinations of the original variables are identified that account for more of the variation in the total data set than any of the individual original variables. These combinations become the new variables or principal components. This process reduces the dimensionality of the data set and aids in identifying how the original variables are correlated. This has several advantages for the analysis of ToF-SIMS images. Not only does it reduce the amount of data the analyst must interpret from hundreds of individual ion images to a few principal component images, it also improves the image contrast, simplifies chemical interpretation by identifying peaks which likely arise from the same chemical species, and can often help deconvolute matrix effects and topographic effects from differences in surface chemistry.
Unfortunately, the results of PCA are very sensitive to the type of pre-processing done to the data prior to PCA. In ToF-SIMS, important high mass secondary ions arising from intact or nearly intact molecules can be orders of magnitude less intense than the less specific lower mass secondary ions. Unless the data is appropriately scaled, information from these important, but low-intensity secondary ions, can be buried and lost in PCA. In contrast, some other multivariate methods, including MAF and NN, are independent of scaling. In this paper, PCA, with four different scaling methods, and MAF are compared based on their ability to reduce the number of images needed to represent a data set, as well as their ability to enhance image contrast and simplify chemical interpretation.
Theory
A ToF-SIMS image, of dimension n Â m pixels, can be considered as a stack of images for individual peaks within the spectra. If the spectrum contains p discrete peaks, the SIMS image will be an n Â m Â p array of data. For image analysis, this data array is typically rearranged into a matrix, X, where each row in the matrix contains the spectrum for an individual pixel and each column in the matrix contains an ion image for an individual peak.
Factor analysis
PCA and MAF are both variants of factor analysis [19] [20] [21] . The goals of any type of factor analysis are (1) to reduce the number of variables needed to represent a multidimensional data set while minimizing the loss of information, (2) to identify relationships between variables, and (3) to identify relationships between samples. In the case of ToF-SIMS image analysis, the ion peak areas will be considered as variables and the image pixels as samples.
Factor analysis is based on the assumption that the data matrix, X, consists of k underlying component ''spectra'' and that each sample (or pixel) in X consists of a weighted sum of these underlying ''spectra'' plus random error, as shown in Eq. (1):
where S is the matrix containing the weighting factors for each component at each pixel, F the matrix containing the ''spectra'' for each component and E the matrix containing the residual error. In ToF-SIMS imaging, the S values can be interpreted as a pseudo-concentration of an underlying component at each pixel and displayed as an image of that component. The rows of F can be interpreted as ''spectra'' for the underlying components. Unfortunately, there is a rotational ambiguity, the result of which is that there are an infinite number of solutions to Eq. (1). PCA and MAF are both methods for calculating a desirable solution.
In PCA, the data matrix, X, is decomposed such that
where U is the loadings matrix and S the scores matrix. The loadings matrix, U, can be obtained via an eigenvector rotation of the matrix X T X [22, 23] . The eigenvectors in matrix U that have the largest eigenvalues will identify linear combinations of the secondary ion peaks that capture the maximum variation in the image. The first k columns of the matrix S form a solution to Eq. (1), where
is full rank, then U and F will be full rank square matrices. For typical ToF-SIMS images the number of pixels is usually much larger than the number of peaks, so X T X will be full rank unless the data has been normalized to the sum of selected peaks. If X T X is not full rank, then U will not be a square matrix. However, the F matrix can still be calculated from a given set of scores using a least squares procedure. Because U contains the eigenvectors of a symmetric matrix, it has the unusual property that U À1 ¼ U T , so the loadings matrix can be directly interpreted as spectra associated with each scores image.
In MAF, the data matrix X is decomposed as described in Eq. (2) . However, the loadings matrix, U, is obtained by an eigenvector rotation of the matrix
where A is the covariance matrix of the shift images. The shift images are obtained by subtracting the X matrix from a copy of itself that has been shifted by one pixel horizontally or one pixel vertically. To calculate the matrix B the covariance matrix of the shift images must be full rank. If the data have been normalized to the sum of selected peaks, this will not be the case and one of the peaks must be omitted from the analysis to obtain a real solution.
The eigenvectors of matrix B that have the largest eigenvalues will identify linear combinations of secondary ion peaks, which maximize the variation across the entire image while minimizing the variation between neighboring pixels [21] . As with PCA, the scores can be displayed and interpreted as an image for an underlying component. The B matrix, however, is not symmetric, so U À1 6 ¼U T . U À1 is however still a solution for F in Eq. (1), so once the loadings are inverted, they can also be interpreted as ''spectra'' for underlying components.
Scaling
It is widely recognized that the effectiveness of PCA in separating valuable information from noise is dependent on appropriate image scaling. There is a growing consensus within the chemometrics community that data should be scaled based on the measurement uncertainty in the variables. In this paper, we compare four different scaling methods, each of which makes an attempt at estimating the measurement uncertainty for each peak based on the ToF-SIMS image data. The four scaling methods are autoscaling, root mean scaling (also called optimal scaling [13] ), filter scaling, and shift variance scaling.
Auto-scaling consists of dividing each peak by the standard deviation of that peak over the image. Root mean scaling consists of dividing each peak by the square root of the mean value for that peak. Filter scaling is a new method that consists of dividing each peak by the standard deviation for a restricted set of pixels near that peak. This modified standard deviation is calculated by excluding pixels that have both zero counts and zero count neighbors. By defining a neighborhood, such as a 3 Â 3 neighborhood, the increase in variance of randomly scattered noise in isolated pixels can be limited (i.e., 9 for a 3 Â 3 neighborhood). Filter scaling also maintains the order of the relative variance among the mass peaks while increasing the amount of variance in the low intensity peaks. Further details of filter scaling are described elsewhere [24] . Shift variance scaling is based on the same concept as MAF. The shift matrix is calculated by subtracting the X matrix from a copy of itself that has been shifted by one pixel horizontally and/or one pixel vertically. Shift variance scaling consists of dividing each peak by its standard deviation in the shift matrix.
Unlike PCA, MAF is a scaling independent technique because scaling factors applied to each peak will cancel out when the B matrix is calculated (Eq. (3)). Identical loadings vectors are calculated regardless of any pre-scaling of the data. As a result, the different scaling methods will be explored only for PCA.
Data pre-processing
In addition to scaling, various pre-processing techniques are commonly applied to images prior to multivariate analysis. The most common of these are normalization and mean centering. Normalization consists of dividing the spectra at each pixel by the total ion counts at that pixel. Normalization is typically done to reduce interference from topographic or matrix effects. Mean centering consists of subtracting the image mean for each peak from the image for that peak. Mean centering is typically done so the differences in the peak area variances are emphasized over differences in the peak area means.
Image contrast
For the purposes of this paper, contrast between two regions in an image is represented by c 1,2 and is defined by Eq. (4) as
where I 1 is the average intensity in region 1, I 2 the average intensity in region 2 and s 1,2 the pooled standard deviation of the intensity within the two regions. The relevant value for c 1,2 is the threshold at which the boundaries between the two regions can be clearly seen with the human eye. Precise values of the threshold are subjective and will vary from viewer to viewer. For large features, this threshold is surprisingly low (o1). For 4 Â 4 pixel features, the threshold occurs at cE2. For 2 Â 2 pixel features, the threshold occurs at cE4. Note that the image contrast can be increased by either increasing the average difference between the two regions or decreasing the standard deviation within the regions.
Methods

Sample preparation and image collection
Four different ToF-SIMS images were explored for this study. These images were selected because they represented challenging samples (low counts, matrix effects, topographic effects, etc.) for image processing, not because they represented images fabricated or analyzed under optimal conditions. Image 1 was selected to test the ability to extract chemical information from a few small particles on a uniform background with intense signals. Image 2 was selected to test the ability to extract chemical information from low-count images with significant matrix effects. Image 3 was selected to test the ability to extract chemical information in the presence of significant topography. Image 4 was selected to extract chemical information from high-count images with significant matrix effects and surface contaminants. A description of the samples used for each image is given in the following paragraphs.
Image 1
The sample used to acquire Image 1 was comprised of ambient atmospheric aerosol particles on a 1 mm pore size Teflon filter. The
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particles were collected in Bozeman, MT, using a total suspended particulate filter sampler. The image was collected on a TRIFT II spectrometer using a 25 keV gallium ion source. A 250 mm Â 250 mm area was imaged using a 256 Â 256 pixel random raster. Mass resolution for the image was $1500m/Dm, which allowed the separation of elemental and organic ions. The data matrix was created by integration of 190 peaks from the raw data image.
Image 2
The sample used to acquire Image 2 was prepared by e-beam lithography (EBL) followed by gold deposition and chemical modification. First a thin layer of poly(methyl methacrylate) (PMMA) was spin coated onto a cleaned silicon wafer. Then EBL was used to write a series of 5 mm long lines into the PMMA. The width of the lines ranged from 50 nm to 10 mm and spacing between the lines was 5 mm. After developing the pattern with methylisobutylketone, 5 nm of chromium followed by 40 nm of gold was deposited onto the substrate by thermal evaporation. Then acetone was used to strip the remaining PMMA off the surface. The chemical modification followed the approaches of Veiseh et al. and Michel et al. for selective chemical adsorption [25] [26] [27] . First a dodecanethiol selfassembled monolayer (SAM) (1 mM, in ethanol) was formed on the gold regions. Then poly(L-lysine)-graft-poly(ethylene glycol) (PLL-g-PEG) from a 1 mg/ml solution in phosphate buffered saline (PBS) was selectively adsorbed onto the silicon regions. The dodecanethiol SAM forms a hydrophobic surface that will adsorb protein, while the PLL-g-PEG creates a non-fouling surface [27] [28] [29] . The patterned chip was then immersed in a 100 mg/ml bovine serum albumin (BSA) solution in PBS for 2 h, resulting in BSA selectively adsorbing onto the hydrophobic alkanethiol regions. The chip was rinsed with the PBS buffer to remove any loosely bound protein and then with DI water to remove any buffer salts. Finally, the patterned chip was dried with nitrogen and was stored under a nitrogen environment until ToF-SIMS analysis. Further details of the sample preparation for Image 2 can be found in Ref. [24] . The ToF-SIMS image was acquired from a 50 mm Â 50 mm region of the substrate with 1 mm Â 5 mm lines using a TRIFT III with a Au 1 + primary source operating at 22 keV. The image was acquired in a low count mode with modest spatial resolution to provide a challenging image to process. The m/Dm mass resolution was $1700 at the Si peak (m/ z ¼ 27.9769). Si and Au substrate peaks plus inorganic peaks which exhibited strong contrast in the ToF-SIMS image were excluded from the analysis to focus on image processing of the organic peaks. A total of 164 positive ion mass peaks were selected in the m/z range of 1-250. The selection criterion for choosing a mass peak was that it had an intensity of 4100 counts.
Image 3
Protein-coated green fluorescent microspheres with a 10 mm mean diameter were used for Image 3. The microspheres made of polystyrene and polystyrene divinylbenzene were obtained from Duke Scientific Corporation, CA. Human serum albumin (HSA) and BSA proteins obtained from Sigma-Aldrich were used to coat the microspheres. The spheres were equilibrated in phosphate buffer (0.1 M) for 2 h before the adsorption. All the proteins were dissolved in phosphate buffer at 2 mg/ml and pipetted into the tubes containing the microspheres equilibrating in buffer to reach a protein concentration of 1 mg/ml. Protein adsorption was performed at 37 1C in buffer for 4 h using an incubator-shaker to ensure uniform adsorption. After adsorption, the spheres were first washed in buffer to remove the loosely bound protein. They were then washed five times in deionized water to remove the buffer salts. Spheres coated with BSA were then mixed with spheres coated with HAS and the mixture deposited onto ultrasonically cleaned silicon substrates and left to dry. The image was collected with an IonTOF IV spectrometer using a 25 keV Bi 3 + primary ion source. A 62 mm Â 62 mm area was analyzed using a 256 Â 256 pixel random raster. Mass resolution for the image was 1800m/Dm at mass 110, which allowed the separation of elemental and organic ions. The data matrix was created by integration of 190 peaks from the raw data image [30, 31] .
Image 4
The sample used to acquire Image 4 was prepared in the same manner described above for Image 2 in Section 3.1.2. The sample for this image was prepared in a separate batch that had some surface contaminants. Image 4 was collected with an IONTOF V spectrometer using a bunched 25 keV Bi 3 + primary ion source with higher total counts and spatial resolution conditions compared to Image 2. A 100 mm Â 100 mm area with lines 5 mm Â 10 mm in size was analyzed using a 256 Â 256 pixel random raster. Mass resolution for the image was 6800m/Dm at mass 115. The data matrix was created by integrating 964 peaks from the raw data image.
Data processing
Images for the integrated peaks were imported into Matlab. Normalization, mean centering, scaling, PCA and MAF were performed using Matlab routines generated in house. All calculations were performed on a Windows XP platform with 1 GB of RAM, using an Intel Pentium 4 M, 2.4 GHz processor. The maximum computer time required for processing a single image was 4.3 min.
For each image, regions of interest were generated with the aid of a multinomial mixture model and the Matlab imaging toolbox. These regions of interest were then used to calculate image contrast. For samples 1 and 3, spectra were also calculated for the regions of interest. Differences in these normalized spectra could be easily interpreted based on the known chemistry of the samples and so these difference spectra were compared to the component ''spectra'' generated by PCA and MAF.
Results
Tables 1-4 summarize the results for the four images. Included in these tables are the numbers of the factors that the best contrast between different regions in the images and the respective contrast values. Lower factor numbers indicate that the method has been more efficient in reducing the dimensionality of the data set. Additionally, for some images the correlation coefficient between the factor loadings and the true normalized difference spectra for the regions is given. For the scaled data sets, the loadings have been reverse scaled to allow accurate comparisons with the original spectral intensities.
Correlation coefficients are often used when searching mass spectral libraries and so it is reasonable to equate a higher correlation coefficient with better recovery of interpretable spectral data. Correlation coefficients near 1 indicate a near perfect match in the peak intensity ratios. Correlation coefficients between $0.8 and 0.95 indicate that important peaks are identified but the ratios are inaccurate. Correlation coefficients below $0.65 suggest that little or no chemical information can be gleaned from the factor loadings.
Image 1 (Figs. 1 and 2 ) consists of atmospheric aerosol particles on a Teflon filter. Differences between the particles are of primary interest in this image, which presents a challenge because the particles constitute only 5% of the image area. Additionally, the Teflon background has higher ion yield than many of the particles. A comparison of the total ion image (Fig. 1, upper left) and the CF + image (Fig. 1, upper right) illustrates how thoroughly the Teflon filter dominates the image. For this image, the effectiveness of the different image processing a For protein/PEG sample the contrast is for the factor whose loadings are most strongly correlated with the difference between the PEG and protein spectra rather than the factor that shows the best image contrast. methods has been compared based on their ability to enhance contrast between the filter and particles and their ability to enhance contrast between two of the larger particles. The region definitions for filter (gray) and all particles (white) can be seen in Fig. 1 , lower right. The MAF factor 1 image for mean scaled data is shown in Fig.  1 , lower left. The region definitions for particle 1 (gray) and all particles 2 (white) can be seen in Fig. 2 , right. At the left on Fig. 2 is the Ca + ion image, which shows the best contrast between the two particles if only an individual peak is used. The MAF factor 3 image (Fig. 2, center) illustrates the contrast enhancement possible with multivariate processing.
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Image 2 (Fig. 3) consists of proteins adsorbed onto alkanethiol covered gold islands. Prior to protein adsorption the silicon regions surrounding the gold islands were back-filled with PLL-g-PEG. This image is complicated by a strong matrix effect from the gold regions, which leads to an enhancement of all ion intensities and overall low ion counts. Because the matrix effect is highly spatially correlated with the protein islands, it is very difficult to ascertain whether there is a real chemical difference between the surface organic species on the islands and the surface organic species between the islands. Fig. 3 shows the total ion image with region definitions (left), the best contrast obtainable by a single normalized peak (center) and the MAF factor 2 image for the normalized data (right). As can be seen in Table 2 , when mean centering is used without normalization, contrast between the PEO regions and protein regions is observed but the factor loadings that result in this contrast show no significant correlation with the spectral features of interest. If either normalization is used or no mean centering is done, the chemical contrast between the two regions is separable from the matrix effect.
Image 3 (Figs. 4 and 5) consists of polystyrene microspheres. Adsorbed BSA is present on some of the spheres, while adsorbed HSA is present on others. This image presents significant challenges. The first is topography. As can be seen in the total ion image (Fig. 4, upper left) , there are dramatic differences in the total ion yield across the surfaces of each sphere. These topographic effects mask the chemical differences between the samples (see region definitions in Fig. 4 , lower right) as is illustrated by the 72m/z peak image (Fig. 4, upper right) . Mass 72 shows the strongest contrast between the two different types of spheres for an individual peak. The MAF 2 image from the mean centered data (Fig. 4, lower left) shows clear contrast between the two proteins and the factor loadings are highly correlated with the key protein peaks. Unfortunately, in Fig. 4 the contrast can only be observed along the bright edge of the spheres because of the topographic effects. These effects can be reduced by normalizing the images to total ion yield. Fig. 5 shows the MAF factor 2 image calculated using normalized mean centered data. After normalizing to the total ion image, the contrast between two proteins can be visualized over most of the sphere surface.
Image 4 has a much higher overall intensity than the other images explored, with 2.8e7 total counts and an average of 463 total counts per pixel. In this image, with 964 peaks, nearly 20% of the counts come from the Cs + ion which alone shows a dramatic contrast of 8.64 between the protein/alkyl thiol/gold islands and the PLL-g-PEG/ silicon background regions. Once again, the matrix effect of the gold is so strong that all of the spectral peaks, except Al and K, are dramatically enhanced on the islands. As a result, clear contrast between the islands and background can be obtained with virtually every peak in the spectrum. The challenge in this image is not in visualizing the islands, but in determining if there are any other structures in the image. Fig. 6 shows the first three MAF images obtained from this data set. MAF factor 1 (left) shows the dramatic contrast between the gold islands and the silicon. MAF factor 2 (center) shows bright organic-rich regions and darker regions where the gold and Cs are more visible through the overlayer. This image can be very faintly detected in PCA with root mean scaling or shift variance scaling but not with any of the other scaling methods. MAF factor 3 (right) shows spots of sodium and potassium on the image. Curiously, although these spots can be clearly visualized in the single ion images for Na + and K + , they can not be visualized in any of the PCA processed images. For this image, when the data was normalized no features other than the clearly distinguished gold islands could be identified in any of the MAF or PCA images.
Discussion
By comparing the data in the four tables, it can be seen that normalization was an effective aid for deconvoluting matrix or topographic effects from chemical differences. In the absence of strong matrix or topographical effects (particles sample), normalization provided little benefit with added computational complexity. It should be noted that when normalization is used without mean centering, the first factor is always a noise image that shows no significant image contrast and therefore normalized data should always be mean centered to achieve optimal results.
When the data is not mean centered, the first factor always describes differences in the data means. In most cases, mean centering simply reduced the number of factors needed to describe the data with little change in the resulting image contrast. The key exception to this was for the protein/PEG sample where the matrix effects that influenced total ion yield were strongly correlated with the chemistry of the organic overlayer. In this case, peaks revealing the differences in the overlayer chemistry could be identified in the unpreprocessed data set, but were lost when mean scaling was employed. This occurred because the factors are required to be orthogonal to each other. When the data is mean centered but not normalized, the first factor typically describes variations in the total ion yield. In this case, those variations were nearly parallel to the variations due to overlayer chemistry so no vector that is orthogonal to the total ion yield is able to capture the overlayer chemistry. When the data is not normalized, the first factor will describe the image mean. In this case, the image mean appears to be less strongly correlated with the differences in overlayer chemistry than the total ion yield. As a result, the potential remained for finding a factor that described only the overlayer chemistry.
Both normalization and mean centering increase the memory requirements for the calculations. The raw image files are sparse and contain only integer values, so the data can be efficiently stored in computer memory by use of sparse matrix routines and/or integer formats. When the data is normalized, it must be stored as floating point values. When it is mean centered, it is no longer sparse. For the images explored here, these were not limiting factors in the analysis, but they will become issues in the processing of larger images at higher mass resolution and in 3-D imaging.
As can be seen in Tables 1-4 , MAF produced the best results in terms of reducing the size of the data set, improving image contrast and recovering spectral features for all cases. To recover spectral features with MAF, however, it is necessary to use the inverted loadings. A direct comparison of the loadings to the spectra shows a very poor correlation [11] . It should be noted, however, that PCA with root mean scaling and shift variance scaling often perform very nearly as well as MAF, while the unscaled data with PCA was typically far worse than any of the scaling methods investigated.
Because PCA seeks to maximize variance between the pixels, ion peaks which vary over a larger range will dominate the analysis. This will only result in physically and statistically meaningful results if the variance in each peak is directly comparable. There is a growing consensus, within the statistical community, that PCA is most logically applied when variables are scaled based on their measurement uncertainty [13] . If the data can be accurately ARTICLE IN PRESS 20 µm Fig. 6 . MAF images from the protein/PEG patterned surface. On the left is MAF factor 1, which shows variations in total ion yield across the sample. In the center is MAF factor 2, which shows non-uniform coating of organic species (bright) on the gold rectangles. On the right is MAF factor 3, which shows the salt contaminants on the surface (bright spots).
scaled by their measurement uncertainty, those variables that vary over many times their measurement uncertainty will dominate the PCA analysis while those whose variance is within the noise will be minimized, a result which is pleasing from both a chemical and statistical standpoint.
For spectroscopic techniques that rely on counting particles, such as ToF-SIMS, the observed noise increases in absolute intensity as the number of counts increase. The result is that the absolute measurement uncertainty for intense peaks is greater than the measurement uncertainty for weak peaks. If PCA is performed on the raw counts, intense peaks which vary only due to noise generally dominate over important weaker peaks. This effect is consistent with the poor results obtained for all of these images when the unscaled data was processed.
Unfortunately, the measurement uncertainty is often not known and it may differ from pixel to pixel as well as from peak to peak. In this paper, we have compared autoscaling, root mean scaling, filter scaling, and shift variance scaling for four images using four different pre-processing approaches. For many cases, the differences between autoscaling, root mean scaling and variance scaling are small and all provide significant improvement of the unscaled data.
Auto-scaling consists of dividing each peak by the standard deviation of that peak over the image. If there are no features in the image, the standard deviation will be an accurate estimate of the measurement uncertainty. But, of course, images with no features are not of primary concern. In the presence of image features the standard deviation will include both variance due to the features and variance due to noise and will therefore be typically greater than the measurement uncertainty. As a result, autoscaling has a tendency to amplify noise peaks relative to peaks which show image contrast. The one exception to this rule is in the case of very sparse features such as the particles on the Teflon filter where auto-scaling yields the maximum contrast between the two particles. If a peak has zero counts in all but a small region of the image, the standard deviation will underestimate the measurement error for this region and therefore amplify this region in the analysis. It should be noted, however, that auto-scaling does not include any information about neighborhood, so 20 intense pixels scattered randomly across the sample will be amplified to exactly the same extent as 20 intense pixels in one tight region.
Root mean scaling consists of dividing each peak by the square root of the mean value for that peak. Root mean scaling is derived from the assumption that the image noise is Poisson in nature so the measurement uncertainty is equal to the square root of the counts [13] . If the data is truly Poisson distributed and there are no features in the image, the square root of the mean will be an accurate estimate of the measurement uncertainty. For peaks that vary only due to Poisson noise, root mean scaling will be identical to auto-scaling. When there are features in the image, the image mean will fall between the means for the different regions and the square root of the mean will typically be smaller than the standard deviation about the mean. As a result, root mean scaling appears to provide a better estimate of the measurement uncertainty than autoscaling for most cases and therefore will yield better PCA results. The exception to this is when the Poisson assumption is badly violated. This occurs when data is normalized and is most obvious on the protein-coated spheres where root mean scaling yields the worst results of all the methods.
Filter scaling consists of dividing each peak by a standard deviation for that peak which is calculated by excluding pixels which have zero counts and zero count neighbors [24] . Filter scaling will be identical to autoscaling if there are few zeros in the image and will show the most dramatic difference from the other scaling methods for very low count rate images. Because pixels which are zero and surrounded by zeros are excluded in the calculation of the scaling factors, the standard deviation for sparsely distributed peaks will be over-estimated and so the influence of these peaks will be diminished in the image. This will have the effect of reducing salt and pepper noise in the PCA images. In the protein/PEG image, which has a large number of zeros, this proves an advantage and filter scaling performs the best at reducing the number of factors required to visualize the image contrast.
In contrast, if a peak is present in one region of interest, but absent in other regions of the image, filter scaling will provide an accurate estimate of the measurement uncertainty in the region of interest, but will over-estimate the pooled uncertainty for all regions. As a result, filter scaling should be worse for detecting features that constitute only a tiny fraction of the image, an outcome which is observed for the particles on the Teflon filter.
Shift variance scaling is inspired by MAF and so it is not surprising that it often achieves very similar results to MAF. It is based on the assumption that most image features are much larger than a single pixel and therefore neighboring pixels will differ primarily due to their measurement uncertainty. The standard deviation in the shift matrix should provide an accurate estimate of the true pooled measurement uncertainty if the pixels bordering regions of image contrast constitute only a small fraction of the image, a condition which is nearly always met.
If there is no covariance between peaks in the shift image, shift variance scaling and MAF should yield identical results. The fact that MAF consistently provides improved performance over shift variance scaling suggests that the covariance of peaks in the shift image, although generally small, plays an important role. The advantages of MAF are most evident in detecting subtle features, such as the contrast between HSA and BSA, two very similar proteins, or the small non-uniformities in the organic layers on the gold islands. This advantage is of particular significance since these subtle features are often the most difficult to detect using a univariate image processing approach.
Conclusions
PCA, with four different scaling options, and MAF have been tested on four ToF-SIMS images. Additionally, normalization and mean centering were explored as preprocessing options. A summary of the image contrast and spectral recovery results, averaged over all four images, is shown in Table 5 . The image contrast values for a given image and set of pre-processing conditions were ratioed to the best value for that particular image and pre-processing conditions. Then the average value was calculated for each set of processing conditions using from the results from all four images. The spectral recovery values in Table 5 are just the average of the correlation coefficients from the four images at each set of pre-processing conditions. For all of the images and all of the pre-processing options, MAF produced the best results in terms of reducing the dimensionality of the data, enhancing image contrast and recovering key spectral features. MAF showed particular strength for identifying subtle features that were often lost in PCA and impossible to visualize in single peak images.
Normalization proved an important tool for deconvoluting chemical effects from topographic and/or matrix effects. Mean centering aided in reducing the dimensionality of the data, but in one case resulted in a loss of information.
Although MAF outperforms all of the scaling methods with PCA, it should be noted that MAF is more computationally intensive and requires more computer memory. For the images investigated, MAF took 2-5 times more computing time than PCA with scaling. Although this was not a limiting factor for this study, the shorter computing times may become important for the analysis of high mass resolution images and 3-D images. Root mean scaling and shift variance scaling can provide very similar results to MAF and may therefore be strong alternatives to MAF for the analysis of very large images. Filter scaling may have a niche for analysis of very low count rate images. 
