I. INTRODUCTION
G LOBAL navigation satellite system (GNSSs) are the most common systems used for positioning in the world. In critical environments, such as urban canyons or indoors, the position accuracy using global navigation satellite system (GNSS) might be drastically reduced. In these environments, multipath effects, low received signal power and non-line-of-sight (NLoS) propagation reduce the position The authors are with the Institute of Communications and Navigation, German Aerospace Center, Weßling 82234, Germany (e-mail: christian.gentner@dlr.de; thomas.jost@dlr.de; wei.wang@dlr.de; siwei.zhang@dlr.de; armin.dammann@dlr.de; uwe-carsten.fiebig@dlr.de).
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accuracy [1] . To enhance the positioning performance in these scenarios, signals of opportunity (SoO) can be used for example from mobile communication base-stations [2] , [3] , wireless local area network (WLAN) transmitters [4] or dedicated ultra-wideband (UWB) transmitters [5] - [7] . However, still multipath propagation might reduce the accuracy. In multipath environments, the signal reaches the receive antenna by multiple paths. The range estimate of standard algorithms like the delay locked loop (DLL) is biased in multipath propagation environments [8] . Algorithms like [9] - [11] reduce the multipath error by modifying the DLL. Other approaches, estimate the channel impulse response (CIR) to mitigate multipath effects on the range estimate. Examples for these approaches are based on maximum likelihood like [12] - [14] or on recursive Bayesian filters like [15] and [16] . Exploiting multipath propagation instead of mitigating the multipath effect is attracting significant research interest. For example the authors of [17] and [18] use multipath propagation for positioning of a mobile terminal with a multipath fingerprinting approach. Other ideas, like [19] - [23] interpret the effect of an electromagnetic wave reflected on a surface as a signal emitted from virtual transmitters (VTs). In the field of indoor positioning with UWB signals, the approaches [21] - [23] use reflected signals with the constraints of knowing the positions of walls and of the physical transmitter. These constraints allow to precalculate the position of the VTs and hence, the estimation of the receiver position. The authors of [24] use a non-linear least square algorithm combining UWB measurements at several receiver positions to estimate the positions of the VTs and the receiver simultaneously within small scale scenarios. Furthermore, the authors of [25] estimate and track the phase information of multipath components (MPCs) using an extended Kalman filter (EKF) and estimate the user position using a time difference of arrival (TDOA) positioning approach. Additional to positioning applications, multipath propagation can be used to estimate the surrounding area, e.g., [26] uses a non-static UWB radar to estimate the room-geometry. This approach was extended in [27] , where the UWB radar transceiver position is estimated in addition by using a simultaneous localization and mapping (SLAM) approach [28] - [30] . Similarly, [31] describes a SLAM approach to estimate the room-geometry as well as the receiver position based on UWB by using single time reflected MPCs.
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In this paper, we propose an approach for multipath assisted positioning using wideband signals, named Channel-SLAM. Channel-SLAM enables accurate positioning even if only one physical transmitter is available. Contrarily to similar approaches [20] - [23] , Channel-SLAM does not require any prior knowledge on the building layout. In order to use Channel-SLAM, the following conditions have to be met: a static environment, the presence of MPCs, a moving receiver, the knowledge of the physical transmitter position as well as an initial prior knowledge of the receiver position and moving direction to define the coordinate system. In order to estimate and track the CIRs at the receiver side, we assume that the receiver is equipped with a linear antenna array and the transmitter emits continuously known wideband signals. Hence, the novelty of the algorithm is to estimate the position of the receiver and the VTs simultaneously, which can be interpreted as SLAM with radio signals, see [28] - [30] . Usually, SLAM approaches estimate the user position and build a map of the environment simultaneously. Instead of mapping the environment, Channel-SLAM maps the VT positions and interprets them as landmarks. Furthermore, compared to [19] - [24] , [26] , [27] , and [31] , Channel-SLAM considers also paths occurring due to multiple number of reflections or scattering as well as the combination of both effects. We demonstrate that each MPC can be treated as being emitted from a VT with unknown but fixed position. Additionally, we consider positioning using wideband instead of UWB signals. UWB signals have to be of low power to be harmless to other systems which limits the coverage distance. In result, wideband signals can be used for larger distances. However, the estimation of the CIR is more challenging with wideband signals than with UWB signals [13] , [14] , [32] . In [33] and [34] , we showed that positioning is possible in NLoS scenarios using MPCs without the knowledge of the room-geometry by using Channel-SLAM and multiple transmitters. We investigated TDOA positioning and especially TDOA between MPCs where synchronization between physical transmitters is not essential. We extended [33] and [34] , by using a gyroscope to obtain heading information of the moving receiver and showed that positioning with only one physical transmitter is possible if MPCs and a gyroscope are used (see [35] , [36] ). In this contribution, we derive a novel algorithm based on Rao-Blackwellization [37] . The derived algorithm reduces the computational complexity compared to [33] - [36] and allows to use different numbers of particles in each particle filter (PF) associated to a VT. Based on simulations, we compare the accuracy of Channel-SLAM to a derived posterior Cramér-Rao lower bound (PCRLB) and to four simplified algorithms. In the considered scenario, the line-of-sight (LoS) path is received only for the first half of the simulated receiver trajectory. These artificial simulations show by a simplified scenario that even when the LoS path is not present anymore, Channel-SLAM is able to estimate the receiver position using MPCs. Positioning algorithms like [16] interpret the first arrived path as the LoS path and calculate biased position estimates. Additionally, we show the performance of Channel-SLAM with channel sounder measurement data captured in an indoor scenario which considers similarly to the simulated scenario a partially NLoS situation. Here, the receiver is turning from a corridor where the transmitter is located into another room where the LoS path between transmitter and receiver is blocked. Equivalently to the simulations, the measurement evaluations show that positioning is possible if MPCs are used.
The paper is structured as follows: Section II addresses the signal model. Thereafter, in Section III we derive the proposed algorithm, where we describe in Section III-A Channel-SLAM using a recursive Bayesian filtering approach, in Section III-B the Rao-Blackwellized particle filter (RBPF) and in Section III-C the implementation. Afterwards, we derive in Section IV the PCRLB for Channel-SLAM. In Section V-A, we evaluate the proposed algorithm and compare the result to the PCRLB and to four simplified algorithms. Thereafter, in Section V-B we show the performance of Channel-SLAM based on measurements in an indoor environment, using only one physical transmitter. Section VI briefly discusses potential applications and resulting issues of the proposed tracking algorithm. Finally, Section VII concludes the paper.
Throughout the paper, we will use the following notations:
• (·) T and (·) H stand for matrix (or vector) transpose and conjugate transpose, respectively.
• All vectors are interpreted as column vectors.
• I denotes an identity matrix.
• Matrices are denoted by bold capital letters and vectors by bold small letters. • 1 : k stands for all integer numbers starting from 1 to k, thus 1, 2, . . . , k.
• {x} denotes the real part of x.
• c is the speed of light.
•x denotes the estimation of x.
• ∝ stands for proportional.
• {x (i) } N i=1 defines the set for x i with i = 1, . . . , N.
II. FORMULATION OF THE SIGNAL MODEL
In wireless propagation the transmitted signal is reflected and scattered by objects. Thus, the transmitted signal s(t) reaches the receive antenna via multiple geometric paths. According to [38] , the CIR h(t, τ ) at time t can be assumed to be constant for a short time interval T , with 
T and respectively the sampled received signal
T . For a transmitter which emits the signal s(t) periodically with period T p , the receiver may measure
In order to use MPCs to localize the receiver, a model reflecting their parameters in dependency of the user position r u (t k ) needs to be found. In the following, we consider a static environment with a physical transmitter at position r t and a receiver moving along an arbitrary trajectory. We consider two propagation effects in this paper: reflection and scattering. For reflection, we consider the effect of an electromagnetic wave reflected by a large smooth surface. The propagation effect of scattering occurs if an electromagnetic wave impinges an object and the energy is spread out in all directions [39] . Geometrically, the effect of scattering can be described as a fixed point S at position r s in the pathway of the MPC. Fig. 1 summarizes three different propagation cases, a detailed description can be found in [33] - [36] . First, we consider the case of reflection on a smooth surface. The reflection point at position r r (t k ) is moving on the surface when the receiver is in motion. As indicated in Fig. 1 by VT 1 , we can construct a VT at position r VT,1 by mirroring the physical transmitter position at the reflecting surface. The distance between VT 1 and the receiver equals d
, which is the geometrical length of the reflected path, i.e. the delay of the MPC multiplied by the speed of light, where d TR (t k ) is the distance between the transmitter and the reflection point and d RU 1 (t k ) the distance between the reflection point and the receiver. From the receiver side, both, the reflected and the virtual propagation path starting at VT 1 have the same AoA and delay. Therefore, the reflected path can be described as a direct path between VT 1 and the receiver. Using the same approach, a VT can be constructed for paths that are reflected multiple times, see also [33] - [36] . Fig. 1 provides also a visualization of scattering of the signal at the physical scatterer S. The geometrical propagation length of the scattered propagation path is equal to a direct path between a VT positioned at S and the receiver as visualized by VT 2 at position r s = r VT,2 in Fig. 1 with distance d SU (t k ) Fig. 1 .
The figure shows three propagation mechanism: First scenario: the transmitted signal is reflected on a smooth surface. VT 1 is defined by mirroring the physical transmitter position at the surface. Second scenario: the transmitted signal is scattered at S. VT 2 is defined at the position of S. Third scenario: The transmitted signal is scattered and afterwards reflected on a smooth surface. VT 3 is defined by mirroring the scatterer S at the surface. In the second and third scenario the additional propagation length d VT equals to d TS (t k ). Additional interactions between the physical transmitter and S may occur indicated by the winded line.
plus the propagation distance d TS (t k ) between the physical transmitter and S. Hence, the propagation length of the scattered path is d Fig. 1 by the winded line, additional interactions between the physical transmitter and S may occur. This holds also for cases where the transmitted signal is subject to multiple scattering occurrences. Fig. 1 shows as well a combination of the considered multipath effects. The emitted signal from the transmitter is first scattered at S and then reflected before it reaches the receiver. When the receiver is moving, the reflection point at position r sr (t k ) in Fig. 1 is moving on the surface. Hence, the VT is defined by mirroring the scatterer S at the surface as indicated by VT 3 at position r VT, 3 . The propagation distance is therefore
is the distance between S and r sr (t k ), and d RU 2 (t k ) is the distance between r sr (t k ) and the receiver. As mentioned before, additional interactions between the physical transmitter and S may occur, as indicated in Fig. 1 by the winded line.
Combining the approaches described above leads to the conclusion, that the propagation path of the MPC can be equivalently described as a direct path between a VT and the receiver plus an additional constant propagation length d VT . This additional propagation length is zero, i.e. d VT = 0, if only reflections occurred on the pathway between physical transmitter and receiver or greater than zero, i.e. d VT > 0, if the MPC was interacting with a scatterer. In general, d VT can be interpreted as a clock offset between the VT and the physical transmitter. In the following, we will denote the position of the VT and the additional propagation length associated to the i -th MPC at time instant t k by r VT,i (t k ) and d VT,i (t k ), respectively. 2 
III. POSITION ESTIMATION APPROACH
According to the description given in the previous section, an MPC can be represented by a direct path between a VT and the receiver plus an additional propagation length. However, the receiver position as well as the states of the VTs, i.e. r VT,i (t k ) and d VT,i (t k ), are unknown. Additionally, it is unknown if the MPC is caused by a reflection or an interaction with a scatterer. Hence, the state vector x(t k ) that describes the parameters to be estimated at time instant t k for N(t k ) MPCs is defined by
with the receiver states
where r u (t k ) is the receiver position, v u (t k ) the receiver velocity, b u (t k ) the receiver's clock bias and the VT states
The parameters representing the i -th VT are defined as
where r VT,i (t k ) is the position of the i -th VT and d VT,i (t k ) the additional propagation length. For notational conveniences, we use VT 0 to describe the physical transmitter with known r VT,0 (t k ) = r t and d VT,0 (t k ) = 0 in Section V-A and Section V-B.
Similarly to [33] - [36] , the algorithm described in this paper is split into two levels: On the first level, the multipath parameters:
For consistency between different time instances, the multipath parameter estimation algorithm needs to include a path association such that distinct propagation paths are individually tracked over sequential time instances. In this paper, we use the algorithm called Kalman enhanced super resolution tracking (KEST), see [40] , for the estimation and tracking of MPCs. Also other multipath estimation and tracking algorithms can be applied (e.g. [15] , [41] ). On the second level, Channel-SLAM recursively estimates the posterior distribution of the state vector x(t k ), p x(t k )|Z(t 0:k ) , using the parameters of all N(t k ) MPCs as measurement Z(t k ), with
whereφ
2 Please note, that the position of the VTs and the additional propagation lengths are constant over time. Nevertheless for notational convenience in the later sections a time dependence on t k is introduced here.
are the estimates for the AoA φ i (t k ) and
are the estimates for the propagation path length
. Multipath estimation algorithms like KEST cannot distinguish between reflected paths, scattered paths or the combination of both. However, by including the additional propagation length d VT,i (t k ) in the state vector x VT,i (t k ), a specific model detection is not necessary, since for reflected paths, scattered paths or the combination of both, the same model can be used. Hence, if the MPC was interacting with a scatterer, Channel-SLAM estimates d VT,i (t k ) > 0. If only reflections occurred on the pathway between physical transmitter and receiver, Channel-SLAM estimates d VT,i (t k ) ≈ 0. In this paper we concentrate on the derivation of Channel-SLAM, for a detailed description of multipath parameter estimation and tracking with KEST see [40] or similar types of algorithms in [15] and [41] .
A. Algorithm Description Based on Recursive Bayesian Filtering
Recursive Bayesian filtering provides a methodology to optimally estimate parameters in non-stationary conditions. The methodology consists of two steps, the prediction step to calculate p x(t k )|Z(t 0:k−1 ) and the update step to obtain p x(t k )|Z(t 0:k ) which considers the measurement Z(t k ) at time instant t k with the likelihood function p Z(t k )|x(t k ) [42] . Assuming a first-order Markov model, the transition prior p x(t k )|x(t k−1 ) used in the prediction step of the recursive Bayesian filter is defined here as (10) where we assume independence between the transition priors of the receiver state vector x u (t k ) and the VT state vectors x VT,i (t k ) associated to the MPCs i = 0, . . . , N(t k ) − 1. Please note that (10) inherently assumes independence among MPCs, i.e. propagation paths interact with distinct objects. This is based on the well-known uncorrelated scattering assumption in wireless propagation channel modelling [39] . As mentioned in Section II, the state x VT,i (t k ) is time-invariant, hence, for the transition prior p x VT,i (t k )|x VT,i (t k−1 ) of the i -th MPC we obtain
For the transition prior p x u (t k )|x u (t k−1 ) of the receiver state vector, i.e. the receiver position, velocity and clock bias, known prediction models can be applied 3 (see e.g. [8] , [43] - [45] ). In this paper, we use a discrete time white noise acceleration model, see e.g. [45] with
with the transition matrix
where t δ = t k − t k−1 defines the time between two adjacent time instants and n u (t k ) ∼ N (0, Q u (t δ )) defines the transition noise of the receiver state with
where σ 2 q u defines the continuous-time process noise intensity, which has to be set based on the application with physical dimension Assuming the elements of Z(t k ) to be independent Gaussian distributed conditioned on the current state
with the propagation length
and the AoA
for the i -th MPC, where σ 2 d,i (t k ) and σ 2 φ,i (t k ) denote the corresponding variances. Please note that we assume in (17) that the linear antenna array is aligned to the direction of v u (t k ), i.e. the moving direction.
B. Rao-Blackwellized Particle Filter (RBPF)
In this section a formulation of Channel-SLAM is derived based on Rao-Blackwellization, where the states space of x(t k ) is partitioned into subspaces (see [37] , [46] ). Hence, we use PFs to estimate the subspaces representing the VTs inside a PF. The formulation allows to use different numbers of particles in each PF associated to a VT and reduces the computational complexity compared to [33] - [35] . The reason to use a PF instead of a low complexity EKF is the high nonlinearity of the measurements in (17) and (16) . Assuming the independency in (10), the posterior density p x(t 0:k )|Z(t 0:k ) Fig. 2 . The algorithm is based on a superordinate particle filter (superPF) and subordinate particle filters (subPFs): the subPFs estimate the conditional poste-
for the i-th VT and the superPF estimates the marginalized posterior filtered density p
is written as
where z i (t k ) denotes the measurements of the i -th MPC
In (18) we assume independency between the state vectors of the individual MPCs. Due to using a first order hidden Markov model, only the estimated posterior filtered density p x(t k )|Z(t 0:k ) at time instant t k is required for the next time instant t k+1 . As shown in Fig. 2 , the algorithm is based on a superordinate particle filter (superPF) and subordinate particle filters (subPFs): Each particle j = 1 . . . N s of the superPF with the state vector
subPFs. Each subPF is represented by the particles x
VT,i (t k ) with a = 1, . . . , N P, j,i where N P, j,i stands for the number of particles in the i -th subPF with i = 0, . . . ,
VT,i (t k ). In the superPF, the marginalized posterior filtered density p x u (t k )|Z(t 0:k ) can be approximated by importance samples, see [42] , as
where w ( j ) (t k ) defines the weight for the j -th particle at time instant t k . Using the transition prior p
as the importance density [37] , [46] , the weight w ( j ) (t k ) can be calculated recursively by
again with the assumption of independency among MPCs.
In order to calculate (21), we consider the stationarity of the VTs for all time instants of (11) and that the states of the VTs x VT,i (t k−1 ) are independent from the receiver states x
and represent p x VT,i (t k−1 )|x
, which is a regularized PF [42] , thus,
Hence, we obtain from (21) by inserting (22) and (23) 
Finally, we obtain from (20) by inserting (24)
where we use
VT,i (t k−1 )) as a density given the particle state x ( j,a) VT,i (t k−1 ) and using x ( j,a)
C. RBPF Implementation Algorithm 1 provides the pseudocode of Channel-SLAM, which is executed at every time instant t k ≥ t 0 with the estimates Z(t k ) , z (t k ) obtained from KEST. During the initialization, at time instant t k = t 0 , the particles {x 
grid points and
with spacing φ , resulting in N φ,i = 2 K ·σ φ,i φ + 1 grid points, where K denots an empirical constant value. The additional propagation length is d
, where we inherently assume b u (t 0 ) = 0 for the initialization. Hence, the total number of particles can be calculated as
The number of detected MPCs may change, hence, Channel-SLAM determines at each time instant whether the number of tracked MPCs has changed. In case that new MPCs have been detected, new subPFs are added and initialized using (27) and (28) (cf. Line 7 in Algorithm 1). In case that MPCs are not tracked by KEST anymore, the corresponding subPFs are removed (cf. Line 9 in Algorithm 1). Neither KEST nor Channel-SLAM consider re-tracking of previous MPCs. Hence, if the tracking of an MPC has been lost and might be regained, the corresponding VT is initialized without any information from previous time instants. According to (11) the state x VT,i (t k ) is time-invariant, hence each subPF assigns the states of the VTs with x ( j,a)
VT,i (t k−1 ) and calculates the weight w ( j,a) i (t k ) using (26) . Thereafter, the weight w ( j ) (t k ) is 
States of subPFs and superPF: {{x
Weights of subPFs and superPF: {{w 
if New paths detected then 7 Initialize new subPFs; 
15
Calculate total subPF weight: VT,i (t k ) from the Gaussian-Kernel;
22
Calculate MMSEx(t k ) according to (30) ; calculated using (25) (cf. Line 17 in Algorithm 1). Afterwards, the subPFs and superPF are resampled, weights are normalized (cf. Line 18 in Algorithm 1) (see [42] , [43] , [47] ), and the states of the VTs x   ( j,a) VT,i (t k ) are drawn using a GaussianKernel (cf. Line 21 in Algorithm 1).
The point estimate,
(cf. Line 22 in Algorithm 1) is calculated according to the minimum mean square error (MMSE) criterion. The MMSE of the RBPF can be derived with (25) as (30) , as shown at the bottom of this page.
IV. POSTERIOR CRAMÉR-RAO LOWER BOUND
The PCRLB can be calculated by the inverse of the posterior Fisher information matrix J(t k ) and provides a lower bound of the variance of a Bayesian estimator [48] with
To consider a dynamic system in the PCRLB, the state transition from time instant t k−1 to time instant t k can be obtained by combining the time-invariant transition model for x VT,i (t k ) as introduced in (11) for the VTs and the transition matrix for the receiver as introduced in (13) with
where
) describes the system noise of the user state, see (14) . According to [49] by using the matrix inversion lemma, the posterior Fisher information can be calculated recursively by
where R(t k ) is the snapshot based Fisher information matrix and the covariance matrix
Here, the PCRLB considers the complete system, including both levels, i.e. the multipath parameter estimation and Channel-SLAM. In general, a two level approach performs either equally or worse than an estimator which jointly combines both levels. Hence, the derived PCRLB is based on a theoretical joint approach and consideres therefore, the best possible estimator. In (2), we consider N(t k ) received MPCs
where τ i,l is the delay of thê
. . .
i -th MPC for the l-th antenna element l = 1 . . . L. Therefore, the discrete channel transfer function in dependence on x(t k ) can be written as
where f c is the carrier frequency, ω m defines the discrete circular frequency at index m = 0 . . . M − 1 and α i,l (t k ) the complex amplitude of the i -th MPC. According to the system model in (16), the delay of the i -th MPC is
with
where d defines the spacing between adjacent antennas. The snapshot based Fisher information matrix R(t k ) in (33) can be obtained by
The derivatives of μ(x(t k )) with respect to the elements of the state vector x(t k ) are derived in the Appendix.
V. PERFORMANCE EVALUATIONS
This section evaluates the performance of Channel-SLAM based on artificial simulations in Section V-A and measurements in Section V-B where both evaluations include a LoS to NLoS transition.
A. Simulation Results
In this section, we evaluate the performance of Channel-SLAM using a two dimensional scenario with a static transmitter, a moving receiver, a reflecting surface and a scatterer, shown in Fig. 3 . The receiver is moving on a random pathway for 20 s with a system sampling interval of t δ = 0.1 s. The receiver is equipped with a 3-element linear antenna array with an element-spacing of 0.5λ, where the wave length λ = c / f c ≈ 0.2 m with f c = 1.51 GHz, which is aligned to the direction of movement. During the receiver movement, the LoS path between transmitter and receiver is present for t k ≤ 10 s and has a normalized amplitude of 1. For 10 s < t k ≤ 20 s, the transmitter and receiver are in NLoS conditions and only MPCs are received. During the whole receiver movement, the signal reaches the receiving antenna via four different propagation paths at each time instant t k : a reflected path with normalized amplitude of 1 /2 associated to VT 1 , a scattered path with normalized amplitude of 1 /3 associated to VT 2 , a path which is first reflected and afterwards scattered with normalized amplitude of 1 /4 associated to VT 3 and a path which is first scattered and afterwards reflected Simulated scenario with a fixed physical transmitter, a moving receiver, a reflecting surface and a scatterer. The signal reaches the receiving antenna via five different propagation paths: the LoS path for 0 s ≤ t k ≤ 10 s, a reflected path, a path which is scattered, a path which is first reflected and afterwards scattered and a path which is scattered and afterwards reflected. The black circle, the purple cross and the light blue circle represent the true positions of VT 1 , VT 2 , VT 3 and VT 4 , respectively. Additionally, the figure shows the PDFs of the estimated VT positions and the receiver position at time instant t k = 20 s for SNR = 24 dB using a contour plot. The black cross indicates the receiver position at t k = 10 s.
with normalized amplitude of 1 /6 associated to VT 4 . The bandunlimited CIRs for each time instant t k are bandlimited to a bandwidth of 100 MHz. The simulations are performed for different signal-to-noise-ratios (SNRs) which are calculated as SNR =
, where Ỹ (t k ) 2 is the power of all paths' contributionsỸ(t k ), see (2) . For the simulations, the clock bias is drawn randomly for each Monte-Carlo run. As mentioned in the previous sections, the VT position of the reflected signal path is determined by mirroring the transmitter at the reflecting surface, indicated by VT 1 in Fig. 3 Fig. 3 visualizes these propagation paths for a receiver at the end of the track. Please note that at time instant t k = 14.2 s the delay of the paths associated to VT 3 and VT 4 are equal. However, because of different amplitudes, phases and AoAs of these MPCs, KEST is able to track both paths separately, see also [40] .
To verify the estimation performance of Channel-SLAM, KEST is used with a fixed model order of N(t k ) = 5 for 0 s ≤ t k ≤ 10 s and N(t k ) = 4 for 10 s < t k ≤ 20 s. The simulations are performed using N s = 6000 particles in the superPF, whereas the number of particles for the subPFs for each MPC with i = 0, . . . , 4 is different depending on the estimated delay and AoA of each MPC. As mentioned in Section III we consider for conveniences the first MPC i = 0 as the LoS path, indicated by VT 0 in Fig. 3 with a known fixed position r VT,0 (t k ) = r t and d VT,0 (t k ) = 0. For the initialization of Channel-SLAM, we use prior information p x u (t 0 ) . The prior information includes a uniform distribution of 1 m width centered around the starting position for r u (t 0 ). Additionally, the speed vector v u (t 0 ) is initialized in terms of speed using a uniform distribution between 0 m/s and 2 m/s and a uniform direction of 60 • width around the true moving direction. Please note, that an unknown starting position and direction or larger initial uncertainties may result in a biased and rotated coordinate system for the estimation. 2 } of the estimated user position, the magenta, yellow, blue and orange 2 } of the estimated i -th VT position and in cyan the error of the clock bias estimation times the speed of light in meters,
Whereas the solid lines indicate the RMSE for the simulations, the dashed lines indicate the corresponding curves calculated using the PCRLB. Because the positions of VT 2 and VT 3 are identical, the curves for the PCRLBs of these VTs are equivalent. For low SNRs, it is difficult for KEST to accurately estimate all five paths due to poor initialization caused by noise. Hence, also Channel-SLAM does a wrong initialization and estimation of these VTs which causes high position errors for low SNRs. For SNR ≤ 6 dB, the RMSE VT,2 (t k ) is larger than RMSE VT,3 (t k ) due to the higher received power of the path associated to VT 2 compared to VT 3 . For higher SNRs, the RMSEs for VT 2 and VT 3 are close to the curves for the PCRLBs. Furthermore, for SNRs higher than 20 dB the receiver is able to estimate the receiver position with a RMSE below 0.3 m. Because VT 2 and VT 3 are closer to the track than VT 1 and VT 4 , the delay and AoA are changing more significantly, hence, the parameter estimations of VT 2 and VT 3 are more accurate. The precise estimation of the receiver and VT positions is also shown in Fig. 3, which shows This algorithm can be seen as a lower bound for Channel-SLAM. Alg. II: Positioning algorithm using only the reflected and the LoS signal, assuming perfect knowledge of the geometry, hence, the knowledge of the states of VT 1 . This reflects algorithms in [21] and [22] . For t k > 10, the algorithm uses only the reflected path for positioning. Alg. III: Positioning algorithm which considers the first arrived path as the LoS path. Hence, the algorithm interprets the second path (scattered path) as the LoS path for t k > 10 and represents a multipath mitigation algorithm similar to [16] . Alg. IV: Positioning algorithm using only the LoS path. For t k > 10, the algorithm estimates the position using the movement prediction model. Therefore, the algorithm could be described as a multipath mitigation algorithm including an ideal NLoS detection. Similarly to Channel-SLAM, these algorithms use the delays and AoAs of the estimated MPCs provided by KEST as input, use the same movement model, assume the knowledge of starting position and direction and are implemented using PFs with N s = 6000 particles. Fig. 5 shows the RMSE versus the receiver traveled time for Channel-SLAM and Alg. I -IV. The vertical dashed line indicates the time when the LoS path is not received anymore. At the starting time, the RMSE for all algorithms are similar because of the same initialization. Alg. I can be interpreted as a lower bound and estimates To evaluate the complexity of Channel-SLAM, Fig. 6 shows the RMSE for the receiver and VT positions at the end of the track, i.e. t k = 20 s, versus different number of particles in the superPF. As mentioned before, the number of particles for the subPFs for each MPC with i = 0, . . . , 4 is different depending on the estimated delay and AoA of each MPC. In average, the subPF uses for VT 1 E N P,1, j = 2400, for VT 2 E N P,2, j = 2000, for VT 3 E N P,3, j = 3150 and for VT 4 E N P,4, j = 3700 particles. The more particles for the superPF are used, the higher the accuracy of Channel-SLAM. However, with N s ≥ 2000, the receiver position can be estimated in average with an RMSE lower than 0.4 m within the simulated scenario.
B. Experimental Results
This section evaluates Channel-SLAM based on indoor channel measurements, indicated in Fig. 7 where we consider similarly to the simulations a LoS to NLoS transition. The measurement campaign was conducted using the MEDAV RUSK-DLR broadband channel sounder in singleinput single-output (SISO) mode. The transmitter emitted a 1 mW multitone signal, see [50] , with N = 1281 subcarriers with equal gains at a center frequency of 1.51 GHz with a bandwidth of B = 100 MHz. The CIR snapshots are repeatedly measured in a time grid of T g = 1.024 ms. The transmit antenna was located in the lobby of the office building as visualized by the red diamond in Fig. 7 , and the receive antenna was mounted on an experimental platform realized using a model train. The model train was running To measure the track location we used a tachymeter TPS1200 from Leica Geosystems AG which has an accuracy in subcentimeter domain based on distance and angular measurements. By knowing the traveled distance for each CIR snapshot, it is possible to form a virtual linear antenna array from the timevariant measurements, see also [51] . For these evaluations, we form a 3-element linear antenna array with an elementspacing of 0.3λ, where λ stands for the wavelength. Fig. 8 shows the estimation results of KEST for the CIR versus the receiver traveled distance in meters. Only paths which are visible to the receiver for more than 5 m of movement are visualized. The vertical dashed line in Fig. 8 indicates the moment when the receiver is entering the meeting room (cf. Fig. 7 ). As shown in Fig. 8 , many paths can be tracked for several meters of receiver movement. Channel-SLAM considers an underdetermined system, therefore, long visible paths are preferable. Thus for the evaluations, Channel-SLAM only uses these long tracked paths as visualized in Fig. 8 . Anyhow, Channel-SLAM could use all detected MPCs, however, this would increase the computational complexity. The LoS path is visible to the receiver until the receiver enters the meeting room. Due to limited bandwidth and MPCs that are close to the LoS path, KEST is not able to resolve all paths properly. Hence, the KEST estimation of the LoS path length is not identical to the geometrical line-of-sight (GLoS) path length indicated by the black line in Fig. 8 . Similarly to the simulations in Section V-A, prior information of x u (t 0 ) has been used. We apply a uniform distribution of 1 m width around the starting position r u (t 0 ) and a uniform distributed speed between 0 m/s and 0.2 m/s for v u (t 0 ) while the speed direction is drawn from a uniform distribution of 60 • width around the moving direction. For the evaluation, Channel-SLAM uses N s = 6000 particles in the superPF. As mentioned before, for notational conveniences, the first MPC, i.e. i = 0, is considered as the LoS path to the physical transmitter and, therefore, the position r VT,0 (t k ) = r t is equal to the physical transmitter position and d VT,0 (t k ) = 0. Compared to the simulations in the previous section, the number of tracked MPCs changes, hence, the number of subPFs changes accordingly. The number of used MPCs and respectively the number of VTs changes between 2 at the starting point and up to 7 at the end of the track. In Fig. 7 , we show by the green and cyan lines two examples of the MMSE point estimates of the receiver position for two different PF evaluations based on the same measurement data. 4 Additionally, Fig. 7 visualizes two VTs that might result from a reflected and scattered propagation path. On the left side of Fig. 7 , the position of a VT occurring due to a reflection is displayed together with the estimated probability density function (PDF) from Channel-SLAM for a receiver travelled distance of 9 m. The estimated PDF of Channel-SLAM is indicated while the black square denotes the calculated VT position based on the hypothetical propagation path. A further comparison of the path to the hypothetical propagation is visualized in Fig. 8 comparing the delay estimate of KEST to the theoretical delay indicated by the dashed line. An additional VT is visualized in Fig. 7 on the right side as a PDF estimated by Channel-SLAM for a receiver traveled distance of 23 m. The VT is located at the edge of the entrance to the meeting room and corresponds, therefore, most probably to a scattered path which explains the rather low received power for the path. Again, the theoretical delay of the path is visualized in Fig. 8 as dotted line.
Please note, that because of the angular ambiguity by using a linear antenna array, two hypotheses of the VT position, on both sides of the linear antenna array are equally likely as long as the receiver moves along a straight line. Neither Channel-SLAM nor KEST can resolve the ambiguity. Hence, Channel-SLAM estimates the position of the VT on both sides of the antenna array that is aligned to the moving direction of the receiver. However, as long as the receiver moves on a straight track, both hypotheses do not influence the receiver position estimation results. By turning, the ambiguity can be solved, see also Section V-A. Therefore, for the considered reflected signal in Fig. 7 and Fig. 8 , the ambiguity problem can be solved because the receiver turns at the receiver traveled distance between 5 m and 10 m. However, to overcome the ambiguity problem in general, a multidimensional antenna array able to estimate the two dimensional AoA could be used.
Because Channel-SLAM uses a PF, each evaluation result includes randomness. Therefore, we performed 200 independent evaluations using Channel-SLAM based on the same measurement data visualized by the estimated CIRs in Fig. 8 . In Fig. 9 , the green curve shows the average RMSE u (t k ) for all evaluations and time instants. The vertical dashed line indicates the time instant when the LoS path is not received anymore. Because of the initialization of the receiver position using prior knowledge, the position error at the beginning of the track is rather low. Afterwards, the RMSE u (t k ) is varying between 0.6 m and 1.1 m. Nevertheless, an average position accuracy below 1.1 m can be achieved within this indoor scenario. Similarly to Section V-A, Fig. 9 shows also the RMSE of Alg. III and Alg. IV. At the starting time, all algorithms perform similarly because of the same initialization.
VI. DISCUSSION ON PRACTICAL IMPLEMENTATION
The paper focuses on Channel-SLAM, derives the algorithm and provides performance results. In order to use Channel-SLAM in potential applications, some aspects have to be considered which are briefly discussed in the following. Channel-SLAM relies on estimated and tracked CIRs at the receiver side, hence, it is essential that the transmitter emits continuously wideband reference signals and that the receiver is equipped with a linear antenna array. As mentioned in [36] , instead of using a linear antenna array, the moving receiver could also be equipped with one antenna and a gyroscope to obtain heading information of the movement. To use multipath propagation for positioning, Channel-SLAM relies on tracking the MPCs' parameters over the receiver movement as the number of measurements for a MPC is smaller than the number of parameters to be estimated at a certain time instant. Therefore, in a real-time algorithm, new MPCs should be first tracked for a certain time interval. After the MPCs have been tracked for some time, Channel-SLAM can re-estimate the receiver positions and the states of the VTs simultaneously based on these MPCs. Furthermore, Channel-SLAM is based on a ray optical model for MPCs such that dense MPCs need to be considered either on the lower level like in KEST or a model mismatch error might occur. Additionally, in the described evaluations, we assume the knowledge of the starting position, in order to fix the coordinate system. In general, Channel-SLAM works in a local coordinate system which may be transferred into a global coordinate system by using other sensors like global navigation satellite system (GNSS). For simplicity, the derived algorithm does not consider clock drifts where appropriate models have to be used. Furthermore, Channel-SLAM assumes a static environment, hence, dynamic scatterers like in a car-to-car scenario are not included.
VII. CONCLUSION
This paper presents an algorithm for multipath assisted positioning named Channel-SLAM. The novel positioning method takes advantage of the multipath components instead of mitigating them. Compared to similar approaches, the proposed algorithm does not need prior information such as the roomlayout or a database for fingerprinting except of the knowledge of the physical transmitter position as well as the initial receiver states that are position and speed. Channel-SLAM exploits paths occurring due to reflections, scattering and the combination of both phenomena. We demonstrate that each multipath component can be treated as emitted from a virtual transmitter with unknown but fixed position. Interpreting the virtual transmitters as landmarks allows to use a SLAM methodology to estimate the landmarks and the receiver position jointly. Therefore, multipath components are treated as additional transmitters enabling to estimate the receiver position using only one physical transmitter. To verify the position accuracy of Channel-SLAM a comparison to the posterior Cramér-Rao lower bound and to four simplified algorithms is performed based on simulations. An accuracy below 0.3 m in the simulated scenario can be achieved using only one physical transmitter for signal-to-noise-ratios greater than 20 dB. Additionally, the paper presents the performance of Channel-SLAM based on measurements in an indoor scenario with only one physical transmitter, where an average position accuracy below 1.1 m can be achieved. Future work will be done towards pedestrian and robot positioning in GNSSchallenging scenarios like urban canyons or indoors such as shopping malls.
APPENDIX
The derivatives of μ(x(tk)) are shown at the bottom of this page with respect to the user position r u (t k ) in (39) , with respect to the user velocity v u (t k ) in (40) , with respect to the clock bias b u (t k ) in (41), with respect to the i -th virtual transmitter position r VT,i (t k ) in (42) and with respect to the corresponding additional distance d VT,i (tk) in (43) .
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