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Abstract
In this paper, starting with a commutative ring R and a proper ideal I ⊂ R, we construct and study
a new ring denoted by R  I . In particular, we prove that if R is a CM local ring, then R  I is
Gorenstein if and only if I is a canonical ideal of R and we apply this construction to algebroid
curves.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
If R is a commutative ring with unity and M is an R-module, the idealization R  M
(also called trivial extension), introduced by Nagata in 1956 (cf. Nagata’s book [12, p. 2]),
is a new ring where the module M can be viewed as an ideal such that its square is (0). In
[13] it is proved that, if R is a local Cohen–Macaulay ring, then R  M is Gorenstein if
and only if M is a canonical module of R; the “if” direction of this result was generalized
by Fossum in [7], for any “commutative extension.”
In this paper we consider a different type of construction, obtained involving a ring R
and an ideal I ⊂ R, that will be denoted by R  I and it is defined as the following subring
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R  I = {(r, r + i) | r ∈ R, i ∈ I}.
More generally this construction can be given starting with a ring R and an ideal E of an
overring S of R (such that S ⊆ Q(R), where Q(R) is the total ring of fractions of R);
this extension has been studied, in the general case and from the different point of view of
pullbacks, by Fontana and the author in [5]. One main difference of this construction, with
respect to the idealization (or with respect to any commutative extension, in the sense of
Fossum) is that the ring R  I is reduced whenever R is reduced.
One main result of this paper is the following (see Theorem 11): if R is a Cohen–
Macaulay local ring, then the ring R  I is Gorenstein if and only if R has a canonical
ideal ωR and I ∼= ωR . In order to get this result it is important to prove that I and
HomRI (R,R  I ) are isomorphic as R-modules (see Proposition 3) and to understand
when the ring R  I is Cohen–Macaulay (see Section 3). We also discuss the general
(nonlocal) situation using a localization statement (see Proposition 7) to reduce to the lo-
cal case. One direction of this result can be obtained as a corollary of a more general (but
unpublished) result, due to Eisenbud (see Theorem 12).
The construction studied in this paper has an interesting application to curve singulari-
ties. We show that, if we start with an algebroid curve R with h branches, the ring R  I is
again an algebroid curve with 2h branches; moreover for every branch of R there are ex-
actly two corresponding branches of R  I both isomorphic to the branch of R we started
with (see Theorem 14). This result gives also an explicit presentation of the algebroid curve
R  I as a quotient of a power series ring; in particular, we get an explicit construction of
Gorenstein algebroid curves (see Corollary 17).
The paper is organized as follows: Section 2 contains general results on the ring R  I .
In Section 3 we study when R  I is CM and when it is Gorenstein. Section 4 contains the
application to curve singularities.
2. The ring R I
Let R be a commutative ring with unit element 1 and let I be a proper ideal of R. We
define R  I = {(r, s) | r, s ∈ R, s − r ∈ I }. It is easy to check that R  I is a subring,
with unit element (1,1), of R × R (with the usual componentwise operations) and that
R  I = {(r, r + i) | r ∈ R, i ∈ I }. Some results in this section are proved in a more
general context in [5] and we omit the proofs.
We recall that the idealization R  M , introduced by Nagata for every R-module M
(cf. [12, p. 2]), is defined as the R-module R ⊕ M endowed with the multiplication
(r,m)(s, n) = (rs, rn + sm). We also recall that a commutative extension of R by an R-
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M is related to (T , i,π) by the equation t · i(m) = i(π(t) ·m), for every t ∈ T and m ∈ M
(cf. [7]). Notice that R  M is a commutative extension and that, for any commutative
extension, i(M) is a nilpotent ideal of T , of index 2. Therefore a commutative extension is
never a reduced ring.
On the other hand, R  I is reduced if and only if R is reduced (see Proposition 2);
hence, in general, the ring R  I is not a commutative extension (see also the exact se-
quence (2) below); more precisely, it is isomorphic to the idealization if and only if I is a
nilpotent ideal of index 2 in R.
If in the R-module direct sum R ⊕ I we introduce a multiplicative structure by setting
(r, i)(s, j) = (rs, rj + si + ij),
it is not difficult to check that the map f :R ⊕ I → R  I defined by f ((r, i)) = (r, r + i)
is a ring isomorphism. Moreover, the diagonal embedding ϕ :R → R  I , defined by




R  I ψ I 0 (1)
where ψ((r, s)) = s − r , for every (r, s) ∈ R  I . Notice that this sequence splits; hence
we also have the short exact sequence of R-modules:
0 I
ψ ′
R  I ϕ′ R 0 (2)
where ψ ′(i) = (0, i) and ϕ′((r, s)) = r , for every i ∈ I and (r, s) ∈ R  I . We will see later
(cf. Remark 4) that the exact sequence (2) is also a sequence of R  I -modules, while the
other one is not.
Remark 1. (a) If we set R	 = ϕ(R), then R	 ⊆ R  I ⊆ R × R. Now R ↪→ R × R is
a finite homomorphism, since R × R is generated by (1,0) and (0,1) as R-module. It
follows that R	 ⊆ R × R is an integral extension; hence both R	 ⊆ R  I and R  I ⊆
R ×R are integral extensions. It follows that R and R  I have the same Krull dimension
(cf. [10, Theorem 48]).
(b) It is not difficult to see that, if πi (i = 1,2) are the projections of R × R on R,
then πi(R  I ) = R; hence, if Oi = Ker(πi |RI ), then (R  I )/Oi ∼= R; moreover O1 =
{(0, i) | i ∈ I }, O2 = {(i,0) | i ∈ I } and O1 ∩O2 = (0).
(c) R is Noetherian if and only if R  I is Noetherian. In fact, if R is Noetherian,
then also R × R is Noetherian, hence R  I is finitely generated as R-module and so is
Noetherian; conversely, if R  I is Noetherian, then R ∼= (R  I )/Oi is Noetherian.
Proposition 2. [5] R  I is a reduced ring if and only if R is reduced. In particular, if R is
an integral domain, R  I is reduced and its only minimal primes are O1 and O2.
510 M. D’Anna / Journal of Algebra 306 (2006) 507–519The next result will be very important for one direction of Theorem 11.
Proposition 3. The following isomorphism of R-modules holds:
I ∼= HomRI (R,R  I ).
Proof. Recall that R ∼= (R  I )/O1, with O1 = {(0, i) | i ∈ I }, hence R is a cyclic R  I -
module generated by 1 and (r, r + i) · s = π1((r, r + i))s = rs (where s ∈ R and (r, r + i) ∈
R  I ). It follows that, if we fix an element i ∈ I , the map gi :R → R  I , defined by
gi(r) = (ri,0), is an R  I -homomorphism. Hence the following map is induced:
f : I → HomRI (R,R  I ),
i → gi.
It is easy to see that f is an injective homomorphism of R-modules. It remains to check
that f is surjective: if h :R → R  I is a R  I -homomorphism, then it is determined
by h(1) = (x, y) (where x, y ∈ R and y − x ∈ I ). Now, for every j ∈ I , we have that
h(r) = h((r, r + j) · 1) = (r, r + j)(x, y) = (rx, ry + jy); then h is well defined if and
only if y = 0 (and so x ∈ I ); hence h = gx and f is surjective. 
Remark 4. As we have just seen, we can consider R ∼= (R  I )/O1 as an R  I -module.
Hence, if we identify I with the ideal O1 = {(0, i) | i ∈ I } of R  I , we get that the exact
sequence of R-modules (2) is also an exact sequence of R  I -modules. On the other
hand, the exact sequence (1) is not a sequence of R  I -modules, since ϕ is not an R  I -
homomorphism.
Using the fact that R	 ⊆ R  I and R  I ⊆ R × R are both integral extensions, we
can compare Spec(R  I ) with Spec(R). With a small abuse of notation we will identify R
and its image R	 inside R  I and, if Q is an ideal of R  I , we will write Q∩R instead
of ϕ−1(Q).
Proposition 5. Let P be a prime ideal of R and set:
P0 =
{
(p,p + i) | p ∈ P, i ∈ I ∩ P },
P1 =
{
(p,p + i) | p ∈ P, i ∈ I}, and
P2 =
{
(p + i,p) | p ∈ P, i ∈ I}.
(a) If I ⊆ P , then P0 = P1 = P2 is a prime ideal of R  I and it is the unique prime ideal
of R  I lying over P .
(b) If I  P , then P1 = P2, P1 ∩ P2 = P0 and P1 and P2 are the only prime ideals of
R  I lying over P .
Moreover we have, in case (a), R/P ∼= (R  I )/P0 and, in case (b), R/P ∼= (R  I )/Pi
( for i = 1,2).
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either of the form H × R or of the form R × J , with H and J prime ideals of R. Hence,
if P = Q∩R, then P = (H ×R)∩R (or, respectively, P = (R × J )∩R); it follows that
H = P (or J = P ). Moreover, since Q = (P ×R)∩ (R  I ) (or Q = (R×P)∩ (R  I )),
then Q = P1 (or Q = P2).
Now, if I ⊆ P , then P1 = P2 = P0, since for every (p,p + i) ∈ P1, we have that i ∈
I ⊆ P and (p,p+ i) = (p+ i − i,p+ i) ∈ P2. On the other hand, if I  P , it is clear that
P1 = P2 and that P1 ∩ P2 = P0.
As for the last part of the statement, it is easy to check that the homomorphism R →
R  I → (R  I )/Pi is surjective and its kernel is P . 
Corollary 6. If R is local, with maximal ideal m, then R  I is local with maximal ideal
m0 = {(r, r + i) | r ∈m, i ∈ I }.
Proposition 7. With the notation of Proposition 5, if P be a prime ideal of R, we have:
(a) if I ⊆ P , then (R  I )P0 ∼= RP  IP ;
(b) if I  P , then (R  I )P1 ∼= RP ∼= (R  I )P2 .
Proof. (a) Let f :R  I → RP  IP be the homomorphism defined by f ((r, r + i)) =
( r1 ,
r
1 + i1 ). Since I ⊆ P , then (r, r + i) /∈ P0 if and only if r /∈ P ; if this is the case, then
r/1 /∈ PRP , hence ( r1 , r1 + i1 ) is invertible in RP  IP (which is local with maximal ideal
(PRP )0). Hence there exists a unique extension f ′ : (R  I )P0 → RP  IP of f and it is







) = f ′( (rt,rt+is)
(st,st)
), for each r ∈ R, i ∈ I and s, t ∈ R \ P ;
• if f ′(r, r + i) = (0,0), then there exist u,v ∈ R \P such that ur = 0 and v(r + i) = 0;
hence (uv,uv)(r, r + i) = (0,0), that is (r, r + i) = (0,0) in (R  I )PI .
(b) The canonical homomorphism g1 :RP → (R  I )P1 defined by g1( rs ) = (r,r)(s,s) (where
r ∈ R and s ∈ R \ P ) is an isomorphism since the composition of canonical homomor-
phisms RP → (R  I )P1 → (R × R)P×R is an isomorphism. The same argument applies
to g2 :RP → (R  I )P2 . 
We will be also interested in determining the extension J e = ϕ(J )(R  I ) of an ideal J
of R.
Lemma 8. Let J be an ideal of R. Then J e = {(r, r + i) | r ∈ J, i ∈ JI }.
Proof. The set {(r, r + i) | r ∈ J, i ∈ JI } is an ideal and contains ϕ(J ). Moreover, if H is
an ideal of R  I containing ϕ(J ), then H contains all the elements of the form (0, j i) =
(j, j)(0, i) (for every j ∈ J and i ∈ I ). It follows that {(r, r + i) | r ∈ J, i ∈ JI } ⊆ H . 
Notice that, as we did for prime ideals, we can define J0, J1 and J2. These three ideals
coincide if and only if I ⊆ J , and, in general, J e  J0 (we have the equality if and only if
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P e = P0.
In the last section we will also use the next result.
Proposition 9. [5] Let Q(R) be the total ring of fractions of R:
(a) Let R¯ be the integral closure of R in Q(R). Then the integral closure of R  I in
Q(R)×Q(R) is R¯ × R¯.
(b) Let I be a regular ideal of R, then the total ring of fractions Q(R  I ) of R  I is
Q(R)×Q(R).
3. The Gorenstein property for R I
In this section we will always assume that R is a Cohen–Macaulay ring (briefly CM).
We are interested in understanding when R  I is CM. In general it is not true that R  I is
CM, even if R is a local CM ring and I is generated by a regular sequence. For example, if
we consider the regular local ring R = kX,Y  and the ideal I =m= (X,Y ), then R  I
is not a CM ring. In fact, (X,X), (Y,Y ) is a system of parameters, since the maximal
ideal m0 of R  m is the only prime containing (X,X) and (Y,Y ). On the other hand,
(X,X), (Y,Y ) is not a regular sequence, since (X,X) is a regular element in R  m, but
(Y,Y ) is a zero divisor in R m, since (Y,Y )(0,X) ∈ ((X,X)) and, by Lemma 8, (0,X) /∈
((X,X)) = (X)e.
Discussion 10. We start studying the local case. We denote by m the maximal ideal of R
and by k the residue field. Moreover we set dim(R) = depth(R) = d . We can assume that
d  1, otherwise both R and R  I are trivially CM.
Notice that R  I is a CM ring if and only if it is a CM R-module. In fact, we know
that R  I and R have the same Krull dimension; moreover, since AnnR(R  I ) = (0),
then the dimension of R  I as R-module (i.e., since R  I is a finite R-module,
dim(R/AnnR(R  I ))) equals the dimension of R  I .
If we consider a regular sequence x = x1, x2, . . . , xd of the ring R (where d = dimR =
depthR), it obvious that it is an R  I -regular sequence if and only if its image (x,x) =
(x1, x1), (x2, x2), . . . , (xn, xn) in R  I is a regular sequence of R  I as a ring.
Moreover, since x is a system of parameters of R, then (x,x) is a system of parame-
ters of R  I and x is a system of parameters for the R-module R  I . Hence, applying
[2, Theorems 2.1.2(d) and 2.1.3(a)], we get that R  I is a CM ring if and only if (x,x)
is a regular sequence and R  I is a CM R-module if and only if x is an R  I -regular
sequence.
It follows that R  I is a CM ring if and only if R  I is a CM R-module.
Since R  I ∼= R ⊕ I as R-module, it follows that depth(R ⊕ I ) = min{depth(I ),
depth(R)} = depth(I ) and therefore R  I is a CM R-module if and only if I is a CM
R-module of dimension d (that is if and only if I is a maximal CM module).
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d  1; by definition, the ring R  I is CM if and only if all the localizations of R  I at its
maximal ideals are CM and we know that Rm is CM for every maximal ideal m.
Now, if m I , we have two maximal ideals of R  I , namely m1 and m2, contracting
to m. By Proposition 7, we have that, in this case, (R  I )mi ∼= Rm is CM. On the other
hand, if m⊇ I , then there exists only one maximal ideal, namely m0, of R  I contracting
tom. Moreover, by Proposition 7, we have (R  I )m0 ∼= Rm  Im. Since Rm is a local CM
ring, by the first part of this discussion, (R  I )m0 is CM if and only if Im is a maximal
CM module of Rm.
In particular, if I is a maximal CM module of R, then Im is a maximal CM module of
Rm for every maximal ideal m of R and so R  I is CM.
We are now ready to study when R  I is Gorenstein.
It is well known (cf., e.g., [2, Proposition 3.3.13]) that a local ring R has a canonical
module if and only if it is an homomorphic image of a Gorenstein local ring. It is also
known (cf. [2, Proposition 3.3.18]) that, if a CM ring (not necessarily local) R has a canon-
ical module ωR , then ωR is isomorphic to an ideal of R if and only if R is generically
Gorenstein (i.e. RP is Gorenstein for every minimal prime P of R); moreover, the canon-
ical module is a maximal CM module of R (cf. [2, Definition 3.3.1]), hence, if we have a
CM ring with a canonical ideal ωR and if it is a proper ideal, then, by Discussion 10, the
ring R  ωR is CM.
We recall that the canonical module, in the local case, is unique up to isomorphism.
In particular, if x is a regular element of R and ωR is a canonical module of R, then
also xωR is a canonical module. If R is a Gorenstein local ring of dimension d  1, then
ωR ∼= R ∼= xR (for any regular element x of R), hence we can consider ωR as a proper
ideal. On the other hand, if R is a zero-dimensional CM local ring, its canonical module
is the injective hull of the residue field ER(k), hence it is an ideal of R if and only if R is
Gorenstein (i.e. ER(k) ∼= R), hence, also in this case, it is not isomorphic to a proper ideal
of R.
Theorem 11. Let R be a CM local ring and let I be a proper ideal of R. Then R  I is
Gorenstein if and only if R has a canonical ideal ωR and I ∼= ωR .
The sufficient condition of the previous theorem was proved independently by the au-
thor, but it is a particular case of the following more general, unpublished result, due to
Eisenbud, that is included in this paper with his permission.






is an exact sequence of R-modules, where T is a local ring and the map R → T is a local
ring homomorphism, then T is a Gorenstein ring.
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a finite R-module, hence it is Noetherian and its dimension equals d . Moreover its depth
as R-module is d (since depth(R) = depth(ωR) = d ; see [2, Proposition 1.2.9]) and the
image of a maximal regular sequence in R has to be a maximal regular sequence in T as a
ring, hence T is CM.
We can reduce to the Artinian case dividing out a maximal regular sequence in R (cf.
[2, Proposition 3.1.19(b) and Theorem 3.3.5(a)]).
Taking the dual into ωR of the exact sequence of the statement, since R ∼=





ωR 0 = Ext1R(ωR,ωR).
Since the homomorphism ϕ :R → T is local and finite and dimR = dimT hence,
by [6, Theorem 21.15], the canonical module ωT of T exists and it is isomorphic to
HomR(T ,ωR). Moreover we see that ωT ∼= HomR(T ,ωR) has a distinguished element,
the image of 1 ∈ R. This is the map ψ :T → ωR (on the right-hand side of the sequence in
the statement).
Now consider the T -module map T → ωT sending 1 to ψ . Since the modules have
finite length it suffices to show that this map is injective (then it is an isomorphism and T
is Gorenstein). Suppose that tψ = 0, where t ∈ T . Then for all s ∈ T , 0 = (tψ)(s) = ψ(ts)
(the last equality is by definition). Setting s = 1, we get that ψ(t) = 0, which means that
t is in R. But then for all s ∈ T , 0 = ψ(ts) = tψ(s) implying that t kills the image of ψ ,
which is ωR . As ωR is faithful (cf. [2, Proposition 3.3.11(c)]), it follows that t = 0. 
Proof of Theorem 11. The “if” direction follows by Theorem 12.
Conversely, assume that R  I is Gorenstein. By Proposition 3 we have that I ∼=
HomRI (R,R  I ). Since R is Gorenstein, then ωRI ∼= R  I ; moreover the canoni-
cal homomorphism R  I → R ∼= (R  I )/O1 is local, R is a finite R  I -module and
both rings have the same dimension. Hence, by [6, Theorem 21.15], ωR exists and we have
ωR ∼= HomRI (R,R  I ) ∼= I . 
Note that, if R is a zero-dimensional local ring and I is a proper ideal (so it cannot be
isomorphic to the canonical module), then R  I is never Gorenstein.
As for the nonlocal case, we can easily apply Theorem 11 using Proposition 7, since
a CM ring R is Gorenstein if and only if all the localizations at its maximal ideals are
Gorenstein.
Corollary 13. Let R be a CM ring and let I be a proper ideal of R. Then R  I is Goren-
stein if and only if both the following conditions hold:
(a) For every maximal ideal m of R such that m⊇ I , the ring Rm has a canonical ideal
ωRm and Im ∼= ωRm .
(b) For every maximal ideal m of R such that m I , the ring Rm is Gorenstein.
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In this section we apply the construction R  I (and Theorem 11) to curve singularities.
Following Zariski’s terminology (see, e.g., [14]), by an algebroid curve (with h branches)
we mean a one-dimensional reduced ring of the form R = kx1, . . . , xn/(P1 ∩ · · · ∩ Ph),
where x1, . . . , xn are indeterminates over the field k (that we assume to be algebraically
closed) and P1, . . . ,Ph are prime ideals of height n − 1 in kx1, . . . , xn. The ring
Ri = kx1, . . . , xn/Pi is the ith algebroid branch of the curve. If we consider the com-
pletion (with respect to the topology induced by its maximal ideal) of the local ring at a
singular point (that we can assume to be the origin) of an irreducible algebraic curve over
an algebraically closed field, we get an algebroid curve.
Under these hypotheses the quotient field of Ri (i = 1, . . . , h) is isomorphic to the field
of formal Laurent series k((ti)) and its integral closure is isomorphic to kti and it is a
finite Ri -module. The total ring of fractions of R is Q(R) ∼= k((t1)) × · · · × k((th)) and
the integral closure of R in Q(R) is R¯ ∼= kt1 × · · · × kth (cf. [1]). Let vi be the usual
valuation on k((ti)), i.e. the order of a series; hence, looking at any element r ∈ Q(R)
as an element of k((t1)) × · · · × k((th)), we define v(r) = (v1(r1), . . . , vh(rh)). If we set
v(R) := {v(r) | r ∈ R, r /∈ Z(R)} (where Z(R) is the set of the zero divisors of R) we get
a subsemigroup of Nd . More generally, if I is a regular fractional ideal of R (i.e. I contains
a nonzero divisor of Q(R)) we define its value set as v(I ) := {v(i) | i ∈ I, i /∈ Z(Q(R))}
(where Z(Q(R)) is the set of zero divisors of Q(R)).
Since R is a one-dimensional reduced ring, then it is CM. Moreover, since R is a local
complete reduced ring, by [8, Satz 6.21], R always has a canonical module ωR which can
be identified with a fractional ideal in Q(R); moreover, since the invertible fractional ideals
of R are principal, by [8, Satz 2.8], we have that, if ωR is a canonical ideal of R, for each
nonzero divisor z ∈ Q, zωR is a canonical ideal and, if ωR and ω′R are two canonical ideals
of R, then there exists a nonzero divisor z ∈ Q(R) such that ωR = zω′R . In particular, we
can always assume that ωR ⊆ R or, when it is needed, that R ⊆ ωR ⊆ R¯.
If R is an algebroid branch (i.e. h = 1), S = v(R) is a numerical semigroup (i.e. S ⊆ N)
with the property that |N \ S| < ∞. A key role in the study of these semigroups is played
by the Frobenius number which is defined to be g(S) := max(N\S). In particular, if s ∈ S,
then g(S)− s /∈ S. When the converse is true, that is
x ∈ S ⇔ g(S)− x /∈ S,
the semigroup S is said to be symmetric; by [11] the Gorenstein algebroid branches are
characterized as those rings that have a symmetric value semigroup. Moreover, if we set
K(S) := {x ∈ Z: g(S)− x /∈ S} (notice that K(S) = S if and only if S is symmetric), then
it is proved in [9, Satz 5] that a fractional ideal I of R, such that R ⊆ I ⊆ R¯, is a canonical
module for R if and only if v(I ) = K(S). Both these results can be generalized to the case
of algebroid curves with more than one branch, giving proper definitions of symmetric
semigroup and of K(S) (see [3,4]).
Now consider an algebroid curve with h branches R and a regular ideal I . If we consider
the ring R  I , it is again a one-dimensional reduced local ring.
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and let I be a regular, proper ideal of R. Then R  I is an algebroid curve with 2h
branches.
Proof. Let ϕ : kx1, . . . , xn → kt1 × · · · × kth be the composition of the homomor-
phisms kx1, . . . , xn → R and R ↪→ R¯ ∼= kt1 × · · · × kth. Clearly Kerϕ = P1 ∩
· · · ∩ Ph. Let f¯1, . . . , f¯r be a minimal set of generators of I , with fj ∈ kx1, . . . , xn. If
we identify R and I with their images in kt1× · · · × kth, then I = (ϕ(f1), . . . , ϕ(fr)).
Let y1, . . . , yr be new indeterminates and define the following homomorphisms:
ψ1 : kx1, . . . , xn, y1, . . . , yr → R¯,
xi → ϕ(xi),
yj → 0,
ψ2 : kx1, . . . , xn, y1, . . . , yr → R¯,
xi → ϕ(xi),
yj → ϕ(fj ).
If we set P = (P1 ∩ · · · ∩ Ph)kx1, . . . , xn, y1, . . . , yr, we have that Kerψ1 = P +
(y1, . . . , yr ) and Kerψ2 = P + (y1 − f1, . . . , yr − fr). Moreover Imψ1 = Imψ2 = R;
in particular, both the ideals Kerψi are radical and unmixed ideals.
Now define the following homomorphism:
Ω : kx1, . . . , xn, y1, . . . , yr → R¯ × R¯,





We have that KerΩ = Kerψ1 ∩ Kerψ2 is a radical ideal and it is unmixed. Hence
ImΩ ∼= kx1, . . . , xn, y1, . . . , yr/KerΩ is an algebroid curve; moreover its integral clo-
sure is R¯ × R¯, hence ImΩ has 2h branches.
To conclude the proof we need to show that R  I = ImΩ . Since I is a regular ideal,
then by Proposition 9, the total ring of fraction of R  I is Q(R) × Q(R) and its integral
closure in that ring is R¯× R¯. Since R  I = {(r, r + i) | r ∈ R, i ∈ I }, as sub-R-module of
R ×R ⊆ R¯ × R¯, it is generated by (1,1), (0, ϕ(f1)), . . . , (0, ϕ(fr)); hence R  I ⊆ ImΩ .
Conversely, we know that ImΩ ⊆ Imψ1 × Imψ2 = R × R; let (r, s) ∈ R × R be an
element of ImΩ ; hence there exists F ∈ kx1, . . . , xn, y1, . . . , yr such that ψ1(F ) = r
and ψ2(F ) = s. We need to show that s − r ∈ I ; we can write uniquely F = f + g,
where f ∈ kx1, . . . , xn and g contains only terms in which some yj appears. Hence,
by definition, ψ1(f ) = ψ2(f ) = ϕ(f ), ψ1(g) = 0 and ψ2(g) ∈ (ψ2(y1), . . . ,ψ2(yr )) =
(ϕ(f1), . . . , ϕ(fr)) = I . It follows that s − r = ψ2(F ) − ψ1(F ) = ψ2(g) ∈ I , that is
ImΩ ⊆ R  I . 
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the branches of R and the branches of R  I and, if Ri is a branch of R, then both the
corresponding branches of R  I are isomorphic to Ri .
Proof. Let P¯i be the image of Pi in R; since I is a regular ideal, then I  P¯i , for every
i = 1, . . . , h. Hence, by Proposition 5, the minimal primes of R  I are (P¯i)1 and (P¯i)2
(i = 1, . . . , h) and R/P¯i ∼= (R  I )/(P¯i)j (for j = 1,2). 
Remark 16. Notice that, if the generators of the ideal P defining the algebroid curve are
polynomials (as it is in the case of algebraic curves, taking the completion of the local ring
at a singular point), then Theorem 14 gives an explicit presentation of R  I as a quotient of
a power series ring, since the generators of Kerψi are polynomials explicitly determined,
and so it is possible to compute the generators of the intersection Kerψ1 ∩Kerψ2 = KerΩ .
Corollary 17. In the situation of Theorem 14, if I = ωR is a canonical ideal of R, then
R  I is a Gorenstein algebroid curve.
We conclude this section showing how to construct the value semigroup of R  I , if R
is a monomial algebroid branch (i.e. R ∼= kta1 , . . . , tan, with GCD(a1, . . . an) = 1) and
if I = (tb1 , . . . , tbr ). In this case R  I is a subring of kt × kt and v(R  I ) ⊂ N2.
Let S = v(R) be the numerical semigroup generated by a1, . . . , an, that is S = {∑i xiai |
xi ∈ N}; set E = v(I ) = {bj + s | j = 1, . . . , r, s ∈ S}. Define U ⊆ N2 as the following
subsemigroup of N2:
(s, u) ∈ U ⇔
• either s = u ∈ S,
• or s < u, s ∈ E, u ∈ S,
• or u < s, u ∈ E, s ∈ S.
Proposition 18. With the notation introduced above, the semigroup U is the value semi-
group of R  I .
Proof. We will denote by v both the usual valuation in kt and the function v : kt ×
kt → N2 defined by (f, g) → (v(f ), v(g)).
It is easy to check that U ⊆ v(R  I ). Conversely, let (r, t) ∈ R  I ; if v(r) = v(t) = s,
then v((r, t)) = (s, s) ∈ U . If s = v(r) > v(t) = u, write (r, t) = (r, r + t − r); since (r, t) ∈
R  I , then t − r ∈ I , hence u = v(t) = v(t − r) ∈ v(I ) = E and v((r, t)) = (s, u) ∈ U . The
same argument applies if v(r) < v(t), writing (r, t) = (t + r − t, t). 
Example. Let R ∼= kt4, t6, t11t13; in this case S = v(R) = {0,4,6,8,10 → ·· ·} and
g(S) = 9. The canonical ideal of S is K(S) = {x ∈ Z | 9 − x /∈ S} = {0,2,4,6,7,8,10 →
·· ·}. In order to have a proper ideal of S, we consider E = 10+K(S) = {10,12,14,16,17,
18,20 → ·· ·}, which is generated, as semigroup ideal, by 10,12 and 17. Set I = (t10,
t12, t17); t−10I is a canonical ideal for R, since v(t−10I ) = K(S); hence I is a canonical
ideal for R.
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Fig. 1. The semigroup U .
The semigroup U = v(R  I ), described before Proposition 18, is depicted in Fig. 1:
the elements of the form (s, s) are depicted with dots, while the elements of the form
(s, e) or (e, s), with e < s are depicted with circles. Since I is a canonical ideal of R, by
Theorem 11, R  I is Gorenstein that is equivalent to say that U is symmetric (for the
definition see, e.g., [3]). Notice that the CM-type of R is 3.
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