The inelastic response of materials to applied uniaxial loading is typically measured using tensile or compressive specimens of initially circular cross-section. Under deformation, this cross-section may become elliptical due to anisotropic material behaviour.
Introduction
The use of any material in real life structural applications requires a knowledge of its mechanical properties, in particular its response to applied loading at different strain rates and temperatures [1] . A common technique for measuring these properties is the uniaxial tensile test on cylindrical dog-bone specimens. Calculation of true stress in these specimens requires knowledge of the cross-section as a function of time.
Complications arise when the material being tested does not deform axisymmetrically -the cross-section is no longer a circle -as a result of anisotropy. In order to determine the parameters that govern plastic anisotropy in metals, it has been shown [2] that the ratio of the strains perpendicular to the uniaxial loading direction may be used, which may be determined from the shape of the cross-section.
Optical methods offer the best means of measuring these cross-sections, since multi-point measurements can be made, they operate at all strain rates for which photographs can be taken, without significant alteration to the post processing and can be applied to environmentally controlled experiments. Optical techniques for measuring two dimensional geometry from a single view of specimens are commonplace, e.g. [3] , however a means of constructing the 3D specimen shape from 2D images is required for anisotropic deformation of specimens.
In this paper, a method is proposed and evaluated for the reconstruction of the cross-section in 3D of anisotropic, homogeneous specimens undergoing uniaxial loading at any strain rate. An optical contour reconstruction method is used which reduces the cross-sectional shape fitting problem to one of fitting an ellipse to back-projected image rays from a minimum of three views of the experiment. This is possible because it is known that the cross-sections of certain anisotropic materials will change from initially cylindrical to elliptical under applied loading [4] , however other deformed cross-sectional shapes that may be sensibly approximated as elliptical could be measured using this technique.
In-situ measurements of diametrical strain in elliptically deforming specimens have been made in the past [4] using single-location contacting techniques, but this technique cannot be applied at high strain rates and relies on prior knowledge of the elliptical orientation. Previous work on more general cross-sectional reconstruction has often concentrated on computing arbitrary contours [5] into generalised 3D surfaces. Tubular cross-section measurements can be achieved using a single camera by rotating the specimen [6] or the camera [7] to acquire many views for reconstruction. However, these methods cannot be applied to materials characterisation experiments, where tensile loads of many kN would prevent rotation of the specimen and, at least at high strain rates where acquisition is required on µs time scales, rotation of the camera is impossible.
In the method outlined here, at least three views of a deforming specimen are used to find tangent fan rays from its silhouette. An algorithm that can incorporate any number of tangential rays, is used to find the least-squares fit of an arbitrary ellipse to these fan rays.
The method has been evaluated using simulations of the experimental procedure with stochastic error estimations and by measuring similarly sized elliptical objects that have been accurately measured using a contacting technique. The technique has been applied to tensile dog bone specimens of a commercially available rolled Ti64 alloy that have been loaded quasi-statically and at a high strain rate as a proof of concept.
Method

Image Capture and Processing
The process of obtaining 2D specimen surface coordinates from experiments has three stages: capturing images throughout the experiment, image rectification using predetermined calibration factors and edge detection to identify the specimen outline. These outlines give target lines from the camera centres to the specimen, which are taken forward into the contour reconstruction process.
In both the quasi-static (QS) and high strain rate (HR) experiments presented here cylindrical dog bone tensile specimens with a gauge diameter of 3 mm and a gauge length of 8 mm were used, as seen in figures 3 and 4.
In the QS experiments, three TELI Digital Cameras (CSB4000CL) with 4 megapixel 10-bit greyscale CMOS sensors, using Computar Megapixel lenses, were used to capture three views of a specimen from angles at −45
• , 0
• and 45 • , figure 1. One end of the specimen was displaced at 5.6 × 10 −6 ms −1 , which corresponds to a plastic strain rate of 7 × 10 −4 s −1 ; frames were recorded simultaneously on all cameras at a rate of one every three seconds. The resolution of the images was 6.5 µm/pixel. • between the cameras is a limitation of the equipment and is shown later to be sub-optimal for elliptical fitting.
For HR experiments, a Specialised Imaging SIM16 camera was used with two mirrors to give views at −120
• and 120 • , figure 2 . HR experiments were performed at a strain rate of 3 × 10 3 s −1 in the plastic region; 16 images were recorded at a frame rate of 76 000 frames per second. The resolution of the images was 13 µm/pixel. Strain rates in both QS and HR are quoted ±10%. In the QS experiments, the specimen was reverse lit to give a silhouette view for two cameras and front lit for the centre camera, to allow good contrast of the edges in all images. In HR experiments, the specimen's edges are front lit in all views, as shown in figures 3 and 4. The cameras were calibrated using the Matlab Calibration Toolbox [8] to remove intrinsic distortions from the measurements. Extrinsic calibration was performed by measuring the angles between cameras and mirrors to determine camera positions and by using a true cylinder as a reference. Intrinsic and extrinsic calibration are discussed in [9] . The camera lenses were assumed to be telecentric, in that the cameras were assumed to be infinitely far from the specimen, to simplify the extrinsic calibration. The error due to this assumption is explored in Appendix A and found to be negligible.
The edges of the specimen are predominantly vertical. A sub-pixel edge detection algorithm using a 1-dimensional maximum gradient detector was used to determine the positions of the two edges in each view for each pixel row, as shown in figures 5 and 6, with an error of less than ±0.7 µm. These positions give back projections, through the camera image planes, which are tangential to the specimen, as shown in figure 1, and will be called tangent lines. At each distinguishable axial position, the back-projected rays may be assumed to lie on a horizontal plane, given the telecentric assumption. The tangent lines are used to reconstruct the elliptical shape of the specimen as a function of axial position and time. 
Elliptical fitting
The derivation of the conic equation for an ellipse written in the space of the line gradients m and their y-axis intercepts c is as follows:
The back-projected image rays, projected onto a horizontal plane, become, with an appropriate choice of coordinate system orientation, six lines in a plane, two from each camera, of the form:
(
If the intersection of the specimen's vertical axis with the horizontal plane is taken to be the origin of the coordinate system, the ellipse never passes through the origin and the elliptical conic section can be represented as an implicit second order polynomial:
At the points of tangency (X i , Y i ), where the lines meet the ellipse, the gradients of the lines and the ellipse have equal directions,
where λ is an arbitrary scalar. Combining (1), (2) and (3) gives the ellipse defined by any 5 of the 6 lines:
where:
Newton's method can be employed to find the parameters, A, B, C, D, E, if only five tangent lines are known. However when six or more lines are known, the elliptical shape is over specified and a least squares solution may instead be used to find the closest fit. In the experiments presented here a Gauss Newton procedure was used to minimise i f i 2 to find the least squares solution. The Gauss Newton procedure requires an initial estimate for the conic parameters
T which, for all time steps but the first, may be taken as conic shape in the previous step at the same axial position because the shape change between frames is small. The estimates for the first time step are taken to be circles. These circles are centred at the centroid of triangle formed by the (three, for these experiments) lines bisecting each camera's pair of back-projected rays. The circle's radius is taken as the mean distance from this centre to all of the rays.
Estimation of error
Elliptical prisms of precisely known dimensions were measured using the technique described above to estimate the accuracy in practice using the specified equipment. Also, the experiment has been simulated to estimate the optimum values of certain parameters to obtain data of the highest accuracy and to obtain a generic estimate of the accuracy likely to be achieved.
Static reconstruction of elliptical prisms
Prisms with prescribed elliptical shapes were wire eroded to provide reference crosssectional geometry. Four prisms were produced with nominal minor and major axes lengths of 3.464 × 3.464 mm, 3 × 4 mm, 2.5 × 4.8 m and 2 × 6 mm. The prisms were measured using a Mitutoyo SERIES 191 CNC Controlled Coordinate Measurement Machine, with an accuracy of better than ±2 µm for each of approximately 200 points measured around the circumference. Reconstructions of these prisms using the QS equipment are shown in figure 7 and the errors in the measurements are shown in figure  8 .
In experiments on the titanium alloy, ellipticities, e = a/b, of no more than 0.18 were observed, which should have an accuracy of better than the ±5% error encountered for the prism of e = 1.33. The elliptical prisms, their measured cross-sectional shape and reconstructions shaded according to the percentage error in a/b.
Statistical simulations of the fitting
The effect of varying camera positions and specimen shape was investigated using a stochastic method. The experimental variables simulated can be seen in figure 9 . For a particular ellipse, each tangent line was perturbed perpendicularly by a normally distributed random value to mimic the errors encountered during real experiments. The perturbed lines were used to fit ellipses using the method described. This process was repeated 1000 times for each set of simulation parameters. The simulated noise was chosen to be normally distributed with mean µ = 0 ‡ and standard deviation σ = 0.01 to represent the accumulated error from all possible sources, including lens calibration, extrinsic calibration and lighting changes, amongst others. The percentage ‡ These values are dimensionless as they represent ellipses with an area of π, and all lengths are normalised to give a mean radius of 1. errors, E i , were calculated using the resultant value from each of the 1000 simulated reconstructions, x i , and the true value,x, to give E i = 100(x i −x)/x, i = 1, 2, . . . , 1000, for each variable. The means, µ, and error bars ±2σ of these values are shown in figure 10 for a simulation where L = 1000, φ = 90
• , θ = 45
• and ellipse area = π, the values of φ and θ match those used in the reconstruction of elliptical prisms discussed in 3.1. It will be shown later that φ = 90
• and θ = 45
• are the most poorly conditioned combination of orientation and spacing so the results in 3.1 represent a worst case. Comparison of figures 10 and 11 show that cameras equally spaced at 60
• (or equivalently 120
• ) from one another, are typically of the order of 10 times more accurate than cameras placed at 45
• for large ellipticities. • and θ = 60
• . It was observed that φ = 90
• gives the greatest errors, as it gives rise to poorly conditioned data for the least squares fitting with large ellipticities. Much of the data is concentrated around two points on the ellipse, figure 13, and as a result, the value of b is poorly conditioned whilst a is well determined.
The poor result at e = 1 in the simulations, figures 10 and 11, compared to the reconstruction of the real prisms in 3.1 is because the simulations are biased so that any deviation from circular at e = 1, whether positive or negative, will increase the positive error because e is defined to be positive for all shapes. Whereas, in the experiments, cylindrical specimens are used as part of the extrinsic calibration procedure and will • camera arrangements for a range of orientations, φ. The trends in the error bars demonstrate that the most accurate determination of elliptical shape is when cameras are pointed along the ellipse's major and minor axes directions. It can be seen that the 45
• cameras have particularly poor errors at φ = 90
• , because the data is poorly conditioned, as demonstrated in figure 13 . These simulations were run with a factor of 10 lower variance than for figures 10 and 11 to allow for an easier comparison between the angles of φ. Other orientations outside of these ranges of φ are symmetric and need not be shown here.
Tangent points
Back projected edge rays Simulated ellipse b a Figure 13 . A simulation of an ellipse that gives rise to poorly conditioned data because the camera orientations and the ellipse's orientation cause the points of tangency to group around the extremities. Thus, the value of a is well conditioned, whilst the value of b is likely to be inaccurate. therefore always produce an accurate mean value. It would seem apparent from these simulations that they are not totally representative of the errors encountered during the experiment. The current hypothesis for this discrepancy is that the model of the errornormally distributed random values -is not wholly correct, and some other estimate that takes into account possible systematic errors due to shadows and calibration problems may be required to alleviate this difference. However, the simulations do provide valuable, generic, insight into the optimum experimental set-up.
Mechanically loaded specimen reconstruction
Cylindrical tensile dog-bone specimens of a rolled Ti64 alloy were manufactured with their axes aligned with the material's principal rolling direction. The specimens were loaded quasi-statically and at high strain rate, with images acquired as described above. Figures 14 and 15 show full reconstructions of these specimens in the final frame before fracture. The specimens for which experimental results are presented were orientated to give the best conditioned data. As well as the reconstructed shape, stress and ellipticity are shown as functions of position. It should be observed that the specimens form an elliptical cross-section that is most elliptical in the region of greatest plastic strain. The reconstructions demonstrate the capabilities of this method and the data obtainable through its use.
In order to examine stress distribution as a function of time, graphs such as those in figures 16 and 17 are used. Here, the true direct stress is calculated using the measured force on the specimen and the reconstructed cross-sectional area. In the QS experiment, figure 16 , the stress generally increases monotonically as a function of time, until necking is observed. The same trend is observed in HR loading; however there are fewer photographs of the event. In both cases the peak stress in the frame before failure is indicated. It is interesting to note the elastic only (no shape change) unloading of the end of the parallel section after the UTS, as expected, compare figures 16 and 20.
From the peak stress in each frame, a true-stress-time curve can be produced, figures 18 and 19. These curves are essentially continuous for QS loading, where many images are available, but less so at HR, as shown. However, comparison with traditional HR data analysis will allow the user to relate this discrete true stress data to more continuous nominal stress measurements. Further, the technique allows ellipticity to be calculated as a function of time and position, figures 20 and 21. A later paper will show how these data can be used to inform material models.
Conclusions
An optical technique for estimating cross-sectional shape by measuring planar surface contours of elliptical specimens has been presented. The technique has been shown to work in both quasi-static and high strain rate experiments to quantify anisotropic plasticity behaviour of a titanium alloy for which useful quantitative stress and ellipticity data have been produced.
The technique has been evaluated using computational simulations of the physical conditions that may be encountered in experiments. Stochastic error estimates have been obtained by perturbing the data to mimic the likely deviations of measurements from the true positions. These have shown that the optimal angular spacing of the minimum of three views is 60
• or 120
• . Elliptical prisms of precisely known dimensions were reconstructed using the technique, to evaluate both the equipment and the method. It was found that elliptical contours could be measured accurately when orientations and views did not combine to produce poorly conditioned data. This technique allows the measurement of cross-sectional area, and subsequently total volume, of specimens of anisotropic, homogeneous materials in experiments where three or more views of a cylindrical specimen can be obtained. The technique is applicable in tension or compression tests without the need for contact with the specimen or marking its surface. The technique is well suited to environmentally controlled and high strain rate experiments and may be applied to the measurement of any planar conic section and is not limited to the field of mechanical materials testing. Figure 19 . High strain rate true direct stress with time. The inset plot shows the shape of the minimum area cross section at all recorded time steps. Image acquisition was deliberately started after the start of loading so that the limited available frames could be concentrated on plastic deformation.
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Appendix Appendix A. Evaluating the Telecentric Assumption
To simplify extrinsic calibration of cameras, an assumption can be made that the cameras are infinitely far from the specimen. This means that light rays are treated as parallel and the back-projected edge rays for elliptical fitting are parallel to the direction in which the camera is pointing. This assumption has been validated and the errors have been quantified by running simulations of the experiment, figure A1 . In these simulations the true ellipse tangents to 'near' cameras were calculated. The edge positions of these tangents in images were assumed to lie at the same distance from the camera as the specimen's centre. The image edge positions were used as positions through which to project parallel rays and these rays provide tangents for fitting a reconstructed elliptical shape. The normalised distance between the camera and the specimen centre, L, figure 9, was varied with differing values of ellipticity and orientation. An example of the results for the orientation φ = 90
• is shown in figure A2 . It was found that for all orientations, camera spacings and ellipticities < 3 the error in the cross-sectional area measured was < 0.04% for cameras spaced at L ≥ 100 specimen radii from the specimen centre. For the same range of parameters, the error in ellipticity measured (which was always≤ 0 by definition), for the worst case orientations, was > −0.017%. The error in measuring the orientation of the ellipses was negligible for L = 100. In the experiments in this work, no camera was closer than 105 specimen radii to the specimen. Figure A1 . A circular cross-section as seen by one pinhole camera and the true tangential rays through the image edge positions. When the image plane is assumed to lie at the specimen centre and the back-projected rays are assumed to be telecentric, the cross-sectional reconstructed shape is larger than the original. As the camera centre is moved away from the specimen, the error due to the telecentric assumption decreases. Figure A2 . Plots of the percentage error predicted when assuming parallel (telecentric) light rays for an orientation, φ = 90
• . The positive plots are the error in the area measurement, which is over-predicted for all ellipticities. The negative plots are for the same simulated fits, but they show the error in the ellipticity (ratio of major to minor axes length) measurement, which is under-predicted for all ellipticities but circular.
