We introduce and study a new general split feasibility problem (GSFP) in a Hilbert space. This problem generalizes the split feasibility problem (SFP). The GSFP extends the SFP with a nonlinear continuous operator. We apply the preconditioning methods to increase the efficiency of the CQ algorithm, two general preconditioning CQ algorithms for solving the GSFP are presented. We also propose a new inexact method to approximate the preconditioner. The convergence theorems are established under the projections with respect to special norms. Some numerical results illustrate the efficiency of the proposed methods. MSC: 46E20; 47J20; 47J25; 47L50
Introduction
As preconditioning methods can improve the condition number of the ill-posed system matrix, the convergence rate of the iterative algorithm can also be improved [] . In [, ], a preconditioning method is applied to modify the projected Landweber algorithm for solving a linear feasibility problem (LFP). The modified algorithm is Further, the general variational inequality problem (GVIP) has been investigated by many authors (see [-] ). It is to find u * ∈ R n such that g(u * ) ∈ K and
where K is a nonempty closed convex set in R n , F, g : R n → R n are nonlinear operators. In
[], Santos and Scheimberg extended and applied (.) to solve the GVI. However, a general split feasibility problem (GSFP) equals to a GVI, and preconditioning methods for solving the GSFP have not been studied. By introducing a convex minimization problem, the split feasibility problem (SFP) is equivalent to a variational inequality problem (VIP), which involves a Lipschitz continuous and inversely strong monotone (ism) operator, see [-] . Similarly, by the same way, in this paper we introduce that a new GSFP equals to a GVI involving a Lipschitz continuous and co-coercive operator [, -].
Otherwise, Mohammad and Abdul [] considered a general split feasibility in infinitedimensional real Hilbert spaces. It is to find x * such that Let C and Q be nonempty closed convex subsets in real Hilbert spaces H  and H  , respectively. We consider a general split feasibility problem which is different from the one in [] . Our GSFP is to find
where A : H  → H  is a bounded linear operator and g : H  → C is a continuous operator. We see that the SFP in [] and the GSFP in [] are particular cases of GSFP (.). It has applications in many special fields such as signal decryption, demodulating the digital signal and noise processing, etc. In order to solve GSFP (.), two preconditioning algorithms are developed in this paper following the iterative scheme
where the two general constraints C and Q deal with projections with respect to the norms corresponding to some symmetric positive definite matrices. Define the solution set of (.) = {x * ∈ H  | Ag(x * ) ∈ Q}, as is nonempty, and by virtue of the related G-cocoercive operator, we can establish the convergence of the proposed algorithms. The paper is organized as follows. Section  presents two useful propositions. In Section , we define the algorithms with fixed preconditioner, variable preconditioner, relaxed projection and preconditioner approximation and analyze the convergence. Numerical results are reported in Section . Finally, Section  gives some concluding remarks. http://www.journalofinequalitiesandapplications.com/content/2014/1/435
Preliminaries
In what follows, we state some concepts and propositions.
The SFP is to find a point x * ∈ C such that Ax * ∈ Q, where A :
Let G be a symmetric positive definite matrix, and set D = G - . Then the norm · G is defined by x  G = x, Gx for ∀x ∈ H. We denote by P C the projection operator onto C with respect to the norm
Let λ min and λ max be the minimum and the largest eigenvalues of G, respectively. Then for the -norm · [, ], we have
Let C be a nonempty closed convex subset in H, for ∀x, y ∈ H and ∀z ∈ C, the G-projection operator onto C has the following properties:
LetD be a symmetric positive definite matrix, and
= y,Dy for ∀y ∈ H. We denote by P Q the projection operator onto Q with respect to the norm · D . According to the SFP, when GSFP (.) has no solution (refer to [, , ]), we can define
is also convex and continuously differentiable in H. Its gradient operator is
As D = I, we define
is also Lipschitz continuous.
Proposition . If we consider the constrained minimization problem
which is a general variational inequality involving a Lipschitz continuous and G-cocoercive operator.
Proof For ∀x, y ∈ H, from (.) and Lemma . in [], we have
where L is the largest eigenvalue of A T A; therefore, the operator ∇f
Thus, the operator ∇f g D is co-coercive.
Main results
In this section, we propose several modified CQ algorithms with preconditioning techniques and prove the convergence.
General preconditioning CQ algorithm
In this part, we have our first algorithm with fixed stepsize and preconditioner to solve GSFP (.). The algorithm is as follows.
Algorithm . Choose ∀x  ∈ H  such that g(x  ) ∈ C, and let x n ∈ H  such that g(x n ) ∈ C, then we calculate x n+ such that Proof Firstly, for ∀x * ∈ , we have
From (.), (iii), (ii) and the definition of ism, we have
decreasing, then we can obtain that the sequence { g(x n ) -g(x * ) G } n∈N is also convergent, especially, the sequence {g(x n )} n∈N is bounded. Consequently, we get from (.)
Moreover, for each g(x n ) ∈ C, from (iii) and (.), we have
Then by virtue of (.) we have
Hence, there exists a subsequence {g(x j )} j∈N of {g(x n )} n∈N such that
Thus, {g(x j )} j∈N is also bounded.
Letx be an accumulation point of {x n }, then the subsequence of {x n }, {x j } j∈N →x as j → ∞. Because of the continuity of g, there exists an accumulation point g(x) ∈ C of the http://www.journalofinequalitiesandapplications.com/content/2014/1/435 sequence {g(x n )} n∈N ; for the subsequence {g(x j )} j∈N , we have {g(x j )} j∈N → g(x) as j → ∞. After that, from (.) we obtain
We usex in place of x * in (.) and obtain that { g(
} → , then we get that {g(x n )} n∈N converges to g(x) as j → ∞. As well as g - is continuous, we finally have
Therefore,x is a solution of GSFP (.).
From Algorithm . and Theorem . we can deduce the following results easily. 
Corollary . If g = I, then GSFP (.) reduces to SFP, Algorithm . also reduces to a preconditioning CQ (PCQ) algorithm for ∀x  ∈ H  :
x n+ = P C x n -γ ∇f D (x n ) , n ≥ , (.) where γ ∈ (,  L·L D ), L
Corollary . If g = I,D = I, P C and P Q are the projections onto C and Q with respect to the norm · , set F(x n ) = DA T (I -P Q )ADx n , (.) transforms into the algorithm in []
Then the GSFP reduces to the extended split feasibility prob-
An algorithm with variable projection metric
The algorithms above can speed the convergence of CQ algorithm, but the stepsize and preconditioner are fixed. In this subsection, we extend the results in [] and construct an iterative scheme with variable stepsize and preconditioner D n from one iteration to the next. As a key role, D n will change arbitrarily or following some rules to achieve the convergence progress and better results. Let D n andD n be two symmetric positive definite matrices for n = , , , . . . . Denote by P C and P Q the projections onto C and Q with respect to the norm · D n and · D n , respectively. Let χ be a set of symmetric positive definite matrices, we have the following algorithm. http://www.journalofinequalitiesandapplications.com/content/2014/1/435 Algorithm . Choose ∀x  ∈ H  such that g(x  ) ∈ C, and let x n ∈ H  such that g(x n ) ∈ C; for ∀D n ∈ χ , we compute x n+ such that 
then we select
Theorem . If = ∅, then the sequence {x n } generated by Algorithm . converges to the solution of GSFP (.).
Proof To obtain variable D n at each iteration and keep the convergence of Algorithm ., d n must be a descending behavior for n = , , , . . . . We first show that
Indeed if (.) is not true, we have lim n→∞ d n > , then D n must have changed a finite number of times, we set that this number is κ ∈ N . Therefore, let x * ∈ be a solution of GSFP, refer to (.) and for n > κ, we have
Then, following the proof of Theorem ., we also get By using (.) and (iii), for the nth iteration, we have
where γ n L D n > . Then from (.) and (.) we know that
By virtue of (.), we also have
This means that at least a subsequence of {g(x n )} n∈N converges to a solution of g(x) ∈ . Similar to the argumentation of accumulation in the proof of Theorem ., we know that {x n } converges to a solution of GSFP.
Some methods for execution
In Algorithms . and ., there still exists difficulty to implement the projections P C and P Q with respect to the defined norms, especially when C and Q are general closed convex sets. According to the relaxed method in [, , ], we consider the above algorithm in which the closed convex subsets C and Q are the following particular formula:
where c : H  → R and q : H  → R are convex functions. C n and Q n are given as
Here, we also replace P C and P Q by P C n and P Q n . However, in this paper, take Algorithm . for example, the projections are with respect to the norms corresponding to G n andD n , we should use the following methods to calculate them. For ∀z ∈ H  and ∀y ∈ H  ,
z, o t h e r w i s e and
y, o t h e r w i s e . http://www.journalofinequalitiesandapplications.com/content/2014/1/435
, letx ∈ H  be an accumulation of {x n } n∈N . From the proof above, it is easy to deduce that
Therefore, g(x) ∈ C ⊆ C n , Ag(x) ∈ Q ⊆ Q n , with the projections P C n and P Q n ,x is a solution of GSFP.
Next, we present a new approximation method to estimate γ n and D n in Algorithm .. If = ∅, for ∀x * ∈ and n ≥ , such that 
. . , n}, the variable stepsize is approximated by
Numerical results
We consider the following problem from [] in a finite dimensional Hilbert space:
A M×N is a random matrix where every element of A is in (, ) satisfying = ∅. Let x  be a random vector in H  where every element of x  is in (, ).
We set x n+ -x n ≤ ε as the stop rule, and let N = , M = , g = I,D n = I, for n ≥ . Using the methods in Section ., we compare Algorithm . with the relaxed CQ algorithm (RCQ) in [] , with different ε and initial values. The results can be seen in Table  . We see that the proposed methods in this paper behave better.
Concluding remarks
In this paper, we have discussed a new general split feasibility problem, which is related to the general variational inequalities involving a co-coercive operator. By using the G-norm http://www.journalofinequalitiesandapplications.com/content/2014/1/435 
