Abstract. In this paper, we propose a new ratio statistic to test mean change point in long memory time series. We derive the test statistic converges to a non-degenerate distribution under the null hypothesis and that it diverges to infinity under the alternative of a change-point with constant height. Furthermore, we estimate the long memory parameters and approximate the critical values of the statistic by the Sieve Bootstrap method. We show the size and power properties of our test through numerical simulations and the performance is inspiring. Finally, we illustrate the effectiveness of this method through a set of actual data.
Introduction
In recent years, people have studied the data of unemployment rate, exchange rate, stock price and inflation rate. It is found that there is a common phenomenon in economic time series, that is, although the dependence of long-range observations is small, it cannot be ignored. Its autocorrelation function decreases slowly according to the double curvature. This phenomenon is called the long memory process.
Testing for a change point in the mean of a long memory time series is an important problem in many literatures. Horvath and Kokoszka [1] studied the test and estimation problem of the changepoint in the mean of the long-range dependent time series. Shao [2] proposed a simple testing procedure to test for a change point in the mean of a long memory time series. Betken [3] by means of a self-normalized Wilcoxon test method to test for change-point in the mean of a long memory time series and obtained good test results.
Nowadays, the Bootstrap method has become more and more popular in econometrics and statistical inference. In this article, we use the Sieve Bootstrap method to approximate the critical values of the test statistic and estimate the long memory parameters. The systematic introduction of the Bootstrap method should be attributed to the American statistician Efron [4] . The advantage of the Bootstrap method is that there is no need to make assumptions about the overall distribution. All it must do is refactor the sample and keep calculating the estimates. Sieve Bootstrap method was first proposed by Buhlmann [5] . Poskitt [6] studied the theoretical properties of the Sieve Bootstrap method. And Chen et al. [7, 8] also applied the Sieve Bootstrap method to long memory time series.
Model and Assumption
Consider the following (0, , 0) ARFIMA d model, (1 ) , 1, 2, ,
Where L is the lag operator, t  is an independent identically distributed random variable with mean 0 and variance 2  , where
, refers to the long memory parameter, n is the sample size.
In this section, we consider the following hypothesis testing problems. The hypothesis of no change-point in the mean is formulated as
The alternative is then formulated as 
Riemann sum is defined as follows:
When the values of () n J  is greater than the critical value, the null hypothesis 0 H is rejected and we can think there is a change point in the mean of the sequence.
Asymptotic Properties
In this section, we discuss the asymptotic properties of the above statistics.
Theorem 2.1 Under the hypothesis of no change in the mean, when n →， the limit distribution of the statistic () n J  is as follows. (
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The statistic will converge to a degenerate distribution, which is not listed here for simplicity. When under 0 :0 H  = ， The application of the continuous mapping theorem can get the following formula. 
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We get the empirical level and the empirical power through 2000 cycles. All simulations are implemented in the R programming language. Table 2 shows us the empirical power of the ratio statistic and the results of the Shao's test statistic at the test level of 0.05. The simulations of the empirical power confirm that the rejection rates become higher when the sample size or Δ increases. We note that the test tends to have less power as 0 d becomes large. This seems natural since when 0 d increases, the variance of the series increases. Moreover, when the location of the change point in front of and in the middle of the testing region (i.e. 12 [ , ]
 ), it tends to have a large empirical power. When 0.8,  = the power is minimum. Comparing the results of the Shao's test statistic, in most cases, the empirical power of () n J  is mostly higher than the power of Shao's test statistic.
Case Analysis
This section uses a set of data to illustrate the effectiveness of the test method. Consider this question to determine whether there is any sign of global warming compared to the past. From Figure 1 , we can see there is a mean change point in the middle of the sequence. For this we apply this set of data to the statistic. The value of () 
Summary
In practice, 0 d is usually unknown, but can be replaced by its consistent estimate. In this paper, the Sieve Bootstrap method is very popular in estimating d and determine the critical values of the statistic. The simulation results show the size and power performance is encouraging. And the empirical power has improved compared with another method.
