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The standard Klein paradox describes how an incoming electron scatters off a supercritical electrostatic barrier
that is so strong that it can generate electron-positron pairs. This fermionic system has been widely discussed
in textbooks to illustrate some of the discrepancies between quantum mechanical and quantum field theoretical
descriptions for the pair creation process. We compare the fermionic dynamics with that of the corresponding
bosonic system. We point out that the direct counterpart of the Pauli exclusion principle (the central mechanism
to resolve the fermionic Klein paradox) is stimulated emission, which leads to the resolution of the analogous
bosonic paradox.
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In 1927 the Swedish scientist Oskar Klein [1] analyzed
the quantum-mechanical solution of the Dirac equation for
an incoming electron that scatters off a one-dimensional
electrostatic barrier of height V . He observed a nonvanishing
transmission if this height exceeds twice the rest mass energy
of the electron (V > 2 mc2), even for incoming energies E that
are far below the potential height, E < V . This classically
forbidden nonvanishing transmission has been dubbed the
“Klein paradox.” Two types of approaches have been used
to investigate this paradox [2–12]. The first group analyzed
the dynamics in purely quantum-mechanical terms, which
cannot predict any of the pair creation that is unavoidably
associated with the supercritical barrier by itself. The second
approach used quantum field theory, which correctly describes
the pair-creation process, but the effect of the incoming
electron on the pair-creation process was not included. A
complete description has to be quantum field theoretical and
must include the incoming particle as well as the pair-creation
process at the barrier.
Numerical solutions to quantum field theory were used to
study the interaction of the pair-creation process at the barrier
with an incoming electron with full space-time resolution
[10,11]. In agreement with earlier predictions, it was shown
that the incoming electron suppresses the pair-creation process
during the time it is being (completely) reflected at the barrier.
The incoming electron occupies states that are therefore no
longer available for the pair-creation process. As a result of
this Pauli blocking, the reflected electron gets entangled with
the pair-creation process such that it cannot be described by
a single-particle wave function. The suppression due to Pauli
blocking is in contradiction to statements that the incoming
electron can “knock-out” a positron under the barrier [4] or
that the incoming electron “stimulates” [7] the pair-creation
process.
While a wide number of articles have examined the Klein
paradox in its historical fermionic context, an analogous
analysis within the context of a bosonic system with space-
time resolution has found less attention [5,13]. There are
several reasons for this. First, the threshold with regard to
the electric field strength to break down the fermionic vacuum
is easier to reach than that for the bosonic system. Second,
an analysis would require the analysis of the Klein-Gordon
equation, which is second-order in time and therefore leads to
a non-Hamiltonian framework.
Due to the absence of the Pauli exclusion principle in a
system that is quantized by operators satisfying commutator
(and not anticommutator) relationships, one could expect the
boson-antiboson pair-creation process at the barrier remains
unaffected by an incoming boson. Below we will outline a
theoretical framework for such an analysis and show analyt-
ically as well as numerically with space-time resolution that
the incoming boson enhances the pair-creation process at the
barrier, in a fashion similar to the stimulated emission of light
from an excited atom [14]. Even though the Pauli exclusion
principle and stimulated emission are usually discussed as
completely independent concepts, we argue that they seem to
be direct counterpart of each other.
While the Lorentz invariance for a fermionic system leads
to the Dirac equation, the corresponding invariance for a
system with zero spin leads to the Klein-Gordon equation.
In order to have a formalism that is similar to that of the Dirac
equation, we use the Feshbach-Villars representation [15], in
which a general quantum-mechanical state is described by
a two-component vector φ(z, t) = φ1φ2 . In atomic units, the
Klein-Gordon Hamiltonian takes the form
h = (σ3 + iσ2)p2/2 + σ3c2 + V (z), (1)
where p is the momentum and c (= 137 a.u.) is the
speed of light. To represent the barrier we use the Sauter
[16] potential V (z) = V [1 + tanh(z/W )]/2, where W is the
spatial extent of the corresponding force and V the potential
strength. The usual 2 × 2 Pauli matrices are denoted by
σ1 ≡ 0 11 0 ,σ2 ≡ 0 −ii 0 , andσ3 ≡ 1 00 −1. The Klein-Gordon
Hamiltonian [15,17] is pseudo-Hermitian (h† = σ3hσ3) and
consequently the total charge density
∫
dzρ(z, t) is conserved,
where ρ(z, t) ≡ φ†σ3φ = |φ1(z, t)|2 − |φ2(z, t)|2. In contrast,
under the Dirac Hamiltonian [18] the corresponding density,
|φ1(z, t)|2 + |φ2(z, t)|2, is always positive.
Even though pair creation needs to be described by quantum
field theory, the quantum mechanical transmission coefficient
T plays an important role for this process. Using a uniform
approach for the Dirac as well as the Klein-Gordon systems,
we can define the transmission coefficient as the ratio of the
transmitted to the incoming current density, T ≡ jtrans/jinc,
and similarly the reflection coefficient as R ≡ −jrefl/jinc.
The minus sign guarantees a positive coefficient R, as the
reflected current always points in the opposite direction of
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the incoming current. As a result we always have R + T =
1, independent of the direction or charge of the incoming
particle and independent of whether the system is fermionic or
bosonic or whether the potential is sub- or supercritical [19].
As found by Klein, in the supercritical regime (V > 2c2)
the transmission coefficient does not vanish for incoming
energies c2 < E < V − c2. In this case, T (E) is positive
because the time evolution is unitary and the density ρ(z, t) is
always positive and 0 < T (E) < 1. However, the supercritical
Klein-Gordon potential leads to a sign change of the charge
density under the barrier relative to the incoming density, and
as a result the transmission coefficient is negative and even
unbounded from below, −∞ < T (E) < 0. In this case the
amount of the area under the reflected wave packet can be
larger than unity (R > 1) such that R + T = 1 is still valid.
For a space-time-resolved comparison of the quantum me-
chanical Dirac and Klein-Gordon wave packet dynamics, see
Ref. [20].
In the case of the Sauter potential, the transmission
coefficient for the supercritical case can be obtained ana-
lytically [16],T = {cosh[π (p − q)W ] − cosh[π (p + q)W ]}/
(cosh{π [(WV/c)2 − 1]1/2} + cosh[π (p − q)W ]), where p ≡√(E2 − c4)/c is the momentum of the incoming particle
of energy E and q is the momentum the particle takes
under the barrier q ≡ √[(E − V )2 − c4]/c. For W → 0, the
transmission coefficient simplifies to T = −4pq/(p − q)2,
which can diverge if E = V/2 such that p = q.
Despite the fact that the Dirac and Klein-Gordon transmis-
sion coefficients differ in sign and by their range of values,
one can show [20–23] that for both systems, in the absence of
any incoming particle, the pair-creation rate γ (the number of
created pairs per unit time) at the barrier is directly given by
the universal form γ = ∫ dE|T (E)|/(2π ), where the energy
integral extends from E = c2 to E = V − c2. We point out,
however, that our data disagree with Refs. [2,4] that derived
a negative transmission coefficient for the Dirac system and
also Ref. [8] that used a positive transmission coefficient for
the Klein-Gordon system.
In order to examine the combination of the incoming
boson with the pair-creation process, we have to use quantum
field theory and calculate the time evolution of the bosonic
quantum field operator ˆ. The evolution of this operator
[4,22,24] can be obtained from either the Schro¨dinger-like
equation, i∂ ˆ(t)/∂t = h ˆ(t), or the Heisenberg equation,
i∂ ˆ(t)/∂t = [ ˆ, ˆH ]. The corresponding quantum field the-
oretical Hamiltonian ˆH can be obtained from its quantum
mechanical limiting case h via ˆH = ˆ† σ3 h ˆ.
The field ˆ can be expanded in terms of creation and anni-
hilation operators, ˆ(t) = p ˆbp|p(t)〉 + n ˆd†n|n(t)〉, which
commute, [ ˆbp, ˆb†p′ ] = δp,p′ and [ ˆdn, ˆd†n′ ] = δn,n′ . The initial
states |p〉 and |n〉 can be chosen as the quantum mechanical
energy eigenstates of the force-free (V = 0) Hamiltonian h
with positive and negative energy. The time-evolved states
|p(t)〉 = exp[−iht]|p〉 and |n(t)〉 = exp[−iht]|n〉 can be ob-
tained numerically on a space-time lattice grid using fast
Fourier transform–based split-operator techniques [25–29]. A
similar but more efficient approach has been developed by
Ruf et al. [30] to study the quantum mechanical version of
the Klein paradox based on the Klein-Gordon equation in two
spatial dimensions.
We assume that the incoming boson has a positive charge
and its initial quantum field theoretical state is a superposition
of single-particle states with momentum p, ‖
(t = 0)〉〉 =
pCp ˆb
†
p ‖0〉〉. We use the double bars to distinguish (second-
quantized) quantum field states (such as the vacuum ‖0〉〉) from
quantum mechanical states, such as |p〉 or |n〉. We choose
Gaussian expansion coefficients Cp such that the correspond-
ing initial spatial density ρ+(z) = 〈z|〈〈
‖ ˆ†+σ3 ˆ+ ‖
〉〉|z〉
is localized to the left of the barrier. Here the subscript +
denotes the positive frequency part [24] of the operator ˆ,
defined by the projection ˆ+(t) = p|p〉〈p|σ3 ˆ(t). If we
insert the solution for ˆ(t) in terms of the solutions |p(t)〉
and |n(t)〉 into these definitions, we obtain after some lengthy
algebra
ρ+(z, t)
= p1p2p3p4Cp2C∗p4〈p1|σ3|p2(t)〉〈p3|σ3|p4(t)〉∗
× (〈z|p1〉σ3〈z|p3〉∗) + p1p2n〈p1|σ3|n(t)〉
× 〈p2|σ3|n(t)〉∗(〈z|p1〉σ3〈z|p2〉∗) (2a)
ρ−(z, t)
= p1n1p2n2Cp1C∗p2〈n1|σ3|p1(t)〉〈n2|σ3|p2(t)〉∗
× (〈z|n1〉σ3〈z|n2〉∗) + n1n2p〈n1|σ3|p(t)〉
× 〈n2|σ3|p(t)〉∗(〈z|n1〉σ3〈z|n2〉∗). (2b)
The expression for the antiboson ρ−(z, t) can be obtained
similarly from the charge conjugated negative frequency part,
defined as ˆ−(t) = n|Cn〉〈Cn|σ3C ˆ(t), with the charge
conjugation operator C = σ1K , where K is the complex
conjugation operator.
Let us now give a specific numerical example. The charge
density of the incoming boson ρ0(z) is shown in Fig. 1 by the
dotted line. It has an initial width z0 = 8 × 10−3 a.u., it is
localized at z0 = −0.4 a.u., and it has an incoming velocity
of v = 0.92c corresponding to an energy of E = 2.5c2. The
barrier is centered at z = 0 with a strength V = 5c2 and a
spatial width of W = 0.9/c.
To better judge the impact of the incoming boson on the
pair-creation process, we show by the dashed line in the figure
the spatial charge density of the created bosons in the absence
of any incoming particle. We have assumed that the barrier
was turned on at time t = 0 and graph the density at time
t = 4.86 × 10−3 a.u. As the left edge (wave front) can evolve
with the maximum speed c, it can move at most to position
z = ct (≈ − 0.66 a.u). The total number of created bosons is
given by the area of the density, which amounts to 14.74. We
will discuss the growth of the number of pairs as a function
of time below. The corresponding density of the negatively
charged antibosons (evolving to the right under the barrier
and not shown in the figure) is the mirror image of the boson
density.
The graph for z > 0 represents the negative charge density
ρ−(z) of the created antibosons in the presence of the incoming
boson. The peak at z ≈ 0.2 a.u. is due to the temporary
enhancement of the pair-creation process around the time
t = z0/v (≈3.2 × 10−3 a.u.) when the incoming boson reflects
at the barrier. The area of the peak itself is 0.42, leading to
the total number of created antibosons N− = 14.74 + 0.42 =
15.16. The shape of this pair-creation enhancement peak is
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FIG. 1. The final charge distribution of the bosons ρ+(z, t) for
z < 0 and antibosons ρ−(z, t) for 0 < z at time t = 4.86 × 10−3 a.u.
as created by a supercritical potential step V = 5c2 in the presence
of an incoming boson. The dotted line is the initial distribution
of the incoming boson, ρ0(z). The numbers N± indicate the areas
under the two densities. For comparison, the dashed line for z < 0
shows the density created at the barrier in the absence of any incoming
boson with an area of 14.74. [numerical lattice with 6000 temporal
(t = 9.73 × 10−7 a.u.) and 2048 spatial (z = 1.37 × 10−3 a.u.)
grid points, initial incoming wave packet has a spatial width z0 =
8 × 10−3 a.u. and energy E = 2.5c2, the potential barrier has a width
W = 6.57 × 10−3 a.u.]
identical to the spatial profile of the transmitted quantum
mechanical wave function in the absence of any pair creation.
The area is therefore identical to the transmission coefficient
for the incoming energy. Using the above expression derived
by Sauter for the specific parameters (V = 5c2, W = 0.9/c,
E = V/2), the numerical value of the transmission coefficient
at the central energy of the incoming packet T (E) (= −0.437),
closely matches the negative area of the transmitted wave
packet portion. As the transmission coefficient T (E) has no
lower bound the amount of enhancement can be arbitrarily
large. For example, for a vanishing width of the barrier,W = 0,
we obtain T (E = V/2) = −∞, which suggests the possibility
of, at least in principle, an infinite enhancement. If the potential
force could be maintained this divergent behavior might be
observable. However, it is presently not known whether to use
external potentials with arbitrarily small widths W in quantum
field theory is still a valid approximation. We believe that
there is no analogous phenomenon in traditional stimulated
emission because the number of generated photons is limited
by the number of excited atoms. As a photon is identical to its
own antiparticle the distinction between bosons and antibosons
is also absent.
The final density of the created bosons ρ+(z, t) has a similar
peak; however, its area reflects the enhancement (0.42) as
well as the reflected boson (1.0) such that the total number
of bosons on the left side of the barrier is 14.74 + 0.42 +
1 = 16.16. We note that the area of the reflected portion of
the corresponding quantum mechanical calculation is R(E =
V/2) = 1.437. The spatial shape of the peak has developed
an interesting asymmetric form. This steepening of the wave
front is a purely relativistic effect as the packet’s spreading
speed at the front edge is limited by c [31,32].
Let us finish this note by analyzing the temporal growth of
the total number of created particle pairs. By integrating over
the spatial densities obtained in Eq. (2), we can calculate the
total number of bosons N+(t) =
∫
dzρ+(z, t) and antibosons
N−(t) = −
∫
dzρ−(z, t). Equivalently, we can also use the
time-evolved state ‖
(t)〉〉 to determine the total number of
pairs. If we switch from the Schro¨dinger to the Heisenberg
representation, the time evolution can be expressed by the
field operator, leading to
N+(t) =
∫
dz〈z|〈〈
|| ˆ†+(t)σ3 ˆ+(t)||
〉〉|z〉. (3)
We can insert the time evolution for ˆ+(t) = p′[p ˆbp
〈p′|σ3p(t)〉 + n ˆb†n〈p′|σ3n(t)〉]|p′〉 and correspondingly for
ˆ
†
+(t) into Eq. (3) and we obtain after a lengthy calculation
N+(t) = 1 + n,p|〈n|σ3p(t)〉|2 + n|pCp〈n|σ3p(t)〉|2 (4)
and N−(t) = N+(t) − 1. At each time they differ by unity
reflecting the presence of the incoming boson. Note that∫
dz[ρ+(z, t) + ρ−(z, t)] represents the total charge and re-
mains unity for the entire evolution; also the total number
of pairs N (t) is equal to N−(t). The second term in Eq. (4)
is the number of particles that would have been created if
there were no incoming boson and the state were initially
the vacuum, ‖
(0)〉〉 = ‖0〉〉; in other words, it describes the
number of pairs that are created at the barrier independent of
any incoming particle. In a previous work [22] it was shown
that in the long-time limit n,p|〈n|σ3p(t)〉|2 = γ t , where γ is
directly related to the transmission coefficient as shown above
for the Dirac as well as Klein-Gordon systems. The third term
in Eq. (4) amounts to a correction of the total number of pairs
due to the incoming particle. The plus sign indicates that the
incoming boson enhances the pair creation at the barrier [5].
We note that the corresponding derivation for the Dirac
system leads to formally identical expressions [10,11] (except
there is no σ3); however, the sign in front of the third term
is negative, reflecting the suppressive effect associated with
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FIG. 2. The total number of created boson pairs N (t) as a function
of time during the time interval when the incoming boson reflects at
the boundary. For comparison, the dashed line is the number in the
absence of any incoming boson. (All parameters as in Fig. 1.)
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the Pauli exclusion principle. This striking similarity between
both expressions shows that the (fermionic) Pauli exclusion
principle and the (bosonic) stimulated emission effect are
directly analogous to each other.
Except during a short time interval associated with the
sudden turn-on of the potential, the number of created bosons
grows linearly. N (t) increases during the time interval in which
the incoming boson interacts with the pair-creation process,
and once the boson is completely reflected at the barrier the
growth rate returns to its “unenhanced” linear growth. In Fig. 2
we show N (t) as a function of time during the time interval
[centered around t≈3.2 × 10−3 a.u.] when the wave packet
reflects from the barrier. The duration of the interval is directly
proportional to the spatial width of the incoming boson. As
we discussed above, this rate can be obtained directly from
the energy integral over the transmission coefficient and for
our parameters we obtain γ = 3040.96, which is in excellent
agreement with the numerical value of 3040 found via the
slope of the data. Also the effective off-set of 0.42 is close to
T (E).
In summary, we have shown that the bosonic Klein-
paradox can be explained in terms of stimulated emission. The
quantum mechanical description of the fermionic and bosonic
systems in terms of the Dirac and Klein-Gordon equations
are substantially different in several ways. The Dirac theory
is unitary leading to positive definite densities and bounded
transmission coefficients (0 < T < 1). The Klein-Gordon
theory is pseudounitary, the charge density changes its sign as
it is partially transmitted and the transmission coefficient has
no lower bound (−∞ < T < 0). The quantum field theoretical
description, however, leads to a very similar formalism, except
with different signs, identifying the Pauli exclusion principle
and stimulated emission as direct dual mechanisms of each
other.
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