Conventional automatic speech recognition (ASR) often neglects the spectral phase information in its front-end and feature extraction stages. The aim of this paper is to show the impact that enhancement of the noisy spectral phase has on ASR accuracy when dealing with speech signals corrupted with additive noise. Apart from proof-of-concept experiments using clean spectral phase, we also present a phase enhancement method as a phase-aware front-end and modified group delay as a phaseaware feature extractor, and the combination thereof. In experiments, we demonstrate the improved performance for each individual component and their combination, compared to the conventional phase-unaware Mel Frequency Cepstral Coefficients (MFCCs)-based ASR. We observe that the estimated phase information used in the front-end or feature extraction component improves the ASR word accuracy rate (WAR) by 20.98 % absolute for noise corrupted speech (averaged over SNRs ranging from 0 to 20 dB).
Introduction
The phase spectrum is known to be a controversial topic. Several early studies point out the unimportance [1] and importance [2] [3] [4] of spectral phase information from a perceptual viewpoint. Several more recent studies reported positive impact of spectral phase in different speech processing applications including speech enhancement [5] [6] [7] [8] , speech intelligibility prediction [9, 10] and ASR [11] (see [12, 13] for an overview). Conventional automatic speech recognition (ASR) systems often rely solely on the magnitude spectrum and are built upon short-time amplitude-derived features [14] . The common practice is to discard the spectral phase information and feed ASR with features derived from the power spectrum. However, in the last two decades plenty proposals have been made to apply some sort of phase-aware signal processing for ASR. These studies can be divided into two categories: front-end (Fr) signal processing and feature extraction (Fx), as shown in Figure 1 . In front-end processing, phase-aware (PA) enhancement-schemes are applied to noisy speech. As some examples, we refer to complex spectral subtraction [15] This work was supported by the Austrian Science Fund (FWF) under the project numbers P28070-N33 and P25803-N15 and the LEAD Project funded by Graz University of Technology. , and both combined compared to conventional phase-unaware MFCC-based ASR (top). We define PE as phase enhancement and PA as an acronym for phase-awareness.
and phase-sensitive filters (PSF) learned by deep neural network (DNN) [16] . Furthermore, there have been several studies that used group delay and modified group delay (MODGD) as features for ASR, obtaining good results [11, 17] . Group delay (GD) features show robust performance in noise [18] and are capable to represent the speech formants at a high resolution [19] . Inspired by the convincing results regarding phaseaware signal processing in the front-end [15, 16] or feature extraction [17, 20, 21] of ASR, we present a systematic study, addressing two questions: 1) can phase enhancement (PE) contribute to improved ASR results when combined with the noisy spectral magnitude for signal reconstruction ( Figure 1 : Fr (PA)) 2) encouraged by improved ASR reported for phase aware features (e.g. MODGD), is it possible to benefit from a phaseenhancement used in combination with phase aware features ( Figure 1 : Fr (PA)+Fx (PA)).
Related Work

Feature Extraction
The possibility of applying short-time phase spectrum for ASR was studied by Alsteris et al. [11, 22] . Group delay features have been successfully used in the literature for improved ASR performance. As some examples for GD features we refer to model-based [21] and modified GD (MODGD) [17] . In all these studies it has been reported that phase-aware features contribute to improved ASR performance. More recently Loweimi et al. [23] showed that the conventional source-filter model leads to some loss of information regarding the vocal tract, which is known to be useful for ASR. In order to capture the temporal evolution of the vocal tract and the excitation (both are helpful for ASR), a blind deconvolution of speech, based on phase only processing, was proposed. An improved ASR performance up to 8.5% word accuracy rate (WAR) compared to MFCC features was reported.
Front-end Processing
Schlüter and Ney combined MFCCs and features purely based on phase information and reported a relative improvement of up to 25 % word error rate (WER) [24] . Golik et al. [25] trained convolutional neural networks (CNNs) with raw time signals to learn acoustic models which is in contrast to conventional feature extraction relying on a filterbank and some energy feature extraction. The CNN is capable of learning the critical band energy filters distributed non-linearly similar to a Mel filterbank.
Using raw time signals together with CNNs, a WER comparable to MFCC-based ASR was achieved. The position of the learned filters in time is distributed uniformly within the context [20] . This is in contrast to the MFCC-based features, where the position of the filters in time is bounded to the center of the stacked samples of the signal. As these time offsets or shifts are only represented by the phase spectrum, the authors concluded that a neural network is capable of learning different filters at different segments of the signal. By providing raw time signals to a neural network, the acoustic models can learn non-stationary patterns with a reduced loss of information in comparison to processing used in common feature extraction. Kleinschmidt et al. [15] reinforced complex spectral subtraction and showed improved ASR for scenarios in which the clean phase is available. Finally, a DNN was presented with a PSF where the cosine of phase difference between the spectral clean phase and noisy phase was taken into account [16] . The PSF was used as the mapping function to be learned by the DNN. Improved automatic speech recognition performance was reported for PSF compared to phase-insensitive mask functions (e.g., Wiener filter).
Phase-only Speech Enhancement
Proposed Phase Estimator
In this work, we propose a phase estimator as a front-end processor of the noise corrupted speech. We formulate the estimator in the short time Fourier transform (STFT) domain, starting from the following signal model under the assumption of additive noise
where Y (k, l) denotes the noisy speech coefficients with absolute value R(k, l) and phase ϑ(k, l) and D(k, l) is the noise STFT coefficient at frequency bin k and frame index l, respectively. The clean speech coefficients X(k, l) consist of absolute value A(k, l) and phase α(k, l). We obtain the corresponding time domain signals by applying the inverse short time Fourier transform (iSTFT(·)). For the sake of notational simplicity we drop the frequency index k and the frame index l wherever possible. Similar to [26] we formulate a maximum a posteriori (MAP) criterion under the assumption that the true spectral phase follows a von Mises distribution around a prior phase estimate denoted by αµ. However, in contrast to [26] , here, we consider the noisy STFT phase directly rather than the phase of one sinusoid in noise. The von Mises distribution of a phase α is characterized by its mean value αµ and its concentration parameter κ. The mean value αµ could be obtained from any phase-estimator, e.g. [27] (for an overview see [6] ). The corresponding probability density function (pdf) is given by
where Iν (·) denotes the modified Bessel function of the first kind and order ν. Further, if we assume the real and imaginary parts of the noise coefficients to be independently Gaussian distributed with zero mean and variance
, the pdf of the noisy observation Y conditioned on the clean speech coefficient is given by
In the following, we seek to maximize the posterior probability p (A, α|Y ). However, since we do not have access to the true values of A and α by employing Bayes' theorem and assuming independency of amplitude and phase we obtain
By taking the derivative of the logarithm of the posterior and setting it to zero we obtain the MAP phase estimateαMAP.
Since the parameters of the von Mises distribution, κ and αµ, are not known a priori, they need to be estimated from the noisy observation, explained in the following. We assume the noise phase to be zero-mean. Under this assumption we obtain the parameters κ and αµ of the von Mises distribution by calculating the sample mean of consecutive coefficients which is given as follows [28] 
where lVM is the frame index resulting from the frameshift SVM used to obtain the von Mises parameters. L is the set of frames around the center frame lVM for which we assume the speech signal to be stationary and |L| denotes the number of frames l within the set L. The mean phase estimate is given
and the maximum likelihood estimate of the concentration parameter κ(k, lVM) is obtained via the mean resultant length |z(k, lVM)|, i.e.,
(8) There exist several approximations of f −1 (·) [28] .
Signal Reconstruction
Plugging (8) and (7) into (5) yields the MAP phase estimate, which is used to reconstruct the time domain phase enhanced signal given bŷ
In order to evaluate the upper performance bounds due to the front-end processing unit we also consider a clean phase scenario, determined by the following synthesis equation:
4. Experiments
Experimental Setup
For our experiments we used the GRID corpus [29] as speech material due to its simple pattern grammar. We downsampled all utterances from 16 kHz to 8 kHz so that the audio material has a higher similarity to telephone audio. The STFT framelength of the phase estimator is 32 ms which corresponds to 256 samples at a sampling rate of fs = 8 kHz. In order to avoid phase jumps from one frame to the next, we set SVM = 1 sample, yielding |L| = 256 frames. As analysis window we select Hamming, which is a typical choice in speech enhancement. Since in a practical scenario we do not know the clean spectral amplitude A in (5), we estimate it using the STSA-MMSE estimator proposed in [30] together with the minimum statistics noise power spectral density (PSD) estimator proposed in [31] . The corresponding implementation was taken from [32] . We chose the frameshift of the amplitude estimator with S = 16 ms · fs. In order to have a consistent frame setup, we reduce the number of frames of the von Mises parameters followingκ(k, l) =κVM(k, S · (l − 1) + 1) and αµ(k, l) =αµ,VM(k, S · (l − 1) + 1). We split the GRID corpus into training, development and test set in exactly the same way as it was proposed for the CHiME 2 challenge (Track 1) [33] , i.e. the training set comprises 500 utterances of each of the 34 speakers (18 male, 16 female). The development set and test set contain 600 utterances of every speaker. For the test set -not for the training and development set -we mixed all utterances with two different noise types, namely, train noise and babble noise (representing both, stationary and non-stationary noise types), both taken from the AURORA 2 database [34] . For each utterance and noise type we produced five noisy versions with SNRs ranging from 0 dB to 20 dB SNR in 5 dB steps. In contrast to the second CHiME challenge we refrain from presenting results for 25 dB and 30 dB SNR due to insignificant differences between any processing methods we applied. It is unproblematic to reuse the same noise signal for all utterances in the test set since we only trained on clean audio data. While speech material and composition of our audio material is identical to the second CHiME challenge, the noisy audio files used for testing are not.
Automatic Speech Recognition
For the experiments performed in this paper we used the ASR baseline system released for the CHiME 2 [33] challenge which is based on the HTK toolkit [35] . In order to verify that our findings also hold for a more modern ASR system, we also performed experiments with a second ASR system based on the Kaldi toolkit [36] . Both systems extract either 13 MFCCs or [17, 37] as well as their delta and acceleration coefficients yielding 39 features in total. The Kaldibased system employs a hybrid DNN architecture. The input features are subject to a series of transformations which have proved to be effective in noisy environments: cepstral mean and variance normalization, linear discriminant analysis, maximum likelihood linear transform, and feature-space maximum likelihood linear regression. The acoustic model is a 8-layer DNN-HMM that is generatively pre-trained using a deep belief network. Each hidden layer contains 1024 neurons. The DNN uses state-level alignments from a GMM-HMM acoustic model which features speaker adaptive training. The DNN is then trained by 4 iterations of sequence-discriminative training employing a state-level minimum Bayes risk criterion. Both ASR systems are evaluated in accordance to the CHiME 2 challenge: Of the seven words in each utterance, only the recognition of letters and digits is relevant for calculating the word accuracy rate.
Cepstral Distance as a Proof of Concept
Our first experiment deals with the question if the enhancement of a noise corrupted signal's spectral phase impacts the extracted features towards their clean pendant. We utilize the clean phase signal obtained from (10) to compare its extracted features with those obtained from the noisy signal (unprocessed). In order to make the enhancement's influence on the features more visible, we calculate the cepstral distance (CD). The CD between the feature vector under test and the corresponding clean feature vector is calculated for both feature types. It is defined as the l2-norm of the difference of the corresponding feature vectors. Figure 2 illustrates the impact of phase enhancement on a speech signal corrupted with white noise at an SNR of 0 dB.
In (e) we picture the magnitude enhancement due to the clean phase (10) . The spectral structure of the clean speech signal (a) is partially reconstructed in the enhanced spectrogram (e) while this structure is lost in the spectrogram of the noisy speech (c). Similar observations can be made by examining the modified group delay plots in the right column of Figure 2 (b,d,f) . The lower panels show the progression of the CD for MFCC (g) and MODGD (h) features over time. It is apparent that the CD related to clean phase features is in both cases distinctly lower than the CD related to the noisy features. The clean phase signal (10) is more similar to the clean signal than the noisy signal (unprocessed) in terms of CD.
Speech Recognition Results
For the evaluation of the front-end stage we consider three scenarios:
1. Noisy signal: No enhancement is performed 2. Clean phase signal: Noisy spectral amplitude combined with clean phase,xCP, as defined in (10) 3. Phase enhanced signal: Noisy spectral amplitude combined with enhanced phase,xPE, as defined in (9) These scenarios are combined with the described feature extraction stages. The left hand side panels of Figure 3 show the recognition results obtained with the HMM/GMM system. The upper panel shows the WAR for babble noise dependent on the SNR. The enhancement improves the MFCC baseline by 5.76% on average. Although utilizing the MODGD features for the noisy signal leads to a degraded WAR compared to MFCC features, the phase-enhancement boosts the performance of the MODGDs on average by 14.18% which is 2.32% higher than for the MFCC case using the enhancement front-end (PE). The results using the DNN system (Right hand side Panels of Figure  3 ) show higher overall WAR due to the different feature processing steps and a more powerful acoustic model compared to the HMM/GMM system (see 4.2). The noisy MODGD outperforms the MFCC baseline and the achievable absolute performance gain due to the phase enhancement is similar for MFCCs and MODGD. The ASR performance benefits most from the phase processing for stationary train noise. On average, 20.98% absolute improvement is achieved for the GMM/HMM system when employing both phase enhancement and phase-aware features. The combination of phase enhancement and phase-aware features also leads to significant improvements in WAR for nonstationary babble noise. However, due the speech-like nature of babble noise, phase estimation is considerably more difficult and hence phase-enhancement lead to smaller improvements in comparison to train noise. In comparison to MFCCs, the phaseaware MODGD features improve the WAR for noisy signals by 8.17%, for phase-enhanced signals by 4.33% and for clean phase signals by 0.58% absolute at an SNR of 0 dB babble noise when using the DNN system. We therefore conclude on the two research questions posed in this work.
• Phase-aware front-end processing contributes positively to the performance of conventional MFCC-based ASR.
• An increased performance gain is achievable by combining phase-aware front-end processing with a phaseaware feature extractor.
Conclusion
This paper addressed the question how an automatic speech recognition system is affected by phase-aware processing at the front-end and feature extraction stages. For feature extraction we considered MFCCs and modified group delay features as phase-unaware and phase-aware possibilities, respectively. We showed that an estimate of the clean phase combined with the noisy amplitude contributes beneficially to ASR. Throughout various experiments it was revealed that incorporating phase information at front-end or feature extraction stages yields improved ASR performance. A combination of phase-aware frontend and feature extraction showed a large absolute improvement of up to 20.98% WAR compared to the baseline MFCCbased ASR results. The remaining gap between the proposed scheme and the clean phase scenario motivates for further research in the direction of applying phase-aware signal processing for ASR.
