Abstract-In this paper, we develop verifiable sufficient conditions and computable performance bounds of -minimization based sparse recovery algorithms in both the noise-free and noisy cases. We define a family of quality measures for arbitrary sensing matrices as a set of optimization problems, and design polynomial-time algorithms with theoretical global convergence guarantees to compute these quality measures. The proposed algorithms solve a series of second-order cone programs, or linear programs. We derive performance bounds on the recovery errors in terms of these quality measures. We also analytically demonstrate that the developed quality measures are non-degenerate for a large class of random sensing matrices, as long as the number of measurements is relatively large. Numerical experiments show that, compared with the restricted isometry based performance bounds, our error bounds apply to a wider range of problems and are tighter, when the sparsity levels of the signals are relatively low.
I. INTRODUCTION

S
PARSE signal recovery (particularly compressive sensing) has revolutionized the way we think of signal sampling [1] . It goes far beyond sampling and has also been applied to areas as diverse as medical imaging, remote sensing, radar, sensor arrays, image processing, computer vision, and so on. Mathematically, sparse signal recovery aims to reconstruct a sparse signal, namely a signal with only a few non-zero components, from usually noisy linear measurements: where is the sparse signal, is the measurement vector, is the sensing/measurement matrix, and is the noise. A theoretically justified way to exploit the sparseness in recovering is to minimize its norm under certain constraints [2] .
In this paper, we investigate the problem of using the norm as a performance criterion for sparse signal recovery via minimization. Although the norm has been used as the performance criterion by the majority of published research in sparse signal recovery, the adoption of the norm is well justified. Other popular performance criteria, such as the and norms of the error vectors, can all be expressed in terms of the norm in a tight and non-trivial manner. More importantly, the norm of the error vector has a direct connection with the support recovery problem. To see this, assuming we know a priori the minimal non-zero absolute value of the components of the sparse signal, then controlling the norm within half of that value would guarantee exact recovery of the support. Support recovery is arguably one of the most important and challenging problems in sparse signal recovery. In practical applications, the support is usually physically more significant than the component values. For example, in radar imaging using sparse signal recovery, the sparsity constraints are usually imposed on the discretized time-frequency domain. The distance and velocity of a target have a direct correspondence to the support of the sparse signal. In this example, a priori knowledge of the minimal non-zero magnitude of the target is a realistic assumption. The magnitudes determined by coefficients of reflection are of less physical significance [3] - [5] . Refer to [6] for more discussions on sparse support recovery.
Another, perhaps more important, reason to use the norm as a performance criterion is the computability of the resulting performance bounds. A general strategy to study the performance of sparse signal recovery is to define a measure of the quality of the sensing matrix, and then derive performance bounds in terms of the quality measure. The most well-known quality measure is the restricted isometry constant (RIC) [7] . Upper bounds on the and norms of the error vectors for various recovery algorithms have been expressed in terms of the RIC. Unfortunately, it is NP-hard to compute the RIC. The only known sensing matrices with nice RICs are certain types of random matrices [8] . Many other types of conditions guaranteeing exact or approximate sparse recovery were proposed in the literature [9] - [11] , however, except for the mutual coherence, which typically leads to very loose performance bounds, none of these conditions can be verified efficiently.
By using the norm as a performance criterion, we develop a framework in which a family of quality measures for the sensing matrices can be computed exactly in polynomialtime. We achieve the computability by sacrificing the tightness of the error bounds. In applications where strict performance guarantee is preferable, such as radar and sensor arrays, these loose bounds provide more meaningful guidance in practice than bounds that are not computable at all. The computability further justifies the connection of the norm with the support recovery problem, since for the connection described in the previous paragraph to be practically useful, we must be able to compute the error bounds on the norm. The verifiability and computability therefore open doors for wide applications. In many practical applications of sparse signal recovery, e.g., radar imaging [12] , sensor arrays [13] , DNA microarrays [14] , and MRI [15] , it is beneficial to know the performance of the sensing system before implementation and taking measurements.
We now preview our contributions. First of all, we use the norm as a performance criterion for sparse signal recovery and establish its connections with other performance criteria. We define a family of quality measures of the sensing matrix, and use them to derive performance bounds on the norm of the recovery error vector. Performance bounds using other norms are expressed using the norm. Although there are sporadic previous work that derives error bound using the norm [16] , our systematic treatment identifies its fundamental role in establishing computable performance bounds. Secondly, we develop polynomial-time algorithms to efficiently compute the quality measures for given sensing matrices by solving a series of second-order cone programs or linear programs, depending on the specific quality measure being computed. As a by-product, we obtain a fast algorithm to verify the sufficient condition guaranteeing exact sparse recovery via minimization. The verifiable sufficient condition is generally much weaker than those based on mutual coherence. Finally, we show that the quality measures are non-degenerate for subgaussian and isotropic random sensing matrices as long as the number of measurements is relatively large, a result parallel to but worse than that of the RIC for random matrices.
Several attempts have been made to verify the Null Space Property (NSP) [17] and compute the RIC [2] , [7] . Since both problems are NP-hard [18] , [19] , researchers use relaxation techniques to obtain an approximate solution. Examples include semi-definite programming relaxation [20] , [21] and linear programming relaxation [8] . To the best of the authors' knowledge, the algorithms of [8] and [21] represent state-of-the-art techniques in verifying the sufficient condition of unique recovery. In this paper, we directly address the computability of the performance bounds. More explicitly, we define the quality measures as the optimal values of some optimization problems and design efficient algorithms with theoretical convergence guarantees to solve the optimization problems. An algorithm to verify a sufficient condition for exact recovery is obtained as a by-product. Our implementation of the algorithm performs orders of magnitude faster than the state-of-the-art techniques in [8] and [21] , consumes much less memory, and produces comparable results.
The paper is organized as follows. In Section II, we introduce notations, and present the measurement model, three convex relaxation algorithms, and the sufficient and necessary condition for exact recovery. In Section III, we derive performance bounds on the norms of the recovery errors for several convex relaxation algorithms. In Section IV, we design algorithms to verify a sufficient condition for exact recovery in the noise-free case, and to compute the quality measures of arbitrarily given sensing matrices. Section V is devoted to the probabilistic analysis of our performance measures. We evaluate the algorithms' performance in Section VI. Section VII summarizes our conclusions.
II. NOTATIONS, MEASUREMENT MODEL, AND RECOVERY ALGORITHMS
In this section, we introduce notations and the measurement model, and review sparse recovery algorithms based on minimization.
For any vector , the norm is the summation of the absolute values of the (absolutely) largest components of . In particular, the norm and the norm . The classical inner product in is denoted by , and the (or Euclidean) norm is . We use to denote a general norm. The support of , , is the index set of the non-zero components of . The size of the support, usually denoted by the "norm"
, is the sparsity level of . Signals of sparsity level at most are called sparse signals. If is an index set, then is the cardinality of , and is the vector formed by the components of with indices in .
We use , , , and to denote respectively the th canonical basis vector, the zero column vector, the zero matrix, and the column vector with all ones.
Suppose is a -sparse signal. In this paper, we observe through the following linear model: (2) where is the measurement/sensing matrix, is the measurement vector, and is noise.
Many algorithms have been proposed to recover from by exploiting the sparseness of . We focus on three algorithms based on minimization: the Basis Pursuit Denoising [22] , the Dantzig selector [23] , and the LASSO estimator [24] .
Here is a regularization parameter, and is a measure of the noise level. All three optimization problems have efficient implementations.
In the noise-free case where , all three algorithms reduce to (6) which is the relaxation of the NP hard minimization problem: (7) A minimal requirement on minimization algorithms is the uniqueness and exactness of the solution , i.e., . The sufficient and necessary condition for exact recovery for any sparse signal is given by the null space condition [25] - [27] ( 8) where is the kernel of , and is an index set. Given the sensing matrix , the null space condition (8) imposes a bound on the level of sparsity below which exact recovery via minimization is possible. Expressed in terms of , the necessary and sufficient condition becomes (9) The approaches in [8] and [21] for verifying the sufficient condition (9) are based on relaxing the following optimization problem in various ways:
Clearly, is necessary and sufficient for exact recovery for sparse signals. Unfortunately, the direct computation of (10) for general is difficult: it is the maximization of a norm (convex function) over a polyhedron (convex set) [28] . In [8] , in a very rough sense was computed by solving linear programs: (11) where is the th canonical basis in . This, together with the observation that , yields an efficient algorithm to verify a sufficient condition for (9) . However, in [29] , we found that the primal-dual method of computing by solving linear programs (12) gives rise to an algorithm orders of magnitude faster. In the next section, we will see how the computation of arises naturally in the context of performance evaluation.
III. PERFORMANCE BOUNDS ON THE NORMS OF THE RECOVERY ERRORS
In this section, we derive performance bounds on the norms of the error vectors. We first establish a theorem characterizing the error vectors for the recovery algorithms, whose proof is given in Appendix VIII-A Proposition 1: Suppose in (2) is -sparse and the noise satisfies , , and , for the Basis Pursuit Denoising, the Dantzig selector, and the LASSO estimator, respectively. Define as the error vector for any of the three recovery algorithms (3), (4) (16) i.e., a thresholding operator recovers the signal support.
We define the following quality measures for a sensing matrix : Definition 1: For any real number and matrix , define (17) where is either or . Now we present the error bounds on the norm of the error vectors for the Basis Pursuit Denoising, the Dantzig selector, and the LASSO estimator.
Theorem 1: Under the assumption of Proposition 1, we have (18) for the Basis Pursuit Denoising,
for the Dantzig selector, and
for the LASSO estimator. Proof: Observe that for the Basis Pursuit Denoising (21) and similarly,
for the LASSO estimator. The conclusions of Theorem 1 follow from (14) and Definition 1.
In this work we design algorithms to compute and in polynomial time. These algorithms provide a way to numerically assess the performance of the Basis Pursuit Denoising, the Dantzig selector, and the LASSO estimator using the bounds given in Theorem 1. According to Corollary 1, the correct support can be recovered by thresholding.
In Section V, we demonstrate that the bounds in Theorem 1 are non-trivial for a large class of random sensing matrices, but they are not as tight as the RIC based bounds asymptotically. We sacrifice the tightness to get the computability. Nevertheless, numerical simulations in Section VI show that in many cases the error bounds on the norms based on Corollary 1 and Theorem 1 are smaller than the RIC based bounds. We expect the bounds on the norms in Theorem 1 are even better, as we do not need the relaxation in Corollary 1.
We note that a prerequisite for the error bounds to be valid is the positiveness of . We call the validation of the verification problem. Note that from Theorem 1, implies the exact recovery of the true signal in the noise-free case. Therefore, verifying is equivalent to verifying a sufficient condition for exact recovery.
IV. VERIFICATION AND COMPUTATION OF
In this section, we present algorithms for the verification and computation of . We will present a general algorithm and specialize it when necessary. For this purpose, we use to denote either or , and use to denote a general norm.
A. Verification of
Verifying amounts to making sure for all such that . Equivalently, we compute (24) Therefore, implies the positiveness of . We rewrite the optimization problem in (24) as (25) which is solved by solving linear programs: (26) Using standard Lagrangian analysis, we show in Appendix VIII-B that the dual problem (up to a sign change) for the th linear program in (26) is (27) where is the th canonical basis vector.
For general or , computing using (26) requires solving linear programs. However, if consists of row sampled from a Hadamard matrix, then the linear programs return the same optimal value. Hence, solving one linear program suffices to compute . More explicitly, we have the following corollary, whose proof is similar to the argument in Appendix B of [30] and is omitted here.
Corollary 2: If the rows of are sampled from the rows of a Hadamard matrix, then the optimal values of (28) are equal for all .
We solve each linear program in (26) using the primal-dual algorithm expounded in Chapter 11 of [31] , which gives a more efficient implementation than the one solving its dual (27) in [8] . This method is also used to implement the MAGIC for sparse signal recovery [32] . Due to the equivalence of and , we solve (25) for and avoid . The former involves solving linear programs of smaller size. In practice, we replace with an orthogonal basis matrix for its row space obtained from the economy-size QR decomposition of . As a dual of (27) , (26) (and hence (25) and (24)) shares the same limitation as (27) 
B. Computation of
Now we turn to the computation of . The optimization problem is the following: (30) Motivated by the simple fact that , we define
The following proposition characterize the relationship of and .
Proposition 3:
Proof: Since , we have (33) and (34) which imply that for all (35) Therefore, we get one direction of the inequality:
To prove the other direction of the inequality, suppose achieves , and for index . Then we have the chain of equalities:
Combination of (36) and (37) proves the proposition.
The significance of Proposition 3 lies in that can be computed in polynomial time by solving (39) as long as the norm and its gradient can be computed in polynomial time. In particular, the optimization problem (39) can be reformulated as a linear program when and , and as a quadratic program when . By adopting an equivalent formulation of (39), we summarize the developments so far into the following theorem Theorem 2: The quantity is the minimum of the objective values of the following optimizations:
(40) Here we have used to denote the th column of and to denote the rest columns of . Formulation (40) states that measures how well one could approximate using a sparse combination of the rest columns of . We note the pairwise correlation , which collectively defines the mutual coherence, measures how well one could approximate using . Taking into account multiple columns of in the approximation allows us to get tighter error bound using than that using mutual coherence. Similar to Corollary 2, for submatrices of a Hadamard matrix, we only need to solve one optimization in (40):
Corollary 3: If the rows of are sampled from the rows of a Hadamard matrix, then the optimal values of (39) are equal for all .
V. PROBABILISTIC BEHAVIOR OF
In this section, we get a sense of the tightness of the error bounds based on by deriving concentration inequalities for random sensing matrices.
We first introduce a quantity defined in [29] that is easier to analyze and can be connected to . We define the -constrained minimal singular value ( -CMSV) as follows:
Definition 2: For any and matrix , define the -constrained minimal singular value (abbreviated as -CMSV) of by (41) Despite the seeming resemblance of the definitions between , especially , and , the difference in the norm and the norm has important implications. As shown in Theorem 2, the norm enables efficient computation of . On the other hand, the -CMSV yields tight performance bounds at least for a large class of random sensing matrices, as we will see in Theorem 3.
However, there are some interesting connections among these quantities, as shown in the following proposition. These connections allow us to analyze the probabilistic behavior of using the results for established in [29] . (46) where the first inequality is due to , and the second inequality is because the minimization is taken over a larger set.
As a consequence of the theorem we established in [29] and include below, we derive a condition on the number of measurements to get bounded away from zero with high probability for sensing matrices with i.i.d. subgaussian and isotropic rows. Note that a random vector is called isotropic and subgaussian with constant if and hold for any . Theorem 3: [29] : Let the rows of the scaled sensing matrix be i.i.d. subgaussian and isotropic random vectors with numerical constant . Then there exist constants and such that for any and satisfying (47) we have Sensing matrices with i.i.d. subgaussian and isotropic rows include the Gaussian ensemble, and the Bernoulli ensemble, as well as matrices with rows sampled according to the normalized volume measure on various convex symmetric bodies, for example, the unit balls of for [33] . In (53) and (54), the extra in the lower bound of would contribute an factor in the bounds of Theorem 1. It plays the same role as the extra factor in the error bounds for the Dantzig selector and the LASSO estimator in terms of the RIC and the -CMSV [23] , [29] . The measurement bound (50) implies that the algorithms for verifying and for computing work for at least up to the order . The order is complementary to the upper bound in Proposition 2. Note that Theorem 3 implies that the following program: (55) verifies the sufficient condition for exact recovery for up to the order , at least for subgaussian and isotropic random sensing matrices. Unfortunately, this program is NP hard and hence not tractable.
VI. NUMERICAL EXPERIMENTS
In this section, we numerically assess the performance of (40) in computing and the tightness of bounds in Theorem 1. The numerical implementation and performance of (24) were previously reported in [29] and hence are omitted here.
When and , the optimizations in (40) are solved using linear programs and second-order cone programs, respectively. The linear programs are implemented using the primaldual algorithm outlined in Chapter 11 of [31] . The algorithm finds the optimal solution by solving the Karush-Kuhn-Tucker condition using linearization. The major computation is spent in solving linear systems of equations with positive definite coefficient matrices. When , we rewrite (40) as quadratic programs. We use the log-barrier algorithm described in Chapter 11 of [31] to solve (40). Interested readers are encouraged to refer to [32] for a concise exposition of the general primal-dual and log-barrier algorithms and implementation details for similar linear programs and second-order cone programs.
We test the algorithms on Bernoulli, Gaussian, and Hadamard matrices of different sizes. The entries of Bernoulli and Gaussian matrices are randomly generated from the classical Bernoulli distribution with equal probability and the standard Gaussian distribution, respectively. For Hadamard matrices, first a square Hadamard matrix of size ( is a power of 2) is generated, then its rows are randomly permuted and its first rows are taken as an sensing matrix. All matrices are normalized to have columns of unit length.
We compare our recovery error bounds based on with those based on the RIC. Combining Corollary 1 and Theorem 1, we have for the Basis Pursuit Denoising for the Basis Pursuit Denoising, assuming [7] , and (59) for the Dantzig selector, assuming [23] . Without loss of generality, we set and . The RIC is approximated using Monte Carlo simulations. More explicitly, for , we randomly take 1000 sub-matrices of of size , compute the maximal and minimal singular values and , and approximate using the maximum of among all sampled sub-matrices. Obviously, the approximated RIC is always smaller than or equal to the exact RIC. As a consequence, the performance bounds based on the exact RIC are worse than those based on the approximated RIC. Therefore, in cases where our based bounds are better (tighter, smaller) than the approximated RIC bounds, they are even better than the exact RIC bounds.
In Tables I, II , and III, we compare the error bounds (56) and (58) for the Basis Pursuit Denoising algorithm. In the tables, we also include computed by (25) , and , i.e., the maximal sparsity level such that the sufficient and necessary condition (8) holds. The number of measurements is taken We next compare the error bounds (57) and (59) for the Dantzig selector. For the Bernoulli and Gaussian matrices, our bounds work for wider ranges of pairs and are tighter in all tested cases. For the Hadamard matrices, the RIC bounds are better, starting from or 6. We expect that this indicates a general trend, namely, when is relatively small, the based bounds are better, while when is large, the RIC bounds are tighter. This was suggested by the probabilistic analysis of in Section V. The reason is that when is relatively small, both the relaxation on the sufficient and necessary V  COMPARISON OF THE  BASED BOUNDS AND THE RIC BASED BOUNDS ON   THE   NORMS OF THE ERRORS OF THE DANTZIG SELECTOR ALGORITHM FOR  THE HADAMARD MATRIX USED IN TABLE II   TABLE VI  COMPARISON OF THE  BASED BOUNDS AND THE RIC BASED BOUNDS ON   THE   NORMS OF THE ERRORS OF THE DANTZIG SELECTOR ALGORITHM FOR  THE GAUSSIAN MATRIX USED IN TABLE III condition (8) and the relaxation are sufficiently tight.
In the last set of experiments, we compare the tightness of performance bound (56) and those based on mutual coherence:
for Hadamard sensing matrices with and varying . We observe that the based bound is tighter and applies to a wider range of pairs.
VII. CONCLUSIONS
In this paper, we analyzed the performance of sparse signal recovery algorithms using the norm of the errors as a performance criterion. We expressed other popular performance criteria in terms of the norm. A family of quality measures of the sensing matrices was defined using optimization procedures. We used these quality measures to derive upper bounds on the norms of the reconstruction errors for the Basis Pursuit Denoising, the Dantzig selector, and the LASSO estimator. Polynomial-time algorithms with established convergence properties were implemented to efficiently solve the optimization procedures defining the quality measures. We expect that these quality measures will be useful in comparing different sensing systems and recovery algorithms, as well as in designing optimal sensing matrices. In future work, we will use these computable performance bounds to optimally design space sample trajectories for MRI and to optimally design transmitting waveforms for compressive sensing radar.
APPENDIX PROOFS
A. Proof of Proposition 1
Proof of Proposition 1: Suppose and . Define the error vector . For any vector and any index set , we use to represent the vector whose elements are those of indicated by .
We first deal with the Basis Pursuit Denoising and the Dantzig selector. As observed by Candés in [7] , the fact that is the minimum among all s satisfying the constraints in (3) and (4), together with the fact that the true signal satisfies the constraints as required by the conditions imposed on the noise in Proposition 1, imply that cannot be very large. To see this, note that (61) Therefore, we obtain , which leads to
We now turn to the LASSO estimator (5) . We use the proof technique in [34] (see also [35] 
B. Derivation of the Dual Problem
For completeness, we derive the dual problem of the th optimization in (26) (64) is where is the vector of Lagrange multipliers. Therefore, the dual objective function is Therefore, the dual problem is
