We consider stable representations of non-Dynkin quivers with respect to a central charge. On one condition the existence of a stable representation with self-extensions implies the existence of infinitely many stables without self-extensions. In this case the phases of the stable representations approach one or two limit points. In particular, the phases are not dense in two arcs.
Introduction
We study stable representations of acyclic quivers 1 with respect to a central charge. Our main tool is the categorical mutation method developed in [1, 2] as mathematical counterpart to the mutation method in physics based on Seiberg duality [3] . The BPS states of some supersymmetric quantum field theories can be identified with stable representations of quivers with potential [4, 5] . In [3] the authors use the mutation method to calculate the stable representations for a given central charge based on physical arguments. Their work suggests in the presence of a stable higher spin state there are infinitely many stable representations approaching an accumulation ray, i.e. a central charge occupied by an infinite set of states. We consider the case of acyclic quivers, i.e. the superpotential W is trivial (W = 0). The higher spin states correspond to representations of the quiver with self-extensions (see section 3.1 of [6] ). Thus we are lead to study the stable representations of a quiver Q in the presence of a stable representation V with Ext 1 Q (V,V ) = 0. Another motivation is the study of the generalized Kronecker quiver in [17] . We need the following condition on the central charge: the stable modules without self-extensions have a unique phase, i.e. all other stable modules have a different phase. We call such a central charge rigid. Non-isomorphic stable modules with self-extensions can have the same phase and this will happen alle the time. We have the following result which is basically Proposition 3.2 in the case of the category of finite-dimensional left kQ-modules mod − kQ where kQ is the path algebra of an acyclic quiver Q: 
(V ). The stable objects with phases in these intervals have no self-extensions.
In the case of an Euclidean quiver there are infinitely many stable postprojective respectively preinjective stable indecomposables approaching the ray Z(V ) for the stable module V with self-extensions from right respectively left (Prop. 4.1). The situation for a wild quiver is more complicated. The infinitely many exceptional modules described in Theorem 1.1 can contain infinitely many regular modules. The wild case is considered in Proposition 5.2. In section 2 we review Bridgeland stability conditions on triangulated categories which underlies the categorical mutation method. The latter is introduced in detail in section 3. In section 4 we enlarge upon Theorem 1.1 for Euclidean quivers and in section 5 for wild quivers.
3. if φ 1 > φ 2 and A j ∈ P(φ j ), then Hom D (A 1 , A 2 ) = 0; 4. for 0 = E ∈ D, there is a finite sequence of real numbers φ 1 > · · · > φ n and a collection of triangles
with A j ∈ P(φ j ) for all j.
We recall some results of [12] . The subcategory P(φ ) is Abelian and its nonzero objects are said to be semistable of phase φ for a stability condition σ = (Z, P).
We call its simple objects stable. The objects A i in Definition 2.1 are called semistable factors of E with respect to σ . For any interval I ⊂ R we define P(I) to be the extension-closed subcategory of D generated by the subcategories P(φ ) for φ ∈ I. The full subcategory P(> φ ) is a bounded t-structure in D with heart P((φ , φ + 1]). A stability condition is locally-finite if there exists some ε > 0 such that for all φ ∈ R each quasi-Abelian subcategory P((φ − ε, φ + ε)) is of finite length. In this case the subcategory P(φ ) is of finite length. We denote by Stab(D) the set of locally-finite stability conditions. It is a topological space.
Definition 2.2.
A central charge (or stability function) on an Abelian category A is a group homomorphism Z : K(A ) → C such that for any nonzero E ∈ A , Z(E) lies in the upper halfplane
Every object E ∈ A has a phase 0 < φ (E) ≤ 1 such that
with r ∈ R >0 . We say a nonzero object E ∈ A is (semi)stable with respect to the central charge Z if every proper subobject 0
We will frequently use the following fact: If E 1 is semistable of phase φ 1 and E 2 is semistable of phase φ 2 with respect to a central charge on A , then
The central charge Z has the Harder-Narasimhan (HN) property if every nonzero object E ∈ A has a finite filtration
where the semistable factors
The next result and its proof are crucial for the following sections.
Proposition 2.1. [12] To give a stability condition on a triangulated category D is equivalent to giving a bounded t-structure on D and a central charge on its heart which has the Harder-Narasimhan property.
Proof. Given a heart A of a bounded t-structure on D and a central charge with HN property we define the subcategories P(φ ) to be the semistable objects of A of phase φ ∈ (0, 1] together with the zero-objects of D and continue by the rule P(φ + 1) = P(φ ) [1] . Conversely, given a stability condition σ = (Z, P) on a triangulated category D the full subcategory A = P((0, 1]) is the heart of a bounded t-structure on D. Identifying the Grothendieck groups K(A ) and K(D) the central charge Z : K(D) → C defines a central charge on A . The semistable objects of the categories P(φ ) are the semistable objects of A with respect to this central charge.
Definition 2.3.
A heart A ⊂ D of a t-structure of a triangulated category D is called algebraic if (i) all its objects have finite length, i.e. there are no infinite chains of inclusions or quotients for all objects of A , and (ii) there are only finitely many simple objects. We call a heart A ⊂ D rigid if all its simple objects S fulfill
The central charge on an algebraic heart has automatical the HN property. Thus Proposition 2.1 reduces the construction of stability conditions with algebraic heart A = P((0, 1]) to the definition of a central charge on A ⊂ D by choosing a complex number in H for every simple object. Let S 1 , . . . , S n be the simple objects of A . Then the subset Stab(A ) of Stab(D) consisting of stability conditions with heart A is isomorphic to H n .
Definition 2.4. [19] A torsion pair in an Abelian category A is a pair of full subcategories (T , F ) satisfying 2. every object E ∈ A fits into a short exact sequence
for some pair of objects T ∈ T and F ∈ F .
The objects of T are called torsion and the objects of F are called torsion-free.
Given a torsion pair in an heart of a bounded t-structure of a triangulated category D define new hearts of a bounded t-structure on D [13] . This construction is called tilting. The new hearts in this case after tilting are
Here H i (E) are the cohomology objects of E with espect to the initial bounded t-structure. For the details see [13] . 
Mutation method
In this section we review the categorical mutation method. Most results of this work are based on Proposition 3.2 proved in this section.
Definition 3.1. Let A ⊂ D be an algebraic heart of a bounded t-structure of D. We say we can tilt A indefinitely if the left-tilt L S (A ) at any simple object of A is again of finite length. The tilt of L S (A ) at any simple object of L S (A ) is again of finite length and so on.
Recall the notion of a central charge from the last section. Let A ⊂ D be an algebraic heart of a bounded t-structure of D. We assume we can tilt A indefinitely. We summarize the steps of the (categorical) mutation method:
1. Start with a stability condition in Stab(A ) and deform it within Stab(A ) by rotating the central charge
2. If the left-most simple object S leaves the upper half-plane tilt at this leftmost simple S. 
Deform within Stab(L S
(
Remark 3.1. The mutation method is similary defined for rotating the central charge clock-wise with right-tilts at the right-most simple objects.
Given a discrete central charge with finitely many stable objects the following theorem is the main result. We include a proof since we will use the same arguments to study stable objects for more general central charges in the next section. Proof. We repeat the mutation algorithm described above until we accomplish a rotation by π. Under the assumptions in the theorem this is possible. For the details see [1] . In the mutation method we always tilt at objects in A as can be seen as follows: The first tilt is at a simple object in A . Then the simple objects in the first tilted heart are in A or in A [−1]. Since we tilt at the left-most simple of a heart we tilt next at an object in A . This is because all objects in A [−1] will have a smaller phase than objects in A since we rotate counter-clockwise. We prove that the simple objects of the hearts appearing in the mutation method are in A or in A [−1] by induction: The simple objects of a tilted heart are in A or in A [−1]: Let us assume that a heart A ′ appearing in the mutation method is the left-tilt of A with respect to some torsion pair (T , F ) in A . Then the simple objects of
We tilt next at an object S ′ in A . Thus S ′ ∈ F and S ′ ⊂ F . By Lemma 3.2 in [14] the simple objects of the heart obtained by tilting A ′ at S ′ is the left-tilt of some torsion pair of A .
As long as a simple object of a heart appearing in the mutation method lies in A and thus its central charge lies in H we have not accomplished a rotation by π. All left-most simple objects of a heart appearing in the mutation method are stable objects in A . The phases of all other stable objects in A are smaller than the phase of the first left-most simple object S since we chose a discrete central charge. By the definition of the left-tilt at a simple object all stable objects except the left-most simple remain in the first tilt of A since there are no homomorphisms between S and the other stable objects. In the first tilted heart the phases of the stable objects of A are equal or smaller than the new left-most simple object. If the phase of a stable object of A is equal to this left-most simple they are the same since we chose a discrete central charge. Otherwise the stable object remains in the next tilted heart and so on. Since we rotate the central charge further and further every stable object of A has to appear as a left-most simple of a heart. Therefore we tilt in the mutation method at all stable objects of A . For every central charge, we tilt at all initial simple objects S 1 , . . ., S n since these are stable for any central charge.
Let k be an algebraically closed field. Let Q = (Q 0 , Q 1 ) be a finite connected quiver with set of vertices Q 0 and set of arrows Q 1 . We denote by kQ its path algebra, i.e. the algebra with basis given by all paths in Q and product given by composition of paths. Let mod − kQ be the category of finite-dimensional left modules over kQ and D b (mod − kQ) be its bounded derived category. Let kQ be the completion of kQ at the ideal generated by the arrows of Q. We consider the quotient of kQ by the subspace [ kQ, kQ] of all commutators. It has a basis given by the cyclic paths of Q (up to cyclic permutation). For each arrow a ∈ Q 1 the cyclic derivative is the linear map from the quotient to kQ which takes an equivalence class of a path p to the sum
is called a (super)potential if it does not involve cycles of length ≤ 2.
Definition 3.3. [8] Let (Q,W ) be a quiver Q with potential W . The Jacobi algebra J(Q,W ) is the quotient of kQ by the twosided ideal generated by the cyclic derivatives ∂ a W :
We denote the category of finite-dimensional right modules over J(Q,W ) by mod − J(Q,W ). Given a quiver with potential (Q,W ) we can define a differential graded algebra Γ = Γ((Q,W )), the Ginzburg algebra of (Q,W Proof. The stable objects appear as left-most simple objects of hearts of bounded t-structures in D f d (Γ) that are equivalent to the category of finite-dimensional modules over the Jacobi algebra of a quiver with potential (Q ′ ,W ′ ) (mutationequivalent to (Q,W )). This equivalence is induced by a k-linear triangle equiv-
The result follows from the fact that the simple objects of mod − J(Q ′ ,W ′ ) have the claimed properties.
In the setting of Theorem 3.2 there are finitely many stable objects and all come without self-extensions. Next we want allow infinitely many stable objects and stables with self-extensions. Proof. The assumptions imply that all simple objects have a unique phase. Thus there is a left-most simple and we can apply the mutation algorithm. We use the same arguments as in the proof of Theorem 3.1: We rotate counter clock-wise till the first left-most simple S just leaves the upper halfplane H. We end up in a heart A ′ given by the left tilt at S of A . All stable objects of A except S are objects of A ′ . In particular, the stable object V . There is an unique left-most simple without self-extensions in this heart that is a stable object in A and we can repeat the mutation algorithm. The object V with self-extensions can never be left-most by the assumptions. Therefore there must in every step of the mutation method lie a simple left-most on the left of the ray Z(V ) and we can repeat the procedure indefinitely.
Remark 3.2. mod − J(Q,W ) for a non-degenerate potential W is representationfinite if and only if Q is mutation-equivalent to a Dynkin
The same arguments applied to the mutation method with clock-wise rotation and right tilts show there are infinitely many stable objects right to the ray Z(V ).
For two hearts A 1 , A 2 with associated bounded t-structures F 1 , F 2 ⊂ D we say A 1 ≤ A 2 if and only if F 2 ⊂ F 1 .
Corollary 3.4. Under the conditions of Proposition 3.2 the Abelian category A has infinitely many torsion classes (T , F ) whose associated hearts
Proof. Given the heart A of a bounded t-structure G ⊂ D the t-structure is the extension-closed subcategory
By the proof of Theorem 3.1 every heart A ′ appearing in the mutation method is a left-tilt of the initial heart A at same torsion pair (T , F ) in A . We have F ⊂ A ′ and T ⊂ A ′ [1] . Since the torsion pair (T , F ) generates A we have A ′ ≤ A . Further F and T [−1] lie in the t-structure 
Stable representations of Euclidean quivers
Let k be an algebraically closed field and Q an acyclic quiver. In this and the next section we study the case that we have a central charge on mod − kQ with at least Let us first consider the Kronecker quiver
Let us denote by S 1 and S 2 the simple representations associated with the two vertices. If the phase of S 2 is greater than the phase of S 1 , the simples are the only stable objects. If the phase of S 1 is greater than the phase of S 2 the stable objects are precisely all postprojective and preinjective representations together with the representations in the P 1 k -family with dimension vector (1, 1):
with (λ 0 : λ 1 ) ∈ P 1 k . We see in this case there are infinitely many stable objects lying on a ray in the upper half plane. The phases of the postprojective and preinjective indecomposables approach this accumulation ray from right and left (see figure 1 ).
Let Q = (Q 0 , Q 1 ) be an acyclic quiver with head and tail map h,t : given by
For two modules X ,Y ∈ mod − kQ we have the important formula
To the Euler form associated is the Tits form, the quadratic form on ZQ 0
The radical of q is rad(q) = {x ∈ ZQ 0 |q(x) = 0}. In the case Q is Dynkin we have rad(q) = 0 since the Tits form is positive definite. For an Euclidean quiver, i.e. an acyclic quiver with underlying graph an extended Dynkin graph, we have rad(q) = Zδ for some δ ∈ ZQ 0 with δ i > 0 for all i ∈ Q 0 .
Let S 1 , . . . , S n be the simple modules of mod − kQ where n = #Q 0 , P(1), . . ., P(n) its projective covers and I (1) For an indecomposable module X that is not projective we have
Let Q be an Euclidean quiver. Then its set of roots is {x ∈ ZQ 0 |q(x) ≤ 1}. x ∈ ZQ 0 is a real root if q(x) = 1 and a imaginary root if q(x) = 0. The set of imaginary roots is {rδ |r ∈ Z \ {0}} where δ was described above.
The stable modules S in mod − kQ with respect to a central charge are indecomposable with Hom Q (S, S) = k. A module X with Hom Q (X , X ) = k is called a brick.
A brick is indecomposable. We call an indecomposable module X exceptional if Ext 1 Q (X , X ) = 0. An exceptional module is a brick.
Lemma 4.2. Let Q be an Euclidean quiver and X ∈ mod − kQ be a brick. If Ext
Proof. Let X be a brick with Ext 1 Q (X , X ) = 0. By formula (4.3) we have
since q Q is positive semi-definite for a Euclidean quiver Q. The other case follows similary.
The exceptional modules for the (generalized) Kronecker quiver are exactly the postprojective and preinjective modules. In general, there are exceptional modules in the regular component. [22] An example is the following representation of thẽ Proof. Let Q have n vertices. By consequence (3) in §9 of [23] for a regular module X which is a brick we have δ − dim X ∈ N n . Thus there are only finitely many classes α ∈ K(mod − kQ) with α = dim X for a regular brick X . Since dim X is a positive real root for an exceptional module X there is exactly one indecomposable module X with class dim X . This proves the lemma.
The next Lemma is the first result on the phases of stable representations of quivers. 
Since φ (X ) > φ (V ) and X and V are stable we have Hom Q (X ,V ) = 0. This is a contradiction. The claim for the stable preinjective indecomposable follows by similar arguments.
Let us consider the Kronecker quiver in the setting above again. All indecomposables in the familiy (4.2) are stable. Thus we have infinitely many stable modules X with dim X = δ = (1, 1) and Ext 1 Q (X , X ) = k. The postprojective respectively preinjective modules are the modules with dimension vectors (m, m+1) respectively (m + 1, m). These are precisely the exceptional modules of the Kronecker quiver. By Lemma (4.2) the dimension vectors of all stable modules with self-extensions are multiples of (1, 1) . We see that stable modules without selfextensions have a unique phase, i.e. all other stable modules have a different phase.
Since mod − kQ is an algebraic heart in D b (mod − kQ) we can apply the categorical mutation method from section 3 in this case for an Euclidean or more general for an acyclic quiver. Proof. The stable objects E ∈ P(φ ) for some φ ∈ R are the simple objects and thus indecomposable in the Abelian category P(φ ). Thus there are no idempotents except 0 and id in End P(φ ) (E) = End D b (mod−kQ) (E) and thus the σ -stable objects are indecomposable in D b (mod − kQ). Since mod − kQ is hereditary E is of the form E = E ′ [i] for some indecomposable E ′ ∈ mod − kQ and i ∈ Z. In particular, the stable object A is of the form A ′ [i] with A ′ indecomposable with
and Hom Q (A ′ , A ′ ) = k by the generalized Schur lemma [24] . Thus A ′ is a regular brick with dim A ′ = δ = (1, 1) , i.e. an element of the family (4.2). Note that by the 2. and 3. axiom of Definition 2.1 stable objects E and E[i] for i ∈ Z do not lie in the same subcategory P(φ ). By the discussion of the Kronecker quiver above follows that all stable objects in P((0, 1]) without self-extensions have a unique phase in (0, 1]. By Proposition 3.2 we have infinitely many stable objects without self-extensions in A approaching the ray Z(A) from left and right. From Lemma 3.15 in [17] follows that the phases of stable objects approach a unique limit point from the left and the right. These stable objects are of the form E ′ [i] for some indecomposable E ′ ∈ mod − kQ and i ∈ Z with Ext 1 Q (E ′ , E ′ ) = 0, i.e. E ′ is a preinjective or postprojective indecomposable. Therefore all or almost all stable objects approaching the ray Z(E) from the left/right must be of the form E ′ [i] with E ′ preinjective/postprojective indecomposable.
Let us consider mod − kQ for the Kronecker quiver (4.1) with central charge given by the phases φ (S 1 ) > φ (S 2 ). If we rotate the central charge a bit counterclockwise, the stable modules of mod − kQ are stable in the tilt A of mod − kQ at the simple S 1 again. Note that the right-most object is now S 1 [−1] where S 1 is injective. Proposition 4.2 is more general: It is a statement on hearts obtained from sequences of simple tilts from mod − kQ not necessary induced by a central charge.
Stable representations of wild quivers
An acyclic quiver Q is wild if it is neither of Dynkin nor of Euclidean type. An example is the generalized Kronecker quiver with l ≥ 3 arrows:
We define a central charge by choosing two complex numbers Z(S 1 ) = r 1 exp(iπφ 1 ) and Z(S 2 ) = r 2 exp(iπφ 2 ) with 0 < φ 2 < φ 1 < 1 for the simple modules S 1 , S 2 associated to the two vertices. By Lemma 3. In fact, all postprojectives and preinjectives are stable. Moreover, if we restrict to the field k = C, for any positive root α there is a semistable module X with dim X = α by Corollary 3.20 in [17] . This implies for any phase φ of an indecomposable module there is a stable module with this phase since the stable modules are the simple objects in the exact subcategory of semistable modules of phase φ . Therefore there is an arc where the phases of the stable (regular) modules are dense and outside we find the phases of the exceptional modules, i.e. the postprojective and preinjective modules. For stable representations of the generalized Kronecker quiver compare [29] . As another illustrative example let us consider the following quiver:
This quiver has the generalized Kronecker quiver with three arrows (or more generally with l ≥ 3 arrows) as a full subquiver. Let us choose the central charge given by three complex numbers Z(S 1 ), Z(S 2 ) and Z(S 3 ) in the upper halfplane H with phases φ (S 3 ) > φ (S 1 ) > φ (S 2 ). With respect to this central charge we have the stable representations induced by the stable representations of the 3-Kronecker quiver with central charge given by Z(S 1 ) and Z(S 2 ). Representations supported on the vertices 1, 2, 3 or 2, 3 are not stable. Thus the only stable representation not coming from the 3-Kronecker quiver is S 3 and this central charge is rigid. We call a module X sincere if each component of dim X is non-zero. Since there are only finitely many non-sincere postprojective or preinjective indecomposables as follows from Theorem 5.2 we have in mod − kQ (where k is a algebraically closed field) infinitely many non-sincere regular stable modules whose phases approach two limit points. Since every regular component contains only finitely many non-sincere modules (see Corollary 2.4 in chapter XVII of [28] ) at most finitely many of these stable modules lie in a regular component.
If we take the quiver 1
with subquiver given by the Kronecker quiver and again choose a central charge with φ (S 3 ) > φ (S 1 ) > φ (S 2 ) the infinitely many stable modules induced from the Kronecker quiver approach an unique limit point.
If we apply the mutation method of section 3 to a quiver Q the simple objects of the hearts appearing in the mutation algorithm lying in mod − kQ are indecomposable modules in mod − kQ. Thus they are postprojective, preinjective or regular. (ii) For any other eigenvalue µ ∈ Spec(Φ) we have |µ| < ρ(Φ). 
(ii) If X is preinjective or regular, then
Corollary 5.4. Let Q be a wild quiver and let X ∈ mod − kQ be an indecomposable module. Given a central charge Z :
Proof. Let X be postprojective or regular. Note first that Z(y − ) lies in the upper halfplane H since y − is a strictly positive vector. We consider the linear map of real vector spaces Z : Proof. By XVIII.2, 2.5 Corollary in [28] for all but finitely many modules X from C we have Hom Q (P, X ) = 0 for a postprojective module P and Hom Q (X , I) = 0 for a postprojective module I.
The following Proposition is the main result of this section: 
where X is a quasi-simple regular module in C (see chapter XVIII of [28] ). If the module τ m X is exceptional then the modules in its τ-orbit are exceptional. By Corollary 2.16 in chapter XVIII of [28] if X [i] is exceptional, then i ≤ #Q 0 − 2. Thus at most finitely many stable modules described in (i) lie in the regular component C .
