Abstract. Center manifold theory has been used in recent works to analyze small amplitude waves of different types in nonlinear (Hamiltonian) oscillator chains. This led to several existence results concerning traveling waves described by scalar advance-delay differential equations, pulsating traveling waves determined by systems of advance-delay differential equations, and time-periodic oscillations (including breathers) obtained as orbits of iterated maps in spaces of periodic functions. The Hamiltonian structure of the governing equations is not taken into account in the analysis, which heavily relies on the reversibility of the system. The present work aims at giving a pedagogical review on these topics. On the one hand, we give an overview of existing center manifold theorems for reversible infinite-dimensional differential equations and maps. We illustrate the theory on two different problems, namely the existence of breathers in Fermi-Pasta-Ulam lattices and the existence of traveling breathers (superposed on a small oscillatory tail) in semi-discrete KleinGordon equations.
Introduction
The seminal work of Fermi, Pasta and Ulam in 1955 [12] had a broad impact on the development of the theory of nonlinear lattices. The Fermi-PastaUlam (FPU) model consists of a chain of masses nonlinearly coupled to their nearest neighbors. For a general nearest-neighbors interaction potential V , the governing equations read
where we note x n the displacement of the nth mass with respect to an equilibrium position (in this version of the model the chain is of infinite extent).
The anharmonic interaction potential V satisfies V (0) = 0, V (0) = 1. System (6.1) is Hamiltonian, with total energy
In their numerical work (for finite chains with polynomial interaction potentials) Fermi et al surprisingly observed a near-recurrence of some initial conditions (corresponding to a low-frequency linear mode) instead of the expected thermalization of the system. The FPU-recurrences have been later understood with the discovery of the properties of solitons solutions of the Kortweg-de Vries (KdV) equation [2, 3, 4] . In parallel to the mathematical justification of the KdV-limit in the FPU lattice [5, 6, 7] , the mathematical theory of exact solitary waves in this system has been the object of important developments in the last 10 years [8, 9, 10, 11, 12, 13, 14, 15, 16] . In addition, Iooss [16] provides for the FPU system a precise description of the set of small amplitude traveling waves with near-sonic speed (both above and below the sound velocity). Traveling waves with velocity c are solutions of a scalar advance-delay differential equation, which is viewed as a (reversible) infinite-dimensional differential equation in the moving frame coordinate ξ = n − c t. Small amplitude solutions are determined by a "reduced" differential equation on an invariant local center manifold. If V (3) (0) = 0, the principal part of the reduced equation corresponds to a stationary KdV equation in the moving frame coordinate. This approach is not limited to solitary wave solutions, since in a given parameter regime all the small amplitude traveling waves of the FPU system lie on a finite-dimensional center manifold.
More generally, the center manifold reduction method has been used to analyze small amplitude traveling waves in different types of nonlinear lattices, e.g. for generalized discrete nonlinear Schrödinger equations in certain parameter regimes [17] . In this context, infinite-dimensional center manifold theory has been initially introduced by Iooss and Kirchgässner [18] to study small amplitude traveling waves in the Klein-Gordon (KG) lattice. The KG lattice consists of a chain of nonlinear oscillators in an anharmonic potential V , linearly coupled to their nearest neighbors. The equations of motion read
where γ > 0 determines the coupling strength, V (0) = 0, V (0) = 1. This system is Hamiltonian, with total energy
Subsequently, the analysis of traveling waves by Iooss and Kirchgässner has been extended to pulsating traveling waves by the present authors [19, 20, 21] . These solutions are searched to satisfy x n (t) = x n−p (t − T ), (6.4) where p ≥ 1 is a fixed integer and the propagation time T ∈ R * is taken as a parameter (traveling waves correspond to fixing p = 1 and c = 1/T in the above definition). Systems (6.3)-(6.4) is equivalent to a (reversible) p-dimensional system of coupled advance-delay differential equations for (x 1 , . . . , x p ). The center manifold theorem reduces systems (6.3)-(6.4) locally to a finite-dimensional ordinary differential equation on a center manifold, whose dimension depends on p and parameters γ, T .
In certain parameter regimes, this simplification allows one to show the existence of small amplitude traveling waves [18] and pulsating traveling waves [20] (for an even potential V ) in the form of nanopterons, a denomination introduced by Boyd [22] . Nanopterons consist in a single pulse (here a modulated plane wave whose envelope is spatially localized), superposed on a nondecaying oscillatory tail which is small with respect to the central pulse amplitude. For the KG system, fully localized solutions (i.e. solutions without an oscillatory tail) may exist for exceptional values of parameters (γ, T , parameters in the potential V ) but this situation in non-generic. In the small amplitude limit, nanopterons possess an exponentially small oscillatory tail with respect to the central pulse amplitude, and consequently they are very close to spatially localized solutions. However, nanopterons are solutions of infinite energy due to their nondecaying oscillatory tail. For the KG system and in the small amplitude regime, the central pulse of nanopterons can be approximated at leading order using the nonlinear Schrödinger (NLS) equation [23] . Figure 6 .1 shows a corresponding solution profile followed up numerically in the high amplitude regime.
Pulsating traveling waves of this type have been numerically computed by the present authors in [24] , and [25] treats the case of traveling waves. The existence of traveling kinks showing similar oscillatory tails is reported in several references (see, e.g. [26] ). Pulsating solitary waves in the FPU lattice are analyzed by Iooss and one of us (G.J.) in [27] , using the same center manifold reduction method. In addition to (subsonic) nanopterons close to the NLS limit, one proves the existence of supersonic solitary waves superposed on an (arbitrarily small) extended tail moving at subsonic speed.
The above mentionned applications of center manifold theory concerned reversible systems of advance-delay differential equations. In addition, the method has been extended by one of us (G.J.) to infinite-dimensional quasilinear maps in Hilbert spaces [28] . The center manifold theorem proved in this context can be used to study time-periodic oscillations in infinite oscillator chains. For example, the FPU system (6.1) can be viewed (after rescaling time) as an infinite-dimensional reversible map (x n , x n−1 ) → (x n+1 , x n ) in a space of 2π-periodic functions of t (one uses the fact that V is locally invertible). The oscillation frequency enters the map as a bifurcation parameter as time has been rescaled. Small amplitude orbits of the map lie on a finitedimensional center manifold, thereby being fully determined by the finitedimensional "reduced" mapping on the center manifold. The center manifold theorem for quasilinear maps has been subsequently applied to other nonlinear lattices, including diatomic FPU chains [32] and spin lattices [33] .
The center manifold dimension is determined by the number of resonant phonons in a given parameter regime. A phonon denotes a normal mode
. solution of the linearized equations of motion (Ω(k) being fixed by a dispersion relation). As one looks for solutions with frequency ω close to some value ω 0 , a phonon is said to be resonant (a shortcut for nearly-resonant) if Ω/ω 0 ∈ Z.
The reduction scheme described above allows one to prove for the FPU model (with hardening interaction potentials) the existence of small amplitude "breathers" bifurcating above the top of the phonon frequency band [29] (other types of proofs based on variational methods are also available [30, 31] ). A breather consists of a time-periodic solution of (6.1) (excluding equilibria) which is spatially localized, i.e. satisfies
for some constants c ± ∈ R. Near the top of the phonon band, the reduced mapping determines (roughly speaking) the first-order Fourier coefficient of relative displacements, and breather solutions correspond to orbits of the reduced mapping homoclinic to 0. Let us mention a connection between breather solutions and spatially localized pulsating traveling waves satisfying (6.4). Pulsating traveling waves can be seen as time-periodic oscillations in a frame moving at some constant velocity, and consequently spatially localized ones appear as breather solutions in this moving frame. Such solutions are commonly referred to as traveling breathers. Traveling breathers can be generated in certain systems by perturbing a breather solution in the direction of a "pinning mode" [25] . The expression "traveling breather" is also often used to denote nanopteron solutions, due to the fact that their spatially extended tail can be made exponentially small, which makes them very close to fully localized traveling breather solutions.
The aim of the present work is double. On the one hand, we present a review of [29] (Sects. 6.2.2 and 6.4.1) and [20] (Sects. 6.3.1 and 6.4.2), based on center manifold theory, which examine the existence of breathers and nanopterons in FPU and KG lattices respectively. Numerical computations from references [24, 34] are also presented to illustrate the mathematical results. On the other hand we give an overview of the general center manifold theorems which have been applied in this context, considering both infinitedimensional differential equations [35, 36] and quasilinear maps [28] . We only examine the aspects of the theory which are relevant to the above class of nonlinear lattices. In particular, related tools in semigroup theory as well as the center manifold theory for dissipative systems are not reviewed here.
Sect. 6.2 treats the center manifold reduction for maps. After recalling the finite-dimensional case (Sect. 6.2.1), we start by the description of an infinite-dimensional situation (time-periodic oscillations in the FPU lattice, Sect. 6.2.2). This illustration is aimed at making the general theory for quasilinear maps (Sect. 6.2.3) more accessible. Sect. 6.3 is concerned with the center manifold reduction for infinite-dimensional differential equations. We start by an example on advance-delay differential equations (pulsating traveling waves in the KG lattice, Sect. 6.3.1), and state the general center manifold theorem in Sect. 6.3.2. This version of the center manifold theorem in infinite dimensions concerns semilinear equations and is due to Vanderbauwhede and Iooss [36] . The quasilinear case has been treated by Mielke [35] . Section 6.4 focuses on applications of the theory, for the existence of breathers in FPU lattices (Sect. 6.4.1) and the existence of nanopterons in KG lattices (Sect. 6.4.2). The analysis consists in studying the dynamics of the related maps and flows on the center manifolds.
Center Manifold Reduction for Maps

Finite-Dimensional Case
We consider a nonlinear mapping in R
where L ∈ M N (R), μ ∈ R p is a parameter, and N is a smooth nonlinear map (C k in a neighborhood of 0 with k ≥ 2) satisfying N (0, 0) = 0, D u N (0, 0) = 0. An orbit of (6.6) is a sequence {u n } n∈Z in R N . For μ = 0 the mapping (6.6) admits u n = 0 as a fixed point.
In what follows we denote by a generalized eigenvector of L (corresponding to an eigenvalue λ) a nonzero element of the kernel of (L − λ I) n for some integer n ≥ 0 (a basis of generalized eigenvectors can be used to write the matrix L in Jordan form). One can split R N into invariant subspaces under L spanned by such generalized eigenvectors, each subspace corresponding to a single eigenvalue λ. More globally we shall note X c as the subspace of R N spanned by the (generalized) eigenvectors of L whose eigenvalues have modulus 1, and note X h the complementary subspace spanned by the other (generalized) eigenvectors. The subspaces X c and X h are denoted respectively as center and hyperbolic subspace. We assume X c , X h = {0}. The center manifold theorem states the following [37, 38, 39] .
has the following properties.
Properties (i) and (ii) are clearly true for N = 0 since the mapping is linear (then M μ = X c ), and the theorem states that they remain true locally in the nonlinear case. This result guarantees (for μ ≈ 0) that small amplitude solutions of (6.6) belong to an invariant manifold whose dimension (equal to dim X c ) is lower than N .
We now want to generalize this result for infinite-dimensional maps. The case when L + N (., μ) is C k in a Banach space X has been treated in [38, 39] . In a more general context, more recent results on local invariant manifolds for C k maps in Banach spaces can be found in references [40, 41] . Here we shall consider situations when the operator L is unbounded (theory developed in [28] ). We shall restrict the discussion to maps in Hilbert spaces, but the same theory could be carried out in Banach spaces (with some additional technicalities involved in the cut-off of nonlinear terms [36] ). The following section is aimed at motivating the theory.
Example in Infinite Dimensions
For a large class of infinite one-dimensional lattices, time-periodic oscillations can be viewed as solutions of an ill-posed recurrence relation on a loop space (i.e. a space of periodic functions), which can be locally analyzed using a center manifold reduction [28] . As an example, consider the FPU lattice (6.1). We look for time-periodic solutions of (6.1) having a given frequency ω. Since V is locally invertible, one can reformulate (6.1) using the force variable y n (t) = V (x n − x n−1 )(t/ω) (y n is 2π-periodic in t). This yields the equations
where W = (V ) −1 . Note that the frequency ω appears in (6.8) as a bifurcation parameter. For formulating (6.8) as a mapping in a loop space, we introduce the variable u n = (y n−1 , y n ) ∈ D where D is a space of 2π-periodic functions of t which has to be precised. Problem (6.8) takes the form of a mapping
where
Here we analyze problem (6.8) using a discrete spatial dynamics approach. This concept originates from the continuous case of partial differential equations. It has been introduced in [42] for studying elliptic partial differential equations in cylindrical domains, formulated as ill-posed evolution problems in the unbounded space coordinate.
We now define appropriate function spaces on which the operator F ω is acting. We look for (u n ) n∈Z as a sequence in the following space D
where H n denotes the classical Sobolev space H n (R/2πZ) (the conditions of eveness in t and zero time-average simplify the problem but are not essential). The recurrence relation (6.9) holds in By a solution of (6.9) we mean a sequence (u n ) n∈Z in D satisfying (6.9) for all n ∈ Z. A particular solution is the fixed point u = 0 corresponding to the lattice at rest. An important feature of (6.9) is that the derivative of F ω at u = 0 (denoted by L ω = DF ω (0)) is unbounded in X (of domain D) and thus the recurrence relation (6.9) is ill-posed (in fact there are no solutions of (6.9) for most initial conditions u 0 ∈ D).
Solutions of (6.9) homoclinic to u = 0 (i.e. satisfying lim |n|→+∞ u n D = 0) have been extensively studied. They correspond to discrete breather solutions of (6.8), i.e. spatially localized solutions with time-period 2π (we refer the reader to [43] for a general review on discrete breathers). One property making the existence of homoclinic solutions more likely is the invariance y n → y −n in (6.8). Indeed, this invariance implies that (6.9) is reversible with respect to the symmetry R defined by R(a, b) = (b, a), i.e. if u n is a solution of (6.9) then R u −n is also a solution. Consequently, if the unstable manifold W u (0) intersects the fixed set Fix (R) then their intersection also belongs to the stable manifold W s (0) and homoclinic orbits exist. Note that problem (6.8) has the invariance y n → y n (t + π) and thus F ω commutes with the symmetry T defined by (T u)(t) = u(t + π). As a consequence, T R defines another reversibility symmetry.
In the sequel, we shall consider small amplitude solutions of (6.9), therefore the first step is to examine the linearized problem around
(by convention we denote by σ k the solution of (6.10) satisfying |σ k | ≥ 1 and Im σ k ≤ 0). The invariance σ → σ −1 in (6.10) is due to reversibility. The invariant subspace under L ω associated with the pair of eigenvalues σ k , σ −1 k is spanned by the vectors (cos(kt), 0) and (0, cos(kt)). When ω is large, the eigenvalues are real negative and lie strictly off the unit circle (both inside and outside). When ω decreases, σ k moves towards the unit circle. As ω reaches the first critical value ω = 2 (maximal phonon frequency), the eigenvalues σ 1 , σ −1 1 collide and yield a double (nonsemi-simple) eigenvalue σ = −1 (see Fig. 6 .2). When ω is further decreased, σ 1 , σ
rotate on the unit circle and converge towards σ = 1 as ω → 0 + . More generally, the pair of eigenvalues
The above analysis shows that the fixed point u = 0 of (6.9) is hyperbolic when ω > 2. In this case, we shall see that the stable and unstable manifolds W s (0), W u (0) can intersect, depending on the properties of V . More precisely, for ω ≈ 2 the pair of eigenvalues σ 1 , σ
is close to −1 and (6.9) may admit small amplitude homoclinic orbits to u = 0.
In order to perform a local bifurcation analysis, we restrict our attention to the case when ω ≈ 2. We introduce the small parameter μ = ω 2 − 4 and write (6.9) in the form
where L = L 2 is the linearized operator with ω = 2 and
L u X as (u, μ) ≈ 0, hence a good starting point for studying (6.11) is to start from the linear case. The solutions of
can be computed using Fourier series. Due to the existence of a spectral gap separating σ 1 = −1 from the remaining (hyperbolic) part of the spectrum, solutions of (6.12) can be splitted in the following two classes. The first kind of solutions grows at least like |σ 2 | |n| as n → +∞ or −∞. The second kind has the form
n (α + β n) cos t and diverges at most polynomially as |n| → +∞. Consequently, solutions u n of (6.12) which remain bounded in D as |n| → +∞ necessarily belong to the two-dimensional linear subspace X c = Span { (cos t, 0) , (0, cos t) } for all n ∈ Z. The space X c is denoted as center space and is the invariant space under L associated with the double eigenvalue
In the nonlinear case (6.11), one can locally prove a similar result where the center space is replaced by a two-dimensional invariant center manifold [29] . For μ ≈ 0, there exists a smooth local manifold M μ ⊂ D (which can be written as a graph over X c ) invariant under F ω and the symmetries R, T .
For μ ≈ 0, the center manifold M μ contains all solutions u n of (6.11) staying in Ω for all n ∈ Z (small amplitude solutions). Their central component u c n = π c u n is given by the two-dimensional mapping
is smooth in the neighborhood of 0 and inherits the symmetries of (6.9) (f (·, μ) is reversible under R and commutes with T ). Setting u c n = (a n , b n ) cos t, the mapping (6.14) reads (6.15) where
Consequently, the problem of finding small amplitude solutions of (6.9) for ω ≈ 2 reduces to the study of the two-dimensional reversible mapping (6.15) . Note that we are not limited to localized solutions of (6.9) (i.e. those satisfying lim |n|→+∞ u n D = 0) since the reduced mapping (6.15) describes the set of all small amplitude solutions when μ ≈ 0. For μ ≈ 0, each small amplitude solution of (6.15) corresponds to a solution y n of (6.8) given by
with ω 2 = 4 + μ in (6.8).
Infinite-Dimensional Maps with Unbounded Linear Part and Spectral Separation
The above example suggests the following mathematical framework for studying time-periodic oscillations in infinite one-dimensional lattices.
We consider a Hilbert space X and a closed linear operator L :
where μ ∈ V is a parameter. In particular, u = 0 is a fixed point of (6.17) when μ = 0. Note that the initial value problem for (6.17) is in general ill-posed. We assume that L has the property of spectral separation, i.e. L satisfies Assumption H1 below.
Assumption H1. The operator L has nonempty hyperbolic (|z| = 1) and central (|z| = 1) spectral parts. Moreover, there exists an annulus
A = { z ∈ C , r ≤ |z| ≤ R } (r < 1 < R) such
that the only part of the spectrum of L in A lies on the unit circle.
The situation corresponding to Assumption H1 is sketched in Fig. 6 .3. Under Assumption H1, the hyperbolic part of the spectrum is isolated from its central part. This assumption is essential in the proof of the center manifold reduction theorem.
We do not require the center space X c (invariant subspace under L corresponding to the central part of the spectrum) to be finite-dimensional. However, the center manifold reduction theorem is more efficient in this case since the local study of (6.17) is amenable to that of a finite-dimensional mapping. The subspace X c is finite-dimensional when the spectrum of L on the unit circle consists in a finite number of eigenvalues with finite multiplicities.
The spectral projection π c on the center space can be defined in the following way (see, e.g. [44] ) where C(r) denotes the circle of center z = 0 and radius r (see Fig. 6 .
The condition of spectral separation is satisfied in a large class of infinite one-dimensional lattices where one looks for time-periodic solutions, e.g. in multicomponent Klein-Gordon lattices [28] or diatomic FPU chains [32] . In these examples, the center space is finite-dimensional and π c takes a simple form in term of Fourier coefficients. These properties should be preserved in higher-dimensional lattices with appropriate boundary conditions (e.g. periodic) in the transverse directions.
We now state the center manifold reduction theorem for quasilinear maps with spectral separation [28] . (6.17) . This result reduces the local study of (6.17) to that of the recurrence relation (6.18) in the smaller space X c , which is particularly interesting when X c is finite-dimensional.
Theorem 6.2. Assume that L has the property of spectral separation (Assumption H1). Then there exist a neighborhood
The center manifold reduction technique has the advantage of being a constructive method, i.e. the Taylor expansion of the reduction function ψ at (u c , μ) = 0 (and thus the expansion of f ) can be computed at any order. One computes the Taylor expansion of ψ by expanding each side of equation
with respect to (u c , μ) and identifying terms of equal order ((6.19) expresses the fact that M μ is invariant under L + N (., μ) ). This procedure yields a hierarchy of linear problems which can be solved by induction, starting from the lowest order (see (6.13) and (6.15) for the first terms in the FPU system). Since the method provides explicit expansions of ψ and f , one can in general precisely describe the shape and symmetries of small amplitude bifurcating solutions.
In addition, one can show that the invariances of (6.17) are preserved throughout the reduction procedure. More precisely, if
In Sect. 6.2.2 we have considered a situation when (6.17) is reversible with respect to a symmetry R ∈ L(D) (R 2 = I). This means that if u n is a solution of (6.17), then Ru −n is also a solution. This situation arises when the map (6.17) satisfies
is the formal differentiation of (6.20) at u = 0). In the particular case when U = D = X and L+N (., μ) is invertible, note that (6.20) can be written
hence L + N (., μ) is conjugate to its inverse via the symmetry R. If (6.17) is reversible under a symmetry R ∈ L(D), then under some technical assumptions given in [28] , M μ is invariant under R and f (., μ) inherits reversibility in R.
Note that the property of local attractivity of center manifolds (when L has no eigenvalue outside the unit disc) is not reviewed here. Indeed we are mainly concerned with reversible mappings. Due to property (6.21), the spectrum of their linear part has the invariance z → z −1 , hence their hyperbolic spectral part is located both inside and outside the unit disc.
Center Manifold Reduction for Infinite-Dimensional Differential Equations
It is well known [37, 45, 46] that the center manifold theorem for maps stated in Sect. 6.2.1 has an analogue for differential equations in R (6.22 ) admits x = 0 as an equilibrium. One defines X c as the subspace spanned by the (generalized) eigenvectors of L whose eigenvalues lie on the imaginary axis. If X c = {0}, there exists a local invariant manifold M μ of (6.22), which contains all small amplitude solutions for μ ≈ 0, and can be written locally as a graph over the center space X c (for
In this section, we examine the infinite-dimensional case, again focusing on the context of reversible systems. The general theory which is (partly) summarized in Sect. 6.3.2 originates from [35, 36, 42] . In the following section, we start by an illustration of center manifold theory on a class of reversible advance-delay differential equations. The material is issued from [18, 20, 21] .
Example in Infinite Dimensions
We consider the KG system (6.3), and assume the interaction potential V analytic in a neighborhood of x = 0, with the following Taylor expansion
We search for solutions in the form of pulsating traveling waves satisfying (6.4). Problem (6.3)-(6.4) can be formulated as a (reversible) system of p second-order differential equations with advance and delay:
. .
In the following we restrict ourselves to the case p = 2 [20] . Our analysis generalizes the one performed by Iooss and Kirchgässner [18] , who treated the case of traveling waves (p = 1). In this case, one obtains x n (t) = x 0 (t − nT ), where the function x 0 is determined by the scalar differential equation with advance and delay:
For the more technical case p > 2 we refer the reader to [21] . In the case p = 2, solutions can be rewritten [20] :
2 ) if n is odd, (6.26)
2 ) if n is even when w 1 and w 2 are solutions of the following differential advance-delay system in the variable ξ
We note that the solutions of (6.27) such that w 1 = w 2 correspond to traveling wave solutions of (6.3), since x n (t) = x n−1 (t − T 2 ). Besides, if V is even then (6.27) admits symmetric solutions such that w 1 = −w 2 . These solutions correspond to solutions of (6.3) of the form
These solutions are described by the scalar equation
We can reformulate the problem (6.27) as an evolution problem with respect to the ξ variable in suitable function spaces. For this purpose, we introduce as in [18] 
T , where
We now consider (6.30) in appropriate function spaces. For this purpose we introduce the Banach spaces
The operator L γ,T maps D into X continuously and M : D → Y is analytic in a neighborhood of 0. We look for solutions of (6.30) in the class
We observe that the symmetry R on X defined by
is a solution of (6.30) then RU (−ξ) is also a solution. In that case the system (6.30) is said reversible under R. This property is due to the invariance ξ → −ξ of (6.27).
We also notice the invariance of (6.30) under the permutation σ of the two components (w i , w i , X i ), i = 1, 2 (invariant solutions under this symmetry correspond to traveling waves). Now we describe the spectrum of L γ,T , which consists in isolated eigenvalues of finite multiplicity. The study of the spectrum is rather technical, so we shall restrict ourselves to its qualitative description and refer to [20] for the proofs of the results.
Linearizing (6.27) around (w 1 , w 2 ) = (0, 0) and searching for solutions in the form (w 1 , w 2 ) = e iqξ (û 1 ,û 2 ) T (with q ∈ C) yields the following dispersion relation
Equation (6.37) gives the eigenvalues ±iq of L γ,T . The spectrum of L γ,T is invariant under reflection with respect to the real and imaginary axis, and unbounded on both sides of the imaginary axis (in addition L γ,T is not bisectorial). The central part of the spectrum is finite-dimensional and corresponds to the solutions q ∈ R of (6.37). We sketch it on Fig. 6 .4 (see [20] for a detailed study of the spectrum, and in particular its description in the parameters regions uncovered by Fig. 6.4) .
The hyperbolic part of the spectrum (not represented in Fig. 6.4 ) is located outside a band of width ν > 0 around the imaginary axis (ν depends on γ, T ). Therefore, the hyperbolic spectral part is isolated from the central part.
Double roots q ∈ R of (6.37) satisfy
. . . . . .
. . . . Solutions of (6.37)-(6.38) correspond to double eigenvalues of L γ,T (except for isolated values of (T, γ) where they correspond to triple eigenvalues [20] ). Double nonsemi-simple eigenvalues show up for parameters T, γ taken on an infinite set of curves Γ 1 , Γ 2 , Γ 3 , . . . forming "tongues" in the parameter plane. A part of the first curves is represented in Fig. 6 .4 by the bold line (the curves can be continued to higher values of γ following the dotted lines). The bold line actually represents the boundary of the region located below the tongues Γ k . We shall denote this curve by Δ. The existence of double roots as parameters belong to Γ k corresponds to the appearance (or disappearance) of a pair of real roots of (6.37) when parameters (T, γ) cross the curve Γ k . More precisely, under the curve Δ (see region Σ 0 in Fig. 6.4) , real solutions of (6.37) consist in two pairs of simple roots ±q 1 , ±q 2 (they coincide on the curves denoted Σ 4 , leading to a pair of semi-simple double eigenvalues). An additionnal pair of real (double) roots ±q 0 appears when we reach Δ from below (see the curves labelled by Σ 1 , Σ 2 in Fig. 6.4) . This corresponds to two pairs of simple hyperbolic eigenvalues of L γ,T colliding on the imaginary axis and leading to a pair of non semi-simple double eigenvalues ±iq 0 (see the spectra labelled by Σ 1 , Σ 2 in Fig. 6.4, right) .
In the following, we exclude from Δ the neighborhoods of points where sq 0 + rq 1 + r q 2 = 0 for s, r, r ∈ Z and 0 < |s| + |r| + |r | ≤ 4 (strong resonances), and we note Δ 0 this new set. We choose then (γ, T ) ≈ (γ 0 , T 0 ) with (T 0 , γ 0 ) ∈ Δ 0 . The above nondegeneracy condition is required to have the simple normal form structure provided in (6.40), as one considers the flow on a center manifold for (γ, T ) ≈ (γ 0 , T 0 ).
Small amplitude solutions of (6.27) correspond to solutions of (6.30) on a center manifold M γ,T , invariant by the flow [36] , eight-dimensional for (γ, T ) ≈ (γ 0 , T 0 ). The dimension of M γ,T is equal to the number of "marginal" modes of (6.27) linearized around (w 1 , w 2 ) = 0 with (γ, T ) = (γ 0 , T 0 ) (we call "marginal"mode a mode which does not diverge exponentially when ξ → +∞ or −∞). Besides, the coordinates u c = (A, B, C 1 , C 2 ,Ā,B,C 1 ,C 2 ) T ∈ C 8 of solutions on M γ,T are given by a reversible differential equation. The latter is simplified when written in normal form [45] .
In summary, applying the center manifold reduction theorem to the evolution problem (6.30) we have obtained a reduction result for the original system (6.27). The reduction result can be stated as follows (see [20] for the computation of expression (6.39) and the justification of the normal form (6.40)). Fix (T 0 , γ 0 ) ∈ Γ m ∩Δ 0 . For (γ, T ) ≈ (γ 0 , T 0 ), the small amplitude solutions of (6.27) have the form
39) where Ψ : 
where Q is the vector Q = (|C 1 | 2 , |C 2 | 2 ), I = i(AB −ĀB) and P, S, Q j (., γ, T ) are polynomials with real coefficients (which are C k with respect to (γ, T ) ≈ (γ 0 , T 0 )). The principal part of (6.40) is a polynomial of degree 3 in A, B, C 1 , C 2 and complex conjugates. Higher order terms are O( u c 4 ). Equation (6.40) is reversible under the symmetry
and equivariant under the isometry
Polynomials P and S in the normal form (6.40) have the form
where we note
and when (T, γ) belongs to the region of the parameters plane located below Δ (see Fig. 6 .4), we have s 1 > 0 and the linear part of (6.40) possesses two symmetric pairs of hyperbolic eigenvalues close to ±iq 0 , and two pairs of purely imaginary simple eigenvalues close to ±iq 1 , ±iq 2 . Besides, the coefficient s 2 of (6.42) (corresponding to a cubic term of the nonlinear system (6.40)) is given by the expression [20] 43) where the coefficients α, β appear in the Taylor expansion of V at the origin (see (6.23)).
Consequently, the problem of finding small amplitude solutions of (6.27) for (γ, T ) ≈ (γ 0 , T 0 ) reduces to the study of the eight-dimensional reversible differential equation (6.40). We are not limited to localized solutions of (6.27) since (6.40) describes the set of all small amplitude solutions when (γ, T ) ≈ (γ 0 , T 0 ).
Infinite-Dimensional Differential Equations with Spectral Separation
We consider an infinite-dimensional differential equation in a Banach space X, having the form dx dt = Lx + N (x, μ), (6.44) where L : D ⊂ X → X is a closed linear operator with domain D (L is a priori unbounded). We equip D with the graph norm. The nonlinear term N maps D × R p into a Banach space Y continuously embedded in X, and
Moreover μ ∈ R p is a parameter. We look for solutions of (6.44) 
In what follows we denote by L(X, D) the set of bounded linear operators from X into D and note L(X) as a shortcut for L(X, X).
One makes the following spectral assumptions on L. One requires on the one hand a spectral separation between the central and hyperbolic parts of the spectrum, and on the other hand the finite-dimensionality of the center space.
Assumption H2: The spectrum of L on the imaginary axis consists in a finite number of isolated eigenvalues, each with a finite-dimensional generalized eigenspace.
Assumption H2 implies [44] the existence of a spectral projection π c corresponding to the purely imaginary part of the spectrum, i.e. a continuous projection onto the finite-dimensional center space which commutes with L. It can be written
where C denotes a closed path of index 1 surrounding the purely imaginary part of the spectrum, and not including any other elements. One has π c ∈ L(X, D), the center space is given by
We also need sufficient regularity for the solutions
when the inhomogeneous term f (t) lies in Y h . In what follows we denote by C k b (R, E) the space of functions R → E with bounded and continuous derivatives up to order k.
In the case of maps [28] , the property of spectral separation H1 is equivalent to a property similar to H3. This is not true however in the case of infinite-dimensional differential equations, where the property of spectral separation is necessary but not sufficient for property H3 to be satisfied.
Note that Assumptions H2 and H3 are automatically satisfied if (6.44) is finite-dimensional. Moreover, in many applications the operator L is bisectorial and Assumption H3 follows from simpler resolvent estimates [35, 36] . However, reversible advance-delay differential equations typically involve linearized evolution operators which are not bi-sectorial (as in Sect. 6.3.1), which requires different techniques to prove property H3 [18] .
We note that property H3 (formulated in a space of bounded functions of t) implies by perturbation [20, 47] a similar property in the spaces of exponentially growing functions used in reference [36] (see hypothesis (ii) p. 127), provided the exponential growth rate is chosen small enough.
The center manifold theorem states the following [36] .
Theorem 6.3. Assume properties H2 and H3 are satisfied. There exists a neighborhood
U × V of (0, 0) in D × R p and a map ψ ∈ C k (X c × R p , D h ) (with ψ(0, 0) = 0, Dψ(0, 0) = 0) such that for all μ ∈ V the manifold M μ = { x ∈ D / x = x c + ψ(x c , μ), x c ∈ X c }
has the following properties. (i) M μ is a local integral manifold for (6.44). (ii) If x : R → D is a solution of (6.44) and x(t) ∈ U ∀t ∈ R then x(t) ∈ M μ for all t ∈ R and x c = π c x is a solution of
is a solution of (6.46 ) with x c ∈ U ∀t ∈ R, then x = x c + ψ(x c , μ) is a solution of (6.44) .
In addition, we give some comments in the case of a system with symmetries (as in the example of Sect. 6. Note that Theorem 6.3 does not describe the local attractivity of the center manifold, which occurs when L has no eigenvalue with strictly positive real part. Indeed the present work is mainly concerned with reversible systems, in which the spectrum of L is symmetric with respect to the imaginary axis.
Breathers and Traveling Breathers in Nonlinear Oscillator Chains
We have seen in Sect. 6.2.2 that small amplitude time-periodic oscillations in the FPU lattice can be described as orbits of a map in a loop space, restricted to a finite-dimensional invariant center manifold. In the same way, small amplitude pulsating traveling waves in the KG lattice can be seen as trajectories of an infinite-dimensional differential equation, lying on a finite-dimensional center manifold (Sect. 6.3.1). In this section, we study the related maps and flow on the corresponding center manifolds, focusing mainly on the existence of homoclinic orbits (corresponding to spatially localized oscillations of the lattice).
The case of FPU lattices is examined in Sect. 6.4.1, where we investigate the existence of breathers and some other types of nonlinear oscillations. Sect. 6.4.2 examines the existence of nanopterons in KG lattices.
Breathers and "Dark" Breathers in Fermi-Pasta-Ulam Lattices Reduced Mapping on a Center Manifold
We now study a class of small amplitude bifurcating solutions of the mapping (6.15), corresponding to trajectories of (6.11) on a local center manifold.
For this purpose we first write (6.15) in normal form, i.e. we perform a polynomial change of variables close to the identity which simplifies (6.15) by keeping only its "essential" terms. The transformation a n = P (α n ), b n = P (β n ), P (x) = x − c2 12 x 3 yields the normal form
(the principal part of h does not depend on β n−1 any more). Note that this transformation preserves the symmetries of (6.15). In particular, the second equation in (6.47) has the invariance n → −n. As a second step, setting u n = (−1) n β n allows us to recover the case of a bifurcation at a double eigenvalue +1 (this transformation yields an autonomous system due to the symmetry −I in (6.47)). We obtain
For studying small solutions of (6.49) when μ ≈ 0 (including homoclinic or heteroclinic ones), it is practical to consider U n = (u n , v n ), v n = u n − u n−1 and write (6.49) in the form
The invariance n → −n in (6.49) implies that (6.51) is reversible under the symmetry R 1 (u, v) = (u − v, −v), the fixed set Δ 1 = fix(R 1 ) being the axis v = 0. The map (6.51) can be investigated using an approximation by a flow (see [48] and references therein). If ϕ μ denotes the time-one map of the flow generated by the integrable vector field
there exist a local diffeomorphism h μ close to the identity such that
When μ and B have the same sign, the vector field has two nonzero symmetric equilibria. It has two symmetric orbits homoclinic to 0 when μ > 0 and B > 0 (then the nonzero equilibria are elliptic). Moreover, there exist two symmetric heteroclinic orbits connecting the non-zero equilibria for μ < 0 and B < 0. The persistence of homoclinic solutions for (6.51) when B > 0 and μ > 0 is small enough follows from the reversibility of (6.51), and the proof is based on the approximation (6.53). More precisely, the invariance n → −n in (6.18) implies that (6.51) is reversible under the symmetry
. By perturbation (starting from the vector field), one shows that the unstable manifold at U n = 0 has transversal intersections U We sum up these results in the following lemma [28, 29] . 
with Note that for B < 0 and μ > 0 (μ ≈ 0), the local stable and unstable manifolds of (a n , b n ) = 0 do not intersect and thus (6.15) has no small amplitude homoclinic solution. with ω 2 = 4 + μ in (6.8) . This leads to the following result [28, 29] .
problem (6.8) admits the following solutions with y n ∈ H 2 (R/2πZ) for all n ∈ Z (with y n even in t, and having 0 time-average). (6.55) where It is interesting to compare the sign of the bifurcation coefficient B to the hardness of the potential V in a neighborhood of x = 0. Recall that a potential V (such that V (0) = 0, V (0) = 1) is hard in a neighborhood of x = 0 if
The potential V is soft if
One can check that if V is soft then B < 0. It is interesting to notice that conditions (6.56) and B > 0 are not equivalent but rather close nevertheless.
The condition B > 0 corresponds to the modulational instability of the nonlinear normal modes of frequency ω ≈ ω 0 , yielding their spatial localization (see [50] for a formal study through multi-scale expansions). This condition leads to a similar instability for binary oscillations [51] .
A numerical study has been performed in [34] , where the solutions given by Theorem 6.4 have been followed up numerically in the high amplitude regime. More precisely, this study concerns polynomial interaction potentials 57) and breather solutions are approximated by spatially periodic solutions having large periods. When ω ≈ ω 0 (we have here ω 0 = 2), the principal part of y
and one can obtain a similar expression for y 1 n (see [34] , Sect. II). Expression (6.58) is obtained by solving the differential equation (6.52), which yields after discretization the principal part of (6.49)-(6.50). Figure 6 .5 compares a numerically computed breather profile and approximation (6.58), ω being close to ω 0 . The solution is weakly localized ( its "support" extends on approximately 30 sites on the lattice). When ω goes far away from ω 0 , the solution becomes more localized and its amplitude increases, hence approximation (6.58) becomes less accurate. Nevertheless, one observes (see for instance [34] , Fig. 3 ) that the relative displacements z n = x n −x n−1 are still precisely approximated by the right side of (6.58), even for highly localized solutions concentrated approximately on six sites on the lattice (note that y n and z n are equal at leading order in the small amplitude regime, since V (z n ) = z n + O(z 2 n )). A similar study has been performed in the case of dark breathers [34] . The approximation derived in this context is
(6.59) Figure 6 .6 compares a numerically computed dark breather solution and the approximation (6.59), ω being close to ω 0 (in Fig. 6 .6, the righ side of (6.59) is actually compared to the relative displacements z n , very close to y n at this amplitude). Once again, the approximation remains valid for steeper kink envelopes (see [34] , Fig. 11 ).
Finally, note that for β > 0 and B < 0, there exist breather solutions whose energy and amplitude do not tend to 0 when ω → ω 0 (see, e.g. [34] for numerically computed profiles). The existence of these solutions is in accordance with the results [30, 31] , based on variational techniques (condition β > 0 implies that V (u) is super-quadratic when u → ±∞). The fact that the breather amplitude does not tend to 0 as ω → ω 0 is a consequence of the remark following Theorem 6.4. The situation is sketched in Fig. 6.7 .
The spectral stability of the above mentioned breather solutions has been studied in several works for potential (6.57) , see e.g [34, 52, 53] . The spectral stability of dark breathers has been studied in reference [34] . 
Traveling Breathers in Klein-Gordon Lattices Local Analytical Study
As seen in Sect. 6.3.1, system (6.3)-(6.4) taken for p = 2 reduces locally (for parameter values (T, γ) near Δ 0 ) to a eight-dimensional reversible normal form (6.40) , which provides the coordinates of small amplitude solutions on a center manifold. In what follows, we shall describe bifurcating homoclinic solutions of this reduced system, following [20] . The principal part of the normal form (6.40) (obtained by neglecting the terms of order ≥ 4) is integrable. Indeed, fixing the first integrals |C i | 2 (i = 1, 2) of the truncated system allows one to recover the classical 1:1 reversible resonance case [54] . If s 2 (γ 0 , T 0 ) < 0, the truncated normal form admits solutions homoclinic to 0, which bifurcate from 0 when (T, γ) → (T 0 , γ 0 ). By assigning nonzero (and small enough) values to the first integrals |C i | 2 , one obtains also solutions homoclinic to periodic orbits and 2−tori. Close to Γ 2k+1 , homoclinic solutions to 0 correspond to approximate solutions of (6.3) in the form of pulsating solitary waves (close to Γ 2k , we have bifurcations of solitary waves). Solutions homoclinic to periodic orbits and 2-tori correspond to nanopterons.
We now examine the problem of persistence of the homoclinics as higher order terms are taken into account in the normal form, which provides exact solutions of (6.3)-(6.4) when this property is satisfied. The case of solitary waves (with an oscillatory tail) bifurcating near Γ 2k has been addressed by Iooss and Kirchgässner. For pulsating solitary waves bifurcating near Γ 2k+1 , one obtains a persistence result in the case when V is even (the general case is still open). This result is summarized below.
We fix (T 0 , γ 0 ) ∈ Δ 0 Γ 2k+1 such that s 2 (γ 0 , T 0 ) < 0 (for the following persistence results to apply, one has to avoid in addition certain resonant cases corresponding to exceptional values of the parameters [55] ). We consider (γ, T ) ≈ (γ 0 , T 0 ), (T, γ) being chosen under the curve Δ in the parameter plane (see Fig. 6.4) . If V is even, the full normal form (6.40) inherits an invariance under −I, hence one has also the invariance under −σ. Consequently, one can search for solutions on the invariant subspace Fix(−σ) where C 2 = 0. Corresponding solutions of (6.27) satisfy w 2 = −w 1 , which gives solutions of (6.3)-(6.4) having the property
These solutions satisfy the simpler scalar (6.29).
Restricting to the invariant subspace C 2 = 0, there remains only one pair of simple purely imaginary eigenvalues (close to ±iq 1 ) in addition to weakly hyperbolic ones. This situation is denoted as reversible (iq 0 ) 2 iq 1 (near-) resonance and has been treated in [55] . On Fix(−σ), small amplitude reversible solutions under R or −R homoclinic to a periodic orbit persist for the full normal form, above a critical size of the limiting periodic orbit [55] . This minimal size is O[exp(−c/μ 1/2 )], c > 0. There exist four families of reversible solutions under R of this type, since each component (A, B) and C 1 can be changed into its opposite (the same holds for reversible solutions under −R). Fixing (γ, T ) ≈ (γ 0 , T 0 ), these reversible solutions appear in one-parameter families, parametrized by the amplitude of the limiting periodic orbit. On the contrary, reversible solutions homoclinic to 0 do not generically persist for the full normal form [55] . However their persistence is a codimension-1 phenomenon, hence such solutions may exist if parameters (T, γ) are chosen on some isolated curves in the parameter plane.
We sum up the above results in the following theorem [20] .
We consider parameter values (T, γ) ≈ (T 0 , γ 0 ) below the curve Δ 0 in the parameter plane (Fig. 6.4 (6.3) , superposed at infinity on periodic oscillations, and such that x n+1 (t) = −x n (t − Solutions of Theorem 6.5 correspond to fixing p = 2 in (6.4). The case p > 2 is examined in reference [21] . The simplest bifurcation yields a normal form having a similar structure, with p pairs of simple purely imaginary eigenvalues in addition to the bifurcating pair ±iq 0 . Reversible homoclinic orbits to p-tori exist for the truncated normal form, but their persistence for the full equation remains a nontrivial open problem. Consequently, only approximate solutions of (6.3)-(6.4) (corresponding to nanopterons) are obtained in that case.
There remains to study the sign of s 2 as parameters (γ, T , coefficients of V ) are varied. This coefficient determines (for s 2 < 0) the existence of homoclinic solutions for parameter values close to the curves Γ m . Here we only describe the even potential case (hence α = 0), and refer the reader to [20] for the general case. Figure 6 .8 provides a summary of the situation. If β > 0 (hard potential), homoclinic bifurcations occur on the left side of curves Γ m , and on the right side if β < 0 (soft potential). This comes from the fact that the multiplicative factor (2 − q0 tan(q0/2) ) in (6.43) changes its sign at the cusp point on Γ m .
Numerical Computation of Waves in the High-amplitude Regime
In this section, we numerically solve system (6.27) beyond the small amplitude regime. Results are taken from reference [24] . In the normal form (6.40), coefficient s2 (determined by expression (6.43)) is negative for β > 0 with (T0, γ0) lying on the left side of a curve Γm, and for β < 0 with (T0, γ0) lying on the right side. For s2 < 0 and parameter values (T, γ) ≈ (T0, γ0) below Γm (dashed regions for β > 0, dotted ones for β < 0), the principal part of the normal form (6.40) admits homoclinic orbits to 0, and families of solutions homoclinic to 2-tori or periodic orbits. Families of reversible solutions homoclinic to certain periodic orbits persist for the full normal form, as stated by Theorem 6.5
We consider periodic boundary conditions w i (ξ + M ) = w i (ξ). When M is large, we end up with good approximations of spatially localized solutions, whose period is "infinite". We use a finite-difference scheme and solve the resulting non linear algebraic system of equations by an hybrid Powell method [56] . The convergence of this scheme needs a good initial guess. We compute a family of solutions depending on T (γ being fixed) by continuation from a critical value T 0 corresponding to our local analysis. The center manifold reduction provides a leading order approximation of bifurcating homoclinics, which is used as an initial guess. We refer the reader to [24] for further details on this numerical method. Another technique which can be used for the computation of solitary waves exploits a modulational instability [24, 57] .
To solve the advance-delay problem, we fix (T 0 , γ 0 ) ∈ Γ 1 and we vary the parameter μ = |T − T 0 |, γ = γ 0 being fixed. We numerically solve (6.27) and (6.29) by continuing the pulsating solitary waves (initally computed for μ ≈ 0) in the high amplitude regime.
We first consider the case of an even potential V (x) = One can observe the difference between the oscillation frequencies of the central part of the solutions (close to q 0 for small amplitudes) and the frequency of the tail (close to q 1 ). The hardness of the potential determines which one of the two frequencies is the highest. Besides, we numerically matched both sides of the solution tail to a periodic solutions The solution is represented as a function of n, for t = 0 (note the phase variation between nearest neighbors in the case when V is hard).
In order to illustrate the case when V is not even, we consider now the Morse potential V (x) = 1 2 (1 − e −x ) 2 and solve system (6.27). We consider the point (T 0 , γ 0 ) ≈ (6.63, 0.9) on Γ 1 , fix γ = γ 0 and vary μ = T − T 0 . Figure 6 .11 provides the component w 1 (ξ) of solutions for different values of T (the functions w 1 and −w 2 are different but have rather similar profiles).
For some potentials and parameter values γ, T , we find pulsating solitary waves for which an oscillating tail is not visible, at least at the scale of the central pulse. This is the case e.g. in Fig. 6.11 (middle) for the Morse potential with T = 7.15 and γ ≈ 0.9, and in Fig. 6 .1 for V (x) = 1 − cos(x) and T = 8.1, γ ≈ 0.9. In the second case, however, a zoom on the solution tail reveals oscillations approximately 1000 times smaller than the central pulse amplitude.
