In this study, we propose a novel method for reducing the attributes of sensory datasets using Master-Slave Synchronization of chaotic Lorenz Systems (DPSMS). As part of the performance testing, three benchmark datasets and one Electronic Nose (EN) sensory dataset with 3 to 13 attributes were presented to our algorithm to be projected into two attributes. The DPSMSprocessed datasets were then used as input vector to four artificial intelligence classifiers, namely Feed-Forward Artificial Neural Networks (FFANN), Multilayer Perceptron (MLP), Decision Tree (DT) and K-Nearest Neighbor (KNN). The performance of the classifiers was then evaluated using the original and reduced datasets. Classification rate of 94.5%, 89%, 94.5% and 82% were achieved when reduced Fishers iris, crab gender, breast cancer and electronic nose test datasets were presented to the above classifiers.
Introduction
Although most of the available statistical and Artificial Neural Network (ANN) pattern recognition techniques can handle high dimensional data, reducing the dimension of the dataset has been an area of research for the past few decades [Anderson, 1993; Chiaromonte & Martinelli, 2002; Kim et al., 2007] . Many classification problems involve highdimensional datasets, because large feature vectors can better describe complex objects and differentiate between them [De Backer & Scheunders, 1998 ]. The larger the number of features, the more severe the problems of storage and the more pre-and postanalysis time that is required.
Appropriate data reduction will bring many potential benefits including but not limited to: reducing the effort for measurement, storage and transmission, facilitating data visualization and data understanding, reducing training and utilization times and more importantly resolving the issue of dimensionality to improve prediction performance in terms of speed, accuracy and simplicity [Hu et al., 2006; Torkkola, 2003 ]. One of the major difficulties with high-dimensional datasets is that, in many cases, not all the measured variables are important or significant for understanding the pattern of interest [Fodor, 2002] . Although some computationally expensive methods can construct accurate predictive models from all the measured variables, it is still of interest in various applications to reduce the dimension of the original dataset prior to any further modeling [Breiman et al., 1984] .
In principle, the dimension of the feature space is usually reduced using either feature selection or feature extraction techniques [Jamieson et al., 2010] . This can be done in several ways and the most common approach is to select a limited set of features out of the total set. Some well-known feature selection techniques are forward selection, branch and bound, Principal Component Analysis (PCA), Factor Analysis (FA), Projection Pursuit, Neural Networks, and Genetic and Evolutionary algorithms [Subasi & Gursoy, 2010; Hamamoto et al., 1990] . Another option is feature extraction, where features are extracted as functions, linear or nonlinear, of the original set of features. Unsupervised linear feature extraction techniques project the feature vectors onto a limited number of attributes [De Backer & Scheunders, 1998 ]. In contrast to other dimensionality reduction techniques such as those based on projection PCA or conventional compression, feature selection techniques often do not modify the original representation of the measured variables, but simply select a subset of them. Thus they manage to preserve the original semantics of the variables, thereby offering the benefits of interpretability by a domain expert [Saeys et al., 2007] .
Several studies have already investigated the intelligent system techniques from dynamics, fractals and chaos theories' point of view and explored the possibility of their integration. Cessac investigated Artificial Neural Networks as dynamical systems while characterizing its collective dynamics [Cessac, 2010] . De Feo has successfully tuned chaos synchronization so it can be used for temporal pattern recognition [De Feo, 2005] . Tasoulis has proposed an unsupervised clustering techniques using fractal dimension of the data [Tasoulis & Vrahatis, 2006] .
In this paper, we propose a new technique to project dataset dimensions using Master-Slave Synchronization of chaotic Lorenz Systems (DPSMS) and prove that two or multiple modified synchronized systems can be used as a robust data projection tool. Synchronization, often used in physics, is a fascinating phenomenon in nature and a useful one in human activity. It is a fundamental process in coupled dynamical systems [Lerescu et al., 2006] . Very simple systems such as driven gravitational pendulums or driven nonlinear LCR electric circuits can have chaotic behavior. This means that such systems cannot be kept in oscillatory synchrony due to their sensitivity to initial conditions [Grosu, 2003] . Chaotic systems have the distinguishing feature of sensitivity to initial conditions, and from this, they have undesirable unpredictability in engineering applications [Grosu, 1997] .
Many applications of chaos have been investigated previously by researchers in the fields of neuroscience (neuro-computing and cognitive dysfunction in the brain) [Grosu et al., 2009] , secure communication and nano-oscillators.
In the next section the fundamentals of chaotic systems and Master-Slave Synchronization as well as the mathematical algorithm behind it will be discussed in detail.
Chaotic Systems
In 1963, Lorenz found the very first chaotic attractor in a three-dimensional autonomous system when he studied the atmospheric convection [Sparrow, 1982] . As the initial chaotic model, the Lorenz system has since become a paradigm for extensive chaos investigations. Basically, the celebrated Lorenz system is described by:
where a, r, b are the compulsory system parameters [Jia, 2007] . Lorenz figured out that when a = 10, r = 28, b = 8/3, the system demonstrates a strange chaotic behavior. The famous strange attractor of the Lorenz system is illustrated in 3D in Fig. 1 . When we use the above system parameters, the Lorenz attractor has the following Lyapunov exponents 0.906, 0, 14.572, and the Kaplan-Yorke dimension of the attractor is 2.062 [Jia, 2007; Sparrow, 1982] .
Since the original Lorenz system was discovered, it has been extensively studied by physicists and mathematicians in the fields of chaos theory, dynamical systems (DS) as well as chaos control and synchronization. For instance, Rossler [1976] constructed an even simpler three-dimensional chaotic system, described as:
where a = b = 0.2. For the system to have chaotic behavior, he suggested that c can have one of following values: 2, 2. 3, 3.5, 4.7, 5.0, 5.7, 6, 7, 8, 9, 10, 11. There are various models that can present a chaotic behavior. In Rossler system, only the third equation contains a cross-product term, which therefore is not comparable with the classic Lorenz system [Sparrow, 1982; Qi et al., 2005] .
In 1999, Chen constructed a new 3D chaotic system via a simple state feedback to the second equation in the Lorenz system, yielding [Qi et al., 2005] :
In recent years, engineers and scientists have focused on creating chaotic systems for different scientific purposes. It has been shown that chaos may be a key issue in many engineering applications such as telecommunication, encryption, information storage, etc.
Master-Slave Synchronization
Originally, it was thought that chaos, in essence, is neither predictable nor controllable due to their extreme sensitivity to small uncertainties in their initial conditions and hence was to be avoided in precise physical sciences. This attitude gradually changed when Ott [Ott et al., 1990] and others [Wang et al., 2007] demonstrated systematic controllability of chaos in DS. In basic terms, control of chaos is the stabilization, by means of very small and trivial system perturbations of one of the unstable periodic orbits. As a result, what is known to be chaotic motion initially, may become more stable and predictable, which is often an advantage in engineering applications. The perturbation, however, must be tiny and carefully adjusted, to avoid significant modification of the system's natural dynamics.
Several control strategies have been proposed for controlling chaotic DS. In the open-loop system also known as feed-forward system the behavior of the system is altered by applying a properly chosen excitation or perturbation or external action at some chosen time-interval using very little extra energy [Krishnaiah et al., 2006] . In open-loop systems, the applied perturbation is independent of the systems state; in other words, there is no feedback loop.
In closed-loop or feed-back system, the applied perturbation is determined by the knowledge of the state of the system and is oriented to control a prescribed dynamics. A detailed review of chaos control and its applications including linear and nonlinear control and their derivatives are given in [Fradkov & Evans, 2005] . Jackson and Grosu [1995] developed a powerful mathematical method for the control of a complex system, known as the open-plus-closed-loop (OPCL) method. In comparison with other control methods, OPCL has proven to produce effective and robust synchronization of chaotic systems and may be applied to different chaotic attractors in practice. OPCL provides the basis for driving the system to reach a desired dynamic behavior (termed goal dynamics), such as coupling and synchronization with another system. If the goal dynamics are that of an identical system (master system) then the driving is considerably simplified. This method was used for Lorenz Systems [Grosu, 1997] , Chua Systems, Neural Systems and Sprotts Circuits [Lerescu et al., 2004] . A similar strategy can be used for synchronization which can be extended to three or more systems [Grosu, 2003] . We note that any robust synchronization [Pikovsky & Rosenblum, 2002] applied to any chaotic system can be used.
Consider a generic, multidimensional, modelbased system x(t)
The application of the OPCL method means that the driving term D(t) involves the sum of two actions, the open-loop action (Hubler action) H and the closed-loop, linear feedback K, expressed as [Grosu, 1997] :
The open-loop action (Hubler action) is [Grosu, 2003] :
and the special linear feedback (closed-loop) is:
where g(t) ∈ R n is an arbitrary smooth function (the goal dynamics) and A is a constant matrix with negative real part eigenvalues, whose coefficients can be chosen in order to simplify K. It was proven that the driven system:
assures x(t) → g(t) for any smooth g(t) where Q(t) = 0 or 1 as a switch. So, in principle, any two oscillators can be synchronized. The above algorithm presents applications of the OPCL methods for synchronization of two (or several) identical oscillators. Consider two Lorenz systems, the master (X 1 , X 2 , X 3 ) and the slave (X 4 , X 5 , X 6 ). The master system is defined as follows [Grosu, 1997] :
where (s, r, b) = (16, 45.6, 4). The chosen (s, r, b) values assure chaotic behavior.
To simplify the expression of K from Eq. (7) the coefficients for A can be chosen such that
In addition only four coefficients from A have to be nonzero to satisfy the variables from Eq. (10) and A has to have a parameter p that can be adjusted in order that its eigenvalues have a negative real part. The parameter p is set in one position of variable terms (dF i/dgk) in order to keep the number of terms in K to no more than four. Thus, a suitable form for A is [Grosu, 1997] : Fig. 2 . Synchronization of two identical Lorenz systems (X 1 , X 2 , X 3 ) and (X 4 , X 5 , X 6 ) as described in the text.
and the driven slave system is
where p is a parameter that has to be determined in order to have (X 1 , X 2 , X 3 ) → (X 4 , X 5 , X 6 ). Q(t) = 0 or 1 as a switch. The matrix in Eq. (12) has eigenvalues with a negative real part if [Grosu, 1997] :
Figure 2 demonstrates the synchronization of master and slave using p = −60, with the initial condi-
The time step is 0.001 and the Q value is initially 0 but then changed to 1 after 1850 time steps. The two systems are synchronized after 2000 time steps. This specific synchronization is in the absence of noise.
DPSMS: Single Master System
The OPCL algorithm discussed in the last section will be used as the basis of our proposed data reduction technique (DPSMS). In a previous application, the OPCL method was proven for the synchronization of two identical Lorenz oscillator systems [Grosu, 1997] . In this paper, we use and extend this model to reduce the dimension of numerical datasets. The reduction takes place by projecting the original feature vectors (J 1 , J 2 , J 3 ) onto a new 2-feature vector (S 1 , S 2 ). In order to inject a given dataset into the synchronization technique, a new parameter z will be introduced into the slave system described by Eqs. (15):
where z = (z 1 , z 2 , z 3 ) refers to the values of each data point in the dataset row (J 1 , J 2 , J 3 ). The initial state of both master and slave systems has to be set to 1. This ensures that each data point is treated equally and both systems will be synchronized from the initial point.
Now we calculate S at every time step t i
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Now for the second output attribute:
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Finally, S 1 and S 2 will form the projected dataset. In theory, DPSMS with single slave system should be able to reduce the datasets to one-to three-dimensional datasets based on the nature of the application. In Sec. 5, we will test the performance of the proposed algorithm using three datasets.
DPSMS: Multiple slave system
As discussed earlier, the single mode DPSMS was implemented for small datasets with small number of features as the slave system may accept three to six data inputs. A different, more generic approach is needed to accommodate datasets with larger number of features. For this, one master system and multiple slave systems will be synchronized using the same control configurations. The arrangement needed to synchronize multiple systems using a single drive force will be established in the following.
Synchronization of three slave systems
Here an example is given where three slave systems are synchronized using a single drive system given by the following equation:
Here, (X 4 , X 5 , X 6 ), (X 7 , X 8 , X 9 ) and (X 10 , X 11 , X 12 ) correspond to slave 1 , slave 2 and slave 3 respectively. Figure 3 demonstrates the synchronization of one master and three slave systems with different initial state (x 0 ). Here, the initial state for (X 1 , X 2 , X 3 ) = 10, (X 4 , X 5 , X 6 ) = 5, (X 7 , X 8 , X 9 ) = 1 and (X 10 , X 11 , X 12 ) = −10. As illustrated in the graph, all three systems are synchronized after 2000 timestamps. The total computational time needed for synchronization was 1.7 sec.
DPSMS: Generic model
In order to achieve a universal DPSMS method for processing various biomedical datasets, a more
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Dimensionality Reduction for Sensory Datasets generic approach is required to synchronize masterslave systems without hardcoding each specific equation. The slave systems may be created onthe-go as required based on the number of dataset attributes.
The following slave system is the model which may be used to synchronize a single master and multiple number of slave systems in real-time. If the master system has (x 1,1 , x 1,2 , x 1,3 ) and slave i has (x i+1,1 , x i+1,2 , x i+1,3 ), the differential equations for slave i will be:
The order of tasks are as follow: (a) The value P is set indicating the number of outputs; (b) the original dataset is loaded; (c) the number of samples, M and number of attributes M are retrieved; (d) a single Lorenz master system is created; (e) since each slave system can handle three attributes N/3 slave systems will be created; (f) the dataset, Z, is injected to the algorithm; (g) S 1 , . . . , S P is calculated by subtracting the outcome of each slave system from the master equivalent.
The following flow chart (Fig. 4) illustrates the process.
By employing such a model, a universal method of DPSMS may be achieved which can be used as a sole processor or in conjunction with other PR or classification techniques as described in the next section of this paper. 
Results and Discussion
The following three benchmark datasets were used to test the performance of the reduction technique:
Fishers Iris dataset
Fishers Iris Dataset [Fisher, 1936] describes iris plants using four continuous features (leaf and petal width and length) and usually it has been used to classify each instance as Iris Setosa, Iris Versicolor, or Iris Virginica. For each class label, there are exactly one third of the instances with that label (50 instances of each class from a total of 150 instances).
Initially we have used PCA to demonstrate how the data points and class separations look when the four original attributes were injected. As illustrated in Fig. 5 , three different classes are slightly grouped which represent each type of flower in the iris dataset.
The next step is to normalize the dataset and use DPSMS algorithm to project the four attributes of the dataset onto two attributes. Then the reduced dataset was input into four different classification methods to classify the dataset into the original classes. The overall computational time taken to reduce the dataset was 2.2 sec. Figure 6 shows the projection of the DPSMS-processed dataset. It is evident that there are still three classes visible from the scatter diagram. Additionally, there is a separation between classes (C 1 and C 2 -C3). In order to evaluate the performance of the reduction technique, four different classifiers were used to demonstrate the accuracy of the method. The first attempt at classification was to apply the Multilayer Perceptron (MLP) with back propagation on the Iris dataset.
The MLP is the most common supervised ANN model which necessitates a target output matrix for the learning phase. The ideal goal of the MLP is to create a model that appropriately maps the input to the output using target data so that the model can then be used to produce the output when the anticipated dataset is unidentified. A two-layer feedforward network with learning rate equal to 0.2, a momentum term equal to 0.4 and linear output neurons was used. Two features and 150 samples from the reduced set were used as a training set (80%) and testing set (20%).
K-nearest neighbor (KNN) is a nonparametric classical classification technique widely used in pattern recognition problems. The KNN classifier method is used for performing general, nonparametric classifications.
MLP, Feed-forward ANN, KNN and the Decision Tree method (DT) were employed to classify the datasets. As shown in Table 1 , all of the classification methods have managed to classify the original Iris dataset with an average accuracy of 95%.
When the DPSMS-processed dataset was used, MLP, KNN, FFANN, DT were able to achieve 94%, 95%, 96% and 92% classification accuracy, respectively.
Crab gender dataset
Crab gender Dataset (MathWorks -MATLAB) is used to classify the crabs as male or female. The dataset contains 200 sample and six features (Species, Frontal Lip, Rearwidth, Length, Width and Depth). Figure 7 is a PCA projection of the original Crab Gender Database. It is clear that Male samples are grouped at the top and Female samples are grouped at the bottom of the graph. The classes, however, are not fully separated from each other. Figure 8 is a density graph illustrating the two categories (male-blue and female-red) projected by DPSMS. The overall computational time taken to reduce the dataset was 1.9 sec. The graph demonstrates that a two-feature dataset can also show separate classes with some separation between the classes. The outlier values were visible in the original dataset (Fig. 6 ) and are not related to the performance of the proposed algorithm.
A 200 by 2 reduced dataset matrix was then injected into our classifiers. When the reduced test dataset was used, MLP, KNN, FFANN, DT were able to achieve 89%, 87%, 90% and 54% classification accuracy, respectively.
The results are very close to the ones achieved by the original 200 by 6 original matrix. The dataset reduction technique has attained the same classification performance with one third of the original attributes.
Breast cancer dataset
Here, we used a well-known Breast Cancer Dataset to assess the performance of the reduction technique. This breast cancer domain was obtained from the University Medical Centre, Institute of Oncology, Ljubljana, Yugoslavia. The dataset contains nine features by 699 samples and is used to implement cancer detection and classification applications. There are two classes within the dataset and we attempt to categorize them using our proposed reduction techniques. Figure 9 is the PCA projection of the original Breast Cancer Dataset with all the nine attributes. It is clear that the Malignant Samples have formed a dense cluster at the left side of the graph. We have reduced the nine-feature to a three-feature dataset projected by DPSMS. Figure 10 demonstrates the output of the algorithm. As illustrated in the figure a group of samples are grouped in the bottom left-hand side of the graph representing a separate class. The wider class with red data points demonstrates the second category. Although the second class (Benign) is not well grouped and inter-class distances are rather large, the first class (Malignant) has been categorized with a minimum inter-class distance. The overall computational time taken to reduce the dataset was 3.1 sec.
Electronic Nose (EN ) dataset
Finally, we will use a biological sensory dataset to evaluate the performance of our new reduction technique. The dataset acquired from the following case study will be investigated.
In recent years, the development of innovative devices such as the Electronic Nose (EN) has been undertaken by many researchers. The EN is often referred to as an intelligent instrument when coupled with appropriate pattern recognition software and hence is able to imitate functions of human olfaction and used for detection, recognition and classification of complex odors and Volatile Organic Compounds (VOCs). The EN system was introduced in 1982 by Dodd and Persaud from the Warwick Olfaction Research Group, UK. The possible applications of these devices are wide ranging, from 
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Dimensionality Reduction for Sensory Datasets security and medicine through to applications in scheduling in agricultural and food industries as well as solving environmental issues [Dutta et al., 2004] .
The EN has been extensively used for detecting VOCs in different applications. In this study, EN instrumentation was used to detect the VOCs emitted by the tomato crops in different conditions and finally to distinguish between the healthy and diseased plants by analyzing and classifying the dataset.
All VOC sampling and measurements using the EN (Bloodhound ST214) were carried out using a tube placed 10 cm away from a leaf attached to the plant. The data collection was carried out for 26 days from 16th December 2008 to 26th December 2009. Two sets of data were collected each day and each data set contained ten replicates of sensory data collection. The samples were based on the responses of 13 sensors to the VOCs produced by the plants. The following acquisition protocol was used to collect the responses of the EN to the VOCs: 10 sec absorption, 5 sec pause, 20 sec desorption, 5 sec flush. Initially, we have used PCA and K-Means clustering to demonstrate how the data points and class separations look when the 13 original attributes were injected. As illustrated in Fig. 11 , three different classes are slightly grouped which represent each type of the plants' health status in the EN dataset. Figure 12 is a K-Means projection of the original dataset generated by the EN. It is clear that the healthy samples are grouped at the bottom and Powdery Mildew samples are grouped at the top of the graph. The Spider Mite and Powdery Mildew classes, however, are not fully separated from each other. Figure 13 shows the projection of the reduced dataset using our proposed DPSMS algorithm. It is evident that there are still three classes visible from the scatter diagram. Additionally, there is a separation between classes (Powdery Mildew Spider Mite and Healthy). The overall computational time taken to reduce the dataset was 1.9 sec. MLP, Feed-forward ANN, KNN and the Decision Tree method were employed to classify the test datasets. As shown in Table 1 , all of the classification methods have managed to classify the original EN dataset with an average accuracy of 91%.
When the DPSMS-processed dataset was used, MLP, KNN, FFANN, DT were able to achieve 82%, 83%, 93% and 92% classification accuracy, respectively. We have used the classifiers accompanied by five-fold cross-validation and rotation to avoid the evaluation to become optimistically biased. This clearly indicates that the novel technique has not reduced the possibility of correct classification. The underlying information is still present in the two attributes created after projection. Table 1 summarizes the overall performance of the classifiers when presented with the original and reduced datasets.
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Conclusion
In this paper, we have proposed an approach for data reduction using a method for the synchronization of a master-slave system that can be used in conjunction with Pattern Recognition Techniques. The main purpose of this investigation was to demonstrate the ability of master-slave synchronization to reduce the dimension of datasets.
The basis for the technique, the OPCL coupling, ensures robust synchronization in mismatched chaotic oscillators. The synchronization is realized with a precise coupling, so it does not need any trial and error, physical intuition, empirical determination of proportionality factor, etc.
The proposed method is similar to conventional feature reduction techniques such as PCA where the datasets' original attributes are projected onto a smaller number of attributes in order to reduce computational time and improve the overall classification performance. This method can be used to project a dataset of medium size onto a 2-attribute dataset. Three benchmark datasets and one EN sensory dataset were used to evaluate the performance of the algorithm. The reduced dataset was then injected into clustering and ANN techniques to compare the classification performance. Crossvalidation, rotation and leave-one-out algorithms were employed to produce a realistic result as well as avoid false positive/negatives.
The technique successfully managed to cut down the number of attributes without losing any important knowledge hidden within the dataset, and at the same time retaining the ability to produce a significant separation between the classes (i.e. IRIS dataset). As shown in Fig. 5 , there is a large separation between the classes produced by synchronization.
In conclusion, DPSMS is able to project the datasets onto a low dimensional set that can be used with other clustering and ANN methods.
Such technique decreases the classification processing time, reduces the computer resources required and improves the memory/storage of high dimensional datasets. Although similar techniques for gradual and automatic reduction of multidimensional data, e.g. over time, are seen in practice, we believe this paper to be the first to present a foundation for such a technique using synchronization. We also believe this paper is the first to consider the dataset injection to master-slave systems and evaluate the results. Overall, the technique proposed for numerical dataset reduction when synchronized using OPCL is believed to be novel.
In future research, two directions are of interest. First, it is interesting to explore the efficient implementation of the technique when coupled with other pattern recognition techniques such as Support Vector Machine (SVM). Related to this, issues related to the efficient use of kernels and parameters should be investigated. Second, it would be of interest to study how the technique can be used for large datasets with high numbers of attributes.
