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 .  .Let M u, ¨ s 0, N u, ¨ s 0 define two distinct phase curves G , G in the1 2
 .u, ¨ -phase plane. This paper presents results on the relationships among the
positive equilibria, the phase curves, and the existence of positive solutions to the
PDE system
Du q uM u , ¨ s 0, D¨ q ¨N u , ¨ s 0 in V ; Rn .  .
under Dirichlet boundary conditions, where V is a bounded domain and M, N are
monotone functions. Q 1997 Academic Press
1. INTRODUCTION
Motivated by various biological interactions, an intensive effort in recent
years has been devoted to the investigation of the existence and properties
of positive solutions to the following PDE system:
yDu s uM u , ¨ , yD¨ s ¨N u , ¨ in V ; Rn , 1 .  .  .
where M and N are C1 monotone functions and V is a bounded, regular
 .  .  .domain. A solution u, ¨ to system 1 is said to be positi¨ e if u x ) 0,
 .¨ x ) 0 for all x g V.
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There is a long list of related references on this problem with various
 wforms of the functions M, N. See, for example, 3]6, 8]14, 16, 17, 20]24,
x .26]34 and the bibliographies therein. In particular, much effort has been
focused on the following quadratic system:
Du q u a y bu " h¨ s 0, D¨ q ¨ e " gu y f¨ s 0 in V , .  .
u , ¨ s 0, 0 on ­ V ; b , h , f , g ) 0, a, e g R. 2 .  .  .
 .In modeling biological interactions, the functions u, ¨ in 1 represent
the densities of two species, while M, N are viewed as the relative growth
functions of such interactions. The rates M and N will take certain¨ u
definite signs according to the nature of the interactions between u and ¨
in terms of the suppression or promotion relationships. We adopt below a
w xdefinition from 33 which interprets the monotonicities of the functions M
and N:
 .DEFINITION 1. System 1 is called a
 .i predator]prey interaction if M - 0, N ) 0 or M ) 0, N - 0;¨ u ¨ u
 .ii competition if M - 0, N - 0;¨ u
 .iii symbiosis if M ) 0, N ) 0.¨ u
 .  .The existence of a positive solution u, ¨ to system 1 is also called a
positi¨ e coexistence. Positive coexistence has important implications to the
long-term behavior of the biological system under investigation. One of the
 .basic questions regarding the interacting system 1 is the following: can
the coexistence be predicted using the information on the individual
behaviors of the two species? Let us denote by u , ¨ the densities of the0 0
two species with their partner or rival in absence. Thus u , ¨ represent0 0
the individual behaviors of u, ¨ before their participation in the interac-
tion. One answer to the above question has been supplied by extensive
 .work in recent years see the references listed above : for predation and
competition models under the homogeneous Dirichlet or Robin boundary
 .conditions, the existence of positive solutions to system 1 is closely
  ..   ..related to the signs of l D q M 0, ¨ and l D q N u , 0 , the princi-1 0 1 0
pal eigenvalues of two differential operators obtained from linearizing
 .  .  .system 1 at u , 0 and at 0, ¨ , respectively. For instance, a predation0 0
 .model 1 has positive coexistence if and only if these two eigenvalues are
positive. These results reflect the fact that the positive coexistence does
depend on the data u , ¨ for a given domain on which the interaction0 0
takes place.
The above results, however, cannot be easily put to use in applications
  ..   ..because the data l D q M 0, ¨ and l D q N u , 0 cannot be readily1 0 1 0
computed. These two eigenvalues depend also on the shape of the domain.
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In dealing with this difficulty, careful analysis on the algebraic properties
of the nonlinearities M and N can be helpful. In certain systems, the
existence of positive equilibria plays a dominant role in the positive
coexistence. By an equilibrium in this paper we mean a pair of real
 .  .  . w xnumbers p, q such that pM p, q s 0 s qN p, q . In 7, 34 , the rela-
tionships among the equilibria, the permanence, and the existence of
positive solutions for certain parabolic systems were investigated. For
 .elliptic system 1 under Neumann boundary conditions, it was proved in
w x4, 12, 17 that a positive equilibrium is the unique positive PDE solution
to a predator]prey model. Therefore, such a system has a positive PDE
solution if and only if it possesses a positive equilibrium.
Such a relationship does not extend directly to elliptic systems subject to
Dirichlet boundary conditions because a positive equilibrium is no longer a
solution to the PDE system. However, for a general symbiotic interaction,
w x  .it was shown in 18, 23 that system 1 has a positive solution if it possesses
a positive constant equilibrium, provided that u , ¨ exist. Conversely,0 0
under certain conditions, the existence of a positive equilibrium also
follows from the existence of a positive PDE solution.
Motivated by these results, we are interested in finding coherent rela-
tionships between the positive coexistence and the existence of a positive
 .constant equilibrium of system 1 for predation and competition interac-
tions. We are going to show in this paper that, under certain hypotheses
imposed either on the domain V or on the functions M and N, the
existence of a positive equilibrium is a sufficient or a necessary condition
for the existence of positive PDE solutions. It is especially the case when
the size of the domain V is large. We also found the following interesting
fact. If some of the hypotheses on the functions M and N are released, for
 .system 1 to have positive solutions over large domains, the distance
 .  .between the phase curves determined by M u, ¨ s 0, N u, ¨ s 0 in the
first quadrant must be bounded from above by a constant. Note that this
.constant is zero if and only if the system has a nonnegative equilibrium.
These relationships provide us with valuable insights into the dependence
of positive solutions on the nonlinearities of various elliptic systems under
study. Results of this kind will also be useful and convenient in applica-
tions because it is quite easy to check whether a system possesses a
positive constant equilibrium.
2. PREPARATION
In this section we introduce a few notations and hypotheses, and collect
some known results which will be useful in the sequel.
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We denote by V ; Rn a bounded domain with smooth boundary ­ V
 .and by l A the principal eigenvalue of a suitable linear operator A. In1
 .particular, l yD stands for the principal eigenvalue of yD subject to1
the homogeneous Dirichlet boundary condition.
 . Let G , G denote the phase curves determined by M u, ¨ s 0 and N u,1 2
.¨ s 0, respectively. For predation models, we assume for definiteness that
M - 0, N ) 0. Thus ¨ represents the level of the predator population.¨ u
Throughout this paper we assume that the functions M, N satisfy the
following assumptions:
 .  .  . 1H1 Logistic Pattern . M u, ¨ and N u, ¨ are C functions for
 .  . < <u G 0, ¨ G 0; M u, ¨ - 0, N u, ¨ - 0. Moreover, M is bounded.u ¨ u
 .  .  .H2. G , G intersect with the axes u s 0, ¨ s 0. By c, 0 , 0, d , 0, d1 2
 .  .  .we denote the intersection points: M c, 0 s M 0, d s N 0, d s 0. For
predation models, we assume that G is defined on the whole first2
 .quadrant. See Fig. 1.
 .  .  .By hypothesis H2, it is routine to verify that 0, 0 , c, 0 , 0, d are
 .  .equilibria of system 1 , but 0, d is usually not. Motivated by the bound-
ary behavior of a particular gene of a certain population in biochemistry
w xproposed in 27 , we shall consider the following boundary conditions for
 .system 1 :
u , ¨ s 0, 0 on ­ V , 1a .  .  .
u , ¨ s c, 0 on ­ V , 1b .  .  .
u , ¨ s 0, d on ­ V . 1c .  .  .
Namely, the boundary data are assigned by the equilibria of the system.
 .  .FIG. 1. G : M u, ¨ s 0, G : N u, ¨ s 0.1 2
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The following fundamental lemma can be found in many references
 w x.see, e.g., 2, 24 :
 .LEMMA 1. Consider the equation: yDu s uf x, u in V, u s 0 on ­ V,
1  .  .where f is a C function and is decreasing in u with limj ª` f x, j F l yD1
uniformly in x. Then
 .i u ' 0 is the only nonnegati¨ e solution if the principal eigen¨alue
  ..l D q f x, 0 F 0.1
 . ii This equation has a unique positi¨ e solution if and only if l D q1
 ..f x, 0 ) 0.
 .  .iii In case that f x, c F 0 for some constant c ) 0, the positi¨ e
 .solution u satisfies u x - c for x g V.
We shall denote by u the positive solution determined by Lemma 1 if itf
exists or the zero otherwise. The following result specifies the relationship
 .between the function f x, u and the unique function u it determines.f
 .LEMMA 2. Let the function f x, u be as in Lemma 1. Assume also that
<  . <  .f x, j F L for x, j g V = R. Thenj
 .  q. 1, a  .i f ¬ u G 0 is continuous from C V = R to C V = R wheref 0
 .a g 0, 1 and the subscript ``0'' indicates the homogeneous Dirichlet bound-
ary condition.
 .ii If f G f k f , then either u ) u or u ' u ' 0.1 2 1 f f f f1 2 1 2
w x wThe idea of Lemma 2 was initiated in 3 . For a proof, see 23, Lemma
x w x4 . We also need the following result from 22 :
 .  .LEMMA 3. Let f u be a strictly decreasing function with f 0 ) 0 and
 .  .f c s 0 for some constant c ) 0. Then the equation y« Du s uf u ,
<u s 0 has a unique positi¨ e solution u for small « . Moreo¨er, u­ V « «
approaches c uniformly on any gi¨ en compact subset K ; V as « ª 0.
wFinally, we quote the following version of Hardy's inequality from 19,
xTheorem 5.2 .
 .LEMMA 4. Let 0 - p y 1 - q - `. Let u s u t be almost e¨erywhere
 . ` <  . < p q  .differentiable in 0, ` . If H u9 t t dt - ` and lim u t s 0, then the0 t ª`
following inequality holds:
p
` `pp pqyp qu t t dt F u9 t t dt. .  .H H /q y p q 10 0
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3. RESULTS
3.1. The Case of M ? N - 0¨ u
This subsection is devoted to the relationship between the existence of
equilibria and the PDE solutions of predator]prey interactions under the
 .homogeneous Dirichlet boundary condition 1a . We assume again that
M - 0, N ) 0.¨ u
 .  .It follows from M - 0, M - 0 that M u, ¨ ) 0 or - 0 if and only ifu ¨
 .  .the point u, ¨ is below or above the curve G . The same is true for the1
pair N and G . Thus, using the assumptions and notations in H1 and H2,2
one can easily prove the following useful observation.
 .  .OBSERVATION 1. Let system 1 be a predation system with M 0, 0 ) 0
 .and N c, 0 ) 0. Then c ) 0, d ) 0. Moreo¨er,
 . i G and G meet in the first quadrant i.e., the system has a1 2
.  .  .nonnegati¨ e equilibrium if and only if M 0, d G 0 Fig. 1a and b ;
 .  .ii if G , G do not meet in the first quadrant, then M 0, d - 0 s1 2
 .M 0, d and thus d ) d. Consequently, G lies totally abo¨e G in this2 1
 .quadrant Fig. 1c .
To state our first result on the relationship between positive equilibria
and positive PDE solutions, we first introduce a few terminologies.
 . <  . <The predation in system 1 is said to be mild if sup M 0, y Fy G 0 ¨
<  . <inf N 0, y . That is, the rate of predation on the prey is less than they G 0 ¨
rate of the predator's self-regulation.
A domain V is said to be large if it contains a ball with sufficiently large
radius.
w xThe following theorem generalizes the main result in 22 where this
relationship was discussed only for sufficiently large domains under the
 .assumption of N 0, 0 - 0.
 .THEOREM 1. Let system 1 be a predator]prey model under the boundary
 .condition 1a .
 .  .i Assume that the system has a positi¨ e equilibrium p, q and that
 .  .  .  .l yD - M 0, q , l yD - N 0, 0 . Then the system has a positi¨ e solu-1 1
tion on V.
 .ii The existence of a positi¨ e equilibrium is a necessary condition for
the existence of positi¨ e PDE solutions on any bounded domain in cases either
 .that N 0, 0 F 0 or that the predation is mild.
 .  .iii If system 1 has a positi¨ e equilibrium, then it must ha¨e positi¨ e
PDE solutions o¨er large domains.
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 .  .Proof. We denote below the Banach spaces X s C V , X s C V s0 0
  .  . 4  . u g C V : u x s 0 for x g ­ V and the positive cone C X s u g X :0 0
4u G 0 . All equations considered in this proof are subject to the homoge-
neous Dirichlet boundary condition.
 .  .  .  .  .i Since M 0, 0 ) M 0, q ) l yD , by Lemma 1 ii , we have the1
 .  .  .solution u , 0 to system 1 with u x ) 0 for x g V. It follows similarly0 0
 .  .from the assumption N 0, 0 ) l yD that the system has a solution1
 .0, ¨ with ¨ ) 0.0 0
Since M F 0 the function u is an upper solution to the equation¨ 0
 .yDu s uM u, ¨ for a given ¨ G 0, ¨ g X. Therefore, by the uniqueness
 .in Lemma 1 ii , it can be shown easily that the solution u F u . One can0
derive similarly that ¨ F ¨ where ¨ is the positive solution to the0
 .equation yD¨ s ¨N u, ¨ for any given u G 0, u g X.
Ä Ä .By H2 there exists a d ) 0 such that N c, d s 0. Note that u - c0
Ä .  .  .  .because M c, 0 s 0. Thus N u , d - 0. Since also N u , 0 G N 0, 0 )0 0
 .  .l yD it follows from Lemma 1 ii that there exists a positive solution1
 .  .¨* x to the equation yD¨ s ¨N u , ¨ . The solution ¨* is thus an upper0
 .solution to the equation of yD¨ s ¨N u, ¨ for u F u , and, conse-0
 .  .quently, ¨ F ¨*. Therefore the solutions u, ¨ of the system 1 have
5 5 5 5 5 5 `upper bounds u , ¨* where the norm ? is the L norm.` ` `0
 .For a given ¨ g X, Lemma 1 implies that the equation yDu s uM u, ¨
 .has a unique nonnegative solution u such that either u x ) 0 for x g V,
  ..provided that l D q M 0, ¨ ) 0, or u ' 0 otherwise. We thereby de-1
note by T for u s T¨ G 0 the solution operator for a given ¨ g X.
 .   ..According to Lemma 2 with f x, u s M u, ¨ x and M F 0, the opera-¨
 .tor T : X ª C X is continuous and decreasing in the sense that if0
5 5¨ F ¨ then either T¨ ) T¨ or T¨ ' 0 ' T¨ . Let B s ¨* q 1. By`1 2 1 2 1 2
the continuity of the operator T , there exists a large positive P ) 0 such
 .y1 w  .that the compact operator A defined by A¨ s yD q P ¨ N T¨ , ¨ q
x  .P is a positive operator from the positive cone C X to itself for0
5 5  .¨ F B. According to the definition of the operator A, T¨ , ¨ is a`
 .solution to the equations 1 provided that ¨ is a fixed point of A: ¨ s A¨.
 .It is easy to verify that the fixed point ¨ g C X of ¨ s u A¨ foru 0
w xu g 0, 1 must satisfy ¨ F ¨* - B because u F 1 and because it can beu
 .verified that ¨ is a lower solution to the equation yD¨ s ¨N u , ¨ . Let Iu 0
 . be the identity mapping. Note that the Frechet derivative A9 0 s yD qÂ
.y1  . .  .  .  .P N u , 0 q P I exists and that N u , 0 ) N 0, 0 ) l yD , there-0 0 1
  ..fore the spectral radius r A9 0 ) 1. By the Krein]Rutman theorem,
  ..  .r A9 0 is the only eigenvalue of A9 0 with a positive eigenfunction.
w xTherefore we can apply Theorem 13.2 of Amann 1 with l s 1ru to the
 .  4set C X \ u g X : 0 F u F B to claim that A has a fixed pointB 0 0
¨ ) 0.
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Now T ¨ G 0 by the definition of the operator T. We claim that
 .T ¨ x ) 0 for x g V. Suppose first that T ¨ ' 0. Then ¨ ' ¨ by the0
 .definition of the fixed point of the operator A and yD¨ s ¨ N 0, ¨ .0 0 0
 .  .  .Consider the equation yD¨ s ¨N 0, ¨ in V. Since N 0, q - N p, q s 0
the constant q is an upper solution to the equation. It is easy to verify that
«w is a lower solution where w ) 0 is a positive eigenfunction of yD
 .corresponding to l yD and « is so chosen that «w - q. Applying1
 .Lemma 1 ii again, one concludes that ¨ F q because ¨ is the unique0 0
 .solution to this equation. Consider now the equations yDu s uM u, ¨ 0
 .  .  .and yDu s uM u, q . Since M 0, q ) l yD , the equation yDu s1
 .  .uM u, q has a unique positive solution u s T q ) 0 in V by Lemma 1.1
Therefore T¨ G u ) 0 by Lemma 2 because ¨ F q. This contradicts0 1 0
T ¨ ' 0 and thus 0 k T ¨ G 0. Moreover, by the strictly decreasing prop-
 .  .erty of the operator T , Lemma 2 ii , T ¨ ) 0 in V. Therefore T ¨ , ¨ is the
desired positive solution.
 .  .ii Suppose that the system has a positive solution u, ¨ . Consider
 .first the case N 0, 0 F 0. It follows from the general maximum principle
 . that u F c, where c ) 0 is such that M c, 0 s 0. Since u G u see part0 0
 . .  .i of this proof , and because ¨ ) 0 and D¨ q ¨N u, ¨ s 0, it follows that
¨ is a positive eigenfunction corresponding to the eigenvalue 0 s l D q1
 ..   ..   ..  .N u, ¨ - l D q N u , 0 - l D q N c, 0 . In particular, N c, 0 ) 0.1 0 1
 .Therefore the curve G : N u, ¨ s 0 has to hit the axis ¨ s 0 somewhere2
w .  .  .in the interval 0, c because N 0, 0 F 0, N c, 0 ) 0. The monotonicity of
the function N in u, ¨ then implies that G , G must meet in the first1 2
 .quadrant Fig. 1a .
 .We consider next the case N 0, 0 ) 0, in which the alternative hypothe-
 .  .sis of mild predation is assumed. By Lemma 1, if N 0, 0 F l yD , then1
  ..  .  .¨ s 0 and therefore l D q N 0, ¨ F 0; if N 0, 0 ) l yD , then there0 1 0 1
 .exists a solution ¨ ) 0 in V to the equation yD¨ s ¨N 0, ¨ and thus0
  ..   ..l D q N 0, ¨ s 0. Therefore l D q N 0, ¨ F 0 in either case. No-1 0 1 0
 .tice that ¨ F d by the general maximum principle, whence M 0, ¨ y0 0
 .  .  .  . <  . <M 0, d F N 0, ¨ y N 0, d s N 0, ¨ because sup M 0, y F0 0 y G 0 ¨
<  . < inf N 0, y by the assumption. One thus concludes that l D qy G 0 ¨ 1
 .  ..   ..M 0, ¨ y M 0, d F l D q N 0, ¨ F 0. Consequently, since ¨ F ¨0 1 0 0
  . .  .   ..   ..see part i of this proof , M 0, d G l D q M 0, ¨ ) l D q M u, ¨1 0 1
 .  . s 0. Therefore M 0, d ) 0 and thus d - d because M 0, d s 0 Fig.
.1b . This implies that G , G must meet in the first quadrant by Observa-1 2
 .tion 1 i .
 .  .  .  .iii Let p, q be a positive equilibrium. Then M 0, q ) M p, q s
 .0. We discuss first the case in which N 0, 0 ) 0. Since the domain V is
 .   .  .4large, we may assume that l yD - min M 0, q , N 0, 0 and thus the1
 .result follows from i .
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 .  .  .In the case that N 0, 0 F 0, we note first that N c, 0 ) 0 Fig. 1a .
 .Notice also that ¨ ' 0 and u ) 0 by Lemma 1 because N 0, 0 F 0 -0 0
 .  .  .l yD and M 0, 0 ) M p, q s 0. The proof for this case is thus cov-1
w xered in 22 and therefore we omit the details here.
Note 1. We tried to keep the above proof elementary by relying on
w xLemmas 1 and 2 and the well-known Theorem 13.2 in 1 . The proof of
 . wpart i can be simplified if one makes use of the particular results in 10,
x21, 31 .
COROLLARY 1. Consider the quadratic system
Du q u a y bu y h¨ s 0, D¨ q ¨ e q gu y f¨ s 0 in V , .  .
u , ¨ s 0, 0 on ­ V ; a, b , h , f , g ) 0, e g R. 3 .  .  .
 .Assume that h F f. Then system 3 has positi¨ e solutions on large domains if
and only if it possesses a positi¨ e equilibrium, i.e., af ) eh, be ) yga.
 .  .  .Proof. Note that p, q s af y eh, be q ag r bf q hg is an equilib-
 .rium. The sufficiency is a simple consequence of Theorem 1 iii . The
 .necessity can be deduced using Theorem 1 ii because the relation h F f is
 .exactly the condition for mild predation in system 3 .
 .COROLLARY 2. If system 1 of predation is mild and has a positi¨ e
solution in a bounded domain, it must ha¨e positi¨ e solutions in large
domains.
 .Proof. Theorem 1 ii implies that such a system has a positive equilib-
 .rium. The conclusion then follows from Theorem 1 iii .
Note 2. It is interesting to observe that a result similar to Corollary 2
w x  .was established in 5 for quadratic system 3 without assuming h F f , but
e takes certain positive values.
 .  .If system 1 is neither of the case N 0, 0 F 0 nor of mild predation,
then the existence of a positive equilibrium need not be necessary for the
existence of positive PDE solutions. Consider the following example:
yDu s u a y u y h¨ , yD¨ s ¨ e q gu y ¨ in V , .  .
4 .
u , ¨ s 0, 0 on ­ V , .  .
 .where g ) 0; l yD s e < a - he. This system has no positive equilib-1
rium because a - he. It does, however, admit positive PDE solutions
w x  .according to Theorem 4.2 in 3 , which states that when e F l yD and a1
 .is sufficiently large, the system has a bifurcating positive solution u, ¨ .
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On the other hand, we shall show that the distance between the two
phase curves G , G cannot be too ``distant,'' in the sense that it must have1 2
an upper bound provided that the system has positive PDE solutions on
large domains.
DEFINITION 2. The distance between two curves G , G in the first1 2
 .  . 5 5quadrant of the u, ¨ -plane is: dist G , G s inf P y P : P g G , P1 1 2 1 2 1 1 2
4 5 5g G , where P , P are in the first quadrant and ? is the Euclidean2 1 2
norm.
 .  .Let G and G be the phase curves of system 1 . Then dist G , G s 01 2 1 1 2
if and only if the system has a nonnegative equilibrium. We observe that if
 .  .a predation system 1 has a positive PDE solution u, ¨ but G does not1
meet G in the first quadrant, then G lies totally above G . To see this,2 2 1
 .notice that u F u see the proof of Theorem 1 and that u F c by the0 0
 .general maximum principle, where M c, 0 s 0. Hence u F c. Applying
the general version of the Hopf lemma of the strong maximum principle
w x15 to the function ¨ ) 0 and taking the integral H on both sides of theV
 .second equation of 1 , one concludes that
­ ¨
0 - y s yD¨ s ¨N u , ¨ F N c, 0 ¨ . .  .H H H H
­ n­ V V V V
 .  .Hence N c, 0 ) 0. Our assertion then follows from Observation 1 ii . In
 .this case, since 0, d is the apex of G in the first quadrant, due to the1
 .  .  .monotonicity of the functions M u, ¨ and N u, ¨ , dist G , G s d y d.1 1 2
See Fig. 1c.
 .For a given pair of functions M, N the distance d G , G is bounded.1 1 2
 .4  .We need to investigate a family F s M, N of predation systems 1
possessing positive PDE solutions. The question can now be formulated as:
 .if system 1 does not have a nonnegative equilibrium, how far apart could
 4G lie above a given G ? This requires estimating sup d y d . To do this,2 1 F
 .we extract two useful data from the family F. The first one is M 0, 0 , the
<  . <capacity of the system, and the second one is inf N 0, y , whichy G 0 ¨
embodies the self-regulation rate of the density ¨ . Given a family F, we
 . <  . <  .define Q s sup M 0, 0 , E s inf inf N 0, y where M, N g F.F F y G 0 ¨
Suppose Q - ` and E ) 0. Then we have
THEOREM 2. Let F be a family of predation systems possessing positi¨ e
PDE solutions o¨er large domains. Then the distance
2 y1’sup dist G , G F 4 p q 1 2 q 2 QE . .  .  .1 1 2
 .M , N gF
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 .Here F may, of course, contain only a single pair M, N . An implica-
 .tion of this theorem is: if a predation model with its capacity Q s M 0, 0
 .< 1 admits positive solutions over large domains, then dist G , G has to1 1 2
be small. A direct substitution yields:
 .COROLLARY 3. Suppose that the quadratic system 3 has positi¨ e solu-
 .tions u, ¨ o¨er large domains without nonnegati¨ e equilibrium, then it is
2 ’< <  . .necessary that frh y era F 4 p q 1 2 q 2 .
Proof of Theorem 2. The idea behind the proof is to apply the varia-
tional property of the principal eigenvalue to a differential operator of
Schrodinger type. We then employ the resulting spectral estimate to deriveÈ
 .an upper bound of dist G , G using a lower-solution technique. Denote1 1 2
 .  .below l the principal eigenvalue of yD on the ball B 0 with Dirichlet0
condition.
 .  .  .For any given M, N g F, if N 0, 0 F 0, then dist G , G s 0 by1 1 2
 .  .Theorem 1 ii . It thus suffices to assume N 0, 0 ) 0 and to consider the
 .  .case that d ) d. See Fig. 1c. It is clear that dist G , G s d y d. Since1 1 2
the system possesses positive solutions over large domains, it is especially
 .the case when V s B 0 , the ball with radius R centered at the origin,R
2  .when 1rR [ « is small, say, « F « for some 0 - « - N 0, 0 rl . Let0 0 0
 .us perform a change of coordinates by setting x s xrR. Let u, ¨ be a
 .  .  .  .positive solution. Define functions u, ¨ by u x s u x , ¨ x s ¨ x . Then
 .  .system 1 over a domain B 0 is equivalent to the system: y« Du sR
 .  .  .  .  .  .uM u, ¨ , y« D¨ s ¨N u, ¨ in B 0 and u, ¨ s 0, 0 on ­ B 0 , where1 1
2  .« s 1rR . For the sake of simplicity in notations, let B [ B 0 and1
denote u, ¨ back by u, ¨ , respectively, and we come up with the following
system:
y« Du s uM u , ¨ , y« D¨ s ¨N u , ¨ in B , .  .
5 .
u , ¨ s 0, 0 on ­ B. .  .
 .  .Notice that «l - N 0, 0 see above , by Lemma 1 there exists a positive0
 . solution ¨ to the equation y« D¨ s ¨N 0, ¨ . Since u, ¨ ) 0, 0 s l «D0 1
 ..   ..  .q M u, ¨ - l «D q M 0, ¨ see the proof of Theorem 1 . Note that1 0
 .the operator «D q M 0, ¨ is self-adjoint due to the boundary condition.0
We have, by the variational property of the principal eigenvalue,
0 - l «D q M 0, ¨ . .1 0
< < 2 2 1, 2s sup y« =w dx q M 0, ¨ w dx : w g W B . 6 .  .  .H H 0 0 5
B B25 5w s1L
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Ä5 5  .We need to estimate ¨ . Let r s x and r g 0, 1 , r , r , d be such0 0 1 2
that
1r2
1 ) r G max 4r5, n y 1 pr 1 q n y 1 p , 1 y « rN 0, d , .  .  . 5 /0 0
Ä Äd g d, d , drd ) 1r2, 7 .  .
y1 y1Är s 1 y r p arc cos 2 dd y 1 q r , r s 3r4 q r r4. .  .1 0 0 2 0
Ä .  .  .  . w . . xBy 7 , N 0, d ) N 0, d ) N 0, d s 0 and 1 y r n y 1 p rr - 1.0 0
We can now construct a useful lower solution to the equation y« D¨ s
 .¨N 0, ¨ by setting
¡Äd if 0 F r F r ,0~ Ä Ä 5 5f r s r s x . 8 .  .d d p r y r .0q cos if r F r F 1,0¢2 2 1 y r0
Ä Ä .  .  .  .  .Note that f9 r F 0, f 1 s 0, f r s d, f r s d, d - f r - d for0 1
Ä .  . w xr g r , r , and f r F d for r g 0, 1 . It can be checked that f g0 1
2, 2 . 1, 2 .W B l W B .0
 . Keep the range condition 7 in mind; it is a tedious routine see the
.Appendix to verify
y« Df F fN 0, f , .
n y 1
i.e., y« f0 r q f9 r F f r N 0, f r 9 .  .  .  .  . . /r
provided that
2 Ä’1 1 y r 1 y 2 r2 N 0, d .  . .0s « F . 10 .2 2R p q 1
 . w xIndeed, the estimate 9 is obvious on the interval r g 0, r and it can0
w x  .  .  .also be verified for r g r , r using 7 , 8 , and 10 with tedious0 2
 . w xcalculations. The validity of 9 over the interval r , 1 follows from the2
positivity of its right-hand side and the negativeness of its left-hand side
Ä .   ..  .due to the range condition 7 and the fact that N 0, f r G N 0, d ) 0.
By the uniqueness of positive solutions to the equation y« D¨ s
 .  .¨N 0, ¨ , we conclude that ¨ G f when « satisfies 10 because f is a0
 5 5 4lower solution to this equation. Define B s x g B: x F r and B sr 0 r0 1
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 5 5 4  . 5 5  .  .x g B: x F r . Since f r G d for x F r , M 0, ¨ F M 0, f F1 1 0
1, 2 .  .M 0, d s 0. Then for any function w in W B which is radially symmet-0
ric, we have
M 0, ¨ w 2 F M 0, ¨ w 2 F M 0, 0 w 2 . .  .  .H H H0 0
B B_B B_Br r1 1
n n .We can extend w to R by setting w x s 0 for x g R _ B. Then
1, 2 n.  w x.w g W R see 25, Ch. 1, Theorem 11.4 . Using spherical coordinates
with ds s surface element of integration, we see that
12 ny1 2w x dx s r w r dr ds. .  .H H H
B_B r ­ Br 1 r1
Note that
1 ny1 2r w r dr .H
r1
` `1 2 2 2F w r dr s w r dr s w t q r dt .  .  .H H H 1
r r 01 1
` 1yr2 212 2F 4 w9 t q r t dt s 4 w9 t q r t dt .  .H H1 1
0 0
1yr 12 212 2F 4 1 y r w9 t q r dt s 4 1 y r w9 r dr .  .  .  .H H1 1 1
0 r1
24 1 y r . 11 2ny1F r w9 r dr . .Hny1r r1 1
 .In the second inequality above we have used Hardy's inequality Lemma 4
with q s p s 2. It follows that
24 1 y r .1 22w x dx F =w x dx. .  .H Hny1rB_B B_B1r r1 1
Therefore
24 1 y r .1 22M 0, ¨ w x dx F M 0, 0 =w x dx. 11 .  .  .  .  .H H0 ny1rB B_B1 r1
 . < < 2  . 2It is clear by 6 that « H =c - H M 0, ¨ c for the positive princi-B B 0
1, 2 . w xpal eigenfunction c g W B , =c k 0. Applying the result in 15 to the0
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 .equation y« D¨ s ¨ N 0, ¨ , we imply that ¨ ) 0 is radially symmetric.0 0 0 0
Thus it is known that the principal eigenfunction c ) 0 is also radially
symmetric. In fact, let T be an arbitrary rotation of the unit ball B, and
<  . <x s Ty, y g B. Using the facts that T is orthonormal and det T s 1, it
 .  .  .can be verified that c y and c y [ c Ty give the same extremum in1
 .  .  .6 . Therefore c y s c y because the principal eigenspace has dimen-1
5 5 2 5 5 2sion one and c s c s 1. This implies the spherical symmetry ofL L1
.  .  . .2 ny1c . It then follows from 11 that « - 4M 0, 0 1 y r rr where1 1
2 Ä’1 y r 1 y 2 r2 N 0, d .  . .0
« s 2p q 1
 .is the bound in 10 . One derives easily from 1 y r - 1 y r that1 0
4 p 2 q 1 M 0, 0 .  .ÄN 0, d - . . ny1’1 y 2 r2 r . 1
Ä Ä Ä Ä .  .  . <  . < .  .Writing N 0, d s N 0, d y N 0, d s N 0, j d y d , where j g d, d¨
Ä  .  .and d s d q t d y d for some t g 0, 1 , yields
4 p 2 q 1 M 0, 0 .  .
d y d - .
ny1 ’1 y t r 1 y 2 r2 N 0, j .  . .1 ¨
The conclusion of the theorem follows if we let t ª 0 and r ª 1. Note0
that as t ª 0, r ª r .1 0
3.2. The Case of M - 0, N - 0¨ u
In this subsection we discuss the relationship between the equilibria and
the existence of PDE solutions of competition models. The main result of
this subsection states roughly that the existence of positive PDE solutions
to competition models over large domains requires an equilibrium in the
first quadrant.
 < <.  < <.DEFINITION 3. The quantities u [ 1r V H u, ¨ [ 1r V H ¨ areV V
< <called the average densities of u, ¨ over the domain V, where V denotes
the volume of V.
In the following result, we consider the case in which the average
densities persist over large domains.
 .THEOREM 3. Let system 1 be a competition model under the boundary
 .  .condition 1a and ha¨e positi¨ e solution u, ¨ on large domains. Suppose
that none of the a¨erage densities u, ¨ approaches zero as the domain gets
larger. Then the cur¨ es G , G must meet each other in the first quadrant.1 2
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 .Proof. Let V s B 0 be the ball of radius R centered at the originR R
 .  . and V s B 0 . Since the system has positive solution u, ¨ , 0 s l D q1 1
 ..   ..  .  .M u, ¨ - l D q M 0, 0 . In particular, M 0, 0 ) 0. Similarly, N 0, 0 )1
 .  .0. Thus d ) 0, c ) 0 where M c, 0 s 0 s N 0, d . Suppose that the
 .  .competition system 1 has a positive solution u, ¨ on V for large R butR
the two curves G and G do not intersect in the first quadrant. Because of1 2
symmetry, we may assume that G lies below G without loss of generality.1 2
 .  .Thus M 0, d - 0 and N c, 0 ) 0.
2  .  .Let « s 1rR . For y g V define two functions u , ¨ by u x s u y ,R « « «
 .  .¨ x s ¨ y where x s yrR g V. Then u , ¨ satisfy the following equa-« « «
tions:
y« Du s uM u , ¨ , y« D¨ s ¨N u , ¨ in V , .  .
12 .
u , ¨ s 0, 0 on ­ V . .  .
 4  .Let F s f , « ) 0 be a family of functions f g C V with f G 0 in« « «
V and f s 0 on ­ V. For a fixed number a, we say that F has the upper«
a-property if for any given compact subset K of V and any d ) 0, there
 .exists an « s « K, d ) 0 such that f G a y d on K for « - « .0 0 « 0
Similarly, we say that F has the lower a-property if for any compact subset
K of V and any d ) 0, there exists an « ) 0 such that d F a q d on K0 «
for « - « .0
The remaining part of the proof is based on the results of the following
two lemmas.
LEMMA 5. Consider the equation
y« Du s u M u , ¨ in V , u s 0 on ­ V , 13 .  .« « « « «
1 q q.  .where M g C R = R satisfies M - 0, M - 0, and M c, 0 s 0. Letu ¨
Ä Ä .M c, d s 0 for some d ) 0, 0 F c - c. Let u be the unique maximalÄ Ä «
 .  4nonnegati¨ e solution to 13 for a gi¨ en function ¨ . If the family ¨ satisfies« «
Ä  4the upper d-property, then u satisfies the lower c-property and u F c on V.Ä« «
Proof. It suffices to show that for a given small d ) 0 and a compact
subset K ; V, there exists an « ) 0 such that u F c q d - c on K forÄ0 «
 .all « - « . The idea is to find an upper solution of 13 satisfying the0
 .above inequality. Let compact subset K ; V be such that K ; int K ,1 1
 .where int K denotes the interior of K .1 1
Ä Ä .  .Since M c, d s 0, we choose small d ) 0 such that M c q d , d y dÄ Ä1 1
Ä 4- 0. By the assumption on ¨ , there is an « ) 0 such that ¨ G d y d« 1 « 1
` .on K for any « - « . There exists a function u g C V with theÄ1 1
 .  .  .following property: u x s c q d on K, u x s c on V _ int K , andÄ 1
 .  .  .u x g c q d , c on int K _ K. u is independent of « because all theÄ 1
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data involved in the construction of u are independent of « . It can be
Ä  .  ..  .checked that M u x , ¨ x - 0 for x g K because M c q d , d y d -Ä« 1 1
  .  ..  .  .  .0. Moreover, M u x , ¨ x s M c, ¨ F M c, 0 s 0 and Du x s 0 for« «
 . 5 5x g V _ int K . Notice that Du must be bounded on V because`1
` .u g C V . Therefore it is easy to verify that there exists an « F « such0 1
 .that u is an upper solution of 13 for « - « . It thus follows that u F u0 «
for « - « . Therefore, from the construction of u, the conclusion of this0
lemma follows.
LEMMA 6. Consider the equation
y« D¨ s ¨ N u , ¨ in V , ¨ s 0 on ­ V , 14 .  .« « « « «
Ä .  .where N satisfies N - 0, N - 0, N c, 0 ) 0, and N c, d s 0 for someÄ¨ u
Ä  .c, d G 0, c - c. ¨ is the unique maximum nonnegati¨ e solution to 14 for aÄ Ä «
 4gi¨ en function u . If u satisfies the lower c-property and u F c on V, thenÄ« « «
Ä 4¨ satisfies the upper d-property.«
The idea of the proof for this lemma is to construct a suitable positive
 .lower solution to 14 . However, the construction of such a lower solution
is technically much more difficult than that of an upper solution. We
therefore include a proof here.
Proof. Given a small d ) 0 and a compact set K ; V, we need to show
Äthat an « ) 0 exists such that ¨ G d y d on K for all « - « . We are0 « 0
going to construct a suitable lower solution. Let compact subset K ; V1
Ä . be such that K ; int K . Choose small d ) 0 such that N c q d , d yÄ1 1 1
.d ) 0 and c q d F c. Now consider the equationÄ 1
y« D¨ s ¨N c q d , ¨ in V , ¨ s 0 on ­ V . 15 . .Ä 1
Ä Ä .  . Let e be such that N c q d , e s 0. Then e g d y d , d . Since N c qÄ Ä1
.  .  .d , 0 G N c, 0 ) 0, there exists a small «* ) 0 such that N c q d , 0 )Ä1 1
 .  .«l yD for « - «*. It follows from Lemma 1 that 15 has a unique1
positive solution for « F «*. Lemma 3 claims that there must be an « ) 0,Ä
 .« F «*, such that if ¨ is the unique positive solution of 15 correspondingÄ Ä
Äto « s « , then ¨ ) d y d on K and, moreover, ¨ - e on V by LemmaÄ Ä Ä
 .  .1 iii . Thus N c q d , ¨ ) 0 on V. By the assumption on u , there existsÄ Ä1 «
 .an « ) 0 such that u - c q d on K and u x - c on V for « - « .Ä1 « 1 1 « 1
` .  .  .For a g 0, 1 , there is a function f g C V satisfying: f x s 1 on K,
 .  .  .  .  .  .f x s a on V _ int K , and f x g a , 1 on int K _ K. Since N c, 01 1
 .) 0, there exists an a - 1 such that if a - a , then N u , f¨ ) d onÄ0 0 « 2
2 .V for some small d ) 0 and all « - « . Let ¨ s f¨ . Then ¨ g C V .Ä2 1
One verifies that there is a small positive number « - « such that, when2 1
 .« - « , the inequality y« D¨ F ¨N u , ¨ holds true on K because2 « 1
 .  .  .  .¨N u , ¨ ) ¨N c q d , ¨ G ¨N c q d , ¨ ) ¨N c q d , e s 0 on KÄ Ä Ä Ä« 1 1 1 1
`5 5and D¨ - `. On V _ K , f s a - a is a constant. ThereforeL K . 1 01
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 .  .  .  .  .y« D¨ s y«a D¨ s «r« a y« D¨ s «r« a ¨N c q d , ¨ s «r«Ä Ä Ä Ä Ä Ä Ä Ä Ä1
 .  .  .¨N c q d , ¨ F ¨N u , ¨ provided that « - min « , k , where k sÄ Ä1 « 1
 .  .  .« min N u , ¨ rmax N c q d , ¨ ) «d rN c q d , 0 ) 0. Thus whenÄ Ä Ä Ä ÄV « V 1 2 1
 .  .« - « s min « , « , k the function ¨ is a lower solution of 14 andÄ0 2
Ätherefore ¨ G ¨ G d y d on K.«
With the help of the above lemmas, we can now complete the proof of
Theorem 3. We shall make use of a ``staircase argument'' in which the
``staircase'' consists of a sequence of connected vertical and horizontal line
 .segments between G and G . Starting from c, 0 , we first draw an upward1 2
 .  .vertical line hitting G at c, d see Fig. 2 , and second draw a leftward2 1
 .  .horizontal line from c, d intersecting G at c , d . Then, continuing on1 1 1 1
 .from c , d , we repeat the above pattern. This procedure must stop after1 1
finitely many steps because the length of each segment cannot be less than
 .dist G , G . Therefore these polygonal segments will end up with a point1 1 2
 .  .0, d on the ¨-axis where d - d and M 0, d F 0.m m m
 .  .Note that for any positive solution u , ¨ of 12 , we must have u - c« «
 .  4  .by Lemma 1 iii . Thus u has the lower c-property. Since N c, d s 0,« 1
 4Lemma 6 implies that ¨ has the upper d -property. Then, by Lemma 5,« 1
 4  4u has the lower c -property. Thus ¨ has the upper d -property and so« 1 « 2
 4u has the lower c -property. Continuing on in this way, we finally« 2
 4  4conclude that ¨ has the upper d -property. Therefore u has the lower« m «
 40-property and, consequently, ¨ has the upper d-property. Hence«
5 5 1u ª 0. Consequently,L B 0..« 1
1 1
u s u y dy s u x dx .  .H H «B 0 B 0 .  . .  .B 0 B 0R 1R 1
1
15 5s u ª 0L B 0..« 1B 0 .1
’as R s 1r « ª `. This contradicts the assumption in Theorem 3.
FIGURE 2
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Thus the two curves G and G must intersect in the first quadrant and1 2
the proof of the theorem is complete.
3.3. Nonhomogeneous Boundary Conditions
Finally, we turn our attention to the relationship between positive
equilibria and positive PDE solutions in certain nonhomogeneous bound-
ary value problems. Motivated by a model of the growth and spread of a
w xparticular gene of a certain biochemical population considered in 27 , we
are interested in problems in which the Dirichlet boundary data are
 .  .  .assigned with the equilibria c, 0 , 0, d , where c, d are such that M c, 0
 .s N 0, d s 0. The first result of this subsection is a new version of
Theorem 1 with nonhomogeneous boundary data. We, however, can no
longer apply the decoupling technique to its proof as we did in previous
sections because Lemmas 1]3 do not work for equations with nonhomoge-
neous boundary data.
 .THEOREM 4. Let system 1 be a predation model.
 .  .i Assume that either the nonhomogeneous boundary condition 1b :
 . <  .  .  .  . <u, ¨ s c, 0 with M 0, 0 ) 0 or the boundary condition 1c : u, ¨­ V ­ V
 .  .s 0, d with N 0, 0 ) 0. Then the system has positi¨ e solutions o¨er large
domains pro¨ided that this system admits a positi¨ e equilibrium.
 .ii The existence of a positi¨ e equilibrium is also necessary for positi¨ e
PDE coexistence in cases either that the interaction is mild, i.e.,
<  . < <  . <  . sup M 0, y F inf N 0, y or that N 0, 0 F 0 the latter is fory G 0 ¨ y G 0 ¨
 . .boundary condition 1b only .
In order to prove the above theorem, we need first establish the
following results:
 .  .LEMMA 7. Assume M 0, 0 ) 0. Let u, ¨ be a nonnegati¨ e solution to
 .  . <  .system 1 with boundary condition u, ¨ s c, 0 . Then­ V
 .i u F c. u ' c if and only if ¨ ' 0.
 .ii If u k c, then ¨ G ¨ where ¨ is the unique maximal nonnegati¨ e0 0
 . <solution to the equation yD¨ s ¨N 0, ¨ , ¨ s 0.­ V
 .  .  .Proof. i It follows from M 0, 0 ) 0 s M c, 0 that c ) 0. The gen-
 .eral maximum principle then implies that 0 F u F c. Therefore M u, 0 G
 .  .  .M c, 0 s 0. Let ¨ ' 0 in the solution u, ¨ . Then yDu s uM u, 0 in V,
u s c on ­ V. Multiplying by c y u on both sides of the equation and
 .  .  .taking integration, we have H y c y u Du s H c y u uM u, 0 G 0.V V
<  . < 2 <  . < 2This means yH = c y u G 0, which forces H = c y u s 0. ThusV V
 .  .u ' c. Conversely, u ' c implies 0 s yDc s cM c, ¨ . Since M c, 0 s 0
and M - 0, we must have ¨ ' 0.¨
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 .  .  .ii u k c implies ¨ k 0. Since yD¨ s ¨N u, ¨ G ¨N 0, ¨ , ¨ is an
 .upper solution to the equation yD¨ s ¨N 0, ¨ and thus ¨ G ¨ .0
The following lemma can be proved in the same way.
 .  .LEMMA 8. Assume N 0, 0 ) 0. Let u, ¨ be a nonnegati¨ e solution to
 .  . <  .system 1 with boundary condition u, ¨ s 0, d . Then­ V
 .i ¨ F d. ¨ ' d if and only if u ' 0.
 .ii If ¨ k d, then u F u where u is the unique maximal nonnegati¨ e0 0
 . <solution to the equation yDu s uN u, 0 , u s 0.­ V
 .  .  . <  .LEMMA 9. Assume M 0, 0 ) 0. If system 1 with u, ¨ s c, 0 has­ V
 .a positi¨ e solution u, ¨ , then
 .  .  .i N c, 0 ) l yD .1
 .  .ii The positi¨ e solution u, ¨ must satisfy 0 - u - c, 0 - ¨ - B for
some constant B.
 .Proof. i Multiplying by ¨ on both sides of the equation yD¨ s
 . < < 2¨N u, ¨ and integrating over V, one has H =¨ s yH ¨ D¨ sV V
2  .H ¨ N u, ¨ . It follows easily from the Poincare inequality thatÂV
 . 2 < < 2 2  . 2  .  .l yD H ¨ F H =¨ s H ¨ N u, ¨ - H ¨ N c, 0 . Therefore N c, 01 V V V V
 .) l yD .1
 .ii The fact 0 - u - c in V follows from the maximum principle. The
 .  .fact N c, 0 ) l yD results in the existence of a unique positive solution1
 .¨* to the equation yD¨ s ¨N c, ¨ , ¨ s 0 on ­ V. It is clear that ¨ F ¨*
 .because ¨* is an upper solution of the equation yD¨ s ¨N u, ¨ due to
5 5the fact that u F c. Therefore ¨ - ¨* [ B.`
In what follows we denote u s c y u. The following result is a crucial
step for the proof of the theorem, and is interesting on its own.
 .PROPOSITION 1. For a predator]prey system 1 of nonhomogeneous
boundary conditions, the following results hold true on any bounded domain
V g Rn with smooth boundary ­ V.
 .  .  .i Let M 0, 0 ) 0. Then system 1 under the boundary condition
 .  .  .  .u, ¨ s c, 0 has a positi¨ e solution if and only if N c, 0 ) l yD .1
 .  .  .ii Let N 0, 0 ) 0. Then system 1 under the boundary condition
 .  .  .  .u, ¨ s 0, d has a positi¨ e solution if M 0, d ) l yD .1
 .  .Proof. Denote the Banach space X s C V [ C V . We give the
 .  .arguments here only for case i since the proof for case ii is completely
similar. According to Lemma 9, we only have to show the sufficiency.
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 .Letting u s c y u, system 1 can be rewritten as
yDu s y c y u M c y u , ¨ , yD¨ s ¨N c y u , ¨ in V , .  .  .
u s ¨ s 0 on ­ V . 16 .
 .Although the boundary condition of 16 is homogeneous, it is no longer a
predation model due to the form of the second equation. Let P be a
<  . <sufficiently large positive number such that P ) max M s, t q
<  . < <  . <max N s, t q c max M s, t , where the maximum is taken over the rangeu
 .0 F s F c, 0 F t F B see Lemma 9 . Then
A u , ¨ .
y1s yDu q P y c y u M c y u , ¨ q Pu, ¨N c y u , ¨ q P¨ .  .  .  .
 .is a positive operator in X. Here we have used the fact that M c, ¨ -
 . <  . < < w  .  .xM c, 0 s 0 so that ycM c y u, ¨ s yc M c y u, ¨ y M c, ¨ y
 . < <  .  . < <  . <cM c, ¨ s cuM j , ¨ y cM c, ¨ F c uM j , ¨ because cuM - 0,u u u
 .  .  . M c, ¨ F M c, 0 s 0, where j g 0, c . Pu thus dominates the term y c
.  .y u M c y u, ¨ when P ) 0 is large.
 .It is obvious that u, ¨ is a positive solution of the considered system if
 .  .and only if A u, ¨ s u, ¨ . The Frechet derivative of A at a given pointÂ
 .u, ¨ is
A A11 12y1A9 u , ¨ s yD q P , .  .  /A A21 22
where
A s P q c y u M c y u , ¨ q M c y u , ¨ , .  .  .11 u
A s y c y u M c y u , ¨ , .  .12 ¨
A s y¨N c y u , ¨ , .21 u
A s P q ¨N c y u , ¨ q N c y u , ¨ . .  .22 ¨
 .We have seen that u ' 0 if and only if ¨ ' 0. Thus 0, 0 is the only trivial
fixed point. Following Lemmas 7 and 9 and the arguments used in their
proofs, it can be shown that, for 0 F u F 1, the fixed points of the
 .  .equation u, ¨ s u A u, ¨ have an a priori bound independent of u :
5 5  .0 F u F c; 0 F ¨ F B s ¨* . See the proof of Lemma 9. We estimate`
  ..next the spectral radius r A9 0, 0 :
P q cM c, 0 ycM c, 0 .  .u ¨y1A9 0, 0 s yD q P . .  .  /0 N c, 0 q P .
  ..The spectrum s A9 0, 0 consists of only eigenvalues.
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 . .T  .T  .Let A9 0, 0 f , f s l f , f and l g s A . Then1 2 1 2
P q cM c, 0 f y cM c, 0 f s l yD q P f , .  .  . .u 1 ¨ 2 1 17 .
P q N c, 0 f s l yD q P f . .  . . 2 2
 .y1  ..Let Sw s yD q P P q N c, 0 w. It is easy to see that the spectral
 .  .  .  .radius r S ) 1 if and only if N c, 0 ) l yD . Let f , r S be the1 2
 .eigenpair Sf s r S f and denote2 2
cM c, 0 .¨
h s .
cM c, 0 y N c, 0 .  .u
 .  .  .Then f , f [ hf , f is an eigenvector of A9 0, 0 with the eigen-1 2 2 2
 .   ..value l s r S ) 1. We thus have proved that r A9 0, 0 ) 1. Hence the
w xsystem has a positive solution by 1, Theorem 13.2 .
Proof of Theorem 4. Because of the analogy between the two cases, we
 .  .shall give the proof only for the case for boundary condition u, ¨ s c, 0 .
 .  .i Assume that the system has a positive equilibrium p, q . It
 .  .  .follows from M c, 0 s 0 s M p, q - M p, 0 that p - c and thus
 .  .  .N c, 0 ) N p, 0 ) N p, q s 0. In view of Proposition 1, the system has
 .  .a positive solution because N c, 0 ) 0 and l yD is small.1
 .  .ii Assume that this system admits a positive solution u, ¨ . Note
<that c G 0 because c s u . Then c / 0 because our problem is set up­ V
 .  .for nonhomogeneous data. Thus c ) 0 and M 0, 0 ) M c, 0 s 0. Note
 .  .also that N c, 0 ) l yD ) 0 according to Proposition 1.1
 .  .  .We discuss first the case N 0, 0 F 0. We have N 0, d s 0 G N 0, 0 . It
 .  .  .follows that d F 0 and thus M 0, d G M 0, 0 ) M c, 0 s 0. The system
 .must have positive equilibrium by Observation 1 i in Section 3.1 because
 .  .M 0, 0 ) 0, N c, 0 ) 0.
 .Second, in case N 0, 0 ) 0 we make use of the alternative hypothesis
<  . < <  . <sup M 0, y F inf N 0, y . To show that the system admits ay G 0 ¨ y G 0 ¨
 .  .positive equilibrium is equivalent to showing M 0, d ) 0 because N 0, 0
 .  .  .) 0 Fig. 1b . Let u, ¨ be a positive solution to 16 . We have u F c and
 .  .  .   ..D c y u s y c y u M c y u, ¨ . Hence l D q M c y u, ¨ s 0. Re-1
 .call that ¨ is the nonnegative solution to the equation yD¨ s ¨N 0, ¨ ,0
<  .  . ¨ s 0 and ¨ F d by Lemma 1 iii . It follows that yM 0, d s l D q­ V 0 1
 .  ..   .  ..   .M c y u, ¨ y M 0, d - l D q M 0, ¨ y M 0, d - l D q N 0, ¨1 0 1 0
 ..   ..yN 0, d s l D q N 0, ¨ F 0. Here we have used the hypothesis1 0
<  . < <  . <  .sup M 0, y F inf N 0, y . Hence M 0, d ) 0 and thus systemy G 0 ¨ y G 0 ¨
 .  .1 has a positive equilibrium by Observation 1 i .
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For the competition model, we confine ourselves to the so-called mild
 .competition. By this we mean M N ) M N in system 1 . Notice thatu ¨ ¨ u
M , N represent the rates of self-regulation in logistic models, whileu ¨
M , N stand for the competing rates. We are now in the position to state¨ u
the final result.
 .THEOREM 5. Let system 1 be a mild competition model under the
 .  . <  .  .  . <condition M 0, 0 ) 0 with u, ¨ s c, 0 or N 0, 0 ) 0 with u, ¨ s­ V ­ V
 .0, d . Then it will ha¨e positi¨ e PDE solutions o¨er large domains pro¨ided
that the system has a positi¨ e equilibrium.
The proof of this theorem is similar to that of Theorem 4 and is
therefore omitted.
APPENDIX
In the following we provide some detailed computations in the proof of
Theorem 2.
 .A. This item gives the details in the verification of estimate 9 . We
need to show
y« Df x F f x N 0, f x , .  .  . .
n y 1
i.e., y« f0 r q f9 r F f r N 0, f r 9 .  .  .  .  . . /r
provided
2 Ä’1 1 y r 1 y 2 r2 N 0, d .  . .0s « F , 10 .2 2R p q 1
where
¡Äd if 0 F r F r ,0~ Ä Ä 5 5f r s r s x . 8 .  .d d p r y r .0q cos if r F r F 1,0¢2 2 1 y r0
Ä5 5  .Here we denote r s x and let r g 0, 1 , r , r , d be such that0 1 2
1r2
1) r Gmax 4r5, ny1 pr 1q ny1 p , 1y « rN 0, d , .  .  . 5 /0 0
Ä Äd g d, d , drd ) 1r2, 7 .  .
y1 y1Är s 1 y r p arc cos 2 dd y 1 q r , r s 3r4 q r r4. .  .1 0 0 2 0
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w x  .  .Case 1. r g 0, r . The estimate in 9 is obvious because f9 r s0
Ä .  .f0 r s 0 and N 0, d ) 0.
w x  .Case 2. r g r , r . The estimate in 9 can be written as0 2
Ä 2d p p r y r n y 1 p p r y r .  .  .0 0
« cos q sin2 /2 1 y r r 1 y r 1 y r .1 y r . 0 0 00
Äd p r y r .0F 1 q cos N 0, f . . /2 1 y r0
Ä . w x  .Since f r F d for r g 0, 1 , 9 holds if
p 2 n y 1 p p r y r .  .2 0 Ä« q F 1 q cos N 0, d , .2  / /r 1 y r 1 y r .1 y r . 0 0 00
i.e.,
2 Ä’1 y r 1 y 2 r2 N 0, d .  . .0
« F .2p q 1 y r n y 1 prr .  .0 0
 .  . .It follows from 7 that 1 y r n y 1 prr F 1. It thus suffices to let0 0
2 Ä’1 1 y r 1 y 2 r2 N 0, d .  . .0s « F ,2 2R p q 1
 .which justifies the condition 10 for « .
Ä Äw x  .  .  .  .Case 3. r g r , 1 . Since f r F d, N 0, f G N 0, d ) N 0, d s 0.2
 . w x The right-hand side of 9 must be positive. Because r g r , 1 , p r y2
.  . w xr r 1 y r g 3pr4, p and thus0 0
’ ’p r y r 2 p r y r 2 .  .0 0
cos - y and 0 F sin F .
1 y r 2 1 y r 20 0
 .The left-hand side of 9 is
Ä 2d p p r y r n y 1 p p r y r .  .  .0 0
« cos q sin ,2 /2 1 y r r 1 y r 1 y r .1 y r . 0 0 00
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which will be negative if
p 2 n y 1 p .
G .2 r 1 y r .1 y r . 0 00
 .This is the case because by 7 ,
n y 1 p n y 1 .
r ) s .0 1 q n y 1 p n y 1 q 1rp .  .
Thus
n y 1
r )0 p q n y 1 .
and, consequently,
p 2 n y 1 p .
G .2 r 1 y r .1 y r . 0 00
 . w xTherefore 9 holds true also for r g r , 1 .2
Ä .B. This item is devoted to verifying the fact d - f r - d for r g
 .  .  .r , r , which is needed in deriving M 0, f F M 0, d s 0.0 1
 .By 8 ,
Äd p r y r .0
f r s 1 q cos for r F r F 1. . 0 /2 1 y r0
Ä .The inequality f r - d is clear by the definition of f. For the other half
 .of the inequality, according to 7 ,
y1 y1Är s 1 y r p arc cos 2 dd y 1 q r . .  .1 0 0
 .Thus, for r g r , r ,0 1
Ä Äd p r y r d .1 0 y1Äf r ) 1 q cos s 1 q 2 dd y 1 s d. .  . . /2 1 y r 20
C. This item is to describe the role of the condition
1r2
r G 1 y « rN 0, d . /0 0
 .stated in 7 .
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 .It was shown in 10 that if
2 Ä’1 1 y r 1 y 2 r2 N 0, d .  . .0s « F ,2 2R p q 1
 .  .then 9 holds true. For 5 to have a positive solution, we need to assume
that « F « as described in the beginning of the proof of Theorem 2. The0
2 .  . above condition on r ensures 1 y r N 0, d - « . Therefore 1 y0 0 0
2 Ä.  .r N 0, d - « and, consequently,0 0
2 Ä’1 y r 1 y 2 r2 N 0, d 1 .  . .0
« ) G « s .0 2 2p q 1 R
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