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Abstract
This collection of papers is about recognizing common geometric features in the dy-
namics shaping diverse phenomena in the natural world. In particular, we focus on
two systems which grow in response to a diffusive flux. The first system is a micro-
bial mat which overlays a layer of precipitated mineral. The microbial mat grows
in response to the diffusion of nutrients while the mineral layer grows in response
to the precipitation of dissolved ions which diffuse through the microbial mat. The
second system is a network of streams that are fed by groundwater. In this case,
groundwater flows through the aquifer and into the streams along the gradient of the
pressure field, which, at equilibrium, diffuses through the aquifer. Here we show how
a quantitative understanding of the shapes and scales of these two systems can be
gained from physical and mathematical reasoning with few assumptions. We begin
by considering the physical dimensions of systems shaped by diffusion. Guided by
field observation and laboratory experiments of microbial mats, we identify two time
scales important to the growth of these mats. We show how these processes shape
the mat over different length scales and how these length scales are recognizable in
the geometry of the mat. Next, we consider the shape of an interface growing in
response to a diffusive flux. In microbial mats and streams, resources are focused
toward regions of high curvature. We find that curvature-driven growth accurately
predicts the shape of both fossilized microbial mats called stromatolites and the the
landscape around a spring. Finally, we consider the geometric forms that arise when
competition is mediated by diffusion. In particular, we show that when a growing
stream bifurcates, competition between the nascent streams cause them to grow apart
at an equilibrium angle of a = 27r/5. The measured bifurcation angles of streams in
a kilometer-scale network are in close agreement with this prediction.
Thesis Supervisor: Daniel H. Rothman
Title: Professor
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stromatolites grow in moving water, competition is mediated by ad-
vection as well as diffusion. (C) In a unidirectional flow, long ridges
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indicates the direction of flow. On either side of the channel the mat
is too thick to permit flow. The scale bar is 30 cm. (D) The regular
spacing and roughly hexagonal arrangement of 1.4 Gya conical stro-
matolites from the Bakal formation [3, 4] may be due to competition
for nutrients mediated by eddy diffusivity. The hammer is 27.9 cm long. 53
4-1 A schematic of a simplified stromatolite. The stromatolite (tan) grows
as ions from the surrounding water diffuse through a microbial mat
(green) and precipitate at the base of the mat. The thickness d of
the mat varies over the surface of the stromatolite. The shape of the
interface between the microbial mat and the stromatolite is described
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4-2 The transformation from Cartesian coordinates to the local coordinates
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4-3 The shape of a stromatolites lamina records its evolution in time. (a)
A 3.0 billion year old conical stromatolite from the Pongola formation
in South Africa. The transitions between light and dark lamina record
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the curvature as described in equation (4.15). The fit of this data to
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4-4 A balance between curvature-driven growth and translational growth
sets the shape f(r) of a conical stromatolite (red curve). When a
curve evolves due to curvature-driven growth, the normal velocity c
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that point. When a curve translates forward, there is a geometric
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year old Pongola formation are consistent with the predictions of cur-
vature driven growth. Blue points lie along the measured shape a
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(equation (4.19)), we fit two parameters. One of these parameters,
the estimated thickness of the microbial mat, is used to rescale the
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4-7 The shape of the lamina from four stromatolites from the 1.6 billion
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5-1 Examples of seepage valleys from the Florida network. (a) Topog-
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...In that Empire, the Art of Cartography attained such Perfection that
the map of a single Province occupied the entirety of a City, and the map
of the Empire, the entirety of a Province. In time, those Unconscionable
Maps no longer satisfied, and the Cartographers Guilds struck a Map of
the Empire whose size was that of the Empire, and which coincided point
for point with it. The following Generations, who were not so fond of the
Study of Cartography as their Forebears had been, saw that that vast Map
was Useless, and not without some Pitilessness was it, that they delivered
it up to the Inclemencies of Sun and Winters. In the Deserts of the West,
still today, there are Tattered Ruins of that Map, inhabited by Animals
and Beggars; in all the Land there is no other Relic of the Disciplines of
Geography.
On Exactitude in Science
Jorge Luis Borges
Translated by Andrew Hurley
Idle reader: thou mayest believe me without any oath that I would this
book, as it is the child of my brain, were the fairest, gayest, and cleverest
that could be imagined. But I could not counteract Nature's law that
everything shall beget its like; and what, then, could this sterile, ill-tilled
wit of mine beget but the story of a dry, shrivelled, whimsical offspring,
full of thoughts of all sorts and such as never came into any other imag-
ination... Sometimes when a father has an ugly, loutish son, the love he
bears him so blindfolds his eyes that he does not see his defects, or, rather,
takes them for gifts and charms of mind and body, and talks of them to
his friends as wit and grace. I, however-for though I pass for the father,
I am but the stepfather to "Don Quixote"-have no desire to go with the
current of custom, or to implore thee, dearest reader, almost with tears in
my eyes, as others do, to pardon or excuse the defects thou wilt perceive
in this child of mine.
from Don Quixote
Miguel de Cervantes
Translated by John Ormsby
Chapter 1
Introduction
We want to see how, in some cases at least, the forms of living things, and
of the parts of living things, can be explained by physical considerations,
and to realize that in general no organic forms exist save such as are in
conformity with physical and mathematical law
On Growth and Form
-D'arcy W. Thompson
1.1 understanding nature with straightedge and
compass
It is difficult to look at a rhinoceros and see a paragon of harmony and order. How,
when faced with such an absurdity, can we accept that mathematics is the language of
the entire universe and not exclusively of the laboratory? The papers that comprise
this thesis are motivated by a desire to find rationality in the intricacies of the world
around us.
Despite nature's compounded complexities, simple understandable patterns fre-
quently emerge. A classical example is the shape of a mollusk shell that grows by
adding new segments in a spiral. If the dynamics shaping a shell do not vary with size,
then as the shell grows larger, the shape must remain constant. Because there is only
one plane curve with this property-the so called logarithmic spiral-this constraint
is sufficient to understand the shape of many mollusk shells [7]. Thus, by recognizing
a qualitative geometric feature of the dynamics shaping a shell, we develop a quan-
titative understanding of the forms shells develop. Other natural systems in which
such sublime understanding can be found include the dimensions of animal bones [8],
the growth of stalactites [9], and the arrangement of seeds in a sunflower [10].
1.2 two deeply related natural systems
Here we present five papers about understanding geometric constraints in the growth
of two natural systems. The first is a centimeter-scale aggregate of bacteria that
grows as nutrients flow into it from the environment. The second is a kilometer-scale
network of streams that grows as groundwater drains into it from an aquifer. At first
blush, there seems to be little relating these systems. However, they share a deep
similarity: both grow in response to a volumetric flux j that can be expressed in
terms of a dimensionless field # as
j =-DV#, (1.1)
where D has dimensions of m2 /s. Conceptually, this relation, called Fick's law, says
that both groundwater and nutrients flow down the path of steepest descent on a
surface #. In the case of nutrients, # is a dimensionless nutrient concentration and
the diffusion coefficient D describes how freely the nutrient moves through the en-
vironment [11-13]. In the case of groundwater, # is a dimensionless pressure and D
describes to how easily water flows through pore spaces [14-17].
We begin by studying microbial mats growing in the hot springs of Yellowstone
National park. These mats are notable in two respects. First, microbes in these
mats grow into large, three-dimensional conical aggregates. Because of their un-
usual size and morphology, these aggregates provide an intriguing system to study
the physical and biological processes shaping microbial communities. Furthermore,
an understanding of these aggregates may guide our interpretation of Earth's earliest
macroscopic fossils [18-20]. In the simplest case, these fossils, called stromatolites,
grew when minerals precipitated within ancient microbial mats; causing the mats to
fossilize [21-23]. In Yellowstone, microbial mats mineralize due to the precipitation of
silica; thereby forming modern stromatolites [18]. These mats therefore provide a use-
ful system in which to study the relationship between the physiology and morphology
of both ancient and modern microbial communities.
In the second half of this thesis, we study a network of streams fed by springs. Un-
like overland flow, the flow of groundwater from an aquifer into a network of streams
is only weakly influenced by the complicated shape of the landscape surrounding the
network. Consequently, these seepage networks provide a simple system in which to
explore the relationship between the growth and geometry of drainage networks. In
these networks, streams grow as groundwater erodes the stream bed, causing exist-
ing springs to move forward and providing locations for new springs to form [24].
This combination of growth and nucleation produces a network of springs that com-
pete with one another for groundwater [5, 24]. To better understand the growth
of drainage networks, we combine mathematical models with field observation of a
natural kilometer-scale seepage network [25] and laboratory experiments [26].
1.3 recognizing Fick's law in natural systems
In the five chapters that comprise this thesis, we investigate how the influence of
Fick's law can be recognized in the geometry of streams and stromatolites. Below we
briefly outline the physical observations central to each chapter.
In chapters 2 and 3 we explore the relationship between the magnitude of the
diffusive flux and the scale of a microbial mat. The results of both of these chapters
follow from a single observation. The physiology of stromatolite-forming microbes
introduce time scales into the growth of stromatolites. Such a time scale T, in combi-
nation with D, gives the typical length scale f - v DTover which diffusion transports
nutrients. In these chapters, we show how this diffusive length scale appears in the
geometry of stromatolites. In chapter 2, the characteristic time scale is the rate at
which nutrients are consumed by bacteria in the mat. The corresponding length scale
is the depth nutrients can penetrate into a microbial mat before being consumed. We
show that this length scale is important in determining the rate at which nutrients are
taken up throughout the mat. Following the empirical justification of this model, we
discuss a dynamical relationship between the rate at which nutrients are consumed
in the mat and the organization of cells. In chapter 3, we consider diffusion around a
photosynthetic mat. Because photosynthesis requires light, the cycle of day and night
introduces a time scale into the growth of the community. The corresponding length
scale gives the maximal extent of diffusive gradients around an aggregate and, thus,
the typical spacing between neighboring aggregates necessary to limit competition.
Through a combination of laboratory experiments and field observations, we show
that the spacing between neighboring aggregates records the periodic competition for
nutrients.
In chapters 4 and 5 we explore the relationship between the shape of a system
and the flux of material into it. Intuitively, both stromatolites and streams can be
thought of as interfaces that grow by draining the area around them of some resource.
Stromatolites grow as nutrients and ions from the surrounding water "drain" through
the surface of the microbial mat, causing microbes to grow and minerals to crystallize.
Similarly, seepage networks grow as groundwater from the surrounding aquifer drains
into streams, causing the valley walls to erode. Notably, regions where the interface
is sharply curved drain a larger area than regions of low curvature. Consequently,
both stromatolites and seepage networks grow faster in regions of high curvature. In
these chapters we use this observation to predict the shape of stromatolites (chapter
4) and valley heads (chapter 5). In both cases, we find that the predicted shapes are
in close agreement with field observations.
Finally, in chapter 6, we consider the dynamics by which springs are formed in
a seepage network. The key hypothesis that guides us through this chapter is that
springs grow in the direction from which groundwater flows. We show that, as a
stream grows toward a drainage divide, the water table undergoes a bifurcation which
causes groundwater to flow into the spring from two directions. This causes the
spring to bifurcate. Moreover, as the two nascent streams grow in the direction of
groundwater flow, the bifurcation angle reaches a special value - = 27r/5. We find
that the measured bifurcation angles of streams in a natural seepage network are in
close agreement with the predicted value.
1.4 how a stream is like a stromatolite
Before we delve into the details of these two systems, it is worth pausing for a moment
and asking how it is that Fick's law can describe systems as disparate as streams and
stromatolites. To these ends, we outline the physical basis for this relationship in the
two systems.
In the case of flowing nutrients, equation 1.1 describes the macroscopic behavior
of many randomly moving particles. In the simplest manifestation [27], each particle,
after a time T, moves a distance 3 either left or right with equal probability. If there
are N(O) particles at x = 0, then after a time T, an average of N(0)/2 particles will
move to the point x = 6. Similarly, in this time N(6)/2 particles will move from
x = 6 to x = 0. Combining these observations with dimensional analysis, the net
flux of particles from x = 0 to x = 6 is j ~ -D [N(6) - N(0)] /; which converges to
equation (1.1) as 6 vanishes. The diffusion coefficient D ~ 2/T relates the microscopic
length scale and time scale over which individual particles are transported to the
average transport of many particles. In natural systems, random motion arises as the
result of many collisions between particles, as in the case of Brownian motion [12,28],
or from the chaotic advection of particles in a turbulent flow [29].
In the case of flowing groundwater, equation (1.1) describes the motion of ground-
water as it flows in pore spaces through the subsurface [16]. Because the typical diam-
eter b of the pore space is minuscule, the flow of groundwater is dominated by viscous
forces. Consequently, in steady-state, the force exerted by an external pressure gra-
dient VP is balanced by viscous dissipation. If the groundwater flows through pores
with velocity u, conservation of momentum requires VP ~ pu/b2 , where p is the
dynamic viscosity of water. Rearranging this force balance, we find the relationship
between the volumetric flux j ~ u and the pressure gradient. As in equation (1.1),
j ~ DV(P/Po), where Po is the typical drop in the hydrostatic pressure across the
aquifer. In this case, the coefficient D ~ b2Po/ is determined by the microscopic
transport of fluid between sand grains. As discussed by Torquato [30], in real systems,
the way that pores are connected to one another is also important in determining the
permeability of an aquifer.
Although the assumptions and insights underlying these two derivations differ
substantially, the dynamics of both share a deep similarity. In either system, material
is forbidden from flowing in vortexes. In the case of randomly moving particles, it
is extraordinarily improbable that the motion of many independent particles will
all follow the same circular path. In the case of groundwater, viscous dissipation
quickly destroys macroscopic eddies. This prohibition is expressed mathematically
as V x j = 0. It follows immediately from this observation that j = -DV#. Thus,
a geometric similarity in the motion of diffusing molecules and flowing groundwater
gives rise to similar dynamics.
1.5 outline
All of these papers were written in collaboration with a number of authors. Although
all I am deeply grateful to all of my collaborators, several individuals in particular
have contributed directly to the ideas and data presented in the following chapters.
Chapter 2 represents work done in collaboration with Ting-Di Wu, Biqing Liang,
Jeannie Mui, Jean-Luc Guerquin-Kern, Hojatollah Vali, Daniel H. Rothman, and
Tanja Bosak. This paper has recently been submitted to the Journal of Theoretical
Biology.
Chapter 3 represents work done in collaboration with Min Sub Sim, Andrey
Maslov, Mikhail Krupenin, Daniel H. Rothman, and Tanja Bosak. This chapter
appears as a paper in the Proceedings of the National Academy of Science [31].
Chapter 4 represents work done in collaboration with Daniel H. Rothman and
Tanja Bosak.
Chapter 5 represents work done in collaboration with Olivier Devauchelle, Daniel
M. Abrams, Alexander E. Lobkovsky, Arshad Kudrolli, and Daniel H. Rothman. This
chapter appears as a paper in the Journal of Fluid Mechanics [32].
Chapter 6 represents work done in collaboration with Olivier Devauchelle, Han-
sjoerg Seabold, and Daniel H. Rothman.
Chapter 2
Dynamics of nutrient uptake in a
biofilm
Abstract
Microbes in natural settings typically live attached to surfaces in complex commu-
nities called biofilms. Despite the many advantages of biofilm formation, communal
living forces microbes to compete with one another for resources. Here we combine
mathematical models with stable isotope techniques to test a reaction-diffusion model
of competition in a photosynthetic biofilm. In this model, a nutrient is transported
through the mat by diffusion and is consumed at a rate proportional to its local con-
centration. When the nutrient is supplied from the surface of the biofilm, the balance
between diffusion and consumption gives rise to gradients of nutrient availability, re-
sulting in gradients of nutrient uptake. To test this model, a biofilm was incubated
for a fixed amount of time with an isotopically labeled nutrient that was incorporated
into cellular biomass. Thus, the concentration of labeled nutrient in a cell is a mea-
sure of the mean rate of nutrient incorporation over the course of the experiment.
Comparison of this measurement to the solution of the reaction-diffusion model in
the biofilm confirms the presence of gradients in nutrient uptake of the predicted
form. The excellent agreement between theory and experiment lends strong support
to this one-parameter model of reaction and diffusion of nutrients in a biofilm. More
generally, this result identifies stable isotope techniques as a powerful tool to test
quantitative models of chemical transport through biofilms.
2.1 Introduction
Biofilms-communities of microbes growing attached to surfaces-are ubiquitous in
nature [33-35]. The growth and behavior of bacteria in biofilms are an important
aspect of ancient [20, 22] and modern [34] microbial ecology and many diseases [36].
By forming a biofilm, microbes remain physically attached in environments conducive
to growth [34] and mitigate environmental stresses [37-39]. Despite these benefits,
microbes in a biofilm invariably compete with one another for resources.
Here we consider a simplified model of nutrient competition in a biofilm. The
metabolic rate of a cell is typically determined by the rate at which it acquires a
particular limiting nutrient [40, 41]. In a biofilm, this rate can be limited by one
of two steps: the rate at which nutrients move through the biofilm or the rate at
which they are transported through the cell membrane and utilized [42]. Microbes
living deep within natural biofilms are often, if not typically, limited by the rate at
which diffusion transports nutrients through the biofilm [43,44]. This observation has
a profound implication for total metabolic rate of a biofilm: despite the enormous
genetic and behavioral diversity of bacteria within a community, the metabolic rates
of a microbe in a diffusion-limited biofilm depends only on the physical process of
nutrient flow. Through a combination of theory and experiment, we confirm that this
idealization is a useful approximation of nutrient flow in a photosynthetic biofilm.
A fundamental understanding of how nutrients move through microbial commu-
nities has been advanced in recent years by the use of nano-scale secondary ionization
mass spectroscopy (nanoSIMS) [45,46]. This instrument allows one to measure the
isotopic composition of cells with an extremely high (~ 50 nm) spatial resolution.
Moreover, these measurements can be made without removing individual cells from
the biofilm. In a typical experiment [47-49], one provides microbes with an iso-
topically labeled nutrient for a fixed amount of time. By measuring the isotopic
composition of each cell, one generates a map of where the nutrient is being taken
up. This map is a snapshot of nutrient flow. Here we show how this technique can
be used to test a simple model of nutrient uptake in which nutrients are consumed as
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Figure 2-1: Incorporation of inorganic carbon in a photosynthetic biofilm.
(a) Cyanobacteria enriched from hot springs grow into millimeter-scale aggregates
in a laboratory culture. To measure the rate of carbon incorporation through a
vertical aggregate, a piece of the mat was incubated with isotopically labeled carbon
(H"CO3). The resulting isotopic composition of the biofilm is a measure of the
mean rate of carbon uptake over the course of the experiment. (b) A representative
nanoSIMS map of a 60pm x 60pm area through the center of a conical aggregate.
Eight maps were analyzed in a vertical transect through the cone.
they diffuse through the mat.
We begin by discussing a stable isotope labeling experiment used to measure the
uptake of carbon in a photosynthetic mat. We then ask what dynamical information
is recorded in these results. To address this question, we first investigate how the
isotopic composition of a microbe exposed to a pulse of labeled nutrient is related to
the nutrient uptake rate of a cell. We then use this relation to test a one-parameter
model of how the rate at which a microbe takes in a nutrient depends on the position
of the cell in the mat. The empirical justification of this model leads us to conclude
that the rate at which nutrients diffuse through the mat determines the metabolic
rate of microbes throughout the mat.
2.2 Results
2.2.1 measurement of uptake rate using nanoSIMS
To study the flow of nutrients through a biofilm, we focus our attention on previ-
ously characterized [20, 50] biofilms formed by filamentous cyanobacteria and other
microbes. These biofilms are enrichment cultures of microbes that form similar mm
to cm scale tufted vertical aggregates in the hot springs of Yellowstone National Park
(fig. la). The rate of carbon uptake by this community was measured by exposing a
biofilm to isotopically labeled bicarbonate (H1 3C03 ) for one hour. During this time,
bacteria took in labeled carbon and converted it to organic material. Following the
experiment, the biofilm was sectioned and the isotopic composition of individual cells
distributed throughout the biofilm was measured using nanoSIMS. Figure 2-1b shows
a map of the isotopic composition of cells from the tip of an aggregate.
The isotopic composition of a bacterium at the end of the experiment records the
rate at which the cell incorporates carbon. When a bacterium takes in labeled carbon,
the ratio of heavy (13C) to light (12C) carbon in the cell increases. Once labeled carbon
is incorporated into organic compounds, the concentrations of labeled and unlabeled
carbon are measured as 13 CN- and 12CN- respectively. The magnitude of the change
in 13CN~ concentration in a cell records the total amount of the assimilated 13 C. If
each cell takes in labeled carbon at a rate g, then after a time 6t, the ratio E of heavy
to light carbon in a cell is
= g + 6o, (2.1)
where 4'o is the initial concentration of light carbon in the cell and e0 is the ratio of
heavy to light carbon before the experiment.
2.2.2 prediction of uptake rates
We proceed to ask how the average uptake rate of a cell varies with its position in the
biofilm. Clearly, nutrients are consumed as they flow through the mat. Consequently,
bacteria near the surface of the mat experience a higher nutrient concentration than
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Figure 2-2: Comparison of measured uptake rates with theory. (a) We solve
equation (2.4) in the biofilm with A = 38 pm. The edges of the colored region
represent the observed surface of the mat. The ratio of 13CN to 12CN was measured in
1677 cells (white dots) in a transect through the biofilm. Nutrient concentrations are
expressed as fractions of the surface concentration. (b) As predicted by equation (2.5),
the average isotopic ratio of cells increases linearly with the solution of the reaction-
diffusion equation (R 2 = 0.93). Each blue point represents the average isotopic ratio
of 80 cells. Error bars are 95% confidence intervals.
those buried deep in the mat. To make this intuition precise, one must consider
the dynamics of nutrient uptake. In steady state, the rate at which a nutrient #, in
this case H"CO3, is transported into the mat is equal to the rate g(#) at which the
nutrient is consumed. When diffusion is the dominant mechanism of transport [43,44],
this balance can be expressed [42, 51-53] as a differential equation
DV2# = g(#), (2.2)
where D is the diffusion coefficient.
To test the applicability of equation (2.2) in a biofilm, we must first choose a
functional form of g(#). In general, the rate at which a nutrient is consumed may be
a complicated function of the nutrient concentration [52]. However, when the nutrient
is scarce, g(#) can be approximated by first order kinetics. Thus,
g(4) = k#, (2.3)
where k is a rate coefficient. Combining this approximation with equation (2.2), the
concentration of a nutrient at any point in a mat is a solution to the equation
V2# = , (2.4)A2 1
where A = V/D/k. Physically, A represents the typical distance a nutrient penetrates
into the biofilm before being consumed. When A is much smaller than the typical scale
of the biofilm, the nutrient only reaches the bacteria nearest the surface. Similarly,
when A is much larger than the scale of the biofilm, the nutrient permeates the mat.
Figure 2-2a shows a solution of equation (2.4) in a laboratory biofilm.
2.2.3 comparison of measurement to prediction
To test this model of reaction and diffusion in a biofilm, we compare the model predic-
tions to the results of the labeling experiment. To do so, we must first relate the solu-
tion of equation (2.4) to a measurable quantity. Combining equations (2.1) and (2.3)
Figure 2-3: The flow of nutrients through a mat. As nutrients diffuse into the
mat from the surface (red curve), they are consumed. The solution of equation (2.4)
gives both the paths along which nutrients flow (black lines) and the nutrient con-
centration relative to the surface (line width).
relates # to the ratio of heavy to light carbon in a cell
k6t
E = #0 + EO. (2.5)
A correction to this equation that takes into account the recycling of nutrients within
the mat is discussed in Methods and Materials.
To summarize, for a given value of the penetration depth, equation (2.4) gives the
nutrient concentration throughout the biofilm. This solution is predicted to be linearly
related to the measured ratio of heavy to light carbon in a cell. To fit the penetration
depth, we therefore find the value of A that maximizes the linear correlation between
the 4 and c. The maximization gives A = 38 t 15 pm (95% confidence interval). As
shown in figure 2-2b, the average isotopic ratio of cells shows a linear dependence (red
line) on the solution of equation (2.4) and supports this reaction-diffusion model.
2.3 Discussion
Here we have shown how stable isotope techniques can be used to recognize the
reaction and diffusion of a nutrient as it flows through a biofilm. This recognition is
built on two methodological advances: the use of nanoSIMS and labeling experiments
to measure the rate at which cells incorporate nutrients in a biofilm and the direct
comparison of these measurements to a reaction-diffusion model.
The first advance complements previous work (e.g. [47-49]) in which nanoSIMS is
used to identify the cells that take up a particular nutrient in a particular community.
By converting the isotopic enrichment of a cell into an uptake rate in equation (2.1),
we explicitly connect this measurement to the physical processes of nutrient flow. This
connection allows the use of nanoSIMS test quantitative models of nutrient transport
through complex macroscopic microbial communities.
The second advance is the solution of equation (2.2) in the realistic geometry
of a biofilm. In previous work, equation (2.2) has either been combined with local
measurements to estimate the rates of chemical production and consumption at a
point in a biofilm [53] or solved in idealized geometries without direct comparison
to observation [54-57]. We extend this work by solving equation (2.4) for the flow
of nutrients through the entire biofilm. This solution, depicted in figure 2-3, shows
the relationship between the flow of nutrients and the position in the mat. Notably,
nutrients penetrate the biofilm more deeply in regions of high curvature than in
the flat regions. Consequently, in pinnacled aggregates, cells in the tip experience
a higher concentration of nutrients than those on the sides. This phenomenon can
be understood intuitively by recognizing that in regions of high curvature a larger
fraction of the biomass is near the mat surface than in regions of low curvature.
We combine these methods to test a classical model of nutrient flow and uptake
in a biofilm. In this model, the rate at which nutrients are consumed is set by the
rate at which diffusion transports nutrients from the surface. Despite this simplicity,
we find excellent agreement between the predicted and measured rates of carbon
uptake. However, one should not conclude that the allocation of nutrients between
individual cells is necessarily simple. Rather, equation (2.4) is a statement about the
spatial variations of the average environment in which cells grow. Even when sensing
the same average nutrient concentration, individual cells in a biofilm may consume
the nutrient at different rates. Indeed, as shown in fig. 2-1b, the isotopic ratio of
neighboring cells can differ by more than an order of magnitude. This observation
illustrates that, although equation (2.4) accurately describes the behavior of a group
of cells, a more fundamental understanding is required to predict the behavior of any
single cell. Whether the variations among individual cells results from physiological
differences, the influence of micro-environments, interactions between cells, or other
factors is a fundamental question well deserving of future investigation.
In the derivation of equation (2.4), we assumed that nutrient uptake can be ap-
proximated by first-order kinetics. Having validated this simplification experimen-
tally, we now consider its dynamical origin. Traditionally [52, 54-57], the uptake of
nutrients in a biofilm is assumed to be described by Monod or similar kinetics in
which uptake saturates at high nutrient concentrations. In this case, equation (2.3)
is the first term in an expansion of more complex kinetics and k is determined by the
rate of nutrient transport through a cell membrane. According to this interpretation,
k is a property of a cell. Below we outline an alternative hypothesis.
In a biofilm, nutrients diffuse in the inter-cellular matrix of a biofilm and are
consumed when they come into contact with a cell. This conceptualization reduces
nutrient transport through a biofilm to a classical problem of physical chemistry: the
diffusion of a chemical species through a random cloud of "static traps" [58-60]. As
discussed by Torquato [30], the steady state concentration of the diffusing species is
a solution to equation (2.4), where k is a function of the size and distribution of cells.
According to this interpretation, k is a property of a biofilm.
In steady state, these two interpretations of nutrient uptake correspond to the
same mathematical model. As such, the experiment described in this paper cannot
differentiate between them. However, these models make different predictions about
how the system evolves out of steady state. In particular, if k is a cell property, the
concentration of nutrients relax exponentially to the steady state profile. However,
if k is a property of a biofilm, the relaxation is more exotic and is asymptotically
described by a stretched exponential [61,62]. Thus, by measuring how the nutrient
profile in a mat changes in time, one can determine if the rate at which nutrients are
consumed is controlled by transport through a cell or the organization of cells in the
biofilm.
A fundamental understanding of how the physical characteristics of a biofilm effect
the transport and consumption of nutrients requires a synthesis of mathematical mod-
els and measurements. Here, we have found that a one-parameter reaction-diffusion
model accurately describes the steady state consumption of nutrients throughout a
biofilm. Because different physical and biological models of nutrient flow share the
same steady-state behavior, this result highlights non-equilibrium nutrient uptake as
an important avenue of future research.
2.4 Materials and Methods
2.4.1 carbon isotope labeling
The biofilm used in the labeling experiment was grown in a laboratory batch culture
in Castenholz D medium [63] under previously described conditions [20]. To label the
biofilm, the medium was replaced with fresh Castenholz D medium in which HCO3
was replaced with sodium hydrogencarbonate- 13C (98 atom %, Isotec, Miamisburg,
Ohio). The total H13 CO3 was limited to 2.58 mmole per labeling in 100 ml of the
incubation medium. The aggregate was incubated with the labeled nutrient at a
light intensity of -1500 pE/m 2 s for 60 minutes. Notably, even if these cells are not
carbon limited, the rate of carbon assimilation is still proportional to the uptake of
the limiting nutrient through a stoichiometric relationship.
2.4.2 elemental and isotopic mapping by secondary ion mass
spectrometry (nanoSIMS)
Samples were washed and fixed with 2.5% glutaraldehyde in 0.1 M sodium cacodylate
buffer (pH 7.4), washed with buffer, and post-fixed in 1% osmium tetroxide and 1.5%
potassium ferrocyanide. The fixed samples were dehydrated through a gradient series
(30-100%) of acetone/water solutions and embedded in epoxy resin (Epon). Ultrathin
sections (300 nm) were obtained using a Reichert-Jung Ultracut E ultramicrotome
with a diamond knife. The sections were collected and transferred either onto clean
Si chip for SIMS imaging, or onto 200-mesh formvar-carbon coated Cu TEM grids
for TEM examination prior to correlative SIMS analysis on the same cells. Nano-
scale SIMS analysis were carried out at the Institut Curie, Orsay, France using a
NanoSIMS-50 ion microprobe (Cameca, Gennevillieres, France). A tightly focused,
high energy primary ion beam of Cs+ was used to bombard the sample surface, thus
producing charged secondary ions during the collision cascade. These secondary ions
are then channeled to a magnetic mass spectrometer. Operated in probe scanning
mode, the primary beam is stepped over the surface of the sample to create elemental
and isotopic images of the selected ion species. In our study, a 256 x 256 pixel raster
of 60 pm was used to generate secondary ion images for survey mosaic, with a probe
intensity of 5 pA and typical probe size of 150 nm.
2.4.3 effect of nutrient recycling
The derivation of equation (2.5) assumed that the only source of inorganic carbon is
labeled bicarbonate. This assumption is only an approximation of the true conditions
in which some amount of light carbon is available due to heterotrophic degradation
of the unlabeled organic material and the associated release of unlabeled inorganic
carbon. Here we derive the correction due to the presence of a second species of
carbon available for photosynthesis. We assume that the quantity of both labeled or
unlabeled carbon consumed over the course of the experiment is small relative to the
initial concentration of light carbon in the cell.
By neglecting the light carbon consumed by a cell over the course of the exper-
iment, equation (2.5) systematically underestimates the total carbon uptake rate.
When two species of carbon are available to a cell, changes in the ratio of heavy to
light carbon e varies with the uptake of either species. After a short amount of time
6t, this ratio becomes
S= + g~t (2.6)
bo + hot
where 0 and 7o are the initial concentrations of heavy and light carbon in the cell
respectively and h is the uptake rate of light carbon. Assuming first-order kinetics
for carbon uptake and expanding to first order in V/)1o and #/@o gives
kSt #o@
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where kp is the rate coefficient for the uptake of light carbon. Because the heavy
carbon in the cell is initially rare (#0 < Qo), the presence of light carbon offers only
a quadratic correction to equation (2.5). The effect of this small error is to shift the
measurements in figure 2-2b along the vertical axis. Because this effect is small (i.e.
second-order), we do not expect this correction to significantly change the estimated
penetration depth.
2.4.4 solution of reaction-diffusion equation in the biofilm
To find the expected concentration of a diffusing nutrient in the laboratory biofilm,
we solve equation (2.4). As this model is a partial differential equation, its solution
requires a parametrization of the biofilm shape and boundary conditions at the surface
of the mat. In this section we discuss how the shape of the biofilm was determined,
the boundary conditions, and the numeric techniques used to solve this equation.
Once the biofilm was sectioned, its surface was identified by eye as the transition
from dense cells to resin. During the preparation of the sample, only the top 0.7 mm
of the ~ 5 mm aggregate were embedded in resin. Consequently, the measured surface
of the mat only bounds the nanoSIMS transect on three sides extending - 200 pm
past the end of the transect. To approximate the mat far from the cells, the boundary
was closed with a line on which the flux of # was assumed to vanish. Because labeled
carbon is well mixed outside of the mat, we take a boundary condition in which #
reaches a constant value at the surface of the mat.
Near the tip of the aggregate, the biofilm is approximately rotationally symmetric.
As such, we assume that all carbon flows from the surface towards the central axis.
Given this approximation, equation (2.4) can be expressed in cylindrical coordinates
as
1 0 8# 820 0i r + - - (2.8)
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where r and z are the radial and axial coordinates respectively. The reaction-diffusion
model therefore reduces to a two-dimensional linear partial differential equation which
we solved using the finite element method [64].
2.4.5 determination of A
A was found by maximizing the correlation coefficient between the measured value of
c and the solution of equation (2.4). Estimates of A found by minimizing the RMS
deviation from the best fitting line did not differ significantly. The 95% confidence
interval was found using the bootstrap technique [65] with 104 simulations.
Chapter 3
Biophysical basis for the geometry
of conical stromatolites
Abstract
Stromatolites may be Earth's oldest macroscopic fossils, however, it remains contro-
versial what, if any, biological processes are recorded in their morphology. Although
the biological interpretation of many stromatolite morphologies is confounded by the
influence of sedimentation, conical stromatolites form in the absence of sedimentation
and are, therefore, considered to be the most robust records of biophysical processes.
A qualitative similarity between conical stromatolites and some modern microbial
mats suggests a photosynthetic origin for ancient stromatolites. To better understand
and interpret ancient fossils, we seek a quantitative relationship between the geometry
of conical stromatolites and the biophysical processes that control their growth. We
note that all modern conical stromatolites and many that formed in the last 2.8 bil-
lion years display a characteristic centimeter-scale spacing between neighboring struc-
tures. To understand this prominent-but hitherto uninterpreted-organization, we
consider the role of diffusion in mediating competition between stromatolites. Having
confirmed this model through laboratory experiments and field observation, we find
that organization of a field of stromatolites is set by a diffusive time scale over which
individual structures compete for nutrients, thus linking form to physiology. The
centimeter-scale spacing between modern and ancient stromatolites corresponds to a
rhythmically fluctuating metabolism with a period of approximately 20 hours. The
correspondence between the observed spacing and the day length provides quantita-
tive support for the photosynthetic origin of conical stromatolites throughout geologic
time.
Stromatolites-attached, laminated, lithified sedimentary rocks accreting from a
point or limited surface [66]-are commonly thought to record microbial interactions
with sediments as old as 3.4 billion years (Ga) [22, 67,68]. In general, stromatolites
are complex products of physical, chemical and biological processes. Consequently,
their shapes and textures may tell us little about specific microbial metabolisms.
Past biological activity is however thought to be a prerequisite for the formation of a
number of conical stromatolites that grew in quiet conditions, in the apparent absence
of sediment, and in the presence of fast lithification [23,69, 70].
Assuming that small conical stromatolites were built by microbial communities
throughout geologic history, one is led to ask what biological processes are implied
by the presence of these structures. Notably, all modern conical stromatolites form
in the presence of filamentous cyanobacteria growing under precipitating conditions
without sedimentation [19,71,72]. Because these and similar photosynthetic commu-
nities form cones even in the absence of lithification [19,20,73,74], their morphology
must arise from biological processes. The qualitative similarity between the shape of
these structures and ancient conical stromatolites has led to the hypothesis that an-
cient stromatolites were also built by photosynthetic communities [19]. However, the
relationship between photosynthesis and the growth of conical stromatolites remains
to be elucidated in both ancient and modern stromatolites.
Here we show that the diffusion of metabolites associated with photosynthesis
plays a central role in setting the spatial organization of modern conical stromato-
lites. We begin by identifying a geometric feature common to many modern and
ancient stromatolites: neighboring structures are separated from one another by ap-
proximately one centimeter. We hypothesize that the regular spacing results from
competition between neighboring structures for nutrients. To test this hypothesis, we
identify the maximum distance over which stromatolite-forming microbes can take
up nutrients during the time they are photosynthetically active. We next confirm ex-
perimentally that the spacing between tufts of modern cone-forming bacteria varies
systematically with day length in accordance with the model. Finally, we identify
the spatial organization of stromatolites that maximizes the available space for the
mat to grow while limiting competition for nutrients. These observations lead us to
conclude that the common geometry of many conical stromatolites is rooted in the
Table 3.1: Regularly spaced, small conical stromatolites in the rock record
sample spacing (cm) age (Gya) reference
Gindalbie 1-2 2.8-2.7 [1]
Belingwe 1-2 2.7 [69]
Hurwitz 0.5-1 2.1 [75]
Rocknest 1 1.89 [76]
Pethei 3 1.88 [77]
Mistassini 0.5-1 1.7 [2]
Satka 1 1.6 [78]
Tokaanu, New Zealand 1 0 [72]
YNP, USA 1 0 [18]
common biophysical processes of competition for nutrients and photosynthesis.
3.1 Field observations of regularly spaced conical
stromatolites
We begin with an observation about the morphology of conical stromatolites that
grew in still water as long ago as the Archean. A survey of these proposed fossils
reveals that many grew with a regular spacing between neighboring stromatolites.
Figure 3-1 shows examples of this regular spacing in both ancient and modern conical
stromatolites. Moreover, as shown in table 3.1, the spacing between the apex of
neighboring conical structure is often approximately one centimeter.
To understand the biophysical origin of this feature, we study the processes that
shape modern, regularly-spaced conical stromatolites growing in the effluent of al-
kaline hot springs in Yellowstone National Park [19]. Each of Yellowstone's conical
stromatolites is precipitated within a microbial mat largely composed of cyanobac-
teria. The mat stretches over each cone as well as the flat region separating cones.
These structures are found in nearly still pools that are largely separated from the
main flow by barriers consisting of mats and silica precipitate (figure 3-2A). In regions
where the flow is relatively fast, the mat is instead flat (figure 3-2B) or occasionally
forms regularly spaced long ridges parallel to the flow.
Figure 3-1: Small conical stromatolites often grow into fields with a regular spacing
between neighboring structures. Such fields can be found in laboratory cultures (A),
hot springs in YNP (B), 2.8 billion year old Archean stromatolites (reproduced from
Grey [1]) (C), and 1.7 billion year old Proterozoic stromatolites from the Aphebian
Mistassini Group [2] (D). Each scale bar is 1 cm.
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3.2 Nutrient gradients form around growing mats
Because modern cones tend to grow in stagnant pools where gradients in nutrient
concentration can form [191, we hypothesize that regular spacing may arise from
competition between neighboring cones for diffusing nutrients. Here we consider the
role of diffusion in the formation of nutrient gradients around modern cone-forming
bacteria. If concentration gradients can extend far from the mat, then competition
provides a mechanism by which neighboring cones can interact.
During photosynthesis, mats take up nutrients from the surrounding fluid, which
are then replenished by diffusive transport. In this process, bacteria deplete nutrients
within a distance f, which in turn provides the mat with a nutrient flux
Dc j ~ ,(3.1)
where c is the ambient nutrient concentration and D is its diffusion coefficient. When
the mat's growth is limited by the rate at which diffusion provides nutrients, the
mat is said to be diffusion limited. The abundance of isotopically heavy carbon in
coniform mats from YNP suggests that cone-forming bacteria are often limited by
the diffusion of dissolved inorganic carbon [79].
Two observations from laboratory samples suggest that the initial stages of the
growth of modern conical stromatolites, the appearance of approximately 100 prm
diameter rounded clumps [19], is associated with the formation of large diffusive gra-
dients. Firstly, cyanobacteria grown in still media aggregate into clumps after roughly
a week, while those growing in gently moving media form flat biofilms (see Support-
ing Information). As concentration gradients can only form in still media, a likely
explanation of this observation is that bacteria aggregate in response to large diffu-
sive gradients, although shear may also influence their growth. This explanation is
also consistent with the second observation: soon after a mat begins photosynthe-
sizing, cyanobacterial filaments orient themselves normal to the surface of the mat
(see Supporting Information). Similar behavior has been observed in certain elon-
gated sulfur-oxidizing bacteria which extend themselves through diffusive gradients
Figure 3-2: (A) Regularly spaced conical structures grow in still side pools of hot
springs in Yellowstone National Park. (B) In fast moving sections of the stream, the
mat is often flat. The purple knife in is 8.1 cm long.
to reach higher nutrient concentrations [80]. If the early stages of a cone's growth are
indeed governed by bacterial responses to concentration gradients, the final organiza-
tion of stromatolites may also record the influence of large diffusive gradients on the
growing mat.
3.3 Modern stromatolites are spaced to limit com-
petition: theory
When the diffusive length scale becomes large, neighboring cones compete directly
for resources. We proceed to estimate the maximum extent of these gradients for a
photosynthetic mat growing in still liquid.
When the mat is active, photosynthesis depletes nutrients within a characteristic
distance from the active biomass (Fig. 3-3a). At night, these flows reverse. The
diffusive length scale is therefore set by the distance nutrients and metabolites can
diffuse while the mat is photosynthetically active. Thus, the diffusion length is
f = aDT (3.2)
where T is the average length of day light. The dimensionless factor a is of order one;
its exact value is determined by the details of the system (e.g. nutrient requirements,
growth rate, mineral precipitation). Cones that are closer than f compete directly
for resources. Cones spaced much further than f take resources from a common pool,
but do not directly interact.
A field of stromatolites minimizes direct competition for nutrients when the spac-
ing between neighbors is the diffusive length scale. Consequently, equation (3.2) re-
lates the geometry of a cone-forming microbial mat to the metabolic activity of its mi-
crobial constituents. Given that many important metabolites are small molecules, the
diffusion coefficient of the limiting nutrient-and thus the spacing between neighbors-
is nearly independent of exactly which nutrient limits growth [121. Empirically, the
diffusion coefficient for a number of important carbon sources (e.g. C0 2, HCOs),
photosynthetic electron donors (e.g. H2, H2 S), and nutrients (e.g. NH+, PO3-) are
all approximately 10-5 cm2 sec- 1 [44]. Thus, assuming a 12 h day, equation (3.2)
predicts the observed cm-scale spacing between small conical stromatolites. Further-
more, because we assume that the net accumulation of biomass is ultimately limited
by the diffusion of nutrients from outside, this result is independent of the cycling of
nutrients within the mat. More generally, it predicts a square-root dependence of e
on DT with a proportionality constant of order one.
3.4 Modern stromatolites are spaced to limit com-
petition: experiment
To test this prediction, we grew mats under a range of day-night cycles that varied
from 3h/3h to 48h/48h. Figure 3-3 shows that the distance between neighboring
clumps as a function of day length (seconds of continuous light) conforms well to
the square-root dependence predicted by equation (3.2). Assuming D = 10-- cm2
sec- 1, a least-squares fit yields oz = 0.30 ± 0.02; note, however, that this value may
differ in different environments while remaining approximately unity. The square-
root dependence of the spacing between growing vertical structures on the duration
of the day-night cycle confirms that competition mediated by diffusion is central in
organizing the mat. Because this scaling depends exclusively on diffusive transport,
it can be used as an indicator of diurnal cycling in both modern and fossil mats.
The empirical confirmation that the spacing between modern stromatolites is set by
diffusive competition is our main result.
3.5 Centimeter-scale spacing as a record of photo-
synthesis
Nutrient limitation is known to influence the formation of sub-mm scale three-dimensional
heterotrophic biofilms [80-82]. Our results suggest that nutrient limitation also con-
trols the morphology of photosynthetic biofilms that are almost two orders of mag-
nitude taller and wider, and consequently more likely to be preserved. The initial
aggregation of filamentous microbes into nascent cones is consistent with a response
to diffusion limitation. Furthermore, in still media, we observe that the spacing be-
tween neighboring structures is proportional to the distance metabolites diffuse when
the mat is active. The cm-scale spacing observed in all modern conical stromatolites
and many small Archean stromatolites as old as 2.8 Ga [1] and possibly as old as 3.1
Ga [23], is consistent with a mat that is active during the day and inactive at night.
This expression of biological and physical processes in the geometric arrangement
of sedimentary structures allows us to recognize spatial organization consistent with
photosynthesis in stromatolites throughout geologic time, especially those from the
Archean [1,69,83] and the Proterozoic [75,77,78,84].
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Figure 3-3: Periodically spaced stromatolites record periodic forcing. (A) Initially the
mat (green) only takes in nutrients from its immediate surroundings (blue arrows).
As time progresses, nutrients become locally depleted and the mat takes up nutrients
from a larger volume (red lines). Because the radial extent of the harvest grows with
the square-root of time, the maximal extent of these gradients e is set by the span
of time that the mat is active (black). To avoid direct competition for nutrients,
vertical structures must be spaced as to prevent overlapping harvests; i.e. of order f.
Thus, the spacing between cones records the span of time they are active. Centimeter
spacing corresponds to a rhythmically fluctuating metabolism with a period of -20
hours. (B) Cultures grown in the lab display the predicted square-root dependence
of spacing on day length.
Figure 3-4: When cone-forming bacteria grow in still water, they grow into a roughly
hexagonal arrangement. Laboratory cultures grow into such an organization on both
the smooth surface of a glass beaker (A) or on the surface of a growing mat (B);
both scale bars are 1 mm. When stromatolites grow in moving water, competition is
mediated by advection as well as diffusion. (C) In a unidirectional flow, long ridges
grow with a centimeter-scale spacing between ridges. The blue arrow indicates the
direction of flow. On either side of the channel the mat is too thick to permit flow. The
scale bar is 30 cm. (D) The regular spacing and roughly hexagonal arrangement of 1.4
Gya conical stromatolites from the Bakal formation [3,4] may be due to competition
for nutrients mediated by eddy diffusivity. The hammer is 27.9 cm long.
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3.6 Spatial organization
Given that the competition for nutrients sets the spacing between modern conical
stromatolites, we proceed to conjecture how competition may effect their spatial or-
ganizations under different flow regimes. We assume that a mat will tend to grow
into any available spaces, thus we expect spatial organizations that maximize the
density of stromatolites while limiting competition for nutrients. We focus on how
the organization varies between stagnant and turbulent ponds.
In still water, each structure competes with neighbors on all sides. A field of
stromatolites then reaches a maximum density while preventing direct competition
by growing into a hexagonally symmetric pattern [85]. Indeed, we often observe that
nascent clumps form into a roughly hexagonal arrangement (Figure 3-4A). Because
these aggregates grow on the smooth surfaces such as glass beakers, the regular spac-
ing must be intrinsic to the growth of these biofilms, rather than inherited from the
topography of the underlying surface. A similar hexagonally symmetric arrangement
can also be observed growing on the surface of a mat that had been deformed by a
gas bubble (Figure 3-4B). Although regularly spaced aggregates grow over the entire
mat, they only grow into large cones on the top of the mat, suggesting that other
factors such as the proximity to a light or a nutrient source may be important in the
growth of cones.
Thus far, we have only considered the role of molecular diffusion in mediating the
competition between cone-forming microbial mats. Because this mechanism can lead
to the formation of only small gradients this model can only explain the organization
of centimeter-scale stromatolites. Here we consider a possible generalization of equa-
tion (3.2) which may be applicable to decimeter to meter-scale structures. We note
that, as there are no known large modern conical stromatolites, the applicability of
this generalization to stromatolites can be neither confirmed nor rejected.
In general, moving water destroys diffusive gradients and therefore limits com-
petition between structures. If we assume that cone-forming bacteria might remain
limited by the rate at which nutrients arrive to the mat in the presence of a net flow
(as might happen when the limiting resource is very scarce), the effects of competition
can be identified in two cases: isotropic turbulence and unidirectional flow.
When the ambient flow is turbulent, nutrients are advected by eddies. Given a
large Reynolds number Re, one can then define an effective diffusion coefficient Dff
ReD [29]. If stromatolites compete for nutrients in a turbulent field, equation (3.2)
predicts an arrangement of structures spaced by f ~- vReDr. Because the flow
is isotropic, the effective diffusion of nutrients is also isotropic, thus producing a
hexagonal arrangement. In weak turbulence (Re ~ 5,000 corresponding, for example,
to a velocity of 1 cm sec-1 and a length scale of 50 cm), diurnal forcing produces
structures spaced by tens of centimeters. The 20 cm spacing and roughly hexagonal
symmetry of some conical stromatolites (figure 3-4D) may be interpreted as the result
of microbial growth in a weakly turbulent environment.
In a unidirectional flow, the effect of diffusion is negligible in the direction of
flow but is essential for the transport of nutrients orthogonal to the flow. In YNP,
long ridges often grow with an approximately 1 cm spacing in flows with a typical
surface velocity (as measured by timing a passive tracer on the surface of the flow) of
10 cm sec- 1 (figure 3-4C). These scales correspond to a Reynolds number of around
1,000. Nutrients are therefore only advected by the downstream flow, while molecular
and eddy diffusion transport nutrients across the stream. Consequently, there is little
variation in the shape of structures along the flow, leading to the growth of long ridges.
The organization of some ancient lanceolate stromatolites may be explained by this
process, notably regularly spaced ridges observed in some Proterozoic samples [78].
3.7 Discussion and Conclusion
Our primary finding, that the organization of modern conical stromatolites results
from competition between neighboring structures for nutrients, is the result of four
observations. First, the bacterial aggregates found in both the field and the laboratory
display a regular spacing between neighboring structures. Next, cone-forming bacteria
in both the field and laboratory are able to take up nutrients, notably inorganic
carbon, faster than diffusion can replenish them, leading to the growth of gradients
in nutrient concentration. The lateral extent of these gradients, which is set by the
day length, gives a typical length-scale over which competition between neighboring
structures is possible. Finally, we found that the spacing between bacterial aggregates
in laboratory cultures remains proportional to this length-scale even as we varied the
length of day. We therefore conclude that the diffusive length scale sets the spacing
between aggregates.
Given this understanding of the biophysical basis for the geometry of modern
conical stromatolites, we asked if our results inform our understanding of ancient
stromatolites as well. We identify two observations that are likely to be generally
applicable to biogenic stromatolites formed throughout geologic time. First, small
stromatolites compete with one another for nutrients. Because many microbial mats
are limited by the same physical processes (e.g. diffusion), the competition for nutri-
ents outside all such mats can be understood in terms of these processes regardless of
their internal complexity and diversity. The ubiquity of diffusion limitation in modern
microbial mats strongly suggests that these processes also shaped ancient microbial
mats. Consequently, these interactions should be included along with the previously
identified processes of mat growth and mineral precipitation [86] when considering the
growth of stromatolites. Furthermore, we have found that when stromatolites grow in
still water, this competition occurs over a length scale set only by the diffusion of the
limiting nutrient and the time that the mat is metabolically active. Because diffusion
coefficients of nearly all small-molecule nutrients are similar [44], periodically spaced
conical stromatolites record periodic metabolic forcing. Fields of stromatolites with
~1 cm spacing record a rhythmically fluctuating metabolism with a period of ~20
hours, suggesting solar forcing. This interpretation of the geometry of many ancient
stromatolites (table 3.1) provides a record of photosynthesis in stromatolites as old
as 2.8 billion years. Although the biological origin of some precipitated stromatolites
can be questioned [87], our results demonstrate that many small conical Archean
stromatolites can be recognized as mileposts [22] marking the evolution of Earth's
earliest photosynthetic communities.
3.8 materials and methods
3.8.1 Culturing Techniques
The cone-forming cyanobacteria used in these experiments was collected from Sentinel
Meadows in Yellowstone National Park under permit YELL-2008-SCI-5758. Cone-
forming cyanobacteria were grown in modified CastenholzD medium [88] in which the
concentrations of NO- and PO3- were lowered to 2.3 mM and 0.8 mM, respectively.
With the exception of the day length experiment, cultures were grown under a 12
h-light 12 h-dark cycle using a fluorescent cold light source.
3.8.2 Day Length Experiment
To gauge the effect of day-length on the spacing between structures, we grew mats
under 3, 4, 6, 12, 24, and 48 hours of light; each sample was illuminated for 48 out
of every 96 hours. In each case, the mat was inoculated onto silica sand in a 10 cm
diameter, crystallizing dish. The dish was placed below a cold fluorescent light source
to produce a light intensity of 104 lux. To ensure that each culture was only exposed
to light at the appropriate times, each culture was placed in a conical sheath made
from black poster board. The light source was placed at the apex of the cone 26 cm
above the sample. After two weeks, regularly spaced structures could be seen over
large sections of the mat (figure S3).
We used two different methods to measure the spacing between structures. First,
we measured the spacing between clumps by identifying unambiguous bacterial ag-
gregates in the photographs (figure S3). We then measured the spacing between each
structure and the nearest clump (figure S4). To remove bias, two individuals inde-
pendently measured the spacing. Assuming a value of D of about 10- cm 2 sec', the
two individuals found a = 0.30 ± 0.02 and a = 0.30 ± 0.04. To further confirm that
the spacing between clumps was measured accurately, we also measured the spacing
from the number density of clumps (figure S5). The number density n of clumps was
found by identifying an area where clumps grew and then counting the number of
clumps in the area. In general, the mean spacing between clumps scales with the
square root of the area per clump. For closely packed disks with a packing fraction
n-1/2 (3.3)
For a hexagonal lattice, 17 = r/v/f12 0.91. For random close packing, q =
7r/(4sin(105')) ~ 0.81 [89]. Taking the geometric factor consistent with hexago-
nal packing, this measurement gave the estimate a = 0.24 ± 0.08. Although all
three estimates of the spacing gave consistent results, the data were substantially
tighter when clumps were chosen by hand (figure S6). The increased scatter found in
the estimation of f from the number density may be due to variations in 7j between
samples.
Chapter 4
Stromatolite growth and form
Abstract
Although stromatolites are generally considered to be Earth's oldest macroscopic
fossils, it remains unclear what, if any, biological processes are recorded in their
morphology. To better understand the connection between stromatolite growth and
form, we focus on a class of stromatolites which formed as minerals precipitated within
a microbial mat. Here we show that, when stromatolites grow due to the precipitation
of minerals, diffusive gradients within the overlying microbial mat cause minerals to
precipitate faster in regions of high curvature; thus linking stromatolite growth to
the geometry of the overlying microbial mat. By measuring the shape of stromatolite
lamina, we show that these dynamics shaped ancient stromatolites. Moreover, this
model allows us to estimate the thickness of ancient stromatolite forming mats to
be approximately 1 mm; consistent with modern systems. Finally, we show how the
conical morphology-a distinctive feature of stromatolites growing in the absence of
sedimentation-arises from these dynamics. We show that this form is consistent
with the shape of conical stromatolites that grew as long ago as 3.0 billion years.
4.1 introduction
Laminated, lithified sedimentary rocks called stromatolites are commonly regarded
as Earth's earliest macroscopic fossils [22, 67,68]. Stromatolites are thought to have
formed as mineral precipitation and trapping and binding of sediment caused micro-
bial mats to fossilize [21,23]. The resulting morphology of a stromatolite therefore
represents a coupling between biotic processes such as mat growth and abiotic pro-
cesses such as mineralization [22]. Given this interpretation of stromatolite growth,
it is natural to ask what, if any, biological information is recorded in the shape of a
stromatolite [19,87,90.
Much recent work has focused on understanding the growth of a particular class
of stromatolites which develops a conical morphology [20,31,86,90]. Because conical
stromatolites typically grew in quiet conditions, in the apparent absence of sedimen-
tation, this morphology is one of the most dynamically simple types of stromato-
lites [23, 69, 70]. In the simplest description of the dynamics shaping conical stro-
matolites, Batchelor et al have shown that the combination of surface-normal and
vertical growth can, given certain initial conditions, reproduce the basic morphologi-
cal features of a conical stromatolite [86, 90-92].
Here we show how the macroscopic morphology of a conical stromatolite arises
from the microscopic dynamics of mineral precipitation within a mat. As illustrated
in figure 4.1, we consider the growth of a very simple stromatolite, in which a micro-
bial mat overlays a stromatolite of precipitated mineral. The water surrounding the
microbial mat is assumed to be well mixed.
Most stromatolites grew by of the precipitation of calcium carbonate within the
microbial mat [22]. A priori, it is difficult to know which step in mineral precipitation
was rate limiting billions of years ago without knowing the local pH and concentration
of Ca+. However, because the relatively inefficient process of molecular diffusion is
the primary mechanism of mass transport within a microbial mat [43,44], a reasonable
hypothesis is that the rate of mineral precipitation was often, if not typically, limited
by the diffusion of some ion species through the microbial mat.
Proceeding from this hypothesis, stromatolites only grow as fast as ions diffuse
from the surrounding water. This mundane observation has an important implication:
the diffusion of ions through the microbial mat couples stromatolite growth to the
geometry of the overlying mat. We use this observation to derive a growth equation
for the shape of the stromatolite, from which we deduce the shape of a stromatolite
growing in the absence of sedimentation. We find that the conical shape predicted by
this growth equation is in close quantitative agreement with the shape of stromatolites
as old as 3.0 billion years. Moreover, we show that the shape of a stromatolite
Figure 4-1: A schematic of a simplified stromatolite. The stromatolite (tan) grows
as ions from the surrounding water diffuse through a microbial mat (green) and
precipitate at the base of the mat. The thickness d of the mat varies over the surface
of the stromatolite. The shape of the interface between the microbial mat and the
stromatolite is described by the local curvature H. At the tip of an axisymmetric
stromatolite, H- 1 is the radius of curvature.
records the thickness of the mat which grew on it. The agreement between theory
and observation leads us to conclude that conical stromatolites take their distinctive
morphology from the formation of diffusive gradients around the stromatolite.
4.2 time scales of stromatolite growth
We begin by considering the three different time scales relevant to the growth of
a stromatolite. The first if the typical time it takes a small molecule to diffuse
through the mat TD. For a microbial mat of thickness do, the diffusive timescale is
rd d2/D, where D is the diffusion coefficient of the molecule in the mat. Taking
D ~ 10-6 cm 2 /s [44] and do - 10-1 cm [93], the diffusive time scale is 7-d - 1 hour.
The second important time scale is the time rg over which the microbial mat grows.
Although estimating the doubling time of bacteria billions of years ago is far from
trivial, a reasonable guess is between tens of hours and weeks. The third time scale
is the rate at which minerals precipitate, causing the stromatolite to grow. This time
scale is also difficult to estimate in ancient samples; however it seems likely that the
rate of mineral precipitation co < 1 cm/year. Thus, the time scale T over which the
stromatolite grows is T, ~ do/co > 1 month.
We therefore find that stromatolites grow quasistatically. Because Td < rg, on the
time scale over which a microbial mat grows, the concentration gradients of chemicals
in the mat are in steady state. Similarly, because Tg < T, on the time scale over
which the stromatolite grows, the microbial mat is in steady state.
This separation of time scales greatly simplifies the problem of stromatolite growth
by breaking growth into three parts. In the next section, we explore how the steady-
state concentration of chemicals diffusing through a thin microbial mat are influenced
by the shape of the mat. Given this result, we then deduce the rate of mineral
precipitation on the stromatolite. Finally we use the resulting relationship between
the shape of a stromatolite and the rate it grows to derive the shape of a stromatolite.
4.3 diffusion through a thin microbial mat
In the previous section, we found that a separation of the time scales of stromatolite
growth dramatically simplifies the dynamics of stromatolite growth. In this section,
we find an equally useful simplification from a separation of length scales. Here we
show that when a microbial mat is thin, the rate at which minerals precipitate only
depends on the local shape of the the stromatolite.
According to the diffusion equation, the concentration $ of the ion limiting mineral
precipitation changes in time t according to the equation
at = DV 2V), (4.1)at
where D is the diffusion coefficient in the microbial mat. As discussed in the previous
section, because the time scale over which the stromatolites grows is much longer
than the diffusive times scale, the concentration of # is always in steady state. Thus,
to find the rate at which minerals precipitate, we must solve the equation
-2@ = 0 (4.2)
in the geometry of a microbial mat. To do so, it is convenient to move to a co-
ordinate system in which the shape of the stromatolite is simply expressed. If, for
example, a mat of thickness do grows over a spherical stromatolite of radius Ro, then
equation (4.2) is best expressed in spherical coordinates as
+ +V20=0, (4.3)Br 2  r Or
where r is the radial coordinate. The surface laplacian V2> describes the flow of V)
parallel to the surface of the stromatolite [94]. In this coordinate system, the surface
of the stromatolite is r = Ro and the surface of the microbial mat is r = Ro + do.
To solve for the diffusion of molecules through a microbial mat, we move to the
local coordinate system [95 of the stromatolite. This transformation is illustrated
in figure 4.3. In this coordinate system, the basis vectors are Si, S2, and h. The
coordinates si and s2 are distances measured along the surface of the stromatolite in
the si and s2 directions respectively. The third coordinate n is the distance normal
to the surface of the stromatolite. In this coordinate system the surface of the stro-
matolite is n = 0 and the surface of the mat is n = d(si, S2), where d(si, S2) is the
local thickness of the mat.
We now need to represent equation (4.2) in this new coordinate system. As an
elegant and accessible discussion of the laplacian V2 and its representation in curved
coordinate systems is presented by Reilly [94], we will simply quote the final result
of this coordinate change. Close to the stromatolite surface, equation (4.2) can be
expressed as
024,+ 2H +=0, (4.4)
8n2 O 8
where H is the mean curvature [94,95] of the stromatolite surface. If the shape of a
surface near a particular point p is described by the two radii of curvature R1 and R 2 ,
Figure 4-2: The transformation from Cartesian coordinates to the local coordinates of
the surface f(x, y). The unit vectors si and s2 are tangent to the surface. The vector
i is the local normal. The position of the red point on the stromatolite surface can
be expressed in Cartesian coordinates as (XO, Yo, f(xo, yo)) or in the local coordinates
as (si, s2, 0), where si and s2 are measured along the stromatolite surface from some
known point. For sake of illustration, we have shown f as a paraboloid.
then the mean curvature at p is H (R 1 + R 2 1)/2. Where H > 0, the surface of the
stromatolite is curved outwards as at the apex of a conical stromatolite. Similarly,
regions where H < 0 are indentations. To make it clear that H varies over the surface,
we will simply refer to it as the "curvature".
Because the stromatolite grows in response to ions diffusing from the surface of the
stromatolite to surface of the mat and vice versa, we expect that the largest gradients
in concentration are normal to the surface of the stromatolite. To demonstrate this
proposition, we rescale every quantity in equation (4.4) by its typical value. We
begin by rescaling the concentration 0 by the difference in concentration between the
surface of the mat, where 7P = $1 and the bottom, where ' = Oo. This rescaling gives
the dimensionless concentration
# = (4.5)i - o
where, by construction, # = 0 at the surface of the stromatolite and # = 1 at the
surface of the mat. Rescaling the curvature H by typical radius of curvature Ro gives
the dimensionless curvature
q = RoH (4.6)
Next, we rescale the coordinates si, S2, and n by the typical length scales over which b
varies. Parallel to the surface, the length scale over which V) varies is the characteristic
size of a stromatolite. We therefore define the dimensionless coordinates
S-
oi = - , (4.7)
Ro
where i = 1, 2. Normal to surface (i.e. along n), V) varies over the mean thickness of
the microbial mat do. We therefore define
v=- (4.8)
do
Re-expressing equation (4.4) in terms of these dimensionless quantities, we find
82#$ (do D# (do ~2+~ 2 ( o)'0 + (d 2V2# = 0. (4.9)OV2 Ro Ov Ro
Thus, when the microbial mat is thin relative to the size of the stromatolite (i.e.
do < Ro), the concentration # is a solution to the one-dimension equation
829 a
aV2 + 2 e7- = 0, (4.10)
where c = do/Ro < 1.
Physically, equation (4.10) means that the concentration and flux of a molecules
diffusing through a thin microbial mat are only influenced by the local geometry of
the mat, as characterized by the curvature H. In the following section, we will use
this result to relate the shape of a stromatolite and the overlying microbial mat to
the rate of mineral precipitation.
4.4 dynamics of stromatolite growth
Because mineral precipitation is limited by the time it takes ions to diffuse through
the microbial mat, the growth of a stromatolite is coupled to the geometry of the
mat. In this section, we solve the diffusion equation (4.10) in a microbial to find the
rate of mineral precipitation.
In general, the thickness of a microbial mat is determined by many factors in-
cluding the flow of water around the mat [96, 97] and the flow of nutrients into the
mat [54]. Provided the thickness of a microbial mat growing at a particular point on
a stromatolite is determined mainly by processes happening close it, the thickness d
can be expanded as
d = 1 + endi + (E2), (4.11)
where di is a constant that depends on the particular processes shaping the mat. For
example, mat thickness might be determined by nutrient limitation. In this case, the
surface-area-to-volume ratio is locally higher where 77 > 0 resulting in a higher flux of
nutrients to the constituent microbes. According to this model, di > 0. By contrast,
microbial mats tend to be thinner when grown in moving water [97]. Because a mat
growing in an indentation (i.e. j < 0) is sheltered from the flow, it may grow thicker.
In this case di < 0.
Given this description of the mat geometry, we now solve for the concentration of
# throughout the mat subject to two boundary conditions. Using the dimensionless
variables defined in equations (4.5) and (4.8), the concentration reaches a constant
value at the base of the mat (i.e. v = 0)
-(0) = 0 (4.12)
and at the surface of the mat
0(1 + endi) = 1. (4.13)
Solving equation (4.10) subject to these boundary conditions, we find
#(v) = v + eq(l - di - v)v + O(c2). (4.14)
Because the rate of mineral precipitation is limited by the rate at which # flows
to stromatolite, the flux of # at the surface of the stromatolite is proportional to the
rate at which minerals precipitate. Thus, the dimensionless velocity c at which the
surface of the stromatolite grows outward is
c =o h = [1 + (1 - di)ETI] h. (4.15)8v v=O
The dimensionless speed c = c -c is measured relative to the rate of mineral pre-
cipitation co in a flat mat. From conservation of mass,
co = D(4.16)
pm do
where pm is the concentration of 7P in the precipitated mineral, and, as before, D is
the diffusion coefficient of # in the microbial mat. Given a value of di, equation (4.15)
describes the evolution of a stromatolite surface in time. Thus we find that stromato-
lite growth is an example of a mean curvature flow; a classical problem in differential
geometry [98-100]
This derivation identifies two basic effects that shape stromatolites. The first
effect is related to how far ions need to diffuse. Using dimensional variables, the
ion flux j at the surface of the stromatolite j ~ D(0 1 - 4'o)/d. Thus, where the
overlying mat is thick, mineral precipitation is slow. Consequently, when di > 0, the
thickness of the mat in regions of high curvature (i.e. q > 0) slows the growth of the
stromatolite. From equation (4.15), this effect dominates when di > 1. The second
effect is related to the size of the interface through which ions diffuse. In regions of
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Figure 4-3: The shape of a stromatolites lamina records its evolution in time. (a) A
3.0 billion year old conical stromatolite from the Pongola formation in South Africa.
The transitions between light and dark lamina record the shape of the stromatolite
at different points in time. The two red curves are represent the surface of the stro-
matolite at different times. (b) The width of a lamina increases linearly with lamina
curvature. Thus, the rate at which this stromatolite grew increases linearly with
the curvature as described in equation (4.15). The fit of this data to the straight line
gives an estimate of the thickness of the microbial mat which grew on this stromatolite
~1 mm.
positive curvature, ions flow to the stromatolite through a larger mat surface than
in regions of negative curvature. This effect causes the stromatolite to grow faster in
regions of high curvature. According to equation (4.15), when 0 < di < 1, this effect
dominates over the first effect. When di < 0, both effects cause regions of positive
curvature to grow quickly. As the stromatolite grows, perturbations to the shape of
the flat mat vanish if di > 1 and grow if di < 1. Thus, the stability of a stromatolite
depends on how the microbial mat responds to the shape of the underlying surface.
Other factors that may influence the stability of a the mat include the lateral diffusion
of ions through the mat surface, the mechanical properties of the stromatolite and
microbial mat, and flow of water around the stromatolite.
4.5 comparison to ancient stromatolites
In the previous section, we derived an equation describing the time evolution of the
shape of a stromatolite. We now use the geometry of ancient stromatolites to test
this model.
As a stromatolite grows, changes in the environment or microbial mat are recorded
in changes in the color and texture of the growing stromatolite. As shown in figure 4-
3a, these changes result in the formation of thin bands in the mineral called lamina.
Transitions between these bands record the position of the growing surface of the
stromatolite when some change in the details of mineral precipitation changed the
color or texture of the mineral being precipitated. Lamina are often interpreted as
recording the seasonal cycle of a growing stromatolite [23].
Because the lamina records the position of the stromatolite surface through time,
the shape and spacing of lamina can be used to test models of stromatolite growth [87,
91]. The shape of a lamina records the shape of the ancient growing surface. The
distance between nearby lamina records the amount the stromatolite grew in a small
amount of time. In particular, if two nearby lamina represent the position of the
stromatolite surface at two times separated by an amount of time 6t, then the lamina
thickness is t = 6tc. Thus, by measuring the thickness of different parts of a single
lamina, we learn how fast different parts of the stromatolite surface grew.
To test the growth model proposed in equation (4.15), we measure the thickness
and curvature of different points along a lamina. From equation (4.15), the predicted
width of a stromatolite lamina is
e = co1 (1 - di)doH 6t. (4.17)
do I
Thus, the lamina thickness is predicted to increase linearly with lamina curvature.
The ratio of the slope of this line to the intercept is A = (1 - di/do)do. Assuming
that 1 - di/do ~ 1, A gives an estimate of the thickness do of the ancient microbial
mat which grew on the stromatolite.
To measure the lamina thickness and curvature, we begin by tracing the bound-
aries of a lamina as shown in figure 4-3. Because the estimate of curvature requires
estimating the second derivative of a curve, estimates of the curvature are very sen-
sitive to noise. To reduce the influence of measurement noise, we average the two
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Figure 4-4: A balance between curvature-driven growth and translational growth sets
the shape f(r) of a conical stromatolite (red curve). When a curve evolves due to
curvature-driven growth, the normal velocity c is inversely proportional to the mean
of the two radii of curvature at that point. When a curve translates forward, there
is a geometric relationship between the speed at which a point translates ct and the
speed at which it grows in the normal direction c.
lamina by finding the curve passing exactly midway between the two traced lamina.
The lamina width is measured normal to the average lamina. Recalling that H is
the curvature of the surface, its value depends on the three-dimensional shape of
the lamina. To take into account the curvature of the lamina around the apex, we
approximate the stromatolite as rotationally symmetric.
As shown in in figure 4-3b, lamina thickness increases linearly with curvature. Fit-
ting these data to equation (4.17), we find that the measured value of A = 2.4±0.4 mm
is consistent with the thickness of many modern microbial mats do ~ 1 mm [93]. Thus
we find agreement between theory and observation in both the functional dependence
of lamina width on curvature and the magnitude of one of the fit parameters.
4.6 the shape of a stromatolite
Having validated the interface growth equation proposed in equation (4.15), we now
consider the shape of the resulting stromatolite. In this section, we find the steady
shape of a stromatolite growing by mineral precipitation.
In this derivation, we restrict our attention to the shape of a rotationally sym-
metric stromatolite growing upwards at a constant speed ct in the direction. When
the stromatolite grows forward without changing shape, the growth normal to the
stromatolite surface balances the growth upwards. An illustration of a this mode of
growth is illustrated in figure 4-4. If 0 is the angle between the normal vector and
the direction the stromatolite is growing, then c = ct cos 0. Substituting this condi-
tion for translational growth into equation (4.15) relates the orientation of a point on
the stromatolite to the curvature at that point. In dimensional form, this relation is
expressed as
Ct di
-cos8 = 1 + 1 1 doH(8), (4.18)
co do)
where H(0) denotes the dependence of curvature on orientation. This relationship can
be re-expressed as a differential equation for the shape of the translating stromatolite.
To do so, we describe the surface of the stromatolite as a surface of rotation f(r),
where r is the distance a point on the stromatolite surface is from the central axis
and f(r) is the height of the stromatolite surface above some reference point. Given
these definitions, equation (4.18) becomes
X -1- I-od rf" + f'(1 + f'2) (.9X = 1l - ado 4.19)f
1 + f'2  2r(1 + f' 2)3/2  (
where X = co/ct is the inverse of the dimensionless growth rate upward and a -
(1 - di/do) is the correction to the growth rate due to the microbial mat.
To find the shape of a translating stromatolite, we solve equation (4.19) numeri-
cally. As shown in figure 4-5, the translating shape of a stromatolite growing due to
mineral precipitation is qualitatively similar to the shape of conical stromatolites.
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Figure 4-5: According to equation (4.19), conical stromatolites grow without chang-
ing form. The precise shape of the cone depends on two parameters. x-' is the
dimensionless speed that stromatolites translate upwards. The magnitude of a gives
the importance of curvature driven growth. The effect of changing a is the same as
changing the thickness of the microbial mat. The scale bar is 5 do.
4.7 comparison to ancient stromatolites
In this section, we provide a quantitative comparison between the shape of stroma-
tolite lamina and the solution of equation (4.19). In this comparison we use conical
stromatolites from two formations. The older of the two is the 3.0 billion year old Pon-
gola formation [101]. The more recent is the 1.6 billion year old Satka formation [78].
In either case, we characterize the shape of a lamina by averaging the curves that
mark the upper and lower boundaries of the lamina. As shown in figures 4-6 and 4-7,
we find that the shape of lamina is in close agreement with the two-parameter model
described in equation (4.19).
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Figure 4-6: The shape of the lamina from two stromatolites from the 3.0 billion year
old Pongola formation are consistent with the predictions of curvature driven growth.
Blue points lie along the measured shape a lamina. To compare the measured shape
of a stromatolite lamina to the shape (red curve) of a lamina growing by curvature-
driven growth (equation (4.19)), we fit two parameters. One of these parameters,
the estimated thickness of the microbial mat, is used to rescale the dimensions of the
stromatolite.
To make a precise comparison between theory and observation, we need a predic-
tion about the shape of a stromatolite that does not require fitting any parameters.
To these ends, it is useful to define two geometric quantities. The first is the opening
angle w. As shown in figure 4-8a, o is the angle between the stromatolite sides far
from the apex. From equation (4.18), far from the apex where curvature is negligible,
the angle 6, between the normal and tends to
cos O6 = sin- - x. (4.20)2
The second useful geometric quantity is the curvature Ho at the tip where 0 = 0.
From equation (4.18),
AHo =X-1 - 1. (4.21)
Combining equations (4.20) and (4.21), we find a relationship between curvature at
the tip and the opening angle,
AHo = csc( ) - 1. (4.22)2
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Figure 4-7: The shape of the lamina from four stromatolites from the 1.6 billion year
old Pongola formation are consistent with the predictions of curvature driven growth.
Blue points lie along the measured shape a lamina. To compare the measured shape
of a stromatolite lamina to the shape (red curve) of a lamina growing by curvature-
driven growth (equation (4.19)), we fit two parameters. One of these parameters,
the estimated thickness of the microbial mat, is used to rescale the dimensions of the
stromatolite.
Thus, the tip curvature and the opening angle are related to one another by a single
length scale A. Moreover, as described in section 4.5, this length scale can be esti-
mated from the relationship between lamina thickness and curvature. Equation (4.22)
is therefore a relationship between geometric quantities that can be measured with-
out fitting lamina shape. As shown in figure 4-8b, measurements of AHo and w give
a data cloud centered about the predicted value. We therefore conclude that the
model of stromatolite morphogenesis proposed in equation (4.19) is consistent with
the ancient fossil record.
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Figure 4-8: A comparison of the predicted shape of a stromatolite lamina to obser-
vation. (a) The opening angle w of a stromatolite is simply related to the curvature
at the tip Ho. This relation depends explicitly on the characteristic thickness of the
microbial mat A. To estimate this parameter, we compare the thickness of a lamina
to the curvature as discussed in section 4.5. (b) The measured relationship between
the opening angle and the tip curvature is consistent with the prediction (red line).
The substantial variance is due to the difficulty in estimating the curvature of a noisy
curve.
4.8 discussion and conclusion
Here we have shown how the shape of a stromatolite growing in the absence of sed-
imentation can be understood by considering the precipitation of minerals on the
scale of the microbial mat. The basic effect we have identified as important in shap-
ing stromatolites is the diffusion of ions through a microbial mat. Proceeding from
this insight, we found the leading order influence of the shape of a microbial mat
on rate of mineral precipitation. When diffusive gradients extend over the thickness
of the microbial mat, growth tends to be faster in regions of high curvature. The
typical length scale of this effect is the thickness of the mat. Thus, the shape of a
stromatolite records the thickness of the overlying microbial mat. Moreover, because
lamina record the position of the stromatolite surface through time, we can test this
prediction by comparing the thickness of a stromatolite lamina to the curvature. This
comparison confirms that growth is faster in regions of high curvature. Finally, we
show that, when a stromatolite is conical, it grows forward without changing shape.
In the derivations presented in this paper, we sought an understanding of a basic
phenomenon shaping stromatolite: the diffusion of material through the microbial
mat. Because our interests are in stromatolite growth in general rather than in the
growth of any particular stromatolite, we made a number of simplifying approxima-
tions and ignored many processes that doubtlessly shaped real stromatolites. Here
we briefly discuss how the dynamics shaping a stromatolite may be modified by the
inclusion of an additional two phenomena.
The main hypothesis of this paper is that the rate at which a stromatolite grows
is limited by the time it takes ions to diffuse through the overlying microbial mat.
Because the relatively inefficient process of diffusion is the primary mechanism of
transport through microbial mats, it is reasonable to suspect that this hypothesis is
a reasonable characterization of many ancient stromatolite. Moreover, the agreement
between the predicted thickness and shape of lamina and observation supports this
hypothesis in at least some cases. This hypothesis fails if the rate of mineral precipi-
tation is limited by the time it takes dissolved ions to precipitate out of solution. In
this case, mineral precipitation causes the stromatolite to grow outwards at a con-
stant velocity [87, 91]. In the current model, this limit is described by the parameter
a = 0 in equation (4.19).
We also assumed that water around the stromatolite is well mixed. This approx-
imation is likely appropriate for stromatolites growing in turbulent water. When
stromatolites grow in very still water [31] all of the basic phenomena of curvature-
driven growth remain, however, they must be coupled to diffusion around the mat.
Similarly, interactions between distant parts of a microbial mat can be mediated by an
anisotropic flow. For example, variation in the flow of water over the complex shape
of a microbial mat can lead to systematic variations in the thickness of the overly-
ing diffusive boundary layer [102]. To take this phenomenon into account, one must
couple the diffusion within the mat to advection and diffusion around the mat [103].
We began this paper by asking what information about the biology of a stromatolite-
forming microbial mat is recorded in the morphology of the resulting stromatolite.
We have found two roles of the microbial mat in shaping the stromatolite.
First, the microbial mat stabilizes the water immediately around the stromatolite,
leading to the growth of the diffusive gradients throughout the mat. In this sense,
the microbial mat acts as a diffusive boundary layer around the stromatolite; we
find the thickness of this layer do ~ 1 mm. By way of comparison, the thickness
6 of the boundary layer in the absence of a microbial mat is the length scale on
which viscosity balances inertia. If water flows around a stromatolite of height h
at a speed u, then the thickness of the boundary layer is determined by the scaling
pu2 /h - pu/32 , where p is the density of water and y is the viscosity. For a viscous
boundary layer of thickness ~ 1 mm around a stromatolite of size h = 1 cm, the flow
must be exceptionally slow u ~1 cm/sec. Therefore, microbial mats are dynamically
important in the growth of a stromatolite by allowing the formation of a much thicker
boundary layer than can form in all but the slowest flows. Future work should seek
a more complete understanding of how the presence of a microbial mat affects the
stability of a stromatolite to perturbations.
The second role for the microbial mat is to determine the timescale over which the
stromatolite grows. From equation (4.16), the characteristic rate of mineralization is
co oc D/do, where the dimensionless proportionality coefficient depends on the local
chemistry and may be small. This observation informs our interpretation of lamina
thickness. Walter suggests [23] that stromatolite lamina record the periodic cycle,
either daily or seasonal, of a growth in a microbial mat. In particular, lamina of
different thickness and texture form due to differences in the arrangement of cells in
the microbial mat. Because the arrangement of cells in a mat may change both D
and do, differences in lamina thickness record differences in the parameters describing
the microbial mat. For example, if D is nearly constant in a microbial mat, then the
ratio of lamina thicknesses records the ratio of mat thicknesses. Future work would
benefit greatly from a detailed understanding of how D and do change as a mat grows.
In conclusion, we have found that the growth and form of a class of ancient
stromatolites can be understood by explicitly connecting the geometry of a microbial
mat to the growth of a stromatolite. This derivation has lead us to see how, as
in other systems [7], the form of conical stromatolites and of the parts of conical
stromatolites, can be explained by physical consideration and to realize that in general
no stromatolite morphology exists save such as is in conformity with physical and
mathematical law.
Chapter 5
Geometry of Valley Growth
Abstract
Although amphitheater-shaped valley heads can be cut by groundwater flows emerg-
ing from springs, recent geological evidence suggests that other processes may also
produce similar features, thus confounding the interpretations of such valley heads on
Earth and Mars. To better understand the origin of this topographic form we combine
field observations, laboratory experiments, analysis of a high-resolution topographic
map, and mathematical theory to quantitatively characterize a class of physical phe-
nomena that produce amphitheater-shaped heads. The resulting geometric growth
equation accurately predicts the shape of decimeter-wide channels in laboratory ex-
periments, 100-meter wide valleys in Florida and Idaho, and kilometer wide valleys
on Mars. We find that whenever the processes shaping a landscape favor the growth
of sharply protruding features, channels develop amphitheater-shaped heads with an
aspect ratio of 7.
5.1 Introduction
When groundwater emerges from a spring with sufficient intensity to remove sediment,
it carves a valley into the landscape [24]. Over time, this "seepage erosion" causes the
spring to migrate, resulting in an advancing valley head with a characteristic rounded
form [104]. Proposed examples of such "seepage channels" include centimeter-scale
rills on beaches and levees [26,105], hundred-meter-scale valleys on Earth [5,25,106-
109], and kilometer-scale valleys on Mars [105, 110, 111]. Although it has long been
thought that the presence of an amphitheater-shaped head is diagnostic of seepage
erosion [105, 106,109], recent work suggests that overland flow can produce similar
features [104,112]. To address this ambiguity, we seek a general characterization of
processes that produce channels indistinguishable in shape from seepage channels.
We first identify the interface dynamics [113-119] appropriate for amphitheater-
shaped valley heads formed by seepage erosion. We then show that the same dynamics
apply in a more general setting. We find that whenever the processes shaping a
landscape cause valleys to grow at a rate proportional to their curvature, they develop
amphitheater-shaped heads with a precise shape. This result clarifies the controversy
surrounding terrestrial and Martian valleys by showing that many of these features are
quantitatively consistent with a class of dynamics which includes, but is not limited
to, seepage erosion.
5.2 The Florida network
To provide a precise context for our analysis, we first focus on a well-characterized
kilometer-scale network of seepage valleys on the Florida panhandle [5,25] (figure 5-
1). This network is cut approximately 30 m into homogeneous, unconsolidated
sand [5, 25]. Because the mean rainfall rate P is small compared to the hydraulic
conductivity of the sand, nearly all water enters the channel through the subsur-
face [5,25]. Furthermore, sand grains can be seen moving in streams near the heads,
implying that the water drained by a spring is sufficient to remove sediment from the
head. Finally, a myriad of amphitheater-shaped valley heads (n > 100) allows for
predictions to be tested in many different conditions.
We begin by finding the equilibrium shape of the water table in the Florida valley
network. This shape describes how water is distributed between different heads.
When the groundwater flux has a small vertical component (relative to the horizontal
components), the Dupuit approximation [16] of hydrology relates the variations in the
height h of the water table above an impermeable layer [5, 25] to the mean rainfall
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Figure 5-1: Examples of seepage valleys from the Florida network. (a) Topography
obtained from a high-resolution map [5] showing the rounded "amphitheater-shaped"
valley head surrounding a spring (red arrow). Colors represent elevation above sea
level. (b) A seepage valley head as viewed from the side wall. The red arrow shows
the approximate position of the spring. Note people for scale.
rate P and the hydraulic conductivity K through the Poisson equation
-- V2h2 + P = 0. (5.1)
2
To simplify our analysis, we define two rescaled quantities: the Poisson elevation # =
(K/2P)i/2h and the Poisson flux q, = ||V#2||. The Poisson elevation is determined
entirely from the shape of the network and, consequently, can be measured from a
map without knowledge of P or K. Physically, qp is the area that is drained by a
small piece of the network per unit arc length. It is therefore a local version of the
inverse drainage density (i.e., the basin area divided by total channel length). By
construction, the groundwater flux q = Pq,. This measure of the flux differs from the
geometric drainage area [5] in that it is found from a solution of the Poisson equation,
rather than approximated as the nearest contributing area.
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Fig. 5-2a shows the solution of equation (5.1) around the valley network (supple-
mentary material). Because the variations in the elevation at which the water table
emerges are small (~ 10 m) relative to the scale of the network (~ 1000 m), we
approximate the network boundary with an elevation contour extracted from a high
resolution topographic map [5] on which # is constant (see supplementary material).
For a specified precipitation rate, this result predicts the flux q of water into each
piece of the network.
To test this model of water flow, we compared the solution of equation (5.1) to
measurements at 82 points in the network. Given a reported mean rainfall rate of
P = 5 x 10-8 m sec- 1 [5], we find good agreement between observation and theory
(Fig. 5-2b), indicating that equation (5.1) accurately describes the competition for
groundwater. Additionally, we find that the water table elevation h is consistent
with a ground penetrating radar survey [5] of the area (see supplementary material).
To understand how the distribution of groundwater through the network produces
channels with amphitheater-shaped heads, we proceed to relate the flux of water into
a valley head to the geometry of the head.
5.3 Relation of flux and geometry
For an arbitrary network, there is no simple relationship between the flux of water into
part of the network and its local shape. As each tip competes with every other part
of the network, one can only find the local flux by solving equation (5.1). However,
as first identified by Dunne [24], valleys cut by seepage grow when sections of the
valley which protrude outwards (high positive curvature) draw large fluxes while
indented sections (negative curvature) of the network are shielded by the network.
Motivated by this insight, we seek the relationship between the flux into a piece of a
valley network and its planform curvature. Fig. 5-2c shows that this relationship is
consistent with a hyperbolic dependence of the Poisson flux (and hence the water flux)
on the curvature. Consequently, at tips, where the curvature is high, this relationship
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Figure 5-2: The water table and associated groundwater flux in the Florida network.
(a) The magnitude of the Poisson flux (color intensity on boundary) is the size of the
area draining into a section of the network per unit length. It is found by solving
equation (5.1) around the channels as approximated with an elevation contour. Flow
lines are in black. The water discharge was measured at blue circles. The Poisson
elevation and Poisson flux are proportional to the water table height and groundwater
flux, respectively. (b) Comparison of the predicted discharge to measurements at 30
points in network taken in January of 2009 (blue points) and 52 points in April of
2009 (red points). The black line indicates equality. This comparison is direct and
requires no adjustable parameters. (c) We observe a hyperbolic relationship between
the curvature of the valley walls and the predicted flux (red curve). In regions of high
curvature (i.e. valley heads) the flux is proportional to curvature (dashed line).
C
can be approximated by the asymptote. Thus,
qP Q K, (5.2)
where Q is a proportionality constant related to the area drained by a single head.
Thus we find a local relationship between the processes shaping a seepage valley,
represented by the flux qp, and the local geometry, represented by the curvature K. We
note that this relation may be further justified by a scaling argument (supplementary
material), but here we merely employ it as an empirical observation.
5.4 Geometric growth law
In what follows we first ask how the flux-curvature relation (5.2) is manifested in
the shape of a single valley head. To do so we first find the shape of a valley head
that is consistent with the observed proportionality between groundwater flux and
curvature. This derivation relies on three steps. First, equation (5.2) is converted,
with an additional assumption, into a relationship between the rate at which a val-
ley grows outward and its planform curvature. Next, we restrict our attention to
valley heads that grow forward without changing shape. This condition imposes a
geometric relationship between growth and orientation. Combining these, we find a
relationship between curvature and orientation that uniquely specifies the shape of a
valley growing forward due to groundwater flow. Finally, we find that our theoret-
ical prediction is consistent both with valleys cut by seepage and systems in which
seepage is doubtful. This result leads us to conclude that seepage valleys belong to
a class of systems defined by a specific relationship between growth and curvature
which includes seepage erosion as a particular case. .
Following past work [5, 120], we assume that the amount of sediment removed
from the head is proportional to the flux of groundwater; and thus, by equation 5.2,
QO. From equation (5.2), the speed c at which a valley grows outward is therefore
proportional to the planform valley curvature K. Setting H equal to the difference in
elevation between the spring and the topography it is incising, the sediment flux is
Hc = aQr, (5.3)
where a is a proportionality constant with units of velocity. Equation (5.3) states
that the more sharply a valley wall is curved into the drainage basin, the faster it will
grow. The growth of the channel head is therefore "curvature-driven" [113].
This derivation of equation 5.3 marks a shift of focus from the mechanics that
shape a seepage valley to the dynamics by which it evolves. Although the specific
processes of groundwater flow and sediment transport have not been addressed ex-
plicitly, this generalization has two advantages. First, equation 5.3 is purely geomet-
ric and can be solved to provide a quantitative prediction for the shape of a valley
head. Equally importantly, the generality of these dynamics suggests that the class of
processes they describe may extend beyond seepage valleys and thus provide a quan-
titative prediction for the evolution of a wider class of channelization phenomena.
5.5 Shape of a valley head
We restrict our attention to steady-state valley growth. When the channel grows for-
ward at a speed co without changing shape, the outward growth balances the growth
forward. If 0 is the angle between the normal vector and the direction the channel
is growing (Fig. 5-3), then c = co cos 0. Substituting this condition for translational
growth into equation 5.3 relates the orientation of a point on the channel to the
curvature at that point:
aQ
cos0 -= (O), (5.4)
coH
where K(0) denotes the dependence of curvature on orientation. Solving this equation
(see appendix ) for the shape of the curve with this property gives [113]
y(x) = -- log cos (7 -, (5.5)
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Figure 5-3: A balance between curvature-driven growth and translational growth sets
the shape (eq. 5.5) of an amphitheater-shaped valley head (solid black curve). When
a curve evolves due to curvature-driven growth, the normal velocity c is inversely
proportional to the radius of the best fitting circle at that point. When a curve
translates forward, there is a geometric relationship between the speed at which a
point translates co and the speed at which it grows in the normal direction c. This
balance produces channels with a well defined width w and an aspect ratio of w/r = r.
where w = 7rc/(coH) is the valley width and 0 =7rx/w. The planform shape y(x)
is shown in Fig. 5-3. A notable feature of this solution is that all geometric aspects
of the channel head are set by the absolute scale of the valley (i.e. the valley width).
In particular, it follows from equations (5.4) and (5.5) that all seepage channels have
a characteristic aspect ratio
= 7r, (5.6)
r
where r is the radius of curvature of the tip (Fig. 5-3). By contrast, a semi-circular
valley head, in which w = 2r, has an aspect ratio of 2.
5.6 Comparison to observation
To test these predictions, we first compare the shape of elevation contours extracted
from 17 isolated, growing tips in the Florida network to equations (5.5) and (5.6).
As these valley heads vary in size, a sensible comparison of their shapes requires
rescaling each channel to the same size; we therefore non-dimensionalize each curve
by its typical radius w/2. To remove any ambiguity in the position where the width
is measured, w is treated as a parameter and is fit from the shape of each valley
head. Fig. 5-4a compares all 17 rescaled channels heads to equation (5.5). Although
each individual valley head may deviate from the idealization, the average shape of
all valley heads fits the model well.
This correspondence between theory and observation is further demonstrated by
comparing the average curvature at a point to its orientation. We construct the
average shape of the valley head by averaging the rescaled contours along the arc
length. Rewriting equation (5.4) in terms of the width, we obtain
wr, = r cos 0. (5.7)
Plotting ws as a function of cos 0, we indeed observe this proportionality (Fig. 5-4b).
Moreover the measured slope p = 3.07±0.17 is consistent with the predicted prefactor
p = x. The proportionality relationship holds most clearly at high curvatures, where
the approximation that flux scales with curvature is most accurate. Notably, were
amphitheater-shaped valley heads semi-circular, then Fig. 5-4b would show the hori-
zontal line wK(O) = 2. If valley heads were sections of an ellipse with an aspect ratio
of 7, the data in Fig. 5-4b would follow the curve ws(0) = (4 + (7r2 -4) cos 2 0) 3 / 2/7 2.
Viewing the semi-circle and ellipse as geometric null hypotheses, we conclude from
visual inspection. of Fig. 5-4b that we can confidently reject them in favor of equa-
tion (5.5).
Seepage channels can also be grown in the laboratory by forcing water through
a sand pile [6, 26,120]. Because these channels grow on the time scale of minutes to
hours, one can directly observe the development of the channels. Fig. 5-4c compares
equation (5.5) to elevation contours extracted from a previous experiment [6] while
the channel is growing. Once the contours are rescaled and averaged, the curvature
again is proportional to cos8 (Fig. 5-4d). The measured proportionality constant
p = 3.07 ± 0.13, consistent with p = -r.
5.7 Generalizations
The strong correspondence between equation (5.7) and the observed shapes of valley
heads suggests that amphitheater-shaped heads take their form from curvature-driven
growth. Because curvature-driven growth is a simple geometric growth model, it likely
characterizes a class of physical processes [113]. For example, when a low-viscosity
fluid is pushed slowly into a viscous fluid in two-dimensions, the diffusing pressure
field deforms the intruding fluid into an elongated form as described by the Saffman-
Taylor instability [121]. When stabilized by surface tension, the shape of the resulting
"viscous finger" is exactly that given in equation (5.5) [122, 123]. This morphology
has also been related to the shape of dendrites [124,125] and is a steady state solution
to the deterministic Kardar-Parasi-Zhang equation [126].
This generality leads us to conjecture that when the growth of a valley head
responds linearly to a diffusive flux, its dynamics at equilibrium reduce to curvature-
driven growth. Geophysically relevant processes in which the growth may be dom-
inated by a (possibly non-linear) diffusive flux include the conduction of heat, to-
pographic diffusion [127], the shallow water equations [128], and elastic deforma-
tion [129]. Thus, assuming appropriate boundary conditions exist, processes such as
seasonal thawing, the relaxation of topography, overland flow, and frost heave may
produce valleys indistinguishable in planform shape from seepage channels.
To confirm the wide applicability of the geometric growth model, we proceed to
compare equations (5.5) and (5.7) to enigmatic valleys on Earth and Mars. The
origins of amphitheater-shaped heads from the Snake River in Idaho [106,112] and
the Martian valleys of Valles Marineris have been the subject of much debate [104,
105, 110, 111]. Fig. 5-4(e-h) shows that the shape of valley heads in both of these
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Figure 5-4: The shape of valley heads in the field, experiments, on Earth, and on Mars
are consistent with curvature-driven growth. (a) The shape of a channel produced by
curvature-driven growth (red line) compared to the relative positions of points (blue
dots) on the edge of valleys from the Florida network (17 elevation contours). (b)
Comparison of the curvature at a point to the orientation (blue dots) of valleys from
the Florida network. The red line is the linear relationship given in equation (5.7).
The black dashed line corresponds to an ellipse with aspect ratio 7r. A semi-circular
head would predict the horizontal line rw = 2. (c-d) The analogous plots for the
experiments (25 elevation contours extracted at 3 minute intervals). (e-f) The analo-
gous plots for three valleys near Box Canyon and Malad Gorge. (g-h) The analogous
plots for 10 Martian ravines.
systems is consistent with equations (5.5) and (5.7). Averaging the rescaled valleys
and comparing the dimensionless curvature to the orientation, we find p = 2.92 ±0.24
and p = 3.02 ± 0.21 for the Snake River and Martian features respectively. Both
estimates are consistent with p =F.
That these valleys are consistent with the predictions of curvature-driven growth
does not necessarily imply that their growth was seepage-driven. We favor instead a
more conservative conclusion: diffusive transport is ubiquitous and therefore so too
is the log cos 0 form.
5.8 Discussion
We have derived the shape of a valley head (eq. (5.5)) from an observed relationship
between the curvature of a valley head and the flux it receives eq. (5.3). Two gaps
remain in this derivation which make the appearance of valleys with the log cos 0 form
in natural settings somewhat mysterious. First, how does the intrinsically non-local
process of subsurface flow reduce to the purely local formulation of curvature driven-
growth at the valley head? Additionally, how do sediment transport and sub-surface
flow stabilize the shape of the valley head once it reaches the log cos 0 form? It is
possible that the asymptotic proportionality between flux and curvature is a feature
of Poisson fields under very general conditions. Similarly, sediment transport may
contribute higher order corrections [113] to equation (5.3) which stabilize the growing
valley head to small perturbations. Below we outline an alternative hypothesis.
An analogy to the classical Saffman-Taylor viscous finger [121] offers some guid-
ance. In steady-state, a viscous finger translates forward at a constant speed and takes
the form prescribed by equation (5.5); the normal velocity at each point is therefore
proportional to the curvature. This relationship is, however, not intrinsic to viscous
flows; it is instead a property of the dynamical steady-state towards which the system
evolves. It is possible that the appearance of the flux-curvature relation in geological
settings represents a fixed point in the dynamics resulting from the coupling of topo-
graphic diffusion to subsurface flows. Somehow, despite the complexities of sediment
transport and groundwater competition in a highly ramified network, the steady-state
dynamics retain a simple geometric expression common to many phenomena.
This hypothesis may also explain why the shape of the valley head is stable even
though equation (5.3) is not. Curvature-driven growth is an appropriate description
of the dynamics shaping a valley head only when it is at equilibrium. To understand
the stability of this shape, one must explicitly couple subsurface flows to the evolution
of the topography.
5.9 Conclusion
Our results clarify the debate about the origin of amphitheater-shaped valley heads
by placing them within a class of dynamical phenomena characterized by growth
proportional to curvature. From this qualitative distinction we obtain a quantitative
prediction: the valley head has a precisely defined shape with an aspect ratio of 7r.
Regardless of the specific mechanical processes that cause a particular valley head
to grow, all valley heads that fall within this dynamical class will look alike. The
apparent breadth of this class leads us to conclude that, as in other fields [130], the
shape of a head reflects less the particulars of an individual specimen than general
physical and geometric principles.
Chapter 6
Bifurcation dynamics of natural
drainage networks
Abstract
As water erodes a landscape, streams form and channelize the flow. In time, streams
become highly ramified networks that can extend over a continent. Here we com-
bine physical reasoning, mathematical analysis, and field observations to understand
a basic feature of network growth: the bifurcation of a growing stream. When a
stream bifurcates, the two newly-formed branches compete with it and one another
for water. We show that, when water enters the network through the subsurface,
competition between the stream and branches balance at a special bifurcation an-
gle a = 27/5. We confirm this prediction by measuring several hundred bifurcation
angles in a kilometer-scale network fed by groundwater. In addition to providing in-
sight into the growth of river networks, this result presents river networks as a physical
manifestation of a classical mathematical problem: dendrite growth in a harmonic
field.
As groundwater emerges to the surface through springs, it often forms a network
of streams [24,105,107-109]. Here we investigate the relationship between the growth
and geometry of such seepage networks.
Our attention to the growth of networks fed by groundwater is motivated by the
relative simplicity of groundwater flow. As was first recognized by Henry Darcy,
groundwater moves through the subsurface according to the diffusion equation [14].
This broad mathematical context for subsurface hydrology was exploited by scien-
tists and engineers over the next century to find exact solutions for groundwater flow
in complex geometries. Preeminent among these researchers was the applied mathe-
matician Pelageya Polubarinova-Kochina who demonstrated the power of functions of
a complex variable in understanding the flow of groundwater [17]. The role of subsur-
face flow in shaping landscapes was described most intuitively by Thomas Dunne; who
recognized that the flow of groundwater shaping a network of streams is itself shaped
by the geometry of the network [24]. Here we develop a quantitative understanding of
this interplay between geometry and growth by relating seepage networks to a classical
mathematical problem: interface growth in a harmonic field [121,124,131-134].
In this paper, we focus on a particular seepage network on the Florida Panhan-
dle [5,25,135]. An elevation map of a section of this network is shown in figure 6-1a.
The growth of this network is driven by the flow of groundwater through a layer of
nearly homogeneous unconsolidated sand [25]. Originally, groundwater emerged in
springs at the base of a steep bluff. However, over the last several hundred thousand
years, water flowing through the springs has eroded the landscape, causing the springs
to migrate forward and new springs to form; eventually developing a highly ramified
network [5]. A modern spring is shown along with the junction of two streams in the
network in figures 6-1b and 6-1c respectively.
This paper is about the dynamics by which a spring bifurcates into two streams.
We begin by considering the different length scales and times scales over which ground-
water shapes a growing network of springs. Because the growth of streams is slow
compared to the flow of groundwater, we separate the growth of streams into two
problems. In section 6.2, we find the relationship between the shape of a stationary
stream and the flow of groundwater into it. We then describe the growth of the valley
in response to this flow in section 6.3. In this section we derive our main result: the
dynamics of spring bifurcation are recorded in the bifurcation angle a = 27r/5. In
section 6.4 we confirm this prediction in the Florida network. Finally, in sections 6.5
and 6.6, we combine the results of the previous sections to grow seepage networks
numerically.
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Figure 6-1: Valleys cut by a seepage network. (a) An elevation map of part of the
network. The valleys are incised into a relatively flat bed of sand. The two large
valleys have grown from a bluff on the western edge of the map. A spring emerges
at each valley head (red arrow) which forms a stream. Streams connect to form a
network (blue arrow). (b) A spring from one of the valley heads (red arrow). The
stream flows from the spring left through the middle of the frame. (c) A confluence
of two streams (blue arrow).
6.1 The scales of groundwater flow
Groundwater flows along subsurface pressure gradients [14,17]. When the principal
pressure gradients are hydrostatic, the Dupuit approximation relates the height h of
the water table relative to an impervious substratum to the flux q = -khVh, where
the k is hydraulic conductivity [15,16]. From conservation of mass, the height of the
water table changes in response to the divergence of groundwater flux and rainfall,
thus
Dh k
- k- 2h2 + P(t), (6.1)
Ot 2
where t is time and P is the precipitation rate.
The typical length scale of groundwater flow is C = A/l, where A is the area
drained by the network and 1 is the total length of streams. This length is the inverse
of the so-called drainage density. In the Florida network, L ~ 102 m. Because the
width of streams w ~ 30 cm < L, streams are effectively one-dimensional.
There are three relevant timescales for the flow of groundwater. First, the typical
time T between perturbations to the water table due to storms is ~ 10 days. Once
rain is stored as groundwater, it returns to the surface on the second timescale Tf. The
timescale for the flow of groundwater out into the network is Tj = /k ~ 104 days.
Because r < Tf, the water table does not fully drain between storms. Rather, the
decay of individual storms is so long that only the average rainfall rate influences the
flow of groundwater. Finally, the flow of water through streams erodes the landscape,
causing springs to grow forward at a speed v 1 mm/year [5]. The typical timescale
of the network growth is therefore Tg ~ L/v 105 year. Thus, the landscape evolves
quasi-statically with respect to the flow of groundwater, which depends only on the
average rainfall rate. This separation of timescales allows the growth of streams
fed by groundwater to be divided into two problems. First, we ask how the flow
of groundwater into a stationary spring depends on the position of the spring in
the network. We then investigate the dynamics of spring growth in response to
groundwater flow.
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Figure 6-2: Geometry of the groundwater flow between two infinite straight streams
(solid black lines) separated by a distance 2L. The height h of the water table as it
flows into the streams is constant.
6.2 groundwater flow into a static network
On time scales short compared to the time scale of network growth, the curvature
of the water table balances rainfall. Similarly, on time scales long compared to the
frequency of storms, the water table feels only the average effect of many independent
storms. In this limit, equation (6.1) becomes
2 = - , (6.2)
where P is the average rainfall rate.
To predict how groundwater flows, equation (6.2) must be combined with appro-
priate boundary conditions on the streams. The water table intersects the network at
the elevation of the streams. In the Florida, network, the median slopes of stream beds
is S ~ 10-2 < 1. Neglecting the small variation in height, groundwater flows into
the network at a constant elevation, which we define as h = 0. This approximation,
in combination with equation (6.2), has been found to correctly predict the flow of
groundwater into the Florida network [32].
A useful non-dimensionalization of equation (6.2) can be found by solving for the
shape of a water table in one-dimension. Figure 6-2 depicts two parallel streams
separated by a distance 2L. Integrating equation (6.2) and requiring that h = 0 on
the streams,
h(y) = (L2 - y 2 ). (6.3)Vk
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Figure 6-3: The complex potential (equation 6.6) near a infinite stream (solid black
line) with ai = 1, a2 = 0.2, and ai = 0.01. Red curves are the potentials of <bo on
which # = const.. Physically, these are elevation contours of the water table. The
blue curves are streamlines, on which b const.. These are the paths along which
water flows into the stream.
The typical relief of the water table is ho = VPo/k1. Defining the dimensionless
potential #$ h2/2h2 , equation (6.2) becomes
V24(=- (6.4)
where f is a length scale used to render the Laplace operator dimensionless. By
expressing the balance of water table curvature with rainfall in dimensionless form,
equation (6.4) identifies the inverse drainage density C as the typical scale over which
rainfall shapes the water table. If one considers the shape of the water table imme-
diately around a single stream, the rain falling within a distance f of the channels
represents a negligible fraction of the total water drained by the tip. In this limit (i.e.
f < C) precipitation can be neglected.
6.2.1 the complex potential
In this section, we consider the flow of groundwater into a spring. Close to the stream,
equation (6.4) can be approximated as
V2 # = 0. (6.5)
As before, the boundary condition on the stream is # 0. However, the boundary
condition far from the stream must be chosen to match the full solution of equa-
tion (6.4). Thus, without solving for the groundwater flow throughout the network,
equation (6.5) is sufficient to determine the functional form of the water table near
a stream. However, parameters such as the total water discharge are determined by
the position of the stream in the network.
To solve equation (6.5) around streams we move to the complex plane: rather
than referring to points using Cartesian coordinates (x, y), points are represented as
complex numbers z = x + iy, where i = -. The advantage of this transformation
is that both the real and imaginary parts of a function @I(z) are solutions of equa-
tion (6.5) provided 1(z) can be expressed as a power series [136]. In the language of
complex analysis, T)(z) must be analytic. Thus, to find the shape of the water table
around a stream, one needs only find a function -1(z) = O(z) + i0(z), the real part of
which vanishes along the stream.
The complex potential (D(z) gives the shape of the water table without solving any
differential equations. As an example, we consider the flow of groundwater into the
side of an infinite stream as depicted in figure 6-3. Expanding the complex potential,
,o(z) = -i(aiz + a2z 2 + a3 z3 + ...), (6.6)
where ai, a2, and a3 are coefficients chosen to match two boundary condition. First,
the elevation of the water table must flow into the stream at the elevation of the
stream, thus # = 0 on the real axis (i.e. z = x + Oi). Furthermore, these coefficients
must force Ibo to match the solution of the Poisson equation (6.4) far from the stream.
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Figure 6-4: A change of coordinates relates the flow of groundwater into streams
(black lines) with different geometries. Red curves are mapped onto red curves and
blue onto blue. Under this transformation, the stream is unfolded onto the real axis.
This change of coordinates is equivalent to moving to parabolic coordinates.
Applying the first boundary condition, #(x) = 0 only if each of the coefficients is real.
6.2.2 flow into a spring
Having found the flow of groundwater into the side of a stream we now turn our
attention to a more complicated geometry: the flow of groundwater into a spring.
Sufficiently close to a spring, a stream can be approximated as straight. We choose
a coordinate system in which the stream lays along the negative imaginary axis and
the spring is at the point z = 0.
To solve for the complex potential around a spring, we make use of a classical
observation about functions of a complex variable: the composition of analytic func-
tions is also analytic [136]. Thus, if two functions <b(z) and g(z) are solutions to
the Laplace equation, then so is <b(g(z)). The power of this simple observation is in
the interpretation of g as a change of coordinates. The function g(z) maps a point
z to a new point w = g(z). Figure 6-4 shows that the coordinate change w = V
maps the space around the negative imaginary axis to the upper half plane. This
change of coordinates therefore reduces groundwater flow around a spring to a simple
geometry in which the shape of the water table is easily expressed as equation (6.6).
Figure 6-5: Each of the coefficients in the expansion of the water table near a spring
has a physical interpretation. Red arrows represent the direction water flows into the
stream (solid blue line). Dashed lines represent obstructions. The solid red line is
the path along which groundwater flows into the spring. Groundwater flows into the
stream along the solid black curves.(a) In an infinite field, groundwater flows from
a single direction. (b) The average flow of water into the stream is described by ai,
which is proportional to discharge in the stream. (c) Obstructions in the network far
from the stream cause the flow into the spring to be asymmetric. (d) This asymmetry
is reflected in the sign of a 2 . (e) The far field can cause groundwater to flow from
a single direction. (f) When a 3 > 0 the flow of water from in front of the spring
increases. (g) When a spring encounters an obstruction, the flow of water into the
sides increases. (h) This behavior is corresponds to a 3 < 0
In the language of complex analysis g(z) is a conformal map [136]. Combining this
coordinate change with equation (6.6), the complex potential around a spring is
<bi(z) = <0 i) = -i [a1 (iz)i 2 + a2 iz + a 3 (iz)3/2] + O(z 2 ), (6.7)
where a1 , a2, and a3 are real coefficients determined by the boundary conditions far
from the stream.
Each coefficient in equation (6.7) has a physical interpretation related to the po-
sition of the spring in the network. Very close to the spring, the slope of the water
table is determined by the lowest order term in <11; thus ai is proportional to the
flux of water into the spring. Because the flux into the stream is assumed to be
100
positive, it follows that ai > 0. Figure 6-5b shows the flow field for ( 1 = (iz)i/ 2 . If
an obstruction is to one side of the channel (figure 6-5c), the flow into the spring is
asymmetric. As illustrated by figure 6-5d, this behavior is captured by the coefficient
of the odd term iz. The third term in the expansion describes the convergence of
groundwater into the spring (figures 6-5 e-h). As shown in figure 6-6, when a stream
grows to a point in the network where a3 passes a critical value ac, the shape of the
water table around the tip undergoes a bifurcation in which water begins to flow from
two maxima rather than one. When a3 > a, the largest flux into the spring is directly
above the stream. When a3 < ac, the largest fluxes come from two points on either
side of the valley. A symmetric water table (a2 = 0) bifurcates when the real part
of 41 develops a local minimum directly in front of the stream. To find this point,
we first move to polar coordinates z = rei(O±x/2). In this coordinate system, the real
part of F1 is
0 30
#1 (r, 0) = air1 / 2 cos 0 + a3 r 3/ 2 cos 2. (6.8)2 2
The bifurcation occurs when
o 1airi/2 - -a 3 r3/2 = 0. (6.9)
02 - 4 4
Recalling that the ai > 0, the critical value of a3 is
a- = - < 0 (6.10)
9r
Notably, ac depends explicitly on r. Thus, whenever a3 < 0, the water table develops
a bifurcation. When Ia| < 1, the bifurcation is far from the tip. As a3 becomes
more negative, the bifurcation moves closer to the spring. There is an analogous
bifurcation for asymmetric bifurcations (i.e. a2 $ 0).
Higher order terms in equation (6.7) provide progressively smaller corrections to
the flow. Notably, in this special geometry, one can take rainfall into account by
adding the field #p = -Px 2/h2k to 1o(z). Because this field is O(z 2 ), precipitation
does not affect the first three terms in the expansion of the water table.
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Figure 6-6: As a3 falls below a critical value ac the water table undergoes a bifurcation.
These figures show a symmetric (a2 = 0) bifurcation. (a-c) After this bifurcation the
groundwater flows (black lines) more readily into the sides of the spring than from
ahead of the spring. (d-f) This change is reflected in the shape of water table. As
a3 falls below ac, the elevation of the water table ahead of the spring develops a
minimum. (g-i) When a3 = a, # transitions from having a single maximum on a
circle centered at the spring to having two symmetric maxima.
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6.3 dynamics of network growth
Because springs grow in response to the flow of groundwater, physical reasoning
suggests that springs grow in the direction from which groundwater flows. This
assumption is the central hypothesis of this paper. Proceeding from this hypothesis,
we conclude that when a3 > ac, streams grow forward in a single direction determined
by the shape of the water table. However, when a3 < ac the spring bifurcates. In
this section, we first find the paths-or streamlines-along which groundwater flows
into a single spring. We then turn our attention to competition between the nascent
streams formed by a bifurcation. As we shall see, the assumption that streams grow
along streamlines is sufficient to determine the angle between the two branches of a
bifurcated spring.
6.3.1 growth of a stream
Thus far in the analysis, the power of complex functions has been exploited chiefly in
the interpretation of O(z) as the shape of the water table. We now turn our attention
to the imaginary part of @i(z). The physical interpretation of O(z) requires a classical
result of complex analysis. It follows from the Cauchy-Riemann equations [136] that
the curve $(z) = const. is orthogonal to the elevation contours of the water table.
Thus, the imaginary part of <D is constant along the paths of steepest descent down
the water table. O(z) therefore gives the path along which groundwater flows [17]
and, consequently, the direction a spring grows.
As an example, we return to the flow of groundwater into an infinite straight
stream. Neglecting cubic terms in equation (6.6), the complex potential can be ex-
pressed as
(-o( + iv) = 0(u, v) + i@(u, v) = (aic + 2a 2wV) - i(aiu + a2u2 - a2v 2 ). (6.11)
The streamlines are curves on which b(u -+ iv) is constant. In particular, as shown in
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wo(u)
z = -iw2
W = U + iv z = x + iy
Figure 6-7: A change of coordinates allows one to relate the paths (red line) along
which groundwater flows into streams (black line) with different geometries. This
change of coordinates is the same as is figure 6-4.
figure 6-7, the streamline given by O(wo) 0 defines the curve
wo(U) - U + a2 U2  (6.12)
a2
along which groundwater flows into the point wo(0) = 0. Notice that this parametriza-
tion of the streamline requires that the parameter u have the same sign as the coef-
ficient a 2 .
Despite the simplicity of this example, equation (6.12) is useful in determining
the flow of groundwater into streams with more complex geometries. To find the
paths along which water flows into a stream with any shape, we only need to iden-
tify a change of coordinates that maps the infinite straight stream into the more
complex geometry. In the following derivations we use conformal mappings to relate
equation (6.12) to the flow of groundwater into a spring and resulting growth of the
stream.
To find the shape of the streamline flowing into a spring, we must identify a func-
tion that maps the real axis onto a straight stream ending in a spring. This mapping
is the inverse of the change of coordinates used in the derivation of equation (6.7):
z = -iw 2 . Because the point w = 0 is mapped onto the spring at z = 0, the
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streamline that flows into the spring is
zo~) -w~ aiu +a 2u 2  .ai-FU -,i (6.13)zo(U) = -iwa = 2u + Z-n. (.3
a2 a2
This streamline is shown in figure 6-7.
Proceeding from the hypothesis that streams grow in the direction from which
groundwater flows, equation (6.13) relates the shape of the water table, through
the parameters ai and a2, to the direction in which the stream grows. As a spring
grows forward, its position in the network changes. These changes are reflected in
the new values of the three coefficients ai, a2, and a3 that determine the flow of
groundwater into the tip and, therefore, the growth of the tip. In the following
section we investigate how the geometry of a bifurcated stream affects the flow of
groundwater into each of the nascent springs, the growth of the springs, and the
resulting geometry of networks cut by sub-surface flow.
6.3.2 dynamics of stream bifurcation
When a stream bifurcates, the flow of groundwater into the newly formed springs is
influenced chiefly by competition between the springs, rather than by the distant net-
work. It follows from equation (6.7) that if the length of each branch is 6 < (a1/a 2 )2 ,
the flow is dominated by the lowest order term in the expansion of the complex po-
tential. Recalling that the first coefficient a1 only determines the magnitude of the
flux of water entering the stream, the position of the stream in the network does not
affect the direction from which water enters the newly formed springs. The direc-
tion in which nascent springs grow is therefore only influenced by the shape of the
bifurcation. Thus, although the bifurcation of the spring is caused by changes in a3 ,
this coefficient only weakly affects the growth of the springs immediately after the
bifurcation.
As shown in figure 6-8, when the bifurcation angle a is small, the springs compete
with one another for groundwater, causing the nascent streams to grow apart. When
a is large, the springs compete strongly with the main stream, causing the streams
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Figure 6-8: The paths (red lines) along which groundwater flows into the springs of
a bifurcated stream (blue lines) depend on the geometry of the bifurcation. Black
lines show the flow of water around the streams. The shaded regions in the top row
are magnified and shown in the bottom row. (a-b) When the bifurcation angle is
small, water flows into the sides of the streams; causing the growing springs to grow
outwards. (c-d) At a special angle, springs grow straight without turning. (e-f) When
the bifurcation angle is large, the large flux of water from in front of the streams causes
the springs to grow together.
to grow together. In this section, we identify the critical angle at which the springs
of a newly bifurcated tip grow forward without turning. To do so, we identify the
value of a at which the streamlines flowing into the springs are straight.
Thus far in the analysis, we have assumed that, sufficiently close to a spring, a
stream can be approximated by a straight line. However, when a stream bifurcates,
this approximation breaks down. Consequently, equation (6.7) is no longer an ade-
quate description of the flow of groundwater into the spring. To predict the flow of
groundwater into a bifurcated stream, we must identify a new change of coordinates
in which the shape of the surrounding water table is simply expressed. As shown in
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w=U+iv z=x+iy
Figure 6-9: A change of coordinates relates the flow of groundwater into streams
(solid black lines) with different geometries. Red curves are mapped onto red curves
and blue onto blue. This change of coordinates (equation (6.14)) maps an infinite
straight stream onto a bifurcated stream.
figure 6-9, the function
go(w) = ei(7-a)/2wa/ 27r - aw 2 ) 1-a/27r (6.14)(27r -a a
maps the real axis onto a bifurcated stream. In this new coordinate system, the
two springs lie on the real axis at the points w = ±1. As shown in figure 6-10,
equation (6.14) maps these points onto two short streams which meet at an angle a.
Thus, the nascent streams lie on the lines
o-1(r) = re i(7a)/2, (6.15)
where 0 < r < 1. Notably, the only length scale needed to describe this bifurcation
is the length of the nascent streams. Consequently, if the growing streams maintain
this initial shape, the length of the streams can be rescaled by time to reveal an
unchanging configuration. Such a configuration is called self-similar.
To find the direction that the springs grow, we must find the shape of the stream-
lines flowing into the tips. Because the shapes of streamlines are simply expressed
when flowing into an infinite straight stream, we use go(w) to relate the flow in this
simple geometry to the flow into a bifurcated spring. Shortly after a tip bifurcates,
the flow of water into the nascent branch is only affected by the lowest order term in
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w(v) = -1+iv w+(v) = 1+iv
z = go(w)
0
w = U+iv
Figure 6-10: A change of coordinates allows one to relate the paths (red line) along
which groundwater flows into streams (black line) with different geometries. Under
this transformation, the two white dots at w = ±1 are mapped to the springs while
the three green dots are mapped to the junction.
the expansion of the complex potential, neglecting quadratic terms in equation (6.7),
<2(w) = -iw = (v - iu), (6.16)
where the coefficient a1 has been incorporated into the definition of <b2. As shown in
figure 6-10, the streamlines flowing into the springs at w = +1 are mapped from the
vertical lines w±(v) = +I + iv. Thus, water flows into the springs along the curves
z±(v) = go(w±(v)) =R(v)e'(7ra)/2
where
R (v) = (1 ±iv) r (27r -a (1 + iv )2 1-a/27t
27r - a
Given the shape of the streamline flowing into the spring for an arbitrary value
of a, we now identify the critical bifurcation angle that leads to self-similar growth.
Comparing equations (6.15) and (6.17), if R(v) is real, then z±(v) is simply a contin-
uation of a straight stream. Thus, when R(v) is real, streamlines flow straight into
the springs without turning. Expanding R(v) close to the tip (v = 0) yields
R(v)=-I 2a 2
27r - a
2a(5a 
- 27)
+ i2 2 v3 + 0(v)4 .3(27r - aZ)
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go(w+(v))
z = X +iy
(6.17)
(6.18)
(6.19)
Thus, when the angle between the nascent streams of a bifurcated tip is
27
a 4 720, (6.20)
R(v) is real, causing the springs to grow forward in a straight line. More generally,
when a < 27r/5, the imaginary part of R(v) is negative; causing the tips to grow
outward. Similarly, when a > 27/5, the imaginary part of R(v) is positive; causing
the tips to grow inward. This observation suggests that a = 27r/5 represents the
stable configuration of a bifurcation.
The growth of needle-like curves in harmonic fields has long been recognized as
a physical system of singular elegance. Historically, this subject has been motivated
by interests including the purely mathematical [131,137-139], as a limiting case of
diffusion-limited aggregation [140-142], and its application to turbulence and phase
transitions [133,143,144]. The prediction of the self-similar bifurcation angle of a =
27r/5 is a special case of work by three previous groups. In the most general of these
papers, Carleson & Makarov [131] study the growth and stability of needles growing
in an infinite Laplace field. As a corollary of a theorem, they show that the growth of
needles with a bifurcation angle of a = 27r/5 is stable given a very general growth law.
Additionally, Hastings [142] derived this result by assuming that the growth of a stable
bifurcation in response to the Laplace field is self-similar. He then demonstrated that,
for a particular growth law, this constraint is sufficient to derive the bifurcation angle.
Finally Gubiec & Szymczak [145], following a lucid discussion of the needle growth
in a harmonic field, predict the angle between two needles growing from the side of
an infinite straight boundary to be -r/5. To adapt this result to the bifurcation of
a spring, one needs only to map the infinite boundary with the coordinate change
z = -iw 2 . Doing so doubles the bifurcation angle to a = 27/5. In the following
section we seek this result in nature.
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6.4 bifurcations in the Florida network
To test the hypothesis that springs grow in the direction from which groundwater
flows, we compare the geometry of the Florida network to model predictions. The
comparison of the observed bifurcation angle to the prediction z = 27/5 is a par-
ticularly good test of the model for two reasons. First, as shown in figure 6-11a, a
myriad of springs in the Florida network allow for a many independent measurements
of the bifurcation angle from which to estimate its characteristic value. Second, the
comparison between theory and observation requires no fit parameters.
To measure the bifurcation angles of streams in the Florida network, we must
first extract the network of streams from the topography. Streams stand out in the
landscape as sharply incised cuts through the otherwise smooth topography. Conse-
quently, to extract the streams automatically from a high resolution (1.3 m horizontal,
0.05 m vertical) elevation map (figure 6-11), we identify all points where the elevation
contours of the topography are sharply curved [135]. In practice, a point is considered
to be in a stream if the contour curvature K > 10-0.9 m-1. Because this algorithm also
identifies sharply incised rills on the steep valley walls well above the known height
of the stream, an additional threshold is placed on the slope S of the topography,
S < 100-1.
We measure the angle from the one-dimensional network of streams by first iden-
tifying a confluence and then measuring the angle formed as the streams flow into the
junction. The junction point B is identified as the point downstream of the confluence
nearest to the tributary streams. The position of this point is shown in figure 6-11b.
Given this point, we measure the bifurcation angle by identifying two points A and
C a distance r upstream from B. The opening angle is am(r) = ZABC. We measure
200 opening angles of each junction as r varies from 5 m to as large as 25 m, but no
further than the length of the shorter of the two streams. We take the median of the
resulting distribution as an estimate of the bifurcation angle.
In this paper, we have only considered the geometry of junctions formed by the
bifurcation of existing springs. However, in the Florida network, new springs also form
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Figure 6-11: Bifurcation angles are measured from a network of streams in Florida.
(a) A map of the Florida network. The black rectangle shows the position of the
channel that is magnified and rotated in the subsequent panels. (b) A contour map of
a valley cut by bifurcated stream (blue line). Elevation contours are at 2 m intervals.
The shaded area is shown in the third panel. (c) The bifurcation angle is found
by identifying three points A, B, and D a distance r from the confluence B. The
bifurcation angle is ZABC.
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Figure 6-12: The measured distribution of bifurcations (N = 684) is consistent with
the predicted value. (a) The measured probability density function (blue points) is
well approximated as a normal distribution (red curve) fit with the sample mean and
variance. The mean value of the bifurcation angle (am) = 72.0040 ± 1.08' is consistent
with the predicted value of 27r/5 = 720. (b) The shape of the measured cumulative
distribution function (blue points) is consistent with the normal distribution.
by nucleating off the sides of streams [5]. To restrict our analysis to streams formed
by bifurcations, we place two additional constraints on the junctions used in this
analysis. These constraints are based on the observation that when a spring bifurcates,
it forms two symmetric streams ending in springs. First, we limit our analysis to
junctions formed by streams without tributaries. In the Horton-Strahler system,
this constraint requires streams to be first-order [146]. This constraint eliminates
any streams that nucleated off major tributaries as well as ancient bifurcations that
developed tributaries through subsequent bifurcations and nucleations. To impose
the condition that junctions be symmetric, we require that the angles between each
tributary and the main stream be similar. Defining a point D downstream of the
confluence, we require that the angles ZABD and ZCBD differ by no more than
30%. These constraints reduce to number of junctions to 684.
Figure 6-12 shows the probability density function and cumulative distribution
function of bifurcation angles estimated from 684 bifurcated streams. The mean
bifurcation angle (am) = 72.004' t 1.080 (95% confidence interval) is not significantly
different from the predicted value of 27r/5 = 720. Because different algorithms used to
identify stream junctions produces slightly different estimates of (am), a more realistic
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Figure 6-13: A stream (black line) grows in the direction of the streamline flowing
into the spring (red line). To remain on the streamline after growing a distance ds,
the spring must turn by an angle #
estimate of the uncertainty in the bifurcation angle is (am) = 72.00 ± 5. Additionally
we observe that the distribution of bifurcation angles is approximately normal (fit
with sample mean and variance). Indeed, the Kolmogorov-Smirnov test [147] cannot
reject this possibility (p = 0.49). This observation suggests that the mean of the
distribution is determined by the self-similar growth in a harmonic field, while the
variance is determined by random environmental fluctuations such as the locations of
trees and foraging animals.
6.5 The motion of a spring
In section 6.3.2, we found the angle between bifurcated tips by considering the di-
rections the springs grow from an initial configuration. Notably absent form this
derivation was a mathematical description of how the position of the springs changes
in time. Here we briefly outline two formalisms by which one can grow streams.
Equation (6.13) gives the path along which groundwater flows into the spring. In
the simplest manifestation of growth, a stream grows by extending a short distance
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along this curve. As illustrated in figure 6-13, when the spring grows forward along
the streamline a small distance ds it turns by an angle 0. The resulting change in
the position of the spring is therefore
dz = ds(sin 3 + i cos/#). (6.21)
Expanding equation (6.13) near the tip (u = 0) and re-expressing u in terms of ds
relates the angle # to the shape of the water table through the equation
tan/3 = 2a2 vd. (6.22)
al
These two equations provide the basis by which one can grow streams numerically
(section 6.6).
A notable complication of this equation is that, as ds tends to zero, # vanishes;
apparently causing springs to grow straight. This peculiarity is clarified by recog-
nizing that the curvature of the streamline r, ~ //ds - ds-1/2 diverges; causing the
streamline to curve sharply near the tip. Thus, in the limit of vanishing ds, both the
direction and curvature of the streamline must be taken into account when determin-
ing the growth of the spring. Here we briefly outline an alternative formulation of tip
growth that deals more naturally with this complication.
It is useful to consider the time evolution of a bifurcation conceptually. In the
framework developed in section 6.3, to find the direction the springs grow we first
identify a change of coordinates go(w) that maps an infinite straight stream onto the
bifurcated stream. Using this mapping, it is straightforward to find the path along
which groundwater flows into each spring and thus to grow the streams. The result is
a new configuration of springs that is only slightly different from the initial geometry.
To grow the springs further, we must identify a new mapping gat(w), which maps the
infinite straight stream into the new geometry. The key insight is that the growth
of the bifurcation is described entirely by the changes in the mapping. Thus, rather
than growing the streams directly and being forced to find ever more complicated
mappings, it is simpler to evolve the mapping. In this formulation, one uses the growth
114
law for the boundary to derive a differential equation-called a Loewner equation-for
the evolution of the mapping as the boundary grows [132,143]. There is large literature
devoted to the application of the Loewner equation to understanding the growth of
needle-like curves in response to both deterministic [131, 145] and stochastic [139,
143, 144, 148, 149] forcing. The three derivations [131, 142, 145 of the bifurcation
angle referenced in section 6.3.2 use a Loewner equation or a similar technique.
The Loewner equation can be used to describe the motion of an isolated spring
growing in response to the complex potential -1(z) given in equation (6.7). As
described by Gubiec & Szymczak [145], the Loewner equation for a function h(z, t)
that maps the potential around a needle onto the linear potential Gf(w) = w is
ah(z,t) 
_ v
at h(z, t)'
where v is the speed the of tip growth. Applying this result to the growth of a stream
in a Poisson field is straightforward if one can identify a change of coordinates w -
h(z, 0) that maps the initial complex potential (I 1(z) around the stream onto GI(w).
Given this mapping, equation (6.23) describes how this initial mapping changes in
time and the resulting growth of the needles. Finding such a mapping is trivial.
Rather than using the function w = V as before, which straightens the stream
while contorting the streamlines, we instead use the complex potential itself to define
a new coordinate system: u; = i(z). This transformation exploits the observation
that the orthogonal contours of < and @ provide a natural coordinate system in which
the field ( 1 is simply represented.
6.6 network growth in a Poisson field
Having developed a description of the growth of springs in response to a harmonic
field, we now investigate the growth of networks.
The first step in growing a network of streams is to understand how groundwater
is partitioned throughout the network. To do so, we solve the Poisson equation (6.2)
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1Figure 6-14: Geometry of groundwater flow into network of streams growing in a
Poisson field. The water table reaches a constant elevation on a network growing
off of a straight stream (blue lines). On the other three boundaries, the flux of
groundwater vanishes.
for the shape of the water table #. As shown in figure 6-14, the network is grown
in a square box of area A = 1. On three sides of the domain, the groundwater
flux vanishes, while on the fourth side the water table reaches a constant elevation
#= 0. The streams are one-dimensional boundaries on which # = 0. We solve
this linear equation using the finite element method as implemented by the software
FreeFem++ [64].
Given the shape of the water table around each spring, the next step is to grow
the springs. According to equation (6.10), when a3 > ac, the groundwater flows into
the spring from a single direction, causing the spring to grow forward. Assuming the
springs grow forward a distance ds, equations (6.21) and (6.22) relate the coefficients
ai and a 2 to the new position of the new spring. Following past work [5, 32,120],
we assume that the velocity v at which a tip grows is proportional to the discharge;
thus v = a1 . If a3 < ac, the groundwater no longer flows into the spring from a
single direction, causing the spring to bifurcate. When the spring bifurcates, the
angle between the nascent springs is a = 27r/5. A network grown in a Poisson field
in which ac = 0 is shown in figure 6-15.
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Figure 6-15: A network of streams (white lines) growing in a Poisson field #. In this
simulation, springs bifurcate when a3 < 0. At long times, the trajectory of springs is
self-similar.
As shown in figure 6-16, the qualitative shape of the network depends on the
the value a3 = ac at which a spring bifurcates. To understand this phenomenon,
we exchange the parameter ac with an equivalent geometric quantity. Rearranging
equation (6.10), a spring bifurcates when
9a3
-rc- > 1. (6.24)
al
In this re-parametrization, rc = 0 corresponds to ac = -oo and r, = oc corresponds
to ac = 0. When rc is small compared to the size of the drainage basin (i.e. rc < 1),
the bifurcation of springs is not influenced by the distant boundaries. In this limit,
rc is the typical distance a tip grows before bifurcating. However, when rc > 1, the
only length scale that influences the growth of the network is the size of the drainage
basin. Notably, as the network grows to fill the drainage basin, even this length
scale is lost. As a result, the long time trajectories of the springs is self-similar. For
example, if a branch of the network spirals inward, as in figure 6-15, the shape of the
spiral must be scale-free. The smooth spiral that is rescaled under rotation is the
famous logarithmic spiral [7]. In this limit, streams cut by subsurface flow share a
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Figure 6-16: The qualitative shape of networks grown from the same initial conditions
differs substantially for different thresholds of stream bifurcation. When rc < 1,
springs grow a fixed distance ~ r, before bifurcating. When rc > 1, the network
develops a fractal structure.
common form with mollusk shells [7] and the flight of hawks [150].
To estimate the values of a,, a 2 and a3 from the solution # of the Poisson equa-
tion (6.2), we exploit a useful property of the shape of water table around a spring.
The functions q5" = (iz)n/ 2 in the expansion of the complex potential in equation (6.7)
are an orthogonal basis for for <i(z). In this space, the inner product is
//,n+2 1 =n + 2 (6.25)
C
where C is a circle of radius E centered at the spring and 3mn is the Kronecker delta.
Given this inner product, any coefficient in the expansion can be found by projecting
# onto the real part of this basis. Thus the nth coefficient in the expansion of the
water table is
n (n+2 n, #). (6.26)
In practice, c is chosen to be small compared to the distance between neighboring
springs, but large enough so that # is well resolved by the numerics within C.
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6.7 discussion and conclusion
In this paper, we have shown that, as a spring grows toward a obstruction, the
spring bifurcates to form two streams; the bifurcation angle between the nascent
streams is a = 27r/5. Notably, the derivation of the bifurcation angle only requires
that springs grow in the direction from which groundwater flows and that the initial
growth of streams be self-similar. Both of these assumptions can be motivated by a
sense of parsimony [151]. First, the streamline flowing into the spring provides the
only natural preferred direction for growth. Similarly, if the nascent streams were
to break self-similarity by curving as they grow, then the initial curvature of the
streams introduces a new and unmotivated length scale into the dynamics of stream
growth. Alternatively, the second assumption can be relaxed entirely by assuming a
particular relationship between the flux of water entering the stream and the rate it
grows [131]. Thus, the dynamics of spring bifurcation do not depend explicitly on
any processes taking place within the stream. The strong agreement between theory
and observation leads us to conclude that this hypothesis is accurate.
By way of contrast, we briefly consider the vascular network of animals. According
to Murray's Law, veins connect as to minimize viscous dissipation [152, 153]. By
considering the work required to push a laminar flow through cylindrical veins, Murray
found the symmetric bifurcation angle y = 75' [154]. In this system, the bifurcation
angle is due to processes taking place within the network. Finally, although y is
not far from the predicted bifurcation angle of streams a = 72', this value of 7
assumes laminar flow through cylinders and is therefore not directly applicable to the
confluence of turbulent streams (Re ~ 104).
Although the derivation of the bifurcation angle is only directly applicable to
streams fed by groundwater, the underlying reasoning is very general. In any network
of thin channels that grows by draining an area, there is some path leading into the
channel tips. It is reasonable to suspect that channels may generally grow along
these paths. To find the bifurcation angle in a more general system, one needs only
understand the interplay between network geometry and the shape of the path leading
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into a tip. This observation suggests that many other networks such as rivers, ice
streams, plant roots, and fungal hypho differ from seepage networks only in small
details.
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Chapter 7
What have we learned?
This model will be a simplification and an idealization, and consequently
a falsification. It is to be hoped that the features retained for discussion
are those of greatest importance in the present state of knowledge
The chemical basis of morphogenesis
-Alan M. Turing
In the previous chapters we have investigated five instances in which a quantita-
tive understanding of the dynamics shaping natural systems can be gained through
geometric and physical reasoning. Notably, nowhere in this work did we fit an ob-
servation from nature to a theory with more than two free parameters. We have,
however, found ourselves in a world where streams and stromatolites differ only in
boundary conditions. As the real world is certainly complex, one might ask if these
models are faithful to reality.
A realistic treatment of nearly any natural system requires a detailed understand-
ing of many, many processes. A common response to natural complexity is to rebuild
the world through an equally complex table of differential equations. Where these
endeavors succeed, they produce a quantitatively correct description of a particular
system and a characterization of the importance of all the different processes. Where
these endeavors fall short, they may leave one lost in the space between hypothesis
and conclusion. We have pursued a slightly different goal.
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We have attempted to find the simplest possible description of the dynamics shap-
ing natural systems that still provides accurate quantitative predictions. To these
ends, we have focused on the processes shaping the world that are most amenable to
mathematical analysis. Where we have succeeded, we have developed a detailed un-
derstanding of natural systems from physical reasoning and few assumptions. Where
we have failed, the simplified dynamics of our models can only provide a quantitative
understanding of relatively simple systems.
We have attempted, wherever possible, to show through experiment and field
observation that the assumptions and hypotheses underlying our models are appro-
priate. An empirical basis for an assumption is, however, a weak substitute for
understanding. Two lingering questions stand out. First, why do the microbial mats
from Yellowstone grow conical aggregates? Second, how do streams grow?
In chapters 3 and 4, we showed that spacing and shape of stromatolites can be
understood by considering the diffusion of nutrients and ions in and around a micro-
bial mat. This reasoning is extremely general; all microbial mats are influenced by
diffusion. Thus, one would naively expect that any microbial mat may form conical
aggregates. For the most part they do not. Two possible explanations for this dearth
of cones may merit future attention.
First, the formation of conical aggregates may require a special shape of cell.
Modern conical aggregates similar to those in Yellowstone are all made by filamentous
cyanobacteria [19,73,155); meaning individual cells grow together to form long chains
that are one cell wide and tens to hundreds of cells long. To outline how the shape
of a cell may influence the shape of a microbial mat it is useful to consider how
aggregates grow. It has long been known that an initially flat mat of cone-forming
bacteria quickly develops ~ 100 pm diameter clumps of intertwined filaments; all
conical aggregates grow from these clumps [19]. This observation suggests that the
formation of macroscopic structures requires a nucleus with some finite size. If the
formation of cones requires a finite perturbation, then long filamentous bacteria may
form large clumps more easily than small spherical cells. To test this hypothesis, it
may be useful to force cocoidal cells such as Synechococcus into clumps and see how
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the resulting aggregates grow.
The second possible explanation is that the formation of cones may require special
environmental conditions. In the derivation of the shape of a stromatolite, we assumed
that the precipitation of minerals played an important role in shaping the mat. Min-
erals usually do not precipitate this quickly. It would therefore be interesting to see
if other filamentous bacteria form cones when grown in an environment with fast
mineral precipitation. Notably, conical aggregates built by filamentous cyanobacteria
can be found in other hot springs where mineral precipitation is fast [72,155].
Turning now to the second lingering question, how do streams grow? In chapter 5,
we showed that the shape of a valley head can be understood by assuming that growth
is faster where the water flux is higher. The derivation of bifurcation angle in chapter
6 relied on the weaker, but similar, assumption that streams grow in the direction
from which groundwater flows. Any discussion of how sand is removed by streams
was notably absent from both these derivations. That this ignorance did not mar the
model predictions suggests the streams can transport whatever sediment they take
from the surrounding topography. A careful demonstration of this possibility which
couples the flow of water in streams to sediment transport would be invaluable.
As a final note on future prospects, it is hoped that some of these results may give
some insight into a greater diversity of natural systems. The results in chapters 2
and 3 on the reaction and diffusion of nutrients in and around microbial mats may be
adapted to describe how other important substances move through microbial mats.
In particular, the interaction of viruses, antibiotics, and signaling molecules with
the constituent bacteria may lead to intriguing dynamics. Additionally, the results
about the geometry of networks fed by sub-surface flow may be adapted to describe
other transport networks. In particular, as river networks and the circulatory system
are both shaped by dynamics other than linear diffusion, they offer opportunities
to address questions of universality. Networks of plant roots and fungal hypho are
notable examples of transport networks growing in a higher dimension than streams.
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Appendix A
Supplementary material for
Chapter 3
A.1 Diffusion limitation
A.1.1 Growth in stirred media
We compared the growth of mats in stirred and unstirred media. In both cases,
bacteria were grown on aragonite sand in the modified CastenholzD medium with
an initial atmosphere of 5% C0 2, 5% H2, and 90% N2. Samples were grown on an
annulus of sand surrounding a 100 ml beaker in a 1000 ml beaker (Fig. A-la). The
smaller beaker contained a magnetic stir-bar which was rotated at a speed such that
dust particles could be seen to advect over the surface. This arrangement and a
control which did not have a stir-bar, were incubated at 45'C at equal distances from
a light source. After 7-9 days, we observed -0.1 mm-scale clumps on the unstirred
mat, while the mat grown in stirred medium remained flat (Fig. A-1).
A.1.2 Filament orientation
A mat becomes diffusion limited when diffusive gradients extend - 0.1 mm from the
mat. As this length scale is comparable to the length of an individual cyanobacterial
filament (typically hundreds of micrometers), a filament at the point of diffusion lim-
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Figure A-1: Mats were grown on an annulus of sediment surrounding a magnetic
stir bar, the rotation of which induced a flow over the mat (a). The resulting flow
eliminated diffusive gradients. Under these conditions, mats remained flat on the
surface of the sediment (b). Conversely, in still media mats developed macroscopic
aggregates (c), suggesting that the formation of large gradients is necessary for the
growth of macroscopic structures. Scale bars represent 1 mm.
itation is long enough to reach substantially higher concentrations of nutrients above
the mat. Consequently, when the mat becomes active, filaments extend themselves
away from the surface of the mat (figure A-2). Filaments are aligned normal to the
surface, rather than toward a light source, suggesting that this behavior is not a di-
rect phototactic response. Notably, the ability of these bacteria to respond to large
diffusive gradients is only possible as a result of their filamentous morphology. This
observation may address the ubiquitous presence of filamentous bacteria in modern
cone-forming mats: macroscopic structures are only built by those bacteria which are
large enough to extend themselves through diffusive gradients.
A.2 Day-length experiment figures
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(a) (D)
Figure A-2: At night, filaments are oriented parallel to the mat surface (a). However,
when the mat is active, filaments orient themselves normal to the surface of the mat,
towards higher nutrient concentrations (b). These photos were taken at dawn (a) and
38 minutes later. After 38 minutes gradients as large as 1.5 mm can form. The scale
bar is 1 mm.
Figure A-3: After two weeks of growth small aggregates of bacteria formed across
the mat (a). The spacing between aggregates was measured from photographs taken
from above each sample (b). Each scale bar is 1 cm. This sample was grown with a
12 h day. Arrows point to neighboring aggregates as seen in profile and from above.
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Figure A-4: Histograms of the spacing between clumps for each day/night cycle: (a)
3h/3h, (b) 4h/4h, (c)6h/6h, (d)12h/12h, (e) 24h/24h, and (f)48h/48h. Red and blue
bars signify the individual measuring the distances.
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Figure A-5: the number density of clumps was measured by selecting a region with
clumps (red perimeter) and counting the number of clumps inside (blue dots):(a)
3h/3h, (b) 4h/4h, (c)6h/6h, (d)12h/12h, (e) 24h/24h, and (f)48h/48h. Each photo-
graph is 3 cm tall.
-0.4
-0.81
-1.2
- - -0;
-,
4 4.5 5
log10(day length (sec))
Figure A-6: Regardless of how the mean spacing between clumps was measured, the
square-root dependence on day length remained. Blue circles represent the data shown
in the paper. Black triangles are the spacings measured by the second individual. Pink
squares are measured from the number density. The trend lines (same colors scheme)
all have a slope of 1/2.
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Appendix B
Supplementary material for
Chapter 5
B.1 Computation of the water table
In order to find the distribution of groundwater flux into the network, we solved for
the shape of the water table around the channels. From the main text, the Poisson
elevation # of the water table is a solution to the equation:
V2 52 + 1 = 0 (B.1)
with absorbing and zero flux boundary conditions. Thus # is independent of the
hydraulic conductivity K.
The ground water flux at a point is related to the shape of the watertable through
the equation
q := -- ||Vh2|| (B.2)
2
from which
q = P|V2Ph 2| (B.3)2P
Thus, from the definition of #
q = P|V#b2|| (B.4)
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Because # is only a function of the network geometry, q is independent of K. This
result also follows from conservation of mass. The total discharge from the network
must be equal to the total rain that falls into the network, regardless of conductivity.
K sets the slope of watertable at the boundary required to maintain this flux.
B.2 Selection of the boundary
We solve the equation around a boundary chosen to follow the position of springs and
streams. To identify such a boundary, we first remove the mean slope (0.0025) of the
topography. We then chose the 45 m elevation contour of the resulting topography
as the boundary (Figure B-1) obtained from a high resolution LIDAR map of the
network [5]. This elevation was chosen as the approximate elevation of many springs.
When the contour exits the area where the LIDAR map was available, we replace the
missing section of the channel with an absorbing boundary condition. Because this
approximation results in uncertainties in the flux near the missing boundary, we only
analyze the water flux into a well contained section of the network (blue boundary
in Figure B-1). Finally, we include a zero-flux boundary condition in the south east
in the approximate location of a drainage divide. We solve equation (B.1) with these
boundary conditions using a finite-element method [64].
B.3 Comparison of the shape of the water table to
the Poisson elevation
Here we show that the solution of equation (B.1) is consistent with field observations.
We compare # (Figure B-2b) to a previously reported [5] ground penetrating radar
(GPR) survey of the channels (Figure B-2c).
As all heights are measured relative to the impermeable layer, we define h0 to be
the reference elevation and shift h accordingly. It follows from the definition of # that
2Ph = ho + #2 + (hB -- h02, (B.5)
K
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Figure B-1: To most closely approximate the shape of the network we use an elevation
contour of the topography. Approximating the channels as nearly flat, we required
that the water table intersect the channels at a constant height, which we chose as
zero. This boundary is drawn in blue and black. Additionally, a drainage divide (red
line) was included in the south east. Because our LIDAR map [5] only shows two full
valley networks, we only analyze the data from this portion of the boundary (blue
line). The boundary is linearly interpolated between points spaced at 20 m intervals
on the blue boundary and points spaced by an average of 50 m on the red and black
boundaries.
where hB is the elevation of the water table at the boundary. A least squares fit of the
measured elevations to equation (B.5) gives estimates P/K = 7x 105, ho = 38 m, and
hB = 38 m (figure B-2d). Additionally taking P to be the observed mean rainfall rate
of 5 x 10-8 m sec- 1, gives K = 6 x 10-4 m sec-1. Each of these estimates is consistent
with the analysis of Ref. [5]. Furthermore, the estimated permeability is consistent
with the permeability of clean sand [16]. The elevation ho of the impermeable layer
may be overestimated due to uncertainties in the analysis of the GPR data.
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Figure B-2: Comparison of the Poisson elevation to field observation. (a) The avail-
able ground penetrating radar survey was conducted on a portion of the southern
valley network. The topographic map of the channels near the survey is 1400 m
across. (b) We solved equation (B.1) around the valley for the Poisson elevation. (c)
The ground penetrating radar survey [5] provided the elevation of the water table
above sea level at 1144 points around the network. The valley walls are represented
by the elevation contours for 30 m to 45 m at 5 m intervals. (d) The measured height
is consistent with theory. The red line indicates perfect agreement.
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45 m
B.4 Comparison of contour curvature to the ground-
water flux
Because the curvature is a function of the second derivative of a curve, its estimation
requires an accurate characterization of the channel shape. To have the highest
possible accuracy in the estimation of curvature, we restrict the comparison between
flux and curvature to a small piece of the network where the boundary is linearly
interpolated between points separated by 5 m.
The curvature at a point on the boundary is computed by fitting a circle to the
point and its neighbors on both sides (Figure B-3b). Given the best fitting circle, the
magnitude of the curvature is the inverse of the radius. The curvature is negative
when the center of the circle is outside the valley and positive when the center is
inside the valley.
To compare the curvature and flux at a point, we calculate the Poisson flux qp
into each section of this piece of the network by solving equation (B.1) between the
channels (Figure B-3c). We closed the boundary on the eastern side of the domain by
attaching the extremities to the valley network to the east using zero-flux boundaries.
To identify the characteristic dependence of the flux at a point on the curvature, we
averaged the flux and curvature at points on the boundary with similar curvatures.
Each point in Figure B-3d represents the average flux and curvature of 50 points on
the boundary.
B.5 The Poisson flux-curvature relation
The Poisson flux is the area that drains into small segment of the network divided by
the length of the segment. It can therefore be considered as a "local" inverse drainage
density. Because all of the area drains into some piece of the channel, the integral of
the Poisson flux is the total area of the basin. It follows that its mean value is the
inverse drainage density.
In what follows we ask how the Poisson flux depends on the distance d a piece of
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Figure B-3: Identification of the relationship between the curvature of the valley
walls and the local flux of groundwater. (a) The curvature and flux are measured
between two valleys along the black contour. (b) The curvature at each point on the
boundary is measured by fitting a circle to boundary. (c) The flux into each section
of the network is found from the solution of equation (B.1). (d) Comparison of the
flux into each section of the network to the curvature. Geometric reasoning gives the
asymptotic behavior (black dashed lines) of this relation when the magnitude of the
curvature is large.
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Figure B-4: The Poisson flux is the local drainage density. (a) When a basin drains
into a convex region (red line) the drainage density increases with curvature K. (b)
When a basin drains into a concave interval, the drainage density decreases with
curvature.
the network is from its drainage divide. Proceeding from an idealization in which d has
a characteristic value in a network, we find a scaling of geometric flux with curvature
that is consistent with observation (Fig. ic). To these ends we neglect interactions
between valleys and note that the importance of groundwater competition has been
previously considered [5], keeping in mind that the nonlocality of groundwater flow
leads to counter-intuitive effects. For instance, Dupuit had a hard time in 1863, when
explaining to the engineers of the City of Paris that drilling more wells would not
necessarily produce more drinking water: "Il n'y aurait donc rien d'dtonnant a ce que
le puits de Passy nuisit a celui de Grenelle, quoiqu'il en soit distant de trois kilom tres
environs." (One should not be surprised if the well of Passy were to be detrimental
to the well of Grenelle, despite them being located about three kilometers apart.)
Although this derivation gives some motivation for the flux-curvature relationship
in the absence of interactions, its validity is ultimately based on observation.
A section of the network receives a large flux when it drains a large area a or when
all of the water is forced through a small length of channel wall f. When water from a
large basin (d >K-') drains toward a point , then a - d2 (Fig. B-4a). Note that "
is the symbol for "is the order of magnitude of" or "scales as." This area is drained
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into a section of channel, the length e of which is proportional to the planform radius
of curvature, l-1; thus in regions of high curvature
q, = QK, (B.-6)
where Q = md2 is a constant of the network related to the characteristic ground-
water discharge of a head and m ~ 1 is a proportionality constant related to the
characteristic shape of a valley head. The flux into a point is therefore proportional
to the product of variables characterizing the network, Q, and the local geometry of
the channel, K. Equating d with the inverse drainage density of the network, we find
d = 147 m from the analysis of the topographic map. Fitting a hyperbola to the data
in Fig. 1c, given this value of d, gives m = 1.5 ± 0.2, consistent with m ~ 1.
In concave regions of the channel the area drained is the sum of the area outside
the concavity and the area inside the concavity (Fig. B-4b). This area a can be
expressed as
a =mi nd- I+ m 2 K 2 (B.7)
where mi and m 2 are dimensionless numbers related to the shape of the drainage
basin outside and inside the concavity, respectively. For example, if the concavity
is a semi-circular depression and it drains a rectangular region, then mi = 2 and
m2 = 7r/2. This area is drained by a segment of length ~K-1 giving a mean Poisson
flux qp that scales as
qp = (mid + m2 KJ')/m 3 , (B.8)
where m3 is a dimensionless number related to the shape of the concavity. Fitting
the data to a hyperbola, and again taking d = 147 m, we find mi/m 3 = 1.52 ± 0.22
and m2/m 3 = 10.80 ± 2.97. This scaling relation, in combination with the behavior
at large positive r,, gives the the asymptotic behavior of the flux-curvature relation.
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B.6 Derivation of the shape of the valley head
Here we derive equation (5.5).
The balance between translation and curvature-driven growth relates the orienta-
tion to the curvature through the equation
7r cos 0 = wr. (B.9)
We first re-write the orientation of a segment in terms of the local normal h(x) to the
curve and the direction the head is translating i. It follows from the definition of 0
that
7rn(x) . y= m(x), (B. 10)
Next, by describing the shape of a valley head by a curve y(x), equation (B.10)
becomes
=7 w 
. (B. 11)
1 + (aXY) 2  (1 + (8xy) 2 )3/2
With the substitution g = Oxy, this equation is re-expressed as an integrable, first
order equation as
W&xg + 7r(1 + g2) = 0. (B.12)
Integrating once,
g = BOy = - tan - .) (B. 13)
Integrating a second time for y gives
w ,rFx
y= -log os j, (B.14)
equivalent to equation (5.5) of the main text.
Although not necessary here, it is occasionally useful to express the shape of the
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channel as a vector v parameterized by arc length s,
v(s) =w 2arctan(tanh(7rs/2w))) (B.15)
7T log(sech(7s/w))
The derivative v is the unit tangent vector.
B.7 Selection of valley heads
The derivation of equation (B.14) requires that the channel grow forward without
changing shape. Consequently, when identifying seepage valley heads suitable for
analysis, we restricted our analysis to isolated channels.
Figure B-5: 17 isolated valley heads were chosen from the Florida network
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B.7.1 Florida Network
We select valley heads from the Florida network that are reasonably isolated and not
bifurcating. Given such a valley, we extract an elevation contour approximately one
half the distance between the spring and the upland flat plain. We find that the
deviation in the shape of any given channel from equation (B.14) is insensitive to the
choice of elevation contour.
Table B.1: Valley heads from the
to UTM zone 16R
channel Easting (m)
1 696551.40
2 696423.49
3 694537.55
4 693995.09
5 694391.80
6 696841.09
7 698339.72
8 698040.54
9 697285.68
10 695968.97
11 696114.42
12 696336.97
13 696453.90
14 696976.13
15 694818.57
16 698537.91
17 697463.52
Florida network. Coordinates are given with respect
Northing (m)
3373949.52
3373123.32
3373068.53
3373701.11
3373813.01
3373900.80
3374200.55
3374282.69
3375011.47
3375029.24
3375019.47
3375135.23
3375233.09
3375317.38
3375532.39
3374777.58
3375108.63
elevation (m)
56.91
55.74
42.93
49.49
43.49
44.23
59.95
50.91
59.12
49.15
46.62
49.88
51.13
51.10
54.82
54.21
53.97
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width (m)
100.66
111.03
50.47
49.60
38.72
28.96
83.53
48.28
80.20
56.05
42.59
56.34
50.54
46.08
52.04
70.77
55.17
10cm
46 minutes 82 minutes 119 minutes
Figure B-6: An elevation contour (blue lines) was extracted from the experiment every
three minutes from a digital elevation map [6]. These three representative elevation
contours from the beginning, middle, and end of the experiment demonstrate that
the shape changed little during growth.
B.7.2 Experiments
The experimental apparatus used to grow seepage channels has been previously de-
scribed [26]. The channel (experiment 040908a) used in the comparison to equa-
tion (B.14) grew from an initially rectangular indentation 3 cm deep in a bed of 0.5
mm glass beads sloped at an angle of 7.8' with a pressure head of 19.6 cm. To ex-
tract the shape of the channel, we first removed the slope of the bed by subtracting
the elevation of each point at the beginning of the experiment. We then follow the
growth of an elevation contour a constant depth below the surface. Because the shape
of channel at the beginning of the experiment is heavily influenced by the shape of
the initial indentation, we restrict our analysis to the shape of the contour after 45
minutes of growth. The channel grew for a total of 119 minutes and was measured at
3 minute intervals. Other experiments in which the slope of the initial sand bed was
nearly 8' (e.g. 040722a, 040731a, 040903a, 041023a) were also observed to generate
amphitheater-shaped channel heads.
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B.7.3 Snake River valley heads
To compare the form of amphitheater-shaped valley heads growing off of the Snake
River in Idaho, we extract the valley shape from images taken from Google Earth.
We select three prominent heads (Table B.2, Figure B-7); Box Canyon [112] and two
near Malad Gorge. We extract the shape of each of these heads by selecting points
at the upper edge of the valley head. The mean spacing between points is 13 m. We
stop selecting points when the valley turns away from the head.
100 M
head 1 head 2 head 3
Figure B-7: The shape of amphitheater-shaped valley heads growing off of the Snake
River in Idaho were extracted from aerial photos of the channels. Heads 1 and 2 are
near Malad Gorge. Head 3 is Box Canyon.
Valley heads near the
latitude longitude
42.86750 115.64320
42.85440 115.70450
42.70840 114.96830
Snake River
width (m)
190
166
132
141
Table B.2:
channel
1
2
3
B.7.4 Martian valley heads
The shapes of the Martian ravines which we compared to equation (B.14) were ex-
tracted from images generated by the Themis camera on the Mars Odyssey orbiter.
Channels are selected based on the condition that the amphitheater head was largely
isolated from neighboring structures. Because the ravines are deeply incised into the
topography, there is typically a sharp contrast between the ravines and the surround-
ing topography. We extract the shape of the ravine by selecting points spaced of order
100 m apart along the edge of the ravine (Table B.3, Figure B-8). We stop selecting
points when the ravine intersects with a neighboring structure or when the direction
of the valley curves away from the head.
1 km
head 1 head2 head3 head4
head 5 head 6 head 7 head 8
head 9 head 10
Figure B-8: 10 valley heads near the Nirgal Valley, Mars. The shape of each head was
extracted by selecting points at the edge of the valley head from images generated by
the Mars Odyssey orbiter.
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Table B.3:
Themis Image
V06395001
V06395001
V09004001
V11138002
V11138002
V14133002
V14857001
V16654002
V16654002
V26750003
Martian
latitude
-8.7270"
-8.72350
-9.43100
-7.91830
-7.91600
-9.57630
-7.56560
-8.77920
-8.77810
-8.06330
valley heads
longitude
278.15720
278.15570
274.61100
275.47400
275.47360
278.44350
273.60600
275.58680
275.58940
274.89770
B.8 Stream discharge data
B.8.1 Comparison of field measurements to the predicted
flux
Fig. 1 of the main text compares the solution of equation (B.1) to field measurements.
The instantaneous discharge of a stream is measured from the the cross-sectional area
a in a locally straight section of the channel and the surface velocity v, from which
the discharge Q = av. We measure the surface velocity of the stream from the travel
time of a small passive tracer between points at a fixed distance. This method may
underestimate the discharge in very small streams where a substantial fraction of the
flow may be moving through the muddy banks of the stream.
To compare the measured discharge to the Poisson equation, we integrate the
flux, q = P||VO 1|, along the section of the network upstream from the measurement
assuming the reported annual rainfall, P = 5 x 10-8 m sec- 1. When discharge is
measured near a spring, the flux is integrated around the valley head.
B.8.2 January 2009
143
head
1
2
3
4
5
6
7
8
9
10
width (m)
4730
2650
1940
3690
3740
2940
3110
3970
3310
3370
sec-) predictedEasting (M)
696905.45
695425.47
695333.80
695410.03
695589.53
695608.45
695602.26
695532.14
694045.68
694102.24
694110.98
694393.38
694515.20
694700.99
697174.63
697622.18
697523.57
696432.08
696353.61
696415.16
696363.79
696314.56
695400.74
695417.69
694429.25
694541.01
694295.68
694081.94
693696.69
693575.95
Northing (m)
3374708.15
3374595.35
3374486.16
3374422.51
3374413.20
3374439.65
3374467.29
3374764.77
3373713.71
3373742.47
3373726.59
3373788.44
3373714.30
3373494.69
3373662.18
3374045.11
3374034.52
3373937.74
3374006.59
3373979.53
3373884.98
3373838.46
3373894.43
3373884.87
3374329.77
3374318.70
3374320.27
3374205.31
3373094.27
3374496.41
discharge (cm 3
11700
310
1900
2100
2000
1700
4700
310
710
850
850
810
2300
2900
700
10800
440
3500
3500
3600
570
3100
2800
3100
700
1250
700
1950
300000
100000
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discharge (cm 3 sec-1)
4802.54
422.30
1459.50
1403.02
1272.90
1145.17
2103.67
490.24
1708.72
1381.31
3520.83
1761.83
2051.40
1831.06
3004.36
4700.85
2225.53
2619.48
2688.01
2545.77
673.20
1132.34
2117.42
2522.08
1145.16
1626.34
950.41
2969.80
284251.54
148834.48
B.8.3 April 2009
sec-1) predictedEasting (m)
696577.00
696515.00
696526.00
696378.00
696374.00
696312.00
693684.21
693857.70
694237.23
694371.93
694445.52
694706.00
694808.19
694815.26
695449.36
695317.14
695400.81
695613.16
695756.20
695787.02
695914.95
695922.74
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Northing (M)
3375064.00
3375060.00
3375081.00
3375075.00
3375047.00
3374949.00
3374490.78
3374480.17
3374550.07
3374575.91
3374574.44
3374606.66
3374666.05
3374674.12
3374792.20
3374776.63
3374783.02
3374808.59
3374863.59
3374851.22
3374827.10
3374822.92
discharge (cm 3
26688
31324
10878
3155
31168
44714
181142
134261
159510
96597
123230
142841
133061
24251
70782
115771
18354
46630
11422
81630
24757
31480
discharge (cm 3 sec 1 )
17558.21
25683.40
7960.94
2196.50
28808.33
33750.34
148233.29
134367.19
123111.22
120688.53
115351.89
111689.91
103032.24
14558.59
70543.57
82714.80
10476.11
69195.87
10024.07
57339.57
41590.16
15071.30
sec-1 ) predictedEasting (m)
696515.00
696526.00
696378.00
696374.00
696346.42
696916.41
696913.37
695406.38
695284.53
695268.73
695207.06
695163.07
695825.64
695818.15
695829.40
695870.78
695873.99
694804.18
694811.43
694864.00
694853.04
694999.62
695043.10
695043.00
695410.00
697528.00
695529.00
695437.00
695434.00
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Northing (m)
3375060.00
3375081.00
3375075.00
3375047.00
3374960.48
3374703.37
3374697.05
3373894.53
3373820.41
3373828.01
3373539.81
3373472.73
3373844.08
3373874.10
3373872.17
3373925.80
3373937.31
3374918.55
3374929.34
3374985.35
3375015.85
3375057.93
3375092.62
3375070.20
3373885.00
3374024.00
3374749.00
3374602.00
3374600.00
discharge (cm3
31324
10878
3155
31168
8141
2704
2131
6791
4975
12171
28499
285299
20009
3098
6847
1292
7298
4777
15554
9906
6866
11789
3376
5248
4173
995
685
263
10759
discharge (cm 3 sec- 1)
25683.40
7960.94
2196.50
28808.33
4287.83
2773.16
1230.01
2117.42
6209.90
7245.29
16435.07
214562.12
6515.55
1747.84
4724.56
1436.14
2562.84
2926.35
10799.79
7942.65
2769.17
6421.11
2175.13
3776.13
2590.45
2400.35
490.24
422.30
9777.40
Easting (m) Northing (m) discharge (cm 3 sec') predicted discharge (cm3 sec-1)
696011.72 3374871.04 6903 2472.52
696019.12 3374873.43 52090 38588.88
696127.23 3374876.96 44644 36223.61
696267.06 3374905.73 51745 34747.90
696335.93 3374970.34 52171 29296.08
696577.00 3375064.00 26688 17558.21
147
Bibliography
[1] Grey, K. Geol. Surv. West. Austral. Ann. Rep. for, 90-94 (1980).
[2] Hofmann, H. J. Can. J. EarthSci 15, 585 (1978).
[3] Kuznetsov, A. B., Ovchinnikova, G. V., Gorokhov, I. M., Kaurova, 0. K.,
Krupenin, V. N., and Maslov, A. V. Doklady Earth Sciences 391, 819-822
(2003).
[4] Semikhatov, M. and Serebryakov, S. The Riphean Hypostratotype of Siberia.
Nauka, Moscow, (1983).
[5] Abrams, D. M., Lobkovsky, A. E., Petroff, A. P., Straub, K. M., McElroy, B.,
Mohrig, D. C., Kudrolli, A., and Rothman, D. H. Nature Geoscience 28(4),
193-196 (2009).
[6] Lobkovsky, A. E., Smith, B. E., Kudrolli, A., Mohrig, D. C., and Rothman,
D. H. J. Geophys. Res 112 (2007).
[7] Thompson, D. On growth and form. Cambridge Univ. Press, (1942).
[8] Galilei, G. Dialogues concerning two new sciences. Dover Publications, (1954).
[9] Short, M., Baygents, J., and Goldstein, R. Physics of fluids 17, 083101 (2005).
[10] Douady, S. and Couder, Y. Journal of theoretical biology 178(3), 255-273
(1996).
[11] Fick, A. Philosophical Magazine Series 4 10(63), 30-39 (1855).
148
[12] Einstein, A. Annalen der Physik 17, 549-560 (1905).
[13] Crank, J. The mathematics of diffusion. Oxford university press, (1983).
[14] Darcy, H. Les fontaines publiques de la ville de Dijon. (1856).
[15] Dupuit, J. Etudes theoriques et pratiques sur le mouvement des eaux dans les
canaux dicouverts et & travers les terrains permiabls. Dunod, (1863).
[16] Bear, J. Hydraulics of groundwater. McGraw-Hill New York, (1979).
[17] Polubarinova-Kochina, P. (1962).
[18] Walter, M. R., Bauld, J., and Brock, T. D. Science 178(4059), 402-405 (1972).
[19] Walter, M. R., Bauld, J., and Brock, T. D. In Stromatolites, Walter, M. R.,
editor, 273-310. Elsevier Science Ltd (1976).
[20] Bosak, T., Liang, B., Sim, M. S., and Petroff, A. P. Proceedings of the National
Academy of Sciences 106(27), 10939 (2009).
[21] Kalkowsky, E. Zeitschrift der Deutschen Gesellsehaft fur Geowissenschaften
ZDGG 60, 68-125 (1908).
[22] Grotzinger, J. P. and Knoll, A. H. Annual Review of Earth and Planetary
Sciences 27(1), 313-358 (1999).
[23] Walter, M. R. In Earth's earliest biosphere: its origin and evolution, Schopf,
J. W., editor, 187-213. Princeton (1983).
[24] Dunne, T. Progress in Physical Geography 4(2), 211 (1980).
[25] Schumm, S. A., Boyd, K. F., Wolff, C. G., and Spitz, W. Geomorphology 12(4),
281-297 (1995).
[26] Schorghofer, N., Jensen, B., Kudrolli, A., and Rothman, D. H. Journal of Fluid
Mechanics 503, 357-374 (2004).
149
[27] Berg, H. Random walks in biology. Princeton Univ Pr, (1993).
[28] Kardar, M. Statistical physics of particles. Cambridge Univ Pr, (2007).
[29] Tennekes, H. and Lumley, J. L. A First Course in Turbulence. MIT press,
(1972).
[30] Torquato, S. Random Heterogeneous Materials. Microstructure and Macro-
scopic Properties. Interdisciplinary Applied Mathematics. 16. New York, NY:
Springer, (2002).
[31] Petroff, A., Sim, M., Maslov, A., Krupenin, M., Rothman, D., and Bosak, T.
Proceedings of the National Academy of Sciences 107(22), 9956 (2010).
[32] Petroff, A., Devauchelle, 0., Abrams, D., Lobkovsky, A., Kudrolli, A., and
Rothman, D. Journal of Fluid Mechanics 1(-1), 1-10 (2010).
[33] Costerton, J., Geesey, G., and Cheng, K. Scientific American 238(1), 86-95
(1978).
[34] Hall-Stoodley, L., Costerton, J., and Stoodley, P. Nature Reviews Microbiology
2(2), 95-108 (2004).
[35] Costerton, J., Lewandowski, Z., Caldwell, D., Korber, D., and Lappin-Scott, H.
Annual Reviews in Microbiology 49(1), 711-745 (1995).
[36] Costerton, J., Stewart, P., and Greenberg, E. Science 284(5418), 1318 (1999).
[37] Stewart, P. and William Costerton, J. The Lancet 358(9276), 135-138 (2001).
[38] McNeill, K. and Hamilton, I. FEMS microbiology letters 221(1), 25-30 (2003).
[39] Teitzel, G. and Parsek, M. Applied and environmental microbiology 69(4), 2313
(2003).
[40] Czapek, F. Jena, pp. xii 1026 (1905).
150
[41] Harder, W. and Dijkhuizen, L. Annual Reviews in Microbiology 37(1), 1-23
(1983).
[42] Williamson, K. and McCarty, P. Water Pollution Control Federation 48(1),
9-24 (1976).
[43] de Beer, D., Stoodley, P., and Lewandowski, Z. Biotechnology and bioengineer-
ing 53(2), 151-158 (1997).
[44] Stewart, P. S. Journal of Bacteriology 185(5), 1485-1491 (2003).
[45] Herrmann, A., Ritz, K., Nunan, N., Clode, P., Pett-Ridge, J., Kilburn, M.,
Murphy, D., O'Donnell, A., and Stockdale, E. Soil Biology and Biochemistry
39(8), 1835-1850 (2007).
[46] Li, T., Wu, T., Mazeas, L., Toffin, L., Guerquin-Kern, J., Leblon, G., and
Bouchez, T. Environmental Microbiology 10(3), 580-588 (2008).
[47] Popa, R., Weber, P., Pett-Ridge, J., Finzi, J., Fallon, S., Hutcheon, I., Nealson,
K., and Capone, D. The ISME journal 1(4), 354-360 (2007).
[48] Dekas, A., Poretsky, R., and Orphan, V. Science 326(5951), 422 (2009).
[491 Loy, A. and Pester, M. Geomicrobiology: Molecular and Environmental Per-
spective , 127-145 (2010).
[50] Walter, M., Bauld, J., and Brock, T. Developments in Sedimentology 20, 273
310 (1976).
[51] Matson, J. and Characklis, W. Water Research 10(10), 877-885 (1976).
[52] Chaudhry, M. and Beg, S. Chemical Engineering & Technology 21(9), 701-710
(1998).
[53] Revsbech, N. and Jorgensen, B. Adv. Microb. Ecol 9, 293-352 (1986).
[54] Rittmann, B. and McCarty, P. Biotechnology and Bioengineering 22(11), 2343-
2357 (1980).
151
[55] Hamdi, M. Bioprocess and Biosystems Engineering 12(4), 193-197 (1995).
[56] Dockery, J. and Klapper, I. SIAM Journal on Applied Mathematics 62(3),
853-869 (2001).
[57] van Noorden, T., Pop, I., Ebigbo, A., and Helmig, R. Water Resources Research
46(6), W06505 (2010).
[58] Smoluchowski, M. Physik. Z. 17, 585 (1916).
[59] Bixon, M. and Zwanzig, R. The Journal of Chemical Physics 75, 2354 (1981).
[60] Toussaint, D. and Wilczek, F. The Journal of Chemical Physics 78, 2642 (1983).
[61] Grassberger, P. and Procaccia, I. The Journal of Chemical Physics 77, 6281
(1982).
[62] Barkema, G., Biswas, P., and Van Beijeren, H. Physical review letters 87(17),
170601 (2001).
[63] Castenholz, R. Methods in Enzymology 167, 68-93 (1988).
[64] Hecht, F., Pironneau, 0., Le Hyaric, A., and Ohtsuka, K. (2005).
[65] Efron, B. and Tibshirani, R. An introduction to the bootstrap. Chapman &
Hall/CRC, (1993).
[66] Semikhatov, M. A., Gebelein, C. D., Cloud, P. E., Awramik, S. M., and Ben-
more, W. C. Canadian Journal of Earth Sciences 16(5), 992-1015 (1979).
[67] Allwood, A. C., Walter, M. R., Kamber, B. S., Marshall, C. P., and Burch,
I. W. Nature 441(7094), 714-718 (2006).
[68] Allwood, A. C., Grotzinger, J. P., Knoll, A. H., Burch, I. W., Anderson, M. S.,
Coleman, M. L., and Kanik, I. Proceedings of the National Academy of Sciences
106(24), 9548 (2009).
152
[69] Martin, A., Nisbet, E. G., and Bickle, M. J. Zimbabwe (Rhodesia): Precambrian
Research 13, 337-362 (1980).
[70] Hofmann, H. J. and Masson, M. Bulletin of the Geological Society of America
106(3), 424-429 (1994).
[71] Brock, T. D. Thermophilic Microorganisms and Life at High Temperatures
337-385 (1978).
[72] Jones, B., Renaut, R. W., Rosen, M. R., and Ansdell, K. M. Palaios 17(1),
84-103 (2002).
[73] Horodyski, R. J. J Sediment Petrol 47, 1305-1320 (1977).
[74] Vopel, K. and Hawes, I. Limnol. Oceanogr 51(4), 1801-1812 (2006).
[75] Hofmann, H. J. and Davidson, A. Canadian Journal of Earth Sciences 35(3),
280-289 (1998).
[76] Semikhatov, M. A. In Nizhnaya granitza rifeya i stromatolity afebiya., Raaben,
M. E., editor, 111-147. Trudy Instituta Geologicheskikh Nauk, Akademiya Nauk
SSSR (1978).
[77] Hoffman, P. F. In Stromatolites, Walter, M. R., editor, 599-612. Elsevier Science
Ltd (1976).
[78] Vlasov, F. Y. In Materialy po paleontologii srednego paleozoya Urala i Sibiri.
Sverdlovsk, Raaben, M. E., editor, 101-128. Akademiya Nauk SSSR, Uralskii
nauchnii tzentr; Trudy instituta geologii i geokhimii (1977).
[79] Jahnke, L. L., Embaye, T., Hope, J., Turk, K. A., Van Zuilen, M., Des Marais,
D. J., Farmer, J. D., and Summons, R. E. Geobiology 2(1), 31-47 (2004).
[80] Jorgensen, B. B. and Revsbech, N. P. Applied and Environmental Microbiology
45(4), 1261-1270 (1983).
153
[81] Dietrich, L. E. P., Teal, T. K., Price-Whelan, A., and Newman, D. K. Science
321(5893), 1203 (2008).
[82] Woodward, D., Tyson, R., Myerscough, M., Murray, J., Budrene, E., and Berg,
H. Biophysical journal 68(5), 2181-2189 (1995).
[83] Hofmann, H. J., Thurston, P. C., and Wallace, H. Evolution of Archean
Supracrustal Sequences. Edited by LD Ayres, PC Thurston, KD Card and W.
Weber. Geological Association of Canada, Special Paper 28, 125-132 (1985).
[84] Vlasov, F. Y. Materialy po Paleontol, 152-175 (1970).
[85] T6th, L. F. Forhandlinger-Det Kongelige Norske Videnskabers Selskab , 68
(1949).
[86] Batchelor, M. T., Burne, R. V., Henry, B. I., and Jackson, M. J. Physica A:
Statistical Mechanics and its Applications 337(1-2), 319-326 (2004).
[87] Grotzinger, J. P. and Rothman, D. H. Nature 383, 423-425 (1996).
[88] Castenholz, R. W. In Methods in Enzymology, Packer, L. and Glazer, A. N.,
editors, 68-93. Academic,San Diego (1988).
[89] Williams, D. E. G. Physical Review E 57(6), 7344-7345 (1998).
[90] Batchelor, M. T., Burne, R. V., Henry, B. I., and Watt, S. D. Physica A:
Statistical Mechanics and its Applications 282(1-2), 123-136 (2000).
[91] Batchelor, M. T., Burne, R. V., Henry, B. I., and Watt, S. D. Mathematical
Geology 35(7), 789-803 (2003).
[92] Batchelor, M. T., Burne, R. V., Henry, B. I., and Slatyer, T. Physica A:
Statistical Mechanics and its Applications 350(1), 6-11 (2005).
[93] de Beer, D. and Kifhl, M. The benthic boundary layer: transport processes and
biogeochemistry , 374 (2001).
154
[94] Reilly, R. The American Mathematical Monthly 89(3), 180-198 (1982).
[95] Millman, R. and Parker, G. Elements of differential geometry. Prentice-Hall
Englewood Cliffs, NJ, (1977).
[96] Rittman, B. Biotechnology and Bioengineering 24(2), 501-506 (1982).
[97] Pereira, M., Kuehn, M., Wuertz, S., Neu, T., and Melo, L. Biotechnology and
bioengineering 78(2), 164-171 (2002).
[98] Dziuk, G. and Kawohl, B. Journal of Differential Equations 93(1), 142-149
(1991).
[99] Evans, L. and Spruck, J. J. Diff. Geom 33(3), 635-681 (1991).
[100] Huisken, G. J. Differential Geom 31(1), 285-299 (1990).
[101] Beukes, N. and Lowe, D. Sedimentology 36(3), 383-397 (1989).
[102] Jorgensen, B. and Des Marais, D. Limnology and oceanography , 1343-1355
(1990).
[1031 Van Loosdrecht, M., Heijnen, J., Eberl, H., Kreft, J., and Picioreanu, C. An-
tonie van Leeuwenhoek 81(1), 245-256 (2002).
[104] Lamb, M. P., Howard, A. D., Johnson, J., Whipple, K. X., Dietrich, W. E., and
Perron, J. T. J. Geophys. Res 111 (2006).
[105] Higgins, C. G. Geology 10(3), 147 (1982).
[106] Russell, I. C. US Geol Survey Bull 199, 1-192 (1902).
[107] Orange, D. L., Anderson, R. S., and Breen, N. A. GSA Today 4(2), 35-39
(1994).
[108] Wentworth, C. K. The Journal of Geology 36(5), 385-410 (1928).
[109] Laity, J. E. and Malin, M. C. Geological Society of America Bulletin 96(2), 203
(1985).
155
[110] Malin, M. C. and Carr, M. H. Nature 397(6720), 589-591 (1999).
[111] Sharp, R. P. and Malin, M. C. Geological Society of America Bulletin 86(5),
593 (1975).
[112] Lamb, M. P., Dietrich, W. E., Aciego, S. M., DePaolo, D. J., and Manga, M.
Science 320(5879), 1067 (2008).
[113] Brower, R. C., Kessler, D. A., Koplik, J., and Levine, H. Physical Review
Letters 51(13), 1111-1114 (1983).
[114] Ben-Jacob, E., Goldenfeld, N., Langer, J., and Sch6n, G. Physical Review
Letters 51(21), 1930-1932 (1983).
[115] Kessler, D., Koplik, J., and Levine, H. Physical Review A 31(3), 1712-1717
(1985).
[116] Shraiman, B. and Bensimon, D. Physical Review A 30(5), 2840-2842 (1984).
[117] Marsili, M., Maritan, A., Toigo, F., and Banavar, J. Reviews of Modern Physics
68(4), 963-983 (1996).
[118] Pelce, P. Dynamics of curved fronts. Academic Pr, (1988).
[119] Pelc6, P. New visions on form and growth: fingered growth, dendrites, and
flames. Oxford University Press, USA, (2004).
[120] Howard, A. D. Sapping Features of the Colorado Plateau: A Comparative Plan-
etary Geology Field Guide , 71-83 (1988).
[121] Saffman, P. G. and Taylor, G. I. Proceedings of the Royal Society of London.
Series A, Mathematical and Physical Sciences 245(1242), 312-329 (1958).
[122] Bensimon, D., Kadanoff, L. P., Liang, S., Shraiman, B. I., and Tang, C. Reviews
of Modern Physics 58(4), 977-999 (1986).
[123] Combescot, R., Dombre, T., Hakim, V., Pomeau, Y., and Pumir, A. Physical
Review Letters 56(19), 2036-2039 (1986).
156
[124] Mullins, W. and Sekerka, R. Journal of Applied Physics 34, 323 (1963).
[125] Kessler, D., Koplik, J., and Levine, H. Physical Review A 34(6), 4980-4987
(1986).
[126] Kardar, M., Parisi, G., and Zhang, Y. Physical Review Letters 56(9), 889-892
(1986).
[127] Culling, W. E. H. J. Geol. 68, 336-344 (1960).
[128] Chanson, H. The hydraulics of open channel flow: an introduction. Arnold
London, (1999).
[129] Landau, L. D. and Lifshitz, E. M. VH, 3rd revised edition (Butterworth-
Heinemann, London) (1995).
[130] Gall, F. and Spurzheim, G. Anatomic et Physiologic du Systeme nerveux en
general et du Cerveau en particulier avec des Observations sur la Possibilite de
Reconnoitre Plusiers Dispositions intellectuelles et morales de 1'Homme et des
Animaux par la Configuration de leurs Tetes. Paris: F. Schoell, (1810).
[131] Carleson, L. and Makarov, N. Journal d'Analyse Mathematique 87(1), 103-150
(2002).
[132] L6wner, K. Mathematische Annalen 89(1), 103-121 (1923).
[133] Hastings, M. and Levitov, L. Physica D: Nonlinear Phenomena 116(1-2), 244-
252 (1998).
[134] Witten Jr, T. and Sander, L. Physical Review Letters 47(19), 1400-1403 (1981).
[135] Devauchelle, 0., Petroff, A., Lobkovsky, A., and Rothman, D. Journal of Fluid
Mechanics 1(-1), 1-11 (2011).
[136] Brown, J. and Churchill, R. Complex variables and applications. McGraw-Hill,
(1996).
157
[137] Derrida, B. and Hakim, V. Physical Review A 45(12), 8759 (1992).
[138] Sornette, D. Arxiv preprint cond-mat/9707012 (1997).
[139] Schramm, 0. Israel Journal of Mathematics 118(1), 221-288 (2000).
[140] Rossi, G. Physical Review A 35(5), 2246 (1987).
[141] Meakin, P. Physical Review A 33(3), 1984 (1986).
[142] Hastings, M. Physical Review E 64(4) (2001).
[143] Gruzberg, I. and Kadanoff, L. Journal of statistical physics 114(5), 1183-1198
(2004).
[144] Bernard, D., Boffetta, G., Celani, A., and Falkovich, G. Nature Physics 2(2),
124-128 (2006).
[145] Gubiec, T. and Szymczak, P. Physical Review E 77(4), 041602 (2008).
[146] Dodds, P. and Rothman, D. Annual Review of Earth and Planetary Sciences
28(1), 571-610 (2000).
[147] Press, W., Teukolsky, S., Vetterling, W., and Flannery, B. Numerical recipes in
C, volume 994. Cambridge university press Cambridge:, (1992).
[148] Kager, W. and Nienhuis, B. Journal of statistical physics 115(5), 1149-1229
(2004).
[149] Schramm, 0. Arxiv preprint math/0602151 (2006).
[150] Tucker, V., Tucker, A., Akers, K., and Enderson, J. Journal of Experimental
Biology 203, 3755-3763 (2000).
[151] Ockham, W., Boehner, P., and Brown, S. Philosophical writings: a selection.
Hackett Pub. Co, (1957).
[152] Murray, C. Proceedings of the National Academy of Sciences of the United
States of America 12(3), 207 (1926).
158
[153] Sherman, T. The Journal of general physiology 78(4), 431 (1981).
[154] Murray, C. The Journal of General Physiology 9(6), 835 (1926).
[155] Jones, B., Renaut, R. W., and Rosen, M. R. Journal of Sedimentary Research
67(1), 88-104 (1997).
159
