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Structure des connexions me´romorphes formelles de plusieurs variables
et semi-continuite´ de l’irre´gularite´.
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Abstract. − We prove Malgrange’s conjecture on the absence of confluence phenom-
ena for integrable meromorphic connections. More precisely, if Y → X is a complex-
analytic fibration by smooth curves, Z a hypersurface of Y finite over X, and ∇ an
integrable meromorphic connection on Y with poles along Z, then the function which
attaches to x ∈ X the sum of the irregularities of the fiber ∇(x) at the points of Zx is
lower semicontinuous.
The proof relies upon a study of the formal structure of integrable meromorphic
connections in several variables.
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1. Introduction.
1.1. Le re´sultat principal de cet article a trait aux proble`mes de confluence,
c’est-a`-dire a` la variation de l’irre´gularite´ dans une famille analytique d’e´quations
diffe´rentielles line´aires a` singularite´s me´romorphes.
Soit f : Y → X un morphisme lisse de dimension relative 1, a` fibres con-
nexes, entre varie´te´s analytiques complexes, et soit Z ⊂ Y une hypersurface de
Y finie sur X. Notons OY (∗Z) le faisceau des germes de fonctions me´romorphes
sur Y a` poˆles le long de Z, et Ω1Y (∗Z) (resp. Ω
1
Y/X(∗Z) ) le faisceau des 1-formes
diffe´rentielles me´romorphes sur Y (resp. relatives) a` poˆles le long de Z.
Soit N un OY (∗Z)-module localement libre de rang µ muni d’une connexion
relative
∇ : N → N ⊗OY (∗Z) Ω
1
Y/X(∗Z).
Pour x ∈ X, la fibre N(x) sur la courbe f
−1(x) est ipso facto munie d’une con-
nexion me´romorphe ∇(x) dont les singularite´s sont des poˆles situe´s aux points
z ∈ Zx = Z ∩ f−1(x).
L’un des invariants fondamentaux dans l’e´tude asymptotique de ∇(x) au
voisinage d’un point z ∈ Zx est son irre´gularite´ (au sens de Deligne-Komatsu-
Malgrange), note´e irz∇(x). Nous nous inte´ressons a` la fonction sur X
i(∇, x) =
∑
z∈Zx
irz∇(x).
Il est facile de voir que cette fonction est constructible, et P. Deligne a de´montre´,
en utilisant la description de Ge´rard-Levelt de l’irre´gularite´, que la fonction voi-
sine
i(∇, x) + µ. ♯ Zx
est semi-continue infe´rieurement ([De2], 1976). C’est la` un re´sultat optimal,
comme le montrent les phe´nome`nes bien connus de “confluence” ou` i(∇, x) croˆıt
aux points de branchement de Z/X.
Au de´but des anne´es 80, B. Malgrange a conjecture´ que lorsque ∇ provient
d’une connexion absolue inte´grable
N → N ⊗OY (∗Z) Ω
1
Y (∗Z),
la fonction i(∇, x) elle-meˆme est semi-continue infe´rieurement sur X: il n’y a
pas de phe´nome`ne de confluence sous la condition d’inte´grabilite´.
Dans cet article, nous de´montrons cette conjecture (cf. 7.1.2), ainsi que
plusieurs variantes (6.1.1, 6.1.3, 7.1.1).
1.2. Parmi les travaux lie´s a` cette conjecture (cf. e. g. [Me1] [Me2, 4] [S2,
I.3]), nous nous inspirons de celui de C. Sabbah, qui rapproche, dans un contexte
microlocal, les proble`mes de confluence du proble`me de la structure formelle des
connexions me´romorphes inte´grables en deux variables.
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Apre`s les travaux pionniers de M. Hukuhara puis H. Turrittin, le point de
de´part de l’e´tude asymptotique des connexions me´romorphes d’une variable est
le “the´ore`me de Turrittin-Levelt” qui affirme l’existence, apre`s ramification aux
poˆles, d’une de´composition canonique de la connexion formelle associe´e en con-
nexions e´le´mentaires (produits tensoriels d’une connexion de rang un et d’une
connexion re´gulie`re).
L’analogue de ce re´sultat pour des connexions me´romorphes inte´grables en
plusieurs variables est loin d’aller de soi. Apre`s une se´rie de re´sultats par-
tiels (voir par exemple [LvdE], [M, app.]), la premie`re e´tude syste´matique du
proble`me est due a` Sabbah, dans le cas de deux variables [S1, S2]. Il introduit
la notion de bonne structure formelle: une connexion me´romorphe inte´grable
∇ sur une surface analytique, a` poˆles le long d’un diviseur a` croisements nor-
maux Z, admet une bonne structure formelle le long de Z si localement, apre`s
ramification le long des branches de Z, le formalise´ de ∇ tant aux points de
croisement que le long des branches de Z (inde´pendamment) se de´compose en
connexions e´le´mentaires (avec une condition technique que nous ne´gligeons ici,
cf. 5.5 ci-dessous).
Sabbah conjecture l’existence d’une bonne structure formelle apre`s e´clate-
ments, et montre, en utilisant les cycles microcaracte´ristiques d’Y. Laurent, com-
ment cela entraˆıne la conjecture de Malgrange.
1.3. Dans cet article, nous irons assez loin en direction de la conjecture de Sab-
bah pour pouvoir adapter inconditionnellement les contours de cette strate´gie
de de´monstration de la conjecture de Malgrange. Cela passe par une analyse
de´taille´e des “points tournants” du diviseur polaire (§§3,4) et de la structure
formelle de ∇ aux croisements de ce diviseur (§5).
Plus pre´cise´ment, e´tant donne´ une connexion me´romorphe inte´grable ∇
sur un germe de surface (Y,Q) a` poˆles le long d’un diviseur re´duit Z, il s’agit
d’estimer l’irre´gularite´ en Q de la restriction de ∇ a` un germe de courbe donne´
(C,Q) (non contenu dans Z) en termes de l’irre´gularite´ de ∇ le long des branches
de Z. Pour cela, nous proce´dons a` une se´ries d’e´clatements pour nous ramener
a` une situation de croisements normaux et ou` la structure formelle de ∇ est
suffisamment bonne aux croisements. Nous controˆlons cette structure formelle
le long de chaque composante Ei du diviseur exceptionnel au moyen d’un cer-
tain diviseur Di sur le fibre´ normal de Ei dans l’e´clate´ de Y , de´fini de manie`re
e´le´mentaire a` l’aide de la de´composition de Turrittin-Levelt relative (3.6). Nous
concluons par le biais d’une analyse ge´ome´trico-combinatoire de ces diviseurs Di
et Ei (pour une explication heuristique de laquelle nous renvoyons a` 7.2.1).
Notre approche est purement alge´brico-formelle, dans l’esprit de [AB], et
n’utilise pas la the´orie microlocale.
1.4. Ce point de vue nous permet notamment de donner une preuve purement
alge´brique du the´ore`me bien connu de Deligne selon lequel la spe´cialisation a`
toute courbe lisse d’une connexion inte´grable alge´brique re´gulie`re est encore
re´gulie`re (6.1.2). Nous renvoyons a` [B] pour l’analyse des difficulte´s auxquelles on
est confronte´ en confinant le proble`me dans le contexte re´gulier (faillite des tech-
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niques alge´briques de re´seaux logarithmiques); c’est en nous plac¸ant re´solument
en situation irre´gulie`re que nous re´glons le proble`me.
1.5. La plupart des techniques de cet article valent aussi en caracte´ristique p > 0
pour des modules a` connexion de rang < p (c’est par exemple le cas du the´ore`me
de Turrittin-Levelt). Ce souci d’e´viter des restrictions inutiles sur la caracte´ris-
tique, loin de compliquer les preuves, conduit parfois a` en trouver de plus simples
que celles qu’offre la litte´rature (cf. e. g. 2.5.1, 5.3.2, 5.4.2). Mais il a surtout
pour origine l’analogie p-adique suivante.
On peut voir la conjecture de Crew sur la re´duction semi-stable des F -
isocristaux surconvergents a` une variable (the´ore`me de monodromie p-adique)
comme un analogue p-adique - plus profond - du the´ore`me de Turrittin-Levelt
(cf. [A2, 3] pour des pre´cisions sur cette analogie). Sa ge´ne´ralisation a` plusieurs
variables conjecture´e par A. Shiho actuellement tre`s e´tudie´e (cf. [Ke]) apparaˆıt,
de meˆme, comme un analogue p-adique de la conjecture de Sabbah. On peut
donc s’attendre a` ce que celle-ci soit plus abordable que celle-la`.
1.6. Cette analogie incite par ailleurs a` reformuler le proble`me de la bonne struc-
ture formelle apre`s e´clatements en termes rigides-analytiques x-adiques. Une
telle traduction sugge`re alors de tirer profit de la compacite´ des espaces analy-
tiques de Berkovich associe´s en vue de la conjecture de Sabbah. L’analyse montre
que les points de Berkovich qui posent proble`me sont ceux a` valeurs dans une
extension imme´diate de la comple´tion de la cloˆture alge´brique de k[[x]].
Nous donnons ne´anmoins, de ce point de vue rigide-analytique, un re´sultat
sur la structure formelle des connexions inte´grables qui ge´ne´ralise en plusieurs
variables le the´ore`me de Turrittin-Levelt (8.2.2).
1.7. Dans l’appendice, nous nous plac¸ons de nouveau dans la situation 1.1 d’une
connexion relative, mais en supposant que le diviseur polaire Z est e´tale sur la
base. Nous montrons dans ce cas que le polygoˆne de Newton, place´ convention-
nellement dans le quatrie`me quadrant, ne peut que croˆıtre (au sens large) par
spe´cialisation.
Remerciements. − Cet article doit beaucoup aux travaux mentionne´s de C. Sabbah
sur l’analyse asymptotique en deux variables. Je le remercie pour ses commentaires
e´clairants sur ces travaux. Je remercie aussi J. F. Mattei pour ses remarques critiques
qui m’ont amene´ a` corriger une premie`re version de ce texte sur un point important.
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2. Rang de Poincare´-Katz, de´composition de Turrittin-Levelt,
polygoˆne de Newton.
On peut trouver davantage de de´tails sur ces pre´liminaires dans [AB, II].
2.1. Rang de Poincare´-Katz et the´ore`me de Turrittin-Katz “abstrait”.
Soit F un corps complet pour une valeur absolue non archime´dienne | |.
SoitM un F -espace vectoriel de dimension finie µ, muni d’une norme | |M
(1).
Soit D un endomorphisme du sous-groupe topologique sous-jacent a` M . La
norme spectrale de D est
|D|M,sp = lim
n
|Dn|
1
n
M = infn
|Dn|
1
n
M ∈ R+.
Elle ne de´pend pas du choix de la norme sur M (ces normes sont toutes e´quiva-
lentes). Prendre garde qu’en de´pit de son nom, la norme spectrale ne de´finit
pas une norme sur EndcontZ M mais, a priori, seulement sur chacune de ses sous-
alge`bres commutatives.
Nous nous inte´resserons au cas ou` (M, D = ∇(∂)) est un module diffe´rentiel
relativement a` une de´rivation continue ∂ de F , c’est-a`-dire un F -espace vectoriel
de dimension finie muni d’une action additive continue ∇(∂) de ∂ ve´rifiant la
re`gle de Leibniz
∀f ∈ F , ∀m ∈M, ∇(∂)(fm) = ∂f.m+ f∇(∂)(m).
Dans ce cas, bien que ∇(∂) et l’ope´rateur de multiplication par f ∈ F ne com-
mutent pas, la re`gle de Leibniz entraˆıne ne´anmoins que | |M,sp de´finit une norme
sur la sous-F -alge`bre de EndcontZ M engendre´e par ∇(∂).
Nous supposerons toujours que
|∂|F = 1.
Il est souvent plus commode de parler en termes de valuation plutoˆt que de valeur
absolue: v(f) = − log |f | ∈ R ∪ {∞}. On note vM,sp(∇(∂)) = − log |∇(∂)|M,sp
la valuation spectrale de ∇(∂).
De´finition 2.1.1. Le rang de Poincare´-Katz(2) du module diffe´rentiel (M,∇(∂))
est
ρv(M,∇(∂)) := max(0,−vM,sp(∇(∂))).
On dit que (M,∇(∂)) est re´gulier si son rang de Poincare´-Katz est nul.
Nous e´crirons souvent ρv(∇(∂)) ou ρv(M) pour abre´ger. Il ne change pas si l’on
remplace ∂ par f.∂ avec v(f) = 0.
(1) dans le cas d’une alge`bre de matrices, nous prendrons pour | |M la norme-sup.
(2) on dit aussi “plus grande pente”, voir 2.4.
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Par ailleurs, on de´duit des proprie´te´s ge´ne´rales des valuations spectrales le com-
portement du rang de Poincare´-Katz par dualite´, somme directe et produit ten-
soriel:
ρv(M
∨) = ρv(M), ρv(M ⊕M
′) = max(ρv(M), ρv(M
′)),
ρv(M ⊗M
′) ≤ max(ρv(M), ρv(M
′))
avec e´galite´ si ρv(M) 6= ρv(M
′).
The´ore`me 2.1.2. (Turrittin-Katz). Supposons que (M,∇(∂)) admette une
base cyclique, c’est-a`-dire une base de M de la forme
m = (m,∇(∂)(m), . . . ,∇(∂)µ−1(m)).
Pour tout n ∈ N, notons Gn la matrice de ∇(∂)
n dans cette base, de sorte que
G1 s’e´crit sous la forme


0 0 θ0
1 0 θ1
. . .
0 1 θµ−1

.
1) Pour tout σ ≥ 1, les e´nonce´s suivants sont e´quivalents:
i) |∇(∂)|M,sp ≤ σ,
ii) pour tout j = 0, . . . , µ− 1, |θj | ≤ σ
µ−j ,
iii) pour tout n ∈ N, |Gn| ≤ σ
n+µ−1.
2) Supposons qu’il existe ξ ∈ F de valeur absolue min(1,min |θj|−1/µ−j).
Ainsi la matrice de ξ.∇(∂) dans la base
m′ =m


1 0 0
0 ξ 0
. . .
0 0 ξµ−1


est de norme ≤ 1. Si |∇(∂)|M,sp > 1, alors la re´duction de cette matrice dans le
corps re´siduel de F n’est pas nilpotente.
Voir [CD, 1.5](3). Le point 1) donne le calcul du rang de Poincare´-Katz
dans une base cyclique:
Corollaire 2.1.3. i) ρv(∇(∂)) = max(0, max
j=0,...,µ−1
−v(θj)
µ− j
); en particulier, si
v(F ∗) = Z, c’est un nombre rationnel de de´nominateur ≤ µ.
(3) et aussi [T], [Ka] en e´gale caracte´ristique. En ine´gale caracte´ristique, c’est-a`-dire
dans le cas p-adique, le point 1) est duˆ a` Dwork et Young; dans ce cas, |∇(∂)|M,sp n’est
autre que l’inverse du rayon de convergence ge´ne´rique, multiplie´ par |p|1/p−1.
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ii) La fonction n ∈ N 7→ log |∇(∂)n|M − n · ρv(∇(∂)) est borne´e; en particulier,
elle ne prend qu’un nombre fini de valeurs, toutes rationnelles, si v(F ∗) = Z et
si | |M est la norme-sup relative a` une base quelconque.
Corollaire 2.1.4. Si M est re´gulier, alors la matrice de ∇ dans toute base
cyclique est de norme ≤ 1.
Remarques 2.1.5. 1) Il est bien connu que (M,∇(∂)) admet une base cyclique
si carF = 0 ou bien si µ ≤ carF (par la re`gle de Leibniz, le re´sultat ne change
pas si l’on remplace ∂ par un multiple non nul, ce qui permet de supposer
l’existence d’un x tel que ∂(x) = 1; la preuve de [DGS, III.4.2] s’applique alors).
2) Il de´coule du point i) du corollaire que (M,∇(∂)) est re´gulier si et seulement
si il admet une base dans laquelle la matrice de ∇(∂) est de norme ≤ 1.
Exemples 2.1.6. 1) Soit K un corps et prenons pour F le corps de se´ries for-
melles K((x)) (resp. F = K((x2))((x1)) ) muni de la valuation x-adique ord x
(resp. x1-adique), et pour ∂ la de´rivation x
d
dx (resp.
∂
∂x2
). Alors |∂|F = 1, et
|∂|F,sp = 1 ou 0 selon que carK = 0 ou non.
2) Prenons pour K un corps p-adique, pour F le comple´te´ p-adique de F (x)
(ou bien le comple´te´ de OK((x)) ⊗OK K), et ∂ =
d
dx . Alors |∂|F = 1, et
|∂|F,sp = |p|
1/(p−1).
Comme me l’a fait remarquer F. Baldassarri, il serait plus naturel dans cette
situation de conside´rer, plutoˆt que max(0,−vM,sp(∇(∂))), la quantite´
(2.1.6.1) sup
D
max(0,−vM,sp(∇(D)))
ou` D parcourt les ope´rateurs diffe´rentiels K-line´aires de norme p-adique 1 (sur
F ), quantite´ qui co¨ıncide avec le rayon de convergence ge´ne´rique (valuatif); par
exemple, si |π| = |p|1/(p−1), elle distingue entre le module diffe´rentiel (F,∇( ddx )(1)
= 1) (pour lequel elle vaut 1), et (F,∇( ddx )(1) = π) (pour lequel elle est nulle).
2.2. Lemme de de´composition. Des lemmes de de´composition des conne-
xions formelles “suivant les valeurs propres” apparaissent sous de nombreuses
formes dans la litte´rature depuis Turrittin. En voici une version tre`s ge´ne´rale
due a` Levelt et van den Essen [LvdE].
Lemme 2.2.1. Soit R un anneau local noethe´rien complet, d’ide´al maximalm et
de corps re´siduel k. Soit δ une de´rivation de R telle que δ(R) ⊂ m et δ(m) ⊂ m2.
Soit M un R-module libre(4) de type fini, muni d’une action additive ∇(δ) de δ
ve´rifiant la re`gle de Leibniz, et notons ∇¯(δ) l’action k-line´aire induite par ∇(δ)
sur M¯ :=M⊗R k. Supposons que M¯ se de´compose sur k en somme directe
M¯ = ⊕ M¯j
(4) l’hypothe`se de liberte´ n’est meˆme pas impose´e dans [LvdE], mais elle permet de
simplifier sensiblement la preuve.
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de sous-espaces caracte´ristiques. Alors:
1) cette de´composition se rele`ve de manie`re unique en une de´composition
M = ⊕Mj
en sous-R-modules stables sous ∇(δ).
2) Soit δ′ est une autre de´rivation continue de R commutant a` δ, et soit ∇(δ′)
une application additive M → M ve´rifiant la re`gle de Leibniz vis-a`-vis de δ′, et
commutant a` ∇(δ). Alors la de´composition pre´ce´dente est stable sous ∇(δ′).
3) La meˆme conclusion vaut si, au lieu de supposer que δ et δ′ (resp. ∇(δ) et
∇(δ′)) commutent, on suppose seulement l’existence de deux non-diviseurs de
ze´ro g, g′ ∈ R tels que 1g δ et
1
g′ δ
′ (resp. 1g∇(δ) et
1
g′∇(δ
′)) commutent, et que
δ′(g)/g ∈ m.
L’assertion 3) ne figure pas dans loc. cit. , mais se de´montre par le meˆme
argument que 2): le point est que puisque δ′(g)/g, δ(g′)/g′ ∈ m, ∇¯(δ) et ∇¯(δ′)
commutent.
Pour comparer cette situation a` celle obtenue par changement de base injec-
tif (non ne´cessairement local)R→ R′, ou`R′ est un autre anneau local noethe´rien
complet de corps re´siduel k′, on a:
Comple´ment 2.2.2. Supposons que δ (resp. ∇(δ)) s’e´tende a` R′ (resp. a`
M′ = M ⊗R R
′) avec les meˆmes proprie´te´s. Alors la de´composition canonique
M′ = ⊕M′i qui rele`ve la de´composition en sous-espaces caracte´ristiques de
M¯′ :=M′ ⊗R′ k
′ raffine la de´composition M′ = ⊕Mj ⊗R R
′.
La de´monstration, directe, est laisse´e au lecteur.
2.3. The´ore`me de Turrittin-Levelt “abstrait”. On reprend la situation de
2.1 sous des hypothe`ses supple´mentaires:
- on suppose que F est complet pour une valuation discre`te v, qu’on normalise
de sorte que
v(F ∗) = Z.
Elle s’e´tend de manie`re unique a` toute extension finie F ′ de F , et il y a lieu de
multiplier la valuation e´tendue par l’indice de ramification e de l’extension pour
pre´server la condition de normalisation. On note v′ la valuation normalise´e sur
F ′ (de sorte que v′((F ∗) = eZ).
Notons par ailleurs que la de´rivation (de norme 1) ∂ s’e´tend de manie`re
unique a` toute extension finiemode´re´e de F - c’est-a`-dire re´siduellement se´parable
et d’indice de ramification premier a` la caracte´ristique re´siduelle p -, la de´rivation
e´tendue e´tant encore de norme 1(5).
(5) on se rame`ne au cas totalement ramifie´; l’anneau de valuation de F ′ est alors en-
gendre´, sur celui de F , par une uniformisante π, qui ve´rifie une e´quation d’Eisenstein
P (π) = 0. En utilisant le fait que v′(P ′(π)) = e− 1 [S, III,7, prop. 13], il est facile de
de´finir ∂(π) en appliquant ∂ a` l’e´quation d’Eisenstein, et v′(∂(π)) = v′(π) = 1.
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- on suppose que la dimension µ du module diffe´rentielM est strictement infe´rieure
a` la caracte´ristique re´siduelle si cette dernie`re est non nulle:
µ < p si p 6= 0.
The´ore`me 2.3.1. (De´composition de Turrittin-Levelt).
1) Il existe une extension F ′/F finie mode´re´e et une de´composition du mod-
ule diffe´rentiel MF ′ :=M ⊗F F
′ sur F ′:
(2.3.1.1) MF ′ = ⊕j Mφ¯j ,
avec
(2.3.1.2) Mφ¯j
∼= Lφj ⊗Rj ,
ou`
- les φj de´signent des e´le´ments de F
′, dont les classes φ¯j modulo l’anneau de
valuation V ′ de F ′ sont deux a` deux distinctes,
- Lφj = (F
′,∇j(∂)) avec ∇j(∂)(1) = φj ,
- Rj est un module diffe´rentiel re´gulier.
2) Cette de´composition (2.3.1.1) est unique.
3) On peut prendre F ′/F galoisienne de degre´ divisant µ!.
4) Si l’on remplace ∂ par f.∂ avec v(f) = 0, la de´composition ne change pas
(φ¯j est seulement remplace´ par f.φj).
Remarque 2.3.2. La condition que les φ¯j soient deux a` deux distincts est
raisonnable compte tenu de ce que Lφ est re´gulier si φ ∈ V
′.
De´monstration (esquisse)(6). 1) On raisonne par re´currence, pour l’ordre lex-
icographique), sur le couple (µ ∈ N, ρv ∈
1
µ!N), les cas µ ≤ 1 et ρv = 0 e´tant
triviaux. Soit m une base cyclique (cf. remarque 2.1.5). Avec les notations de
1.1.3, on a
ρv(∇(∂)) = max(0, max
j=0,...,µ−1
−v(θj)
µ− j
).
Quitte a` faire une extension mode´re´e de F , on peut supposer (puisque µ < p si
p 6= 0) que F contient un e´le´ment ξ de valuation ρv (7). On peut aussi supposer
que F contient les valeurs propres ζi de la matrice de ∇(∂) dans la base m
′ de
M introduite en 1.1.2.
Si les ζi ne sont pas dans la meˆme classe modulo l’ide´al maximal de V ′ et si
ρv > 0, on peut appliquer le point 1) du lemme de de´composition (avec R = V
′,
M = le V ′-module engendre´ par m′, et δ = ξ.∂), ce qui diminue µ.
Sinon, et si ρv > 0, la classe des ζi n’est pas l’ide´al maximal de V
′ d’apre`s 1.1.2,
2), et en tensorisant par L−ζ1/ξ, on diminue ρv. Ceci e´tablit le point 1).
Pour 2) et 3), on s’appuie sur le lemme suivant:
(6) voir aussi [T], [L] en e´gale caracte´ristique nulle .
(7) si le maximum des
−v(θj)
µ−j est ≥ 0 et atteint pour j = j0, on peut prendre ξ =
θ
−1/(µ−j0)
j0
puisque µ < p si p 6= 0.
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Lemme 2.3.3. Soit F ′′ une autre extension de F et soit ι : F ′ → F ′′ un F -
isomorphisme. Soient φ′ ∈ F ′, φ′′ ∈ F ′′ tels que ι(φ′) − φ′′ ne soit pas dans
l’anneau de valuation. Soient R′ (resp. R′′) un module diffe´rentiel re´gulier sur
F ′ (resp. F ′′). Alors
Hom∇(∂),ι(Lφ′ ⊗R
′, Lφ′′ ⊗R
′′) = 0.
En effet, cet espace d’homomorphismes horizontaux s’identifie a`
Hom∇(∂),F ′′(Lι(φ′)−φ′′ , ι(R
′)∨ ⊗ R′′),
qui est nul car Lι(φ′)−φ′′ est irre´gulier et irre´ductible, tandis que ι(R
′)∨⊗R′′ est
re´gulier. 
Le point 2) s’en de´duit imme´diatement. Pour en de´duire 3), prenons F ′′ = F ′
galoisien sur F , de groupe G, et prenons pour ι un e´le´ment de G. Alors on voit
que ι permute les Mφ¯j en permutant les φ¯j . Le sous-groupe normal G
′ de G
qui agit trivialement sur les φ¯j fixe donc les projecteurs qui de´finissent la de´-
composition MF ′ = ⊕ Mφ¯j , qui descend donc sur une extension galoisienne de
degre´
[G : G′] | µ!.
Le point 4) est imme´diat. 
Exemple 2.3.4. Prenons pour F un corps de se´ries formelles K((x)) avec la
valuation x-adique, et ∂ = x ddx . Rappelons que les extensions mode´re´es de
K((x)) sont de la forme F ′ = K ′((x1/e)), ou` K ′ est une extension se´parable de
K et ou` e est premier a` p si p 6= 0.
La projection F ′ → F ′/V ′ admet une section K-line´aire canonique d’image
x−1/eK ′[x−1/e]. On peut donc choisir les φj dans x
−1/eK ′[x−1/e] pour un entier
e ≥ 1 convenable, qui est un multiple de de´nominateur d de ρv (mais on prendra
garde qu’il ne lui est pas e´gal en ge´ne´ral). On peut prendre ξ = x1/d dans 2.1.2.
On ve´rifie aise´ment que les φj engendrent une extension galoisienne F
′ de F
qui est l’extension minimale sur laquelle a lieu la de´composition MF ′ = ⊕Mφ¯j .
Si ρv > 0, les ζi apparaissant dans la preuve de 2.3.1 sont alors exactement
les termes de degre´ x−1/d des φj , multiplie´s par x
1/d.
En caracte´ristique nulle, il est bien connu que tout module diffe´rentiel sur
F re´gulier est extension ite´re´e de modules diffe´rentiels de dimension un, et il en
est donc de meˆme de MF ′ .
En caracte´ristique non nulle, il n’en est rien en ge´ne´ral (cela de´pend de la
p-courbure, cf. [DGS, III.2], [A, 3.2.2]).
2.4. Polygoˆne de Newton. Un argument e´le´mentaire de descente galoisienne
montre que si l’on regroupe les Mφ¯j suivant la valeur de max(0,−v(φ¯j)) ∈
1
µ!N,
(8) la de´composition (moins fine) correspondante descend a` F et fournit la
de´composition suivant les pentes:
(2.4.1.1) M =
⊕
σ
M(σ),
(8) il s’agit ici de l’extension de la valuation v a` F ′, non normalise´e.
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et il est facile de voir que ρv(M(σ)) = σ. Cette de´composition ne change pas si
l’on remplace ∂ par f.∂ avec v(f) = 0.
De´finition 2.4.1. Le polygoˆne de Newton de (M,∇(∂)) est le polygoˆne convexe
contenu dans [0, µ]×R, non borne´ supe´rieurement, dont le sommet le plus a` droite
est (µ, 0), et dont le segment de pente σ est de longueur e´gale a` la dimension de
M(σ) (pour tout σ ∈ R+).
On le note NPv(M,∇(∂)) (ou NPv(∇(∂)) ou encore NPv(M) pour abre´ger). Il
ne change pas si l’on remplace ∂ par f.∂ avec v(f) = 0. Sa plus grande pente
est ρv(∇(∂)).
De ce que ρv(M(σ)) = σ, et de 1.1.3 i), on de´duit:
Corollaire 2.4.2. Choisissons un vecteur cyclique m, et e´crivons
µ∑
0
θi∇(∂)
i(m) = 0,
avec θµ = −1. Alors NPv(∇(∂)) est l’enveloppe convexe des demi-droites
{x1 = i, x2 ≥ v(θi)}, i = 0, . . . , µ.
En particulier, ses sommets sont a` coordonne´es entie`res.
Definition 2.4.3. L’irre´gularite´ deM , note´e irv(M), est la hauteur du polygoˆne
de Newton, c’est-a`-dire (avec les normalisations que nous avons choisies) l’oppose´
de l’ordonne´e du sommet le plus bas.
C’est donc un entier naturel qui ve´rifie l’ine´galite´
(2.4.3.1) irv(M) ≤ µ.ρv(M).
2.5. De´rivations commutantes. Soit ∂′ une autre de´rivation de F de norme
1. Supposons M muni d’une action K-line´aire ∇(∂′) de ∂′ ve´rifiant la re`gle de
Leibniz et commutant a` ∇(∂).
Proposition 2.5.1. 1) La de´composition de Turrittin-Levelt est stable sous
∇(∂′).
2) Supposons que pour tout f ∈ F , |∂(f)| = |f | si |f | 6= 1. Alors
(2.5.1.1) ρv(∇(∂
′)) ≤ ρv(∇(∂)) , NPv(∇(∂
′)) ⊂ NPv(∇(∂)).
De´monstration. Quitte a` passer a` une extension mode´re´e, on peut supposer
la de´composition de Turrittin-Levelt de´finie sur F . En suivant la de´monstration
de cette de´composition, il est clair que 1) de´coule du point 3) du lemme de de´-
composition 2.2.1 (en prenant g = ξ et g′ convenable pour que ∂′ respecte le
re´seau engendre´ par m′ sur l’anneau de valuation de F ).
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Pour le point 2), on peut supposer que M , muni de ∇(∂) et ∇(∂′), est
inde´composable. D’apre`s le point 1), la de´composition de Turrittin-Levelt tant
de (M,∇(∂)) que de (M,∇(∂′)) n’a qu’un seul facteur, note´ Lφ⊗R et L
′
φ′ ⊗R
′
respectivement. Il est donc isocline et l’assertion sur NP de´coule de celle sur ρ.
On a alors
∧µ
M ∼= L
⊗µ
φ ⊗
∧µ
R = Lµφ ⊗
∧µ
R (et de meˆme pour ∂′). Compte
tenu de ce que µ < p si p 6= 0, il suit que les ine´galite´s a priori
ρv(
µ∧
M,
µ∧
∇(∂)) ≤ ρv(M,∇(∂)), ρv(
µ∧
M,
µ∧
∇(∂′)) ≤ ρv(M,∇(∂
′))
sont des e´galite´s, ce qui nous rame`ne au cas µ = 1. Dans ce cas, prenant une
base m et e´crivant
∇(∂)m = θm, ∇(∂′)m = θ′m,
on a
∂′(θ) = ∂(θ′),
ρv(∇(∂
′)) = max(0,−v(θ′)) ≤ max(0,−v(∂(θ′)) = max(0,−v(∂′(θ)),
d’apre`s l’hypothe`se sur ∂, d’ou`
ρv(∇(∂
′)) ≤ max(0,−v(θ)) = ρv(∇(∂)). 
Corollaire 2.5.2. Sous l’hypothe`se de 2), siM est re´gulie`re vis-a`-vis de ∂, alors
M est aussi re´gulie`re vis-a`-vis de ∂′.
Remarque 2.5.3. L’argument de 2) montre qu’on peut toujours prendre φ =
θ/µ. Lφ et R sont alors munis d’actions de ∂
′ compatibles avec ∇(∂′) sur le
produit tensoriel. En outre, dans la situation F = K((x)) de 2.3.4, on observe
que puisque ∂′ est de norme 1, elle commute a` la troncation K ′((x1/e)) →
x−1/eK ′[x−1/e]. On de´duit de la` qu’on peut associer au choix canonique φj ∈
x−1/eK ′[x−1/e] un unique φ′j ∈ x
−1/eK ′[x−1/e] tel que ∂′(φj) = ∂(φ
′
j).
3. De´composition de Turrittin-Levelt avec parame`tres, points
tournants.
Dans ce paragraphe, nous analysons d’un point de vue purement alge´brique
le phe´nome`ne classique des points tournants, c’est-a`-dire (essentiellement) des
points du diviseur polaire ou` la de´composition de Turrittin-Levelt ne se spe´cialise
pas. Outre le the´ore`me 3.4.1, ce paragraphe contient deux re´sultats importants
pour la suite (§6): 3.1.1 et 3.3.1.
3.1. Rang de Poincare´-Katz et spe´cialisation. Plac¸ons-nous dans la si-
tuation ou` F = K((x)) muni de la valuation x-adique v, et ou` ∂ = x ddx . Sup-
posons que K soit donne´ comme corps de fractions d’un anneau A noethe´rien
inte´gralement clos.
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Soit M un module diffe´rentiel sur
A((x)) = A[[x]][
1
x
],
c’est-a`-dire un A((x))-module projectif de type fini muni d’une action A-line´aire
continue ∇(∂) de ∂ ve´rifiant la re`gle de Leibniz.
On note ρ = ρ(M)) le rang de Poincare´-Katz du module diffe´rentiel MF
(relativement a` la valuation x-adique). La simplicite´ de la preuve du re´sultat
suivant illustre l’avantage du point de vue spectral sur le rang de Poincare´-Katz.
Lemme 3.1.1. Soit P un point de SpecA et soit (M(P ) =M⊗A((x)) κP ((x)),∇(P ))
le module diffe´rentiel spe´cialise´ sur κP ((x)). On a
(3.1.1.1) ρ(M(P )) ≤ ρ(M).
De´monstration. MunissonsM d’une norme x-adique quelconque, et le κP ((x))-
espace vectoriel de la norme x-adique quotient. Par de´finition
ρ(M) = max(0,−vM,sp(∇(∂))), ρ(M(P )) = max(0,−vM(P ),sp(∇(P )(∂))),
et il est clair que vM(P ),sp(∇(P )(∂)) ≥ vM,sp(∇(∂)) (le choix des normes x-adiques
sur M et M(P ) n’a en fait aucune importance puisqu’on ne s’inte´resse qu’aux
valuations spectrales). 
Corollaire 3.1.2. Si M est re´gulier, il en est de meˆme de M(P ).
3.2. Points semi-stables. On suppose de´sormais que le rang µ de M sur
A((x)) est strictement infe´rieur aux caracte´ristiques re´siduelles de A si celles-ci
sont non nulles.
On dispose de la de´composition de Turrittin-Levelt (cf. 2.3.1, 2.3.4) de
MF ′ = M ⊗A((x)) F
′ sur une extension galoisienne F ′ = K ′((x1/e)) convenable
de F de degre´ divisant µ!
(3.2.1.1) MF ′ = ⊕j Mφ¯j ,F ′ , Mφ¯j ,F ′
∼= Lφj ,F ′ ⊗ Rj,F ′
avec φj ∈ x
−1/eK ′[x−1/e], de degre´ ≥ −ρ en x, l’un des φj au moins e´tant
exactement de degre´ −ρ.
Ce paragraphe est de´volu a` l’e´tude de la question suivante.
Question 3.2.1. Les coefficients des φj sont-ils dans la cloˆture inte´grale A
′ de A
dans K ′, et cette de´composition deMK′((x1/e)) descend-elle en une de´composition
sur A′((x1/e))
(3.2.1.2) MA′ = ⊕j Mφ¯j , Mφ¯j
∼= Lφj ⊗Rj ?
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Remarque 3.2.2. Soit K ′′ une K ′-alge`bre et A′′ ⊂ K ′′ un sous-anneau tel que
A′′ ∩K ′ = A′. Alors la question 3.2.1 a une re´ponse positive si et seulement s’il
en est ainsi de la question analogue avec A′, K ′ remplace´s par A′′, K ′′.
En effet, puisque M est projectif de type fini, il en est de meˆme de EndM =
M∨ ⊗ M , donc il existe des e´le´ments n1, . . . , ns de EndM et des e´le´ments
n∨1 , . . . , n
∨
s du dual tels que pour tout n ∈ EndM , n =
∑
〈n∨i , n〉ni. Dire
qu’une de´composition de MK′((x1/e)) descend sur A
′((x1/e)) revient a` dire que
pour les projecteurs n qui la de´finissent, les e´le´ments 〈n∨i , n〉 ∈ K
′((x1/e)) sont
en fait dans A′((x1/e)). Mais ceci e´quivaut aussi a` 〈n∨i , n〉 ∈ A
′′((x1/e)).
Cette remarque montre plus ge´ne´ralement que la re´ponse a` 3.2.1 ne de´pend pas
de F ′.
La re´ponse a` 3.2.1 est positive en rang µ = 1. En revanche, sans hypothe`se
supple´mentaire, la question a une re´ponse ne´gative:
Contre-exemple 3.2.3. Supposons que A = k[[x2]], et que M soit libre de
rang deux, et que ∇(∂) soit donne´ dans une base (m1, m2) par
∇(∂)(m1) =
x2
x
m1, ∇(∂)(m2) = −m1.
Les pentes sont 0 et 1, et la de´composition de Turrittin-Levelt sur F = k((x2))((x))
s’e´crit
MF ∼= Lx2
x ,F
⊕ L0,F .
Mais en x2 = 0,M se spe´cialise en un module diffe´rentiel re´gulier inde´composable.
Donc la de´composition de Turrittin-Levelt ne descend pas de F a` k[[x2]]((x)).
De´finition 3.2.4. Soit P un point de Z = SpecA. Nous dirons que P est
semi-stable pour M si la re´ponse a` 3.2.1 est positive lorsque l’on remplace A′
par le semi-localise´ A′P .
En vertu de la remarque 3.2.2, la re´ponse a` 3.2.1 est positive si et seulement
si tous les points sont semi-stables. Le point ge´ne´rique est e´videmment semi-
stable.
Cette terminologie est motive´e d’une part par l’analogie avec le proble`me
de la re´duction semi-stable des F -isocristaux surconvergents dans le cas p-adique
(cf. [Ke]), d’autre part parce que “stable” semble un antonyme acceptable de
l’adjectif “tournant” classique en analyse asymptotique, cf. infra 3.4.2.
Remarques 3.2.5. 1) Si tous les points de Z sont semi-stables, la de´composition
suivant les pentes (2.4.1.1) deMF provient d’une de´composition deM lui-meˆme.
2) Si P est semi-stable pour M , il l’est aussi pour EndM =M∨ ⊗M .
Lemme 3.2.6. Si P est un point semi-stable pour M , on a
(3.2.6.1) NP (M(P )) ⊂ NP (M), NP (EndM(P )) ⊂ NP (EndM).
C’est imme´diat a` partir de la de´finition 2.4.1 (et compte tenu de la remarque
pre´ce´dente). 
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Nous montrerons dans l’appendice que (3.2.6.1) vaut meˆme sans la condition
de semi-stabilite´.
3.3. Forme normale. Dans la direction de 3.2.1, on a le re´sultat ge´ne´ral
suivant:
Proposition 3.3.1. Pour tout j, le coefficient φj,−ρ de degre´ −ρ en x dans φj
est entier, i.e. appartient a` A′.
Plus ge´ne´ralement, e´tant donne´ r > 0, supposons que pour tout s > r, le coef-
ficient φj,−s de x
−s dans φj soit inde´pendant de j; alors pour tout s ≥ r, φj,−s
appartient a` A′.
La seconde assertion se de´duit de la premie`re en tensorisant par L−φj,−ρx−ρ
et en ite´rant.
Compte tenu de ce qu’un anneau noethe´rien inte´gralement clos est inter-
section de ses localise´s en les ide´aux premiers de hauteur 1, on peut d’emble´e
remplacer A par un tel localise´ puis par son comple´te´, qui est un anneau de
valuation discre`te complet, et il s’agit de montrer que les φj,−ρ sont entiers sur
A. La proposition 3.3.1 est alors conse´quence imme´diate du re´sultat plus pre´cis
suivant, qui fournit une sorte de forme normale pour ∇(∂).
The´ore`me 3.3.2. Soit A un anneau de valuation discre`te complet, de corps de
fractions K, de corps re´siduel k. Soit M un module diffe´rentiel de rang µ sur
A((x)) (pour la de´rivation ∂ = x ddx). Si car k 6= 0, on suppose que µ < car k.
Soit d le de´nominateur du rang de Poincare´-Katz ρ de M .
Alors il existe une base n de MA((x1/d)) dans laquelle la matrice de ∇(∂) est
de la forme
x−ρG(x), avec G(x) ∈Mµ(A[[x
1/d]]).
En outre, si ρ > 0, l’ensemble des valeurs propres non nulles de G(0) co¨ıncide
avec l’ensemble des φj,−ρ.
De´monstration. D’apre`s la the´orie des polygoˆnes de Newton de se´ries de
Laurent (cf. [DGS, II.3]), l’anneau A((x)) est principal, de sorte que M est
automatiquement libre sur A((x)). Fixons-en une base n′.
Le corps de fractions de A((x)) est un sous-corps de F = K((x)) que nous
notons provisoirement F0. Par ailleurs, puisque car k = 0 ou > µ, il existe
un vecteur cyclique pour le module diffe´rentiel Mk((x)) (obtenu par re´duction
modulo l’ide´al maximal m de A). Relevons-le en un e´le´ment m de M . Alors m
est un vecteur cyclique pour le module diffe´rentiel MF0 . En effet, il suffit de voir
qu’il l’est sur une extension diffe´rentielle convenable de F0, par exemple le corps
de fractions du comple´te´ m-adique Â((x))m de A((x)) (ce comple´te´ m-adique est
lui-meˆme un anneau de valuation discre`te complet pour la topologiem-adique, de
corps re´siduel k((x))). Or, par le lemme de Nakayama, le plus petit sous-module
de M
Â((x))m
stable sous ∂ et contenant m est M
Â((x))m
lui-meˆme puisqu’il en est
ainsi modulo m. Posons
m = (m,∇(∂)(m), . . . ,∇(∂)µ−1(m)).
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Pour simplifier les notations, remplac¸ons d’emble´e x par x1/d et ρ par l’entier
dρ.
Alors la matrice de ∇(∂) dans la base
m′ =m


1 0 0
0 xρ 0
. . .
0 0 xρ(µ−1)


de MF0 est de la forme
x−ρH(x), avec H(x) ∈Mµ(K[[x]] ∩ F0).
Si ρ(M) > 0, l’ensemble des valeurs propres non nulles de H(0) co¨ıncide avec
l’ensemble des coefficients φj,−ρ des termes de degre´ −ρ en x dans les φj , cf.
2.3.4 (ceci prouve de´ja` 3.3.1).
Pour chasser les de´nominateurs deH, i.e. se ramener a` une matrice de se´ries
a` coefficients dans une extension finie entie`re de A, nous allons employer une
technique e´prouve´e dans la the´orie des e´quations diffe´rentielles ultrame´triques
(cf. e.g. [DGS, V.5.1]).
Notons J ∈Mµ(A((x))) la matrice de passage de n
′ vers m′:
m′ = n′J.
Le proble`me est que son de´terminant n’est pas ne´cessairement inversible dans
A((x)). D’apre`s la the´orie des polygoˆnes de Newton de se´ries de Laurent ([DGS,
II.3]), det J est produit d’un polynoˆme ϕ ∈ A[x] unitaire et d’un e´le´ment in-
versible de A((x)). Soit A′′ l’extension entie`re obtenue par adjonction des racines
de ϕ et K ′′ son corps de fractions. Alors J se factorise en
J = J ′(J ′′)−1, avec J ′ ∈ GLµ(A
′′((x))), J ′′ ∈ GLµ(K
′′[x]0)
(l’indice 0 de´signant la localisation en 0).
En effet, soit ξ l’un des ze´ros de ϕ. Pour e´tablir cette factorisation, on se
rame`ne par re´currence (sur le nombre et la multiplicite´ de ces ze´ros) a` trouver
une matrice J ′′1 ∈ GLµ(K
′′[x]0) telle que JJ
′′
1 n’ait pas de poˆle en ξ et que
ordξ det JJ
′′
1 < ordξ det J . Soit λ1, . . . , λµ ∈ A les coefficients d’une relation de
de´pendance line´aire non triviale entre les colonnes of J|x=ξ. On peut supposer
que l’un d’entre eux, soit λi, vaut 1, et il est facile de voir que
J ′′1 =


Ii−1 λ1/(x− ξ) 0i−1,µ−i
...
λi−1/(x− ξ)
0 1/(x− ξ) 0
λi+1/(x− ξ)
...
0µ−i,i−1 λµ/(x− ξ) Iµ−i


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(d′inverse (J ′′1 )
−1 =


Ii−1 −λ1 0i−1,µ−i
...
−λi−1
0 x− ξ 0
−λi+1
...
0µ−i,i−1 −λµ Iµ−i


) remplit cet office.
Graˆce a` la factorisation J = J ′(J ′′)−1, on voit que
n′′ := n′J ′ =m′J ′′
engendre un A′′[[x]]-re´seau M′′ de MA′′((x)) stable sous x
ρ∂ = xρ+1 ∂∂x . Alors
M = M′′ ∩M est un A[[x]]-re´seau de M , stable sous xρ∂, et toute base n de M
convient pour la premie`re assertion de 3.3.2.
La matrice de xρ∂ dans la base n′′ est (J ′′)−1H(x)J ′′ + (J ′′)−1xρ∂J ′′. Soit
G(x) la matrice de xρ∂ dans n, vue comme base de M′′. Comme la classe de
conjugaison de G(0) ne de´pend pas du choix de la base, c’est aussi celle de H(0).
En particulier, les valeurs propres de G(0) sont les meˆmes que celles de H(0), et
celles non nulles sont donc les φj,−ρ si ρ(M) > 0. 
3.4. Points stables, points tournants. Revenons a` la situation de 3.2. On
note NP (M) le polygoˆne de Newton du module diffe´rentiel MF (relativement a`
la valuation x-adique).
The´ore`me 3.4.1. Soient P un point de Z = SpecA, AP le localise´ de A en P ,
et κP son corps re´siduel.
1) Les cinq conditions suivantes sont e´quivalentes:
i) quitte a` remplacer SpecA par un voisinage de Zariski de P , les φj sont
dans x−1/eA′[x−1/e] et ve´rifient la condition
(∗) φj (resp. φi − φj) est inversible dans A
′((x1/e)) si non nul (resp. si i 6= j),
et la de´composition de Turrittin-Levelt de MK′((x1/e)) descend sur A
′((x1/e)),
ii) idem en remplac¸ant A′ par le semi-localise´ A′P ,
iii) les coefficients des termes de plus bas degre´ des φj (resp. φi − φj) sont
des unite´s dans A′P ,
iv) on a e´galite´ de polygoˆnes de Newton
(∗∗) NP (M(P )) = NP (M), NP (EndM(P )) = NP (EndM),
v) pour tout germe (formel) de courbe C coupant x = 0 transversalement
en P , on a e´galite´ de polygoˆnes de Newton
NP (MC) = NP (M), NP (EndMC) = NP (EndM).
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2) Si A est un anneau re´gulier, ces conditions entraˆınent qu’on peut choisir A′
e´tale sur A au-dessus d’un voisinage de P .
De´finition 3.4.2. Nous dirons que P de Z est un point stable pour M s’il
ve´rifie les conditions e´quivalentes de 1) ci-dessus. Un point qui n’est pas stable
est dit tournant.
Il est clair qu’un point stable est semi-stable au sens de 3.2.4. La terminolo-
gie “point tournant” est conforme a` la tradition en analyse asymptotique (cf.
[W]). Le the´ore`me 3.4.1 est d’ailleurs proche de la caracte´risation des points
tournants donne´e dans [Sc], et raffine des re´sultats de [BaV, 5.7].
Corollaire 3.4.3. Les points tournants forment un ferme´, vide ou purement de
codimension un, de SpecA.
De´monstration. Cela de´coule du crite`re ii) pour les points stables et du Haupt-
idealsatz de Krull.
Exemple 3.4.4. Pour Z = A1 = Spec k[x2] et φ = x2/x1, l’unique point
tournant pour Lφ est 0, qui est semi-stable.
3.5. Preuve de 3.4.1. 1) Les implications i) ⇒ ii) ⇒ iii) et v) ⇒ iv) sont
imme´diates, et iii)⇒ v) est aise´e: noter que si P ′ est l’un quelconque des points
de SpecA′ au-dessus de P , les degre´s en 1/x de
φj(P
′), resp. φj , resp. φi(P
′)− φj(P
′), resp. φi − φj (i 6= j)
apparaissent comme pentes de
NP (M(P )), resp. NP (M), resp. NP (EndM(P )), resp. NP (EndM),
compte tenu de 3.1.2.
Prouvons iv) ⇒ ii). Pour cela, on peut remplacer A par AP , puis par son
comple´te´ (compte tenu de la remarque 3.2.2); supposons donc que A soit un
anneau de valuation discre`te complet, et P le point ferme´ de Z = SpecA.
On proce`de par re´currence sur le rang µ, en remarquant que la condition iv) est
stable par facteur direct. Le cas µ = 1 est imme´diat. Par ailleurs, le cas ρ = 0
e´tant trivial, on peut supposer ρ > 0.
Supposons d’abord qu’il n’y ait qu’un seul φj . Il de´coule alors de 3.3.1 que
φj est a` coefficients dans A
′ ∩K = A. En outre, la condition iv) implique que
φj,−ρ est une unite´ de A, ce qui e´tablit ii) dans ce cas.
Supposons dore´navant qu’il y ait plusieurs φj . Fixons j, et posons
ρ′ = max
i6=j
−vx(φi − φj) ∈ ]0, ρ].
Il de´coule de 3.3.1 que la composante φ≤−ρ
′
j de φj de degre´ ≤ −ρ
′ est a` coefficients
dans A′. En outre le module diffe´rentiel
M ′ =M ⊗ L
−φ≤−ρ
′
j
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a au moins deux pentes, et son rang de Poincare´-Katz est ρ′. C’est donc aussi
le rang de Poincare´-Katz de EndM ′. Par ailleurs, la condition iv) implique
NP (EndM ′(P )) = NP (EndM
′). On tire de la` que les coefficients φi,−ρ′ − φj,−ρ′
sont ou bien nuls, ou bien inversibles dans A′, et les deux cas interviennent.
Le lemme de de´composition 2.2.1 (point 1) s’applique alors a` la de´rivation
δ = xρ
′+1 ∂
∂x de A
′[[x1/e]] (qui est un anneau complet d’ide´al maximalm engendre´
par l’ide´al maximal de A′ et x), et au A′[[x1/e]]-re´seauM′ engendre´ par une base
n comme dans 3.3.2. D’ou` une de´composition du module diffe´rentiel M ′
A′[[x1/e]]
,
donc aussi de MA′[[x1/e]], ce qui permet de diminuer µ tout en respectant la
condition (∗∗) sur les polygoˆnes de Newton. On en de´duit, par re´currence, que
la de´composition de Turrittin-Levelt de MK′((x1/e)) descend sur A
′((x1/e)). Il
est alors clair que la condition iv) implique ii).
Pour terminer la preuve du point 1), il suffit d’e´tablir iii)⇒ i). La condition
iii) e´tant locale, elle implique (compte tenu de ce qui pre´ce`de) iv) et ii) en tout
point P ′ d’un voisinage affine U de Zariski de P dans Z, ce qui, compte tenu de
la remarque 3.2.2, implique i).
De´montrons le point 2). On peut supposer qu’il n’y a qu’une seule pente
ρ > 0. On sait que l’on peut prendre pour K ′ l’extension de K engendre´e par
les coefficients des φj (2.3.4), qui par hypothe`se sont entiers sur A. Il s’agit donc
de de´montrer que les A[φj,−k] sont des extensions e´tales de A. Le the´ore`me de
purete´ de Zariski-Nagata (cf. [SGA1, X.3.1) permet encore de remplacer A par
le comple´te´ d’un localise´ en un premier de hauteur 1 quelconque. On peut donc
supposer de nouveau que A est un anneau de valuation discre`te complet.
Commenc¸ons par montrer que les A[φj,−ρ] sont e´tales sur A. Pour tout
e´le´ment ι du sous-groupe d’inertie I de Gal(K ′/K), et toute valeur propre φj,−ρ
de H(0) (notation de 3.2.2), ι(φj,−ρ) en est une autre φi,−ρ, et φi,−ρ − φj,−ρ
est dans l’ide´al maximal de A′. De ce que les segments de pente maximale ρ
co¨ıncident pour NP (EndM(P )) et pour NP (EndM), on de´duit que φi,−ρ =
φj,−ρ. Donc les φj,−ρ sont fixes sous I, i.e. sont dans une extension non ramifie´e
de A (contenue dans A′).
En tordant M par L−φj,−ρx−ρ , ou` j re´alise le minimum des nombres ra-
tionnels mini6=j vA′(φi,−ρ − φj,−ρ), et en ite´rant, on trouve que tous les φj,−k
sont dans une extension non ramifie´e de A. 
3.6. Les diviseurs DZ,σ(M). Rappelons que Gal(F
′/F ) permute les com-
posantes Mφ¯j ,F ′ de la de´composition (3.2.1.1) en permutant les φj (cf. 2.3.1,
2.3.4). Soit σ l’une des pentes non nulles deMF (cf. 2.4). Notons J(σ) l’ensemble
des j pour lesquels φj ∈ F
′ apparaˆıt dans la composante de MF ′ de pente σ.
E´crivons le terme de φ¯j de plus bas degre´ en x sous la forme
φj,−σ.x
−σ,
avec φj,−σ ∈ K ′. Pour σ ∈ J(σ), notons µj la dimension de Rj,F ′ sur F
′, et
posons
µ(σ) =
∑
j∈J(σ)
µj ,
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de sorte que σ.µ(σ) est l’irre´gularite´ de la composante de MF de pente σ.
Il est alors clair que l’expression
(3.6.1.1) ϕσ(x) =
∏
j∈J(σ)
(xσ − φj,−σ)
µj
est un polynoˆme dans K[x], de degre´ e´gal a` σ.µ(σ).
Si tous les points de Z = SpecA sont semi-stables, on a meˆme ϕσ(x) ∈ A[x],
et ce polynoˆme de´finit un diviseur de Weil positif
DZ,σ(M) = (ϕσ(x)) ∈ Div( SpecA[x]).
Chacune de ses composantes est finie sur Z, et e´tale au-dessus des points stables.
4. E´vitement des points tournants par e´clatement.
Dans ce paragraphe, on s’inte´resse a` la structure formelle des modules a` con-
nexion inte´grable a` plusieurs variables x1, x2, . . . , xd, a` poˆles le long du diviseur
lisse x1 = 0. Le corollaire 4.3.3 jouera un roˆle crucial au §7.
4.1. Connexions me´romorphes formelles sur X. On suppose maintenant
que A est une alge`bre noethe´rienne inte`gre et formellement lisse de dimension
d − 1 sur un corps alge´briquement clos k. En pratique Z = SpecA sera une
varie´te´ connexe lisse sur k, ou parfois le comple´te´ d’une telle varie´te´ en un point
ferme´ P .
On conside`re un sche´ma formel affine x-adique
X ∼= Spf A[[x]],
dont on identifie la fibre spe´ciale Xred a` Z (sous-sche´ma ferme´ de´fini par x = 0).
On appelle faisceau des fonctions me´romorphes formelles sur X a` poˆles le long
de Z le faisceau
OX(∗Z) := OZ((x)) = OX[
1
x
].
On appelle faisceau des formes diffe´rentielles me´romorphes formelles sur X a`
poˆles le long de Z le OX(∗Z)-module (localement libre de rang d)
Ω1X(∗Z) := Ω
1
X[
1
x
] ∼= Ω1Z((x))⊕OX(∗Z).dx.
Les formes diffe´rentielles a` poˆles logarithmiques le long de Z en forment le sous-
OX-module
Ω1X(logZ)
∼= Ω1Z [[x]]⊕OX.
dx
x
.
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On se donne par ailleurs un A((x))-module projectif de type fini M (vu
comme OX(∗Z)-module) muni d’une connexion inte´grable relative a` k:
∇ : M→M⊗OX(∗Z) Ω
1
X(∗Z).
Par abus de langage, on dira que M est une connexion me´romorphe formelle sur
X a` poˆles le long de Z.
Remarque 4.1.1. La projectivite´ de M est automatique: c’est un fait ge´ne´ral,
inde´pendant de l’inte´grabilite´, qui vient de ce que l’anneau diffe´rentiel A((x))
est simple (eu e´gard a` ∂ = x ddx et aux k-de´rivations de A), cf. [A1, 2.5.2.1].
Remarques 4.1.2. 1) Les connexions me´romorphes formelles de rang un a`
poˆles le long de Z sont celles de la forme Lω = (OX(∗Z), ∇(1) = ω), ω ∈
Ω1X(∗Z), dω = 0. Avec les notations du paragraphe pre´ce´dent, on pose 〈∂, ω〉 =
φ ∈ A((x)).
Une telle connexion Lω est re´gulie`re si et seulement si ω ∈ Ω
1
X(logZ).
Ajouter a` ω une diffe´rentielle ferme´e dans Ω1X(logZ) revient donc a` tordre Lω
par une connexion re´gulie`re de rang un, ce qui permet de se ramener au cas ou`
φ ∈ 1xA[
1
x ], de degre´ en
1
x e´gal au rang de Poincare´-Katz ρ de Lω relativement a`
∂ le long de Z (cf. 2.5.3).
2) Si A est local complet de caracte´ristique 0, le lemme de Poincare´ formel permet
d’e´crire
(4.1.2.1) ω = ǫ
dx
x
+ d(x−ρ.α),
ou` ǫ ∈ k, α ∈ OX. On peut alors e´crire la connexion Lω sous la forme
(4.1.2.2) xǫex
−ρ.α.OX(∗Z)
et on a
(4.1.2.3) ∂(α)− ρα = (φ+ ǫ)xρ.
Dans le cas ou` φ ∈ 1xA[
1
x ], on a ǫ = 0, et on en de´duit qu’on peut choisir de
manie`re unique α ∈ A[x], nul ou de degre´ ≤ ρ en x. Un point P ∈ SpecA est
stable si et seulement si α(0) ne s’annule pas en P .
3) Si A est local complet de caracte´ristique 0, il est bien connu que les connexions
me´romorphes formelles re´gulie`res (a` poˆles le long de Z) sont extensions ite´re´es
de connexions me´romorphes formelles re´gulie`res de rang un.
Esquissons une de´monstration dans le cas d = 2, c’est-a`-dire A ∼= k[[x2]]. Soit n
une base deM dans laquelle la matrice G de ∂ est a` coefficients dans k[[x2, x]] (il
en existe d’apre`s 3.3.2). L’inte´grabilite´ entraˆıne que les valeurs propres de G sont
dans k. Un argument classique de changement de base (en commenc¸ant par des
cisaillements pour que ces valeurs propres soient distinctes modulo Z) permet
ensuite de supposer G a` coefficients dans k[[x2]]. Par inte´grabilite´, la matrice de
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∇(x2
∂
∂x2
) est aussi a` coefficients dans k[[x2]]. On conclut par la the´orie a` une
variable x2 (voir aussi [S2 III.2.1.1]).
4.2. Cas ou` les points de Z sont semi-stables ou stables. Si tous les
points de Z sont semi-stables pour M, on a une de´composition (3.2.1.2) de
l’image inverse M′ de M sur Spf A′[[x1/e]] compatible a` l’action de ∂ = x ∂∂x ,
ainsi qu’une de´composition de M suivant les pentes (3.2.5). En outre, si tous les
points de Z sont stables pour M, alors d’apre`s 3.4.1, A′ est e´tale sur A, donc
formellement lisse sur k.
Proposition 4.2.1. Si tous les points de Z sont semi-stables, la de´composition
de M suivant les pentes est une de´composition de connexions me´romorphes
formelles. En outre, si tous les points de Z sont stables, alors la de´composition
(3.2.1.2) de M′est une de´composition de connexions me´romorphes formelles.
De´monstration. Le point est l’inte´grabilite´, qui re´sulte de 2.5.1,1) et 2.5.2. 
La remarque 2.5.3 s’applique aussi dans ce contexte.
Conside´rons le dual TX,Z de Ω
1
X(logZ), et le morphisme
ι : OZ → (TX,Z)|Z
dual de l’application re´sidu. Le choix d’une de´rivation continue ∂ ∈ Γ(TX,Z)
dont la restriction a` Z est ι(1) identifie le fibre´ normal NZX a` SpecA[x], ∂
s’identifiant alors a` x ∂∂x , cf. [AB, I.1.4.5].
Supposons que les points de Z soient semi-stables pour M, et soit σ une
pente non nulle de M. Alors le diviseur de Weil positif DZ,σ(M) (cf. 3.6)
s’interpre`te comme diviseur sur NZX .
Lemme 4.2.2. Cette interpre´tation est canonique, i.e. ne de´pend pas du choix
de ∂.
De´monstration. D’apre`s 3.2.5, on peut supposer que M a une seule pente
σ. En outre, par descente, on se rame`ne au cas Z = Z ′, e = 1. Toute autre
de´rivation continue de O(X) ayant les meˆmes proprie´te´s s’e´crit u.∂ + vx∂′ ou`
u est une unite´ principale x-adique (i.e. vaut 1 modulo l’ide´al IZ de Z), v est
entier x-adique, et ∂′ commute a` ∂. D’apre`s 2.5.1 2) (applique´ a` la composante
M(σ) de M de pente σ), vx∂
′ ne contribue pas au terme de plus bas degre´ en
x dans φj . Ainsi, l’inverse x
σφ−1j,−σ de ce terme est un e´le´ment bien de´fini de
Γ(IσZ/I
σ+1
Z ) ⊂ O(NZX ), et DZ,σ(M) un diviseur bien de´fini sur NZX . 
Remarque 4.2.3. Dans le cas particulier ou` Z est une courbe sur k de caracte´-
ristique nulle, ce 1-cycle DZ,σ(M) ⊂ NZ X co¨ıncide avec celui que Sabbah ([S1],
[S2, I.3.1]) a construit en projetant sur NZ X l’intersection, dans le cotangent
T ∗NZ X, du 2-cycle micro-caracte´ristique CCh
′
Z,σ(M) (au sens d’Y. Laurent) et
22
du 2-cycle image inverse du point 1 par le morphisme d’Euler T ∗NZ X → A1.
Nous n’aurons pas besoin de ce fait(9).
4.3. Stabilisation par e´clatement. Un germe de courbe C sur X est un point
ferme´ de SpecA[[x]]\Z, ou, ce qui revient au meˆme ([BoL 3.4]), un sous-sche´ma
formel x-adique ferme´ de X du type Spf B, ou` B est local inte`gre de dimension
1.
On se donne un germe C de courbe lisse (i.e. ∼= Spf B avec B comme ci-
dessus et re´gulier) sur X coupant Z transversalement en un point ferme´ P . Un
tel germe correspond a` une section du morphisme structural X → Spf k[[x]], et
quitte a` changer l’isomorphisme X ∼= Spf A[[x]], on se rame`ne au cas ou` l’ide´al
de C est engendre´ dans OX par des ge´ne´rateurs de l’ide´al de P dans Z.
Conside´rons la suite d’e´clatements formels (cf. [BoL])
Xn+1 → Xn → · · · → X0 = X
du point Pn intersection du transforme´ strict Cn de C et de la composante En
du diviseur exceptionnel rencontrant Cn, en partant de C0 = C, P0 = P .
Soit Z ′n la re´union des composantes de l’image inverse de Z distinctes de En, et
posons
X0n = Xn \ Z
′
n, E
0
n = En \ (Z
′
n ∩ En).
Alors X0n est un k[[x]]-sche´ma formel affine, et (X
0
n)red = E
0
n (varie´te´ affine
connexe lisse sur k).
Pour tout n ≥ 1, on dispose alors de l’image inverse Mn de M sur X0n, qui
est une connexion me´romorphe formelle sur X0n a` poˆles le long de E
0
n.
The´ore`me 4.3.1. Pour n ≥ ρ(M) + 1, le point Pn ∈ E
0
n est un point stable
pour Mn.
De´monstration. Soit P ′n un point stable de E
0
n, et soit C
′
n le germe de courbe
sur X0n coupant E
0
n transversalement en P
′
n. L’image de P
′
n dans Xm, m < n,
n’est autre que Pm. Comme C coupe x = 0 transversalement en P , on voit que
pour 0 < m < n, tant Cm que C
′
m coupent E
0
m transversalement en Pm.
D’apre`s 3.4.1, il s’agit de montrer, sous l’hypothe`se n ≥ ρ(M) + 1, que
(∗∗)n NPPn(Mn|Cn) = NPP ′n(Mn|C′n), NPPn(EndMn|Cn) = NPP ′n(EndMn|C′n).
Nous allons montrer plus:
(9) En notant (x1, x2, ξ1, ξ2) les coordonne´es sur T
∗NZ X (avec x1 = x, et x2 une
coordonne´e sur Z), le morphisme d’Euler est x1ξ1, et on peut montrer, en utilisant la
remarque 4.1.2, 3), que dans le cas ou` σ est entier, CCh′Z,σ(M) est combinaison des
surfaces
xσ+11 ξ1 = φj,−σ , σ.x
σ
1ξ2 +
∂φj,−σ
∂x2
= 0,
affecte´es de la multiplicite´ µj .
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Lemme 4.3.2. Si ρ(M) ≤ m < n, alors l’isomorphisme compose´ de k-alge`bres
ιm : OCm,Pm = k[[x]] →֒ OXm,Pm → OC′m,Pm
induit un isomorphisme horizontal
Mm|Cm
∼= Mm|C′m
(d’ou` aussi un tel isomorphisme pour tout m ≥ 0, et en particulier (∗∗)n pour
m = n).
De´monstration. Soit x2, . . . , xd un syste`me de coordonne´es e´tales en P ∈ Z,
et prenons
x′2 =
x2
xm
, . . . , x′d =
xd
xm
pour syste`me de coordonne´es e´tales en Pm ∈ E
0
m. Alors, comme on l’a vu ci-
dessus, on peut supposer que C est de´fini, sur X, par l’annulation des xi, de sorte
que Cm est de´finie par l’annulation des x
′
i. On a AˆP
∼= k[[x]] = k[[x2, . . . , xd]].
Il suit de 2.5.1, 2) (avec ∂′ = ∂/∂xi) et de 2.1.3 ii) (avec ∂ = ∂/∂xi) qu’il
existe un k[[x,x]]]-re´seauM de MˆP = M⊗OX∗Z k[[x,x]]][
1
x ] et un entier N ≥ 0,
tels que pour tout multi-indice j = (j2, . . . , jd) de longueur | j |= j2 + . . . jd,
∇(
∂j
∂xj
)(M) ⊂ x−[ρ(M)|j|]−NM ⊂ x−m|j|−NM,
donc
∇(
∂j
∂x′j
)(π∗M) ⊂ x−Nπ∗M.
Si car k = 0, cela permet de de´finir l’ope´rateur
Π =
∑
j
(−1)|j|
1
j!
∇(
∂j
∂x′j
) : π∗M −→ x−Nπ∗M.
On ve´rifie que pour tout f ∈ k[[x,x′]] et tout e ∈ π∗M , Π(fe) = (f|x′
i
=0)Π(e),
ce qui montre que Π induit un homomorphisme k((x))-line´aire
M|C ∼= π
∗M|Cm = (π
∗
M/(x′))[
1
x
] → (π∗M)[
1
x
] = π∗MˆP .
Tout comme Π, il commute a` ∂∂x . En outre, Π(e) ≡ e mod (x
′), d’ou` il suit que
l’homomorphisme k((x))-line´aire compose´
M|C ∼= (π
∗M)|Cm → π
∗MˆP → (π
∗MˆP )|C′m
∼= M|C′
n’est autre que l’isomorphisme induit par ιm, qui est donc horizontal.
Si car k 6= 0, le meˆme argument s’applique a` condition de remplacer k[[x′]] par
l’enveloppe a` puissances divise´es (le fait que l’homomorphisme de k[[x′]] dans
l’enveloppe a` puissances divise´es ne soit pas injectif ne pose pas proble`me). 
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Corollaire 4.3.3. Supposons que d (= dimZ + 1) = 2. Soit X1 → X l’e´cla-
tement formel des points tournants de Z (s’il en est), et construisons une suite
d’e´clatements formels
Xn+1 → Xn
en e´clatant les points tournants du diviseur exceptionnel En dans Xn. Alors
cette suite s’arreˆte a` un pas ≤ ρ(M) + 1.
De´monstration. Soit Pn un point ferme´ de non-croisement de En, et soit
Cn le germe de courbe sur Xn coupant En transversalement en Pn. Comme la
projection πn : Xn → X est une suite d’e´clatements formels de points tournants
(qui ne sont pas des points de croisement), C = πn(Cn) est un germe de courbe
sur X coupant Z transversalement en un point ferme´ P , et Cn est le transforme´
strict de C. Pour n ≤ ρ(M) + 1, le the´ore`me 4.3.1 implique que Pn est stable,
i.e. n’est pas un point tournant.
5. Points de croisement, et stabilisation par e´clatement.
On s’inte´resse maintenant a` la structure formelle des modules a` connexion
inte´grable a` deux variables y1, y2, a` poˆles le long du diviseur a` croisements nor-
maux y1y2 = 0. Le lemme 5.3.1 jouera un roˆle important au §6. Le the´ore`me
5.4.1 sera crucial aux §§ 6 et 7.
5.1. Connexions me´romorphes formelles sur Y. On conside`re le sche´ma
formel affine (y1, y2)-adique Y = Spf k[[y1, y2]]. On note Q le point Yred (de´fini
par y1 = y2 = 0).
Un germe de courbe sur Y est un point ferme´ de SpecA[[y1, y2]] \Q, ou, ce qui
revient au meˆme [BoL 3.4], un sous-sche´ma formel (y1, y2)-adique ferme´ de Y
du type Spf B, ou` B est local inte`gre de dimension 1.
On se donne des germes de courbes Z1, . . . ,Zt, de´finis par des irre´ductibles
f1, . . . ft ∈ k[[y1, y2]], et on pose Z = ∪Zi, f =
∏
fi. Pour employer un langage
ge´ome´trique comme en 4.1, on note
OY(∗Z) := k[[y1, y2]][
1
f
],
et on appelle fonctions me´romorphes formelles sur Y a` poˆles le long de Z ses
e´le´ments; on note
Ω1Y(∗Z) := Ω
1cont
k[[y1,y2]][
1
f ]
,
et on appelle formes diffe´rentielles me´romorphes formelles sur Y a` poˆles le long
de Z ses e´le´ments.
On se donne par ailleurs un OY(∗Z)-module projectif de type fini N muni
d’une connexion inte´grable relative a` k:
∇ : N→ N⊗OY(∗Z) Ω
1
Y(∗Z).
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Par abus de langage, on dira que N est une connexion me´romorphe formelle sur
Y a` poˆles le long de Z.
On supposera toujours que le rang ν de N est strictement infe´rieur a` la caracte´-
ristique de k si celle-ci est non nulle.
Le cas qui nous inte´resse dans ce paragraphe est celui de t = 2, f1 = y1, f2 = y2.
On conside`re dans ce cas le sous-OY-module
Ω1Y(logZ) = OY
dy1
y1
⊕OY
dy2
y2
forme´ des formes diffe´rentielles logarithmiques le long de Z.
Remarque 5.1.1. La projectivite´ de N est automatique: elle vient de ce que
l’anneau diffe´rentiel k[[y1, y2]][
1
y1y2
] est simple (eu e´gard a` ∂i = yi
d
dyi
, i = 1, 2),
cf. [A1, 2.5.2.1].
Elle implique la liberte´, car l’anneau k[[y1, y2]][
1
y1y2
] est principal.
Remarques 5.1.2. 1) Les connexions me´romorphes formelles de rang un a`
poˆles le long de Z sont celles de la forme Lω = (OY(∗Z), ∇(1) = ω), ω ∈
Ω1Y(∗Z), dω = 0. On e´crit
(5.1.2.1) ω = ψ1
dy1
y1
+ ψ2
dy2
y2
, ∂1(ψ2) = ∂2(ψ1).
Une telle connexion Lω est re´gulie`re si et seulement si ω ∈ Ω
1
Y(logZ).
2) En caracte´ristique 0, on peut e´crire
(5.1.2.2) ω = ǫ1
dy1
y1
+ ǫ2
dy2
y2
+ d(y−ρ11 .y
−ρ2
1 α),
ou` ǫ1, ǫ2 ∈ k, α ∈ OY, et ρi est le rang de Poincare´-Katz de Lω relativement a`
∂i le long de yi = 0, i = 1, 2. On peut alors e´crire Lω sous la forme
(5.1.2.3) yǫ11 y
ǫ2
2 e
y
−ρ1
1 .y
−ρ2
1 .α.OX(∗Z)
et on a
(5.1.2.4) ∂i(α)− ρiα = (ψi + ǫi)y
ρ1
1 y
ρ2
2 .
3) En caracte´ristique 0, il est bien connu que les connexions me´romorphes for-
melles re´gulie`res (a` poˆles le long de Z) sont extensions ite´re´es de connexions
me´romorphes formelles re´gulie`res de rang un. Nous n’aurons pas besoin de ce
re´sultat (dont la preuve est un peu plus subtile que celle de 4.1.2, 3)).
5.2. Points de croisement semi-stables. On pose F1 = k((y2))((y1)) (resp.
F2 = k((y1))((y2))), muni de la valuation y1-adique (resp. y2-adique). On note
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ρ1 = ρ1(N) (resp. ρ2 = ρ2(N)) le rang de Poincare´-Katz du module diffe´rentiel
NF1 (resp. NF2).
Quitte a` remplacer y1 et y2 par y
e
1 et y
e
2 avec e | ν!, on dispose alors des
de´compositions de Turrittin-Levelt, pour i = 1, 2 (avec les notations de 2.3.1):
(5.2.1.1)i NFi = ⊕j Nφ¯i,j ,Fi
Nφ¯i,j ,Fi
∼= Lφi,j ,Fi ⊗Ri,j,Fi .
Les φ1,j ∈
1
y1
k((y2))[
1
y1
] sont de degre´ ≥ −ρ1 en y1, l’un des φ1,j au moins e´tant
exactement de degre´ −ρ1 (resp. φ2,j ∈
1
y2
k((y1))[
1
y2
] de degre´ ≥ −ρ2 en y2, l’un
des φ2,j au moins e´tant exactement de degre´ −ρ2).
Ce paragraphe est de´volu a` l’e´tude de la (double) question suivante.
Question 5.2.1. i) A-t-on, quitte a` remplacer y1 et y2 par y
e
1 et y
e
2 avec e | ν!,
une de´composition de N lui-meˆme
(5.2.1.2) N = ⊕h Nω¯h
avec(10)
Nω¯h
∼= Lωh ⊗Rh,
ou`
- les ωh ∈ Ω
1
Y(∗Z) de´signent des formes diffe´rentielles me´romorphes formelles
ferme´es (dωh = 0), dont les classes ω¯h modulo Ω
1
Y(logZ) sont deux a` deux
distinctes,
- Lωh est le OY(∗Z)-module a` connexion inte´grable de rang 1 attache´ a` ωh,
- Rh est un OY(∗Z)-module a` connexion inte´grable re´gulier (relativement a` ∂1 =
y1
d
dy1
et ∂2 = y2
d
dy2
)?
ii) Si oui, quels sont, pour i = 1, 2, les liens entre les ψi,h := 〈∂i, ω¯h〉 et les
φ¯i,j, resp. entre la de´composition (5.2.1.2) et les de´compositions (5.2.1.1)i ?
La re´ponse a` 5.2.1.i) est positive en rang ν = 1. En revanche, sans hypothe`se
supple´mentaire, la question a une re´ponse ne´gative:
Contre-exemple 5.2.2. Le contre-exemple 3.1.3 sert aussi bien ici; en fait il
provient d’une connexion inte´grable, donne´e, dans une base (m1, m2), par
∇(∂i)(m1) = (−1)
i−1 y2
y1
m1, ∇(∂i)(m2) = (−1)
im1, (i = 1, 2).
(10) il n’y a nulle part risque de confusion entre l’indice h et le corps de base.
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Une de´composition (5.2.1.2) ne peut avoir lieu, meˆme apre`s ramification, et
meˆme si l’on n’impose pas aux ω¯h d’eˆtre deux a` deux distinctes. En effet, on
aurait compatibilite´ a` la de´composition de Turritin-Levelt de NF1 (cf. ci-dessous
5.3.1):
NF1
∼= L y2
y1
,F1
⊕ L0,F1 ,
ou` ey2/y1m1 forme une base horizontale du facteur L y2
y1
,F1
, tandis que, en notant
ǫ(x) =
∞∑
0
(−1)nn!xn+1
la se´rie d’Euler [E], ǫ(y1/y2)m1+m2 forme une base horizontale du facteur L0,F1 .
Or, en caracte´ristique 0, ǫ(y1/y2) /∈ k[[y1, y2]][
1
y1y2
].
De´fininition 5.2.3. Nous dirons que le point de croisement Q est semi-stable
pour N si la question 5.2.1.i) a une re´ponse positive.
Remarque 5.2.4. Si N n’a pas de poˆle le long de y2 = 0, cette de´finition est
compatible a` 3.2.4.
Lemme 5.2.5. Si Q est un point de croisement semi-stable, la de´composition
(5.2.1.2) est unique.
Comme en 2.3.1.2), cela de´coule de ce que si ω et ω′ sont distincts modulo
Ω1Y(logZ), alors Hom∇(Lω ⊗R,Lω′ ⊗R
′) = 0 car Lω′−ω est irre´gulier. 
5.3. Supposons que Q soit un point de croisement semi-stable, et examinons la
question 5.2.1.ii). Observons qu’on a une de´composition canonique, stable sous
∂i:
(5.3.1.1)
k[[y1, y2]][
1
y1y2
]
k[[y1, y2]]
∼=
1
y1
k[[y2]][
1
y1
] ⊕
1
y1y2
k[
1
y1
,
1
y2
] ⊕
1
y2
k[[y1]][
1
y2
],
ce qui donne, en regroupant les deux premiers termes:
(5.3.1.2)
k[[y1, y2]][
1
y1y2
]
k[[y1, y2]]
∼=
1
y1
k((y2))[
1
y1
] ⊕
1
y2
k[[y1]][
1
y2
].
Le morphisme naturel
(5.3.1.3) ̟1 :
k[[y1, y2]][
1
y1y2
]
k[[y1, y2]]
→
k((y2))((y1))
k((y2))[[y1]]
∼=
1
y1
k((y2))[
1
y1
]
correspond a` la projection sur le premier facteur dans la de´composition (5.3.1.2),
qui est compatible aux ∂i. Syme´triquement pour
(5.3.1.4) ̟2 :
k[[y1, y2]][
1
y1y2
]
k[[y1, y2]]
→
k((y1))((y2))
k((y1))[[y2]]
∼=
1
y2
k((y1))[
1
y2
].
Compte tenu de l’unicite´ de la de´composition de Turrittin-Levelt (2.3.1, 2)),
on obtient:
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Lemme 5.3.1. Pour i = 1, 2, la de´composition
(5.3.1.7) N = ⊕h Nω¯h , Nω¯h
∼= Lωh ⊗Rh,
induit par tensorisation avec Fi une de´composition qui raffine celle de Turrittin-
Levelt
(5.3.1.5)i Nφ¯i,j ,Fi =
⊕
h,̟i(ψi,h)=φ¯i,j
Nω¯h ⊗ Fi. 
Remarque 5.3.2. Si N provient d’une situation alge´brique ou analytique, il en
est de meˆme des φ¯i,j, et donc aussi de meˆme des ω¯j . Ceci donne une preuve
simplifie´e de [S2, I.2.4.4, 2.4.5].
5.4. Semi-stabilisation des points de croisement par e´clatement. Dans
l’exemple 5.2.2, Q n’est pas semi-stable, mais on constate que le proble`me
disparaˆıt apre`s e´clatement de Q. C. Sabbah a de´montre´ qu’il s’agit la` d’un
phe´nome`ne ge´ne´ral.
Conside´rons une suite d’e´clatements formels
π : Y′ → Y
d’abord de Q puis de points de croisement des diviseurs exceptionnels successifs.
On sait qu’une telle suite d’e´clatements, dite torique, correspond a` un e´ventail
re´gulier du premier quadrant de R2. Les cartes toriques sont isomorphes a`
A2 (convenablement comple´te´). La trace de l’image inverse de Z dans une telle
carte est la re´union des axes de coordonne´es. Dans celle associe´e au coˆne d’areˆtes
passant par (a, b) ∈ N2 et par (c, d) ∈ N2, avec ad − bc = 1, les coordonne´es
adapte´es (y′1, y
′
2) sont donne´es par
(5.4.1.1) y1 = (y
′
1)
a(y′2)
b, y2 = (y
′
1)
c(y′2)
d.
Posons ω = φ1
dy1
y1
+ φ2
dy2
y2
. Alors on a π∗ω = φ′1
dy′1
y′1
+ φ′2
dy′2
y′2
, ou`
(5.4.1.2) φ′1 = a.φ1 + c.φ2, φ
′
2 = b.φ1 + d.φ2.
Dualement,
(5.4.1.3) y1
∂
∂y1
= π∗(d y
′
1
∂
∂y′1
− c y′2
∂
∂y′2
), y2
∂
∂y2
= π∗(−b y
′
1
∂
∂y′1
+ a y′2
∂
∂y′2
).
Par image inverse N fournit un module a` connexion inte´grable sur Y′, et
par comple´tion en (y′1, y
′
2), on obtient un module du type conside´re´ dans ce
paragraphe, au voisinage formel du point de croisement Q′ : y′1 = y
′
2 = 0.
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The´ore`me 5.4.1. (Sabbah). Supposons car k = 0. Il existe une suite finie π
d’e´clatements formels toriques telle que tout point Q′ de croisement de π−1(Q)
soit semi-stable pour l’image inverse de N. Ceci reste valide si l’on continue a`
effectuer des e´clatements toriques.
La preuve de [S, III 4.3.1] utilise la me´thode des orbites nilpotentes de
[BaV]; en voici une qui e´vite les complications inhe´rentes a` la me´thode de [BaV].
De´monstration. On raisonne par re´currence sur le rang ν du k[[y1, y2]][
1
y1y2
]-
module libre N (cf. 5.1.1). Il n’y a rien a` de´montrer pour ν ≤ 1.
Lemme 5.4.2. ( car k = 0 ou bien > ν.) Apre`s ramification mode´re´e de meˆme
degre´ autour de y1 = 0 et de y2 = 0, il existe une suite π
′ d’e´clatements toriques,
un ensemble fini Λ ⊂ k, et, dans chaque carte torique, une base n(λ) de l’image
inverse de
NΛ := N⊗k[[y1,y2]][ 1y1y2 ]
k[λ]Λ[[y1, y2]][
1
y1y2
]
dans laquelle la matrice de
∂(λ) := y1
∂
∂y1
+ λy2
∂
∂y2
n’a pas de poˆle ou bien s’e´crit, dans les coordonne´es adapte´es (y′1, y
′
2), sous la
forme
(y′1)
−r1(y′2)
−r2G(λ, y′1, y
′
2)
avec r1, r2 ≥ 0 non tous deux nuls, G(λ, y
′
1, y
′
2) ∈Mν(k[λ]Λ[[y
′
1, y
′
2]]), et ou` pour
tout λ0 /∈ Λ, G(λ0, 0, 0) ∈Mν(k) n’est pas nilpotente.
De´monstration. Soit m ∈ N un vecteur cyclique pour N ⊗ Frac(k[[y1, y2]])
relativement a` ∂(0) = y1
∂
∂y1
. Dans une base convenable de
ν∧
N∅ ∼= k[λ][[y1, y2]][
1
y1y2
],
on peut donc e´crire d’une part
m ∧ ∂(0)m ∧ . . . ∧ ∂(0)ν−1m = g(y1, y2) ∈ k[[y1, y2]],
ou` g n’est pas divisible par y1 ni par y2, et d’autre part
m ∧ ∂(λ)m ∧ . . . ∧ ∂(λ)ν−1m = y−s11 y
−s2
2 .g(λ, y1, y2) ∈ k[λ][[y1, y2]],
ou` g(λ, y1, y2) n’est pas divisible par y1 ni par y2 et g(0, y1, y2) = y
s1
1 y
s2
2 g(y1, y2) 6=
0. Alors pour tout λ0 hors d’une partie finie Λ
′ ⊂ k,
ordy1 g(λ0, y1, 0) ≤ ordy1 g(λ, y1, 0), ordy2 g(λ0, 0, y2) ≤ ordy2 g(λ, 0, y2).
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Ces bornes uniformes permettent de “chasser” tous les diviseurs g(λ0, y1, y2) =
0 par e´clatements toriques: il existe une suite π′′ d’e´clatements toriques telle
que dans chaque carte torique, et pour tout λ0 /∈ Λ
′, le transforme´ strict de
g(λ0, y1, y2) = 0 ne rencontre aucun croisement de (π
′′)−1(Q). Ainsi
m(λ) = (m, ∂(λ)(m), . . . , ∂(λ)ν−1(m))
fournit une base cyclique de l’image inverse de NΛ
′
relativement a` ∂(λ), et en
induit une apre`s spe´cialisation en tout λ0 /∈ Λ′.
Il en est encore de meˆme si l’on effectue au de´part une ramification mode´re´e
de meˆme degre´ e autour de y1 = 0 et y2 = 0 (une telle ramification commute aux
e´clatements toriques, donc a` π′′, et divise ∂(λ) par e). Cela permet de supposer
que les rangs de Poincare´-Katz ρ1, ρ2 le long des axes adapte´s y
′
1 = 0, y
′
2 = 0
de chaque carte torique sont entiers. Modifions alors m(λ) en une base
m(λ)


1 0 0
0 (y′1)
ρ1(y′2)
ρ2 0
. . .
0 0 (y′1)
ρ1(ν−1)(y′2)
ρ2(ν−1)


et e´crivons la matrice de ∂(λ) dans cette base sous la forme
y′
−ρ1
1 y
′−ρ2
2 H(λ, y
′
1, y
′
2)
avec H(λ, y′1, y
′
2) ∈ Mν(k[λ]Λ′ [[y
′
1, y
′
2]][
1
y′1y
′
2
]). Le point 2) du the´ore`me de
Turrittin-Katz 2.1.2, applique´ au corps y′1-adiquement complet k(λ)((y
′
2))((y
′
1)),
montre que H(λ, y′1, y
′
2) est a` coefficients dans k(λ)((y
′
2))[[y
′
1]] et que si ρ1 > 0,
H(λ, 0, y′2) n’est pas nilpotente. Idem en e´changeant y
′
2 et y
′
1. En outre si l’un
des ρi est nul, disons ρ1 = 0, on peut encore se ramener au cas ou` H(λ, 0, y
′
2)
n’est pas nilpotente en multipliant la base par y′1 (ce qui a pour effet d’ajouter
(y′2)
ρ2Iν a` H).
On trouve donc une base n(λ) dans laquelle la matrice de ∂(λ)
- n’a pas de poˆle si ρ1 = ρ2 = 0,
- s’e´crit sinon
y′
−ρ1
1 y
′−ρ2
2 H(λ, y
′
1, y
′
2), avec H(λ, y
′
1, y
′
2) ∈Mν(k[λ]Λ′ [[y
′
1, y
′
2]]),
H(λ, 0, y′2) et H(λ, y
′
1, 0) e´tant non nilpotentes. Autrement dit
h(λ0, y
′
1, y
′
2, t) := det(t.Iν −H(λ0, y
′
1, y
′
2))− t
ν ∈ k[[y′1, y
′
2]][t]
n’est pas divisible par y′1 ni par y
′
2, et il en est de meˆme si on spe´cialise t en
t0 ∈ k convenable, fixe´. Alors pour tout λ0 hors d’une partie finie Λ ⊃ Λ
′,
ordy′
1
h(λ0, y
′
1, 0, t0) ≤ ordy′1 h(λ, y
′
1, 0, t0),
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ordy′2 h(λ0, 0, y
′
2, t0) ≤ ordy′2 h(λ, 0, y
′
2, t0).
Graˆce a` ces bornes uniformes, il existe une suite d’e´clatements toriques telle
que dans chaque carte torique et pour tout λ0 /∈ Λ, le transforme´ strict de
h(λ0, y
′
1, y
′
2, t0) = 0 ne rencontre aucun croisement du diviseur au-dessus de
Q. Chacune de ces cartes admet pour coordonne´es adapte´es y1, y2 avec y
′
1 =
(y′′1 )
a(y′′2 )
b, y′2 = (y
′′
1 )
c(y′′2 )
d avec a, b, c, d ≥ 0, ad − bc = 1. On voit donc que
n(λ) fournit une base ou` la matrice de ∂(λ) s’e´crit
(y′′1 )
−r1(y′′2 )
−r2G(λ, y′′1 , y
′′
2 )
avec G(λ, y′′1 , y
′′
2 ) = H(λ, y
′
1, y
′
2) ∈Mν(k[λ]Λ[[y
′′
1 , y
′′
2 ]]), et
det(t.Iν −G(λ0, y
′′
1 , y
′′
2 ))− t
ν = h(λ0, y
′
1, y
′
2, t) ∈ k[[y
′′
1 , y
′′
2 ]][t]
ne s’annule pas en y′′1 = y
′′
2 = 0. Donc on obtient que pour tout λ0 /∈ Λ,
G(λ0, 0, 0) ∈Mν(k) n’est pas nilpotente. 
A partir de ce lemme, la preuve du the´ore`me suit celle de [S, III.4.3.1]: en
tordant par une connexion de rang un, on peut supposer
∧ν
N re´gulier. On
comple`te la suite d’e´clatements toriques en subdivisant l’e´ventail correspondant
de manie`re a` ce que tout coˆne posse`de une areˆte dont le vecteur primitif (a, c) est
tel que l’image de a dans k soit non nulle et que l’image de c/a ne soit pas dans
Λ (c’est uniquement la` que l’on utilise l’hypothe`se car k = 0), et pour laquelle le
diviseur associe´ est une composante du diviseur polaire de ∂(c/a) si ce dernier
est non vide.
Soit alors une carte torique, de coordonne´es adapte´es y′1, y
′
2. Supposons que
y′1 corresponde a` une areˆte dont la pente λ0 = c/a n’est pas dans Λ. Dans la
base n(c/a) de l’image inverse de N, la matrice de y′1
∂
∂y′1
= a.∂(c/a) est donc de
la forme
(y′1)
−r1(y′2)
−r2G(y′1, y
′
2)
avec G(y′1, y
′
2) ∈ Mν(k[[y
′
1, y
′
2]]), et G(0, 0) n’est pas nilpotente de`s lors que r1
et r2 ne sont pas tous deux nuls. Comme
∧ν
N est re´gulier, G(0, 0) est en outre
de trace nulle, donc elle a deux valeurs propres distinctes. Si r1 et r2 ne sont
pas tous deux nuls, le lemme de de´composition 2.2.1 (points 1) et 3)) s’applique
aux de´rivations δ = (y′1)
r1+1(y′2)
r2 ∂
∂y′1
et δ′ = (y′1)
s1(y′2)
s2+1 ∂
∂y′2
de k[[y′1, y
′
2]]
(pour s1, s2 ≥ 0 convenables) et au k[[y′1, y
′
2]]-re´seau engendre´ par n(c/a) (on
pourrait, alternativement, invoquer 2.5.1, 1) et 2.2.2); d’ou` une de´composition
de la connexion formelle (inte´grable) N, ce qui permet de diminuer ν.
Si au contraire r1 = r2 = 0, on remarque que la connexion est re´gulie`re le
long de y′1 = 0 et y
′
2 = 0: en effet, elle l’est non seulement pour la de´rivation
y′1
∂
∂y′1
mais aussi pour toute de´rivation du type ∂(λ1) avec λ1 hors de Λ et distinct
de l’image de c/a (on peut aussi invoquer 2.5.2).
Enfin, pour montrer qu’on peut choisir la ramification en y1 et y2 de degre´
e divisant ν!, on utilise le meˆme argument galoisien que dans 2.3.1, 3). 
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5.5. Points de croisement stables. Reprenons les notations de 5.3. Disons
que le point de croisement Q est stable pour N s’il est semi-stable, et si les ωj
peuvent eˆtre choisis de telle sorte que pour i = 1, 2, les e´le´ments φi,j,rij et leurs
diffe´rences φi,j,rij − φi,j′,rij′ ne s’annulent pas en Q (lorsqu’ils sont non nuls).
Si car k = 0, il revient au meˆme, en vertu de (5.1.2.3), de demander que pour
ω = ωj et ω = ωj − ωj′ , l’e´le´ment α ∈ k[[y1, y2]] associe´ (cf. 5.1.2) ne s’annule
pas en Q s’il est non nul (on peut toujours supposer, modulo Ω1Y(logZ)
d=0, que
les re´sidus de ω sont nuls).
Remarque 5.5.1. Si Q est un point de croisement stable, les ine´galite´s de 5.3.2
sont des e´galite´s.
Cette notion de point de croisement stable e´quivaut a` la notion de “bonne
structure formelle” de [S2] (modulo l’argument galoisien indique´ a` la fin de la
preuve de 5.4.1). Dans la suite, elle ne nous servira pas, et nous ne la mentionnons
que pour faire le lien pre´cis avec la proble´matique de [S2] d’une part (cf. 8.1 ci-
dessous), et par syme´trie avec la de´finition 3.4.2 d’autre part, syme´trie pre´cise´e
par le re´sultat suivant.
Proposition 5.5.2. i) Soit Y′ → Y = Spf k[[y1, y2]] l’e´clatement du point Q :
y1 = y2 = 0, et soit X = Spec k[x2,
1
x2
][[x]] la carte formelle affine de Y′ donne´e
par les coordonne´es x = y1, x2 = y2/y1. Soit N une connexion me´romorphe
formelle sur Y a` poˆles le long de y1y2 = 0, et soit N
′ son image inverse sur
X (qui est une connexion me´romorphe formelle a` poˆles le long de Z = Xred =
Spec k[x2,
1
x2
]).
Si Q est (semi-)stable pour N, alors tout point P de Z est (semi-)stable
pour N′.
ii) Soit Z = SpecA une courbe affine lisse connexe munie d’une coordonne´e
e´tale x2 et soit X
′ → X = Spf A[[x]] l’e´clatement du point P : x = x2 = 0. Soit
Y le comple´te´ de X′ en le point d’intersection Q du diviseur exceptionnel et du
transforme´ strict de Z = Xred. E´crivons Y = Spf k[[y1, y2]] ou` y1 = x/x2, y2 =
x2. Soit M une connexion me´romorphe formelle sur X a` poˆles le long de Z, et
soit M′ son image inverse sur Y (qui est une connexion me´romorphe formelle a`
poˆles le long de y1y2 = 0).
Si P est (semi-)stable pour M, alors Q est (semi-)stable pour M′.
La de´monstration, directe, est laisse´e au lecteur. Prendre garde que dans i)
et ii), les re´ciproques ne sont pas vraies (cf. contre-exemple 5.2.2).
Par ailleurs, il n’est pas difficile de comple´ter 5.4.1 par:
Scholie 5.5.3. Supposons que Q soit un point de croisement semi-stable. Alors
il existe une suite finie π d’e´clatements formels toriques telle que tout point de
croisement Q′ de π−1(Q) soit stable pour l’image inverse de N.
Voir [S2] III.1.3).
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6. Semi-continuite´ du rang de Poincare´-Katz.
6.1. E´nonce´. Soit k un corps alge´briquement clos de caracte´ristique nulle.
Soient Y le sche´ma formel (y1, y2)-adique Spf k[[y1, y2]], et Z = Zi ∪ . . . ∪ Zt
une re´union de germes de courbes sur Y. Si C est un autre germe de courbe, la
multiplicite´ d’intersection (C,Zi)Q est la dimension sur k du quotient de k[[y1, y2]]
par la somme de l’ide´al de C et de l’ide´al de Zi. On note C˜→ C la normalisation,
O le point C˜red.
On se donne une connexion me´romorphe formelle N sur Y a` poˆles le long
de Z, c’est-a`-dire un OY(∗Z)-module projectif de type fini muni d’une connexion
inte´grable relative a` k.
Le re´sultat suivant compare le rang de Poincare´-Katz de l’image inverse NC˜
de N sur C˜ aux rangs de Poincare´-Katz de N le long des Zi.
The´ore`me 6.1.1. On a
(6.1.1.1) ρO(NC˜) ≤
∑
i
(C,Zi)Q . ρZi(N).
Le cas particulier de (6.1.1.1) ou` le second membre est nul donne:
Corollaire 6.1.2. (Deligne [De1]). Si N est re´gulie`re le long des Zi, alors NC˜
est re´gulie`re en O.
La preuve que nous en donnons ici est apparemment la premie`re preuve purement
alge´brique de ce re´sultat; pour plus de de´tails sur ce sujet, voir [B] et [A3].
Corollaire 6.1.3. Soient X et Y des varie´te´s alge´briques lisses sur k (resp.
des varie´te´s analytiques complexes). Soit f : Y → X un morphisme lisse, de
dimension relative 1, a` fibres connexes, et soit Z une hypersurface de Y finie sur
X (via f). Soit N un module a` connexion me´romorphe inte´grable sur Y a` poˆles
le long de Z. Alors la somme des rangs de Poincare´-Katz
∑
z∈Z, f(z)=x
ρz(N(x))
est une fonction semi-continue infe´rieurement de x ∈ X .
De´monstration. (de 6.1.1 ⇒ 6.1.3) Soit ∂ une de´rivation le long des fibres de
f . En lisant le rang de Poincare´-Katz sur l’e´quation diffe´rentielle donne´e par
un vecteur cyclique local (relatif a` N et ∂), on voit facilement que la fonction
dont il est question est constructible pour la topologie naturelle sur X. Pour
e´tablir sa semi-continuite´, on peut donc se limiter aux (germes de) courbes lisses
trace´es sur X passant par un point fixe´ arbitraire y0. Il suffit d’appliquer 6.1.1
en prenant pour C le germe formel de f−1(x0) au voisinage de chacun des points
Q de Z ∩ f−1(x0), et pour Zi les germes des branches de Z passant par Q. 
Le corollaire vaudrait tout aussi bien pour des varie´te´s analytiques re´elles,
voire des espaces k-analytiques lisses de Berkovich sur un corps k complet non
archime´dien.
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6.2. Quelques proprie´te´s des diviseurs DZ,σ(M). Soit R un anneau local
noethe´rien complet, d’ide´al maximal m et de corps re´siduel k. Soit Y′ un R-
sche´ma formel m-adique quasi-compact plat topologiquement de pre´sentation
finie. Soient Z′i des germes de courbes lisses sur Y
′, et posons Z′ = (∪Z′i)∪Y
′
red.
On suppose que les composantes irre´ductibles deY′red sont des courbes lisses
et que les composantes de Z′ se coupent transversalement.
Soit Z¯ l’une des composantes irre´ductibles de Y′red. On suppose que Z¯
est re´gulie`rement immerge´ dans Y′, de sorte qu’on peut parler du fibre´ normal
NZ¯ Y
′. On note P (NZ¯ Y
′) son comple´te´ projectif (adjonction d’une section a`
l’infini au-dessus de Z¯).
Soit Z = SpecA un ouvert affine dense de Z¯ ne rencontrant pas les croise-
ments de Z′. On suppose que Y′ admet un sous-sche´ma formel ouvert X ∼=
Spf A[[x]] (la topologie m-adique sur OY′ induisant la topologie x-adique sur
OX) avec Z = Xred.
Exemple 6.2.1. Replac¸ons-nous provisoirement dans la situation de 6.1.1, et
conside´rons une suite π : Y′ → Y d’e´clatements ponctuels formels telle que les
transforme´s stricts Z′i des Zi coupent Y
′
red transversalement. On prend pour Z¯
l’une des composantes irre´ductibles du diviseur exceptionnel π−1(Q), et pour Z
un ouvert dense de Z¯ ne rencontrant pas les croisements. C’est l’exemple qui
nous servira en 6.3 et en 7.3.
Soit alors N′ une connexion me´romorphe formelle sur Y′ a` poˆles le long de
Z′. Sa restriction M = N′|X au sous-sche´ma formel affine X est du type conside´re´
au §4.
On suppose que tous les points de Z sont semi-stables pour M. On dispose
alors, pour chaque pente non nulle σ de M (le long de Z), du diviseur positif
DZ,σ(M) sur le fibre´ normal NZ X ∼= SpecA[x] (cf. 3.6, 4.2.2). Rappelons que
DZ,σ(M) = (ϕσ(x)) est donne´ par l’e´quation
(6.2.1.1) ϕσ(x) :=
∏
j∈J(σ)
(xσ − φj,−σ)
µj = 0,
φj,−σ e´tant le coefficient, dans une extension finie de A, du terme de plus bas
degre´ (= −σ) en x dans φj . Ce diviseur DZ,σ(M) est fini sur Z, de degre´ sur Z
e´gal a` l’irre´gularite´ σ.µ(σ) de M(σ) (ou` µ(σ) =
∑
j∈J(σ)
µj est la dimension de la
composante M(σ) de M de pente σ).
En prenant l’adhe´rence de Zariski dans P (NZ¯ Y
′), on obtient un diviseur de
Weil de P (NZ¯ Y
′), note´ D¯Z¯,σ(N
′), dont le lemme suivant pre´cise l’intersection
avec la section a` l’infini (∞).
Lemme 6.2.3. i) D¯Z¯,σ(N
′) ne rencontre (∞) qu’au dessus de Z¯ \ Z.
ii) Si σ = ρZ¯(N
′), D¯Z¯,σ(N
′) ne rencontre (∞) qu’au dessus des points de croise-
ment de Z¯ et Z′.
iii) Au-dessus d’un point de croisement semi-stable Q′ de Z¯ et d’une autre
composante T¯ de Y′red (resp. de Z¯ et de Z
′
i), la multiplicite´ d’intersection
(D¯Z¯,σ(N
′) , (∞))
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est majore´e par µ(σ).ρT¯ (N
′) (resp. µ(σ).ρZ′i(N
′)).
iv) Au-dessus d’un tel point de croisement, la multiplicite´ d’intersection
((
∑
σ>0
D¯Z¯,σ(N
′)) , (∞))
est majore´e par irT¯ (N
′) (resp. irZ′
i
(N′)).
De´monstration. i) est clair sur l’e´quation (6.2.1.1) de DZ,σ(M).
ii) Soit P un point, e´ventuellement non semi-stable, de Z¯ \ Z qui ne soit pas
au croisement avec Z. Prenons une coordonne´e locale x2 sur Z¯ qui s’annule a`
l’ordre 1 en P (de sorte que le comple´te´ de Y′ en P s’identifie a` Spf k[[x, x2]]).
On lit sur l’e´quation (6.2.1.1) (quitte a` ramifier pour se ramener au cas plus net
ou` σ est entier) que
(6.2.3.1) (D¯Z¯,σ(N
′), (∞)) = max(0,−
∑
j∈J(σ)
µj. ord x2 φj,−σ).
Or, d’apre`s 3.3.1, ord x2 φj,−σ ≥ 0 lorsque σ = ρZ¯(N
′).
iii) et iv). Identifions le comple´te´ de Y′ en Q′ a` Spf k[[y1, y2]] ou` y1 = x
et ou` y2 = 0 de´finit T¯ (resp. Z
′
i). Reprenons les notations de 5.3. No-
tons νh le rang du facteur N
′
ω¯h
, et H(σ) l’ensemble des indices h pour lesquels
max(0,− ord y1 ̟1(ψ1,h)) = σ, de sorte que µ(σ) =
∑
h∈H(σ)
νh. Pour h ∈ H(σ),
notons ψ1,h,−σ le terme de plus bas degre´ en y1 de ψ1,h, qui est aussi celui de
̟1(ψ1,h) puisque σ > 0.
En vertu de la de´composition (5.3.1.5)2, on a
(6.2.3.2)
max(0,− ord y2 ψ2,h) = max(0,− ord y2 ̟2(ψ2,h)) ≤ ρT¯ (N
′), resp ≤ ρZ′
i
(N′),
(6.2.3.3)
∑
h
νh.max(0,− ord y2 ψ2,h) ≤ irT¯ (N
′), resp ≤ irZ′
i
(N′).
En vertu de la de´composition (5.3.1.5)1, on peut re´e´crire ϕσ(x) sous la forme
(6.2.3.4)
∏
h∈H(σ)
(yσ1 − ψ1,h,−σ)
νh = 0,
et (6.2.3.1) sous la forme
(6.2.3.5) (D¯Z¯,σ(N
′), (∞)) = max(0,−
∑
h∈H(σ)
νj . ord y2 ψ1,h,−σ).
Comparant (6.2.3.2), (6.2.3.3) et (6.2.3.5), on voit qu’il suffit de de´montrer que
(6.2.3.6) max(0,− ord y2 ψ1,h,−σ) ≤ max(0,− ord y2 ψ2,h).
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Or ord y2 ψ1,h,−σ ≥ ord y2 ψ1,h, et par inte´grabilite´ (5.1.2.1), max(0,− ord y2 ψ1,h) =
= max(0,− ord y2 ∂2ψ1,h) = max(0,− ord y2 ∂1ψ2,h) ≤ max(0,− ord y2 ψ2,h). 
Proposition 6.2.4. Supposons Z¯ propre, et que tous les points de croisement
de Z¯ soient semi-stables pour N′. Alors on a l’ine´galite´
(6.2.4.1) (−deg(NZ¯ Y
′)) . ρZ¯(N
′) ≤
∑
T¯∩Z¯ 6=∅
ρT¯ (N
′) +
∑
Z′
i
∩Z¯ 6=∅
ρZ′
i
(N′).
En outre, si tous les points de Z¯ sont semi-stables, on a l’ine´galite´
(6.2.4.2) (−deg(NZ¯ Y
′)) . irZ¯(N
′) ≤
∑
T¯∩Z¯ 6=∅
irT¯ (N
′) +
∑
Z′
i
∩Z¯ 6=∅
irZ′
i
(N′).
De´monstration. Compte tenu de 6.2.3, cela de´coule de la formule
−deg(NZ¯ Y
′).δ = C¯.(∞)− C¯.(0)
valable pour toute courbe ferme´e C¯ ⊂ P (NZ¯ Y
′) dont la projection sur Z¯ est finie
de degre´ δ (formule qui se de´montre en prenant l’image inverse par C˜ → Z¯, ou` C˜
de´signe la normalise´e de C¯, et en utilisant la section naturelle de NZ¯ Y
′×Z¯ C˜ →
C˜). On applique cette formule aux composantes C¯ de D¯Z¯,σ(N
′). 
6.3. Preuve de 6.1.1. Comme dans l’exemple 6.2.1, effectuons une suite
d’e´clatements ponctuels formels π : Y′ → Y (en commenc¸ant par e´clater Q), de
sorte que
i) π−1(Z ∪ C) soit a` croisements normaux,
ii) chaque composante irre´ductible du diviseur exceptionnel ne coupe qu’un au
plus des Z′i (= transforme´ strict de Zi),
iii) tout point de croisement du diviseur exceptionnel soit semi-stable pour N′ =
π∗(N) (c’est loisible en vertu de 5.4.1).
Le diviseur exceptionnel est arborescent. On note T l’arbre dual: ses som-
mets v sont en bijection avec les composantes Ev de π
−1Q. Vu ii), il est loisible
d’indexer Z′i par le sommet v correspondant a` la composante Ev qu’il coupe (pour
un sous-ensemble fini V de sommets). On note v0 le sommet correspondant a` la
composante Ev0 que coupe C
′.
On note enfin A la matrice (syme´trique) d’intersection des Ev, v ∈ T,
affecte´e du signe −; ses coefficients diagonaux Avv sont les entiers naturels
−deg(NEvY
′), et ses coefficients non diagonaux Avw valent −1 si v et w sont
voisins (c’est a` dire si Ev et Ew se coupent) et 0 sinon.
En appliquant (6.2.4.1) a` S¯ = Ev, on obtient
∑
w∈T
Avw . ρEw(N
′) ≤ ρZ′v (N
′)
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si v ∈ V , et ∑
w∈T
Avw . ρEw(N
′) ≤ 0
sinon. D’ou`
(6.3.1.1) ρEu(N
′) ≤
∑
v∈V
(A−1)uv . ρZ′v (N
′).
Si on se donne, pour chaque v, une paire de germes de courbes C′v,C
′′
v coupant
Ev transversalement hors des croisements, il est classique que
(A−1)vw = (π(C
′
v).π(C
′′
w))Q
(la de´monstration, par re´currence sur le nombre d’e´clatements, est rappele´e dans
[S2, I.3.2.8]). On peut prendre en particulier C′v0 = C
′ et C′′v = Z
′
v si v ∈ V , d’ou`
(6.3.1.2) ρEv0 (N
′) ≤
∑
v∈V
(π(C).π(Zv))Q . ρZ′v (N
′).
Par ailleurs, par 3.1.1, on a
(6.3.1.3) ρEv0 (N
′) ≥ ρQ′(N
′
|C′) = ρO(NC˜).
Ceci prouve (6.1.1.1).
Remarque 6.3.1. On obtient une variante - moins e´conomique - de cette preuve
en remplac¸ant l’usage de 3.1.1 (a` la fin) par l’usage de 4.3.1, qui permet de choisir
π de telle sorte que Q′ soit un point stable de Ev0 (auquel cas (6.3.1.3) est une
e´galite´).
7. Semi-continuite´ de l’irre´gularite´.
7.1. E´nonce´. Soit (Y,Q) un germe de surface analytique complexe. Soient
C,Z1, . . . , Zt des germes de courbes analytiques dans (Y,Q) (passant par Q),
et soit Z = ∪Zi. Soit N une connexion me´romorphe inte´grable sur Y a` poˆles
le long de Z (c’est-a`-dire un OY (∗Z)-module projectif de type fini muni d’une
connexion inte´grable). On note (C˜, O)→ (C,Q) la normalisation.
Le re´sultat suivant compare l’irre´gularite´ de l’image inverse NC˜ de N sur C˜
aux irre´gularite´s de N le long des Zi.
The´ore`me 7.1.1. On a
(7.1.1.1) irO(NC˜) ≤
∑
i
(C,Zi)Q . irZi(N ).
Le the´ore`me vaut aussi bien dans le contexte formel plus ge´ne´ral de 6.1.1.
Nous avons pre´fe´re´ cette fois le cadre analytique ou la preuve s’e´crit de manie`re
plus lisible.
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Corollaire 7.1.2. (Conjecture de Malgrange). Soit f : Y → X un morphisme
lisse de varie´te´s analytiques complexes, de dimension relative 1, a` fibres connexes,
et soit Z une hypersurface de Y finie sur X (via f). Soit N un module a` conne-
xion me´romorphe inte´grable sur Y a` poˆles le long de Z.
Alors la somme des irre´gularite´s
∑
z∈Z, f(z)=x
irz(N(x))
est une fonction semi-continue infe´rieurement de x ∈ X .
La de´monstration de 7.1.1 ⇒ 7.1.2 est comple`tement analogue a` celle de
6.1.1 ⇒ 6.1.3.
Le corollaire vaudrait tout aussi bien pour des k-varie´te´s alge´briques lisses,
des varie´te´s analytiques re´elles, voire des espaces k-analytiques lisses de Berkovich
sur un corps k complet non archime´dien.
7.2. Un cas particulier. C’est celui, que nous allons traiter directement, ou`
t = 1 ou 2, Zi est de´fini par l’e´quation yi = 0, (i ≤ t), et ou` C est un germe de
courbe lisse coupant Zi transversalement.
Dans cette situation, prouvons que
(7.2.1.1) irQ(N|C) ≤
∑
irZi(N ).
Conside´rons pour cela la famille Cλ de (germes analytiques de) courbes trans-
late´es de C le long de l’axe y1. Pour λ 6= 0 proche de 0 et assez ge´ne´ral, Cλ
coupe Z transversalement en t points stables Qi, (i ≤ t). On a donc
∑
irQi(N|Cλ) =
∑
irZi(N ).
D’apre`s un re´sultat de semi-continuite´ de Deligne [De2](11), on a
(7.2.1.2) irQ(N|C) + ν ≤
∑
(irQi(N|Cλ) + ν),
(ou` ν de´signe le rang de N ), d’ou`
(7.2.1.3)t irQ(N|C) ≤
∑
irZi(N ) + (t− 1)ν.
D’ou` le re´sultat si t = 1 (observons incidemment que ce re´sultat est moins
e´le´mentaire que son analogue 3.1.1 pour le rang de Poincare´-Katz).
(11) aussi de´montre´, ulte´rieurement et par voie transcendante, par Mebkhout [Me1]. La
preuve de Deligne est de nature alge´brico-formelle, et s’appuie sur la caracte´risation de
l’irre´gularite´ donne´e dans [GL].
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Si t = 2, on de´duit de (7.2.1.3)2 que, si E de´signe le diviseur exceptionnel de
l’e´clate´ de Q, la connexion image inverse N ′ par l’e´clatement ve´rifie
irEN
′ ≤ irZ1N + irZ2N + ν.
En prenant l’image inverse de N par y1 7→ y
n
1 , y2 7→ y
n
2 (changement de variables
qui commute a` l’e´clatement), les irre´gularite´s sont multiplie´es par n, d’ou` l’on
de´duit
irEN
′ ≤ irZ1N + irZ2N + ν/n,
et, en passant a` la limite,
(7.2.1.4) irEN
′ ≤ irZ1N + irZ2N .
En appliquant (7.2.1.1) (pour t = 1) au transforme´ strict de C et a` E, on en
de´duit (7.2.1.1) (pour t = 2).
Remarque 7.2.1. Il est tentant d’essayer de prouver 7.1.1 par la me´thode de
6.5, en remplac¸ant le recours a` (6.2.4.1) par le recours a` (6.2.4.2). Pour appliquer
directement (6.2.4.2), qui requiert que tous les points du diviseur exceptionnel, y
compris les croisements, soient semi-stables, on pourrait remplacer T par l’arbre
infini correspondant a` l’ite´ration alterne´e de l’e´vitement des points tournants
par e´clatement (4.3.3) et de la semi-stabilisation des croisements par e´clatement
(5.4.1). Ce faisant, on se heurte a` l’obstacle suivant: tirer l’analogue de (6.3.1.1)
correspondant a` cet arbre infini reviendrait a` intervertir les sommations (in-
dexe´es par les sommets de l’arbre) dans une se´rie double non commutativement
convergente.
Nous allons contourner cet obstacle en tronquant la se´rie double a` un ordre fini
et en controˆlant les “effets de bord” dus a` l’interversion des sommations.
7.3. Preuve de 7.1.1. Effectuons une suite d’e´clatements ponctuels π1 : Y1 →
Y (en commenc¸ant par e´clater Q), de sorte que
i) π−11 (Z ∪C) soit a` croisements normaux,
ii) chaque composante irre´ductible du diviseur exceptionnel ne coupe qu’un au
plus des transforme´s stricts de Zi,
iii) la composante du diviseur exceptionnel que coupe le transforme´ strict C1 de
C ne contienne aucun point tournant pour N1 = π∗1(N ) (c’est loisible en vertu
de 4.3.3),
iv) tout point de croisement du diviseur exceptionnel soit semi-stable pour N1
(c’est loisible en vertu de 5.4.1).
Notons T1 l’arbre associe´, comme en 6.5, au diviseur exceptionnel. Indexons
les composantes E1,v du diviseur exceptionnel par les sommets v de T. Notons
v0 le sommet correspondant a` la composante E1,v0 que coupe C1.
Notons V l’ensemble des sommets v ∈ T1 pour lesquels la composante E1,v
coupe l’un - et un seul par ii), note´ Z1,v - des transforme´s stricts des Zi.
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Notons V ′ l’ensemble des sommets v ∈ T1 pour lesquels E1,v a des points
non semi-stables. D’apre`s i) et iii), ni V ni V ′ ne contiennent v0.
Conside´rons une suite d’e´clatements ponctuels
Yn → · · · → Y2 → Y1
ou` l’on commence par e´clater successivement les points non semi-stables des
transforme´s stricts des Ev, v ∈ V
′ (ce qui correspond a` ajouter a` chaque fois
une areˆte a` l’arbre partant de l’un des v ∈ V ′), puis, successivement, les points
de croisement pour les semi-stabiliser (ce qui correspond a` subdiviser les areˆtes
qu’on vient d’ajouter). Pour m ≤ n, notons πm : Ym → Y la suite d’e´clatements
compose´e et Nm l’image inverse de N sur Ym.
Notons Tm l’arbre associe´ au diviseur exceptionnel π
−1
m (Q), Em,v la com-
posante de π−1m (Q) attache´e a` v ∈ Tm, Zm,v le transforme´ strict de Z1,v (pour
v ∈ V ), Cm le transforme´ strict de C1, et Qm = Cm ∩Em,v0 . Observons que T1
est un sous-arbre de Tm, que les sommets de Tm s’identifient a` des sommets de
Tm+1, mais que Tm n’est pas ne´cessairement un sous-arbre de Tm+1.
NotonsAm la matrice (syme´trique) d’intersection des Em,v, v ∈ Tm, affecte´e
du signe −. Rappelons que ses coefficients non nuls non diagonaux valent −1,
et que son inverse est a` coefficients positifs.
Notons Bm la matrice (antisyme´trique) ayant pour coefficients les entiers
(Bm)vw = (Am)
−1
v0v(Am)vw.irEm,w(Nm)−(Am)
−1
v0w(Am)wv.irEm,v(Nm), v, w ∈ Tm.
Lemme 7.3.1. i) Si w ∈ Tm+1 \ Tm correspond a` l’e´clatement d’un point non
semi-stable de Em,v, v ∈ V ′, alors
(Am+1)
−1
v0w
= (Am)
−1
v0v
,
irEm+1,w(Nm+1) ≤ irEm,v (Nm),
(Bm+1)vw ≥ 0.
ii) Si w ∈ Tm+1 \ Tm correspond a` l’e´clatement du point d’intersection Em,v ∩
Em,v′ , v, v
′ ∈ Tm, alors
(Am+1)
−1
v0w = (Am)
−1
v0v + (Am)
−1
v0v′
,
irEm+1,w(Nm+1) ≤ irEm,v (Nm) + irEm,v′ (Nm),
(Bm+1)vw ≥ (Bm)vv′ .
De´monstration. Les assertions sur A−1. , dont les coefficients sont interpre´te´s
comme multiplicite´s d’intersection, sont laisse´es au lecteur (voir par exemple
[S2, I.3.2.9, I.3.2.10]). Les assertions sur l’irre´gularite´ de´coulent de (7.2.1.3)t=1
et (7.2.1.4). Ces assertions impliquent celles sur B.. 
En particulier, on a (Bn)vw ≥ 0 pour tout v ∈ V ′, w ∈ Tn \ T1.
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Par antisyme´trie, on a
(7.3.1.1)
∑
v∈T1,w∈Tn
(Bn)v,w =
∑
(v,w),v∈V ′,w∈Tn\T1
(Bn)v,w,
qui est donc une quantite´ positive.
L’ine´galite´ (6.2.4.2) applique´e a` S¯ = En,v (et a` la suite d’e´clatements formels
πˆn associe´e a` πn, cf. 6.2.1) donne∑
w∈Tn
(An)vw.irEn,w(Nn) ≤ irZn,v(Nn)
ou ≤ 0, selon que v ∈ V ou non. De`s lors
(7.3.1.2)
∑
v∈T1,w∈Tn
(An)
−1
v0v(An)vw.irEn,w(Nn) ≤
∑
v∈V
(An)
−1
v0v.irZn,v (Nn).
Par ailleurs
(7.3.1.3)
∑
v∈T1,w∈Tn
(An)
−1
v0w
(An)wv.irEn,v(Nn) = irEn,v0 (Nn).
La diffe´rence∑
v∈T1,w∈Tn
(An)
−1
v0v(An)vw.irEn,w(Nn)−
∑
v∈T1,w∈Tn
(An)
−1
v0w(An)wv.irEn,v (Nn),
qui n’est autre que
∑
v∈T1,w∈Tn
(Bn)v,w, est donc positive, ce qui donne
(7.3.1.4) irEn,v0 (Nn) ≤
∑
v∈V
(An)
−1
v0v
.irZn,v (Nn) =
∑
i
(C,Zi)Q . irZi(N ).
Enfin, puisque En,v0 n’a pas de point tournant, on a irEn,v0 (Nn) = irQnN|Cn =
irONC˜ . Combine´ a` (7.3.1.4), ceci prouve (7.1.1.1). 
8. Autour de la conjecture de Sabbah.
8.1. E´nonce´. Soit k un corps alge´briquement clos de caracte´ristique nulle.
Plac¸ons-nous de nouveau dans la situation de 4.1: M est une connexion me´ro-
morphe formelle sur X ∼= Spf A[[x]] a` poˆles le long de x = 0.
Supposons d’abord que Z = SpecA soit une courbe connexe lisse sur k.
D’apre`s 4.3.3, en e´clatant successivement les points tournants qui apparais-
sent, on aboutit au bout d’un nombre fini d’e´tapes a` la situation ou` tous les
points de non-croisement du diviseur polaire sont stables pour l’image inverse
de la connexion. Mais les points de croisement pourraient n’eˆtre pas stables, ni
meˆme semi-stables.
Paralle`lement, d’apre`s 5.4.1 et 5.5.3, en e´clatant successivement les points
de croisement qui apparaissent, on aboutit au bout d’un nombre fini d’e´tapes a`
la situation ou` tous les points de croisement du diviseur polaire sont stables pour
l’image inverse de la connexion. Mais il pourrait y avoir des points tournants, et
meˆme des points non semi-stables.
La conjecture de Sabbah pre´dit qu’on peut mener a` bien les deux processus
a` la fois:
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Conjecture 8.1.1. (Sabbah). Il existe une suite finie π : X′ → X d’e´clatements
ponctuels formels telle que tous les points de π−1(Z) soient stables pour π∗M.
8.2. Connexions rigides absolues. A` pre´sent, supposons seulement que Z
soit une varie´te´ affine connexe lisse sur k. Au sche´ma formel X, on peut associer
sa fibre ge´ne´rique au sens de Raynaud X = Xk, qui est une varie´te´ analytique
rigide (affino¨ıde) sur k = k((x)). Ses points sont les germes de courbes sur X (cf.
[BoL]). On obtient une varie´te´ analytique rigide canoniquement isomorphe en
partant d’un e´clate´ formel ponctuel X′ de X, en identifiant un germe de courbe
sur X et son transforme´ strict sur X′; un tel e´clate´ est dit mode`le formel de X.
On a un morphisme de sites annele´s sp : X → X′ (dit de spe´cialisation) et
le tube sp−1(S) de tout sous-sche´ma localement ferme´ S de Z ′ = X′red est un
ouvert admissible de X (cf. [Ber, 0.2]).
Exemple 8.2.1. Si Z ⊂ A1, X est le comple´mentaire d’un nombre fini de
disques unite´ ouverts dans le disque unite´ ferme´. Si X′ est un e´clatement torique,
et Q est le point de croisement (resp. T est la re´union des deux composantes de
Z ′) correspondant au coˆne d’areˆtes (a, c), (b, d) de l’e´ventail associe´, le tube de
Q (resp. T¯ ) est la couronne ouverte (resp. ferme´e) de rayons |x|d/b et |x|c/a.
Toute connexion me´romorphe formelle M a` poˆles le long de Z fournit un module
localement libre M sur X muni d’une connexion “absolue” M → M ⊗ Ω1X/k
(ou` Ω1X/k = Ω
1
X/k ⊕OX .dx). Une telle connexion est dite re´gulie`re si M l’est (il
revient au meˆme de dire que l’image inverse de M sur l’un des mode`les formels
l’est). Elle est dite e´le´mentaire si elle est produit tensoriel d’une connexion de
rang un et d’une connexion re´gulie`re.
The´ore`me 8.2.2. Il existe un recouvrement ouvert (Uα) de X, et des mor-
phismes e´tales finis Vα → Uα tels que l’image inverse de M sur Vα soit somme
directe de connexions e´le´mentaires.
De´monstration. E´tant donne´ un point de X, vu comme germe de courbe sur
un mode`le formel X′, on se rame`ne, par e´clatement et en passant a` une extension
finie de k, a` supposer que le germe est lisse et coupe transversalement Z ′ = X′red.
D’apre`s 4.3.1, on peut meˆme supposer qu’il coupe Z ′ dans un ouvert lisse connexe
S ⊂ Z ′ forme´ de points semi-stables. On peut prendre pour Uα le tube de S.
On couvre ainsi X. 
Conjecture 8.2.3. Il existe un tel recouvrement (Uα) fini.
Remarques 8.2.4. 1) Dans le cas ou`X est un point, 8.2.2 e´quivaut au the´ore`me
de Turrittin-Levelt sur k.
2) Dans la situation de 8.1 (ou` X est une courbe affino¨ıde), la conjecture 8.2.3
de´coule de celle de Sabbah: en effet, dans un mode`le formel X′ dans lequel tous
les points de π−1(Z) sont semi-stables, indexons par α les croisements Q′ de
Z ′ = π−1(Z) ainsi que les composantes S de la partie lisse de π−1(Z); on peut
alors prendre pour Uα les tubes de ces sous-sche´mas de Z
′.
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3) Dans 8.2.2, on ne doit pas s’attendre a` trouver un recouvrement admissible de
X, en raison de ce que les de´compositions formelles aux croisements Q′ ne cor-
respondent pas en ge´ne´ral aux de´compositions de Turrittin-Levelt sur les strates
S voisines, mais a` des raffinements d’icelles, cf. 5.3.
8.3. Proble`me de compacite´. Il est tentant d’essayer de prouver 8.2.2 par un
argument de quasi-compacite´, par exemple en conside´rant l’espace de Zariski-
Riemann XZR = lim
←
X′. Il s’ave`re plus commode de passer au plus grand
quotient se´pare´ de XZR (cf. [F]), qui est l’espace k-analytique de Berkovich
Xan associe´ a` X. On a des morphismes de sites annele´s X → XZR → Xan, le
compose´ est injectif et d’image dense, et Xan est compact.
On peut encore attacher a` M un module localement libre a` connexion ab-
solue sur Xan, et essayer de traiter 8.2.3 en prouvant un analogue de 8.2.2 pour
Xan.
Dans la situation 8.2.1, les points deXan sont tre`s faciles a` de´crire (cf. [Ber,
3.6]); on constate que ceux qui posent proble`me sont les points a` valeurs, non
pas dans le comple´te´ ˆ¯k de la cloˆture alge´brique de k, mais dans son extension
maximalement comple`te {
∑
r∈Ω
arx
r} (ou` Ω parcourt les sous-ensembles bien
ordonne´s de Q); les arguments du style 4.3.2 s’ave`rent en effet inope´rants lorsque
le premier point d’accumulation des Ω ⊂ Q>0 qui interviennent est infe´rieur au
rang de Poincare´-Katz de M.
Appendice: spe´cialisation du polygoˆne de Newton.
On se place dans le cadre et les hypothe`ses de 3.2: A est noethe´rien inte´grale-
ment clos,M est un module diffe´rentiel de rang µ sur A((x)), et µ est strictement
infe´rieur aux caracte´ristiques re´siduelles de A si celles-ci sont non nulles.
Rappelons que nos polygoˆnes de Newton sont place´s, par convention, de
manie`re a` ce que le sommet le plus a` droite soit le point de coordonne´es (µ, 0).
The´ore`me A.1. Pour tout point P de Z = SpecA, NP (M(P )) ⊂ NP (M).
Corollaire A.2. Soient X et Y des varie´te´s alge´briques lisses sur k (resp. des
varie´te´s analytiques complexes). Soit f : Y → X un morphisme lisse, de dimen-
sion relative 1, a` fibres connexes, et soit Z une hypersurface de Y finie et e´tale
sur X (via f). Soit N un module a` connexion me´romorphe relative sur Y a` poˆles
le long de Z (cf. 1.1). Alors le bord du polygoˆne de Newton NPz(N(f(z))) ne
peut que croˆıtre (au sens large) par spe´cialisation sur Z.
Pour de´montrer A.1, on peut supposer et on supposera que Z est un trait
dont P est le point ferme´. Alors M est libre de rang µ. On note K le corps
de fractions de A, k le corps re´siduel. Notons µ(σ) (resp. µ¯(σ)) le rang de la
partie de pente σ de M (resp. de Mk =M(P )). En outre, quitte a` effecture une
ramification, on peut supposer que toutes les pentes (tant deM que deMk) sont
entie`res.
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En suivant [GL], choisissons un A[[x]]-re´seauM deM et conside´rons la suite
double de sous-A[[x]]-modules de M (indexe´e par (m,n) ∈ N2):
Mm,0 =M, Mm,n+1 =Mm,n + x
m+1 d
dx
(Mm,n).
Notons que les quotients Mm,n/M sont des A-modules de type fini.
Lemme A.3. On a
(A.3.1) λm := lim
n
1
n
dimK (Mm,n)K/MK =
∑
σ>m
(σ −m)µ(σ),
(A.3.2) λ¯m := lim
n
1
n
dimk (Im (Mm,n)k →Mk/Mk) =
∑
σ>m
(σ −m)µ¯(σ)
et
(A.3.3) λm ≥ λ¯m ≥ 0.
La valeur des limites se de´duit aise´ment de 2.1.3.ii et 2.3.1 (voir aussi [GL],
qui explicite l’e´galite´ λ0 = irM). L’ine´galite´ entre limites est essentiellement le
lemme de [De2](12). 
Pour x ∈ [0, µ], notons f(x) (resp. f¯(x)) la fonction convexe, affine par
morceaux, a` valeurs ne´gatives, dont le graphe borde NP (M) (resp. NP (Mk)).
Pour ξ ∈ [0,∞[, notons f∗(ξ) = sup
x
(xξ − f(x)) (resp. f¯∗(ξ)) la transforme´e
de Legendre de f (resp. f¯). Le couple (f, f∗) ve´rifie l’ine´galite´ de Young xξ ≤
f(x) + f∗(ξ).
Compte tenu de (A.3.1) et (A.3.2), on a
(A.3.4) f∗(m) = mµ+ λm, f¯
∗(m) = mµ+ λ¯m
pour tout m ≥ 0, et l’ine´galite´ de Young pour (f, f∗) donne
(A.3.5) λm ≥ −f(x)−m(µ− x)
pour tout x ∈ [0, µ].
Par ailleurs, pour x = xm < µ e´gal a` l’abscisse d’un sommet de NP (Mk),
et pour ξ = m e´gal a` la pente de NP (Mk) a` proximite´ droite de x, l’ine´galite´ de
Young pour (f¯ , f¯∗) est une e´galite´ et s’e´crit
(A.3.6) λ¯m = −f¯ (xm)−m(µ− xm).
(12) cela re´sulte formellement de ce que le double A[[x]]-dualM∗∗m,n est libre sur A[[x]]
et que le quotient M∗∗m,n/M est plat sur A; en effet, on a dimk (Im (Mm,n)k →
Mk/Mk) = dimk(M
∗∗
m,n/M)k − dimk(M
∗∗
m,n/Mm,n)k.
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On de´duit enfin de (A.3.3)(A.3.5)(A.3.6) l’ine´galite´
(A.3.7) f¯(xm) ≥ f(xm),
qui prouve le the´ore`me.
Remarque A.4. On voit facilement aussi que la fonction dont le graphe borde
NP (M) n’est autre que la transforme´e de Legendre, sur [0, µ], de la fonction
affine par morceaux f∗ qui interpole (A.3.4) sur [0,∞[ (λm e´tant de´fini dans
(A.3.1)).
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