Abstract-We consider the problem of zero error source coding with limited feedback when side information is present at the receiver. First, we derive an achievable rate region for arbitrary joint distributions on the source and the side information. When all pairs of source and side information symbols are observed with non-zero probability, we show that this characterization gives the entire rate region. Next, we demonstrate a class of sources for which asymptotically zero feedback suffices to achieve zeroerror coding at the rate promised by the Slepian-Wolf bound for asymptotically lossless coding. Finally, we illustrate these results with the aid of three simple examples.
I. INTRODUCTION
Traditionally, in most systems that are considered in the network source coding literature, the flow of information is assumed to be unidirectional. Yet, networks that occur in practice often allow feedback from the sinks to sources with or little or no additional infrastructure. In some simple scenarios, such as networks with only one source or one sink, the presence of a feedback from sinks to sources does not change the achievable source coding region. In contrast, if the network consists of multiple sources or sinks, then, feedback from sinks to sources has the potential to alter the forward rate region [1] .
Unfortunately, fully characterizing the rate tradeoffs for networks with bidirectional links is a difficult problem. The difficulty arises in part from the fact that a potentially unbounded number of rounds of transmissions may be required to achieve optimal rates [2] . Traditional information theoretic techniques do not readily extend to these situations.
In this paper, we aim to develop insights into these systems by studying a simple network. The setup that we consider is shown in Figure 1 . The source process X is observed at E x and demanded at E y . Terminal E y observes source Y jointly distributed with X. We wish to characterize the set of rates (R X , R Y ) required to enable E y to reconstruct X with precisely zero probability of error.
A relaxed version of this problem is the asymptotically lossless setting, where the process X is demanded with a vanishing error probability as the block length increases without bound. For this setting, it is easy to see that even unlimited rate on the feedback link does not change the rate required. In particular, for the system shown in Figure 2 , Slepian and Wolf [3] have shown that the minimum rate required on the forward link equals the cutset bound. Since the addition of the feedback link does not alter the cutset bound, it follows that the rate required cannot be reduced any further.
In the zero-error setting, the cutset bound is not achievable for the system shown in Figure 2 (c.f. [4] , [5] , [6] , [7] ) since E x has to distinguish between all possible pairs of source and side information sequences, not just those that are typical. We show that a two-way communication between E x and E y allows them to decide whether or not their observed sequences are typical and enables a tradeoff between the rate on the forward and the backward links. Of special interest are two extreme cases that are discussed in Examples 1 and 2. In the first example, asymptotically zero rate on the feedback link enables E x to operate at rates arbitrarily close to the cutset bound, while in the second, the sum rate required on the two links is bounded from below by H(X).
It should be noted that the study of feedback in source coding is not entirely new [8] , [2] , [1] . For the zero-error problem with feedback, prior works in the computer science literature have examined this problem from a communication complexity perspective (see for example, [9] , [10] , [11] , [12] , [13] ). In this work, we make the observation that insights from both communication complexity theory and asymptotically lossless source coding are useful in fully understanding problems of feedback in source coding. Further, we show that feedback is useful in the zero error setting, even for networks where it does not help in the asymptotically zero error setting.
The rest of the paper is organized as follows. Section II gives the formal problem statement. The main results are presented in Section III. Theorem 1 gives an achievable rate region for the setup in Fig 1. Theorems 2 and 3 give the exact rate region when the joint distribution of X and Y satisfies certain conditions. Finally, in Section IV, we examine a few examples to illustrate the main results.
II. PRELIMINARIES
Let P XY be a probability mass function on a finite alphabet X × Y. Denote by p X (resp. p Y ), the marginal of P XY on X (resp. Y). For each n ∈ N, the collection of random
* denote the set of all finite length binary sequences. Let l : {0, 1} * → N be the length function on {0, 1} * , i.e. if b is a string of n bits, then l(b) = n. For a given Z-valued random variable Z, we denote the entropy-coded binary description of Z by e(Z). Thus, e : Z → {0, 1}
* satisfies
Define an n-dimensional, k-interactive code (f, g) to be a collection of 2k − 1 functions
and
We allow (f, g) to be a variable-length code. The expected rate for the code thus defined is the pair (R X , R Y ), where
We say that a rate point (R X , R Y ) is zero-error achievable if, for some integers n and k, there exists an n-dimensional, k-interactive zero-error code with expected rate (R X , R Y ). The rate region R Z (X, Y ) is the closure of the set of all zero-error achievable rates. Let A (n) (X) denote the set of -
and A (n) (X, Y ). Denote the set of types of n-length sequences drawn from X n by P n (X) and the type class of a probability mass function Q ∈ P n (X) by T (n) (Q) (see [14, Section 12 .1] for details).
III. RESULTS
We first derive an achievable region which is stated in the following theorem. Let H Z (X|Y ) denote the minimum rate required for the zero error source coding of X when Y is known to the decoder and there is no feedback. Clearly,
Further, it is known that each bound is achieved with equality for some choices of P XY . However, a general characterization of H Z (X|Y ) is known only asymptotically, i.e., through a possibly infinite sequence of minimizations over increasingly large alphabets [4] , [5] , [6] , [7] . Theorem 1 derives an achievable subset of R Z (X, Y ) as a function of H Z (X|Y ). Using this result, any upper bound on H Z (X|Y ) gives an achievable region for the feedback network.
Theorem 1:
In order to prove the above result, we first show a weaker version of Theorem 1 in the following lemma.
Lemma 1:
Consider the following code construction.
Fix a block length n ≥ 1.
a bin chosen uniformly at random. Define B :
nR } to be the mapping from sequences in X n to the corresponding bin number. Suppose that x and y are the n-length sequences observed by E x and E y respectively. Consider the n-dimensional, 2-interactive code defined by the following protocol:
1. E x sends f 1 (x, y), where
2. If f 1 (x, y) = 0e(x), then the procedure stops. Else, a. E y sends
where,
otherwise.
Since the mapping from x to the pair (B(x), I B(x) (x)) is one-to-one, the above protocol ends with E y decoding x correctly for each x ∈ X n . Let P n denote the probability that the sequence of transmissions is (f 1 (x, y), g 1 (x, y), f 2 (x, y)) = (1 e(B(x) ), 1 e(I B(x) (x)), 1)
Y denote the expected rates on the forward link and the backward link respectively. These can be bounded from above as
Following previous results on random binning (c.f. [3] ), it is easily seen that P n approaches 1 as n grows without bound. Thus,
Since is arbitrary, this proves the desired result. Theorem 1 can now be proved as follows.
Proof of Theorem 1: Let R > H Z (X|Y ).
It follows from the operational definition of H Z (X|Y ) that for some block length n, there exists a function c : X n → C satisfying the following properties:
2) H(c(X)) = nR.
Observe that knowing c(x) is sufficient for E y to decode x with zero error. Therefore,
Further, H(c(X)|Y)) > nH(X|Y ) from Slepian and
Wolf's result [3] .
Using Lemma 1,
The above result shows the achievability of the region
for all probability distributions P XY . When P XY satisfies the property that p XY (x, y) > 0 for all pairs (x, y) ∈ X × Y, function H Z (X|Y ) is equal to H(X). For this class of distributions, the above region equals R Z (X, Y ). We state this as Theorem 2.
Proof: The achievability of the given rates follows from Theorem 1. Note that H Z (X|Y ) is equal to H(X) as for any block length n, all pairs (x, y) ∈ X n × Y n may be observed with non-zero probability and thus, without feedback, the encoder has to distinguish between all possible observations of x ∈ X n in order to achieve precisely zero error.
The converse follows from the lower bound on the sum R X + R Y derived in Corollary 1 of [13] . In particular, it is shown that for distributions that satisfy the conditions of 
From the converse to the Slepian-Wolf result, it also follows that
This completes the proof of theorem.
For a probability mass function P XY on X × Y, define G(P XY ), the connectivity graph of X and Y , as a graph with vertices X ∪ Y and edges {(x, y) : p XY (x, y) > 0}. We say that P XY is cycle-free if G(P XY ) has no cycles. See Fig 3  for an example of such a probability mass function. We next show that the rate (R X , R Y ) = (H(X|Y ), 0) is in the zero error region R Z (X, Y ) when P XY is cycle-free.
Theorem 3: Let X and Y be random variables drawn from a joint distribution P XY that is cycle-free. Then,
Proof: The converse follows immediately from the Slepian-Wolf problem since the rate required on the forward link for zero-error coding is no less than the rate required for the asymptotically lossless Slepian-Wolf code. We now show the achievability of the claimed rates.
As in the proof of Theorem 1, let R > H(X|Y ) and partition
nR } denote the corresponding mapping from sequences in A (n) (X) to bin numbers. Let x and y be n-length sequences observed at E x and E y respectively. Number all the types P ∈ P n (X) and denote the index of type of x by T (n) (x). Consider the following protocol.
1. 
Otherwise, E y sends g 2 (x, y) = 0.
Lemma 2 in the Appendix shows that given individual type classes of x and y, the joint type class is uniquely determined. Therefore, the above protocol always outputs the correct value x. Finally using the same argument as in Theorem 1, as long as R > H(X|Y ), the expected rate on the forward link for the above code approaches R as n grows without bound, while the rate on the backward link approaches 0.
IV. DISCUSSION
We have shown that for every pair (X, Y ) such that the rate H(X|Y ) on the forward link is not achievable without feedback, the addition of the feedback link enables us to lower the forward transmission rate. In particular, for certain classes of sources, Theorem 3 shows that even asymptotically zero feedback is useful. The following example illustrates this.
Example 1 (Binary Erasure Channel): Let random variable X be distributed uniformly on X = {0, 1} and let Y be distributed on Y = {0, E, 1} with the transition probability
From prior results (c.f. [4] ), it follows that without feedback, the minimum rate for zero error coding of X is H(X) = 1. On the other hand, Theorem 3 shows that even with asymptotically zero feedback, a rate of H(X|Y ) = p is achievable on the forward link. An interesting contrast to the above example is provided by the following example.
Example 2 (Binary Symmetric Channel): Let random variable X be distributed uniformly on X = {0, 1} and let Y be distributed on Y = {0, 1} with the following transition probability
The minimum rate possible without feedback for this example is the same as that in Example 1. However, the presence of asymptotically zero feedback does not reduce the minimum rate required on the forward link. From Theorem 2, using nonzero rate on the feedback link may lower rates on the forward link. In particular,
Finally, note that the cycle free condition of Theorem 3 is not necessary for asymptotically achieving a forward rate of H(X|Y ) with asymptotically zero feedback rate. This is shown in the following example.
Example 3 (Binary Erasure Channel with Two Erasures): Let X be distributed uniformly on X = {0, 1} and let Y distributed on Y = {0, E 1 , E 2 , 1} with the transition probability
Lemma 3, which is proved in the Appendix shows that this example is equivalent to Example 1. Thus, a rate H(X|Y ) = p on the forward link can be achieved with asymptotically zero rate on the feedback link even though P XY is not cycle free.
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