Abstract. This paper introduces a new structure of commutative semiring, generalizing the tropical semiring, and having an arithmetic that modifies the standard tropical operations, i.e. summation and maximum. Although our framework is combinatorial, notions of regularity and invertibility arise naturally for matrices over this semiring; we show that a tropical matrix is invertible if and only if it is regular.
Introduction
Traditionally, researchers have been able to frame mathematical theories using formal structures provided by algebra; geometry is often a source for interesting phenomena in the core of these theories. The semiring structure introduced in this paper emerges from the combinatorics within max-plus algebra and its corresponding polyhedral geometry, called tropical geometry. Although our ground structure is a semiring, much of the theory of standard commutative algebra can be formulated on this semiring, leading to application in combinatorics, semigroup theory, polynomials algebra, and algebraic geometry.
Tropical mathematics takes place over the tropical semiring (Ê ∪ {−∞}, max, +), the real numbers equipped with the operations of maximum and summation, respectively, addition and multiplication [4, 6, 12] , and it interacts with a number of fields of study including algebraic geometry, polyhedral geometry, commutative algebra, and combinatorics. Polyhedral complexes, resembling algebraic varieties over a field with real non-archimedean valuation, are the main objects of the tropical geometry, where their geometric combinatorial structure is a maximal degeneration of a complex structure on a manifold.
Over the past few years, much effort has been invested in the attempt to characterize a tropical analogous to classical linear algebra, [3, 7, 12] , and to determine connections between the classical and the tropical worlds [11, 13, 14] . Despite the progress that has been achieved in these tropical studies, some fundamental issues have not been settled yet; the idempotency of addition in (Ê ∪ {−∞}, max, +) is maybe one of the main reasons for that. Addressing this reason, and other algebro-geometric needs, our goals are:
(a) Introducing a new structure of a partial idempotent semiring having its own arithmetic that generalizes the max-plus arithmetic and also carries a tropical geometric meaning;
(b) Presenting a novel approach for a theory of matrix algebra over partial idempotent semirings that includes notions of regularity and semigroup invertibility, analogous as possible to that of matrices over fields. The latter goal is central issue in the study of Green's relations over semigroups and is essential toward developing a linear representations of semigroups. Our new approach answers these goals and paves a way to treat other needs like having a notions of linear dependency and rank.
Our new structure, which we call extended tropical semiring , is built on the disjoint union of two copies of Ê, denoted Ê and Ê ν , together with the formal element −∞ that serves as the gluing point of Ê and Ê ν . Thus, help. I'm deeply grateful him for his support and the fertile discussions we had. A part of this work was done during the author's stay at the Max-Planck-Institut für Mathematik (Bonn) . The author is very grateful to MPI for the hospitality and excellent work conditions.
Extended Tropical Arithmetic -A New Approach
With two goals in minds, geometrically and algebraically derived, our objective is to introduce a new concept of idempotent semiring extensions, applied here to the classical tropical semiring (Ê ∪ {−∞}, max, +), including also the relation to non-Archimedean fields with real valuations. Although related topics have been discussed earlier for (Ê ∪ {−∞}, max, +), cf. [1, 2, 3, 15] , in this paper we use a different approach implemented on a semiring structure having a modified arithmetic. We open by describing the standard tropical framework, then we present the basics of our new concept and the associated semiring structure.
1.1. The tropical semiring. Tropical mathematics is the mathematics over idempotent semirings, the tropical semiring is usually taken to be (Ê∪{−∞}, max, + ); the real numbers together with the formal element −∞, and with the operations of tropical addition and tropical multiplication
cf. [11, 12] . We writeÊ for Ê ∪ {−∞} and equipÊ * := Ê with the Euclidean topology, assuming thatÊ is homeomorphic to [0, ∞). The tropical semiring contains the max-plus algebra [2, 12] and it emerges as a target of non-Archimedean fields with real valuation; it is an idempotent semiring, i.e. a + a = a, with the unit ½Ê := 0, and the zero element ¼Ê := −∞.
Elements of the semiringÊ[λ 1 , . . . , λ n ] are called tropical polynomials in n variables overÊ and are of the form
where ·, · stands for the standard scalar product, Ω ⊂ n is a finite nonempty set of points i = (i 1 , . . . , i n ) with nonnegative coordinates, α i ∈ Ê for all i ∈ Ω, and Λ = (λ 1 , . . . , λ n ). The addition and multiplication of polynomials are defined according to the familiar law. Any tropical polynomial f ∈Ê[λ 1 , . . . , λ n ]\{−∞} determines a piecewise linear convex functioñ f : Ê (n) −→ Ê. But, in the tropical case, the map f →f is not injective, and one can reduce the polynomial semiring so as to have only those elements needed to describe functions. A tropical hypersurface is defined to be the domain of non-differentiability, also called the corner locus, off for some f ∈Ê[λ 1 , . . . , λ n ]\{−∞}. Therefore, points of a tropical hypersurface can be specified as the points on which the value off is attained by at least two monomials of f . This property is crucial for understanding the purpose of incorporating additive multiplicities, it will be used later to distinguish the corner locus from the other points of a domain.
One of our goals is to establish a semiring structure that allows one to realize (algebraically) the points of a corner locus as a "zero" locus of a polynomial; namely, to have the ability to form algebraic sets. Therefore, we would like to have a structure that not only provides the operation of maximum, but also encodes an indication about its additive multiplicity. In other word, in some sense, to "resolve" the idempotency of (Ê, max, + ). Remark 1.1. Indeed, to address this goal, one may suggest an alternative arithmetic that defines the addition of two equal elements to be −∞, which we write as "a + a" = −∞, and the addition of different elements to be their maximum. We denote this structure as (Ê, " max ", +). Unfortunately, this type of addition is not associative; for example, for b < a we have "b+(a + a) " = "b+(−∞) " = b while " (b + a) + a" = "(a) + a" = −∞.
Distributivity : To verify distributivity of ⊙ over ⊕, for the case when all elements are reals, write
and compare the evaluations with respect to the different ordering of the involved arguments.
When elements of both Ê and Ê ν are involved, use the above specification together with Axiom 1.4; for example,
Zero: By definition ¼ Ì := −∞ is the additive identity of Ì (cf. Axiom 1.4 (1)), and it annihilates Ì (cf. Axiom 1.4 (4)). One: One can easily check that ½ Ì := 0 is the multiplicative identity of Ì. 
where ν : a → a ν , ν : a ν → a ν , and ν : −∞ → −∞. Then, ν is a semiring homomorphism and we write x ν for the image of x ∈ Ì inÊ ν , where ν is is the identity for each x ∈Ê ν . Accordingly, call a ν the ν-value of a. Given x, y ∈ Ì, we say that x is greater than y, or maximal, up to ν if x ν ≻ y ν , similarly, when x ν = y ν we say that x and y are equal up to ν .
Writing x n for the tropical product x ⊙ x ⊙ · · · ⊙ x of n factors we have:
Proof. Assume n > 1, by induction:
and (x⊕ y) n = x n . Similarly, if y ≻ x, then (x⊕ y) n = y n . In the case of x = y, we have x⊕ y ∈Ê ν , x n ⊕ y n ∈Ê ν , and x n ⊕ y n = x n = (x ⊕ y) n .
Corollary 1.12. The "Cauchy" inequality
holds for any x 1 , . . . , x n ∈ Ì; equality occurs only if ν(x 1 ) = ν(x 2 ) = · · · = ν(x n ) and at least one Let Ã be an algebraically closed field with a real non-Archimedean valuation
for example, assume Ã is the field of locally convergent complex Puiseux series, of the form
where R ⊂ É is bounded from below and the elements of R have a bounded denominator. Then,
is a real valuation satisfying the rules of being non-Archimedean,
(Note that V al is not a homomorphism, since it does not preserve associativity.) Thus, in the sense of tropicalization, the arithmetic operations of Ã are replaced with the correspondence: · → + and + → max . 
)(ii) is interpreted as equality and the cases it is inequality.
In order to realize (Ì, ⊕, ⊙) as the target of V al, to each point a ν ∈ Ê ν we assign the ray P a ν := [−∞, a] and to each x ∈Ê we assign the singleton P a := {a}, in particular P −∞ := {−∞}; therefore x ∈ P x for each x ∈ Ì. With this construction we obtain the inclusions:
(Recall that two series in Ã that are vanished in order 1 must vanished on order at least 1; the inclusions (1.7) address this property.)
Let G(Ì) := {P x : x ∈ Ì}, then V al(f ) ∈ P x for some P x ∈ G(Ì) which clearly needs not be unique. Accordingly, for each pair f ∈ Ã and x ∈ Ì we define the relation
Theorem 1.14. Formula (1.8) yields a homomorphism; that is, for any f, g ∈ Ã with V al(f ) ∈ P x and V al(g) ∈ P y we have V al(f · g) ∈ P x⊙y and V al(f + g) ∈ P x⊕y .
and
For the additive relation, write
and use the inclusion P a ⊂ P a ν , cf. (1.7). The case of V al(f + 0) is trivial.
1.5. The relation to the max-plus arithmetic. The structure of (Ì, ⊕, ⊙) provides a much richer structure, generalizing both the max-plus semiring and the one suggested in Remark 1.1, and achieves the best of both worlds.
Lemma 1.15. The map
π : a ν → a, π : a → a, and π : −∞ → −∞, is a semiring epimorphism.
Proof. Clearly, π is onto. Assume π(x) = a and π(y) = b, where x, y ∈ Ì, then π(
On the other hand one can also define: 
commutes.
Corollary 1.17 displays (Ì, ⊕, ⊙) as a generalization of (Ê, max, + ) which is endowed with a richer structure in the sense that it encodes an indication about the additive multiplicity of elements in Ê. Namely, since a ⊕ a = a ν and a ⊕ a ν = a ν , a ν can be realized as a point with additive multiplicity > 1. (Clearly, computations for (Ê, max, + ) can be performed on (Ì, ⊕, ⊙) and then to be sent back to (Ê, max, + ).)
As for the arithmetic suggested in Remark 1.1 (i.e. defined with "a + a" = −∞), one may suggest the map
φ : a → a, φ : a ν → −∞, and φ : −∞ → −∞; but, since (Ê, " max ", + ) is not associative, φ is not a homomorphism.
1.6. Geometric view. Let us remind that one of our goals was to obtain a semiring structure that enables us to treat algebraically the points of a corner locus of tropical functions, namely, to define tropical algebraic set. To present only the frame of this idea, given a tropical polynomial f ∈ Ì[λ 1 , . . . , λ n ] we define the tropical algebraic set of the corresponding functionf to be
Therefore, the corner locus of f ∈Ê[λ 1 , . . . , λ n ] over (Ê, max, + ) is just the restriction of Z(f ), considered as a polynomial over (Ì, ⊕, ⊙), to the real points, i.e. Z(f ) ∩Ê (n) . The study of polynomial algebras and tropical algebraic sets over (Ì, ⊕, ⊙) will be treated in a forthcoming paper.
The graph of the linear functionf (x) = x + a over (Ì, ⊕, ⊙), on left hand side, and the corresponding functionf (x) = max{x, a} over (Ê, max, + ), on right hand side.
Matrix Algebra
Our forthcoming study is dedicated to introducing the fundamentals of the matrix algebra over (Ì, ⊕, ⊙) whose operations of are typically combinatorial. Yet, developing an algebraic theory, analogous to classical theory of matrix algebra over fields, with a view to combinatorics, is our main goal. This goal is supported by the connections to graph theory [9] , the theory of automata [10] , and semiring theory [5] .
Notations: For the rest of the paper, assuming the nuances of the different arithmetics are already familiar, we write xy for the product x⊙ y, x y for the division x⊙ ▽ y, and x n for x⊙ · · ·⊙ x repeated n times.
2.1. Tropical matrices. It is standard that if R is a semiring then we have the semiring M n (R) of n × n matrices with entries in R, where addition and multiplication are induced from R as in the familiar matrix construction. Accordingly, we define the semiring of tropical matrices M n (Ì) over (Ì, ⊕, ⊙), whose unit is the matrix
and whose zero matrix is Z = (−∞)I; therefore, M n (Ì) is also a multiplicative monied. We write A = (a ij ) for a tropical matrices A ∈ M n (Ì) and denote the entries of A as a ij . Since Ì is a commutative semiring, xA = Ax for any x ∈ Ì and A ∈ M n (Ì).
As in the familiar way, we define the transpose of A = (a ij ) to be A t = (a ji ), and have the relation
(The proof is standard by the commutativity and the associativity of ⊕ and ⊙ over Ì.)
The minor A ij is obtained by deleting the i row and j column of A. We define the tropical determinant to be
where S n is the set of all the permutations on {1, . . . , n}. Equivalently, |A| can be written in terms of minors as In particular, when two or more different permutations, σ ∈ S n , achieve the ν-value of |A| simultaneously, or the permutation that reaches the ν-value of |A| involves an entry inÊ ν , then A is singular. Proof. Let S n be the set of all the permutations on N = {1, . . . , n}, and let F n = {N − → N } be the set of all maps from N to itself, in particular S n ⊂ F n . Denoting the entries of AB by (ab) ij , we write the determinant |AB| in the form of Formula (2.2) as:
By the structure of the left hand side of ( * ), we can see that the value of |AB| is obtained when both i a iµ(i) and i b µ(i)σ(i) attain their maximal evaluation at the same time. We show that this is possible. Namely both reach their maximal evaluation on the same µ, which we denote by µ o ; the corresponding σ ∈ S n is then denoted by σ o . Note that when |AB| ∈ Ê there must be exactly one pair, µ o and σ o ; otherwise, by definition, AB would not be regular.
Case I: Suppose µ o ∈ S n is a permutation which maximizes i a iµ(i) . We show that there is also a permutation σ o ∈ S n that maximizes i b µ(i)σ(i) for µ o . Assume |AB| ∈ Ê, with σ t ∈ S n maximizes j b jσt(j) . Generally speaking, for any given µ ∈ S n and σ t ∈ S n , there exits σ ∈ S n which makes the diagram
σ commutative, where we use the notation [ · ] to indicate the appropriate indices. Accordingly, choosing σ o ∈ S n for which σ o • µ o = σ t , we obtain i b µo(i)σo(i) = j b jσt(j) ; in this case the two components of ( * ) reach their maximum simultaneously and we can write:
When A is singular, there are at least two different µ 1 , µ 2 ∈ S n that attain the ν-value of |A| or a single µ ∈ S n that involves a non-real entry. The latter case is obvious, since ( * ) has a non-real multiplier and thus |AB| ∈Ê ν . Suppose σ 1 , σ 2 ∈ S n are two permutations satisfying
and hence |AB| ∈Ê ν .
Case II: Suppose µ o ∈ F n \ S n , |AB| ∈ Ê, and let σ o ∈ S n be the corresponding permutation which maximizes the product
in ( * ). In particular, there is only one such pair, µ o and σ o , for otherwise AB would not be regular.
Since µ o / ∈ S n , there are at least two indices
Denote byσ o ∈ S n the permutation obtained by switching between the images of i 1 and i 2 in σ o , while all other correspondences remain as they are; explicitly,σ o (i 1 ) = h 2 ,σ o (i 2 ) = h 1 , and σ o (i) = σ o (i), for all i = i 1 , i 2 . With respect to σ o , we have the following combinatorial situation:
(The diagram helps us to understand the modification of µ o .) Usingσ we expand ( * * * ) further,
which means thatσ o = σ o also attain the ν-value of |AB| and thus, |AB| ∈Ê ν . This contradicts the assumption that µ o / ∈ S n , so µ o ∈ S n , and this case has already been discussed before. 
Invertibility of Matrices
We introduce a new notion of semigroup invertibility, and present it for the matrix monoid M n (Ì); this type of invertibility can be adopted to any abstract semigroup having a distinguished subset. Although our framework is typically combinatorial, we show how classical results are carried naturally on our setting.
Basic definitions.
We open with an abstract definition. Definition 3.1. Let S be semigroup, and let U ⊂ S be a proper subset with the property that for any u ∈ U there exists some v ∈ U for which vu ∈ U and uv ∈ U . We call U a distinguished subset of S.
An element x ∈ S is said to be pseudo invariable if there is y ∈ S for which xy ∈ U and yx ∈ U , in particular all the members of U are pseudo invertible. When U consists of all idempotents elements of S, the pseudo invertibility is then called E-denseness [10] .
A monoid is called E-dense if all of its elements are E-denseness.
To emphasize, for the purpose of pseudo invertibility, U needs not be closed under the law of S. The notion of E-denseness is already known in literature, while the weaker version of pseudo invertibility is new.
To apply the notion of pseudo invariability to M n (Ì), viewed as monoid, we define a pseudo unit matrix to be a regular matrix of the form
that is ι ij ∈Ê ν for all i = j, and ι ii = 0, for each i = 1, . . . , n. Since I is regular we necessarily have | I| = 0, and in particular the unit matrix I, cf. (2.1), is also a pseudo unit. We define the distinguished subset U n (Ì) ⊂ M n (Ì) to be
U n (Ì) = I : I is a pseudo unit matrix , Therefore, I ∈ U n (Ì) and hence I I = II = I, for each I ∈ U n (Ì), which makes U n (Ì) a distinguished subset satisfies the condition of Definition 3.1. Correspondingly, we define the distinguished subset
I is an idempotent pseudo unit matrix . 
Using U n (Ì) we explicitly define pseudo invertibility on M n (Ì):
is said to be pseudo invertible if there exits a matrix B ∈ M n (Ì) such that AB ∈ U n (Ì) and BA ∈ U n (Ì). If A is pseudo invertible, then we call B a pseudo inverse matrix of A and denote it as A ▽ .
We use the notation of A ▽ since the pseudo matrix needs not be unique; moreover, in our setting AA ▽ is not necessarily equal to A ▽ A, and thus might be evaluated for different pseudo units.
Example 3.4. Consider the following matrices:
For these matrices we have,
, and also AA ∈ U n (Ì). Namely, A has at least two pseudo inverses. 
Before proving the theorem, we recall some definitions and present new notation: Proof. We prove only multiplication on right, AA ▽ ∈ U n (Ì); the multiplication on left is proved in the same way.
(⇐) Assume |A| ∈Ê ν and at the same time there exists a pseudo inverse A ▽ . Then, by Theorem 2.6, |AA ▽ | ∈Ê ν and their product is singular. Recalling that | I| = 0 for all I ∈ U n (Ì), we have
(⇒) We write A ⋄ for the adjoint matrix Adj(A), for short, and denote the product AA ⋄ by B = (b ij ). Assuming A is regular, we need to prove that AA ⋄ |A| ∈ U n (Ì), or equivalently, that AA ⋄ = |A| I for some I ∈ U n (Ì). To prove this, we need to verify the following conditions:
(1) b ii = |A| for each i;
Diagonal entries: When i = j,
since this is just the expansion of |A| along row i (cf. Equation (2.3)).
Non-diagonal entries: For i = j,
since this is the expansion of the determinant of the matrix obtained from A by replacing row j with a copy of row i, and which therefore has two identical row and is singular (Theorem 2.5).
Regularity of product:
To prove | B |A| | = 0, we show equivalently that |B| = |A| n . Let S n be the set of all permutations on N = {1, . . . , n} and let F n = {N − → N } be the set of all maps from N to itself, i.e. S n ⊂ F n , and write the expansion of |B| explicitly,
Assume σ o ∈ S n and µ o ∈ M n achieve the ν-value of |B|. In case σ o is the identity, by Equation (3.4), b ii = |A|, for each i, and thus,
Otherwise, when σ o is not the identity, we write
for the product that reaches the ν-value of (3.6) and prove it always ≺ |A| n .
Case I: Assume µ o ∈ S n is a permutation, then Formula (3.8) can be reordered to the form
If ( * ) ≻ |A| n , then it must have at least one component a jµo (n) |A jµo (n) | ≻ |A|, but this contradicts the maximality of |A|. On the other hand, if all a jµo(n) |A jµo (n) | = |A| we get a contradiction to the regularity of |A|. Therefore, ( * ) ≺ |A| n .
Case II: Assume µ o ∈ F n \ S n , then there exist at least two indices
We show the existence of a permutation µ l ∈ S n that reaches the same ν-value for Formula (3.8) as µ o reaches, the proof is then completed by Case I, applied to µ l .
For the two components a i1jo |A σo(i1)jo | and a i2jo |A σo(i2)jo | of (3.8), indexed by µ o (i 1 ) = µ o (i 2 ) = j o , we have the following combinatorial layouts:
The diagrams are useful to understand the modification of µ o . Since µ ∈ M n \ S n , there exists at least one index j h = j o in N \ Im(µ o ). Therefore, the corresponding component, a ij h |A σo(i)j h |, is absent in (3.8) . Without loss of generality, we take a i2jo |A σo(i2)jo | and modify it. Clearly, |A σo(i2)jo | involves an entry a • j h , let i h be the index for which σ(i h ) = j h . Then |A σo(i2)jo | = a i h j h |A σo(i2)i h ,joj h |, and hence, by the maximality of µ o ,
Namely, we have specified another map µ 1 ∈ M n with µ 1 (i 1 ) = j o , µ 1 (i 2 ) = j h , and µ 1 (i) = µ o (i) for all i = i 1 , i 2 . Therefore, we reduced the number of indices sharing a same image in µ o to have Im(µ o ) ⊂ Im(µ 1 ) ⊆ N . Proceeding inductively we get a chain
the left equality is due to the finiteness of F n . Thus µ l ∈ S n ; the proof of Case II is then completed by Case I.
So, we have showed that the identity σ o is the single permutation that maximizes (3.6), and for which we have B = AA ▽ = |A| I. Since |A| ∈ Ê and I is regular, so is B. This completes the proof of Theorem 3.7 on pseudo invertibility of matrices over (Ì, ⊕, ⊙).
We push the result of Theorem 3.7 further: Theorem 3.8. For each regular matrix A ∈ M n (Ì), the products AA ▽ and A ▽ A are idempotents.
Proof. Writing I = AA ▽ , with I = (ι ij ), we prove that
and we need to prove the equality
.
To see that ι 
3.3.
Matrices with real entries. Denoting by M n (Ê) the semiring of matrices over (Ê, max, + ), the epimorphism π : (Ì, ⊕, ⊙) − → (Ê, max, + ), cf. (1.9), induces in the standard way the epimorphism π * : M n (Ì) −→ M n (Ê) of matrix semirings. We write π * (A) for the image of A ∈ M n (Ì) in M n (Ê). Conversely, settheoretic, M n (Ê) ⊂ M n (Ì). Using Formulas (3.7) and (3.8), we see that the maximal value of |A jh |a kj is attained when k = h = j and it is |A|. Thus, π (( * )) = π(a ij |A jj |a jj |A| −1 ) = a ij .
The other relations are proved in the same way. 
