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SMALL PRIME GAPS IN ABELIAN NUMBER FIELDS
ALEXANDRA MIHAELA MUSAT
Abstract. In [5], Dan Goldston, Janos Pintz, and Cem Yildirim proved that
there are infinitely many rational primes that are much closer together than
the average gap between primes. Assuming the Elliott-Halberstam conjecture,
they also proved the existence of infinitely many bounded differences between
consecutive primes.
We will prove an analogue of their result for a number field. We let K be a
finite extension of Q and consider (qn) the sequence of rational prime numbers
that split completely in K. For K an abelian extension of Q, we prove that
lim inf
n→∞
qn+1 − qn
log qn
= 0.
Under the Elliott-Halberstam conjecture, we also prove that there are infinitely
many bounded gaps between consecutive members of the sequence qn.
We also give another proof of the same result in the special case of a qua-
dratic extension of class number 1, which relies on a generalization of the
Bombieri-Vinogradov theorem for quadratic number fields.
1. Introduction
One of the most famous unresolved problems in number theory is the twin prime
conjecture, which states that there are infinitely many prime numbers p for which
p + 2 is also prime. In 2005, putting to rest a long-standing open problem, Dan
Goldston, Janos Pintz and Cem Yildirim proved that there are infinitely many
primes that are very close together-much closer together than the average gap
between primes. Under the Elliott-Halberstam conjecture, which concerns primes
in arithmetic progressions, they also proved that there are infinitely many bounded
gaps between consecutive prime numbers. More formally, they proved that
(1.1) lim inf
n→∞
(pn+1 − pn) ≤ 16,
where pn denotes the n
th prime number.
If we let
E = lim inf
n→∞
pn+1 − pn
log pn
,
then the main result proven by Goldston, Pintz and Yildirim in [5] is that
(1.2) E = 0,
which is implied by the twin prime conjecture and by (1.1).
Finding upper bounds on E has been a long studied problem. The famous
prime number theorem states that the number π(x) of prime numbers up to x is
roughly
x
lnx
. This is equivalent to the statement that pn ∼ n lnn, which would
imply that the average gap between consecutive prime numbers is lnn ∼ ln pn.
This asymptotic expression implies that E ≤ 1. Erdo¨s [3] was the first to prove
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that E < 1. Another important result was that E <
1
2
, proven by Bombieri and
Davenport in [2]. Maier [7] further improved the result to E ≤ 0.24....
In May 2005, Goldston, Pintz and Yildirim showed that E = 0. Their proof
uses the Bombieri-Vinogradov theorem on primes in arithmetic progressions and
shows a connection between the distribution of primes in arithmetic progressions
and small gaps between primes.
In the present paper, we will prove a generalization of this result for the case of
an abelian number field. Following [5], we will prove both an unconditional result
and a conditional result, depending on the Elliott-Halberstam conjecture. We will
prove the following unconditional result.
Theorem 1.1 (Unconditional result). Let K be an abelian extension of Q and let
(qn) be the sequence of rational prime numbers that split completely in K. Then
lim inf
n→∞
qn+1 − qn
log qn
= 0.
Assuming the Eliott-Halberstam conjecture, we will also prove the following
theorem.
Theorem 1.2 (Conditional Result). Let K be an abelian extension of Q and let (qn)
be the sequence of rational prime numbers that split completely in K. Then there
exist infinitely many bounded gaps between consecutive members of the sequence qn.
Our method of proof of the two theorems above will follow the main ideas used
in [5]. Using results from class field theory, we know that the primes that split com-
pletely in a number field are described, with finitely many exceptions, by congruence
conditions. In our proof, we will consider the analogue multiplicative functions as
in [5] and we will impose some extra congruence conditions on them.
The paper is organized as follows. In section 2, we give a quick overview of
the method used by Goldston, Pintz and Yildirim in the original proof in [5]. In
section 3, we will find estimates for the main sums used in proving the existence of
conditionally bounded gaps and the unconditional result. In sections 4 and 5 we
prove the conditional result (1.2) and the unconditional result (1.1), respectively.
Section 6 of the paper provides a different approach for proving (1.1) and (1.2) in
the special case of a quadratic extension of class number 1, which could give some
insight into how we could prove analogous results for more general number fields.
2. A brief review of the Goldston, Pintz and Yildirim method
The general approach employed by Goldston, Pintz and Yildirim in [5] was the
following.
Let k be a given positive integer which is at least 2 and take H = {h1, . . . , hk}
to be a set of nonnegative distinct integers. Define
̟(n) =
{
log p if n = p prime
0 otherwise.
Let P (n,H) = (n+h1) · · · (n+hk) and suppose that for each prime p the number νp
of residue classes occupied by the elements ofH is at most p. The Hardy-Littlewood
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conjecture implies that there exist infinitely many n such that the translate set n+H
consists entirely of primes.
The idea of Goldston, Pintz and Yildirim was to find a nonnegative function
α(n) such that
(2.1)
∑
x≤n<2x
α(n)
∑
h∈H
̟(n+ h)/
∑
x≤n<2x
α(n)
is big for x→∞. This would be useful for the following reason. If we could choose
a function α(n) such that for x≫ 1,∑
x≤n<2x
α(n)
∑
h∈H
̟(n+ h)/
∑
x≤n<2x
α(n) ≥ (1 + ǫ) lnx,
then it would follow that there would be at least two primes in the set n+H , for
some n ∈ [x, 2x), the gap being bounded by hk − h1. Letting x→∞ would prove
the existence of bounded differences between consecutive primes. Motivated by the
ideas behind the Selberg sieve, they put α(n,H) = (
∑
d|P (n,H)
λd)
2, with λd given by
the formula
λd =
{
1
(k+l)!µ(d)(log
R
d )
k+l if d ≤ R
0 otherwise.
The best choice for the parameter l above is positive but o(k). This choice will
become clearer later in the paper.
In order to estimate the ratio (2.1), they invoked the Bombieri-Vinogradov theo-
rem, which concerns the distribution of primes in arithmetic progressions. To state
the Bombieri-Vinogradov theorem, we must introduce some notation. Define the
classical von Mangoldt function
Λ(n) =
{
log p n = pa
0 otherwise
and the normalized prime-counting function
ψ(x; q, a) =
∑
n≤x
n≡a (mod q)
Λ(n)
for the arithmetic progression a mod q. Define the error quantity
E(x, q) = max
(a,q)=1
max
y≤x
|ψ(y; q, a)−
y
φ(q)
|.
Then the Bombieri-Vinogradov theorem asserts that the error term above is as
small on average over q as the Riemann hypothesis would predict.
Theorem 2.1 (Bombieri-Vinogradov). For a real number A, there exists a B such
that ∑
q< x
1/2
(log x)B
E(x, q)≪
x
(log x)A
.
Let θ be the supremum of all θ′ such that∑
q<xθ′
E(x, q)≪θ′,A
x
(log x)A
.
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We call θ the level of distribution of primes in arithmetical progressions. Note
that the Bombieri-Vinogradov theorem implies that θ ≥ 12 . The Elliot-Halberstam
conjecture claims that θ = 1. In [5], it is shown that the truth of the Elliott-
Halberstam conjecture implies that lim inf
n→∞
(pn+1 − pn) ≤ 16.
3. Some estimates needed for an abelian extension
In this section, we will prove the main lemma we will use in the proof of (1.1)
and (1.2).
3.1. Main ideas used in the proof. It is known that the primes that split com-
pletely in an abelian extension are described, with finitely many exceptions, by
congruence conditions. Therefore, we need to prove that the sequence of rational
prime numbers (qn) with qn ≡ a (mod m), for fixed a,m with (a,m) = 1 satisfies
(1.1).
As in [5], we take H to be a a set of k positive integers H = {h1, h2, . . . , hk} and
we impose the extra condition that H mod m = {0}. Let
(3.1) m = pa11 · · · p
ar
r
be the prime factorization of m. Choose
(3.2) α(n,H) = (
∑
d|P (n,H)
λd)
2,
with λd given by the formula
(3.3) λd =
{
1
(k+l)!µ(d)(log
R
d )
k+l if d ≤ R
0 otherwise,
for some R = R(x).
We will estimate
∑
x≤n<2x
n≡a (mod m)
α(n) and
∑
x≤n<2x
n≡a (mod m)
α(n)
∑
h∈H
̟(n + h), and as-
suming the Elliott-Halberstam conjecture, we will prove that∑
x≤n<2x
n≡a (mod m)
α(n)
∑
h∈H
̟(n+ h)/
∑
x≤n<2x
n≡a (mod m)
α(n) ≥ (1 + ǫ) logx.
3.2. Estimates. For a multiplicative function ρ on the squarefree integers, define
S(ρ) =
∏
p prime
(
1−
ρ(p)
p
)(
1−
1
p
)−k
.
We impose the congruence conditionH mod m = {0} and we evaluate
∑
x≤n<2x
n≡a (mod m)
α(n)
and
∑
x≤n<2x
n≡a (mod m)
α(n)̟(n + h0), for h0 not belonging to H and h0 ≡ 0 (mod m),
and for h0 ∈ H .
The estimates are given by the following lemma.
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Lemma 3.1. Let H be a set of k nonnegative integers such that H mod m = {0}
and
max
h∈H
h≪ logR.
Let ǫ > 0 and α(n) and λd be as given by formula (3.3). Then for R, x → ∞
such that log x≪ logR, we have:
(1) Provided R ≤ x1/2−ǫ,
(3.4)
∑
x≤n<2x
n≡a (mod m)
α(n) =
x
m
(logR)k+2l
(k + 2l)!
(
2l
l
)
(S(ρ1) + o(1)),
where the multiplicative function ρ1(p) is defined by:
ρ1(p) =
{
0 if p = pi, for i ∈ {1, . . . , r}
νp if p prime 6= pi, for any i ∈ {1, . . . , r}
and extended multiplicatively to squarefree integers. Recall that pi are the
primes that appear in the factorization of m, as defined in (3.1).
(2) For an integer h0 /∈ H such that h0 ≡ 0 (mod m), provided R ≤ x
θ/2−ǫ :
(3.5)
∑
x≤n<2x
n≡a (mod m)
α(n)̟(n + h0) =
x
φ(m)
(logR)k+2l
(k + 2l)!
(
2l
l
)
(S(ρ2) + o(1)),
where the multiplicative function ρ2(p) is defined by
ρ2(p) =


0 if p = pi, for i ∈ {1, . . . , r}
p(νp(H ∪ {h0})− 1)
φ(p)
if p prime 6= pi, for any i ∈ {1, . . . , r}.
Recall that θ is the level of distribution of primes in arithmetic progressions,
as defined in the previous section.
(3) For an integer h0 ∈ H, provided R ≤ x
θ/2−ǫ,
(3.6) ∑
x≤n<2x
n≡a (mod m)
α(n)̟(n + h0) =
x
φ(m)
(logR)(k+2l+1)
(k + 2l + 1)!
(
2(l + 1)
l + 1
)
(S(ρ3) + o(1)),
where the multiplicative function ρ3(p) is defined by
ρ3(p) =


0 if p = pi, for i ∈ {1, . . . , r}
p(νp(H)− 1)
φ(p)
if p prime 6= pi, for any i ∈ {1, . . . , r}.
Proof. We will first prove that the main term of the sum (3.4) is of the form
x
m
∑
d1,d2≤R
λd1λd2
ρ1([d1, d2])
[d1, d2]
,
and that the main terms of the sums (3.5) and (3.6) are of the form
x
φ(m)
∑
d1,d2≤R
λd1λd2
ρ([d1, d2])
[d1, d2]
,
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where ρ = ρ2 for the second sum and ρ = ρ3 for the third sum. We first evaluate
the following.
∑
x≤n<2x
n≡a (mod m)
α(n) =
∑
x≤n<2x
n≡a (mod m)

 ∑
d|P (n,H))
λd


2
=
∑
d1,d2≤R
λd1λd2
∑
x≤n<2x
n≡a (mod m)
δ=[d1,d2]|P (n,H)
1.
If (m, δ) 6= 1, then there is some prime divisor pi of m (i ∈ {1, . . . , r}) that
also divides δ. If δ|P (n,H), then there would exist some element h ∈ H for which
n+ h ≡ 0 (mod pi). Since H was chosen so that H mod m = {0}, it follows that
n ≡ 0 (mod pi), which contradicts the condition n ≡ a (mod m), (a,m) = 1. Hence
we have the following.∑
d1,d2≤R
λd1λd2
∑
x≤n<2x
n≡a (mod m)
δ=[d1,d2]|P (n,H)
1 =
∑
d1,d2≤R
λd1λd2
∑
x≤n<2x
n≡a (mod m)
δ|P (n,H)
(m,δ)=1
1.
Since δ is sqarefree, the condition δ|P (n,H) is equivalent to that for each prime
number p|δ, there is an element h ∈ H such that n + h ≡ 0 (mod p). Since the
elements of H occupy νp congruence classes modulo p , it follows that the condition
δ|P (n,H) is equivalent to saying that n belongs to one of νp congruence classes
modulo p. Therefore, the conditions n ≡ a (mod m), δ|P (n,H), (m, δ) = 1 are
equivalent to that n belongs to one of ρ1(δ) congruence classes modulo [m, δ] = mδ,
where ρ1 is defined by:
ρ1(p) =
{
0 if p|m
νp if p ∤ m.
Then ∑
x≤n<2x
n≡a (mod m)
δ|P (n,H)
(m,δ)=1
1 = x
ρ1(δ)
mδ
+ rδ,
with |rδ| ≤ ρ1(δ). Hence we get∑
x≤n<2x
n≡a (mod m)
α(n) =
∑
d1,d2≤R
λd1λd2
∑
x≤n<2x
n≡a (mod m)
δ|P (n,H)
(m,δ)=1
1
=
x
m
∑
d1,d2≤R
λd1λd2
ρ1(δ)
δ
+
∑
d1,d2≤R
λd1λd2rδ.
We will show that the error term
(3.7)
∑
d1,d2≤R
λd1λd2rδ
is o(x) for fixed k and l, provided that R ≤ x1/2−ǫ.
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We have the inequality
|rδ| ≤ ρ1(δ) =
∏
p|δ
ρ1(p) ≤
∏
p|δ
k = kω(d),
where ω(d) is the number of distinct prime divisors of d. Using the definition of λd,
we get that λd ≪ (logR)
k+l. Combining these two relations gives that the error
term (3.7) is
≪ (logR)2(k+l)
∑
δ≤R2
rδ
∑
d1,d2≤R
[d1,d2]=δ
1.
Since d1, d2 are squarefree, we have that
∑
d1,d2≤R
[d1,d2]=δ
1 = 3ω(d), and hence the error
term (3.7) is ≪ (logR)2(k+l)
∑
δ≤R2(3k)
ω(d). Using the estimate∑
n<x
kω(n) ≪ x(log x)k−1,
we get that the error term is ≪ R2+ǫ
′
, for any ǫ′ > 0. Provided R ≤ x1/2−ǫ, it
follows that the error term is indeed o(x).
We now turn to evaluating the second sum. Let h0 /∈ H,h0 ≡ 0 (mod m). Then
∑
x≤n<2x
n≡a (mod m)
α(n)̟(n+ h0) =
∑
x≤n<2x
n≡a (mod m)
̟(n+ h0)

 ∑
d|P (n,H)
λd


2
=
∑
x≤n<2x
n≡a (mod m)
̟(n+ h0)
∑
δ|P (n,H)
λd1λd2
=
∑
d1,d2≤R
λd1λd2
∑
x≤n<2x
n≡a (mod m)
δ|P (n,H)
̟(n+ h0)
=
∑
d1,d2≤R
λd1λd2
∑
0≤t<δ
δ|P (t,H)
(δ,m)=1
ϑ∗(x;mδ, at+ h0)
=
∑
d1,d2≤R
λd1λd2
∑
0≤t<δ
δ|P (t,H)
(at+h0,mδ)=1
x
φ(mδ)
+
∑
d1,d2≤R
λd1λd2


∑
0≤t<δ
δ|P (t,H)
(δ,m)=1
ϑ∗(x;mδ, at+ h0)−
x
φ(mδ)

 .
where
ϑ(x; q, a) =
∑
n≤x
n≡a (mod m)
̟(n),
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and
ϑ∗(x; q, a) = ϑ(2x; q, a)− ϑ(x; q, a).
As in the previous case, the conditions on n imply that (m, δ) 6= 1. Therefore
(3.8)
∑
x≤n<2x
n≡a (mod m)
α(n)̟(n + h0) =
∑
d1,d2≤R
λd1λd2
∑
x≤n<2x
n≡a (mod m)
δ|P (n,H)
(m,δ)=1
̟(n+ h0).
The conditions on n in the equation (3.8) above are equivalent to that for any prime
p|δ, there is some h in H ∪ {h0} such that n = −h mod p, and n 6= −h0 mod p.
Hence n belongs to one of νp(H ∪ {h0}) − 1 congruence classes modulo p. If we
define the multiplicative function ρ2 on the squarefree integers as
ρ2(p) =


0 if p|m
p(νp(H ∪ {h0})− 1)
φ(p)
if p ∤ m,
and since for (m, δ) = 1 we have that φ(mδ) = φ(m)φ(δ), the main term of the
second sum (3.5) is
x
φ(m)
∑
d1,d2≤R
λd1λd2
ρ2([d1, d2])
[d1, d2]
,
and we will prove that the error term is o(x).
Recall our assumption that
∑
q<xθ
E(x, q)≪θ,A
x
(log x)A
, for any ǫ > 0.
Since λd ≪ (logR)
k+l, the error term becomes
≪ (logR)2(k+l)
∑
d1,d2≤R
∑
0≤t<δ
δ|P (t,H)
(δ,m)=1
E(x;mδ, at+ h0).
In the sum over t, there are fewer than kω(δ) terms and using a similar argument
as in the evaluation of the error term for the first sum, we get that the error is
≪ (logR)2(k+l)
∑
δ≤R2
(3k)ω(δ) max
(b,mδ)=1
E(x;mδ, b).
The Cauchy-Schwarz inequality shows that the above is
≪ (logR)2(k+l)

∑
δ≤R2
(9k2)ω(δ)
mδ


1/2
∑
δ≤R2
mδ max
(b,mδ)=1
E(x;mδ, b)2


1/2
.
To estimate

∑
δ≤R2
(9k2)ω(δ)
mδ


1/2
, we will use partial summation in the form of
Abel’s identity, which states the following.
Lemma 3.2 (Abel’s identity). For any arithmetical function a(n) let
A(x) =
∑
n≤x
a(n),
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where A(x) = 0 if x ≤ 1. Assume f has a continous derivative on the interval
[y, x], where 0 < y < x. Then we have∑
y<n≤x
a(n)f(n) = A(x)f(x) −A(y)f(y)−
∫ x
y
A(t)f ′(t) dt
Proof. See [1]. 
Now we apply the lemma above for f(x) =
1
x
, a(n) = (9k2)ω(n) and y = 1, and
we get that
(3.9)
∑
n≤x
(9k2)ω(n)
n
=
∑
n≤x
(9k2)ω(n)
x
+
∫ x
1
∑
n≤t
(9k2)ω(n)
t2
dt.
Using the well-known asymptotics
∑
n≤x
kω(n) ≪ xL, where L is defined as L =
O((logN)O(1)), and (3.9), we get that
∑
n≤x
(9k2)ω(n)
n ≪ L, hence
(3.10)

∑
δ≤R2
(9k2)ω(δ)
mδ


1/2
≪ L.
Now we will use the asymptotics
(3.11)
∑
q<R2
qE(N, q)2 ≪ NL
∑
q<R2
E(N, q),
which follows from the fact that
E(N, q)≪
N
q
logN,
for q ≪ N, which in turn is obtained after combining the following two estimates
below:
N
φ(q)
≪
N
q
logN
ψ(N ; q, a) =
∑
p≡a (mod q)
log p ≤ (logN)(
N
q
+O(1))≪
N
q
logN.
Using the above asymptotics (3.11), we get that∑
δ≤R2
mδ max
(b,mδ)=1
E(x;mδ, b)2 ≪ XL
∑
mδ≤mR2
E(x,mδ).
For R2 ≪m x
θ−ǫ, we get that
∑
mδ≤mR2
E(x,mδ)≪
x
(log x)A
, so the error term will
be
≪ L
(
xL
x
(log x)A
)1/2
≪
x
(log x)A′
.
Therefore the error term is o(x) provided that R ≤ xθ/2−ǫ.
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If h0 ∈ H, then we can replace H by H \ {h0} and (k, l) by (k − 1, l + 1), since
α(n,H) is thus preserved, and then we can apply the same arguments as for the
case ho ∈ H .
We have proved that the main terms are of the desired form. Let
T =
∑
d1,d2≤R
λd1λd2
ρ([d1, d2])
[d1, d2]
,
for ρ a multiplicative function on the squarefree integers. Using the estimate proven
in [5], we get that
T ∼ S(ρ)
(logR)k+2l
(k + 2l)!
(
2l
l
)
.
Combining this result with the previous asymptotics gives the desired estimates.
This finishes the proof of Lemma (3.1) which will be used in the next sections for
proving (1.1) and (1.2).

4. Conditionally bounded gaps
The object of this section is to prove (1.2), which is conditional on the Elliott-
Halberstam conjecture. We evaluate the ratio∑
x≤n<2x
n≡a (mod m)
α(n)
∑
h∈H
̟(n+ h)/
∑
x≤n<2x
n≡a (mod m)
α(n),
for the choice of α made.
Using the lemma proved in the previous section, we get that for any δ > 0, the
inequality∑
x≤n<2x
n≡a (mod m)
α(n)
∑
h∈H
̟(n+ h)/
∑
x≤n<2x
n≡a (mod m)
α(n) ≥
(
m
φ(m)
S(ρ3)
S(ρ1)
β − δ
)
logR
holds for sufficiently large R, where
β =
2k(2l+ 1)
(l + 1)(k + 2l+ 1)
.
Now by definition
S(ρ3)
S(ρ1)
=
∏
p prime
(
1−
ρ3(p)
p
)(
1−
1
p
)−k+1
∏
p prime
(
1−
ρ1(p)
p
)(
1−
1
p
)−k .
For any prime p ∤ m we have(
1−
ρ3(p)
p
)(
1−
1
p
)−k+1
(
1−
ρ1(p)
p
)(
1−
1
p
)−k =
(
1−
νp(H)− 1
p− 1
)(
1−
1
p
)
1−
νp(H)
p
= 1.
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On the other hand, for p|m we have νp(H) = 1, so that(
1−
ρ3(pi)
pi
)(
1−
1
pi
)−k+1
(
1−
ρ1(pi)
pi
)(
1−
1
pi
)−k = 1− 1pi .
Hence
S(ρ3)
S(ρ1)
=
∏
p prime
(
1−
ρ3(p)
p
)(
1−
1
p
)−k+1
∏
p prime
(
1−
ρ1(p)
p
)(
1−
1
p
)−k =
r∏
i=1
(
1−
1
pi
)
=
φ(m)
m
.
Thus, we get that∑
x≤n<2x
n≡a (mod m)
α(n)
∑
h∈H
̟(n+ h)/
∑
x≤n<2x
n≡a (mod m)
α(n) ≥ (β − δ) logR.
If we assume that θ > 12 and if we let k, l → ∞ with l = o(k), then β → 4. Thus
for a sufficiently small δ, there exists some small ǫ > 0 such that (β − δ) logR ≥
(1 + ǫ) log x, for R, x large enough.
Combining the above two inequalities gives∑
x≤n<2x
n≡a (mod m)
α(n)
∑
h∈H
̟(n+ h)/
∑
x≤n<2x
n≡a (mod m)
α(n) ≥ (1 + ǫ) logx,
so any tuple with k elements each congruent to 0 mod m would have infinitely many
translates containing two primes congruent to a mod m. Therefore,
lim inf
n→∞
(qn+1 − qn) <∞.
5. The unconditional Result
To obtain the unconditional result
(5.1) lim inf
n→∞
qn+1 − qn
log qn
= 0,
we fix δ > 0, and we define the function g(n) =
∑
H⊆A
|H|=k
α(n,H), where
A = [1,mδ log x] ∩mZ.
We will prove that
(5.2)
∑
x≤n<2x
n≡0 (mod m)
g(n)
∑
h≡a (mod m)
h<mδ log x
̟(n+ h)/
∑
x≤n<2x
n≡a (mod m)
g(n) ≥ (1 + ǫ) logx.
Using the estimates proven before, we get that∑
x≤n<2x
n≡0 (mod m)
g(n) ∼
x
m
(logR)k+2l
(k + 2l)!
(
2l
l
) ∑
|H|=k
H⊆A
S(ρ1).
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For h ∈ H,∑
g(n)
∑
h∈H
̟(n+ h) =
∑
|H|=k
H⊆A
∑
x≤n<2x
n≡a (mod m)
∑
h∈H
̟(n+ h)
∼ k
x
φ(m)
(logR)k+2l+1
(k + 2l + 1)!
(
2(l + 1)
l + 1
) ∑
|H|=k
H⊆A
S(ρ3).
For h /∈ H,∑
g(n)
∑
h/∈H
̟(n+ h) =
∑
|H|=k+1
H⊆A
g(n)
∑
h∈H
̟(n+ h)
∼
x
φ(m)
(logR)k+2l
(k + 2l)!
(
2l
l
) ∑
|H|=k
H⊆A
S(ρ2).
Hence, (5.2) is equivalent to proving that
(5.3) β
x
φ(m)
logR
∑
|H|=k
H⊆A
S(ρ3) +
1
φ(m)
∑
|H|=k
H⊆A
S(ρ2) ≥ (1 + ǫ) log x
1
m
∑
|H|=k
H⊆A
S(ρ1).
Notice that S(ρ2) = S(H ∪ {h0}), and S(ρ3)/S(ρ1) =
φ(m)
m
.
We also have
S(ρ1) = S(H)/
r∏
i=1
(
1−
1
pi
)
= S(H)
m
φ(m)
.
Hence, S(ρ3) = S(H). Then the desired inequality (5.3) is equivalent to
β
φ(m)
logR
∑
|H|=k
H⊆A
S(H) +
1
φ(m)
∑
|H|=k+1
H⊆A
S(H) ≥ (1 + ǫ) logX
1
φ(m)
∑
|H|=k
H⊆A
S(H),
which is equivalent to
(5.4) β logR
∑
|H|=k
H⊆A
S(H) +
∑
|H|=k+1
H⊆A
S(H) ≥ (1 + ǫ) log x
∑
|H|=k
H⊆A
S(H).
In order to establish (5.4), we will now use the following result proven in [6],
section 14.
Lemma 5.1. Let
BA(k) =
∑
|H|=k
H⊆A
S(H),
where all sets H ⊆ A ⊆ [1, N ] are counted with k! multiplicity and |A| = h. Let
S∗A(k) =
BA(k)
hk
.
If k < ǫ(h)h/ log2N, then
S∗A(k + 1) ≥ S
∗
A(k)(1 +O(ǫ(h)) +O(
1
logN
)).
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We can apply the above lemma for A = [1,mδ log x] ∩ mZ, for which |A| =
δ log x + O(1). By the lemma, we have that BA(k)/|A|
k is, apart from a factor of
1+o(1), non-decreasing as a function of k. We divide (5.4) by
∑
|H|=k
H⊆A
S(H). Thus,
(5.4) is equivalent to proving that
β logR+ δ logX ≥ (1 + ǫ) log x.
Taking β → 4 and R → xθ/2 = x1/4, notice that the above is true for any ǫ < δ.
Hence we get that
lim inf
n→∞
qn+1 − qn
log qn
≤ δ,
and since δ can be chosen to be arbitrarly small, we get the desired result.
6. An alternate approach for quadratic fields
We will now give a second proof of (1.2) in the special case whenK is a quadratic
extension of Q of class number 1. The proof relies on a generalization of the
Bombieri-Vinogradov theorem for the case of a quadratic number field, proven by
E. Fogels in [4].
Although the result we prove in this section is a special case of (1.2), the method
we use could potentially be adapted to prove results about small prime gaps in more
general number fields.
We first give a brief overview of Fogels’ result. In [4], Fogels gives a generalization
of the Bombieri-Vinogradov theorem in the special case of a quadratic number field,
in which he considers rational primes that split completely in the number field.
Let K be a fixed quadratic field. R stands for classes of ideals. For any natural
number q, we consider the group formed by the reduced classes of residues l mod q
formed by the residues of the idealnorms N(a) with (a, [q]) = 1 and a belonging to
the principal ideal class R1. Denote by φ1(q) the order of this group and by h the
number of classes of the ideal class group . Then Fogels’ result is the following.
Theorem 6.1 (Fogels). Let a = a(q,R) be a normresidue (mod q) with (a, q) = 1
for the class R of ideals in the quadratic number field K and let π(x;R, q, a) denote
the number of primes p ≤ x such that p ≡ a (mod q) and such that p = N(p) with
p ∈ R. Then for any constant A > 0 there is a corresponding constant B > 0 such
that ∑
R
∑
q≤z1/2/(log z)−B
max
a(q,R)
max
x≤z
|π(x;R, q, a)−
1
hφ1(q)
Li(x)| ≪
z
(log z)A
,
with the constant in the notation depending merely on A and the discriminant of
the field.
To prove (1.1) for the case of a quadratic number field, we proceed as follows.
Proof. Let K be a fixed quadratic field of discriminant D with class number h = 1,
and we take H = {h1, . . . , hk} to be a set of nonnegative distinct integers such that
H mod D = {0}. We define the characteristic function f on the integers by
f(n) =
{
1 if n is prime and splits completely in K
0 otherwise.
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Let α(n) be as defined in (3.2). We will estimate
∑
x≤n<2x
α(n). We will also estimate
∑
x≤n<2x
α(n)f(n + h0), for h0 an integer not belonging to H such that h0 ≡ 0
(mod D) and for h0 belonging to H , respectively.
Using the estimate in the original paper we get that
(6.1)
∑
x≤n<2x
α(n) = x
(logR)k+2l
(k + 2l)!
(
2l
l
)
(S(H) + o(1)).
Now let h0 /∈ H be an integer such that h0 ≡ 0 (mod D). We will denote by
δ = [d1, d2]. We define π
∗(x; q, a) by π∗(x; q, a) = π(2x; q, a) − π(x; q, a), where
π(x; q, a) denotes the number of primes p ≤ x such that p ≡ a (mod q) and such
that p = N(p) for p an ideal in the number field (which is a principal ideal, since
K has class number one). Then we have
∑
x≤n<2x
α(n)f(n+ h0) =
∑
x≤n<2x
f(n+ h0)

 ∑
d|P (n,H)
λd


2
=
∑
x≤n<2x
f(n+ h0)
∑
δ|P (n,H)
λd1λd2
=
∑
d1,d2≤R
λd1λd2
∑
x≤n<2x
δ|P (n,H)
f(n+ h0)
=
∑
d1,d2≤R
λd1λd2
∑
m=n mod δ
δ|P (m,H)
(δ,m+h0)=1
π∗(X ; δ,m+ h0)
=
∑
d1,d2≤R
λd1λd2
∑
m=n mod δ
δ|P (m,H)
Li(x)
φ1(δ)
+
∑
d1,d2≤R
λd1λd2

 ∑
m=n mod δ
δ|P (m,H)
π∗(x; δ,m+ h0)−
Li(x)
φ1(δ)

 .
Now we will evaluate the main term
(6.2)
∑
d1,d2≤R
λd1λd2
∑
m=n mod δ
δ|P (m,H)
Li(x)
φ1(δ)
and the error term
(6.3)
∑
d1,d2≤R
λd1λd2

 ∑
m=n mod δ
δ|P (m,H)
π∗(x; δ,m+ h0)−
Li(x)
φ1(δ)

 .
The conditions on n in the main term (6.2) above are equivalent to that n belongs
to one of νp(H ∪ {h0})− 1 congruence classes modulo p, by a similar argument as
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when evaluating (3.8). We define the multiplicative function ρ′ by
ρ′(p) =
p(νp(H ∪ {h0})− 1)
φ1(p)
, for p prime
and extend it multiplicatively to squarefree integers. Since for (m, δ) = 1 we have
that φ1(mδ) = φ1(m)φ1(δ), the main term (6.2) is
(6.4) Li(x)
∑
d1,d2≤R
λd1λd2
ρ′([d1, d2])
[d1, d2]
∼ Li(x)
(logR)k+2l
(k + 2l)!
(
2l
l
)
S(ρ′),
where the last asymptotics follows using the result proven in the original paper [5].
We have the following identity
S(ρ′) =
∏
p prime
(
1−
ρ′(p)
p
)(
1−
1
p
)−k
(6.5) =
∏
p prime
(
1−
νp(H ∪ {h0})
φ1(p)
)(
1−
1
p
)−k
.
When p|D we get that νp(H ∪ {h0})− 1 = 0, since h0 ≡ 0 (mod D), and H was
chosen such that H mod D = {0}.
When p ∤ D it follows by a well-known result that φ1(p) = p − 1. Hence, (6.5)
becomes
S(ρ′) =
∏
p|D
(
1−
1
p
)−k∏
p∤D
(
1−
νp(H ∪ {h0})
p− 1
)(
1−
1
p
)−k
.
When p|D, (
1−
1
p
)−k
=
(
1−
νp(H ∪ {h0})
p
)(
1−
1
p
)−(k+1)
.
When p ∤ D we have that(
1−
νp(H ∪ {h0})− 1
p− 1
)(
1−
1
p
)−k
=
p− νp(H ∪ {h0})
p− 1
·
p− 1
p
(
1−
1
p
)−k−1
=
(
1−
νp(H ∪ {h0})
p
)(
1−
1
p
)−(k+1)
.
Combining the above two identities gives that S(ρ′) = S(H ∪ {h0}). Hence the
main term (6.4) is
(6.6) ∼ Li(x)
(logR)k+2l
(k + 2l)!
(
2l
l
)
S(H ∪ {h0}).
Now we will prove that the error term (6.3) is o(x). Let
E(x; q, a) =
∣∣∣∣π∗(x; q, a)− Li(x)φ1(q)
∣∣∣∣ .
Following a similar argument as in evaluating the error of the term (3.5), we get
that (6.3) is
≪ (logR)2(k+l)
∑
d1,d2≤R
∑
m=n mod δ
δ|P (m,H)
E(x; δ,m+ h0)
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≪ (logR)2(k+l)
∑
δ≤R2
(3k)ω(δ)maxE(x; δ,m+ h0).
The Cauchy-Schwarz inequality shows that the above is
(6.7) ≪ (logR)2(k+l)

∑
δ≤R2
(9k2)ω(δ)
δ


1/2
∑
δ≤R2
δmaxE(X ; δ,m+ h0)
2


1/2
.
Now, using (3.10) we get that
∑
δ≤R2
(9k2)ω(δ)
δ


1/2
≪ L,
where we recall that L = O((logN)O(1)). Using the asymptotics
π(x; q, a)≪
x
q
,
for q ≪ x, and
Li (x)
φ1(q)
≪
x
q
(which both follow by similar arguments as the ones used in evaluating the error of
the term (3.5)), we get that
(6.8) E(x; δ)≪
x
δ
,
where E(x, q) = max
a
max
z≤x
E(z; q, a).
Now we define θ to be the supremum of all θ′ for which
∑
q≤xθ′
E(x, q)≪ x/(log x)A,
for fixed A. Notice that by Theorem 6, it follows that θ ≥ 1/2. Hence, using the
above asymptotics (6.8), we get that (6.7) is equivalent to that the error term is
(6.9) ≪ L
(
xL
x
(log x)A
)1/2
≪
x
(log x)A′
,
for R2 ≪ xθ−ǫ. Thus, the error term is o(x).
Since Li (x) ∼
x
log x
, for h0 /∈ H such that h0 ≡ 0 (mod D), for any ǫ > 0, we
get the estimate
(6.10)
∑
x≤n<2x
α(n)f(n+ h0) = Li(x)
(logR)k+2l
(k + 2l)!
(
2l
l
)
(S(H ∪ {h0}) + o(
1
log x
)),
provided R ≤ xθ/2−ǫ.
We use the same method to evaluate
∑
x<n≤2x
α(n)f(n + h0), for h0 ∈ H (by
replacing the pair (k, l) by (k − 1, l + 1)) and we get that for any ǫ > 0, we have
the following asymptotics
(6.11)
∑
x≤n<2x
α(n)f(n+ h0) = Li (x)
(logR)k+2l+1
(k + 2l+ 1)!
(
2l+ 2
l + 1
)
(S(H) + o(
1
log x
)),
provided R ≤ xθ/2−ǫ.
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To get the desired result, we evaluate the ratio∑
x≤n<2x
α(n)
∑
h∈H
f(n+ h)/
∑
x≤n<2x
α(n).
Using the asymptotics (6.11) and (6.1), it follows that for any δ > 0, the inequality
∑
x≤n<2x
α(n)
∑
h∈H
f(n+ h)/
∑
x≤n<2x
α(n) ≥ β
Li (x)
x
logR− δ,
holds for sufficiently large R, where
β =
2k(2l+ 1)
(l + 1)(k + 2l+ 1)
.
Since Li (x) ∼
x
log x
, we have
∑
x≤n<2x
α(n)
∑
h∈H
f(n+ h)/
∑
x≤n<2x
α(n) ≥ β
logR
log x
− δ.
Notice that if we let k, l → ∞ with l = o(k), then β → 4. If we assume an Elliott-
Halberstam type conjecture for Fogels’ generalization, then we can take θ > 12 , and
hence we get that ∑
x≤n<2x
α(n)
∑
h∈H
f(n+ h)/
∑
x≤n<2x
α(n) ≥ 1− δ.
Letting δ → 0 proves that∑
x≤n<2x
α(n)
∑
h∈H
f(n+ h)/
∑
x≤n<2x
α(n) ≥ 1,
for R, x large enough. Letting x→∞ shows that for any x, there is some n ∈ [x, 2x)
such that n + hi and n + hj split completely in the number field K, for some
i, j ∈ {1, . . . , k}. Hence, for any x, there are two primes that split completely
between x and 2x, whose difference is bounded by hk−h1. This proves the existence
of infinitely many primes that split completely, whose differences are bounded.
The proof of the unconditional result (5.1) follows the same outline as the proof
in section 2.4. 
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