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Abstract
Today one billion people are living in non-electrified areas. A majority of the people
are living in rural areas in developing countries where there are no possibilities, neither
economical nor technical, for grid extension. Instead energy sources like wood and fossil
fuels are used. However, these sources are not suitable due to environmental reasons and
therefore electricity is favourable. Autonomous power systems are for that reason needed
to secure a decent living standard and still preserving the environment.
To be able to study the availability of solar power for electricity production in rural
areas a method for solar insulation simulation is proposed. The method is based on cloud
coverage according to the Oktas-scale. Cloud coverage is often available due to its low
demand on technical equipment during measurement. Since continuous data series are
hard to find the model is based on transitions between different levels of cloud coverage.
A stochastic model for wind speeds for electricity production based on quantified wind
speed measurements is also proposed. The model is only dependent on the site-specific
yearly mean value of the wind speed if a distribution of wind speeds from a location with
a similar distribution is available. Other models used are for a weak constant flow-of-river
and for storage. The load considered was industrial with its maximum during daytime.
The generation reliability of using only one production source was found to be low.
Combinations of production sources or a storage capacity significantly improve the situ-
ation. Even if several different sources are used some over-capacity of power production
is required.
Normally, the generation is cut down to control the frequency of a system. The
generation is cut down to save fuel but in systems where
wasted. To limit the waste a method based on load frequency control of a frequency
converter is proposed. Some new frequency converters are equipped with an active recti-
fier also voltage control can be implemented. A control design for voltage control is also
proposed. Both the frequency and voltage control are tested through simulations and are
verified in a laboratory environment. The behaviour of the frequency control as well as
voltage control is even better as compared to normal control methods. It has been shown
that both the frequency and voltage controllers can easily be implemented in the same
off-the-shelf frequency converter.
v
Index Terms: Solar power, Wind power, Renewable energy, Stochastic models,
Generation reliability, Rural areas, Developing countries, Island operation, Load control,
Continuous Controllable Load (CCL), Frequency converters, Frequency control, Voltage
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Chapter 1
Introduction
Imagine a life without electricity. No TV, radio and refrigerator or any of the other things
that help us a normal day. However, this is the condition for of billions of people around
the world. People are starving and have to walk several kilometers for fetching water.
Developing countries have large problems and the problems are not only economical but
also social and environmental.
Examples of environmental problems are deforestation, indoor pollution from cook-
ing and contribution to the greenhouse effect by the use of fossil fuel. The economical
problems are mainly due to the difficulties of commercial and industrial activities to-
gether with migration. Another problem is the need for electric light. It is very hard to
read in the light of candles. The problem with education is mainly for adults since they
have to study after the regular working day.
The world can probably not afford a development for these billions of people like
the one that has taken place for the industrialised countries. In the beginning of the in-
dustrialisation the natural resources were spent without restraints, emissions were large
and wastes were dumped. That is why a sustainable basic development is needed which is
something that the developed countries have little, if any, experience of. However, a lot of
knowledge and technical competence that has been developed in other parts of the world
can be used to speed up the process.
Much research is going on in the area of harvesting sustainable energy sources.
Unfortunately it is often focused on the developed part of the world, since that is where
the financial resources are available. Research focusing on the problems for developing
countries is needed because developing countries have their own problems and thereby
their need for their own solutions. The problem with research is not isolated to the energy
sector but also in other areas, like medicine and economics.
This project focuses on finding a feasible solution for electricity production. The
proposed systems should be built as small isolated power systems but still be sustain-
able. The systems should be suitable for the size of a village and adapted to local condi-
tions. The systems are thought to be combined with some kind of industrial activity. The
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combination is important to make the system both economically sustainable and socially
accepted.
As energy sources the focus are on solar and wind since they are sustainable and
the “fuel” is for free. To be able to calculate the energy production of solar panels the
solar radiation needs to be studied. A problem in many developing countries is that hardly
no solar radiation measurements are done because they demand expensive equipment.
Therefore a model has been developed that is based on cloud observations. The observa-
tions should be done manually and therefore no equipment is needed. The model is also
adapted to utilise low quality data.
For wind power another model was developed that also utilises low quality data.
Even data from a site with similar weather conditions can be used as long as the annual
mean value from the actual site is known. The model also includes adjustments to the
height and the behaviour of a wind turbine.
A large problem with solar power is that no electricity is produced during night time
and wind turbines do not produce any electricity when the wind is not blowing. Because
of that the availability of the energy needs to be studied. The studies include not only the
individual behaviour of sources but also combinations of them. Since the available sources
are dependent on local conditions also combinations with small scale hydro power and/or
a storage are investigated.
When a system is based entirely on solar and wind power sources an over capacity
of the sources is needed since the sources are not always producing at maximum. On the
other hand, there will sometimes be an overproduction of energy when too much energy is
available. To control a power system the production and the consumption have to be equal
at any moment and therefore the power needs to be controlled. Normally the generation
is limited to control the system but then energy will be wasted. However, if the load is
adjusted and takes care of the available energy less energy will be wasted. The problem
with such a load is that it will be hard to predict when it will run or not. Therefore the load
has to be connected when the surplus power is available, thus being quite independent on
the operating time. An example of such a load is a water pump for irrigation purposes.
The challenge is to see how a sustainable increase of living standard for people
can be done with off-the-shelf technologies. It is not only the environment that should
be sustainable but also the financial and social development. All work has to start in the
current conditions and be adapted to the people living today.
1.1 Main scientific contributions
Below the main contributions of the thesis are summarised:
• A stochastic model of solar power that is based on low quality cloud coverage
observations has been developed.
• A stochastic model of wind power that can be used with low quality data has also
2
1.2. Structure of the thesis
been developed.
• A frequency control method of an autonomous power system based entirely on
renewables has been proposed. The method is based on a frequency converter
controlled load (CCL). The method controls not only the frequency of the system
but also utilises available over-capacity in the generation sources. The control
method is shown to be faster than other more conventional frequency control
methods.
• A voltage controlled method for an autonomous power system based on the use
of a CCL has also been proposed. By utilising a state-of-the-art frequency con-
verter the converter can be used for voltage control of the autonomous system. It
has been shown that with only some small programming in the existing control
program a voltage controller that fulfills the demands can easily be obtained.
1.2 Structure of the thesis
This thesis is written as a summary of eight papers. The main chapters are therefore kept
brief to serve as an introduction and provide a background of the work. Details are found
in the papers but conclusions are summarised. The chapters are:
Chapter 2 that discusses the background of rural electrification in developing coun-
tries with a focus on the differences between a developed and a developing country. As
an example the conditions in Tanzania are studied.
Chapter 3 that reviews the generation and storage models that are used in the Chap-
ter 4. The main models are stochastic models of solar and wind that can be based on low
quality weather data.
Chapter 4 where generation reliability is studied, based on the models from Chap-
ter 3. The studies are based on Monte Carlo-simulations and an industrial based load
model. The influence of different configurations of production sources and storage capac-
ities is investigated.
Chapter 5 that investigates the use of load control of autonomous power systems
that are based entirely on renewables. The control system is based on a CCL that limits
the waste of the over production of renewables that is needed for availability reasons.
Both frequency and voltage control are studied by the use of a CCL.
Chapter 6 that summarises the conclusions of the work and suggests some interest-
ing areas for future work.
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Rural electrification in developing
countries
Rural electrification is important to get people to stay in rural areas. The electrification is
needed to secure the living standard and create opportunities for jobs. The urbanisation
have to be limited to prevent the cities to grow too much.
Africa is a continent with a lot of problems and some of them can be solved by rural
electrification. But it is not only in Africa the rural electrification has to be further devel-
oped. For rural electrification it is important to take local conditions into consideration to
limit the costs. Examples of this is to use solar power in areas close to the equator and
small scale hydro power where rivers are available.
2.1 Africa - a part of our world
Today over one billion people in Africa do not have access to enough energy. Energy re-
sources do exist but usually the lack of suitable infrastructure limits the use of the existing
resources. Most of the countries in Africa are developing countries and need to improve
their energy infrastructure. Also the lack of appropriate technology to utilise the resources
causes large problems, especially for the renewable sources [1].
There are several ways to provide energy to a society and electricity is one way.
Electricity and especially electricity from renewables provide a sustainable solution to
the problem. Other energy sources are often associated with a negative impact on the
environment.
In different parts of Africa different solutions to the energy problems are required.
In this chapter the focus is on rural areas but similarities can be found with areas that are
isolated due to other reasons than geographical, such as political or economical.
The definition of a rural area have varied in the literature [2]. This diversity has had
a large influence on the different rural electrification programs when it came to financial
support and thereby the development of an area. Definitions have varied from single farms
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to provincial towns with up to 50 000 inhabitants. In this thesis the following definition
has been used:
An area is considered rural when a grid extension is not economical and/or social
possible in the near future.
2.2 Tanzania - a part of Africa
Africa is a large continent with many different countries having different prerequisites.
Studies have been performed in Tanzania because it is a developing country. Further-
more it was possible to obtain weather data for the generation reliability studies. SIDA
(Swedish International Development cooperation Agency) has been working in the coun-
try for many years and has thereby built up a large network of contacts. A lot of social and
social/economical studies have been done in Tanzania [3, 4] which have been used as a
starting-point in this study. During the project a study visit was made to the local electric
company (TANESCO), the university of Dar-es-salaam and consultants working on-site.
Tanzania is one of the poorest countries in the world, with a BNP per capita of
only 230 USD [3]. Tanzania is located on the east coast of Africa between Kenya in the
north, Uganda in the east and Mozambique in the south. The population is 38.4 millions
and the area is 943 000 km2. Tanzania consists of the mainland, Tanganyika, and the
islands Zanzibar, Pemba and Mafia. The official language is Swahili but English is the
most common language in commerce and administration. English is also used in the later
years of education. The centre of commerce is Dar-es-salaam but the capital is Dodoma.
Tanzania is a democracy and the CCM (Chama Cha Mapinduzi) is the governing party
and has been so since the liberation from the British.
In Tanzania only every fifth person has access to electricity and in the rural areas it
is only every 20th person [2].
The electricity production is mainly based on natural gas turbines and hydro power.
The gas turbines are located close to Dar-es-salaam and are mainly supplying the city
that consumes around 70 % of the produced electricity in the country. The total installed
capacity is around 900 MW. The main grid consists of a 220 kV line as a backbone that
extends from Dodoma via Dar-es-salaam to Arusha, the second largest city in Tanzania.
The availability of the power is very low and blackouts daily occur. Therefore backup sys-
tems are used for important loads or loads that are economically dependent on electricity,
like hotels and restaurants. The backup systems are mainly powered by diesel generators.
A large problem, not only in Tanzania, is the non-technical losses. A study per-
formed showed that up to 40 % of the delivered power was not charged for. There are two
reasons for this. The most obvious reason is that the ability to pay is low. This problem has
partially been solved by prepayment meters. The system works like a phone-card where
you pay and get a number which is dialed into the meter. The other reason is theft, both
intentional and unintentional. How large part of the theft that is unintentional is hard to
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estimate since many people play “stupid” if they are caught. In some cases it is clear that
the owner does not know how electricity works and therefore the theft is often not very
sophisticated and can easily be discovered.
Another problem is that a lot of equipment is stolen. For example, during the con-
struction of an overhead line it had to be energised each night to prevent theft. Other
things that often get stolen are transformer oil and support struts for metal towers.
During a field study in Dar-es-salaam the personal safety level was studied. The
safety varied from high standard in hotels and official buildings to bare wires hanging be-
tween the walls in private homes. The awareness of the safety problem is very low. Wires
both bare and covered hang 2-3 meters above ground but in some extreme cases even
lower. During discussions with locals it became apparent that the interest and knowledge
of personal safety were low.
When traveling through Tanzania the lack of interest of maintenance can easily be
seen. Houses and especially transports are lacking maintenance. Pushing taxis and buses
has do be done frequently. Trucks in poor condition were often seen along the roads.
Not even spare tires were brought in the car and had to be purchased in case something
happened. Repair shops are common and can be found almost anywhere.
During a study visit to a substation the lack of maintenance could easily be dis-
covered. Some disconnecters had probably not been operated for tens of years and some
did not work at all. Some of these problems may be due to economical reasons or lack of
knowledge but it also shows a low general interest in maintaining equipment. People were
found to be less stressed. In case something broke it had to be fixed and that was allowed
to take time. According to discussions at TANESCO (the state owned electric company in
Tanzania) the attitudes are about to change. Especially when young people that are work-
ing outside their village have to use transportation to go to work they are observant not to
lose their jobs. This has lead to a great interest of maintaining their bicycles.
Developing standards are complicated and expensive. Therefore the standards in
Tanzania have been adopted form the former colonial power, Great Britain. In many cases
the British standards requires unnecessary high demands on components and operation.
An example is the demand on transmission lines that have to be able to handle ice on
the lines and heavy snow falls. This kind of standards make investments unnecessary
expensive and do not allow local solutions to the problems [1].
2.3 Effects of rural electrification
There are several different effects of rural electrification, some positive and some negative.
• Environmental
– Limit the contribution to the green house effect
– Prevents deforestation
– Limits pollution
7
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– Uses less of the worlds limited resources
• Economical
– Stops the mitigation of poverty belts
– Allows commercial and industrial activities
– Causes an increased efficiency of agriculture
• Social
– Allows more education
– Allows entertainment
– Improves safety and political stability
– Allows medical treatment and supply of clean water
– Creates more personal safety problems
– Encourages more alcohol use
– Allows longer working hours
– Encourages prostitution
– Causes bad influences of movies
– Allows an increase of living standard
These items are some examples of various effects that can be expected as a result of
electrification. Naturally the effects depend on local conditions and not all of the effects
can be expected everywhere. In some cases there are other factors than lack of electricity
that are limiting the development. It is not clear that all areas will benefit from electrifi-
cation and therefore it is very important to study the local conditions before starting the
electrification [5].
Electrification is a powerful tool for these effects but it should be remembered that
in the majority of the cases electrification alone can not solve the existing economic or
social problems.
2.3.1 Environmental effects
In many countries deforestation is a large problem as been discussed by [1, 4, 6]. The
deforestation may lead to soil erosion and in the long run even deserts may be formed.
The main problem is that wood is used for cooking. However, e.g. [2] discusses that
deforestation will continue some time after the electrification since a new way of cooking
has to be learned and used.
If the non-electrified areas in the world would increase their energy use utilising
the same energy sources as today, the existing problem with the green house effect would
become even worse. It would also increase the use of our limited natural resources [2, 6].
Electrification would affect both the indoor and outdoor pollution [4, 7]. The indoor
climate would be better because of less smoke. The emissions outside would change, re-
duced if renewables are used, and more waste can be expected due to higher consumption.
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2.3.2 Economical effects
The economical effect is probably the most obvious reason for rural electrification. It is
well known that electricity is a catalyst for economic growth [1, 4, 2, 8, 9] and thereby in
the standard of living.
Also the level of education will benefit of electrification [4, 2, 8, 10]. It can provide
possibilities for adults to study after the working day when it is dark. It is much easier
to read if electric light is used instead of candles. The possibilities to watch TV and
listen to radio will make the people more aware of the world around them. The increased
awareness will make it harder for people to get fooled by commercial or political powers.
Also cooperations of farmers can be formed to meet the competition from large national
and international companies.
By using water pumps for irrigation the efficiency of agricultural activities will
increase [4, 2, 9]. This together with a higher educational level of the farmers will increase
the efficiency even more.
By using electrical light there will be possibilities for commercial activities [1, 4, 2,
9, 10] in the evenings such as bars, restaurants and shops. By the use of light it is possible
to extend the working hours.
2.3.3 Social effects
There are also large positive social effects of rural electrification. There will be possibili-
ties for entertainments like TV, radio and music [1, 4, 2, 8, 9]. However, according to [4]
movies may also have a bad influence on the people.
Electrification can also improve the medical situation. Many villages are located
far away from a hospital. With a refrigerator vaccine and medicines can be stored locally
which makes it possible for fast treatments even in rural areas. The need for fresh water
is large in many areas and can be available by using electric water pumps [4, 2, 10].
It is important to make the living conditions good in rural areas as poor people
otherwise will move to the urban areas to get a job. Since these people often have low or
no education they have problems to get a job. Therefore they can not afford to live in the
cities and consequently they will stay just outside the city where poverty belts are formed.
[2, 10].
Public lighting is essential to make streets safer, especially for women. In [2] it has
been found that electrification helps to create political stability through higher awareness
of the people.
The light also means longer working hours and more stress, which may be harmful
in the long run. More bars and restaurants will increase the intake of alcohol and have
also lead to prostitution [4].
With electrification new dangers occur that may injure or kill people since knowl-
edge of personal electric safety is low. Special equipment like batteries that contain acid
9
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may be another source of danger [6, 11].
2.4 Technologies for rural electrification
The most obvious way for rural electrification is an extension of the existing grid. Often it
is too expensive but it gives high reliability as everywhere else. In [12, 13] a design method
using Single Wire Earth Return (SWER) to limit the cost of a three phase installation is
presented. SWER is an attractive design since it is a cheaper way to extend the grid.
SWER is used in Australia and can supply loads up to 200 kVA that are distributed along
a line that can be 300 km [14]. The SWER concept can also be used to connect distributed
generation to the grid [15]. However, the effects on the wildlife of SWER are discussed
which can make the use questionable.
When grid extension is not possible autonomous systems can be built. One way to
supply such a system is to use diesel generators which have good generation reliability.
Diesel generators have a low investment cost but the operational cost is high. In rural areas
operational cost are even higher due to extra transportation costs for both fuel and spare
parts. Diesel generators also contribute to the green house effect and use of our limited
natural resources [6].
One way to limit the use of diesel fuel is to connect a renewable source to the
system. There are different sources that are suitable to combine with diesel, such as solar
[16], wind [17] or a hybrid system containing both solar and wind [18]. To limit the use
even further a storage can be used as discussed in [19].
Building autonomous systems without diesel or other fossil fuels seems to be the
most interesting scenario as discussed in section 2.3. There are several different sources
that are of interest, like solar, wind, small scale hydropower and biomass.
The use of PV (Photo Voltaic) devices is discussed in [20] and it is shown that PV
has a great potential for rural electrification, particularly for low power devices. Accord-
ing to [21] wind power is also an alternative for rural electrification but the stochastic
behaviour of the wind is a problem. In areas where small rivers are available the use of
small scale hydropower stations presents an option. In [9] the production of power from
river flows or from a small dam are described to be the most useful sources. In [22] the
use of biomass is suggested and discussed for rural electrification. However, the biomass
fuel is not available everywhere [6] but at some places it can be a valuable source.
Another method of electrification is to use battery charging stations. At such places
people can get their personal battery charged. A large problem is that the batteries have
to be transported to the station. The transportation of the battery may have a negative
effect on the lifetime of the battery [11]. Charging by solar power [23] or wind power
[24] presents an alternative.
To avoid the battery transportation individual charging systems have been installed
in each household, the so called Solar Home Systems (SHS) [25]. A SHS consists of a
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small solar panel, a battery charger and a battery. It is a low cost alternative and is already
installed at several locations [6, 11].
Which method and source that is the best is hard to discuss in general terms. It
is important to adopt the solution to the local conditions to get the maximum use of the
available energy and the investments [7]. One of the most important factors when choos-
ing power sources is the generation reliability which is further discussed in Chapter 3.
The control of the system should be dependent on the configuration of the power
source components. In case of grid extension only the voltage has to be controlled locally
which can be made in a variety of ways e.g. by tap-changers or reactive power compensa-
tion. For an autonomous system both the voltage and the frequency have to be controlled.
If diesel generators are used the frequency control should focus on saving fuel while the
voltage can be controlled by the excitation system of the generator. If a storage is applied
it should be controlled so that its capacity is used up to its maximum. This in order to
obtain as high availability as possible and still save fuel if a diesel generator is used. If
wind is connected to the system it should be utilised to a maximum since the “fuel” is for
free. If only renewables are used the sources should be used to a maximum not to waste
any energy. The latter case is more discussed in Paper V, while the load control method is
discussed in Chapter 5.
2.5 Autonomous system and commercial activities
Electricity by itself does not lead to economical development but it can be combined with
some income generating activity. Autonomous systems have shown to be well suited for
SMCEs (Small and MiCro Enterprises) [4, 7].
A SMCE is a small business where the activities to a large extent rely on the work
of family members. It and can be both service and production enterprises. Service enter-
prises are businesses like bars, restaurants, guest houses, workshops and other support
functions. Examples of production enterprises are pottery, weaving, dairy processing,
local beer brewing, leather treatment, grain milling, small scale mining, bakeries, can-
dle wax manufacturing, honey processing, welding, tinsmiths, soap making and battery
charging [7].
The size of an autonomous system is dependent on the kind of commercial activity.
In [7] it is shown that even systems of only a few tenth of kW are useful for commercial
activities.
In [26] it is shown that Eco-design could be useful for SMCEs, not only from en-
vironmental aspects but also from economical aspects. The waste of resources can be
limited for example by using less wood for carpentry or by changing to another non-
traditional power source to limit the deforestation.
Even greater benefits can be made by connecting two or several villages. The avail-
ability of power and other power quality issues will increase as more production sources
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are included in the system. However, it would complicate the control of the systems and
the distribution of the energy.
2.6 Prerequisites for rural electrification in a developing
country
There are several important factors that have to be considered when building systems for
rural electrification. This has been further discussed in [6].
The key factor, especially in developing countries, is to keep the system as available
as possible to get social acceptance and make people trust the system. If a system can be
trusted it will allow further investments related to electricity consumption. Therefore more
robust designs are needed to minimise maintenance and the use of spare parts because
transportation of spare parts is very time consuming and expensive. This can be achieved
by using off-the-self products since they are often well tested and have a low-cost as com-
pared to specially built equipment. If more than one system is built the systems should
have the same standard to allow better prices when buying the components and possibili-
ties to share the storage of spare parts. Furthermore, even installing over capacity of some
equipment could be considered for reliability reasons. To get a robust design many things
could be manually operated because of the low labour cost. The use of local operators
would increase the control of the system and thereby the acceptance.
Training of the users of the system, not only operators and Engineers, is impor-
tant to get the full benefits out of the systems as previously discussed. The training is
also important to prevent injuries caused by electricity. The personal safety is particularly
important due to the low awareness of the dangers of electricity.
New systems should be efficient and environmentally friendly to secure a sustain-
able future. During the design process of a power system it is important to take the total
life cost into consideration and not only the installation cost. A low life time cost is very
important due to the very limited purchase power but it should be remembered that the
load situation may drastically change after an electrification [4]. A grid extension is in
most cases not economically feasible.
A minimum of transports is required since it involves a great risk of damaging the
equipment during the transportation due to the poor roads. It is also important to provide
a power quality that does not break equipment. This is true also for low cost equipment.
For example, even transportation of light bulbs are expensive. On the other hand there
should be less requirements on non-destructive power quality issues in the system since
most equipment is expected to be less sensitive for e.g. frequency deviations and voltage
dips.
The electrification should be combined with some kind of income generating activ-
ity already in the design process to support both the economy and the acceptance among
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the people. It would be favourable if the system would be controlled by some kind of in-
come generating activity to maximise the use of the system. A method for this is proposed
in Chapter 5.
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Chapter 3
Generation models for reliability studies
To be able to do reliability studies of isolated power systems models of the power sources
of the system are needed. The generation models presented in this chapter are:
• Solar power model
• Wind power model
• Hydro power model
• Storage model
In this study the emphasis has been on modeling of solar and wind power because
they are the technologies that most likely will be used in developing countries. For the
other sources simpler models have been applied.
3.1 Solar power model
In this section a model for simulating six-minute mean values of global solar radiation
without any geographical restrictions is proposed and discussed. The model is based on
a Markov chain and uses only the geographical coordinates of the location and cloud
coverage data as input. The model utilises the transitions between different levels of cloud
coverage for hourly mean values which means that low quality data may be used. For the
six-minute mean values another stochastically varying term is added.
3.1.1 Models of solar radiation
Several models have been proposed for global solar radiation. The random nature of
global solar radiation is included in all proposal, whereas the way of implementing this
in a model varies significantly. In [27, 28, 29] the daily global solar radiation is modeled
(thus the yearly variations). However, for photovoltaic power generation in an autonomous
electric power system [30] a higher time resolution of the simulation is needed. Such a
model would be applicable in a system with a storage capability that is higher than the
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daily load demand. The models in [27, 29] require several years of solar radiation mea-
surements which for most locations in developing countries are not available. The model
proposed by [28] is adapted for clear sky conditions but the authors mention the impor-
tance of the cloud coverage. In [31] the hourly radiation has been modeled but the model
can be difficult to apply due to data requirements. Monthly average values of global radia-
tion are needed which only can be obtained from long time measurements. In [32] another
model is proposed but the problem with input data remains. A location-dependent factor
is used in [32] which is dependent on the distribution of the solar radiation. This model
can only be used when a large amount of solar radiation data is available.
Outside the atmosphere the solar radiation can be accurately determined [33] whereas
the atmosphere will induce the randomness [31]. The transmittivity of solar radiation in
the atmosphere depends on various factors, e.g. humidity, air pressure and cloud type. A
factor that has a great impact, maybe the main factor [34], on the transmissivity is the
cloud coverage [28, 35]. By assuming a deterministic relation between cloud coverage
and hourly global solar radiation the need for measurement of the latter disappears. Cloud
observations can be used because of the simplicity of measuring. No expensive equipment
is needed. The level of cloudiness is often expressed in Oktas which describes how many
eighth parts of the sky that are covered with clouds [36]. Another method of describing the
atmosphere is by using the clearness index. The index was proposed already in 1924 by
Angstro¨m [34] and is further developed by [34, 37]. The index can be used to determine
the distribution of the radiation but not the expected variations during a day. The changes
during a day are very important when designing power systems. However, in [38] it is
shown that the index can be combined with Markov transition matrices and thereby the
changes during a day can be studied. The method can also be used to model the solar
radiation at locations where no measurements have been conducted. On the other hand it
requires measurements from neighbouring locations.
The solar radiation distribution is expected to be similar in areas with similar cli-
matological conditions [32]. This means that the method can be used when cloud ob-
servations are available for an area with similar climatological conditions. In reliability
simulations for power systems without storage capacity, simulation data with higher res-
olution than one hour are in some cases needed. This is the case when short-duration
interruptions are of interest.
In this study a model which is a combination of a solar radiation model dependent
on the cloud coverage (deterministic) combined with a simulation model of cloud cover-
age (stochastic) is proposed. More about the model including a validation of data from
Go¨teborg can be found in Paper I.
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3.1.2 Extraterrestrial and meteorological relationships
The radiation outside the atmosphere is dependent of the earth rotation around the sun,
around its own axis and the tilt of the earth. The elevation angle is the angle of the sun
above the horizon and can be described by Eq. 3.1 - 3.2 [33].
The equation for seasonal effects, Eq. 3.1, is an approximation under the assump-
tion of a circular orbit of the earth around the sun. This assumption is allowed because the
excentricity is only 0.07. Eq. 3.2 describes the daily effects and their dependence on the
geographical location.
δs ≈ Φr cos
[
C(d−dr)
dy
]
(3.1)
sinψ = sinφ sinδs− cosφ cosδs cos
(
C · tUTC
td
−λe
)
(3.2)
where:
δs Solar declination angle, the angle between sun and the plane of the equator [rad]
Φr The tilt of the earth‘s axis relative the orbital plane of the earth around the sun,
Φr = 0.409 [rad]
C Constant, C = 2pi [rad]
d Day of the year [days]
dr The day of the year at summer solstice, 173 (22 June) for non-leap years [days]
dy Total number of days in one year [days]
φ Latitude of the location [rad]
λe Longitude of the location [rad]
ψ Elevation angle [rad]
tUTC Time according to the Coordinated Universal Time [h]
td Time of the day [h]
Eq. 3.2 does not include a conversion to local time from the Coordinated Universal
Time (UTC). A conversion is needed for the reliability calculations since the loads often
have a high correlation with local time.
The effect of the clouds in the simulation model for global solar radiation adds
randomness to the model. The importance of the randomness in the atmosphere is also
discussed in [31]. An empirically determined relationship between the global solar radia-
tion, the elevation angle and the cloud coverage, Eq. 3.3, was obtained by the authors of
[35]. The relationship was derived after many years of cloud observations, solar elevation
measurements and global solar radiation measurements. The relationship is:
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S =
[
a0(N)+a1(N)sinψ +a3(N)sin3 ψ−L(N)
a(N)
]
(3.3)
where S is the global solar radiation and N is the number of Oktas; the values of the
constants L(N),a(N) and ai for i = 0,1,3 are given in Table 3.1.
Table 3.1: The empirically determined coefficients for Eq. 3.3 [35].
N a0 a1 a3 a L
0 -112.6 653.2 174.0 0.73 -95.0
1 -112.6 686.5 120.9 0.72 -89.2
2 -107.3 650.2 127.1 0.72 -78.2
3 -97.8 608.3 110.6 0.72 -67.4
4 -85.1 552.0 106.3 0.72 -57.1
5 -77.1 511.5 58.5 0.70 -45.7
6 -71.2 495.4 -37.9 0.70 -33.2
7 -31.8 287.5 94.0 0.69 -16.5
8 -13.7 154.2 64.9 0.69 -4.3
By examining global solar radiation measurements it can be seen that the radiation
varies within a one-hour period. This phenomenon can be simulated by introducing a sta-
tistically varying term according to equation 3.4. This stochastic variable (ε) is proposed
to have the same distribution as the short duration variations seen in the measurements.
Sstat = S + ε (3.4)
where Sstat is the solar radiation with time steps smaller than one hour. The stochas-
tic variable (ε) can be estimated through cross validation, the so-called “hold out method” [39].
The deviation from the hourly mean values during day time can be fitted to a normal dis-
tribution where the mean value and the standard deviation can be estimated.
3.1.3 Cloud coverage simulation
Cloud coverage data are not available everywhere. At some locations only short series
of measurements are performed or the data are of low quality and therefore a simulation
model is needed. A Markov model is proposed to generate cloud coverage data from
which global solar radiation can be obtained. A Markov model is suitable as a structure
to describe the stochastic variations and dependencies. The states in the model represent
the number of Oktas and the transition probabilities were obtained from measured values
in an intuitive way:
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ˆλi j =
fi j
Σ8k=0 fik
(3.5)
where:
ˆλi j is the estimated transitions probability
fi j is the number of transitions from cloud coverage level i to level j
fik is the number of transitions from cloud coverage level i to level k
The seasonal variations of the transition probabilities were in some studies found to be
large and therefore more than one transition matrix were needed. This is further discussed
in Paper III.
3.2 Wind power model
In this section a model is proposed for generating simulated power output time series from
a wind turbine. The model is suitable for locations with low quality data or with limited
data. The model is based on a state-space model (Markov), “the power law ” [40] and data
from a conventional wind turbine [41]. The transition probabilities in the state-space are
determined by using wind speed measurements. The model can be adapted to different
geographic areas by using the yearly mean wind speed of the desired location.
3.2.1 Other wind speed models
Many research projects have focused on wind speed modelling. The methods of the mod-
elling may be quite different but all of them include some statistical description of the
variations. The models are also calibrated using field measurements as a basis of the sim-
ulations. The need for statistical wind power models is discussed in [42]. There are two
main reasons for wind speed modelling; one is to make a forecast and the other is to cal-
culate the expected mean values and variations. Short time forecasts can be performed
whereas it is much more difficult to perform forecasts on a long time basis [43]. For op-
erational purposes forecasts are needed for determining the power from wind turbines.
Forecasts can also be used for warning systems such as predicting gusts which affect the
operation of wind turbines [44].
Long term studies are needed in order to provide better long term predictions. It
is well known that the wind speed distribution can be fitted to a Rayleigh distribution
or the more general Weibull distribution [42, 45, 46, 47, 48, 49]. Long time series of
good quality measured data are needed to parameterise the models. Many of the models
are rather complicated and therefore they need large computational resources. This is not
practical when the simulation of the wind speed distribution is only a small part of the
total system simulation.
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When models are used they can often be simplified by limiting their operating range
to a certain region; for example for estimations of the power output of a wind turbine
[50]. Some models are adapted to wind farms [51, 46] and need to be more complex than
models for individual turbines. The wind direction is of great importance because of the
shading effects on other wind turbines in the farm. For simulation of single wind turbines
the shading effect can normally be neglected.
In [52, 53] Markov models are used to simulate wind speed series. One great ad-
vantage of using a Markov model is that the behaviour is based only on current data,
while historical data are condensed in the state. In [52] Markov models are coupled to
the simulation of wind direction. A combination of simulating wind speed and wind di-
rection is very useful because normally there is a strong correlation between the speed
and direction of the wind. Coupled models are especially important for areas having great
variations in the topology [54]. Typical examples are coastal areas where it can be bene-
ficial to install wind turbines. Normally there are great differences between land and sea
wind. To determine the parameters of the model measurements of both wind speed and
wind direction are needed. If only one single Markov chain is included in the model the
wind speed intervals have to be larger than if two or more chains are used. This in order
to get a manageable number of elements.
In [53] the authors have proposed two different models which both are based on the
Markov theory. The first model is a Markov model with 19 states. The transition probabil-
ities were calculated using measured wind speed data. This method had only correlation
between two consecutive values. In the second model the wind speed is divided into three
regions, weak (states 1-7), medium (states 4-12) and strong (states 11-19). Overlapping is
allowed to enable single high/low values in one region. A start region and the time spent in
each region are determined using the originally measured data. The duration of the wind
speed in each group of states is varied stochastically. On average the wind speed is one
third of the time in the weak-wind region, half the time in the medium-wind region and
1/6 of the time in the strong-wind region. The simulation time step is one hour. According
to the authors a further split into three seasons, winter (120 days), midseason (77 days)
and summer (168 days) is needed.
3.2.2 The state-space model
The wind speed data has to be discretised to fit into the proposed two Markov chains
model. One chain is applied for hourly mean values that are below the yearly mean and
the other chain is used for values above the yearly mean value. This model split is done
to better describe the two level behaviour that can be seen in measurements. A random
transfer between these two levels of the wind measurements can also be seen. This wind
behaviour may be explained from the fact that the wind comes from different directions.
To make the simulation more adaptable for wind speed generation data the yearly
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mean value was normalised to one. This can be done without changing the distribution
of the wind speed and the dependencies between the two following wind speeds. By
normalising the wind speed data the data could easily be adapted to any location. By
scaling it with the yearly mean wind speed value the distribution of the wind speed series
will be kept.
By using measured wind speed data as an input for the model it is possible to
determine the transition probability matrices for the Markov chains. The two models are
defined as if the last hourly mean value was above or below the yearly mean value. In the
low wind Markov chain it is occasionally necessary to model some high values to model
high wind squalls. Low wind squalls also exist in the high wind and therefore the high
wind model must take this into account. The low wind model was discretised into 9 levels
whereas for the high wind model 14 levels were used. The larger number of levels for
the high wind model is due to a larger span of wind speeds. In Table 3.2 the wind speed
intervals are presented.
Table 3.2: The discretisation of the wind speed data for the Markov models.
Low wind High wind
Level interval interval
[m/s] [m/s]
1 < 0.1 < 0.7
2 0.1-0.3 0.7-0.9
3 0.3-0.5 0.9-1.1
4 0.5-0.7 1.1-1.3
5 0.7-0.9 1.3-1.5
6 0.9-1.1 1.5-1.7
7 1.1-1.35 1.7-1.9
8 1.35-1.7 1.9-2.1
9 > 1.75 2.1-2.3
10 2.3-2.5
11 2.5-2.7
12 2.7-2.9
13 2.9-3.25
14 > 3.25
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The transition matrices can be estimated in many ways whereas the most intuitive
one is:
ˆλi j =
fi j
Σnk=1 fik
(3.6)
where ˆλi j is the transition probability from state i to state j; fi j is the number of
transitions from state i to state j in the input data set and n is the number of states in each
model.
The mean value for each level in the model has to be chosen in order to not change
the mean value of the wind speed and thereby increase the discretisation errors. The mean
value has to be determined from the original measured wind speed data. Ten simulations
with the normalised model were performed and the total mean value of each simulation
is shown in Figure 3.1.
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Figure 3.1: Mean value of ten wind speed simulations using wind speed data from
Go¨teborg.
Location specifics could be included in the model by its yearly mean value since
the model is normalised according to the yearly mean value. If the simulated wind speed
data is multiplied with the yearly mean value of the desired location artificial wind speed
data can be obtained. The data has the same distribution as the input data but with the
local yearly mean value. More about this model can be found in Paper II.
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3.2.3 Wind speed variations with altitude
It is a well known fact that the wind speed varies with the altitude. Wind speed measure-
ments at many altitudes are in most cases unpractical, especially in developing countries.
Additionally it is seldom known which altitude that is of interest at the time of the mea-
surements.
By using a relationship between different altitudes only a measurement at a refer-
ence level is needed. One commonly used relationship is “the power law” [40] or “Justus
formula” [55] as can be found in Eq. 3.7.
v(z2)
v(z1)
=
(z2
z1
)α
(3.7)
where z1 is the altitude of the measurement and z2 is the altitude where the wind
speed estimation is desired. v(z1) and v(z2) are wind speeds at height z1 and z2, respec-
tively. α is the wind profile constant and is dependent on various factors e.g. altitude,
wind speed, time of the day, season of the year, nature on the terrain and temperature. In
[40] the authors have proposed a relationship according to Eq. 3.8, to determine α . This
relationship has been used in this study.
α = a−b · log10v(z1) (3.8)
During day time typical values for a and b are 0.11 and 0.06, respectively whereas
0.38 and 0.209 are typical values during night time.
3.2.4 Wind turbine
Today there are wind turbines in a wide range of sizes from less than 10 kW up to several
MW. The design of small wind turbines differs much from that of large turbines. Small
turbines are mostly based on direct-driven machines with permanent magnets. The aero-
dynamic profiles also differ and since manufacturers of wind turbines have less interest in
small turbines the wing-profile is less developed as compared to large turbines.
In this study the wind turbines use the wind speed as input data. This is achieved
by using the so-called wind-power curve of a wind turbine. The wind-power curve is the
relation between the wind speed (v) and the power output (P) of the wind turbine and
differs for different types of wind turbines. The wind-power curve used in this study is
for a typical wind turbine. To describe the wind-power curve Eq. 3.9 was fitted, using the
least-square method, to the data given by a manufacturer [41]. The output power (P) data
was normalised, the nominal power (Pn) is equal to one, to be more generally applicable.
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P =


0, v < uc
Av5 +Bv4 +Cv3 +Dv2 +Ev+F, uc ≤ v≤ up
0, v > up
(3.9)
The coefficients in equation 3.9 were estimated to: A=−2.0763 · 10−6, B=2.0046 ·
10−4, C=−7.0343 ·10−3, D=0.1067, E=−0.5965 and F=1.0963.
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Figure 3.2: Wind-power curve of a down scaled wind turbine.
The cut-in wind speed uc is the minimal wind speed needed for the wind turbine to
generate power and is normally set to 4 m/s. If the wind speed is less than uc there is not
enough power in the wind to overcome the friction and other losses in the wind turbine.
The wind speed for nominal power output, ur, is a design parameter and is normally
chosen to 15 m/s. If the wind speed exceeds a certain value, up, the wind turbine has to be
shut down to protect the turbine. The protection wind speed is typically dimensioned for
25 m/s. The wind speeds uc, ur and up are all dependent on the wind turbine construction.
3.3 Hydro power model
Another interesting power source is small scale hydro power, so-called micro turbines.
During the last few years the interest for them has increased and since the hydro power can
be used and built also for small flows they are of interest in the type of studies performed in
this thesis. The model used in this study is a constant flow-of-river with a small reservoir.
The reservoir could supply the maximum load, see section 4.1.1, during not more than an
hour.
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The mean power from the flow of river (Phydro) was calculated according to Eq.
3.10. In all other aspects the hydro power model was considered ideal.
Phydro = ηhydro
ρwaterV gh
3.6 ·106 · t (3.10)
where ηhydro is the efficiency of the complete system, ρwater is the density of water
(approx. 1000 kg/m3), V is the volume of the water per hour, g is the gravity constant
(approx. 9.80 m/s2), t is the time and h is the height of the water.
3.4 Storage model
Currently there are several different storage technologies available. The main types are
mechanical (flywheel, pumped hydro etc.), electrical (SMES, capacitors etc.) and elec-
trochemical (batteries etc.) [56]. Which storage technology to use can vary because the
applicability of each technology mostly depends on the location. Currently some of the
technologies are not sufficiently mature for this application but might be in the future.
Therefore the behaviour of the storage has been considered ideal in aspects such as effi-
ciency and discharge depth during this study.
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Generation reliability
In order to run a power system safely it is necessary to perform reliability calculations.
For example reliability studies are needed for design and scheduling of maintenance. This
is the subject of several books e.g. [57].
Reliability analysis is often divided into the three power system levels: generation,
transmission and distribution. Each of these levels has its own character and thereby its
own problems. The division into the three levels is suitable for large power systems where
all three levels are needed but in some systems only some of the levels are required [58],
like small systems.
The most important reliability aspects is the generation reliability but it has low
impact on the total loss of power for costumers in large power systems [58]. This since
the redundancy is normally high among the different production sources. However, in
a system with a low number of production sources or sources with low availability the
generation reliability is the most important factor.
In generation reliability parameters like LOLP (Loss of Load Probability) and LOLE
(Lost of Load Expectancy) are often used [57]. LOLP is the probability/risk that the an-
nual peak load exceeds the generation capacity. This parameter gives the probability that
the maximum load cannot be supplied. LOLE gives how much load that is expected not
to be supplied.
In this study the terms availability and unavailability are used. Availability can be
seen as the probability that the load at an arbitrary time is covered by production or stor-
age. Unavailability is one minus the availability. Unavailability is close to LOLP but the
annual peak load is not considered. Instead the load requirement, see Section 4.1.1, is
considered. Other key parameters than the availability are also studied, like LOLE for
the hourly loads and the distribution during the day of the lost load. The latter is espe-
cially interesting to study in systems based on renewables where the time of the day is
important.
There are two main ways to study generation reliability: analytic and by using sim-
ulations. Different mathematical techniques for analytic determination of the availability
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of different stochastic power sources are used in [59]. To be able to use such a method
all models used in the study have to be described by stochastic variables. Usually it is
difficult to introduce deterministic relationships.
Another common method for reliability analysis is to use Monte Carlo simulations
[60, 61]. Monte Carlo is especially useful for complex systems with a lot of dependencies.
In addition Monte Carlo simulations can handle deterministic models. Monte Carlo sim-
ulations are quite computer extensive but today this is not a large problem. The main idea
with the Monte Carlo simulations is to simulate several typical situations. The accuracy
is dependent on the number of simulations and the behaviour of the stochastic models in
the typical simulation [62].
The main reasons for reliability analysis of a small power systems is to properly
design the generation capacity. Normally the analysis is used for comparing different
sources or a combination of sources. Economical factors are often considered as the main
factors. Reliability analyses have been performed for different energy sources like solar
[63], wind [64] and hybrid systems [65, 66]. Also the need of storage is important as dis-
cussed in [67]. The analysis can also be used to test different control strategies. There are
different reasons for this but the most common one is to limit the use of diesel generators
[68].
In this study the focus is on finding what can be achieved by combining different re-
newable energy sources. This study is not complemented with an economical study since
the conditions are different in different parts of the world. The cost is also dependent on
which kind of loads that need to be supplied. The loads are often geographically depen-
dent or dependent on other factors than the design of the power system. Typical examples
are political reasons and national borders.
4.1 Models and input data
It is not only the generation models presented in Chapter 3 that affect the result of the
simulations. The load models are especially important as well as the model of the power
flow and the input data. The input data are both meteorological data and the geographical
location (needed for the solar model).
4.1.1 Load model
For reliability studies the loads play an important role since they determine what should
be achieved. In industrialised countries the total load curve is a combination of domestic,
industrial and commercial loads and both systems and loads are more or less fixed. In
rural power systems in developing countries the load situation is completely different. In
the existing situation there is no or extremely little electrical load. The real load curve is
therefore much more uncertain and can be expected to include greater variations than in
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industrial countries. Industry activities can be planned after the access of power. Since
one of the generation sources is the sun, high loads are desired during hours with sun
(daytime). However, it is unreasonable for the load to adapt to every variation in the
generation and therefore some control must be included.
Load models are well studied [69, 70]. Special attention has been made on models
for developing countries. The load situation in rural areas, which is the focus in this thesis,
differs from the situation in urban areas and therefore loads in rural areas need to be
focused on [71]. There are two main load models, one which models the complete load as
a varying load [72] and one that is based on connection and disconnection of individual
loads[7, 73].
The load curve in this study, see Figure 4.1, should be seen more like a “power
requirement”, because it is hard to predict the actual load behaviour. It is perhaps more
important for industrial activities to know what can be expected for the system then the
actual behaviour. That can then be used for planing purposes.
A load curve was selected to represent both daytime load (mainly industry) and
lower night time load (education and leisure activities). The maximum load occurs be-
tween 7.00 am and 7.00 pm. During night time the demand is only ten percent of the
maximum. The peak day time load consists of not only the demand from industrial activ-
ities but also of other smaller loads like schools for the young children . At night time the
demand may come from schools for education of older children and adults and for power
for equipment that has to operate more or less continuously, like refrigerators.
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Figure 4.1: The load curve used for reliability studies.
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4.1.2 Power flow model
In this study the model of the power flow can be seen in Figure 4.2. The power of the solar
and wind will be absorbed directly by the system while the power from the hydro power
usually comes via some reservoir. The storage can both absorb and deliver energy to the
system. Some power is lost in the conversion to and from the storage and is denoted as an
efficiency of the load. In the figure the the following notations are used: Pwind is the wind
power, Psolar is the power from the sun, Phydro is the water power supplying the reservoir,
Pload is the load of the system, Plosses is the losses in the storage, Whydro is the available
energy in the reservoir and Wstorage is the available energy in the storage.
Pload
Psolar Pwind
Phydro
ReservoirStorage
WhydroWstorage
Power
System
Plosses
Figure 4.2: Model of active power in the system. The power from solar and wind goes
directly to the system while the hydro power enters the system via a reservoir. The storage
may both absorb and deliver energy but has some losses.
The power system is considered ideal in the sense that the system has no losses, the
reliability is 100 % and the system require no maintenance.
4.1.3 Meteorological data used
In order to provide input data for the stochastic models of wind and solar power mete-
orological data are needed. Since the project was limited in time, already collected data
has been used. Data was collected both from Sweden and Tanzania. The data available
from Tanzania was of low quality , which is discussed further in Paper V, but the data
could still be used in the simulations due to the choice of the model structure. However,
for comparison studies data from Sweden, having much higher quality, has been used.
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4.1.4 Geographical location
As input in the stochastic models of wind and solar power weather data are needed to
train the models. In the solar power model the geographical location is also required.
The location used in the comparison study in this chapter was Mbeya (8.9◦S,33.5◦E)
located in the southern Tanzania. Mbeya was chosen despite it is a small city. This since
weather data was hard to obtain for rural areas. The data from Mbeya was of low quality is
discussed in Paper V. However, the data showed a similar behaviour as for Dar-es-salaam,
where better data were available, as also described in the paper.
4.2 Simulations
The studies have been performed by using Monte Carlo simulations. All the generation
models presented in Chapter 3 and load models in 4.1.1 are used in the power flow model
in 4.1.2. The simulations have been executed with a time step of one hour.
The starting values of the models are randomly chosen to not affect the result of the
simulations. Both the storage and the reservoir are considered empty. In the simulations
the load is considered supplied if the condition in Eq. 4.1 is fulfilled.
Pload · tstep ≤ Pwind · tstep +Psolar · tstep +Wstorage +Whydro (4.1)
where the nomenclature has been explained in Figure 4.2. The energy level storage
and the reservoir are then updated before the next simulation step, Eq. 4.2 for the storage
and Eq. 4.3 for the reservoir.
if Pload · tstep> Pwind · tstep +Psolar · tstep +Wstorage(i)
Wstorage(i+1) = 0 (4.2a)
otherwise
Wstorage(i+1) = Wstorage(i)+Pchange · tstep−Plosses · tstep (4.2b)
However, Wstorage has limitations
0≤Wstorage(i+1)≤W maxstorage (4.2c)
The update of the storage is that if the load is larger than the energy produced by
the sources and the storage the storage will be considered empty for the next simulation
step. If the load is less than the available energy the surplus, except the losses, will be
added to the storage. However, the storage may never exceed the capacity of the storage
W maxstorage.
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if Pload · tstep< Pwind · tstep +Psolar · tstep +Wstorage(i)
Whydro(i+1) = Whydro(i)+Phydro · tstep (4.3a)
but Whydro(i+1)≯W maxhydro
if Pload · tstep> Pwind · tstep +Psolar · tstep +Wstorage(i)+Whydro(i)
Whydro(i+1) = Phydro · tstep (4.3b)
otherwise
Whydro(i+1) = Whydro(i)
+Phydro · tstep +Pchange · tstep +Wstorage(i) (4.3c)
If the load is less than the available energy from the wind, solar and in the storage
the energy from the hydro will be added to the reservoir for the next simulations step.
However, the reservoir may never exceed the capacity of the reservoir, W maxhydro. In case the
load is not fulfilled the reservoir will only contain the energy from the hydro for the next
simulation step. When not all energy available in the reservoir is used the reservoir will
be emptied by the energy needed and filled with the energy of the hydro power.
Pchange is the change in power when not considering the storages and can be found
in Eq. 4.4. Plosses is the losses in the storage and is defined in Eq. 4.5.
Pchange = Pwind +Psolar−Pload (4.4)
Plosses = ηstorage ·Pchange (4.5)
In Eqs. 4.2-4.5 it can be seen that the storage is first used and then the volume of the
reservoir is used. The reason for this is that the storage can be refilled by both the wind
and solar power which are larger than the small river flow.
Since the focus in this study is on the methods and relations between the different
sources the relative size of each source is of more interest. Therefore the Maximum Gen-
eration Capacity (MGC) has been used for the sources. MGC is the ratio of the rated (solar
peak power) power and the maximum load. For storage the Maximum Storage Capacity
(MSC) is used, which is the ratio between the capacity of the storage and the maximum
load. MGC and MSC are combined with subscripts that are explained in Table 4.1.
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Table 4.1: Explanation of MGC and MSC for different sources and storages.
MGCwind The ratio between the rated power of the
wind turbine and maximum load.
MGCsolar The ratio between the peak power
of the solar power (clear sky and the sun
in zenith) and the maximum load.
MGCwater The ratio between the power generated by
flow-of-river and maximum load.
MSCstorage The ratio between storage capacity and
maximum load.
MSCreservoir The ratio between maximum energy to be
stored in the reservoir and maximum load.
To be able to investigate the behaviour of an individual production source or a
combination of sources and storage not all sources or storages are used in all simulations.
Not all possible combinations are investigated since the combination of solar and/or wind
is planned to be the main sources and the other combinations are of less interest. The
studied combinations are:
• Solar power
• Solar power with storage
• Solar power and hydro power
• Solar power, hydro power and storage
• Wind power
• Wind power and storage
• Solar power and wind power
• Solar power, wind power and storage
• Wind power and hydro power
• Wind power, hydro power and storage
• Solar power, wind power and hydro power
• Solar power, wind power, hydro power and storage
As previously described the basis of a Monte-Carlo simulation consists of repeated
simulations. In this study only one simulation was performed for each data point because,
as shown in Figure 4.3, little useful information will be achieved by repeating the simula-
tion.
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Figure 4.3: Availability of a power system with only solar power generation where the
solid line indicates the mean value of ten simulations while the dashed line shows the
result from a single simulation.
There is a strong resemblance between a single simulation and the mean value of
ten simulations because the Markov chains are ergodic [74]. Since they are ergodic it
reaches the same stationary solution, independent of the initial conditions. Each single
simulation is long enough to converge into a stationary solution. Since the chains are
ergodic the initial state is not important. By using only one simulation per data point the
computational time will be significantly reduced.
For the reliability calculations in this chapter a time step of one hour is used despite
the fact that the stochastic varying models, presented in previous chapter, have been de-
veloped for shorter time steps. From Figure 4.4 it can be concluded that there is a little
need of smaller time steps than one hour in this type of calculations. Figure 4.4 shows
the case of only solar power and load. The differences seen in the figure are not greater
than the difference between two separate simulations. A difference should not occur be-
cause the mean value is independent on the length of the time steps. In some cases the
use of a smaller time step is necessary, like calculations of the number of times that a
shortage occurs and the duration of the shortages. In this thesis these kind of calculations
are performed with a time step of one hour. These studies are just an estimation of dif-
ferent system configurations. To be able to compare different configurations shorter time
steps are not necessary at this stage. Especially when using storage or hydro power, the
short-term fluctuations in solar and wind will be smoothed out.
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Figure 4.4: A comparison between availability calculations of solar power with different
time steps, one hour (dashed line) and 6 minutes (dotted line).
4.3 Results
Results from the studies are presented in Table 4.2. More detailed results determined with
the same method for studying wind power can be found in Paper II, for solar power in
Paper III and for various combinations of energy sources in Paper IV.
In all presented cases in Table 4.2 the total MGC is around 10 which was the limit
when nothing more could be gained by increasing the capacity which can be seen in
Figures 4.3 and 4.4. The limit is inside the range proposed by [55] as an optimal size for
autonomous wind energy systems.
It is not only the overall availability that is of interest. During day time there are
large risks for power shortages. This information can be useful for better planning. In
Figure 4.5 an estimation of the number of hours during the day when the load is not
supplied can be seen. The squares denote a solar powered system while the stars denote
a wind powered system. For the solar powered system there is no energy available during
the night. The wind energy is more or less constant during the day and the behaviour
seen in the figure is due to the load that is much higher during daytime. This is further
discussed in Paper IV.
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Table 4.2: The availability for different configurations for the system shown in Figure 4.2
with the use of Eq. 4.1-4.4.
Case MGC MGC MGC MSC MSC Total Total Availability
No. Solar Wind Hydro Storage Reservoir MGC MSC
1 10 0 0 0 0 10 0 0.43
2 0 10 0 0 0 10 0 0.87
3 10 0 0 1 0 10 1 0.76
4 10 0 0 3 0 10 3 0.99
5 0 10 0 1 0 10 1 0.94
6 0 10 0 3 0 10 3 0.98
7 10 0 0.05 0 1 10.05 1 0.73
8 10 0 0.1 0 1 10.1 1 0.98
9 10 0 0.2 0 1 10.2 1 0.99
10 0 10 0.05 0 1 10.05 1 0.93
11 0 10 0.1 0 1 10.1 1 0.95
12 0 10 0.2 0 1 10.2 1 0.96
13 10 0 0.1 1 1 10.1 2 0.99
14 0 10 0.1 1 1 10.1 2 0.97
15 5 5 0 0 0 10 0 0.92
16 5 5 0 1 0 10 1 0.99
17 5 5 0.1 0 1 10.1 1 0.99
18 5 5 0.1 1 1 10.1 2 0.99
19 5 5 0.1 3 1 10.1 4 0.99
When storage is introduced in the system the number of incidents with lacking
power that will occur during a certain hour of the day will change. The numbers will drop
and they drop more in the mornings and less in the evenings as demonstrated in Figure
4.6. The reason for this is that the storage is filled up during the night and then used during
the day.
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Figure 4.5: The number of shortages per year for each hour of the day. The squares refer
to a solar powered system while the stars refer to a wind powered system. The MGC is
the same for both the cases.
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Figure 4.6: The number of times when the load was not fully supplied with wind power
as a function of the time of the day. MGCwind is 10 and storage capacity MSC is 1.
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4.4 Comments on the cases
Solar power as the only source, case 1, for remote systems is obviously more suitable for
supplying day time load than night time load as can be seen in Figure 4.5. Unfortunately,
systems with only daytime load are rare and therefore such systems are not an option.
Solar power may be used for systems where the main load is during day time and during
the dark hours it has to be combined with another source or storage.
Wind, see case 2, is more suitable than solar but still not sufficient. The number of
non-supplied hours over the day is less for wind as compared to the case with only solar
power.
A storage in combination with solar gives a higher increase in the availability than
with wind because of the higher regularity of solar power, cases 3 and 5. For cases 4 and 6
the sizes of the storage are so large that a full storage will cover the complete load during
the night which explains the high availability for case 4.
The benefits of a small constant power source are investigated in cases 7 - 12. The
benefits are great especially in combinations with the regular solar power. As can be seen
in the cases a MGChydro above 0.1 only gives minor improvements of the availability. The
reason is that the hydro power then will cover the load during the night.
There is only a small change in availability when a storage is added to a solar/hydro
or wind/hydro system since the hydro power with its reservoir introduces a storage as can
be seen in cases 13 and 14.
Using wind and solar in the same system is favourable as can be seen in the last
five cases. The optimal relation between solar and wind power can be found in Paper V
and optimal is close to what has been used in the last cases. In general, more sources and
storages give better availability.
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The “fuel” from renewables are in many cases for free which gives new challenges for
control of the system to maximise the benefits of the energy sources. For frequency and
voltage control of a system a continues controllable load (CCL) can be used. A CCL is
a load that can control the frequency and voltage of the system continuously. A CCL is
typically a load where storage is possible or the output may vary without affecting the
usefulness of the load. A typical load is a pump that is fed by a frequency converter. To
enable control of both active power (frequency) and reactive power (voltage) a frequency
converter with an active rectifier is needed.
5.1 Frequency Control
The benefits of using a CCL for frequency control have been investigated in Paper V. The
paper shows that significantly less energy will be wasted. However, it will have a small
negative effect on the availability of the more prioritised loads. The size of the CCL will
determine the wasted energy and the availability of the loads. A too large CCL will utilise
more of the energy whereas the availability of the prioritised loads will become lower
because there is a need of a minimum load of the CCL. On the other hand a too small
CCL will have less effect on the availability and more energy will be wasted.
The CCL has to handle both load changes and changes in the generation. The gen-
eration is stochastically varying as has been discussed in previous chapters. However, the
short time variations in the generation are less as compared to the load changes where
steps can be expected. Therefore the load changes will be dimensioning for the CCL.
This has been further investigated in Paper VII.
5.1.1 Other control strategies
To get a stable frequency in an electric power system the load and the generation have to
be equal at any instant. This is normally done by controlling the generation but assumes
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good availability of power [69]. Controlling the frequency in large electric power systems
is a well investigated area. In large systems it is not enough to use only one frequency
controller for the complete system [75] and therefore many production plants are equipped
with frequency controllers.
In an isolated power system, based only on renewables, generation frequency con-
trol will lead to an inefficient use of energy to obtain a control margin. In these systems,
where the availability of renewables is low, the control can be carried out by a storage
system. Several different systems, all based on control by the storage, are discussed in
[76]. There are several storage technologies available such as [77, 78]:
• Batteries
• Flywheels
• Pumped hydro
• Super conducting Magnetic Energy Storage
• Compressed air
• Capacitors
• Regenerative fuel cells
Many of these technologies are not suitable for small systems or systems with low
maintenance demands or are very expensive. Therefore battery systems are most com-
monly used and proposed for isolated power systems in developing countries. For exam-
ple the use of batteries is discussed in [79, 80] and it showed good response times but
many charge/discharge cycles shorten the lifetime of the batteries and increase the losses.
Even if batteries are one of the cheapest and mature storage technologies they are a sig-
nificant part of the installation cost and in some cases the single most costly part in the
system [81]. The maintenance demands are also rather high [11].
Another method of system control is load shedding. However, load shedding is
normally used as a last resort since it affects the availability and thereby the usefulness of
the load [82]. A load shedding system also requires electronic equipment for the load.
One frequency control method used in isolated power systems is the use of a dump-
load [83]. This method gives a good response time but waste energy. The energy is not
always totally lost since it may be used for heating purposes. However, there is a limited
need for hot water in most developing countries.
5.1.2 Investigated system
The system that has been investigated can be seen in Figure 5.1. It consists of a small
power system supplied by a synchronous generator (Psg), solar panels (Psolar) and perhaps
another source (Pother) . The loads are adjustable resistive prioritised loads (Ppri) and a
CCL (PCCL). The CCL consists of a frequency converter supplying an asynchronous ma-
chine that is connected to a load with a quadratic torque speed dependency e.g. a pump.
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Figure 5.1: The studied system for frequency control. The system consists of a syn-
chronous generator, solar panels and loads including a CCL.
5.1.3 System modeling
The power system was modelled using only the mechanical equation, the so-called swing
equation [69], which can be seen in Eq. 5.1.
Jω
dω
dt = Pgen−Pload (5.1)
where J is the moment of inertia of the system, Pgen is the total generation, see Eq.
5.2, Pload is the total load of the system, see Eq. 5.3 and ω is the angular frequency. Pload
consists of both the loads (Ppri) and the CCL (PCCL).
Pgen = Psg +Psolar +Pother (5.2)
Pload = Ppri +PCCL (5.3)
The power consumption of the CCL is related to the frequency on the load side of
the converter ( f2) according to the simplified Eq. 5.4. k is a constant for the pump, see
Eq. 5.6, and s is the slip. Since the slip is proportional to the frequency, with constant flux
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and quadratic load behaviour, the relation in Eq. 5.5 has been used. Here sn and fn are the
nominal slip and frequency of the induction motor whereas Pnpump is the nominal power
of the pump.
PCCL = k( f2(1− s))3 (5.4)
s =
sn
fn f2 (5.5)
k =
Pnpump
( fn− sn)3 (5.6)
5.1.4 Controller design
A two-degree-freedom controller using the loop shaping method was derived [84]. Natu-
rally there are several other methods of designing a controller, like deadbeat and hysteresis
control [85], but they were not considered as the scope of the this thesis is to show the the
potential of the controller and not to find the optimal tuning.
Loop shaping is a method were the step response is shaped by the design of the
controller. The desired shape is the response for the closed loop system that is a low pass
filter. This can be done by solving Eq. 5.7 in the Laplace plane (p is the Laplace operator).
FGol
1+FGol
=
α
p+α
(5.7)
where F is the is the controller, Gol is the transfer function of the open loop system
and α is the speed of the system, expressed as the pole location.
To be able to derive the controller the system (Gol) needs to be linear and there-
fore Eq. 5.1-5.6 were linearised. The transfer function (Eq. 5.8) was found using Laplace
transformation.
Gol(p) =
A2o
p−A1o
(5.8)
where
A1o =
4pi foTmo +Psolaro−Ploado− k( f2o− snfn f 22o)3
2HoS
A2o =
k fo3( f2o− snfn f2o)(1−2 snfn f 22o)2
2HoS
.
The subscript “o” for the parameters are the values in the operating point. H is the
total inertia of the system. In this case the inertia is the same as for the generator Hg since
the inertia of the CCL does not have any impact on the system inertia. Tm is the torque
of the axis of the generator while S is the total power of the system. Figure 5.2 shows
the frequency controller which consists of a proportional (Kp), integral (Ki) and active
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damping (Ra) constants according to Eq. 5.9-5.11. α f determines the bandwidth of the
closed loop system for frequency control. The active damping is set to have the same
response time as the rest of the system [84]. The controller is reversed since a higher
system frequency, f , shall be corrected by an increase in load frequency, f2, and vice
versa. This is the opposite of normal motor drives and can be realised through a change
of signs of the frequency error and the active damping term, see figure 5.2.
Figure 5.2: A two-degree-freedom controller for a reversed drive of a CCL.
Kp =
α f
A2do
(5.9)
Ki =
α2f
A2do
(5.10)
Ra =
α f +A1do
A2do
(5.11)
The subscript “do” is for the design operating point.
5.1.5 Stability investigations
In Paper VI a stability investigation of the system was performed. Changes in the inertia
and the load were investigated. This since they are the parameters that are likely to vary
most in the system as they are related to the load changes. The load changes are related to
human behaviour which is hard to predict. Figure 5.3 shows the poles of the system when
the inertia is changed from half to twice the design value.
The analysis shows that the system can be considered well damped even if the
system has twice the designed inertia. Since a too low estimation of the system inertia
only will give a slower system the inertia should be overestimated to avoid the risk of
instability.
Figure 5.4 shows the movement of the poles when the prioritised loads are changed.
The figure shows that if the load varies above the designed operation point there is a risk
of instability. Therefore if there are uncertainties in the load parameters they should be
overestimated.
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Figure 5.3: The movement of the poles when the inertia is changed from half to twice the
designed value.
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Figure 5.4: The movement of the poles when the load is changed. The load is compared
with the designed load
There are several other factors like the parameters of the generator and the rest of
the system that may affect the stability of the system. However, the other parameters are
often better known or are of less importance.
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5.1.6 Verification of the controller
The controller was verified through simulations and laboratory studies. The simulations
were done using the software package PSCAD/EMTDC [86] whereas the laboratory stud-
ies were performed using the network model at Chalmers University of Technology [87].
As a verification load changes were made in steps. Steps in the applied torque were
only done in simulations because it was hard to perform large steps in the laboratory
model. Small steps were done but the frequency deviation could not be seen due to noise.
The problems with steps in the torque are further discussed in Paper VII.
The production source used during the verification was a synchronous generator
connected by a stiff axis with a flywheel to a DC machine. The DC machine worked
like a turbine and produced a torque. Together with the flywheel and generator it also
contributed to the inertia of the system. The load of the CCL was an induction motor
connected through a stiff axis to another DC machine which operated as a pump i.e. had a
quadratic torque speed dependency. As prioritised loads purely resistive loads were used.
Data of the generator and the load of the CCL can be found in Table 5.1
Table 5.1: Data of the generator and CCL load used in the study.
Generator CCL load
ASEA GA 84N 1976618 ASEA MBG 180L-4
Rated Voltage [V] 400 380
Rated Current [A] 108.3 62
Rated speed [rpm] 1000 1450
Total inertia [s] 5.5 3
cos ϕ 1.0 0.81
The behaviour of the proposed controller was tested through simulations that were
validated by laboratory experiments. Data of the system are available in the appendix.
The speed of the controller (α f ) was set to 1.0 to get a stable operation. The operating
point was set to a load where the CCL was working in its lowest point (10 % of the total
capacity) according to the recommendations in Paper VI.
For voltage control a standard excitation model (AC1A) was used in the simula-
tions. The complete frequency converter was implemented in the simulation model. The
valves used were ideal diodes whereas the power electronic switches and the switching
signals were created by PWM.
For the laboratory validations an ABB frequency converter ACS 800 was used [88].
The built-in control system was used and the programming was done with the smallest
and the cheapest programming module (only 15 blocks). For everything else standard
implementation was used. In Figure 5.5 the generator, the flywheel and the DC machine
working like a turbine can be seen. In Figure 5.6 the motor used as a load of the CCL can
be seen. The DC machine used as the load can also be seen in the figure.
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Figure 5.5: The generator, flywheel and DC machine used in the measurements.
Figure 5.6: The asynchronous machine and the DC machine used as load of the CCL.
In Paper VII the results of the simulations and the measurements are compared
both when a small and a large load are connected and disconnected. The results show
good agreement both for the frequency deviation and the time it takes until the frequency
has stabilised.
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5.1.7 Discussion
In Paper VI the behaviour of the CCL as compered to other more conventional frequency
control methods is investigated. The investigated methods are beside the CCL a diesel
generator and a pitch controlled wind turbine. The study showed that a CCL is fast and
can give a frequency control that is better as compared to conventional frequency control
systems.
5.2 Voltage Control
To achieve a stable voltage in a power system the reactive power has to be in balance
in the system. Normally loads are inductive, e.g. motors, and therefore reactive power
have to be produced to get the balance. This is mostly done by the excitation system
of the generators. However, the possibility to produce reactive power is constrained by
the limits of the field current, armature current and the under-excitation. This is further
discussed in Paper VIII.
Today frequency converters are often equipped with an active rectifier to minimise
the harmonic emission and the need for reactive power. The rectifier can then be working
as a shunt connected Voltage Source Converter (VSC). The use of shunt connected VSCs
is a well studied area for higher voltage levels. For high voltage applications this concept
is used for both voltage control and stability purposes and is often called STATCOM [89].
At distribution level (10 kV) it is called D-STATCOM and can be used for voltage control
in weak grids [90] and to avoid flicker [91] and voltage dip mitigation [92]. Voltage control
is normally not performed at lower voltage levels due to economic reasons.
5.2.1 Investigated system
The system that has been investigated for voltage control is shown in Figure 5.7. The small
power system is based on a small synchronous generator, a CCL, adjustable resistive,
inductive and capacitive loads. The generator has a constant excitation.
The prioritised load (Qpri) varies related to human behaviour. The CCL (QCCL) may
both consume and generate reactive power whereas the solar panel (QCCL) can neither
produce nor generate any reactive power.
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SG
controller
M
CCL
Generation Loads
Qpri
QCCL
Qsolar=0
Qsg
Figure 5.7: The system that is considered for the voltage control, supplied by a syn-
chronous generator. The loads are adjustable resistive and reactive loads together with
a CCL. The arrows indicate the direction of the reactive power flow in the system. Qsg is
the reactive power produced by the generator.
5.2.2 Controller design
The voltage controller can be designed by considering a system having a frequency con-
verter modeled as a current source that gives a certain voltage (U ) according to Figure
5.8.
Zg Zf
Cf
e U
if
ig i
eg
Figure 5.8: The system considered for design of the voltage controller. eg is the voltage to
control, C f is a capacitor, Z f is the filter impedance and grid is represented by a voltage
source e and a grid impedance Zg.
By applying Kirchhoff’s current law in the center node, the transfer function, Eq.
5.12, can be obtained. This is further explained in Paper VIII.
e
dq
g
idq
=
1
sC f
(5.12)
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The parameters were determined according the same method used for the frequency
controller, see section 5.1.4 [84]. The parameters of the controller, proportional gain (Kp),
integration gain (Ki) and active damping (Ya) where αv determines the bandwidth of the
voltage controlled system were determined according to Eq. 5.13 and 5.14.
Kp = Ya = αvC f (5.13)
Ki = α2v C f (5.14)
5.2.3 Verification of the controller
The controller performance was test through laboratory tests and simulations. The tests
were done in the network model at Chalmers University of Technology [87], while the
simulations were done using the software package PSCAD/EMTDC [86]. The rectifier
was modeled as a controllable current source and thereby only the voltage controller had
to be built in the simulation program.
The same generator as used to verify the frequency controller was used. However,
since the generator is too large the short circuit power were limited by some inductances
which is further discussed in Paper VIII.
Three different tests were made to verify the voltage controller, a voltage step re-
sponse test, a load change test and a start of an induction motor. The parameters were
set to get an acceptable voltage quality. Fulfilling standard requirements is one way to
achieve an acceptable voltage quality. Since the same standards can not be expected for
all autonomous systems, one example as a representative standard was used, namely the
Swedish standard [93]. The controller could easily meet the requirements as shown in
Paper VIII.
To be able to study the behaviour of the controller step change was initiated in
the prioritised load were performed. A start of a small induction motor was also made.
The size of the induction motor was kept small because of the large start currents. The
response in the voltage and the change of the reactive power of the CCL can be seen in
Paper VIII.
5.2.4 Discussion
The voltage dip is dependent on the size of the applied disturbance. A relative small motor
will at start cause a relative large dip and therefore soft starters are recommended for the
start of a large motor.
For off-the-shelf converters, as the one used in this study, some delays and lim-
itations are introduced. The main delays are caused by the fact that the controller uses
the rms voltage as input instead of the instantaneous value. A control method based on
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vector control could be used with only a modification of the software on the line card.
This would increase the speed significantly to only a few milliseconds [92]. However,
since only reactive power will be injected a phase shift will arise that can effect loads
like thyristor controlled equipment [58]. This problem arises because the available off-
the-shelf products are not adjusted for this purposes. However, they can with only some
small modifications.
By the use of the built-in control of the converters other features can be utilised, like
harmonic reduction and supervision of the system without any additional programming.
5.3 Frequency and Voltage Control
Frequency and voltage control as described in section 5.1 and 5.2 do not utilise the same
part of the frequency converter. Therefore it is suitable to combine them in small systems.
As a result the system will include both control of the active and the reactive power from
the CCL. The complete system considered for frequency and voltage control is depicted
in Figure 5.9.
Qpri
QCCL
Qsolar=0
SG
controller
M
CCL
Generation Loads
Ppri
Psg,Qsg
PCCL
Psolar
Other
Source
Pother
Qother=0
Figure 5.9: The system that is considered for voltage and frequency control. The arrows
indicate directions of the power flows in the system.
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Both the controllers previously described have to be implemented in the same pro-
gram (maximum 15 blocks in the frequency converter that is used). In this study the
software could be implemented in only 12 blocks. Figure 5.10 shows the response after
the connection of a load. The load is a heating fan that gives a 40 % change in the active
power of the total system load.
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Figure 5.10: The response of the frequency (f) and voltage (V) of the system together with
active (P) and reactive (Q) power of the converter after a load connection that corresponds
to ∼ 40 % of the total system load.
As seen in the figure the voltage recovers was much faster than the frequency re-
cover. The frequency deviation was around 0.5 Hz (1 %) and the voltage deviated 2.5 %.
It is possible to control the frequency and the voltage by the same frequency con-
verter since the time scales are different. The voltage control is faster than the frequency
control and therefore they can be controlled individually. The capacitor in the frequency
converter also contributes to the decouple the controllers. The load of the CCL will be
more or less independent of the voltage in the power system at least for shorter variations.
5.4 Further applications of load control
The use of load control for frequency and voltage is not only possible for autonomous
power systems based on renewables. Load frequency control is suitable also at distur-
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bances and for island operation. Load voltage control, however, has a wider range of
application.
5.4.1 Load frequency control
If the frequency in a large power system will drop below a certain value (48.8 Hz in Swe-
den [94]) load shedding is used. Then large areas will be disconnected to save the system.
By allowing certain loads to reduce their consumption of active power the system may
be saved from a blackout without affecting the customers. Many loads can be temporar-
ily disconnected without causing too much trouble for the customers, such as heating,
ventilation systems in commercial and residential buildings. Reducing the heating or the
ventilation system for a short time hardly affects the indoor climate because the time con-
stant for these systems are in the range of hours. The reduction of the loads could be done
before the load shedding is activated. The reduction can be gradually done to get the same
effect as the other emergency measures, e.g. emergency generators and electric heaters.
Island operation is of interest not only for remote areas and geographical islands.
Today industries with in-house generation are operated in island mode when there is a
risk of disturbances originating from the main grid. There are several reasons for this.
One One is to have the possibility to continue the production during blackouts and the
other is to protect the systems from voltage dips. The electricity is typically produced by
burning waste from the production. Therefore the generation may vary independently of
the loads and a load that works like a CCL can be used as buffer if the margins are low.
Island operation is considered not only for industrial operations but also for cities
and other predefined areas [95]. Then the local generation capacity will be used which
may be of different kinds, e.g. CHP, gas turbines and renewables. The load may also
contribute to the frequency control. Suitable objects for this kind of control would be
pumping stations like sewage-treatment plants.
5.4.2 Load voltage control
The load voltage control can be used practically everywhere where frequency converters
with active rectifiers are installed. By allowing the frequency converter to supply the grid
with reactive power voltage control can be obtained. However, there is a limit in the
capacity of the converter which may affect the range of the control. A larger rectifier part
can be an option instead of installing other voltage control equipment.
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6.1 Conclusions
In Africa there is no lack of energy sources. However, there is a lack of infrastructure
to handle the available energy. By a suitable infrastructure great improvements can be
achieved for both the people and the environment.
A model for simulation of solar radiation based on cloud observations has been
presented. The advantages of the model are that there are no geographical restrictions and
that there is no need for solar radiation measurements. The model requires cloud coverage
observations, which often are easier to obtain over a longer period. However, there is no
need of continuous data series. A stochastic model to generate cloud observation series for
use in simulations was also developed. In the model the year can be divided into several
parts, if needed, depending on the climate and the data.
A model for simulating wind speed time series has been proposed having a limited
need of site-specific wind speed measurements. The model can also be adjusted to the
altitude of the wind turbine and in a simplified way it can handle local conditions like
different wind behaviour for different wind directions. When the wind speed curve is
known the model can easily be combined with any wind turbine.
With solar power as the single power source, a higher availability than 50 % will
never be reached, independently of the installed power. By adding a small part of water
flow into the system to cover the low load hours the availability would increase signifi-
cantly. Use of only wind power gives a maximum availability of 65 % but in combination
with small scale hydro power and/or storage capacity even a higher availability can be
achieved. The solar based system shows a more regular behaviour than for wind power
and thereby storage can be more efficiently used. If a storage is not used the lack of en-
ergy will be evenly distributed during the day. If a storage is used most problems with
insufficient energy supply for an industrial based load characteristic are expected to occur
during the afternoon. The studies have shown that it is possible to build power systems
without diesel generators. For systems based entirely on renewables it is necessary to pro-
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vide some over-capacity, either by storage capabilities or combinations of energy sources,
in order to ensure the availability of the system.
Sometimes the entire load can not be covered by the generation. By the use of active
load shedding of 10 % of the load the annual shortages could be reduced with up to 20 %.
The required availability depends on local and economical conditions. Therefore
studies of the local conditions are needed before the design of a system at a specific site.
Since an over-capacity is needed a lot of energy will be wasted. By introducing a
CCL based on a frequency converter significantly less energy will be wasted. However, a
CCL will decrease the availability some due to the requirement of a minimum power to
the CCL. A CCL can also be used for frequency and voltage control of the system.
A method of load frequency control by a frequency converter is proposed. It has
been shown that a stable frequency controller easily can be obtained using well known
control theory, with only minor modifications. The controller can easily be implemented
in standard off-the-shelf products like a frequency converter. The frequency deviation due
to load changes is less using a CCL as compared to other more conventional frequency
control methods. The control method has been tested both in a simulation environment and
by laboratory experiments. For small systems the cost of a CCL is expected to be in the
same price range as dump loads but the energy use will be better. If frequency converters
already are installed there will be no extra cost for this frequency control method.
If a frequency converter has an active rectifier the converter can also be used for
voltage control. It has been shown that a frequency converter is well suited for voltage
control in energy systems built on renewables. The controller will be comparable to other
voltage control systems. Additionally, it will not require any new investments in the sys-
tems. The new function of the frequency converter will not prevent the utilisation of all
the other already built-in features, like harmonic reduction.
Both the frequency and the voltage control can be utilised in all power systems. The
frequency control is applicable both for mitigating disturbances and for island operation
of industries and regions. The voltage controller can be used everywhere in the system
where voltage control is needed and frequency converters are installed.
It has been shown that an autonomous power system based on renewables can be
built and controlled by the use of available off-the-shelf frequency converter and with
some small modifications the behaviour of the control system can be improved.
6.2 Proposals for future work
The use of systems based entirely on renewables is an interesting area where a lot of
research needs to be done. Below some topics are outlined as proposed future work.
Today most turbines are built for systems connected to a grid and therefore the
energy output is maximised, However, for autonomous power systems other wind turbines
are needed. Those turbines should be designed for maximum availability. Consequently
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they need to be able to efficiently harvest low wind speeds.
As has been shown in this thesis that the potential of autonomous power systems is
great and therefore it would be interesting to build a test system in a developing country to
test the ideas. Before that it is important to investigate the social acceptance of introducing
such a system.
Load control has been shown to have a great potential for autonomous power sys-
tems based entirely on renewables, but also in other power systems this could be of inter-
est. Therefore an investigation of its full potential would be interesting.
Building an autonomous power system is just the start. A large grid will naturally
increase the availability even further. This could be reached by interconnections between
several smaller systems. The control of several interconnected autonomous power system
is the topic for other research projects.
55
Chapter 6. Conclusions and future work
56
References
[1] I. Bugaje, “Renewable energy for sustainble development in Africa: a review,” Re-
newable and Sustainable Energy Reviews, vol. 10, pp. 603–612, 2006.
[2] A. Zomers, “Rural electrification.” PhD thesis, University of Twente, The Nether-
lands, 2001.
[3] A. Aleryd and R. Striga˚rd, “University-industry relations in Tanzania.” Master the-
sis, Department of Technology Management and Economics & Centre for Digital
Media and Higher Education, Chalmers University of Technology, Sweden, 2006.
[4] E. Ilskog, “And then they lived sustainably ever after.” Licentiate thesis, Department
of Applied Physics and Mechanical Engineering, Lulea˚ University of Technology,
Sweden, 2004.
[5] G. Foley, “Rural electrification in the developing world,” Energy Policy, vol. 20,
pp. 145–152, 1992.
[6] J. Ehnberg, “Study trip to Tanzania in February 2005.” Technical report, Department
of Energy and Environment, Chalmers University of Technology, Sweden, 2006.
[7] S. Karekezi and W. Kithyoma, “Renewable energy strategies for rural Africa: is a
PV-led renewable energy strategy the right approach for providing modern energy
to the rural poor of sub-saharan Africa?,” Energy Policy, vol. 30, pp. 1071–1086,
2002.
[8] D. Downer, “Rural electrification scheme in Uganda,” Power Engineering Journal,
vol. 15, no. 4, pp. 185–192, 2001.
[9] O. Paish, “Micro-hydropower: status and prospects,” Proceedings of the Institution
of Mechanical Engineers, Parts A: Journal of Power and Energy, vol. 216, no. A1,
pp. 31–40, 2002.
[10] J. Gutierrez-Vera, “Renewables for sustainable village power supply,” in Power En-
gineering Society Winter Meeting, (Singapore), pp. 628–633, 2000.
57
References
[11] A. Sandgren, “Batteries used within solar electric systems in rural Uganda.” Mas-
ter thesis, Department of Industrial Electrical Engineering and Automation, Lund
University, Sweden, 2001.
[12] B. Dwolatsky and A. Meyer, “A software based distribution design methodology
supporting rural electrification in south Africa,” in Rural Electric Power Conference,
(St. Louis, Missouri, USA), pp. B1 1–4, 1998.
[13] C. Gaunt, “Electrification technology and processes to meet economic and social
objectives in southern africa.” PhD thesis, Department of Electrical Engineering,
University of Cape Town, South Africa, 2003.
[14] P. Wolfs, “Capacity improvements for rural single wire earth return systems,” in The
7th International Power Engineering Conference,, (Singapore), pp. 306–313, 2005.
[15] C. Slabbert and M. Malengret, “Grid connected/solar water pump for rural areas,” in
International Symposium on Industrial Electronics, (Pretoria, South Africa), pp. 31–
34, 1998.
[16] R. Ru¨ther, A. Schimd, H.-G. Beyer, A. Montenegro, and S. Oliveira, “Cutting on
diesel, boosting PV: The potential of hybrid diesel/PV systems in existing mini-
grids in the brazilian amazon,” in 3rd World Conference on Photovoltaic Energy
Conversion, (Osaka, Japan), pp. 2620–2623, 2003.
[17] M. Elhadidy and S. Shaahid, “Optimal sizing of battery storage for hybrid
(wind+diesel) power systems,” Renewable Energy, vol. 18, pp. 77–86, 1999.
[18] M. Elhadidy, “Performance evaluation of hybrid (wind/solar/diesel) power systems,”
Renewable Energy, vol. 26, pp. 401–413, 2002.
[19] Bagen and R. Billinton, “Evaluation of different operating strategies in small stand-
alone power systems,” IEEE transaction on Energy Conversion, vol. 20, no. 3,
pp. 654–660, 2005.
[20] K. Rabah, “Integrated solar energy systems for rural electrification in Kenya,” Re-
newable Energy, vol. 30, no. 1, pp. 23–42, 2005.
[21] D. Lew, “Alternatives to coal and candles: wind power in China,” Energy Policy,
vol. 28, pp. 271–286, 2000.
[22] V. Kishore, P. Bhandari, and P. Gupta, “Biomass energy technologies for rural in-
frastructure and village power opportunities and challenges in the context of global
climate change concerns,” Energy Policy, vol. 32, pp. 801–810, 2004.
58
References
[23] T. Dung, M. Anisuzzaman, S. Kumar, and S. Bhattacharya, “Demonstration of multi-
purpose battery charging station for rural electrification,” Renewable Energy, vol. 28,
pp. 2367–2378, 2003.
[24] A. Doig, “Off-grid electricity for developing countries,” IEE Review, pp. 25–28,
1999.
[25] A. Sebitosi, P. Pillay, and M. Khan, “An anlaysis of off grid electrical systems in
rural sub-saharan Africa,” Energy Conversion and Management, vol. 47, pp. 1113–
1123, 2006.
[26] D. Masera, “Eco-design a key factor for micro and small enterprise development,”
in Third International Symposium on Environmental Conscious Design and Inverse
Manufacturing, (Yokyo, Japan), pp. 544–551, 2003.
[27] U. Amato, A. Andretta, B. Bartoli, B. Coluzzi, V. Cuomo, F. Fontana, and C. Serio,
“Markov processes and fourier analysis as a tool to describe and simulate daily solar
irradiance,” Solar Energy, vol. 37, no. 3, pp. 179–194, 1986.
[28] D. Albizzatia, G. Rossetti, and O. Alfano, “Measurements and predictions of so-
lar radiation incident on horizontal surfaces at Santa Fe, Argentina (31◦ 39’S, 60◦
43’W),” Renewable Energy, vol. 11, no. 4, pp. 469–478, 1997.
[29] A. Balouktsis and P. Tsalides, “On stochastic simulation of hourly total solar radi-
ation sequences,” International Journal of Energy Systems, vol. 8, no. 3, pp. 1121–
1125, 1988.
[30] D. Myers, “Solar radiation modeling and measurements for renewable energy appli-
cations: data and model quality,” Energy, vol. 30, pp. 1517–1531, 2005.
[31] V. Graham and K. Hollands, “A method to generate synthetic hourly solar radiation
globally,” International Journal of Solar Energy, vol. 44, no. 6, p. 333, 1990.
[32] A. Balouktsis and P. Tsalides, “Stochastic simulation model of hourly total solar
radiation,” International Journal of Solar Energy, vol. 37, no. 2, p. 119, 1986.
[33] R. Stull, Meteorology Today For Scientists and Engineers: A Technical Companion
Book. West Publishing Company, 1995.
[34] G. Tina, S. Gagliano, and S. Raiti, “Hybrid solar/wind power system probabilistic
modelling for long-term performance assessment,” Solar Energy, vol. 80, pp. 578–
588, 2006.
[35] L. Nielsen, L. Prahm, R. Berkowicz, and K. Conradsen, “Net incoming radiation
estimated from hourly global radiation and/or cloud observations,” Journal of Cli-
matology, vol. 1, no. 3, p. 255, 1981.
59
References
[36] P. Jones, “Cloud-cover distribution and correlations,” Journal of Applied Meteorol-
ogy, vol. 31, p. 732, 1992.
[37] Z. Sen, “Simple nonlinear solar irradiation estimation model,” Renewable Energy,
vol. 32, pp. 342–350, 2007.
[38] A. Mellit, M. Benghanem, A. Hadj Arab, and A. Guessoum, “A simplified model for
generating sequences of global solar radiation data for isolated sites: Using artificial
neural network and a library of Markov transition matrices approach.,” Solar Energy,
vol. 79, pp. 469–482, 2005.
[39] U. Hjort, Computer Intensive Statistical Methods: Validation, Model Selection and
Bootstrap. Chapman & Hall, 1995.
[40] G. Johnson, Wind Energy Systems. Prentice-Hall, Inc., 1985.
[41] http://www.nwp.se, “Techincal data: Nordic 1000.” Date of Access 030325.
[42] R. Billinton and L. Gan, “Wind power modeling and application in generating ad-
equacy assessment,” in IEEE WESCANEX 93. Communications, Computers and
Power in the Modern Environment Conference Proceedings, (Saskatoon, Sask.,
Canada), pp. 100–106, May 17-18, 1993.
[43] J. Torres, A. Garcia, A. De Blas, and A. De Francisco, “Forecast of hourly average
wind speed with ARMA models in Navarre (Spain),” Solar Energy, vol. 79, pp. 65–
77, 2005.
[44] H. Kantz, D. Holstein, M. Ragwitz, and N. Vitanov, “Markov chain model for tur-
bulent wind speed data,” Physica A, vol. 342, pp. 315–321, 2004.
[45] S. Biswas, B. Sraedhar, and Y. Singh, “A simplified statistical technique for wind
turbine energy output estimation.,” Wind Engineering, vol. 19, no. 3, pp. 147–155,
1995.
[46] A. Feijoo, J. Cidras, and J. Dornelas, “Wind speed simulation in wind farms for
steady-state security assessment of electrical power systems,” IEEE transactions on
Energy Conversion, vol. 14, no. 4, pp. 1582–1588, 1999.
[47] L. Kamal and Y. Jafri, “Time series models to simulate and forecast hourly averaged
wind speed in Quetta, Pakistan,” Solar Energy, vol. 61, no. 1, pp. 23–32, 1997.
[48] H. Aksoy, Z. Toprak, A. Aytek, and N. ¨Unal, “Stochastic generation of hourly mean
wind speed data,” Renewable Energy, vol. 29, pp. 2111–2131, 2004.
60
References
[49] H. Nfaoui, H. Essiarab, and A. Sayigh, “A stochastic Markov chain model for sim-
ulating wind speed time series at Tangiers, Morocco,” Renewable Energy, vol. 29,
pp. 1407–1418, 2004.
[50] A. Celik, “Weibull representative compressed wind speed data for energy and perfor-
mance calculations of wind energy systems,” Energy Conversion and Management,
vol. 44, pp. 3057–3072, 2003.
[51] P. Sørensen, A. Hansen, and P. Rosas, “Wind models for simulation of power fluctu-
ations from wind farms,” Journal of Wind Engineering and Industrial Engineering,
vol. 90, no. 12, pp. 1381–1402, 2002.
[52] P. Sparis, J. Antonogiannakis, and D. Papadopoulos, “Markov matrix coupled ap-
proach to wind speed and direction simulation,” Wind Engineering, vol. 19, no. 3,
pp. 121–133, 1999.
[53] C. Masters, J. Mutale, G. Strbac, S. Curcic, and N. Jenkins, “Statistical evaluation of
voltages in distribution systems with embedded wind generation.,” IEE Proceedings-
Generation, Transmission and Distribution, vol. 147, no. 4, pp. 217–212, 2000.
[54] G. Chock and L. Cochran, “Modeling of topographic wind speed effects in Hawaii,”
Journal of Wind Engineering and Industrial Aerodynamics, vol. 93, pp. 623–638,
2005.
[55] G. Notton, M. Muselli, P. Poggi, and A. Louche, “Decentralized wind energy sys-
tems providing small electric loads in remote areas.,” International Journal of En-
ergy Research, vol. 25, pp. 141–164, 2001.
[56] A. Price and B. Davidson, “Recent developments in the design and applications of
utility-scale energy storage plant,” in CIRED, (Amsterdam, Netherlands), p. 4.22,
2001.
[57] R. Billinton and R. Allan, Reliability Evaluation of Power Systems. Plenum Press,
1996.
[58] M. Bollen, Understanding Power Qualtiy Problems - voltage sags and interruptions.
IEEE Press, 2000.
[59] A. David, “Availability modelling of stochastic power sources,” IEE Proceedings C
(Generation, Transmission and Distribution), vol. 129, no. 6, pp. 239–248, 1982.
[60] G. Fishman, Monte Carlo - Concepts, Algorithms and Applications. Springer, 1996.
[61] R. Billinton and W. Li, Reliability Assessment of Electric Power Systems Using
Monte Carlo Methods. Plenum Press, 1994.
61
References
[62] A. Høyland and M. Rausand, System Reliability Theory - Models and Statistical
Methods. John Wiley & Sons, Inc., 1994.
[63] R. Billinton and R. Karki, “Reliability/cost implications of utilizing photovoltaics in
small isolated power systems,” Reliability Engineering and System Safety, vol. 79,
pp. 11–16, 2003.
[64] R. Billinton, Bagen, and Y. Cui, “Reliability evaluation of small stand-alone wind
energy conversion systems using a time series simulation model,” IEE Proceedings
C (Generation, Transmission and Distribution), vol. 150, no. 1, pp. 96–100, 2003.
[65] W. Kellogg, M. Nehrir, G. Venkataramanan, and V. Gerez, “Generation unit sizing
and cost analysis for stand-alone wind. photovoltaic, and hybrid wind/pv systems,”
IEEE Transaction on Energy Conversion, vol. 13, no. 1, pp. 70–75, 1998.
[66] R. Muhida, A. Mostavan, W. Sujatmiko, M. Park, and K. Matsuura, “The 10 years
operation of a pv-micro-hydro hybrid system in Taratak, Indonesia,” Solar Energy
Materials & Solar Cells, vol. 67, pp. 621–627, 2001.
[67] V. Badescu, “Dynamic model of a complex system including pv cells, electric bat-
tery, electrical motors and water pumps,” Energy, vol. 28, pp. 1165–1181, 2003.
[68] A. Bakirtzis and P. Dokopuolos, “Short term generation scheduling in a small au-
tonomous system with unconventional energy sources,” IEEE Transaction on Power
Systems, vol. 3, no. 3, pp. 1230–1236, 1988.
[69] P. Kundur, Power System Stability and Control. Electric Power Research Institute,
1994.
[70] D. Nilsson, “DC distribution systems.” Licentiate thesis, Department of Energy and
Environment, Chalmers University of Technology, Sweden, 2005.
[71] H. Willis, L. Finley, and M. Buri, “Forecasting electricity demand of distribution
system planning in rural and sparsely populated regions,” IEEE Transactions on
Power Systems, vol. 10, no. 4, pp. 2008–2013, 1995.
[72] S. Ahmed, “Seasonal models of peak electric load demand,” Technological Fore-
casting & Social Change, vol. 72, pp. 609–622, 2005.
[73] O. Adeoti, B. Oyewole, and T. Adegboyega, “Solar photovoltaic-based home elec-
trification system for rural development in Nigeria: domestic load assessment,” Re-
newable Energy, vol. 24, pp. 155–161, 2001.
[74] D. Stroock, An introduction to Markov processes. Springer, 2005.
62
References
[75] B. Weedy and B. Cory, Electric Power Systems. Fourth Edition, John Wiley & Sons,
2004.
[76] T. Bhatti, A. Al-Ademi, and N. Bansal, “Load-frequency control of isolated wind-
diesel-microhydro hybrid power systems (WDMHPS),” Energy, vol. 22, no. 5,
pp. 461–470, 1997.
[77] S. Schoenung and C. Burns, “Utility energy storage applications studies,” IEEE
Transactions on Energy Conversion, vol. 11, no. 1, pp. 658–665, 1996.
[78] D. Shapiro, J. Duffy, M. Kimble, and M. Pien, “Solar-powered regenerative pem
electrolyzer/fuel cell system,” Solar Energy, vol. 79, no. 5, pp. 544–550, 2005.
[79] S. Aditya and D. Das, “Application of battery energy storage system to load fre-
quency control of an isolated power system,” Int. J. Energy Res., vol. 23, pp. 247–
258, 1999.
[80] D. Kottick, M. Blau, and D. Edelstein, “Battery energy storage for frequency regu-
lation in an island power system,” IEEE Transaction on Energy Conversion, vol. 8,
no. 3, pp. 455–459, 1993.
[81] M. Dakkak, A. Hirata, R. Muhida, and Z. Kawasaki, “Operation strategy of residen-
tial centralized photovoltaic system in remote areas,” Renewable Energy, vol. 28,
pp. 997–1012, 2003.
[82] C. Concordia, L. Fink, and G. Pullikkas, “Load shedding protection on an isolated
system,” IEEE Transactions on Power Systems, vol. 10, no. 3, pp. 1467–1472, 1995.
[83] G. Shrestha and M. Goel, “A study on optimal sizing of stand-alone photovoltaic
stations,” IEEE Transactions on Energy Conversion, vol. 13, no. 4, pp. 373–378,
1998.
[84] K. Pietila¨ninen, L. Harnefors, A. Petersson, and H.-P. Nee, “DC-link stabilization
and voltage sag ride-through of inverter drives,” IEEE Transactions on Industrial
Electronics, vol. 53, no. 4, pp. 1261–1268, 2006.
[85] S. Buso, L. Malesani, and P. Mattavelli, “Comparison of current control techniques
for active filter applications,” IEEE Transaction on Industrial Electronics, vol. 45,
no. 5, pp. 722–729, 1998.
[86] “PSCAD/EMTDC power system simulation software.” Version 4.1.0, Manitoba
HVDC Research Centre Inc. Winnipeg, Manitoba, Canada.
[87] M. Gustafsson and N. Krantz, “Voltage collapse in power systems.” Licentiate thesis,
Department of Electrical Power Engineering, Chalmers University of Technology,
Sweden, 1995.
63
References
[88] “ACS 800 drive applications.” Data sheet, ABB business center Go¨teborg. 2006.
[89] N. Hingorani and L. Gyugyi, Understanding FACTS. IEEE Press, 1999.
[90] E. Twining, M. Newman, P. Loh, and D. Holmes, “Voltage compensation in weak
distribution networks using a D-STATCOM,” in Fifth International Conference on
Power Electronics and Drive Systems., (Singapore), pp. 178–183, 2003.
[91] J. Sun, D. Czarkowski, and Z. Zabar, “Voltage flicker mitigation using pwm-
based distribution statcom,” in IEEE Power Engineering Society Summer Meeting,
(Chicago, USA), 2002.
[92] M. Bongiorno and J. Svensson, “Voltage dip mitigation using shunt-connected volt-
age source converter,” in Power Electronics Specialists Conference, PESC ’06, (ICC
Jeju, Korea), pp. 1–7, 2006.
[93] B. Persson, “Affa¨rsverket svenska kraftna¨ts fo¨reskrifter och allma¨nna ra˚d om
driftsa¨kerhetstekniska utformning av produktionsanla¨ggningar,” in Affa¨rsverket
svenska kraftna¨ts fo¨rfattningsssamling, (SvKFS 2005:2), 2005, (In Swedish).
[94] B. Persson, “Affa¨rsverket svenska kraftna¨ts fo¨reskrifter och allma¨nna ra˚d om utrust-
ning fo¨r fo¨rbrukningsbortkoppling,” in Affa¨rsverket svenska kraftna¨ts fo¨rfattningss-
samling, (SvKFS 2001:1), 2001 (In Swedish).
[95] B. Persson, “Fo¨reskrifter om a¨ndring av affa¨rsverket svenska kraftna¨ts fo¨reskrifter
(svkfs 1997:2) om a˚tga¨rder som kan utgo¨ra beredskapsa˚tga¨rder enligt elberedskap-
slagen (1997:288),” in Affa¨rsverket svenska kraftna¨ts fo¨rfattningsssamling, (SvKFS
2000:2), 2000 (In Swedish).
64
