Designing efficient and robust algorithms for accurate prediction of stock market prices is one of the most exciting challenges in the field of time series analysis and forecasting. With the exponential rate of development and evolution of sophisticated algorithms and with the availability of fast computing platforms, it has now become possible to effectively and efficiently extract, store, process and analyze high volume of stock market data with diversity in its contents. Availability of complex algorithms which can execute very fast on parallel architecture over the cloud has made it possible to achieve higher accuracy in forecasting results while reducing the time required for computation. In this paper, we use the time series data of the healthcare sector of India for the period January 2010 till December 2016. We first demonstrate a decomposition approach of the time series and then illustrate how the decomposition results provide us with useful insights into the behavior and properties exhibited by the time series. Further, based on the structural analysis of the time series, we propose six different methods of forecasting for predicting the time series index of the healthcare sector. Extensive results are provided on the performance of the forecasting methods to demonstrate their effectiveness.
Introduction
Developing an accurate forecasting framework for predicting stock prices has been one of the most exciting challenges to the researchers, particularly to those belonging to the Artificial Intelligence (AI) and analytics community. Researchers working in this field have proposed various technical, fundamental and statistical indicators for predicting stock prices. These approaches have produced results with varying accuracy. In our previous work (Sen & Datta Chaudhuri, 2016a; Sen & Datta Chaudhuri, 2016b; Sen & Datta Chaudhuri, 2016c) we have proposed a novel approach towards portfolio diversification and prediction of stock prices.
We argue that different sectors in an economy do not exhibit identical pattern of variations in their stock prices, and sectors differ from each other in terms of their trend pattern, their seasonal characteristics and also in the randomness in their time series. While the randomness aspect of stock market has been the major cornerstone of Efficient Market Hypothesis, the literature attempting to prove or disprove the hypothesis, has delved into various fundamental characteristics of different stocks and has come up with different results. We contend that besides the difference in the fundamental characteristics among stocks of different companies, performances of different stocks depend on the performance of the sectors to which they belong. Since each sector has its own factors responsible for its growth or sluggishness, the stocks belonging to different sectors are also influenced by these factors.
The reasons behind the fortunes of the Information Technology (IT) sector in India are different from those of the metals sector of the healthcare sector, and these differences have to properly and quantitatively factored in for optimal portfolio choice and also for churning of the portfolio.
In this paper, we focus on the time series pattern of the healthcare sector in India. We take the time series index values of the Indian healthcare sector during the period January 2010 till December 2016. We decompose the time series using R programming language. We, then, demonstrate that the time series decomposition approach provides us with useful insights into various characteristics and properties of the time series. Using the trend, seasonal and random components values of the time series we can understand the growth pattern, the seasonal characteristics and the degree of randomness exhibited by the time series index values. We also propose an extensive framework for time series forecasting in which we present six different approaches of prediction of time series index values. We critically analyze the six approaches and also explain the reason why some methods perform better and produce lower values of forecast error in comparison to other methods.
The rest of the paper is organized as follows. Section 2 presents a brief literature survey and discusses some of the existing work on time series analysis and forecasting. Section 3 describes the methodology used in our proposed work for constructing various time series and decomposing the time series into its components. Section 4 depicts the results of decomposition of the healthcare sector time series index values into its trend, seasonal and random components. Based on the decomposition results, we explain several characteristics and behavior exhibited by the healthcare sector time series during the period of your study.
Section 5 provides a detailed discussion on six different forecasting approaches that have been proposed in this work. Section 6 presents extensive results based on the application of each of the six forecasting techniques on the healthcare sector time series data. A comparative analysis of the techniques is also provided on the basis of five different metrics of the forecasting techniques -(i) maximum error, minimum error, mean error, standard deviation of error, and the root mean square error (RMSE). Finally, Section 7 concludes the paper.
Literature Review
Several approaches and techniques have been proposed in the literature for forecasting of daily stock prices. Among these approaches, neural network-based approaches are extremely popular. Mostafa (2010) proposed a neural network-based technique for predicting stock market movements in Kuwait. Kimoto et al. (1990) presented a technique using neural network based on historical accounting data and various macroeconomic parameters to forecast variations in stock returns. Leigh et al. (2005) demonstrated methods of using linear regression and simple neural network models for predicting stock market indices in the New York Stock Exchange using stock exchange data for the period 1981 -1999 . Hammad et al. (2009 demonstrated how artificial neural network (ANN) models can be trained so that it converges and produces highly accurate results of forecasting of stock prices. Dutta et al. (2001) applied chaos theory for examining the pattern of changes of stock prices in BSE during the period August 1980 till September 1997. The author observed that the daily returns and the weekly returns of the BSE sensex exhibited nonlinearity characteristics and the time series of sensex movement was weakly chaotic. Hutchinson et al. (1994) proposed a novel approach using the principles of learning networks for estimating the price of a derivative.
ANN and Hybrid systems are particularly effective in forecasting stock prices for stock time series data. A large number of propositions based on ANN techniques for stock market prediction exists in the literature (Shen et al., 2007; Jaruszewicz & Mandziuk, 2004; Ning et al., 2009; Pan et al., 2005; Hamid & Iqbal, 2004; Chen et al., 2005; Chen et al., 2003; Hanias et al., 2007; de Faria et al., 2009 ). Many applications of hybrid systems in stock market time series data analysis have also been proposed in the literature (Wu et al., 2008; Wang & Nie, 2008; Perez-Rodriguez et al., 2005; Leung, et al., 2000; Kim, 2004) .
In the literature, researchers have also proposed several forecasting techniques particularly focusing on various issues in the healthcare domain. Besseling & Shestalova (2011) propose a methodology to forecast medium-term expenditure in the healthcare sector in the Netherlands during the period 2011 -2015. They identify several sub-sectors in the healthcare sector of the Netherlands and then decompose the healthcare expenditure into four categories: demographic, epidemiologic, budgetary and residuals. Based on this decomposition, they propose a novel forecasting approach for forecasting expenditure under the healthcare sector. Soyiri & Reidpath (2012) provide a broad framework for theoretical analysis and forecasting methods for health status. The authors discuss the key issues in health forecasting and properties of health data that influence the choice of a particular forecasting technique. Sense et al. (2015) propose a model that projects the evolution of supply of medical specials for three specific demand scenarios. The demand scenarios envisioned by the authors account for different drivers: demography, service utilization rates and hospital beds. Based on the model output the framework proposed by the authors uses a mixed integer programming model to determine the optimal assignment of medical specialization grants for different years under the period of study. Ostwald & Klingenberger (2016) proposed a novel approach for quantifying the economic significance of the oral healthcare sector in Germany. The authors presented a model for forecasting the growth in the oral healthcare sector based on various explanatory variables such as demographic change, take-up behavior, medical-technical progress, oral morbidity, aggregated supply, and income levels. Based on their study, the authors predict that by 2030, the healthcare sector in Germany will experience 19.2% increase in its gross value add. Finarelli & Johnson (2004) proposed a comprehensive, nine-step, quantitative demand forecasting model for healthcare analysis based on ARIMA can be a very effective method for forecasting demands in hospital emergency services in short-term time frame of 12 hours. Beech (2001) proposed a method of deriving forecasts of the demand of market-based healthcare services from a broad range of available data. The data sets that the author used contained information on primary as well as secondary service areas, service-area populations by various demographic groupings, discharge utilization rates, market size and market share by service lines. The authors observed that market dynamics can allow development of trend models that can effectively forecast future demands. Myers and Green (2004) proposed a forecasting approach for predicting future demands in hospitals and developed a facility master plan based on the projected capacity.
In contrast to the work mentioned above, our approach in this paper is based on structural proposed framework of analysis can be used as a broad approach for forecasting the behavior of other stock market indices in India.
Methodology
In this section, we provide a brief description about the methodology that we have followed in this work. We use R programming language (Ihaka & Gentleman, 1996) for all work of data management, data analysis and presentation of results. R is an open source language with a very rich set of libraries that makes it ideally suited for data analysis work. In this work, we use monthly data from the Bombay Stock Exchange (BSE) of India on the healthcare sector index for the period January 2010 till December 2016. The monthly index values of the healthcare sector for 7 years are stored in a plain text (.txt) file. The plain text file is then read into an R data object using the scan( ) function R. The R data object is then converted into a time series object by using the ts( ) function in R programming environment.
The time series data object is then decomposed into three components -trend, seasonal and random -using the decompose( ) function which is already defined in the TTR library in R.
We plot the graphs of the healthcare time series data as well as its three components and make a detailed analysis of the behavior of the time series. In our previous work, we have highlighted the effectiveness of time series decomposition approach for robust analysis and forecasting of the Indian Auto sector (Sen & Datta Chaudhuri, 2016a; Sen & Datta Chaudhuri, 2016b) . In another different work, we analyzed the behavior of two different sectors of Indian economy -the small cap sector and the capital goods sector -the former having a dominant random component while the latter exhibiting a significant seasonal component (Sen & Datta Chaudhuri, 2016c) . Following a different approach of time series analysis, we also studied the behavior of the Indian Information Technology (IT) sector time series and the Indian Capital Goods sector time series (Sen & Datta Chaudhuri, 2016d) . In another different work, we illustrated how time series decomposition-based approach enables us to check the consistency between the fund style and actual fund composition of a mutual fund (Sen & Datta Chaudhuri, 2016e) .
In this work, we demonstrate how time series decomposition-based approach helps us in understanding the behavior and different properties of the healthcare time series of the Indian economy based on time series data for the period January 2010 till December 2016. We also investigate what forecasting approach is most effective for the healthcare time series. For this purpose, we compare several approaches of forecasting and identify the one that produces the minimum value of forecasting error. We critically analyze all the proposed forecasting approaches and explain why a particular approach has worked most effectively while some others have not done so for the healthcare time series data.
Time Series Decomposition Results
In this Section, we present the results that we have obtained in time series decomposition work of the healthcare index in BSE during the period January 2010 till December 2016.
First, we create a plain text (.txt) file containing the monthly index values of the healthcare sector for the period January 2010 till December 2016. This file contained 84 records corresponding to the 84 months in the 7 years under study. We used the scan( ) function in R language to read the text file and stored it in an R data object. Then, we converted this R data object into a time series object using the R function ts( ). We used the value of the frequency parameter in the ts ( ) function as 12 so that the decomposition of the time series is carried out on monthly basis. After creating the time series data object, we used the function plot( ) in R to draw the plot of the healthcare sector time series during the period January 2010 till December 2016. Figure 1 represents the graph of the healthcare sector time series. In order to obtain a deeper insight into the behavior of the time series, we decomposed the time series object into its three components -trend, seasonal and random. We used the The overall conclusion is that the healthcare time series is primarily dominated by its trend component, while seasonal and random components are having not significant contributions to the aggregate time series. However, the seasonal and random components exhibited significant variations across their mean values.
The Proposed Forecasting Methods
In this Section, we present some forecasting methods that we have applied on the time series data of the healthcare sector index. We propose six different approaches to forecasting and also present the performance of these approaches on the healthcare sector time series data.
For the purpose of comparative analysis of different approaches of forecasting, we use five different metrics and identify which method leads to lowest value of forecasting error. We also critically analyze the approaches and argue why one method perform better than the others on the given dataset of healthcare sector time series index for the period January 2010 -December 2016. In this Section, we describe the six approaches and in Section 6, we provide the detailed forecasting results as these approaches are applied on the healthcare sector dataset.
Method 1:
In this method, we use the healthcare sector time series data for the period 
Forecasting Results
In this Section, we provide results on the performance of the six forecasting methods that we have described in Section 5. For each method, we computed the RMSE value so that the methods can be compared on the basis of their forecasting accuracies.
Method I:
The results obtained using these methods are presented in Table 2 . In Figure 3 One reason for such high error values in this method may be attributed to the long forecast horizon (12 months) used in this method for this method. We also see that the highest value of error percentage is observed in the month of December 2016. While the actual index decreased in its value during the period October -December 2016, the forecasted index increased in its value for the period November -December 2016. Hence, for the month of December 2016, a high percentage value of error (31.32%) is produced.
Method II:
The results of forecasting using Method II are presented in Table 3 . In Figure 4 , the actual index values and their corresponding predicted values are plotted. Table 4 . The error value for each month and an overall RMSE value for this method are also computed.
Observation: It may be observed from Table 4 and Figure Method IV: Table 5 presents the results of forecasting using Method IV, while Figure 6 shows Table 5 . The error value for each month and an overall RMSE value for this method are also computed. Observation: It is clear from Table 4 From Figure 7 , it is evident that the minimum integral lag beyond which all partial autocorrelation values are insignificant is 1. Hence, it is confirmed that the value of the parameter p is 1. Figure 8 shows that minimum integral value of lag beyond which all autocorrelation values are insignificant is 2. Hence the parameter q has a value of 2. We also Method VI: As discussed earlier in this Section, Method VI is a forecasting method that is based on ARIMA with forecast horizon of 1 month. The ARIMA model used in forecasting is constructed every time before a forecast is made due to change in the training data set for constructing the model. Table 7 Observations: From Table 7 , it can be observed that the smallest value of the error is 0.39 
Summary of Forecasting Results
In Table 8 , we summarize the performance of the six forecasting methods that we have used.
For the purpose of comparison between these methods, we have chosen five metrics: (i) minimum (Min) error rate, (ii) maximum (Max) error rate, (iii) mean error rate, (iv) standard deviation (SD) of error rates, and (v) root mean square error (RMSE). Since RMSE is widely considered as a single metric for comparing several approaches in forecasting, we consider that method as the best which has yielded lowest value of RMSE. From Table 8 , we observe that Method V that uses ARIMA approach with a forecast horizon of 12 months has performed the best among all the six method with its RMSE value of 740. Method VI that uses ARIMA with forecast horizon of 1 month and Method II using HoltWinters forecasting method with a forecast horizon of 1 month having their RMSE values 800 and 894 respectively are close second and third in ranking in terms of their forecasting accuracies.
Method I that uses HoltWinters forecasting with a forecasting horizon of 12 months has yielded highest value of RMSE, and hence its performance has been worst. However, the RMSE value of 2863 is 18.22 per cent of the mean value of the actual index for the year 2016, the mean value of actual index being 15713. This indicates that even though Method I has yielded the highest value of RMSE and hence has performed worst, the forecast accuracy of this method is quite acceptable. 
Conclusion
In this work, we presented a time series decomposition-based approach for understanding the behavior of the time series of the healthcare sector of the Indian economy during the period January 2010 till December 2016. We have used functions in the R programming language to decompose the time series values into three components-trend, seasonal, and random. The decomposition results have provided us with several valuable insights into the behavior exhibited by the healthcare sector time series during the period under our study. Based on the results, we have been able to identify the months during which the seasonal component in the healthcare time series plays a major role. It has been observed that while the month of October experiences the highest seasonality in the healthcare sector, for the month of February the seasonal effect is lowest. We have also been able to gain an insight into the The results obtained from the above analysis is extremely useful for portfolio construction.
When we perform this analysis for other sectors as well, it will help portfolio managers and individual investors to identify which sector, and in turn which stock, to buy/sell in which period. It will also help in identifying which sector, and hence which stock, is dominated by the random component and thus is speculative in nature.
