Introduction. A function/(z)
is said to be /»-valent in the open unit circle (hereafter denoted by E) if it is regular and assumes no value more than p times(2) for \z\ <1. The Bieberbach conjecture states that if oo (1.1) w = f(z) = E bnzn ,1-1 is univalent in E, then |ft"| ^«|fti|. This conjecture has been proved in many special cases and has a long history (3). To the best of our knowledge it has not been generalized to the class of ¿-valent functions. This is done in §3. In §4 it is shown that the truth of this conjecture would imply a set of trigonometric inequalities, Theorem 3, which are generalizations of the elementary | sin »0/sin d\ ^n. A proof of these inequalities is given in §5. Conversely it is shown, Theorem 6, that these inequalities have an implication which tends to strengthen the conjecture slightly. Theorem 5 gives a second set of trigonometric inequalities which are generalizations of the trivial |cos nd\ ¡SI. Finally in §6 we note that the same methods may be used to obtain bounds for analogous algebraic expressions. This last result, Theorem 7, is not new(4) but the method of proof is different.
Precise statements of theorems. A recent result(6) is:
Biernacki's Theorem. If f(z), given by (1.1), is p-valent in E then (') The usual definition of ^-valence requires also that /(z) assumes some value exactly p times. For our purposes it is more convenient to consider a g-valent function as being also p-valent whenever q g p. 
The conjecture is that one actually has the equality sign in equation (2.5). Recently Yosida(6) has published a proof of this in the special case Bi = Bt = • • • =5"_i = 0, n=p + l. sin dp sin 20p
sin pdi sin pd2 • • • sin pdr (•) Bemerkungen über die p-werligen Funktionen, Proc. Imp. Acad. Tokyo vol. 20 (1944) pp. 16-19.
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If the Bj are all real, then for all integers n>p^k^l, (2.10) \S(p,k,n)\^D(p,k,n) with equality holding in the limit as all d¡->0.
Theorem 4 The truth of the conjecture implies the truth of Theorem 3.
Theorem 5. Let 
If the 0j are all real, then for all integers n>p -lçzk^l,
[January with equality holding in the limit as all B -*0.
Theorem 6. Let {s(z)\ be the set of functions p-valent in E of the form
where P(u) and Q (u) are polynomials of degree at most p. For this set of functions the conjecture holds.
Theorem 7 (Mitchell) . Let
n (** -k,)
with equality holding in the limit as all z,--»1 Lemma 1. For all integers nSijfe^l
and for all integers n>k~^l,ß\^l
Here the empty product is unity by definition.
3. The example functions. These functions are constructed by taking appropriate polynomials of a particular univalent function. This procedure will give the following lemma. E»-i nz" 1S always ¿»-valent in E. For u(z) takes E into the complex w-plane slit along the negative real axis from -oo to -1/4 and w = P(u) maps this region into a Riemann surface having at most p sheets. Now polynomial is an odd function of ». Finally for « = 0 every element of the ¿th row is zero. We thus know all the roots. To find the multiplicative constant for this polynomial observe that for n = k every element above the main diagonal of (3.6) vanishes while each element in the main diagonal is one. An examination of (2.6) will show that
If now the first p equations of the set (3.5) are solved for the at in terms of the bj, one finds that
where the last equation defines ()(£, &, n). Now (3.9) holds for any values assigned to bi, b2, • • • , bp. This establishes the identity (2.18), which is the first half of Lemma 1. Note that a slight change has been made in the upper limit of the sum which is permissible in view of the occurrence of zero factors. We shall not prove the second half of Lemma 1 since it is not needed in the present work. Its proof is similar to that of the first half with the one change that in place of A^ given by (3.4) one uses the slightly more general
To obtain a simpler form for Q(p, k, n) observe that it is a polynomial in n of degree 2p -1, which by Lemma 1 has the roots £ + 1, k+2, ■ ■ ■ , p and the value one when n = k. Since all the terms of the sum are zero for tt = 0, 1, 2, • • • , k -1, these values are also roots. Lastly Q(p, k, n) is an odd function of n. Hence
and using this in (3.9) we have (3.1). This completes the proof of Theorems 1 and 2.
4. A second set of ^-valent functions. In §3, /»-valent functions were obtained by taking pth degree polynomials of u. We next consider the rational functions(') of u, s(z) given by (2.15). These functions will be regular (') The question of the size of the coefficients in the power series for functions of this form was first raised by O. Szász during a conversation in the autumn of 1945.
in E and hence p-valent in E if and only if all the roots(8) u¡ of Q(u) lie in the interval -°o ^Uj^ -1/4. We shall obtain power series for these functions and for this we need the following lemma.
Lemma 3(9). Let z3=cos Oj+i sin B¡, j = l, 2, ■ ■ • , p. Then
If the indicated substitution is made, the trigonometric determinants are transformed into determinants which are algebraic in z¡ and §/. The relationship between E(p) and F(p) is then obvious. Finally a little manipulation of the rows will transform E(p) into a determinant of Vandermonde type in the variables (z¡-z¡). where B¡ is determined as in (4.5) and A¡= -aj/Uj sin B¡, j = l, 2, ■ • ■ , p. For fixed Q(u), P(u) determines (4.6) uniquely and conversely the Aj of (4.6) determine P(u) uniquely. It is well known (10) To obtain the form (4.3) from (4.8) take a0 = 0, and determine the Aj from the set of p nonhomogeneous linear equations obtained by using the conditions on the first p coefficients of the power series (4.3). The determinant of this system of equations is just F(p), and our hypotheses on the roots u¡ together with (4.2) show that F(p)9i0. The Aj are uniquely determined and using the values of Aj found, it is easy to see that bn has the form (4.4).
It should be noted that in Lemma 4 the polynomial could be of degree less than p and could have repeated roots subject only to the condition that all of the roots are in the interval -<=° tüUj^ -1/4. Under these circumstances the quantities S(p, k, n) become indeterminate forms, but the bn may still be obtained as limit values of the S(p, k, n). To show this we denote by Qi(u) a polynomial of this slightly larger class. Without loss of generality one can always put Qi (u) in the form l+Ciu+c2u2+ ■ ■ ■ +cpup where, in view of the conditions imposed on the roots of Qi (u) , the coefficients c¡ are bounded continuous functions of the roots. Then the «th coefficient in the Maclaurin series for 1/Qi(u) is also a bounded continuous function of the roots. Finally, P(u) can always be determined, and uniquely so that P(u)/Qi (u) has the form (4.3), and when this is done each bn so obtained is a continuous bounded function of the roots of Qi (u) . To complete the proof of the assertion about limits one only needs to select a sequence of polynomials Qw (u) which satisfy the conditions of Lemma 4 and such that lim,."<?<«> (u)=Qi (u) .
In the discussion above take Qi(u) = l. Then (2.15) becomes (3.2). On the other hand Qi(u) is the limit of a sequence of polynomials whose roots ttj->oo and so cos B¡->1 and &,-*0. Lemma 5 then follows from equation (3.1). The proof of Theorem 4 is now obvious.
(") Zygmund, Trigonometrical series, pp. 1-2.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 5. Proof of the trigonometric inequalities. We shall say that a polynomial has the sign ( -l)m if the coefficient of every term of the polynomial has this sign. It is understood that this criterion is applied after like terms have been combined. For example p(x) =3x8 -2x8+x has the sign +1. When m is known to be even (odd) we shall merely say the polynomial is positive (negative).
The plan of proof for Theorems 3 and 5 is simple. It will be shown that the substitutions z, = cos Oj+i sin 6¡, j -1, 2, • • • , p, reduce C(p, k, n) and S(p, k, n) to polynomials in z¡ and z¡ having a certain sign. Since, for real 6j, \zj\ =1, it will follow that maximum absolute values for these polynomials occur when zi=zJ = l, or all 0,=O. Let
Zl -Zi Z2 -z2 
f'(p) = (2ifF(p) = n («* -2*) n (*» -*)(*»** -i)n«rx-
To avoid the annoying special treatment which arises in (5.5) when k =0, we introduce the definition C'(p, k, n)=E'(p, k, n)/E'(p), 0-¿k^p-l.
Lemma 6. For all integers n>p -l^fc^O, C'(p, k, n) is a polynomial in Zj and Zj, j = l, 2, • • • , p, and this polynomial has the sign ( -l)p_*-1.
We use induction on p, the order of the determinant, which is valid for every admissible k and n. For p = 1 the theorem is trivial. Unfortunately the proof must be broken up into four cases according as k = 0, l^k^p -3, k = p -2,andk=p -l. Even this is not exhaustive since in each of these cases restrictions are necessarily imposed on the range of p. Certain special cases are thus omitted and must receive individual attention.
A few new symbols will be of assistance. Let 
Pk-i(zp, zi) Qn-l(zp, Zi) Qk(zP, zi)
Now simple manipulations of the rows will reduce each P,(z¡, zi) to the form z\(z!j+Zj) except for s -k + l. In this case the simplification yields zl+1(zkí+1+z'¡+1)+z1(ztJ+z^)+z1-1zJ-1+ztj-1) for a typical term of the (k + 2)th row. Since K(s, m) contains only the variable zi, it is clear that the (.jfe-f-1 )th row can be so altered as to have z1(ztj+z)) + (zt1~l+z1+1)(zj~l+zj~1) for a typical term. Subtracting the (& + l)th row from the (&4-2)th row and again removing certain obvious powers of Zi from each row gives It should be noted that (5.14) is not strictly correct in the case fe = l. It will be correct if wherever z*_14-z*_1 occurs the value 1 is used in place of 2.
Using the (&-fT)th row and the (Ä + 2)th row (5.14) can be expanded into the sum of four determinants one of which is obviously zero. Each of the three remaining derminants is again a sum of determinants when the form of Qn-i(zj, zi) as given by (5.11) is considered. When 1 ^m^p -2 in (5.11) most of the determinants are zero as a result of the equality of the feth row with some other row. Thé terms, not obviously zero, obtained for m^p -2 yield^" X\K(n -1, k -1) + K(n -1, k + 1) -(zx + zi)A(» -1, k)\ and if we use the definition (5.10) it is easy to see that this expression is identically zero. The terms obtained from Qn-i(Zj, zi) when m>p -2 give
If we use Lemma 6 for index p -1 it is clear that the polynomial (5.15) has the sign (-I)p-*-1. Case k=p -2, p^i. In this case the steps which led to (5.14) give
Using the last row (5.16) becomes the sum of two determinants. Each of these is again a sum of determinants when the form of Qn-i(z¡, zi) is considered. For l^m^p -2 most of the terms in this sum are zero. The non trivial terms obtained for this range of m yield
Combining this with the terms obtained when m>p -2 we have
It is easy to see from this equation that the truth of Lemma 6 for index p -1 implies that C'(p, p -2, n) is a negative polynomial. Case k=p -l, pl±3. In this case the steps which before led to (5.14) give The inductive hypothesis applied to (5.31) shows that C'(p, 0, n) has the sign ( -l)"-1. The above treatment omits the cases p = 2, and £ = 3, k = l. After what has been done, these will present no new difficulties and so may be left for the reader.
Lemma 7. For all integers n>p^l This reduces the sine determinants to sums of cosine determinants. The computations are direct and will not be given.
Lemma 8. S(p, k, n) is a polynomial in z¡ and z¡, j -l, 2, • ■ • , p, having the sign ( -l)p~k.
It is clear that Lemma 8 can be proved from Lemmas 6 and 7, if we group the terms in the sums in a proper manner. The next two lemmas do exactly this.
Lemma 9. C'(p, p -2, p) + l is a negative polynomial. This is a trivial consequence of Lemma 6 taken together with the reduction formulae (5.18) and (5.17), when p¡zi. For p = 2, 3 individual computations are necessary.
Lemma 10. For all integers »-l>p-2^&S1
is a polynomial having the sign ( -l)p~k.
This is proved by induction on p, the order of the determinant, using the reduction identities already developed for the proof of Lemma 6. Here again we are forced to consider cases.
Case 2^k^p-4, p^6. For these ranges of the indices both terms of (5.34) can be reduced by (5.15). Regrouping the terms, we have 
The assumption of the lemma for index p -1 shows that the first four terms of A2 are so grouped as to be negative. The fifth term is also negative but the -A is positive. If we apply Lemma 9 we see that for m=p -l the fifth term contains -1 and so we have present from this term 
. Now each of the terms of A3 is positive, and further by Lemma 9 we know that the second term of A3 contains -1 for m = p -1. So we have present from this term z"-1A(w -1, p -l)(zi+zi).
All that remains is to observe that
is positive. Whence (5.37) is positive.
Case l=k^p -i, £ = 5. Here (5.34) is reduced by using (5.31) on the first term and (5.15) on the second term. Thus
It is clear from the grouping of terms indicated above that (5.39) has the sign (-1)"-1.
The only cases which have been omitted in the above work are the cases k = l, p = 3, 4. These are relatively simple and will be left to the reader. This completes the proof of Lemma 10 and hence Lemma 8. Combining this with Lemma 5, Theorem 3 is established.
In the same way Lemma 6 will give Theorem 5 as soon as we obtain the limit value of C'(p, k, n) as z¡-»1. To do this we return to the trigonometric form and use L'Hospital's rule on C(p, k, «). First let k>0. Set 0i = O. Now as 0j->0, the ratio becomes indeterminate and so we differentiate numerator and denominator with respect to 02 just once. Now as 03->0 we again have an indeterminate form and again we differentiate numerator and denominator, this time with respect to 63. Proceeding in this way it is clear that always exists whenever the integers m¡ are all distinct. We can determine the limit value by first considering the special case in which m¡ = k¡, j = 1, 2, • ■ -, p -1, and then combining these special cases in a rather obvious fashion. Consider the set of functions of the form where v =z/(l -z). Without too much difficulty it can be seen that the conditions (6.3) applied to (6.5) give (6.6) b'n=f[(nk¡) /ïï(kpkj). i-i ' j=i
Therefore the limit values of the coefficients of (6.4) are given by (6.6).
Finally we observe that the left side of (2.17) can be obtained as a product of a finite number of terms of the form (6.1), and when this is done and the limit taken as z¡->1, the corresponding product of terms of the form (6.6) will yield the right side of (2.17). This completes the proof of Theorem 7.
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