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Nous nous inte´ressons a` quelques aspects mathe´matiques et nume´riques lie´s a` des pro-
ble`mes de fluides a` surface libre.
Dans la premie`re partie de cette the`se, quelques proble`mes mathe´matiques sont traite´s,
a` commencer par un proble`me simplifie´ a` une dimension d’espace. Ce proble`me est
l’e´quation de Burgers avec diffusion sur un intervalle en espace dont une extre´mite´ est
inconnue et de´pend du temps. Une e´quation diffe´rentielle de´crivant le de´placement de
l’extre´mite´ libre permet de fermer le proble`me mathe´matique. Nous de´montrons un re´-
sultat d’existence et d’unicite´ locale en temps avant d’e´tudier une semi-discre´tisation en
espace. Nous discutons la stabilite´ et la convergence d’un sche´ma nume´rique a` pas frac-
tionnaires. La de´marche adopte´e est identique pour re´soudre un proble`me a` frontie`re libre
a` deux dimensions d’espace. Les e´quations de Navier-Stokes incompressibles avec condi-
tions de bords de type Neumann sont re´solues dans le domaine liquide. La surface libre
est constitue´e par la totalite´ du bord du domaine liquide. Une e´quation supple´mentaire
permet de de´crire l’e´volution du domaine liquide. Nous obtenons un re´sultat d’existence
et d’unicite´ locale en temps pour ce proble`me.
Dans la deuxie`me partie de cette the`se, nous proposons une me´thode nume´rique pour
la re´solution d’e´coulements de fluides a` surface libre a` deux et trois dimensions d’espace.
Nous conside´rons un liquide se de´plac¸ant dans une cavite´ remplie de gaz compressible.
Les e´quations re´gissant le comportement de la vitesse et la pression dans le liquide sont
les e´quations de Navier-Stokes e´volutives incompressibles. La fonction caracte´ristique du
domaine liquide satisfait une e´quation de transport. La vitesse dans le gaz est ne´glige´e et
la pression a` l’inte´rieur de chacune des bulles de gaz enferme´es dans le liquide est calcule´e
en utilisant la loi des gaz parfaits. Un algorithme permettant de nume´roter les bulles de
gaz est pre´sente´. La pression dans le gaz induit une force normale sur la surface libre. Les
effets de tension de surface sont e´galement pris en compte et nous pre´sentons une me´thode
pour le calcul de la courbure de l’interface entre le liquide et le gaz. Un algorithme
a` pas fractionnaires est utilise´ pour de´coupler les diffe´rents phe´nome`nes physiques. Des
simulations nume´riques de fluides a` frontie`re libre sont propose´es dans le cadre de processus
de coule´e en moule ainsi que pour des proble`mes domine´s par les effets de tension de surface.
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Abstract
Mathematical and numerical aspects of free surface flows are investigated.
On one hand, the mathematical analysis of some free surface flows is considered. A
model problem in one space dimension is first investigated. The Burgers equation with
diffusion has to be solved on a space interval with one free extremity. This extremity
is unknown and moves in time. An ordinary differential equation for the position of the
free extremity of the interval is added in order to close the mathematical problem. Local
existence in time and uniqueness results are proved for the problem with given domain,
then for the free surface problem. A priori and a posteriori error estimates are obtained
for the semi-discretization in space. The stability and the convergence of an Eulerian
time splitting scheme are investigated. The same methodology is then used to study
free surface flows in two space dimensions. The incompressible unsteady Navier-Stokes
equations with Neumann boundary conditions on the whole boundary are considered.
The whole boundary is assumed to be the free surface. An additional equation is used to
describe the moving domain. Local existence in time and uniqueness results are obtained.
On the other hand, a model for free surface flows in two and three space dimensions
is investigated. The liquid is assumed to be surrounded by a compressible gas. The
incompressible unsteady Navier-Stokes equations are assumed to hold in the liquid region.
A volume-of-fluid method is used to describe the motion of the liquid domain. The velocity
in the gas is disregarded and the pressure is computed by the ideal gas law in each gas
bubble trapped by the liquid. A numbering algorithm is presented to recognize the bubbles
of gas. Gas pressure is applied as a normal force on the liquid-gas interface. Surface
tension effects are also taken into account for the simulation of bubbles or droplets flows.
A method for the computation of the curvature is presented. Convergence and accuracy
of the approximation of the curvature are discussed. A time splitting scheme is used to
decouple the various physical phenomena. Numerical simulations are made in the frame
of mould filling to show that the influence of gas on the free surface cannot be neglected.
Curvature-driven flows are also considered.
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Numerical methods for solving free surface problems are of great importance in many
engineering applications. Problems with free surfaces appear in fluid-structure interactions
[31, 45], blood flows in moving arteries [95], immiscible multi-fluids problems [57, 68, 121],
motion of glaciers [89], viscoelastic flows [10, 104], mould filling [66, 76, 102] and many
other domains.
Free surface flows are investigated here, with particular emphasis on the process of
mould filling. In foundry applications for example, the filling stage is a crucial point in the
process. Complex topological shapes can be obtained and every occlusion of gas during
the filling stage may lead to a manufacturing defect. It is therefore very important to have
a good approximation of the position of the interface between the liquid and the gas.
A model for liquid-gas flows with a free surface is investigated here. A cavity containing
a liquid and a gas is considered. In most of the numerical methods both media are
generally assumed to be either incompressible, as in [9, 83, 114, 117] for instance, or
compressible, see [1, 61, 105, 106]. The velocity and pressure satisfy either incompressible
Navier-Stokes equations or Euler compressible equations in the whole cavity. Methods
mixing an incompressible liquid and a compressible gas have also been considered. For
instance, a one-dimensional model involving incompressible liquid and compressible gas
with chemical reactions has been presented in [18]. In [37] the incompressible liquid satisfies
the Navier-Stokes equations, while Euler’s equations are satisfied in the compressible gas.
However such a model is expensive from a computational point of view.
In this work, the liquid is assumed to be incompressible, viscous and Newtonian, while
the gas is assumed to be compressible. Surface tension effects on the free surface between
liquid and gas are taken into account. A model has been considered in [73] for the simu-
lation of liquid free surface flows when the surrounding gas and the surface tension effects
are disregarded. Our main objective is to take into account the compressibility effect of
the gas without solving the Euler compressible equations in the gas domain. The Navier-
Stokes equations are therefore considered only in the liquid domain and computational
cost is lower, especially for three-dimensional computations.
The model is as follows. The liquid domain Ωt, t ∈ (0, T ), is assumed to be contained
in a bounded cavity Λ and is described by the volume fraction of liquid ϕ. Let QT be the
space-time liquid domain. The volume fraction of liquid ϕ satisfies (in a weak sense):
∂ϕ
∂t
+ v · ∇ϕ = 0, in QT ,
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− 2div (µD(v)) + (v · ∇)v +∇p = f , in QT ,
divv = 0, in QT ,
where D(v) is the deformation tensor. Furthermore, a simple algebraic turbulence model
is added (see [30, 112] for a general review of turbulence models) since high Reynolds
numbers are considered. Neumann boundary conditions are imposed on the free surface,
while slip and/or Dirichlet boundary conditions are imposed on the boundary being in
contact with the walls of the cavity.
Rather than solving the Euler compressible equations in the gas domain, the velocity in
the gas is disregarded and the pressure is computed from the ideal gas law. The pressure P
is assumed to be constant in space in each bubble of gas trapped by the liquid, but varying
in time. That means P (x, t) = Pi(t) if x belongs to bubble number i. The pressure is then
computed by using the ideal gas law
PiVi = niRθ ,
where in each bubble of gas, Pi is the pressure, Vi the volume, ni the fraction number of













For mould filling processes, the effects of surface tension can generally be neglected
since the Capillary number is much smaller than the Reynolds number. If this is not the
case, the behaviour of the gas bubbles trapped inside the liquid strongly depends on surface
tension. In our algorithm, surface tension effects are modelled by a force on the interface.
The liquid being surrounded by compressible gas and surface tension effects being taken
into account, the following relation holds on the liquid-gas interface:
−pn + 2µD(v)n = −Pn + σκn .
Here n is the unit normal vector oriented towards the gas domain, P is the gas pressure
and κ is the curvature of the interface. The surface tension coefficient σ depends on the
physical properties of both, the liquid and the gas and is supposed to be constant.
Since the Navier-Stokes equations are solved only in the liquid domain, the size of the
linear system corresponding to the generalized Stokes problem depends only on the size of
2
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the liquid domain, but not on the size of the cavity. CPU time and memory are spared.
Thus our algorithm permits to take into account the compressibility effect of the gas at a
relatively low computational cost.
This thesis consists of two different parts. In a first part, two problems related to
this model are investigated from a theoretical point of view. The second part focuses on
the simulation of such free surface liquid-gas flows. Many methods exist in the literature
to treat free surface problems. References appearing in this work, and especially in this
introduction, give only a non-exhaustive list of examples.
The first part of this thesis (chapters 1 and 2) is devoted to theoretical studies related
to free surface flows.
In chapter 1, a one-dimensional model problem for the velocity u is first investigated.
This model is a one-dimensional simplification of the free surface problem described before.
It consists of Burgers’ equation with an additional diffusion term in a space interval with
one free extremity. This extremity is unknown and moves in time. Compressibility of gas
and surface tension effects are not taken into account. A zero force boundary condition is
thus enforced on the free extremity of the interval. This problem is an example of non-
cylindrical space-time domain problems [69, 70]. Other results for the Burgers equation
with a free surface can be found in [8, 36] for instance.
The one-dimensional model is as follows. Let T be a final time and α and ε two given












(x, t) = f(x, t) , x ∈ (0, s(t)), t ∈ (0, T ) ,
u(x, 0) = u0(x) , x ∈ (0, s0) ,
u(0, t) = 0 , t ∈ (0, T ) ,
∂u
∂x
(s(t), t) = 0 , t ∈ (0, T ) ,
s˙(t) = u(s(t), t) , t ∈ (0, T ) ,
s(0) = s0 .
Here s˙(t) denotes the derivative of s with respect to t. First, existence and uniqueness of
a solution are proved for a problem with a given boundary function s(t) in a well-chosen
function space, disregarding the equation s˙(t) = u(s(t), t). The Faedo-Galerkin method
[29] and the Schauder fixed point theorem [42] are used. Then existence and uniqueness
of a solution to the free surface problem are proved using again a fixed point theorem for
the equation s˙(t) = u(s(t), t).
A finite element discretization in space is introduced and the existence of an approxi-
mated solution is obtained. A priori error estimates are derived using variational and
duality arguments [19, 52]; a posteriori error estimates are also presented [4, 125].
A time splitting scheme is then considered. This scheme is a one-dimensional version of
the scheme used in [73]. Advection and diffusion phenomena are decoupled. The advection
3
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step (Burgers’ equation without diffusion) is solved with a method of characteristics with
projection. This method is proved to be equivalent, under the Courant-Friedrichs-Lewy
condition, to a finite difference scheme. Furthermore it is O(τ +h)-convergent under some
stability conditions. Numerical experiments confirm the theoretical predictions.
In chapter 2, a two-dimensional Navier-Stokes problem with a free surface is considered.
Neumann boundary conditions are imposed on the whole boundary. The free surface is
assumed to be the whole boundary of the domain. Gas pressure and surface tension effects
are not taken into account. In this work, existence and uniqueness of a solution are proved
for small times. The methodology is the same as in chapter 1.
A similar problem is also studied in [107, 110] where the existence is proved by using
Lagrange coordinates and a fixed point theorem for the velocity field. In [108, 111], exis-
tence results are obtained for the same problem, but in different function spaces. In [45],
the problem with Dirichlet boundary conditions is considered and in [6] the domain is as-
sumed to be an infinite horizontal layer domain and mixed Dirichlet-Neumann boundary
conditions are enforced. Small-time existence of the Navier-Stokes problem with a free
surface in other situations can be found in [2, 7] for instance.
Given the shape of the moving domain, the fluid flow problem is first considered. For
each time t, the domain is mapped into a reference domain by a given mapping η which is
first assumed to be known. A modified Navier-Stokes problem is obtained in the reference
domain. Two successive fixed point theorems are used to obtain the existence of a solution
to the fluid flow problem. Finally, the equation for the mapping η is considered,
∂η
∂t
(x, t) = v(η(x, t), t), η(x, 0) = x ,
where v is the velocity. A fixed point theorem is used to obtain the existence and unique-
ness of a solution to the free surface problem for small times.
The second part of this thesis (chapters 3 and 4) is devoted to numerical methods. The
simulation of liquid-gas free surface flows in two and three space dimensions is presented.
Several numerical procedures can be used for solving free surface flows, especially to
describe with accuracy the motion of the free surface. Two different methodologies can be
distinguished: the Lagrangian methods and the Eulerian methods. Lagrangian methods,
described for instance in [50, 51] (included front-tracking methods [43, 122]), or Arbitrary-
Lagrangian-Eulerian (ALE) methods [54, 78, 119] are mainly used if the displacement
of the liquid domain is small, for example in fluid-structure interactions. The domain of
computation is stretched and re-meshed at each time step. For flows in complex topological
domains, re-meshing can be difficult since the deformation of the liquid domain is large.
On the other hand, Eulerian methods introduce an additional unknown in the whole
cavity in order to track the presence of liquid. A supplementary equation for this additional
unknown is required in order to guarantee the well-posedness of the problem. The pseudo-
concentration methods, see e.g. [28, 32, 67, 79, 120, 123], the level set methods, see
[21, 27, 85, 84, 113], or the volume-of-fluid (VOF) methods, see [53, 77, 100, 129], are the
most-used Eulerian methods. In the level set method, the free boundary is defined by a
level line of a smooth function. This additional function generally satisfies a Hamilton-
Jacobi equation [5, 44, 55]. The gradient of this smooth function can vanish into the
4
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neighbourhood of the free surface and the function may be rescaled, see [86] for instance.
Conservation of the mass of liquid is not guaranteed. In the pseudo-concentration method,
the free boundary is also defined by a level set of a smooth function. This additional
function satisfies an advection equation. In the VOF methods, the fluid domain is tracked
by its characteristic function. This function has value one in the liquid, zero in the gas
and jumps over the interface. It satisfies an advection equation, see for instance [100]. The
mass of fluid is rigorously conserved but the computation of the curvature is not easy due
to the lack of regularity of the characteristic function. It is well-adapted to problems with
changes in the topology of the domain, see [46], or cavity filling, see [59]. Mixing VOF and
level set methods (see e.g. [115, 124]), conjugates the smoothness character of the level
sets and the mass conservation.
Our main application is mould filling. In such situations, the geometry of the cavity is
complex and the domain may present non-trivial topological changes due to the splitting
or merging of the bubbles of gas trapped inside the liquid domain. As the liquid domain
may take any shape in the cavity, an Eulerian method is more adapted. Moreover a VOF
approach is considered.
In chapter 3, the numerical simulation of free surface flows involving an incompressible
liquid and a compressible gas is presented. Surface tension effects are not taken into
account. A numerical algorithm for the resolution of Navier-Stokes equations with a free
surface in two and three space dimensions has been presented in [73]. This algorithm does
not take into account the surrounding gas. As a consequence, the bubbles of gas trapped
by the fluid are vanishing rapidly in the simulations.
Here a finite element-characteristics method on two different grids has been used to-
gether with a time splitting algorithm for the simulation of liquid-gas flows. This numerical
method for the treatment of the liquid domain is the one presented in [73] when the sur-
rounding gas was disregarded. The advection and diffusion parts of the Navier-Stokes
equations are decoupled. The advection part and the transport of the volume fraction of
liquid are treated on a fine grid of regular cells with the method of characteristics, see
for instance [90, 91, 96]. The gas pressure is then computed at each grid node of a finite
element mesh which belongs to the gas domain. A numbering (or coloration) algorithm
is included to capture the positions of the connected components of the gas domain, as
they represent the gas bubbles trapped by the liquid. This numbering algorithm consists
in solving successively Poisson problems. All connected components of the gas domain
are thus recognized one after the other. Once these connected components are located,
the pressure inside each of them is updated by using the ideal gas law. The changes of
topology of the gas domain which may appear (splitting and merging of bubbles) are taken
into account in the computation of the pressure in the gas. A generalized Stokes problem
is solved afterwards on the finite element unstructured mesh, by using a P1 − P1 finite
element method with Galerkin Least Squares stabilization, as described in [38, 39].
Numerical simulations are in better agreement with experiments when taking into
account the effect of gas compressibility. Gas compressibility is considered mainly in
mould filling experiments in two and three space dimensions. The case of a rising bubble
flow is also presented. Convergence results are obtained for the pressure in the gas. The
supplementary computational cost due to bubbles treatment is relatively low.
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In chapter 4, the approximation of surface tension effects is presented. Contact angles
(see for instance [98]) are not taken into account. Since surface tension effects are generally
not relevant for mould filling situations, curvature-driven flows are considered. For such
flows, the behaviour of the bubbles of gas trapped inside the liquid strongly depends on
surface tension [122, 131]. This is for example the case of crashing droplets of water
[56, 57, 115], viscoelastic flows [104] or wave propagation [41]. Different methods can be
used to model surface tension effects (see [12, 101] for a review). In our algorithm, surface
tension effects are modelled by the continuous surface force (CSF), see [11, 33, 100, 128]
for instance. This force is expressed by
FST = σκn ,
on the free surface. Here κ is the curvature and the surface tension coefficient σ is constant
and depends on the physical properties of both, the liquid and the gas. Approximations
of the curvature κ and the normal vector n are thus required. The curvature can be
computed by approximating the second derivatives of the volume fraction of liquid [94], or
by computing the volume fraction of a sphere which lies on one side of the interface [14],
or with geometric considerations as in [25, 92]. Generally computation of the curvature is
carried out on a structured grid. Several methods are presented here in the two-dimensional
case to compute the curvature of the interface between the liquid and the gas at each time
step. Our computations are performed on an unstructured finite element mesh.
The first method is a local reconstruction of the interface, as in [80, 99] for instance.
The method consists in computing one value of the curvature at each node of the interface
by approximating the radius of the osculating circle of the interface. In order to remove
mesh size effects, a smoothing procedure is applied on the interface [48, 87]. This method
is convergent but not very accurate.
A second method is then proposed. The curvature κ is defined by the divergence of
the external normal vector to the liquid domain [84, 103],
κ = divn, where n = − ∇ϕ|∇ϕ| .
The L2-projection (with mass lumping) of this curvature on the P1 finite element space is
considered. Because of its lack of regularity, the volume fraction of liquid ϕ is convoluted
with a smooth kernel [20, 99, 128]. Thus an artificial curvature is obtained at each grid
point of the unstructured mesh. Convergence results are obtained for the approximation
of the curvature.
It is reported in [99, 124] for instance that the addition of the surface tension force
on the interface leads to parasitic currents, namely regions of recirculation close to the
interface. Numerical results show that the magnitude of these currents compares well with
previous results.
Numerical simulations when taking into account the surface tension effects are pre-
sented mainly in the two-dimensional case. Bubbles and droplets flows (see for instance
[65] for the case of a rising bubble) or curvature-driven flows are considered.
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Chapter 1
Analysis of a One-Dimensional
Free Surface Problem
A one-dimensional simplified model of a free surface problem is considered in this chapter,
namely the Burgers equation with an additional diffusion. This problem is a simplification
in one space dimension of the Navier-Stokes equations with a free surface encountered in
[74, 75]. Local existence in time and uniqueness of a solution are proved (see also [8, 36] for
instance) and space and time discretizations are investigated (see also [15, 63] for instance).
The structure of this chapter is the following: in the next section, the governing equa-
tions of the one-dimensional model problem are presented. Then, the existence and unique-
ness of a solution to the problem with given but non constant boundary are proved. In
Sect. 1.3, existence and uniqueness of a solution of the free surface problem are obtained.
Sections 1.4 and 1.5 deal with finite element approximation in space and a priori and a
posteriori error estimates. Then an Eulerian time splitting scheme is discussed in Sect. 1.6
and numerical results are presented in Sect. 1.7.
1.1 Mathematical Model
A one-dimensional free surface problem is presented, namely the Burgers equation with
an additional diffusion. Let T > 0 be a finite time which represents the final time of the
simulation. Let s : (0, T ) → R be a function a priori unknown defined on the interval of
time (0, T ) and let the space-time domain QT be defined by:
QT = {(y, t) : y ∈ (0, s(t)) : t ∈ (0, T )} . (1.1)
The problem we want to consider later is the following. Given s0 > 0 and the functions
f¯ : QT → R, u¯0 : (0, s0)→ R, find s : (0, T )→ R and u : QT → R such that:
CHAPTER 1. ANALYSIS OF 1D FREE SURFACE PROBLEM
∂u
∂t






(y, t) = f¯(y, t) , (y, t) ∈ QT , (1.2)
u(y, 0) = u¯0(y) , y ∈ (0, s0) , (1.3)
u(0, t) = 0 , t ∈ (0, T ) , (1.4)
∂u
∂y
(s(t), t) = 0 , t ∈ (0, T ) , (1.5)
s˙(t) = u(s(t), t) , t ∈ (0, T ) , (1.6)
s(0) = s0 . (1.7)


Here α and ε are real strictly positive numbers. Equations (1.2)-(1.5) are the Burgers
equation with mixed Dirichlet-Neumann boundary conditions. Equations (1.6)-(1.7) are
the coupling equations, necessary to determine the free surface y = s(t) and to ensure that










Figure 1.1: Free surface problem formulation in space-time domain.
The goal is to prove the local in time existence and uniqueness of the solution (u, s) to
the problem (1.2)-(1.7). We will mainly prove that, if f¯ , u¯0 are sufficiently regular given
functions, there exists a final time 0 < Tˆ 6 T such that the problem (1.2)-(1.7) admits
one unique solution (u, s) defined on (0, Tˆ ).
1.2 Moving Boundary Problem
Let β1 > β2 > 0 and K > 0 be given real numbers. The set S(T ) of admissible functions
for s is defined by:
S(T ) =
{
s ∈W 1,∞(0, T ) : β2 6 s(t) 6 β1, ∀t ∈ [0, T ], s(0) = s0 (1.8)
and |s˙(t)| 6 K, a.e. t ∈ [0, T ]} ,
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where s0 is the initial value given by (1.7). Let the function s be fixed in S(T ). Our first











(y, t) = f¯(y, t) , (y, t) ∈ QT ,
u(y, 0) = u¯0(y) , y ∈ (0, s0) ,
u(0, t) = 0 , t ∈ (0, T ) ,
∂u
∂y
(s(t), t) = 0 , t ∈ (0, T ) .
(1.9)
The functions f¯ and u¯0 are assumed to belong respectively to L
2(0, T,H1(0, β1)) and
H1(0, s0) with compatibility condition u¯0(0) = 0.
The problem (1.9) on the moving interval (0, s(t)) is turned into a problem on a fixed
interval, namely (0, 1). The velocity on the fixed domain is denoted by u˜(x, t) = u(s(t)x, t).
The functions f and u0 are defined by f(x, t) = f¯(s(t)x, t) and u0(x) = u¯0(s0x), 0 < x < 1,
0 < t < T . In the following u˜ is denoted again by u for the sake of simplicity. The problem
(1.10) is obtained. Let UT be the space-time domain:
UT = {(x, t) ∈ (0, 1) × (0, T )} .





















(x, t) = f(x, t), (x, t) ∈ UT ,
u(x, 0) = u0(x) , x ∈ (0, 1) ,
u(0, t) = 0 , t ∈ (0, T ) ,
∂u
∂x
(1, t) = 0, t ∈ (0, T ) .
(1.10)















(x, t) = f(x, t), (x, t) ∈ UT ,
u(x, 0) = u0(x) , x ∈ (0, 1) ,
u(0, t) = 0 , t ∈ (0, T ) ,
∂u
∂x
(1, t) = 0, t ∈ (0, T ) .
(1.11)
Let the space V be defined by
{
v ∈ H1(0, 1), v(0) = 0} with norm ||v||V induced by the
norm of H1(0, 1). The dual space of V is denoted by V ′. The variational form associated
to the problem (1.11) is to find u : t ∈ (0, T )→ u(t) ∈ V such that a.e. t ∈ (0, T ):
9
























fvdx, ∀v ∈ V . (1.12)
Proposition 1.1 (Energy inequality)
Let T > 0 and s ∈ S(T ) be given. There exists a constant C independent of s such that,
if f ∈ L2(UT ) and u0 ∈ L2(0, 1), any solution u to (1.12) satisfies the following energy
inequality:
||u||2L∞(0,T,L2(0,1))∩L2(0,T,V )∩H1(0,T,V ′) 6 C
(
||f ||2L2(UT ) + ||u0||2L2(0,1)
)
. (1.13)



























































6 C1 ||f ||2L2(0,1) + C2 ||u||2L2(0,1) , (1.14)
where C1 and C2 are two constants depending only on β1, β2, K and ε. Gronwall’s lemma
(see for instance [96, page 13]) leads to:
||u(t)||2L2(0,1) 6 CeC2T
(
||f ||2L2(UT ) + ||u0||2L2(0,1)
)
, ∀t ∈ (0, T ) . (1.15)
Furthermore, by integrating (1.14) on (0, T ) and by using Poincare´ inequality, we obtain
the estimation:
||u||2L2(0,T,V ) 6 C3 ||f ||2L2(UT ) + C4 ||u||2L∞(0,T,L2(0,1)) , (1.16)
where C3 and C4 are two constants depending only on β1, β2, K and ε. The boundedness


























+ ||f ||L2(0,1) .
By squaring this relation and integrating on (0, T ), the conclusion holds by using (1.15)
and (1.16). 
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Theorem 1.1 (Existence and uniqueness of the linear problem)
Let T > 0 and s ∈ S(T ) be given. If f ∈ L2(UT ) and u0 ∈ L2(0, 1), then problem (1.12)
admits one unique solution u ∈ L2(0, T, V ) ∩H1(0, T, V ′).
Proof : Existence is proved with the Faedo-Galerkin method, see [29, volume 8]. This
method is detailed hereafter for the convenience of the reader. Consider the eigenfunctions
Φj(x) of the laplacian operator on (0, 1) associated with eigenvalues λj, j = 1, . . . , N .




Φj(x) = λjΦj(x), x ∈ (0, 1) ,
Φj(0) = Φ
′
j(1) = 0 .
The functions (Φj)
∞













. We define the following spaces:
WN =

v ∈ H1(0, T, V ) : v(x, t) =
N∑
j=1





v ∈ V : v(x) =
N∑
j=1
αjΦj(x), αj ∈ R

 .

























fΦjdx, j = 1, . . . , N, a.e. t ∈ (0, T ) , (1.17)
with initial condition uN (x, 0) = u0,N (x), x ∈ (0, 1), where u0,N is the L2-projection of u0
on VN .
By setting uN (x, t) =
∑N
j=1 αj(t)Φj(x) with αj(t) ∈ H1(0, T ) and by defining α(t) =
(α1(t), . . . , αN (t)), (1.17) can be written as a system of linear ordinary differential equa-
tions for α(t) which admits one unique global solution (see [49] for instance).
A priori estimates are obtained (see Prop. 1.1). The sequence (uN ) is then uniformly
bounded in L∞(0, T, L2(0, 1)) ∩ L2(0, T, V ) ∩ H1(0, T, V ′). The spaces L2(0, T, V ) and
L2(0, T, V ′) are reflexive, so that there exist subsequences, also denoted by (uN ), which
converge weakly:
(uN ) ⇀ u in L
2(0, T, V ) weakly ,
(uN ) ⇀ v in L




⇀ w in L2(0, T, V ′) weakly .
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Since L2(0, T,H1(0, 1)) ∩H1(0, T, V ′) c.↪→ L2(QT ), uN → u strongly in L2(QT ). Then
uN ⇀ u weakly in L
2(QT ). Moreover uN ⇀ u weakly in L
2(QT ) implies uN ⇀ u weakly








dxdt → 0, ∀v ∈ V , ∀φ ∈ C∞c (]0, T [), the space of

















φdt→ 0, we can conclude




Hence the limit u belongs to L∞(0, T, L2(0, 1))∩L2(0, T, V )∩H1(0, T, V ′) and satisfies
(1.13) (see [130, page 120]). By the same technique as in [29, volume 8, page 620ff], we
take the limit when N → ∞ and prove that the function u is the solution to (1.12). Let
ϕ be a function of C∞c (]0, T [), the space of functions infinitely differentiable with compact
support in (0, T ). For all v ∈ V , there exists a sequence (vN ), vN ∈ VN such that vN → v
strongly in V when N → ∞. Set vN =
∑N
j=1 βjΦj, βj ∈ R, and ψN (x, t) = ϕ(t)vN (x),
j = 1, . . . , N ; hence ψN ∈ L2(0, T, V ). Multiply (1.17) by βjϕ(t), sum on j = 1, . . . , N



































Since the sequence (uN ) converges weakly and (ψN ) converge strongly in L
2(0, T, V ), we
can take the limit in this relation and conclude.
A variational argument leads to uniqueness: let u1 and u2 be two solutions. The
difference w = u1−u2 satisfies the same problem (1.17) with homogeneous right-hand side
and initial condition. The estimate (1.13) implies u1 = u2. 
Remark 1.1 In this particular one-dimensional case, the Faedo-Galerkin method corre-
sponds to the Fourier method on the space interval (0, 1). The boundary conditions imply
that the functions ϕj of the Hilbert basis of V are sinus-type functions.
Notice that Thm 1.1 is also true is f ∈ L2(0, T, V ′) with the same arguments. Assuming
more regularity on the data, the solution to (1.12) is more regular. This result is the subject
of Thm 1.2.
Theorem 1.2 (Regularity of the solution)
Let T > 0 and s ∈ S(T ) be given and assume that f ∈ L2(UT ) and u0 ∈ V . The solution to
the problem (1.12) belongs to L2(0, T,H2(0, 1))∩H1(0, T, L2(0, 1)) and is also the solution
to the problem (1.11). Furthermore, there exists a constant C, independent of s, f and u0,
and which depends only on β1, β2, K, ε and T such that:
||u||2L∞(0,T,V )∩L2(0,T,H2(0,1))∩H1(0,T,L2(0,1)) 6 C
{
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so that Young inequalities and (1.13) lead to:
||uN ||2L2(0,T,H2(0,1))∩L∞(0,T,V ) 6 C
{
||f ||2L2(UT ) + ||u0||2V
}
,
which implies u ∈ L2(0, T,H2(0, 1)) ∩ L∞(0, T, V ) by uniqueness of the limit function.


















∈ L2(0, T, L2(0, 1)) and u ∈ H1(0, T, L2(0, 1)). 
The inverse change of variables permits to conclude to the existence and uniqueness of
a solution defined on the non-cylindrical domain QT , as in [69].
The existence of a solution to the nonlinear problem (1.10) is proved with a fixed point
argument. Let the spaces W1(T ) and W2(T ) be defined by
W1(T ) =
{
v ∈ L2(0, T,H2(0, 1)) ∩ L∞(0, T, V ) ∩H1(0, T, L2(0, 1))} ,
W2(T ) =
{
v ∈ L2(0, T, V ) ∩ L∞(0, T, L2(0, 1)) ∩H1(0, T, V ′)} .
Theorem 1.3 (Existence and uniqueness of the solution to nonlinear problem)
Let s ∈ S(T ), f ∈ L2(UT ) and u0 ∈ V be given functions. There exists 0 < T˜ 6 T such
that (1.10) admits one unique solution u ∈W1(T˜ ).
Proof : Let the operator τ1 be defined by:
τ1 : W1(T ) → W2(T ) ,








Since the application v ∈ H1(0, 1) → v2 ∈ H1(0, 1) is continuous, the operator τ1 is
continuous and its range is included in W2(T ). Moreover the embedding of W2(T ) inside
L2(UT ) is compact (see for instance [70]). Let τ2 be the continuous operator defined by:
τ2 : L
2(UT ) → W1(T ) , (1.19)
f(x, t) → u˜(x, t) ,
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where u˜(x, t) is the solution to (1.11) associated with right-hand side f(x, t) and initial
condition u0(x). Let L > 0 be the real positive number given by:
L2 = 2C
{
||f ||2L2(UT ) + ||u0||2V
}
, (1.20)
where the constant C is defined in (1.18). We consider the set W (T ) defined by W (T ) ={
v ∈W1(T ) : ||v||W1(T ) 6 L
}
. The application τ is defined by:
τ : W (T ) ⊂W1(T ) τ1−→ W2(T ) c↪→ L2(UT ) τ2−→ W1(T ) ,
u −→ u∂u
∂x






Application τ is continuous and compact. Since s ∈ S(T ) and by using (1.18), we obtain:































by using (1.20) .
Here C depends on T (through Gronwall’s lemma) and is uniformly bounded in (0, T ) by





















Hence there exists 0 < T˜ 6 T such that C¯ αβ2L
4T˜ 6 L
2
2 and ||u˜||2W1(T˜ ) 6 L2.
The Schauder fixed point theorem (see for instance [42, page 279]) is used to conclude
that application τ : W (T˜ ) → W (T˜ ) allows one fixed point in W (T˜ ). This fixed point is
solution to (1.10) on (0, T˜ ). Uniqueness is proved with a variational argument; let u1 and
u2 be two solutions to (1.12) and set w = u1 − u2. The function w satisfies, ∀v ∈ V and




























































∣∣∣∣ |w| dx . (1.22)
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∣∣∣∣u1 ∂u1∂x − u2∂u2∂x















, where C depends only on the domain (0, 1).
Thanks to the regularity of ui, i = 1, 2, the function C˜(t) is uniformly bounded. Finally,











6 C2 ||w||2L2(0,1) . (1.23)
Gronwall’s lemma allows us to conclude that w = 0. 
1.3 Free Surface Problem
The problem with a free boundary is now investigated. The set S(T ) defined by (1.8)
is convex and closed in the Banach space W 1,∞(0, T ). For each s ∈ S(T ) there exists
0 < T˜ 6 T (T˜ independent of s) and one unique u ∈ W1(T˜ ) which is solution to (1.10).
Let the function s˜ : (0, T˜ )→ R be defined by:
s˜(t) = s0 +
∫ t
0
u(1, τ)dτ , (1.24)
where u is the solution to (1.10) associated to s previously given. Theorem 1.3 implies
that the application (1.24) is well-defined. The following lemma is proved first:
Lemma 1.1
Let f ∈ L2(UT ) and u0 ∈ V be given functions. We assume s0 ∈]β2, β1[, s ∈ S(T˜ ) and
C¯ ||u0||2V < K2/2 (where C¯ is the constant defined in (1.21)). Let L be the constant defined
in (1.20). We denote by 0 < T˜ 6 T and u ∈ W (T˜ ) =
{
v ∈W1(T˜ ) : ||v||W1(T˜ ) 6 L
}
the
solution to problem (1.10) on (0, T˜ ) associated to s ∈ S(T˜ ). Then there exists 0 < T¯ 6 T˜
independent of s such that s˜ ∈ S(T¯ ).
Proof : Clearly s˜(0) = s0. Furthermore, since u ∈ W1(T ) c.↪→ C0(UT ) (see for in-
stance [58, theorem 3.8, page 1.88]), the function u(1, t) is continuous. By definition
s˜(t) = s0 +
∫ t
0
u(1, t)dt 6 s0 + t ||u||C0([0,1]) 6 s0 + T˜ ||u||W1(T˜ ) 6 s0 + T˜L
and the assumption s0 ∈]β2, β1[ implies that there exists 0 < T1 6 T˜ such that s˜(t) ∈]β2, β1[
for 0 6 t 6 T1. As ˙˜s(t) = u(1, t), we have, according to (1.18):
15
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+ C¯ ||f ||2L2(UT ) ,
and there exists 0 < T2 6 T˜ such that
∣∣ ˙˜s(t)∣∣ 6 K for 0 < t 6 T2. Conclusion is obtained
by taking T¯ = min{T1, T2}. 
The value of T¯ depends on f , s0, β1, β2 andK but is independent of s. In the following,
the time T¯ is denoted again by T . The following application is considered:
γ : S(T ) → S(T ) ;
s → s˜ defined by (1.24) . (1.25)
With lemma 1.1, application (1.25) is well-defined. It suffices to prove the existence
and uniqueness of a fixed point of the operator γ defined by (1.25) to conclude to the
existence and uniqueness of the solution to the free surface problem.
Theorem 1.4 (Existence and uniqueness of a fixed point of γ)
Let f ∈ L2(UT ) and u0 ∈ V be given functions. We assume C¯ ||u0||2V < K2/2 and
s0 ∈]β2, β1[. There exists 0 < Tˆ 6 T such that the application γ : S(Tˆ ) → S(Tˆ ) allows
one unique fixed point s. If u is the solution to the problem (1.10) associated with this





















= f, (x, t) ∈ U Tˆ ,
u(x, 0) = u0(x), x ∈ (0, 1) ,
u(0, t) = 0, t ∈ (0, Tˆ ) ,
∂u
∂x
(1, t) = 0, t ∈ (0, Tˆ ) ,
s˙(t) = u(1, t) t ∈ (0, Tˆ ) ,
s(0) = s0 .
(1.26)
Proof : According to lemma 1.1, the range of γ is included in S(T ). We are starting
by proving that the operator γ defined by (1.25) is continuous and compact.
Consider a sequence (sn)
∞
n=0 strongly convergent in S(T ) and let its limit be denoted
by s ∈ S(T ):
(sn) → s in S(T ) strongly, according to the norm ||·||W 1,∞(0,T ) . (1.27)
A function un ∈W1(T ) is associated with each term sn of this sequence. The function un
is solution to (1.10) with given boundary sn. The sequence (un) is uniformly bounded in





Thm 1.3). The following compact inclusions are true (see [70] and [58]):
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L2(0, T,H2(0, 1)) ∩H1(0, T, L2(0, 1)) c.↪→ L2(0, T, V ) , (1.28a)





The space H1(0, T, L2(0, 1)) ∩ L2(0, T,H2(0, 1)) being reflexive, there exist subsequences,
also denoted by (un)
∞
n=0, which are weakly convergent:
(un) ⇀ u in L




⇀ v in L2(0, T, L2(0, 1)) weakly , (1.30)
(un) → w in C0(UT ) strongly . (1.31)




Moreover, relationship (1.31) implies (un(1, ·)) → u(1, ·) strongly in C0([0, T ]). If we
define s˜n(t) = s0 +
∫ t
0
un(1, τ)dτ and s˜(t) = s0 +
∫ t
0
u(1, τ)dτ , we necessarily have s˜n → s˜
strongly in W 1,∞(0, T ).
Now we want to prove that u is the solution to (1.10) with s˙(t) = u(1, t). Our definition


































fvdxdt, ∀v ∈ L2(0, T, V ) .


































fvdxdt, ∀v ∈ L2(0, T, V ) ,
Then u is the unique solution to (1.10) with s˙(t) = u(1, t) and γ is thus a continuous
operator. Let s ∈ S(T ) and u be the solution to (1.10) with boundary s˙(t) = u(1, t).
Application γ can be written:
S(T ) → W1(T ) c.↪→ C0(UT ) → C0([0, T ]) → S(T ) ⊂W 1,∞(0, T )




The application γ is composed by continuous applications and one compact embedding
(1.28b). Hence γ is compact.
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Schauder’s theorem together with Lemma 1.1 permit to conclude that application γ
admits one fixed point in S(T ) which is denoted in the following by s(t). Finally we want
to prove that application γ is a contraction. Let s1, s2 be two elements of S(T ) and u1
(respectively u2) the solution to (1.10) with s = s1 (respectively s = s2). Definition (1.24)





(ξ, t)dξ leads to:







Problem (1.10) is considered with (u1, s1) (respectively (u2, s2)). By taking the difference















(x, t) = fˆ(x, t), (x, t) ∈ UT ,
(u1 − u2)(x, 0) = 0, x ∈ (0, 1) ,
(u1 − u2)(0, t) = ∂(u1 − u2)
∂x









































By setting w = u1 − u2 and s = s1, the left-hand side of the first equation of (1.33) is the





































































||u1 − u2||2L2 dt .
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where Cp is the constant introduced by using the Poincare´ inequality. Thus there exist












































If T is assumed to be smaller than TU =
1
2C¯C2

















||s1 − s2||2W 1,∞ . (1.35)






tends to zero when T tends to zero.
The combination of (1.32) and (1.35) permits to conclude that there exists a constant
E(T ) depending on T such that:
||s˜1 − s˜2||W 1,∞(0,T ) 6 E(T ) ||s1 − s2||W 1,∞(0,T ) ,
with E(T ) tends to zero when T tends to zero. Then there exists 0 < Tˆ 6 TU such that
γ is a contraction from S(Tˆ ) to S(Tˆ ) and conclusion follows. 
This result of existence and uniqueness is independent of the value of coefficient α > 0
(see [36] for α = 3/2). The solution (u, s) to the free surface problem (1.26) can be
transferred on the original domain QTˆ to obtain existence and uniqueness of original
problem (1.2)-(1.7). In order to conclude, we can claim that Problem (1.2)-(1.7) is well-
posed at least for small times.
In the following, a semi-discretization in space will be introduced using finite elements
and the existence and uniqueness of the solution to the discrete problem is proved. In a
second step a priori error estimates will be obtained in a same way as in [52]. Finally, a
posteriori error estimates are also presented (see [125] for instance).
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1.4 Semi-Discretization in Space
A P1 finite element semi-discretization in space is introduced. Let N ∈ N be a given integer
and h = 1/(N + 1). The discretization points are denoted by xi = ih, i = 0, . . . , N + 1
and the space of continuous functions on [0, 1] which are vanishing into x = 0 and whose
restrictions on [xi, xi+1], i = 0, . . . , N belong to Pr by X
r
h(0, 1). Let Vh ⊂ V be the
subspace of V defined by X1h(0, 1).
Let u0,h be the interpolant of u0 ∈ V in Vh. For all u0 ∈ V , the interpolant satisfies
||u0,h||V 6 C0 ||u0||V . Furthermore, if u0 ∈ H2(0, 1), then we have (see for instance [26,
Volume 2]):
||u0 − u0,h|| 6 Ch2 ||u0||H2(0,1) .
If the right-hand side of (1.2) is denoted by f¯ and s(t), sh(t) are two elements of S(T ), the
function f ∈ L2(UT ) is the image of f¯ by the linear application which transforms (0, s(t))
onto (0, 1) and similarly the function fh ∈ L2(UT ) is defined by the image of f¯ by the
linear application which transforms (0, sh(t)) onto (0, 1). With this change of variables,
||fh||L2(UT ) is bounded by CS
∣∣∣∣f¯ ∣∣∣∣
L2(QT )
where CS is a constant independent of sh and
h. From now on, f¯ is assumed to belong to L2(0, T,H1(0, β1)) in order to estimate the
difference between f and fh in the following.
The problem semi-discretized in space reads: find uh : (0, T ) → uh(t) ∈ Vh and


































uh(x, 0) = u0,h(x) , x ∈ (0, 1) , (1.37)
s˙h(t) = uh(1, t) , t ∈ (0, T ) . (1.38)
sh(0) = s0 . (1.39)
The existence and uniqueness of a local in time solution to (1.36)-(1.39) are proved in
the following theorem.
Theorem 1.5 (Solution to Semi-Discrete Problem)
Assume that s0 ∈]β2, β1[ and C¯C0 ||u0||2V < K2/2. There exists 0 < Tˆ 6 T (Tˆ independent
of h > 0) such that (1.36)-(1.39) admits one unique solution (uh, sh) ∈ H1(0, Tˆ , Vh)×S(Tˆ ),
∀h > 0. Furthermore, there exists a constant C independent of h such that:








where f¯ is the right-hand side function of (1.2).
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Proof : The steps of the proof are mainly the same as the ones used in the continuous
frame. Let h > 0 be fixed. We want to solve (1.36)-(1.39). In order to consider first the
problem with fixed boundary, we set sh ∈ S(T ). The problem without the nonlinear term

























uh(0) = u0,h . (1.42)
Let {ψi}Nhi=1 be the finite element basis of Vh (Nh denotes the dimension of Vh). The




αj(t)ψj(x), αk ∈ H1(0, T ), k = 1, . . . , Nh . (1.43)
The insertion of (1.43) into (1.41) leads to an ordinary differential equations system with
initial conditions α0j = u0(xj). Theory of ordinary differential equations (see [49]) permits
to conclude to the existence of uh, defined on (0, Th), ∀h > 0. A priori estimates like
(1.13) permit to conclude that uh is a global maximal solution and is defined on (0, T ),
independently of h > 0. The following estimation is obtained: there exists a constant C
independent of h such that:
||uh||2L∞(0,T,L2(0,1))∩L2(0,T,V )∩H1(0,T,V ′) 6 C
(
||fh||2L2(UT ) + ||u0,h||2L2(0,1)
)
.
The projection u0,h satisfies ||u0,h||L2(0,1) 6 C0 ||u0||V , while the function fh satisfies
||fh||L2(UT ) 6 CS
∣∣∣∣f¯ ∣∣∣∣
L2(QT )
where C0, CS are constants independent of h. The right-
hand side of previous relation is then bounded independently of h > 0.
The solution uh to the problem (1.41)-(1.42) can be expressed by (1.43); hence:
uh ∈ H1(0, T, Vh) ⊂ H1(0, T, V ) .
Further estimations are needed. Set vh =
∂uh
∂t



























































Gronwall’s lemma permits to obtain a first estimate:
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Both right-hand sides are bounded independently of h since ||fh||L2(UT ) and ||u0,h||V are
bounded independently of h. In conclusion, if u0 ∈ V and f¯ ∈ L2(QT ), the function uh is
bounded uniformly in h > 0 in L∞(0, T, V ) ∩H1(0, T, L2(0, 1)).
Uniqueness is obtained by a variational argument. The function uh is in L
∞(0, T, V ),
and hence uh ∈ L∞(UT ). The second step consists in defining the application τ1 to
determine the existence of a solution to nonlinear problem:
τ1 : H
1(0, T, Vh) −→ H1(0, T, Vh) c.↪→ L2(UT )
uh → uh∂uh
∂x






Application τ1 is continuous and compact. The operator τ2 defined in (1.19) is also
continuous. Then there exists 0 < T˜ 6 T such that the application τ2 ◦ τ1 admits a fixed
point for small times and T˜ is independent of h since T˜ depends on the norms of fh and
uh which are bounded independently of h. Problem (1.36)-(1.37) with given boundary
sh(t) admits then a solution. Uniqueness is guaranteed with a variational argument. This
solution is bounded independently of h > 0.
By using the same procedure as in the continuous case, the continuity and compactness
of application γ given by (1.25) are proved independently of h > 0. To prove the existence,
we need to check that there exists 0 < Tinf 6 T independent of h > 0 such that the range
of γ is included in S(Tinf ). The proof of lemma 1.1 can be applied here again with similar
notations. 
Then there exists one unique solution (uh, sh) to the problem (1.36)-(1.39) at least
for small times (independent of h). This solution is compared with the unique solution
(u, s) to the continuous problem (1.2)-(1.7) in the next section, where error estimates are
obtained.
1.5 A Priori and A Posteriori Error Estimates
Convergence orders for the semi-discretized approximation in space of the continuous prob-
lem are investigated in this section. A priori and a posteriori error estimates are obtained.
A priori error estimates are proposed in the next result.
Theorem 1.6 (A priori error estimates)
Let f¯ ∈ L2(0, T,H1(0, β1)) and u0 ∈ H2(0, 1) ∩ V be given functions. There exists 0 <
T˜ 6 T such that (1.26) and (1.36)-(1.39) admit one unique solution (u, s), respectively
(uh, sh), ∀h > 0 on (0, 1) × (0, T˜ ). The following error estimate is obtained:
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||u− uh||2L∞(0,T˜ ,L2(0,1))∩L2(0,T˜ ,V ) + ||s− sh||2L∞(0,T˜ ) + ||s˙− s˙h||2L2(0,T˜ ) 6 C1h2 , (1.44)
where the constant C1 does not depend on h, but only on f¯ , u0, S(T˜ ) and T˜ . Furthermore
the following error estimate is obtained:
||u− uh||2L2(U T˜ ) 6 C2
{
h4 + ||s− sh||2L∞(0,T˜ ) + ||s˙− s˙h||2L2(0,T˜ )
}
, (1.45)
where the constant C2 does not depend on h, but only on f¯ , u0, S(T˜ ) and T˜ .
Remark 1.2 Estimate (1.44) means that the error on the boundary function s satisfies
||s− sh||H1(0,T˜ ) 6 Ch. Estimate (1.45) imply that the error on the velocity is governed by
the error on the boundary function and therefore ||u− uh||L2(U T˜ ) 6 Ch. If s(t) is fixed,
s = sh and classical results are obtained (i.e. ||u− uh||L2(U T˜ ) 6 Ch2). Our belief is that
we cannot obtain better estimates in the general case.

































fvdx , ∀v ∈ V, a.e.t ∈ (0, T ) ,
u(x, 0) = u0(x), x ∈ (0, 1) , (1.47)
s˙(t) = u(1, t), a.e.t ∈ (0, T ) , (1.48)

































fhvhdx, ∀vh ∈ Vh, a.e.t ∈ (0, T ),
uh(x, 0) = u0,h(x), x ∈ (0, 1) , (1.50)
s˙h(t) = uh(1, t), a.e.t ∈ (0, T ) . (1.51)
The function u belongs to L2(0, T,H2(0, 1))∩H1(0, T, L2(0, 1)) and is bounded by the data
(see (1.13)). The function uh belongs to L
∞(0, T, V ) ∩H1(0, T, L2(0, 1)) and is bounded
independently of h > 0 (see Sect. 1.4). We denote again the final time T˜ by T .
The applications A : V × V → R and B : V × V × V → R are defined by:
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The applications A and B are linear in their last argument v. The scalar product in






+A((u− uh), vh) +B(u, uh, vh) = (f − fh, vh), ∀vh ∈ Vh . (1.52)
We define I(v) = (vt, v) + A(v, v) and we are looking for an estimation of I(u − uh).







+A(u− uh, u− vh)
+ (B(u, uh, uh)−B(u, uh, vh)) + (f − fh, vh − uh), ∀vh ∈ Vh .
With these definitions of I, A and B, we obtain I(u − uh) 6
∣∣∣∣∣∣∂(u−uh)∂t ∣∣∣∣∣∣L2 ||u− vh||L2 +










































































































(uh − vh)dx+ (f − fh, vh − uh) .
Let us consider 0 < t 6 T (where T is such that s ∈ S(T ) and sh ∈ S(T ), ∀h > 0).
Cauchy-Schwarz inequalities are then used. Hence, (1.13) (1.40) and s, sh ∈ S(T ) imply
that there exist constants C1, . . . , C8, independent of t and h such that:
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||u− uh||L2(0,1) + C7 ||u− uh||L2(0,1)



































∣∣∣∣ s˙(t)s(t) − s˙h(t)sh(t)
∣∣∣∣ 6 D1 |s(t)− sh(t)|+D2 |s˙(t)− s˙h(t)| , (1.54b)
∣∣∣∣




























Moreover, let u˜ ∈ H1(0, 1) be a given function; the P1 - Lagrange interpolant of u˜ is defined
by the function Rhu˜ ∈ X1h(0, 1) which satisfies Rhu˜(xi) = u˜(xi), i = 0, . . . , N + 1. If u˜ is
sufficiently regular, this function satisfies the following lemma, whose demonstration can
be found in [26, volume 2] for instance.
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Lemma 1.2 (Lagrange interpolant)
Let (a, b) be an interval of R and u˜ ∈ H2(a, b). The Lagrange interpolant Rhu˜ satisfies:
||u˜−Rhu˜||L2(a,b) 6 γ1h2 |u˜|H2(a,b) ;
||u˜−Rhu˜||H1(a,b) 6 γ2h |u˜|H2(a,b) ,







We consider vh = Rhu in relation (1.53). Lemma 1.2 and relations (1.54a-c) imply
that there exist other constants C1, . . . , C16, depending only on β1, β2, T, ε,K, α, γ1 and















































h2 ||u||H2 + C8 ||u− uh||2L2 + C9 ||u− uh||L2 h2 ||u||H2
+C10 |s− sh| ||u− uh||L2 + C11 |s− sh|h2 ||u||H2







||u− uh||L2 + C14 ||u− uh||L2 |s˙− s˙h|









































||u− uh||L2 + C6 ||u− uh||L2 h2 ||u||H2 + ||f − fh||L2 ||u− uh||L2
+C7 ||f − fh||L2 h2 ||u||H2 + C8 ||u− uh||L2 |s˙− s˙h|+ C(t) ||u− uh||L2 |s− sh| ,























+ |s− sh|2 . (1.56b)
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The functions f , fh are defined by f(x, t) = f¯(s(t)x, t) and fh(x, t) = f¯(sh(t)x, t), x ∈
(0, 1). If f¯ ∈ L2(0, T,H1(0, β1)), a Taylor expansion shows that:
f¯(s(t)x, t) = f¯(sh(t)x, t) + x(s(t)− sh(t))∂f¯
∂x
(ξ, t) ,
where ξ belongs to the interval with extremities sh(t)x and s(t)x. So we have:
|f(x, t)− fh(x, t)| 6 |s(t)− sh(t)|
∣∣∣∣∂f¯∂x (ξ, t)
∣∣∣∣ . (1.57)
Therefore ||f − fh||2L2(0,1) 6 Cs(t) |s(t)− sh(t)|2, with Cs(t) =
∣∣∣∣f¯ ∣∣∣∣2
H1






















+(C2 + Cs(t)) |s− sh|2 (1.58)
+(C3 + C(t)
2) ||u− uh||2L2(0,1) .














+(C2 + Cs(t) + C) |s− sh|2
+(C3 + C(t)
2) ||u− uh||2L2(0,1) .
Since u0 ∈ H2(0, 1) and ||u(0)− uh(0)||L2 6 Ch2 ||u0||H2 , conclusion holds by us-
ing Gronwall’s lemma (see for instance [96, page 14]) for the quantity ||u− uh||2L2(0,1) +
C |s− sh|2:
||u− uh(t)||2L2(0,1) + C |s(t)− sh(t)|2 6 Dh2, ∀t ∈ (0, T ) . (1.59)














Let us turn now to the second estimate (1.45). The second estimation is obtained with
a duality argument (see for instance [19, 52]). In order to obtain (1.45), a dual problem
backward in time is introduced. Find r(t) ∈ V such that, a.e. t ∈ (0, T ):
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(u− uh)vdx, ∀v ∈ V ,
r(x, T ) = 0, x ∈ (0, 1) .
(1.60)
Right-hand side u − uh belongs to L2(UT ) as (u, s) is the solution to (1.46)-(1.48) and
(uh, sh) is the solution to (1.49)-(1.51). The following existence result holds.
Lemma 1.3 (Existence, Uniqueness and Regularity of dual problem)
Let (u, s) ∈W1(T )×S(T ) be the solution to (1.46)-(1.48) and (uh, sh) ∈ H1(0, T, Vh)×S(T )
be the solution to (1.49)-(1.51). Then (1.60) admits one unique solution
r ∈ L2(0, T,H2(0, 1)) ∩H1(0, T, L2(0, 1))
and there exists a constant C independent of s, sh, u and uh such that:
||r||2L2(0,T,H2(0,1))∩L∞(0,T,V )∩H1(0,T,L2(0,1)) 6 C ||u− uh||2L2(UT ) . (1.61)
Proof : The problem is linear and a Faedo-Galerkin method is used for proving the
existence and regularity of a solution and a variational argument for proving the uniqueness
(see [29, Volume 8]). The energy inequality (1.61) is obtained with a priori estimates. 







































The summation of (1.52) and (1.62) gives, ∀vh ∈ Vh:
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(f − fh) vhdx .




















(r − vh)dx .
The Cauchy-Schwarz inequality leads to the existence of constants Ci, i = 1, . . . , 6 inde-






























∣∣∣∣ 1s2(t) − 1s2h(t)
∣∣∣∣















||r − vh||L2 + C6 ||vh||L2
∣∣∣∣ s˙(t)s(t) − s˙h(t)sh(t)
∣∣∣∣ ,∀vh ∈ Vh .



















||r||L2 + ||r − vh||L2 . Hence previous expression leads to:
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∣∣∣∣ 1s2(t) − 1s2h(t)
∣∣∣∣







∣∣∣∣ 1s(t) − 1sh(t)
∣∣∣∣+D6 ||r − vh||L2










∣∣∣∣ s˙(t)s(t) − s˙h(t)sh(t)
∣∣∣∣+D9 ||r − vh||L2
∣∣∣∣ s˙(t)s(t) − s˙h(t)sh(t)
∣∣∣∣ ,∀vh ∈ Vh .
Here D1, . . . , D9 are constants independent of h. The Lagrange interpolant of r ∈ V is
considered as the test function vh = Rhr. Recall that ||r −Rhr||L2 + h ||r −Rhr||H1 6






























































































where E1, . . . , E13 are constants depending on D1, . . . , D9 and γ1 and γ2 introduced in
Lemma 1.2. The inequality is integrated on (0, T ) and the a priori estimate (1.61) is used
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(||r||L2(H2) 6 C ||u− uh||L2(UT )). Several Young inequalities imply that there exist new
















+C3T ||s− sh||2L∞(0,T ) + C4Th2 ||s− sh||2L∞(0,T )
+C5 ||s˙− s˙h||2L2(0,T ) + C6h4 ||s˙− s˙h||2L2(0,T )
+C7Th
4 ||s− sh||2L∞(0,T ) .
The initial condition leads to:
|((u− uh)(0), r(0))| 6 ||u0 − u0,h||L2(0,1) ||r(0)||L2(0,1) 6 C¯h2 ||u0||H2(0,1) ||r(0)||L2(0,1)






From (1.63) and (1.64), the conclusion is that there exist two constants K1 and K2 such
that: ∫ T
0
||u− uh||2L2(0,1) dt 6 K1h4 +K2
(
||s− sh||2L∞(0,T ) + ||s˙− s˙h||2L2(0,T )
)
.
This ends the proof of Thm 1.6 
There exists one unique solution to the continuous problem. For all h > 0 the semi-
discretized problem also admits one unique solution. A priori error estimates imply con-
vergence of (a subsequence of) the solutions to the discretized problem toward the solution
to the continuous problem when h tends to zero.
The second part of this section is concerned with a posteriori error estimates.
Theorem 1.7 (A posteriori error estimate)
Let f ∈ L2(0, T,H1(0, β1)) and u0 ∈ H2(0, 1)∩V be given functions and set hi = |xi+1 − xi|
and Ji = (xi, xi+1), i = 0, . . . , N . There exists 0 < T˜ 6 T , δ > 0 independent of h > 0
and a constant C independent of h > 0 such that the following estimate holds:















||F (uh)||L2(Ji) h2i + h4
}
, 0 6 t 6 T˜ ,
where
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dx, ∀v ∈ V .


























































































































































































































































= 0, a.e. x ∈ (0, 1). Let the residual quantity be denoted by F (uh) and
defined by:














The solution uh to (1.36)-(1.39) satisfies:
32













= 0, ∀vh ∈ Vh. (1.67)


























































dx, ∀vh ∈ Vh . (1.68)
Let vh = Rhe be the Lagrange interpolant of e ∈ V which satisfies e(xi) = vh(xi),
i = 0, . . . N + 1. Then there exist constants C1, C2, C3, depending on f , u0, T , ε, β1, β2



















































||F (uh)||L2(Ji) ||e− vh||L2(Ji)






+ θ2 |s˙− s˙h|2 + C3 |s− sh|2 ,
where Ji = (xi, xi+1).







(1.56a)) . Finally, by using these two relations and lemma 1.2, there exist constants K1,
K2 and K3 such that:
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||F (uh)||L2(Ji) h2i |e|H2(Ji)
+K2 ||e||2L2(0,1) +K3 |s− sh|2 .





|s− sh|2 is added to the inequality.




















||F (uh)||L2(Ji) h2i |e|H2(Ji)













Finally, set δ =
ε
2β21
and notice that |e|H2(Ji) = |u|H2(Ji). There exists two constants K1



















||F (uh)||L2(Ji) h2i |u|H2(Ji) +K2
(
||e||2L2(0,1) + δ |s− sh|2
)
.
The conclusion is obtained with Gronwall’s lemma and by noticing that |s(0)− sh(0)| = 0
and ||e(0)||L2(0,1) 6 Ch2 ||u0||H2(0,1). 
Thus the model problem (1.2)-(1.7) admits a local solution in time in some well-chosen
function spaces. The approximation for a semi-discretization in space by finite elements
converges when the spatial step tends to zero and a priori and a posteriori error estimates
are obtained. The next step is to consider a time splitting scheme inspired by the one
presented in [73] for the two- and three-dimensional cases.
1.6 A Time Splitting Scheme
In [74, 75], a numerical algorithm was introduced to solve free surface flows in two and
three space dimensions (see also Chap. 3). This Eulerian scheme consists in using a fixed
triangulation but adding an unknown function ϕ which is the characteristic function of the
domain QT . This function satisfies an advection equation
∂ϕ
∂t
+ v · ∇ϕ = 0 in QT , where
v is the velocity field. This model is the so-called volume-of-fluid (VOF) method (see [53]
for instance). The incompressible Navier-Stokes equations are solved in the domain QT . A
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splitting algorithm is used to decouple the advection and diffusion phenomena. Advection
phenomena (including the advection of the characteristic function ϕ and the advection part
of the Navier-Stokes equations in the liquid) are solved using a forward Characteristics
method on a grid of small cells, while the diffusion part of the Navier-Stokes equations
is solved using finite element techniques on a fixed, unstructured mesh. Post-processing
techniques are added in order to avoid numerical diffusion and artificial compression.
In this section, an Eulerian time splitting scheme for solving (1.2)-(1.7) is discussed
in an heuristic way. It is a one-dimensional version of the scheme described just before
and used in [74, 75]. Advection and diffusion parts of our model are decoupled. A special
attention is paid to the advection part.
Let M > 0 be a positive integer which represents the total number of time steps to
reach final time T and let 0 = t0 < t1 < . . . < tM = T be the sequence of discrete
times with time steps τn = tn+1 − tn. It will be assumed, without loss of generality, that
τn = τ = constant.
Let u0 = u0 and s
0 = s0 be the initial conditions. The initial velocity u0 is assumed to
be a positive and increasing function. Furthermore, it is assumed to be sufficiently regular
so that u is remaining sufficiently regular for all times (see for instance [64]).
At each time step, we are looking for un(x) and sn which are approximations of u(x, tn)
and s(tn). The following splitting algorithm is suggested at each time step:
(1) Compute the approximation of the boundary at time tn+1:
sn+1 ' s(tn+1)
by discretizing (1.6) with an explicit Euler scheme:
sn+1 − sn
τn
= un(sn) . (1.70)





(x, t) + u(x, t)
∂u
∂x
(x, t) = 0, x ∈ (0, sn), t ∈ (tn, tn+1) ,
u(0, t) = 0, t ∈ (tn, tn+1) ,
u(x, tn) = un(x), x ∈ (0, sn) .
(1.71)
Since the initial velocity u0 is assumed to be positive and increasing, boundary con-
ditions have to be enforced at the left end of the interval and shocks do not appear.
The characteristics method (see for instance [91, 96]) is used and leads to a prediction
of velocity:
un+1/2(x+ τnun(x)) = un(x), x ∈ (0, sn) .
This step is treated in Sect. 1.6.1. Notice that x+ τ nun(x) = sn+1 if x = sn, which is
(1.70).
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(sn+1, t) = 0, t ∈ (tn, tn+1) ,
u(x, tn) = un+1/2(x) x ∈ (0, sn+1) .
(1.72)
Here un+1/2(x) is the prediction of velocity obtained by solving (1.71). In Sect. 1.6.2,
an implicit finite differences scheme is used to solve this problem.
About the Splitting Method. Whatever methods are used to solve (1)-(3), an error
is introduced by the splitting algorithm (see for instance [72, page 146ff]). Let us assume
that the time step τ > 0 is constant and consider the following model problem: find ~u
such that:
~ut + (A+B)~u = 0 .
Here A and B are two positive definite matrices. This problem results for instance from the
discretization of a partial differential equation. Once the splitting algorithm is introduced,
the two problems ~ut +A~u = 0 followed by ~ut +B~u = 0 are solved successively.
Between two time steps tn and tn+1, the solution to the original equation is ~u(tn+1) =
e−(A+B)τ~u(tn), while ~usplit(t
n+1) = e−Aτe−Bτ~u(tn) is the solution obtained with the split-
ting method. By using the Taylor expansion of the exponential function, the difference








(AB −BA) + O(τ 3)
]
~u(tn) .
The conclusion is that, if [A,B] = AB − BA 6= 0 (the matrices do not commute), an
additional error of order O(τ 2) is added at each time step.
In the light of this remark, each of the steps of the algorithm can be studied separately.
Let N > 0 be a positive integer and h =
β1
N + 1
, where β1 is the upper bound for s




i = 1, . . . , N + 1. The space of continuous functions on (0, β1) which are vanishing into
x = 0 and whose restriction on [xi, xi+1] belongs to Pr is denoted by X
r
h(0, β1).
Recall that the positive integer M > 0 is the total number of time steps to reach
final time T and 0 = t0 < t1 < . . . < tM = T . We are looking for sn ' s(tn) and
unh ∈ X1h(0, sn) ' u(x, tn), x ∈ (0, s(tn)), n = 0, 1, . . . ,M . The initialization at time
t0 = 0 is made by setting s0 = s0 and by defining u
0 as the interpolant of u0 in X
1
h(0, s0).
We also define k0 = max
{
k ∈ [0, N + 1] : xk < s0
}
and u0j = u0(xj), j = 1, . . . , k
0 + 1.
1.6.1 Advection Step
In two and three space dimensions (see [74, 75]), the advection step consists in solving
two advection equations for the prediction of the velocity and the characteristic function,
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+ v · ∇v = 0 and ∂ϕ
∂t
+ v · ∇ϕ = 0. First equation is the advection part
of the Navier-Stokes equations while the second is the advection equation appearing in
the volume-of-fluid method. Both equations are solved with the characteristics method,
the incompressibility condition divv = 0 implying that the characteristic curves do not
intersect. The advection step is solved on a regular grid of small cells and the functions vn
and ϕn at time tn are assumed to be constant in each cell. The advection step on each cell
consists in advecting these quantities vn and ϕn with velocity vn on each cell and then
projecting the values on the grid (see also Sect. 3.3).
The characteristics method with projection is investigated here in the one-dimensional
case. Paradoxically, there is no incompressibility condition in the one-dimensional case
(since divergence-free corresponds to
∂u
∂x
= 0 in one space dimension and would imply
u = 0 because of the boundary condition). However the absence of shocks implies that
the characteristic curves do not intersect.
Consider the n-th time step. Approximations of the velocity and the boundary function
are known at time tn and have to be computed at time tn+1. Let kn be the integer given
by:
kn = max {k ∈ [0, N + 1] : xk < sn} . (1.73)
The computation of an approximation sn+1 ' s(tn+1) of the boundary at time tn+1 is
given by:
sn+1 = sn + τnun(sn) .
When sn does not correspond to a grid node, un(sn) is the value obtained by interpolation
between the two nodes of the discretization which are the neighbours of sn at time tn:
un(sn) =
(









This step determines the new domain (0, sn+1) and kn+1 is defined with (1.73). Then,
problem (1.71) is solved with method of characteristics [90, 91]. Let uni be an approxima-
tion of un(xi) at point xi. The initial function at time step t
n is piecewise constant and
its value on each cell centred in xi, i = 0, . . . , N is u
n
i . The prediction u
n+1/2 in the time
splitting algorithm is denoted by un+1 in this subsection.
The advection step on each cell i consists in advecting the quantity uni by τu
n
i and
then projecting the value on the grid. Figure 1.2 illustrates the case of the advection of
the cell number i; the value uni is constant on the cell [xi−1/2, xi+1/2]. It is advected with
velocity uni and contributes to both cells i and i+1 at time t
n+1, that is the quantity 13u
n
i




i contributes to u
n+1
i+1 . The prediction of the
velocity after advection step is thus piecewise constant and is denoted by un+1.






, ∀n = 0, 1, . . . ,M . (1.74)
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Figure 1.2: Forward characteristics method for the transport of the cells. The quantity in each cell is advected
with constant velocity and its value is projected on the grid at time tn+1.




i+1, for all i = 1, . . . , k
n (this
being in agreement at time t = 0 with the assumptions u0 > 0 and u0 is an increasing
function).
Under the condition (1.74), the value of each field in cell number i has thus only two
contributions: one from the cell number i and one from the cell number i − 1. This is
the case of Fig. 1.2. The characteristic method can be written by summing these two




i−1 + (h − τuni )uni . Therefore it corresponds to







= 0, i = 1, . . . , kn . (1.75)







a factor one-half is missing.
In order to understand what happens in this situation and how does this method work,
we consider a given positive continuous function a : (0, β1) × (0, T ) → R and the generic
problem: find u : (0, β1)× (0, T )→ R such that:
∂u
∂t
(x, t) + a(x, t)
∂u
∂x
(x, t) = 0, (x, t) ∈ (0, β1)× (0, T ) . (1.76)
with boundary condition u(0, t) = 0 and initial condition u(x, 0) = u0(x), where u0 is a
positive increasing regular function. We assume that condition (1.74) holds. The method
of characteristics with projection described before can be written again by hun+1i =
τani−1u
n










= 0 . (1.77)
If the velocity a is constant, the scheme (1.77) is clearly consistent (see for instance
[64]). In the opposite, if a is not a constant function, (1.77) is not consistent for the
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advection equation (1.76) under non-conservative form. In particular, if a = u, (1.77)
leads to (1.75).
In order to avoid this lack of consistency, the characteristic function ϕ of the domain
QT = {(x, t) : 0 < x < s(t), t ∈ (0, T )} is introduced. This function is defined on (0, β1)×
(0, T ) and has value one in QT and zero elsewhere. Let ϕ
n
i be an approximation of ϕ(xi, t
n),
this approximation being constant in the cell centred in xi. Instead of the velocity u, the












= 0 (this model is in agreement with the method described in
[73]). Thus, under assumption (1.74), when unj > 0 we have the following two equations,














j−1 + (h− τunj )ϕnj , (1.79)
for j = 1, . . . , kn. Equations (1.78) (1.79) can be written:
ϕn+1j u
n+1






)2 − ϕnj−1 (unj−1)2
h








= 0 . (1.81)
Let us consider the n-th time step and assume that ϕnj = 1 if j = 0, . . . , k
n and zero










= 0 . (1.82)
Inserting relationship (1.81) (with ϕnj = ϕ
n













= 0 , (1.83)
for j = 1, . . . , kn. In conclusion, the characteristics method with projection for the advec-
tion of the velocity times the characteristic function of the domain QT corresponds to a











= 0 . (1.84)






= 0 when u is
sufficiently regular. The scheme is thus consistent.
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The numerical properties of the scheme (1.83) are investigated now. Recall that u0
is a positive increasing regular function, implying that the function u remains sufficiently






uni 6 γ < 1, ∀n = 0, 1, . . . ,M , (1.85)
The assumption (1.85) corresponds to a strict CFL condition.
Consistency Error. The scheme (1.83) was proven to be consistent. The consistency
error is defined by:
E
c =
∣∣∣∣u(xj , tn+1)− u(xj , tn)τ + (u(xj , t
n))2 − (u(xj−1, tn))2
h
(1.86)




By developing in Taylor expansion, (1.86) leads to:
E
c =







































n) + O(τ2) + O(h2)
∣∣∣∣ .










) − u(xj , tn)∂u
∂x
(xj , t
n) = 0. Hence there
exists a constant K independent of h and τ such that the consistency error Ec satisfies
Ec 6 K(τ + h).
Stability Analysis. We first prove that the scheme is positive. More precisely, if unj > 0,
















































The right-hand side member is positive if unj > 0, ∀j = 1, . . . , kn. The conclusion un+1j > 0,
∀j = 1, . . . , kn+1 is straightforward. Moreover, this same relation yields:
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This scheme is finally proved to be monotonous. More precisely, we prove that, if
unj 6 u
n




define vi = λu
n







1− (vi − vi−1) = vi +
vi−1 (vi−1 − vi)
1− (vi − vi−1) .
According to (1.74), 0 6 vi−1 6 vi 6 vi+1 6 1, for all i by monotonicity assumption. Our
goal is to prove that un+1i+1 −un+1i is positive. Set a = vi+1−vi and b = vi−vi−1 and notice
that 0 6 a, b 6 1. We develop then the difference λun+1i+1 − λun+1i :
λ(un+1i+1 − un+1i ) = vi+1 +
vi (vi − vi+1)
1− (vi+1 − vi) − vi −
vi−1 (vi−1 − vi)
1− (vi − vi−1)
= a− vi a





(1− a)(1 − b)
(
a− a2 − ab+ a2b− via+ viab+ vi−1b− vi−1ab
)
.
By ordering these terms, we obtain:















(1− a)(1− b) [a(1− vi+1) + ab(vi+1 − vi−1) + b(vi−1 − a)]
=
1
(1− a)(1− b) [a(1− b)(1− vi+1) + bvi−1(1− a)] > 0 ,
since 0 6 a, b 6 1. The conclusion is that if the initial condition u0 is a positive increasing
function, the solution u is also positive increasing and this scheme provides a stable positive
increasing approximation of the solution un at each time step under the condition (1.85).
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Convergence Order. The difference between the numerical scheme (1.83) and the equa-


























Let enj = u
n






































n) = 0 ,










unj + u(xj , t
n)



































h = 0 .
Thanks to the regularity of u, the derivatives of u appearing in (1.87) are bounded and
there exist two generic constants K1 and K2 such that (1.87) yields:
∣∣∣en+1j (1− τh (unj − unj−1)
)∣∣∣ 6 ∣∣enj ∣∣ ∣∣∣1− τh (unj + u(xj , tn)− u(xj , tn+1))
∣∣∣
+





∣∣enj ∣∣ ∣∣∣1− τhunj
∣∣∣+ ∣∣enj ∣∣ τh ∣∣u(xj , tn)− u(xj, tn+1)∣∣
+
∣∣enj−1∣∣ ∣∣∣ τhunj−1
∣∣∣+ ∣∣enj−1∣∣ τh ∣∣u(xj−1, tn)− u(xj , tn+1)∣∣
+K1τ
2 +K2τh . (1.88)
Both quantities
∣∣∣enj ∣∣∣ and ∣∣∣enj−1∣∣∣ are bounded by maxl=0,... ,kn |enl | and the coefficients
1− τhunj and τhunj−1 are positive under assumption (1.74). Relationship (1.88) becomes:
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∣∣u(xj−1, tn)− u(xj , tn+1)∣∣]
+K1τ
2 +K2τh . (1.89)
The two terms appearing in absolute values in (1.89) can be estimated:
∣∣u(xj , tn)− u(xj , tn+1)∣∣ = τ ∣∣∣∣∂u∂t (xj , θn)




∣∣∣∣∂u∂t (xj , θn)
∣∣∣∣ .
Here θn ∈ [tn, tn+1] and ηj ∈ [xj−1, xj ]. Thanks to the regularity of u, both derivatives can
be bounded independently of the indices n and j. There exist then two constants C1 and
C2 independent of the indices n and j and independent of h and τ such that relationship
(1.89) leads to:
















Under assumption (1.74), there exists another constant C independent of τ and h such
that:















By using (1.85) again, the term 1− τh(unj −unj−1) is greater than 1−γ and strictly positive.
Relation (1.90) can be divided by 1 − τh(unj − unj−1) and there exists new constants, also
denoted by C, K1 and K2, independent of τ and h, such that:∣∣∣en+1j ∣∣∣ 6 (1 + Cτ) max
l=0,... ,kn
|enl |+K1τ2 +K2τh ,








∣∣eij∣∣+ (n+ 1)τ (K1τ +K2h) .
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Let T > 0 denote the final time of simulation. Discrete Gronwall’s lemma (see for instance
[96, page 14]) leads to conclusion:
max
j=0,... ,kn+1
∣∣∣en+1j ∣∣∣ 6 eCTT (K1τ +K2h) . (1.91)
In conclusion, the method of characteristics with projection for the transport of the
quantity ϕ · u is stable and convergent under condition (1.85), assuming that no shocks
are appearing. It gives a prediction of velocity u
n+1/2
j , j = 1, . . . , k
n+1 + 1 which is used
as the initial condition of the diffusion step.
1.6.2 Diffusion Step







(x, t) = f(x, t), x ∈ (0, sn+1), t ∈ (tn, tn+1) (1.92)
u(0, t) = 0 =
∂u
∂x
(sn+1, t), t ∈ (tn, tn+1) (1.93)
u(x, tn) = un+1/2(x), x ∈ (0, sn+1) . (1.94)
where sn+1 is the right end of the new domain of the computation. This problem is well-
posed and admits one unique solution (see for instance [97]). A P1 finite element method
is considered together with an implicit Euler scheme to solve (1.92)-(1.94). If the exact
solution to (1.92)-(1.94) is sufficiently smooth, there exists a constant K such that the





+ τK(h2 + τ) ,
where ||v||∆n = max16j6kn |vj |.
An additional error is introduced since (1.92)-(1.94) is solved on the space interval
(0, sn+1) instead of (0, s(tn+1)). Consider now the solution u to the problem (1.92)-(1.94)
and let v denote the solution to the same problem on the space interval (0, s(tn+1)). Both
problems can be transformed onto the space interval (0, 1). By making the difference
between the two problems and using a priori estimates for the heat equation (see [29,
volume 8] for instance), there exists a constant K such that




∣∣sn+1 − s(tn+1)∣∣] ,
where fn+1 (respectively f(tn+1)) is the image of f under the linear application which
transforms (0, sn+1) (respectively (0, s(tn+1))) onto (0, 1). By using an estimate similar to
(1.57), there exists another constant K˜ such that this estimate becomes:
||u− v||L2(0,1,H2(0,1))∩H1(0,T,L2(0,1)) 6 K˜
∣∣sn+1 − s(tn+1)∣∣ . (1.95)
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In order to conclude, notice that an explicit Euler scheme (1.70) is used to solve (1.6).
Thus, at each time step, the error on the approximation of the boundary is given by:∣∣sn+1 − s(tn+1)∣∣ 6 Cτ2 ,
see [49] for instance.
Convergence Summary Several errors come from the splitting algorithm, the advec-








error on the boundary
+ τ(τ + h)︸ ︷︷ ︸
advection error




6 Cτ (τ + h) .
We conclude then that our splitting algorithm is an order one algorithm. Numerical
experiments in the next section confirm this result. For these reasons, we believe that the
time splitting scheme introduced in [74, 75] in two and three space dimensions is also an
order one algorithm.
1.7 Numerical Results
Numerical experiments are made and numerical results are compared with theoretical
results. Numerical implementation is made with MATLABTM. The error is computed in
various norms, namely ||s− sh||L∞(0,T ) and ||s− sh||W 1,∞(0,T ) for the boundary function







No Moving Boundary. The situation with s(t) = 1, t ∈ (0, T ) and u(x, t) = (1 +
t) (1− cos(2pix)), (x, t) ∈ QT is considered. Compatibility conditions between initial velo-
city and boundary conditions are satisfied. The values of parameters are β1 = 2, β2 = 0.01,
T = 0.1, s0 = 1, α = 1 and ε = 1. The time interval (0, T ) is divided into M time steps
and the interval (0, β1) is divided into N + 1 intervals. Sequences of spatial steps h and
time steps τ are chosen such that the CFL condition (1.85) is satisfied. The spatial step
h is divided by two while τ is divided by two. Figure 1.3 illustrates convergence order of
the errors for velocity and boundary functions.
Figure 1.3 shows that the convergence order for the approximation of the boundary is
in this case:
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num. error Linf(0,T)  
num. error W1,inf(0,T)
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slope 1              
Figure 1.3: Convergence orders for test without moving boundary. Left: Log log scale plot of error on the boundary
||s− sh|| vs τ (blue and light blue: numerical results, red: line of slope 2). Right: Log log scale plot
of error on the velocity ||u − uh|| vs τ (blue and light blue: numerical results, red: line of slope 1,
magenta: line of slope 7/5).
while the convergence order for the approximation of the velocity is:






6 C (h+ τ) . (1.97)
Relationships (1.96a-b) and (1.97) are not in disagreement with theoretical results
obtained in Sect. 1.7. They also illustrate that the convergence order for the approximation
of the boundary function is better than one in the particular case of a constant boundary.
A Linear Free Boundary Function. The situation with s(t) = 1 + t, t ∈ (0, T ) and
u(x, t) = 2x1+t − x
2
(1+t)2
, (x, t) ∈ QT is investigated. Compatibility conditions between initial
velocity and boundary conditions are satisfied. The values of parameters are similar to
the ones of the first test case. A sequence of spatial steps h and time steps τ which satisfy
CFL condition (1.85) is chosen and h is assumed to be divided by two while τ is divided
by two. Results are presented in Fig. 1.4.
The convergence order for boundary approximation is ||s− sh||W 1,∞(0,T ) 6 C (h+ τ)
and is in agreement with the results obtained in Sect. 1.6, while the convergence order for





are of order one.





4 , t ∈ (0, T ) and







, (x, t) ∈ QT is considered. Compatibility conditions between
initial velocity and boundary conditions are satisfied. The values of parameters are similar
to the ones of precedent test cases. Figure 1.5 illustrates the convergence of the approx-
imations of the boundary function and velocity in the various norms. The convergence
orders are similar to the ones of the previous case.
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Figure 1.4: Convergence orders for test case of a linear free boundary function. Left: Log log scale plot of error on
the boundary ||s− sh|| vs τ (blue and light blue: numerical results, red: line of slope 1). Right: Log
log scale plot of error on the velocity ||u − uh|| vs τ (blue and light blue: numerical results, red: line
of slope 1, magenta: line of slope 3/2).
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Figure 1.5: Convergence orders for free boundary test case. Left: Log log scale plot of error on the boundary
||s− sh|| vs τ (blue and light blue: numerical results, red: line of slope 1). Right: Log log scale plot
of error on the velocity ||u − uh|| vs τ (blue and light blue: numerical results, red: line of slope 1).
Figure 1.6 on page 48 shows the importance of CFL stability criterion. In the first
simulation (in magenta), the CFL condition is satisfied and the algorithm is stable. In the
other hand, if the CFL condition is not satisfied (in red), some instabilities appear and
give rise to oscillations. Parameters are T = 2, β1 = 20, ε = 0.01 and (N,M) = (199, 200)
in the first case and (N,M) = (199, 100) in the second. The oscillations are propagating
from the free right end point of the interval.
Numerical results are in agreement with the theoretical results. For the approximation
of the boundary function, we generally obtain ||s− sh||W 1,∞(0,T ) 6 C (h+ τ), except if the
boundary function is constant. On the other hand, the numerical error for the approxi-
mation of the velocity in both norms ||u− uh||L2(QT ) and
∣∣∣∣∣∣∂(u−uh)∂x ∣∣∣∣∣∣L2(QT ) is also of order
one. This confirms partially the results obtained in Sect. 1.5 and 1.6. These results are
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Figure 1.6: Stability for free boundary test case. In red, non-stable situation, in magenta, stable simulation and in
blue theoretical functions. First row: velocity at time T , second row: evolution of boundary function
s and third row: maximum of velocity function of time.
local in time and the simulation blows up if the time simulation is too large.
We have investigated this one-dimensional free surface flow problem and compared the
theoretical results with simulations. We turn us now to the two-dimensional Navier-Stokes
equations which is the subject of the next chapter.
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Chapter 2
A Two-Dimensional Free Surface
Problem
This chapter is concerned with a two-dimensional free surface problem, for instance the
modelling of the motion of a droplet of water in the presence of a gravity field. Governing
equations in the liquid are the Navier-Stokes equations. A zero force boundary condition
is applied on the boundary of the liquid domain since the surrounding gas and the surface
tension effects are not taken into account. The whole boundary is assumed to be the free
surface. Existence and uniqueness of a solution are investigated in this chapter. We are
interested in applying the same methodology we used in Chap. 1.
A similar problem has already been considered in the literature. Local in time existence
of a solution has been proved in [108] in Sobolev spaces Wm,p for p > 3. In [111] (and
references therein), local in time results have been presented in Ho¨lder spaces. In [107, 110],
similar results as the ones presented in this chapter have been obtained. The approach was
different. The problem has been expressed in Lagrangian coordinates and a fixed point
theorem for the velocity has been used. In [45], the problem with Dirichlet boundary
conditions has been considered. In [2, 6, 7] (and references therein), the problem of an
infinite horizontal layer of fluid has been treated (with or without surface tension) with
mixed boundary conditions on the upper and lower parts of the horizontal layer.
The procedure used for treating the one-dimensional problem is adapted to the two-
dimensional case we consider here. This methodology has been suggested by [6] and
some results from this work are used here. However the problem here is not expressed in
Lagrangian coordinates.
In Sect. 2.1, the model and the method are presented. Existence results for the Stokes
problem are recalled in Sect. 2.2. Given the shape of the domain, a modified Stokes
problem is then considered in Sect. 2.3. The nonlinear advective term is added in Sect. 2.4
to study the problem with given moving domain. Section 2.5 deals with the free boundary
problem.
2.1 Mathematical Model
The two-dimensional case is considered. Let T > 0 be a finite horizon of time. Consider a
bounded moving domain Ωt ⊂ R2, t ∈ (0, T ) with boundary ∂Ωt. Note QT the space-time
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domain QT = {(x, t) ∈ R2 × (0, T ) : x ∈ Ωt, t ∈ (0, T )}; its space-time free boundary
is denoted by ΣT = {(x, t) ∈ R2 × (0, T ) : x ∈ ∂Ωt, t ∈ (0, T )}. The whole boundary
is assumed to be the free surface. Let η : Ω0 × (0, T ) → R2 be the mapping (a priori
unknown) that transforms Ω0 into Ωt for all times t ∈ (0, T ).
The velocity and the pressure in the fluid are denoted by u and p. The problem reads:
find u : QT → R2, p : QT → R and η : Ω0 × (0, T )→ R2 such that:
∂u
∂t
− 2µ∇ ·D(u) + (u · ∇)u +∇p = f , in QT , (2.1)
∇ · u = 0, in QT , (2.2)
−pn + 2µD(u)n = 0, on ΣT , (2.3)
u(0) = u0, in Ω0 , (2.4)
∂η
∂t
= u ◦ η, in Ω0 × (0, T ) , (2.5)
η(0) = Id, in Ω0 . (2.6)


Here µ > 0 is a given positive constant, ∇ · u denotes the divergence operator of u and
D(u) denotes the rate of deformation tensor D(u) = 12
(∇u +∇uT ). The spatial unit
normal vector is denoted by n and Id denotes the identity operator Id : ξ ∈ Ω0 → ξ ∈ Ω0.
The bounded domain Ω0 is given and is assumed to be convex. The boundary ∂Ω0 is
assumed to be sufficiently regular (say C∞) in the whole chapter, even if this assumption
could be relaxed. Finally, the functions f and u0 are given, respectively on R
2× (0, T ) and
Ω0.
Here the mapping η permits to determine the domain Ωt for all times t ∈ (0, T ). The
domain Ωt is given by
Ωt =
{
x ∈ R2 : x = η(ξ, t), ξ ∈ Ω0
}
.
The surrounding gas and surface tension effects are not taken into account; this implies a
zero force boundary condition (2.3) on the boundary. The described situation is illustrated
in Fig. 2.1 and we are interested in finding a solution to (2.1)-(2.6) for small times.
Remark 2.1 The free boundary problem (2.1)-(2.6) is a problem extracted from [74].
However the shape of the liquid domain is described here by the mapping η instead of
the characteristic function ϕ of the domain Ωt (see Chap. 3 for the formulation of the free
surface problem with characteristic function ϕ).
The principle of the proof is the following. Let us first assume that the domain Ωt
is known for all times t ∈ (0, T ). The mapping η is thus assumed to be given is a well-
chosen space that will be described later and the equations (2.5)-(2.6) are disregarded for
the moment. The problem (2.1)-(2.4) is transformed in order to consider a cylindrical
space-time domain. Let η be a sufficiently regular application that maps Ω0 into Ωt for all
















Figure 2.1: Example of a free surface problem in two space dimensions: water droplet in a gravity field with zero
force boundary conditions on the whole free surface.
ηt : Ω0 → Ωt ,
ξ → x = ηt(ξ) . (2.7)
Here the notation ηt(ξ) is equivalent to η(ξ, t). The mapping η0 at time t = 0 is as-
sumed to be the identity operator and is denoted by Id. Let us assume that the inverse
transformation of ηt exists and is also sufficiently regular. It is defined ∀t ∈ (0, T ) by:
ξt : Ωt → Ω0 ,
x → ξ = ξt(x) . (2.8)
The functions v : Ω0 × (0, T ) → R2 and q : Ω0 × (0, T ) → R are respectively defined by
v(ξ, t) = u(η(ξ, t), t) = u(x, t) and q(ξ, t) = p(η(ξ, t), t) = p(x) when x = η(ξ, t). Let the




, 1 6 i, j 6 2 , (2.9)
so that ∇x = AT∇ξ and ∇xu = (∇ξv)A, where ∇x is the gradient with respect to
the variable x (respectively ∇ξ is the gradient with respect to ξ). The inverse matrix
A−1 = A−1(ξ, t) is defined by (A−1)i,j =
∂(ηt)i
∂ξj
, 1 6 i, j 6 2. Let ∇ξ be denoted by ∇
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for the sake of simplicity. The problem (2.1)-(2.4) is transformed into a problem in the




− µ(AT∇) · (∇vA+ (∇vA)T )+ ∂ξ
∂t
∇v
+(v · AT∇)v +AT∇q = f ◦ η, in Ω0 × (0, T ) , (2.10)
(AT∇) · v = 0, in Ω0 × (0, T ) , (2.11)
−qATN + µ (∇vA+ (∇vA)T )ATN = 0, on ∂Ω0 × (0, T ) , (2.12)
v(0) = u0 ◦ η0 = u0, in Ω0 , (2.13)


where N is the external normal vector to Ω0 and η0 is assumed to satisfy η0 = Id. The
functions f and u0 are given respectively on R
2×(0, T ) and Ω0 and are sufficiently regular.
The function F = f ◦ η is defined in order to simplify the notations.
Remark 2.2 The Neumann boundary condition (2.3) is translated on the initial domain
Ω0. Without loss of generality, the boundary ∂Ωt is assumed to be the zero level line of a
smooth function ϕ˜t : R
2 → R which is positive in the fluid part and negative outside. The
normal vector oriented outside the liquid is then given by n(x, t) = − ∇xϕ˜t(x)||∇xϕ˜t(x)|| (see [103]
for instance). The change of variables (2.7)-(2.8) leads to the boundary equation (2.12)
(see also [108]).
The function η, as well as the coefficients of A and
∂ξ
∂t
are assumed to be known for
the moment. Regularity of η will be precised later. The existence of the problem with
given mapping η is obtained in three steps that are detailed hereafter. The first step is to
consider a classical Stokes problem in the cylindrical space-time domain Ω0× (0, T ). Then
(2.10)-(2.13) without the nonlinear term (v ·AT∇)v is considered. Finally (2.10)-(2.13) is
investigated by adding the nonlinear advection term.
The following Stokes problem is first obtained when we replace A by the identity matrix
in (2.10)-(2.13) and by disregarding the nonlinear term (v ·AT∇)v and the advection term
∂ξ
∂t
∇v: find v : Ω0 × (0, T )→ R2 and q : Ω0 × (0, T )→ R such that:
∂v
∂t
− µ∇ · (∇v + (∇v)T )+∇q = F, in Ω0 × (0, T ) , (2.14)
∇ · v = 0, in Ω0 × (0, T ) , (2.15)
−qN + µ (∇v + (∇v)T )N = 0, on ∂Ω0 × (0, T ) , (2.16)
v(0) = u0, in Ω0 . (2.17)


This problem is a Stokes problem with Neumann boundary conditions. In Sect. 2.2, the
existence of the velocity and pressure satisfying (2.14)-(2.17) is investigated and previous
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results are recalled. Then the following modified Stokes problem is studied: find v :
Ω0 × (0, T )→ R2 and q : Ω0 × (0, T )→ R such that:
∂v
∂t




∇v +AT∇q = F, in Ω0 × (0, T ) , (2.18)
(AT∇) · v = 0, in Ω0 × (0, T ) , (2.19)
−qATN + µ (∇vA+ (∇vA)T )AT N = 0, on ∂Ω0 × (0, T ) , (2.20)
v(0) = u0, in Ω0 . (2.21)


It consists of the original problem (2.10)-(2.13) without the nonlinear term. In Sect. 2.3,
the mapping η is given in a set that is precised. Problem (2.18)-(2.21) is investigated by
using a fixed point theorem. The problem (2.10)-(2.13) is treated in Sect. 2.4. A rescaling
procedure and a fixed point theorem are used to take the nonlinear term into account.
Finally the free surface problem is considered. Equations (2.5)-(2.6) are taken into
account with a fixed point theorem in Sect. 2.5. A mapping η satisfying (2.5)-(2.6) is
obtained.
2.2 Stokes Problem
In this section, the problem (2.14)-(2.17) is studied. Let W denote the space H 1(Ω0)
2.
Let F ∈ L2(0, T,W ′) and u0 ∈ L2(Ω0)2 be given functions. The variational formulation
of (2.14)-(2.17) is then to find v : (0, T ) → W and q : (0, T ) → L2(Ω0) such that, for a.e.














q divψ dx = 〈F,ψ〉 ,∫
Ω0
divv s dx = 0 ,
v(0) = u0 .
(2.22)









D(v)ijD(ψ)ijdx. The regularity in time




ψ ∈ H1(Ω0)2 : ∇ ·ψ = 0
}
,
with norm ||·||H1(Ω0)2 . The variational problem (2.22) when the test function ψ belongs










D(v) : D(ψ)dx = 〈F,ψ〉W ′,W , (2.23)
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with initial condition v(0) = u0. The following result holds:
Theorem 2.1
Let F ∈ L2(0, T,W ′), u0 ∈ L2(Ω0)2 be given functions. There exists one unique function
v ∈ L2(0, T, V ) ∩ H1(0, T,W ′), which is solution to (2.23). Furthermore, there exists a
constant C depending on T such that v satisfies the following a priori estimate:
||v||2L∞(0,T,L2(Ω0)2)∩L2(0,T,V )∩H1(0,T,W ′) 6 C
[
||u0||2L2(Ω0)2 + ||F||2L2(0,T,W ′)
]
. (2.24)
Proof : This result is known (see [118] for instance when Dirichlet boundary conditions
are taken into account or [35, page 156ff] for instance when Neumann boundary conditions
are considered). However a sketch of the proof is given here for obtaining a priori estimates.
Since V is a separable Hilbert space, an Hilbert basis of V can be considered. The existence
is obtained with a Faedo-Galerkin method (see [118] or [29, Volume 8, page 620ff]). A priori
estimates (2.24) are obtained by using the Korn inequality, see for instance [35], that is






> K(Ω0) ||w||2H1(Ω0)2 . (2.25)
Formally, an energy inequality is obtained by taking ψ = v in (2.23) and by using a Young



















||F||2L2(0,T,W ′) + ||u0||2L2(Ω0)2
)
. (2.26)
The other estimates in L2(0, T, V ) and H1(0, T,W ′) norms are obtained by using (2.25)
the same way as in Prop. 1.1. The uniqueness comes from a variational principle. 
About the Existence of the Pressure. The existence of the pressure q is deduced






= 0, ∀ψ ∈ V .




∀ψ,v ∈W . Let us define the space H1/2(∂Ω0) by
H1/2(∂Ω0) =
{
v ∈ H1(Ω0) : −∆v + v = 0 in Ω0
}
.
Let H−1/2(∂Ω0) denote the dual space of H
1/2(∂Ω0). The space H
1(Ω0)





2 = H10 (Ω0)
2 ⊕H1/2(∂Ω0)2 ,
see [29, Volume 3, page 911ff] for instance. Thus if ψ ∈ H1(Ω0)2 then ψ = ψ1 + ψ2 with
ψ1 ∈ H10 (Ω0)2 and ψ2 ∈ H1/2(∂Ω0)2. The dual space W ′ satisfies
W ′ = H−1(Ω0)
2 ⊕H−1/2(∂Ω0)2 .





−Av−F ∈W ′. This operator can be decomposed into G = G1 + G2
with G1 ∈ H−1(Ω0)2 and G2 ∈ H−1/2(∂Ω0)2. Thus, if G ∈W ′ and ψ ∈W :
〈G,ψ〉W ′,W = 〈G1,ψ1〉H−1,H1
0
+ 〈G2,ψ2〉H−1/2,H1/2 .
Finally notice that if ψ ∈ H10 (Ω0), then ψ2 = 0 and 〈G,ψ〉W ′,W = 〈G1,ψ1〉H−1,H1
0
.
In our case 〈G,ψ〉W ′,W = 0, ∀ψ ∈ V . A fortiori this relation is also satisfied for
ψ ∈ C∞c (Ω0)2 such that ∇ · ψ = 0, where C∞c (Ω0) is the space of functions infinitely
differentiable with compact support in Ω0. Notice that ψ ∈ C∞c (Ω0)2 satisfy ψ |∂Ω0 = 0.
For such test functions, 〈G,ψ〉W ′,W = 〈G1,ψ1〉H−1,H1
0
. Hence, for fixed t ∈ (0, T ), there
exists q(t) in the dual space of C∞c (Ω0) such that the H
−1-part of G is equal to −∇q in
the sense of distributions (see [118, page 14]), i.e. G1 = −∇q in the sense of distributions.
The existence of the pressure is extracted from this relation.
In order to apply fixed point theorems, the solution has to be more regular. The
following notation is introduced (see also [6, 71]):
KrT (Ω) = H
r, r
2 (Ω× (0, T )) = L2(0, T,Hr(Ω)) ∩H r2 (0, T, L2(Ω)) . (2.27)
The same notation is used for vector-valued functions. Useful results about embeddings
are recalled in the next result (see [58, theorem 3.8, page 1.88] for instance).
Result 2.1 (Some embeddings)
Let Ω be a bounded open set of Rd and QT = Ω × (0, T ). Let r, s be two real positive
numbers and
Hr,s(QT ) = L
2(0, T,Hr(Ω)) ∩Hs(0, T, L2(Ω)) .
Then the following properties hold:
(i) If r, s > 0 and 0 6 θ 6 1, then Hr,s(QT ) ↪→ Hθs(0, T,H(1−θ)r(Ω)) with continuous
embedding;






< 2, then Hr,s(QT )
c.
↪→ C0 (QT ) with compact embedding.
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A theorem concerning a generalized Stokes problem is recalled here. Consider the
functions f˜ ∈ KrT (Ω0), u˜0 ∈ Hr+1(Ω0)2, σ˜ ∈ L2(0, T,Hr+1(Ω0)) ∩ H1+
r




T (∂Ω0). The inhomogeneous Stokes problem reads: find v : Ω0× (0, T )→ R2 and





− µ∇ · (∇v + (∇v)T )+∇q = f˜ , in Ω0 × (0, T ) ,
∇ · v = σ˜, in Ω0 × (0, T ) ,
−qN + µ (∇v + (∇v)T )N = g˜, on ∂Ω0 × (0, T ) ,
v(0) = u˜0, in Ω0 .
(2.28)
The given functions are assumed to satisfy the compatibility conditions:
∇ · u˜0 = σ˜(0) in Ω0, µ
(∇u˜0 + (∇u˜0)T )N ·T = g˜(0) ·T on ∂Ω0 , (2.29)
where T is the tangent vector on the boundary. The following theorem is concerned with
existence and regularity results for the generalized Stokes problem (2.28).
Theorem 2.2 (Inhomogeneous Stokes problem)
Set 1 < r < 3/2. Let f˜ ∈ KrT (Ω0), u˜0 ∈ Hr+1(Ω0)2, g˜ ∈ K
r+ 1
2
T (∂Ω0) and σ˜ ∈
L2(0, T,Hr+1(Ω0)) ∩ H1+ r2 (0, T,W ′) be given functions which satisfy compatibility con-
ditions (2.29). Then there exists one unique solution (v, q) to (2.28) and v ∈ K r+2T (Ω0),
∇q ∈ KrT (Ω0) and q|∂Ω0 ∈ K
r+ 1
2
T (∂Ω0). Furthermore, there exists a constant CI such that
















This theorem is a particular case of the theorem 4.1 of Beale [6] and ensures the
existence of a unique solution to (2.28). This result can also be found in Solonnikov [109].
The homogeneous problem (2.14)-(2.17) is a particular case of (2.28). The existence of a
solution to (2.14)-(2.17) can then be obtained by using this result.
The results of this section for the Stokes problem are used in the following sections for
studying the existence of solutions to the problem (2.10)-(2.13). In the following, we will
assume that 1 < r < 3/2 in order to use Thm 2.2.
2.3 Modified Stokes Problem
In this section the problem (2.18)-(2.21) is investigated for given function η. The mapping
η is given in a well-chosen set that is now described. Set 1 < r < 3/2. Consider the
operator I0 : (ξ, t) ∈ Ω0 × (0, T )→ ξ ∈ R2. This operator is constant in time. Define
C(Ω0) = ||I0||H1(0,T,Hr+2(Ω0)2)∩H2+ r2 (0,T,L2(Ω0)2) .
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The constant C(Ω0) depends on the domain Ω0. Let S1 be a constant that is assumed to
satisfy
S1 > 2C(Ω0) . (2.30)
This assumption will be explained in the following (see Sect. 2.5). Note that C(Ω0) is




η : Ω0 × (0, T )→ R2 : η ∈ H1(0, T,Hr+2(Ω0)2) ∩H2+
r






6 S1, η0 = Id, det(∇ηt) = 1,∀t ∈ (0, T ), (2.31)
∂η0
∂t
= u0, ηt invertible and ξt = η
−1
t ∈ C1(Ωt),∀t ∈ (0, T )
}
.




2 (0, T, L2(Ω0)) ↪→ C1
(
Ω0 × (0, T )
)
,
by applying Result 2.1 (i)-(ii). Then notice that η ∈ S(T ) imply η ∈ C 1
(
Ω0 × (0, T )
)
.
If the Jacobian of ηt satisfies det(∇ηt) = 1, ηt is invertible and is a C1-diffeomorphism.
Hence ξt belongs to C
1(Ωt) for a.e. t ∈ (0, T ).
Let us turn to the problem (2.18)-(2.21) with given function η ∈ S(T ). Consider
F ∈ KrT (Ω0) and u0 ∈ Hr+1(Ω0)2 which satisfy compatibility conditions, that is ∇·u0 = 0










∇v +AT∇q = F, in Ω0 × (0, T ) ,
(AT∇) · v = 0, in Ω0 × (0, T ) ,
−qATN + µ (∇vA+ (∇vA)T )ATN = 0, on ∂Ω0 × (0, T ) ,
v(0) = u0, in Ω0 .
This problem is written as a generalized Stokes problem, similar to (2.28):
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− µ∇ · (∇v + (∇v)T ) +∇q = µ(AT∇) · (∇vA+ (∇vA)T )
−∂ξ
∂t
∇v−AT∇q − µ∇ · (∇v + (∇v)T ) +∇q + F, in Ω0 × (0, T ) ,
∇ · v = ∇ · v − (AT∇) · v, in Ω0 × (0, T ) ,
−qN + µ(∇v + (∇v)T )N = qATN− µ (∇vA+ (∇vA)T )AT N
−qN + µ(∇v + (∇v)T )N, on ∂Ω0 × (0, T ),
v(0) = u0, in Ω0 .
In order to determine a solution to this problem, a fixed point theorem is used. Let
W T be the function space defined by
W T =
{





















is the constant appearing in Thm 2.2. The following subset of W T is defined:
W TL =
{




The norm ||v||Kr+2T (Ω0) + ||∇q||KrT (Ω0) + ||q||Kr+12T (∂Ω0)




(f˜ , σ˜, g˜, u˜0) : f˜ ∈ KrT (Ω0), σ˜ ∈ L2(0, T,Hr+1(Ω0)2) ∩H1+
r
2 (0, T,W ′), (2.34)
g˜ ∈ Kr+1/2(∂Ω0) and u˜0 ∈ Hr+1(Ω0)2 such that (2.29) are satisfied
}
.




(v, q) → (f , σ,g,u0) ,
defined by




σ = ∇ · v −AT∇ · v ,
g = qATN− µ (∇vA+ (∇vA)T )AT N− qN + µ(∇v + (∇v)T )N ,
u0 = u0 .
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Lemma 2.1
Let 1 < r < 3/2 and η ∈ S(T ) given by (2.31). Let W TL and XT be defined respectively by
(2.33) and (2.34). Assume that F ∈ K rT (Ω0) and u0 ∈ Hr+1(Ω0)2. Then τ1 is a continuous
operator from W TL onto XT .
Proof : The continuity of τ1 comes from the definition. The compatibility condi-
tions (2.29) are also guaranteed. The regularity of (f , σ,g,u0) is checked formally in the
following.
The coefficients of A−1 = ∇ηt belong to H1(0, T,Hr+1(Ω0)) ∩ H r2+2(0, T,W ′) (since
η ∈ S(T )). The Jacobian of the transformation ηt is uniformly equal to one by definition
of S(T ). Then the coefficients of A(ηt(ξ)) = [∇ηt(ξ)]−1 have the same regularity.
Consider the function f . We have to check that f ∈ K rT (Ω0). By assumption F, ∇q and
µ∇· (∇v+(∇v)T ) belong to KrT (Ω0). The term AT∇q belongs to L2(0, T,Hr(Ω0)) (since
∇q ∈ L2(0, T,Hr(Ω0)) and A ∈ H1(0, T,Hr+1(Ω0))) and AT∇q ∈ Hr/2(0, T, L2(Ω0))
(since ∇q ∈ Hr/2(0, T, L2(Ω0)) and A ∈ H3/2(0, T,Hr(Ω0))). Hence AT∇q ∈ KrT (Ω0).
Let us turn to the second term of f . The term ∇vA ∈ L2(0, T,Hr+1(Ω0)) (since
∇v ∈ L2(0, T,Hr+1(Ω0)) and A ∈ H1(0, T,Hr+1(Ω0))) and ∇vA ∈ Hr/2(0, T,H1(Ω0))
(since ∇v ∈ Hr/2(0, T,H1(Ω0)) and A ∈ H1(0, T,Hr+1(Ω0))). Hence the arguments used
for the term AT∇q lead to
µ(AT∇) · (∇vA+ (∇vA)T ) ∈ KrT (Ω0) .
Concerning the advection term
∂ξ
∂t
∇v, note that the relation ξt ◦ ηt = Id implies
∂
∂t






The regularity of this term is thus treated with the same arguments: the term A∇v
belongs to L2(0, T,Hr+1(Ω0)) ∩ Hr/2(0, T,H1(Ω0)); then A∇v ∂η∂t ∈ KrT (Ω0) (since ∂η∂t ∈
H1(0, T,Hr(Ω0)) ∩H r+22 (0, T, L2(Ω0))).
The regularity of σ and g is also obtained with similar arguments. 
Let τ2 be the application defined by:
τ2 : XT → W T
(f , σ,g,u0) → (v˜, q˜) , (2.35)
where (v˜, q˜) is the unique solution to the inhomogeneous Stokes problem (2.28) with right-
hand sides given by (f , σ,g,u0). This application is linear and bounded and therefore
continuous.
The composed continuous application τ = τ2 ◦ τ1 is considered now. It is an operator
depending on the final time T and therefore τ is denoted in the following by τT . Let Ta be
any time in (0, T ). The operator τTa can be defined for each time Ta, τTa : W
Ta
L → W Ta.
In the following lemma, we prove that there exists a particular time denoted by T˜ such
that, if (v, q) ∈W T˜L , (v˜, q˜) = τT˜ ((v, q)) belongs to W T˜L , ∀(v, q) ∈W T˜L .
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Lemma 2.2
Let Ta be any time in (0, T ] and τTa : W
Ta
L → W Ta be the operator defined by τ2 ◦ τ1.
Then there exists a time T˜ ∈ (0, T ] such that the range of τT˜ : W T˜L → W T˜ is included in





Proof : Let (v, q) be an element of W TaL and (v˜, q˜) its image in W
Ta under application
τTa. First we prove that ||(v˜, q˜)||W Ta 6 L2 + f(Ta) ||(v, q)||W Ta where f is a function that
tends to zero when Ta tends to zero. For all Ta ∈ (0, T ], Thm 2.2 permits to write:
||v˜||Kr+2Ta (Ω0) + ||∇q˜||KrTa(Ω0) + ||q˜||Kr+12Ta (∂Ω0)
6 CI
[














































































by using the definition of L. According to [6, Theorem 1], the development of the terms
in (2.36) involving the difference between I and A leads to the existence of two strictly
positive constants D and δ independent of η and Ta such that (2.36) gives:












































































where the integrand belongs to KrTa(Ω0). The Jensen inequality in a domain with finite
































This relationship permits to conclude that there exists a time T˜ ∈ (0, T ) such that the




Furthermore the time T˜ is given by D(T˜ )δ + E(T˜ )β =
1
2
and is independent of η.
Moreover let (v1, q1) and (v2, q2) be two elements of W
T˜
L and (v˜1, q˜1) and (v˜2, q˜2) their
images under τT˜ . The operator τT˜ being affine, the following relation holds:
||(v˜1 − v˜2, q˜1 − q˜2)||W T˜ 6
(
D(T˜ )δ +E(T˜ )β
)




||(v1 − v2, q1 − q2)||W T˜ .





The conclusion of this section is the following. Let T > 0, 1 < r < 3/2 and η ∈ S(T ).





. Then, for all times Ta ∈ (0, T ), the image of W TaL under
τTa is included in W
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is a continuous contraction. The time T˜ does not depend on the given mapping η.
Hence application τT˜ admits one unique fixed point (v, q) in W
T˜
L . This fixed point




















Remark 2.3 The same result can be obtained for the inhomogeneous problem, that is
(2.18)-(2.21) with inhomogeneous right-hand sides (f˜ , σ˜, g˜, u˜0) defined as in (2.28). In








The conclusion is the same, i.e. there exists a time T˜ ∈ (0, T ] such that τT˜ : W T˜L → W T˜L
is a continuous contraction. The unique fixed point of τT˜ satisfies an inequality like (2.38)
involving the value of L given by (2.39).
Let us now treat the nonlinear term appearing in (2.10)-(2.13) in the next section.
2.4 Given Boundary Problem
In this section, the problem (2.10)-(2.13) is studied. First the problem is rescaled. Let λ
be a real positive number. Define the functions w and p by v = λw and q = λp. The






− µ(AT∇) · (∇wA+ (∇wA)T )+ ∂ξ
∂t
∇w
+λ(w · AT∇)w +AT∇p = F
λ
, in Ω0 × (0, T˜ ) ,
(AT∇) ·w = 0, in Ω0 × (0, T˜ ) ,




, in Ω0 ,
(2.40)
The existence and uniqueness of a solution to this problem are the subject of the
following theorem.
Theorem 2.3
Set 1 < r < 3/2. Assume that F ∈ Kr
T˜
(Ω0) and u0 ∈ Hr+1(Ω0)2 ∩ V which satisfies the
compatibility condition µ
(∇u0 + (∇u0)T )N ·T = 0 on ∂Ω0, where T is a tangent vector
on the boundary. Assume that
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where CI is the constant defined in Thm 2.2 and S1 is the constant defined in (2.30)-(2.31).
Then there exists λ0 > 0 such that (2.40) admits one unique solution (w, p) ∈ W T˜L for
λ = λ0.
Proof : Recall that the set W T˜L is defined by:
W T˜L =
{






































is also noted ||(v, q)||W T˜ . The fol-
lowing application is considered:














−λ(w ·AT∇)w and initial velocity u0
λ
. We want to prove that operator
χ is a continuous contraction from W T˜L into W
T˜
L .















































The extremities of this interval are real numbers thanks to assumption (2.41). Furthermore
this interval is strictly contained in R+.
The operator χ is now proved to be a contraction. Consider (w1, p1) and (w2, p2) two
elements of W T˜L and (w˜i, p˜i) = χ ((wi, pi)), i = 1, 2. The difference is denoted again by
(w˜1, p˜1)− (w˜2, p˜2) = (w, p) and satisfies:
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− µ(AT∇) · (∇wA+ (∇wA)T )+AT∇p+ ∂ξ
∂t
∇w
= −λ [(w1 ·AT∇)w1 − (w2 ·AT∇)w2] , in Ω0 × (0, T˜ ) ,
(AT∇) ·w = 0, in Ω0 × (0, T˜ ) ,
−pATN + µ (∇wA+ (∇wA)T )AT N = 0, on ∂Ω0 × (0, T˜ ) ,
w(0) = 0, in Ω0 ,
This problem is similar to (2.18)-(2.21) when F and u0 are replaced respectively by
−λ [(w1 ·AT∇)w1 − (w2 · AT∇)w2] and 0. By using the results obtained in Sect. 2.3,
this problem admits a solution and this solution satisfies (2.38), that is
||(w˜1, p˜1)− (w˜2, p˜2)||W T˜L 6 2CIλ
∣∣∣∣(w1 · AT∇)w1 − (w2 · AT∇)w2∣∣∣∣Kr
T˜
(Ω0)
6 4CIS1λL ||(w1, p1)− (w2, p2)||W T˜ .








(which is possible under assumption (2.41)). 
Hence, there exists one unique solution (w, p) ∈ W T˜L to (2.40). Relationship (2.41)
implies a restriction on the initial velocity u0 and on the final time T˜ . This restriction is
independent of η and the final time is still denoted by T˜ . The unique solution to (2.10)-
(2.13) can be deduced directly from (w, p) with λ = λ0 (i.e. v = λ0w and q = λ0p). This
solution (v, q) ∈W T˜λ0L is thus defined on a time interval (0, T˜ ) independent of η.
Let us now deal with the free boundary problem in the last section.
2.5 Free Surface Problem
In previous sections we proved that, for each function η which belongs to the set S(T ),
there exists a time T˜ ∈ (0, T ) independent of η and one unique solution to the problem
(2.10)-(2.13) in (0, T˜ ) with given η. Recall that the set S(T ) defined by (2.31) is:
S(T ) =
{
η : Ω0 × (0, T )→ R2 : η ∈ H1(0, T,Hr+2(Ω0)2) ∩H2+
r






6 S1, η0 = Id, det(∇ηt) = 1,∀t ∈ (0, T ),
∂η0
∂t
= u0, ηt invertible and ξt = η
−1
t ∈ C1(Ωt),∀t ∈ (0, T )
}
.
Let the following application be defined:
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γ1 : S(T˜ ) → W T˜λ0L
η → (v, q) ,
where the image of η is the solution (v, q) to the problem (2.10)-(2.13) for given function
η. Since there exists one unique solution (v, q) in W T˜λ0L, γ1 is well-defined. Continuity of
γ1 is the object of next lemma.
Lemma 2.3
With the notations introduced before, the application γ1 : S(T˜ )→W T˜λ0L is continuous.









+(vi · ATi ∇)vi +ATi ∇qi = F, in Ω0 × (0, T˜ ) ,
ATi ∇ · vi = 0, in Ω0 × (0, T˜ ) ,
−qiATi N + µ(∇viAi + (∇viAi)T )ATi N = 0, on ∂Ω0 × (0, T˜ ),
vi(0) = u0, in Ω0 ,
associated with ηi, for i = 1, 2. The solution (vi, qi) is defined on (0, T˜ ), i = 1, 2. A
rescaling procedure is used here again. Let wi and pi be defined by vi = λwi and qi = λpi,









+λ(wi · ATi ∇)wi +ATi ∇pi =
F
λ
, in Ω0 × (0, T˜ ) ,
ATi ∇ ·wi = 0, in Ω0 × (0, T˜ ) ,




, in Ω0 .
By taking the difference between the two problems, the difference (w1, p1) − (w2, p2)









= Fˆ− λ [(v1 · AT1∇)v1 − (v2 ·AT2∇)v2] , in Ω0 × (0, T˜ ) ,
(AT1∇) ·w = σˆ, in Ω0 × (0, T˜ ) ,
−pAT1 N + µ(∇wAT1 + (∇w)TAT1 )AT1 N = gˆ, on ∂Ω0 × (0, T˜ ),
w(0) = 0, in Ω0 ,
(2.43)
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where
Fˆ = µAT1∇ · (∇w2A1 + (∇w2A1)T )− µAT2∇ · (∇w2A2 + (∇w2A2)T )








σˆ = −(AT1 −AT2 )∇ ·w2 ,
gˆ = p2(A
T
1 −AT2 )N− µ(∇w2A1 + (∇w2A1)T )AT1 N
+µ(∇w2A2 + (∇v2A2)T )AT2 N .
Compatibility conditions (2.29) are satisfied for problem (2.43). The remark 2.3 made







+ ||σˆ||L2(Hr+1)∩H1+r/2(W ′) + ||gˆ||Kr+1/2
T˜
+λ











∣∣∣∣(v1 ·AT1∇)v1 − (v2 · AT2∇)v2∣∣∣∣Kr
T˜
. (2.44)
The last term of the right-hand side of (2.44) can be bounded by:
2CIλ
∣∣∣∣(v1 · AT1∇)v1 − (v2 ·AT2∇)v2∣∣∣∣Kr
T˜
6 2CIλ
∣∣∣∣(v1 · (AT1 −AT2 )∇)v1∣∣∣∣Kr
T˜
+λ4LS1CI ||(w, p)||W T˜ .
For λ = λ1 sufficiently small (λ1 <
1
8S1CIL
) the term λ4LCIS1 ||(w, p)||W T˜ is smaller







+ ||σˆ||L2(Hr+1)∩H1+r/2(W ′) + ||gˆ||Kr+1/2
T˜
+λ1




The term on the right-hand side is small when the difference between η1 and η2 is small.
That is for each η1 ∈ S(T˜ ) and for all ε > 0, there exists δ > 0 such that ||(w, p)||W T˜ < ε
as soon as ||η1 − η2||S(T˜ ) < δ. Moreover the application that maps (vi, qi) with (wi, pi) is
clearly continuous and conclusion follows. 




→ H1(0, T˜ ,Hr+2(Ω0)2) ∩H r2+2(0, T˜ , L2(Ω0)2)
(v, q) → η˜ ,
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where the function η˜ is expressed for ξ ∈ Ω0 and t ∈ (0, T˜ ) by:
η˜(ξ, t) = ξ +
∫ t
0
v(ξ, s)ds . (2.45)
The application γ2 depends on the final time T˜ and therefore is denoted by γ2T˜ . The
application γ2Ta is well-defined for all times Ta in the interval (0, T˜ ] since v ∈ Kr+2T˜ (Ω0).
Recall that I0 : (ξ, t) ∈ Ω0×(0, T )→ ξ ∈ Ω0 is an operator with norm ||I0||S(T˜ ) denoted
by C(Ω0). In the following lemma, we prove that there exists a time Tˆ ∈ (0, T˜ ], such that








> 2λ0CI ||u0||Hr+1 +C(Ω0). There exists a time Tˆ ∈ (0, T˜ ] such that the
range of γ2Tˆ is included in S(Tˆ ) and the operator γ2Tˆ : W
Tˆ
λ0L
→ S(Tˆ ) is continuous.
Proof : Recall that η˜ ∈ H1(0, T˜ ,Hr+2(Ω0)2)∩H r2+2(0, T˜ , L2(Ω0)2) since v ∈ Kr+2T˜ (Ω0).
Then:
||η˜||




































































Notice that the norm is a convex function and that the domain Ω0× (0, T˜ ) is bounded.











||v(s)||Hk ds, ∀k > 0 .
Hence
||η˜||





By using Thm 2.3, the velocity v satisfies ||v||Kr+2
T˜
6 λ0L. The definition of L and the
assumption for S1 imply
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||η˜||













Thus there exists a time Tˆ ∈ (0, T˜ ] such that ||η˜||
S(Tˆ ) 6 S1.
According to the local inversion theorem (see for instance [19, 22]), the function η˜t is
invertible if, ∀ξ¯ ∈ Ω0, ∇η˜(ξ¯, t) is invertible for t ∈ (0, Tˆ ) (at least from a neighbourhood
of ξ¯ onto a neighbourhood of η˜(ξ¯, t)). But
det∇η˜t = 1, ∀t ∈ (0, Tˆ ) ,
since the flow (solution to (2.1)-(2.6)) is incompressible (see [95, 108] for instance). Then
∇η˜(ξ¯, t) is invertible ∀t ∈ (0, Tˆ ) and η˜t is a (local) C1-diffeomorphism. Thus the inverse
ξ˜t = η˜
−1
t exists and belongs to C




= u0 are satisfied.
Finally, notice that γ2Tˆ is linear and bounded. Therefore it is clearly continuous. 
At this point, the application γTˆ = γ2Tˆ ◦ γ1 from S(Tˆ ) to S(Tˆ ) is considered. For each
function η ∈ S(Tˆ ), the image η˜ = γTˆ η belongs to S(Tˆ ). This application is continuous.
We still have to prove that the application γTˆ is a contraction from S(Tˆ ) into S(Tˆ ). A
sketch of the proof is described hereafter. Let η1, η2 ∈ S(Tˆ ) and let η˜1, η˜2 ∈ S(Tˆ ) be given
by η˜i = γTˆ ηi, i = 1, 2. Starting like in lemma 2.4, we can write:




Tˆ ||v1 − v2||L2(Hr+2)
6 (1 + 2
√
Tˆ ) ||v1 − v2||Kr+2
Tˆ
.
By using lemmas 2.2 and 2.3, it is possible to show that there exists δ < 1 such that
the norm ||v1 − v2||Kr+2
Tˆ
is smaller than δ ||η1 − η2||S(Tˆ ) if Tˆ is sufficiently small. Hence
γTˆ : S(Tˆ )→ S(Tˆ ) is a contraction for Tˆ sufficiently small.
The application γTˆ is a continuous contraction. Then it admits one unique fixed point
in S(Tˆ ) via the contraction fixed point theorem (see [42]). This fixed point η associated to
the solution (v, q) to the given domain problem (2.10)-(2.13) corresponding to the mapping
η, is a local in time solution to the free surface problem (2.1)-(2.6).
The theoretical part of this work ends with this chapter. Numerical investigations for
this two-dimensional problem are still missing, in particular a theoretical justification of
the algorithm used in [73]. In the next chapters, numerical methods in relation with free
surface flows are investigated.
68
Chapter 3
Numerical Simulation of Free
Surface Flows with Bubbles of Gas
This chapter is mainly extracted from [16, 17] and is dedicated to the simulation of free
surface flows. The interaction between an incompressible liquid and a compressible gas is
considered, specially in the frame of mould filling. In this framework, not only the free
surface flow is simulated, but also the behaviour of the surrounding gas and, particularly,
the influence of the compressibility effect of the bubbles of trapped gas on the liquid
evolution.
In [74, 75], the simulation of free surface flows without taking into account the sur-
rounding gas has been presented. Some features are recalled in this chapter. The complete
mathematical model in the liquid and gas domains is described in Sect. 3.1. Then the time
splitting scheme introduced in [74, 75] is completed in order to take into account the sur-
rounding gas, see Sect. 3.2. Spatial discretization is explained in Sect. 3.3. Numerical
results are given in Sect. 3.4.
3.1 Mathematical Model
Let Λ be a cavity of Rd, d = 2, 3, in which the liquid and gas must be confined and let T > 0
be the final time of simulation. For any given time t, let Ωt be the domain occupied by the
liquid with boundary ∂Ωt and let Γt be the free surface defined by ∂Ωt\∂Λ. The notations
are reported in Fig. 3.1 in the frame of a two-dimensional situation, namely the filling
of an S-shaped channel. This situation (see also Sect. 3.4 for a description) corresponds
to water entering a thin S-shaped channel lying between two horizontal planes. Gravity
effects are neglected. A valve is located at the end of the channel to let the gas escape.
3.1.1 Volume-of-Fluid method
Let QT be the space-time domain containing the liquid and ΣT the space-time free surface
between liquid and gas. Let ϕ : Λ× (0, T )→ R be the characteristic function of the liquid
domain QT . The function ϕ equals one if liquid is present, zero if it is not. Thus ϕ(x, t)
represents the volume fraction of liquid at point x and time t. In order to describe the
kinematics of the free surface ΣT , ϕ must satisfy (in a weak sense):














Figure 3.1: Computational domain for the filling of an S-shaped channel. At initial time, the cavity Λ is empty.
Then water enters from the bottom of the channel and fills the entire cavity.
∂ϕ
∂t
+ v · ∇ϕ = 0 in QT , (3.1)
where v is the liquid velocity in QT . Therefore the function ϕ is constant along the
trajectories of the liquid particles, i.e. ϕ(X(t), t) = ϕ(X(0), 0), whereX(t) is the trajectory
of a liquid particle, thus X ′(t) = v(X(t), t).
3.1.2 Governing Equations in the Liquid
The liquid flow is assumed to be Newtonian, viscous and incompressible. The unknowns
in the liquid domain are the velocity field v : QT → R2 and the pressure field p : QT → R.
They are assumed to satisfy the time-dependent, incompressible Navier-Stokes equations




+ ρ(v · ∇)v − 2div (µD(v)) +∇p = f in QT , (3.2)






(∇v +∇vT ) is the rate of deformation tensor, ρ the density of the liquid
and µ the viscosity of the liquid.
Turbulence Effects. The turbulence effects are taken into account by using a simple
algebraic model. The viscosity µ is assumed to depend on the velocity gradient, see [112]
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or for instance [30] for a complete review. It is then defined by µ = µL + µT , where µL
is the laminar constant viscosity and µT = µT (v) is the additional turbulent viscosity,
defined by µT (v) = βT ρ
√
2D(v) : D(v), where βT is a parameter to be chosen.
Initial and Boundary Conditions. The initial conditions are the following. At initial
time, the volume fraction of liquid ϕ is given and defines the liquid region at time t = 0:
Ω0 = {x ∈ Λ : ϕ(x, 0) = 1} .
The initial velocity field v is then prescribed in Ω0. Let us now turn to the boundary
conditions for the velocity field. On the boundary of the liquid region being in contact
with the walls (that is to say the boundary of Λ, see Fig. 3.1), slip, Dirichlet or Signorini
boundary conditions can be enforced. Details are given in [74, 75]. On the free surface Γt,
the only forces are the normal forces due to the pressure of the surrounding gas. Capillary
forces or surface tension effects are neglected in this chapter (surface tension is introduced
in Chap. 4), so that the boundary condition then is,
−pn + 2µD(v)n = −Pn on Γt, t ∈ (0, T ) , (3.4)
where n is the unit normal vector of the liquid-gas free surface Γt at time t ∈ (0, T ) oriented
toward the gas. Here P denotes the pressure in the gas.
For example, consider the situation of Fig. 3.2, namely the filling of a two-dimensional










Figure 3.2: Filling of an S-shaped cavity. The gas in the upper part of the cavity is free to escape through the
valve. The gas trapped by the liquid is compressed. Both bubbles of gas may exert a force on the
liquid.
When the cavity is filled with liquid, the gas between the valve and the liquid can
escape, thus the pressure in the gas remains the atmospheric pressure (P = Patmo) on the
upper part of the liquid-gas interface. However, a fraction of gas is trapped by the liquid
and cannot escape. Each bubble of gas corresponds to a connected component of the gas
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domain. A resulting force acts on the liquid-gas interface which prevents the bubbles from
vanishing during experiment.
3.1.3 Governing Equations in the Gas
Consider again the case of Fig. 3.2. Some gas is trapped by the liquid and is compressed.
In our model, the velocity in the gas is disregarded since modelling the gas velocity would
require solving the Euler compressible equations in the gas domain and the computational
cost of this procedure would be high. Furthermore, our interest is the influence of the
gas on the liquid domain, but not the gas itself. The only unknown in the gas is then its
pressure.
At time t, the bubbles of gas correspond to the connected components of the gas
domain. Let k(t) be the number of bubbles of gas at time t and let Bi(t) denote the
bubble number i. The pressure P in the gas is assumed to be constant inside each bubble
of gas, but varying in time. Let Pi(t) be the pressure in Bi(t). The pressure in the gas
P : Λ\Ωt → R is then defined by:
P (x, t) = Pi(t), if x ∈ Bi(t), t ∈ (0, T ) .
Moreover, the gas is assumed to be an ideal gas. Let Vi(t) and ni(t) be the volume and
the fraction number of molecules in Bi(t), at time t. At initial time, all the gas bubbles
have atmospheric pressure Patmo. At time t, the pressure in each bubble is computed using
the ideal gas law:
Pi(t)Vi(t) = ni(t)Rθ i = 1, . . . , k(t) , (3.5)
where R is the constant of ideal gases and θ the absolute temperature, assumed to be
constant.
Remark 3.1 The gas is assumed to be an ideal gas. Once it is assumed that the pressure
is constant in each bubble, it is not physically realistic to introduce a more complicated
model (adiabatic gas for instance), since the temperature is assumed to be constant.
The case of a single bubble is first discussed. The situation of Fig. 3.3 is considered.
Assume that the pressure P (t) in the bubble at time t and the volumes V (t) and V (t+ τ)
are known. The fraction number of molecules inside the bubble is conserved, so that the
gas pressure at time t+ τ is computed from the relation
P (t+ τ)V (t+ τ) = P (t)V (t) .
The case when bubbles of gas are created is now discussed. The situations of Fig. 3.4
and 3.5 are considered. In Fig. 3.4, the broken dam problem in a confined domain is
described. A water column is kept in the left side of a cavity by a fictitious dam. The dam
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Figure 3.3: One single bubble is floating in the liquid. The product PV remains constant gas between time t and






















P1(t+ τ) = Patmo
V1(t+ τ)
Figure 3.4: Broken dam in a confined domain. At time t, gas is trapped by the liquid and the pressure equals
atmospheric pressure P1(t) = Patmo, P2(t) = Patmo. At time t + τ , the pressure in bubble 2 is
computed from the relation P2(t + τ)V2(t + τ) = P2(t)V2(t) = PatmoV2(t).
is removed at time t = 0. At time t, the bubble number 2 is created and the gas pressure
at time t+ τ is computed from the relation:
P2(t+ τ)V2(t+ τ) = P2(t)V2(t) = PatmoV2(t) .
The situation of Fig. 3.5 corresponds to the merging of two bubbles. The pressure at
time t+ τ is computed by taking into account the conservation of the number of molecules
in the bubbles which yields n1(t+ τ) = n1(t) + n2(t). Thus (3.5) leads to
P1(t+ τ)V1(t+ τ) = P1(t)V1(t) + P2(t)V2(t) .
The mathematical description of our model is now completed. The model unknowns
are ϕ in the whole cavity and v and p in the liquid domain. Additional unknowns are the
position and number of connected components of gas in the cavity and the pressure Pi in
each bubble of gas i. They satisfy equations (3.1), (3.2), (3.3) and (3.5) with the boundary
condition (3.4) on the interface between the liquid and the gas.
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Figure 3.5: Merging of two bubbles between time t and time t + τ . The pressure in bubble 1 at time t + τ is
computed from the relation P1(t + τ)V1(t + τ) = P1(t)V1(t) + P2(t)V2(t).
3.2 Time Discretization
A splitting algorithm is used to solve the problem (3.1)-(3.5) by decoupling all the physical
phenomena.
Let 0 = t0 < t1 < t2 < . . . < tN = T be a subdivision of the time interval [0, T ], define
τn = tn+1 − tn the n-th time step, n = 1, 2, . . . , N , τ the largest time step.
Let ϕn, vn, Ωn, kn, Bni , P
n
i , i = 1, 2, . . . , k
n be approximations of ϕ, v, Ω, k and
Bi, Pi, i = 1, 2, . . . , k(t) respectively at time t
n. Then the approximations ϕn+1, vn+1,
Ωn+1, kn+1 and Bn+1i , P
n+1
i , i = 1, 2, . . . , k
n+1 at time tn+1 are computed by means of a
splitting algorithm, as illustrated in Fig. 3.6.
First, two advection problems are solved, leading to a prediction of the new velocity
vn+1/2 together with the new volume fraction of liquid ϕn+1 which allows to determine the
new liquid domain Ωn+1 and gas domain Λ\Ωn+1. Then the bubbles of gas (the connected
components of Λ\Ωn+1) Bn+1i and kn+1 are computed with a procedure we explain in the
following and the pressure P n+1i inside each bubble is computed. Finally, a generalized
Stokes problem is solved on Ωn+1 and the velocity vn+1 and pressure pn+1 in the liquid
are obtained.
3.2.1 Advection Step
Solve between the times tn and tn+1 the two advection problems:
∂w
∂t
+ (w · ∇)w = 0 , (3.6)
∂ψ
∂t
+ w · ∇ψ = 0 , (3.7)
with initial conditions w(tn) = vn and ψ(tn) = ϕn. This step is solved exactly by the
method of characteristics [90, 91, 96, 127] and yields a prediction of the velocity vn+1/2
and the new value of volume fraction of liquid ϕn+1. The solutions vn+1/2 and ϕn+1 are
given explicitly by:
vn+1/2(x+ τnvn(x)) = vn(x), x ∈ Ωn ,
ϕn+1(x+ τnvn(x)) = ϕn(x), x ∈ Ωn .
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Figure 3.6: The splitting algorithm (from left to right and top to bottom). Two advection problems are solved
to determine the new volume fraction of liquid ϕn+1, the new liquid domain Ωn+1 and the predicted
velocity vn+1/2. Then a constant pressure P n+1i is computed in each connected component of gas.
Finally, a generalized Stokes problem is solved to obtain the velocity vn+1 and the pressure pn+1 in
the new liquid domain Ωn+1 by using the boundary condition (3.4) on the surface of bubbles.
The liquid domain Ωn+1 is defined by Ωn+1 =
{
x ∈ Λ : ϕn+1(x) = 1}, the gas domain is
given by Λ\Ωn+1 and the free surface is Γn+1 = ∂Ωn+1\∂Λ.
3.2.2 Numbering of the Bubbles of Gas
Given the new liquid domain, the first task consists in finding the gas bubbles Bn+1i ,
i = 1, . . . , kn+1. Then the pressure inside each bubble has to be computed.
The principle for detecting a connected component of the gas domain is the following.
The problem −∆u = δP is solved at time t in Λ\Ωt, with u = 0 on Ωt and u continuous,
and P is a point outside the liquid domain Ωt. Then the solution u will be strictly positive
in all the connected component containing P and is vanishing outside.
This procedure permits to obtain each connected component of gas from the original
numbering algorithm described hereafter. Let k(t) be the number of connected components
of the gas domain at time t and Bi(t) the i-th connected component (i.e. bubble number i).
Let ξ be the bubble numbering function defined on Λ×(0, T ), which is negative in the liquid




kn+1, the approximations of Bi(t
n+1), ξ(tn+1) and k(tn+1), as follows.
At each time step, the algorithm is initialized by setting the function ξn+1 to 0 on
the whole gas region Λ\Ωn+1 and to −1 in Ωn+1 and kn+1 to 0. The goal is to assign to
each point x in the gas an integer value ξn+1(x) 6= 0, the so-called bubble number. The
algorithm is illustrated in Fig. 3.7 and is the following.
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First the domain Θn+1 is initialized: Θn+1 =
{
x ∈ Λ : ξn+1(x) = 0}. Then:
While Θn+1 6= ∅, do:
1. Choose a point P in Θn+1;
2. Solve the following problem: find u : Θn+1 → R such that:

−∆u = δP , in Θn+1 ,
u = 0, on Λ\Θn+1 ,
[u] = 0, on ∂Θn+1 ,
(3.8)
where δP is the Dirac delta function at point P ;
3. Increase the number of bubbles kn+1 at time tn+1, kn+1 = kn+1 + 1;




x ∈ Θn+1 : u(x) 6= 0};
5. Update the bubble numbering function ξn+1(x) = kn+1, ∀x ∈ Bn+1
kn+1
;
6. Update Θn+1 for the next iteration
Θn+1 =
{








       
       
       
       
       




     
     







       
       
       
       
       




     
     

































































     
     
     
















ξn+1 = 2ξn+1 = 3
Figure 3.7: Numbering algorithm of the gas bubbles. Initially the function ξn+1 equals zero everywhere in the
gas domain. The domain Θn+1 corresponds to the set of points in the gas region that have no bubble
number (ξn+1(x) = 0, shaded region). At each iteration of the algorithm a point P is chosen in Θn+1.
Problem (3.8) is solved and a new bubble is numbered. Then the domain Θn+1 is updated and another
point P ∈ Θn+1 is chosen. The algorithm stops when Θn+1 = ∅.
The cost of this original numbering algorithm is bounded by the cost of solving kn+1
times a Poisson problem in the gas domain. In the numerical experiments detailed hereafter
the corresponding CPU time was always less than 10 percent of the total CPU time.
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3.2.3 Computation of the Pressure in the Gas
Once the connected components of gas are numbered, an approximation P n+1i of the
pressure in bubble i at time tn+1 is computed following the description of Section 3.1.3.
The pressure is constant inside each bubble of gas and is computed with the ideal gas
law (3.5), except for bubbles in contact with a valve which have atmospheric pressure, see
Fig. 3.2.
In the case of Fig. 3.3, the discretization of the ideal gas law gives:
P n+1V n+1 = P nV n ,
which expresses the conservation of the fraction number of molecules inside the bubble.












which expresses the conservation of the fraction number of molecules between tn and tn+1.
These are the two simplest situations and more complex pictures can be seen in the frame
of free surface flows in complex geometries, for example in mould filling, since bubbles may
merge and divide at the same time and the topology of the gas domain may change.





i = 0, . . . , kn be the connected components of gas and their related pressure and volume




i i = 0, . . . , k
n+1 the same variables at time tn+1.
The bubble Bni may split in different parts between time t
n and time tn+1. Each of
these parts contributes to a bubble Bn+1j at time t
n+1. This volume fraction of bubble Bni
which contributes to bubble Bn+1j is denoted by V
n+1/2
i,j . The computation of the pressure
is then decomposed in two steps, as illustrated in Fig. 3.8.
First the volume fraction contributions V
n+1/2
i,j are computed. The volume V
n+1/2
i,j is
constituted by the particles of gas that are in Bni at time t




i,j is the volume of the set{
x ∈ Bn+1i : x+ τnvn(x) ∈ Bn+1j
}
.
Once the volume fraction contributions V
n+1/2
i,j are computed, the pressure in the bubble











The diffusion step consists in solving a generalized Stokes problem on the new domain
defined by the computed characteristic function ϕn+1. The velocity obtained in the advec-
tion step is used as initial velocity for the diffusion part. So the following implicit scheme
is used:
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Figure 3.8: At each time step, the merging/division of bubbles is split in two parts. First V
n+1/2
i,j the volume
fraction of bubble Bni that contributes to bubble B
n+1
j is computed. Secondly, the pressure P
n+1
i is
computed from conservation of the fraction number of molecules.
ρ
vn+1 − vn+ 12
τn
− 2div (µD(vn+1))+∇pn+1 = fn+1 in Ωn+1, (3.10)
div vn+1 = 0 in Ωn+1, (3.11)


The boundary condition on the free surface Γn+1 depend on the gas pressure and is
given by:
−pn+1n + 2µD(vn+1)n = −P n+1i n, on Γn+1 ∩ ∂Bn+1i , i = 1, . . . , kn+1 .
Here Γn+1 ∩ ∂Bn+1i denotes the boundary of the liquid domain which is in contact with
bubble number i.
3.3 Space Discretization
Gas treatment and advection and diffusion phenomena are now decoupled. Concerning
the liquid flow, advection and diffusion phenomena are decoupled and their numerical
treatment is directly extracted from [73] but recalled hereafter for the convenience of the
reader. Details are given in [73, 74, 75]. Concerning the gas treatment, space discretization
of the bubbles numbering algorithm and computation of the pressure in each bubble are
outlined in the sequel.
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Equations (3.6) (3.7) are solved using the method of characteristics on a structured
mesh of small cells in order to reduce numerical diffusion and have an accurate approxi-
mation of the liquid region, see [74]. Finite element techniques are then used for solving
(3.8) on an unstructured mesh, see Fig. 3.9. Hence the numbering of the bubbles and
the computation of pressure inside the bubbles are carried out on the unstructured mesh.
Furthermore, finite element techniques are also well suited for solving (3.10)-(3.11).
Figure 3.9: Two-dimensional representation of the two-grid method. A grid of small cells is used for advection
step (left), while an unstructured finite element mesh is used for bubbles computations and diffusion
step (right).
Advection Step. Assume that the grid in three space dimensions is made out of cubic
cells of size h, each cell being labelled by indices (ijk) (in two space dimensions, the cells
are labelled by (ij)). Let ϕnijk and v
n
ijk be the approximate value of ϕ and v at the centre of




nvnijk and then projecting the values on the structured grid. An example
of cell advection and projection is presented in Fig. 3.10 in two space dimensions.
This method can be interpreted as a forward characteristics method with projection
and therefore is unconditionally stable (no Courant-Friedrichs-Lewy (CFL) condition) and
convergent (Characteristics-Galerkin method, see [90, 91, 96]). Since the volume fraction
of liquid ϕ is a step function, numerical diffusion is introduced when the values contained
in the advected cells are projected on the grid. This diffusion is reduced with a simpli-
fied implementation of the SLIC (Simple Linear Interface Calculation) algorithm [24, 82].
Moreover a post-processing procedure avoids numerical (artificial) compression induced by
two cells arriving at the same place or loss of liquid mass due to cells transported outside
the cavity Λ. The complete algorithm is described in [73].
In order to treat (3.8) and (3.10)-(3.11) a finite element triangulation Th of the cavity
Λ is introduced and the values of velocity vn+1 and volume fraction of liquid ϕn+1 are




ijk ) denote the
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Figure 3.10: An example of two-dimensional advection of ϕnij by τ
nvnij , and projection on the grid. The advected
cell is represented by the dashed lines. The four cells containing the advected cell receive a fraction
of ϕnij , according to the position of the advected cell.
approximated constant value of ϕn+1 (respectively vn+1) on the cell ijk of the grid. After
the advection step, the values ϕn+1ijk and v
n+1
ijk are known on the cells grid. The values of
the fraction of liquid ϕn+1P and of the velocity field v
n+ 1
2
P are then computed at the nodes
P of the finite element mesh by interpolation techniques, see [47]. The approximation
Ωn+1h of the liquid region Ω
n+1 is then defined as the union of all elements which contain
(at least) one vertex P with value ϕn+1P > 0.5.
Numbering of the Bubbles of Gas. At each time step, the number of bubbles and
the bubbles positions are computed. Numbering of the bubbles requires the resolution
of several Poisson problems. Such a problem (3.8) is solved with piecewise linear finite
elements on the finite element unstructured mesh.
The gas domain is initially defined as the union of the gas elements, i.e. the elements
which contain (at least) one vertex P with value ϕn+1P 6 0.5. At each iteration of the
numbering algorithm, the domain Θn+1h is defined by the union of elements which contain
(at least) one vertex P with number ξn+1P = 0, where ξ
n+1 is the bubble numbering
function at time tn+1. The right-hand side of (3.8) is defined by a continuous piecewise
linear function with value C > 0 at one grid node P which belongs to the domain Θn+1h
and 0 for every other grid node of Θn+1h .
The solution u to (3.8) is continuous piecewise linear on Θn+1h . The triangulation Th
is assumed to satisfy some topological properties (see [26, Volume II, page 144ff] or [62]
for instance). In the two-dimensional case, the required topological properties are satisfied
if the triangulation is weakly acute (i.e. for any pairs of adjacent triangles, the sum of
opposite angles relative to a common side does not exceed pi). This is the case for a
Delaunay triangulation. In this case, the discrete maximum principle holds and implies
that the scheme is positive. Thus the discrete approximation of the solution of (3.8) is
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strictly positive in the connected component where the right-hand side is positive.
At iteration k of the algorithm, the vertices Q inside Θn+1h such that uQ 6= 0 are
numbered with number k. Each time that a connected component is numbered, the size
of the Poisson problem (3.8) decreases as the number of grid points in Θn+1h decreases.
Linear systems are solved using conjugate gradient algorithm with an algebraic incomplete
LU preconditioner.
Computation of the Pressure in the Gas. The pressure inside each bubble of gas
is computed with (3.9). Let the volume V nK be the geometrical volume of element K
weighted by the mean volume fraction of liquid ϕn in K at time tn. The approximations
of the fractions of volumes V
n+1/2
i,j are computed on the finite element mesh. The fraction
of volume V
n+1/2
i,j is the volume V
n
i multiplied by the relative fraction of volume of bubble i
at time tn which is in bubble j at time tn+1.
This relative fraction is computed by the ratio between the sum of the volumes at time
tn of elements K containing one node in bubble i at time tn and in bubble j at time tn+1
divided by the sum of the volumes at time tn of elements K containing one node in the









· V ni ,
where Jni,j =
{





K ∈ Th : ∃Pl ∈ K s.t. Pl ∈ Bni and Pl /∈ Ωn+1
}
.
In order to detail the computation of the pressure, consider the two situations illus-
trated in Fig. 3.11. First situation (left) is when Bn1 and B
n+1
1 intersect each other
(V
n+1/2
1,1 = 1). The particles of gas in B
n+1
1 are thus coming from the bubble B
n
1 and the
pressure is computed with (3.9). If the time step is too large, the second situation (right)
appears. The bubble Bn+11 does not intersect any bubble at time t
n (V
n+1/2
1,1 = 0). If many









Figure 3.11: Computation of the pressure. Two cases can occur. Left: the bubble at time tn+1 intersects one of
the previous bubbles at time tn, the pressure can be computed with (3.9). Right: the bubble at time
tn+1 does not intersect any bubble at previous time and the pressure is computed by a mean pressure
(3.12).
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In the first case when bubble Bn+1j intersects at least one bubble of time t
n (there
exists at least one index i such that V
n+1/2
i,j 6= 0), the pressure P n+1j is computed with
(3.9). In the second case (V
n+1/2
i,j = 0, for all i = 0, . . . , k
n), Bn+1j does not intersect any
bubble of time tn. Relation (3.9) is useless and then the pressure P n+1j is computed by






































This last situation appears generally when the time step τ is too large.
In the numerical experiment detailed in Sect. 3.4, the CPU time due to bubbles com-
putations, i.e. numbering and pressure computations, is always less than 10% of total
CPU time.
Diffusion Step. Finite element techniques are used for solving (3.10) (3.11) with bound-
ary conditions given in Sect. 3.1.2. The approximations of the velocity and pressure are
taken continuous, piecewise linear and a Galerkin Least-Squares stabilization is used (see




































· ∇qdx = 0 . (3.13)
Here w and q are the velocity and pressure test functions, compatible with the bound-
ary conditions on the boundary of the cavity Λ. In [74, 75], the stability coefficient



















if ReK > 3 .
The degrees of freedom are the (two or three) velocity components and pressure at
each vertex of the finite element mesh. At the moment, all the degrees of freedom are
stored in a big matrix and the linear system is solved using a BICGSTAB algorithm and
a classical incomplete LU preconditioner. Therefore, the memory cost of this method is
high and splitting algorithms for the resolution of the linear system should be investigated
in the future, see for instance [88, 126].
Once the new velocity field vn+1 is computed at the vertices of the finite element mesh,
values are interpolated at the centre of the cells. The CPU time spent for interpolation is
negligible.
The size of the cells should be as small as possible, in order to avoid numerical diffusion
when advecting the volume fraction of liquid, whereas the size of the finite element mesh
can be larger. Numerical experiments reported in [73, 74, 75] have shown that choosing
the size of the cells three to five times smaller than the size of the finite element mesh is
a good compromise between accuracy and memory requirements. Furthermore, since the
characteristics method is used, the time step is not restricted by the CFL number (which
is the ratio between the time step times the maximal velocity divided by the mesh size).
Nevertheless numerical results in [74, 75] have shown that a good choice generally consists
in choosing CFL numbers ranging from 1 to 5.
Data Structures for Bubbles Treatment. In addition to the data structures used
for the treatment of liquid domain and free surface (see [73]), one degree of freedom is
added at each vertex of the finite element mesh in order to describe the bubble number.
Furthermore, two additional arrays contain the pressure and volume of each bubble of gas.
Naturally, one degree of freedom is also added to implement (3.8).
Implementation of the Force. The force (3.4) on the free surface induces a boundary
integral in the weak formulation (3.13). In order to avoid computing an external normal
vector to the liquid domain, this term is transformed by using Stokes theorem (see for
instance [22]): if φj is a vectorial basis function of P1 finite element function space,∫
∂Ωn+1h




if Pj is on the boundary of B
n+1
i . Here Ω
n+1
h is the approximation of the liquid domain
on the finite element mesh, Bn+1i is the bubble number i, or better say its approximation
on the finite element mesh and suppφj = closure of {x ∈ Λ : φj(x) 6= 0}.
3.4 Numerical Results
Numerical results in two and three space dimensions are presented to validate our model
and to compare with previous results [73, 74, 75]. All the computations were performed on
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a computer with single processor Pentium Xeon 2.8GHz CPU, 3 Gb Memory and running
under Linux operating system. The results are post-processed with CalcoSOFTTM or
EnsightTM softwares.
Linear Filling. Water enters a rectilinear three-dimensional channel and compresses
the gas contained inside the channel. Dimensions of the channel are 0.08 m×0.1 m×0.5 m
and water is injected at horizontal speed 4.2 m/s. Figure 3.12 shows a two-dimensional
cut of the channel. Density and viscosity are taken to be respectively ρ = 1000 kg/m3
and µ = 0.01 kg/(ms) and initial pressure in the gas is Patmo = 101300.0 Pa. At time
T = 0.54.2 s, the channel is filled. Slip boundary conditions are enforced on the lateral sides
of the cavity. Turbulence effects are not taken into account. The mesh is a regular grid
made out of 9449 nodes and 48000 tetrahedrons. The grid of small cells is made out of
4′000′000 cells and the time step is τ = 0.001 s. From Tab. 3.1, it can be seen that the





















Figure 3.12: Linear filling of a 3D channel: 2D cut. The interface moves with constant velocity ~v m/s; the position
of interface is given by x(t) = |~v| · t m.
Time [s] Computed Pressure [Pa] Computed Volume [m3] PV
0.0 101300.0 0.00386999 392.03093
0.03 134854.3 0.00290706 392.03093
0.06 207512.3 0.00188919 392.03093
0.09 441426.3 0.00088810 392.03093
0.115 9323641.5 0.00004204 392.03093
Table 3.1: Filling of a rectilinear channel with compression of the gas. Pressure P , volume V and product PV
function of time for a coarse mesh.
For this simple test case, the exact volume and pressure can be computed with the ideal
gas law. The volume of gas is function of time t and given by V (t) = 0.08 m ×0.1 m ×(0.5−
4.2×t) m for t ∈ (0, 0.5/4.2) and then the pressure in the gas domain is P (t) = Patmo V (0)
V (t)
.
Figure 3.13 shows that the computation of the pressure and volume is accurate.
Three different regular meshes are then considered, a coarse mesh with 1380 nodes and
6000 elements, a middle mesh with 9449 nodes and 48000 elements and a finer mesh with
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69657 nodes and 384000 elements. Final time is T = 0.120 s. Figure 3.14 shows that the
computation of the pressure converges when the mesh size h tends to zero, the rate of
convergence being approximately O(h1/4). The error on the approximation of the pressure
in the gas is independent of the Reynolds number of the fluid.
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Figure 3.13: Filling of a rectilinear channel with compression of gas. Comparisons between computations and
theoretical values for the coarse mesh. Left: pressure in the gas function of time, right: volume of
the gas domain function of time.
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Figure 3.14: Filling of a rectilinear channel with compression of gas. Comparisons between three different mesh
sizes. Left: pressure in the gas function of time, right: convergence error of the computation of the
pressure in the gas function of mesh size.
The total CPU time is respectively 5 mn, 92 mn and 25 hours and is multiplied ap-
proximately by 24 = 16 each time that the mesh size and time step are divided by 2. The
number of operations is thus of order O(N 4), whereN is the number of discretization points
along each axis. This corresponds to the computational cost required to solving a Laplace
problem with conjugate gradient algorithm without preconditioning (see for instance [3]).
CPU time used for bubbles computations is less that 10% of total CPU time.
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S-shaped Channel. An S-shaped channel lying between two horizontal plates is filled.
Two- and three-dimensional results are compared with experiments [102]. In the two-
dimensional case, the channel is contained in a 0.17 m×0.24 m rectangle. In the three-
dimensional case, the distance between the two horizontal plates is 0.008 m. Water is
injected with velocity 8.7 m/s. Density and viscosity are taken to be respectively ρ =
1000 kg/m3 and µ = 0.01 kg/(ms) and initial pressure in the gas is Patmo = 101300.0 Pa.
Gravity has no effect and no forces are applied at the right-hand side of (3.10). A valve is
located at the top of the channel, as in Fig. 3.2, allowing gas to escape. Several meshes
are considered, see Fig. 3.15.
Figure 3.15: Meshes used for the computations of the S-shaped channel: left: 2D coarse mesh, middle: 2D middle
mesh, right: 2D fine mesh. Second row: 3D mesh extracted with five layers of 2D coarse mesh.
In two space dimensions, the coarser mesh has 3483 nodes and 6418 elements; the
middle mesh has 8249 nodes and 15654 elements while the fine mesh is made out of
14550 nodes and 27972 elements. The three-dimensional meshes are constructed using 5,
respectively 8 and 10 layers of the 2D mesh.
Numerical results are first presented with the coarser mesh and βT = 0 (no turbulence
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modelling, see Sect. 3.1). The final time is T = 0.00532 s and the time step is τ = 0.0001 s.
Since the Reynolds number is large (Re ' 106), the mesh does not allow the wall boundary
layers to be captured. Therefore slip boundary conditions are imposed on the boundary
of the channel. Since the ratio between Capillary number and Reynolds number is very
small (Ca ' 1.5), the surface tension effects can be neglected.
In Fig. 3.16 on page 88, the experiment is compared to 2D and 3D computations when
the influence of the surrounding gas is taken into account and to 2D computations without
influence of gas. When the gas is not taken into account, numerical results show that the
bubbles of trapped gas are vanishing rapidly, specially at the enter of the channel. On the
other side, when the effects of the surrounding gas onto the liquid are taken into account,
numerical results are much closer to experiment. The CPU time for the simulations in two
space dimensions is approximately 14 mn without the bubbles computations and 15 mn
with the bubbles computations. In three space dimensions, these CPU times become 319
mn without taking into account the gas effect and 344 mn with the bubbles computations.
Most of the CPU time is spent in solving the Stokes problem.
The influence of the mesh size is reported in Figs 3.17 and 3.18 on page 89 in two and
three space dimensions. The time steps are τ = 0.0001 s for the coarse mesh, τ = 0.00008 s
for the middle mesh and τ = 0.00005 s for the fine mesh. The size of the cells of the
structured mesh used for advection step is approximately 5 to 10 times smaller than the
size of the finite elements, see Sect. 3.3. The numerical results on the coarse mesh are in
better agreement with experiment than the results on the fine mesh. This effect is due to
the numerical diffusion on the finite element mesh which is larger in the case of a coarse
mesh. It has a great impact on the simulation, especially on the front of the liquid region.
Numerical results show that the behaviour of bubbles is well simulated but that the
liquid flow goes a little bit too fast. In Fig. 3.19 on page 90, results are presented when
the turbulent viscosity is used with βT proportional to h
2, see [112]. Clearly the liquid
velocity decreases and the numerical results are in better agreement with experimental
ones. The total CPU time for 3D computations to reach final time is approximately 29
hours for the middle mesh and 110 hours for the finer mesh.
3D Mould Filling of a Fork. A mould with four arms is considered. Water enters
from the top of the mould with velocity 4.2 m/s. Two arms are closed, while there is a
valve at the end of the other arms so that gas can escape. Viscosity is µ = 0.01 kg/(ms),
while density is ρ = 1000 kg/m3. Initial pressure in the gas is Patmo = 101300.0 Pa
and turbulence effects are not taken into account. External forces f in (3.10) are zero
(in particular gravity effects). The mesh has 31961 vertices and 168000 elements, see
Fig. 3.20 on page 91, and the cells grid contains approximately 50′000′000 cells. The final
time of simulation is 0.5 s with time step τ = 0.001 s. The CPU time is approximately 24
hours. For this test case, the goal is to see the influence of gas on the filling of each arm.
Figures 3.21 and 3.22 show that if a valve is located at the end of an arm, the arm is filled
faster.
2D and 3D Rising Bubble under a Free Surface. The case of a bubble of gas rising
under gravity effects in a water cylinder is considered. The cylinder is not filled entirely
with water. In this situation, the compressibility effect of the gas cannot be neglected and
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Figure 3.16: S-shaped channel with and without influence of gas. Computations with coarser mesh and βT = 0
(no turbulence modelling): column one: 2D results without bubbles, column two: 2D results with
bubbles, column three: 3D results with bubbles in a middle cut, and column four: experimental
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Figure 3.17: S-shaped channel with influence of gas and βT = 0 (no turbulence modelling), 2D results: left: coarse
mesh, middle: middle mesh, right: fine mesh and extreme right: experimental results [102]. First
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coarse mesh middle mesh fine mesh
Figure 3.18: S-shaped channel with influence of gas and βT = 0 (no turbulence modelling), 3D results, cut in 2D:
left: coarse mesh, middle: middle mesh, right: fine mesh and extreme right: experimental results
[102]. First row: time equals 25.3 ms and second row: 39.3 ms.
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t = 25.3 ms.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                
t = 39.3 ms.
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t = 39.3 ms.
βT = 0 βT = 4h
2
Figure 3.19: S-shaped channel with influence of gas, 3D results, cut in 2D. Influence of turbulence modelling: left:
without turbulence (βT = 0), right: with turbulence (βT = 4h
2). First two rows: middle mesh, last
two rows: fine mesh.
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Figure 3.20: 3D mould filling: Finite element mesh.
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Figure 3.21: 3D mould filling. Liquid region: from top to bottom, left to right at times 0.05, 0.10, 0.15 and 0.20 s.
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Figure 3.22: 3D mould filling (continued). Volume fraction of liquid: from top to bottom, left to right at times
0.25, 0.30, 0.35 and 0.40 s.
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numerical results are compared with the ones obtained without taking into account the
gas pressure. Surface tension effects have not yet been taken into account (see Chap. 4).
A circular bubble of air is initially at the bottom of a water cylinder and free to move up
under the effect of the gravity field. The top of the cylinder is filled with escaping gas (i.e.
there is a valve at the top of the cylinder). Viscosity is µ = 0.01 kg/(ms), while density is
ρ = 1000 kg/m3. Initial pressure in the gas is Patmo = 101300.0 Pa and turbulence effects
are not taken into account. The only force f in (3.10) is due to the gravity effects (f = ρg).
In the two-dimensional case, dimensions of the cylinder are 0.054 m×0.102 m. The initial
radius of the bubble is 0.01 m and the height of the free surface is 0.08 m. A symmetrical
structured mesh, made out of 10151 nodes and 20000 elements, is considered. The time
step is set to τ = 0.0005 s and the structured grid is made out of 720′000 cells. The CPU
time used for achieving 800 time steps is approximately 3 hours. Figures 3.23 and 3.24
illustrate the influence of the compressibility effect of the gas. When the compressibility
effect of the gas is not taken into account, the bubble vanishes rapidly under the water
pressure and the water level goes down (see Fig. 3.23). When the compressible gas fills
the bubble, the bubble rises and the fraction number of molecules of gas inside the bubble
is conserved (see Fig. 3.24).
In the three-dimensional case, dimensions of the cavity are 0.045 m×0.045 m×0.09 m.
The initial radius of the bubble is 0.014 m and the height of the free surface is 0.07 m. A
structured mesh, made out of 31096 nodes and 168750 elements, is considered. The time
step is set to τ = 0.001 s and the structured grid is made out of about 2′800′000 cells. The
CPU time for the simulation is approximately 24 hours.
Numerical results are similar to the ones obtained in Figs 3.23 and 3.24. When the
compressibility effect of gas is not taken into account, the bubbles of gas disappear rapidly
as in the two-dimensional case. This situation is not illustrated here. In the opposite,
when the gas pressure is applied on the interface, Fig. 3.25 on page 96 shows in a two-
dimensional middle cut that the bubble rises and a hollow is appearing under the bubble.
Conclusions. A numerical method for the simulation of incompressible liquid free sur-
face flows with surrounding compressible gas has been presented. Numerical results, in
particular in the frame of mould filling, show that the influence of gas cannot be neglected
and that the computational cost of this method is not very high. In the next chapter, a
numerical model for taking into account the surface tension effects at the interface between
liquid and gas is presented.
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Figure 3.23: Rising bubble under a free surface, two-dimensional case. Position of the bubble, without taking into
account the gas compressibility, at times t = 0.01, t = 0.02, t = 0.03 and t = 0.04 s.
Figure 3.24: Rising bubble under a free surface, two-dimensional case. Position of the bubble, with taking into
account the gas compressibility at times t = 0.01, t = 0.10, t = 0.20 and t = 0.30 s.
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Figure 3.25: Rising bubble under a free surface, three-dimensional case, bottom view. Left to right, top to bottom:




Surface Tension Effects and
Curvature
Small bubbles of gas or droplets of water may appear in various physical situations. The
motion and the shape of bubbles and drops depend mainly on the surface tension effects,
especially when the ratio between the Capillary number Ca and the Reynolds number Re
is large, see for instance [94, 99].
The surface tension effects are expressed by an additional force on the free surface
between liquid and gas. The approximation of this force involves the computation of the
curvature of the interface, which is difficult to approximate numerically for volume-of-fluid
methods because of the discontinuity of the volume fraction of liquid.
In this chapter, the numerical approximation of surface tension effects is discussed
mainly in the two-dimensional case, even if most of the techniques can be easily imple-
mented in three space dimensions. Wall effects are neglected and contact angles with the
walls are not modelled. In Sect. 4.1, modelling of surface tension effects is presented and
some comments on the approximation of the external normal vector are made. In Sect. 4.2,
emphasis is laid on the computation of the curvature and two methods of approximation
are highlighted. Then two smoothing procedures are detailed in Sects 4.3 and 4.4. Finally,
in Sects 4.6 and 4.7, numerical results are presented to study the convergence and the
accuracy of the approximation of the curvature and to validate our model.
4.1 Modelling
Let Λ be a cavity of R2 in which the fluid is confined and let T > 0 be the final time of
simulation. For any time t ∈ (0, T ), let Ωt be the domain occupied by the liquid and ∂Ωt
its boundary. Let Γt ⊂ ∂Ωt be the liquid free surface. Finally, let QT be the space-time
domain containing the liquid and ΣT the space-time free surface between liquid and gas.
The time-dependent, incompressible Navier-Stokes equations in the presence of an
external force f are assumed to hold in the liquid domain. That is






+ ρ(v · ∇)v− 2div (µD(v)) +∇p = f in QT ,




(∇v +∇vT ) is the rate of deformation tensor, ρ the density of the liquid
and µ its viscosity. Initial conditions and boundary conditions enforced on the boundary
in contact with the wall of the cavity are prescribed as in Chap. 3. Let us turn to the
boundary conditions prescribed on the free surface ΣT . The continuum surface force (CSF)
model (see [11, 12, 33, 100, 128] for various examples) is considered for the modelling of
surface tension effects. The force acting on the free surface is then the sum of the normal
forces due to the pressure of the surrounding gas (3.4) and the normal forces due to surface
tension effects, denoted by FST . Capillary forces and tangential forces are neglected, so
that the boundary condition is,
−pn + 2µD(v)n = −Pn + FST on Γt, t ∈ (0, T ) . (4.1)
where n is the external normal vector of the liquid domain. At given time t, let κ(x, t)
be the curvature of the interface Γt at point x. The curvature κ(x, t) is supposed to
be negative if the centre of the osculating circle at point x is on the liquid side of the
interface (see [25] for a similar definition). Once the external normal vector is assumed
to be oriented outside the liquid domain, this sign convention is in agreement with the
geometric definition of the curvature using arc-length parametrization of the interface (see
for instance [93]).
Let x ∈ Γt be a point on the free surface at time t. The additional force due to surface
tension effects is given by:
FST (x, t) = σκ(x, t)n(x, t), x ∈ Γt, t ∈ (0, T ) , (4.2)
where σ is the surface tension coefficient which depends on both media on each side of
the interface (namely the liquid and the gas). Surface tension coefficient is assumed to be
constant and, in the case of an interface between water and air, its value is approximately
σ = 0.0738 Nm−1.
Time Discretization. The computation of curvature is included in the time splitting
scheme described in Sect. 3.2. Let 0 = t0 < t1 < t2 < . . . < tN = T be a subdivision of
the time interval [0, T ] and define τn = tn+1 − tn the n-th time step, n = 0, 2, . . . , N − 1.
In addition to the unknowns described in Chap. 3, let κn and nn be approximations of κ
and n at time tn, defined on the free surface. Then the approximations κn+1 and nn+1
are computed by means of an additional step in the splitting algorithm.
The two advection problems (3.6) (3.7) are solved first, leading in particular to the
new volume fraction of liquid ϕn+1. The function ϕn+1 allows the new liquid domain
Ωn+1 and boundary ∂Ωn+1 to be defined, see Subsect. 3.2.1. Then the values of curvature
κn+1 and nn+1 are computed with a procedure given in the following. Then the treatment
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of the gas domain is made according to Chap. 3 (see Subsects 3.2.2 and 3.2.3). Finally,
the generalized Stokes problem (3.10) (3.11) with boundary condition (4.1) is solved, see
Subsect. 3.2.4.
Approximations of the curvature and normal vector are obtained by a method indepen-
dent of time, that is κn+1 and nn+1 depend only on ϕn+1 and Ωn+1 at each time step tn+1.
The algorithms used to estimate κn+1 and nn+1 on the finite element mesh are described
later in this chapter.
Space Discretization. Let Th be the finite element triangulation of Λ, Pj , j = 1, . . . , N
the nodes of the triangulation and ϕj , j = 1, . . . , N the basis functions of the P1 finite
element space constructed on Th. Let X
r
h(Λ) be the function space of continuous functions
on Λ, whose restrictions on each element K ∈ Th belong to Pr. Finally, let Ωn+1h be the
approximation of domain Ωn+1. The nodes lying on the interface ∂Ωn+1h are known (as
well as the liquid domain Ωn+1h ), thanks to the values of the volume fraction of liquid
ϕn+1 in the neighbourhood of each node. Recall that ϕn+1 is determined after advection
step, see Sect. 3.2. An approximation of the normal vector will be computed at each
grid point of the finite element mesh, according to the comments made hereafter, then
an approximation of the curvature will be computed by using the methods described in
Sect. 4.2.
Some Considerations on the Approximation of the Normal Vector. Several
approximations of the normal vector (4.2) are possible. The external normal vector to the
cavity Λ is computed in [73] with mass-conservative definition, extracted from [34], and is
used to enforce slip boundary conditions on the walls of the cavity. The external normal

















where αi is a normalization coefficient in order to have
∣∣∣∣nn+1h (Pi)∣∣∣∣2 = 1, where ||·||2 is
the Euclidean norm in R2. Definition (4.3) is easily generalized in three space dimensions
but can be very mesh-dependent on the free surface boundary.
Another approach for the computation of the external normal vector to the liquid
domain is based on the level set theory, see [84, 103]. Let Φn+1 be the approximation
at time tn+1 of a smooth level set function Φ, such that the liquid domain is defined by
Ωn+1 =
{
x ∈ Λ : Φn+1(x) > 1/2} and such that the gas domain is defined by Λ\Ωn+1 ={
x ∈ Λ : Φn+1(x) < 1/2}. The interface between liquid and gas is then given by the level
line ∂Ωn+1 =
{
x ∈ Λ : Φn+1(x) = 1/2}. The external normal vector is then defined by:
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Expression (4.4) is consistent in some sense when Φ is sufficiently regular (see [84, 103]
and references therein).
In our framework, no smooth function is available, since the volume fraction of liquid
ϕn+1 is discontinuous across the interface, see Chap. 3. In order to obtain such a smooth
function Φn+1, the volume fraction of liquid will be regularized at each time step, see
Sect. 4.3.
Let Φn+1h be the approximation of Φ
n+1 in X1h(Λ) such that Φ
n+1
h (Pi) = Φ
n+1(Pi), for
all nodes Pi of the triangulation. The approximation of (4.4) is given by:
n˜n+1h (x) = −
∇Φn+1h (x)∣∣∣∣∇Φn+1h (x)∣∣∣∣2 , (4.5)
and belongs to X0h(Λ), the space of functions constant on each element of the triangulation.
The L2-projection of n˜n+1h on X
1
h(Λ) (with mass lumping) is computed in order to obtain
values of the normal vector at each grid node of Th. This projection is denoted by n
n+1
h ,










dx, j = 1, . . . , N , (4.6)
where Rh is the Lagrange interpolant on X
1
h(Λ) (see for instance [97]). The function n
n+1
h
is normalized afterwards. This implementation (4.4)-(4.6) of the normal vector is chosen
in our algorithm.
Implementation of the Boundary Term. Boundary condition (4.2) leads to the in-
troduction of an additional boundary integral in the variational form (3.13) of the general-
ized Stokes problem due to surface tension effects. Let Γn+1h ⊂ ∂Ωn+1h be the approximation
of the free surface at time tn+1. Assume that an approximation κn+1h of the curvature κ
n+1
has been obtained on each grid node Pj of the interface and let F
n+1
ST be the approximation























|∂K|σκn+1h (Pj)nn+1h (Pj) ,
where |∂K| is the length of the edge of the triangle K and ϕj are the P1 finite element
basis functions. Numerical integration introduces an additional error of order O(h2) (see
for instance [97]). The approximation κn+1h of the curvature is the subject of the next
section.
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4.2 Computation of the Curvature in two dimensions
Two kinds of methods may be distinguished for the computation of the curvature. The
first class of methods (see [14] for an example) tracks the numerical approximation of
the interface between both media and computes one value of the curvature only at the
grid nodes on this interface. On the other hand, a value of an artificial curvature can be
computed on every grid point of the cavity Λ and the real geometrical curvature on the
interface is obtained by restriction on the interface (see for instance [20, 33]).
Two methods are presented hereafter to compute an approximation of the curvature
κn+1h . Both are implemented on an unstructured finite element mesh and are assuming
that the volume fraction of liquid ϕn+1 and liquid domain Ωn+1 are known. Numerical
error for the interface approximation on the finite element mesh has been detailed in [73].
4.2.1 A Geometrical Method
In order to compute geometrically the curvature on the interface, this interface is recon-
structed locally by a smooth function, see also for instance [92, 99]. The radius of the
osculating circle of the interface is approximated on each grid point of the interface and
the value of the curvature is given by its signed inverse.
Let x be a grid point located on Γn+1h . The two grid points, neighbours of x on the
interface, are known and denoted by x+ and x−, see Fig. 4.1. The osculating circle is





p(p− ||xx+||2)(p− ||x+x−||2)(p− ||xx−||2)
, (4.8)
where ||xx+||2 is the Euclidean distance between the points x and x+ and p is the semi-
perimeter 12 (||xx+||2 + ||x+x−||2 + ||xx−||2). The unsigned approximation of curvature at
time tn+1 is then given by
∣∣κn+1h (x)∣∣ = 1r(x) . We still have to determine the sign of the
curvature, which is done by the following procedure.
Let us denote by [~a,~b,~c] the mixed product between vectors ~a,~b and ~c. The sign of
the curvature and the local convexity of the interface are determined at point x by using







Consider the notations in Fig. 4.1 and let the Cartesian basis be denoted by ~e1, ~e2, ~e3










If p1 > 0, the liquid is staying on the left side of the vector
−−−→
x+x− (this is the case of both
situations illustrated in Fig. 4.1) and then the interface is oriented in some sense. In this
case, if p2 > 0, the point x is staying on the right side of the vector
−−−→
x+x− and the liquid
domain is locally convex (Fig. 4.1, left). In the opposite if p2 < 0, the point x is staying on
the left side of the vector
−−−→
x+x− and the liquid domain is locally concave (Fig. 4.1, right).
Notice that if p2 = 0, the points x, x
+ and x− are in a straight line and the curvature is
zero (r(x) = +∞).
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Figure 4.1: Geometric computation of the curvature of the interface: computation of an approximation of the
radius of the osculating circle and determination of the local convexity of the interface. Left: convex
situation, right: concave situation
If p1 < 0, let us change x
+ and x− and apply the same procedure. Note that, if p1 = 0,
the vectors
−−−→





−1 if p1 > 0 and p2 > 0 ,
+1 if p1 > 0 and p2 < 0 ,
−1 if p1 < 0 and p2 < 0 ,
+1 if p1 < 0 and p2 > 0 .
Finally let Pj denote a grid point of the finite element mesh lying on the interface; the







If the interface is assumed to be sufficiently regular, the circle circumscribed to x, x+
and x− converges, when x+ → x and x− → x, to the osculating circle of Γt at point x.
The value of the curvature on the interface depends on the size and the topology of
the mesh. However, it induces a regularizing effect on the interface and can be smoothed
along the interface to avoid the mesh dependence, see Sect. 4.4. Although this method
converges, it is not very accurate, see Sect. 4.6, and difficult to generalize in three space
dimensions. Furthermore, for small Reynolds numbers, it requires small time steps in order
to guarantee stability.
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4.2.2 A Projection Method
A second method is proposed. One value of an artificial curvature is computed at each
point of the cavity Λ and the restriction on the free surface is then used to compute
(4.2). The following method is based on a weak formulation in the framework of P1 finite
elements. Recall that Th is the triangulation of the cavity Λ, ϕj are the basis functions
associated to node Pj, j = 1, . . . , N and n
n+1(x) is the external normal vector to the
domain Ωn+1 at point x and time tn+1.
Let Φn+1 be an approximation of a level set function such that
Ωn+1 =
{














The curvature is then given by:





(see for instance [84]). The curvature (4.10) is then approximated by the L2-projection
with mass lumping on the P1 finite element space, denoted by κ










κ¯n+1ϕjdx, ∀j = 1, . . . , N , (4.11)
where Rh is the interpolation operator on X
1




























where |K| denotes the surface of element K and |Ωj| =
∑
K,Pj∈K
|K|. Let nΛ denote the
external normal vector to the cavity Λ. The right-hand side of (4.11) is integrated by parts
and yields:
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The values of the normal vector nΛ and the level set function Φ
n+1 are replaced respectively
by their approximations nΛ,h and Φ
n+1






















∇Φn+1h (Pj)∣∣∣∣∇Φn+1h ∣∣∣∣2 nΛ,h(Pj) |∂K|

 . (4.15)
The curvature (4.15) is defined for each node Pj of the triangulation Th, an artificial
value of the curvature being obtained for each level set of the function Φn+1. However (4.7)
is applied only on the nodes of the interface. It suffices now to obtain an approximation
of the function Φn+1. Starting from the volume fraction of liquid ϕn+1, the function Φn+1
is obtained by smoothing the characteristic function of the liquid, see Sect. 4.3.
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4.3 Smoothing the Volume Fraction of Liquid
Since the curvature is given by (4.15), approximations of the derivatives of a level set
function are needed. The volume fraction of liquid is not a smooth function (which is a
very well-known drawback of the volume-of-fluid method) and the discontinuity across the
interface implies a lack of accuracy in the approximation of the derivatives. A procedure
for regularizing the volume fraction of liquid is presented in this section.
A kernel function K(x) is defined by a smooth function with compact support. It
must be radially-symmetric, monotonically decreasing with respect to r = ||x||2 and with
normalized integral. The kernel approaches the delta Dirac function when its support
tends to the empty set. The convolution of ϕn+1 with a smooth kernel function leads to
a smoothed volume fraction of liquid whose derivatives can be approximated numerically









, if ||x||2 6 ε ,
0, else
(4.16)








in two space dimen-
sions when supp{K8} ⊂ Λ). The convolution of the original volume fraction of liquid with




ϕn+1(y)K8(x− y)dy . (4.17)
The function ϕ˜n+1 is k times differentiable as soon as K8 is k times differentiable, see for
instance [13]. Smoothing a step function by convolution with K8 is illustrated in Fig. 4.2,























































Figure 4.2: Smoothing of the volume fraction of liquid. The original volume fraction of liquid ϕn+1 for the case
of a circular droplet with radius 0.03 (left) and the smoothed volume fraction of liquid ϕ˜n+1 with
ε = 0.01 (middle) and ε = 0.05 (right).
Remark 4.1 When the distance between the point x and the boundary of the cavity ∂Λ is
smaller than ε, the support of the the kernel function is truncated by the boundary of Λ.
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In order to take this effect into account, the coefficient C in (4.16) is adapted such that∫
ΛK8(x− y)dy = 1.
The curvature and normal vector are then given by:
nn+1 = − ∇ϕ˜
n+1
||∇ϕ˜n+1|| , κ
n+1 = −div ∇ϕ˜
n+1
||∇ϕ˜n+1|| . (4.18)









(x− y)dy, i = 1, 2 , (4.19)
and the normal vector can also be computed using (4.19). Although it is also possible to
compute an approximation of a smooth volume fraction of liquid by numerical integration
on the regular grid of cells, numerical integration of (4.17) is made on the finite element









ϕn+1(Pj)K8(Pj − Pi) . (4.20)
The approximation (4.15) in Sect. 4.2 is based on the smoothed function ϕ˜n+1 in order
to approximate derivatives. Let ϕn+1h ∈ X1h(Λ) be the approximation of ϕn+1. The









ϕn+1h (Pj)K8(Pj − Pi) .
In the next section, another smoothing procedure is described. It is used to avoid that
the curvature depends locally on the mesh topology or the mesh size.
4.4 Smoothing the Curvature along the Interface
The estimations (4.9) and (4.15) of the curvature presented in Sect. 4.2 may depend on the
size and topology of the chosen mesh. In particular in the geometric approach (4.9) involves
only the geometrical properties of the finite element mesh. A smoothing procedure along
the interface is thus used and described hereafter, so that the final estimation of curvature
does not depend on the finite element mesh, but only on a smoothing parameter.
Denote Pj , j ∈ {1, . . . , NI} the vertices of the free surface Γn+1h ⊂ ∂Ωn+1h . Let us
assume that a non-smoothed value κn+1h of the curvature is given either by (4.9) or by
(4.15) at the grid points lying on the free surface Γn+1h . The smoothed curvature along the
interface will be denoted by κˆn+1h . The value κˆ
n+1
h (Pj) at the grid point Pj is computed
by a mean weighted value:
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h (Pi) , (4.21)
where Wi(Pj) are selected weights. A standard and effective method for choosing weights
is kernel smoothing [48, 87], as in Sect. 4.3. The weights are based on a kernel function K.
This function is assumed to be continuous, positive, bounded, symmetric and to satisfy∫
R




1− u2) I{|u|61} is chosen for
instance.
We assume that the grid points on the interface Pi, i = 1, . . . , NI are arranged in
ascending order on each component of Γn+1h . That means the two neighbours of Pi on the
interface are Pi−1 and Pi+1. Exceptions appear for example when Pi ∈ ∂Λ or if Γn+1h is
a closed loop (in this case the two neighbours of Pi on the interface are Pi−1 and Pi+1
modulo the number of nodes in the loop). The distance on the interface between two grid
points Pi and Pi+1 is defined by di,i+1 = ||Pi+1 − Pi||2. Then the distance between two




convention dk,j = dj,k). This length dj,k denotes the length of the shortest path connecting
Pj and Pk which is formed by grid points on the free surface, as illustrated in Fig. 4.3.
















The nodes Pi such that Wi(Pj) 6= 0 are located in a neighbourhood around Pj , whose size
is given by the smoothing parameter H, independent of the mesh size. By convention,
H = 0 means κˆn+1h = κ
n+1
h (no smoothing procedure).
Remark 4.2 If the node Pj is at one end of the free surface line, for example when the
free surface joins the boundary of the cavity Λ (triple point contact), the neighbourhood
of Pj defined by the kernel function is asymmetric and the smoothing procedure is skewed
(see for instance [48]).
This smoothing procedure is mainly used for the geometrical method for the compu-
tation of the curvature (4.8), see Subsect. 4.2.1. Its influence is less important for the
projection method with smoothing of the volume fraction of liquid. The main drawback of
smoothing appears generally in high curvature regions where the smoothing must be weak
to keep the local aspect of the large surface tension forces (see for instance an example in
Sect. 4.7).
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Figure 4.3: Smoothing of curvature along the interface: the free surface Γn+1h is stretched into a rectilinear interval
of R, the grid points Pj being transformed into Pˆj . The smoothed value of curvature is obtained by
kernel smoothing on R.
4.5 The Three-Dimensional case
In the three-dimensional case, the curvature κ appearing in (4.2) is also given by (4.10)
(see [103]). Some computations described in the previous sections for the two-dimensional
case are the same in three space dimensions.
Concerning the computation of the normal vector, (4.4) and (4.5) can be computed
the same way as in the two-dimensional case. The implementation of the boundary term
is identical, except that the integration is made on each face |∂K| of the tetrahedron









|∂K|σκn+1h (Pj)nn+1h (Pj) ,
Concerning the computation of an approximation of the curvature at each grid point
Pi of the free surface, the geometrical method cannot be extended easily in three space
dimensions. The radius of the osculating sphere is difficult to determine unequivocally, as
well as the convexity of the liquid domain, so that the other approach will be preferred.
Relation (4.15) can be computed the same way as in the two-dimensional case and gives:
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∇Φn+1h (Pj)∣∣∣∣∇Φn+1h ∣∣∣∣2 nΛ,h(Pj) |∂K|

 .
The smoothing of the volume fraction of liquid (see Sect. 4.3) is also similar, except
that the value of the normalization coefficient C appearing in (4.16) is different.
On the other hand, in three space dimensions, the surface Γn+1h ⊂ ∂Ωn+1h cannot
be stretched into a plane, thus the smoothing procedure along the interface cannot be
implemented the same way. Then the distance di,j between two nodes Pi and Pj on the
free surface is simply defined by the Euclidean norm ||Pi − Pj ||2 in R3. Relations (4.21)
and (4.22) are identical.
In conclusion, the computation of (4.2) simply extends in three space dimensions. The
normal vector is given by (4.4)-(4.6), while the approximation of curvature is given by the
projection method (4.15) and is conjugated with a smoothing procedure of the volume
fraction of liquid which is independent of the space dimension. Preliminary numerical
results are given in Sect. 4.7.
4.6 Convergence and Accuracy
Test cases in two space dimensions are considered. Convergence results are obtained for
the approximation of curvature.
One degree of freedom is added at each vertex of the finite element mesh in order to
contain the value of the curvature. Furthermore two (respectively three in three space
dimensions) degrees of freedom are defined at each vertex to contain the external normal
vector to the liquid domain and one additional degree of freedom is considered for the
smoothed volume fraction of liquid, according to the method described in Sect. 4.3.
The time step and the number of cells contained in the structured grid are not discussed
in this chapter. The size of the cubic cells is chosen three to five times smaller than the
size of the finite element mesh. The time step is set such that the CFL number does not
exceed 5 (see Chap. 3).
All the computations were performed on a computer with single processor Pentium
Xeon 2.8GHz CPU, 3 Gb Memory and running under Linux operating system. The results
are post-processed with CalcoSOFTTM and EnsightTM softwares.
4.6.1 A Geometrical Method
The geometrical method is mixed with a smoothing of the curvature along the interface.
The radius of circumscribed circle is computed with (4.8) and smoothed with (4.21). The
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size of the smoothing neighbourhood is denoted byH. The test case of a stationary circular
water droplet lying in a square in the absence of gravity field is considered. The radius of
the droplet is
√
0.001 and the size of the square is 0.1× 0.1. Theoretical signed curvature
is constant and equal to −31.62 on the boundary of the circle (recall that the curvature
is negative in this case since the liquid domain is convex, see Fig. 4.1). Several meshes
are considered, namely regular structured grids of squares divided in four triangles and
unstructured (isotropic) meshes, as illustrated in Fig. 4.4.
Figure 4.4: Coarse examples of the meshes used for the computations of curvature in two dimensions. Left:
structured grid of quadrangles, each separated in four triangles, right: unstructured mesh.
Smoothing parameter H appearing in (4.21) is discussed first and numerical results are
presented for structured meshes. Table 4.1 illustrates the value of the curvature function
of the mesh size h and the smoothing parameter H.
H Min Mean Max
1. -26.7500 -23.7532 -20.9300
0.1 -24.0400 -23.7544 -23.4400
0.01 -48.3800 -24.6036 -2.7100
0.001 -800.0000 -50.8929 800.0000
H Min Mean Max
1. -27.7700 -25.0170 -22.3500
0.1 -25.1700 -25.0198 -24.8500
0.01 -41.8000 -25.1562 -4.8900
0.001 -1147.800 -31.3941 1147.700
Table 4.1: Smoothing along the interface for the stationary circular droplet. Minimum, maximum and mean values
of curvatures obtained with geometrical method in function of smoothing parameter along the interface.
Left: h = 0.0025, right: h = 0.00125
For small values of H, strong oscillations appear for the curvature values. Smoothing
allows to obtain an almost constant value. Table 4.1 shows that the smoothing parameter
should be set approximately to 0.1 which is the size of the half-perimeter of the droplet.
Generally, the value of the smoothing coefficient H should be set to the size of the half-
perimeter of the smallest droplets/bubbles that appear in the physical phenomenon. The
parameter H is chosen independently of the mesh size and shape.
Convergence is then treated. Structured meshes are considered from 40×40 squares to
200×200 squares, each divided in four triangles. The smoothing parameter H is set to 0.1.
Figure 4.5 shows that the method for the computation of curvature is convergent when
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the mesh size tends to zero, the rate of convergence being approximately O(h1/5) (with
constant H). However, the method is suffering from a big lack of accuracy (see Tab. 4.2),
so that it requires very fine meshes and is difficult to use for industrial computations.
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Figure 4.5: A geometric method with smoothing along the interface. Convergence order for the approximation of
the curvature function of mesh size for the stationary circular droplet test case for H = 0.1.
h Mean Curvature Error Relative Error
0.0025 -23.7544 7.8684 0.2488
0.0017 -24.3225 7.3003 0.2309
0.0013 -25.0198 6.6030 0.2088
0.0008 -25.5507 6.0721 0.1920
0.0007 -25.9000 5.7228 0.1810
Table 4.2: A geometric method with smoothing along the interface. Convergence of the approximation of the
curvature for the stationary circular droplet test case for H = 0.1: table of mean values of curvature
and errors for several mesh sizes.
4.6.2 A Projection Method
The projection method with smoothing of the volume fraction of liquid is considered (see
Sects 4.2 and 4.3). The additional smoothing along the interface (see Sect. 4.4) is not
always necessary.
The stationary circular droplet test case, described in the previous subsection, is con-
sidered first and H = 0.1. The value of smoothing parameter ε appearing in (4.16) is
still to determine. Table 4.3 shows the value of curvature for several mesh sizes h and
smoothing parameters ε.
If ε→ 0, the derivatives are difficult to approximate since the volume fraction of liquid
is discontinuous. On the other hand, taking a large value of ε leads to an inaccurate
approximation of the curvature (numerical diffusion). Table 4.3 shows that ε = 0.05 is an
optimal choice and ε is chosen independently of the mesh size. Notice that the choice of
the kernel or the numerical integration of (4.17) are not discussed here.
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HHHHHHε
h
0.0025 0.0016 0.00125 0.001 0.0008
0.5 -30.84 -31.14 -31.16 -31.27 -31.35
0.1 -30.84 -31.17 -31.15 -31.27 -31.35
0.05 -30.85 -31.22 -31.16 -31.25 -31.35
0.01 -30.74 -31.15 -31.17 -31.27 -31.34
0.005 -29.08 -31.09 -31.15 -31.27 -31.29
Table 4.3: Circular droplet case with H = 0.1: smoothing of volume fraction of liquid for projection method.
Values of the mean curvature of the circular droplet function of parameter ε and of mesh size h.
Remark 4.3 According to the numerical experiments, a constant value for the smoothing
parameter ε has been chosen, independent of the mesh size. This method permits to obtain
an order one algorithm for the computation of the curvature, However the parameter ε
could be dependent of h (see e.g. [128]) in order to obtain perhaps a better convergence
order.
Convergence of the approximation of the curvature is then treated. Structured meshes
of squares are considered first from 40×40 squares to 400×400 squares, each square being
divided in four triangles (see Fig. 4.4). Table 4.4 and Fig. 4.6 illustrate the convergence
of the approximation of the curvature when the mesh size tends to zero for H = 0.1 and
ε = 0.05. The convergence order is approximately O(h).
Mesh h Mean Curvature Error Relative Error
40x40 0.002500 -30.8450 0.7828 0.0248
80x80 0.001300 -31.1646 0.4728 0.0150
100x100 0.001000 -31.2371 0.4028 0.0127
160x160 0.000625 -31.3941 0.2528 0.0080
200x200 0.000500 -31.4253 0.2028 0.0064
300x300 0.000333 -31.5000 0.1228 0.0039
400x400 0.000250 -31.5377 0.1128 0.0036
Table 4.4: Circular droplet test case: projection method with smoothing procedures (H = 0.1 and ε = 0.05).
Convergence of the approximation of the curvature for structured meshes.
Numerical results for unstructured meshes with H = 0.1 and ε = 0.05 are illustrated
in Tab. 4.5 and Fig. 4.7 and show similar results. The projection method is thus accu-
rate, independent of the mesh topology and convergent when the mesh size h tends to
zero. Since the accuracy is much better for this method than for the previous geometrical
method, fine meshes are not really required to obtain a satisfactory approximation of the
curvature. The order of convergence is O(h). This order is satisfactory since the time split-
ting algorithm presented in Chap. 3 is an order one algorithm (see also [73] and Chap. 1
in the one-dimensional case). From an implementation point of view, the computation of
the curvature by using (4.15) consists of a loop on the finite elements and therefore the
computational cost is not very high. In the opposite, smoothing the volume fraction of
liquid by using (4.20) requires more CPU time.
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Figure 4.6: Circular droplet test case: projection method with smoothing procedures. Convergence error for the
approximation of the curvature.
h Mean Curvature Error Relative Error
0.0008018 -30.85 0.8328 0.0263
0.0006043 -30.98 0.6628 0.0210
0.0004663 -31.21 0.4328 0.0137
0.0004030 -31.31 0.3328 0.0105
0.0002958 -31.46 0.1728 0.0055
Table 4.5: Circular droplet test case: projection method with smoothing procedures (H = 0.1 and ε = 0.05).
Convergence of the approximation of the curvature for unstructured meshes.
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Figure 4.7: Circular droplet test case: projection method with smoothing procedures. Convergence orders for
unstructured meshes, H = 0.1 and ε = 0.05. Convergence error for the approximation of the curvature.
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Consider the stationary circular droplet case. The Navier-Stokes equations are solved
in the liquid domain and surface tension effects are taken into account. The liquid domain
is the circle described previously. In the absence of gravity forces and with zero initial
velocity, the exact velocity is zero for all times. Since a normal force (4.1) is imposed on
the free boundary, the numerical approximation of the velocity is not exactly zero. This
boundary force (4.2) induces spurious velocities around the free surface, usually called
spurious currents which have to be as small as possible in magnitude. Spurious currents
are observed with many surface tension models and depend mainly on the ratio between
σκ and the viscosity µ (see [101]) since σκ represents the force acting on the interface and
counteracts viscosity effects. Numerical results are given in Fig. 4.8 on page 115 when the
pressure in the surrounding gas is not taken into account. Results compare well with those
of the CSF model [12, 128] or with interface reconstruction [99] in the respective range of
parameters (in our case (σ = 0.0738, κ = 31.6 and µ = 0.01), the order of magnitude of the
spurious velocities is slightly smaller than the one of the CSF model described in [12, 128]
(κ = 0.5, σ = 73.0 and µ = 0.01) but bigger than the one in [99] (κ ' 9, σ = 0.357 and
µ = 1)).
Let us turn now to the second test case, namely the sinusoidal interface. For this
second test case, in the square domain of size 0.1× 0.1, the liquid domain is given by:
Ωt = {(x, y) ∈ [0, 0.1] × [0, 0.1] : y 6 0.02 sin(16pix) + 0.05} , t ∈ (0, T ) .
Gravity effect is not taken into account (i.e. external forces are f = 0). The interface is
in contact with the boundary of the cavity and an additional smoothing error near the
boundary is introduced in the computation of the curvature. The value of the curvature
at point (x, y) on the interface curve (given by y = 0.02 sin(16pix) + 0.05) is
κ(x, t) =
−0.02(16pi)2 sin(16pix)√
1 + (0.02 · 16pi)2 cos(16pix)23
, t ∈ (0, T ) .
Since there is no gravity field and the initial velocity is set to zero, the liquid domain is
the same for all times and the liquid velocity is zero. The value of normalization coefficient
C in (4.16) is adapted in the neighbourhood of the boundary of the cavity. The smoothing
parameters H and ε are first discussed on two structured meshes, composed by 40 × 40,
respectively 80 × 80 squares, each divided in four triangles. Let H be fixed first to zero
(that is there is no smoothing procedure along the interface by convention, see Sect. 4.4).
Numerical results are compared with theoretical values of curvature in Fig. 4.9 on page 116
and illustrates the effect of the parameter ε.
Hence, when H = 0, the value of parameter ε is chosen approximately between 0.005
and 0.008, independently of the mesh size, in order to obtain some satisfactory results.
If ε is larger, the error near the boundary is propagated inside the domain, while a very
noisy value of curvature is obtained when ε tends to zero.
Let us turn to the influence of the parameter H. The influence of smoothing parameter
H is illustrated in Fig. 4.10 when ε = 0.005 is fixed. For large values of the parameter
H, the smoothing procedure along the interface introduces a bias in a neighbourhood of
the boundary of the cavity. On the other hand, the approximation of the curvature is less
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Figure 4.8: Circular droplet test case: projection method with smoothing procedures. Spurious velocities after 5
time steps and τ = 0.001 (H = 0.1 and ε = 0.05). Top: Structured mesh 40 × 40, bottom: mesh
80× 80.
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variable and less noisy and more accurate in the interior of Λ. A trade-off is obtained for
H approximately equal to 0.02.
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Figure 4.9: Stationary sinusoidal test case: projection method with smoothing procedures. Value of curvature
function of x for several smoothing parameters ε (H = 0) and two mesh sizes. Left: mesh 40 × 40,
right: mesh 80 × 80.
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Figure 4.10: Stationary sinusoidal test case: projection method with smoothing procedures. Value of curvature
function of x for several smoothing parameters H (ε = 0.005) and two mesh sizes. Left: mesh 40×40,
right: mesh 80× 80.
Results show that the value of the curvature in a wall boundary layer is not very
accurate. Satisfactory results are obtained but the computation of the curvature in a
neighbourhood of the triple point (the point where the free surface joins ∂Λ) is still an
open question. However numerical simulations in Sect. 4.7 do not always suffer from this
lack of accuracy. With the geometrical method presented in Subsect. 4.2.1, the conclusions
about the computation of the curvature at the triple point are the same, i.e. the method
is not accurate in the neighbourhood of this point.
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Remark 4.4 The computation of the external normal vector is not discussed here. How-
ever, the results with the normal vector computed by convolution (4.19) or with mollified
volume fraction of liquid (4.4) are not significantly different.
4.7 Numerical Results
Numerical simulations are presented in this section, in particular for curvature driven
phenomena. Wall effects are neglected and the contact angle with the walls is not modelled.
Applications of simulations of droplets or bubbles flows are various, for example in image
recognition, industry, natural sciences, etc. Since numerical results are more satisfactory
and generalization in three space dimensions is possible, the curvature is computed in all
these simulations with the projection method described in Subsect. 4.2.2.
Square Droplets and Bubbles. A stationary water droplet in the absence of gravity
field is assumed to be initially a square. With surface tension effects, the droplet becomes
circular. Physical parameters are µ = 1. kg/(ms), σ = 7.038 Nm−1 and ρ = 1000. kg/m3.
External forces f in (3.10) and initial velocity are zero. The cavity is the 0.1 m×0.1 m
square and several structured meshes are considered. The coarse mesh is made out of
40 × 40 squares (each divided in four triangles), the middle mesh is made out of 60 × 60
squares while the finer mesh is made out of 80× 80 squares. The time step is τ = 0.001 s.
The curvature is computed with the projection method and smoothing procedures. Since
the theoretical curvature at initial time is zero everywhere on the free surface except in
the four corners of the domain, the numerical approximation of the curvature should not
be too much diffused. For this reason no smoothing along the interface is applied. Thus
smoothing parameters are ε = 0.005 m and H = 0 m for this test case. Pressure in the
surrounding gas is not taken into account. Numerical simulations show that the droplet
becomes a circle for every mesh size, see Fig. 4.11. Furthermore, the evolution of velocities
is symmetric and magnitude decreases with time, see Fig. 4.12 on page 119. Oscillations
that appear for instance in [12] are negligible and the droplet reaches its stationary circular
shape. Similar results can be obtained with unstructured meshes.
The inverse situation is then considered, that is an initially square bubble of gas in water
in the absence of gravity field. Numerical results in Fig. 4.13 on page 119 are illustrated
for the middle structured mesh and shows that our computations are independent of the
convexity of the interface.
Curvature Driven Oval. A stationary droplet with initial oval form is considered in
the square domain 0.1 m×0.1 m in the absence of gravity field (right-hand side f = 0 in
(3.10)). Deformed droplets are omnipresent in natural process, but also in industry for
ink-jet printers (see [23, 80, 116] for instance). The initial liquid domain Ω0 is
Ω0 =
{













The oval droplet becomes a circle under surface tension effects, since forces are larger in
regions of high curvature. Physical parameters are µ = 1. kg/(ms), σ = 0.738 Nm−1 and
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t = 0.001 t = 0.003 t = 0.006 t = 0.009 t = 0.012 t = 0.015
Figure 4.11: An initially square droplet becomes circular under surface tension effects. Representation of liquid
region at times 0.001 s, 0.003 s, 0.006 s, 0.009 s, 0.012 s and 0.015 s. First row: coarse mesh, second
row: middle mesh and third row: fine mesh.
ρ = 1000. kg/m3. Pressure in the surrounding gas is not taken into account. Numerical
results are obtained for a structured mesh of 60×60 squares and for a time step τ = 0.001 s
and are illustrated in Fig. 4.14 on page 120. Smoothing parameters are ε = 0.005 m and
H = 0.005 m. After 0.5 s the process is stationary and oscillations are negligible. Results
are identical for several mesh sizes. The value of the smoothing parameter H has not much
influence on the result of the simulation.
Droplet Splashing on a Film of Water. The splashing of a droplet of water falling
in the presence of gravity field onto a thin layer of water at rest is considered in two space
dimensions, see also [56, 129]. Such situation appears with raindrop splashing on a pool
of water for instance.
Situation is described in Fig. 4.15 on page 122. The cavity is the 0.1 m×0.1 m
square. External forces in (3.10) are f = ρg, where g is the gravity field. The droplet has
initial velocity v0 = 2 m/s and falls from h¯ = 0.0625m. The initial radius of the bubble is
R = 0.007 m and the height of the thin layer of water is h = 0.02 m. Surface tension effects
and pressure in the gas are taken into account. Physical parameters are µ = 0.05 kg/(ms),
ρ = 1000 kg/m3 and σ = 0.0738 Nm−1. Numerical results are presented for a structured
mesh of 80 × 80 squares and the time step is τ = 0.001 s. Final time is T = 0.4 s.
Smoothing parameters are ε = 0.05 m and H = 0.02 m. Slip boundary conditions are
enforced on the lateral walls, while Dirichlet boundary conditions v = 0 are enforced at
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Figure 4.12: An initially square droplet becomes circular under surface tension effects. Representation of velocities
and interface at times t = 0.002 s (|v|
max
= 0.80 m/s), t = 0.004 s (|v|
max
= 0.59 m/s) and t = 0.006
s (|v|
max
= 0.35 m/s) for the coarse mesh,
Figure 4.13: An initially square bubble becomes circular under surface tension effects. Representation of liquid
region (from left to right, top to bottom), at times 0.001 s, 0.003 s, 0.005 s, 0.008 s, 0.012 s and
0.015 s.
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t = 0 s. t = 0.05 s. t = 0.1 s.
t = 0.15 s. t = 0.2 s. t = 0.25 s.
t = 0.3 s. t = 0.35 s. t = 0.4 s.
Figure 4.14: Initially oval droplet under surface tension effects. From left to right, top to bottom: interface between
water and gas from t = 0 s to t = 0.4 s (by steps of 0.05 s).
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the bottom of the cavity. The position of the free boundary is illustrated in Fig. 4.15 on
page 122 for various times between t = 0.025 s and t = 0.1 s. The results are in a good
agreement with [56], in particular the formation of a surfacing wave.
Rising Bubble. Gas bubbles may appear in various physical phenomena, for example
in the aluminium electrolysis process. See for instance [40, 60] for a complete description.
A simple case of a gas bubble flow is presented here. A circular bubble of air is initially
at the bottom of a cylinder in 2D filled with water. It is free to move up by effect of
the gravity field (f = ρg). Dimensions of the cylinder are 0.054 m×0.102 m. The initial
radius of the bubble is 0.01 m and its centre is located at height 0.015 m. Viscosity is
µ = 0.01 kg/(ms), while density is ρ = 1000 kg/m3. The gas pressure is disregarded. A
symmetrical structured mesh is considered. Three meshes are considered. The coarse mesh
is made out of 2576 nodes and 5000 elements, the middle mesh is made out of 10151 nodes
and 20000 elements and the fine mesh is made out of 22726 nodes and 45000 elements.
Smoothing parameters are ε = 0.005 m and H = 0.05 m.
Surface tension effects are reported in Fig. 4.16 on page 123 for the coarse mesh (see
also [65]). The liquid-gas interface is illustrated. The time step is τ = 0.005 s. When
surface tension effects are not taken into account, small bubbles are gathering at the
extremities of the bubble. For larger values of the surface tension coefficient σ, surface
tension effects stabilize (partially of not) the bubble.
The influence of the mesh size is reported in Figs 4.17 (for σ = 0 Nm−1) and 4.18 (for
σ = 0.0738 Nm−1). The time steps are τ = 0.005 s for the coarse mesh, τ = 0.0025 s for
the middle mesh and τ = 0.0016 s for the fine mesh. The size of the cells of the structured
mesh used for advection step is approximately 5 to 10 times smaller than the size of the
finite elements, see Sect 3.3. Figures 4.17 and 4.18 are compared. Numerical results show
that the convergence of the algorithm when the mesh size tends to zero is not guaranteed
when σ = 0 Nm−1. In the opposite, numerical results converge when the mesh size tends
to zero when surface tension effects are taken into account.
3D Cubic Droplet. Implementation of the projection method (see Subsect. 4.2.2) in the
three-dimensional case is illustrated on an example. Preliminary results are given here with
smoothing of the volume fraction of liquid (4.17) and computation of the curvature with
(4.15). A cubic droplet of water in the centre of a cubic cavity is considered. This example
is the three-dimensional version of the square droplet example described previously in two
space dimensions.
Dimensions of the cavity are 0.1m×0.1m×0.1m, while dimensions of the droplet are
0.5m×0.5m×0.5m. Viscosity is µ = 0.01 kg/(ms), while density is ρ = 1000 kg/m3. The
gas pressure is disregarded and no external volumic forces f are applied (in particular,
gravity forces are neglected). The surface tension coefficient σ is set to 7.038 Nm−1. A
structured mesh made out of 34481 nodes and 192000 elements is considered. The time
step is set to τ = 0.001 s. Smoothing parameters are ε = 0.01 m and H = 0 m (H = 0 in
order to keep the local effects of the surface tension forces around the corners).
Figure 4.19 on page 126 illustrates the evolution of the liquid droplet and shows that
the droplet becomes spherical under surface tension forces. However a slight influence of
the mesh size remains since a relatively coarse three-dimensional mesh is considered here.
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t = 0.025 s.
t = 0.030 s. t = 0.040 s.
t = 0.050 s. t = 0.060 s.




Figure 4.15: Droplet splashing on a thin layer of water. Top left: representation of the simulation setup, then, top
to bottom from left to right: position of the free boundary at several times.
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t = 0.05 t = 0.15 t = 0.25 t = 0.35
Figure 4.16: Rising Bubble: results for the coarse mesh. From left to right, position of the interface at times 0.05,
0.15, 0.25 and 0.35 s. First row: σ = 0 Nm−1, second row: σ = 0.0738 Nm−1, third row: σ = 0.14
Nm−1.
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coarse mesh middle mesh fine mesh
t = 0.20
t = 0.45
Figure 4.17: Rising Bubble: results for σ = 0 Nm−1 and several mesh sizes. Position of the free surface at times
t = 0.2 s (first row) and t = 0.45 s (second row). Left: coarse mesh, middle: middle mesh and right:
fine mesh.
Similar results can be obtained for unstructured meshes, even if an influence of the mesh
size remains.
Conclusions. Two methods for the computation of the curvature and surface tension
effects have been presented. Although it is not very accurate, the geometrical method may
be used for mould filling problems. On the other hand, when the ratio between Capillary
number and Reynolds number is high, the projection method guarantees accuracy and
convergence of the approximation of the curvature inside the cavity. The estimation of
the surface tension effects near the boundary of the cavity have been discussed but a
satisfactory solution has not been obtained yet. Many numerical results for curvature-
driven flows have been obtained.
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coarse mesh middle mesh fine mesh
t = 0.20
t = 0.45
Figure 4.18: Rising Bubble: results for σ = 0.0738 Nm−1 and several mesh sizes. Position of the free surface at
times t = 0.2 s (first row) and t = 0.45 s (second row). Left: coarse mesh, middle: middle mesh and
right: fine mesh.
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Figure 4.19: Initially cubic droplet. Liquid region at initial time at times t = 0 s, t = 0.01 s, t = 0.035 s, t = 0.05
and t = 0.06 s. and structured mesh (from left to right, top to bottom)
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Conclusions
Free surface flows have been investigated from both theoretical and numerical points of
view.
On one hand, some theoretical questions have been discussed. A one-dimensional
model problem for free surface flows has been considered. Local existence in time and
uniqueness results have been obtained. Then error estimates have been derived for the
semi-discretization in space. A one-dimensional version of the time splitting algorithm
used in [73] has been discussed.
Next, the two-dimensional Navier-Stokes equations with a free surface have been in-
vestigated. Neumann boundary conditions have been enforced on the whole boundary of
the liquid region. The whole boundary has been assumed to be the free surface. Local ex-
istence in time and uniqueness of a solution have been proved with the same methodology
we used for the one-dimensional case. We are looking forward to studying theoretically
the time splitting algorithm for the two-dimensional problem.
On the other hand, the time splitting scheme proposed in [73] for the simulation of
free surface flows has been improved. The compressibility effects of the surrounding gas
onto the liquid are considered. A numbering algorithm is used to recognize the bubbles of
gas. The pressure inside each bubble is computed by using the ideal gas law. Gas pressure
is imposed as a normal force on the interface between liquid and gas. Numerical results
have validated our model and have shown that the influence of gas cannot be neglected, in
particular in mould filling situations. Furthermore the computational cost of this method
is not very high.
Finally, some algorithms to compute the interface curvature and therefore surface ten-
sion effects have been discussed. The lack of regularity of the volume fraction of liquid has
been circumvented by convolution. The approximated curvature converges to the exact
one when the mesh size tends to zero. Convergence does not depend on the mesh topology.
Our results compare well with other methods. Surface tension effects are not relevant for
mould filling problems, but have a strong impact for curvature-driven flows, such as rising
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