A basic phenomenon in positive system theory is that the dimension N of an arbitrary positive realization of a given transfer function H(z) may be strictly larger than the dimension n of its minimal realizations. The aim of this brief is to provide a non-trivial lower bound on the value of N under the assumption that there exists a time instant k 0 at which the (always nonnegative) impulse response of H(z) is 0 but the impulse response becomes strictly positive for all k > k 0 . Transfer functions with this property may be regarded as extremal cases in positive system theory.
I. Introduction
Let the transfer function of a discrete time-invariant linear scalar system H(z) = p 1 z n−1 + ... + p n z n + q 1 z n−1 + ...
of McMillan degree n be given. The positive realization problem for H(z) is to find, for some dimension N ≥ n, a matrix A ∈ R constraints, is a natural restriction in many applications. For a recent overview of the theory of positive systems and its applications we refer to [6] .
A complete answer to the "realization problem" (i.e. decide, in finite steps, whether H(z) admits positive realizations and, if so, construct one) has been presented in [1] and [7] (see also [10] where a finite algorithm for checking the nonnegativity of the impulse response sequence of H(z) is given). However, much less progress has so far been made with regard to the "minimality problem". It is a basic result in linear system theory that, without the nonnegativity restriction, canonical realizations of H(z) of dimension n always exist. However, it is well-known that the nonnegativity constraint may force N to be strictly greater than n. Moreover, it seems to be very difficult to give tight lower and upper bounds on the dimension N of positive realizations of H(z). A useful estimate from above is given in [8] for primitive transfer functions with real simple poles. A general estimate from below is also presented in [8] . In [2] the authors give an interesting example of how the nonnegativity constraint may force realizations of large dimension even in the case of transfer functions of McMillan degree 3 with positive simple poles. For the class of third order transfer functions with positive simple poles the minimality problem was recently tackled in [3] , where the important case N = 3 is characterized.
In the course of this brief we use a graph-theoretical approach to provide a non-trivial lower bound on the value of N for a special class of transfer functions H(z). In particular,
we assume that the impulse response sequence (h k ) k≥1 of H(z) is nonnegative and there exists an instant k 0 such that h k 0 = 0 and h k > 0 for all k > k 0 . Transfer functions with this property may be regarded as 'extremal' cases in positive system theory since h k 0 = 0 is the smallest admissible value of the impulse response at any time instant k 0 . The graphtheoretical approach for positive system realizations has already proved to be useful in revealing reachability and controllability properties of positive linear systems (see [4] and [5] ). However, this approach is new in proving dimension estimates, and provides a new insight into how the nonnegativity constraints may force realizations of large dimensions.
The paper is organized as follows. In Section II we give some standard definitions and a preliminary result in digraph theory which will be needed later in the proof of Theorem 1.
Section III contains the main result of the paper: a general lower bound on the dimension N is presented in terms of k 0 . Finally, we give examples illustrating the results.
II. Notation and preliminary results
In this section we recall some standard digraph terminology and prove an auxiliary result on digraphs in Lemma 1. We also introduce the following simple operations on the digraph G:
adding a cycle to a walk means that if
and v j , and
deleting a cycle from a walk means that if
is a walk containing a cycle from v is then we consider the new walk
descending to a path P from a walk R means that we delete some (possibly none) cycles from R and we obtain P .
Note that from any walk between v i and v j we can descend to a path (possibly of length 0) between v i and v j by deleting cycles one after the other.
The results on digraphs in this section will be needed in the proof of Theorem 1.
Given a digraph G, for a given pair of (possibly identical) vertices (v i , v j ) we would like to characterize the numbers l such that there exists a walk of length l between v i and v j .
Take a path P 1 of length l 1 between v i and v j . (If there exist no paths from v i to v j , then there exist no walks either.) Consider all cycles from all vertices of the path P 1 . If among the cycles there exist some, which contain some "new" vertices (not yet included in the path P 1 ), then choose any one of these cycles and add it to the path P 1 , thus obtaining a new walk R 2 . Now apply the same procedure to R 2 : consider all cycles from all vertices of the walk R 2 , and if there exist some which contain some "new" vertices (not yet included in the walk R 2 ), then choose any one of these cycles and add it to the walk R 2 , thus obtaining a new walk R 3 . Keep repeating this procedure until you arrive at a maximal In this case it is clear that the only walk (from v i to v j ), from which we can descend to P 1 is, in fact, P 1 itself.) In the terminology of the preceding paragraphs we have the following (i) there exists a walk R of length l between v i and v j from which we can descend to P 1 ,
Proof. Assume (i). It is clear that w 0 ≡ l 1 (mod d), because W 0 can be obtained from P 1 by adding some of the cycles C k . Assume R is an arbitrary walk of length l (between v i and v j ), from which we can descend to P 1 . This means that we can delete some cycles C k from R and obtain P 1 . Therefore l ≡ l 1 (mod d). . Initially (i.e. for m = 0), we have the path P 1 of length l 1 , containing l 1 + 1 different vertices.
Assume now (ii). First we show that
holds. We make the inductive assumption that l m < sm(sm+1) 2 .
We apply the procedure again, and add a new cycle C m+1 (containing some new vertices)
to R m . The length c m+1 of the cycle C m+1 is not greater than s m+1 . Therefore
, where the last inequality follows from the fact that s m+1 ≥ s m + 1. This completes the induction. Now, considering that the number of vertices contained in W 0 cannot be greater than
, as desired.
The next step is to prove that there exists a positive integer L 0 such that every integer
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We can assume that c 1 < c 2 < · · · < c q . Assume also, for the moment, that d = 1. We prove by induction with respect to q that L 0 ≤ c with greatest common divisor 1, and apply the result above. We obtain that for an integer l the conditions d|l and
Summarizing the results we obtain that the conditions l ≥
and l ≡ w 0 (mod d) imply that l can be decomposed as l = w 0 + q j=1 α j c j . Accordingly, we can add some cycles C j to the walk W 0 and obtain a walk of length l from v i to v j .
III. A lower bound on N
In this section we provide a general lower bound on N in terms of k 0 for the class of transfer functions specified in the Introduction. Namely, we assume that every h k ≥ 0, there exists an index k 0 ≥ 1 such that h k 0 = 0, and h k > 0 for all k > k 0 . 
Proof. Assume that c = (c i )
is a positive realization of H(z) in N dimensions. We will use the notation A k := (a 
(Note that a vertex can be both a vertex of input and output at the same time.)
The assumptions above mean that for all k > k 0 , vertex v i 1,k is a vertex of input, v i 2,k is a vertex of output, and there exists a walk of length k − 1 from
We have seen in Lemma 1 that for a fixed path P 1 (between some fixed vertices v i and 
It is not hard to check that the impulse response of H(z) is nonnegative, and h 26 = 0 and h k > 0 for all k > 26. Although H(z) is a transfer function with four real simple poles, we can conclude from Theorem 1 that the dimension N of any positive realization of H(z) must be at least 5. In fact, by checking all digraphs on 5 vertices it is not hard to prove that N ≥ 6 must hold. Having established this lower bound, it would be interesting to know what the actual minimal value of N is.
Consider now the sequence of transfer functions In [2] a similar example was presented by using convex cone analysis. Although the dimension estimate given in [2] is tighter, an advantage of Theorem 1 above is that it can be applied to a wider class of transfer functions. 
IV. Conclusions
In the course of this paper we used a digraph approach for a special class of transfer functions to present a lower bound on the dimension of positive realizations. The transfer functions under consideration were specified by the assumption that there exists a time instant k 0 at which the impulse response of H(z) is 0 but the (always nonnegative) impulse response becomes strictly positive for all k > k 0 . Transfer functions with this property can be regarded as extremal cases in positive system theory, since h k 0 = 0 is the smallest admissible value of the impulse response at any time instant k 0 .
