Abstract. In this paper we consider stochastic processes with an embedded Harris chain.
Introduction
Although very general, the analysis of single item inventory system, as it was done in Bázsa and den Iseger [4] , can be extended substantially. The first point to tackle would be incorporating nonstationary policies. The second is to consider more general demand processes, or even more general systems. For example, demand could depend on an exogenous factor (cf. [20] , [18] ) or the dependence could be of endogenous nature (cf. [14] , [11] ). In fact, such a system leads to a solution method for networks, since there the primal difficulty is to deal with the various inter-dependence of the components of the networks. In the present paper we only give examples of single-item single-echelon systems, with more complicated dependence structures. Bázsa and den Iseger [5]depicts a two echelon decentralized system, which can be solved with the theory developed in this paper, for more general demand processes than before (cf. [3] ).However, the power of the applicability of the model really shows in even more complexer networks (e.g. queuing networks), which is the topic of future research. processes. With this technique a nonstationary optimal policy can be obtained, for instance when demand is nonstationary.
This paper is organized in the following way. In section 2 we discuss the concept of synchronous processes, Harris chains and Harris processes. We discuss in section 3 almost surely convergence and a reward theorem for synchronous processes. In section 5 we introduce the main topic of this paper, general stochastic processes, with an embedded Harris chain. We give a powerful reward theorem for these processes. In section 6 we discuss how we can control these type of processes and give a formulation similar to semi-Markov decision processes,
while Section 7 provides examples of relevant models from inventory theory, which can be solved with the new technique. The Appendix (sections A up to B.4) provide the background and essential properties needed for the limit theorems.
Two specific stochastic processes
In order to be able to appreciate the difference between the earlier work and the present approach we pursue to briefly introduce synchronous processes and Harris chains. In the remaining part of this paper we assume that every stochastic process is shift measurable (cf.
B.1).
Synchronous processes.
Consider now a stochastic process X, defined on (Ω, F, IP ), with Polish state space (E, E), and a Polish path space (H, H) of right continuous maps from [0, +∞) to E with left limits. Let us define now a so called cemetery state ∆ external to E, and E is now endowed with the one-point compactification topology (cf. [11] ).
Definition 2.1.
1
The stochastic process X is said to be a synchronous process with respect to the random sequence 0 ≤ t 0 < t 1 < . . ., if {X n : n ≥ 1} forms a stationary sequence in (H, H), where
Let IP 0 denote the probability measure under which X is non-delayed, that is, IP 0 {X ∈ B} = IP {φ t 0 • X ∈ B} (or t 0 = 0). We refer to t n as the synch-times for X. 1 The definitions and basic properties of (related to) synchronous processes were taken from the article of Although synchronous processes start over probabilistically at the synch-times, the future is not necessarily independent of the past, in contrast with regenerative processes. Therefore, the synch-times do not form a renewal process. Due to this dependence, one needs to establish extra conditions in order to be able to construct limit theorems, similar to those known for classical regenerative processes (cf.e.g. [16] ).
Harris chains and Harris processes.
A discrete or continuous time stochastic process X, with state space (E, E) and general path space (H, H) is a Markov process (cf. [21] ) if the future depends on the past only through the present. The Markov process is timehomogeneous if the conditional distribution of φ t X given the value of X t does not depend on t. For time-homogeneous Markov processes, the transition kernel
Now we define Harris chains (discrete time) and Harris processes (continuous time) consecutively (cf. [21] ).
Definition 2.3. (Regeneration sets)
A discrete-time Markov process X = (X k ) ∞ 0 , with state space (E, E) and one-step transition probabilities P , is a Harris chain if it has a regeneration set, that is if there is a set A ∈ E such that the hitting time of the set A,
is finite with probability one for all initial distributions, and there is an l > 0, a p ∈ (0, 1], and a probability measure µ on (E, E) with 
Now the definition of a continuous time Harris process stays the same as for Harris chains, in the sense that it is defined to be a strong Markov process which has a regeneration set with Intuitively, (2.3) means, that whenever X enters A it lag-l regenerates l time units later with probability p. Thorisson (cf. [21] ) proves that with a so called conditional splitting one can construct an increasing sequence S = (S n ) ∞ 0 such that (X, S) is lag-l regenerative, and the distribution of its zero-delayed version (under IP 0 ) (X 0 , S 0 ) does not depend on the initial distribution of X.
There is also an other, equivalent definition for Harris processes, used often in the literature (see for example Sigman(1992) 
In the discrete case it can be shown (cf. [15] ) that ϕ-recurrence for some ϕ, and the existence of regeneration sets are equivalent properties. However, in continuous time this relation has not been proven yet. We conclude this section with some of the properties of Harris processes which are important for our limit theorems.
(i) A Harris chain is aperiodic if the inter-regeneration times are aperiodic; and this holds independently of the choice of the regeneration set and of l and p at (2.3).
(ii) Glynn showed (cf. [10] ) that if X has a stationary distribution , then X is a Harris process if and only if for all initial distributions and all A ∈ H,
where X * is a stationary version of X and U is uniform on [0, 1].
(iii) Sigman (cf. [18] ) proves that Harris processes are one-dependent regenerative, possessing a unique invariant σ-finite measure µ. Conversely, if a Markov process is positive recurrent one-dependent regenerative, then it is a positive recurrent Harris process.
Now we are ready to proceed with the limit results.
3. Limit theorems 3.1. Birkhoff 's Ergodic Theorem. In order to state the already known limit results we make use of Birkhoff's ergodic theorem, which can be found in the book of Billigsley (cf. [7] ).
The following concepts are strongly related to the one of invariant σ-fileds, dealt with in subsection B.3. A mapping T : Ω → Ω, with (Ω, F, P ) the underlying probability space, is called a measure-preserving transformation if it is measurable F/F and This theorem leads us to the first limit result. Consider a synchronous process X, a measurable cost function f , and denote the cost of a cycle, related to the process X, as 
If in addition {T n } is ergodic, then
See also Theorem A1 of Glynn and Sigman (cf. [11] ). Using the notation
π defines a measure on (H, H), which is called the stationary probability measure for X: under π, the shift φ = (φ s ) is measure preserving on (H, H). In particular, if X has distribution π, then X is time stationary (cf. [11] 
In particular, the Cesaro averaged distributions converge weakly. 
In particular, if either there exists an ε > 0 such that
In accordance with relation (4.2), uniform integrability, that is, condition (4.3) is necessary and sufficient; in particular k-dependence implies uniform integrability (cf. Proposition 3.1, [11] )).
General stochastic processes with an embedded Harris chain
The following section depicts a limit theorem for shift measurable stochastic processes X, with state space (D, D). The stochastic process is general in the sense that any kind of dependence structure of the underlying point process (t n ) ∞ 0 (arrivals) is allowed, as long as this dependence structure can be modeled through a Harris chain. This means, that we define an embedded Harris chain at the points t n , such that A n := A(t n ) (with state space (E, E) and path space (H, H)), such that it 'takes care' of the dependence structure of X, that is, X(t n ) is conditionally independent of the past given A n . Thus, we consider mathematical models, where such an embedded Harris chain can be constructed. As it is illustrated later, a large class of models in operations research can be covered by this construction. Moreover, the limit theorem derived for these types of models has the advantage of using exclusively the simple cycles determined by two consecutive points of the process X, T n = t n − t n−1 , which we call 'simple arrival cycles'.
Consider for instance a marketing problem: if the total demand for a planning horizon is known, then the magnitude of the demand up to the present gives a lot of information about demand in the remaining of the planning horizon. Define therefore the embedded Harris chain A as the total demand up to the present. Conditioning on A n at point t n yields the desired independence. Certainly, we need to have the conditions implying that A is indeed a Harris chain.
Sigman (cf. [18] ) introduces the notion of marked point processes governed by a Harris chain, however his motivation and consequently his model is different. The examples he considers essentially consist of marked point processes with an underlying renewal sequence, while his limit theorem is given in terms of regeneration cycles, which in general are different from the simple arrival cycles (hence more difficult to determine). 5.0.1. Independence realized with A. Let us now give the formal conditions which yield the desired properties of the Harris chain A, which realize the independence in our model. Throughout this paper we assume the following:
Assumption 5.1. The Harris chain A n = A(t n ) satisfies the following conditions: that the process X (hence also J, cf. Observation B.4) forms a wide-sense one-dependent process, which suffices to satisfy all the conditions of Proposition 4.1, thus we obtain the desired limit results. 
and, for all
k ∈ IN , IE(T k |A k−1 = s) = IE(T 1 |A 0 = s), for almost every s ∈ E (5.3) IE(J n |A n−1 = s) = IE(J 1 |A 0 = s) for almost every s ∈ E.
)) we have that if
S k defined by relation (5.5), we can summarize the findings in the following theorem:
, is a wide-sense one-dependent process.
Hence, applying Proposition 3.1 of Glynn and Sigman (cf. [11] ) yields that, if the expected cost of the delay cycle is finite then in the long run expected average cost expression we can ignore this term, considering only the process which started in the first regeneration point, 
Remark 5.4. Although the statement of Proposition 3.1 of Glynn and Sigman (cf. [11])
requires one-dependence, its proof only uses the conditions of wide-sense one-dependence, which makes it possible for us to apply it for our case.
Consider the trivial identity
By the construction, N 1 is a stopping time with respect to A k , that is,
This means that we only need to deal with
Define now the functions Y n and Z n , defined on E as 
for almost all initial states of A, or equivalently, of the process X, w.r.t. π ∞ .
Proof:
As mentioned before, the proof of the finiteness of the expected first cycle is given in Appendix C. In order to prove that the long run average cost is indeed given by expression (5.11), observe that having obtained expression (5.7), we have
Conditioning on A k−1 with distribution π k−1 , the previous expression is equal to
Using again condition (5.4) this can be evaluated as
Since N 1 constitutes a regeneration point for the Harris chain A it yields that
where π ∞ was defined by relation (5.10). In conclusion, (5.12)
by condition (5.9). Note that IEN 1 < ∞ since A is positive recurrent. Similarly as for J k we can use the same argumentation for T k , obtaining (5.13)
by condition (5.9). This immediately yields expression (5.11) for the expected long run average cost, completing the proof. Although at first sight it might look difficult to prove that A := (A 1 , A 2 ) (or more generally the collection A := (A 1 , . . . , A n )) is a Harris chain, as it is stated in the previous remark, the argument is rather simple: it the consequence of result (ii) of Section 2.2. Hence, if we can prove that A is convergent in Cesaro total variation (that is, the time stationary version of A exists) it implies that it is a Harris chain. In case of inventory models, as discussed in Bázsa and den Iseger [4] , it is often the case that the joint time-average distribution of (IP, N)
exists. This is the result we will use later to show for several models that the embedded Harris chain exists.
6. An MDP formulation Section 5, namely the construction of the Harris chain A, suggest that one can influence the system through this Harris chain, hence dealing with models with control policies. More specifically, one wants to control the transitions of the process from one state to another.
This section is aimed as a guideline for solving models of the type of the previous sections with generalized Markov decision theory, that is, Markov decision processes with continuous state space. Since the theory of Markov decision processes is vast, this section is only meant to formulate the problem, and not to give precise conditions under which an optimal solution exists, and there is also no exact solution procedure provided. Besides, the problem formulated below is very general, one needs to solve the optimization algorithms for each specified problem.
Knowing that every Harris chain possesses a unique invariant σ-finite measure π R ∞ (cf. property (iii) of Section 2.2) defined by relation (5.10), the problem is formulated with the normalization (6.1)
We proved that the average cost of the system is given by
where P is the transition kernel associated with the Harris chain A (defined by relation (2.2)),
There is a nonnegative cost K ≥ 0 associated with the control of the system, which also depends on the transitions, hence on the policy R. Take for instance an inventory system with a positive order policy (that is, no disposal allowed). Then K R (x, y) = K1 {x<y} . As usual, a policy R * is optimal if g(R * ) ≤ g(R), for all stationary policies R. We ought to remark here that we indeed are looking for nonstationary control policies, however this nonstationarity will be realized through the transitions of the embedded Harris chain A: the control policy depends on the state of A. The optimization problem is hence of the form:
In the case when E is finite or countable, the problem reduces to a classical semi Markov decision problem. Methods for solving semi Markov decision problems can be found in any standard textbook (see for example [22] 
For the sake of simplicity, in this example we will only consider the following dynamics, characteristic for seasonal demand processes:
The stability condition (as in 
are the same for almost every (s, u) (with s = (s 1 , s 2 )), follows from stationarity. One alternative in order to show that (A, IP) is also a Harris chain, is to follow again statement
(ii) of Section 2.2 and the theory of Bázsa and den Iseger [4] to prove that its distribution converges to its time stationary version in Cesaro total variation. However, following this method, we only know for sure that the time average distribution exists if we assume that the control policy is stationary, that is, IP has a pointwise limiting distribution. Since the time-average distribution of A exists, the time average distribution of (A, IP) also exists (cf. Bázsa and den Iseger [4] ). Hence, the long run expected average cost is given by the expression
However, the second alternative, that is, using Definition 2.3 yields the possibility to construct nonstationary policies. Although a proof, following Definition 2.3 can be somewhat more tedious, the result is worth the trouble. To illustrate this, in the next section we consider a nonhomogeneous compound Poisson process together with a nonstationary (s(λ), S(λ)) policy.
7.2. Inventory systems with Harris-modulated demand. Let us assume that demand is a Harris-modulated time-nonhomogeneous stochastic process, that is, the rate of the process, λ(t) is described by a Harris chain 
where 
The reason for using this method in order to prove that (A, IP) is a Harris chain, instead of using (ii) of Section 2.2, is that in this case neither A nor IP has a pointwise limiting distribution, thus we would need additional information for proving that the joint limiting distribution in the Cesaro sense of A and IP exists. 
Combining this with relation (7.2) yields that
Finally we can conclude that (A, IP) is a Harris chain satisfying conditions (5.1)-(5.4), yielding that the long run average cost of the system is given by
where IE (A,IP) c ∞ denotes the expectation w.r.t. the limiting distribution in the Cesaro sense of the distribution of (λ(t n ), IP n ). Solving the optimization problem (6.3) for this g R yields a dynamic (nonstationary) optimal policy (s(λ), S(λ)).
Markov modulated arrivals.
Markov modulated demand processes have been considered in several articles in the literature, however their approach is quite different from ours.
The closest to our approach is that of Sigman (cf. [18] ), however his motivation and consequently his results are different. As mentioned earlier, he proves that every Harris process is a one-dependent process, but the limit result he deduces is in terms of the one-dependent regeneration cycles.
Song and Zipkin (cf. [20] ) consider an exogenous 'world-driven' Poisson demand: when the world is in state i, demand follows a Poisson distribution with rate λ i . Their model is a discrete-state dynamic program with two state variables, the world and the inventory position.
Lovejoy (cf. [14]) considers demand processes as functions of a Markovian information
process. This information process may depend on the past of the demand process as well as on an exogenous variable. Further it concentrates on the efficacy of myopic policies.
Inventory with returns. Consider a general single item inventory model which allows returns, with the following characteristics. Demand up to time t, D(t), is a compound renewal
process with arrival process {t n : n ∈ IN ∪ {0}} and individual demands {Y n , n ∈ IN ∪ {0}}.
We assume that control actions, denoted by Γ, are only permitted at purchase arrivals, that is, at times {t n : n ∈ IN }; furthermore, Γ is a stationary policy, depending only on the inventory position process. There is also a so called returns process R, a nonhomogeneous compound
Poisson process with fixed batch return sizes µ. Denote the total amount of items on the market at time t as A(t) (that is, demand minus returns) and let us assume that the returns rate is a, given A = a. Thus, fixing a sample paths of A, R is just a compound Poisson process with a variable rate. Assuming that every item is returned is not very restrictive, since we can use the following correction: introduce the binary variable (y/n) (yes or no), for deciding whether the returned item is suitable for remanufacturing or not. Hence, the returns process has the form
k=1 (y/n)µ (we assume here that non-suitable items can be instantaneously disposed of). Since we only need to concentrate on the times t n of purchase arrivals, it is useful to introduce the notations IP n := IP(t + n ) and A n := A(t + n ). By the definition of the model it follows now that
This means that the {IP n } and {A n } are Markov processes. A common assumption for inventory models (see for instance Zipkin [24] ) to assume that the embedded Markov chain IP n is positive recurrent -since our model assumes continuous state space we assume ϕ-recurrence (see Section 2.2), hence IP n is a Harris chain. Having assumed that the control policy is stationary, the pointwise limiting distribution of IP n exists. This implies that (A, IP) converges to its stationary version in Cesaro total variation, hence it is a Harris chain (statement (ii), Section 2.2). Furthermore, the equivalent of the classical flow-conservation law remains valid:
Since (A, IP) is a Harris chain, we aim to show that it satisfies the conditions of Assumption 5.1. Since {t n } is a renewal process, conditions (5.1) and (5.3) follow. Since R is a compound
Poisson process an D is a compound renewal process, conditions (5.2) and (5.4) are satisfied too. Hence, applying Theorem 5.5, it follows that the long run average cost of the system is given by the expression
where IE (A,IP) c ∞ stands for the expectation with respect to the joint time average distribution of the Harris chain (A, IP).
The so called multi-echelon models prove to be even more difficult to solve exactly than the single echelon models considered so far. Such a model is a two-level decentralized distribution system, consisting of one depot and several retailers. This application is worked out in Bázsa and den Iseger [5] . There are many more OR models, not only inventory models, which can be included under the framework of general stochastic processes with an embedded Harris chain. In the following subsection we give such an example. to a distribution ν, and for each event e ∈ E(s) the clock is set independently according to F 0 (·; e, s). Hence, formally, X = {(S n , C n ) : n ≥ 0}, where S n is the state after the nth transition and C n = (C n,1 , . . . , C n,M ) is a clock-reading vector after the nth transition. The solution method for such a GSMP model is generally simulation.
Generalized Semi -Markov Processes (GSMP's
A simple example for such a GSMP is the GI/G/1 queue. Assuming that the interarrival distribution F a and the service time distribution F s are continuous, such that an arrival and a service completion never occur simultaneously, we can model the queue as a GSMP in the following manner. Let X(t) the number of jobs in service or waiting in queue at time t. Then 
With the modeling technique of general stochastic process with an embedded Harris chain one can also model GSMP's in the following way. Extend the state space with the states S n , and the Harris chain with the clock-reading vectors A × {C 1 , C 2 , . . .}. We need to assume here that the clocks are set independently, which yields that this is then indeed a
Harris chain. Suppose that e = e n . Then T k = C n (k), the nth clock at time t k . Then
is distributed with F (·; s , e , s, e n ). The transition probabilities for the Harris chain are given by IP {A k+1 , A k ; e = e n }. The event e = e n is known at time t k , e = e n if and only if C n = min{C 1 , C 2 , . . .}. In fact, given the clocks at time t k , T k is deterministic, i.e. T k = min{C 1 (k), C 2 (k), . . .}.
Discussion
The essential difference between semi-Markov processes and the 'Harris-modulated stochastic processes' described in Section 5 is, that while in the case of semi-Markov processes the jump can depend on the state of the process when the jump occurs, for Harris-modulated stochastic processes the allowed dependence can be more complex. For instance, the expected interarrival time can depend on the next state (where the process jumps to) instead of depending solely on the state where the process has been before the jump. This means that the class of models which can be analyzed is considerably extended. Moreover, the established limit theorem (cf. Section 5.1, that is, the average cost expression (5.11), is given in terms of the simple arrival cycles. Within this framework, the analysis of many important models becomes straightforward (only identifying the embedded Harris chain), which otherwise would cost a laborious work of many pages; for other models, the analysis has only been performed under simplifying assumptions.
It is very interesting to observe how things fall into their places. In Bázsa and den Iseger A random elementŶ in (E, E), defined on the probability space (Ω,F,Î P ) is a copy or
A random element Y always has a canonical representation, the canonical random element
on (E, E, IP {Y ∈ ·}).
A random variable Y is a random element in (IR, B) , where IR is the set of real numbers and 
This means (cf. [1] ), that F Y is spread out if • almost surely:
• in probability:
Almost sure convergence and L p -convergence (for p ≥ 1) imply convergence in probability.
A.2. Uniform integrability. As we will show later, a necessary and sufficient condition for our limit theorem is uniform integrability. This follows directly from the fact that uniform integrability is a necessary and sufficient condition for L 1 -convergence (cf. [23] ).
Definition A.4. A family of random variables
The following result can be found in the book of Williams (cf. [23] ).
only if the following two conditions are satisfied:
(ii) the sequence {Y n } is U.I.
Scheffé's Lemma (cf. [23] ) proves to be very useful, since the result which is more often
IE(|Y n − Y|) → 0 if and only if IE(Y n ) → IE(Y).
Since almost surely convergence implies convergence in probability (see the previous sub- A.3. σ-finite measure. For the sake of completeness we introduce the notion of a σ-finite measure, which, although will not be used directly, will be present in some of the statements.
A measure µ on a field F in Ω is σ-finite (cf. [6] 
Appendix B. General stochastic processes
A stochastic process with index set II and state space (E, E) is a family X := (X s ) s∈II , where the X s are random elements defined on a common probability space (Ω, F, IP ) and all taking values in (E, E). Now, rather then regarding X as a family of random elements in (E, E), we can equivalently regard X as a random mapping (cf. [21] ), that is, a single random
The paths of X are the realizations X(ω), ω ∈ Ω of the random mapping X. Most of the time there are restrictions put on the path, for our case, that they are right continuous with left limits. More generally, one can say that they lie in a subset H of E II (cf. [21] ). In this case it is more natural to say that X is a random element in (H, H), instead of (E, E), where H is the σ-algebra on H, generated by the projection mapping taking x ∈ H to x t ∈ E, for all t ∈ II. H is also called the trace of H on E II (cf. [21] ), because
In conclusion, X t is a measurable mapping from (Ω, F) to (E, E) if and only if X is a mea- 
This condition suffices for drawing the conclusion that if X is also a stochastic process such B.2. Back to convergence. For the shift measurable stochastic processes X and X , plain total variation convergence is similar to that for random elements:
If U is a uniform random variable on [0, 1], then the Cesaro (or time-average) total variation convergence is defined as [19] ), using the term 'equilibrium process'. At that time the term and the property remained unnoticed, and later it was rediscovered independently by Asmussen and Thorisson. Lag-l regeneration is somewhat more restrictive than wide-sense regeneration (cf. [2] ), one-dependent regeneration is noted in the dissertation of Glynn in 1982, and can be found in the article of Sigman (cf. [18] ). To our best knowledge wide-sense k-dependence is not known in the literature.
A shift measurable stochastic process X is wide-sense regenerative with regeneration times S = (S n ) ∞ 0 (cf. [21] , Chapter 10, Section 4) if
where (X 0 , S 0 ) is the zero-delayed version of (X, S), and (B.3) φ Sn (X, S) is independent of (S 0 , . . . , S n ), n ∈ IN ∪ {0}.
Furthermore, the process X is called k-dependent (cf. Sigman(cf. [11] ). In order to make the use of this proposition 'legal', we need to prove that the expected cost of the delay cycle is finite, that is, IE On the other hand, using the notation z k := IE(J k |A k−1 ), we have
which means that IP 0 {r(IE(J k |A k−1 )) < ∞, N 1 > k} = 1. In the very first equality of the above evaluation we use the fact that under the non-delay expectation IE 0 , we can consider r(z) as the expected cost of the first regeneration cycle, started in an arbitrary state, z k .
Having thus
it follows immediately by relation (C.2) that π ∞ (ε) = 1. This proves thus that the expected cost of the delay-cycle is finite.
