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Abstract
This article is concerned with the existence of traveling wave solutions, including
standing waves, to some models based on configurational forces, describing respectively
the diffusionless phase transformations of solid materials, e.g., Steel, and phase transitions
due to interface motion by interface diffusion, e.g., Sintering. These models were proposed
by Alber and Zhu in [3]. We consider both the order-parameter-conserved case and the
non-conserved one, under suitable assumptions. Also we compare our results with the
corresponding ones for the Allen-Cahn and the Cahn-Hilliard equations coupled with
linear elasticity, which are models for diffusion-dominated phase transformations in elastic
solids.
1 Introduction
In his work [2], H.-D. Alber started the study of models of sharp interface describing
phase transitions in alloys. Such models are of Hamiltonian type and complex from
both theoretical and numerical viewpoints. Thus in [3, 4], as an approximation of those
models, the phase field models were derived from the corresponding sharp interface ones
for describing phase transitions in elastically deformable solids. The material under
consideration possesses microstructures, and its phases are characterized by the structure
of the crystal lattice, in which the atoms are arranged. An interface between different
material phases moves if the crystal lattice is transformed from one structure to the other
across the interface.
Often phase transformations are triggered by diffusion processes. Two well known
models for diffusion dominated transformations are the Allen-Cahn and Cahn-Hilliard
equations (see [7, 11, 12]).
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In this article we shall consider two models, one describing diffusionless transforma-
tions (also called martensitic transformations, cf. [18, p. 162]) of solid materials, e.g.,
Steel, and another for phase transitions due to interface motion by interface diffusion,
e.g., Sintering. The derivation of these two models can be found in [3, 4]. Both models
are based on a model for phase transitions driven by configurational forces, see [1]. For
more details on configurational forces, we refer the reader to the book by Gurtin [16],
and the references cited therein. The models studied here are also related to the work
by Mullins [20] on the development of grooves. Some mathematical results have been
obtained for special cases of those two types of models, see [3, 4, 5] for the existence of
weak solutions, and [6] for the justification of the diffusive models by using asymptotic
expansion methods.
In the present paper, we study the existence of traveling wave solutions, including
standing wave solutions, for the phase field models in [3, 4]. The models are formulated
for materials with two different phases, say, phase 1 and phase 2, in which the order
parameter v = v(x, t) ∈ R is assumed to take values near v− or v+ if the material is in
the phase 1 or 2, respectively, where we assume, without loss of generality, that v− < v+,
and x = (x1, · · · , xn) ∈ Rn denotes the material point and t ≥ 0 is the time variable. Let
u = (ui(x, t)) ∈ Rn be the displacement of the material. Then the first model in which
the order parameter is not conserved is formulated as
−divx T = b, (1.1)
vt = − (ψv(ε, v)−∆xv)|∇xv|. (1.2)
The second model is as follows
−divx T = b, (1.3)
vt = divx
{∇x(ψv(ε, v)−∆xv)|∇xv|}. (1.4)
In the latter, the order parameter is conserved. Eq. (1.4) can be written in the form of
a conservation law:
vt = divx J,
where J is a flux defined by
J = ∇x(ψv(ε, v)−∆xv)|∇xv|.
However (1.2) can not be rewritten in the conservative form.
We give now a more detailed description of the above systems. The symbols divx, ∇x
and ∆x denote the divergence, the gradient and the Laplacian with respect to x ∈ Rn.
The ε = (εij) ∈ Sn denotes the strain tensor which is given by
εij =
1
2
(uixj + u
j
xi), (1.5)
where Sn denotes the set of all n × n real symmetric matrices. T = (Tij) ∈ Sn is the
Cauchy stress tensor and is given explicitly in terms of (ε, v), see (1.6) below. Also, ψ(ε, v)
is a part of the free energy ψ∗ = ψ(ε, v) + 12 |∇xv|2, which is given in (1.7) below, and
ψv(ε, v) denotes the derivative of ψ(ε, v) with respect to v. Finally, b = b(x, t) denotes
the volume force which is assumed to be a given function of (x, t).
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To close the systems, we need to add the following constitutive relations:
(CR1)
T = D(ε− ε¯(v)), (1.6)
(CR2)
ψ(ε, v) =
1
2
D(ε− ε¯(v)) : (ε− ε¯(v)) + f(v). (1.7)
Here D = (Dijkl) is the elasticity tensor which is assumed to be a linear symmetric positive
definite operator from Sn into Sn; this means that for any σ = (σij) ∈ Sn,
Dσ =
( n∑
k,l=1
Dijklσkl
) ∈ Sn, (Dσ) : σ ≥ c |σ|2
for some positive constant c. Here we denote the scalar product of two matrices σ and τ
by σ : τ =
∑n
i,j=1 σijτij , and the corresponding norm by |σ| = (σ : σ)1/2. Also, ε¯(v) ∈ Sn
is assumed to be linear in v:
ε¯(v) = ε(0) + ε(1)v, (1.8)
where ε(0) = (ε(0)ij ) ∈ Sn and ε(1) = (ε(1)ij ) ∈ Sn are transformation tensors which are
assumed to be constant matrices, and f(v) is a given smooth double-well potential with
two local minima at v = v− and v = v+. Consequently, the pair (v, u)(x, t) or (v, ε)(x, t)
is the unknown of our systems (1.1) – (1.2) and (1.3) – (1.4).
We can slightly rewrite our systems. A simple computation, using (1.6) and (1.7),
yields
ψv(ε, v) = −D(ε− ε¯(v)) : ε(1) + f ′(v) = −T : ε(1) + f ′(v),
where f ′ denotes the derivative of f . Therefore the systems become
−divx T = b, (1.9)
vt =
(
T : ε(1) − f ′(v) + ∆xv
)|∇x v|, (1.10)
and
−divx T = b, (1.11)
vt = −divx
{∇x(T : ε(1) − f ′(v) + ∆xv)|∇xv|}, (1.12)
respectively. The evolution equations (1.10) and (1.12) for the order parameter v are non-
uniformly parabolic because of the degenerate terms |∇xv|∆xv and divx(∇x∆xv|∇xv|),
respectively.
The main purpose of this article is to study the existence of traveling wave and
standing wave solutions to the systems (1.9) – (1.10) and (1.11) – (1.12). To this end,
we assume that the volume force b = b(x, t) is identically zero, i.e., b ≡ 0, and look for
one-dimensional solutions of the form
v = v(x1, t), u = (u1(x1, t), 0, · · · , 0).
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Under suitable structural assumptions, it will be observed that our n-dimensional systems
are essentially reduced to the one-dimensional equations
vt = (µ− f ′(v) + vx1x1)|vx1 | (1.13)
and
vt = −{(−f ′(v) + vx1x1)x1 |vx1 |}x1 , (1.14)
respectively, where µ is a constant to be determined. Moreover, we will show that these
one-dimensional equations (1.13) and (1.14) have a traveling wave solution v = v(x1−st)
and a standing wave solution v = v(x1), respectively, both connecting the phase states
v− and v+, provided that f(v+) = f(v−). A comparison in Section 4, will show that
this existence result of standing wave solutions to (1.14) is the same to the known results
for the Cahn-Hilliard equation, however if µ 6= 0, results of traveling waves to (1.13) are
quite different from those for Allen-Cahn equation.
The remaining parts of this article are as follows: In Section 2, under suitable
structural assumptions, we shall reduce the multi-dimensional systems into the one-
dimensional ones, which can be finally reduced to the one single equation (1.13) or (1.14)
for each case. Then we shall investigate, in Section 3, the existence of traveling wave
and standing wave solutions for these reduced one-dimensional systems. The last section
is devoted to the interesting comparison of our results with the existing ones for the
Allen-Cahn or Cahn-Hilliard equation coupled with linear elasticity.
2 Reduction to one-dimensional equations
In this section, under suitable structural assumptions, we reduce our multi-dimensional
systems (1.9) – (1.10) and (1.11) – (1.12) into the corresponding ones in the one-dimensional
form. To this end, we first assume that the volume force b = b(x, t) is identically zero,
namely,
b ≡ 0, (2.1)
and look for one-dimensional solutions of the form
v = v(x1, t), u = (u1(x1, t), 0, · · · , 0). (2.2)
We now calculate the Cauchy stress tensor T = (Tij) for these particular solutions. For
u = (u1(x1, t), 0, · · · , 0), the strain tensor ε = (εij) has the simplest form
ε11 = u1x1 , εij = 0 for (i, j) 6= (1, 1). (2.3)
Consequently, we obtain from (1.6) and (1.8) that
Tij = Dij :
(
ε− (ε(0) + ε(1)v))
= Dij11u
1
x1 − (Dij : ε(0))− (Dij : ε(1))v,
(2.4)
where Dij = (Dijkl) ∈ Sn. In particular, we have
T11 = D1111u
1
x1 − (D11 : ε(0))− (D11 : ε(1))v. (2.5)
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Eliminating u1x1 in (2.4) by using (2.5) yields an expression of T in terms of T11 and v.
Namely, we obtain
T = σT11 + τ (0) + τ (1)v, (2.6)
where σ = (σij), τ (0) = (τ
(0)
ij ) and τ
(1) = (τ (1)ij ) are the constant tensors in Sn given
explicitly as
σij = D
ij
11/D
11
11,
τ
(m)
ij = (1/D
11
11)
{
Dij11(D
11 : ε(m))−D1111(Dij : ε(m))
}
, m = 0, 1.
(2.7)
In fact, we have from (2.4) and (2.5) that
Tij = (D
ij
11/D
11
11)
{
T11 + (D11 : ε(0)) + (D11 : ε(1))v
}− (Dij : ε(0))− (Dij : ε(1))v
= σijT11 + τ
(0)
ij + τ
(1)
ij v,
which gives the expression (2.6). Notice that σ11 = 1 and τ
(0)
11 = τ
(1)
11 = 0. Also, using
(2.6), we see that
T : ε(1) = αT11 + β + γv, (2.8)
where α, β and γ are the constants given by
α = σ : ε(1) = (1/D1111)(D11 : ε
(1)),
β = τ (0) : ε(1) = (1/D1111)
{
(D11 : ε(1))(D11 : ε(0))−D1111(Dε(0) : ε(1))
}
,
γ = τ (1) : ε(1) = (1/D1111)
{
(D11 : ε(1))(D11 : ε(1))−D1111(Dε(1) : ε(1))
} (2.9)
with D11 = (D
ij
11) ∈ Sn. These observations are summarized as follows.
Lemma 2.1 Let u = (u1(x1, t), 0, · · · , 0). Then the Cauchy stress tensor T = (Tij) has
the form (2.6), in which the component T11 is given by (2.5). Moreover, we have (2.8).
Now, we assume the following structural conditions:
(A1)
D1111(D
i1 : ε(1)) = Di111(D
11 : ε(1)) for i = 1, · · · , n, (2.10)
(A2)
(D11 : ε(1))(D11 : ε(1)) = D1111(Dε
(1) : ε(1)). (2.11)
Notice that (2.10) implies τ (1)i1 = 0 for i = 1, · · · , n in (2.7), while (2.11) gives γ = 0 in
(2.9). It then follows that
Ti1 = σi1T11 + τ
(0)
i1 , i = 1, · · · , n, (2.12)
T : ε(1) = αT11 + β. (2.13)
5
This implies that the first column of T is constant if and only if T11 in (2.5) is constant.
Moreover, in this case, T : ε(1) becomes a constant too. Therefore, under the assumptions
(2.10) and (2.11), for one-dimensional solutions of the form (2.2), we can reduce the
original multi-dimensional systems (1.9) – (1.10) and (1.11) – (1.12) both with b ≡ 0 into
the following one-dimensional systems:
T11 = D1111u
1
x1 − (D11 : ε(0))− (D11 : ε(1))v, (2.14)
vt = (αT11 + β − f ′(v) + vx1x1)|vx1 |, (2.15)
and
T11 = D1111u
1
x1 − (D11 : ε(0))− (D11 : ε(1))v, (2.16)
vt = −{(−f ′(v) + vx1x1)x1 |vx1 |}x1 , (2.17)
respectively, where T11 is a constant. These considerations are summarized as follows.
Proposition 2.2 Suppose that the assumptions (2.10) and (2.11) are met. Then the
function (v, u) given by (2.2) is a solution to system (1.9) – (1.10) (resp. system (1.11)
– (1.12)) with b ≡ 0 if and only if (v, u1) satisfies the one-dimensional system (2.14) –
(2.15) (resp. the system (2.16) – (2.17)) with T11 being a constant.
Remark 1. Since T11 is regarded as a given constant parameter, both systems (2.14) –
(2.15) and (2.16) – (2.17) are completely decoupled. This means that we solve (2.15) or
(2.17) for v independently, and then find u1 from (2.14) or (2.16).
3 Traveling wave solutions
In this section we are going to look for smooth traveling wave solutions to the one-
dimensional systems (2.14) – (2.15) and (2.16) – (2.17) in the form
v = v(x1 − st), u1x1 = w(x1 − st), (3.1)
where s is a constant velocity to be determined. Here it is assumed that v(ξ) and w(ξ)
connect the constant states v± (v− < v+) and w± (to be determined), respectively:
v(ξ)→ v±, w(ξ)→ w± (3.2)
as ξ → ±∞, and satisfies the requirement
vξ > 0 (3.3)
for ξ ∈ R. Here we have written ξ = x1 − st.
For the potential f(v), we impose the following conditions:
Assumption (B)
f(v) is a smooth double-well potential which has two local minima at
v− and v+ with v− < v+ and one local maximum at v∗ with v− < v∗ < v+, (3.4)
and satisfies f ′(v) > 0 for v− < v < v∗ andf ′(v) < 0 for v∗ < v < v+.
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For simplicity, we assume that
f (k)(v+) = 0 for 1 ≤ k ≤ 2m1 − 1, f (2m1)(v+) > 0,
f (k)(v−) = 0 for 1 ≤ k ≤ 2m2 − 1, f (2m2)(v−) > 0,
(3.5)
where m1 and m2 are positive integers. A straightforward computation shows that for
solutions of the form (3.1), system (2.14) – (2.15) turns out to be
T11 = D1111w − (D11 : ε(0))− (D11 : ε(1))v, (3.6)
−svξ = (αT11 + β − f ′(v) + vξξ)|vξ|, (3.7)
while system (2.16) – (2.17) becomes
T11 = D1111w − (D11 : ε(0))− (D11 : ε(1))v, (3.8)
−svξ = −{(−f ′(v) + vξξ)ξ|vξ|}ξ, (3.9)
where T11 is assumed to be a given constant.
Remark 2. Since systems (2.14) – (2.15) and (2.16) – (2.17) are intended to describe
phase transitions, it is necessary to assume that the nonlinearity f(v) has at least two
different minima, say v−, v+ and one maximum, say v∗.
We now consider the case that v− < v+ (The case that v− > v+ can be treated in
a similar manner, and we conclude that traveling wave exists if and only if vξ < 0 is
satisfied). In this case, traveling wave exists if and only if (3.3) is true. In this remark,
we prove the necessity part. The sufficiency part is the main task of the present article
and will be proved after this remark.
Assume that there exists a smooth traveling wave v and
there exists at least one point, say ξ0 ∈ R, such that v′(ξ0) > 0. (3.10)
Otherwise, v′(ξ) ≤ 0 for all ξ ∈ R. It is easy to see that such v can not connect, v− and
v+, at minus and plus infinity, respectively, provided that v− < v+.
Define
Nξ0 = {N(ξ0) ⊂ R | N(ξ0) any open simply connected set containing ξ0, v′(ξ) ≥ 0,
∀ξ ∈ N(ξ0), and v′(ξ) = 0 only if ξ is an inflection point}(3.11)
and a relation ≺: for any two elements N1, N2 ∈ Nξ0 , N1 ≺ N2 means N1 ⊂ N2. By
Zorn’s lemma (see, e.g. [27]) we conclude that there exists a maximal element Nmax(ξ0)
in Nξ0 , and assume that there exist two numbers ξ−, ξ+ such that Nmax(ξ0) = (ξ−, ξ+).
It is easy to see that v′(ξ±) = 0, and we assume that
v(ξ−) = v, v(ξ+) = v¯ (3.12)
with v, v¯ ∈ R and v < v¯. In (ξ−, ξ+), equation (3.7) can be reduced to an ordinary
differential equation of second order as follows
vξξ = f ′(v)− (s+ αT11 + β). (3.13)
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I) Suppose that both ξ+ and ξ− are infinite. Thus we can obtain v¯ = v+ and v = v−.
Invoking assumption (3.4), we rewrite (3.7) as
vξ = b(v)(v+ − v)m1(v − v−)m2 , for ξ ∈ (ξ−, ξ+) (3.14)
here b(v) is a smooth function. Thus from uniqueness theorem of ordinary differential
equations (see e.g. page 259, [24]), we exclude the case that vξ(ξ0) = 0 for some finite
ξ0 ∈ R, and assumption (3.3) follows.
II) Assume v¯ > v+ (or v < v−) at a finite point. Then there exists a point, say ξ∗,
such that v(ξ∗) = v+. As in I) we know that v satisfies (3.14) in a small interval [ξ∗, ξ∗)
with ξ∗ > ξ∗. This is impossible again by uniqueness theorem of ordinary differential
equations.
III) Now we assume that either ξ+ or ξ− is finite (We only consider the case ξ+ is
finite, another case can be treated in a similar way). Then there is a suitable number
ξ∗ > ξ+ such that
i) vξ(ξ) < 0 for ξ ∈ (ξ+, ξ∗);
ii) v(ξ) = v¯ for ξ ∈ (ξ+, ξ∗),
as shown in Figure 1 (see page 16 of this article).
We first handle case ii). Since we look for a smooth solution v, the left limits at ξ+
of derivatives up to second order (which is enough here) of v must be equal to the right
ones, respectively. It is easy to compute that vξξ(ξ+ + 0) = 0. Thus taking limit for both
sides of (3.13) yields that
0 = vξξ(ξ− − 0) = f ′(v¯)− (s+ αT11 + β). (3.15)
So this means v ≡ v¯ is a solution to (3.13). This violates uniqueness theorem of ordinary
differential equations in (ξ−, ξ+]. Therefore case ii) could not happen.
It remains to consider case i). In (ξ+, ξ∗), equation (3.7) is equivalent to
vξξ = f ′(v)− (−s+ αT11 + β). (3.16)
Thus from (3.16) and (3.13) one has
f ′(v¯)− (−s+ αT11 + β) = f ′(v¯)− (s+ αT11 + β)
which implies that
s = 0, (3.17)
hence if s 6= 0, then case i) can not be true. Suppose that (3.17) is satisfied, then (3.16)
and (3.13) become
1
2
(vξ)2 = Φ(v; c) := f(v)− (αT11 + β)v + c, for ξ ∈ (ξ−, ξ+), (3.18)
1
2
(vξ)2 = Φ(v; c1) := f(v)− (αT11 + β)v + c1, for ξ ∈ (ξ+, ξ∗). (3.19)
We can not see immediately that equations (3.18) and (3.19) can be rewritten in the
form of (3.14) that meets the conditions of uniqueness theorem of first order ordinary
differential equations. Note that the right hand side of (3.18) differs, by a constant, from
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that of (3.19), namely c, c1 may be different. But at ξ = ξ+, there hold vξ = 0, v = v¯.
Hence, it follows from (3.18) and (3.19) that Φ(v¯; c) = 0 = Φ(v¯; c1), so c = c1. That
is to say v satisfies the same equation in both (ξ+, ξ∗) and (ξ−, ξ+). By extension, it is
also true that v satisfies the same equation in any interval contained in (−∞,∞). Thus
c = c1 = −(f(v±)−(s+αT11+β)v±), and (3.7) can be rewritten as (3.14). We can apply
again uniqueness theorem of ordinary differential equations and conclude it is impossible
that vξ(ξ0) = 0 for any finite ξ0. This leads to a contradiction since we assumed that
vξ(ξ+) = 0 and ξ+ is finite. So we again obtain that vξ can not change its sign even
(3.17) holds, and must be positive since we assume v− < v+.
We now turn back to the investigation of traveling waves. The remaining of this
section will be divided into two parts corresponding to systems (3.6) – (3.7) and (3.8) –
(3.9), respectively.
Part 1. We first study the non-conservative system (3.6) – (3.7). Letting ξ → ±∞ in
(3.6) and recalling that T11 is constant, we obtain
T11 = D1111w± − (D11 : ε(0))− (D11 : ε(1))v±,
which gives
D1111(w+ − w−) = (D11 : ε(1))(v+ − v−). (3.20)
On the other hand, since we have assumed (3.3), one can obtain from (3.7) that
−svξ = (αT11 + β − f ′(v) + vξξ)vξ
=
{
(αT11 + β)v − f(v) + 12(vξ)
2
}
ξ
.
Integrating it with respect to ξ yields
1
2
(vξ)2 = f(v)− (s+ αT11 + β)v −A =: g(v), (3.21)
where A is a constant. Letting ξ → ±∞ and using (3.2) gives
f(v±)− (s+ αT11 + β)v± −A = 0,
from which follows that
s+ αT11 + β =
f(v+)− f(v−)
v+ − v− . (3.22)
As a consequence, we see that g(v) defined in (3.21) can be rewritten as
g(v) = f(v)− f(v±)− f(v+)− f(v−)
v+ − v− (v − v±). (3.23)
Since g(v) ≥ 0 by (3.21), we get
f(v)− f(v±) ≥ f(v+)− f(v−)
v+ − v− (v − v±)
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for all v such that v− < v < v+. We divide this inequality by v− v±, where v− v+ < 0 <
v − v−, and take the limits as ξ → ±∞. Since v(ξ)→ v± as ξ → ±∞, we deduce that
f ′(v+) ≤ f(v+)− f(v−)
v+ − v− ≤ f
′(v−).
By the assumption (3.4) or (3.5) we have f ′(v±) = 0, and thus we infer that
f(v+) = f(v−), (3.24)
which together with (3.22) gives
s = −(αT11 + β). (3.25)
Thus the velocity s of the traveling wave solution is determined.
Consequently, our equation (3.21) can be simplified to
1
2
(vξ)2 = f(v)− f(v±). (3.26)
By (3.24) and the assumptions (3.4) and (3.5), we can write
f(v)− f(v±) = 12a(v)(v+ − v)
2m1(v − v−)2m2 (3.27)
with a(v) > 0 being a smooth function. Therefore (3.26) can be rewritten as
vξ = a(v)1/2(v+ − v)m1(v − v−)m2 . (3.28)
This equation admits a smooth solution v(ξ) satisfying (3.2) and (3.3). Moreover, the
solution verifies the following decay estimates for ξ → ±∞:
∣∣∂kξ (v(ξ)− v+)∣∣ ≤
{
Ce−c|ξ| if m1 = 1,
C(1 + |ξ|)−ν1−k if m1 > 1
(3.29)
for ξ →∞, and
∣∣∂kξ (v(ξ)− v−)∣∣ ≤
{
Ce−c|ξ| if m2 = 1,
C(1 + |ξ|)−ν2−k if m2 > 1
(3.30)
for ξ → −∞, where k is a non-negative integer, ν1 = 1/(m1 − 1), ν2 = 1/(m2 − 1), and
C and c are positive constants.
Thus we have proved the following theorem:
Theorem 3.1 (Non-conservative case) Suppose that the assumptions (3.4) and (3.5)
are satisfied. Then the one-dimensional system (2.14) – (2.15) admits a smooth traveling
wave solution (v, u1x1) = (v, w)(x1 − st) satisfying (3.2) and (3.3) if and only if the
constants s, v± and w± satisfy the relations (3.25), (3.24) and (3.20). In particular, two
local minima f(v±) must coincide in this case. Moreover, such a traveling wave solution
is unique up to a translation in ξ and verifies the decay estimates (3.29) and (3.30) for
ξ → ±∞, respectively.
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Part 2. Next, we discuss the conservative system (3.8) – (3.9). In this case, we still have
(3.20). Also, integrating (3.9) gives
− sv = −(−f ′(v) + vξξ)ξ|vξ|+A1, (3.31)
where A1 is a constant. Letting ξ → ±∞, we then obtain A1 = −sv±, which implies
s = 0. (3.32)
Whence we have A1 = 0 so that (3.31) becomes (−f ′(v) + vξξ)ξ|vξ| = 0. Since vξ > 0 by
(3.3), we get (−f ′(v) + vξξ)ξ = 0 and hence
vξξ − f ′(v) = A2, (3.33)
where A2 is a constant. Letting again ξ → ±∞, we find that A2 = −f ′(v±) = 0, where
we have used the assumption (3.4) or (3.5). Consequently, (3.33) becomes
vξξ − f ′(v) = 0. (3.34)
Multiplying (3.34) by vξ, we get
{
1
2(vξ)
2 − f(v)}
ξ
= 0. We integrate this equation in ξ
to obtain
1
2
(vξ)2 = f(v)−A3, (3.35)
where A3 is a constant. Letting ξ → ±∞, we see that A3 = f(v±) and hence the relation
(3.24) must be satisfied. Consequently, we find that (3.35) is just the same as (3.26) in
Part 1. Therefore the same arguments as in Part 1 prove the following theorem.
Theorem 3.2 (Conservative case) Suppose that the assumptions (3.4) and (3.5) are
satisfied. Then the one-dimensional system (2.16) – (2.17) admits a smooth traveling wave
solution (v, u1x1) = (v, w)(x1−st) satisfying (3.2) and (3.3) if and only if the constants s,
v± and w± satisfy the relations (3.32), (3.24) and (3.20). In particular, two local minima
f(v±) must coincide also in this case. In particular, necessarily, s = 0, and the traveling
wave is actually a standing wave solution. Moreover, such a standing wave solution is
unique up to a translation in ξ and verifies the decay estimates (3.29) and (3.30) for
ξ → ±∞, respectively.
4 Comparison with the Allen-Cahn/Cahn-Hilliard equa-
tions coupled with linear elasticity
In this section we are going to compare our results with those for the Allen-Cahn and the
Cahn-Hilliard equations, coupled with the linear elasticity system (1.9) with constitutive
relation (1.6). We shall consider only quasi-static models. The Allen-Cahn and Cahn-
Hilliard equations coupled with (1.9) are, respectively, as follows
−divx T = b, (4.1)
vt = T : ε(1) − f ′(v) + ∆xv, (4.2)
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and
−divx T = b, (4.3)
vt = −divx
{∇x(T : ε(1) − f ′(v) + ∆xv)}. (4.4)
Here we made the same assumptions (1.6) and (1.7) for the systems.
As we will see, there are interesting differences between the result of existence of
traveling waves for system (4.1) – (4.2) and those for system (1.1) – (1.2).
The well-posedness of systems (4.1) – (4.2) and (4.3) – (4.4), has been studied, in
particular, in [10, 17].
Their is also an extensive literature on traveling waves to the single Allen-Cahn
equation (4.2) with various nonlinearities: we refer the reader to the articles, e.g., Aronson
and Weinberger [8], Berestycki and Hamel [9], [15], Ninomiya and Taniguchi [21, 22],
Taniguchi [25], or the book by Fife [14], etc. However, there are very few results, to the
knowledge of the authors, for the existence of traveling waves for the complete systems
(4.1) – (4.2) and (4.3) – (4.4).
4.1 Traveling waves for the Allen-Cahn/Cahn-Hilliard models
We divide this subsection into two parts.
Part 1. System (4.1) – (4.2). We now turn to consider the non-conservative case. We
assume that
b = 0, v = v(x1, t), u = (u1(x1, t), 0, · · · , 0),
and that the same assumptions (2.10) – (2.11) are true to system (4.1) – (4.2) as in
Section 2. Then similar computations yield that (4.1) – (4.2) can be reduced to
vt = vx1x1 + µ− f ′(v), (4.5)
where µ = αT11 + β is a constant.
To prove the existence of traveling wave solutions to (4.5), we recall one of the ex-
istence theorems (see for instance, [19, 15] and also the references cited therein) for the
following single Allen-Cahn equation
vt = vx1x1 + g(v). (4.6)
Notice that eq. (4.5) can be written in the form of (4.6) by defining
g(v) = µ− f ′(v).
For the convenience of the readers, we state the following theorem for equation (4.6).
Theorem 4.1 (Kanel [19], and Theorem 3.1 in [15]) Let v− < v∗ < v+ and let g ∈ C1(R)
satisfy g(v±) = 0, g′(v±) < 0, g(u) < 0 for v− < v < v∗, and g(v) > 0 for v∗ < v < v+.
Then there exists a unique (up to a translation) monotone traveling wave solution to
(4.6), which connects the end states v− and v+.
In the following, when we speak of a “traveling wave over [α, β] with velocity sα,β”,
we shall mean a solution of equation (4.6) with the given sα,β, which is positive in (α, β)
and vanishes at α and β. We now cite the following theorem
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Theorem 4.2 (Theorem 2.7 in [15]) Assume that g ∈ C1(R) with g(v±) = 0, and let
there exist a traveling wave over [v−, v∗] with velocity sv−,v∗, and one over [v∗, v+] with
velocity sv∗,v+ < sv−,v∗. Then there exists a traveling wave over [v−, v+] with velocity
sv−,v+ satisfying
sv∗,v+ < sv−,v+ < sv−,v∗ .
Remark 3. In the original version of this theorem, v− and v+ are assigned special values
which are v− = 0 and v+ = 1.
Remark 4. It has been pointed out in [25], p. 320, that, based upon Theorem 4.2, one
can find a function g such that for such g, eq. (4.6) has a traveling wave over [v−, v∗]
with velocity sv−,v∗ , and one over [v∗, v+] with velocity sv∗,v+ ≥ sv−,v∗ . The condition
sv∗,v+ < sv−,v∗ required by Theorem 4.2 is violated, so there exists no traveling wave that
connects two states v±, to eq. (4.6).
From Theorem 4.1 we know that to guarantee the existence of traveling waves, the
following necessary condition must be satisfied
g(v±) = 0. (4.7)
Invoking that v± are two local minima of f(v) by assumption (3.4), we have f ′(v±) = 0,
and thus there must hold
0 = g(v±) = µ− f ′(v±) = µ
hence,
µ = αT11 + β = 0, (4.8)
which means that there is no contribution from the elastic energy to the equation (4.5).
Suppose now that µ = 0 is satisfied. It is easy to see that (4.5) is reduced to (4.6)
with g(v) = −f ′(v). Equation (4.6) is just the single Allen-Cahn equation and many
existence theorems are applicable to it. For example, under the assumption (3.4), it is
easy to check that all the conditions in Theorem 4.1 are met for g(v) = −f ′(v). Then
applying Theorem 4.1, we conclude that there exists a traveling wave solution to (4.5)
with µ = αT11 + β = 0, and this traveling wave connects two states v− and v+. But
there exist some nonlinear functions f(v) for which there exists no traveling waves to the
single Allen-Cahn equation (4.6) with g(v) = −f ′(v), as pointed out in Remark 3.
Part 2. System (4.3) – (4.4). Next we consider the conservative model (4.3) – (4.4).
Assuming that
b = 0, v = v(x1, t), u = (u1(x1, t), 0, · · · , 0),
and that the same assumptions (2.10) - (2.11) are true, we can reduce system (4.3) –
(4.4) to
vt = −(vx1x1 − f ′(v))x1x1 . (4.9)
Note that the gradient term in (3.31) for the modified Cahn-Hilliard model (1.3) –
(1.4) does not influence essentially the results after equation (3.34) in Section 3. There-
fore, same arguments can be carried out for eq. (4.9) and thus we conclude easily that
there is no traveling wave solution with non-zero speed for the Cahn-Hilliard model (4.3)
– (4.4) too.
13
4.2 Comparison
From Theorems 3.2, 3.3 and the arguments in Subsection 4.1, we are now able to draw
the following conclusions.
Conclusions:
A) Non-conservative case:
(1) Suppose that αT11 +β 6= 0 is met, which means that the elastic energy contributes
to the total free energy; Then the elastic effect prevents the formation of traveling waves
to the Allen-Cahn model (4.1) – (4.2). In contrast, the gradient term overcomes the
effect due to the elastic energy and so there still exists a traveling wave to the modified
Allen-Cahn model (1.1) – (1.2).
(2) Assume that there holds αT11+β = 0. In this case there is no elastic energy. Under
suitable assumptions on the nonlinearity, we can prove that there exists a traveling wave
solution with non-zero speed both for the Allen-Cahn model (4.1) – (4.2) and also for
the modified Allen-Cahn one (1.1) – (1.2).
However, in some other cases (e.g. for a function g such that the condition sα,v+ <
sv−,α in Theorem 4.2 is not met, see Remark 3), there exists no traveling wave solutions
for models (4.1) – (4.2) and (1.1) – (1.2).
B) Conservative case:
There is no essential difference from the viewpoint of the existence of traveling waves
since both the Cahn-Hilliard model (4.3) – (4.4) and the modified one (1.3) – (1.4) admit
only a standing wave.
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