This study suggests a two-step approach to identifying and interpreting regional convergence clubs in Europe. The first step involves identifying the number and composition of clubs using a space-time panel data model for annual income growth rates in conjunction with Bayesian model comparison methods. A second step uses a Bayesian space-time panel data model to assess how changes in the initial endowments of variables (that explain growth) impact regional income levels over time. These dynamic trajectories of changes in regional income levels over time allow us to draw inferences regarding the timing and magnitude of regional income responses to changes in the initial conditions for the clubs that have been identified in the first step. This is in contrast to conventional practice that involves setting the number of clubs ex ante, selecting the composition of the potential convergence clubs according to some a priori criterion (such as initial per capita income thresholds for example), and using cross-sectional growth regressions for estimation and interpretation purposes.
Introduction
The question whether incomes are converging across regions has attracted the attention of both growth economists and regional scientists (see Durlauf, Johnson and Temple 2005; and Magrini 2004 for useful surveys). The bulk of the empirical literature on this question has focused on growth regressions of the type pioneered by Barro (1991) , and Mankiw, Romer and Weil (1992) . Recent work has extended growth analysis to consider panels (see, for example, Islam 1995; Lee, Pesaran and Smith 1997) and/or to account for spatial effects among regions (see, for example, Fingleton and López-Bazo 2006; and LeSage and Fischer 2008 ; and for theoretical underpinnings Ertur and Koch 2007; and Fischer 2011) . In spite of the large work done, relatively little explicit attention has been paid to the question of systematically identifying and interpreting convergence clubs.
The notion of club convergence can be traced back to Baumol (1986) , but owes its more rigorous formulation to Durlauf and Johnson (1995) , and Galor (1996) . The concept is based on new growth theories that yield multiple, locally stable steady state equilibria in per capita output. 1 In contrast to conventional wisdom Galor (1996) has demonstrated if heterogeneity is permitted across individuals, multiplicity of stationary equlibria may also occur in Solow and Mankiw-Romer-Weil worlds, and in these cases the distribution of initial income per capita determines the club to which a particular region will belong. 2 But neither neoclassical nor new growth theories offer explicit guidance in determining the number and composition of clubs within a given cross-section of regions.
The standard approach to this problem in club convergence analysis involves setting the number of clubs ex ante, selecting the composition of the potential convergence clubs according to some a priori criterion (such as initial income per capita thresholds), and then using cross-sectional growth regressions for estimation and interpretation purposes.
Examples include Dall'erba (2005) ; Mora (2005) ; Ertur, LeGallo and Baumont (2006) ; and 1 Modern growth theory has suggested that the distribution of per capita income of regions may display a tendency for the steady state distribution to cluster around a small number of poles of attraction, and hence lead to convergence clubs (Canova 2004 ). This tendency may be due to several factors: capital market imperfections, externalities, non-convexities, and imperfectly competitive market structures (Galor 1996) .
2 Regions that are similar in their structural characteristics, but differ in their initial distribution of income, may cluster around different steady state equilibria (see Durlauf 1996; Quah 1996) . It should be noted that if multiple equlibria depend on initial income cut-offs, the relationship between subsequent growth and initial income will not be linear. Fischer and Stirbck (2006) . Dissatisfaction with this approach has generated an increasingly large amount of literature, employing a wide variety of statistical methods. 3 An early effort to this line of research goes back to Durlauf and Johnson (1995) who use classification and regression tree methods to search for non-linearities in the growth process as implied by the existence of convergence clubs. 4 Another important, but more recent approach is due to Canova (2004) who introduces a procedure for panel data that establishes the number of groups (clubs) and the assignment of regions to these clubs, drawing on Bayesian ideas to test for unknown break-points in the time series. In contrast to Durlauf and Johnson (1995) , this approach shows the important feature that it allows for parameter heterogeneity across regions within a club. Heterogeneity takes the form of a prior that restricts the coefficients of the regions in a club to have the same distribution, but allows the distribution of the coefficients of regions in different clubs to differ. The approach allows to order the regions by various criteria (such as, for example, initial per capita income). The estimation procedure then selects break points and group membership by maximizing the predictive density (marginal likelihood) of the data with respect to the location of the break points and group membership.
The objective of our study is to develop a novel approach to identify the number and composition of convergence clubs within a given cross-section of European regions. The study lies in the research tradition that finds it useful to view multiple growth regimes as evidence for the existence of convergence clubs. 5 Our work is related to the study by Canova (2004) in so far that we also draw on Bayesian ideas to identify regional convergence clubs in Europe.
The analysis, however, differs from this and other previous research in at least two major respects. First, we attempt to identify sets of regions (clubs) that obey separate 3 Hobijn and Franses (2000) , for example, suggest using a cluster algorithm to endogenously identify groups of converging countries or regions. But in the absence of controls for structural characteristics it is not clear whether these clusters represent groups of countries or regions in distinct basins of attraction of the growth process. Corrado, Martin and Weeks (2005) extend this approach to allow for time variation in clusters. Desdoigts (1999) makes use of projection pursuit methods in an attempt to identify groups of countries with relatively homogenous growth experiences based on data about the characteristics and initial conditions of each country. Phillips and Sul (2009) , utilize a clustering mechanism test procedure that relies on a stepwise and cross-section recursive application of log t regression tests.
4 See De Siana and D'Uva (2006) for a more recent application of this approach to European regions. 5 But it is not clear whether they represent groups of regions in distinct basins of attraction of the growth process. This so-called identification problem is outside the scope of this paper.
growth regimes with regime membership determined using Bayesian dynamic space-time panel data comparison methods. Second, we employ a Bayesian dynamic space-time panel data model to estimate the parameters for each club suggested by the Bayesian classification scheme. We derive analytical expressions for the partial derivative impacts of changes in the initial endowments on regional levels of income over time. These regional trajectories allow inferences regarding the timing and magnitude of (direct and indirect) regional income response elasticities to changes in the initial conditions for the clubs, and these trajectories provide clear evidence of the distinct long-term behaviour of the clubs.
The rest of the paper is organized as follows. Section 2 outlines the dynamic spacetime panel data model applied to annual (per capita) income growth rates, and the formal Bayesian model comparison methodology as it applies to our work here. 6 A key insight is that each assignment of regions to a particular club membership can be viewed as a distinct model. This allows formal model comparison methods to use, so the model (sample split) with the highest posterior model probability for a given number of clubs can be established.
Of course, the resulting club classification is conditional on the dynamic space-time panel income growth rates model specification used in the comparison procedure. The empirically determined club assignments are reported in Section 3.
Section 4 describes the second step of our approach, which uses a dynamic space-time panel data model to analyze the space-time dynamic relationship between regional levels of income over time and space. 7 The model includes spatial and temporal dependence as well as space-time covariance so that changes in the endowments of a single own-region (say i) at time t can impact own-and other-regions (j ̸ = i) in the current and future time periods. In particular, we focus on the partial derivative impact of changes in the regional endowment variables in the matrix X t on regional income levels Y t+T at various time horizons T , an issue that has received little attention in the spatial panel data model literature. 8 The final section summarizes and concludes.
6 Of course, there is a relationship between growth rates and level values taken by variables (such as income, physical and human capital) over time which is explored in detail for the case of spatially dependence sample data in LeSage and Fischer (2008) .
7 The motivation for the use of this model type is that it can provide us with useful information about the clubs of regions not available from cross-section (spatial) regressions.
8 Parent and LeSage (2010) as well as Debarsy, Ertur and LeSage (2012) are exceptions.
The methodology for identifying clubs
The first step of our approach uses a formal Bayesian model comparison methodology to classify European regions into clubs. Each region must be classified into one of M clubs. The classification takes place conditional on a space-time (random effects) panel data model 9 of regional income growth given by
The model relates the N × 1 vector of time t growth rates (g t ) to that of the previous time period (g t−1 ), neighbouring regions in the current time period (W g t ), and also to that of neighbouring regions in the previous time period (W g t−1 ).
′ is the N × 1 vector of observed income growth rates for the tth time period, with y t denoting income levels at time t, and ψ the parameter reflecting dependence on previous period levels. The intercept parameter is α and ι N is an N × 1 column vector of ones. Previous period endowments of physical capital stocks, knowledge stocks and human capital which are thought to exert an influence on regional income growth are contained in the N × K matrix X t−1 with K denoting the number of (conditioning) variables included to capture proximate determinants of economic growth and β representing the associated parameter vector.
The vector η t = µ+ε t represents the summation of two unobserved normally distributed random components: µ an N × 1 column vector of random effects with µ i ∼ N (0, σ 2 µ ), i = 1, . . . , N , that are fixed across all time periods, and the N × 1 stochastic disturbance ε t , assumed to be independent and identically distributed with zero mean and scalar variance σ 2 ε I N , t = 1, . . . , T . We make the traditional assumption that µ is uncorrelated with ε t for identification purposes. W is a known N ×N spatial weight matrix whose diagonal elements are zero. This matrix defines the dependence between cross-sectional (spatial) observational units. We will also assume that W is row-normalized from a symmetric matrix, so that all eigenvalues are real and less than or equal to one. The strength of the spatial dependence is measured by the parameter ρ, the first order time dependence reflected in the scalar parameter ϕ, and θ represents the component mixing space and time dependence.
The dynamic space-time panel data model relationship in (1) expressed in matrix/vector form shown in (2) is used in conjunction with Bayesian model comparison methods to assign regions to clubs.
We use ⊗ to denote the Kronecker product in the expression for Ω in (4), which represents a decomposition proposed by Wansbeek and Kapteyn (1982) , that replaces Parent and LeSage, 2011) .
The scalars σ 2 µ and σ 2 ε denote the variances of the random effects vector µ and noise vector ε, respectively. This specification uses the first time period to "feed the lag", leading . The Hadamard (element-by-element) product ⊙ is used in conjunction with the dummy matrixD in (5). Parent and LeSage (2011) show that the log-likelihood for this model (with the random effects vector µ integrated out) can be expressed as in (6). For simplicity we use Z to denote a matrix containing all explanatory variables for each time period, and we define:
For Bayesian model comparison purposes we wish to find an expression for the logmarginal likelihood. Zellner (1971) relying on a weight structure consisting of the 10 nearest neighboring regions (measured in terms of great circle distances). The motivation for this is that use of the 10 nearest neighboring regions allows the island regions of Greece to be connected to mainland Greece.
We also treat the number of clubs as fixed at two, but future work will consider extending this.
The prior distributions for the parameters are combined with the likelihood for (g, Z, W ) conditional on υ as well as the set of models R, which we denote p(g|υ, R, Z, W ). The joint probability for R q , υ, and g takes the form in (7), for the qth model based on a sample split at initial period income level m = m q .
Application of Bayes rule produces the joint posterior for both models and parameters as:
The posterior probabilities regarding the models take the form:
which requires integration over the parameter vector υ. We follow LeSage and Parent (2007) who develop expressions for the log-marginal likelihood in the case of a cross-sectional model by analytically integrating out the parameters δ and σ ε , leaving a simple univariate numerical integration over the spatial dependence parameter ρ. Things are more complicated here, but we are able to analytically integrate out the parameters δ (see Appendix A for technical details). This requires that we fix λ = σ 2 µ /σ 2 ε . We make the following observation regarding λ. For small values of λ the effects magnitudes are likely to be close to their mean values of zero and not of substantive importance.
Large values for the effects magnitudes accompanied by large values of λ likely suggest model specification problems. This leads us to posit that a well-specified model would exhibit model probabilities that should not be sensitive to fixing the value of λ, based on say, estimates for the parameters σ 2 µ , σ 2 ε from estimation of the panel data model with no dummy variables. We examine the resulting posterior model probabilities at values of (1/2)λ and 2λ as well as the estimated value:λ =σ 2 µ /σ 2 ε , to check robustness of results with regard to this ratio of variances.
Another simplification can be achieved by fixing the parameter θ = −ρϕ which is a restriction implied by the space-time filter view of the panel data model specification. Parent and LeSage (2011) discuss the role of this restriction which simplifies both estimation and interpretation of the model. They also show that the restriction is often consistent with sample data sets, a finding for our empirical application as well. The advantage of this restriction is that we have a bivariate numerical integration problem involving the parameters ϕ and ρ rather than trivariate numerical integration.
Appendix B provides an illustration of this model comparison procedure based on a set of growth rates generated using sample data from our 216 European Union regions. Results presented in Appendix B show that the method performs well in identifying the model generated to have two regimes based on initial period income levels above and below 20,000.
The appendix also explores sensitivity of the procedure to values of (1/2)λ and 2λ rather than the estimated value. Appendix B relied on estimates from the growth relationship in (5), but altered values of ϕ and ρ so they did not obey the restriction θ = −ϕρ. This did not appear to produce erroneous inferences regarding the correct model.
Empirical club assignments
A description of the sample data used with the methodology described in Section 3.1. with the club assignment results reported in Section 3.2. We use gross-value added, GVA, rather than gross regional product at market prices as a proxy for regional income. The proxy is measured in accordance with the European Systems of Accounts (ESA) 1995. The data for the EU-regions come from Eurostat's Regio database, and those for Norway and Switzerland from Statistics Norway (Division for national Accounts) and the Swiss Office Féderal de la Statistique (Comptes Nationaux), respectively.
The sample data
We use three variables in the dynamic space-time growth regression model to group regions based on initial levels: physical capital, knowledge capital and human capital. Physical capital stock data is not available in Cambridge econometrics database, but gross fixed capital formation in current prices is. Thus, the stocks of physical capital were derived for each region from investment flows, using the perpetual inventory method. We applied a constant rate of 10 percent depreciation, and the annual flows of fixed investments were deflated by national gross-fixed capital formation deflators. The mean annual rate of growth, which precedes the benchmark year 1995, covers the period 1990-1994 to estimate initial regional physical capital stocks.
Corporate patent applications are used to proxy knowledge capital. Corporate patents cover inventions of new and useful processes, machines, manufactures, and compositions of matter. To the extent that patents document inventions, an aggregation of patents is arguably more closely related to a stock of knowledge than is an aggregation of R&D expenditures. However, a well known problem of using patent data is that technological inventions are not all patented. This could be because of applying for a patent, is a strategic decision and, thus, not all patentable inventions are actually patented. Even if this is not an issue, as long as a large part of knowledge is tacit, patent statistics will necessarily miss that part, because codification is necessary for patenting to occur. Patent stocks were derived from European Patent Office (EPO) documents. Each EPO document provides information on the inventor(s), his or her name and address, the company or institution to which property rights have been assigned, citations to previous patents, and a description of the device or process. To create the patent stocks for 1995-2005, the EPO patents with an application date 1990-2005 were transformed from individual patents into stocks by first sorting based on the year that a patent was applied for, and second the region where the inventor resides. In the case of cross-region inventor teams we used the procedure of fractional rather than full counting. Then for each region i, patent stocks were derived from patent data, using the perpetual inventory method. Because of evident complications in tracking obsolescence over time, we used a constant depreciation rate of 12 years that corresponds to the rate of knowledge obsolescence in the US over the past century, as found in Caballero and Jaffe (1993) . Patent stocks were initialized the same way as physical capital.
There is no clear-cut consensus of how human capital should be represented and measured. In this study we follow Fischer et al. (2009) it completely ignores primary and secondary education, and on-the-job training, and does not account for the quality of education.
Club assignments of the regions
Let us start by noting that most theoretical models of multiple steady states (see, for example, Azariadis and Drazen 1999; Galor 1996) predict that if (regional) economies are concentrated around several steady states, then their initial per capita output levels (here measured in terms of GVA per capita levels) will fall into distinct (i.e. non-overlapping) categories (Durlauf and Johnson 1995) . Figure 1 shows a frequency distribution of 1995 GVA per capita levels for regions where this was below 50,000. 11 In the figure, each bin of the histogram is 2,000 with the labels centered on these bins. There is a decline in the number of regions with 1995 GVA per capita levels beginning at 14,000. Another decline exists around 22,000 to 24,000, with an even more marked decline from 26,000 to 28,000. reflecting a smaller number of EU regions with initial period income levels above 16,000. Another decline exists around 22,000 to 24,000, with an even more marked decline from 26,000 to 28,000. Large changes in the number of regions that would arise from splitting the sample of regions at these income levels would Each split of the regions into two clubs was based on differing initial period income levels implemented using dummy variable vectors, D q , which can be treated as a separate model in the model comparison procedures. We use the analytical expressions derived in Section ??
for the log-marginal likelihood in conjunction with bivariate numerical integration over the parameters ϕ and ρ to find the log-marginal likelihoods that are required to calculate posterior model probabilities. The results are shown in Table 1 for a set of splits based on initial period income levels ranging from 10,000 to 32,000. Results are also shown for various values of the parameter λ, which was fixed at values ranging from 1/4 to 1, with a value of 1/2 indicated by estimates from the model without dummy variables. There appears to be support for a split of the sample around 14,000 or 16,000, with these models exhibiting the highest posterior model probabilities. These results were relatively stable across values of the noise variance ratio parameter λ, always giving slightly more posterior probability support for a split at 14,000. It should be noted that we are forcing a choice of "the best model" from this finite set of models based on initial period income levels ranging from 10,000 to 32,000. This means that the posterior probabilities sum to unity, with all mass being assigned to the finite set of models.
The conclusion we draw is that the preponderance of evidence points to the existence of two clubs based on splitting the sample at initial period (1995) per capita GVA levels of 14,000. Our model comparison procedure doesn't appear to make a great distinction between a split at 14,000 or 16,000, but use of these two income levels to define clubs should not produce great variation in the dynamic elasticities calculated as step two of our procedure. 
The space-time levels relationship
We use a fixed effects variant of our dynamic space-time panel data model, and focus on the (logged) levels relationship between the dependent y t and explanatory variables X t−1 so we can calculate dynamic response elasticities for regional income levels over space and time, to changes in initial period endowments of physical, knowledge and human capital stocks. The (fixed effects) dynamic space-time panel model takes the form:
where y t , X t−1 have been log-transformed, ε t is i.i.d. across i and t with zero mean and variance σ 2 ε I N , and F represent fixed effects with γ the associated parameters. We rely on a Bayesian Markov Chain Monte Carlo estimation scheme described in Debarsy, Ertur and LeSage (2012) to produce estimates of the parameters in the model. This model has own-and cross-partial derivatives that measure the impact on own-and other-regions income. We will use y it to reference elements in the N × 1 vector y t pertaining to the ith element/region at time t, and we drop the explicit ln symbols for notational simplicity. The own-partial derivative: ∂y it /∂X k it , represents the time t direct effect on region i's (logged) income level (at time t), arising from a change in the kth explanatory variable (say logged physical capital levels) in region i (at time t). There is also a crosspartial derivative ∂y jt /∂X k it that measures the time t indirect effect, that falling on regions (j) other than i, where most of the spatial spillover impacts fall on regions j that are nearby or neighbours to region i.
We are most interested in partial derivatives that measure how region i's (logged) income level responds over time to changes in the initial period (logged) endowment levels of physical and human capital, as well as knowledge stocks, since this is the essence of the debate concerning regional convergence in levels of income over time. The model allows us to calculate partial derivatives that can quantify the magnitude and timing of regional income responses at various time horizons to changes in the initial period levels of the explanatory variables. Expressions for these are presented and discussed in the sequel. We simply note here that we are referring to: ∂y it+T /∂X k it which measures the T −horizon own-region i response to changes in its initial endowments, and ∂y jt+T /∂X k it , that reflects spillovers/diffusion effects over time that impact other regions j when region i's initial period human and physical capital or knowledge stocks are changed.
We follow Yu, de Jong and Lee (2008) and treat the dynamic space-time process as conditional on the initial cross-section. A careful analysis of issues related to treatment of the first period observation can be found in Parent and LeSage (2011) , and we do not address this issue here. For simplicity of exposition, we assume that the first period is only subject to spatial dependence, which allows us to write the model as in (11), with accompanying definitions in (12), (13), (14) and (15).
The dependent variable vector Y = (y ′ 2 , . . . , y ′ T ) ′ , consisting of N × 1 vectors of crosssectional observations for each time period y t = (y 1t , . . . ,
so that x t denotes the N × K matrix of (lagged) non-stochastic regressors at time t. We use X k it to reference elements associated with the kth variable for region i at time t. The matrix product [(I t−1 ⊗D) ⊙ X] applies the club dummy variables to the explanatory variable for each time period, allowing for parameters β associated with Club 1, the low initial period income club and parameters β +β for Club 2, the high initial period income club.
The matrix L represents the time lag operator Ly t = y t−1 . The N × 1 column vector γ represents fixed effects parameters, and the N (T − 1) × N matrix F the associated regional indicator variables. The disturbance vector ε = (ε ′ 2 , . . . , ε ′ T ) ′ with ε t = (ε 1t , . . . , ε N t ) ′ assumed to be i.i.d. across i and t, with zero mean and variance σ 2 . Spatial dependence is measured by the parameter ρ and time dependence is reflected in the scalar parameter ϕ, while the covariance between space and time is captured by the term L ⊗ W and associated parameter θ. The space filter matrix B = (I N − ρW ) is nonsingular, where the scalar spatial dependence parameter is ρ and the N × N matrix W is assumed to be a known row stochastic spatial weight matrix (exogenous with row-sums of unity and with zeros on the diagonal). This matrix defines the dependence between cross-sectional spatial units. We will also assume that W was created by row-normalizing our 10 nearest neighbors matrix, so that all eigenvalues are less than or equal to one. To address time-specific effects, we apply the time mean differencing matrix transformation J = I T −1 ⊗ (I N − (1/N )ι N ι ′ N )) to put each time period in deviations from the time mean form. 12
The associated data generating process (DGP) shown in (16).
Of course, the values taken by the kth explanatory variable change with time periods so we need to further elaborate expression (16). For future reference we note that Debarsy, Ertur and LeSage (2012) show that the matrix Q −1 takes the form of a lower-triangular block matrix, containing blocks with N × N matrices. 13 12 This transformation is applied to Y and X as well as F and it obliterates the intercept term from the model. For clarity we do not include this in the notation regarding our discussion of the partial derivative impacts on yt+T arising from changes in Xit, since it does not influence these.
13 See Parent and LeSage (2010) for the special case that arises when the restriction θ = −ρϕ is imposed.
One implication of this is that we need only calculate the two N × N matrices: A 
More generally, the T -period-ahead (cumulative) impact arising from a permanent change at time t in X k t takes the form in (20) for regions in Club 1 and (21) for Club 2 regions. Note that we are cumulating down the columns (or rows) of the matrix in (17). For interpretative purposes we follow LeSage and Pace (2009) who note that the columns represent partial derivative changes arising from a change in a single region, whereas the rows reflect changes in all regions.
By analogy to LeSage and Pace (2009), the main diagonal elements of the N × N matrix sums for time horizon T represent (cumulative) own-region impacts that arise from both time and spatial dependence. The off-diagonal elements of these matrix sums reflect diffusion over space and time. We note that it is not possible to separate out the time from space and space-time diffusion effects in this model. 14
Dynamic elasticity responses for the two clubs
We first report parameter estimates for the model, although these are not directly interpretable in terms of the space-time dynamic impacts associated with changes in the explanatory variables on the dependent variable (regional income levels). Posterior means, medians and standard deviations as well as a ratio of the mean/standard deviation are reported for the space-time dependence parameters ϕ, ρ, θ and the noise variance parameter σ 2 ε in Table 2.  From the table we see The dynamic elasticity responses are shown in Table 3 for the direct (own-region) responses to changes in the physical capital stock variable for both clubs. The direct effects estimates reported show time horizon zero effects that reflect simultaneous own-region spatial effects, while time horizons one to 20 years include the future period own-region impacts that arise from time dependence as well as some spatiotemporal feedback effects. Note that in this model regional income depends on neighboring regions implying that future period changes in neighboring regions' income will set in motion a feedback loop that produces second order benefits to the own-region as a result of spatial spillover benefits generated for neighbors in earlier time periods.
The first column shows the time horizon (t + T ), while the second and third columns present the point estimates for the cumulative and marginal direct effects. The second column shows cumulative effects whereas the third column shows the marginal effect or period-by-period change. A mean divided by the empirically calculated standard deviation was used to produce a t−statistic and associated p−level are reported in the fourth and fifth columns of the table, as a test of significance for the marginal effects estimates. This allows us to see when the period-by-period response dies down to become insignificantly different from zero. It should be clear that the (marginal) response (over space and time) to a sustained or permanent shock in the physical capital variable dies down to zero, consistent with the fact that our model estimates lie in the region of stability (ϕ + ρ + θ < 1, see Parent and LeSage 2011 for a derivation and discussion of these conditions). The same format was used to report direct effects for Club 2 alongside those of Club 1 for comparison purposes. The dynamic elasticity responses reveal that a 10 percent increase in physical capital stocks in Club 1 regions would lead to a long-run increase in income (GVA per capita) of 1.4 percent, whereas the same increase in Club 2 regions leads to around a 2.9 percent increase in income. The mean/standard deviations calculated for the marginal responses shows that increases in physical capital have a long-lived impact on regional incomes, since the marginal effects are significantly different from zero (using the 95% level of significance)
out to a 23-and 25-year time horizon for Club 1 and Club 2, respectively. These results suggest that high income regions (Club 2) are better able to convert increased physical capital stocks into higher regional income levels. The magnitude of difference is around two for both short-and long-time horizons. Table 4 shows the indirect (spillover) effects associated with a change in physical capital stocks, using the same format as in Table 3 . Here we see significant positive spillovers that extend out to around a 5-year time horizon. The spillovers appear very large when compared to the direct effects, but it should be kept in mind that these are cumulative spillovers, where the cumulation takes place over all neighboring regions, neighbors to the neighboring regions and so on. Effects falling on any individual region are smaller than the direct effects, consistent with spillovers being a "second order effect". This can be seen by considering that there are 10 first order neighbors alone, so if we divide the spillover/indirect effects estimates by a factor of 10, the marginal impacts associated with a single region are much smaller than the direct effects. 15 As in the case of the direct effects, we see much larger dynamic indirect effect elasticity responses for Club 2 regions than for those in Club 1, around double the size. As already noted, the spillover effects are also much shorter lived than the direct responses. We would interpret these dynamic elasticities as indicating that a 10 percent increase in region i's physical capital stock at time zero would lead to a (cumulative) 3.8 percent long-run increase in other regions j ̸ = i income levels for the case of Club 1 regions and a (cumulative) 8.2 percent increase for Club 2 regions. In terms of timing, the direct impacts from increasing own-region physical capital appear significant out to a time horizon of 23 and 25 years (for Clubs 1 and 2). In contrast, the indirect (or spillover) effects were much shorter lived, lasting for around five years (for both clubs). Since we think of spillovers as second order effects, it seems intuitively plausible they would die out more rapidly. We also note that although it might seem odd that the cumulative indirect effects are around three times the magnitude of the direct effects, these represent cumulation over all neighbouring regions and all time periods as the effects diffuse through space and time. For any individual region the effects would be much smaller, with larger spillovers falling on nearby regions, and smaller spillovers falling on more distant regions and in future time periods.
An implication of these results is that Club 1 (low income) regions that are close neighbours to Club 2 (high income) regions would benefit greatly from spatial spillovers and diffusion effects arising from increases of physical capital stocks in Club 2 regions. In contrast, Club 2 regions would benefit less from spillover and diffusion effects as a result of being neighbours to Club 1 regions.
Analysis of the total (cumulative) dynamic response elasticities shows that changes in physical capital stocks for the Club 1 regions with low initial period incomes produce a long-run response of 5.2 percent higher level of income to a 10 percent increase in initial period physical capital stock. This represents a 1.4 percent direct or own-region impact and a 3.8 percent cumulative spatial and space-time diffusion impact. In contrast, regions in Club 2 with higher initial period incomes exhibited a total (cumulative) long-run response of 11.08 percent to a 10 percent increase in initial period physical capital stock, suggesting they were better able to use their physical capital stock to increase regional income levels.
The direct effects accounted for 2.9 percent of the 11.1 percent increase, and the cumulative indirect (spillover) impacts accounted for 8.2 percent. regions benefit slightly more from increased knowledge stocks than Club 2 regions, and that knowledge stocks survive longer in Club 1 regions. This is perhaps the result of using outdated knowledge/technology in the lower income regions. The magnitude of direct dynamic elasticity response of regional income levels to increased knowledge stocks is less than the response to increased physical capital for both clubs: for Club 1, 0.10 (knowledge capital) versus 0.14 (physical capital) and for Club 2, 0.065 (knowledge capital) versus 0.286 (physical capital). One implication is that Club 1 regions experience much more equal direct (own-region) benefits from increases in both physical and knowledge capital stocks, whereas
Club 2 regions benefit much more from increased physical than knowledge capital stocks. Indirect effects responses are shown in Table 6 , where we see relatively short-lived significant marginal effects estimates lasting around five years. Here again, Club 1 regions exhibit larger spillovers than regions in Club 2, (0.284 versus 0.166). The spillovers are significant for a slightly longer five years for Club 1, versus four years for Club 2. Finally, the direct and indirect dynamic elasticity responses of regional income to changes in human capital are shown in Table 7 and Table 8 , respectively. Here we see no statistically significant response of regional income levels to changes in human capital for regions in either club. For Club 1 regions the direct and indirect responses are positive, but not significant (at the 95% level). Club 2 regions show negative direct and indirect responses that are not significant. This may be a result of a poor empirical measure of human capital. In our discussion of this variable in section ??, we note the imperfect nature of the measure used for human capital.
Concluding remarks
This paper describes a two-step approach to identifying and interpreting regional convergence clubs in Europe. The first step uses a formal Bayesian model comparison methodology (region) to one of the q club categories based on initial period income levels.
Even for the case of q = 2, the classification problem leads to a high dimensional model space consisting of 2 N possible models where N is the number of regions in the sample that need to be compared. We use a procedure that splits the sample into clubs based on the initial period (per capita) income levels of the regions, and (analytical) log-marginal likelihood expressions to calculate posterior model probabilities for models involving splits based on different initial period income levels of the sample of regions. Deriving the logmarginal likelihood used for model comparison purposes here involved a combined strategy that relied on: (i) analytical integration for some parameters of the model, (ii) numerical integration over the space and time dependence parameters, and (iii) fixing the variance ratio for the random effects versus noise vector.
Results of applying the model comparison procedure to a model that relied on dummy variable vectors to split the sample of 216 European regions according to initial period income levels were reported. They suggest strong evidence of two clubs or regimes based on regions whose 1995 level of per capita GVA was below and above 14,000. There was weaker evidence of a possible third club, but posterior model probability support for this was weak and not robust with regard to alternative settings of the variance ratio for the random effects versus noise vector.
Assuming two clubs, the second step of the approach involved estimating a space-time dynamic panel data model that used (logged) levels of regional income as the dependent variable and (logged) levels of previous period endowments of physical, knowledge and human capital stocks. Analytical expressions from Debassy, Ertur and LeSage (2011) for the partial derivatives showing dynamic response elasticities were used to examine the response of regional income levels over space and time to changes in initial period endowments.
These dynamic responses provide clear evidence of the distinct long-term behaviour of the two clubs of regions.
Appendix A
Deriving the log-marginal likelihood used for model comparison purposes in our study involves a combined strategy that relies on analytical integration for some parameters of the model, numerical integration over the space and time dependence parameters, and fixing the variance ratio for the random effects versus noise vector. We will develop the log-marginal likelihood expressions to calculate posterior probabilities for models involving splits based on different initial period income levels of the sample of regions. Let us start with the task of analytically integrating out the parameters δ = ( ψψ αα ββ ) ′ .
Proceeding to the task of analytically integrating out the parameters δ, we can concentrate out the parameters δ using:δ
which can be strategically written using the following expressions:
with L and F being (T − 1) × T matrices. Now consider the errors: e = P g − Zδ, which can be written using:
The advantage of this specification is that the likelihood can be written expressing the sum of squared residuals e ′ Ω −1 e as a function of only the parameters ϕ, ρ, θ in the vector τ and the parameter λ, plus sample data information g, Z, W .
We assign an inverse gamma prior IG(a, b) for σ 2 µ /λ:
where a, b are parameters of the inverse gamma prior. We follow LeSage and Parent (2007) and assign Zellner's g-prior (Zellner 1986) 
Following LeSage and Parent (2007) we can use the properties of the multivariate normal pdf and the inverted gamma pdf to analytically integrate out the parameters δ and σ 2 µ /λ which produces an expression for the marginal likelihood as a function of the three parameters ζ = (ϕ, ρ, θ) only.
An expression that is analogous to that from LeSage and Parent (2007) While we developed these expressions for the case of unrestricted θ, we can reduce the trivariate numerical integration problem to a bivariate problem by imposing the restriction θ = −ρϕ, which is the approach we take in our application.
Appendix B
We illustrate the model comparison procedure here using a generated vector of growth rates constructed using sample data from our 216 EU regions. The growth rates relationship in The distributions of growth rates for the two clubs that resulted from this approach are shown in Figure 3 , where we see the high income club exhibiting a slightly lower mean growth rate than the lower income club. This is of course consistent with the usual notion of β-convergence, where regions with lower initial levels of income exhibit higher growth rates than higher income regions.
The estimated ratio of variancesλ =σ 2 µ /σ 2 ε equalled 0.2594. Table 9 shows posterior model probabilities derived from a comparison of models based on splits of the regions ranging from 10, 000 to 32, 000 in increments of 2, 000, for values ofλ as well as (1/2)λ and 2λ. The resulting posterior model probabilities point to the correct model based on a split of the regions at the m = 20, 000 level for all three settings of λ. As we would expect, there is some degradation of performance for values based on 1/2λ and 2λ, but the correct inference would be drawn in these cases. 
