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Abstract. Tries are general purpose data structures for information re-
trieval. The most significant parameter of a trie is its height H which
equals the length of the longest common prefix of any two string in the set
A over which the trie is built. Analytical investigations of random tries
suggest that E[H] ∈ O(log(‖A‖)), although H is unbounded in the worst
case. Moreover, sharp results on the distribution function of H are known
for many different random string sources. But because of the inherent
weakness of the modeling behind average-case analysis—analyses being
dominated by random data—these results can utterly explain the fact
that in many practical situations the trie height is logarithmic. We pro-
pose a new semi-random string model and perform a smoothed analysis
in order to give a mathematically more rigorous explanation for the prac-
tical findings. The perturbation functions which we consider are based
on probabilistic finite automata (PFA) and we show that the transition
probabilities of the representing PFA completely characterize the asymp-
totic growth of the smoothed trie height. Our main result is of dichoto-
mous nature–logarithmic or unbounded—and is certainly not surprising
at first glance, but we also give quantitative upper and lower bounds,
which are derived using multivariate generating function in order to ex-
press the computations of the perturbing PFA. A direct consequence is
the logarithmic trie height for edit perturbations (i.e., random insertions,
deletions and substitutions).
1 Introduction
Motivation. Tries are very simple general purpose data structures for information
retrieval. This explains why many parameters of tries, such as height, path length
or size have been and are still subject to extensive average-case analysis under
various random string models. Though almost all investigations of trie height
using analytical methods suggest the height of a random trie to be logarithmic
in the number of strings, it is not immediately clear that these results can utterly
explain the fact that in many practical settings the height is in fact logarithmic
in the number of strings and thus far from its worst case. This holds particularly
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in the case of non-random data. Nilsson and Tikkanen [10] have experimentally
investigated the height of PATRICIA trees, or path-compressed tries, and other
search structures. There, the height of a PATRICIA tree, built over a set of
50,000 unique random uniform strings was 16 on average and 20 at most. For
non-random data consisting of 19,461 strings from geometric data, of 16,542
ASCII character strings from a book, and of 38,367 strings from Internet routing
tables, the height of a path-compressed trie, built over these data sets, was on
average 21, 20, and 18, respectively, and at most 30, 41 and 24, respectively.
These findings suggest that worst-case inputs, i.e., sets for which the height of
the respective trie is unbounded, are isolated peaks in the input space and even
small deviations from worst-case inputs yield logarithmic trie height. In this
work we try to give an analytical explanation of these findings.
The previous average-case approaches typically suffer from two drawbacks:
such analyses are usually dominated by a high proportion of purely random
inputs, even if the random inputs are produced by very sophisticated random
string models such as the recently introduced symbolic dynamical systems [20];
moreover, even those results that give sharper bound on the higher moments
of the distribution function of HS cannot explain the behavior of a trie on an
input that is very close to worst-case. Smoothed analysis, introduced by Spielman
and Teng in their seminal paper [16] in order to explain the good practical
performance of the simplex algorithm which is opposed to its bad worst-case
behavior, gives a mathematical framework to better understand such findings:
one is not interested in finding a probability distribution which models the typical
input space more accurately. Rather, one aims at answering the following kind of
question: are worst-case inputs “isolated peaks” or “plateaus”? To this end, the
smoothed complexity of an algorithm—or more generally of a random variable—
is defined as the maximum over all inputs of the expected running time of the
algorithm under slight random perturbations of the respective input. In order to
perform a meaningful smoothed analysis, one must find an adequate perturbation
function, i.e., one which resembles those random influences which real world
inputs are typically subject to.
In order to perform a meaningful smoothed analysis of the most significant
parameter of a trie, namely its height, we present a new semi-random model for
strings: the set of input strings is chosen in advance by an adversary and then
strings are randomly perturbed independently using the same perturbation func-
tions. The adversary has full information on the parameters of the perturbation
function, but has no control over the random perturbations and the parameters,
once the input set is chosen. This model fits into the framework of smoothed
analysis. (A somewhat stronger model for semi-random sources was considered
by Santha and Vazirani in [15], though it was not in the context of tries but in
the context of random and quasi-random number generators: there, the adver-
sary had (limited) control over each of the biases in a sequence biased coin flips
and full knowledge over the previous history.) The class of string perturbation
functions which we consider can be represented by (Mealy-type) probabilistic
finite automata (PFAs). PFAs are a standard tool for modeling unreliable deter-
ministic systems and they provide a compact representation for a very natural
class of string perturbation functions, namely random edit perturbations, which
occur in those settings and thus resembles some of the typical random influences
that strings are exposed to. To the best of our knowledge, we are the first to
perform a smoothed analysis of trie parameters.
Results. The main technical contribution of this paper is a characterization of
the smoothed trie height depending on the probabilistic automaton underlying
the perturbation function. For a star-like perturbation automaton, it is loga-
rithmic if and only if certain conditions for the automaton’s transitions hold; if
the conditions do not hold then the height is unbounded (see Theorem 5). The
logarithmic/unbounded-height dichotomy is certainly not surprising, but the
conditions are very easy to check. So, the theorem can be applied to rather com-
plex perturbation models for which an ad-hoc analysis appears quite involved.
In order to derive the result, it turns out that we must bound the coincidence
probability of length k by an exponentially decreasing term in k. To do so, we
use multivariate rational generating functions to express the computations of
the perturbing PFA. This approach, which is called the weighted words model
(cf. [7]), seems to fit best the requirements of our analysis. A direct consequence
of the theorem is a proof of the logarithmic smoothed trie height for random edit
perturbations (i.e., insertions, deletions, substitutions). We should note that not
all plausible string perturbation functions can be modeled by star-like automata,
e.g., transpositions.
Due to the page limit, all technical proofs of this paper are omitted. Instead, they
can be found in the full paper [6] (or in the appendix).
2 Preliminaries
Let IN = {0, 1, 2, . . . } and IN+ = {1, 2, . . . }. Let A denote the finite alphabet.
The elements of A are called the symbols of the alphabet. For m ∈ IN, the finite
sequence s = (a1, . . . , am) of symbols ai ∈ A is called a finite string over A of
length m, denoted by |s|. If m = 0 then the string is called the empty string
and is denoted by . An infinite sequence s = (a1, a2, . . .) of symbols such that
for i ∈ IN+ it holds that ai ∈ A is called and infinite string. In this case, we
set |s| = +∞. A string s = (a) of length one will by abbreviated by a. For a
finite string s = (a1, . . . , am) of length m and i ∈ {1, . . . ,m} we access the i-th
element ai by s[i]. Also, for an infinite string s we access the i-th element for
i ∈ IN by s[i] and for every string s it holds the s[0] = . For a finite string s
and i, j ∈ {1, . . . , |s|} satisfying i < j, the subsequence (ai, . . . , aj) is called a
substring of s and is accessed by s[i . . . j]. Here, for i, j ∈ {1, . . . ,m} satisfying
i > j we define s[i . . . j] =  as the access to the empty string. If s is infinite,
we access the infinite substring starting at the i-th position of s by s[i . . .]. For
a symbol a ∈ A and a string s over the same alphabet we denote by |s|a the
number of occurrences of the symbol a in s. For a finite string s, it clearly holds
that |s| = ∑a∈A |s|a. For a natural number m we denote by Am the set of all
strings over A that have length exactly m and by A≤m the set of all strings that
have length at most m. Let A∞ denote the set of all infinite strings over A, let
A<∞ denote the set of all finite strings over A, and let A≤∞ denote the set of
all finite and infinite strings over A. A string s is a prefix of a string t, if |s| ≤ |t|
and for all indices i ∈ {1, . . . , |s|} it holds that s[i] = t[i]. We write s v t in this
case. A prefix s of t is a proper prefix, if |s| < |t|. We write s @ t in this case.
Note that for the empty string  @ t for every non-empty string t.
3 Towards Smoothed Trie Height
3.1 Related Studies: The Height of Random Tries
Let A = {a1, . . . , ar} be a finite alphabet of cardinality r ≥ 2 and let A ⊆ A∞
be a set of ‖A‖ = n distinct strings. Tries were first introduced and analyzed
by Fredkin [8] and Knuth [9]. For the analysis of random tries, i.e., tries built
over a set of random strings, the n-dimensional product space Ω = A∞ × · · · ×
A∞ together with some joint probability function µ : Ω → [0, 1] constitutes
the probability space. For an r-ary trie built over the set A it holds that the
height of the trie HA = maxs,t∈A lcp(s, t), where lcp : A≤∞ × A≤∞ → IN+
measures the length of the longest common prefix of two strings. To analyze
its behavior, HA is viewed as a random variable over the above sample space
Ω. Clearly, in the worst case HA is unbounded for standard tries. By choosing
some joint probability function, one can analyze the expected value of HA and
other asymptotic properties, e.g., its asymptotic density. This has been done for
various kinds of probability density functions, where in general the n strings
in the set A are assumed to be independent and identically distributed. Thus,
the joint density function is completely characterized by the density function
µ˜ : A∞ → [0, 1] for one random string. Let Z be a random variable that takes
values from A. Then the one-sided infinite sequence {Zi}∞i=1 can be considered
a random string over A.
The oldest model is the memory-less random source, were each symbol cor-
responds to a possible outcome of a Bernoulli trial [9]. This means, we are given
a parameter vector p = (p1, . . . , pr) ∈ (0, 1)r and for all i ∈ IN+ it holds that
P{Zi = aj} = pj . Another model for random strings that is discussed intensively
in the literature are Markovian sources [17, 1]: a string can be considered the out-
come of transitions of a finite and ergodic Markov chain with state space A which
has reached its stationary distribution. These two models can be subsumed under
a the wider class of random strings which satisfy the mixing property. Pittel [12,
13] considered the growth of different types of random trees under the assump-
tion that the underlying random process {Zi}∞i=1 satisfies the mixing property:
the sequence {Zi}i≥1 satisfies the mixing property, if there exists n0 ∈ IN and
positive constants c1, c2 such that for all 1 ≤ m ≤ m+ n0 ≤ n and A ∈ Fm1 and
B ∈ Fnm+n0 it holds that c1 ·P{A}P{B} ≤ P{A ∩B} ≤ c2 ·P{A}P{B}, where
for 1 ≤ k ≤ l, Flk denotes the σ-field generated by the subsequence {Zi}li=k.
Under this assumption the following limit—the Re´nyi entropy of second order—
exists3
h = lim
n→∞
− ln∑α∈An P{Zn1 = α}2
2n
, (1)
where Zn1 = (Z1, . . . , Zn), and the height HMM(n) of a random trie built over a
set of n independent strings produced by a mixing source satisfies
HMM(n)
w.h.p.→ (lnn)/h. (2)
Devroye [3–5] has introduced the density model, where each string can be con-
sidered the fractional binary expansion of a random variable from [0, 1) and
all n random variables are assumed to be independent having identical density.
Particularly, it was shown that the height HDM(n) of a random trie under the
density model satisfies
−1 ≤ lim inf
n→∞ E[HDM(n)]−
lnα+ e
ln 2
≤ lim sup
n→∞
E[HDM(n)]− lnα+ e
ln 2
≤ 1, (3)
if
∫
f2(x)dx < ∞, and is unbounded, otherwise. Here, α = n
2
∫ 1
0
f2(x) dx
2 and
e = 2.718 . . . is Euler’s constant. Note that this model for random strings ac-
counts for unlimited dependency between symbols. Another model, that allows
for unlimited dependency are symbolic dynamical systems which were introduced
by Vallee´ [20] as a very general model for random strings. Cle´ment, Vallee´ and
Flajolet [2] have analyzed the height of random tries under this model for random
strings.
3.2 Smoothed Trie Height
Depending on the real world application in which the tries are used, the previous
analyses of trie height and other trie parameters give satisfactionary explanations
of their good practical performance, which is opposed to their bad worst-case
behavior: if successive data items are independent then the analyses with respect
to the memory-less random source provide a sound mathematical explanation
for the practical findings. If, on the other hand, data items are not indepen-
dent, then there are many situations in which the analyses with respect to the
Markovian source give adequate answers. Nevertheless, none of the results on
the height of random tries can be accounted for a thorough explanation of the
practical findings: this is particularly the case in situations where tries are built
over natural languages or biological data like DNA or protein sequences. Those
analyses which use random string models suffer from the following two draw-
backs of average-case analyses: first, it is unclear to which amount the analyses
are dominated by purely random inputs; second, even the w.h.p. results and
relatively exact knowledge of the distribution function of the height cannot ex-
plain the behavior of tries on nearly-worst-case inputs. To answer these kind of
questions, it seems appropriate to perform a smoothed analysis and to model a
3 originally referred to as h3 in [12, 13], but we drop the subscript
string by means of a semi-random model, where non-random inputs are subject
to slight random perturbations. We initiate this line of research by performing a
smoothed analysis of the most crucial parameter of a trie, i.e., its height. Having
motivated the need of a smoothed analysis of trie parameters, we now turn to
the formal definition of the smoothed trie height H(S, n,X). Here, S and X
denote the input set and the string perturbation function, respectively, and n is
the number of strings that are stored in the trie.
Definition 1. Let A be a finite alphabet and let S ⊆ A∞ be some non-empty
set of infinite strings over A. Given a perturbation function X : A∞ → A≤∞ the
smoothed trie height for n strings over the set S under the perturbation function
X, denoted by H(S, n,X), is defined by
H(S, n, x) =def max
A⊆S
‖A‖=n
E
[
max
s,t∈A
lcp(X(s), X(t))
]
.
Note that we assume that strings are perturbed independently. For our smoothed
analysis, the input set S can either be arbitrary, i.e., the above product space
over all infinite strings from A, or restricted. We consider only the first variants,
where the inputs are unconstrained.
3.3 Perturbations by Probabilistic Finite Automata
In this subsection we present our perturbation model which is based on proba-
bilistic finite automata.
(Mealy-type) Probabilistic Finite Automata. A probabilistic finite automaton [11,
14] is a standard way to model an unreliable deterministic system or a commu-
nication channel. We suggest to consider random perturbation functions rep-
resentable by probabilistic automata. It is not our aim to develop a general
theory of automata-based perturbation functions. Instead, we use probabilistic
finite automata as a compact, but nevertheless fairly general representation for
string perturbation functions. We will define the probabilistic finite automata in
a slightly non-standard way by separating input states from output states. This
provides an easy way to describe automata computing non-length-respecting
input-output relations.
A (Mealy-type) probabilistic finite automaton (PFA) over a finite alphabet
A is a tuple X = (R,W,µR, µW , σ) where:
– R is a non-empty, finite set of input states.
– W is a non-empty, finite set of output states.
– µR : R×A× (R∪W )→ [0, 1] is the transition probability function for input
states satisfying
(∀q ∈ R)(∀a ∈ A)
∑
p∈R∪W
µR(q, a, p) = 1.
The semantics of the function µR is: if the PFA X is in input state q and the
symbol a is read, move into state p with probability µR(q, a, p). Note that
possibly µR(q, a, q) > 0.
– µW : W × A × (R ×W ) → [0, 1] is the transition probability function for
output states satisfying
(∀q ∈W )(∀a ∈ A)
∑
p∈R∪W
µW (q, a, p) = 1.
The semantics of the function µW is: if the PFA X is in output state q, with
probability µW (q, a, p), write the symbol a and move into state p. Note that
possibly µW (q, a, q) > 0.
– σ : R ∪ W → [0, 1] is the initial probability distribution, i.e., σ satisfies∑
q∈R∪W σ(q) = 1.
We will identify with a PFA X over the alphabet A a random mapping
X : A≤∞ → A≤∞, mapping finite of infinite strings to finite or infinite strings.
A computation of a PFA X on an input symbol a ∈ A starts in some input
state and stops when X moves into an input state, again. The (possibly empty)
output of the computation is composed by concatenating all output symbols
of transitions leaving output states along which X moved during the compu-
tation. A computation of X on an input string t ∈ A≤∞ is composed by the
concatenation of the computations on the successive symbols of the string t,
where the computation of X on the symbol t[i+ 1] starts in that input state in
which the computation of X on the symbol t[i] stopped. The computation stops
when X reaches an input state and there is no more input symbol left to read.
If t is infinite, the computation never stops. The output of the computation is
composed by concatenating all outputs of the computations on the individual
symbols t[1], t[2], . . .. A computation of X is said to have output length m if the
output has length m and is said to have input length l if it has read l symbols
of the input.
Edit Perturbations of Binary Strings. Edit operations, i.e., substituting, deleting
or inserting symbols, are among the most fundamental operations for locally
manipulating strings. Therefore, a smoothed analysis with respect to perturba-
tion functions that resemble these operations provide a better understanding of
the good practical performance of tries. We say that a perturbation function on
strings is an edit perturbation if it perturbs the input by randomly substitut-
ing, inserting or deleting symbols. Let p, q ∈ (0, 1). The perturbation function
SUBp substitutes each symbol in the input string with its opposite symbol in-
dependently with probability p; the perturbation function INSpq inserts before
each symbol in the input string a number of k symbols a1, . . . , ak, where for
i ∈ {1, . . . , k}, ai equals 0 with probability q and 1 with probability 1 − q. The
number of inserted symbols is geometrically distributed with parameter p. Fi-
nally, the perturbation function DELp reads the input string and deletes each
symbols independently with probability p.
Analyzing the smoothed trie height under each of the edit perturbations of
binary strings has been the starting point of our research in this field. It can
be shown that the smoothed trie height under SUBp and INSpq is logarithmic
and it is immediate that this does not hold for the function DELp because the
input string 111 . . . is mapped to the output string 11 . . . deterministically. For
the convex combination of the edit perturbation matters are less trivial: let
pS , pI , qI , pD ∈ (0, 1) be the respective parameters for the edit perturbations
and let v = (vS , vI , vD) ∈ [0, 1]3 be such that vS + vI + vD = 1 be the parameter
vector for the convex combination. We say that a perturbation function Y :
A≤∞ → A≤∞ is the convex combination of the binary edit perturbations, if Y
can be represented by the PFA depicted in Figure 1.
0/1−pS
1/pS
0/vS
s
S1
I1 I0
S0
0/1
1/pI − pIqI 1/vI
1/1− pI
0/pIqI
0/1− pI
0/vI
1/pI − pIqI
0/pS
0/pIqI
0/vD 1/vDpD
1/vD 1/1
D1
D0
0/vDdD
1/vS
1/1−pS
Fig. 1. PFA Y representing the convex combination of the PFAs INSpIqI , SUBpS and
DELpD . States in circles are input states and states in boxes are output states and as
usual transitions are only drawn if their probability is strictly positive. Transitions are
labeled by a tuples “a/x” where a ∈ A and 0 < x ≤ 1. The semantics is as follows: for a
reading transition, a/x means “if we read symbol a, then we move along the respective
transition with probability x”; for a writing transition, “a/x” means “with probability
x, we move along the respective transition and write a”.
Star-like Perturbation Functions. All of the perturbations considered in the last
section have in common that there is exactly one input state and that the com-
putations on the individual symbols never move between distinct output states.
We now formally define a class of perturbation functions which are characterized
by exactly these properties. Since their representation is a directed star graph
with multi-edges and loops, where the unique input state is the center vertex,
the set of output states is the set of terminal vertices, and the transitions having
strictly positive probability gives the set edges, we call those PFAs and their
respective perturbation functions star-like.
Definition 2. Let A be finite a alphabet and let X = (R,W,µR, µW , σ) be a
PFA over A. X is said to be star-like if the following hold:
(1) ‖R‖ = 1, i.e., R = {s}.
(2) The function µW is such that
(∀q, q′ ∈W, q 6= q′)(∀a ∈ A) µW (q, a, q′) = 0,
i.e., the graph induced by the set W and edge set {{q, q′} : (∃a ∈ A)
µW (q, a, q
′) > 0} consists of a number of connected components each of
which is a single vertex.
(3) For all q ∈ W it holds that ∑a∈A µW (q, a, q) < 1, i.e., the probability that
X loops at q is strictly less than one.
Further, we consider a strict subclass of the star-like perturbation functions,
namely the class of those perturbation functions which are such that for each
symbol a ∈ A, there is exactly one output state, say qa, that can be reached from
s with positive probability when reading a. If additional to this the perturbation
functions are non-deleting, i.e., there are no loops at s, then we say that they
are read-deterministic perturbation functions. Otherwise, i.e., there are symbols
a which are deleted with positive probability, we say that the perturbation func-
tions are read-semi-deterministic. It is easy to verify that all edit perturbations
are star-like perturbation functions and further that the functions INSpq and
SUBp are read-deterministic and the function DELp is read-semi-deterministic.
Definition 3. Let A be a finite alphabet and let X = ({s},W, µR, µW , σ) be a
star-like PFA over A. X is said to be read-semi-deterministic, if for all a ∈ A,
there exist a constant pa ∈ [0, 1] and exactly one output state qa such that
µR(s, a, s) = pa and µR(s, a, qa) = 1 − pa. Further, X is said to be read-
deterministic, if for all a ∈ A, pa = 0, i.e., µR has no loops at s.
3.4 Comparison to Previous Random String Models
In this subsection we compare our semi-random string model to purely random
string models. One property that the sequences from most random sources pos-
sess is the mixing property, which as we mentioned implies that Re´nyi’s Entropy
of second order, i.e., the limit (1), exists. We show that these assumptions do
not hold in general for sequences which result from the perturbation of a non-
random input sequence by means of a star-like perturbation function. To this
end, let X be a read-semi-deterministic PFA such that for two distinct symbols
a and b it holds that Qa 6= Qb, where for i ∈ {a, b},
Qi = (µW (qi, a1, qi) + µW (qi, a1, s), . . . , µW (qi, ar, qi) + µW (qi, ar, s)).
It is easy to verify that the output of the pairs (aaa . . . ,X) and (bbb . . . ,X),
respectively, have the same probability distributions as memory-less random
sources with parameter vectors Qa and Qb, respectively. Then a standard calcu-
lation (cf. [19]) gives the following: For i ∈ {a, b} the limit depends on the input
string:
lim
n→∞
− ln∑α∈An P{X(iii . . . )[1 . . . n] = α}2
2n
= Qi
The enables us to give lower bounds on the smoothed trie height.
Proposition 4. Let X = ({s},W, µR, µW , σ) be a read-semi-deterministic PFA
over a finite alphabet A in canonical form (for a definition see below) and let
P = maxa∈A
∑
b∈A(µW (qa, b, qa) + µW (qa, b, s))
2. Then for all ε > 0,
H(A∞, n,X) ≥ 2(1− ε) log1/P n− o(1).
4 Main Result: Smoothed Trie Height under Star-like
Perturbation Functions
A Dichotomous Result. In this section we present the main result of this work.
Let X be star-like and let X = ({s},W, µR, µW , σ) be the representing PFA.
To ease the analysis we assume that perturbations start in the input state s
with probability one, i.e., that σ(s) = 1 and for all q ∈ W , σ(q) = 0 holds, and
we say that such a perturbation function is in canonical form. The following
dichotomous result for star-like perturbation functions over arbitrary input sets
can be proven.
Theorem 5. Let X be a star-like string perturbation function over a finite al-
phabet A in canonical form, represented by the PFA X = ({s},W, µR, µW , σ)
such that for all a ∈ A it holds that µR(s, a, s) < 1. Then the following state-
ments are equivalent.
(1) (∀a, b ∈ A) µR(s, a, s) +
∑
q∈W µR(s, a, q) · (µW (q, b, q) + µW (q, b, s)) < 1
(2) H(A∞, n,X) ∈ O(log n).
Before we discuss the meaning of the above theorem, we note that it directly
yields the following corollary concerning the smoothed trie height under convex
combinations of edit perturbations of arbitrary binary strings.
Corollary 6. Let pS , pI , qI , pD ∈ (0, 1) and let v = (vS , vI , vD) ∈ [0, 1]3 be such
that vS+vI+vD = 1 and let Y be string perturbation function which is computed
by the PFA depicted in Figure 1. Then, H({0, 1}ω, n, Y ) ∈ O(log n) if and only
if vD < 1. In other words, the smoothed trie height is logarithmic if and only if
the convex combination of edit perturbations does not collapse to deletions.
In general, statement (1) of the theorem gives a set of necessary and suffi-
cient conditions such that the smoothed trie height H(A∞, n,X) is logarithmic
in n if those conditions are satisfied and unbounded, otherwise. These condi-
tions are especially appealing, because they can be verified easily and efficiently
by looking at the transition probability function of the representing PFA. For
general star-like perturbation functions the verification can be done algorithmi-
cally in time O(‖A‖2 · ‖W‖). Note that the additional constraint regarding the
deletion probabilities, i.e., that for all a ∈ A it holds that µR(s, a, s) < 1 cannot
be dropped: let a ∈ A be such that µR(s, a, s) = 1 and let t = aaa . . .. Then
X(a) =  with probability one and it becomes obsolete to speak of smoothed
trie height in this particular case.
Quantitative Analyses. When performing a smoothed analysis it is usual to
quantify the influence of the parameters of the perturbation function on the
smoothed complexity of a problem. We can give the following quantitative result
on the smoothed trie height. Let X({s},W, µR, µW , σ) be a star-like PFA over
the finite alphabet A in canonical form. For q ∈ W the return probability from
state q is defined as
ηq =def
∑
a∈A
µW (q, a, s).
Also, for the sake of exposition, define for a ∈ A and q ∈W
ρa,q =def µR(s, a, q) and ρa =def µR(s, a, s).
Theorem 7. Let X be a star-like string perturbation function over a finite al-
phabet A in canonical form, represented by the PFA X = ({s},W, µR, µW , σ)
such that for all a ∈ A it holds that pa < 1 and such that
(∀a, b ∈ A) µR(s, a, s) +
∑
q∈W
µR(s, a, q) · (µW (q, b, q) + µW (q, b, s)) < 1,
where we denote the maximum term by δ. Let γ = 1/z˜, where z˜ is the pole of
minimum modulus of the function
Z˜X(z) =
r∏
i=1
1− δ · ρai − v∑
j=1
δ · ρai,qj · ηqj · z
1− (1− ηqj ) · z
−1
Then, for n sufficiently large and for all ε > 0 it holds that
H(A∞, n,X) ≤ 2 · d(1 + ε) log1/γ ne+ o(1).
Note that for the case of read-semi-deterministic perturbation functions we also
get a lower bounds from Proposition 4. Unfortunately, this lower bound does not
match our quantitative upper bound. Non-matching upper and lower bounds can
also be found in the dichotomous result of Devroye [4] .
5 Conclusions
There are two main open problems posed by this paper: the first concerns the
extension of our perturbation functions to more general string perturbation func-
tions which can be represented by PFAs. Clearly, general PFAs which can model
real-world string sources such as sensors more appropriately are one possible
extension. We are particularly interested in probabilistic push-down automata
because they provide a way to model random transpositions, which occur quite
frequently in non-random data such as DNA sequences. The second open prob-
lem concerns the smoothed analysis of other parameters and related data struc-
tures under our model. Particularly, we actually try to analyze the smoothed
trie height of suffix trees. There, it is believed that the mixing condition is a
necessary ingredient to prove logarithmic smoothed trie height (cf. [18]). Since
our model does not satisfy the mixing condition, a positive result would give
new insights in the practical performance of such data structures.
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A Proof of Proposition 4
Proof. Let X = ({s},W, µR, µW , σ) be a read-semi-deterministic PFA over a
finite alphabet A = {a1, . . . , ar} in canonical form. Let A be a set of n infinite
strings each of which starts with 2n repititions the symbol a ∈ A such that
P = max
a∈A
(∑
b∈A
(µW (qa, b, qa) + µW (qa, b, s))
2
)
is maximal. It holds that
H(A∞, n,X) ≥ E
[
max
s,t∈A
lcp(X(s), X(t))
]
.
Let k = 2dlog1/P ne. Now, for each string s ∈ A the probability that
|X(s[1 . . . 2n])| ≥ k,
i.e., the computations of X on the prefix of s of input length 2n has length at
least k satisfies
P{|X(s[1 . . . 2n])| ≥ k} = 1−P{|X(s[1 . . . 2n])| < k}
≥ 1−P{at least 2n− k symbols are deleted}
= 1−
k−1∑
i=0
(
2n
i
)
· (pa)2n−i
≥ 1− k ·
(
2n
k
)
· (pa)2n−k
= 1− o((pa)n).
Now, with probability 1− o((pa)n) the prefix of length k of output of the com-
putation of X on s has the same distribution as the prefix of an string that
is written by a Memory-less random source with parameter vector p ∈ (0, 1)r,
where for i ∈ {1, . . . , r}, pi = µW (qa, ai, qa) + µW (qa, ai, s). For such a source
and two random strings s′, s′′ it holds for every k ∈ IN+ that
P{lcp(s′, s′′) ≥ k} = P k.
Let A = {s1, . . . , sn} and k = 2(1− ε) log1/P n for ε > 0 and for i, j ∈ {1, . . . , r}
let Cij = lcp(si, sj). From the preceeding,
P{Cij ≥ k} = P k · (1− o((pa)n)2.
This holds particularly, because k is exponentially smaller than n, i.e., k =
2dlog1/P ne. Let H be the height of a trie which is build over the set A. Using
the Second Moment Method, the following claim can be shown.
Claim. [see Section 4.2.3 in [19]] Under the above conditions, for any ε > 0 it
holds that
P
{
H > 2(1− ε) log1/P n
}
= 1−O(1/nε).
The above claim implies that for every ε > 0
H(A∞, n,X) ≥ E
[
max
s,t∈A
lcp(X(s), X(t))
]
= E[H] ≥ 2(1− ε) log1/P n− o(1).
This proves the Theorem
B Overview on the Proofs of Theorem 5 and Theorem 7
In this section we give an overview on the proofs of Theorem 5 Theorem 7. The
details of the proofs are given in the subsequent sections.
First, we show that H(S, n,X) grows at most as 2 log1/γ n, if the coincidence
probability of length m of two independent perturbations of the same string s ∈ S,
i.e., P{lcp(X(s), X(s)) ≥ m}, can be bounded from above by γm for some γ < 1.
The following lemma holds for arbitrary string perturbation functions.
Its formal proof can be found in Section C.
Lemma 8. Let A be a finite alphabet and let m0 ∈ IN and γ ∈ IR satisfying
0 < γ < 1. Let X : A∞ → A≤∞ be a perturbation function and let S ∈ A∞ be a
non-empty set of infinite strings. Let n > γ−m0/2. If there is a polynomial Π(z)
of fixed degree d ∈ IN, such that for all s ∈ S and all m ≥ m0 it holds that the
coincidence probability of two independent perturbations of s satisfies
P{lcp(X(s), X(s)) ≥ m} ≤ Π(m) · γm,
then for all ε > 0 it holds that H(S, n,X) ≤ 2 · d(1 + ε) log1/γ ne+ o(1).
Proof (Proof of Theorem 5). Let X = ({s},W, µR, µW , σ) be a star-like PFA
over the alphabet A = {a1, . . . , ar} in canonical form. In order to prove the
equivalence of the two statements, we claim that (2)⇒ (1) and that (1)⇒ (2).
Then, the theorem follows. The first claim, i.e., that (2) ⇒ (1), can easily be
established by contraposition.
Claim. In the setting of Theorem 5, it holds that (2)⇒ (1).
Proof. We prove the claim by contraposition: to this end assume that (1) does
not hold, i.e., there are symbols a, b ∈ A such that
µR(s, a, s) +
∑
q∈W
µR(s, a, q) · (µW (q, b, q) + µW (q, b, s) = 1.
Thus P{b v X(a)} = 1 − µR(s, a, s). Let t = aaa . . . and let s = bbb . . .. Then
X maps t to s with probability one. Therefore, H(A∞, n,X) is unbounded. The
claim follows.
The second claim is less easy to prove: in order to show that (1) ⇒ (2), we
prove that (1) is a sufficient condition such that the tail-bound (Lemma 8) can be
applied. Particularly, we show that under the assumption that (1), for arbitrary
t ∈ A∞ and m ∈ IN+ sufficiently large there are suitable positive constants
u, v, γ satisfying 0 < γ < 1 such that
P{lcp(X(t), X(t) ≥ m} =
∑
α∈Am
P{α v X(t)}2 ≤ (u ·m+ v) · γm.
To this end, for α, t ∈ A<∞ let µX(α, t) be the probability that a computation of
X on t that has input length |t| has the prefix α. Then for t ∈ A∞ and α ∈ A<∞
we have the following identity
P{α v X(t)} =
∞∑
l=1
µX(α, t[1. . .l])
and thus for m ∈ IN+ we have
P{lcp(X(t), X(t) ≥ m} =
∑
α∈Am
( ∞∑
l=1
µX(α, t[1. . .l])
)2
.
Next we split the right-hand side of the above equation into two suitable parts
by an application of Cauchy’s Inequality: let d ∈ IR+ be a constant to be defined
in a moment. Then
∑
α∈Am
( ∞∑
l=1
µX(α, t[1. . .l])
)2
=
∑
α∈Am
(dd·me∑
l=1
µX(α, t[1. . .l]) +
∞∑
l=dd·me+1
µX(α, t[1. . .l])
)2
(4)
≤ 2 ·
∑
α∈Am
(dd·me∑
l=1
µX(α, t[1. . .l])
)2
+ 2 ·
∑
α∈Am
( ∞∑
l=dd·me+1
µX(α, t[1. . .l])
)2
.(5)
Then, we prove an exponentially decreasing upper bound on each of the two
addends in (5) under the assumption that (1). To this end, we define for m ∈ IN+,
d ∈ IR+ and t ∈ A∞:
Φ(t,m, d) =def 2 ·
∑
α∈Am
(dd·me∑
l=1
µX(α, t[1. . .l])
)2
Ψ(t,m, d) =def 2 ·
∑
α∈Am
( ∞∑
l=dd·me+1
µX(α, t[1. . .l])
)2
.
Claim. Let d ∈ IR+ be fixed and let γ = 1/z˜, where z˜ is the pole of minimum
modulus of the function
Z˜X(z) =
r∏
i=1
1− δ · ρai − v∑
j=1
δ · ρai,qj · ηqj · z
1− (1− ηqj ) · z
−1 .
Under the assumption that (1), there is polynomial Π(z) of fixed degree ≤ r
such that Φ(t,m, d) ≤ Π(m) · γm.
Claim. Let d ∈ IR+ be fixed. For a star-like perturbation function X as in the
setting of Theorem 5, there exist constants c, γ2 ∈ IR satisfying γ2 < 1 and such
that Ψ(t,m, d) ≤ c · γm2 .
The detailed proofs of the two claims can be found in Section D. We now fix d.
The above directly yields
P{lcp(X(t), X(t)) ≥ m} ≤ Ψ(t,m, d) + Φ(t,m, d) ≤ (Π(m) + c) · γ˜m
for γ˜ = max{γ1, γ2} < 1. Thus we may apply the tail-bound. Together this
shows the sought-after claim.
Claim. In the setting of Theorem 5, it holds that (1)⇒ (2).
This proves Theorem 5.
Note that it can also be shown (see Appendix D) that for d sufficiently large,
limm→∞ Φ(t,m, d)/Ψ(t,m, d) = 0 which implies Theorem 7.
C Proof of Lemma 8
Proof. Let S be a non-empty set of infinite strings over a finite alphabet A. Let
ε > 0 and let k ∈ IN+ be arbitrary. Then
H(S, n,X) = max
A⊆S
‖A‖=n
E
[
max
s,t∈A
lcp(X(s), X(t))
]
= max
A⊆S
‖A‖=n
∞∑
i=1
P
{
max
s,t∈A
lcp(X(s), X(t)) ≥ i
}
≤
∞∑
i=1
max
A⊆S
‖A‖=n
P
{
max
s,t∈A
lcp(X(s), X(t)) ≥ i
}
≤ k +
∞∑
i=k+1
max
A⊆S
‖A‖=n
P
{
max
s,t∈A
lcp(X(s), X(t)) ≥ i
}
(6)
≤ k + n2 ·
∞∑
i=k+1
max
s,t∈S
P{lcp(X(s), X(t)) ≥ i} . (7)
Inequality (7) follows from Boole’s Inequality and (6) holds, because the in sum
of probabilities each addend of the first k addends can by bounded by one. Now
we expand each addend of the right-hand side and apply Cauchy’s Inequality in
its standard from :
max
s,t∈S
P{lcp(X(s), X(t)) ≥ i} = max
s,t∈S
∑
α∈Ai
P{α v X(s)} ·P{α v X(t)}
≤ max
s,t∈S
√∑
α∈Ai
P{α v X(s)}2 ·
√∑
α∈Ai
P{α v X(t)}2
≤ max
s∈S
∑
α∈Ai
P{α v X(s)}2
= max
s∈S
P{lcp(X(s), X(s)) ≥ i} .
Now, we have that for all k ∈ IN+ it holds that
H(S, n,X) ≤ k + n2 ·
∞∑
i=k+1
max
s∈S
P{lcp(X(s), X(s)) ≥ i} .
Let d ∈ IN+ and let Π(z) be a polynomial of degree d such that the assumption
of the theorem holds. Set k = 2 · d(1 + ε) log1/γ ne ≥ m0. Then
H(S, n,X) ≤ k + n2 ·
∞∑
i=k+1
max
s∈S
P{lcp(X(s), X(s)) ≥ i}
≤ 2 · d(1 + ε) log1/γ ne+
∞∑
i=2·d(1+ε) log1/γ ne+1
Π(i) · n2 · γi
It is easy to see that the latter term is in o(1):
∞∑
i=2·d(1+ε) log1/γ ne+1
Π(i) · n2 · γi
=
∞∑
i=1
Π(2 · d(1 + ε) log1/γ ne+ i) · n2 · γ2·d(1+ε) log1/γ ne · γi
≤
∞∑
i=1
Π(2 · d(1 + ε) log1/γ ne+ i) · n2 · n−2−2ε · γi
= n−2ε ·
∞∑
i=1
Π(2 · d(1 + ε) log1/γ ne+ i) · γi ∈ o(1).
This proves the lemma.
D Detailed Proof of Theorem 5
Before we actually start with proving the first claim, we first show how to express
the term
∑
α∈Am µX(α, t[1. . .l]) subject to the transition probabilities of X.
Then we establish Claim B in Section D.2. Afterwards, we turn to the proof of
Claim B in Section D.3. This then proves Theorem 5.
D.1 Prerequisites: computations of star-like PFAs
In this section, we prove the following Lemma which will be one of the important
ingredients in the proofs of Claims B and B. In particular, the lemma gives a
(nearly exact) expression of the term
∑
α∈Am µX(α, t[1. . .l]), i.e., the probability
that a computation of input length l on the prefix of t has output length at least
m, subject to the transition probabilities of X.
Lemma 9. Let X = ({s},W, µR, µW , σ) be a star-like PFA over the finite al-
phabet A in canonical form and let t ∈ A∞ and l ∈ IN+. Let f : IN→ {0, 1} the
following defined function: for x ∈ IN,
f(x) =def
{
1 , if x = 0
0 , otherwise.
The function f is used to indicate deleted symbols in the computations of X.
Then∑
α∈Am
µX(α, t[1. . .l])
≤ 1
η˜
·
∑
m1+...+ml=m
l∏
i=1
(
f(mi)·ρt[i]+(1−f(mi))·
∑
q∈W
ρt[i],qηq(1−ηq)mi−1
)
,
where η˜ = minq∈W ηq denotes the minimum return probability.
Proof. Recall that the term which we seek to bound is the probability that the
computation of X on t of input length l has output length at least m. Since X
is star-like and given in canonical form, each computation of X on t starts in
the input state and then moves into some output state, from which it writes the
output, before it moves into the input state again, where it reads the next sym-
bol of the input and continues the computations as described above. Thus, each
computation can be decomposed into the computations on the successive indi-
vidual symbols of t. For a computation of input length l and output length m,
there are
(
m+l−1
l−1
)
possibilities to concatenate l such computations on individual
symbols such that they give a computation of output length m: this equals the
number of decompositions of m into l non-negative addends. Note, that addends
might be equal to zero, because computations might have output length zero,
The computations on the first l − 1 input symbols must return into the input
state, whereas the computation on the l-th and last input symbol may either
loop at its output state or return back into the input state after having written
the m-th and last symbol of the output.
Now, consider a fixed decomposition m1 + . . .+ml = m into possibly empty
computations. For i ∈ {0, . . . , l}, if mi = 0 then the probability that the compu-
tation of X on the symbol t[i] has output length zero is
P{X(t[i]) = } = ρt[i]. (8)
For i ∈ {1, . . . , l− 1}, if mi > 0 then the probability that the computation of X
on the symbol t[i] has output length exactly mi is equal to∑
α∈Ami
P{X(t[i]) = α} =
∑
q∈W
ρa,q · ηq · (1− ηq)mi−1 (9)
and the probability that the computation of X on the symbol t[l] has output
length at least ml > 0 is equal to∑
α∈Aml
P{α v X(t[l])} =
∑
q∈W
ρa,q · (1− ηq)ml−1.
Let ˜eta = minq∈W ηq be the minimum return probability. The term (10) can be
bounded as ∑
q∈W
ρa,q · (1− ηq)ml−1 ≤ 1
η˜
·
∑
q∈W
ρa,q · ηq · (1− ηq)ml−1. (10)
Now, using the indicator function f to choose the correct term for i ∈ {1, . . . , l},
i.e., the term (8), if mi = 0 and the term (9) if mi > 0 and i < l or the term (10)
if ml > 0 and i = l, the probability that the computation of X on t of input
length l that can be decomposed as m1 + . . .+ml = m has length at least m is
can be bounded by the product
1
η˜
·
l∏
i=1
(
f(mi) · ρt[i] + (1− f(mi)) ·
∑
q∈W
ρa,q · ηq · (1− ηq)mi−1
)
.
Summing over all possible decompositions, we get∑
α∈Am
µX(α, t[1. . .l])
≤ 1
η˜
·
∑
m1+...+ml=m
l∏
i=1
(
f(mi)·ρt[i]+(1−f(mi))·
∑
q∈W
ρt[i],qηq(1−ηq)mi−1
)
which proves the lemma.
D.2 Bounding Φ(t,m, d)
In order to prove an exponentially decreasing upper bound on
Φ(t,m, d) = 2 ·
∑
α∈Am
(dd·me∑
l=1
µX(α, t[1. . .l])
)2
for fixed d ∈ IR+ an thereby prove Claim B, we first apply Cauchy’s inequality
and then bound by counting over all possible l ∈ IN+:
2 ·
∑
α∈Am
(dd·me∑
l=1
µX(α, t[1. . .l])
)2
≤ 2dd ·me ·
∑
α∈Am
dd·me∑
l=1
µX(α, t[1. . .l])
2
≤ 2dd ·me ·
∞∑
l=1
∑
α∈Am
µX(α, t[1. . .l])
2
(11)
Here, exchanging the two sums does not change the value of the expression.
Bounding
∑
α∈Am µX(α, t[1. . .l])
2
To proceed, we use the Conditions given by
statement (1) of Theorem 5 which as we will prove in Lemma 11 imply the
existence of a constant δ < 1 such that for all l,m ∈ IN+ and t ∈ A∞ the l-th
addend of the outer sum of (11) can be bounded by
∑
α∈Am δ
l−1 ·µX(α, t[1. . .l]).
Before we proceed to the lemma, we state the following Proposition which is a
direct consequence of the definition of µX(α, t[k. . .l]).
Proposition 10. Let j, k, l ∈ IN+ satisfying k ≤ j < l and α ∈ Am. Then
µX(α, t[k. . .l]) =
m∑
i=0
P{X(t[k. . .j]) = α[0. . .i]} · µX(α[i+1 . . .m], t[j+1. . .l]) .
Lemma 11. Let X = ({s},W, µR, µW , σ) be a star-like PFA in canonical form
over the finite alphabet A. Let
δ = max
a,b∈A
ρa + ∑
q∈W
ρa,q · (µW (q, b, q) + µW (q, b, s))
 . (12)
Then for all infinite strings t ∈ A∞ and all k, l,m ∈ IN+ it holds that∑
α∈Am
µ(α, t[k. . .l])
2 ≤ δl−k ·
∑
α∈Am
µ(α, t[k. . .l]) .
Proof (Proof of Lemma 11). Let X be a star-like PFA and let t ∈ A∞ be an
arbitrary input string. For a ∈ A and α ∈ A≤∞ satisfying |α| ≥ 1 we have
|α|∑
i=0
P{X(a)=α[0 . . . i]} = P{X(a) = ε}+ P{X(a) = α[1]}+ . . .
≤ P{X(a) = ε}+ P{α[1] v X(a)}
≤ δ. (13)
We prove the lemma by induction on the length ` = l − k + 1 of the part of
t which is read. First note that for l < k the left and the right hand side of
Inequality (13) are equal to zero. This holds particularly, because X is given in
canonical form. Therefore we may without loss of generality assume that l ≥ k
holds.
Induction basis: for ` = 1 it holds that∑
α∈Am
µX(α, t[l])
2 ≤
∑
α∈Am
µX(α, t[l]) ,
because probabilities are less than one.
Induction step: assume that (13) holds for l − k ≤ ` − 2. By Proposition 10
we get
∑
α∈Am
µX(α, t[k. . .l])
2
=
∑
α∈Am
( m∑
i=0
P{X(t[k])=α[0. . .i]}·µX(α[i+1 . . .m], t[k + 1. . .l])
)2
We apply Jensen’s Inequality: let x0, . . . , xm, x0, . . . , xm ∈ IR+. Then
( m∑
i=1
xiyi
)2
=
( m∑
i=0
xi
)2
·
(∑m
i=0 xiyi∑m
i=0 xi
)2
≤
( m∑
i=0
xi
)
·
( m∑
i=0
xiy
2
i
)
(14)
For i ∈ {0, . . . ,m} we set
xi = P{X(t[k]) = α[0 . . . i]}
and
yi = µX(α[i+ 1 . . .m], t[k + 1. . .l])
in Inequality (14). Additionally we know from Inequality (13) that
m∑
i=0
xi =
m∑
i=0
P{X(t[k])=α[0 . . . i]} ≤ δ.
Together, we get that
( m∑
i=0
xiyi
)2
≤
( m∑
i=0
xi
)
·
( m∑
i=0
xiy
2
i
)
≤ δ ·
( m∑
i=0
xiy
2
i
)
which after re-translating gives
∑
α∈Am
( m∑
i=0
P{X(t[k])=α[0. . .i]} · µX(α[i+1. . .m], t[k+1. . .l])
)2
≤
∑
α∈Am
δ ·
m∑
i=0
P{X(t[k])=α[0. . .i]} · µX(α[i+1. . .m], t[k+1. . .l])2 .
Using this we proceed as follows:
∑
α∈Am
δ ·
m∑
i=0
P{X(t[k])=α[0 . . . i]}µX(α[i+ 1 . . .m], t[k + 1. . .l])2
= δ ·
m∑
i=0
( ∑
α1∈Ai
P{X(t[k])=α1}
)
·
( ∑
α2∈Am−i
µX(α2, t[i+ 1. . .l])
2
)
≤ δ ·
m∑
i=0
( ∑
α1∈Ai
P{X(t[k])=α1}
)
·
(
δl−k−1
∑
α2∈Am−i
µX(α2, t[k + 1. . .j])
)
(15)
= δl−k ·
m∑
i=0
( ∑
α1∈Ai
P{X(t[k])=α1}
)
·
( ∑
α2∈Am−i
µX(α2, t[k + 1. . .l])
)
= δl−k ·
∑
α∈Am
µX(α, t[k. . .l]) .
Here, Inequality (15) follows from the induction hypothesis. Altogether, we have
shown ∑
α∈Am
µX(α, t[k. . .l])
2 ≤ δl−k ·
∑
α∈Am
µX(α, t[k. . .l]) .
This proves the lemma.
Lemma 11 tells us that the Conditions given by Statement (1) of Theorem 5
allows us to bound Φ(t,m, d) subject to the probability mass which is induced
by the perturbation function X on input t ∈ A∞ multiplied by a factor of
δ < 0 for every input symbol which is read in the respective term. This is, using
Inequality (11) from the beginning of this section and the lemma, we can bound
Φ(t,m, d) as
Φ(t,m.d) ≤ 2dd·me·
∞∑
l=1
∑
α∈Am
µX(α, t[1. . .l])
2 ≤ 2dd ·me
δ
·
∞∑
l=1
∑
α∈Am
δl·µX(α, t[1. . .l]) .
Now, we can expand (and bound) each addend of the last sum according to
Lemma 9 as∑
α∈Am
δl · µX(α, t[1. . .l])
≤ 1/η˜ ·
∑
m1+...+ml=m
l∏
i=1
(
f(mi)·δρt[i]+(1−f(mi))·
∑
q∈W
δρt[i],qηq(1−ηq)mi−1
)
,(16)
where for q ∈ W , ηq was defined as the return probability from state q. The
minimum such probability was η˜ = minq∈W ηq and f : IN → {0, 1} was defined
to be the indicator function of deleted letters.
Valid expressions Call each non-zero addend in the above sum a valid expres-
sion of X on t. A valid expression is said to be of input length l if it corre-
sponds to a set of computations of input length l and is said to be of output
length m if its corresponding set of computations has output length m. Let
W = {q1, . . . , qv}. Each valid expression is a product over the set of variables
{δ, ρa1 , ρar , ρa1,q1 , . . . , ρar,qv , ηq1 , . . . , ηq1}. The products have a regular structure
which we exploit in order to bound the term (16): to this end, let B be the fol-
lowing alphabet, where we interprete variables as letters (we intentionally use
the term ’letter’ for an element of the alphabet and ’word’ for a sequence of
letters in order to avoid confusion)
B =def {δ}
∪ {ηq : q ∈W} ∪ {(1− ηq) : q ∈W}
∪ {ρa,q : q ∈W and a ∈ A} ∪ {ρa : a ∈ A}.
Then, each valid expression in (16) is readily identifiable with a word w over the
alphabet B: e.g., the word
δ ρa δ ρb δ ρa,q (1− ηq) (1− ηq) (1− ηq) ηq
is corresponds to a valid expression of X on t = aba . . . of input length 3 and
output length 4 and thus to a set of computations of X on t, where each com-
putations deletes the first two letters and then moves into state q after having
read the letter a, whereupon it loops three times at q and then moves back to
the input state again. Clearly, not all words over B are valid expression of X
on t. Call a word valid if it does. Let W(t,l,m)X be the set of all valid words over
B that have input length l and output length m, i.e., corresponding to a valid
expression of X on t that has the respective input and output lengths. I.e.,
W(t,l,m)X =def {w ∈ B<∞ : w is a valid word having input length l and output length m}.
In order to evaluate the term (16) using the framework of valid expressions, we
follow the weighted words model: we define the weight pi(w) of a word w ∈ B<∞
as the product of all letters which constitute w, where the multiplicity of a letter
in the product equals the number of times it occurs in the word w:
pi(w) =def
∑
x∈B
x|w|x .
E.g., for
w′ = δ ρa δ ρb δ ρa,q (1− ηq) (1− ηq) (1− ηq) ηq
the example word from above, we have that
pi(w′) = δ3 · ρa · ρb · ρa,q · (1− ηq)3 · ηq,
as |w′|δ = |w′|(1−ηq) = 3 and |w′|ρa = |w′|ρb = |w′|ρa,q = |w′|ηq = 1. Also,
the weight of a set is then defined as the weight of all elements in the set.
Clearly, the weight of a valid word equals the value of its corresponding valid
expression. It is easy to see that for l, l′ ∈ IN+ satisfying l 6= l′ it holds that
W(t,l,m)X ∩W(t,l
′,m)
X = ∅. Thus
∑
m1+...+ml=m
l∏
i=1
(
f(mi)·δρt[i]+(1−f(mi))·
∑
q∈W
δρt[i],qηq(1−ηq)mi−1
)
= pi
(
W(t,l,m)X
)
and therefore
Proposition 12.
∞∑
l=1
∑
α∈Am
δl · µX(α, t[1. . .l]) ≤ 1
η˜δ
·
∞∑
l=1
pi
(
W(t,l,m)X
)
.
Let W(t,l)X ⊃ W(t,l,m)X be the set of all valid words having input length l, but
arbitrary output length. The set W(t,l)X is a regular language: let ’|’ denote the
choice operator and ’∗’ denote the sequence operator for a possibly zero number
of repetitions of the respective letter. The regular specification is as follows:
W(t,l)X = { w ∈ B≤∞
w := W1 W2 . . . Wl
W1 := δ ρt[1] | δ ρt[1],q1 ηq1 (1− ηq1)∗ | . . . | δ ρt[1],qv ηqv (1− ηqv )∗
...
Wl := δ ρt[l] | δ ρt[l],q1 ηq1 (1− ηq1)∗ | . . . | δ ρt[l],qv ηqv (1− ηqv )∗}
Here, we use W1, . . . ,Wl as placeholder for the below defined regular expressions.
Clearly, for all words w ∈ W(t,l)X , it holds that
∑l
i=1 |w|δ = l. Now, we can
formally define
W(t,l,m)X =def {w ∈ W(t,l)X :
v∑
i=1
(|w|ηqi + |w|(1−ηqi )) = m}.
Embedding valid words In order to evaluate the sum over all valid words of X on t
of output length m, we first construct a family of structurally simpler languages
such for each set W(t,l,m)X there exists a corresponding set in the structually
simpler family having the same weight and such that the set in the family are
still disjoint. Thus, the sum over the weights of all such new sets equals weight
of valid words of X on t of output length m. Still, the sum over the weights of
these new sets depends on the structure of the input string t which is unknown.
Thus, in order to get rid of this dependence on t, we do not evaluate the sum
over the weights of all new sets exactly, but we over-count slightly. This over-
counting can once again be best expressed by constructing a structually even
simpler language which contains each word that we need to account for (ans
some more words). To this end, let Y(t,l,m)X be the new set of words. For a fixed
input string t ∈ A∞ and a prefix t[1 . . . l] let for i ∈ {1, . . . , r},
li = |t[1 . . . l]|ai
be the number of occurrences of the symbol ai in the prefix t[1 . . . l]. For each such
prefix we give a canonical input string t′ such that the corresponding set of valid
words is structually simpler and such that there is a function g : B<∞ → B<∞
that describes a bijection from W(t,l,m)X to W(t
′,l,m)
X , from which it follows that
pi
(
W(t,l,m)X
)
= pi
(
W(t′,l,m)X
)
. The string t′ is defined as
t′ = a1 . . . a1︸ ︷︷ ︸
li times
. . . ar . . . ar︸ ︷︷ ︸
lr times
The corresponding sets W(t′,l,m)X is then such that for each word w ∈ W(t,l,m)X
there is a word w′ ∈ W(t′,l,m)X that is composed of exactly the same set of sub-
words, but in different ordering: Consider the decomposition of w as
w = W1 . . .Wl,
where the i-th sub-word Wi for i ∈ {1, . . . , l} corresponded to the symbol t[i];
Now, for w′ with the decomposition as
w′ = W ′1 . . .W
′
l
it holds that the the first l1 sub-words W
′
1, . . . ,W
′
l1
correspond to the symbol
a1, the next l2 sub-words W
′
l1+1
, . . . ,W ′l1+l2 correspond to the symbol a2, and so
on. Thus, the function g is a permutation of sub-words: assume w.l.o.g. that the
i-th subword Wi corresponds to the symbols t[i] = aj . Then Wi is mapped to
the position
∑j−1
k=1 lk + |t[1 . . . i]|aj in w′. Such a permutation is clearly weight-
preserving. Now, define for a string t the set Y(t,l,m)X as
Y(t,l,m)X =def W(t
′,l,m)
X where t
′ is the canonical input string corresponding to t[1 . . . l].
Clearly, for l, l′ ∈ IN+ is still holds that Y(t,l,m)X ∩ Y(t,l
′,m)
X = ∅.
Proposition 13.
pi
(
W(t,l,m)X
)
= pi
(
Y(t,l,m)X
)
Now, we get rid of the dependency on the input string t: let YX be the following
regular language over the alphabet B, where again Y1, . . . , Yl are placeholder for
regular expressions:
YX = { w ∈ B≤∞
w := Y1 Y2 . . . Yr
Y1 = (δ ρa1 | δ ρa1,q1 ηq1 (1− ηq1)∗ | . . . |δ ρa1,qv ηqv (1− ηqv )∗)∗
...
Yr := (δ ρar | δ ρar,q1 ηq1 (1− ηq1)∗ | . . . |δ ρar,qv ηqv (1− ηqv )∗)∗}
Clearly, Y(t,l,m) ⊂ YX . We have,
Y(t,l,m)X = {w ∈ YX : there exits w′ ∈ Y(t,l,m) such that w = g(w′)}
= {w ∈ YX :
v∑
i=1
(|w|ηqi + |w|(1−ηqi )) = m and
v∑
i=1
|w|δ = l}.
Now, define
Y(m)X =def {w ∈ YX :
v∑
i=1
(|w|ηqi + |w|(1−ηqi )) = m}.
Clearly, for m ∈ IN+ it holds thatY(t,l,m)X ⊂ Y(m)X and thus we have
∞∑
l=1
pi
(
Y(t,l,m)X
)
≤ pi
(
Y(m)X
)
. (17)
Altogether, we have established the following relation between the sum over all
terms (16) over all l ∈ IN+ and the weight of the set Y(m)x :
Lemma 14. For m ∈ IN+ and t ∈ A∞,
∞∑
l=1
∑
α∈Am
δl · µX(α, t[1. . .l]) ≤ 1/(η˜ · δ) · pi
(
Y(m)X
)
.
Proof. The lemma is easy to proof:
∞∑
l=1
∑
α∈Am
δl · µX(α, t[1. . .l]) = 1/(η˜ · δ) ·
∞∑
l=1
pi
(
W(t,l,m)X
)
by Proposition 12
= 1/(η˜ · δ) ·
∞∑
l=1
pi
(
Y(t,l,m)X
)
by Proposition 13
≤ 1/(η˜ · δ) · pi
(
Y(m)X
)
by (17)
This proves the lemma.
A crude bound on pi
(
Y(m)X
)
using the saddle point method In order to get a
bound on the term pi
(
Y(m)X
)
, we proceed as follows: after having given the reg-
ular specification of the set YX , we translate this specification into the language
of generating functions, where we use the variable z to mark the length, i.e., the
number
∑v
i=1(|w|ηqi + |w|(1−ηqi )) for a word w ∈ YX . Also, we symbolically use
the letters as variables. A regular specification for a set of combinatorial objects
translates into a invariably positive rational generating function, where we have
the following relationship between the operators of the regular description and
the algebraic operators: let a, b ∈ B. Then union, i.e., ’a|b’, corresponds to ’a+b’,
combinatorial product , i.e., ’a b’, corresponds to ’a · b’ and sequence building,
i.e., ’a∗’, corresponds to 1/(1− a) (where a 6= ). Thus, the regular specification
of the language YX readily lends itself to the following ordinary multivariate
generating function.
Lemma 15. The ordinary multivariate generating function corresponding to the
language YX is
ZX(z, δ,η,ρ) =
r∏
i=1
1− δ ·ρai − v∑
j=1
δ ·ρai,qj ·ηqj ·z
1− (1− ηqj )·z
−1
where η = (ηq1 , . . . , ηqk , (1− ηq1), . . . , (1− ηqv )) and ρ = (ρt[1], . . . , ρt[i], ρt[1],q1 , . . . ρt[l],qv ).
Here the variable z marks the number
∑v
i=1(|w|ηqi + |w|(1−ηqi )) and the other
variables mark the number of occurences of the respective letters.
Proof. In order to make the proof more readable, we mark the number of oc-
curences of a letter by a variable with the corresponding latin symbol.
– δ is marked by d.
– For i ∈ {1, . . . , r}, ρai is marked by rai .
– For i ∈ {1, . . . , r} and j ∈ {1, . . . , v}, ρai,qj is marked by rai,qj .
– For j ∈ {1, . . . , v}, ηqj is marked by eqj and
– For j ∈ {1, . . . , v}, (1− ηqj ) is marked by (1− eqj ).
Also, z marks the number
∑v
i=1(|w|ηqi + |w|(1−ηqi )). Consider the i-th addend
in the product for i ∈ {1, . . . r}. The set of words {δ ρai} is generated by the
mulitvariate generating function (MGF)
gi(d, rai) = d · rai .
For j ∈ {1, . . . , v}, the set of words
{δ ρai,qj ηqj , δ ρai,qj ηqj (1−ηqj ), δ ρai,qj ηqj (1−ηqj )(1−ηqj ), . . .}
is generated by the MGF
fij(z, d, rai,qj , eqj , (1−eqj )) =
d · rai,qj · eqj · z
1−(1−eqj ) · z
Now the words corresponding to state qj are generated by the regular expression
(δ ρai | δ ρai,qi ηqi (1−ηqi)∗ | . . . |δ ρai,qv ηqv (1−ηqv )∗)∗ (18)
are generated by the function
fi(z, d, rai , rai,q1 , . . . , rai,qv , eq1 , . . . , eq1 , (1−eq1), . . . , (1−eq1))
=
1− gi(d, rai)− v∑
j=1
fij(z, d, rai,qj , eqj , (1−eqj ))
−1
=
1− d · rai − v∑
j=1
d · rai,qj · eqj · z
1−(1−eqj ) · z
−1 .
Now, the set YX , which is defined by a regular expression that is the concate-
nation of the regular expression (18) for state qj for j ∈ {1, . . . , v} is generated
the the product over the corresponding MGF’s. Resubstituting the respective
variables proves the Lemma.
In order to evaluate pi
(
Y(m)X
)
, we follow the weighted words model: this is,
the former variables are treated as parameters.in the new generating function.
The respective function is then
Z˜X(z) =
r∏
i=1
1− δ ·ρai − v∑
j=1
δ ·ρai,qj ·ηqj ·z
1− (1− ηqj )·z
−1 .
Now, there are (at least) two ways to proceed in order to derive the weight
pi
(
Y(m)X
)
: since the function Z˜X(z) is a rational function, it lends itself to a
partial fraction decomposition. Then, one can easily translate this form back
into a formal power series A(z) =
∑∞
i=1 aiz
i and pi
(
Y(m)X
)
equals the coefficient
at zm of this power series, i.e.,
pi
(
Y(m)X
)
= [zm]A(z) = am.
Since a partial fraction decomposition of the function Z˜X(z) is quite involved,
we do not follow this vein here: instead, we use the following Theorem on the
expansion of rational functions
Theorem 16 (Expansion of rational functions). [Theorem IV in [7]] If
f(z) is a rational functions that is analytic at zero and has poles at z1 ≤ z2 ≤
. . . ≤ zk then its coefficients are a sum of exponential polynomials: there exist k
polynomials Π1(z), . . . ,Πk(z) such that for m larger than some fixed m0,
[zm] f(z) =
k∑
j=1
Πj(m) ·
(
1
zj
)m
.
Furthermore, the polynomial Pij has degree equal to the order of the pole at zj
minus one.
By construction of the regular language YX , all poles of Z˜ are of order at
most r, where r is the cardinality of A. Let z˜1, . . . , z˜r′ where r′ ∈ {1, . . . , r} be
these poles (which have not yet been specified) and let z˜1 the pole of smallest
modulus. Then according to the above theorem we have that
[zm] Z˜X = pi
(
Y(m)X
)
=
r′∑
i=1
Πi(m) ·
(
1
z˜i
)m
≤
(
1
z˜1
)m
·
r′∑
i=1
Πi(m), (19)
where for i ∈ {1, . . . , r′} is a polynomial of degree at most equal to the order of
the pole at zi minus one. Now, we are in a position to prove the exponentially
decreasing upper bound on Φ(t,m, d).
Proof (Proof of Claim B). Recapitulating the previous calculation, we have
Φ(t,m, d) = 2 ·
∑
α∈Am
(dd·me∑
l=1
µX(α, t[1. . .l])
)2
(Def.)
≤ 2dd ·me ·
∞∑
l=1
∑
α∈Am
µX(α, t[1. . .l])
2
(Ineq. (11))
≤ 2dd ·me
δ
·
∞∑
l=1
∑
α∈Am
δl · µX(α, t[1. . .l]) (Lem. 11)
≤ 2dd ·me
η˜δ
·
∞∑
l=1
pi
(
Y(m)X
)
(Lem. 14)
≤ 2dd ·me
η˜δ
· [zm] Z˜X(z) (Lem. 15)
≤ 2dd ·me
η˜δ
·
r′∑
i=1
Πi(m) ·
(
1
z˜1
)m
(Eq. (19) and Thm. 16),
where z˜1 is the pole of minimum modulus of the function Z˜X(z). Now, since
dd ·me < (d+ 1) ·m the Claim follows with Π(m) = 2(d+1)η˜δ ·
∑r′
i=1Πi(m).
D.3 Bounding Ψ(t,m, d)
In this section, we derive the exponentially decreasing upper bound on the term
Ψ(t,m, d) for fixed d ∈ IR+. Remember that we fixed
d =def min{d′ ∈ IR : ( d′
√
e · pmax < 1) ∧ (d′ · (pmax)d′ < (pmax)
2
3
)},
where pmax = maxa∈A ρa was the maximum deletion probability. Set
γB =def e · (d+ 1) · (pmax)d−1
and
cB =def
d+1
√
e
η˜ · (1− d+1√e · pmax) .
Here, e ≈ 2.71... is the base of the natural logarithm and η˜ = minq∈W ηq. We
prove Claim B by showing that for the above choice of constants it holds that
Ψ(t,m, d) ≤ cB · (γB)m.
The choice of d gives that γB < 1. This justifies the choice.
Proof (Proof of Claim B). Let d and pmax be defined as above. We start as
follows:
Ψ(t,m, d) = 2 ·
∑
α∈Am
( ∞∑
l=dd·me+1
µ(α, t[1. . .l])
)2
≤
∑
α∈Am
∞∑
l=dd·me+1
µ(α, t[1. . .l])
=
∞∑
l=dd·me+1
∑
α∈Am
µ(α, t[1. . .l]) .
This holds particularly, because we deal with probabilities, i.e., quantities less
than one. Thus, we have bounded Ψ(t,m, d) by the that part of the proba-
bility mass induced by X on input t which corresponds to the cases in which
X has read a relatively long prefix of t. Next, we consider the expansion of∑
α∈Am µ(α, t[1. . .l]) for a fixed l ≥ dd ·me+ 1 due to Lemma 9:∑
α∈Am
µ(α, t[1. . .l])
≤ 1
η˜
·
∑
m1+...+ml=m
l∏
i=1
(
f(mi)·ρt[i]+(1−f(mi))·
∑
q∈W
ρt[i],qηq(1−ηq)mi−1
)
≤ 1
η˜
·
(
m+ l − 1
l − 1
)
· (pmax)l−m, (20)
Inequality (20) follows from the fact that for l ≥ dd·me+1 in every decomposition
m = m1 + . . . + ml of m into l non-negative addends, there are at least l −m
indices i, where 1 ≤ i ≤ l such that mi = 0. For each such mi, it holds that
f(mi) = 1 and thus a factor of ρt[i] ≤ pmax is “added” in the product. Also,
there are at most
(
m+l−1
l−1
)
such decompositions. Using Stirling’s Approximation
for the Binomial Coefficient and the Fact that (n + 1/n)n < e we may further
bound as follows:
∞∑
l=dd·me+1
∑
α∈Am
µ(α, t[1. . .l]) ≤ 1
η˜
·
∞∑
l=dd·me+1
(
m+ l − 1
l − 1
)
· (pmax)l−m
≤ 1
η˜
· (pmax)(d−1)m ·
∞∑
l=0
(dd ·me+m+ l
m
)
· (pmax)l
≤
d+1
√
e
η˜
· (e(d+ 1)(pmax)(d−1))m · ∞∑
l=0
( d+1
√
e · pmax)l
=
d+1
√
e
η˜ · (1− d+1√e · pmax) ·
(
e(d+ 1)(pmax)
(d−1))m(21)
= cB · (γB)m.
Here, (21) holds, because d+1
√
e · pmax < 1 by our choice of d. Hence, Claim B
follows.
Remark 17. Note that γB can be made arbitrarily small, as limd→∞ d ·(pmax)d =
0. Our choice of d being minimal such that the exponentially decreasing upper
bound on Ψ(t,m, d) can be shown can thus be improved such that for d suffi-
ciently large,
lim
m→∞
Φ(t,m, d)
Ψ(t,m, d)
= 0
and therefore the base of the logarithm for the smoothed trie height depends
only on the upper bound on Φ(t,m, d).
In smoothed analysis it is usual to quantify the influence of the perturba-
tion function on the smoothed complexity. Here, the respective quality is the
trie height. So far, we have ignored the quantitative influence of the perturba-
tion function and have only given a qualitative result. Note that by Remark 17
immediatly implies Theorem 7 .
