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Zusammenfassung
Es werden Effizienzbegriffe zum Vergleich von statistischen Tests basierend auf verschie-
denen statistischen Experimenten eingefu¨hrt. Dabei handelt es sich um die schon aus dem
Vergleich von statistischen Tests in je demselben Modell bekannten asymptotischen relati-
ven Effizienzen wie die Hodges-Lehmann-Effizienz, die Bahadur-Effizienz und die Pitman-
Effizienz sowie um Kriterien basierend auf Volumina von Konfidenzbereichen. Effizienzaus-
sagen werden unter anderem fu¨r Likelihood-Quotienten-Tests und Waldsche Tests im Rah-
men eines allgemeinen multivariaten parametrischen Modells erhalten. Statistische Tests
zur Pru¨fung von Hypothesen u¨ber die relative Wirksamkeit zweier Experimente werden
vorgeschlagen. Auf der Grundlage der erhaltenen Ergebnisse erfolgt ein Vergleich der Wirk-
samkeit von korrespondierenden Verfahren bei verbundener Stichprobenerhebung und un-
abha¨ngiger Stichprobenerhebung. Die Rolle der Kovarianzmatrix bei verbundener Stich-
probenerhebung wird insbesondere unter der Annahme, dass die zugrunde liegenden Ver-
teilungen durch k-parametrische Exponentialfamilien modellierbar sind, herausgearbeitet.
Verbindungen zu Effizienzbegriffen bei Punkt- und Konfidenzbereichsscha¨tzverfahren wer-
den aufgezeigt. Ausfu¨hrlichere Untersuchungen betreffen die korrespondierenden Hotelling-
schen T 2-Tests im multivariaten Normalverteilungsfall, die klassischen Homogenita¨tstests
bei k×k-Kontingenztafeln und die Wilcoxon Tests in nichtparametrischen Lagealternativ-
modellen.
Schlagworte: Vergleich von Experimenten, Hypothesentests, Effizienz
Abstract
Efficiency notions for the comparison of statistical tests based on different statistical ex-
periments are introduced. The notions under consideration are those already known for
the comparisons of procedures in the same underlying statistical model, i.e., the Hodges-
Lehmann efficiency, the Bahadur efficiency and the Pitman efficiency, as well as criteria
based on volumes of confidence sets. Efficiency results are presented for likelihood-ratio
tests and Wald tests in a general multivariate parametric setting. Statistical tests for test-
ing hypotheses on the relative efficiency of two experiments are suggested. Based on the
results obtained, a comparison is done for corresponding procedures in paired samples and
independent samples. The role of the covariance matrix in the paired sample case is dis-
cussed, especially for the k-parametric exponential family model. Connections to efficiency
concepts in point estimation and set estimation are shown. Detailed analysis is done for
the T 2-tests of Hotelling in the multivariate normal case, the classical homogeneity tests
in k × k-contingency tables and the Wilcoxon tests in nonparametric location models.
Keywords: comparison of experiments, testing hypotheses, efficiency
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1 Einleitung
1.1 Problemstellung
Wir erla¨utern die zu behandelnde Thematik anhand eines einfu¨hrenden Anwendungsbei-
spiels. Die Konstrukteure eines Autoherstellers vermuten, dass der Reifenabrieb eines neu-
en Automodells mit Frontantrieb bei den Vorderreifen und Hinterreifen verschieden ist.
Unabha¨ngige Messungen an 2n Fahrzeugen des Modells liefern die Beobachtungswerte
(xℓi , x
r
i , y
ℓ
i , y
r
i ), i = 1, . . . , 2n,
mit xℓi bzw. x
r
i als Reifenabrieb beim linken bzw. rechten Vorderreifen des i-ten Fahrzeugs
und yℓi bzw. y
r
i als Reifenabrieb beim linken bzw. rechten Hinterreifen des i-ten Fahrzeugs.
Mit begleitender Dokumentation zum Messverfahren werden einem Statistiker A die er-
mittelten Werte
xi = (x
ℓ
i , x
r
i ), i = 1, . . . , n, und yi = (y
ℓ
i , y
r
i ), i = 1, . . . , n, (1.1.1)
und einem weiteren Statistiker B die ermittelten Werte
x′i = (x
ℓ
i , x
r
i ), i = 1, . . . , n, und y
′
i = (y
ℓ
n+i, y
r
n+i), i = 1, . . . , n, (1.1.2)
zur Verfu¨gung gestellt, jeweils mit der Bitte, auf der Basis der erhaltenen Werte Stellung
zum vermuteten unterschiedlichen Abrieb bei Vorderreifen und Hinterreifen zu nehmen.
Wissend, dass xℓi , x
r
i und y
ℓ
i , y
r
i bei demselben Fahrzeug i ermittelt wurden, wird der Statis-
tiker A eine Abha¨ngigkeit zwischen xi und yi nicht ausschließen und seine Aussage auf der
Grundlage eines diese Abha¨ngigkeit beru¨cksichtigenden statistischen Verfahrens treffen. In
der Terminologie der Statistik handelt es sich bei (1.1.1) um eine verbundene Stichprobe.
Ein auf einer verbundenen Stichprobe fußendes statistisches Verfahren ist ein Verfahren bei
verbundener Stichprobenerhebung bzw. beim verbundenen Stichprobenfall. Messungen an
verschiedenen Fahrzeugen vor Augen, wird der Statistiker B nicht von Abha¨ngigkeiten zwi-
schen den ermittelten Werten x′i und y
′
i fu¨r die Vorderreifen und den ermittelten Werten fu¨r
die Hinterreifen ausgehen und seine Stellungnahme auf der Basis eines die Unabha¨ngigkeit
der Messwerte gru¨ndenden statistischen Verfahren formulieren. In der Sprache der Statistik
handelt es sich bei (1.1.2) um zwei unabha¨ngige Stichproben. Ein auf einer Erhebung von
zwei unabha¨ngigen Stichproben aufsetzendes statistisches Verfahren ist ein Verfahren bei
unabha¨ngiger Stichprobenerhebung bzw. beim unabha¨ngigen Stichprobenfall.
Ausgehend davon, dass die von den Statistikern einzusetzenden ada¨quaten statistischen
Verfahren je vom selben Typ (statistischer Test, Punktscha¨tzverfahren oder Konfidenzbe-
reichsscha¨tzverfahren) sind, ist ein Vergleich ihrer Wirksamkeit naheliegend. Im gu¨nstigen
Fall kann als Folgerung aus einem solchen Vergleich eine Aussage zur U¨berlegenheit einer
der beiden Stichprobenerhebungsarten getroffen werden.
1
Der Fragestellung entsprechend bringt hier jeder der beiden Statistiker einen statistischen
Test an. Die (x1, y1), . . . , (x2n, y2n) werden aufgefasst als Beobachtungen von unabha¨ngigen
und identisch verteilten Tupeln (X1, Y1), . . . , (X2n, Y2n) von zweidimensionalen Zufallsvek-
toren, deren unbekannte gemeinsame Verteilung L(X1, Y1) Element einer Verteilungsfamilie
F ist. Die Behandlung der Frage, ob die Verteilung L(X1) von X1 gleich der Verteilung
L(Y1) von Y1 ist (Hypothese H), oder nicht (Alternative K), in der Sprache der Statistik,
die Behandlung des statistischen Testproblems
H : L(X1) = L(Y1), K : L(X1) 6= L(Y1), (1.1.3)
erfolgt durch den Statistiker A bzw. den Statistiker B durch Bereitstellung eines auf den ver-
bundenen Stichprobenvariablen (X1, Y1), . . . , (Xn, Yn) bzw. auf den unabha¨ngigen Blo¨cken
X1, . . . , Xn und Yn+1, . . . , Y2n von Stichprobenvariablen basierenden statistischen Tests.
Das Hauptaugenmerk dieser Arbeit ist gerichtet auf einen Wirksamkeitsvergleich dieser
Tests, allgemeiner solcher fu¨r Testprobleme, die a¨hnlich zu (1.1.3) gelagert sind. In der
Regel reichen elementare U¨berlegungen nicht aus, damit ein zufriedenstellender Vergleich
gelingt.
1.1.1 Beispiel: Im Rahmen einer verbundenen Stichprobenerhebung gehen wir aus von
unabha¨ngigen 2-dimensionalen Zufallsvektoren (X1Y1 ), . . . , (
Xn
Yn
), die je dieselbe bivariate
Normalverteilung
N2
((
a
b
)
,
(
σ2 σ2ρ
σ2ρ σ2
))
haben. Es seien σ2 > 0 und ρ ∈ (−1, 1) bekannt und a, b ∈ R unbekannt. Zur Behandlung
des Testproblems 1.1.3, welches hier a¨quivalent ist zum Testproblem
H : a = b, K : a 6= b,
schlagen wir bei gegebenem Testniveau α den auf der Testgro¨ße
Tn =
√
n|Xn − Y n|√
2σ2(1− ρ) ,
mit
Xn =
1
n
n∑
j=1
Xj und Y n =
1
n
n∑
j=1
Yj,
basierenden statistischen Test
”
Verwirf H, falls Tn ≥ u1−α/2“
2
vor. Hierbei ist u1−α/2 das (1−α/2)-Quantil der Standardnormalverteilung. Bei Gu¨ltigkeit
der Hypothese wird fu¨r jeden zugrunde liegenden Parameter a = b das Testniveau α exakt
eingehalten. Wir definieren fu¨r y > 0 die Abbildung
χy(x) := Φ(y − x)− Φ(−y − x), x ∈ R,
mit Φ als Verteilungsfunktion der Standardnormalverteilung. Bei Gu¨ltigkeit der Alternative
mit zugrunde liegenden Parametern a, b ∈ R mit µ := a− b 6= 0 ist die Wahrscheinlichkeit
fu¨r einen Fehler 2. Art
βn : = Pa,b
(
− u1−α/2 ≤
√
n(Xn − Y n)√
2σ2(1− ρ) ≤ u1−α/2
)
= Φ
(
u1−α/2 −
√
n√
2σ2(1− ρ)µ
)
− Φ
(
− u1−α/2 −
√
n√
2σ2(1− ρ)µ
)
= χu1−α/2
( √
n√
2σ2(1− ρ)µ
)
.
Im unabha¨ngigen Stichprobenfall gehen wir aus von unabha¨ngigen 2-dimensionalen Zu-
fallsvektoren (
X′1
Y ′1
), . . . , (X
′
n
Y ′n
), die je dieselbe bivariate Normalverteilung
N2
((
a
b
)
,
(
σ2 0
0 σ2
))
haben. Wir betrachten
T ′n =
√
n|X ′n − Y ′n|√
2σ2
,
mit
X ′n =
1
n
n∑
j=1
X ′j und Y ′n =
1
n
n∑
j=1
Y ′j ,
und schlagen bei gegebenem Testniveau α ∈ (0, 1) zur Behandlung des Testproblems
H : a = b, K : a 6= b
den zweiseitigen Zweistichproben-Gauß-Test
”
Verwirf H, falls T ′n ≥ u1−α/2“
vor. Auch dieser Test ha¨lt bei Gu¨ltigkeit der Hypothese fu¨r jeden zugrunde liegenden
Parameter a = b das Testniveau α exakt ein. Bei Gu¨ltigkeit der Alternative mit zugrunde
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liegenden Parametern a, b ∈ R mit µ = a−b 6= 0 ist die Wahrscheinlichkeit fu¨r einen Fehler
2. Art
β′n : = Pµ
(
− u1−α/2 ≤
√
n(X ′n − Y ′n)√
2σ2
≤ u1−α/2
)
= Φ
(
u1−α/2 −
√
n√
2σ2
µ
)
− Φ
(
− u1−α/2 −
√
n√
2σ2
µ
)
= χu1−α/2
( √
n√
2σ2
µ
)
.
Fu¨r die Ableitung der Abbildung χy gilt fu¨r jedes y > 0
χ′y(x) = −ϕ(y − x) + ϕ(−y − x) = −ϕ(y − x) + ϕ(y + x)
{
< 0, x > 0
> 0, x < 0
,
mit ϕ als Dichtefunktion der Standardnormalverteilung. Daher ist die Abbildung χy fu¨r
jedes y > 0 streng monoton fallend auf (0,∞) und streng monoton wachsend auf (−∞, 0).
Wir stellen fu¨r µ > 0
βn


<
=
>

 β′n ∀ n ∈ N ⇔
√
n√
2σ2(1− ρ)µ


>
=
<


√
n√
2σ2
µ ∀ n ∈ N ⇔ ρ


>
=
<

 0,
und fu¨r µ < 0
βn


<
=
>

 β′n ∀ n ∈ N ⇔
√
n√
2σ2(1− ρ)µ


<
=
>


√
n√
2σ2
µ ∀ n ∈ N ⇔ ρ


>
=
<

 0
fest. Legen wir die Wahrscheinlichkeit fu¨r einen Fehler 2. Art als Qualita¨tsmaßstab an, zie-
hen wir die verbundene Stichprobenerhebung der unabha¨ngigen Stichprobenerhebung vor,
wenn die Korrelation ρ zwischen X1 und Y1 positiv ist; dagegen ziehen wir die unabha¨ngige
Stichprobenerhebung der verbundenen Stichprobenerhebung vor, wenn die Korrelation ne-
gativ ist. Verschwindet die Korrelation, so sind beide Verfahren gleichwertig.
Im Allgemeinen sind Wahrscheinlichkeiten fu¨r einen Fehler 2. Art schwer zu bestimmen, so-
dass ein wie im vorhergehenden Beispiel vorgenommener einfacher Vergleich nicht mo¨glich
ist. Der sich anbietende Ausweg, auf asymptotischen Aussagen fu¨r Folgen von Test- oder
Scha¨tzgro¨ßen fußende Vergleiche durchzufu¨hren, wird in dieser Arbeit durchweg beschrit-
ten. Wir starten mit einer Vorstellung der wichtigsten Effizienzbegriffe fu¨r Folgen von
statistischen Tests. Es werden Modifikationen und Erga¨nzungen der bekannten Ansa¨tze
und Ergebnisse vorgenommen. Ein Effizienzbegriff basierend auf dem Volumen von Kon-
fidenzbereichen wird vorgestellt, Zusammenha¨nge mit den traditionellen Effizienzbegriffen
werden aufgezeigt.
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Die hier betrachteten statistischen Tests bei verbundener Stichprobenerhebung einerseits
und bei unabha¨ngiger Stichprobenerhebung andererseits sind auffassbar als statistische
Verfahren in verschiedenen Experimenten, wobei diese Experimente ihrerseits auf einem
gemeinsamen Grundexperiment aufsetzen. Losgelo¨st von diesen beiden speziellen Expe-
rimenten stellen wir im vierten Kapitel Wirksamkeitsvergleiche von Experimenten mit
zugrunde liegendem gemeinsamen Grundexperiment, einem statistischen Raum (Ω,A,P),
P = {Pϑ;ϑ ∈ Θ} eine durch den Parameter ϑ aus der Parametermenge Θ indizierte Familie
von Wahrscheinlichkeitsmaßen auf dem Messraum (Ω,A), an.
La¨sst sich eine Teilmenge Θ∗ von Θ angegeben mit der Eigenschaft, dass bei zwei im
Vergleich stehenden Experimenten E1 und E2 bei zugrunde liegendem Parameter ϑ ∈ Θ∗
das Experiment E1 wirksamer ist als das Experiment E2, so ist die (Vorab-)Anbringung
eines statistischen Tests zur Behandlung des Testproblems H : ϑ ∈ Θ∗, K : ϑ ∈ Θ \ Θ∗
naheliegend. Das Ergebnis des Tests kann zur Entscheidungsfindung, ob das Experiment
E1 oder das Experiment E2 durchgefu¨hrt werden soll, beitragen. Im fu¨nften Kapitel geht
es um die Ermittlung derartiger Teilmengen Θ∗ sowie die Bereitstellung und Diskussion
der zugeho¨rigen statistischen Tests.
Fu¨r die Ausgangsfrage der Bevorzugung einer Stichprobenerhebungsart wird durch die
(zumindest in speziellen Fa¨llen mo¨gliche) Identifizierung von solchen Teilmengen Θ∗ auf
der Basis der Kreuzkovarianzmatrix von X und Y eine einga¨ngige Antwort gegeben (Kapi-
tel 6). Effizienzbetrachtungen bei Punktscha¨tzverfahren bzw. Bereichsscha¨tzverfahren sind
Gegenstand des nachfolgenden Abschnitts. Zusammenha¨nge mit Effizienzen bei statisti-
schen Tests werden aufgezeigt. Ergebnisse, die u¨ber die bis dahin erhaltenen Resultate
hinausgehen, sind unter der Annahme, dass X und Y d-dimensionale Zufallsvektoren mit
einer gemeinsamen 2d-dimensionalen Normalverteilung sind, mo¨glich und werden im ach-
ten Kapitel erarbeitet. Im neunten Kapitel finden die vorher erarbeiteten Resultate im Zu-
sammenhang mit d×d-Kontingenztafeln Anwendung. Schließlich findet im zehnten Kapitel
ein eigensta¨ndiger Vergleich der Stichprobenerhebungsarten in einem Lagealternativmodell
statt.
Aus der Literatur sind nur wenige theoretisch untermauerte Aussagen zum Vergleich der
Wirksamkeit von statistischen Tests bei verbundener bzw. unabha¨ngiger Stichprobenerhe-
bung bekannt. Knu¨sel ([20]) gelingt auf der Basis der Pitman-Effizienz bei 2×2-Kontingenz-
tafeln eine solche Aussage fu¨r den einseitigen Symmetrietest von McNemar (verbundene
Stichprobenerhebung) und den einseitigen exakten Zweistichprobentest von Fisher (un-
abha¨ngige Stichprobenerhebung). Frischmuth ([7]) nimmt den Vergleich dieser Tests sowie
den Vergleich des einseitigen Einstichproben-t-Tests (verbundene Stichprobenerhebung)
mit dem einseitigen Zweistichproben-t-Test (unabha¨ngige Stichprobenerhebung) anhand
der Hodges-Lehmann-Effizienz vor. Eigenschaften der Gu¨tefunktionen bei endlichem Stich-
probenumfang erarbeitend, kommen Pollak und Cohen ([31]) zu einer vergleichenden Be-
wertung dieser t-Tests.
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1.2 Mathematischer Rahmen
Wir gehen aus von einem zugrunde liegenden statistischen Raum (Ω,A,P). Die Familie P
von Wahrscheinlichkeitsmaßen auf dem Messraum (Ω,A) denken wir uns indiziert durch
einen Parameter ϑ aus einer nicht leeren Parametermenge Θ,
P = {Pϑ;ϑ ∈ Θ}.
Es seien
∅ 6= Θ0 ( Θ
und
Θ1 := Θ \Θ0
Teilmengen von Θ mit der Eigenschaft, dass die zugeho¨rigen Teilmengen
P0 := {Pϑ;ϑ ∈ Θ0} und P1 := {Pϑ;ϑ ∈ Θ1}
von P disjunkt sind. Die Frage, ob das zugrunde liegende Wahrscheinlichkeitsmaß Pϑ
Element von P0 oder Element von P1 ist, la¨sst sich so als Testproblem
H : ϑ ∈ Θ0, K : ϑ ∈ Θ1 (1.2.1)
schreiben. Zur Behandlung dieses Testproblems betrachten wir ausschließlich nichtrando-
misierte statistische Tests, die u¨ber reelle Testgro¨ßen T : (Ω,A) → (R,B) und einen
kritischen Wert c ∈ R verbal durch
”
Verwirf die Hypothese H, falls T ≥ c“
oder in der u¨blichen Weise als Indikatorvariablen I(T ≥ c) formulierbar sind. Der Abha¨ngig-
keit vom kritischen Wert c bei einem solchen Test bewusst, sprechen wir gleichwohl kurz
auch vom statistischen Test T.
Unsere anzustellenden asymptotischen Betrachtungen gru¨nden auf Folgen T = (Tn)n∈N
und T ′ = (T ′n)n∈N von statistischen Tests Tn und T
′
n, n ∈ N, fu¨r das Testproblem (1.2.1).
Die in der Regel getroffene Grundannahme ist, dass gegeben sind
- zwei Messra¨ume (R,S) und (R′,S′),
- Zufallsvariablen ζi : (Ω,A) → (R,S), i ∈ N, die unter jedem Pϑ ∈ P unabha¨ngig
und identisch verteilt sind, und Zufallsvariablen ζ ′i : (Ω,A) → (R′,S′), i ∈ N, die
unter jedem Pϑ ∈ P unabha¨ngig und identisch verteilt sind,
- reellwertige Statistiken
tn : (R
n,Sn)→ (R,B) und t′n :
(
(R′)n, (S′)n
)→ (R,B), n ∈ N,
mit (Rn,Sn) bzw. ((R′)n, (S′)n) als n-facher Produktraum von (R,S) bzw. (R′,S′),
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und dass
Tn = tn(ζ1, . . . , ζn) und T
′
n = t
′
n(ζ
′
1, . . . , ζ
′
n) fu¨r jedes n ∈ N
ist. In der Literatur behandelte Vergleiche von Testfolgen T = (Tn)n∈N und T ′ = (T ′n)n∈N
betreffen u¨blicherweise den Spezialfall, dass (R,S) = (R′,S′) und ζi = ζ ′i fu¨r alle i ∈ N
ist, also auch
Tn = tn(ζ1, . . . , ζn), T
′
n = t
′
n(ζ1, . . . , ζn) fu¨r jedes n ∈ N
gilt. Fu¨r jedes n ∈ N fußen hier die Tests Tn und T ′n auf den Beobachtungen derselben
Zufallsvariablen ζ1, . . . , ζn, also der Beobachtung von
ζ(n) := (ζ1, . . . , ζn) n ∈ N;
es basieren T und T ′ auf derselben Folge((
Rn,Sn,
{
P ζ
(n)
ϑ ;ϑ ∈ Θ
})
, n ≥ 1
)
von statistischen Experimenten. Wir betrachten dagegen den allgemeineren Fall, dass mit
ζ ′(n) := (ζ ′1, . . . , ζ
′
n), n ∈ N,
die Folgen von Tests T und T ′ auf den (im Allgemeinen verschiedenen) Folgen von Expe-
rimenten((
Rn,Sn,
{
P ζ
(n)
ϑ ;ϑ ∈ Θ
})
, n ≥ 1
)
und
((
(R′)n, (S′)n,
{
P ζ
′(n)
ϑ ;ϑ ∈ Θ
})
, n ≥ 1
)
gru¨nden. Die Behandelbarkeit des Testproblems (1.2.1) bei diesen Folgen von Experimenten
setzt voraus, dass fu¨r jedes n ∈ N die Mengen
P
ζ(n)
0 := {P ζ
(n)
ϑ ;ϑ ∈ Θ0} und Pζ
(n)
1 := {P ζ
(n)
ϑ ;ϑ ∈ Θ1}
bzw. die Mengen
P
ζ′(n)
0 := {P ζ
′(n)
ϑ ;ϑ ∈ Θ0} und Pζ
′(n)
1 := {P ζ
′(n)
ϑ ;ϑ ∈ Θ1}
disjunkt sind. Wir werden im Verlauf der Arbeit Strukturannahmen an P und Θ formu-
lieren, die dieser Minimalforderung Rechnung tragen.
Bezugnehmend auf die Ausfu¨hrungen in Abschnitt (1.1) stellen wir uns
(R,S) = (R′,S′) = (S × S,T⊗ T)
als Produktraum eines Messraums (S,T) und eine Folge von unter jedem Pϑ ∈ P un-
abha¨ngigen und identisch verteilten Zufallsvariablen (Xi, Yi) : (Ω,A)→ (S×S,T⊗T), i ∈
N, vor. Unter der Voraussetzung, dass fu¨r jedes n ∈ N Beobachtungen entweder nur von
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(X1, , Y1), . . . , (Xn, Yn) oder nur von (X1, Yn+1), . . . , (Xn, Y2n) mo¨glich sind, gehen wir aus
von einer Folge von Zufallsvariablen ζi, i ∈ N, die unter jedem Pϑ ∈ Θ unabha¨ngig sind
und je dieselbe Verteilung
P ζiϑ = P
(X1,Y1)
ϑ
haben sowie von einer Folge von Zufallsvariablen ζ ′i, i ∈ N, die unter jedem Pϑ ∈ Θ
unabha¨ngig sind und je dieselbe Verteilung
P
ζ′i
ϑ = P
X1
ϑ ⊗ P Y1ϑ
haben.
Der hier formulierte mathematische Rahmen ist auch fu¨r Folgen von Punktscha¨tzern oder
Folgen von Konfidenzbereichsscha¨tzern fu¨r (Funktionen von) ϑ passend. Genauere Aus-
fu¨hrungen hierzu werden wir im Zusammenhang mit Aussagen zur Effizienz von solchen
Folgen geben.
Die Beantwortung der interessierenden Frage, welche Art der Stichprobenerhebung vor-
zuziehen ist, geschieht auf der Basis von Effizienzkriterien fu¨r Folgen von statistischen
Tests, Punktscha¨tzern oder Konfidenzbereichsscha¨tzern.
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2 Relative Effizienzen
2.1 Definition
Es sei Q ein (zuna¨chst nicht na¨her formuliertes) Qualita¨tskriterium fu¨r Tests fu¨r das Test-
problem (1.2.1). Fu¨r eine Folge von Tests T = (Tn)n∈N sei fu¨r jedes n ∈ N bekannt, ob Tn
dieses Qualita¨tskriterium erfu¨llt oder nicht. Dann sei
NT := inf{n ∈ N;Tm erfu¨llt Q ∀ m ≥ n},
mit inf ∅ := ∞. Die relative Effizienz einer Folge von Tests T ′ = (T ′n)n∈N bezu¨glich einer
Folge von Tests T = (Tn)n∈N fu¨r das Testproblem (1.2.1) ist im Fall NT <∞ und NT ′ <∞
definiert als der Quotient
eT ′,T := NT/NT ′ .
Mittels eT ′,T ist ein Qualita¨tsvergleich der Testfolgen T und T
′ mo¨glich. Allerdings ist eT ′,T
in der Regel schwer zu bestimmen.
2.2 Hodges-Lehmann-Effizienz
Fu¨r ein vorgegebenes Testniveau α ∈ (0, 1) sei eine Folge von kritischen Werten cn :=
cn(α) ∈ R so gewa¨hlt, dass
sup{Pϑ0(Tn ≥ cn);ϑ0 ∈ Θ0} ≤ α ∀ n ∈ N
erfu¨llt ist, d.h. es liege eine Folge von Tests zum Testniveau α vor. Es sei ϑ ∈ Θ1 fest
gewa¨hlt. Dann ist
βn := βn(α, ϑ) := Pϑ(Tn < cn)
die Wahrscheinlichkeit fu¨r den zugeho¨rigen Fehler 2. Art. Weiter sei fu¨r ein vorgegebenes
β ∈ (0, 1)
NT := NT (α, β, ϑ) := inf{n ∈ N; βm ≤ β ∀ m ≥ n}.
Dann heißt der Grenzwert
eHLT ′,T := e
HL
T ′,T (α, ϑ) := lim
β↓0
NT (α, β, ϑ)
NT ′(α, β, ϑ)
asymptotische relative Effizienz im Hodges-Lehmann Sinn der Testgro¨ßen T und T ′, falls
NT < ∞ und NT ′ < ∞ gilt, und dieser Grenzwert existiert. In klassischen Anwen-
dungsfa¨llen ha¨ngt diese Gro¨ße nicht mehr vom vorgegebenen Testniveau α ab.
Falls ein dT (ϑ) mit 0 < dT (ϑ) <∞ existiert, sodass
−dT (ϑ) = lim
n→∞
1
n
log βn(α, ϑ) (2.2.1)
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gilt, so heißt dT := dT (ϑ) Hodges-Lehmann-Index von T . Der Index dT ist etwa die Rate
der exponentiellen Konvergenzgeschwindigkeit der Wahrscheinlichkeit des Fehlers 2. Art
bei wachsendem Stichprobenumfang.
Existiert der Hodges-Lehmann-Index, so gilt wegen (2.2.1) auch
βn > 0 fu¨r genu¨gend großes n ∈ N und lim
n→∞
βn(α, ϑ) = 0. (2.2.2)
Daher gilt offensichtlich
NT (α, β, ϑ) <∞ fu¨r jedes β ∈ (0, 1).
Daru¨ber hinaus gilt in diesem Fall
lim
β↓0
NT (α, β, ϑ) =∞,
was man wie folgt sieht: Wa¨re dies nicht der Fall, so ga¨be es ein n˜ ∈ N und eine Folge von
Zahlen γk ∈ (0, 1), k ∈ N, mit limk→∞ γk = 0, sodass
∀ k ∈ N : NT (α, γk, ϑ) ≤ n˜.
Dann wa¨re fu¨r alle n ≥ n˜ die Ungleichung βn(α, ϑ) ≤ γk fu¨r jedes k ∈ N erfu¨llt und folglich
βn = 0 fu¨r alle n ≥ n˜ , was im Widerspruch zu (2.2.2) steht.
Weiter gilt nach Definition von NT
βNT ≤ β ≤ βNT−1,
mit β0 := 1. Angenommen der Hodges-Lehmann-Index von T existiert. Dann folgt
1
NT
log βNT (α, ϑ)︸ ︷︷ ︸
→−dT (ϑ)
≤ 1
NT
log β ≤ 1
NT
log βNT−1(α, ϑ) ∼
1
NT − 1 log βNT−1(α, ϑ)︸ ︷︷ ︸
→−dT (ϑ)
fu¨r β ↓ 0,
und somit
lim
β↓0
1
NT
log β = −dT (ϑ), (2.2.3)
falls der Hodges-Lehmann-Index fu¨r T existiert.
Deshalb gilt wegen (2.2.3) fu¨r zwei Folgen von Testgro¨ßen T und T ′, deren Hodges-
Lehmann-Indizes existieren,
dT ′/dT = e
HL
T ′,T .
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Die Ermittlung von Hodges-Lehmann-Effzienzen kommt demnach auf die Bestimmung der
exponentiellen Konvergenzraten von Wahrscheinlichkeiten fu¨r den Fehler 2. Art unter fes-
ten Alternativen ϑ ∈ Θ1 hinaus.
Gilt Tn = tn(ζ1, ..., ζn), so la¨sst sich fu¨r den Hodges-Lehmann-Index der Folge von Test-
gro¨ßen T mit Hilfe der Verteilung von ζ1 eine untere Schranke angeben. Es gilt fu¨r jedes
ϑ ∈ Θ1
lim inf
n→∞
1
n
log βn(α, ϑ) ≥ −K(Θ0, ϑ).
Hierbei sei fu¨r A ⊂ Θ K(A, ϑ) := inf{K(ϑ˜, ϑ), ϑ˜ ∈ A}, mit K(ϑ, ϑ′) als Kullback-Leibler-
Information, d.h.
K(ϑ, ϑ′) :=
∫
log
dP ζ1ϑ
dP ζ1ϑ′
dP ζ1ϑ ,
falls P ζ1ϑ ≪ P ζ1ϑ′ , und K(ϑ, ϑ′) :=∞ sonst. Zum Beweis dieser Schranke siehe Theorem 2.1
aus [22].
La¨sst sich lim supn→∞ log βn(α, ϑ)/n ≤ −K(Θ0, ϑ) zeigen, so folgt bei existierendem Hodges-
Lehmann-Index die Gleichheit dT (ϑ) = K(Θ0, ϑ). Man spricht dann von der Hodges-
Lehmann-Optimalita¨t der Folge von Testgro¨ßen T .
Es sei nun Θ ein metrischer Raum und1 ∂Θ0 ⊂ Θ0. Weiter sei ϑ0 ∈ ∂Θ0 sowie (ϑi)i∈N
eine Folge mit ϑi ∈ Θ1 fu¨r alle i ∈ N und limi→∞ ϑi = ϑ0. Falls der Grenzwert
eLHLT ′,T := e
LHL
T ′,T
(
α, ϑ0, (ϑi)i∈N
)
:= lim
i→∞
eHLT ′,T (ϑi)
existiert, so heißt dieser lokale asymptotische relative Effizienz im Hodges-Lehmann Sinn
der Testgro¨ßen T und T ′.
2.2.1 Bemerkung: In der Arbeit von Groeneboom und Oosterhoff ([10]) sowie bei Nikitin
([29]) wird eine andere Definition der Hodges-Lehmann-Effizienz gegeben. Dabei wird fu¨r
ein ϑ ∈ Θ1 und fu¨r ein vorgegebenes β ∈ (0, 1) eine Folge von kritischen Werten cn =
cn(ϑ, β) ∈ R so gewa¨hlt, dass
Pϑ(Tn < cn) ≤ β ≤ Pϑ(Tn ≤ cn) ∀ n ∈ N
gilt. Dann wird fu¨r ein 0 < α < 1− β mit
NT = min{n ∈ N; sup{Pϑ0(Tn ≥ cn);ϑ0 ∈ Θ0} ≤ α ∀ m ≥ n}
die Hodges-Lehmann-Effizienz zweier Folgen von Tests T und T ′ als der Grenzwert
limβ↓0NT/NT ′ definiert.
1Man beachte, dass im Fall Θ ⊂ Rd fu¨r ein d ∈ N ∂Θ0 der Rand von Θ0 bezu¨glich der Relativtopologie
auf Θ ist.
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2.3 Bahadur-Effizienz
Fu¨r ein vorgegebenes β und ein fest vorgegebenes ϑ ∈ Θ1 sei eine Folge cn := cn(β, ϑ) ∈ R
so gewa¨hlt, dass
Pϑ(Tn < cn) ≤ β ∀ n ∈ N
erfu¨llt ist. Es sei
αn := αn(β, ϑ) := sup{Pϑ0(Tn ≥ cn);ϑ0 ∈ Θ0}.
Weiter sei fu¨r ein Testniveau α ∈ (0, 1− β)
NT := NT (α, β, ϑ) := inf{n ∈ N;αm ≤ α ∀ m ≥ n}.
Fu¨r die zwei Folgen von Tests T und T ′ heißt der Grenzwert
eBT ′,T := e
B
T ′,T (β, ϑ) := lim
α↓0
NT (α, β, ϑ)
NT ′(α, β, ϑ)
asymptotische relative Effizienz im Bahadur Sinn der Testgro¨ßen T und T ′, falls NT <∞
und NT ′ <∞ gilt, und dieser Grenzwert existiert. In klassischen Anwendungsfa¨llen ha¨ngt
diese Effizienz nicht mehr von β ab. Zu diesem Konzept der Bahadur-Effizienz siehe z.B.
Nikitin ([29]) oder Groeneboom und Oosterhoff ([10]).
Falls ein cT (ϑ) mit 0 < cT (ϑ) <∞ existiert, sodass
−cT (ϑ) = lim
n→∞
1
n
logαn(β, ϑ) (2.3.1)
gilt, so heißt cT := cT (ϑ) Bahadur-Steigung von T .
Existiert die Bahadur-Steigung, so gilt wegen (2.3.1)
αn > 0 fu¨r genu¨gend großes n ∈ N und lim
n→∞
αn(β, ϑ) = 0. (2.3.2)
Daher gilt offensichtlich auch
NT (α, β, ϑ) <∞ fu¨r jedes α ∈ (0, 1).
Daru¨ber hinaus gilt in diesem Fall
lim
α↓0
NT (α, β, ϑ) =∞,
was man wie folgt sieht: Wa¨re dies nicht der Fall, so ga¨be es ein n˜ ∈ N und eine Folge von
Zahlen γk ∈ (0, 1), k ∈ N, mit limk→∞ γk = 0, sodass
∀ k ∈ N : NV (γk, β, ϑ) ≤ n˜.
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Dann wa¨re fu¨r alle n ≥ n˜ die Ungleichung αn(β, ϑ) ≤ γk fu¨r jedes k ∈ N erfu¨llt und folglich
αn = 0 fu¨r alle n ≥ n˜ , was im Widerspruch zu (2.3.2) steht.
Weiter gilt nach Definition von NT
αNT ≤ α ≤ αNT−1,
mit α0 := 1. Angenommen, die Bahadur-Steigung von T existiert. Dann folgt
1
NT
logαNT (β, ϑ)︸ ︷︷ ︸
→−cT (ϑ)
≤ 1
NT
logα ≤ 1
NT
logαNT−1(β, ϑ) ∼
1
NT − 1 logαNT−1(β, ϑ)︸ ︷︷ ︸
→−cT (ϑ)
fu¨r α ↓ 0,
und somit
lim
α↓0
1
NT
logα = −cT (ϑ), (2.3.3)
falls die Bahadur-Steigung fu¨r T existiert.
Deshalb gilt wegen (2.3.3) fu¨r zwei Folgen von Testgro¨ßen T und T ′, deren Bahadur-
Steigungen existieren,
cT ′/cT = e
B
T ′,T .
Gilt Tn = tn(ζ1, ..., ζn), so la¨sst sich fu¨r die Bahadur-Steigung der Folge von Testgro¨ßen T
mit Hilfe der Verteilung von ζ1 und ebenfalls mit Hilfe der Kullback-Leibler-Information
eine untere Schranke angeben. Es gilt fu¨r jedes ϑ ∈ Θ1
lim inf
n→∞
1
n
logαn(β, ϑ) ≥ −K(ϑ,Θ0),
mit K(ϑ,A) := inf{K(ϑ, ϑ˜), ϑ˜ ∈ A} fu¨r A ⊂ Θ. Der Beweis fu¨r das Bestehen dieser Schran-
ke funktioniert analog zum Beweis von Theorem 2.1 aus [22].
Gilt daru¨ber hinaus lim supn→∞ logαn(β, ϑ)/n ≤ −K(ϑ,Θ0), d.h. cT (ϑ) = K(ϑ,Θ0), so
heißt die Folge von Testgro¨ßen T optimal im Bahadur Sinn.
Fu¨r eine Folge von Tests T sei
Gn(t) := sup{Pϑ0(Tn ≥ t);ϑ0 ∈ Θ0}, t ∈ R.
Dann ist
Ln := Gn(Tn)
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der P-Wert der Testgro¨ße Tn. Hierbei handelt es sich um eine Zufallsvariable. Gilt nun fu¨r
ϑ ∈ Θ1
lim
n→∞
1
n
logLn = −cT (ϑ) in Pϑ-Wahrscheinlichkeit
mit 0 < cT (ϑ) <∞, so ist cT die Bahadur-Steigung von T . Vergleiche hierzu Theorem 2.1
aus [10]. Auch hier la¨sst sich im Fall Tn = tn(ζ1, ..., ζn) eine untere Schranke mit Hilfe der
Kullback-Leibler-Information angeben. Es gilt
lim inf
n→∞
1
n
logLn ≥ −K(ϑ,Θ0) Pϑ-f.s.
fu¨r ϑ ∈ Θ1; siehe zum Beweis z.B. Theorem 1.2.3 aus [29].
2.3.1 Bemerkung: Gilt im Fall Tn = tn(ζ1, ..., ζn)
∀ ε > 0 : lim
n→∞
Pϑ
( 1
n
logLn +K(ϑ,Θ0) > ε
)
= 0,
so ist die Folge von Testgro¨ßen T optimal im Bahadur Sinn. Dies sieht man wie folgt: Es
ist {
lim inf
n→∞
1
n
logLn ≥ −K(ϑ,Θ0)
}
=
{
lim
n→∞
inf
m≥n
1
m
logLm ≥ −K(ϑ,Θ0)
}
=
{
∀ ε > 0 ∃ k ∈ N ∀ n ≥ k : inf
m≥n
1
m
logLm +K(ϑ,Θ0) ≥ −ε
}
=
⋂
ε>0
⋃
k∈N
⋂
n≥k
{
inf
m≥n
1
m
logLm +K(ϑ,Θ0) ≥ −ε
}
,
und daher
0 = Pϑ
(⋃
ε>0
⋂
k∈N
⋃
n≥k
{
inf
m≥n
1
m
logLm +K(ϑ,Θ0) < −ε
})
.
Dies impliziert
∀ ε > 0 : 0 = Pϑ
( ⋂
k∈N
⋃
n≥k
{
inf
m≥n
1
m
logLm +K(ϑ,Θ0) < −ε
})
= lim
k→∞
Pϑ
( ⋃
n≥k
{
inf
m≥n
1
m
logLm +K(ϑ,Θ0) < −ε
})
≥ lim sup
n→∞
Pϑ
(
inf
m≥n
1
m
logLm +K(ϑ,Θ0) < −ε
)
,
also
∀ ε > 0 : lim
n→∞
Pϑ
(
inf
m≥n
1
m
logLm +K(ϑ,Θ0) < −ε
)
= 0.
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Insgesamt folgt dann
∀ ε > 0 : Pϑ
(∣∣∣ 1
n
logLn +K(ϑ,Θ0)
∣∣∣ > ε)
=Pϑ
( 1
n
logLn +K(ϑ,Θ0) > ε
)
+ Pϑ
( 1
n
logLn +K(ϑ,Θ0) < −ε
)
≤Pϑ
( 1
n
logLn +K(ϑ,Θ0) > ε
)
+ Pϑ
(
inf
m≥n
1
m
logLm +K(ϑ,Θ0) < −ε
)
−→ 0 fu¨r n→∞.
In manchen Fa¨llen kann relativ leicht die Bahadur-Steigung bestimmt werden. Existiert
na¨mlich eine Funktion b : Θ1 → R, sodass
lim
n→∞
Tn = b(ϑ) in Pϑ-Wahrscheinlichkeit ∀ ϑ ∈ Θ1
gilt, und existiert eine stetige Funktion g : I → R, mit einem offenen Intervall I ⊃
{b(ϑ);ϑ ∈ Θ1}, sodass
lim
n→∞
1
n
logGn(t) = −g(t) ∀ t ∈ I
gilt, so existiert die Bahadur-Steigung fu¨r alle ϑ ∈ Θ1, es ist
lim
n→∞
1
n
logLn = −g
(
b(ϑ)
)
in Pϑ-Wahrscheinlichkeit,
und daher
cT = g ◦ b.
Siehe hierzu z.B. Theorem 7.2 aus [4]. Zur Berechnung der Bahadur-Steigung, und zum
Nachweis der Optimalita¨t im Bahadur Sinn einer Folge von Testgro¨ßen T fu¨r das oben
genannte Testproblem kann folgendes Lemma nu¨tzlich sein:
2.3.2 Lemma: Es existiere eine Funktion b : Θ1 → R, sodass
lim
n→∞
Tn = b(ϑ) in Pϑ-Wahrscheinlichkeit ∀ ϑ ∈ Θ1
gilt, und es existiere eine linksseitig stetige Funktion g : I → R, mit einem offenen Intervall
I ⊃ {b(ϑ);ϑ ∈ Θ1}, sodass
lim sup
n→∞
1
n
logGn(t) ≤ −g(t) ∀ t ∈ I
gilt. Dann folgt
∀ ε > 0 : lim
n→∞
Pϑ
( 1
n
logLn + g
(
b(ϑ)
)
> ε
)
= 0 ∀ ϑ ∈ Θ1.
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Gilt im Fall Tn = tn(ζ1, ..., ζn) zusa¨tzlich g ◦ b = K(·,Θ0), so ist T optimal im Bahadur
Sinn fu¨r alle ϑ ∈ Θ1.
Beweis: Es sei ϑ ∈ Θ1, und ε > 0 beliebig. Wegen der linksseitigen Stetigkeit von g
la¨sst sich ein δ > 0 wa¨hlen, sodass(
b(ϑ)− δ) ∈ I und ε˜ := ε− ∣∣g(b(ϑ)− δ)− g(b(ϑ))∣∣ > 0
gilt. Da Gn monoton fallend ist, folgt
Ln ≤ Gn
(
b(ϑ)− δ) auf {Tn > b(ϑ)− δ}.
Ferner gilt nach Voraussetzung fu¨r t ∈ I
lim sup
n→∞
1
n
logGn(t) ≤ −g(t),
woraus
∃ k ∈ N ∀ n ≥ k : sup
m≥n
1
m
logGm
(
b(ϑ)− δ)+ g(b(ϑ)− δ) ≤ ε˜
folgt. Dies impliziert
∃ k ∈ N ∀ n ≥ k : 1
n
logGn
(
b(ϑ)− δ)+ g(b(ϑ)− δ) ≤ ε˜,
woraus
∃ k ∈ N ∀ n ≥ k : ε ≥ 1
n
logGn
(
b(ϑ)− δ)+ g(b(ϑ)− δ)+ ∣∣g(b(ϑ)− δ)− g(b(ϑ))∣∣
≥ 1
n
logGn
(
b(ϑ)− δ)+ g(b(ϑ)− δ)− g(b(ϑ)− δ)+ g(b(ϑ))
=
1
n
logGn
(
b(ϑ)− δ)+ g(b(ϑ))
folgt. Insgesamt folgt fu¨r n ≥ k
Pϑ
( 1
n
logLn + g
(
b(ϑ)
)
> ε
)
=Pϑ
( 1
n
logLn + g
(
b(ϑ)
)
> ε, Tn > b(ϑ)− δ
)
+ Pϑ
( 1
n
logLn + g
(
b(ϑ)
)
> ε, Tn ≤ b(ϑ)− δ
)
≤Pϑ
( 1
n
logGn
(
b(ϑ)− δ)+ g(b(ϑ)) > ε, Tn > b(ϑ)− δ)
+ Pϑ
( 1
n
logLn + g
(
b(ϑ)
)
> ε, Tn ≤ b(ϑ)− δ
)
=Pϑ
( 1
n
logLn + g
(
b(ϑ)
)
> ε, Tn ≤ b(ϑ)− δ
)
≤Pϑ
(
Tn ≤ b(ϑ)− δ
) −→ 0 fu¨r n→∞ fu¨r alle ϑ ∈ Θ1.
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Gilt im Fall Tn = tn(ζ1, ..., ζn) nun zusa¨tzlich g ◦ b = K(·,Θ0), so folgt die Optimalita¨t im
Bahadur Sinn von T fu¨r alle ϑ ∈ Θ1 aus Bemerkung 2.3.1. 
Das folgende Lemma kann ebenfalls bei der Berechnung von Bahadur-Effizienzen nu¨tzlich
sein. Es ist etwas allgemeiner als die oben erwa¨hnte klassische Aussage in Theorem 7.2 aus
[4].
2.3.3 Lemma: Es sei U ⊂ Θ1 eine offene Teilmenge. Weiter sei (Bn)n∈N eine Folge
von reellen Zufallsvariablen auf dem zugrunde liegenden statistischen Raum, sodass eine
Funktion b : U → R existiere mit
lim
n→∞
Bn = b(ϑ) in Pϑ-Wahrscheinlichkeit ∀ ϑ ∈ U.
gilt. Ferner existiere eine stetige Funktion h : I → R, mit einem offenen Intervall I ⊃
{b(ϑ);ϑ ∈ U}, sodass
lim
n→∞
1
n
logGn(t) = −h(t) ∀ t ∈ I
gilt. Dann folgt
lim
n→∞
1
n
logGn(Bn) = −h
(
b(ϑ)
)
in Pϑ-Wahrscheinlichkeit ∀ ϑ ∈ U.
Beweis: Es sei ϑ ∈ U und ε > 0 beliebig. Wegen der Stetigkeit von h gilt fu¨r genu¨gend
kleines δ > 0 [
b(ϑ)− δ, b(ϑ) + δ] ⊂ I
sowie
ε− : = ε−
∣∣h(b(ϑ)− δ)− h(b(ϑ))∣∣ > 0
und
ε+ : = ε−
∣∣h(b(ϑ) + δ)− h(b(ϑ))∣∣ > 0,
Da Gn monoton fallend ist, gilt außerdem fu¨r jedes δ > 0
Gn
(
b(ϑ) + δ
) ≤ Gn(Bn) ≤ Gn(b(ϑ)− δ) auf {Bn ∈ [b(ϑ)− δ, b(ϑ) + δ]}.
Da nach Voraussetzung
lim
n→∞
1
n
logGn(t) = −h(t), t ∈ I,
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erfu¨llt ist, gilt
∃ k ∈ N ∀ n ≥ k : 1
n
logGn
(
b(ϑ)− δ)+ h(b(ϑ)− δ) ≤ ε−,
1
n
logGn
(
b(ϑ) + δ
)
+ h
(
b(ϑ) + δ
) ≥ −ε+.
Dies impliziert
∃ k ∈ N ∀ n ≥ k : ε ≥ 1
n
logGn
(
b(ϑ)− δ)+ h(b(ϑ)− δ)+ ∣∣h(b(ϑ)− δ)− h(b(ϑ))∣∣
≥ 1
n
logGn
(
b(ϑ)− δ)+ h(b(ϑ)− δ)− h(b(ϑ)− δ)+ h(b(ϑ))
=
1
n
logGn
(
b(ϑ)− δ)+ h(b(ϑ)),
−ε ≤ 1
n
logGn
(
b(ϑ) + δ
)
+ h
(
b(ϑ) + δ
)− ∣∣h(b(ϑ) + δ)− h(b(ϑ))∣∣
≤ 1
n
logGn
(
b(ϑ) + δ
)
+ h
(
b(ϑ) + δ
)− h(b(ϑ) + δ)+ h(b(ϑ))
=
1
n
logGn
(
b(ϑ) + δ
)
+ h
(
b(ϑ)
)
.
Dann folgt insgesamt fu¨r n ≥ k
Pϑ
(∣∣∣ 1
n
logGn(Bn)− h
(
b(ϑ)
)∣∣∣ > ε)
=Pϑ
( 1
n
logGn(Bn)− h
(
b(ϑ)
)
> ε
)
+ Pϑ
( 1
n
logGn(Bn)− h
(
b(ϑ)
)
< −ε
)
=Pϑ
( 1
n
logGn(Bn)− h
(
b(ϑ)
)
> ε,Bn > b(ϑ)− δ
)
+ Pϑ
( 1
n
logGn(Bn)− h
(
b(ϑ)
)
> ε,Bn ≤ b(ϑ)− δ
)
+ Pϑ
( 1
n
logGn(Bn)− h
(
b(ϑ)
)
< −ε, Bn < b(ϑ) + δ
)
+ Pϑ
( 1
n
logGn(Bn)− h
(
b(ϑ)
)
< −ε, Bn ≥ b(ϑ) + δ
)
≤Pϑ
( 1
n
logGn
(
b(ϑ)− δ)− h(b(ϑ)) > ε,Bn > b(ϑ)− δ)
+ Pϑ
( 1
n
logGn(Bn)− h
(
b(ϑ)
)
> ε,Bn ≤ b(ϑ)− δ
)
+ Pϑ
( 1
n
logGn
(
b(ϑ) + δ
)− h(b(ϑ)) < −ε, Bn < b(ϑ) + δ)
+ Pϑ
( 1
n
logGn(Bn)− h
(
b(ϑ)
)
< −ε, Bn ≥ b(ϑ) + δ
)
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=Pϑ
( 1
n
logGn(Bn)− h
(
b(ϑ)
)
> ε,Bn ≤ b(ϑ)− δ
)
+ Pϑ
( 1
n
logGn(Bn)− h
(
b(ϑ)
)
< −ε, Bn ≥ b(ϑ) + δ
)
≤Pϑ
(
Bn ≤ b(ϑ)− δ
)
+ Pϑ
(
Bn ≥ b(ϑ) + δ
) −→ 0 fu¨r n→∞.
Somit folgt die Behauptung. 
Es sei nun Θ ein metrischer Raum und ∂Θ0 ⊂ Θ0. Weiter sei ϑ0 ∈ ∂Θ0 sowie (ϑi)i∈N
eine Folge mit ϑi ∈ Θ1 fu¨r alle i ∈ N und limi→∞ ϑi = ϑ0. Falls der Grenzwert
eLBT ′,T := e
LB
T ′,T
(
β, ϑ0, (ϑi)i∈N
)
:= lim
i→∞
eBT ′,T (β, ϑi)
existiert, so heißt dieser lokale asymptotische relative Effizienz im Bahadur Sinn der Test-
gro¨ßen T und T ′.
2.4 Pitman-Effizienz
Es sei im Zusammenhang mit der Pitman-Effizienz Θ stets ein metrischer Raum und stets
∂Θ0 ⊂ Θ0. Ferner sei ϑ0 ∈ ∂Θ0 fest gewa¨hlt. Fu¨r ein vorgegebenes Testniveau α ∈ (0, 1)
lasse sich eine Folge von kritischen Werten cn := cn(α, ϑ0) ∈ R so wa¨hlen, dass
Pϑ0(Tn ≥ cn) ≤ α (2.4.1)
sowie
lim
n→∞
Pϑ0(Tn ≥ cn) = α (2.4.2)
erfu¨llt ist, d.h. es liege im Fall der einfachen Hypothese gegeben durch ϑ0 eine Folge von
Tests zum Testniveau α vor, die asymptotisch das Testniveau exakt einhalten. Es sei (ϑi)i∈N
eine Folge mit ϑi ∈ Θ1 fu¨r alle i ∈ N und limi→∞ ϑi = ϑ0. Dann ist
βn,i := βn(α, ϑi) := Pϑi(Tn < cn), i ∈ N,
der zu ϑi zugeho¨rige Fehler 2. Art, i ∈ N. Weiter sei fu¨r eine vorgegebene Folge (βTi )i∈N
mit βTi ∈ (0, 1) fu¨r alle i ∈ N und limi→∞ βTi = β ∈ (0, 1− α)
NT,i := NT,i
(
α, β, ϑ0, (ϑi)i∈N, (βTi )i∈N
)
:= inf{n ∈ N; βm,i ≤ βTi ∀ m ≥ n}, i ∈ N. (2.4.3)
Wir nehmen ab sofort an, dass im Zusammenhang mit der Pitman-Effizienz fu¨r jedes
ϑ ∈ Θ1 limn→∞ βn(α, ϑ) = 0 gilt, d.h. es liegt eine Folge von konsistenten Tests vor. Dann
gilt offensichtlich
NT,i <∞ fu¨r alle i ∈ N. (2.4.4)
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Zudem nehmen wir ab sofort an, dass im Zusammenhang mit der Pitman-Effizienz fu¨r
jedes n ∈ N die Abbildung ϑ 7→ βn(α, ϑ) stets stetig in ϑ0 ist. Dann gilt
lim
i→∞
NT,i =∞, (2.4.5)
was man wie folgt sieht: Angenommen, dies gilt nicht. Dann existiert eine beschra¨nkte
Teilfolge (NT,ik)k∈N von (NT,i)i∈N und da die Folgeglieder dieser Teilfolge nur endlich viele
Werte annehmen ko¨nnen, existiert eine weitere Teilfolge (NT,ikl )l∈N von (NT,ik)k∈N, die
konstant ist. Damit folgt wegen der Stetigkeit der Abbildung ϑ 7→ βn(α, ϑ) in ϑ0 und der
Definition von (NT,i)i∈N
1− α > β = lim
l→∞
βTikl
≥ lim
l→∞
βNT,ikl ,ikl
= lim
l→∞
βNT,ik1 ,ikl
= Pϑ0(TNT,ik1
< cNT,ik1
) ≥ 1− α,
also ein Widerspruch, und damit die Behauptung. Also gilt limi→∞NT,i =∞.
Wir verlangen zudem, dass
lim
i→∞
βNT,i,i = β (2.4.6)
erfu¨llt ist.
Erfu¨llen nun zwei Folgen von Tests T und T ′ fu¨r identische ϑ0, β und identische Folgen
(ϑi)i∈N diese Eigenschaften, so heißt der Grenzwert
ePT ′,T := e
P
T ′,T
(
α, β, ϑ0, (ϑi)i∈N, (βTi )i∈N, (β
T ′
i )i∈N
)
:= lim
i→∞
NT,i/NT ′,i (2.4.7)
asymptotische relative Effizienz im Pitman Sinn der Testgro¨ßen T und T ′, falls dieser
existiert. In klassischen Anwendungsfa¨llen ha¨ngt dieser Grenzwert nicht von α, β, (ϑi)i∈N,
(βTi )i∈N und (β
T ′
i ) ab.
Eine sehr a¨hnliche Definition der Pitman-Effizienz wird von Wieand ([40]) verwendet. Kon-
kret definiert Wieand seine Pitman-Effizienz genauso, bis auf die Tatsache, dass er auf die
Forderungen verzichtet, dass fu¨r jedes n ∈ N die Abbildung ϑ 7→ βn(α, ϑ) stetig in ϑ0 ist,
und dass die Konvergenz limi→∞ βNT,i,i = β vorliegt, und stattdessen verlangt, dass die
Pitman-Effizienz nicht mehr von (ϑi)i∈N, (βTi )i∈N und (β
T ′
i ) abha¨ngt. Wie allerdings die
Ausfu¨hrungen im Bemerkung 2.4.1 zeigen, ist es sinnvoll, diese Stetigkeits- und Konver-
genzforderungen bei der Definition der Pitman-Effizienz zu stellen.
Auch van der Vaart ([38]) wa¨hlt ein a¨hnliches Vorgehen, um die Pitman-Effizienz zu de-
finieren. Einen a¨hnlichen Ansatz bei der Definition von relativen Effizienzen, also auch
bei der Definiton der Pitman-Effizienz, kann ebenfalls z.B. bei Serfling ([36]) nachgelesen
werden.
20
2.4.1 Bemerkung: In der Literatur wird ha¨ufig eine andere Definition der Pitman-Effizienz
verwendet. Dabei werden vom Stichprobenumfang n ∈ N abha¨ngige Folgen von Alterna-
tiven (ϑn)n∈N mit ϑn ∈ Θ1 fu¨r alle n ∈ N und limn→∞ ϑn = ϑ0 betrachtet. Im Fall, dass
dann fu¨r eine Abbildung h : N→ N
lim
n→∞
Pϑn(Tn < cn) = lim
n→∞
Pϑn
(
T ′h(n) < c
′
h(n)
) ∈ (0, 1− α), (2.4.8)
sowie
lim
n→∞
n
h(n)
∈ (0,∞) (2.4.9)
gilt, wird die Pitman-Effizienz als der Grenzwert limn→∞ n/h(n) definiert. Vergleiche hier-
zu z.B. mit Puri und Sen ([32]).
Nehmen wir an, dass der Fehler 2. Art der betrachteten Tests fu¨r alle festen Alternati-
ven steng monoton fallend im Stichprobenumfang ist, also fu¨r alle ϑ ∈ Θ1 die Abbildungen
n 7→ Pϑ(Tn < cn) und n 7→ Pϑ(T ′n < c′n)
streng monoton fallend sind. Existiert dann die Pitman-Effizienz in dem Sinn, so wie sie
von Puri und Sen gema¨ß (2.4.8) und (2.4.9) definiert wird, so existiert die Pitman-Effizienz
auch in dem Sinn, wie sie von uns gema¨ß (2.4.7) definiert ist, und beide Effizienzen sind
identisch. Dies sieht man wie folgt:
Gehen wir davon aus, dass die Pitman-Effizienz im Sinne von Puri und Sen existiert.
Wir setzen
βTi := Pϑi(Ti < ci), β
T ′
i := Pϑi(T
′
h(i) < c
′
h(i)), i ∈ N.
Dann existiert nach Annahme ein β ∈ (0, 1− α) mit
lim
i→∞
βTi = lim
i→∞
βT
′
i = β.
Zudem gilt wegen der geforderten Monotonie der Fehler 2. Art fu¨r jedes i ≥ 2
Pϑi(Tm < cm) ≤ βTi fu¨r alle m ≥ i und Pϑi(Ti−1 < ci−1) > βTi ,
und genauso fu¨r jedes i ∈ N mit h(i) ≥ 2
Pϑi(T
′
m < c
′
m) ≤ βT
′
i fu¨r alle m ≥ h(i) und Pϑi(T ′h(i)−1 < c′h(i)−1) > βT
′
i .
Dies bedeutet
NT,i = i und NT ′,i = h(i).
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Damit erha¨lt man
lim
i→∞
Pϑi(TNT,i < cNT,i) = lim
i→∞
Pϑi(Ti < ci) = β,
und genauso
lim
i→∞
Pϑi(TN ′T ′,i < c
′
NT ′,i
) = lim
i→∞
Pϑi(T
′
h(i) < c
′
h(i)) = β.
Daru¨ber hinaus gilt
lim
i→∞
NT,i
NT ′,i
= lim
i→∞
i
h(i)
,
d.h. die Pitman-Effizienz existiert in unserem Sinn, und die Effizienzen stimmen u¨berein.
Nehmen wir umgekehrt an, dass die Pitman-Effizienz in unserem Sinn existiert, so erha¨lt
man unter gewissen Voraussetzungen zumindest noch, dass die in der Definition der Pitman-
Effizienz im Sinn von Puri und Sen auftauchenden Konvergenzen (2.4.8) und (2.4.9) la¨ngs
einer Teilfolge zutreffen, und der entsprechende Grenzwert (2.4.9) la¨ngs dieser Teilfolge mit
der Pitman-Effizienz in unserem Sinn gema¨ß (2.4.7) u¨bereinstimmt, wie man wie folgt sieht:
Es existiere die Pitman-Effizienz nach unserer Definition der Pitman-Effizienz. Gehen wir
erneut davon aus, dass der Fehler 2. Art der betrachteten Tests fu¨r alle festen Alternativen
steng monoton fallend im Stichprobenumfang ist, und dass die Abbildung
j : N→ N, j(i) := NT,i,
streng monoton wachsend2 ist. Definiere dann eine Folge (ϑ∗i )i∈N durch
ϑ∗1, . . . , ϑ
∗
NT,1
: = ϑ1,
ϑ∗NT,1+1, . . . , ϑ
∗
NT,2
: = ϑ2,
ϑ∗NT,2+1, . . . , ϑ
∗
NT,3
: = ϑ3,
...
Dann ist ϑ∗i ∈ Θ1, i ∈ N, limi→∞ ϑ∗i = ϑ0 und ϑ∗NT,i = ϑi, i ∈ N. Es folgt wegen
limi→∞ βNT,i,i = β
β = lim
i→∞
Pϑi(TNT,i < cNT,i) = lim
i→∞
Pϑ∗NT,i
(TNT,i < cNT,i).
Betrachten wir weiter die Abbildung
k : N→ N, k(i) := NT ′,i.
2Die Existenz von Sequenzen von Alternativen mit dieser Eigenschaft wird in Bemerkung 4.2.7 behan-
delt.
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Es existiert eine Abbildung j−1 : j(N)→ N mit j−1(j(i)) = i, i ∈ N. Mit h := k ◦ j−1 folgt
NT ′,i = h(NT,i). Damit gilt erneut wegen limi→∞ βNT ′,i,i = β
β = lim
i→∞
Pϑi(T
′
NT ′,i
< c′NT ′,i) = limi→∞
Pϑ∗NT,i
(T ′NT ′,i < c
′
NT ′,i
) = lim
i→∞
Pϑ∗NT,i
(T ′h(NT,i) < c
′
h(NT,i)
).
Insgesamt folgt
lim
i→∞
Pϑ∗NT,i
(TNT,i < cNT,i) = lim
i→∞
Pϑ∗NT,i
(T ′h(NT,i) < c
′
h(NT,i)
) = β,
und auch
lim
i→∞
NT,i
h(NT,i)
= lim
i→∞
NT,i
NT ′,i
= ePT ′,T .
Deshalb liegen die in der Definition der Pitman-Effizienz im Sinne von Puri und Sen gefor-
derten Konvergenzen (2.4.8) und (2.4.9) zumindest la¨ngs der Teilfolge (NT,i)i∈N der Folge
(n)n∈N vor.
Ein bekanntes Resultat zur Pitman-Effizienz3 la¨sst sich wie folgt formulieren: Es sei Θ = R
und Θ0 = {ϑ0}. Es existieren Funktionen µn : Θ → R und σn : Θ → [0,∞) sowie eine
stetige und streng monoton wachsende Verteilungsfunktion G, sodass σn fu¨r alle n ∈ N auf
einer Umgebung U ⊂ Θ um ϑ0 nicht verschwindet und
lim
n→∞
sup
ϑ∈U
sup
t∈R
∣∣∣Pϑ(Tn − µn(ϑ)
σn(ϑ)
≤ t
)
−G(t)
∣∣∣ = 0
gilt. Ferner sei µn auf U differenzierbar mit µ
′
n(ϑ0) > 0. Zudem existiere eine Konstante
kT > 0, sodass
σn(ϑ0) ∼ kT µ
′
n(ϑ0)√
n
fu¨r n→∞
gilt und fu¨r Folgen (ϑn)n∈N mit ϑn := ϑ0 +O(1/
√
n) gilt
µ′n(ϑn) ∼ µ′n(ϑ0), σn(ϑn) ∼ σn(ϑ0) fu¨r n→∞.
Erfu¨llen die Folgen von Testgro¨ßen T und T ′ diese Bedingungen, so ist
ePT ′,T =
(kT ′
kT
)2
.
Zum Beweis siehe hierzu z.B. Abschnitt 10.2.1 aus [36].
3Beachte hierbei Bemerkung 2.4.1.
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3 Volumen-Effizienz
3.1 Definition
U¨ber eine gegebene geeignete Schar von statistischen Tests ist die Aufstellung von Kon-
fidenzbereichen fu¨r passende Parameter mo¨glich. Umgekehrt liefert ein Konfidenzbereich
fu¨r einen Parameter eine Schar von statistischen Tests fu¨r ada¨quate Testprobleme. Dieses
Korrespondenzprinzip legt die Frage nach Effizienzvergleichen von statistischen Tests auf
der Basis der korrespondierenden Konfidenzbereiche nahe. Daru¨ber hinaus ist ein Wirksam-
keitsvergleich konkurrierender Konfidenzbereichsscha¨tzverfahren selbst interessant. Fu¨r den
angestrebten Vergleich fu¨hren wir den Begriff der Volumen-Effzienz ein. Ausgangspunkt ist
das zu Beginn der Arbeit eingefu¨hrte mathematische Modell und eine Abbildung δ : Θ→
Rp. Fu¨r jedes n ∈ N und jedes α ∈ (0, 1) sei eine Abbildung bn(·, α) : Rn → Bd gegeben
mit den Eigenschaften
∀ ϑ ∈ Θ : {(z1, . . . , zn) ∈ Rn; δ(ϑ) ∈ bn(z1, . . . , zn, α)} ∈ Sn (3.1.1)
und
∀ ϑ ∈ Θ : P (Z1,...,Zn)ϑ ({z1, . . . , zn) ∈ Rn; δ(ϑ) ∈ bn(z1, . . . , zn, α)}) ≥ 1− α. (3.1.2)
Die Eigenschaft (3.1.1) bringen wir ku¨rzer auch durch die Schreibweise
∀ ϑ ∈ Θ : Pϑ(δ(ϑ) ∈ bn(Z1, . . . , Zn, α)) ≥ 1− α
zum Ausdruck. Es ist (bn(·, α))n∈N eine Folge von Konfidenzbereichen zum Konfidenzniveau
1 − α fu¨r δ(ϑ). Fu¨r jedes ϑ0 ∈ Θ liegt fu¨r jedes n ∈ N bei gegebenem α ∈ (0, 1) mit dem
verbal formulierten statistischen Test
”
Verwirf H, falls δ(ϑ0) 6∈ bn(Z1, . . . , Zn, α)“,
ein Test zum Testniveau α fu¨r das Testproblem
H(ϑ0) : δ(ϑ) = δ(ϑ0), K(ϑ0) : δ(ϑ) 6= δ(ϑ0)
vor. Wir schreiben T = (Tn)n∈N fu¨r diese Folge von Scharen von Tests und BT,n :=
BT,n(α) := b
T
n (Z1, . . . , Zn, α) := bn(Z1, . . . , Zn, α). Der unbekannte Parameter ϑ ∈ Θ wird
mit einer Wahrscheinlichkeit, die gro¨ßer oder gleich 1−α ist, von der Menge BT,n u¨berdeckt.
Wir gehen in der Folge davon aus, dass fu¨r jedes n ∈ N und jedes α ∈ (0, 1)
{(s, z) ∈ Rp ×Rn; s ∈ bn(z, α)} ∈ Bp ⊗Sn
ist. Diese Annahme garantiert fu¨r jedes n ∈ N und jedes α ∈ (0, 1) die (Sn,B)-Messbarkeit
der Abbildung
z 7−→
∫
bTn (z,α)
dx, z ∈ Rn,
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sodass das zufa¨llige Volumen
VolT,n :=
∫
BT,n
dx
eine Zufallsvariable ist. Es sei
Eϑ(|VolT,n|) <∞ fu¨r jedes ϑ ∈ Θ.
Fu¨r die durch den Konfidenzbereichsscha¨tzer BT,n behauptete Lokalisierung von δ(ϑ) liegt
mit Eϑ(VolT,n), ϑ ∈ Θ, ein Qualita¨tskriterium vor. Fu¨r zwei auf den Folgen (bTn (·, α))n∈N und
(bT
′
n (·, α))n∈N von Konfidenzbereichen basierenden Folgen T = (Tn)n∈N und T ′ = (T ′n)n∈N
sei
evolT ′,T,n := e
vol
T ′,T,n(α, ϑ) :=
(
Eϑ(VolT,n)/Eϑ(VolT ′,n)
)2
fu¨r Eϑ(VolT ′,n) 6= 0 die Volumen-Effizienz der Testscharen Tn und T ′n. Es sei
Cb(R) := {f : R→ R; f ist gleichma¨ßig stetig und beschra¨nkt}.
Existiert eine Folge (an)n∈N ⊂ (0,∞) und existieren reellwertige Zufallsvariablen A und B
mit 0 < Eϑ(A),Eϑ(B) <∞, sodass
lim
n→∞
Eϑ
(
f(anVolT,n)
)
= Eϑ
(
f(A)
)
, lim
n→∞
Eϑ
(
f(anVolT ′,n)
)
= Eϑ
(
f(B)
) ∀ f ∈ Cb(R)
gilt, also Verteilungskonvergenz von anVolT,n gegen A und anVolT ′,n gegen B vorliegt, so
heißt
eLvolT ′,T := e
Lvol
T ′,T (α, ϑ) :=
(
Eϑ(A)/Eϑ(B)
)2
asymptotische Volumen-Effizienz von T und T ′. In typischen Anwendungsfa¨llen ha¨ngt
evolT ′,T,n nicht von ϑ ∈ Θ, eLvolT ′,T weder von ϑ ∈ Θ, noch von α ab.
3.1.1 Bemerkung: Zur Motivation der Definition der asymptotischen Volumen-Effizienz
betrachte man folgende U¨berlegung. Gilt
lim
n→∞
Eϑ(anVolT,n) = Eϑ(A), lim
n→∞
Eϑ(anVolT ′,n) = Eϑ(B),
so folgt
lim
n→∞
evolT ′,T,n = lim
n→∞
(
Eϑ(VolT,n)/Eϑ(VolT ′,n)
)2
= lim
n→∞
(
Eϑ(anVolT,n)/Eϑ(anVolT ′,n)
)2
=
(
Eϑ(A)/Eϑ(B)
)2
.
Es handelt sich bei der asymptotischen Volumen-Effizienz der Tests Tn und T
′
n also um
eine Approximation der Volumen-Effizienz der Tests Tn und T
′
n fu¨r fu¨r große n ∈ N,
wobei bei der Approximation unter der genannten Bedingung fu¨r n→∞ der Fehler sogar
verschwindet.
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3.1.2 Bemerkung: Die asymptotische Volumen-Effizienz der Tests Tn und T
′
n ist wohlde-
finiert. Um dies zu sehen, betrachte man eine weitere Folge (a˜n)n∈N ⊂ (0,∞) und weitere
reellwertige Zufallsvariablen A˜ und B˜, mit 0 < Eϑ(A˜),Eϑ(B˜) <∞, sodass
lim
n→∞
Eϑ
(
f(a˜nVolT,n)
)
= Eϑ
(
f(A˜)
)
, lim
n→∞
Eϑ
(
f(a˜nVolT ′,n)
)
= Eϑ
(
f(B˜)
) ∀ f ∈ Cb(R)
gilt. Es ist
lim
n→∞
Eϑ
(
f
( a˜n
an
anVolT,n︸ ︷︷ ︸
v→A
))
= lim
n→∞
Eϑ
(
f(a˜nVolT,n)
)
= Eϑ
(
f(A˜)
) ∀ f ∈ Cb(R).
Dann ist die Folge (a˜n/an)n∈N beschra¨nkt. Denn nehmen wir an, dass dies nicht gilt, so
existiert eine Teilfolge (a˜nk/ank)k∈N mit limk→∞ a˜nk/ank = +∞. Da wegen Eϑ(A) > 0 auch
A nicht Pϑ-f.s. identisch 0 ist, kann wegen der Verteilungskonvergenz von (anVolT,n)n∈N die
Folge (a˜nkVolT,nk)k∈N nicht in Verteilung gegen die reelle Zufallsvariable A˜ konvergieren.
Also ist die Folge (a˜n/an)n∈N beschra¨nkt, und besitzt daher eine konvergente Teilfolge, die
ebenfalls mit (a˜nk/ank)k∈N bezeichnet werden soll. Damit folgt die Verteilungskonvergenz
von a˜nkVolT,nk =
a˜nk
ank
ankVolT,nk gegen cA, mit limk→∞ a˜nk/ank = c > 0. Ferner ist P
A˜
ϑ =
P cAϑ . U¨berdies gilt
lim
k→∞
Eϑ
(
f
( a˜nk
ank
ankVolT ′,nk
))
= lim
k→∞
Eϑ
(
f(a˜nkVolT ′,nk)
)
= Eϑ
(
f(B˜)
) ∀ f ∈ Cb(R),
woraus wegen
lim
k→∞
Eϑ
(
f(ankVolT ′,nk)
)
= Eϑ
(
f(B)
) ∀ f ∈ Cb(R)
auch P B˜ϑ = P
cB
ϑ folgt, und damit insgesamt(
Eϑ(A˜)/Eϑ(B˜)
)2
=
(
Eϑ(cA)/Eϑ(cB)
)2
=
(
Eϑ(A)/Eϑ(B)
)2
.
3.2 Zusammenhang mit der Pitman-Effizienz
Nun sei speziell d = 1, also Θ = R. Wir betrachten fu¨r ϑ0 ∈ R das Testproblem
H : ϑ = ϑ0, K : ϑ 6= ϑ0.
Fu¨r jedes ϑ0 ∈ R lasse sich das Testproblem anhand eines Konfidenzintervalls gema¨ß der
Vorschrift
”
Verwirf H, falls ϑ0 6∈ [aTn , bTn )“
behandeln mit aTn , b
T
n : (R
n,Sn) → (R,B), Eϑ(|aTn |),Eϑ(|bTn |) < ∞ fu¨r alle ϑ ∈ R und alle
n ∈ N, und aTn < bTn fu¨r alle ϑ ∈ R und alle n ∈ N. Weiter gelte Pϑ0(ϑ0 6∈ [aTn , bTn )) ≤ α fu¨r
alle ϑ0 ∈ R und alle n ∈ N sowie
lim
n→∞
Pϑ0(ϑ0 6∈ [aTn , bTn )) = α fu¨r alle ϑ0 ∈ R.
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Es liege also mit [aTn , b
T
n ) eine Folge von Konfidenzintervallen zum Konfidenzniveau 1 − α
vor, die das Konfidenzniveau asymptotisch exakt einhalten.
Um uns auf die bisherigen Ausfu¨hrungen beziehen zu ko¨nnen, ohne neue Notationen
einfu¨hren zu mu¨ssen, gehen wir davon aus, dass sich der Test mit Hilfe einer Testgro¨ße
a¨quivalent formulieren lasse. Konkret verlangen wir, dass
Pϑ
(
Tn(ϑ0) ≥ cn(ϑ0)
)
= Pϑ
(
ϑ0 6∈ [aTn , bTn )
)
fu¨r alle ϑ, ϑ0 ∈ R
gelte, mit einer Folge von Testgro¨ßen (Tn(ϑ0))n∈N und einer Folge von kritischen Werten
(cn(ϑ0))n∈N. Dies kann z.B. durch die Setzung Tn(ϑ0) = I(ϑ0 6∈ [aTn , bTn )) und cn(ϑ0) = 1/2
erreicht werden.
Liegen nun zwei Folgen von Testgro¨ßen T und T ′ mit diesen Eigenschaften vor, so er-
gibt sich unter bestimmten Voraussetzungen, dass die asymtotische Volumen-Effizienz der
Tests mit der Pitman-Effizienz u¨bereinstimmt. Um ein entsprechendes Resultat zu erhal-
ten, werden wir zwei einfache Lemmata voranstellen.
3.2.1 Lemma: Es sei −∞ < a < c ≤ ∞ und fu¨r jedes n ∈ N fn : [a, c] → R ∪ {∞},
fn|[a,c) < ∞, wobei
∫ c
a
e−fn(x)dx < ∞ gelte und fn|(a,c) differenzierbar sei mit f ′n > 0 und
f ′n monoton wachsend. Weiter sei (bn)n∈N eine reelle Folge mit 0 < bn < c − a fu¨r jedes
n ∈ N. Dann gilt
c∫
a+bn
e−fn(x)ndx ≤ e
−fn(a+bn)n − e−fn(c)n
e−fn(a)n − e−fn(a+bn)n
a+bn∫
a
e−fn(x)ndx.
Beweis: Es gilt einerseits
c∫
a+bn
e−fn(x)ndx =
c∫
a+bn
1
f ′n(x)
f ′n(x)e
−fn(x)ndx ≤ sup
x∈(a+bn,c)
1
f ′n(x)
c∫
a+bn
f ′n(x)e
−fn(x)ndx
=
1
f ′n(a+ bn)
1
n
(e−fn(a+bn)n − e−fn(c)n).
Andererseits gilt
a+bn∫
a
e−fn(x)ndx =
a+bn∫
a
1
f ′n(x)
f ′n(x)e
−fn(x)ndx ≥ inf
x∈(a,a+bn)
1
f ′n(x)
a+bn∫
a
f ′n(x)e
−fn(x)ndx
=
1
f ′n(a+ bn)
1
n
(e−fn(a)n − e−fn(a+bn)n).
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Somit folgt insgesamt
c∫
a+bn
e−fn(x)ndx
a+bn∫
a
e−fn(x)ndx
≤ e
−fn(a+bn)n − e−fn(c)n
e−fn(a)n − e−fn(a+bn)n
und damit die Behauptung. 
3.2.2 Lemma: Es seien (an)n∈N und (bn)n∈N reelle Folgen mit an < bn fu¨r alle n ∈ N und
fn, gn : (an, bn)→ R>0 mit 0 <
∫ bn
an
fn(x)dx <∞ und 0 <
∫ bn
an
gn(x)dx <∞ fu¨r alle n ∈ N
gegeben. Ferner gelte limn→∞ supx∈(an,bn) |fn(x)/gn(x)− 1| = 0. Dann gilt
lim
n→∞
bn∫
an
fn(x)dx
bn∫
an
gn(x)dx
= 1.
Beweis: Es gilt
∣∣∣∣∣
bn∫
an
fn(x)dx
bn∫
an
gn(x)dx
− 1
∣∣∣∣∣ ≤
bn∫
an
|fn(x)− gn(x)|dx
bn∫
an
gn(x)dx
=
bn∫
an
gn(x)
∣∣fn(x)
gn(x)
− 1∣∣dx
bn∫
an
gn(x)dx
≤ sup
x∈(an,bn)
∣∣∣∣fn(x)gn(x) − 1
∣∣∣∣ −→ 0 fu¨r n→∞,
also die Behauptung. 
Wir definieren fu¨r festgehaltenes ϑ∗ ∈ R
ρTn,ϑ∗(ϑ) := Pϑ∗
(
Tn(ϑ) < cn(ϑ)
)
, ϑ ∈ R,
und gehen davon aus, dass fu¨r die betrachteten Tests stets ρTn,ϑ∗(ϑ) > 0 fu¨r alle n ∈ N und
alle ϑ ∈ R gilt. Weiter sei
gTn,ϑ∗(ϑ) := −
1
n
log
(
ρTn,ϑ∗(ϑ)
)
, ϑ ∈ R.
Es sei fu¨r ϑ ∈ R \ {ϑ∗} dTϑ∗(ϑ) der Hodges-Lehmann-Index von T an der Stelle ϑ∗ fu¨r
das Testproblem, ob der zugrunde liegende Parameter gleich ϑ ist oder nicht, falls dieser
existiert. In der Notation von Unterabschnitt 2.2 bedeutet dies
dTϑ∗ = dT (ϑ
∗).
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Weiter setzen wir dTϑ∗(ϑ
∗) := 0. Dann gilt
lim
n→∞
gTn,ϑ∗(ϑ) = d
T
ϑ∗(ϑ) fu¨r alle ϑ ∈ R,
sofern der beteiligte Hodges-Lehmann-Index existiert.
Ferner sei die Folge (NT,i)i∈N entsprechend der Definition (2.4.3) im Zusammenhang mit
der Definition der Pitman-Effizienz in Unterabschnitt 2.4 fu¨r das Testproblem, ob der zu-
grunde liegende Parameter ϑ∗ ist oder nicht, definiert, und (ϑi)i∈N die zugeho¨rige reelle
Folge aus der Definition der (NT,i)i∈N mit limi→∞ ϑi = ϑ∗. Ebenso sei β ∈ (0, 1 − α) aus
der Definition der (NT,i)i∈N. Zusammengefasst bedeutet dies, dass
NT,i = inf
{
n ∈ N;Pϑi
(
Tm(ϑ
∗) < cm(ϑ∗)
) ≤ βi ∀ m ≥ n}, i ∈ N,
mit einer Folge (βTi )i∈N mit β
T
i ∈ (0, 1) fu¨r alle i ∈ N und limi→∞ βTi = β ∈ (0, 1− α), und
dass limi→∞NT,i =∞ sowie limi→∞ βNT,i,i = β erfu¨llt sein soll; siehe Unterabschnitt 2.4.
Wir definieren nun zur Formulierung der na¨chsten Resultate folgende Bedingungen:
(A1) Es gelte limn→∞ Eϑ∗(
√
n(bTn − aTn )) = cTϑ∗ mit cTϑ∗ ∈ (0,∞).
(A2) Es sei limϑ→+∞ ϑρTn,ϑ∗(ϑ) = limϑ→−∞ ϑρ
T
n,ϑ∗(ϑ) = 0 fu¨r genu¨gend großes n ∈ N.
(A3) Fu¨r genu¨gend großes n ∈ N existiere eine Funktion fTn : R≥0 → R≥0, sodass
gTn,ϑ∗(ϑ) = f
T
n (|ϑ − ϑ∗|), ϑ ∈ R, gilt, und diese Funktion sei auf [0,∞) zweimal
stetig differenzierbar, wobei ihre Ableitung auf (0,∞) monoton wachsend und strikt
positiv sei. Zudem gelten fu¨r die zugeho¨rige Taylorentwicklung von gTn,ϑ∗ um ϑ
∗
gTn,ϑ∗(ϑ) = a
T
0,n + a
T
1,n(ϑ− ϑ∗) + aT2,n(ϑ− ϑ∗)2 + rTn (ϑ), ϑ ∈ R,
die Eigenschaften lim infn→∞ aT2,n > 0 und limi→∞ supn∈N |rTn (ϑ˜i)|/(ϑ˜i − ϑ∗)2 = 0 fu¨r
alle Folgen (ϑ˜i)i∈N mit ϑ˜i 6= ϑ∗ fu¨r alle i ∈ N und limi→∞ ϑ˜i = ϑ∗.
3.2.3 Bemerkung:
a) Dass die Bedingung (A1) in konkreten Beispielen erfu¨llt ist, zeigen die Betrachtungen
in Beispiel 3.2.9 und Unterabschnitt 8.10.
b) Ist (A3) erfu¨llt, so gilt ρTn,ϑ∗(ϑ) = ρ
T
n,ϑ(ϑ
∗), ϑ ∈ R. Es ist (A2) erfu¨llt, wenn der
Fehler 2. Art bei zugrunde liegendem Parameter ϑ∗ fu¨r das Testproblem, ob der
zugrunde liegende Parameter gleich ϑ ist oder nicht, hinreichend schnell gegen 0 ∈ R
fu¨r |ϑ| → ∞ geht. Konkret muss dieser Fehler 2. Art von der Gro¨ßenordnung o(1/|ϑ|)
fu¨r |ϑ| → ∞ sein.
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c) Ist die Gro¨ße des Fehlers 2. Art des betrachteten Testproblems, ob der zugrunde
liegende Parameter gleich ϑ ist oder nicht, nur abha¨ngig vom Abstand zwischen der
Hypothese ϑ und der Alternative ϑ∗, so ist die Existenz einer Funktion fTn im Sinne
von (A3) erfu¨llt. Des Weiteren ist zu den in (A3) geforderten weiteren Eigenschaften
der Funktion fTn zu bemerken, dass gewisse Monotonien des Fehlers 2. Art im Abstand
zwischen der Hypothese und Alternative in der Regel vorliegen sollten.
d) Fu¨r den in (A3) genannten Koeffizienten aT2,n gilt unter den in (A3) genannten Be-
dingungen an die Funktion fTn stets a
T
2,n ≥ 0 fu¨r genu¨gend große n ∈ N, da es
sich bei dem Koeffizienten um die zweite Ableitung der Funktion gTn,ϑ∗ an der Stel-
le ϑ∗ handelt. Ist die Funktion dTϑ∗ an der Stelle ϑ
∗ zweimal differenzierbar, wobei
die zweite Ableitung an der Stelle ϑ∗ nicht verschwindet, und konvergiert die zweite
Ableitung der Funktion gTn,ϑ∗ an der Stelle ϑ
∗ fu¨r n → ∞ mit, so ist die Bedingung
lim infn→∞ aT2,n > 0 aus (A3) erfu¨llt.
e) Zur Bedingung limi→∞ supn∈N |rTn (ϑ˜i)|/(ϑ˜i − ϑ∗)2 = 0 fu¨r alle Folgen (ϑ˜i)i∈N mit
ϑ˜i 6= ϑ∗ fu¨r alle i ∈ N und limi→∞ ϑ˜i = ϑ∗ in (A3) soll bemerkt werden, dass in jedem
Fall fu¨r alle festen n ∈ N limi→∞ |rTn (ϑ˜i)|/(ϑ˜i − ϑ∗)2 = 0 fu¨r alle Folgen (ϑ˜i)i∈N mit
ϑ˜i 6= ϑ∗ fu¨r alle i ∈ N und limi→∞ ϑ˜i = ϑ∗ gilt, da es sich bei dem Term rTn um den
Restterm in der Taylorentwicklung der Funktion gTn,ϑ∗ um die Stelle ϑ
∗ handelt. Ist
gTn,ϑ∗ in einer Umgebung U um ϑ
∗ dreimal differenzierbar, und ist die dritte Ableitung
in U gleichma¨ßig beschra¨nkt in dem Sinne, dass
sup
n∈N
sup
ϑ∈U
|(gTn,ϑ∗)′′′(ϑ)| <∞
gilt, so liefert fu¨r genu¨gend großes i ∈ N die Lagrange-Darstellung des Restglieds die
Existenz eines ˜˜ϑi ∈ U mit
|rTn (ϑ˜i)|
(ϑ˜i − ϑ∗)2
=
|1
6
(gTn,ϑ∗)
′′′( ˜˜ϑi)(ϑ˜i − ϑ∗)3|
(ϑ˜i − ϑ∗)2
=
1
6
|(gTn,ϑ∗)′′′( ˜˜ϑi)||ϑ˜i − ϑ∗|.
Daraus folgt fu¨r genu¨gend großes i ∈ N
sup
n∈N
|rTn (ϑ˜i)|
(ϑ˜i − ϑ∗)2
≤ 1
6
sup
n∈N
sup
ϑ∈U
|(gTn,ϑ∗)′′′(ϑ)||ϑ˜i − ϑ∗| → 0 fu¨r i→∞,
sodass die Bedingung limi→∞ supn∈N |rTn (ϑ˜i)|/(ϑ˜i − ϑ∗)2 = 0 fu¨r alle Folgen (ϑ˜i)i∈N
mit ϑ˜i 6= ϑ∗ fu¨r alle i ∈ N und limi→∞ ϑ˜i = ϑ∗ aus (A3) erfu¨llt ist.
3.2.4 Lemma: Die Tests T und T ′ erfu¨llen (A1) und (A2). Dann gilt
lim
n→∞
evolT ′,T,n(ϑ
∗) = lim
n→∞
(∫
e−g
T
n,ϑ∗
(ϑ)ndϑ∫
e−g
T ′
n,ϑ∗
(ϑ)ndϑ
)2
.
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Existiert zusa¨tzlich die Pitman-Effizienz ePT ′,T (ϑ
∗) und gilt 0 < ePT ′,T (ϑ
∗) <∞, so gilt auch
lim
n→∞
evolT ′,T,n(ϑ
∗) = ePT ′,T (ϑ
∗) lim
i→∞
( ∫
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ∫
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
)2
.
Beweis: Zuna¨chst ist festzustellen, dass aufgrund der Gestalt des vorliegenden Tests
Pϑ∗
(
Tn(ϑ) ≥ cn(ϑ)
)
= Pϑ∗(ϑ < a
T
n ) + Pϑ′(ϑ ≥ bTn ), ϑ ∈ R,
a¨quivalent
−ρTn,ϑ∗(ϑ) = Pϑ∗(bTn ≤ ϑ)− Pϑ∗(aTn ≤ ϑ), ϑ ∈ R,
gilt, und genauso
−ρT ′n,ϑ∗(ϑ) = Pϑ∗(bT
′
n ≤ ϑ)− Pϑ∗(aT
′
n ≤ ϑ), ϑ ∈ R.
Es ist4
lim
n→∞
evolT ′,T,n(ϑ
∗) =
(
cTϑ∗
cT
′
ϑ∗
)2
= lim
n→∞
(
Eϑ∗
(√
n(bTn − aTn )
)
Eϑ∗
(√
n(bT ′n − aT ′n )
))2
= lim
n→∞
(
Eϑ∗(b
T
n − aTn )
Eϑ∗(bT
′
n − aT ′n )
)2
= lim
n→∞
(∫
ϑdρTn,ϑ∗(ϑ)∫
ϑdρT
′
n,ϑ∗(ϑ)
)2
.
Es folgt mit Hilfe von partieller Integration
lim
n→∞
∫
ϑdρTn,ϑ∗(ϑ)∫
ϑdρT
′
n,ϑ∗(ϑ)
= lim
n→∞
∫
ρTn,ϑ∗(ϑ)dϑ∫
ρT
′
n,ϑ∗(ϑ)dϑ
= lim
n→∞
∫
e−g
T
n,ϑ∗
(ϑ)ndϑ∫
e−g
T ′
n,ϑ∗
(ϑ)ndϑ
,
und damit insgesamt
lim
n→∞
evolT ′,T,n(ϑ
∗) = lim
n→∞
(∫
e−g
T
n,ϑ∗
(ϑ)ndϑ∫
e−g
T ′
n,ϑ∗
(ϑ)ndϑ
)2
,
also die erste Aussage. Nun seien NT,i und NT ′,i entsprechend des Unterabschnittes 2.4
gewa¨hlt. Aufgrund der generellen Voraussetzungen in Unterabschnitt 2.1 gilt limi→∞NT,i =
limi→∞NT ′,i =∞, und somit
lim
n→∞
evolT ′,T,n(ϑ
∗) =
(
cTϑ∗
cT
′
ϑ∗
)2
= lim
i→∞
NT,i
NT ′,i
(
Eϑ∗(b
T
NT,i
− aTNT,i)
Eϑ∗(bT
′
NT ′,i
− aT ′NT ′,i)
)2
= ePT ′,T (ϑ
∗) lim
i→∞
( ∫
ϑdρTNT,i,ϑ∗(ϑ)∫
ϑdρT
′
NT ′,i,ϑ
∗(ϑ)
)2
.
4Die hier genannte Integration ist in dem Sinne dρTn,ϑ∗(·) := dPϑ∗(bTn ≤ ·)−dPϑ∗(aTn ≤ ·) zu verstehen.
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Erneut mit Hilfe von partieller Integration folgt
lim
i→∞
∫
ϑdρTNT,i,ϑ∗(ϑ)∫
ϑdρT
′
NT ′,i,ϑ
∗(ϑ)
= lim
i→∞
∫
ρTNT,i,ϑ∗(ϑ)dϑ∫
ρT
′
NT ′,i,ϑ
∗(ϑ)dϑ
= lim
i→∞
∫
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ∫
e
−gV
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
,
also insgesamt
lim
n→∞
evolT ′,T,n(ϑ
∗) = ePT ′,T (ϑ
∗) lim
i→∞
( ∫
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ∫
e
−gV
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
)2
und so die Behauptung. 
3.2.5 Satz: Die Tests T und T ′ erfu¨llen (A1) - (A3). Fu¨r ein 0 < γ < 1− α existiere fu¨r
jedes 0 < β < γ eine Folge (ϑi)i∈N, sodass die Pitman-Effizienz bei zugrunde liegender Folge
(ϑi)i∈N und zugrunde liegendem β im Sinne der Definition aus Unterabschnitt 2.4 existiert
mit 0 < ePT ′,T (ϑ
∗) < ∞. Zudem ha¨nge ePT ′,T (ϑ∗) nicht von (ϑi)i∈N, (βTi )i∈N, (βT ′i )i∈N und
β ∈ (0, γ) ab. Dann gilt
lim
n→∞
evolT ′,T,n(ϑ
∗) = ePT ′,T (ϑ
∗).
Beweis: Nach Lemma 3.2.4 genu¨gt es,
lim
i→∞
∫
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ∫
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
= 1
zu zeigen. Da die Pitman-Effizienz nicht mehr von der Folge (ϑi)i∈N abha¨ngt, sowie wegen
(A3), kann ohne Einschra¨nkung ϑi > ϑ
∗ fu¨r alle i ∈ N angenommen werden. Da dann
wegen (A3) fu¨r genu¨gend großes i ∈ N alle Bedingungen von Lemma 3.2.1 erfu¨llt sind,
folgt mit Hilfe dieses Lemmas fu¨r genu¨gend großes i ∈ N
∫
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ∫
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
=
∞∫
ϑ∗
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ
∞∫
ϑ∗
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
≤
ϑi∫
ϑ∗
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ+
∞∫
ϑi
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ
ϑi∫
ϑ∗
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
≤
ϑi∫
ϑ∗
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ+ e
−gT
NT,i,ϑ
∗ (ϑi)NT,i
e
−gT
NT,i,ϑ
∗ (ϑ
∗)NT,i−e
−gT
NT,i,ϑ
∗ (ϑi)NT,i
ϑi∫
ϑ∗
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ
ϑi∫
ϑ∗
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
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=(
1 +
ρTNT,i,ϑ∗(ϑi)
ρTNT,i,ϑ∗(ϑ
∗)− ρTNT,i,ϑ∗(ϑi)
) ϑi∫
ϑ∗
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ
ϑi∫
ϑ∗
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
.
Wegen (A3) und limi→∞NT,i =∞ gilt fu¨r genu¨gend großes i ∈ N ρTNT,i,ϑ∗(ϑi) = ρTNT,i,ϑi(ϑ∗),
und daher aufgrund von (2.4.6) limi→∞ ρTNT,i,ϑ∗(ϑi) = limi→∞ ρ
T
NT,i,ϑi
(ϑ∗) = β. Da Folgen
von Tests zum Testniveau α vorliegen, die asymptotisch das Testniveau exakt einhalten,
gilt wegen limi→∞NT,i =∞ außerdem limi→∞ ρTNT,i,ϑ∗(ϑ∗) = 1− α, womit
lim
i→∞
(
1 +
ρTNT,i,ϑ∗(ϑi)
ρTNT,i,ϑ∗(ϑ
∗)− ρTNT,i,ϑ∗(ϑi)
)
= 1 +
β
1− α− β =
1− α
1− α− β
folgt.
Es la¨sst sich auch aufgrund von (A3) fu¨r die Funktionen gTn,ϑ∗ und g
T ′
n,ϑ∗ eine Entwick-
lung um ϑ∗ gema¨ß
gTn,ϑ∗(ϑ) = a
T
0,n + a
T
1,n(ϑ− ϑ∗) + aT2,n(ϑ− ϑ∗)2 + rTn (ϑ), ϑ ∈ [ϑ∗,∞),
gT
′
n,ϑ∗(ϑ) = a
T ′
0,n + a
T ′
1,n(ϑ− ϑ∗) + aT
′
2,n(ϑ− ϑ∗)2 + rT
′
n (ϑ), ϑ ∈ [ϑ∗,∞),
anbringen. Wegen
gTn,ϑ∗(ϑ
∗)n = − log (ρTn,ϑ∗(ϑ∗)), gT ′n,ϑ∗(ϑ∗)n = − log (ρT ′n,ϑ∗(ϑ∗))
und da aufgrund von (A3) aT1,n = a
T ′
1,n = 0 fu¨r genu¨gend große n ∈ N gelten muss, verein-
fachen sich diese Darstellungen zu
gTn,ϑ∗(ϑ) = −
log
(
ρTn,ϑ∗(ϑ
∗)
)
n
+ aT2,n(ϑ− ϑ∗)2 + rTn (ϑ), ϑ ∈ [ϑ∗,∞),
gT
′
n,ϑ∗(ϑ) = −
log
(
ρT
′
n,ϑ∗(ϑ
∗)
)
n
+ aT
′
2,n(ϑ− ϑ∗)2 + rT
′
n (ϑ), ϑ ∈ [ϑ∗,∞).
Wegen limi→∞ ρTNT,i,ϑ∗(ϑi) = β und limi→∞ ρ
T ′
NT ′,i,ϑ
∗(ϑi) = β ist nach Definition
lim
i→∞
gTNT,i,ϑ∗(ϑi)NT,i = limi→∞
gT
′
NT ′,i,ϑ
∗(ϑi)NT ′,i = − log β <∞.
Daher ist
lim sup
i→∞
(ϑi − ϑ∗)2NT,i <∞, lim sup
i→∞
(ϑi − ϑ∗)2NT ′,i <∞.
Dies sieht man wie folgt ein: Wa¨re z.B. lim supi→∞(ϑi − ϑ∗)2NT,i =∞, so mu¨sste wegen
lim inf
i→∞
aT2,NT,i > 0 und limi→∞
|rTNT,i(ϑi)|
(ϑi − ϑ∗)2 ≤ limi→∞
supn∈N |rTn (ϑi)|
(ϑi − ϑ∗)2 = 0,
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was wegen (A3) gilt, auch
lim sup
i→∞
(
aT2,NT,iNT,i(ϑi − ϑ∗)2 +NT,irTNT,i(ϑi)
)
= lim sup
i→∞
(
NT,i(ϑi − ϑ∗)2
(
aT2,NT,i +
rTNT,i(ϑi)
(ϑi − ϑ∗)2
))
=∞
folgen, sodass insgesamt
lim sup
i→∞
gTNT,i,ϑ∗(ϑi)NT,i =∞
gelten mu¨sste, was aber wegen limi→∞ gTNT,i,ϑ∗(ϑi)NT,i = − log β <∞ nicht sein kann.
Da Folgen von Tests zum Testniveau α vorliegen, die asymptotisch das Testniveau ein-
halten, gilt außerdem
lim
n→∞
gTNT,i,ϑ∗(ϑ
∗)NT,i = lim
n→∞
− log (ρTn,ϑ∗(ϑ∗)) = − log(1− α),
lim
n→∞
gT
′
NT ′,i,ϑ
∗(ϑ∗)NT ′,i = lim
n→∞
− log (ρT ′n,ϑ∗(ϑ∗)) = − log(1− α).
Nun sei (ϑ˜i)i∈N eine beliebige Folge mit ϑ˜i ∈ (ϑ∗, ϑi] fu¨r alle i ∈ N. Dann ergibt sich durch
einfache Umformung
|gTNT,i,ϑ∗(ϑ˜i)NT,i − gT
′
NT ′,i,ϑ
∗(ϑ˜i)NT ′,i|
=
∣∣− log (ρTn,ϑ∗(ϑ∗))+ aT2,NT,i(ϑ˜i − ϑ∗)2NT,i +NT,irTNT,i(ϑ˜i)
+ log
(
ρT
′
n,ϑ∗(ϑ
∗)
)− aT ′2,NT ′,i(ϑ˜i − ϑ∗)2NT ′,i −NT ′,irT ′NT ′,i(ϑ˜i)∣∣
=
∣∣∣∣(ϑ˜i − ϑ∗)2(ϑi − ϑ∗)2
(
− log (ρTn,ϑ∗(ϑ∗))+ aT2,NT,i(ϑi − ϑ∗)2NT,i +NT,irTNT,i(ϑi)
+ log
(
ρT
′
n,ϑ∗(ϑ
∗)
)− aT ′2,NT ′,i(ϑi − ϑ∗)2NT ′,i −NT ′,irT ′NT ′,i(ϑi))
+
(ϑ˜i − ϑ∗)2
(ϑi − ϑ∗)2
(
log
(
ρTn,ϑ∗(ϑ
∗)
)− log (ρT ′n,ϑ∗(ϑ∗)))− log (ρTn,ϑ∗(ϑ∗))+ log (ρT ′n,ϑ∗(ϑ∗))
+
(ϑ˜i − ϑ∗)2
(ϑi − ϑ∗)2
(
−NT,irTNT,i(ϑi) +NT ′,irT
′
NT ′,i
(ϑi)
)
+NT,ir
T
NT,i
(ϑ˜i)−NT ′,irT ′NT ′,i(ϑ˜i)
∣∣∣∣
=
∣∣∣∣(ϑ˜i − ϑ∗)2(ϑi − ϑ∗)2 (gTNT,i,ϑ∗(ϑi)NT,i − gT ′NT ′,i,ϑ∗(ϑi)NT ′,i)
+
(ϑ˜i − ϑ∗)2
(ϑi − ϑ∗)2
(
log
(
ρTn,ϑ∗(ϑ
∗)
)− log (ρT ′n,ϑ∗(ϑ∗)))− log (ρTn,ϑ∗(ϑ∗))+ log (ρT ′n,ϑ∗(ϑ∗))
− (ϑ˜i − ϑ∗)2NT,i
rTNT,i(ϑi)
(ϑi − ϑ∗)2 + (ϑ˜i − ϑ
∗)2NT ′,i
rT
′
NT ′,i
(ϑi)
(ϑi − ϑ∗)2
+ (ϑ˜i − ϑ∗)2NT,i
rTNT,i(ϑ˜i)
(ϑ˜i − ϑ∗)2
− (ϑ˜i − ϑ∗)2NT ′,i
rT
′
NT ′,i
(ϑ˜i)
(ϑ˜i − ϑ∗)2
∣∣∣∣,
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woraus mit Hilfe der bisherigen U¨berlegungen
|gTNT,i,ϑ∗(ϑ˜i)NT,i − gT
′
NT ′,i,ϑ
∗(ϑ˜i)NT ′,i|
≤ (ϑ˜i − ϑ
∗)2
(ϑi − ϑ∗)2︸ ︷︷ ︸
≤1
|gTNT,i,ϑ∗(ϑi)NT,i − gT
′
NT ′,i,ϑ
∗(ϑi)NT ′,i|︸ ︷︷ ︸
→0
+
(ϑ˜i − ϑ∗)2
(ϑi − ϑ∗)2︸ ︷︷ ︸
≤1
∣∣ log (ρTn,ϑ∗(ϑ∗))− log (ρT ′n,ϑ∗(ϑ∗))∣∣︸ ︷︷ ︸
→0
+
∣∣− log (ρTn,ϑ∗(ϑ∗))+ log (ρT ′n,ϑ∗(ϑ∗))∣∣︸ ︷︷ ︸
→0
+ (ϑ˜i − ϑ∗)2NT,i︸ ︷︷ ︸
≤(ϑi−ϑ∗)2NT,i
|rTNT,i(ϑi)|
(ϑi − ϑ∗)2︸ ︷︷ ︸
→0
+(ϑ˜i − ϑ∗)2NT ′,i︸ ︷︷ ︸
≤(ϑi−ϑ∗)2NT,′i
|rT ′NT ′,i(ϑi)|
(ϑi − ϑ∗)2︸ ︷︷ ︸
→0
+ (ϑ˜i − ϑ∗)2NT,i︸ ︷︷ ︸
≤(ϑi−ϑ∗)2NT,i
|rTNT,i(ϑ˜i)|
(ϑ˜i − ϑ∗)2︸ ︷︷ ︸
→0
+(ϑ˜i − ϑ∗)2NT ′,i︸ ︷︷ ︸
≤(ϑi−ϑ∗)2NT ′,i
|rT ′NT ′,i(ϑ˜i)|
(ϑ˜i − ϑ∗)2︸ ︷︷ ︸
→0
−→ 0 fu¨r n→∞
folgt.
Also gilt fu¨r beliebige Folgen (ϑ˜i)i∈N mit ϑ˜i ∈ (ϑ∗, ϑi] fu¨r alle i ∈ N
lim
i→∞
|gTNT,i,ϑ∗(ϑ˜i)NT,i − gT
′
NT ′,i,ϑ
∗(ϑ˜i)NT ′,i| = 0
und man erha¨lt
lim
i→∞
sup
ϑ∈(ϑ∗,ϑi]
∣∣∣∣ e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
− 1
∣∣∣∣ = limi→∞ supϑ∈(ϑ∗,ϑi]
∣∣∣∣e−gTNT,i,ϑ∗ (ϑ)NT,i+gT ′NT ′,i,ϑ∗ (ϑ)NT ′,i − 1
∣∣∣∣ = 0.
Somit sind die Bedingungen von Lemma 3.2.2 sind erfu¨llt und es ist daher
lim
i→∞
ϑi∫
ϑ∗
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ
ϑi∫
ϑ∗
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
= 1.
Insgesamt resultiert einerseits
lim
i→∞
∫
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ∫
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
≤ 1− α
1− α− β .
Durch die gleiche Behandlung des Kehrwertes des Integrals erha¨lt man andererseits
lim
i→∞
∫
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ∫
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
≥ 1− α− β
1− α .
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Da ePT ′,T (ϑ
∗) nach Annahme nicht von β oder (ϑi)i∈N abha¨ngt, genauso wie limn→∞ evolT ′,T,n(ϑ
∗),
folgt aufgrund der nach Lemma 3.2.4 gegebenen Darstellung
lim
n→∞
evolT ′,T,n(ϑ
∗) = ePT ′,T (ϑ
∗) lim
i→∞
( ∫
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ∫
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
)2
,
dass auch der Term
lim
i→∞
∫
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ∫
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
nicht mehr von β oder (ϑi)i∈N abha¨ngen kann.
Nach Annahme ist fu¨r ein 0 < γ < 1 − α fu¨r jedes 0 < β < γ die Existenz einer Fol-
ge (ϑi)i∈N gesichert, sodass die Pitman-Effizienz bei zugrunde liegender Folge (ϑi)i∈N und
zugrunde liegendem β im Sinne der Definition aus Unterabschnitt 2.4 existiert. Daher
ko¨nnen wir (ϑi)i∈N so wa¨hlen, dass β > 0 beliebig klein wird. Somit folgt fu¨r β ↓ 0
lim
i→∞
∫
e
−gT
NT,i,ϑ
∗ (ϑ)NT,i
dϑ∫
e
−gT ′
NT ′,i,ϑ
∗ (ϑ)NT ′,i
dϑ
= 1
und damit die Behauptung. 
3.2.6 Bemerkung: Im Fall dass es sich bei den betrachteten Tests jeweils um den Likelihood-
Quotienten-Test oder den Waldschen Test handelt, so erha¨lt man
lim
n→∞
evolT ′,T,n(ϑ
∗) = ePT ′,T (ϑ
∗)
unter anderen Voraussetzungen. Betrachte hierzu die Unterabschnitte 4.2 und 4.4.
3.2.7 Bemerkung: Die in Satz 3.2.5 genannte Aussage fu¨r die Pitman-Effizienz la¨sst sich
nicht fu¨r ho¨herdimensionale Testprobleme in der Form H : ϑ = ϑ0, K : ϑ 6= ϑ0, mit
ϑ0 ∈ Rd, d > 1, verallgemeinern. Betrachte hierzu die Ausfu¨hrungen in Unterabschnitt 4.4.
Zur Vorbereitung auf das kommende Beispiel formulieren wir eine Hilfsaussage.
3.2.8 Lemma: Es sei u ∈ (0,∞) und die Funktion h : (0,∞)→ (0,∞) sei definiert durch
h(t) =
ϕ(t)− ϕ(t+ u)
Φ(t+ u)− Φ(t) , t ∈ (0,∞),
mit ϕ als Dichtefunktion der Standardnormalverteilung bezu¨glich des Lebesgue-Borelschen
Maßes und Φ als Verteilungsfunktion der Standardnormalverteilung. Dann ist die Funktion
h streng monoton wachsend.
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Beweis: Fu¨r t ∈ (0,∞) ist
h(t) =
ϕ(t)
Φ(t+ u)− Φ(t)
(
1− ϕ(t+ u)
ϕ(t)
)
=
ϕ(t)
Φ(t+ u)− Φ(t)
(
1− exp
(
−ut− 1
2
u2
))
.
Die Behauptung ist bewiesen, wenn wir zeigen, dass die Funktion
w(t) =
ϕ(t)
Φ(t+ u)− Φ(t) , t ∈ (0,∞),
streng monoton wachsend ist. Dazu stellen wir
w′(t) =
−tϕ(t) (Φ(t+ u)− Φ(t))− ϕ(t) (ϕ(t+ u)− ϕ(t))
(Φ(t+ u)− Φ(t))2
=
ϕ(t)
(Φ(t+ u)− Φ(t))2 z(t), t ∈ (0,∞),
mit
z(t) = ϕ(t)− ϕ(t+ u)− t (Φ(t+ u)− Φ(t)) , t ∈ (0,∞),
fest. Wir wollen beweisen, dass z positiv ist. Wegen
z′(t) = −tϕ(t) + (t+ u)ϕ(t+ u)− (Φ(t+ u)− Φ(t))− t (ϕ(t+ u)− ϕ(t))
= uϕ(t+ u)− (Φ(t+ u)− Φ(t))
= uϕ(t+ u)−
∫ t+u
t
ϕ(s) ds
< uϕ(t+ u)− uϕ(t+ u) = 0
fu¨r t ∈ (0,∞) ist z streng monoton fallend. Da
lim
t→∞
z(t) = 0
ist, ist z positiv und damit die behauptete Aussage bewiesen. 
3.2.9 Beispiel: Wir betrachten ein Modell a¨hnlich dem Beispiel 1.1.1: Beim Vergleich von
verbundener und unabha¨ngiger Stichprobenerhebung sind im verbundenen Stichprobenfall
mit (X1Y1 ), . . . , (
Xn
Yn
) unabha¨ngig und identisch verteilte R2-wertige Zufallsvektoren gegeben,
die jeweils die gemeinsame bivariate Normalverteilung(
X1
Y1
)
∼ N2
((
a
b
)
,
(
σ2 σ2ρ
σ2ρ σ2
))
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besitzen, wobei a, b ∈ R unbekannt, und σ2 > 0 und ρ ∈ (−1, 1) bekannt seien. Es sei
µ := a− b. Fu¨r ein gegebenes µ0 ∈ R betrachten wir zur Behandlung des Testproblems
H : µ = µ0, K : µ 6= µ0
die Testgro¨ße
Tn(µ0) =
√
n|Xn − Y n − µ0|√
2σ2(1− ρ) ,
und schlagen zur Behandlung des Testproblems fu¨r ein vorgegebenes Testniveau α ∈ (0, 1)
den Test
”
Verwirf H, falls Tn(µ0) ≥ u1−α/2“
vor.
Im unabha¨ngigen Stichprobenfall sollen dagegen mit X ′1, . . . , X
′
n und Y
′
1 , . . . , Y
′
n zwei von-
einander unabha¨ngige Stichproben unabha¨ngiger und identisch verteilter R-wertiger Zu-
fallsvariablen vorliegen, die jeweils entsprechend
X ′1 ∼ N(a, σ2), Y ′1 ∼ N(b, σ2)
verteilt sind, wobei a, b ∈ R unbekannt seien, und σ2 > 0 bekannt. Zur Behandlung des
Testproblems
H : µ = µ0, K : µ 6= µ0
betrachten wir die Testgro¨ße
T ′n(µ0) =
√
n|X ′n − Y ′n − µ0|√
2σ2
,
und schlagen zur Behandlung des Testproblems fu¨r ein vorgegebenes Testniveau α ∈ (0, 1)
den Test
”
Verwirf H, falls T ′n(µ0) ≥ u1−α/2“
vor.
Sowohl im verbundenen als auch im unabha¨ngigen Stichprobenfall halten die Tests das
Testniveau fu¨r alle n ∈ N exakt ein, was wie in Beispiel 1.1.1 begru¨ndet werden kann.
Im verbundenen Stichprobenfall kann der Test mit Hilfe eines Konfidenzintervalls gema¨ß
”
Verwirf H, falls
0 6∈ [Xn − Y n − µ0 −
√
2σ2(1− ρ)u1−α/2/
√
n︸ ︷︷ ︸
=aTn
, Xn − Y n − µ0 +
√
2σ2(1− ρ)u1−α/2/
√
n︸ ︷︷ ︸
=bTn
)“
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formuliert werden.
Im unabha¨ngigen Stichprobenfall kann der zugeho¨rige Test mit Hilfe eines Konfidenzin-
tervalls gema¨ß
”
Verwirf H, falls
0 6∈ [X ′n − Y ′n − µ0 −
√
2σ2u1−α/2/
√
n︸ ︷︷ ︸
=aT
′
n
, X ′n − Y ′n − µ0 +
√
2σ2u1−α/2/
√
n︸ ︷︷ ︸
=bT
′
n
)“
formuliert werden.
Es ist
Eµ
(√
n(bTn − aTn )
)
= 2
√
2σ2(1− ρ)u1−α/2, Eµ
(√
n(bT
′
n − aT
′
n )
)
= 2
√
2σ2u1−α/2,
sodass sich fu¨r die zugeho¨rigen Effizienzen basierend auf den Intervallla¨ngen
evolT ′,T,n =
(
Eµ
(√
n(bTn − aTn )
)
Eµ
(√
n(bT ′n − aT ′n )
))2 = ( Eµ (√n(bTn − aTn ))
Eµ
(√
n(bT ′n − aT ′n )
))2 = 1− ρ = eLvolT ′,T,n = lim
n→∞
evolT ′,T,n
ergibt.
Im verbundenen Stichprobenfall handelt es sich um den Likelihood-Quotienten-Test, wenn
als Beobachtungen die ZufallsvariablenX1−Y1, . . . , Xn−Yn zugrunde liegen. Die zugeho¨rige
Fisher-Information hat die Gestalt iX1−Y1(µ0) = 1/2σ
2(1− ρ).
Im unabha¨ngigen Stichprobenfall handelt es sich um den Likelihood-Quotienten-Test, wenn
als Beobachtungen die Zufallsvariablen (
X′1
Y ′1
), . . . , (X
′
n
Y ′n
) zugrunde liegen. Die zugeho¨rige
Fisher-Information hat die Gestalt i(X′1,Y ′1)(µ0) = 1/2σ
2.
Somit folgt mit Korollar 4.2.5 fu¨r die Pitman-Effizienz der Tests
ePT ′,T =
2σ2(1− ρ)
2σ2
= 1− ρ = lim
n→∞
evolT ′,T,n.
Diese Resultate mo¨chten wir nun mit Hilfe von Lemma 3.2.4 und Satz 3.2.5 besta¨tigen. In
der vorliegenden Situation ergibt eine kurze Rechnung, welche analog zu der in Beispiel
1.1.1 pra¨sentierten Rechnung ist, dass sich fu¨r Alternativen der Form µn = µ
∗ + k/
√
n,
n ∈ N, mit einem k ∈ R \ {0}, und fu¨r h(n) := n/(1− ρ), n ∈ N,
Pµn
(
Tn(µ
∗) < u1−α/2
)
= Pµn
(
Th(n)(µ
∗) < u1−α/2
)
= χu1−α/2
(
k√
2σ2(1− ρ)
)
ergibt, wobei wir fu¨r y > 0
χy(x) := Φ(y − x)− Φ(−y − x), x ∈ R,
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definieren.
Es ist lim|x|→∞ χu1−α/2(x) = 0, χu1−α/2(x) < 1−α fu¨r alle x ∈ R\{0} und limx→0 χu1−α/2(x) =
χu1−α/2(0) = 1− α. Also existiert fu¨r jedes β ∈ (0, 1− α) ein k ∈ R \ {0} mit
Pµ∗+k/√n
(
Tn(µ
∗) < u1−α/2
)
= Pµ∗+k/√n
(
Th(n)(µ
∗) < u1−α/2
)
= β.
Fu¨r die Ableitung der Abbildung χy gilt fu¨r jedes y > 0
χ′y(x) = −ϕ(y − x) + ϕ(−y − x) = −ϕ(y − x) + ϕ(y + x)
{
< 0, x > 0
> 0, x < 0
,
mit ϕ als Dichtefunktion der Standardnormalverteilung. Zudem haben wir fu¨r µ ∈ R\{µ∗}
Pµ
(
Tn(µ
∗) < u1−α/2
)
= χu1−α/2
( √
n√
2σ2(1− ρ)(µ− µ
∗)
)
,
Pµ
(
Th(n)(µ
∗) < u1−α/2
)
= χu1−α/2
( √
n√
2σ2
(µ− µ∗)
)
.
Daher sind fu¨r alle µ ∈ R \ {µ∗} die Abbildungen
n 7→ Pµ
(
Tn(µ
∗) < u1−α/2
)
und n 7→ Pµ
(
Tn(µ
∗) < u1−α/2
)
streng monoton fallend. Unter Beachtung von Bemerkung 2.4.1 ist damit fu¨r jedes
0 < β < 1 − α die Existenz einer Folge (ϑi)i∈N sichergestellt, sodass die Pitman-Effizienz
bei zugrunde liegender Folge (ϑi)i∈N und zugrunde liegendem β im Sinne der Definition
aus Unterabschnitt 2.4 existiert.
Es ist also
ρTn,µ∗(µ) = χu1−α/2
( √
n√
2σ2(1− ρ)(µ
∗ − µ)
)
, ρT
′
n,µ∗(µ) = χu1−α/2
( √
n√
2σ2
(µ∗ − µ)
)
,
und daher
gTn,µ∗(µ) = −
1
n
logχu1−α/2
( √
n√
2σ2(1− ρ)(µ
∗ − µ)
)
,
gT
′
n,µ∗(µ) = −
1
n
logχu1−α/2
( √
n√
2σ2
(µ∗ − µ)
)
.
Es ist wegen
Eµ∗
(√
n(bTn − aTn )
)
= 2
√
2σ2(1− ρ)u1−α/2, Eµ∗
(√
n(bT
′
n − aT
′
n )
)
= 2
√
2σ2u1−α/2
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Bedingung (A1) erfu¨llt, und natu¨rlich ist auch (A2) erfu¨llt. Dann ist wegen χy(x) = χy(−x)
fu¨r alle x ∈ R und alle y > 0 mit Satz 3.2.4
lim
n→∞
evolT ′,T,n(µ
∗) = lim
n→∞
(∫
e−g
T
n,µ∗
(µ)ndµ∫
e−g
T ′
n,µ∗
(µ)ndµ
)2
= lim
n→∞
(∫
ρTn,µ∗(µ)dµ∫
ρT
′
n,µ∗(µ)dµ
)2
= lim
n→∞
(∫ χu1−α/2( √n√2σ2(1−ρ)(µ∗ − µ))dµ∫
χu1−α/2
( √
n√
2σ2
(µ∗ − µ))dµ
)2
= lim
n→∞
(∫∞
µ∗
χu1−α/2
( √
n√
2σ2(1−ρ)(µ
∗ − µ))dµ∫∞
µ∗
χu1−α/2
( √
n√
2σ2
(µ∗ − µ))dµ
)2
= lim
n→∞
(∫∞
0
χu1−α/2
( √
n√
2σ2(1−ρ)µ
)
dµ∫∞
0
χu1−α/2
( √
n√
2σ2
µ
)
dµ
)2
= lim
n→∞
(√2σ2(1−ρ)√
n
∫∞
0
χu1−α/2
(
µ
)
dµ
√
2σ2√
n
∫∞
0
χu1−α/2
(
µ
)
dµ
)2
= 1− ρ.
Um die Bedingungen in (A3) zu u¨berpru¨fen, setzen wir
fTn (x) := −
1
n
logχu1−α/2
( √
n√
2σ2(1− ρ)x
)
, x ∈ R,
fT
′
n (x) := −
1
n
logχu1−α/2
( √
n√
2σ2
x
)
, x ∈ R.
Es gilt wie oben erwa¨hnt χy(x) = χy(−x) fu¨r alle x ∈ R und alle y > 0, und deshalb
gTn,µ∗(µ) = f
T
n (|µ∗ − µ|), gT
′
n,µ∗(µ) = f
T ′
n (|µ∗ − µ|).
Es ist die Funktion χy fu¨r alle y > 0 auf [0,∞]zweimal stetig differenzierbar, und daher
sind auch fTn und f
T ′
n auf [0,∞] zweimal stetig differenzierbar. Fu¨r die Ableitung dieser
Funktionen gilt
(fTn )
′(x) = − 1
n
√
n√
2σ2(1− ρ)
χ′u1−α/2
( √
n√
2σ2(1−ρ)x
)
χu1−α/2
( √
n√
2σ2(1−ρ)x
) , x > 0,
(fT
′
n )
′(x) = − 1
n
√
n√
2σ2
χ′u1−α/2
( √
n√
2σ2
x
)
χu1−α/2
( √
n√
2σ2
x
) , x > 0.
Es ist χy(x) > 0 fu¨r alle x > 0 und y > 0. Fu¨r die Ableitung der Abbildung χy gilt zudem
fu¨r jedes y > 0 χ′y(x) < 0, x > 0, was wir bereits oben sahen. Somit sind die Ableitungen
der Funktionen fTn und f
T ′
n auf (0,∞) strikt positiv. In der Tat sind die Ableitungen der
Funktionen fTn und f
T ′
n auf (0,∞) auch monoton wachsend; siehe Lemma 3.2.8.
Weiter ist fu¨r jedes y > 0
χ′′y(x) = ϕ
′(y − x)− ϕ′(−y − x)
= − 1√
2π
(y − x)e− 12 (y−x)2 + 1√
2π
(−y − x)e− 12 (−y−x)2 , x ∈ R,
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also fu¨r jedes y > 0
χ′′y(0) = −
2√
2π
ye−
1
2
y2 .
Zudem ist
(gTn,µ∗)
′′(µ) =− 1
2σ2(1− ρ)
χ′′u1−α/2
( √
n√
2σ2(1−ρ)(µ
∗ − µ)
)
χu1−α/2
( √
n√
2σ2(1−ρ)(µ
∗ − µ)
)
+
1
2σ2(1− ρ)
χ′u1−α/2
( √
n√
2σ2(1−ρ)(µ
∗ − µ)
)2
χu1−α/2
( √
n√
2σ2(1−ρ)(µ
∗ − µ)
)2 ,
(gT
′
n,µ∗)
′′(µ) =− 1
2σ2
χ′′u1−α/2
( √
n√
2σ2
(µ∗ − µ)
)
χu1−α/2
( √
n√
2σ2
(µ∗ − µ)
) + 1
2σ2
χ′u1−α/2
( √
n√
2σ2
(µ∗ − µ)
)2
χu1−α/2
( √
n√
2σ2
(µ∗ − µ)
)2 .
Wegen χy(0) = 2Φ(y)− 1 und χ′y(0) = 0 fu¨r jedes y > 0 folgt daher fu¨r jedes y > 0
aT2,n = (g
T
n,µ∗)
′′(µ∗) = − 1
2σ2(1− ρ)
χ′′u1−α/2(0)
2Φ(u1−α/2)− 1 =
1
2σ2(1− ρ)
2√
2π
u1−α/2e
− 1
2
u2
1−α/2
2Φ(u1−α/2)− 1 > 0,
aT
′
2,n = (g
T ′
n,µ∗)
′′(µ∗) = − 1
2σ2
χ′′u1−α/2(0)
2Φ(u1−α/2)− 1 =
1
2σ2
2√
2π
u1−α/2e
− 1
2
u2
1−α/2
2Φ(u1−α/2)− 1 > 0.
Somit ist auch lim infn→∞ aT2,n > 0 und lim infn→∞ a
T ′
2,n > 0 erfu¨llt. Ebenso existiert eine
Umgebung U um µ∗ mit
sup
n∈N
sup
µ∈U
|(gTn,µ∗)′′′(µ)| <∞ und sup
n∈N
sup
µ∈U
|(gT ′n,µ∗)′′′(µ)| <∞,
sodass wegen Bemerkung 3.2.3 Teil e) auch limi→∞ supn∈N |rVn (ϑ˜i)|/(ϑ˜i − ϑ∗)2 = 0 fu¨r alle
Folgen (ϑ˜i)i∈N mit ϑ˜i 6= ϑ∗ fu¨r alle i ∈ N und limi→∞ ϑ˜i = ϑ∗ erfu¨llt ist.
Also gilt neben (A1) und (A2) auch (A3) und es folgt mit Satz und 3.2.5
ePT ′,T = lim
n→∞
evolT ′,T,n = 1− ρ.
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4 Effizienzen beim Vergleich von Experimenten
4.1 Modell
Fu¨r das zugrunde liegende Modell in diesem Abschnitt soll die Basis das in Unterabschnitt
1.2 formulierte Grundmodell mit einer wie folgt strukturierten Parametermenge Θ sein.
Fu¨r k, k′, d1 ∈ N mit d1 ≤ k und d1 ≤ k′ sei
∅ 6= Θ ⊂ Rd1 × Rk−d1 × Rk′−d1 .
Elemente ϑ ∈ Θ sollen in der Folge gema¨ß ϑ = (ϑ1, ϑ2, ϑ′2) ∈ Rd1 × Rk−d1 × Rk′−d1 ge-
schrieben werden. Ha¨ufig ist es zweckma¨ßig, Θ als Teilmenge Θ ⊂ Rk+k′−d1 und Elemente
ϑ = (ϑ1, ϑ2, ϑ
′
2) ∈ Θ ⊂ Rd1 × Rk−d1 × Rk′−d1 als Spaltenvektoren
ϑ =

ϑ1ϑ2
ϑ′2

 ∈ Θ ⊂ Rk+k′−d1
aufzufassen, um wie gewohnt rechnen zu ko¨nnen. Wir erinnern an die in Abschnitt 1.2
eingefu¨hrten Folgen von je unabha¨ngigen und identisch verteilten Zufallsvariablen ζj, j ∈ N,
und ζ ′j, j ∈ N, und verlangen, dass
P ζ1(ϑ1,ϑ2,ϑ′2)
= P ζ1
(ϑ1,ϑ2,ϑ˜′2)
∀ (ϑ1, ϑ2, ϑ′2), (ϑ1, ϑ2, ϑ˜′2) ∈ Θ, (4.1.1)
sowie
P
ζ′1
(ϑ1,ϑ2,ϑ′2)
= P
ζ′1
(ϑ1,ϑ˜2,ϑ′2)
∀ (ϑ1, ϑ2, ϑ′2), (ϑ1, ϑ˜2, ϑ′2) ∈ Θ (4.1.2)
gilt. D.h. die Verteilung von ζ1 unter Pϑ ha¨ngt nicht von ϑ
′
2 ab, und die Verteilung von
ζ ′1 unter Pϑ ha¨ngt nicht von ϑ2 ab. Allgemein ist zu bemerken, dass im Fall d1 = k bzw.
d1 = k
′ die Komponente ϑ2 bzw. die Komponente ϑ′2 verschwindet.
Auf der zugrunde liegenden Parametermenge Θ ist fu¨r (ϑ1, ϑ2, ϑ
′
2), (ϑ˜1, ϑ˜2, ϑ˜
′
2) ∈ Θ durch
(ϑ1, ϑ2, ϑ
′
2) ∼ (ϑ˜1, ϑ˜2, ϑ˜′2) :⇔ ϑ1 = ϑ˜1, ϑ2 = ϑ˜2, P ζ1(ϑ1,ϑ2,ϑ′2) = P
ζ1
(ϑ˜1,ϑ˜2,ϑ˜′2)
eine A¨quivalenzrelation definiert. Genauso ist auf der zugrunde liegenden Parametermenge
Θ fu¨r (ϑ1, ϑ2, ϑ
′
2), (ϑ˜1, ϑ˜2, ϑ˜
′
2) ∈ Θ durch
(ϑ1, ϑ2, ϑ
′
2) ∼′ (ϑ˜1, ϑ˜2, ϑ˜′2) :⇔ ϑ1 = ϑ˜1, ϑ′2 = ϑ˜′2, P ζ
′
1
(ϑ1,ϑ2,ϑ′2)
= P
ζ′1
(ϑ˜1,ϑ˜2,ϑ˜′2)
eine A¨quivalenzrelation definiert. Es seien [ϑ] und [ϑ]′ die zu den A¨quivalenzrelationen ∼
und ∼′ zugeho¨rigen A¨quivalenzklassen. Fu¨r je einen beliebigen Vertreter ϑ = (ϑ1, ϑ2, ϑ′2) ∈
[ϑ] der jeweiligen A¨quivalenzklasse [ϑ] definieren wir Wahrscheinlichkeitsmaße
Q(ϑ1,ϑ2) := P(ϑ1,ϑ2,ϑ′2),
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und genauso definieren wir fu¨r je einen beliebigen Vertreter ϑ = (ϑ1, ϑ2, ϑ
′
2) ∈ [ϑ]′ der
jeweiligen A¨quivalenzklasse [ϑ]′ Wahrscheinlichkeitsmaße
M(ϑ1,ϑ′2) := P(ϑ1,ϑ2,ϑ′2).
Selbstversta¨ndlich ha¨ngen die so definierten Wahrscheinlichkeitsmaße Q(ϑ1,ϑ2) noch von der
Wahl der Vertreter, also von ϑ′2, ab, und genauso ha¨ngen die so definierten Wahrscheinlich-
keitsmaßeM(ϑ1,ϑ′2) noch von der Wahl der Vertreter, also von ϑ2, ab. Dennoch wollen wir die
Abha¨ngigkeit der Wahrscheinlichkeitsmaße Q(ϑ1,ϑ2) von ϑ
′
2 genauso wie die Abha¨ngigkeit
der Wahrscheinlichkeitsmaße M(ϑ1,ϑ′2) von ϑ2 in der Notation unterdru¨cken, da im Folgen-
den im Zusammenhang mit den WahrscheinlichkeitsmaßenQ(ϑ1,ϑ2) ausschließlich Ereignisse
basierend auf den Zufallsvariablen ζ1, . . . , ζn betrachtet werden, und genauso im Zusam-
menhang mit den Wahrscheinlichkeitsmaßen M(ϑ1,ϑ′2) ausschließlich Ereignisse basierend
auf den Zufallsvariablen ζ ′1, . . . , ζ
′
n betrachtet werden. Daher handelt es sich bei den be-
trachteten Wahrscheinlichkeiten stets um Wahrscheinlichkeiten, die mit Hilfe der Bildmaße
Qζ1(ϑ1,ϑ2) bzw. M
ζ′1
(ϑ1,ϑ′2)
berechnet werden ko¨nnen, die wegen (4.1.1) bzw. (4.1.2) unabha¨ngig
von ϑ′2 bzw. ϑ2 sind.
Wir definieren
Θ˜ := {(ϑ1, ϑ2) ∈ Rd1 × Rk−d1 ; ∃ ϑ′2 ∈ Rk
′−d1 : (ϑ1, ϑ2, ϑ′2) ∈ Θ},
und
Θ˜′ := {(ϑ1, ϑ′2) ∈ Rd1 × Rk
′−d1 ; ∃ ϑ2 ∈ Rk−d1 : (ϑ1, ϑ2, ϑ′2) ∈ Θ}.
Dann gilt wegen ∅ 6= Θ auch ∅ 6= Θ˜ und ∅ 6= Θ˜′. Elemente ϑ ∈ Θ˜ sollen in der Folge
gema¨ß ϑ = (ϑ1, ϑ2) ∈ Rd1 × Rk−d1 geschrieben werden, und Elemente ϑ′ ∈ Θ˜′ sollen in der
Folge gema¨ß ϑ′ = (ϑ1, ϑ′2) ∈ Rd1 × Rk′−d1 geschrieben werden. Auch hier soll noch einmal
darauf hingewiesen werden, dass im Fall d1 = k bzw. d1 = k
′ die Komponente ϑ2 bzw. die
Komponente ϑ′2 verschwindet. Ha¨ufig ist es zweckma¨ßig, Θ˜ bzw. Θ˜
′ als Teilmenge Θ˜ ⊂ Rk
bzw. Θ˜′ ⊂ Rk′ und Elemente ϑ = (ϑ1, ϑ2) ∈ Θ˜ ⊂ Rd1 × Rk−d1 bzw. ϑ′ = (ϑ1, ϑ′2) ∈ Θ˜′ ⊂
Rd1 × Rk′−d1 als Spaltenvektoren
ϑ =
(
ϑ1
ϑ2
)
∈ Θ˜ ⊂ Rk bzw. ϑ′ =
(
ϑ1
ϑ′2
)
∈ Θ˜′ ⊂ Rk′
aufzufassen, um wie gewohnt rechnen zu ko¨nnen.
Es sind
(Ω,A, {Qϑ;ϑ ∈ Θ˜}) und (Ω,A, {Mϑ′ ;ϑ′ ∈ Θ˜′})
statistische Ra¨ume und es gilt
{P ζ1ϑ ;ϑ ∈ Θ} = {Qζ1ϑ ;ϑ ∈ Θ˜} und {P ζ
′
1
ϑ ;ϑ ∈ Θ} = {M ζ
′
1
ϑ′ ;ϑ
′ ∈ Θ˜′}.
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Wir nehmen an, dass die Familien von Verteilungen
{Qζ1ϑ ;ϑ ∈ Θ˜} und {M ζ
′
1
ϑ′ ;ϑ
′ ∈ Θ˜′}
jeweils injektiv parametrisiert sind.
Weiter definieren wir
Θ1 := {ϑ1 ∈ Rd1 ; ∃ (ϑ2, ϑ′2) ∈ Rk−d1 × Rk
′−d1 : (ϑ1, ϑ2, ϑ′2) ∈ Θ}.
Dann gilt wegen ∅ 6= Θ auch ∅ 6= Θ1. Zudem gehen wir von der Existenz einer Menge
∅ 6= Θ10 ( Θ1 mit
Θ0 = {(ϑ1, ϑ2, ϑ′2) ∈ Θ;ϑ1 ∈ Θ10}
aus. Es ist wegen ∅ 6= Θ10 ( Θ1 auch ∅ 6= Θ0 ( Θ. Wir setzen Θ11 := Θ1 \Θ10, und weiter
Θ˜0 := {(ϑ1, ϑ2) ∈ Θ˜;ϑ1 ∈ Θ10}, Θ˜1 := Θ˜ \ Θ˜0,
und
Θ˜′0 := {(ϑ1, ϑ′2) ∈ Θ˜′;ϑ1 ∈ Θ10}, Θ˜′1 := Θ˜′ \ Θ˜′0.
Dann gilt
Θ1 = {ϑ1 ∈ Rd1 ; ∃ ϑ2 ∈ Rk−d1 : (ϑ1, ϑ2) ∈ Θ˜} = {ϑ1 ∈ Rd1 ; ∃ ϑ′2 ∈ Rk
′−d1 : (ϑ1, ϑ′2) ∈ Θ˜′},
sowie
Θ10 = {ϑ1 ∈ Rd1 ; ∃ ϑ2 ∈ Rk−d1 : (ϑ1, ϑ2) ∈ Θ˜0} = {ϑ1 ∈ Rd1 ; ∃ ϑ′2 ∈ Rk
′−d1 : (ϑ1, ϑ′2) ∈ Θ˜′0},
und
Θ11 = {ϑ1 ∈ Rd1 ; ∃ ϑ2 ∈ Rk−d1 : (ϑ1, ϑ2) ∈ Θ˜1} = {ϑ1 ∈ Rd1 ; ∃ ϑ′2 ∈ Rk
′−d1 : (ϑ1, ϑ′2) ∈ Θ˜′1}.
Dies la¨sst erkennen, dass wegen ∅ 6= Θ10 ( Θ1 auch ∅ 6= Θ˜0 ( Θ˜ sowie ∅ 6= Θ˜′0 ( Θ˜′ gilt.
Nun kann mit ϑ = (ϑ1, ϑ2, ϑ
′
2) ∈ Θ das Testproblem (1.2.1),
H : ϑ ∈ Θ0, K : ϑ ∈ Θ1,
a¨quivalent gema¨ß
H : ϑ1 ∈ Θ10, K : ϑ1 ∈ Θ11,
bzw.
H : (ϑ1, ϑ2) ∈ Θ˜0, K : (ϑ1, ϑ2) ∈ Θ˜1,
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bzw.
H : (ϑ1, ϑ
′
2) ∈ Θ˜′0, K : (ϑ1, ϑ′2) ∈ Θ˜′1,
formuliert werden.
Es seien die Mengen Θ˜ und Θ˜′ offen und konvex. Zudem gelte ∂Θ10 ⊂ Θ10, ∂Θ˜0 ⊂ Θ˜0,
∂Θ˜′0 ⊂ Θ˜′0 und ∂Θ0 ⊂ Θ0, wobei ∂Θ10 bzw. ∂Θ˜0 bzw. ∂Θ˜′0 bzw. ∂Θ0 den Rand von Θ10
bzw. Θ˜0 bzw. Θ˜
′
0 bzw. Θ0 bezu¨glich der Relativtopologie auf Θ
1 bzw. Θ˜ bzw. Θ˜′ bzw. Θ
bezeichne.
Im Zusammenhang mit lokalen relativen Effizienzen, also der lokalen Hodges-Lehmann-,
lokalen Bahadur- und Pitman-Effizienz, sollten zur Effizienzuntersuchung sinnvollerweise
Alternativen der Form 
ϑ10ϑ2
ϑ′2

+

ϑ10
0


mit ϑ1 ∈ Rd1 \{0}, (ϑ10, ϑ2, ϑ′2) ∈ ∂Θ0, betrachtet werden, die (ϑ10+ϑ1, ϑ2, ϑ′2) ∈ Θ1 erfu¨llen.
4.2 Pitman-Effizienz bei Likelihood-Quotienten-Tests und Wald-
schen Tests
Bewiesen werden soll ein allgemeines Resultat, das es erlaubt, die Pitman- Effizienz von
zwei Tests explizit anzugeben, wenn es sich bei den Tests jeweils um den Likelihood-
Quotienten-Test oder den Waldschen Test handelt. Zur Anwendung kann es in den Ab-
schnitten 8 und 9 kommen.
Likelihood-Quotienten-Tests oder Waldsche Test besitzen unter Alternativen einer be-
stimmten Form asymptotisch eine nichtzentrale Chi-Quadrat- Verteilung; siehe hierzu z.B.
Theorem 16.7 in [17]. Es ist bekannt, dass sich in vielen Fa¨llen die Pitman-Effizienz von
Tests, deren Grenzverteilung unter sogenannten Pitman-Alternativen eine nichtzentrale
Chi-Quadrat-Verteilung ist, als Quotient der beteiligten Nichtzentralita¨tsparameter ergibt.
Ein allgemeiner Ansatz zur Berechnung der Pitman-Effizienz in solchen Situationen ist bei
Puri und Sen ([18]) oder bei Hannan ([26]) zu finden. U¨berlegungen dazu stellen auch
Mu¨ller-Funk und Witting ([19]) an. Von einer einfachen Hypothese H : ϑ = ϑ0 mit be-
kanntem ϑ0 ∈ Rd ausgehend, betrachten diese Autoren vom Stichprobenumfang n ∈ N
abha¨ngige Alternativen der Form
ϑn = ϑ0 +
1√
n
ϑ
mit einem gegebenen ϑ ∈ Rd. Wir wa¨hlen eine der in Abschnitt 2.4 gegebenen Definition
der Pitman-Effizienz gerecht werdende Herangehensweise.
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Im Folgenden wollen wir Annahmen an die Zufallsvariablen ζ1 und ζ
′
1 bei den zugrun-
de liegenden injektiven Parametrisierungen durch Θ˜ und Θ˜′ formulieren. Der Einfachheit
halber formulieren wir diese Annahmen nur fu¨r ζ1 und Θ˜; sie sollen natu¨rlich in analoger
Weise auch fu¨r ζ ′1 und Θ˜
′ gelten. Dabei werden die im Zusammenhang mit ζ1 und Θ˜ ein-
gefu¨hrten Gro¨ßen im Zusammenhang mit ζ ′1 und Θ˜
′ mit einem Strich versehen.
Wir nehmen an, dass ein σ-endliches Maß µ auf (R,S) existiert, sodass fu¨r jedes ϑ ∈ Θ˜
Qζ1ϑ ≪ µ gilt, und f(·;ϑ) eine µ-Dichte von Qζ1ϑ ist. Zur Vereinfachung der Notation defi-
nieren wir
L(z, ϑ) := log f(z;ϑ), z ∈ R, ϑ ∈ Θ˜,
mit log 0 := −∞. Wir setzen dabei generell voraus, dass f(z;ϑ) > 0 fu¨r alle ϑ ∈ Θ˜ und
alle z ∈ R.
Im Fall einer zusammengesetzten Hypothese Θ˜0 sei stets k ≥ 2 und es sei g(∆) = Θ˜0
mit einer Menge ∆ ⊂ Rh offen und konvex, 1 ≤ h < k , und einer zweimal stetig differen-
zierbaren und injektiven Abbildung g : ∆→ Θ˜. Ferner besize die Funktionalmatrix von g
an der Stelle η ∈ ∆, Jg(η), fu¨r alle η ∈ ∆ den Rang h.
Nun betrachten wir noch fu¨r n ∈ N die Scha¨tzfunktionen ϑˆn : (Rn,Sn) → (Θ˜,BkΘ˜) und,
im Fall einer zusammengesetzten Hypothese, ηˆn : (R
n,Sn) → (∆,Bh∆), die in typischen
Anwendungsfa¨llen die Maximum-Likelihood-Scha¨tzfunktionen sind. Um die Notation zu
vereinfachen, schreiben wir oft auch einfach ϑˆn = ϑˆn(ζ1, . . . , ζn) und, im Fall einer zusam-
mengesetzten Hypothese, ηˆn = ηˆn(ζ1, . . . , ζn).
Im weiteren Verlauf der Arbeit wird folgende Notation benutzt: Es sei eine Folge (ϑn)n∈N
mit ϑn ∈ Θ˜ fu¨r alle n ∈ N gegeben. Fu¨r eine auf dem zugrunde liegendem statistischen
Raum definierte Folge von reellwertigen Zufallsvariablen (Un)n∈N und eine reellwertige Zu-
fallsvariable U gelte limn→∞ Un = U in Qϑn-Wahrscheinlichkeit, wenn fu¨r alle ε > 0 der
Grenzwert limn→∞Qϑn(|Un − U | > ε) existiert und limn→∞Qϑn(|Un − U | > ε) = 0 gilt.
Dies soll auch a¨quivalent durch die Schreibweise Un
Qϑn→ U fu¨r n → ∞ ausgedru¨ckt wer-
den ko¨nnen. Ein Term, der mit oQϑn (1) bezeichnet wird, gehe in diesem Sinne auch in
Qϑn-Wahrscheinlichkeit gegen 0 ∈ R.
Des Weiteren werden wir folgende Notation benutzen: Fu¨r ein ϑ ∈ Θ˜ sei eine Folge (ϑn)n∈N
mit ϑn ∈ Θ˜ fu¨r alle n ∈ N und limn→∞ ϑn = ϑ gegeben. Es sei l ∈ N. Fu¨r eine auf dem
zugrunde liegendem statistischen Raum definierte Folge von Rl-wertigen Zufallsvariablen
(Un)n∈N und eine Rl-wertige Zufallsvariable U gelte Un
ϑn
 U fu¨r n → ∞, wenn fu¨r alle
stetigen und beschra¨nkten Funktionen h : Rl → R limn→∞
∫
hdQUnϑn =
∫
hdQUϑ zutrifft.
A¨quivalent soll hierfu¨r auch QUnϑn
ϑn
 QUϑ fu¨r n→∞ geschrieben werden.
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Betrachte nun die folgenden Bedingungen:
(B1) Es sei die Abbildung ϑ 7→ f(z;ϑ) fu¨r alle z ∈ R zweimal stetig differenzierbar.
(B2) Fu¨r alle 1 ≤ i, j ≤ k und fu¨r alle ϑ ∈ Θ˜ gelte ∫ ∂
∂ϑi
f(z;ϑ)dµ(z)
=
∫
∂2
∂ϑi∂ϑj
f(z;ϑ)dµ(z) = 0 und fu¨r alle ϑ ∈ Θ˜ existiere die Fisher-Informationsmatrix
aus Qζ1ϑ , iζ1(ϑ), besitze endliche Eintra¨ge und sei positiv definit.
(B3) Es existiere fu¨r jedes ϑ ∈ Θ˜ und jedes 1 ≤ i ≤ k ein δ > 0 sodass mit Uδ := {ϑ˜ ∈ Rk :
|ϑ˜ − ϑ| < δ} ⊂ Θ˜ und Mδ(z) := supϑ∗∈Uδ | ∂∂ϑ˜iL(z, ϑ˜)|ϑ˜=ϑ∗ | supϑ∗∈Uδ f(z;ϑ
∗), z ∈ R,∫
Mδ(z)dµ(z) < ∞ ist. Genauso existiere fu¨r jedes ϑ ∈ Θ˜ und jede 1 ≤ i, j ≤ k
ein δ > 0 sodass mit M˜δ(z) := supϑ∗∈Uδ | ∂
2
∂ϑ˜i∂ϑ˜j
L(z, ϑ˜)|ϑ˜=ϑ∗ | supϑ∗∈Uδ f(z;ϑ∗), z ∈ R,∫
M˜δ(z)dµ(z) <∞ ist.
(B4) Es sei fu¨r n ∈ N ϑˆn : (Rn,Sn) → (Θ˜,BkΘ˜), sodass fu¨r alle ϑ ∈ Θ˜ und alle Folgen
(ϑn)n∈N mit ϑn ∈ Θ˜ fu¨r alle n ∈ N und limn→∞ ϑn = ϑ limn→∞ ϑˆn(ζ1, ..., ζn) = ϑ in
Qϑn-Wahrscheinlichkeit, sowie fu¨r 1 ≤ i ≤ k limn→∞ 1√n
∑n
j=0
∂
∂ϑ˜i
L(ζj, ϑ˜)|ϑ˜=ϑˆn(ζ1,...,ζn)
= 0 in Qϑn-Wahrscheinlichkeit gilt.
(B5) Es sei fu¨r n ∈ N ηˆn : (Rn,Sn) → (∆,Bh∆), sodass fu¨r alle ϑ0 ∈ Θ˜0 und alle Folgen
(ϑn)n∈N mit ϑn ∈ Θ˜ fu¨r alle n ∈ N und limn→∞ ϑn = ϑ0 limn→∞ ηˆn(ζ1, ..., ζn) = η0 in
Qϑn-Wahrscheinlichkeit gilt, mit η0 := g
−1(ϑ0), sowie fu¨r 1 ≤ i ≤ h
limn→∞ 1√n
∑n
j=0
∂
∂η˜i
L(ζj, g(η˜))|η˜=ηˆn(ζ1,...,ζn) = 0 in Qϑn-Wahrscheinlichkeit gilt.
Fu¨r ϑ ∈ Θ˜, mit ϑ = (ϑ1, . . . , ϑk)t ∈ Rk, besitzt die Fisher-Informationsmatrix aus Qζ1ϑ
konkret die Gestalt
iζ1(ϑ) =
(
Eϑ
(
∂
∂ϑi
L(ζ1, ϑ)
∂
∂ϑj
L(ζ1, ϑ)
))
1≤i≤k
1≤j≤k
.
In diesem Unterabschnitt betrachten wir fu¨r das zugrunde liegende anfangs erwa¨hnte Test-
problem im Fall der einfachen Hypothese, d.h. im Fall Θ˜0 = {ϑ0}, ϑ0 ∈ Θ˜, die Testgro¨ße
Tn = 2
( n∑
i=1
L
(
ζi, ϑˆn(ζ1, . . . , ζn)
)− n∑
i=1
L(ζi, ϑ0)
)
, (4.2.1)
die in typischen Anwendungsfa¨llen die Likelihood-Quotienten-Testgro¨ße ist, oder die Test-
gro¨ße
Tn =
√
n
(
ϑˆn(ζ1, . . . , ζn)− ϑ0
)t
iζ1(ϑ0)
√
n
(
ϑˆn(ζ1, . . . , ζn)− ϑ0
)
, (4.2.2)
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die in typischen Anwendungsfa¨llen die Waldsche Testgro¨ße ist. Im Fall einer zusammenge-
setzten Hypothese betrachten wir die Testgro¨ße
Tn = 2
( n∑
i=1
L
(
ζi, ϑˆn(ζ1, . . . , ζn)
)− n∑
i=1
L
(
ζi, g
(
ηˆn(ζ1, . . . , ζn)
)))
, (4.2.3)
die in typischen Anwendungsfa¨llen die Likelihood-Quotienten-Testgro¨ße ist, oder die Test-
gro¨ße
Tn =
√
n
(
ϑˆn(ζ1, . . . , ζn)− g
(
ηˆn(ζ1, . . . , ζn)
))t
iζ1
(
g
(
ηˆn(ζ1, . . . , ζn)
))
√
n
(
ϑˆn(ζ1, . . . , ζn)− g
(
ηˆn(ζ1, . . . , ζn)
))
, (4.2.4)
die in typischen Anwendungsfa¨llen die Waldsche Testgro¨ße ist. Der zum Testniveau α ∈
(0, 1) zugeho¨rige Test lautet dann
”
Verwirf die Hypothese H, falls Tn ≥ χ2d1−1;1−α“,
wobei χ2d1−1;1−α das (1−α)-Quantil der Chi-Quadrat-Verteilung mit d1−1 Freiheitsgraden
sei. Zur Vorbereitung auf den Satz werden wir nun zuna¨chst ein paar Lemmata beweisen.
4.2.1 Lemma: Es sei eine Folge (ϑn)n∈N mit ϑn ∈ Θ˜ fu¨r alle n ∈ N und limn→∞ ϑn =
ϑ ∈ Θ˜ gegeben. Wir nehmen an, dass die Abbildung ϑ˜ 7→ f(z; ϑ˜) fu¨r alle z ∈ R auf
Θ˜ stetig ist. Weiter sei eine Abbildung k : R × Θ˜ → R gegeben, sodass fu¨r alle ϑ˜ ∈ Θ˜
k(·, ϑ˜) : (R,S) → (R,B) gilt, und fu¨r alle z ∈ R die Abbildung ϑ˜ 7→ k(z, ϑ˜) stetig auf Θ˜
ist. Zudem existiere ein δ > 0 sodass mit Uδ = {ϑ˜ ∈ Rk : |ϑ˜ − ϑ| < δ} ⊂ Θ˜, Mδ(z) :=
supϑ˜∈Uδ |k(z, ϑ˜)| supϑ˜∈Uδ f(z; ϑ˜), z ∈ R,
∫
Mδ(z)dµ(z) < ∞ gilt. Ferner sei fu¨r n ∈ N
ϑˆn : (R
n,Sn)→ (Θ˜,Bk
Θ˜
), sodass limn→∞ ϑˆn(ζ1, ..., ζn) = ϑ in Qϑn-Wahrscheinlichkeit gilt.
Dann ist k (S⊗Bk
Θ˜
,B)-messbar und es gilt
lim
n→∞
1
n
n∑
i=1
k
(
ζi, ϑˆn(ζ1, ..., ζn)
)
= Eϑ
(
k(ζ1, ϑ)
)
in Qϑn-Wahrscheinlichkeit.
Beweis: Es sei {ϑ1, ϑ2, ...} eine abza¨hlbare dichte Teilmenge von Θ˜. Weiter sei Un,i = {ϑ˜ ∈
Θ˜ : |ϑ˜−ϑi| < 1n} und Vn,i = Un,i∩ (∪j<iUn,j)c fu¨r n, i ∈ N. Dann ist (Vn,i)i∈N fu¨r alle n ∈ N
eine Partition von Θ˜ und die Abbildung
kn(z, ϑ˜) :=
∞∑
i=1
k(z, ϑi) IVn,i(ϑ˜), (z, ϑ˜) ∈ R× Θ˜,
ist als Reihe von (S ⊗Bk
Θ˜
,B)-messbaren Abbildungen (S ⊗Bk
Θ˜
,B)-messbar. Da sich k
nach Konstruktion als Grenzfunktion der kn, n ∈ N, ergibt, folgt somit die gewu¨nschte
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Messbarkeit. Weiter ist∣∣∣∣ 1n
n∑
i=1
k
(
ζi, ϑˆn(ζ1, ..., ζn)
)− Eϑ (k(ζ1, ϑ))∣∣∣∣
≤
∣∣∣∣ 1n
n∑
i=1
k
(
ζi, ϑˆn(ζ1, ..., ζn)
)− 1
n
n∑
i=1
k(ζi, ϑ)
∣∣∣∣+
∣∣∣∣ 1n
n∑
i=1
k(ζi, ϑ)− Eϑ
(
k(ζ1, ϑ)
)∣∣∣∣. (4.2.5)
Nach Voraussetzung existiert ein δ > 0 mit
∫
Mδ(z)dµ(z) <∞. Wegen
lim
n→∞
k(z, ϑ)f(z;ϑn) = k(z, ϑ)f(z;ϑ) fu¨r alle z ∈ R,
|k(z, ϑ)|f(z;ϑn) ≤Mδ(z) fu¨r alle z ∈ R fu¨r genu¨gend großes n ∈ N und
∫
Mδ(z)dµ(z) <∞
gilt mit dem Satz von der majorisierten Konvergenz
lim
n→∞
Eϑn
(|k(ζ1, ϑ)|) = Eϑ(|k(ζ1, ϑ)|).
Wegen der Stetigkeit der Abbildung ϑ˜ 7→ f(z; ϑ˜) fu¨r alle z ∈ R auf Θ˜ folgt mit dem Satz
von Scheffe´ fu¨r alle stetigen und beschra¨nkten Funktionen l : R→ R
lim
n→∞
Eϑn
(
l
(
k(ζ1, ϑ)
))
= Eϑ
(
l
(
k(ζ1, ϑ)
))
,
also Q
k(ζ1,ϑ)
ϑn
ϑn
 Q
k(ζ1,ϑ)
ϑ fu¨r n → ∞. Somit folgt mit dem schwachen Gesetz der großen
Zahlen fu¨r Dreiecksschemata (siehe Lemma A.1.2 im Anhang), dass der zweite Term in
(4.2.5) in Qϑn-Wahrscheinlichkeit fu¨r n → ∞ gegen 0 ∈ R konvergiert. Daher muss nur
noch der erste Term betrachtet werden.
Es existiert nach Voraussetzung ein δ > 0, sodass Uδ ⊂ Θ˜. Wir definieren fu¨r beliebi-
ges δ˜ mit 0 < δ˜ ≤ δ
Aδ˜(z) := sup
ϑ˜∈Uδ˜
|k(z, ϑ˜)− k(z, ϑ)|, z ∈ R.
Wegen der Stetigkeit von k gilt fu¨r alle z ∈ R limδ˜→0Aδ˜(z) = 0. Weiter gilt |Aδ˜(z)f(z;ϑ)| ≤
2Mδ(z) fu¨r alle z ∈ R und
∫
Mδ(z)dµ(z) < ∞. Daher gilt mit dem Satz von der majori-
sierten Konvergenz
lim
δ˜→0
Eϑ
(
Aδ˜(ζ1)
)
= 0.
Wegen limn→∞Aδ˜(z)f(z;ϑn) = Aδ˜(z)f(z;ϑ) fu¨r alle z ∈ R, |Aδ˜(z)|f(z;ϑn) ≤ 2Mδ(z) fu¨r
alle z ∈ R fu¨r genu¨gend großes n ∈ N, und ∫ Mδ(z)dµ(z) < ∞ gilt erneut mit dem Satz
von der majorisierten Konvergenz
lim
n→∞
Eϑn
(
Aδ˜(ζ1)
)
= Eϑ
(
Aδ˜(ζ1)
)
.
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Wegen der Stetigkeit der Abbildung ϑ˜ 7→ f(z; ϑ˜) fu¨r alle z ∈ R auf Θ˜ folgt erneut mit dem
Satz von Scheffe´ fu¨r alle stetigen und beschra¨nkten Funktionen l : R→ R
lim
n→∞
Eϑn
(
l
(
Aδ˜(ζ1)
))
= Eϑ
(
l
(
Aδ˜(ζ1)
))
,
also Q
Aδ˜(ζ1)
ϑn
ϑn
 Q
Aδ˜(ζ1)
ϑ fu¨r n → ∞. Damit erha¨lt man erneut mit Hilfe des schwachen
Gesetzes der großen Zahlen fu¨r Dreiecksschemata (Lemma A.1.2 im Anhang)
lim
n→∞
∣∣∣∣ 1n
n∑
i=1
Aδ˜(ζi)− Eϑ
(
Aδ˜(ζ1)
)∣∣∣∣ = 0 in Qϑn-Wahrscheinlichkeit.
Nun sei ε > 0 beliebig. Dann folgt mit der Markov-Ungleichung
Qϑn
(∣∣∣∣ 1n
n∑
i=1
k
(
ζi, ϑˆn(ζ1, ..., ζn)
)− 1
n
n∑
i=1
k(ζi, ϑ)
∣∣∣∣ ≥ ε
)
≤Qϑn
(
1
n
n∑
i=1
∣∣k(ζi, ϑˆn(ζ1, ..., ζn))− k(ζi, ϑ)∣∣ ≥ ε)
=Qϑn
(
1
n
n∑
i=1
∣∣k(ζi, ϑˆn(ζ1, ..., ζn))− k(ζi, ϑ)∣∣ ≥ ε, |ϑn(ζ1, ..., ζn)− ϑ| < δ˜)
+Qϑn
(
1
n
n∑
i=1
∣∣k(ζi, ϑˆn(ζ1, ..., ζn))− k(ζi, ϑ)∣∣ ≥ ε, |ϑn(ζ1, ..., ζn)− ϑ| ≥ δ˜)
≤Qϑn
(
1
n
n∑
i=1
Aδ˜(ζi) ≥ ε, |ϑn(ζ1, ..., ζn)− ϑ| < δ˜
)
+Qϑn
(
1
n
n∑
i=1
∣∣k(ζi, ϑˆn(ζ1, ..., ζn))− k(ζi, ϑ)∣∣ ≥ ε, |ϑn(ζ1, ..., ζn)− ϑ| ≥ δ˜)
≤Qϑn
(
1
n
n∑
i=1
Aδ˜(ζi) ≥ ε
)
+Qϑn
(|ϑn(ζ1, ..., ζn)− ϑ| ≥ δ˜)
≤1
ε
Eϑn
(
Aδ˜(ζ1)
)
+Qϑn
(|ϑn(ζ1, ..., ζn)− ϑ| ≥ δ˜) −→ 1
ε
Eϑ
(
Aδ˜(ζ1)
)
fu¨r n→∞.
Mit limδ˜→0 Eϑ(Aδ˜(ζ1)) = 0 folgt die Behauptung. 
Mit ϑ = (ϑ1, . . . , ϑk)
t ∈ Θ˜ und η = (η1, . . . , ηh)t ∈ Λ definieren wir die Nabla-Operatoren
∇k := ( ∂∂ϑ1 , . . . , ∂∂ϑk )t und ∇h := ( ∂∂η1 , . . . , ∂∂ηh )t.
Das folgende Lemma liefert Aussagen u¨ber das Grenzwertverhalten der Verteilungen der
Scha¨tzer ϑˆn und ηˆn fu¨r n → ∞ , wenn als Parameter ϑn ∈ Θ˜ mit limn→∞ ϑn = ϑ0 ∈ Θ˜0
zugrunde liegt. Fu¨r den Spezialfall ϑn = ϑ0 ∈ Θ˜0 fu¨r alle n ∈ N sind solche Aussagen bei
einer sehr a¨hnlichen Gesamtkonstruktion z.B. in dem Buch von Witting und Mu¨ller-Funk
([27]) zu finden; siehe Satz 6.35 und Satz 6.50 dort.
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4.2.2 Lemma: Es gelten die Bedingungen (B1) - (B5) und es sei (ϑn)n∈N eine Folge mit
ϑn ∈ Θ˜ fu¨r alle n ∈ N und limn→∞ ϑn = ϑ0 ∈ Θ˜0. Dann ist
√
n(ηˆn − η0) =i∗ζ1(η0)−1Jg(η0)tiζ1(ϑ0)
√
n(ϑˆn − ϑ0) + oQϑn (1)
√
n(ϑˆn − ϑ0)
+ oQϑn (1)
√
n(ηˆn − η0) + oQϑn (1) fu¨r n→∞,
mit
i∗ζ1(η0) := Jg(η0)tiζ1(ϑ0)Jg(η0),
und es gilt
√
n(ϑˆn − ϑn) ϑn Nk
(
0, iζ1(ϑ0)
−1) fu¨r n→∞.
Beweis: Eine Taylorentwicklung der Funktion ϑ 7→ ∑ni=1 ∂∂ϑjL(ζi, ϑ), j = 1, . . . , k, liefert
unter Beachtung von (B4)
1√
n
n∑
i=1
∂
∂ϑj
L(ζi, ϑ)|ϑ=ϑ0 +
1
n
n∑
i=1
∇tk
∂
∂ϑj
L(ζi, ϑ)|ϑ=ϑj,n
√
n(ϑˆn − ϑ0)
=
1√
n
n∑
i=1
∂
∂ϑj
L(ζi, ϑ)|ϑ=ϑˆn
Qϑn−→ 0 fu¨r n→∞, j = 1, . . . , k,
mit einer Zwischenstelle ϑj,n auf der Verbindungsstrecke zwischen ϑˆn und ϑ0, j = 1, . . . , k.
Siehe Satz 168.1 in [13]. Man beachte, dass die Zwischenstelle stets messbar gewa¨hlt werden
kann. Dies folgt aus Hilfssatz 6.7 in [27]. Anders geschrieben erha¨lt man
∇k 1√
n
n∑
i=1
L(ζi, ϑ)|ϑ=ϑ0 +


1
n
∑n
i=1∇tk ∂∂ϑ1L(ζi, ϑ)|ϑ=ϑ1,n
...
1
n
∑n
i=1∇tk ∂∂ϑkL(ζi, ϑ)|ϑ=ϑk,n

√n(ϑˆn − ϑ0) = oQϑn (1)
fu¨r n→∞.
Mit Lemma 4.2.1, (B2) und (B3) erha¨lt man
lim
n→∞


1
n
∑n
i=1∇tk ∂∂ϑ1L(ζi, ϑ)|ϑ=ϑ1,n
...
1
n
∑n
i=1∇tk ∂∂ϑkL(ζi, ϑ)|ϑ=ϑk,n

 = −iζ1(ϑ0) in Qϑn-Wahrscheinlichkeit.
Somit folgt einerseits
∇k 1√
n
n∑
i=1
L(ζi, ϑ)|ϑ=ϑ0 = iζ1(ϑ0)
√
n(ϑˆn − ϑ0) + oQϑn (1)
√
n(ϑˆn − ϑ0) + oQϑn (1)
fu¨r n→∞.
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Andererseits liefert eine entsprechende Taylorentwicklung unter Beachtung von (B5)
1√
n
n∑
i=1
∂
∂ηj
L
(
ζi, g(η)
)
|η=η0
+
1
n
n∑
i=1
∇th
∂
∂ηj
L
(
ζi, g(η)
)
|η=ηj,n
√
n(ηˆn − η0)
=
1√
n
n∑
i=1
∂
∂ηj
L(ζi, g
(
η)
)
|η=ηˆn
Qϑn−→ 0 fu¨r n→∞, j = 1, . . . , h,
mit Zwischenstellen ηj,n auf der Verbindungsstrecke zwischen ηˆn und η0, j = 1, . . . , h.
Anders geschrieben erha¨lt man wegen g(η0) = ϑ0
Jg(η0)t∇k 1√
n
n∑
i=1
L(ζi, ϑ)|ϑ=ϑ0 +


1
n
∑n
i=1∇th ∂∂η1L
(
ζi, g(η)
)
|η=η1,n
...
1
n
∑n
i=1∇th ∂∂ηhL
(
ζi, g(η)
)
|η=ηh,n

√n(ηˆn − η0) = oQϑn (1)
fu¨r n→∞.
Wegen
∂
∂ηi
∂
∂ηj
L
(
x, g(η)
)
=
k∑
s=1
(
∇tk
∂
∂ϑs
L(x, ϑ)|ϑ=g(η)
∂
∂ηi
g(η)
∂
∂ηj
gs(η) +
∂
∂ϑs
L(x, ϑ)|ϑ=g(η)
∂
∂ηi
∂
∂ηj
gs(η)
)
,
x ∈ R, η ∈ ∆, i, j = 1, . . . , h, (4.2.6)
g(η0) = ϑ0 und der zweimaligen stetigen Differenzierbarkeit von g erha¨lt man mit Lemma
4.2.1 und unter Heranziehung von (B2) und (B3)
lim
n→∞


1
n
∑n
i=1∇th ∂∂η1L
(
ζi, g(η)
)
|η=η1,n
...
1
n
∑n
i=1∇th ∂∂ηhL
(
ζi, g(η)
)
|η=ηh,n

 = −i∗ζ1(η0) in Qϑn-Wahrscheinlichkeit,
wobei zu beachten ist, dass i∗ζ1(η0) = Jg(η0)tiζ1(ϑ0)Jg(η0) regula¨r ist. Somit folgt anderer-
seits
Jg(η0)t∇k 1√
n
n∑
i=1
L(ζi, ϑ)|ϑ=ϑ0 = i
∗
ζ1
(η0)
√
n(ηˆn − η0) + oQϑn (1)
√
n(ηˆn − η0) + oQϑn (1)
fu¨r n→∞,
und damit insgesamt
√
n(ηˆn − η0) =i∗ζ1(η0)−1Jg(η0)tiζ1(ϑ0)
√
n(ϑˆn − ϑ0) + oQϑn (1)
√
n(ϑˆn − ϑ0)
+ oQϑn (1)
√
n(ηˆn − η0) + oQϑn (1) fu¨r n→∞,
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also die erste Behauptung.
Zum Beweis der zweiten Behauptung gehen wir wie folgt vor: Eine erneute Taylorent-
wicklung der Funktion ϑ 7→∑ni=1 ∂∂ϑjL(ζi, ϑ), j = 1, . . . , k, liefert
1√
n
n∑
i=1
∂
∂ϑj
L(ζi, ϑ)|ϑ=ϑn +
1
n
n∑
i=1
∇tk
∂
∂ϑj
L(ζi, ϑ)|
ϑ=ϑj,n
√
n(ϑˆn − ϑn)
=
1√
n
n∑
i=1
∂
∂ϑj
L(ζi, ϑ)|ϑ=ϑˆn
Qϑn−→ 0 fu¨r n→∞, j = 1, . . . , k,
mit Zwischenstellen ϑj,n auf der Verbindungsstrecke zwischen ϑˆn und ϑn, j = 1, . . . , k.
Setzen wir fu¨r n ∈ N
Gn :=


1
n
∑n
i=1∇tk ∂∂ϑ1L(ζi, ϑ)|ϑ=ϑ1,n
...
1
n
∑n
i=1∇tk ∂∂ϑkL(ζi, ϑ)|ϑ=ϑk,n

 ,
so erhalten wir
∇k 1√
n
n∑
i=1
L(ζi, ϑ)|ϑ=ϑn +Gn
√
n(ϑˆn − ϑn) = oQϑn (1) fu¨r n→∞.
Zudem folgt erneut mit Lemma 4.2.1, (B2) und (B3)
lim
n→∞
Gn = −iζ1(ϑ0) in Qϑn-Wahrscheinlichkeit. (4.2.7)
Nun betrachten wir fu¨r n ∈ N den Ausdruck
Wn := ∇k 1√
n
n∑
i=1
L(ζi, ϑ)|ϑ=ϑn − iζ1(ϑ0)
√
n(ϑˆn − ϑn),
der sich auch schreiben la¨sst in der Form
Wn = Rn I(Gn regula¨r) +Wn I(Gn singula¨r),
mit
Rn :=− iζ1(ϑ0)G˜−1n
(
Gn
√
n(ϑˆn − ϑn) +∇k 1√
n
n∑
i=1
L(ζi, ϑ)|ϑ=ϑn
)
+
(
1 + iζ1(ϑ0)G˜
−1
n
)∇k 1√
n
n∑
i=1
L(ζi, ϑ)|ϑ=ϑn ,
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wobei
G˜−1n :=
{
G−1n , Gn regula¨r
−iζ1(ϑ)−1 , Gn singula¨r
gesetzt wird. Mit (4.2.7) gilt limn→∞Wn I(Gn singula¨r) = 0 in Qϑn-Wahrscheinlichkeit. Es
genu¨gt also, nur noch limn→∞Rn I(Gn regula¨r) = 0 in Qϑn-Wahrscheinlichkeit sowie die
entsprechende Verteilungskonvergenz fu¨r ∇k 1√n
∑n
i=1 L(ζi, ϑ)|ϑ=ϑn zu zeigen. Hierzu soll die
Lindeberg-Bedingung verifiziert werden.
Wir haben
∂2
∂ϑi∂ϑj
L(z, ϑ) =
(
∂2
∂ϑi∂ϑj
f(z;ϑ)
)
1
f(z;ϑ)
−
(
∂
∂ϑi
f(z;ϑ)
)(
∂
∂ϑj
f(z;ϑ)
)
1
f(z;ϑ)2
,
1 ≤ i, j ≤ k, z ∈ R, ϑ ∈ Θ˜.
Weiter ist wegen (B3) mit dem Satz von der majorisierten Konvergenz
lim
n→∞
∫
∂2
∂ϑi∂ϑj
L(z, ϑ)|ϑ=ϑnf(z;ϑn)dµ(z) =
∫
∂2
∂ϑi∂ϑj
L(z, ϑ)|ϑ=ϑ0f(z;ϑ0)dµ(z),
1 ≤ i, j ≤ k,
was wegen (B2) a¨quivalent ist zu
lim
n→∞
Eϑn
(
∂
∂ϑi
L(ζ1, ϑ)|ϑ=ϑn
∂
∂ϑj
L(ζ1, ϑ)|ϑ=ϑn
)
= lim
n→∞
∫
∂
∂ϑi
f(z;ϑ)|ϑ=ϑn
∂
∂ϑj
f(z;ϑ)|ϑ=ϑn
1
f(z;ϑn)
dµ(z)
=
∫
∂
∂ϑi
f(z;ϑ)|ϑ=ϑ0
∂
∂ϑj
f(z;ϑ)|ϑ=ϑ0
1
f(z;ϑ0)
dµ(z)
=Eϑ0
(
∂
∂ϑi
L(ζ1, ϑ)|ϑ=ϑ0
∂
∂ϑj
L(ζ1, ϑ)|ϑ=ϑ0
)
=
(
iζ1(ϑ0)
)
i,j
, 1 ≤ i, j ≤ k.
Setzen wir fu¨r n ∈ N und a := (a1, . . . , ak)t ∈ Rk \ {0} beliebig
Ui,n := a
t∇kL(ζi, ϑ)|ϑ=ϑn , i = 1, . . . , n, Sn :=
n∑
i=1
Ui,n, s
2
n := Varϑn(Sn),
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so haben wir mit (B2)
s2n = nVarϑn(U1,n)
= n
∑
1≤i,j≤k
aiajCovϑn
(
∂
∂ϑi
L(ζ1, ϑ)|ϑ=ϑn
∂
∂ϑj
L(ζ1, ϑ)|ϑ=ϑn
)
= n
∑
1≤i,j≤k
aiaj Eϑn
(
∂
∂ϑi
L(ζ1, ϑ)|ϑ=ϑn
∂
∂ϑj
L(ζ1, ϑ)|ϑ=ϑn
)
∼ natiζ1(ϑ0)a fu¨r n→∞,
wobei zu bemerken ist, dass wegen (B2) natiζ1(ϑ0)a > 0 ist.
Es gilt also
lim
n→∞
∫
|at∇kL(z, ϑ)|ϑ=ϑn |2f(z;ϑn)dµ(z)
= lim
n→∞
∫ ∑
1≤i,j≤k
aiaj
∂
∂ϑi
f(z;ϑ)|ϑ=ϑn
∂
∂ϑj
f(z;ϑ)|ϑ=ϑn
1
f(z;ϑn)
dµ(z) = atiζ1(ϑ0)a.
Ferner ist wegen (B1)
lim
n→∞
|at∇kL(z, ϑ)|ϑ=ϑn |2f(z;ϑn) = |at∇kL(z, ϑ0)|2f(z;ϑ0), z ∈ R.
Ebenfalls wegen (B1) gilt
∀ t > 0 : |at∇kL(z, ϑ)|ϑ=ϑn |2f(z;ϑn)︸ ︷︷ ︸
−→|at∇kL(z,ϑ)|ϑ=ϑ0 |
2f(z;ϑ0)
I(|at∇dL(z, ϑ)|ϑ=ϑn | > t
√
s2n)︸ ︷︷ ︸
−→0
−→ 0 fu¨r n→∞,
z ∈ R.
Deshalb folgt mit Pratts Version des Satzes von der majorisierten Konvergenz (siehe Lem-
ma A.1.1 im Anhang)
∀ t > 0 : lim
n→∞
1
s2n
n∑
i=1
Eϑn
(|Ui,n|2 I(|Ui,n| > t√s2n))
= lim
n→∞
n
s2n
Eϑn
(|U1,n|2 I(|U1,n| > t√s2n)) = 0,
also die Gu¨ltigkeit der Lindeberg-Bedingung, also auch
Sn√
s2n
ϑn
 N(0, 1) fu¨r n→∞.
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Somit folgt
at∇k 1√
n
n∑
i=1
L(ζi, ϑ)|ϑ=ϑn
ϑn
 N
(
0, atiζ1(ϑ0)a
)
fu¨r n→∞,
und damit auch mit dem Satz von Crame´r-Wold
∇k 1√
n
n∑
i=1
L(ζi, ϑ)|ϑ=ϑn
ϑn
 Nk
(
0, iζ1(ϑ0)
)
fu¨r n→∞.
Insgesamt folgt mit dem Lemma von Slutsky limn→∞Rn = 0 in Qϑn-Wahrscheinlichkeit,
sodass insgesamt limn→∞Wn = 0 in Qϑn-Wahrscheinlichkeit folgt. Damit folgt die Behaup-
tung. 
4.2.3 Lemma: Es seien zwei Folgen von reellwertigen Zufallsvariablen (Um)m∈N und
(Wm)m∈N gegeben, sodass
lim
m→∞
Wm = 0 in P -Wahrscheinlichkeit
erfu¨llt ist. Dann gilt:
∀ t ∈ R : ∀ ε > 0 ∃ mε ∈ N ∀ m ≥ mε :
P (Um + ε < t)− ε ≤ P (Um +Wm < t) ≤ P (Um − ε < t) + ε.
Gilt daru¨ber hinaus fu¨r ein fest gegebenes t′ ∈ R und eine Konstante c ≥ 0
lim
m→∞
P (Um +Wm < t
′) = c,
so gilt zusa¨tzlich
∀ ε > 0 ∃ mε ∈ N ∀ m ≥ mε : P (Um < t′ − ε) ≤ c+ 2ε, P (Um < t′ + ε) ≥ c− 2ε.
Beweis: Aufgrund der geforderten Konvergenzen gilt:
∀ ε > 0 ∃ mε ∈ N ∀ m ≥ mε : P (|Wm| > ε) ≤ ε.
Deshalb gilt fu¨r m ≥ mε
P (Um +Wm < t) = P (Um +Wm < t, |Wm| ≤ ε) + P (Um +Wm < t, |Wm| > ε)
≤ P (Um − ε < t, |Wm| ≤ ε) + P (Um +Wm < t, |Wm| > ε)
≤ P (Um − ε < t) + P (|Wm| > ε)
≤ P (Um − ε < t) + ε,
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sowie
P (Um +Wm < t) = P (Um +Wm < t, |Wm| ≤ ε) + P (Um +Wm < t, |Wm| > ε)
≥ P (Um + ε < t, |Wm| ≤ ε)
= P (Um + ε < t)− P (Um + ε < t, |Wm| > ε)
≥ P (Um + ε < t)− P (|Wm| > ε)
≥ P (Um + ε < t)− ε,
sodass die erste Aussage folgt. Also gilt gema¨ß der erweiterten Annahme
∀ ε > 0 ∃ mε ∈ N ∀ m ≥ mε :
|P (Um +Wm < t′)− c| ≤ ε, P (Um + ε < t′)− ε ≤ P (Um +Wm < t′) ≤ P (Um − ε < t′) + ε.
Daraus folgt fu¨r m ≥ mε
ε ≥ P (Um +Wm < t′)− c ≥ P (Um + ε < t′)− ε− c,
und
ε ≥ c− P (Um +Wm < t′) ≥ c− P (Um − ε < t′)− ε.
Damit erha¨lt man fu¨r m ≥ mε
P (Um < t
′ − ε) ≤ c+ 2ε, P (Um < t′ + ε) ≥ c− 2ε,
also die zweite Aussage. 
In Vorbereitung auf die kommenden zentralen Resultate dieses Unterabschnitts definie-
ren wir
i∗∗ζ1 (η0) :=
(
Ik−Jg(η0)i∗ζ1(η0)−1Jg(η0)tiζ1(ϑ0)
)t
iζ1(ϑ0),
wobei i∗ζ1(η0) wie in Lemma 4.2.2 definiert ist. Zudem sei die Matrix A
1,1
ζ1
(ϑ0) ∈ Rd1×d1
durch
i∗∗ζ1 (η0) =
(
A1,1ζ1 (ϑ0) A
1,2
ζ1
(ϑ0)
A2,1ζ1 (ϑ0) A
2,2
ζ1
(ϑ0)
)
festgelegt, A1,2ζ1 (ϑ0) ∈ Rd1×(k−d1), A2,1ζ1 (ϑ0) ∈ R(k−d1)×d1 , A2,2ζ1 (ϑ0) ∈ R(k−d1)×(k−d1).
Es sei fu¨r m ∈ N und b ≥ 0 Gb,m die Verteilungsfunktion der χ2m(b)-Verteilung, und
χ2m;1−α das (1− α)-Quantil der χ2m-Verteilung.
Im Fall, dass bei einem Test eine einfache Hypothese vorliegt, setzen wir der Kompaktheit
der Notation wegen Jg(η0) = 0 und h = 0.
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4.2.4 Satz: Es sei die Folge von Testgro¨ßen T gegeben durch (4.2.1), (4.2.2), (4.2.3) oder
(4.2.4). Fu¨r die Verteilung von ζ1 sowie fu¨r die zugeho¨rigen Scha¨tzfunktionen gelten die
Bedingungen (B1) - (B5). Es sei eine reellwertige Folge (νi)i∈N mit νi 6= 0 fu¨r alle i ∈ N
und limi→∞ νi = 0 gegeben. Fu¨r i ∈ N betrachten wir Alternativen der Form
ϑi :=

ϑ10ϑ2
ϑ′2

+ νi

ϑ10
0


mit ϑ1 ∈ Rd1 \ {0}, (ϑ10, ϑ2, ϑ′2) ∈ ∂Θ0, die (ϑ10 + νiϑ1, ϑ2, ϑ′2) ∈ Θ1 erfu¨llen, wobei mit
ϑ0 := (
ϑ10
ϑ2
)
ϑt1A
1,1
ζ1
(ϑ0)ϑ1 6= 0
gelte. Zudem sei die Abbildung
i 7→ NT,i, i ∈ N,
streng monoton wachsend5, wobei NT,i bei zugrunde liegender Folge von Alternativen (ϑ
i)i∈N
und zugrunde liegendem β ∈ (0, 1 − α) wie in (2.4.3) definiert sei. Dann gilt mit ϑ0 :=
(ϑ10, ϑ2, ϑ
′
2)
lim
i→∞
(NT,iν
2
i ) =
b(α, β, k − h)
ϑt1A
1,1
ζ1
(ϑ0)ϑ1
,
wobei fu¨r m ∈ N die positive reelle Zahl b(α, β,m) ∈ (0,∞) eindeutig durch die Eigenschaft
Gb(α,β,m),m(χ
2
m;1−α) = β
festgelegt ist.
Beweis: Der Beweis wird nur fu¨r den Fall gefu¨hrt, dass es sich bei den Tests um Tests fu¨r
eine zusammengesetzte Hypothese handelt; das Vorgehen bei einfacher Hypothese ist dann
klar. Zudem liegen die Familien von Verteilungen von ζ1 und ζ
′
1 in der Form {Qζ1ϑ ;ϑ ∈ Θ˜}
und {M ζ1ϑ′ ;ϑ′ ∈ Θ˜′} vor.
Zuna¨chst handle es sich bei den Tests T um die Tests (4.2.3). Es sei ϑ0 = (
ϑ10
ϑ2
), ϑ10 und ϑ2
wie in der Voraussetzung.
Eine Taylorentwicklung der Funktion ϑ 7→ ∑ni=1 L(ζi, ϑ) liefert fu¨r eine beliebige Folge
5Die Existenz von Sequenzen von Alternativen mit dieser Eigenschaft wird in Bemerkung 4.2.7 behan-
delt.
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(ϑ˜n)n∈N mit ϑ˜n ∈ Θ˜ fu¨r alle n ∈ N und limn→∞ ϑ˜n = ϑ0
n∑
j=1
L(ζj, ϑ0) =
n∑
j=1
L(ζj, ϑˆn) +
√
n(ϑ0 − ϑˆn)t 1√
n
n∑
j=1
∇kL(ζj, ϑ)|ϑ=ϑˆn
+
1
2
√
n(ϑ0 − ϑˆn)t
(
1
n
n∑
j=1
∂2
∂ϑi∂ϑl
L(ζj, ϑ)|ϑ=ϑn
)
1≤i≤k
1≤l≤k
√
n(ϑ0 − ϑˆn),
mit einer Zwischenstelle ϑn auf der Verbindungsstrecke zwischen ϑˆn und ϑ0. Mit Lemma
4.2.1, (B2) und (B3) gilt
lim
n→∞
(
1
n
n∑
j=1
∂2
∂ϑi∂ϑl
L(ζj, ϑ)|ϑ=ϑn
)
1≤i≤k
1≤l≤k
= −iζ1(ϑ0) in Qϑ˜n-Wahrscheinlichkeit.
Damit ergibt sich
n∑
j=1
L(ζj, ϑˆn)−
n∑
j=1
L(ζj, ϑ0) =
√
n(ϑˆn − ϑ0)toQϑ˜n (1) +
1
2
√
n(ϑˆn − ϑ0)tiζ1(ϑ0)
√
n(ϑˆn − ϑ0)
+
√
n(ϑˆn − ϑ0)toQϑ˜n (1)
√
n(ϑˆn − ϑ0) fu¨r n→∞.
Andererseits liefert eine entsprechende Taylorentwicklung
n∑
j=1
L
(
ζj, g(η0)
)
=
n∑
j=1
L
(
ζj, g(ηˆn)
)
+
√
n(η0 − ηˆn)t 1√
n
n∑
j=1
∇hL
(
ζj, g(η)
)
|η=ηˆn
+
1
2
√
n(η0 − ηˆn)t
(
1
n
n∑
j=1
∂2
∂ηi∂ηl
L
(
ζj, g(η)
)
|η=ηn
)
1≤i≤h
1≤l≤h
√
n(η0 − ηˆn),
mit einer Zwischenstelle ηn auf der Verbindungsstrecke zwischen ηˆn und η0. Wegen (4.2.6),
g(η0) = ϑ0 und der zweimaligen stetigen Differenzierbarkeit von g erha¨lt man mit Lemma
4.2.1 und unter Heranziehung von (B2) und (B3)
lim
n→∞
(
1
n
n∑
j=1
∂2
∂ηi∂ηl
L
(
ζj, g(η)
)
|η=ηn
)
1≤i≤h
1≤l≤h
= −i∗ζ1(η0) in Qϑ˜n-Wahrscheinlichkeit,
wobei zu beachten ist, dass i∗ζ1(η0) = Jg(η0)tiζ1(ϑ0)Jg(η0) regula¨r ist. Wegen (B4) und
g(η0) = ϑ0 la¨sst sich dies auch in der Form
n∑
j=1
L
(
ζj, g(ηˆn)
)− n∑
j=1
L(ζj, ϑ0) =
√
n(ηˆn − η0)toQϑ˜n (1) +
1
2
√
n(ηˆn − η0)ti∗ζ1(η0)
√
n(ηˆn − η0)
+
√
n(ηˆn − η0)toQϑ˜n (1)
√
n(ηˆn − η0) fu¨r n→∞
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schreiben.
Insgesamt erhalten wir damit fu¨r unsere Testgro¨ße die Darstellung
Tn =2
( n∑
i=1
L(ζi, ϑˆn)−
n∑
i=1
L
(
ζi, g(ηˆn)
))
=2
( n∑
i=1
L(ζi, ϑˆn)−
n∑
i=1
L(ζi, ϑ0)
)
− 2
( n∑
i=1
L
(
ζi, g(ηˆn)
)− n∑
i=1
L(ζi, ϑ0)
)
=
√
n(ϑˆn − ϑ0)tiζ1(ϑ0)
√
n(ϑˆn − ϑ0)−
√
n(ηˆn − η0)ti∗ζ1(η0)
√
n(ηˆn − η0)
+
√
n(ϑˆn − ϑ0)toQϑ˜n (1)−
√
n(ηˆn − η0)toQϑ˜n (1)
+
√
n(ϑˆn − ϑ0)toQϑ˜n (1)
√
n(ϑˆn − ϑ0)−
√
n(ηˆn − η0)toQϑ˜n (1)
√
n(ηˆn − η0) fu¨r n→∞.
Mit Hilfe von Lemma 4.2.2 la¨sst sich dies schreiben als
Tn =
√
n(ϑˆn − ϑ0)ti∗∗ζ1 (η0)
√
n(ϑˆn − ϑ0) +Rn,
mit
Rn :=−
(
i∗ζ1(η0)
−1Jg(η0)tiζ1(ϑ0)
√
n(ϑˆn − ϑ0)
)t
i∗ζ1(η0)(
oQϑ˜n (1)
√
n(ϑˆn − ϑ0) + oQϑ˜n (1)
√
n(ηˆn − η0) + oQϑ˜n (1)
)
−
(
oQϑ˜n (1)
√
n(ϑˆn − ϑ0) + oQϑ˜n (1)
√
n(ηˆn − η0) + oQϑ˜n (1)
)t
i∗ζ1(η0)(
i∗ζ1(η0)
−1Jg(η0)tiζ1(ϑ0)
√
n(ϑˆn − ϑ0) + oQϑ˜n (1)
√
n(ϑˆn − ϑ0)
+ oQϑ˜n (1)
√
n(ηˆn − η0) + oQϑ˜n (1)
)
+
√
n(ϑˆn − ϑ0)toQϑ˜n (1)−
√
n(ηˆn − η0)toQϑ˜n (1)
+
√
n(ϑˆn − ϑ0)toQϑ˜n (1)
√
n(ϑˆn − ϑ0)−
√
n(ηˆn − η0)toQϑ˜n (1)
√
n(ηˆn − η0) fu¨r n→∞.
Nun sei die Folge von Alternativen (ϑi)i∈N durch ϑi := (
ϑ10
ϑ2
)+νi( ϑ10 ) mit (ϑ
1
0+νiϑ1, ϑ2) ∈ Θ˜1
gegeben, wobei ϑ10, ϑ1 und ϑ2 und νi wie in der Voraussetzung gegeben seien.
An dieser Stelle soll darauf hingewiesen werden, dass der zweite Teil von Lemma 4.2.2
fu¨r
√
NT,i(ϑˆNT,i − ϑi), i ∈ N Gu¨ltigkeit hat, und daher√
NT,i(ϑˆNT,i − ϑi) ϑi Nk
(
0, iζ1(ϑ0)
−1) fu¨r i→∞.
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gilt. Um dies zu sehen, definiere eine Folge (ϑ∗i )i∈N durch
ϑ∗1, . . . , ϑ
∗
NT,1
: = ϑ1,
ϑ∗NT,1+1, . . . , ϑ
∗
NT,2
: = ϑ2,
ϑ∗NT,2+1, . . . , ϑ
∗
NT,3
: = ϑ3,
...
Die Definition der Folge (ϑ∗i )i∈N in dieser Form ist mo¨glich, da nach Annahme die Abbil-
dung i 7→ NT,i streng monoton wachsend ist.
Dann ist ϑ∗i ∈ Θ˜1, i ∈ N, limi→∞ ϑ∗i = ϑ0 und ϑ∗NT,i = ϑi, i ∈ N. Also gilt√
NT,i(ϑˆNT,i − ϑi) =
√
NT,i(ϑˆNT,i − ϑ∗NT,i), i ∈ N,
wobei ϑ∗NT,i der zugrunde liegende Parameter ist, i ∈ N. Die Folge
√
NT,i(ϑˆNT,i−ϑ∗NT,i), i ∈
N, kann als eine Teilfolge der Folge
√
n(ϑˆn − ϑ∗n), n ∈ N, aufgefasst werden, wobei ϑ∗n der
zugrunde liegende Parameter ist. Ferner gilt lim→∞NT,i =∞, siehe (2.4.5).
Analog kann argumentiert werden, um zu zeigen, dass der erste Teil von Lemma 4.2.2
fu¨r
√
NT,i(ηˆNT,i − η0), i ∈ N, Gu¨ltigkeit hat, und daher
√
NT,i(ηˆNT,i − η0) =i∗ζ1(η0)−1Jg(η0)tiζ1(ϑ0)
√
NT,i(ϑˆNT,i − ϑ0) + oQϑi (1)
√
NT,i(ϑˆNT,i − ϑ0)
+ oQϑi (1)
√
NT,i(ηˆNT,i − η0) + oQϑi (1) fu¨r i→∞,
gilt.
Aus der oben genannten Gestalt von Rn wird ersichtlich, dass
lim sup
i→∞
√
NT,i|νi| <∞
gelten muss.
Dies sieht man wie folgt: Angenommen dies wu¨rde nicht gelten. Dann existiert eine Teilfolge
(
√
NT,ik |νik |)k∈N von (
√
NT,i|νi|)i∈N mit limk→∞
√
NT,ik |νik | = +∞. Der Einfachheit halber
sei diese Teilfolge die Folge selbst. Es sei also ϑi der zugrunde liegende Parameter. Dann
ist wegen limi→∞NT,i = +∞ (siehe (2.4.5)), mit ϑ := ( ϑ10 ), ϑ1 wie in der Voraussetzung,
TNT,i =
√
NT,i(ϑˆNT,i − ϑ0)ti∗∗ζ1 (η0)
√
NT,i(ϑˆNT,i − ϑ0) +RNT,i
=
√
NT,i(ϑˆNT,i − ϑi)ti∗∗ζ1 (η0)
√
NT,i(ϑˆNT,i − ϑi)
+
√
NT,iνi
√
NT,i(ϑˆNT,i − ϑi)ti∗∗ζ1 (η0)ϑ+
√
NT,iνiϑ
ti∗∗ζ1 (η0)
√
NT,i(ϑˆNT,i − ϑi)
+ (
√
NT,iνi)
2ϑti∗∗ζ1 (η0)ϑ+RNT,i .
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Da i∗∗ζ1 positiv definit ist, gilt nach Voraussetzung
ϑti∗∗ζ1 (η0)ϑ > 0,
und somit dominiert der Term (
√
NT,iνi)
2ϑti∗∗ζ1 (η0)ϑ, der seinerseits gegen +∞ strebt, auf-
grund von Lemma 4.2.2 das Grenzverhalten der Testgro¨ße. Es sei die Folge von kriti-
schen Werten (cn)n∈N gema¨ß (2.4.1) und (2.4.2) gegeben, und es sei fu¨r m ∈ N χ2m;1−α
das (1 − α)-Quantil der χ2m-Verteilung. Da die Folge von Testgro¨ßen T bei Gu¨ltigkeit
der Hypothese in Verteilung gegen eine zentrale Chi-Quadrat-Verteilung mit k − h Frei-
heitsgeraden konvergiert (siehe hierzu z.B. Satz 6.50 in [27]), und deshalb die zugeho¨rige
Verteilungsfunktion auf R auch gleichma¨ßig gegen die Verteilungsfunktion der zentralen
Chi-Quadrat-Verteilung mit k − h Freiheitsgeraden konvergiert, die auf (0,∞) stetig und
streng monoton wachsend ist, muss gema¨ß (2.4.2) fu¨r die Folge von kritischen Werten
(cn)n∈N
lim
i→∞
cNT,i = χ
2
k−h;1−α
gelten, da limi→∞NT,i =∞. Somit folgt mit Qζ1ϑi = P ζ1ϑi wegen (2.4.6)
Qϑi(TNT,i < cNT,i) = Pϑi(TNT,i < cNT,i)︸ ︷︷ ︸
→β
−→ 0 fu¨r i→∞,
mit einem β ∈ (0, 1 − α) aus der Definition von NT,i, siehe (2.4.3), und man erha¨lt einen
Widerspruch. Somit folgt mit Lemma 4.2.2 auch
lim
i→∞
RNT,i = 0 in Qϑi-Wahrscheinlichkeit.
Sei nun ε > 0 beliebig. Dann folgt wegen limi→∞Qϑi(TNT,i < cNT,i) = β, was wie gesagt
wegen Qζ1ϑi = P
ζ1
ϑi
und (2.4.6) gilt, mit dem zweiten Teil von Lemma 4.2.3 fu¨r genu¨gend
großes i ∈ N
Qϑi
(√
NT,i(ϑˆNT,i − ϑ0)ti∗∗ζ1 (η0)
√
NT,i(ϑˆNT,i − ϑ0) < χ2k−h;1−α − ε
) ≤ β + 2ε,
Qϑi
(√
NT,i(ϑˆNT,i − ϑ0)ti∗∗ζ1 (η0)
√
NT,i(ϑˆNT,i − ϑ0) < χ2k−h;1−α + ε
) ≥ β − 2ε.
Es existiert wegen Lemma 4.2.2 eine Folge von Rk-wertigen Zufallsvektoren (Ui)i∈N und
ein Rk-wertiger Zufallsvektor U , sodass
Ui
v
=
√
NT,i(ϑˆNT,i − ϑi), i ∈ N,
sowie
lim
i→∞
Ui = U ∼ Nk
(
0, iζ1(ϑ0)
−1) f.s.
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gilt. Dann folgt√
NT,i(ϑˆNT,i − ϑ0)ti∗∗ζ1 (η0)
√
NT,i(ϑˆNT,i − ϑ0)
=
(√
NT,i(ϑˆNT,i − ϑi)t +
√
NT,iνiϑ
t
)
i∗∗ζ1 (η0)
(√
NT,i(ϑˆNT,i − ϑi) +
√
NT,iνiϑ
)
v
=
(
U ti +
√
NT,iνiϑ
t
)
i∗∗ζ1 (η0)
(
Ui +
√
NT,iνiϑ
)
, i ∈ N,
und wegen lim supi→∞
√
NT,i|νi| <∞(
U ti +
√
NT,iνiϑ
t
)
i∗∗ζ1 (η0)
(
Ui +
√
NT,iνiϑ
)
=
(
U t +
√
NT,iνiϑ
t
)
i∗∗ζ1 (η0)
(
U +
√
NT,iνiϑ
)
+ oP (1) fu¨r i→∞.
Also gilt mit dem ersten Teil von Lemma 4.2.3 fu¨r genu¨gend großes i ∈ N
P
((
U t +
√
NT,iνiϑ
t
)
i∗∗ζ1 (η0)
(
U +
√
NT,iνiϑ
)
+ ε < χ2k−h;1−α − ε
)
− ε
≤P(√NT,i(ϑˆNT,i − ϑ0)ti∗∗ζ1 (η0)√NT,i(ϑˆNT,i − ϑ0) < χ2k−h;1−α − ε) ≤ β + 2ε,
und auch
P
((
U t +
√
NT,iνiϑ
t
)
i∗∗ζ1 (η0)
(
U +
√
NT,iνiϑ
)− ε < χ2k−h;1−α + ε)+ ε
≥P(√NT,i(ϑˆNT,i − ϑ0)ti∗∗ζ1 (η0)√NT,i(ϑˆNT,i − ϑ0) < χ2k−h;1−α + ε) ≥ β − 2ε.
Es ist fu¨r m ∈ N fu¨r jedes x > 0 die Abbildung
b 7−→ Gb,m(x), b ≥ 0,
stetig und streng monoton fallend, mit
lim
b→∞
Gb,m(x) = 0,
was aus Satz 2.36 in [41] folgt. Natu¨rlich ist fu¨r b ≥ 0 und m ∈ N auch die Abbildung
x 7−→ Gb,m(x), x ≥ 0,
stetig. Da i∗∗ζ1 (η0)i
−1
ζ1
(ϑ0)i
∗∗
ζ1
(η0) = i
∗∗
ζ1
(η0) erfu¨llt ist, gilt mit Theorem 1.4.5 in [28](
U t +
√
NT,iνiϑ
t
)
i∗∗ζ1 (η0)
(
U +
√
NT,iνiϑ
) ∼ χ2k−h(bi),
mit
bi := (
√
NT,iνi)
2ϑti∗∗ζ1 (η0)ϑ
fu¨r i ∈ N. Deshalb gilt
β + 3ε ≥ lim sup
i→∞
Gbi,k−h(χ
2
k−h;1−α − 2ε) = lim
i→∞
lim
l→∞
sup
l≥j≥i
Gbj ,k−h(χ
2
k−h;1−α − 2ε)
= lim
i→∞
lim
l→∞
Ginfl≥j≥i bj ,k−h(χ
2
k−h;1−α − 2ε) = Glim infi→∞ bi,k−h(χ2k−h;1−α − 2ε),
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und auch
β − 3ε ≤ lim inf
i→∞
Gbi,k−h(χ
2
k−h;1−α + 2ε) = lim
i→∞
lim
l→∞
inf
l≥j≥i
Gbj ,k−h(χ
2
k−h;1−α + 2ε)
= lim
i→∞
lim
l→∞
Gsupl≥j≥i bj ,k−h(χ
2
k−h;1−α + 2ε) = Glim supi→∞ bi,k−h(χ
2
k−h;1−α + 2ε),
wobei wegen lim supi→∞
√
NT,i|νi| < ∞ auch 0 ≤ lim infi→∞ bi ≤ lim supi→∞ bi < ∞ gilt.
Fu¨r ε→ 0 folgt daraus
β ≤ Glim supi→∞ bi,k−h(χ2k−h;1−α) ≤ Glim infi→∞ bi,k−h(χ2k−h;1−α) ≤ β,
und damit
lim sup
i→∞
bi = lim inf
i→∞
bi = lim
i→∞
bi = b(α, β, k − h) ∈ (0,∞),
wobei b(α, β, k − h) eindeutig durch die Eigenschaft
Gb(α,β,k−h),k−h(χ
2
k−h;1−α) = β
festgelegt ist. Ferner ist
ϑti∗∗ζ1 (η0)ϑ = (ϑ1, 0)
ti∗∗ζ1 (η0)(ϑ1, 0) = ϑ
t
1A
1,1
ζ1
(ϑ0)ϑ1.
Nun handle es sich bei der Folge von Tests T um Tests der Form (4.2.4) und es sei (ϑ˜n)n∈N
eine beliebige Folge mit limn→∞ ϑ˜n = ϑ0, sodass ϑ˜n der zugrunde liegende Parameter ist.
Dann ergibt eine Taylorentwicklung der Funktion η 7→ gi(η), i = 1, . . . , k,
√
n
(
gi(ηˆn)− gi(η0)
)
= ∇thgi(η)|η=ηi,n
√
n(ηˆn − η0), i = 1, . . . , k,
mit Zwischenstellen ηi,n auf der Verbindungsstrecke zwischen ηˆn und η0, i = 1, . . . , k. Dies
la¨sst sich a¨quivalent in der Form
√
n
(
g(ηˆn)− g(η0)
)
=


∇thg1(η)|η=η1,n
...
∇thgd(η)|η=ηk,n

√n(ηˆn − η0)
schreiben. Weiter gilt mit der stetigen Differenzierbarkeit von g
lim
n→∞


∇thg1(η)|η=η1,n
...
∇thgd(η)|η=ηk,n

 = Jg(η0) in Qϑ˜n-Wahrscheinlichkeit,
womit auch
√
n
(
g(ηˆn)− g(η0)
)
= Jg(η0)
√
n(ηˆn − η0) + oQϑ˜n (1)
√
n(ηˆn − η0) fu¨r n→∞
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folgt. Damit erha¨lt man wegen g(η0) = ϑ0 und mit Hilfe von Lemma 4.2.2
√
n
(
ϑˆn − g(ηˆn)
)
=
√
n(ϑˆn − ϑ0)−
√
n
(
g(ηˆn)− g(η0)
)
=
√
n(ϑˆn − ϑ0)− Jg(η0)
√
n(ηˆn − η0) + oQϑ˜n
√
n(ηˆn − η0)
=
(
Id−Jg(η0)i∗ζ1(η0)−1Jg(η0)tiζ1(ϑ0)
)√
n(ϑˆn − ϑ0) + oQϑ˜n (1)
√
n(ϑˆn − ϑ0)
+ oQϑ˜n (1)
√
n(ηˆn − η0) + oQϑ˜n (1) + oQϑ˜n (1)
√
n(ηˆn − η0) fu¨r n→∞,
und daraus wegen der Stetigkeit der Abbildung ϑ 7→ iζ1(ϑ), ϑ ∈ Θ˜, die aus den Annahmen
folgt, schließlich
Tn =
√
n
(
ϑˆn − g(ηˆn)
)t
iζ1
(
g(ηˆn)
)√
n
(
ϑˆn − g(ηˆn)
)
)
=
√
n(ϑˆn − ϑ0)ti∗∗ζ1 (η0)
√
n(ϑˆn − ϑ0) +Rn,
mit einem entsprechenden Restterm Rn. Der Rest folgt analog zu den oben dargestellten
Ausfu¨hrungen. 
4.2.5 Korollar: Es seien die zwei Folgen von Testgro¨ßen T und T ′ jeweils gegeben durch
(4.2.1), (4.2.2), (4.2.3) oder (4.2.4). Fu¨r ζ1 und ζ
′
1 sowie fu¨r die zugeho¨rigen Scha¨tzfunk-
tionen gelten die Bedingungen (B1) - (B5). Es sei eine reellwertige Folge (νi)i∈N mit νi 6= 0
fu¨r alle i ∈ N und limi→∞ νi = 0 gegeben. Fu¨r i ∈ N betrachten wir Alternativen der Form
ϑi :=

ϑ10ϑ2
ϑ′2

+ νi

ϑ10
0


mit ϑ1 ∈ Rd1 \ {0}, (ϑ10, ϑ2, ϑ′2) ∈ ∂Θ0, die (ϑ10 + νiϑ1, ϑ2, ϑ′2) ∈ Θ1 erfu¨llen, wobei mit
ϑ0 := (
ϑ10
ϑ2
) und ϑ′0 := (
ϑ10
ϑ′2
)
ϑt1A
1,1
ζ1
(ϑ0)ϑ1 6= 0 und ϑt1A1,1ζ′1 (ϑ
′
0)ϑ1 6= 0
gelte. Zudem seien die Abbildungen
i 7→ NT,i, i 7→ NT ′,i, i ∈ N,
streng monoton wachsend, wobei NT,i und NT ′,i bei zugrunde liegender Folge von Alterna-
tiven (ϑi)i∈N und zugrunde liegendem β ∈ (0, 1 − α) wie in (2.4.3) definiert seien. Dann
gilt mit ϑ0 := (ϑ10, ϑ2, ϑ
′
2) im Fall der Existenz der Pitman-Effizienz
ePT ′,T
(
α, β, ϑ0, ϑ1
)
=
b(α, β, k − h)
b(α, β, k′ − h′)
ϑt1A
1,1
ζ′1
(ϑ′0)ϑ1
ϑt1A
1,1
ζ1
(ϑ0)ϑ1
,
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wobei fu¨r m ∈ N das b(α, β,m) ∈ (0,∞) wie in Satz 4.2.4 bestimmt ist.
Beweis: Nach Satz 4.2.4 gilt
lim
i→∞
(NT,iν
2
i ) =
b(α, β, k − h)
ϑt1A
1,1
ζ1
(ϑ0)ϑ1
,
sowie
lim
i→∞
(NT ′,iν
2
i ) =
b(α, β, k′ − h′)
ϑt1A
1,1
ζ′1
(ϑ′0)ϑ1
.
Da die Pitman-Effizienz nach Annahme existiert, folgt
ePT ′,T = lim
i→∞
NT,iν
2
i
NT ′,iν2i
=
b(α, β, k − h)
b(α, β, k′ − h′)
ϑt1A
1,1
ζ′1
(ϑ′0)ϑ1
ϑt1A
1,1
ζ1
(ϑ0)ϑ1
,
womit alles gezeigt ist 
4.2.6 Bemerkung: Es la¨sst sich unter Beachtung von Bemerkung 2.4.1 mit den U¨berlegun-
gen pra¨sentiert in 3.8.3 in [32] zeigen, dass die Pitman-Effizienz fu¨r νi = 1/
√
i, i ∈ N,
existiert.
4.2.7 Bemerkung: Die Existenz von Folgen von Alternativen mit der in Korollar 4.2.5
genannten Eigenschaft, dass die Abbildungen
i 7→ NT,i, i 7→ NT ′,i, i ∈ N,
streng monoton wachsend sind, ist stets gewa¨hrleistet. Zur Begru¨ndung sei fu¨r fest gewa¨hltes
ϑ0 ∈ ∂Θ0 die Folge (ϑi)i∈N mit ϑi ∈ Θ1 fu¨r alle i ∈ N und limi→∞ ϑi = ϑ0 gema¨ß der De-
finition der Pitman-Effizienz in Unterabschnitt 2.4 gegeben. Wegen NT,i < +∞ fu¨r alle
i ∈ N und limi→∞NT,i = +∞ (siehe (2.4.4) und (2.4.5)) existiert eine Teilfolge (ϑik)k∈N
sodass die Abbildung k 7→ NT,ik , k ∈ N, streng monoton wachsend ist. Natu¨rlich erfu¨llt
wegen NT ′,i < +∞ fu¨r alle i ∈ N und limi→∞NT ′,i = +∞ (siehe (2.4.4) und (2.4.5)) die
Teilfolge (ϑik)k∈N auch NT ′,ik < +∞ fu¨r alle i ∈ N und limk→∞NT ′,ik = +∞. Dann existiert
also eine Teilfolge der Teilfolge (ϑikl )l∈N sodass die Abbildung l 7→ NT ′,ikl , l ∈ N, streng
monoton wachsend ist. Also erfu¨llt die Folge von Alternativen (ϑikl )l∈N die Eigenschaft,
dass die Abbildungen
l 7→ NT,ikl , l 7→ NT ′,ikl , l ∈ N,
streng monoton wachsend sind.
4.2.8 Bemerkung: Betrachten wir den Fall, dass fu¨r ein ϑ10 ∈ Rd1
Θ10 = {ϑ10}
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gilt, d.h. die Hypothese la¨sst sich mit (ϑ1, ϑ2, ϑ
′
2) ∈ Θ, a¨quivalent gema¨ß
H : ϑ1 = ϑ
1
0
formulieren.
Da die Mengen Θ˜ und Θ˜′ offen sind, sind auch die Mengen
{ϑ2 ∈ Rk−d1 ; (ϑ10, ϑ2) ∈ Θ˜} und {ϑ′2 ∈ Rk
′−d1 ; (ϑ10, ϑ
′
2) ∈ Θ˜′}
offen. Dann sind die Mengen ∆ und ∆′ gegeben durch
∆ = {ϑ2 ∈ Rk−d1 ; (ϑ10, ϑ2) ∈ Θ˜} und ∆′ = {ϑ′2 ∈ Rk
′−d1 ; (ϑ10, ϑ
′
2) ∈ Θ˜′}
und die Abbildungen g und g′ sind gegeben durch g : ∆→ Θ˜, g(ϑ2) = ( ϑ10ϑ2 ) und g′ : ∆′ →
Θ˜′, g′(ϑ′2) = (
ϑ10
ϑ′2
). Dann gilt
k − h = k − (k − d1) = d1 = k′ − (k′ − d1) = k′ − h′.
Zudem ist Jg(η) = (0(k−d1)×d1 , Ik−d1)t und Jg′(η′) = (0(k′−d1)×d1 , Ik′−d1)t, wobei fu¨r m, l ∈ N
die Matrix 0m×l ∈ Rm×l die Nullmatrix sei. Es sei
iζ1(ϑ0) =
(
i1,1ζ1 (ϑ0) i
1,2
ζ1
(ϑ0)
i2,1ζ1 (ϑ0) i
2,2
ζ1
(ϑ0)
)
∈ Rk×k,
mit i1,1ζ1 (ϑ0) ∈ Rd1×d1 , i1,2ζ1 (ϑ0) ∈ Rd1×(k−d1), i2,1ζ1 (ϑ0) ∈ R(k−d1)×d1 , i2,2ζ1 (ϑ0) ∈ R(k−d1)×(k−d1).
Dann erha¨lt man wegen
i∗ζ1(η0) = Jg(η0)tiζ1(ϑ0)Jg(η0)
leicht i∗ζ1(η0) = i
2,2
ζ1
(ϑ0), und weiter
i∗∗ζ1 (ϑ0) =
(
i1,1ζ1 (ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0) 0d1×(k−d1)
0(k−d1)×d1 0(k−d1)×(k−d1)
)
∈ Rk×k.
Daher handelt es sich bei
A1,1ζ1 (ϑ0) = i
1,1
ζ1
(ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0)
um das Schurkomplement von i2,2ζ1 (ϑ0) in iζ1(ϑ0). Analog erha¨lt man mit
iζ′1(ϑ
′
0) =
(
i1,1ζ′1
(ϑ′0) i
1,2
ζ′1
(ϑ′0)
i2,1ζ′1
(ϑ′0) i
2,2
ζ′1
(ϑ′0)
)
∈ Rk′×k′ ,
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mit i1,1ζ′1
(ϑ′0) ∈ Rd1×d1 , i1,2ζ′1 (ϑ
′
0) ∈ Rd1×(k′−d1), i2,1ζ′1 (ϑ
′
0) ∈ R(k′−d1)×d1 , i2,2ζ′1 (ϑ
′
0) ∈ R(k′−d1)×(k′−d1),
i∗∗ζ′1 (ϑ
′
0) =
(
i1,1ζ′1
(ϑ′0)− i1,2ζ′1 (ϑ
′
0)i
2,2
ζ′1
(ϑ′0)
−1i2,1ζ′1 (ϑ
′
0) 0d1×(k′−d1)
0(k′−d1)×d1 0(k′−d1)×(k′−d1)
)
∈ Rk′×k′ ,
und daher
A1,1ζ′1
(ϑ′0) = i
1,1
ζ′1
(ϑ′0)− i1,2ζ′1 (ϑ
′
0)i
2,2
ζ′1
(ϑ′0)
−1i2,1ζ′1 (ϑ
′
0).
Die Pitman-Effizienz der Tests T und T ′ ergibt sich dann u¨ber
ePT ′,T (ϑ
0, ϑ1) =
ϑt1
(
i1,1ζ′1
(ϑ′0)− i1,2ζ′1 (ϑ
′
0)i
2,2
ζ′1
(ϑ′0)
−1i2,1ζ′1 (ϑ
′
0)
)
ϑ1
ϑt1
(
i1,1ζ1 (ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0)
)
ϑ1
.
Gilt zusa¨tzlich i1,2ζ1 (ϑ0) = 0d1×(k−d1), so ist A
1,1
ζ1
(ϑ0) = i
1,1
ζ1
(ϑ0) die Informationsmatrix aus
ζ1, wenn der Parameter ϑ
1
0 als einziger variabler Parameter, und ϑ2 als fest gegeben be-
trachtet wird.
Gilt zusa¨tzlich i1,2ζ′1
(ϑ′0) = 0d1×(k′−d1), so ist A
1,1
ζ′1
(ϑ′0) = i
1,1
ζ′1
(ϑ′0) die Informationsmatrix
aus ζ ′1, wenn der Parameter ϑ
1
0 als einziger variabler Parameter, und ϑ
′
2 als fest gegeben
betrachtet wird.
4.2.9 Beispiel: Wir fu¨hren wie zu Beginn dieser Arbeit motiviert einen Vergleich von
unabha¨ngiger und verbundener Stichprobenerhebung durch, wobei eine Situation wie aus
Abschnitt 8 vorliege:
Im unabha¨ngigen Stichprobenfall seien mit X ′1, . . . , X
′
n und Y
′
1 , . . . , Y
′
n zwei voneinander
unabha¨ngige Stichproben von unabha¨ngigen R-wertigen Zufallsvariablen gegeben, wobei
die X ′1, . . . , X
′
n jeweils die gleiche N(a,Σ)-Verteilung besitzen, und die Y
′
1 , . . . , Y
′
n jeweils
die gleiche N(b,Σ)-Verteilung besitzen, mit a, b ∈ R und Σ > 0 unbekannt, d.h. es gilt
(
X ′1
Y ′1
)
∼ N2
((
a
b
)
,
(
Σ 0
0 Σ
))
.
Im verbundenen Stichprobenfall liege dagegen eine Stichprobe (X1Y1 ), . . . , (
Xn
Yn
) von un-
abha¨ngigen R2-wertigen Zufallsvektoren vor, die jeweils die gleiche Verteilung, konkret(
X1
Y1
)
∼ N2
((
a
b
)
,
(
Σ Π
Π Σ
))
besitzen, wobei Π ∈ R ebenfalls unbekannt sei, sodass die zugrunde liegende Kovarianz-
matrix ( Σ ΠΠ Σ ) positiv definit sei.
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In beiden Fa¨llen soll das zu Beginn dieser Arbeit genannte Testproblem betrachtet werden,
ob die Randverteilungen identisch sind oder nicht, also
H : a = b, K : a6=b.
Mit µ := a− b kann das Testproblem a¨quivalent gema¨ß
H : µ = 0, K : µ 6=0
formuliert werden.
Nehmen wir an, dass es sich bei der Sequenz von Tests T ′ um die Likelihood-Quotienten-
Tests basierend auf den Beobachtungen ζ ′1 = (
X′1
Y ′1
), . . . , ζ ′n = (
X′n
Y ′n
) fu¨r das Testproblem
handelt (siehe Unterabschnitt 8.5), und dass es sich bei der Sequenz von Tests T um
die Likelihood-Quotienten-Tests basierend auf den Differenzen der Beobachtungen ζ1 =
X1 − Y1, . . . , ζn = Xn − Yn fu¨r das Testproblem handelt (siehe Unterabschnitt 8.2). Dann
gilt (
X ′1
Y ′1
)
∼ N2
((
µ+ b
b
)
,
(
Σ 0
0 Σ
))
und
X1 − Y1 ∼ N(µ,Γ),
mit Γ := 2Σ − 2Π. Es kann folgende Parametrisierung benutzt werden: Wir wa¨hlen als
gemeinsame Parametermenge der Verteilungen von ζ1 und ζ
′
1
Θ =
{(
µ,Γ, ( bΣ )
) ∈ R× R× R2; Σ,Γ > 0, 4Σ > Γ}.
Dann ist Θ1 = R, ϑ10 = 0 ∈ R, und
Θ0 =
{(
µ,Γ, ( bΣ )
) ∈ Θ;µ = 0}.
Die injektive Partametrisierung der Verteilung von ζ1 bzw. ζ
′
1 ist gegeben durch
Θ˜ ={(µ,Γ) ∈ R× R; Γ > 0}
bzw.
Θ˜′ =
{(
µ, ( bΣ )
) ∈ R× R2; Σ > 0},
also
Θ˜0 ={(µ,Γ) ∈ Θ˜;µ = 0
}
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bzw.
Θ˜′0 =
{(
µ, ( bΣ )
) ∈ Θ˜′;µ = 0}.
Im unabha¨ngigen Stichprobenfall ergibt sich nach einer elementaren Rechnung die zugrun-
de liegende Informationsmatrix bei der genannten injektiven Parametrisierung
i(X′1,Y ′1)(ϑ
′
0) =

1/Σ 1/Σ 01/Σ 2/Σ 0
0 0 1/Σ2

 .
Damit folgt
A1,1(X′1,Y ′1)
(ϑ′0) = i
1,1
(X′1,Y
′
1)
(ϑ′0)− i1,2(X′1,Y ′1)(ϑ
′
0)i
2,2
(X′1,Y
′
1)
(ϑ′0)
−1i2,1(X′1,Y ′1)(ϑ
′
0)
= 1/Σ− (1/Σ 0)(Σ/2 0
0 Σ2
)(
1/Σ
0
)
= 1/Σ− 1/(2Σ) = 1/(2Σ).
Im verbundenen Stichprobenfall ergibt sich nach kurzer Rechnung bei der genannten in-
jektiven Parametrisierung i1,1X1−Y1(ϑ0) = 1/Γ und i
1,2
X1−Y1(ϑ0) = 0, sodass
A1,1X1−Y1(ϑ0) = i
1,1
X1−Y1(ϑ0) = 1/Γ
folgt. Also ergibt sich insgesamt fu¨r die Pitman-Effizienz bei den entsprechenden Folgen
von Alternativen
ePT ′,T (ϑ
0) =
Γ
2Σ
.
Vergleiche mit den Ergebnissen in Unterabschnitt 8.9.
4.2.10 Beispiel: Es soll eine Situation a¨hnlich wie in Beispiel 4.2.9 betrachtet werden, wo-
bei wieder ein Vergleich von unabha¨ngiger und verbundener Stichprobenerhebung durch-
gefu¨hrt werden soll.
Im unabha¨ngigen Stichprobenfall seien mit X ′1, . . . , X
′
n und Y
′
1 , . . . , Y
′
n zwei voneinander
unabha¨ngige Stichproben von unabha¨ngigen Rd1-wertigen Zufallsvariablen gegeben, wobei
die X ′1, . . . , X
′
n jeweils die gleiche Nd1(a,Σ)-Verteilung besitzen, und die Y
′
1 , . . . , Y
′
n jeweils
die gleiche Nd1(b,Λ)-Verteilung besitzen, mit a, b ∈ Rd1 unbekannt, und Σ,Λ ∈ Rd1×d1
symmetrisch positiv definit und unbekannt.
Im verbundenen Stichprobenfall liege dagegen eine Stichprobe (X1Y1 ), . . . , (
Xn
Yn
) von un-
abha¨ngigen R2d1-wertigen Zufallsvektoren vor, die jeweils die gleiche Verteilung besitzen,
konkret (
X1
Y1
)
∼ N2d1
((
a
b
)
,
(
Σ Π
Πt Λ
))
,
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wobei ξ ∈ R ebenfalls unbekannt sei, sodass die zugrunde liegende Kovarianzmatrix ( Σ ΠΠt Λ )
positiv definit sei.
In beiden Fa¨llen soll dass zu Beginn dieser Arbeit genannte Testproblem betrachtet werden,
ob die Randverteilungen identisch sind oder nicht, also
H : a = b, K : a6=b.
Es handelt sich also im unabha¨ngigen Stichprobenfall um das klassische Behrens-Fisher-
Problem. Mit µ := a− b kann das Testproblem a¨quivalent gema¨ß
H : µ = 0, K : µ 6=0
formuliert werden.
Nehmen wir an, dass es sich bei der Sequenz von Tests T ′ um die Likelihood-Quotienten-
Tests basierend auf den Differenzen der Beobachtungen ζ ′1 = X
′
1−Y ′1 , . . . , ζ ′n = X ′n−Y ′n fu¨r
das Testproblem handelt (siehe Unterabschnitt 8.2), und dass es sich bei der Sequenz von
Tests T um die Likelihood-Quotienten-Tests basierend auf den Differenzen der Beobach-
tungen ζ1 = X1− Y1, . . . , ζn = Xn− Yn fu¨r das Testproblem handelt (siehe Unterabschnitt
8.2). Dann gilt
X ′1 − Y ′1 ∼ N(µ,Γ1),
mit Γ1 := Σ + Λ, und
X1 − Y1 ∼ N(µ,Γ2),
mit Γ2 := Σ + Λ − (Π + Πt). Es kann folgende Parametrisierung benutzt werden: Es sei
fu¨r l ∈ N Pl := {A ∈ Rl×l;A ist symmetrisch positiv definit}. Wir wa¨hlen als gemeinsame
Parametermenge der Verteilungen von ζ1 und ζ
′
1
Θ =
{(
µ, vech(Γ2), vech(Γ1)
) ∈ Rd1 × Rd1(d1+1)/2 × Rd1(d1+1)/2
∃ Σ,Λ ∈ Sd1 , Π ∈ Rd1×d1 : Γ1 = Σ+ Λ, Γ2 = Σ+ Λ− (Π + Πt), ( Σ ΠΠt Σ ) ∈ P2d1
}
.
Dabei ist fu¨r ℓ ∈ N der vech-Operator definiert durch
vech : Rℓ×ℓ → Rℓ(ℓ+1)/2,
vech(M) := (m1,1, . . . ,mℓ,1,m2,2, . . . ,mℓ,2, . . . ,mℓ,ℓ)
t, M = (mi,j)1≤i,j≤ℓ.
Dann ist Θ1 = Rd1 , ϑ10 = 0 ∈ Rd1 , und
Θ0 =
{(
µ, vech(Γ2), vech(Γ1)
) ∈ Θ;µ = 0}.
Die injektive Partametrisierung der Verteilung von ζ1 bzw. ζ
′
1 ist dann gegeben durch
Θ˜ =
{(
µ, vech(Γ2)
) ∈ Rd1 × Rd1(d1+1)/2; Γ2 ∈ Pd1}
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bzw.
Θ˜′ =
{(
µ, vech(Γ1)
) ∈ Rd1 × Rd1(d1+1)/2; Γ1 ∈ Pd1},
also
Θ˜0 =
{(
µ, vech(Γ2)
) ∈ Θ˜;µ = 0}
bzw.
Θ˜′0 =
{(
µ, vech(Γ1)
) ∈ Θ˜′;µ = 0}.
Im unabha¨ngigen Stichprobenfall ergibt sich nach kurzer Rechnung bei der genannten
injektiven Parametrisierung i1,1X′1−Y ′1 (ϑ
′
0) = Γ
−1
1 und i
1,2
X′1−Y ′1 (ϑ
′
0) = 0, sodass
A1,1X′1−Y ′1 (ϑ
′
0) = i
1,1
X′1−Y ′1 (ϑ
′
0) = Γ
−1
1
folgt.
Im verbundenen Stichprobenfall ergibt sich nach kurzer Rechnung bei der genannten in-
jektiven Parametrisierung i1,1X1−Y1(ϑ0) = γ
−1
2 und i
1,2
X1−Y1(ϑ0) = 0, sodass
A1,1X1−Y1(ϑ0) = i
1,1
X1−Y1(ϑ0) = Γ
−1
2
folgt.
Also ergibt sich insgesamt fu¨r die Pitman-Effizienz bei den entsprechenden Folgen von
Alternativen
ePT ′,T (ϑ
0, ϑ1) =
ϑt1i
1,1
X′1−Y ′1 (ϑ
′
0)ϑ1
ϑt1i
1,1
X1−Y1(ϑ0)ϑ1
=
ϑt1Γ
−1
1 ϑ1
ϑt1Γ
−1
2 ϑ1
.
4.3 Lokale Bahadur- und Hodges-Lehmann-Effizienz bei optima-
len Tests
Handelt es sich bei den betrachteten Tests um optimale Tests im Bahadur- bzw. Hodges-
Lehmann-Sinn, so besitzt die lokale Bahadur- bzw. Hodges-Lehmann-Effizienz unter gewis-
sen Voraussetzungen die Gestalt der in Unterabschnitt 4.2 ermittelten Pitman-Effizienz.
Dies soll in diesem Abschnitt gezeigt werden. Angewendet werden ko¨nnen die hier erarbei-
teten Resultate in den Abschnitten 8 und 9.
Im Folgenden wollen wir Annahmen an die Zufallsvariablen ζ1 und ζ
′
1 bei den zugrun-
de liegenden injektiven Parametrisierungen durch Θ˜ und Θ˜′ formulieren. Der Einfachheit
halber formulieren wir diese Annahmen nur fu¨r ζ1 und Θ˜; sie sollen natu¨rlich in analoger
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Weise auch fu¨r ζ ′1 und Θ˜
′ gelten. Dabei werden die im Zusammenhang mit ζ1 und Θ˜ ein-
gefu¨hrten Gro¨ßen im Zusammenhang mit ζ ′1 und Θ˜
′ mit einem Strich versehen.
Wir nehmen an, dass ein σ-endliches Maß µ auf (R,S) existiert, sodass fu¨r jedes ϑ ∈ Θ˜
Qζ1ϑ ≪ µ gilt, und f(·;ϑ) eine µ-Dichte von Qζ1ϑ ist. Zur Vereinfachung der Notation defi-
nieren wir
L(z, ϑ) := log f(z;ϑ), z ∈ R, ϑ ∈ Θ˜,
mit log 0 := −∞. Wir setzen generell voraus, dass f(z;ϑ) > 0 fu¨r alle ϑ ∈ Θ˜ und alle z ∈ R.
Im Fall einer zusammengesetzten Hypothese sei stets k ≥ 2 und fu¨r 1 ≤ h < k außer-
dem ∆ ⊂ Rh offen und konvex, und es existiere eine zweimal stetig differenzierbare und
injektive Funktion g : ∆ → Θ˜, sodass g(∆) = Θ˜0 gilt, und dass die Funktionalmatrix von
g an der Stelle η ∈ ∆, Jg(η), fu¨r alle η ∈ ∆ den Rang h habt.
Wir wollen im Folgenden ausschließlich den Fall betrachten, dass eine zusammengesetz-
te Hypothese vorliegt. Im Fall, dass bei einem Test eine einfache Hypothese vorliegt, kann
entsprechend vorgegangen werden
Mit ϑ = (ϑ1, . . . , ϑk)
t ∈ Θ˜ und η = (η1, . . . , ηh)t ∈ Λ definieren wir die Nabla-Operatoren
∇k :=
( ∂
∂ϑ1
, . . . ,
∂
∂ϑk
)t
, ∇h :=
( ∂
∂η1
, . . . ,
∂
∂ηh
)t
.
Zudem formulieren wir in Vorbereitung auf das Resultat zur lokalen Bahadur-Effizienz
folgende Bedingungen:
(C1) Es sei die Abbildung ϑ 7→ f(z;ϑ) fu¨r alle z ∈ R zweimal stetig differenzierbar.
(C2) Fu¨r alle 1 ≤ i, j ≤ k und fu¨r alle ϑ ∈ Θ˜ gelte ∫ ∂
∂ϑi
f(z;ϑ)dµ(z)
=
∫
∂2
∂ϑi∂ϑj
f(z;ϑ)dµ(z) = 0 und fu¨r alle ϑ ∈ Θ˜ existiere die Fisher-Informationsmatrix
aus Qζ1ϑ , iζ1(ϑ) = (Eϑ(
∂
∂ϑi
L(ζ1, ϑ)
∂
∂ϑj
L(ζ1, ϑ)))1≤i≤k
1≤j≤k
, besitze endliche Eintra¨ge und sei
positiv definit.
(C3) Es existiere fu¨r jedes ϑ ∈ Θ˜ und jedes 1 ≤ i ≤ k ein δ > 0 sodass mit Uδ := {ϑ˜ ∈ Rk :
|ϑ˜ − ϑ| < δ} ⊂ Θ˜ und Mδ(z) := supϑ∗∈Uδ | ∂∂ϑ˜iL(z, ϑ˜)|ϑ˜=ϑ∗ | supϑ∗∈Uδ f(z;ϑ
∗), z ∈ R,∫
Mδ(z)dµ(z) < ∞ ist. Genauso existiere fu¨r jedes ϑ ∈ Θ˜ und jede 1 ≤ i, j ≤ k
ein δ > 0 sodass mit M˜δ(z) := supϑ∗∈Uδ | ∂
2
∂ϑ˜i∂ϑ˜j
L(z, ϑ˜)|ϑ˜=ϑ∗ | supϑ∗∈Uδ f(z;ϑ∗), z ∈ R,∫
M˜δ(z)dµ(z) <∞ ist.
(C4) Fu¨r alle ϑ, ϑ˜ ∈ Θ˜ existiere die Kullback-Leibler-Information K(ϑ, ϑ˜) aus ζ1. Zudem
existiere fu¨r jedes ϑ0 ∈ ∂Θ˜0 eine offene Umgebung Uϑ0 um ϑ0 und eine auf Uϑ0
stetige Abbildung ηˆ : Uϑ0 → ∆ mit den Eigenschaften K(ϑ, Θ˜0) = K(ϑ, g(ηˆ(ϑ))) und∫ ∇h(log f(z;ϑ)f(z;g(η))f(z;ϑ))|η=ηˆ(ϑ)dµ(z) = 0 fu¨r alle ϑ ∈ Uϑ0 .
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Die Bedingungen (C1) - (C3) sind identisch mit den Bedingungen (B1) - (B3) aus Unter-
abschnitt 4.2. Zur Verifizierung der Bedingung (C4) kann das folgende Lemma nu¨tzlich
sein.
4.3.1 Lemma: Es gelte (C1) und (C2). Weiter sei ϑ0 ∈ ∂Θ˜0 fest gewa¨hlt und η0 :=
g−1(ϑ0). Es existiere das Integral
∫ ∇th(log f(z;ϑ)f(z;g(η))f(z;ϑ))dµ(z) fu¨r (ϑ, η) in einer offenen
Umgebung um (ϑ0, η0) und es sei fu¨r (ϑ, η) in dieser Umgebung um (ϑ0, η0)
F (ϑ, η) :=
∫
∇th
(
log
f(z;ϑ)
f
(
z; g(η)
)f(z;ϑ))dµ(z),
wobei F auf dieser offenen Umgebung um (ϑ0, η0) stetig differenzierbar sei. Zudem gel-
te ∇hF (ϑ0, η)|η=η0 =
∫ ∇h∇th(log f(z;ϑ0)f(z;g(η))f(z;ϑ0))|η=η0dµ(z). Dann existiert eine offene
Umgebung Uϑ0 um ϑ0 und eine eindeutige auf Uϑ0 stetige Abbildung ηˆ : Uϑ0 → ∆ mit
F
(
ϑ, ηˆ(ϑ)
)
= 0 fu¨r alle ϑ ∈ Uϑ0.
Beweis: Es ist fu¨r (ϑ, η) in einer Umgebung um (ϑ0, η0)
F (ϑ, η) = −
∫ (
∇thf
(
z; g(η)
)) 1
f
(
z; g(η)
)f(z;ϑ)dµ(z)
und daher wegen (C2) und η0 = g
−1(ϑ0) F (ϑ0, η0) = 0. Weiter ist mit (C2) und η0 =
g−1(ϑ0)
∇hF (ϑ0, η)|η=η0 =∇h
∫
∇th
(
log
f(z;ϑ0)
f
(
z; g(η)
)f(z;ϑ0))|η=η0dµ(z)
=
∫
∇h∇th
(
log
f(z;ϑ0)
f
(
z; g(η)
)f(z;ϑ0))|η=η0dµ(z)
=−
∫ (
1
f
(
z; g(η0)
)∇h∇thf(z; g(η))|η=η0f(z;ϑ0)
− 1
f
(
z; g(η0)
)2(∇hf(z; g(η)))|η=η0
(
∇thf
(
z; g(η)
))
|η=η0
f(z;ϑ0)
)
dµ(z)
=
∫ ∇hf(z; g(η))|η=η0
f
(
z; g(η0)
) ∇thf
(
z; g(η)
)
|η=η0
f
(
z; g(η0)
) f(z;ϑ0)dµ(z) = i∗ζ1(η0),
mit
i∗ζ1(η0) := Jg(η0)tiζ1(ϑ0)Jg(η0).
Wegen (C2) ist ∇hF (ϑ0, η)|η=η0 = i∗ζ1(η0) positiv definit. Nach dem Satz von der impliziten
Funktion, siehe Satz 169.1 in [13], existiert eine offene Umgebung Uϑ0 um ϑ0 und eine
eindeutige auf Uϑ0 stetige Abbildung ηˆ : Uϑ0 → ∆ mit ηˆ(ϑ0) = η0 und
0 = F
(
ϑ, ηˆ(ϑ)
)
=
∫
∇th
(
log
f(z;ϑ)
f
(
z; g(η)
)f(z;ϑ))
|η=ηˆ(ϑ)
dµ(z) fu¨r alle ϑ ∈ Uϑ0 .
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Damit ist alles gezeigt. 
Nun werden zwei Lemmata betrachtet.
4.3.2 Lemma: Es gelte (C1) und (C4). Zudem sei ϑ0 ∈ ∂Θ˜0 fest gewa¨hlt und η0 :=
g−1(ϑ0). Dann gilt
lim
ϑ→ϑ0
ηˆ(ϑ) = ηˆ(ϑ0) = η0.
Beweis: Da eine injektive Parametrisierung der Verteilung von ζ1 durch die Elemente
von Θ˜ vorliegt, gilt fu¨r alle ϑ, ϑ˜ ∈ Θ˜ die Ungleichung K(ϑ, ϑ˜) ≥ 0 sowie die A¨quivalenz
K(ϑ, ϑ˜) = 0 ⇔ ϑ = ϑ˜. Wegen der in (C4) geforderten Stetigkeit der Abbildung ηˆ in ϑ0
gilt limϑ→ϑ0 ηˆ(ϑ) = ηˆ(ϑ0). Weiter folgt aus
0 = K(ϑ0, Θ˜0) = K
(
ϑ0, g
(
ηˆ(ϑ0)
))
sofort
g
(
ηˆ(ϑ0)
)
= ϑ0,
a¨quivalent
ηˆ(ϑ0) = g
−1(ϑ0) = η0,
womit alles gezeigt ist. 
4.3.3 Lemma: Fu¨r ζ1 gelten die Bedingungen (C1) - (C4). Zudem sei ϑ0 ∈ ∂Θ˜0 fest
gewa¨hlt. Wir definieren η0 := g
−1(ϑ0). Dann gilt fu¨r ϑ in einer offenen Umgebung um ϑ0
(ηˆ − η0) =i∗ζ1(η0)−1Jg(η0)tiζ1(ϑ0)(ϑ− ϑ0) +R0(ϑ, ϑ0)(ϑ− ϑ0),
wobei wir ηˆ = ηˆ(ϑ) schreiben, mit
i∗ζ1(η0) := Jg(η0)tiζ1(ϑ0)Jg(η0),
und einer Matrix R0(ϑ, ϑ0) ∈ Rh×k mit limϑ→ϑ0 R0(ϑ, ϑ0) = 0.
Beweis: Eine Taylorentwicklung der Funktion ϑ 7→ ∂
∂ϑj
L(z, ϑ), z ∈ R, j = 1, . . . , k, liefert
∂
∂ϑj
L(z, ϑ) =
∂
∂ϑj
L(z, ϑ)|ϑ=ϑ0 +∇tk
∂
∂ϑj
L(z, ϑ)|ϑ=ϑj,z (ϑ− ϑ0), z ∈ R, j = 1, . . . , k,
mit einer Zwischenstelle ϑj,z auf der Verbindungsstrecke zwischen ϑ und ϑ0, z ∈ R, j =
1, . . . , k. Anders geschrieben erha¨lt man
∇kL(z, ϑ)|ϑ=ϑ0 = ∇kL(z, ϑ)−


∇tk ∂∂ϑ1L(z, ϑ)|ϑ=ϑ1,z
...
∇tk ∂∂ϑkL(z, ϑ)|ϑ=ϑk,z

 (ϑ− ϑ0), z ∈ R.
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Es ist mit (C2)
0 =
∫
∇kf(z;ϑ)dµ(z) =
∫ (∇kL(z, ϑ))f(z;ϑ)dµ(z),
sodass durch Integrieren fu¨r ϑ in einer offenen Umgebung um ϑ0
∫ (∇kL(z, ϑ))|ϑ=ϑ0f(z, ϑ)dµ(z) = −


∫ (∇tk ∂∂ϑ1L(z, ϑ)|ϑ=ϑ1,z )f(z, ϑ)dµ(z)
...∫ ∇(kt ∂
∂ϑk
L(z, ϑ)|ϑ=ϑk,z
)
f(z, ϑ)dµ(z)

 (ϑ− ϑ0)
(4.3.1)
folgt, wobei die Existenz der beteiligten Integrale durch (C3) fu¨r ϑ in einer offenen Umge-
bung um ϑ0 gewa¨hrleistet werden kann.
Andererseits liefert eine entsprechende Taylorentwicklung
∂
∂ηj
L(z, g
(
η)
)
|η=ηˆ =
∂
∂ηj
L
(
z, g(η)
)
|η=η0
+∇th
∂
∂ηj
L
(
z, g(η)
)
|η=ηj,z
(ηˆ − η0),
z ∈ R, j = 1, . . . , h,
mit einer Zwischenstelle ηj,z auf der Verbindungsstrecke zwischen ηˆ und η0, z ∈ R, j =
1, . . . , h. Anders geschrieben erha¨lt man wegen g(η0) = ϑ0
Jg(η0)t∇kL(z, ϑ)|ϑ=ϑ0 = Jg(ηˆ)t∇kL(z, ϑ)|ϑ=g(ηˆ) −


∇th ∂∂η1L
(
z, g(η)
)
|η=η1,z
...
∇th ∂∂ηhL
(
z, g(η)
)
|η=ηh,z

 (ηˆ − η0), z ∈ R.
Es ist wegen (C4) fu¨r ϑ in einer offenen Umgebung um ϑ0
0 = −
∫
∇h
(
log
f(z;ϑ)
f
(
z; g(η)
)f(z;ϑ))
|η=ηˆ(ϑ)
dµ(z) =
∫
∇h log f
(
z; g(η)
)
|η=ηˆ(ϑ)f(z;ϑ)dµ(z)
= Jg(ηˆ)t
∫ (∇kL(z, ϑ))|ϑ=g(ηˆ)f(z, ϑ)dµ(z).
Durch Integrieren folgt daraus fu¨r ϑ in einer offenen Umgebung um ϑ0
Jg(ηˆ)t
∫ (∇kL(z, ϑ))|ϑ=ϑ0f(z, ϑ)dµ(z)
=−


∫ ∇th ∂∂η1L(z, g(η))|η=η1,z f(z, ϑ)dµ(z)
...∫ ∇th ∂∂ηhL(z, g(η))|η=ηh,z f(z, ϑ)dµ(z)

 (ηˆ − η0), (4.3.2)
77
wobei die Existenz der beteiligten Integrale mit Hilfe von Lemma 4.3.2 durch (C4) fu¨r ϑ
in einer offenen Umgebung um ϑ0 gewa¨hrleistet werden kann.
Durch Einsetzen von (4.3.1) in (4.3.2) folgt fu¨r ϑ in einer offenen Umgebung um ϑ0
Jg(ηˆ)t


∫ (∇tk ∂∂ϑ1L(z, ϑ)|ϑ=ϑ1,z )f(z, ϑ)dµ(z)
...∫ (∇tk ∂∂ϑkL(z, ϑ)|ϑ=ϑk,z )f(z, ϑ)dµ(z)

 (ϑ− ϑ0)
=


∫ ∇th ∂∂η1L(z, g(η))|η=η1,z f(z, ϑ)dµ(z)
...∫ ∇th ∂∂ηhL(z, g(η))|η=ηh,z f(z, ϑ)dµ(z)

 (ηˆ − η0).
Wegen (4.2.6), g(η0) = ϑ0, der zweimaligen stetigen Differenzierbarkeit von g und mit Lem-
ma 4.3.2 erha¨lt man unter Heranziehung von (C1) -(C4) mit dem Satz von der majorisierten
Konvergenz
lim
ϑ→ϑ0


∫ ∇th ∂∂η1L(z, g(η))|η=η1,z f(z, ϑ)dµ(z)
...∫ ∇th ∂∂ηhL(z, g(η))|η=ηh,z f(z, ϑ)dµ(z)

 = −i∗ζ1(η0).
Wegen der Invertierbarkeit von i∗ζ1(η0) ist daher fu¨r ϑ in einer offenen Umgebung um ϑ0
die Matrix 

∫ ∇th ∂∂η1L(z, g(η))|η=η1,z f(z, ϑ)dµ(z)
...∫ ∇th ∂∂ηhL(z, g(η))|η=ηh,z f(z, ϑ)dµ(z)


invertierbar. Somit gilt fu¨r ϑ genu¨gend nahe an ϑ0
(ηˆ − η0) =


∫ ∇th ∂∂η1L(z, g(η))|η=η1,z f(z, ϑ)dµ(z)
...∫ ∇th ∂∂ηhL(z, g(η))|η=ηh,z f(z, ϑ)dµ(z)


−1
Jg(ηˆ)t


∫ (∇tk ∂∂ϑ1L(z, ϑ)|ϑ=ϑ1,z )f(z, ϑ)dµ(z)
...∫ (∇tk ∂∂ϑkL(z, ϑ)|ϑ=ϑk,z )f(z, ϑ)dµ(z)

 (ϑ− ϑ0)
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Wegen (C1), (C2) und (C3) ist mit dem Satz von der majorisierten Konvergenz
lim
ϑ→ϑ0


∫ (∇tk ∂∂ϑ1L(z, ϑ)|ϑ=ϑ1,z )f(z, ϑ)dµ(z)
...∫ (∇tk ∂∂ϑkL(z, ϑ)|ϑ=ϑk,z )f(z, ϑ)dµ(z)

 = −iζ1(ϑ0).
Damit folgt insgesamt fu¨r ϑ in einer offenen Umgebung um ϑ0 wegen der stetigen Diffe-
renzierbarkeit von g
(ηˆ − η0) = i∗ζ1(η0)−1Jg(η0)tiζ1(ϑ0)(ϑ− ϑ0) +R0(ϑ, ϑ0)(ϑ− ϑ0),
mit einer Matrix R0(ϑ, ϑ0) ∈ Rh×k mit limϑ→ϑ0 R0(ϑ, ϑ0) = 0, also die Behauptung. 
In Vorbereitung auf die na¨chsten Resultate definieren wir
i∗∗ζ1 (η0) :=
(
Id−Jg(η0)i∗ζ1(η0)−1Jg(η0)tiζ1(ϑ0)
)t
iζ1(ϑ0),
wobei i∗ζ1(η0) wie in Lemma 4.3.3 definiert ist. Im folgenden Satz wird das lokale Verhalten
der Bahadur-Steigung einer Folge von Tests T , die optimal im Bahadur Sinn ist, angegeben:
4.3.4 Satz: Es sei die Folge von Tests T optimal im Bahadur Sinn. Fu¨r ζ1 gelten die
Bedingungen (C1) - (C4). Zudem sei ϑ0 ∈ ∂Θ˜0 fest gewa¨hlt und η0 := g−1(ϑ0). Dann ist
fu¨r ϑ in einer offenen Umgebung um ϑ0 die Bahadur-Steigung von T gegeben durch
K(ϑ, Θ˜0) =
1
2
(ϑ− ϑ0)ti∗∗ζ1 (η0)(ϑ− ϑ0) + (ϑ− ϑ0)tR3(ϑ, ϑ0)(ϑ− ϑ0),
mit einer Matrix R3(ϑ, ϑ0) ∈ Rk×k mit limϑ→ϑ0 R3(ϑ, ϑ0) = 0.
Beweis: Es sei ηˆ gema¨ß (C4) gewa¨hlt. Wir definieren η0 := g
−1(ϑ0). Eine Taylorent-
wicklung der Funktion ϑ 7→ L(z, ϑ), z ∈ R, liefert
L(z, ϑ) = L(z, ϑ0) + (ϑ− ϑ0)t∇kL(z, ϑ)− 1
2
(ϑ− ϑ0)t
(
∂2
∂ϑi∂ϑl
L(z, ϑ)|ϑ=ϑz
)
1≤i≤k
1≤l≤k
(ϑ− ϑ0),
z ∈ R, (4.3.3)
mit einer Zwischenstelle ϑz auf der Verbindungsstrecke zwischen ϑ und ϑ0, z ∈ R.
Andererseits liefert eine entsprechende Taylorentwicklung
L
(
z, g(ηˆ)
)
=L
(
z, g(η0)
)
+ (ηˆ − η0)t∇hL
(
z, g(η)
)
|η=ηˆ
− 1
2
(ηˆ − η0)t
(
∂2
∂ηi∂ηl
L
(
z, g(η)
)
|η=ηz
)
1≤i≤h
1≤l≤h
(ηˆ − η0), z ∈ R, (4.3.4)
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mit einer Zwischenstelle ηz auf der Verbindungsstrecke zwischen ηˆ und η0, z ∈ R. Somit
folgt mit (4.3.3) und (4.3.4) fu¨r die Bahadur-Steigung von T wegen (C4) und g(η0) = ϑ0
fu¨r ϑ in einer offenen Umgebung um ϑ0
K(ϑ, Θ˜0) =
∫
log
f(z;ϑ)
f
(
z; g(ηˆ)
)f(z;ϑ)dµ(z) = ∫ (L(z, ϑ)− L(z, g(ηˆ)))f(z;ϑ)dµ(z)
=
∫ (
L(z, ϑ)− L(z, ϑ0) + L(z, ϑ0)− L
(
z, g(ηˆ)
))
f(z;ϑ)dµ(z)
=
∫ (
L(z, ϑ)− L(z, ϑ0) + L
(
z, g(η0)
)− L(z, g(ηˆ)))f(z;ϑ)dµ(z)
=
∫ (
(ϑ− ϑ0)t∇kL(z, ϑ)− 1
2
(ϑ− ϑ0)t
(
∂2
∂ϑi∂ϑl
L(z, ϑ)|ϑ=ϑz
)
1≤i≤k
1≤l≤k
(ϑ− ϑ0)
− (ηˆ − η0)t∇hL
(
z, g(η)
)
|η=ηˆ(ϑ)
+
1
2
(ηˆ − η0)t
(
∂2
∂ϑi∂ϑl
L
(
z, g(η)
)
|η=ηz
)
1≤i≤h
1≤l≤h
(ηˆ − η0)
)
f(z;ϑ)dµ(z),
wobei wir ηˆ = ηˆ(ϑ) schreiben. Es ist mit (C2)
0 =
∫
∇kf(z;ϑ)dµ(z) =
∫ (∇kL(z, ϑ))f(z;ϑ)dµ(z),
und wegen (C4) fu¨r ϑ in einer offenen Umgebung um ϑ0
0 = −
∫
∇h
(
log
f(z;ϑ)
f
(
z; g(η)
)f(z;ϑ))
|η=ηˆ(ϑ)
dµ(z) =
∫
∇hL
(
z, g(η)
)
|η=ηˆ(ϑ)f(z;ϑ)dµ(z).
Daher folgt fu¨r die Bahadur-Steigung von T fu¨r ϑ in einer offenen Umgebung um ϑ0
K(ϑ, Θ˜0) =− 1
2
(ϑ− ϑ0)t
(∫ ( ∂2
∂ϑi∂ϑl
L(z, ϑ)
)
|ϑ=ϑz
f(z;ϑ)dµ(z)
)
1≤i≤k
1≤l≤k
(ϑ− ϑ0)
+
1
2
(ηˆ − η0)t
(∫ ( ∂2
∂ηi∂ηl
L
(
z, g(η)
))
|η=ηz
f(z;ϑ)dµ(z)
)
1≤i≤h
1≤l≤h
(ηˆ − η0),
wobei die Existenz der beteiligten Integrale mit Hilfe von Lemma 4.3.2 durch (C3) und
(C4) fu¨r ϑ in einer offenen Umgebung um ϑ0 gewa¨hrleistet werden kann.
Wegen (C1), (C2) und (C3) gilt mit dem Satz von der majorisierten Konvergenz
lim
ϑ→ϑ0
(∫ ( ∂2
∂ϑi∂ϑl
L(z, ϑ)
)
|ϑ=ϑz
f(z;ϑ)dµ(z)
)
1≤i≤k
1≤l≤k
= −iζ1(ϑ0).
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Mit (C1), (C2), (C4) und der zweimaligen stetigen Differenzierbarkeit von g erha¨lt man
mit Lemma 4.3.2 und dem Satz von der majorisierten Konvergenz
lim
ϑ→ϑ0
(∫ ( ∂2
∂ηi∂ηl
L
(
z, g(η)
))
|η=ηz
f(z;ϑ)dµ(z)
)
1≤i≤h
1≤l≤h
= −i∗ζ1(η0).
Somit folgt fu¨r die Bahadur-Steigung von T fu¨r ϑ in einer offenen Umgebung um ϑ0
K(ϑ, Θ˜0) =
1
2
(ϑ− ϑ0)tiζ1(ϑ0)(ϑ− ϑ0)−
1
2
(ηˆ − η0)ti∗ζ1(η0)(ηˆ − η0)
+ (ϑ− ϑ0)tR1(ϑ, ϑ0)(ϑ− ϑ0) + (ηˆ − η0)tR2(ϑ, ϑ0)(ηˆ − η0),
mit Matrizen R1(ϑ, ϑ0) ∈ Rk×k und R2(ϑ, ϑ0) ∈ Rh×h mit limϑ→ϑ0 R1(ϑ, ϑ0) = 0 und
limϑ→ϑ0 R2(ϑ, ϑ0) = 0. Mit Hilfe von Lemma 4.3.3 la¨sst sich dies fu¨r ϑ in einer offenen
Umgebung um ϑ0 gema¨ß
K(ϑ, Θ˜0) =
1
2
(ϑ− ϑ0)ti∗∗ζ1 (η0)(ϑ− ϑ0) + (ϑ− ϑ0)tR3(ϑ, ϑ0)(ϑ− ϑ0)
schreiben, mit einer Matrix R3(ϑ, ϑ0) ∈ Rk×k mit limϑ→ϑ0 R3(ϑ, ϑ0) = 0. 
In Vorbereitung auf das na¨chste Resultat sei eine Matrix A1,1ζ1 (ϑ0) ∈ Rd1×d1 durch
i∗∗ζ1 (η0) =
(
A1,1ζ1 (ϑ0) A
1,2
ζ1
(ϑ0)
A2,1ζ1 (ϑ0) A
2,2
ζ1
(ϑ0)
)
festgelegt, A1,2ζ1 (ϑ0) ∈ Rd1×(k−d1), A2,1ζ1 (ϑ0) ∈ R(k−d1)×d1 , A2,2ζ1 (ϑ0) ∈ R(k−d1)×(k−d1). Nun
ko¨nnen wir fu¨r zwei Folgen von Tests T und T ′, die jeweils optimal im Bahadur Sinn sind,
folgendes Resultat fu¨r die lokale Bahadur-Effizienz formulieren:
4.3.5 Korollar: Es seien die Folgen von Tests T und T ′ jeweils optimal im Bahadur
Sinn. Fu¨r die Verteilungen von ζ1 und ζ
′
1 gelten die Bedingungen (C1) - (C4). Es sei eine
reellwertige Folge (νi)i∈N mit νi 6= 0 fu¨r alle i ∈ N und limi→∞ νi = 0 gegeben. Fu¨r i ∈ N
betrachten wir Alternativen der Form
ϑi :=

ϑ10ϑ2
ϑ′2

+ νi

ϑ10
0


mit ϑ1 ∈ Rd1 \ {0}, (ϑ10, ϑ2, ϑ′2) ∈ ∂Θ0, die (ϑ10 + νiϑ1, ϑ2, ϑ′2) ∈ Θ1 erfu¨llen, wobei mit
ϑ0 := (
ϑ10
ϑ2
) und ϑ′0 := (
ϑ10
ϑ′2
)
ϑt1A
1,1
ζ1
(ϑ0)ϑ1 6= 0 und ϑt1A1,1ζ′1 (ϑ
′
0)ϑ1 6= 0
gelte. Dann gilt mit ϑ0 := (ϑ10, ϑ2, ϑ
′
2)
eLBT ′,T
(
ϑ0, ϑ1
)
=
ϑt1A
1,1
ζ′1
(ϑ′0)ϑ1
ϑt1A
1,1
ζ1
(ϑ0)ϑ1
.
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Beweis: Zuna¨chst betrachten wir nur die Folge von Tests T . Es sei ϑ0 = (
ϑ10
ϑ2
), ϑ10 und ϑ2
wie in der Voraussetzung. Weiter sei ϑ ∈ Θ˜1.
Mit Hilfe von Satz 4.3.4 la¨sst sich fu¨r ϑ in einer offenen Umgebung um ϑ0 die Bahadur-
Steigung von T gema¨ß
K(ϑ, Θ˜0) =
1
2
(ϑ− ϑ0)ti∗∗ζ1 (η0)(ϑ− ϑ0) + (ϑ− ϑ0)tR3(ϑ, ϑ0)(ϑ− ϑ0)
schreiben, mit einer Matrix R3(ϑ, ϑ0) ∈ Rk×k mit limϑ→ϑ0 R3(ϑ, ϑ0) = 0.
Somit erha¨t man fu¨r die Bahadur-Steigung der Folge von Tests T bei Folgen von Al-
ternativen (ϑi)i∈N wie in der Voraussetzung beschrieben
cT (ϑ
i) =
1
2
ν2i ϑ
t
1A
1,1
ζ1
(ϑ0)ϑ1 + o(ν
2
i ) fu¨r i→∞.
Analog erha¨lt man fu¨r die Folge von Tests T ′
cT ′(ϑ
i) =
1
2
ν2i ϑ
t
1A
1,1
ζ′1
(ϑ′0)ϑ1 + o(ν
2
i ) fu¨r i→∞,
sodass insgesamt
eLBT ′,T (ϑ
0, ϑ1) = lim
i→∞
eBT ′,T (ϑ
i) = lim
i→∞
cT ′(ϑ
i)
cT (ϑi)
= lim
i→∞
1
2
ν2i ϑ
t
1A
1,1
ζ′1
(ϑ′0)ϑ1 + o(ν
2
i )
1
2
ν2i ϑ
t
1A
1,1
ζ1
(ϑ0)ϑ1 + o(ν2i )
=
ϑt1A
1,1
ζ′1
(ϑ′0)ϑ1
ϑt1A
1,1
ζ1
(ϑ0)ϑ1
folgt. 
In Vorbereitung auf das Resultat zur lokalen Hodges-Lehmann-Effizienz definieren wir
folgende Bedingungen:
(C5) Es existiere fu¨r jedes ϑ ∈ Θ˜ und jede 1 ≤ i, j ≤ k ein δ > 0 sodass mit Uδ := {ϑ˜ ∈
Rk : |ϑ˜ − ϑ| < δ} ⊂ Θ˜, Mδ(z) := supϑ∗∈Uδ | ∂∂ϑ˜iL(z, ϑ˜)|ϑ˜=ϑ∗ | supϑ∗∈Uδ |
∂
∂ϑ˜j
L(z, ϑ˜)|ϑ˜=ϑ∗
f(z, ϑ∗)|, z ∈ R, ∫ Mδ(z)dµ(z) <∞ ist.
(C6) Es existiere fu¨r jedes ϑ0 ∈ ∂Θ˜0 und jede 1 ≤ i, j ≤ h ein δ > 0 sodass mit η0 :=
g−1(ϑ0), U˜δ := {η ∈ ∆ : |η − η0| < δ} ⊂ ∆, Mδ(z) := supη∗∈U˜δ | ∂∂ηiL(z, g(η))|η=η∗ |
supη∗∈U˜δ | ∂∂ηjL(z, g(η))|η=η∗f(z, g(η∗))|, z ∈ R,
∫
Mδ(z)dµ(z) < ∞ ist. Zudem exis-
tiere fu¨r jedes ϑ0 ∈ ∂Θ˜0 und jede 1 ≤ i, j ≤ h ein δ > 0 sodass mit Uδ :=
{ϑ ∈ Rk : |ϑ − ϑ0| < δ} ⊂ Θ˜, M˜δ(z) := supη∗∈U˜δ supϑ∗∈Uδ | ∂
2
∂ηi∂ηj
((L(z, g(η)) −
L(z, ϑ∗))f(z; g(η)))|η=η∗ |, z ∈ R,
∫
M˜δ(z)dµ(z) <∞ ist.
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(C7) Fu¨r alle ϑ, ϑ˜ ∈ Θ˜ existiere die Kullback-Leibler-Information K(ϑ, ϑ˜) aus ζ1. Zudem
existiere fu¨r jedes ϑ0 ∈ ∂Θ˜0 eine offene Umgebung Uϑ0 um ϑ0 und eine auf Uϑ0
stetige Abbildung ˆˆη : Uϑ0 → ∆ mit den Eigenschaften K(Θ˜0, ϑ) = K(g(ˆˆη(ϑ)), ϑ) und∫ ∇h(log f(z;g(η))f(z;ϑ) f(z; g(η)))|η=ˆˆη(ϑ)dµ(z) = 0 fu¨r alle ϑ ∈ Uϑ0 .
Zur Verifizierung der Bedingung (C7) kann das folgende Lemma nu¨tzlich sein.
4.3.6 Lemma: Es gelte (C1) und (C2). Weiter sei ϑ0 ∈ ∂Θ˜0 fest gewa¨hlt und η0 :=
g−1(ϑ0). Es existiere das Integral
∫ ∇th(log f(z;g(η))f(z;ϑ) f(z; g(η))dµ(z) fu¨r (ϑ, η) in einer offenen
Umgebung um (ϑ0, η0) und es sei fu¨r (ϑ, η) in dieser Umgebung um (ϑ0, η0)
G(ϑ, η) :=
∫
∇th
(
log
f
(
z; g(η)
)
f(z;ϑ)
f
(
z; g(η)
))
dµ(z),
wobei G stetig differenzierbar auf dieser offenen Umgebung um (ϑ0, η0) sei. Zudem gel-
te ∇hG(ϑ, η)|η=η0 =
∫ ∇h∇th(log f(z;g(η))f(z;ϑ0) f(z; g(η)))|η=η0dµ(z). Dann existiert eine offene
Umgebung Uϑ0 um ϑ0 und eine eindeutige auf Uϑ0 stetige Abbildung
ˆˆη : Uϑ0 → ∆ mit
G
(
ϑ, ˆˆη(ϑ)
)
= 0 fu¨r alle ϑ ∈ Uϑ0.
Beweis: Es ist fu¨r (ϑ, η) in einer Umgebung um (ϑ0, η0) mit (C2)
G(ϑ, η) =
∫ (
log f
(
z; g(η)
)∇thf(z; g(η))− log f(z;ϑ)∇thf(z; g(η)))dµ(z).
und daher wegen η0 = g
−1(ϑ0) G(ϑ0, η0) = 0. Weiter ist mit η0 = g−1(ϑ0)
∇hG(ϑ0, η)|η=η0 =∇h
∫
∇th
(
log
f
(
z; g(η)
)
f(z;ϑ0)
f
(
z; g(η)
))
|η=η0
dµ(z)
=
∫
∇h∇th
(
log
f
(
z; g(η)
)
f(z;ϑ0)
f
(
z; g(η)
))
|η=η0
dµ(z)
=
∫
1
f
(
z; g(η0)
)(∇hf(z; g(η)))|η=η0
(
∇thf
(
z; g(η)
))
|η=η0
dµ(z)
=
∫ ∇hf(z; g(η))|η=η0
f
(
z; g(η0)
) ∇thf
(
z; g(η)
)
|η=η0
f
(
z; g(η0)
) f(z;ϑ0)dµ(z) = i∗ζ1(η0).
Wegen (C2) ist ∇hG(ϑ0, η)|η=η0 = i∗ζ1(η0) positiv definit. Nach dem Satz von der impliziten
Funktion existiert eine offene Umgebung Uϑ0 um ϑ0 und eine eindeutige auf Uϑ0 stetige
Abbildung ˆˆη : Uϑ0 → ∆ mit ˆˆη(ϑ0) = η0 und
0 = G
(
ϑ, ˆˆη(ϑ)
)
=
∫
∇th
(
log
f
(
z; g(η)
)
f(z;ϑ)
f
(
z; g(η)
))
|η=ˆˆη(ϑ)
dµ(z) fu¨r alle ϑ ∈ Uϑ0 .
Damit ist alles gezeigt. 
Nun werden erneut zwei Lemmata betrachtet.
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4.3.7 Lemma: Es gelte (C1) und (C7). Zudem sei ϑ0 ∈ ∂Θ˜0 fest gewa¨hlt und η0 :=
g−1(ϑ0). Dann gilt
lim
ϑ→ϑ0
ˆˆη(ϑ) = ˆˆη(ϑ0) = η0.
Beweis: Da eine injektive Parametrisierung der Verteilung von ζ1 durch die Elemente
von Θ˜ vorliegt, gilt fu¨r alle ϑ, ϑ˜ ∈ Θ˜ die Ungleichung K(ϑ, ϑ˜) ≥ 0 sowie die A¨quivalenz
K(ϑ, ϑ˜) = 0 ⇔ ϑ = ϑ˜. Wegen der in (C7) geforderten Stetigkeit der Abbildung ˆˆη in ϑ0
gilt limϑ→ϑ0 ˆˆη(ϑ) = ˆˆη(ϑ0). Weiter folgt aus
0 = K(Θ˜0, ϑ0) = K
(
g
(
ˆˆη(ϑ0)
)
, ϑ0
)
sofort
g
(
ˆˆη(ϑ0)
)
= ϑ0,
a¨quivalent
ˆˆη(ϑ0) = g
−1(ϑ0) = η0,
womit alles gezeigt ist. 
4.3.8 Lemma: Fu¨r ζ1 gelten die Bedingungen (C1),(C2),(C5),(C6) und (C7). Zudem sei
ϑ0 ∈ ∂Θ˜0 fest gewa¨hlt. Wir definieren η0 := g−1(ϑ0). Dann gilt fu¨r ϑ in einer offenen
Umgebung um ϑ0
(ηˆ − η0) =i∗ζ1(η0)−1Jg(η0)tiζ1(ϑ0)(ϑ− ϑ0) +R4(ϑ, ϑ0)(ϑ− ϑ0),
wobei wir ˆˆη = ˆˆη(ϑ) schreiben, mit einer Matrix R4(ϑ, ϑ0) ∈ Rh×k mit limϑ→ϑ0 R4(ϑ, ϑ0) = 0.
Beweis: Eine Taylorentwicklung der Funktion ϑ 7→ L(z, ϑ), z ∈ R, liefert
L(z, ϑ) = L(z, ϑ0) +∇tkL(z, ϑ)|ϑ=ϑz (ϑ− ϑ0), z ∈ R,
mit einer Zwischenstelle ϑz auf der Verbindungsstrecke zwischen ϑ und ϑ0, z ∈ R.
Andererseits liefert eine entsprechende Taylorentwicklung wegen g(η0) = ϑ0
L
(
z, g(ˆˆη)
)
= L
(
z, g(η0)
)
+∇thL
(
z, g(η)
)
|η=ηz
(ˆˆη − η0)
= L(z, ϑ0) +∇thL
(
z, g(η)
)
|η=ηz
(ˆˆη − η0), z ∈ R,
mit einer Zwischenstelle ηz auf der Verbindungsstrecke zwischen ˆˆη und η0, z ∈ R. Durch
Subtraktion der beiden Gleichungen folgt
L
(
z, g(ˆˆη)
)− L(z, ϑ) = ∇thL(z, g(η))|η=ηz (ˆˆη − η0)−∇tkL(z, ϑ)|ϑ=ϑz (ϑ− ϑ0), z ∈ R,
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a¨quivalent
log
f
(
z; g(ˆˆη)
)
f(z;ϑ)
= ∇thL
(
z, g(η)
)
|η=ηz
(ˆˆη − η0)−∇tkL(z, ϑ)|ϑ=ϑz (ϑ− ϑ0), z ∈ R.
Daraus folgt
log
f
(
z; g(ˆˆη)
)
f(z;ϑ)
∇hf
(
z; g(η)
)
|η=ˆˆη
=
(
∇hf
(
z; g(η)
))
|η=ˆˆη
∇thL
(
z, g(η)
)
|η=ηz
(ˆˆη − η0)
−
(
∇hf
(
z; g(η)
))
|η=ˆˆη
∇tkL(z, ϑ)|ϑ=ϑz (ϑ− ϑ0), z ∈ R.
Es ist wegen (C2) fu¨r ϑ in einer offenen Umgebung um ϑ0
0 =
∫
∇h
(
log
f
(
z; g(η)
)
f(z;ϑ)
f
(
z; g(η)
))|η=ˆˆη dµ(z)
=
∫
log
f
(
z; g(ˆˆη)
)
f(z;ϑ)
∇hf
(
z; g(η)
)|η=ˆˆη dµ(z)
sodass durch Integrieren fu¨r ϑ in einer offenen Umgebung um ϑ0∫ (
∇hf
(
z; g(η)
))
|η=ˆˆη
∇thL
(
z, g(η)
)
|η=ηz
dµ(z)(ˆˆη − η0)
=
∫ (
∇hf
(
z; g(η)
))
|η=ˆˆη
∇tkL(z, ϑ)|ϑ=ϑz dµ(z)(ϑ− ϑ0),
a¨quivalent ∫ (
∇hL
(
z, g(η)
))
|η=ˆˆη
∇thL
(
z, g(η)
)
|η=ηz
f
(
z; g(ˆˆη)
)
dµ(z)(ˆˆη − η0)
=Jg(ˆˆη)t
∫ (
∇kL(z, ϑ)
)
|ϑ=g(ˆˆη)
∇tkL(z, ϑ)|ϑ=ϑz f
(
z; g(ˆˆη)
)
dµ(z)(ϑ− ϑ0),
folgt, wobei die Existenz der beteiligten Integrale mit Lemma 4.3.7 durch (C5) und (C6)
fu¨r ϑ in einer offenen Umgebung um ϑ0 gewa¨hrleistet werden kann.
Mit Lemma 4.3.7 und (C6) gilt mit dem Satz von der majorisierten Konvergenz
lim
ϑ→ϑ0
∫ (
∇hL
(
z, g(η)
))
|η=ˆˆη
∇thL
(
z, g(η)
)
|η=ηz
f
(
z; g(ˆˆη)
)
dµ(z) = i∗ζ1(η0).
Wegen der Invertierbarkeit von i∗ζ1(η0) ist daher fu¨r ϑ in einer offenen Umgebung um ϑ0
die Matrix ∫ (
∇hL
(
z, g(η)
))
|η=ˆˆη
∇thL
(
z, g(η)
)
|η=ηz
f
(
z; g(ˆˆη)
)
dµ(z)
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invertierbar. Somit gilt fu¨r ϑ genu¨gend nahe an ϑ0
(ηˆ − η0) =
(∫ (
∇hL
(
z, g(η)
))
|η=ˆˆη
∇thL
(
z, g(η)
)
|η=ηz
f
(
z; g(ˆˆη)
)
dµ(z)
)−1
Jg(ˆˆη)t
∫ (
∇kL(z, ϑ)
)
|ϑ=g(ˆˆη)
∇tkL(z, ϑ)|ϑ=ϑz f
(
z; g(ˆˆη)
)
dµ(z)(ϑ− ϑ0).
Wegen Lemma 4.3.7 und (C5) ist mit dem Satz von der majorisierten Konvergenz
lim
ϑ→ϑ0
∫ (
∇kL(z, ϑ)
)
|ϑ=g(ˆˆη)
∇tkL(z, ϑ)|ϑ=ϑz f
(
z; g(ˆˆη)
)
dµ(z) = iζ1(ϑ0).
Damit folgt insgesamt fu¨r ϑ in einer offenen Umgebung um ϑ0 wegen der stetigen Diffe-
renzierbarkeit von g
(ηˆ − η0) = i∗ζ1(η0)−1Jg(η0)tiζ1(ϑ0)(ϑ− ϑ0) +R4(ϑ, ϑ0)(ϑ− ϑ0),
mit einer Matrix R4(ϑ, ϑ0) ∈ Rh×k mit limϑ→ϑ0 R4(ϑ, ϑ0) = 0, also die Behauptung. 
Im folgenden Satz wird das lokale Verhalten des Hodges-Lehmann-Index einer Folge von
Tests T , die optimal im Hodges-Lehmann Sinn ist, angegeben.
4.3.9 Satz: Es sei die Folge von Tests T optimal im Hodges-Lehmann Sinn. Fu¨r ζ1 gelten
die Bedingungen (C1),(C2),(C3),(C5),(C6) und (C7). Zudem sei ϑ0 ∈ ∂Θ˜0 fest gewa¨hlt
und η0 := g
−1(ϑ0). Dann ist fu¨r ϑ in einer offenen Umgebung um ϑ0 der Hodges-Lehmann-
Index von T gegeben durch
K(Θ˜0, ϑ) =
1
2
(ϑ− ϑ0)ti∗∗ζ1 (η0)(ϑ− ϑ0) + (ϑ− ϑ0)tR7(ϑ, ϑ0)(ϑ− ϑ0),
mit einer Matrix R7(ϑ, ϑ0) ∈ Rk×k mit limϑ→ϑ0 R7(ϑ, ϑ0) = 0.
Beweis: Es sei ˆˆη gema¨ß (C7) gewa¨hlt. Wir definieren η0 := g
−1(ϑ0). Eine Taylorent-
wicklung der Funktion η 7→ (L(z, g(η))− L(z, ϑ))f(z; g(η)), z ∈ R, liefert mit g(η0) = ϑ0(
L
(
z, g(ˆˆη)
)− L(z, ϑ))f(z; g(ˆˆη))
=
(
L
(
z, g(η0)
)− L(z, ϑ))f(z; g(η0))+ (ˆˆη − η0)t∇h((L(z, g(η))− L(z, ϑ))f(z; g(η)))
|η=ˆˆη
− 1
2
(ˆˆη − η0)t∇th∇h
((
L
(
z, g(η)
)− L(z, ϑ))f(z; g(η)))
|η=ηz
(ˆˆη − η0)
=
(
L(z, ϑ0)− L(z, ϑ)
)
f(z;ϑ0) + (ˆˆη − η0)t∇h
((
L
(
z, g(η)
)− L(z, ϑ))f(z; g(η)))
|η=ˆˆη
− 1
2
(ˆˆη − η0)t∇th∇h
((
L
(
z, g(η)
)− L(z, ϑ))f(z; g(η)))
|η=ηz
(ˆˆη − η0), z ∈ R,
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mit einer Zwischenstelle ηz auf der Verbindungsstrecke zwischen ˆˆη und η0, z ∈ R, wobei
wir ˆˆη = ˆˆη(ϑ) schreiben.
Andererseits liefert eine Taylorentwicklung der Funktion ϑ 7→ L(z, ϑ), z ∈ R,
L(z, ϑ) =L(z, ϑ0) + (ϑ− ϑ0)t∇kL(z, ϑ)|ϑ=ϑ0
+
1
2
(ϑ− ϑ0)t
(
∂2
∂ϑi∂ϑl
L(z, ϑ)|ϑ=ϑz
)
1≤i≤k
1≤l≤k
(ϑ− ϑ0), z ∈ R,
mit einer Zwischenstelle ϑz auf der Verbindungsstrecke zwischen ϑ und ϑ0, z ∈ R. Dies
liefert insgesamt(
L
(
z, g(ˆˆη)
)− L(z, ϑ))f(z; g(ˆˆη))
=− (ϑ− ϑ0)t∇kf(z;ϑ)|ϑ=ϑ0 −
1
2
(ϑ− ϑ0)t
(
∂2
∂ϑi∂ϑl
L(z, ϑ)|ϑ=ϑz
)
1≤i≤k
1≤l≤k
f(z;ϑ0)(ϑ− ϑ0)
+ (ˆˆη − η0)t∇h
((
L
(
z, g(η)
)− L(z, ϑ))f(z; g(η)))
|η=ˆˆη
− 1
2
(ˆˆη − η0)t∇th∇h
((
L
(
z, g(η)
)− L(z, ϑ))f(z; g(η)))
|η=ηz
(ˆˆη − η0), z ∈ R, (4.3.5)
Es gilt wegen (C7) fu¨r ϑ in einer offenen Umgebung um ϑ0
0 =
∫
(ˆˆη − η0)t∇h
((
L
(
z, g(η)
)− L(z, ϑ))f(z; g(η)))
|η=ˆˆη
dµ(z),
und deshalb folgt aus (4.3.5) mit (C2) fu¨r den Hodges-Lehmann-Index von T fu¨r ϑ in einer
offenen Umgebung um ϑ0
K(Θ˜0, ϑ) =
∫ (
L
(
z, g(ˆˆη)
)− L(z, ϑ))f(z; g(ˆˆη))dµ(z)
=− 1
2
(ϑ− ϑ0)t
(∫
∂2
∂ϑi∂ϑl
L(z, ϑ)|ϑ=ϑz f(z;ϑ0)dµ(z)
)
1≤i≤k
1≤l≤k
(ϑ− ϑ0)
− 1
2
(ˆˆη − η0)t
∫
∇th∇h
((
L
(
z, g(η)
)− L(z, ϑ))f(z; g(η)))
|η=ηz
dµ(z)(ˆˆη − η0),
wobei die Existenz der beteiligten Integrale mit Hilfe von Lemma 4.3.7 durch (C3) und
(C5) fu¨r ϑ in einer offenen Umgebung um ϑ0 gewa¨hrleistet werden kann.
Wegen (C1), (C2) und (C3) gilt mit dem Satz von der majorisierten Konvergenz
lim
ϑ→ϑ0
(∫
∂2
∂ϑi∂ϑl
L(z, ϑ)|ϑ=ϑz f(z;ϑ0)dµ(z)
)
1≤i≤k
1≤l≤k
= −iζ1(ϑ0).
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Mit (C1), (C2), (C6) und der zweimaligen stetigen Differenzierbarkeit von g erha¨lt man
mit Lemma 4.3.7 und dem Satz von der majorisierten Konvergenz
lim
ϑ→ϑ0
∫
∇th∇h
((
L
(
z, g(η)
)− L(z, ϑ))f(z; g(η)))
|η=ηz
dµ(z) = i∗ζ1(η0).
Somit folgt fu¨r den Hodges-Lehmann-Index von T fu¨r ϑ in einer offenen Umgebung um ϑ0
K(Θ˜0, ϑ) =
1
2
(ϑ− ϑ0)tiζ1(ϑ0)(ϑ− ϑ0)−
1
2
(ηˆ − η0)ti∗ζ1(η0)(ηˆ − η0)
+ (ϑ− ϑ0)tR5(ϑ, ϑ0)(ϑ− ϑ0) + (ηˆ − η0)tR6(ϑ, ϑ0)(ηˆ − η0),
mit Matrizen R5(ϑ, ϑ0) ∈ Rk×k und R6(ϑ, ϑ0) ∈ Rh×h mit limϑ→ϑ0 R5(ϑ, ϑ0) = 0 und
limϑ→ϑ0 R6(ϑ, ϑ0) = 0. Mit Hilfe von Lemma 4.3.8 la¨sst sich dies fu¨r ϑ in einer offenen
Umgebung um ϑ0 gema¨ß
K(Θ˜0, ϑ) =
1
2
(ϑ− ϑ0)ti∗∗ζ1 (η0)(ϑ− ϑ0) + (ϑ− ϑ0)tR7(ϑ, ϑ0)(ϑ− ϑ0)
schreiben, mit einer Matrix R7(ϑ, ϑ0) ∈ Rk×k mit limϑ→ϑ0 R7(ϑ, ϑ0) = 0. 
Nun ko¨nnen wir fu¨r zwei Folgen von Tests T und T ′, die jeweils optimal im Hodges-
Lehmann Sinn sind, folgendes Resultat fu¨r die lokale Hodges-Lehmann-Effizienz formulie-
ren:
4.3.10 Korollar: Es seien die Folgen von Tests T und T ′ jeweils optimal im Hodges-
Lehmann Sinn. Fu¨r ζ1 und ζ
′
1 gelten die Bedingungen (C1),(C2),(C3),(C5),(C6) und (C7).
Es sei eine reellwertige Folge (νi)i∈N mit νi 6= 0 fu¨r alle i ∈ N und limi→∞ νi = 0 gegeben.
Fu¨r i ∈ N betrachten wir Alternativen der Form
ϑi :=

ϑ10ϑ2
ϑ′2

+ νi

ϑ10
0


mit ϑ1 ∈ Rd1 \ {0}, (ϑ10, ϑ2, ϑ′2) ∈ ∂Θ0, die (ϑ10 + νiϑ1, ϑ2, ϑ′2) ∈ Θ1 erfu¨llen, wobei mit
ϑ0 := (
ϑ10
ϑ2
) und ϑ′0 := (
ϑ10
ϑ′2
)
ϑt1A
1,1
ζ1
(ϑ0)ϑ1 6= 0 und ϑt1A1,1ζ′1 (ϑ
′
0)ϑ1 6= 0
gelte. Dann gilt mit ϑ0 := (ϑ10, ϑ2, ϑ
′
2)
eLHLT ′,T
(
ϑ0, ϑ1
)
=
ϑt1A
1,1
ζ′1
(ϑ′0)ϑ1
ϑt1A
1,1
ζ1
(ϑ0)ϑ1
.
Beweis: Zuna¨chst betrachten wir nur die Folge von Tests T . Es sei ϑ0 = (
ϑ10
ϑ2
), ϑ10 und ϑ2
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wie in der Voraussetzung. Weiter sei ϑ ∈ Θ˜1.
Mit Hilfe von Satz 4.3.9 la¨sst sich fu¨r ϑ in einer offenen Umgebung um ϑ0 der Hodges-
Lehmann-Index von T gema¨ß
K(Θ˜0, ϑ) =
1
2
(ϑ− ϑ0)ti∗∗ζ1 (η0)(ϑ− ϑ0) + (ϑ− ϑ0)tR7(ϑ, ϑ0)(ϑ− ϑ0)
schreiben, mit einer Matrix R7(ϑ, ϑ0) ∈ Rk×k mit limϑ→ϑ0 R7(ϑ, ϑ0) = 0.
Somit erha¨t man fu¨r den Hodges-Lehmann-Index der Folge von Tests T bei Folgen von
Alternativen (ϑi)i∈N wie in der Voraussetzung beschrieben
dT (ϑ
i) =
1
2
ν2i ϑ
t
1A
1,1
ζ1
(ϑ0)ϑ1 + o(ν
2
i ) fu¨r i→∞.
Analog erha¨lt man fu¨r die Folge von Tests T ′
dT ′(ϑ
i) =
1
2
ν2i ϑ
t
1A
1,1
ζ′1
(ϑ′0)ϑ1 + o(ν
2
i ) fu¨r i→∞,
sodass insgesamt
eLHLT ′,T (ϑ
0, ϑ1) = lim
i→∞
eHLT ′,T (ϑ
i) = lim
i→∞
dT ′(ϑ
i)
dT (ϑi)
= lim
i→∞
1
2
ν2i ϑ
t
1A
1,1
ζ′1
(ϑ′0)ϑ1 + o(ν
2
i )
1
2
ν2i ϑ
t
1A
1,1
ζ1
(ϑ0)ϑ1 + o(ν2i )
=
ϑt1A
1,1
ζ′1
(ϑ′0)ϑ1
ϑt1A
1,1
ζ1
(ϑ0)ϑ1
folgt. 
4.3.11 Bemerkung: Die in Korollar 4.2.5 gefundene Pitman-Effizienz stimmt im We-
sentlichen mit der in Korollar 4.3.5 gefundenen lokalen Bahadur-Effizienz und mit der
in Korollar 4.3.10 gefundenen lokalen Hodges-Lehmann-Effizienz u¨berein. Das Resultat
aus Korollar 4.2.5 hat Gu¨ltigkeit fu¨r Likelihood-Quotienten-Tests unter bestimmten Re-
gularita¨tsannahmen. Die Resultate aus den Korollaren 4.3.5 und 4.3.10 haben dagegen
Gu¨ltigkeit fu¨r optimale Tests im Bahadur- bzw. Hodges-Lehmann Sinn unter bestimmten
Regularita¨tsannahmen.
In der Tat finden sich in der Literatur einige Arbeiten, die sich mit der Optimalita¨t
von Likelihood-Quotienten-Tests im Bahadur- bzw. Hodges-Lehmann bescha¨ftigen. Da-
bei ko¨nnen die Arbeiten von Bahadur ([3]), Baringhaus ([5]), Kallenberg ([19]), Arcones
([2]) und Rubl´ık ([35]) genannt werden.
4.3.12 Beispiel: Betrachten wir in der Situation aus Beispiel 4.2.9 anstelle von Likelihood-
Quotienten-Tests optimale Tests im Bahadur Sinn bzw. Hodges-Lehmann Sinn, z.B. die in
Abschnitt 8 betrachteten Tests, so gilt mit den dortigen Bezeichnungen
eLBT ′,T (ϑ
0) =
Γ
2Σ
bzw. eLHLT ′,T (ϑ
0) =
Γ
2Σ
.
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Betrachten wir im Modell aus Beispiel 4.2.10 anstelle von Likelihood-Quotienten-Tests
optimale Tests im Bahadur Sinn bzw. Hodges-Lehmann Sinn, z.B. die in Abschnitt 8
betrachteten Tests, so gilt mit den dortigen Bezeichnungen
eLBT ′,T (ϑ
0, ϑ1) =
ϑt1Γ
−1
1 ϑ1
ϑt1Γ
−1
2 ϑ1
bzw. eLHLT ′,T (ϑ
0, ϑ1) =
ϑt1Γ
−1
1 ϑ1
ϑt1Γ
−1
2 ϑ1
.
4.4 Volumen-Effizienz bei Likelihood-Quotienten-Tests undWald-
schen Tests
Nun wird ein allgemeines Resultat erarbeitet das erlaubt, die Volumen- Effizienz von zwei
Tests explizit anzugeben, wenn es sich bei den Tests jeweils um den Likelihood-Quotienten-
Test oder den Waldschen Test handelt. Zur Anwendung kann es in den Abschnitten 8 und
9 kommen.
In diesem Unterabschnitt sei fu¨r ein gegebenes ϑ10 ∈ Θ1
{ϑ10} = Θ10.
Das in Unterabschnitt 3 vorgestellte Konzept der Volumen-Effizienz kann in offensichtlicher
Weise auf die vorliegende Situation der (im Allgemeinen) zusammengesetzten Hypothese
erweitert werden, da hier das Testproblem gema¨ß
H : ϑ1 = ϑ
1
0, K : ϑ1 ∈ Θ11
a¨quivalent formuliert werden kann. Die Volumen-Effizienzen und die Betrachtungen in die-
sem Zusammenhang basieren dann auf Konfidenzbereichsscha¨tzer fu¨r den unbekannten
Parameter ϑ1 ∈ Θ1. Die weiteren Parameter ϑ2 und ϑ′2 mit (ϑ1, ϑ2, ϑ′2) ∈ Θ sind Nebenpa-
rameter.
Im Folgenden wollen wir Annahmen an die Zufallsvariablen ζ1 und ζ
′
1 bei den zugrun-
de liegenden injektiven Parametrisierungen durch Θ˜ und Θ˜′ formulieren. Der Einfachheit
halber formulieren wir diese Annahmen nur fu¨r ζ1 und Θ˜; sie sollen natu¨rlich in analoger
Weise auch fu¨r ζ ′1 und Θ˜
′ gelten. Dabei werden die im Zusammenhang mit ζ1 und Θ˜ ein-
gefu¨hrten Gro¨ßen im Zusammenhang mit ζ ′1 und Θ˜
′ mit einem Strich versehen.
Wir nehmen an, dass ein σ-endliches Maß µ auf (R,S) existiert, sodass fu¨r jedes ϑ ∈ Θ˜
Qζ1ϑ ≪ µ gilt, und f(·;ϑ) eine µ-Dichte von Qζ1ϑ ist. Zur Vereinfachung der Notation defi-
nieren wir
L(z, ϑ) := log f(z;ϑ), z ∈ R, ϑ ∈ Θ˜,
mit log 0 := −∞. Wir setzen generell voraus, dass f(z;ϑ) > 0 fu¨r alle ϑ ∈ Θ˜ und alle z ∈ R.
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Dann betrachten wir fu¨r n ∈ N die Scha¨tzfunktionen ϑˆn : (Rn,Sn) → (Θ˜,BkΘ˜) und
ˆˆ
ϑn : (R
n × Θ1,Sn ⊗Bd1Θ1) → (Θ˜,BkΘ˜), die in typischen Anwendungsfa¨llen die Maximum-
Likelihood-Scha¨tzfunktionen sind. Um die Notation zu vereinfachen, schreiben wir oft
ϑˆn = ϑˆn(ζ1, . . . , ζn) und bei gegebenem ϑ
∗
1 ∈ Θ1 auch ˆˆϑϑ
∗
1
n =
ˆˆ
ϑn(ζ1, . . . , ζn, ϑ
∗
1) sowie
ˆˆ
ϑ
ϑ∗1
n = (ϑ∗1,
ˆˆ
ϑ
ϑ∗1
2,n). In typischen Anwendungsfa¨llen handelt es sich hierbei einerseits um den
Maximum-Likelihood-Scha¨tzer, andererseits um den Maximum-Likelihood-Scha¨tzer unter
der Hypothese, dass fu¨r den zugrunde liegenden Parameter ϑ = (ϑ1, ϑ2) ∈ Θ˜ die Gleichheit
ϑ1 = ϑ
∗
1 gilt. Fu¨r ϑ
∗
1 = ϑ
1
0 handelt es sich also in typischen Anwendungsfa¨llen um den
Maximum-Likelihood-Scha¨tzer unter der Hypothese H.
Betrachte nun die folgenden Bedingungen:
(D1) Es sei die Abbildung ϑ 7→ f(z;ϑ) fu¨r alle z ∈ R zweimal stetig differenzierbar.
(D2) Fu¨r alle 1 ≤ i, j ≤ k und fu¨r alle ϑ ∈ Θ˜ gelte ∫ ∂
∂ϑi
f(z;ϑ)dµ(z)
=
∫
∂2
∂ϑi∂ϑj
f(z;ϑ)dµ(z) = 0 und fu¨r alle ϑ ∈ Θ˜ existiere die Fisher-Informationsmatrix
aus Qζ1ϑ , iζ1(ϑ), besitze endliche Eintra¨ge und sei positiv definit.
(D3) Es existiere fu¨r jedes ϑ ∈ Θ˜ und jedes 1 ≤ i ≤ k ein δ > 0 sodass mit Uδ := {ϑ˜ ∈ Rk :
|ϑ˜ − ϑ| < δ} ⊂ Θ˜ und Mδ(z) := supϑ∗∈Uδ | ∂∂ϑ˜iL(z, ϑ˜)|ϑ˜=ϑ∗ | supϑ∗∈Uδ f(z;ϑ
∗), z ∈ R,∫
Mδ(z)dµ(z) < ∞ gilt. Genauso existiere fu¨r jedes ϑ ∈ Θ˜ und jede 1 ≤ i, j ≤ k
ein δ > 0 sodass mit M˜δ(z) := supϑ∗∈Uδ | ∂
2
∂ϑ˜i∂ϑ˜j
L(z, ϑ˜)|ϑ˜=ϑ∗ | supϑ∗∈Uδ f(z;ϑ∗), z ∈ R,∫
M˜δ(z)dµ(z) <∞ gilt.
(D4) Es sei fu¨r n ∈ N ϑˆn : (Rn,Sn) → (Θ˜,BkΘ˜), sodass fu¨r alle ϑ ∈ Θ˜
limn→∞ ϑˆn(ζ1, ..., ζn) = ϑ in Qϑ-Wahrscheinlichkeit gilt, sowie fu¨r 1 ≤ i ≤ k auch
limn→∞ 1√n
∑n
j=0
∂
∂ϑ˜i
L(ζj, ϑ˜)|ϑ˜=ϑˆn(ζ1,...,ζn) = 0 in Qϑ-Wahrscheinlichkeit gilt.
(D5) Es sei ϑ = (ϑ1, ϑ2) ∈ Θ˜. Dann sei fu¨r genu¨gend großes n ∈ N ˆˆϑn : (Rn × Θ1,Sn ⊗
Bd1Θ1) → (Θ˜,BkΘ˜), sodass fu¨r alle ϑ∗1 ∈ Θ1 limn→∞
ˆˆ
ϑ
ϑn1
n (ζ1, ..., ζn) = ϑ in Qϑ-
Wahrscheinlichkeit gilt, mit ϑn1 := ϑ1 + ϑ
∗
1/
√
n, sowie fu¨r 1 ≤ i ≤ k − d1
limn→∞ 1√n
∑n
j=0
∂
∂ϑ˜d1+i
L(ζj, ϑ˜)|
ϑ˜=
ˆˆ
ϑ
ϑn1
n (ζ1,...,ζn)
= 0 in Qϑ-Wahrscheinlichkeit.
Die Bedingungen (D1) - (D3) sind identisch mit den Bedingungen (B1) - (B3) aus Unter-
abschnitt 4.2 und den Bedingungen (C1) - (C3) aus Unterabschnitt 4.3. Bei der Bedingung
(D4) bzw. (D5) handelt es sich um eine abgeschwa¨chte bzw. modifizierte Version der Be-
dingung (B4) bzw. (B5) aus Unterabschnitt 4.2.
Es ist fu¨r ϑ ∈ Θ˜, mit ϑ = (ϑ1, . . . , ϑk)t ∈ Rk, die Fisher-Informationsmatrix aus Qζ1ϑ
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konkret gegeben durch
iζ1(ϑ) =
(
Eϑ
(
∂
∂ϑi
L(ζ1, ϑ)
∂
∂ϑj
L(ζ1, ϑ)
))
1≤i≤k
1≤j≤k
.
Wir wollen in diesem Unterabschnitt fu¨r ϑ∗1 ∈ Θ1 die Testgro¨ße
Tn(ϑ
∗
1) = 2
( n∑
i=1
L
(
ζi, ϑˆn(ζ1, . . . , ζn)
)− n∑
i=1
L
(
ζi,
ˆˆ
ϑϑ
∗
1
n (ζ1, . . . , ζn)
))
, (4.4.1)
die in typischen Anwendungsfa¨llen die Likelihood-Quotienten-Testgro¨ße ist, oder die Test-
gro¨ße
Tn(ϑ
∗
1) =
√
n
(
ϑˆn(ζ1, . . . , ζn)− ˆˆϑϑ∗1n (ζ1, . . . , ζn)
)t
iζ1
( ˆˆ
ϑϑ
∗
1
n (ζ1, . . . , ζn)
)
√
n
(
ϑˆn(ζ1, . . . , ζn)− ˆˆϑϑ∗1n (ζ1, . . . , ζn)
)
, (4.4.2)
die in typischen Anwendungsfa¨llen die Waldsche Testgro¨ße ist, betrachten. Anschaulich
handelt es sich hierbei um Testgro¨ßen zur Verifizierung der Hypothese, dass fu¨r den zugrun-
de liegenden Parameter ϑ = (ϑ1, ϑ2) ∈ Θ˜ die Gleichheit ϑ1 = ϑ∗1 gilt. Der zum Testniveau
α ∈ (0, 1) zugeho¨rige Test lautet
”
Verwirf die Hypothese, falls Tn(ϑ
∗
1) ≥ χ2d1;1−α“, (4.4.3)
wobei χ2d1;1−α das (1 − α)-Quantil der Chi-Quadrat-Verteilung mit d1 Freiheitsgraden sei.
Fu¨r ϑ∗1 = ϑ
1
0 handelt es sich also um Testgro¨ßen fu¨r unser zugrunde liegendes Testproblem
H gegen K.
4.4.1 Lemma: Es sei ϑ ∈ Θ˜ gegeben. Wir nehmen an, dass die Abbildung ϑ˜ 7→ f(z; ϑ˜)
fu¨r alle z ∈ R auf Θ˜ stetig ist. Weiter sei eine Abbildung k : R × Θ˜ → R gegeben, sodass
fu¨r alle ϑ˜ ∈ Θ˜ k(·, ϑ˜) : (R,S)→ (R,B) gilt, und fu¨r alle z ∈ R die Abbildung ϑ˜ 7→ k(z, ϑ˜)
stetig auf Θ˜ ist. Zudem existiere ein δ > 0 sodass mit Uδ = {ϑ˜ ∈ Rk : |ϑ˜ − ϑ| < δ} ⊂ Θ˜,
Mδ(z, ϑ) := supϑ˜∈Uδ |k(z, ϑ˜)|f(z;ϑ), z ∈ R,
∫
Mδ(z, ϑ)dµ(z) <∞ gilt. Ferner sei fu¨r n ∈ N
ϑˆn : (R
n,Sn) → (Θ˜,Bk
Θ˜
), sodass limn→∞ ϑˆn(ζ1, ..., ζn) = ϑ in Qϑ-Wahrscheinlichkeit gilt.
Dann ist k (S⊗Bk
Θ˜
,B)-messbar und es gilt
lim
n→∞
1
n
n∑
i=1
k
(
ζi, ϑˆn(ζ1, ..., ζn)
)
= Eϑ
(
k(ζ1, ϑ)
)
in Qϑ-Wahrscheinlichkeit.
Beweis: Analog zum Beweis von Lemma 4.2.1. 
In Vorbereitung auf die nachfolgenden Resultate sei
iζ1(ϑ) =
(
i1,1ζ1 (ϑ) i
1,2
ζ1
(ϑ)
i2,1ζ1 (ϑ) i
2,2
ζ1
(ϑ)
)
∈ Rk×k,
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mit i1,1ζ1 (ϑ) ∈ Rd1×d1 , i1,2ζ1 (ϑ) ∈ Rd1×(k−d1), i2,1ζ1 (ϑ) ∈ R(k−d1)×d1 , i2,2ζ1 (ϑ) ∈ R(k−d1)×(k−d1).
Zudem seien fu¨r ϑ˜ = (ϑ˜1, . . . , ϑ˜k)
t ∈ Θ˜ Nabla-Operatoren gema¨ß
∇k :=
( ∂
∂ϑ˜1
, . . . ,
∂
∂ϑ˜k
)t
und
∇k−d1 :=
( ∂
∂ϑ˜d1+1
, . . . ,
∂
∂ϑ˜k
)t
definiert.
4.4.2 Lemma: Es gelten die Bedingungen (D1) bis (D5). Es sei ϑ = (ϑ1, ϑ2) ∈ Θ˜, ϑ∗1 ∈ Rd1
beliebig und ϑn1 := ϑ1 + ϑ
∗
1/
√
n, n ∈ N. Weiter sei ϑn := (ϑn1 , ϑ2). Dann ist
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2) =i2,2ζ1 (ϑ)−1(0(k−d1)×d1 , Ik−d1)iζ1(ϑ)
√
n(ϑˆn − ϑn) + oQϑ(1)
√
n(ϑˆn − ϑn)
+ oQϑ(1)
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2) + oQϑ(1) fu¨r n→∞,
und es gilt bei zugrunde liegendem Parameter ϑ
√
n(ϑˆn − ϑn) v−→ Nk
(
− ( ϑ∗1
0
), iζ1(ϑ)
−1
)
fu¨r n→∞.
Beweis: Eine Taylorentwicklung der Funktion ϑ˜ 7→∑ni=1 ∂∂ϑjL(ζi, ϑ˜), j = 1, . . . , k, liefert
1√
n
n∑
i=1
∂
∂ϑ˜j
L(ζi, ϑ˜)|ϑ˜=ϑn +
1
n
n∑
i=1
∇tk
∂
∂ϑ˜j
L(ζi, ϑ˜)|ϑ˜=ϑj,n
√
n(ϑˆn − ϑn)
=
1√
n
n∑
i=1
∂
∂ϑ˜j
L(ζi, ϑ˜)|ϑ˜=ϑˆn
Qϑ−→ 0 fu¨r n→∞, j = 1, . . . , k,
mit einer Zwischenstelle ϑj,n auf der Verbindungsstrecke zwischen ϑˆn und ϑn, j = 1, . . . , k.
Anders geschrieben erha¨lt man
∇k 1√
n
n∑
i=1
L(ζi, ϑ˜)|ϑ˜=ϑn +


1
n
∑n
i=1∇tk ∂∂ϑ˜1L(ζi, ϑ˜)|ϑ˜=ϑ1,n
...
1
n
∑n
i=1∇tk ∂∂ϑ˜kL(ζi, ϑ˜)|ϑ˜=ϑk,n

√n(ϑˆn − ϑn) = oQϑ(1)
fu¨r n→∞.
Mit Lemma 4.4.1, (D2) und (D3) erha¨lt man
lim
n→∞


1
n
∑n
i=1∇tk ∂∂ϑ˜1L(ζi, ϑ˜)|ϑ˜=ϑ1,n
...
1
n
∑n
i=1∇tk ∂∂ϑ˜kL(ζi, ϑ˜)|ϑ˜=ϑk,n

 = −iζ1(ϑ) in Qϑ-Wahrscheinlichkeit.
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Somit folgt einerseits
∇k 1√
n
n∑
i=1
L(ζi, ϑ˜)|ϑ˜=ϑn = iζ1(ϑ)
√
n(ϑˆn − ϑn) + oQϑ(1)
√
n(ϑˆn − ϑn) + oQϑ(1)
fu¨r n→∞.
Andererseits liefert mit ϑ˜ = (ϑ˜1, ϑ˜2)
t eine Taylorentwicklung der Funktion
ϑ˜2 7→
∑n
i=1
∂
∂ϑ˜d1+j
L(ζi, ϑ˜), j = 1, . . . , k − d1,
1√
n
n∑
i=1
∂
∂ϑ˜d1+j
L(ζi, ϑ˜)|ϑ˜=ϑn +
1
n
n∑
i=1
∇tk−d1
∂
∂ϑ˜d1+j
L(ζi, ϑ˜)|
ϑ˜=ϑ
ϑn1
j,n
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2)
=
1√
n
n∑
i=1
∂
∂ϑ˜d1+j
L(ζi, ϑ˜)|
ϑ˜=
ˆˆ
ϑ
ϑn1
n
Qϑ−→ 0 fu¨r n→∞, j = 1, . . . , k − d1,
mit ϑ
ϑn1
j,n = (ϑ
n
1 , ϑ
ϑn1
2,j,n)
t und Zwischenstellen ϑ
ϑn1
2,j,n auf der Verbindungsstrecke zwischen
ˆˆ
ϑ
ϑn1
2,n
und ϑ2, j = 1, . . . , k − d1. Anders geschrieben erha¨lt man
(0(k−d1)×d1 , Ik−d1)∇k
1√
n
n∑
i=1
L(ζi, ϑ˜)|ϑ˜=ϑn
+


1
n
∑n
i=1∇tk−d1 ∂∂ϑ˜d1+1L(ζi, ϑ˜)|ϑ˜=ϑϑn11,n
...
1
n
∑n
i=1∇tk−d1 ∂∂ϑ˜kL(ζi, ϑ˜)|ϑ˜=ϑϑn1
k−d1,n

√n( ˆˆϑϑn12,n − ϑ2) = oQϑ(1) fu¨r n→∞.
Mit Lemma 4.4.1 erha¨lt man wegen (D2) und (D3)
lim
n→∞


1
n
∑n
i=1∇tk−d1 ∂∂ϑ˜d1+1L(ζi, ϑ˜)|ϑ˜=ϑϑn11,n
...
1
n
∑n
i=1∇tk−d1 ∂∂ϑ˜kL(ζi, ϑ˜)|ϑ˜=ϑϑn1
k−d1,n

 = −i2,2ζ1 (ϑ) in Qϑ-Wahrscheinlichkeit,
wobei zu beachten ist, dass i2,2ζ1 (ϑ) regula¨r ist. Somit folgt andererseits
(0(k−d1)×d1 , Ik−d1)∇k
1√
n
n∑
i=1
L(ζi, ϑ˜)|ϑ˜=ϑn
=i2,2ζ1 (ϑ)
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2) + oQϑ(1)
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2) + oQϑ(1) fu¨r n→∞,
und damit insgesamt
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2) =i2,2ζ1 (ϑ)−1(0(k−d1)×d1 , Ik−d1)iζ1(ϑ)
√
n(ϑˆn − ϑn) + oQϑ(1)
√
n(ϑˆn − ϑn)
+ oQϑ(1)
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2) + oQϑ(1) fu¨r n→∞,
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also die erste Behauptung.
Zum Beweis der zweiten Behauptung zeigen wir zuna¨chst
√
n(ϑˆn − ϑ) v−→ Nk
(
0, iζ1(ϑ)
−1) fu¨r n→∞
bei zugrunde liegendem Parameter ϑ. Dafu¨r gehen wir wie folgt vor: Eine erneute Taylor-
entwicklung der Funktion ϑ˜ 7→∑ni=1 ∂∂ϑ˜jL(ζi, ϑ˜), j = 1, . . . , k, liefert
1√
n
n∑
i=1
∂
∂ϑ˜j
L(ζi, ϑ˜)|ϑ˜=ϑ +
1
n
n∑
i=1
∇tk
∂
∂ϑ˜j
L(ζi, ϑ˜)|
ϑ˜=ϑj,n
√
n(ϑˆn − ϑ)
=
1√
n
n∑
i=1
∂
∂ϑ˜j
L(ζi, ϑ˜)|ϑ˜=ϑˆn
Qϑ−→ 0 fu¨r n→∞, j = 1, . . . , k,
mit Zwischenstellen ϑj,n auf der Verbindungsstrecke zwischen ϑˆn und ϑ, j = 1, . . . , k.
Setzen wir fu¨r n ∈ N
Gn :=


1
n
∑n
i=1∇tk ∂∂ϑ˜1L(ζi, ϑ˜)|ϑ˜=ϑ1,n
...
1
n
∑n
i=1∇tk ∂∂ϑ˜kL(ζi, ϑ˜)|ϑ˜=ϑk,n

 ,
so erhalten wir
∇k 1√
n
n∑
i=1
L(ζi, ϑ˜)|ϑ˜=ϑ +Gn
√
n(ϑˆn − ϑ) = oQϑ(1) fu¨r n→∞.
Zudem folgt erneut mit Lemma 4.4.1, (D2) und (D3)
lim
n→∞
Gn = −iζ1(ϑ) in Qϑ-Wahrscheinlichkeit.
Nun betrachten wir fu¨r n ∈ N den Ausdruck
Wn := ∇k 1√
n
n∑
i=1
L(ζi, ϑ˜)|ϑ˜=ϑ − iζ1(ϑ)
√
n(ϑˆn − ϑ),
der sich auch schreiben la¨sst in der Form
Wn = Rn I(Gn regula¨r) +Wn I(Gn singula¨r),
mit
Rn :=− iζ1(ϑ)G˜−1n
(
Gn
√
n(ϑˆn − ϑ) +∇k 1√
n
n∑
i=1
L(ζi, ϑ˜)|ϑ˜=ϑ
)
+
(
1 + iζ1(ϑ)G˜
−1
n
)∇k 1√
n
n∑
i=1
L(ζi, ϑ˜)|ϑ˜=ϑ ,
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wobei
G˜−1n :=
{
G−1n , Gn regula¨r
−iζ1(ϑ)−1 , Gn singula¨r
gesetzt wird. Nach Annahme gilt limn→∞Wn I(Gn singula¨r) = 0 in Qϑ-Wahrscheinlichkeit.
Es genu¨gt also, nur noch limn→∞Rn I(Gn regula¨r) = 0 in Qϑ-Wahrscheinlichkeit sowie die
entsprechende Verteilungskonvergenz fu¨r ∇k 1√n
∑n
i=1 L(ζi, ϑ˜)|ϑ˜=ϑ zu zeigen.
Es gilt mit dem mehrdimensionalen zentralen Grenzwertsatz bei zugrunde liegendem Pa-
rameter ϑ
∇k 1√
n
n∑
i=1
L(ζi, ϑ˜)|ϑ˜=ϑ
v−→ Nk
(
0, iζ1(ϑ)
)
fu¨r n→∞.
Insgesamt folgt mit dem Lemma von Slutsky limn→∞Rn = 0 in Qϑ-Wahrscheinlichkeit,
sodass insgesamt limn→∞Wn = 0 in Qϑ-Wahrscheinlichkeit folgt. Somit gilt bei zugrunde
liegendem Parameter ϑ
√
n(ϑˆn − ϑ) v−→ Nk
(
0, iζ1(ϑ)
−1) fu¨r n→∞.
Weiter ist
√
n(ϑˆn − ϑn) =
√
n(ϑˆn − ϑ) +
√
n(ϑ− ϑn) =
√
n(ϑˆn − ϑ)− ( ϑ∗10 ).
Damit folgt die Behauptung. 
Es soll angemerkt werden, dass die zweite Aussage aus Lemma 4.4.2 auch aus klassischen
Aussagen zur asymptotischen Verteilung von Maximum-Likelihood-Scha¨tzern hergeleitet
werden kann. Siehe hierzu etwa Satz 6.35 in [27].
4.4.3 Lemma: Es sei Tn durch die Testgro¨ße (4.4.1) oder durch die Testgro¨ße (4.4.2)
gegeben und es gelten die Bedingungen (D1) bis (D5). Weiter sei ϑ = (ϑ1, ϑ2)
t ∈ Θ˜, ϑ∗1 ∈
Rd1 beliebig und ϑn1 := ϑ1 + ϑ
∗
1/
√
n, n ∈ N. Dann gilt bei zugrunde liegendem Parameter ϑ
Tn(ϑ
n
1 )
v−→ χ2d1(δ) fu¨r n→∞,
mit
δ := (ϑ∗1)
t
(
i1,1ζ1 (ϑ)− i1,2ζ1 (ϑ)i2,2ζ1 (ϑ)−1i2,1ζ1 (ϑ)
)
ϑ∗1.
Beweis: Zuna¨chst handle es sich bei den Tests T um Tests der Form (4.4.1). Es sei
ϑn := (ϑ
n
1 , ϑ2). Eine Taylorentwicklung der Funktion ϑ˜ 7→
∑n
i=1 L(ζi, ϑ˜) liefert fu¨r genu¨gend
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großes n ∈ N
n∑
j=1
L(ζj, ϑn) =
n∑
j=1
L(ζj, ϑˆn) +
√
n(ϑn − ϑˆn)t 1√
n
n∑
j=1
∇kL(ζj, ϑ˜)|ϑ˜=ϑˆn
+
1
2
√
n(ϑn − ϑˆn)t
(
1
n
n∑
j=1
∂2
∂ϑ˜i∂ϑ˜l
L(ζj, ϑ˜)|ϑ˜=ϑn
)
1≤i≤k
1≤l≤k
√
n(ϑn − ϑˆn),
mit einer Zwischenstelle ϑn auf der Verbindungsstrecke zwischen ϑˆn und ϑn. Mit Lemma
4.4.1, (D2) und (D3) gilt
lim
n→∞
(
1
n
n∑
j=1
∂2
∂ϑ˜i∂ϑ˜l
L(ζj, ϑ˜)|ϑ˜=ϑn
)
1≤i≤k
1≤l≤k
= −iζ1(ϑ) in Qϑ-Wahrscheinlichkeit.
Wegen (D4) la¨sst sich dies auch in der Form
n∑
j=1
L(ζj, ϑˆn)−
n∑
j=1
L(ζj, ϑn) =
√
n(ϑˆn − ϑn)toQϑ(1) +
1
2
√
n(ϑˆn − ϑn)tiζ1(ϑ)
√
n(ϑˆn − ϑn)
+
√
n(ϑˆn − ϑn)toQϑ(1)
√
n(ϑˆn − ϑn) fu¨r n→∞
schreiben.
Andererseits liefert eine entsprechende Taylorentwicklung fu¨r genu¨gend großes n ∈ N
n∑
j=1
L
(
ζj, ϑn
)
=
n∑
j=1
L(ζj,
ˆˆ
ϑϑ
n
1
n ) +
√
n(ϑ2 − ˆˆϑϑ
n
1
2,n)
t 1√
n
n∑
j=1
∇k−d1L(ζj, ϑ˜)|
ϑ˜=
ˆˆ
ϑ
ϑn1
n
+
1
2
√
n(ϑ2 − ˆˆϑϑ
n
1
2,n)
t
(
1
n
n∑
j=1
∂2
∂ϑ˜i∂ϑ˜l
L(ζj, ϑ˜)|
ϑ˜=ϑ
ϑn1
n
)
k−d1+1≤i≤h
k−d1+1≤l≤h
√
n(ϑ2 − ˆˆϑϑ
n
1
2,n),
mit ϑ
ϑn1
n = (ϑ
n
1 , ϑ
ϑn1
2,n)
t und einer Zwischenstelle ϑ
ϑn1
2,n auf der Verbindungsstrecke zwischen
ˆˆ
ϑ
ϑn1
2,n und ϑ2. Mit Lemma 4.4.1, (D2) und (D3) gilt
lim
n→∞
(
1
n
n∑
j=1
∂2
∂ϑ˜i∂ϑ˜l
L(ζj, ϑ˜)|
ϑ˜=ϑ
ϑn1
n
)
k−d1+1≤i≤h
k−d1+1≤l≤h
= −i2,2ζ1 (ϑ) in Qϑ-Wahrscheinlichkeit,
wobei zu beachten ist, dass i2,2ζ1 (ϑ) regula¨r ist. Wegen (D4) la¨sst sich dies auch in der Form
n∑
j=1
L(ζj,
ˆˆ
ϑϑ
n
1
n )−
n∑
j=1
L(ζj, ϑn) =
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2)toQϑ(1)
+
1
2
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2)ti2,2ζ1 (ϑ)
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2)
+
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2)toQϑ(1)
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2) fu¨r n→∞
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schreiben.
Insgesamt erhalten wir fu¨r unsere Testgro¨ße die Darstellung
Tn(ϑ
n
1 ) =2
( n∑
i=1
L(ζi, ϑˆn)−
n∑
j=1
L(ζj,
ˆˆ
ϑϑ
n
1
n )
)
=2
( n∑
i=1
L(ζi, ϑˆn)−
n∑
i=1
L(ζi, ϑn)
)
− 2
( n∑
j=1
L(ζj,
ˆˆ
ϑϑ
n
1
n )−
n∑
i=1
L(ζi, ϑn)
)
=
√
n(ϑˆn − ϑn)tiζ1(ϑ)
√
n(ϑˆn − ϑn)−
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2)ti2,2ζ1 (ϑ)
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2)
+
√
n(ϑˆn − ϑn)toQϑ(1)−
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2)toQϑ(1)
+
√
n(ϑˆn − ϑn)toQϑ(1)
√
n(ϑˆn − ϑn)−
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2)toQϑ(1)
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2)
fu¨r n→∞.
Mit Hilfe von Lemma 4.4.2 la¨sst sich dies schreiben als
Tn(ϑ
n
1 ) =
√
n(ϑˆn − ϑn)ti∗∗ζ1 (ϑ)
√
n(ϑˆn − ϑn) + oQϑ(1) fu¨r n→∞,
mit
i∗∗ζ1 (ϑ) :=
(
i1,1ζ1 (ϑ)− i1,2ζ1 (ϑ)i2,2ζ1 (ϑ)−1i2,1ζ1 (ϑ) 0d1×(k−d1)
0(k−d1)×d1 0(k−d1)×(k−d1)
)
∈ Rk×k.
Mit Hilfe der zweiten Aussage von Lemma 4.4.2 sowie mit i∗∗ζ1 (ϑ˜)i
−1
ζ1
(ϑ˜)i∗∗ζ1 (ϑ˜) = i
∗∗
ζ1
(ϑ˜),
ϑ˜ ∈ Θ˜, und Satz 1.4.5 in [28] folgt
Tn(ϑ
n
1 )
v−→ χ2d1(δ) fu¨r n→∞.
Nun handle es sich bei der Folge von Tests T um Tests der Form (4.4.2). Man erha¨lt mit
Lemma 4.4.2
√
n(ϑˆn − ˆˆϑϑn1n ) =
√
n(ϑˆn − ϑn)−
√
n(
ˆˆ
ϑϑ
n
1
n − ϑn)
=
√
n(ϑˆn − ϑn)−
(
0d1×(k−d1)
Ik−d1
)√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2)
=
(
Ik−
(
0d1×(k−d1)
Ik−d1
)
i2,2ζ1 (ϑ)
−1(0(k−d1)×d1 , Ik−d1)iζ1(ϑ)
)√
n(ϑˆn − ϑn)
+ oQϑ(1)
√
n(ϑˆn − ϑn) + oQϑ(1)
√
n(
ˆˆ
ϑ
ϑn1
2,n − ϑ2) + oQϑ(1) fu¨r n→∞
und daraus mit i∗∗ζ1 (ϑ˜)i
−1
ζ1
(ϑ˜)i∗∗ζ1 (ϑ˜) = i
∗∗
ζ1
(ϑ˜), ϑ˜ ∈ Θ˜, sowie der Stetigkeit der Abbildung
ϑ˜ 7→ iζ1(ϑ˜), ϑ˜ ∈ Θ˜, welche aus den Annahmen folgt, schließlich
Tn =
√
n(ϑˆn − ˆˆϑϑn1n )tiζ1( ˆˆϑϑ
n
1
n )
√
n(ϑˆn − ˆˆϑϑn1n )
=
√
n(ϑˆn − ϑn)ti∗∗ζ1 (ϑ)i−1ζ1 (ϑ)i∗∗ζ1 (ϑ)
√
n(ϑˆn − ϑn) + oQϑ(1)
=
√
n(ϑˆn − ϑn)ti∗∗ζ1 (ϑ)
√
n(ϑˆn − ϑn) + oQϑ(1) fu¨r n→∞.
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Der Rest folgt analog zu den oben dargestellten Ausfu¨hrungen. 
Nach diesen Vorbereitungen lassen sich die zentralen Resultate in diesem Unterabschnitt
formulieren.
4.4.4 Satz: Es sei Tn durch die Testgro¨ße (4.4.1) oder durch die Testgro¨ße (4.4.2) gegeben
und es gelten die Bedingungen (D1) bis (D5). Es sei ϑ = (ϑ1, ϑ2)
t ∈ Θ˜. Zudem existieren
zu ϑ nicht negative messbare Abbildungen mn : R
d1 → R, n ∈ N, und m : Rd1 → R mit
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α
) ≤ mn(ϑ∗1) fu¨r (ϑ1 + ϑ∗1/√n) ∈ Θ1 (4.4.4)
und
lim
n→∞
mn(ϑ
∗
1) = m(ϑ
∗
1) fu¨r alle ϑ
∗
1 ∈ Rd1 (4.4.5)
sowie∫
mn(ϑ
∗
1)dϑ
∗
1 <∞, n ∈ N,
∫
m(ϑ∗1)dϑ
∗
1 <∞ und lim
n→∞
∫
mn(ϑ
∗
1)dϑ
∗
1 =
∫
m(ϑ∗1)dϑ
∗
1.
(4.4.6)
Dann gilt fu¨r das erwartete Volumen des Konfidenzbereichs bzgl. des in (4.4.3) genannten
Tests
lim
n→∞
nd1/2 Eϑ(volT,n) =
(χ2d1;1−α)
d1/2πd1/2
Γ(d1/2 + 1)
det
(
i1,1ζ1 (ϑ)− i1,2ζ1 (ϑ)i2,2ζ1 (ϑ)−1i2,1ζ1 (ϑ)
)−1/2
.
Beweis: Durch Substitution und mit dem Satz von Fubini erha¨lt man
nd1/2 Eϑ(volT,n) = Eϑ
(
nd1/2
∫
I
(
Tn(ϑ
∗
1) < χ
2
d1;1−α
)
I(ϑ∗1 ∈ Θ1)dϑ∗1
)
= Eϑ
(∫
I
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α
)
I
(
(ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1)dϑ∗1
)
=
∫
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α
)
I
(
(ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1)dϑ∗1.
Mit Lemma 4.4.3 gilt
Tn(ϑ
n
1 )
v−→ T (ϑ∗1) := (Z − ϑ∗1)t
(
i1,1ζ1 (ϑ)− i1,2ζ1 (ϑ)i2,2ζ1 (ϑ)−1i2,1ζ1 (ϑ)
)
(Z − ϑ∗1) fu¨r n→∞,
mit einem ohne Einschra¨nkung auf dem zugrunde liegendem Wahrscheinlichkeitsraum exis-
tierenden Zufallsvektor Z mit
Z ∼ Nd1
(
0, i1,1ζ1 (ϑ)− i1,2ζ1 (ϑ)i2,2ζ1 (ϑ)−1i2,1ζ1 (ϑ)
)
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bei zugrunde liegendem Parameter ϑ. Wegen der Stetigkeit der Verteilungsfunktion von
T (ϑ∗1) bei zugrunde liegendem Parameter ϑ gilt
lim
n→∞
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α
)
= Qϑ
(
T (ϑ∗1) < χ
2
d1;1−α
)
fu¨r alle ϑ∗1 ∈ Rd1 .
Dann gilt wegen limn→∞ I((ϑ1 + ϑ∗1/
√
n) ∈ Θ1) = 1 fu¨r alle ϑ∗1 ∈ Rd1 auch
lim
n→∞
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α
)
I
(
(ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1) = Qϑ(T (ϑ∗1) < χ2d1;1−α)
fu¨r alle ϑ∗1 ∈ Rd1 .
Nach Voraussetzung existieren nicht negative messbare Abbildungenmn : R
d1 → R, n ∈ N,
und m : Rd1 → R mit
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α
)
I
(
(ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1) ≤ mn(ϑ∗1)
fu¨r alle ϑ∗1 ∈ Rd1 und alle n ∈ N,
die (4.4.4), (4.4.5) und (4.4.6) erfu¨llen. Damit folgt mit Pratts Version des Satzes von der
majorisierten Konvergenz (siehe A.1.1 im Anhang) und erneut mit dem Satz von Fubini
lim
n→∞
nd1/2 Eϑ(volT,n) =
∫
Qϑ
(
T (ϑ∗1) < χ
2
d1;1−α
)
dϑ∗1 = Eϑ
(∫
I
(
T (ϑ∗1) < χ
2
d1;1−α
)
dϑ∗1
)
=Eϑ
(∫
I
(
(Z − ϑ∗1)t
(
i1,1ζ1 (ϑ)− i1,2ζ1 (ϑ)i2,2ζ1 (ϑ)−1i2,1ζ1 (ϑ)
)
(Z − ϑ∗1) < χ2d1;1−α
)
dϑ∗1
)
=Eϑ
(
(χ2d1;1−α)
d1/2πd1/2
Γ(d1/2 + 1)
det
(
i1,1ζ1 (ϑ)− i1,2ζ1 (ϑ)i2,2ζ1 (ϑ)−1i2,1ζ1 (ϑ)
)−1/2)
=
(χ2d1;1−α)
d1/2πd1/2
Γ(d1/2 + 1)
det
(
i1,1ζ1 (ϑ)− i1,2ζ1 (ϑ)i2,2ζ1 (ϑ)−1i2,1ζ1 (ϑ)
)−1/2
,
wobei hier die bekannte Formel zur Berechnung des Volumens fu¨r Ellipsoide, siehe Beispiel
1 in Abschnitt 9.1 in [21], benutzt wurde. 
Die beiden nachfolgenden Lemmata ko¨nnen zum Nachweis der Existenz von nicht negati-
ven messbaren Abbildungen mn : R
d1 → R, n ∈ N, und m : Rd1 → R mit (4.4.4), (4.4.5)
und (4.4.6) nu¨tzlich sein.
4.4.5 Lemma: Es sei Tn durch die Testgro¨ße (4.4.2) gegeben und es gelten die Bedingun-
gen (D1) bis (D5). Es sei ϑ = (ϑ1, ϑ2)
t ∈ Θ˜. Weiter existieren Mengen K1, K2 ∈ BkΘ˜,
K1 ∩K2 = ∅, K1 ∪K2 = Θ˜, sodass eine reelle Zahl λmin > 0 existiert mit
inf
ϑ˜∈K1
λϑ˜ > λmin,
mit λϑ˜ als kleinster Eigenwert der Matrix iζ1(ϑ˜), ϑ˜ ∈ K1, und dass
lim
n→∞
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2
)
= 0
fu¨r alle ϑ∗1 ∈ Rd1
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sowie
lim
n→∞
∫
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2
)
dϑ∗1 = 0
gilt. Dann existieren nicht negative messbare Abbildungen mn : R
d1 → R, n ∈ N, und
m : Rd1 → R mit (4.4.4), (4.4.5) und (4.4.6).
Beweis: Es sei ϑˆn = (ϑˆ1,nϑˆ2,n)
t. Weiter sei ϑ∗1 ∈ Rd1 beliebig, n ∈ N und ϑn1 := ϑ1+ϑ∗1/
√
n.
Dann ist
Tn(ϑ
n
1 ) =
√
n(ϑˆn − ˆˆϑϑn1n )tiζ1( ˆˆϑϑ
n
1
n )
√
n(ϑˆn − ˆˆϑϑn1n ) ≥ λ ˆˆϑϑn1n
√
n(ϑˆn − ˆˆϑϑn1n )t
√
n(ϑˆn − ˆˆϑϑn1n )
≥ λmin
√
n(ϑˆn − ˆˆϑϑn1n )t
√
n(ϑˆn − ˆˆϑϑn1n ) ≥ λmin
√
n(ϑˆ1,n − ϑn1
)t√
n
(
ϑˆ1,n − ϑn1 )
auf { ˆˆϑϑn1n ∈ K1} fu¨r ϑn1 ∈ Θ1.
Damit ist
I
(
Tn(ϑ
n
1 ) < χ
2
d1;1−α, ϑ
n
1 ∈ Θ1
)
= I
(
Tn(ϑ
n
1 ) < χ
2
d1;1−α, ϑ
n
1 ∈ Θ1, ˆˆϑϑ
n
1
n ∈ K1
)
+ I
(
Tn(ϑ
n
1 ) < χ
2
d1;1−α, ϑ
n
1 ∈ Θ1, ˆˆϑϑ
n
1
n ∈ K2
)
≤ I (λmin√n(ϑˆ1,n − ϑn1 )t√n(ϑˆ1,n − ϑn1 ) < χ2d1;1−α)
+ I
(
Tn(ϑ
n
1 ) < χ
2
d1;1−α, ϑ
n
1 ∈ Θ1, ˆˆϑϑ
n
1
n ∈ K2
)
, ϑ∗1 ∈ Rd1 .
Es folgt mit der Monotonie des Erwartungswertes
Eϑ
(
I
(
Tn(ϑ
n
1 ) < χ
2
d1;1−α, ϑ
n
1 ∈ Θ1
)) ≤Eϑ ( I (λmin√n(ϑˆ1,n − ϑn1 )t√n(ϑˆ1,n − ϑn1 ) < χ2d1;1−α)
+ I
(
Tn(ϑ
n
1 ) < χ
2
d1;1−α, ϑ
n
1 ∈ Θ1, ˆˆϑϑ
n
1
n ∈ K2
))
,
ϑ∗1 ∈ Rd1 ,
a¨quivalent
Qϑ
(
Tn(ϑ
n
1 ) < χ
2
d1;1−α, ϑ
n
1 ∈ Θ1
) ≤Qϑ(λmin√n(ϑˆ1,n − ϑn1 )t√n(ϑˆ1,n − ϑn1 ) < χ2d1;1−α)
+Qϑ
(
Tn(ϑ
n
1 ) < χ
2
d1;1−α, ϑ
n
1 ∈ Θ1, ˆˆϑϑ
n
1
n ∈ K2
)
, ϑ∗1 ∈ Rd1 .
Wir setzen
mn(ϑ
∗
1) :=Qϑ
(
λmin
√
n(ϑˆ1,n − ϑn1 )t
√
n(ϑˆ1,n − ϑn1 ) < χ2d1;1−α
)
+Qϑ
(
Tn(ϑ
n
1 ) < χ
2
d1;1−α, ϑ
n
1 ∈ Θ1, ˆˆϑϑ
n
1
n ∈ K2
)
, ϑ∗1 ∈ Rd1 , n ∈ N.
Dann erfu¨llt mn (4.4.4). Weiter gilt mit Lemma 4.4.2
√
n(ϑˆ1,n − ϑn1 )
√
n(ϑˆ1,n − ϑn1 )t v−→ (W − ϑ∗1)t(W − ϑ∗1) fu¨r n→∞, ϑ∗1 ∈ Rd1 ,
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mit einem ohne Einschra¨nkung auf dem zugrunde liegendem Wahrscheinlichkeitsraum exis-
tierenden Zufallsvektor W mit
W ∼ Nd1
(
0,
(
i1,1ζ1 (ϑ)− i1,2ζ1 (ϑ)i2,2ζ1 (ϑ)−1i2,1ζ1 (ϑ)
)−1)
bei zugrunde liegendem Parameter ϑ. Wegen der Stetigkeit der Verteilungsfunktion von
(W − ϑ∗1)t(W − ϑ∗1) bei zugrunde liegendem Parameter ϑ gilt
lim
n→∞
Qϑ
(
λmin
√
n(ϑˆ1,n − ϑn1 )t
√
n(ϑˆ1,n − ϑn1 ) < χ2d1;1−α
)
=Qϑ
(
λmin(W − ϑ∗1)t(W − ϑ∗1) < χ2d1;1−α
)
, ϑ∗1 ∈ Rd1 .
Nach Voraussetzung gilt
lim
n→∞
Qϑ
(
Tn(ϑ
n
1 ) < χ
2
d1;1−α, ϑ
n
1 ∈ Θ1, ˆˆϑϑ
n
1
n ∈ K2
)
= 0 fu¨r alle ϑ∗1 ∈ Rd1 .
Setzen wir
m(ϑ∗1) := Qϑ
(
λmin(W − ϑ∗1)t(W − ϑ∗1) < χ2d1;1−α
)
, ϑ∗1 ∈ Rd1 ,
gilt also limn→∞mn(ϑ∗1) = m(ϑ
∗
1) fu¨r alle ϑ
∗
1 ∈ Rd1 , d.h. (4.4.5). Es muss nur noch (4.4.6)
nachgewiesen werden. Es gilt mit dem Satz von Fubini∫
Qϑ
(
λmin
√
n(ϑˆ1,n − ϑn1 )t
√
n(ϑˆ1,n − ϑn1 ) < χ2d1;1−α
)
dϑ∗1
= Eϑ
(∫
I
(
λmin
√
n(ϑˆ1,n − ϑn1 )t
√
n(ϑˆ1,n − ϑn1 ) < χ2d1;1−α
)
dϑ∗1
)
= Eϑ
(
(χ2d1;1−α)
d1/2πd1/2
λ
d1/2
min Γ(d1/2 + 1)
)
=
(χ2d1;1−α)
d1/2πd1/2
λ
d1/2
min Γ(d1/2 + 1)
<∞, n ∈ N,
wobei hier die bekannte Formel zur Berechnung des Volumens fu¨r Kugeln benutzt wurde.
Damit folgt mit den Voraussetzungen
∫
mn(ϑ
∗
1)dϑ
∗
1 < ∞ fu¨r genu¨gend großes n ∈ N, was
uns genu¨gen soll. Erneut mit dem Satz von Fubini ist∫
Qϑ
(
λmin(W − ϑ∗1)t(W − ϑ∗1) < χ2d1;1−α
)
dϑ∗1
= Eϑ
(∫
I
(
λmin(W − ϑ∗1)t(W − ϑ∗1) < χ2d1;1−α
)
dϑ∗1
)
= Eϑ
(
(χ2d1;1−α)
d1/2πd1/2
λ
d1/2
min Γ(d1/2 + 1)
)
=
(χ2d1;1−α)
d1/2πd1/2
λ
d1/2
min Γ(d1/2 + 1)
<∞.
Damit folgt
∫
m(ϑ∗1)dϑ
∗
1 <∞. Wie wir also sehen, ist∫
Qϑ
(
λmin
√
n(ϑˆ1,n − ϑn1 )t
√
n(ϑˆ1,n − ϑn1 ) < χ2d1;1−α
)
dϑ∗1
=
∫
Qϑ
(
λmin(Z − ϑ∗1)t(Z − ϑ∗1) < χ2d1;1−α
)
dϑ∗1, n ∈ N.
Damit ist mit den Voraussetzungen limn→∞
∫
mn(ϑ
∗
1)dϑ
∗
1 =
∫
m(ϑ∗1)dϑ
∗
1 und insgesamt
(4.4.6) gezeigt. 
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4.4.6 Lemma: Es sei Tn durch die Testgro¨ße (4.4.1) gegeben und es gelten die Bedingun-
gen (D1) bis (D5). Es sei ϑ = (ϑ1, ϑ2)
t ∈ Θ˜. Weiter existieren Mengen W1,n,W2,n ⊂ Sn,
W1,n ∩W2,n = ∅, W1,n ∪W2,n = Rn, n ∈ N, und K1, K2 ∈ BkΘ˜, K1 ∩K2 = ∅, K1 ∪K2 = Θ˜,
K1 konvex, sodass eine reelle Zahl λmin > 0 existiert mit
inf
ϑ˜∈K1
λn,ϑ˜ > λmin auf {(ζ1, . . . , ζn) ∈ W1,n} fu¨r alle n ∈ N,
mit λn,ϑ˜ als kleinster Eigenwert der Matrix (− 1n
∑n
j=1
∂2
∂ϑ˜i∂ϑ˜l
L(ζj, ϑ˜))1≤i≤k
1≤l≤k
, ϑ˜ ∈ K1, und
dass
lim
n→∞
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, (ζ1, . . . , ζn) ∈ W1,n,
ϑˆn ∈ K2 oder ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2
)
= 0 fu¨r alle ϑ∗1 ∈ Rd1
sowie
lim
n→∞
∫
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, (ζ1, . . . , ζn) ∈ W1,n,
ϑˆn ∈ K2 oder ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2
)
dϑ∗1 = 0
gilt. Ferner gelte
lim
n→∞
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, (ζ1, . . . , ζn) ∈ W2,n
)
= 0
fu¨r alle ϑ∗1 ∈ Rd1
sowie
lim
n→∞
∫
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, (ζ1, . . . , ζn) ∈ W2,n
)
dϑ∗1 = 0.
Außrdem sei
n∑
j=0
∂
∂ϑ˜i
L(ζj, ϑ˜)|ϑ˜=ϑˆn(ζ1,...,ζn) = 0 auf {(ζ1, . . . , ζn) ∈ W1,n} fu¨r alle n ∈ N
erfu¨llt. Dann existieren nicht negative messbare Abbildungen mn : R
d1 → R, n ∈ N, und
m : Rd1 → R mit (4.4.4), (4.4.5) und (4.4.6).
Beweis: Es sei ϑˆn = (ϑˆ1,nϑˆ2,n)
t. Weiter sei ϑ∗1 ∈ Rd1 beliebig, n ∈ N und ϑn1 := ϑ1+ϑ∗1/
√
n.
Eine Taylorentwicklung der Funktion ϑ˜ 7→∑ni=1 L(ζi, ϑ˜) liefert fu¨r ϑn1 ∈ Θ1
n∑
j=1
L(ζj,
ˆˆ
ϑϑ
n
1
n ) =
n∑
j=1
L(ζj, ϑˆn) +
√
n(
ˆˆ
ϑϑ
n
1
n − ϑˆn)t
1√
n
n∑
j=1
∇kL(ζj, ϑ˜)|ϑ˜=ϑˆn
+
1
2
√
n(
ˆˆ
ϑϑ
n
1
n − ϑˆn)t
(
1
n
n∑
j=1
∂2
∂ϑ˜i∂ϑ˜l
L(ζj, ϑ˜)|
ϑ˜=ϑ
ϑn1
n
)
1≤i≤k
1≤l≤k
√
n(
ˆˆ
ϑϑ
n
1
n − ϑˆn),
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mit einer Zwischenstelle ϑ
ϑn1
n auf der Verbindungsstrecke zwischen
ˆˆ
ϑ
ϑn1
n und ϑˆn. Mit den
Annahmen folgt daraus fu¨r ϑn1 ∈ Θ1
Tn(ϑ
n
1 ) =
√
n(ϑˆn − ˆˆϑϑn1n )t
(
− 1
n
n∑
j=1
∂2
∂ϑ˜i∂ϑ˜l
L(ζj, ϑ˜)|
ϑ˜=ϑ
ϑn1
n
)
1≤i≤k
1≤l≤k
√
n(ϑˆn − ˆˆϑϑn1n )
auf {(ζ1, . . . , ζn) ∈ W1,n} fu¨r alle n ∈ N.
Der Rest folgt analog zum Beweis von Lemma 4.4.5. 
Mit Hilfe der bisherigen Resultate ko¨nnen wir nun ein Ergebnis fu¨r die Volumen-Effizienz
zweier Likelihood-Quotienten- oder Waldscher Tests angeben.
4.4.7 Korollar: Es seien Tn oder T
′
n jeweils durch die Testgro¨ße (4.4.1) oder durch die
Testgro¨ße (4.4.2) gegeben, und es gelten jeweils die Bedingungen (D1) bis (D5). Es sei
ϑ˜ = (ϑ1, ϑ2, ϑ
′
2)
t ∈ Θ, ϑ = (ϑ1, ϑ2)t ∈ Θ˜ und ϑ′ = (ϑ1, ϑ′2)t ∈ Θ˜′. Zudem existieren zu ϑ˜
nicht negative messbare Abbildungen mn : R
d1 → R, n ∈ N, und m : Rd1 → R mit
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α
) ≤ mn(ϑ∗1) fu¨r (ϑ1 + ϑ∗1/√n) ∈ Θ1
und
lim
n→∞
mn(ϑ
∗
1) = m(ϑ
∗
1) fu¨r alle ϑ
∗
1 ∈ Rd1
sowie∫
mn(ϑ
∗
1)dϑ
∗
1 <∞, n ∈ N,
∫
m(ϑ∗1)dϑ
∗
1 <∞ und lim
n→∞
∫
mn(ϑ
∗
1)dϑ
∗
1 =
∫
m(ϑ∗1)dϑ
∗
1.
Ferner existieren nicht negative Abbildungen m′n : R
d1 → R, n ∈ N, und m′ : Rd1 → R mit
Mϑ′
(
T ′n(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α
) ≤ m′n(ϑ∗1) fu¨r (ϑ1 + ϑ∗1/√n) ∈ Θ1
und
lim
n→∞
m′n(ϑ
∗
1) = m
′(ϑ∗1) fu¨r alle ϑ
∗
1 ∈ R
sowie∫
m′n(ϑ
∗
1)dϑ
∗
1 <∞, n ∈ N,
∫
m′(ϑ∗1)dϑ
∗
1 <∞ und lim
n→∞
∫
m′n(ϑ
∗
1)dϑ
∗
1 =
∫
m′(ϑ∗1)dϑ
∗
1.
Dann hat man
lim
n→∞
evolT ′,T,n(ϑ˜) = lim
n→∞
(
Eϑ(VolT,n)
Eϑ′(VolT ′,n)
)2
=
det
(
i1,1ζ′1
(ϑ′)− i1,2ζ′1 (ϑ
′)i2,2ζ′1 (ϑ
′)−1i2,1ζ′1 (ϑ
′)
)
det
(
i1,1ζ1 (ϑ)− i1,2ζ1 (ϑ)i2,2ζ1 (ϑ)−1i2,1ζ1 (ϑ)
) .
Beweis: Dies folgt unmittelbar aus Satz 4.4.4. 
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4.4.8 Beispiel: In der Situation aus Beispiel 4.2.9 gilt mit den dortigen Bezeichnungen
lim
n→∞
evolT ′,T,n(ϑ˜) =
Γ
2Σ
= ePT ′,T (ϑ˜).
Betrachten wir das Modell aus Beispiel 4.2.10, so gilt mit den dortigen Bezeichnungen
lim
n→∞
evolT ′,T,n(ϑ˜) =
det Γ2
det Γ1
.
Dabei ist zu beachten, dass in diesen Beispielen die Likelihood-Quotienten-Tests jeweils
mit den zugeho¨rigen Waldschen Tests u¨bereinstimmen.
4.5 Vergleichskriterien
Wie wir in den vorhergehenden Unterabschnitten sahen, ist die Effizienz zweier Tests oft
durch den Quotienten entsprechender quadratischer Formen, genauer durch einen verallge-
meinerten Rayleigh-Quotienten, gegeben. Diese Tatsache ist in der einschla¨gigen Literatur
bekannt; siehe hierfu¨r z.B. Puri und Sen ([32]) oder Mu¨ller-Funk und Witting ([27]).
Es lohnt zu u¨berlegen, wie ein Qualita¨tsvergleich von Experimenten anhand solcher Ef-
fizienzen vorgenommen werden kann. Wir wollen deshalb in diesem Unterabschnitt davon
ausgehen, dass eine Effizienz in der Form der Resultate von Korollar 4.2.5, Korollar 4.3.5
und Korollar 4.3.10 vorliegt.
Zusa¨tzlich betrachten wir Effizienzen, die durch den Quotienten zweiter Determinanten
von symmetrisch positv definiten Matrizen gegeben sind. Dies wird durch das Resultat
von Korollar 4.4.7 motiviert.
Es sei Θ ⊂ Rd und ∂Θ0 ⊂ Θ0. Weiter sei d1 ∈ N mit d1 ≤ d und ∅ 6= B ⊂ Rd1 \ {0}. Fu¨r
ϑ0 ∈ ∂Θ0 und ϑ1 ∈ B sei eine abstrakte Effizienz der Tests T und T ′ gegeben durch
effT ′,T (ϑ0, ϑ1) :=
ϑt1Aζ′1(ϑ0)ϑ1
ϑt1Aζ1(ϑ0)ϑ1
, (4.5.1)
oder durch
e˜ffT ′,T (ϑ0) :=
detAζ′1(ϑ0)
detAζ1(ϑ0)
, (4.5.2)
wobei mit Aζ1(ϑ0) ∈ Rd1×d1 und Aζ′1(ϑ0) ∈ Rd1×d1 symmetrische positiv definite Matrizen
gegeben seien, die vom Parameter ϑ0 ∈ ∂Θ0 abha¨ngen.
Es ist zuna¨chst von Interesse zu fragen, wie klein oder groß die Effizienz effT ′,T sein kann,
wenn wir von einem gegebenen ϑ0 ausgehen. Durch
inf
ϑ1∈B
ϑt1Aζ′1(ϑ0)ϑ1
ϑt1Aζ1(ϑ0)ϑ1
≤ effT ′,T (ϑ0, ϑ1) ≤ sup
ϑ1∈B
ϑt1Aζ′1(ϑ0)ϑ1
ϑt1Aζ1(ϑ0)ϑ1
∀ ϑ1 ∈ B
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sind untere und obere Schranken fu¨r die Effizienz gegeben.
Wir definieren die Matrix
E(ϑ0) := Aζ′1(ϑ0)Aζ1(ϑ0)
−1,
wobei die nach wachsender Gro¨ße geordneten Eigenwerte von E(ϑ0) durch 0 ≤ λ1(ϑ0) ≤
· · · ≤ λd1(ϑ0) gegeben seien sollen.
4.5.1 Lemma: Es ist
λ1(ϑ0) ≤ effT ′,T (ϑ0, ϑ1) ≤ λd1(ϑ0) ∀ ϑ1 ∈ B,
wobei die angegebenen Schranken im Fall B = Rd1 \ {0} angenommen werden.
Beweis: Da Aζ1(ϑ0) symmetrisch und positiv definit ist, existiert eine Cholesky-Zerlegung
von Aζ1(ϑ0) gema¨ß
Aζ1(ϑ0) = C(ϑ0)C(ϑ0)
t,
mit einer regula¨ren Matrix C(ϑ0) ∈ Rd1×d1 . Wir setzen
D(ϑ0) := C(ϑ0)
−1Aζ′1(ϑ0)
(
C(ϑ0)
−1)t
und fu¨r ϑ1 ∈ B
ν := C(ϑ0)
tϑ1.
Die Matrix D(ϑ0) ist symmetrisch und besitzt ebenfalls die Eigenwerte 0 ≤ λ1(ϑ0) ≤ · · · ≤
λd1(ϑ0). Ferner ist
effT ′,T = effT ′,T (ϑ0, ϑ) =
νtD(ϑ0)ν
νtν
der Rayleigh-Quotient der symmetrischen Matrix D(ϑ0) an der Stelle ν. Bekanntlich ist
λ1(ϑ0) ≤ ν
tD(ϑ0)ν
νtν
≤ λd1(ϑ0).
Im Fall B = Rd1 \{0} wird fu¨r ϑ1 = (C(ϑ0)t)ν mit ν als Eigenvektor zum Eigenwert λ1(ϑ0)
bzw. λd1(ϑ0) der Matrix D(ϑ0) die untere bzw. obere Schranke angenommen. 
Mit der Matrix
E˜(ϑ0) := Aζ′1(ϑ0)− Aζ1(ϑ0),
und ihrer nach wachsender Gro¨ße geordneten Eigenwerten λ˜1(ϑ0) ≤ · · · ≤ λ˜d1(ϑ0) gelingt
eine weitere fu¨r einen Wirksamkeitsvergleich nu¨tzliche Feststellung.
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4.5.2 Lemma: Es treffen die Implikationen
λ˜d1(ϑ0) ≤ 0 ⇒ sup
ϑ1∈B
effT ′,T (ϑ0, ϑ1) ≤ 1,
und
λ˜1(ϑ0) ≥ 0 ⇒ inf
ϑ1∈B
effT ′,T (ϑ0, ϑ1) ≥ 1,
zu, wobei im Fall B = Rd1 \ {0} auch die Umkehrung jeder dieser beiden Aussagen gilt.
Beweis: Es ist
effT ′,T (ϑ0, ϑ1)
{≤
≥
}
1 ⇔ ϑ
t
1Aζ′1(ϑ0)ϑ1
ϑt1Aζ1(ϑ0)ϑ1
{≤
≥
}
1
⇔ ϑt1Aζ′1(ϑ0)ϑ1
{≤
≥
}
ϑt1Aζ1(ϑ0)ϑ1
⇔ ϑt1
(
Aζ′1(ϑ0)− Aζ1(ϑ0)
)
ϑ1
{≤
≥
}
0
⇔ ϑ
t
1E˜(ϑ0)ϑ1
ϑt1ϑ1
{≤
≥
}
0 ∀ ϑ1 ∈ B.
Eine Argumentation wie im Beweis von Lemma 4.5.1 liefert
λ˜1(ϑ0) ≤ ϑ
t
1E˜(ϑ0)ϑ1
ϑt1ϑ1
≤ λ˜d1(ϑ0) ∀ ϑ1 ∈ B.
Dies impliziert
λ˜d1(ϑ0) ≤ 0 ⇒ sup
ϑ1∈B
effT ′,T (ϑ0, ϑ1) ≤ 1
und
λ˜1(ϑ0) ≥ 0 ⇒ inf
ϑ1∈B
effT ′,T (ϑ0, ϑ1) ≥ 1
sowie im Fall B = Rd1 \ {0} auch die Umkehrung jeder dieser beiden Aussagen. 
4.5.3 Bemerkung: Existiert eine offene Umgebung U ⊂ Rd1 um 0 ∈ Rd1 mit U \{0} ⊂ B,
so kann bei der Betrachtung von Effizienzen der Form (4.5.1) ohne Einschra¨nkung von
B = Rd1 \ {0} ausgegangen werden. Fu¨r jedes ϑ1 ∈ B und jedes a ∈ R \ {0} ist na¨mlich
effT ′,T (ϑ0, ϑ1) =
ϑt1Aζ′1(ϑ0)ϑ1
ϑt1Aζ1(ϑ0)ϑ1
=
aϑt1Aζ′1(ϑ0)aϑ1
aϑt1Aζ1(ϑ0)aϑ1
.
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Bei kanonischer Fortsetzung von effT ′,T (ϑ0, ·) auf B˜ := {aϑ1; a ∈ R \ {0}, ϑ1 ∈ B} finden
wir
{effT ′,T (ϑ0, ϑ1);ϑ1 ∈ B} = {effT ′,T (ϑ0, ϑ1);ϑ1 ∈ B˜}.
Bei U \ {0} ⊂ B ist B˜ = Rd1 \ {0}.
Um gewisse Aussagen im Zusammenhang mit der Effizienz e˜ffT ′,T zu erhalten genu¨gt es,
die Effizienz effT ′,T zu betrachten, wie das folgende Lemma zeigt.
4.5.4 Lemma: Es liege die Situation aus Bemerkung 4.5.3 vor. Dann gelten folgende
Implikationen:
a) supϑ1∈Rd1\{0} effT ′,T (ϑ0, ϑ1) < 1 ⇒ e˜ffT ′,T (ϑ0) < 1.
b) supϑ1∈Rd1\{0} effT ′,T (ϑ0, ϑ1) ≤ 1 ⇒ e˜ffT ′,T (ϑ0) ≤ 1.
c) effT ′,T (ϑ0, ϑ1) = 1 ∀ ϑ1 ∈ Rd1 \ {0} ⇒ e˜ffT ′,T (ϑ0) = 1.
d) infϑ1∈Rd1\{0} effT ′,T (ϑ0, ϑ1) ≥ 1 ⇒ e˜ffT ′,T (ϑ0) ≥ 1.
e) infϑ1∈Rd1\{0} effT ′,T (ϑ0, ϑ1) > 1 ⇒ e˜ffT ′,T (ϑ0) > 1.
Beweis: Dies sieht man z.B. fu¨r Implikation a) wie folgt. Es seien 0 ≤ λ1(ϑ0) ≤ · · · ≤
λd1(ϑ0) die nach wachsender Gro¨ße geordneten Eigenwerte von E(ϑ0) = Aζ′1(ϑ0)Aζ1(ϑ0)
−1.
Mit Lemma 4.5.1 folgt aus supϑ1∈Rd1\{0} effT ′,T (ϑ0, ϑ1) < 1 auch λd1(ϑ0) < 1. Damit ist
e˜ffT ′,T (ϑ0) =
d1∏
i=1
λi(ϑ0) < 1.
Die anderen Implikationen folgen analog. 
Interessiert man sich also fu¨r die Frage, welches Experiment eine ho¨here Effizienz auf-
weist, so ko¨nnen die Eigenwerte der Matrix E(ϑ0) oder E˜(ϑ0) betrachtet werden.
Die beiden Aussagen von Lemma 4.5.2 ko¨nnen natu¨rlich auch a¨quivalent mit Hilfe der
Definitheit der Matrix E˜(ϑ0) formuliert werden, da diese Matrix symmetrisch ist. Schließ-
lich ist eine symmetrische Matrix genau dann positiv semidefinit (negativ semidefinit),
wenn alle ihre Eigenwerte positiv oder 0 (negativ oder 0) sind. In diesem Zusammenhang
ist auf folgende nu¨tzliche Tatsache hinzuweisen: Sind die Matrizen Aζ1(ϑ0) und Aζ′1(ϑ0)
positiv definit, so ist Aζ′1(ϑ0) − Aζ1(ϑ0) genau dann positiv semidefinit (negativ semidefi-
nit), wenn Aζ′1(ϑ0)
−1−Aζ1(ϑ0)−1 negativ semidefinit (positiv semidefinit) ist. Siehe hierzu
Lemma A.1.3 im Anhang.
Eine naheliegende Frage ist in diesem Zusammenhang natu¨rlich, wie sich die Wahl des
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Parameters ϑ0 ∈ ∂Θ0 auf die Effizienz oder die genannten Schranken auswirkt. So soll z.B.
im Hinblick auf die zu Beginn dieser Arbeit beschriebenen Fragestellung im weiteren Ver-
lauf dieser Arbeit unter anderem der Frage nachgegangen werden, wie sich eine bestimmte
Abha¨ngigkeitsstruktur zwischen X1 und Y1, wobei (X1, Y1) gema¨ß der verbundenen Stich-
probe verteilt sei, auf die Effizienz auswirkt. Diese Abha¨ngigkeitsstruktur wird durch den
Parameter ϑ0 ∈ ∂Θ0 festgelegt.
Es ist von Interesse, bei welcher zugrunde liegender Abha¨ngigkeitsstruktur zwischenX1 und
Y1 die verbundene Stichprobenerhebung basierend auf den Beobachtungen (
X1
Y1
), . . . , (XnYn )
der unabha¨ngigen Stichprobenerhebung basierend auf den Beobachtungen (
X′1
Y ′1
), . . . , (X
′
n
Y ′n
)
auf Grundlage der betrachteten Effizienz vorzuziehen ist.
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5 Tests zur relativen Wirksamkeit
5.1 Motivation und Situation
Ein Anwender kann die Wahl eines Experiments von der Gro¨ße der Effizienz zweier verschie-
dener Tests abha¨ngig machen. Wie wir in den vorangegangenen Unterabschnitten sahen,
ha¨ngen solche Effizienzen allerdings oft von variablen Gro¨ßen ab, die dem Anwender nicht
bekannt sind.
Liegen dem Anwender z.B. Referenzdaten vor, anhand derer er auf die gesuchte Effizi-
enz schließen kann, so befindet er sich erneut in einer statistischen Situation, die zeitlich
vor dem eigentlichen Experiment liegt, und davon getrennt zu betrachten ist. Der Anwen-
der kann zum Beispiel erneut mit Hilfe eines statistischen Tests die Frage angehen, ob die
betrachtete Effizienz einen gewissen Wert u¨ber- oder unterschreitet.
In diesem Unterabschnitt sollen die Definitionen und Notationen aus Unterabschnitt 4.5
u¨bernommen werden. Es sei also Θ ⊂ Rd und d1 ∈ N mit d1 ≤ d. Wir gehen davon aus,
dass fu¨r die zu Beginn von Unterabschnitt 4.5 eingefu¨hrte Menge B ⊂ Rd1 \ {0} in der
vorliegenden Situation B = Rd1 \ {0} erfu¨llt ist. Tatsa¨chlich genu¨gt die Existenz einer
offenen Umgebung U ⊂ Rd1 um 0 ∈ Rd1 mit U \ {0} ⊂ B, damit ohne Eischra¨nkung von
B = Rd1 \ {0} ausgegangen werden kann; siehe hierzu Bemerkung 4.5.3.
Es sei ∂Θ0 ⊂ Θ0. Fu¨r ϑ0 ∈ ∂Θ0 und ϑ1 ∈ Rd1 \ {0} sei eine Effizienz der Tests T und T ′
gegeben durch
effT ′,T (ϑ0, ϑ1) :=
ϑt1Aζ′1(ϑ0)ϑ1
ϑt1Aζ1(ϑ0)ϑ1
,
oder durch
e˜ffT ′,T (ϑ0) :=
detAζ′1(ϑ0)
detAζ1(ϑ0)
,
wobei mit Aζ1(ϑ0) ∈ Rd1×d1 und Aζ′1(ϑ0) ∈ Rd1×d1 symmetrische positiv definite Matrizen
gegeben seien, die vom Parameter ϑ0 ∈ ∂Θ0 abha¨ngen.
Die Betrachtung von Effizienzen in dieser Form wird durch die Resultate von Korollar
4.2.5, Korollar 4.3.5, Korollar 4.3.10 und Korollar 4.4.7 motiviert. Wie wir sahen, ergeben
sich solche Effizienzen, wenn in beiden Experimenten ein optimales Verfahren in einem
bestimmten Sinn gewa¨hlt wird, und gewisse Regularita¨tsvoraussetzungen erfu¨llt sind. Wie
bereits in der Einleitung zu dieser Arbeit begru¨ndet, wird ein Anwender in der Regel in
beiden Situationen ein optimales Verfahren wa¨hlen, wenn ein solches existiert. Daher ist
es sinnvoll, solche Effizienzen weiter zu studieren.
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In diesem Abschnitt wollen wir hauptsa¨chlich Tests zur Verifizierung der folgenden Hy-
pothesen betrachten: Zur Behandlung der Frage, ob die Effizienz zugeho¨rig zum ersten
Experiment stets ho¨her ist als die Effizienz zugeho¨rig zum zweiten Experiment betrachten
wir die Hypothese
H1 : sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) ≤ 1.
Zur Behandlung der Frage, ob die Effizienz zugeho¨rig zum zweiten Experiment stets ho¨her
ist als die Effizienz zugeho¨rig zum ersten Experiment betrachten wir die Hypothese
H2 : inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) ≥ 1.
Zur Behandlung der Frage, ob die Effizienz zugeho¨rig zum ersten Experiment stets gleich
der Effizienz zugeho¨rig zum zweiten Experiment ist betrachten wir die Hypothese
H3 : ∀ ϑ1 ∈ Rd1 \ {0} : effT ′,T (ϑ0, ϑ1) = 1.
Am Ende dieses Abschnitts werden wir im Rahmen einer Bemerkung konsistente Tests fu¨r
die Testprobleme
H4 : e˜ffT ′,T (ϑ0) ≤ 1, K4 : e˜ffT ′,T (ϑ0) > 1
sowie
H5 : e˜ffT ′,T (ϑ0) ≥ 1, K5 : e˜ffT ′,T (ϑ0) < 1
und
H6 : e˜ffT ′,T (ϑ0) = 1, K6 : e˜ffT ′,T (ϑ0) 6= 1
behandeln. Angewendet werden ko¨nnen die erzielten Resultate in den Abschnitten 8 und
9.
5.2 Konsistente Tests
Konkret betrachten wir die Testprobleme mit generellen Alternativen, genauer
H1 : sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) ≤ 1, K1 : sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) > 1,
bzw.
H2 : inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) ≥ 1, K2 : inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) < 1.
bzw.
H3 : ∀ ϑ1 ∈ Rd1 \ {0} : effT ′,T (ϑ0, ϑ1) = 1, K3 : ∃ ϑ1 ∈ Rd1 \ {0} : effT ′,T (ϑ0, ϑ1) 6= 1.
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Unter dem Hinweis auf die Ausfu¨hrungen im Unterabschnitt 4.5 ko¨nnen die Testprobleme
mit Hilfe der Matrix
E˜(ϑ0) = Aζ′1(ϑ0)− Aζ1(ϑ0)
charakterisiert werden. Es sei fu¨r l ∈ N eine Abbildung
p : ∂Θ0 → Rl
gegeben, und wir nehmen an, dass die Matrix E˜(ϑ0) tatsa¨chlich nur von p(ϑ0), und nicht
von ϑ0 selber abha¨ngt. Konkret nehmen wir die Existenz einer stetigen Abbildung
H˜ : Rl → Sd1
an, wobei fu¨r m ∈ N Sm die Menge der reellen, symmetrischen m×m-Matrizen sei, mit
H˜
(
p(ϑ0)
)
= E˜(ϑ0) ∀ ϑ0 ∈ ∂Θ0.
Es sei ϑ0 ∈ ∂Θ0 fest gewa¨hlt. Wir setzen p0 := p(ϑ0). Es sei pˆn ein Scha¨tzer fu¨r p0 , der
ohne Einschra¨nkung auf dem zugrunde liegenden statistischen Raum definiert sei, d.h. fu¨r
jedes n ∈ N sei
pˆn : (Ω,A)→ (Rl,Bl).
Unter dem Hinweis auf Bemerkung 4.5.2 sollen unsere Testgro¨ßen auf den Eigenwerten der
symmetrischen Matrix H˜(pˆn) basieren.
5.2.1 Bemerkung: Fu¨r m ∈ N sei Sm die Menge der reellen, symmetrischen m × m-
Matrizen, S im, i ∈ {1, . . . ,m}, die Menge der reellen, symmetrischen m×m-Matrizen mit
einfachem i-kleinstem Eigenwert. Dies bedeutet, dass die nach wachsender Gro¨ße geordne-
ten Eigenwerte λ0,1 ≤ · · · ≤ λ0,m aller A0 ∈ S im λ0,1 ≤ · · · ≤ λ0,i−1 < λ0,i < λ0,i+1 ≤ · · · ≤
λ0,m erfu¨llen. U¨ber den vech-Operator vech : Sm → Rm(m+1)2 , siehe Beispiel 4.2.10, ist Sm
identifizierbar mit R
m(m+1)
2 und in diesem Sinne S im eine offene Teilmenge von Sm. Schließ-
lich ist die Menge der Matrizen in Sm mit mehrfachem i-kleinstem Eigenwert in diesem
Sinne eine abgeschlossene Teilmenge von Sm, was aus der stetigen Abha¨ngigkeit der Ei-
genwerte von den Eintra¨gen der zugrunde liegenden Matrix, siehe Satz 1.2 in 5.1.1 in [39],
folgt. Fu¨r A0 ∈ S im sei λ0,i der i-kleinste Eigenwert von A0 mit dem zugeho¨rigen normierten
Eigenvektor β0,i. Es gibt eine offene Umgebung U von A0 und bezu¨glich der entsprechenden
Borelschen σ-Algebren messbar wa¨hlbare Funktionen λi : Sm → R, βi : Sm → Rm, deren
Einschra¨nkungen auf U stetig differenzierbar sind und die Eigenschaft haben, dass
λi(A0) = λ0,i, βi(A0) = β0,i,
∀ A ∈ U : Aβi(A) = λi(A)βi(A),
∀ A ∈ Sp : βi(A)tβi(A) = Im
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ist, siehe Theorem 1 in [25]. Es bezeichne D ∈ Rm2×m(m+1)2 die eindeutig bestimmte Matrix
mit der Eigenschaft
∀A∈Sm : vec(A) = Dvech(A),
siehe hierzu auch Unterabschnitt 3.8 in [26]. Dabei ist der Operator vech wie in Beispiel
4.2.10 definiert, und der Operator vec fu¨r ℓ ∈ N gema¨ß
vec : Rℓ×ℓ → Rℓ2 ,
vec(M) := (m1,1, . . . ,mℓ,1, . . . ,mℓ,1, . . . ,mℓ,ℓ)
t, M = (mi,j)1≤i,j≤ℓ,
gegeben. D heißt Duplikationsmatrix und hat den Rang m(m+1)
2
. Mit G = (DtD)−1Dt ist
∀A∈Sm : vech(A) = Gvec(A).
Fu¨r B ∈ S im ist mit βi = βi(B) als Eigenvektor zum Eigenwert λi = λi(B) der Gradient
∂λi(A)
vech(A)
∣∣∣∣
A=B
= (βti ⊗ βti)D.
Dabei bezeichne ⊗ das Kroneckerprodukt fu¨r Matrizen. Siehe Theorem 1 in [25].
Die nach wachsender Gro¨ße geordneten Eigenwerte von H˜(pˆn) seien durch λ˜1,n ≤ · · · ≤
λ˜d1,n gegeben. Ist fu¨r p ∈ Rl λ˜i(p) der Eigenwert der symmetrischen Matrix H˜(p), so gilt
also
λ˜i,n := λ˜i(pˆn), i = 1, . . . , d1.
Um eine Arbeitsgrundlage zur Konstruktion von Tests fu¨r die genannten Testprobleme zu
haben, definieren wir die folgenden Bedingungen an den Scha¨tzer pˆn und an die Matrix E˜:
(E1) Es existiere eine offene Umgebung U ⊂ Rl um p0 und eine stetige Abbildung V : U →
Rl×l, sodass V (p0) ∈ Rl×l eine symmetrische positiv definite Matrix ist, und die Ver-
teilungskonvergenz
√
n(pˆn − p0) v→ Nl(0, V (p0)) bei zugrunde liegendem Parameter
ϑ0 mit p0 = p(ϑ0) fu¨r n→∞ gilt.
(E2) Es existiere eine offene Menge U ⊂ Rl um p0 sodass die Abbildung vech(H˜) : Rl →
Rd1(d1+1)/2 stetig differenzierbar auf U ist mit zugeho¨riger Jacobimatrix JH˜(p0) ∈
Rd1(d1+1)/2×l, die vollen Zeilenrang hat.
(E3) Es sei der kleinste Eigenwert λ˜1(p0) sowie der gro¨ßte Eigenwert λ˜d1(p0) der Matrix
H˜(p0) einfach.
5.2.2 Bemerkung: In vielen Beispielen kann fu¨r pˆn ein Maximum-Likelihood-Scha¨tzer
gewa¨hlt werden. In diesem Fall ist unter u¨blichen Voraussetzungen (E1) erfu¨llt, und die Ma-
trix V (p0) ∈ Rl×l ist durch die inverse Matrix der zugeho¨rigen Fisher-Informationsmatrix
gegeben.
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5.2.3 Bemerkung: Die u¨blichen Voraussetzungen, die im Rahmen der asymptotischen
Verteilungstheorie von Likelihood-Quotienten-Tests gestellt werden, sind hinreichend fu¨r
die Bedingung (E1) und die stetige Differenzierbarkeitsbedingung in (E2). Vergleiche hier-
zu mit den Bedingungen (B1) - (B5) aus Unterabschnitt 4.2 und den Ausfu¨hrungen in
Unterabschnitt 4.2.
Zur Behandlung des Testproblems H1 gegen K1 bzw. H2 gegen K2 betrachten wir unter der
Voraussetzung der Gu¨ltigkeit von (E1), (E2) und (E3) fu¨r pˆn ∈ U , mit einer Umgebung U
um p0 wie in den Bedingungen (E1) und (E2) gewa¨hlt, die Testgro¨ße
F 1n :=
√
nλ˜d1,n√
Md1,n
,
bzw. die Testgro¨ße
F 2n := −
√
nλ˜1,n√
M1,n
,
mit
Mi,n := wi(pˆn)
tJH˜(pˆn)V (pˆn)JH˜(pˆn)twi(pˆn), i = 1, . . . , d1,
wobei fu¨r i = 1, . . . , d1 der Vektor wi(p) ∈ Rd1(d1+1)/2, p ∈ U , durch die Komponenten(
wi(p)
)
j
:=
(
βi(p)
t ⊗ βi(p)t)Dej, j = 1, . . . , d1(d1 + 1)/2,
festgelegt ist. Dabei ist βi(p) ∈ Rd1 ein normierter Eigenvektor zum Eigenwert λ˜i(p) der
Matrix H˜(p), i = 1, . . . , d1, ej der j-te Einheitsvektor in R
d1(d1+1)/2, j = 1, . . . , d1(d1+1)/2,
und D die Duplikationsmatrix, wie in Bemerkung 5.2.1 erla¨utert.
An dieser Stelle soll bemerkt werden, dass unter der Voraussetzung der Gu¨ltigkeit von
(E1), (E2) und (E3)
lim
n→∞
Pϑ0(M1,n ≤ 0) = lim
n→∞
Pϑ0(Md1,n ≤ 0) = 0
gilt, was sich wie folgt begru¨nden la¨sst: Es sei
Mi := wi(p0)
tJH˜(p0)V (p0)JH˜(p0)twi(p0), i = 1, . . . , d1.
Wegen (E1) und (E2) ist die Matrix JH˜(p0)V (p0)JH˜(p0)t positiv definit und es ist JH˜V J tH˜
in einer Umgebung um p0 stetig. Fu¨r i = 1, . . . , d1 kann der Vektor wi(p0) nicht verschwin-
den, da βi(p0) nicht verschwindet. Daher gilt M1 > 0 und Md1 > 0. Wegen der Stetigkeit
der Abbildung vech(H˜) auf einer Umgebung U um p0 gema¨ß (E2) und wegen (E3) sind
β1 und βd1 auf einer Umgebung um p0 stetig und damit auch w1 und wd1 auf einer Um-
gebung um p0 stetig. Betrachte hierzu die oben stehende Argumentation sowie Theorem
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1 in [25]. Da (E1) die stochastische Konvergenz von pˆn gegen p0 impliziert, folgt mit dem
Satz von der stetigen Abbildung die stochastische Konvergenz von M1,n gegen M1 sowie
die stochastische Konvergenz von Md1,n gegen Md1 und damit
lim
n→∞
Pϑ0(M1,n ≤ 0) = lim
n→∞
Pϑ0(M1 −M1,n ≥M1) ≤ lim
n→∞
Pϑ0(|M1 −M1,n| ≥M1) = 0,
sowie analog
lim
n→∞
Pϑ0(Md1,n ≤ 0) = lim
n→∞
Pϑ0(Md1 −Md1,n ≥Md1) ≤ lim
n→∞
Pϑ0(|Md1 −Md1,n| ≥Md1) = 0.
Um das Grenzverhalten der genannten Eigenwerte zu ermitteln, und damit das der Test-
gro¨ßen zu erhalten, verallgemeinern wir zuna¨chst einen Satz aus dem Buch von Anderson
([1] Theorem 13.5.1), der die asymptotische Verteilung von Eigenwerten von Wishart-
verteilten Matrizen beschreibt, auf allgemein symmetrische und asymptotisch normalver-
teilte Matrizen. Hierbei la¨sst sich Andersons Argumentation gro¨ßtenteils u¨bernehmen.
5.2.4 Lemma: Es sei fu¨r alle m ∈ N Zm ∈ Rq×q eine zufa¨llige symmetrische Matrix
mit den nach wachsender Gro¨ße geordneten Eigenwerten l1m ≤ · · · ≤ lqm. Ferner gelte√
m(vech(Zm)− vech(Z)) v→ Nq(q+1)/2(0, A) fu¨r m→∞, mit einer symmetrischen Matrix
Z ∈ Rq×q und einer symmetrischen positiv semidefiniten Matrix A ∈ Rq(q+1)/2×q(q+1)/2,
wobei Z die nach wachsender Gro¨ße geordneten Eigenwerte λ1 ≤ · · · ≤ λq besitze. Fu¨r ein
gegebenes i ∈ {1, . . . , q} sei der Eigenwert λi einfach. Dann gilt
√
m(lim − λi) v−→ N(0, wtiAwi) fu¨r m→∞,
wobei der Vektor wi ∈ Rq(q+1)/2 durch die Komponenten (wi)j :=
(
βti ⊗ βti)Dej, j =
1, . . . , q(q+1)/2, festgelegt ist. Dabei ist βi ∈ Rq×q ein normierter Eigenvektor zum Eigen-
wert λi der Matrix Z.
Beweis: Wir betrachten die Abbildungen
Li : {vech(B);B ∈ Rq×q ist symmetrisch} → R, i = 1, . . . , q,
wobei L1(vech(B)) ≤ · · · ≤ Lq(vech(B)) die nach wachsender Gro¨ße angeordneten Ei-
genwerte der symmetrischen Matrix B ∈ Rq×q seien. Mit Theorem 7 und Note 2 des
Unterabschnitts 6.8 in [26] erha¨lt man wegen der Einfachheit des Eigenwertes λi, dass wi
der Grandient von Li an der Stelle vech(Z) ist. Mit dem Fehlerfortpflanzungsgesetz folgt
die Behauptung. 
Nach diesen Vorbereitungen ko¨nnen wir nun den folgenden Satz formulieren, um das Grenz-
verhalten der Testgro¨ßen zu beschreiben. Hierzu seien λ˜1 := λ˜1(p0), . . . , λ˜d1 := λ˜d1(p0) die
Eigenwerte der Matrix H˜(p0).
5.2.5 Satz: Es gelte (E1) - (E3). Dann sind folgende Aussagen erfu¨llt:
a) Falls λ˜d1 = 0, so folgt F
1
n
v→ N(0, 1) fu¨r n → ∞, und falls λ˜1 = 0, so folgt F 2n v→
N(0, 1) fu¨r n→∞.
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b) Falls λ˜d1 < 0, so folgt fu¨r alle c ∈ R limn→∞ Pϑ0(F 1n ≥ c) = 0, und falls λ˜1 > 0, so
folgt fu¨r alle c ∈ R limn→∞ Pϑ0(F 2n ≥ c) = 0.
c) Falls λ˜d1 > 0, so folgt fu¨r alle c ∈ R limn→∞ Pϑ0(F 1n ≤ c) = 0, und falls λ˜1 < 0, so
folgt fu¨r alle c ∈ R limn→∞ Pϑ0(F 2n ≤ c) = 0.
Beweis: Nur fu¨r F 1n ; fu¨r F
2
n analog. Es gelte λ˜d1 = 0. Aufgrund von (E1) und (E2) sowie
des Fehlerfortpflanzungsgesetzes gilt
√
n
(
vech
(
H˜(pˆn)
)− vech (H˜(p0))) v−→ Nd1(d1+1)/2(0,JH˜(p0)V (p0)JH˜(p0)t) fu¨r n→∞.
Da die Matrizen H˜(pˆn) und H˜(p0) symmetrisch sind, folgt mit
Md1 = wd1(p0)
tJH˜(p0)V (p0)JH˜(p0)twd1(p0),
sowie wegen (E3), mit Hilfe von Lemma 5.2.4
√
nλ˜d1,n
v−→ N(0,Md1) fu¨r n→∞.
Wie oben begru¨ndet hat man die stochastische Konvergenz von Md1,n gegen Md1 . Mit dem
Lemma von Slutsky folgt die Verteilungskonvergenz der Testgro¨ße gegen eine Standard-
normalverteilung.
Nun gelte λ˜d1 < 0. Da der gro¨ßte Eigenwert eine stetige Funktion in den Eintra¨gen der
zugrunde liegenden Matrix ist, siehe Satz 1.2 in 5.1.1 in [39], und wegen der Stetigkeit der
Abbildung vech(H˜) auf einer Umgebung U um p0 gema¨ß (E2), folgt mit dem Satz von
der stetigen Abbildung die stochastische Konvergenz von λ˜d1,n gegen λ˜d1 . Daraus folgt fu¨r
beliebiges c ∈ R unter Beru¨cksichtigung der stochastischen Konvergenz von Md1,n gegen
Md1
lim
n→∞
Pϑ0(F
1
n ≥ c) = lim
n→∞
Pϑ0
(
λ˜d1,n − λ˜d1 ≥
√
Md1,nc√
n
− λ˜d1
)
≤ lim
n→∞
Pϑ0
(
|λ˜d1,n − λ˜d1 | ≥
√
Md1,nc√
n
− λ˜d1
)
= 0.
Im Fall λ˜d1 > 0 kann analog argumentiert werden. 
Fu¨r ein gegebenes Testniveau α ∈ (0, 1) schlagen wir also fu¨r das Testproblem Hi gegen
Ki, i = 1, 2, den Test
”
Verwirf Hi, falls F
i
n ≥ u1−α“, i = 1, 2,
vor, wobei u1−α das (1 − α)-Quantil der Standardnormalverteilung sei. Dann halten wir
folgendes fest:
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5.2.6 Korollar: Es gelte (E1) - (E3). Dann handelt es sich bei dem auf der Testgro¨ße F in
basierenden vorgeschlagenen Test fu¨r das Testproblem Hi gegen Ki, i = 1, 2, um einen Test,
der fu¨r jedes α ∈ (0, 1) das Testniveau α asymptotisch einha¨lt, und der zudem konsistent
ist.
Beweis: Nur fu¨r i = 1, sonst analog. Es gelte die Hypothese, d.h. es gilt
sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) ≤ 1.
Da in Lemma 4.5.2 in der vorliegenden Situation auch die Umkehrungen gelten, folgt
λ˜d1 ≤ 0, und damit mit Satz 5.2.5 Teil a) und b), dass der Test das Testniveau asymptotisch
einha¨lt. Nun gelte die Alternative, also
sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) > 1.
Da in Lemma 4.5.2 in der vorliegenden Situation auch die Umkehrungen gelten, folgt
λ˜d1 > 0, und damit mit Satz 5.2.5 Teil c), dass der Test konsistent ist. 
Nun mo¨chten wir einen konsistenten Test fu¨r das Testproblem H3 gegen K3 studieren.
Hierzu seien die von ihrem Betrag her nach wachsender Gro¨ße geordneten Eigenwerte von
H˜(pˆn) durch λ˜(1),n, . . . , λ˜(d1),n gegeben, d.h. es gilt |λ˜(1),n| ≤ · · · ≤ |λ˜(d1),n|. Analog seien
die von ihrem Betrag her nach wachsender Gro¨ße geordneten Eigenwerte von H˜(p0) durch
λ˜(1), . . . , λ˜(d1) gegeben, d.h. es gilt |λ˜(1)| ≤ · · · ≤ |λ˜(d1)|.
Wir definieren die Testgro¨ße
F 3n := nλ˜
2
(d1),n
.
Zudem sei fu¨r p ∈ U , mit einer Umgebung U um p0 wie in den Bedingungen (E1) und (E2)
gewa¨hlt, cp;1−α das (1−α)-Quantil der Verteilung L(Ld1 |p), wobei L1 ≤ · · · ≤ Ld1 die nach
wachsender Gro¨ße geordneten Eigenwerte einer Matrix A2 ∈ Rd1×d1 seien, und A ∈ Rd1×d1
eine symmetrische Matrix mit
vech(A) ∼ Nd1(d1+1)/2
(
0,JH˜(p)V (p)JH˜(p)t
)
(5.2.1)
sei. Es bezeichne L(A|p) die Verteilung von A bei zugrunde liegendem p ∈ U und L(A2|p)
die Verteilung von A2 bei zugrunde liegendem p ∈ U . Die Matrix A2 ist in jedem Fall posi-
tiv semidefinit und wegen (5.2.1) sogar mit Wahrscheinlichkeit 1 positiv definit. Schließlich
ist die Determinante von A ein nicht identisch verschwindendes Polynom in Vera¨nderlichen
gegeben durch die Komponenten von vech(A). Wegen (5.2.1) und der positiven Definitheit
von JH˜(p0)V (p0)JH˜(p0)t folgt mit dem Lemma aus [30] detA 6= 0 mit Wahrscheinlichkeit 1.
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Nach Theorem 3.2.17 aus [28] besitzen die Eigenwerte einer positiv definiten d1×d1-Matrix
mit Lebesgue-Dichte f die gemeinsame Lebesgue-Dichte
(l1, . . . , ld1) 7−→
π
d1
2
2
Γd1(
d1
2
)
∏
1≤j<i≤d1
(li − lj)
∫
Od1
f
(
H diag(ld1 , . . . l1)H
′)dH,
fu¨r ld1 > · · · > l1 > 0, und 0 sonst.
Hierbei wird das innere Integral u¨ber die Menge Od1 := {A ∈ Rd1×d1 ;AtA = Id1} bezu¨glich
der Gleichverteilung auf Od1 durchgefu¨hrt und Γm ist die verallgemeinerte Gammafunktion
Γm(t) := π
m(m−1)/4∏m
i=1 Γ(t− (i− 1)/2), m ∈ N, t > (m− 1)/2.
Ausintegrieren u¨ber l1, l2, . . . , ld1−1 liefert daher fu¨r L(Ld1 |p) die zugeho¨rige Lebesgue-
Dichte
kp(ld1) :=
∫
. . .
∫
π
d21
2
Γd1(
d1
2
)
∏
1≤j<i≤d1
(li − lj)
∫
Od1
fp
(
H diag(ld1 , . . . , l1)H
′)dHdl1 . . . dld1−1,
fu¨r ld1 > 0, und 0 sonst, (5.2.2)
wobei fp die Dichte der oben genannten Matrix A
2 bei zugrunde liegendem p ∈ U sei.
Fu¨r ein gegebenes Testniveau α ∈ (0, 1) schlagen wir fu¨r das Testproblem H3 gegen K3 den
Test
”
Verwirf H3, falls F
3
n ≥ cpˆn;1−α“
vor. Um zu zeigen, dass dieser Test asymptotisch das Testniveau exakt einha¨lt, und um
die Konsistenz des Tests zu zeigen, werden wir nun folgenden Satz beweisen:
5.2.7 Satz: Es gelte (E1) und (E2). Fu¨r die Eigenwerte der Matrix H˜(p0) gelte λ˜1 = · · · =
λ˜d1 = 0. Dann folgt, dass F
3
n fu¨r n → ∞ in Verteilung gegen L(Ld1 |p0) konvergiert. Falls
dagegen λ˜i 6= 0 fu¨r ein i ∈ {1, . . . , d1}, so folgt fu¨r alle c ∈ R
lim
n→∞
Pϑ0(F
3
n ≥ c) = 1.
Beweis: Es gelte λ˜1 = · · · = λ˜d1 = 0. Da die Matrix H˜(p0) symmetrisch ist, impliziert dies
H˜(p0) = 0. Dann gilt natu¨rlich auch H˜(p0)
2 = 0. Aufgrund von (E1) und (E2) sowie des
Fehlerfortpflanzungsgesetzes gilt analog zum Beweis von Satz 5.2.5
√
n
(
vech
(
H˜(pˆn)
)− vech (H˜(p0))) v−→ Nd1(d1+1)/2(0,JH˜(p0)V (p0)JH˜(p0)t) fu¨r n→∞.
Wegen H˜(p0) = 0 konvergiert also
√
nH˜(pˆn) fu¨r n→∞ in Verteilung gegen L(A|p0). Da-
her konvergiert nH˜(pˆn)
2 fu¨r n → ∞ in Verteilung gegen L(A2|p0). Da nλ˜2(d1),n der gro¨ßte
118
Eigenwert der Matrix nH˜(pˆn)
2 ist, und die extremalen Eigenwerte eine stetige Funktion der
zugrunde liegenden Matrix sind (siehe z.B. Theorem 5.2 in [37]), folgt die erste Behauptung.
Nun gelte λ˜i 6= 0 fu¨r ein i ∈ {1, . . . , d1}. Dies impliziert H˜(p0) 6= 0 und natu¨rlich auch
H˜(p0)
2 6= 0. Da der gro¨ßte Eigenwert eine stetige Funktion der zugrunde liegenden Matrix
ist, mit der stochastischen Konvergenz von pˆn gegen p0 und aufgrund der Stetigkeit der
beteiligten Abbildungen, die in (E1) und (E2) gefordert ist, folgt mit dem Satz von der ste-
tigen Abbildung die stochastische Konvergenz von λ˜2(d1),n gegen λ˜
2
(d1)
. Da λ˜2(d1) der gro¨ßte
Eigenwert der symmetrischen positiv semidefiniten Matrix H˜(p0)
2 ist, und diese Matrix
nicht verschwindet, gilt λ˜(d1) > 0. Somit folgt fu¨r beliebiges c ∈ R
lim
n→∞
Pϑ0(F
3
n ≥ c) = lim
n→∞
Pϑ0
(
λ˜2(d1),n − λ˜2(d1) ≥
c
n
− λ˜2(d1)
)
= 1,
und es ist alles gezeigt. 
5.2.8 Korollar: Es gelte (E1) und (E2). Bei dem auf der Testgro¨ße F 3n basierenden vor-
geschlagenen Test fu¨r das Tesproblem H3 gegen K˜3 handelt es sich um einen Test, der fu¨r
jedes α ∈ (0, 1) das Testniveau α asymptotisch exakt einha¨lt, und der zudem konsistent ist.
Beweis: Es gelte die Hypothese, d.h. es gilt
∀ ϑ1 ∈ Rd1 \ {0} : effT ′,T (ϑ0, ϑ1) = 1.
Da in Lemma 4.5.2 in der vorliegenden Situation auch die Umkehrungen gelten, folgt
λ˜1 = λ˜d1 = 0. Mit Satz 5.2.7 folgt fu¨r n → ∞ die Verteilungskonvergenz von F 3n gegen
L(Ld1 |p0) bei zugrunde liegendem p0. Da Ld1 eine Lebesgue-Dichte und damit eine stetige
Verteilungsfunktion besitzt, gilt
lim
n→∞
sup
x∈R
|Pϑ0(F 3n ≥ x)− Pϑ0(Ld1 ≥ x)| = 0. (5.2.3)
Es sei (pn)n∈N eine reelle Folge mit pn ∈ U fu¨r alle n ∈ N und limn→∞ pn = p0. Dann folgt
aufgrund der Stetigkeit der beteiligten Abbildungen, die in (E1) und (E2) gefordert ist, fu¨r
n→∞ mit dem Lemma von Scheffe´ die schwache Konvergenz der Verteilung
Nd1(d1+1)/2
(
0,JH˜(pn)V (pn)JH˜(pn)t
)
gegen die Verteilung
Nd1(d1+1)/2
(
0,JH˜(p0)V (p0)JH˜(p0)t
)
.
Dies impliziert die schwache Konvergenz von L(A2|pn) gegen L(A2|p0) fu¨r n→∞. Da die
extremalen Eigenwerte eine stetige Funktion der zugrunde liegenden Matrix sind folgt mit
dem Satz von der stetigen Abbildung fu¨r n→∞ die schwache Konvergenz von L(Ld1 |pn)
gegen L(Ld1 |p0). Da L(Ld1 |p0) eine streng monoton wachsende Verteilungsfunktion besitzt,
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was man anhand der Gestalt der zugeho¨rigen Dichte in (5.2.2) erkennt, konvergieren die
Quantile mit, d.h.
lim
n→∞
cpn;1−α = cp0;1−α.
Da (E1) auch die stochastische Konvergenz von pˆn gegen p0 impliziert, folgt gema¨ß dieser
Argumentation die stochastische Konvergenz von cpˆn;1−α gegen cp0;1−α, und somit zusam-
men mit (5.2.3), dass der Test das Testniveau asymptotisch exakt einha¨lt.
Nun gelte die Alternative, also
∃ ϑ1 ∈ Rd1 \ {0} : effT ′,T (ϑ0, ϑ1) 6= 1.
Dann folgt mit Lemma 4.5.2 λ˜i 6= 0 fu¨r ein i ∈ {1, . . . , d1}. Mit Satz 5.2.7 und der stochas-
tischen Konvergenz von cpˆn;1−α gegen cp0;1−α folgt daraus die Konsistenz des Tests, womit
alles gezeigt ist. 
5.2.9 Bemerkung: Die in (E3) genannte Bedingung, dass der kleinste und gro¨ßte Eigen-
wert der Matrix H˜(p0) einfach ist, ist eine nichttriviale Bedingung, auf die aus technischen
Gru¨nden nicht verzichtet werden kann. Dagegen kann bei den Tests, die im folgenden Un-
terabschnitt 5.3 betrachtet werden, auf eine solche Bedingung verzichtet werden. Dafu¨r sind
die dort betrachteten Tests nur unter bestimmten aber sinnvollen Alternativen konsistent.
5.2.10 Bemerkung: In manchen Anwendungen, wie z.B. in den Abschnitten 8 und 9, ist
es sinnvoll Tests basierend auf den Eigenwerten des empirischen Gegenstu¨cks zur Matrix
˜˜E(ϑ0) = Aζ′1(ϑ0)
−1 − Aζ1(ϑ0)−1
anstelle der vorgeschlagenen Tests basierend auf den Eigenwerten des empirischen Ge-
genstu¨cks zur Matrix
E˜(ϑ0) = Aζ′1(ϑ0)− Aζ1(ϑ0)
zu betrachten. In der Tat ko¨nnen die in diesem Unterabschnitt behandelten Testprobleme
a¨quivalent gema¨ß
H1 : E˜(ϑ0) ist negativ semidefinit, K1 : E˜(ϑ0) ist nicht negativ semidefinit,
bzw.
H2 : E˜(ϑ0) ist positiv semidefinit, K2 : E˜(ϑ0) ist nicht positv semidefinit,
bzw.
H3 : E˜(ϑ0) = 0, K3 : E˜(ϑ0) 6= 0
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formuliert werden. Aufgrund von Lemma A.1.3 im Anhang ist aber auch eine a¨quivalente
Formulierung der Testprobleme gema¨ß
H1 :
˜˜E(ϑ0) ist positiv semidefinit, K1 :
˜˜E(ϑ0) ist nicht positiv semidefinit,
bzw.
H2 :
˜˜E(ϑ0) ist negativ semidefinit, K2 :
˜˜E(ϑ0) ist nicht negativ semidefinit,
bzw.
H3 :
˜˜E(ϑ0) = 0, K3 :
˜˜E(ϑ0) 6= 0
mo¨glich. Die Konstruktion von Tests basierend auf den Eigenwerten des empirischen Ge-
genstu¨cks zur Matrix ˜˜E(ϑ0) sowie das Studium des Grenzverhaltens der zugeho¨rigen Test-
gro¨ßen funktioniert analog zu den in diesem Unterabschnitt pra¨sentierten U¨berlegungen.
5.2.11 Bemerkung: Die in diesem Unterabschnitt vorgeschlagenen Tests basieren auf
einer Charakterisierung der Testprobleme mit Hilfe der Matrix
E˜(ϑ0) = Aζ′1(ϑ0)− Aζ1(ϑ0).
Dieses Vorgehen wurde motiviert durch das Resultat in Lemma 4.5.2. Motiviert durch das
Resultat von Lemma 4.5.1 ko¨nnen mit Hilfe der gleichen Methoden alternativ auch Tests
basierend auf einer Charakterisierung der Testprobleme mit Hilfe der Matrix
E(ϑ0) = Aζ′1(ϑ0)Aζ1(ϑ0)
−1
studiert werden, die das Testniveau asymptotisch einhalten, und zudem konsistent sind.
5.3 Konsistente Tests unter sinnvollen Alternativen
In diesem Unterabschnitt sollen alternative Tests zu denen in Unterabschnitt 5.2 vorge-
stellten Tests studiert werden, die unter bestimmten sinnvollen Alternativen ebenfalls kon-
sistent sind. Annahmen und Bezeichnungen aus Unterabschnitt 5.2 werden u¨bernommen.
Wie wir in Korollar 5.2.6 sahen, wird im Zusammenhang mit den in Unterabschnitt 5.2 vor-
geschlagenen Tests aus technischen Gru¨nden gefordert, dass die Matrix E˜(ϑ0) bei Gu¨ltigkeit
der Hypothese Hi, i = 1, 2, paarweise verschiedene Eigenwerte besitzt. Dagegen kann bei
den in diesem Unterabschnitt studierten Tests auf solch eine Bedingung verzichtet werden.
Im Gegenzug sind allerdings die hier betrachteten Tests nur unter bestimmten aber sinn-
vollen Alternativen konsistent.
Wir betrachten nun die Testprobleme mit eingeschra¨nkten Alternativen, d.h.
H1 : sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) ≤ 1, K˜1 : inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) > 1,
121
bzw.
H2 : inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) ≥ 1, K˜2 : sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) < 1,
bzw.
H3 : ∀ ϑ1 ∈ Rd1 \ {0} : effT ′,T (ϑ0, ϑ1) = 1,
K˜3 : inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) > 1 oder sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) < 1.
5.3.1 Bemerkung: Bei den betrachteten Alternativen handelt es sich um sinnvolle Alter-
nativen im folgenden Sinn: Handelt es sich bei dem Test fu¨r das Testproblem H1 gegen K˜1
um einen unter K˜1 konsistenten Test, so konvergiert die Wahrscheinlichkeit die Hypothese,
dass die Effizienz zugeho¨rig zum ersten Experiment stets besser ist als die Effizienz zu-
geho¨rig zum zweiten Experiment, nicht zu verwerfen, im Fall, dass die Effizienz zugeho¨rig
zum zweiten Experiment stets besser ist als die Effizienz zugeho¨rig zum ersten Experiment,
gegen null.
Handelt es sich bei dem Test fu¨r das Testproblem H2 gegen K˜2 um einen unter K˜2 konsisten-
ten Test, so konvergiert die Wahrscheinlichkeit, die Hypothese, dass die Effizienz zugeho¨rig
zum zweiten Experiment stets besser ist als die Effizienz zugeho¨rig zum ersten Experiment
nicht zu verwerfen, im Fall, dass die Effizienz zugeho¨rig zum ersten Experiment stets besser
ist als die Effizienz zugeho¨rig zum zweiten Experiment, gegen null.
Handelt es sich bei dem Test fu¨r das Testproblem H3 gegen K˜3 um einen unter K˜3 kon-
sistenten Test, so konvergiert die Wahrscheinlichkeit, die Hypothese, dass die Effizienz
zugeho¨rig zum zweiten Experiment stets gleich der Effizienz zugeho¨rig zum ersten Experi-
ment ist nicht zu verwerfen, im Fall, dass die Effizienz zugeho¨rig zum ersten Experiment
stets besser ist als die Effizienz zugeho¨rig zum zweiten Experiment, oder dass die Effizienz
zugeho¨rig zum zweiten Experiment stets besser ist als die Effizienz zugeho¨rig zum ersten
Experiment, gegen null.
Wie in Unterabschnitt 5.2 sollen die hier betrachteten Tests auf den Eigenwerten des em-
pirischen Gegenstu¨ckes zur Matrix
E˜(ϑ0) = Aζ′1(ϑ0)− Aζ1(ϑ0)
basieren.
Konkret sollen die hier betrachteten Testgro¨ßen auf der Spur der Matrix basieren, und
wir werden uns zu Nutze machen, dass
tr
(
E˜(ϑ0)
)
= λ˜1 + · · ·+ λ˜d1
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gilt. Schließlich gelten die Implikationen
λ˜d1
{
<
≤
}
0 ⇒ tr(E˜(ϑ0)){<≤
}
0
und
λ˜1
{
>
≥
}
0 ⇒ tr(E˜(ϑ0)){>≥
}
0.
Lassen wir die betrachteten Testgro¨ßen auf der Spur der Matrix H˜(pˆn) basieren, so ver-
meiden wir technische Komplikationen beim Studium des Grenzverhaltens der Testgro¨ße,
so wie sie in Bemerkung 5.2.9 beschrieben sind und mu¨ssen keine einschra¨nkende Bedin-
gungen an die Eigenwerte der Matrix H˜(p0) stellen, so wie es in Korollar 5.2.6 notwendig ist.
Zur Behandlung des Testproblems Hi gegen K˜i, i = 1, 2, 3, definieren wir unter der Vor-
aussetzung der Gu¨ltigkeit von (E1) und (E2) fu¨r pˆn ∈ U , mit einer Umgebung U um p0
wie in den Bedingungen (E1) und (E2) gewa¨hlt, die Testgro¨ßen
F˜ 1n :=
√
ntr
(
H˜(pˆn)
)√
M˜n
, F˜ 2n := −F˜ 1n , F˜ 3n := |F˜ 1n |,
mit
M˜n := M˜n(pˆn) := v
tJH˜(pˆn)V (pˆn)JH˜(pˆn)tv,
wobei der Verktor v ∈ Rd1(d1+1)/2 durch
v := (1, 0, . . . , 0︸ ︷︷ ︸
(d1−1)-mal
, 1, 0, . . . , 0︸ ︷︷ ︸
(d1−2)-mal
, 1, . . . , 1, 0, 1)
gegeben ist. Es kann a¨hnlich wie in Unterabschnitt 5.2 argumentiert werden um die sto-
chastische Konvergenz von M˜n gegen M˜ := M˜(p0) zu zeigen und damit
lim
n→∞
Pϑ0(M˜n ≤ 0) = 0
zu begru¨nden.
Dann ko¨nnen wir bezu¨glich des Grenzverhaltens der Testgro¨ßen folgendes Resultat for-
mulieren:
5.3.2 Satz: Es gelte (E1) und (E2). Dann gilt:
a) Falls λ˜1 = · · · = λ˜d1 = 0, so folgt F˜ in v→ N(0, 1) fu¨r n → ∞, i = 1, 2 und
F˜ 3n
v→ HN(0, 1) fu¨r n → ∞, wobei HN(0, 1) die Verteilung des Betrages einer stan-
dardnormalverteilten Zufallsvariable bezeichne.
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b) Falls λ˜1, . . . , λ˜d1 ≤ 0, und λ˜i < 0 fu¨r ein i ∈ {1, . . . , d1}, so folgt fu¨r alle c ∈ R
limn→∞ Pϑ0(F˜
1
n ≥ c) = 0, und fu¨r alle c ∈ R limn→∞ Pϑ0(F˜ in ≤ c) = 0, i = 2, 3.
c) Falls λ˜1, . . . , λ˜d1 ≥ 0, und λ˜i > 0 fu¨r ein i ∈ {1, . . . , d1}, so folgt fu¨r alle c ∈ R
limn→∞ Pϑ0(F˜
i
n ≤ c) = 0, i = 1, 3, und fu¨r alle c ∈ R limn→∞ Pϑ0(F˜ 2n ≥ c) = 0.
Beweis: Nur fu¨r i = 1; sonst kann analog vorgegangen werden. Aufgrund von (E1) und
(E2) sowie des Fehlerfortpflanzungsgesetzes gilt analog zum Beweis von Satz 5.2.5
√
n
(
vech
(
H˜(pˆn)
)− vech (H˜(p0))) v−→ Nd1(d1+1)/2(0,JH˜(p0)V (p0)JH˜(p0)t) fu¨r n→∞.
Fassen wir hier die Spur als Abbildung tr : Rd1(d1+1)/2 → R auf, so folgt durch erneute
Anwendung des Fehlerfortpflanzungsgesetzes
√
n
(
tr
(
H˜(pˆn)
)− tr (H˜(p0))) v−→ Nd1(d1+1)/2(0, vtJH˜(p0)V (p0)JH˜(p0)tv) fu¨r n→∞.
Weiter ist
tr
(
H˜(p0)
)
= λ˜1 + · · ·+ λ˜d1 .
Nun gelte λ˜1 = · · · = λ˜d1 = 0. Dann gilt
tr
(
H˜(p0)
)
= 0,
und mit
M˜ = vtJH˜(p0)V (p0)JH˜(p0)tv
folgt
√
n tr
(
H˜(pˆn)
) v−→ N(0, M˜) fu¨r n→∞.
Hieraus folgt mit der Stetigkeit der beteiligten Abbildungen, die in (E1) und (E2) gefordert
ist, und da (E1) auch die stochastische Konvergenz von pˆn gegen p0 impliziert, mit dem
Satz von der stetigen Abbildung und dem Lemma von Slutsky die Verteilungskonvergenz
der Testgro¨ße gegen eine Standardnormalverteilung.
Falls λ˜1, . . . , λ˜d1 ≤ 0, und λ˜i < 0 fu¨r ein i ∈ {1, . . . , d1}, so folgt
tr
(
H˜(p0)
)
< 0.
Da die Spur eine stetige Funktion der zugrunde liegenden Matrix ist, sowie mit der Stetig-
keit der beteiligten Abbildungen, die in (E1) und (E2) gefordert ist, und da (E1) auch die
stochastische Konvergenz von pˆn gegen p0 impliziert, folgt mit dem Satz von der stetigen
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Abbildung die stochastische Konvergenz von tr
(
H˜(pˆn)
)
gegen tr
(
H˜(p0)
)
. Daraus folgt fu¨r
beliebiges c ∈ R unter Beru¨cksichtigung der stochastischen Konvergenz von M˜n gegen M˜
lim
n→∞
Pϑ0(F˜
1
n ≥ c) = lim
n→∞
Pϑ0
(
tr
(
H˜(pˆn)
)− tr(H˜(p0)) ≥
√
M˜nc√
n
− tr(H˜(p0)))
≤ lim
n→∞
Pϑ0
(∣∣tr(H˜(pˆn))− tr(H˜(p0))∣∣ ≥
√
M˜nc√
n
− tr(H˜(p0))) = 0.
Falls λ˜1, . . . , λ˜d1 ≥ 0, und λ˜i > 0 fu¨r ein i ∈ {1, . . . , d1}, so folgt
tr
(
H˜(p0)
)
> 0,
und es kann analog argumentiert werden. 
Fu¨r ein gegebenes Testniveau α ∈ (0, 1) lautet der zugeho¨rige Test fu¨r das Testproblem Hi
gegen K˜i, i = 1, 2,
”
Verwirf Hi, falls F˜
i
n ≥ u1−α“, i = 1, 2.
Fu¨r dass Testproblem H3 gegen K3 kann der Test
”
Verwirf H3, falls F˜
3
n ≥ u1−α/2“
formuliert werden.
5.3.3 Korollar: Es gelte (E1) und (E2). Dann handelt es sich bei dem auf der Testgro¨ße
F˜ in basierenden vorgeschlagenen Test fu¨r das Testproblem Hi gegen K˜i, i = 1, 2, 3, um
einen Test, der fu¨r jedes α ∈ (0, 1) das Testniveau α asymptotisch einha¨lt und der zudem
konsistent ist. Der auf der Testgro¨ße F˜ 3n basierenden vorgeschlagenen Test ha¨lt zudem das
Testniveau α asymptotisch exakt ein.
Beweis: Nur fu¨r i = 1, sonst analog. Es gelte die Hypothese, also
sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) ≤ 1.
Mit Lemma 4.5.1 folgt dann λ˜1 ≤ · · · ≤ λ˜d1 ≤ 0, sodass mit Satz 5.3.2 Teil a) und b) folgt,
dass der Test das Testniveau asymptotisch einha¨lt. Nun gelte die Alternative, also
inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ0, ϑ1) > 1.
Mit Lemma 4.5.1 folgt dann 0 < λ˜1 ≤ · · · ≤ λ˜d1 , sodass mit Satz 5.3.2 Teil c) folgt, dass
der Test konsistent ist. 
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5.3.4 Bemerkung: In manchen Anwendungen, wie z.B. in Unterabschnitt 8.12, ist es
sinnvoll Tests basierend auf den Eigenwerten des empirischen Gegenstu¨ckes zur Matrix
˜˜E(ϑ0) := Aζ′1(ϑ0)
−1 − Aζ1(ϑ0)−1
anstelle der vorgeschlagenen Tests basierend auf den Eigenwerten des empirischen Ge-
genstu¨ckes zur Matrix
E˜(ϑ0) = Aζ′1(ϑ0)− Aζ1(ϑ0)
zu betrachten. In der Tat ko¨nnen die in diesem Unterabschnitt behandelten Testprobleme
a¨quivalent gema¨ß
H1 : E˜(ϑ0) ist negativ semidefinit, K˜1 : E˜(ϑ0) ist positiv definit,
und
H2 : E˜(ϑ0) ist positiv semidefinit, K˜2 : E˜(ϑ0) ist negativ definit
sowie
H3 : E˜(ϑ0) = 0, K˜3 : E˜(ϑ0) ist positiv oder negativ definit
formuliert werden. Aufgrund von Lemma A.1.3 im Anhang ist aber auch eine a¨quivalente
Formulierung der Testprobleme gema¨ß
H1 :
˜˜E(ϑ0) ist positiv semidefinit, K˜1 :
˜˜E(ϑ0) ist negativ definit,
und
H2 :
˜˜E(ϑ0) ist negativ semidefinit, K˜2 :
˜˜E(ϑ0) ist positiv definit
sowie
H3 :
˜˜E(ϑ0) = 0, K˜3 :
˜˜E(ϑ0) ist positiv oder negativ definit
mo¨glich. Die Konstruktion von Tests basierend auf den Eigenwerten des empirischen Ge-
genstu¨cks zur Matrix ˜˜E(ϑ0) sowie das Studium des Grenzverhaltens der zugeho¨rigen Test-
gro¨ßen funktioniert analog zu den in diesem Unterabschnitt pra¨sentierten U¨berlegungen.
5.3.5 Bemerkung: Die in diesem Unterabschnitt vorgeschlagenen Tests basierend auf der
Spur des empirischen Gegenstu¨ckes zur Matrix
E˜(ϑ0) = Aζ′1(ϑ0)− Aζ1(ϑ0).
Dieses Vorgehen wurde motiviert durch das Resultat in Lemma 4.5.2. Motiviert durch das
Resultat von Lemma 4.5.1 ko¨nnen mit Hilfe der gleichen Methoden alternativ auch Tests
basierend auf der Spur des empirischen Gegenstu¨ckes zur Matrix
E(ϑ0) = Aζ′1(ϑ0)Aζ1(ϑ0)
−1
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studiert werden, die das Testniveau asymptotisch einhalten, und zudem konsistent sind.
Mit Hilfe der gleichen Methoden ko¨nnen in diesem Fall auch Tests basierend auf der De-
terminante des empirischen Gegenstu¨ckes zur Matrix E(ϑ0) studiert werden. Dabei kann
man sich zu Nutze machen, dass
det
(
E(ϑ0)
)
=
d1∏
i=1
λi
gilt, wenn λ1 ≤ · · · ≤ λd1 die nach wachsender Gro¨ße geordneten Eigenwerte der Matrix
E(ϑ0) sind. Schließlich gilt wegen 0 ≤ λ1 ≤ · · · ≤ λd1 , was wegen Lemma 4.5.1 gilt, auch
λd1
{
<
≤
}
1 ⇒ det (E(ϑ0)){<≤
}
1,
sowie
λ1
{
>
≥
}
1 ⇒ det (E(ϑ0)){>≥
}
1.
Diese Tests basierend auf der Determinante des empirischen Gegenstu¨ckes zur Matrix E(ϑ0)
dienen dann auch als konsistente Tests fu¨r die Testprobleme
H4 : e˜ffT ′,T (ϑ0) ≤ 1, K4 : e˜ffT ′,T (ϑ0) > 1
sowie
H5 : e˜ffT ′,T (ϑ0) ≥ 1, K5 : e˜ffT ′,T (ϑ0) < 1
und
H6 : e˜ffT ′,T (ϑ0) = 1, K6 : e˜ffT ′,T (ϑ0) 6= 1.
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6 Vergleich von verbundener und unabha¨ngiger Stich-
probenerhebung
6.1 Modell
Aufbauend auf den Ergebnissen aus Abschnitt 4 studieren wir in diesem Abschnitt die in
Unterabschnitt 4.5 definierte Effizienz in der Situation, dass es sich bei den Experimenten
um die verbundene und unabha¨ngige Stichprobenerhebung handelt, so wie es zu Beginn
dieser Arbeit beschrieben ist. Die hier erzielten Ergebnisse ko¨nnen in den Abschnitten 8
und 9 angewendet werden.
Es soll also die verbundene Stichprobenerhebung mit der unabha¨ngigen Stichprobener-
hebung verglichen werden. Orientiert am einfu¨hrenden Beispiel in Unterabschnitt 1.1 be-
trachten wir dazu folgendes Modell: Fu¨r m ≥ 2 sind im Fall der verbundenen Stich-
probenerhebung durch (X1Y1 ), . . . , (
Xn
Yn
) unabha¨ngig und identisch verteilte Zufallsvektoren
(XiYi ) : (Ω,A)→ (Rm,Bm), i = 1, . . . , n, gegeben, sodass im Allgemeinen fu¨r ϑ ∈ Θ
P
(X1,Y1)
ϑ 6= PX1ϑ ⊗ P Y1ϑ
gilt. Es ist ζ1 = w(
X1
Y1
), mit einer Abbildung w : (Rm,Bm) → (Rl,Bl), mit l ∈ N. Es gilt
also fu¨r den Bildraum (R,S) der Zufallsvariablen ζ1 R ⊆ Rl und S = BlR. Falls m eine
gerade Zahl ist und Xi : (Ω,A)→ (Rm/2,Bm/2), Yi : (Ω,A)→ (Rm/2,Bm/2), i = 1, . . . , n,
betrachten wir ha¨ufig den Fall
w(x) = (Im/2×m/2, 0m/2×m/2)x− (0m/2×m/2, Im/2×m/2)x, x ∈ Rm, (6.1.1)
d.h. ζ1 = X1 − Y1.
Im Fall der unabha¨ngigen Stichprobenerhebung sind durch (
X′1
Y ′1
), . . . , (X
′
n
Y ′n
) unabha¨ngig
und identisch verteilte Zufallsvektoren (
X′i
Y ′i
) : (Ω,A) → (Rm,Bm), i = 1, . . . , n, gegeben,
sodass fu¨r alle ϑ ∈ Θ
P
(X′1,Y
′
1)
ϑ = P
X′1
ϑ ⊗ P Y
′
1
ϑ (6.1.2)
gilt. Es ist ζ ′1 = w
′(X
′
1
Y ′1
), mit einer Abbildung w′ : (Rm,Bm) → (Rl′ ,Bl′), mit l′ ∈ N. Es
gilt also fu¨r den Bildraum (R′,S′) der Zufallsvariablen ζ ′1 R
′ ⊆ Rl′ und S′ = Bl′R′ . Falls
m eine gerade Zahl ist und X ′i : (Ω,A) → (Rm/2,Bm/2), Y ′i : (Ω,A) → (Rm/2,Bm/2),
i = 1, . . . , n, betrachten wir auch hier ha¨ufig den Fall, dass w′ analog zu (6.1.1) gegeben
ist, d.h. ζ ′1 = X
′
1 − Y ′1 . Zudem gilt fu¨r alle ϑ ∈ Θ
PX1ϑ = P
X′1
ϑ und P
Y1
ϑ = P
Y ′1
ϑ . (6.1.3)
Wir gehen hier von einer bestimmten Modellannahme aus, die ein Spezialfall der bereits in
Unterabschnitt 4.1 getroffenen Modellannahme darstellt. Es handelt sich um die Situation
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aus Bemerkung 4.2.8 und Unterabschnitt 4.4. Wir gehen von der Existenz eines ϑ10 ∈ Θ1
mit {ϑ10} ( Θ1 und
Θ0 = {(ϑ1, ϑ2, ϑ′2) ∈ Θ;ϑ1 = ϑ10}
aus. Es ist wegen ∅ 6= {ϑ10} ( Θ1 auch ∅ 6= Θ0 ( Θ. Wir setzen Θ11 := Θ1 \{ϑ10}, und weiter
Θ˜0 := {(ϑ1, ϑ2) ∈ Θ˜;ϑ1 = ϑ10}, Θ˜1 := Θ˜ \ Θ˜0,
sowie
Θ˜′0 := {(ϑ1, ϑ′2) ∈ Θ˜′;ϑ1 = ϑ10}, Θ˜′1 := Θ˜′ \ Θ˜′0.
Dann gilt
Θ1 = {ϑ1 ∈ Rd1 ; ∃ ϑ2 ∈ Rk−d1 : (ϑ1, ϑ2) ∈ Θ˜} = {ϑ1 ∈ Rd1 ; ∃ ϑ′2 ∈ Rk
′−d1 : (ϑ1, ϑ′2) ∈ Θ˜′}
und
Θ11 = {ϑ1 ∈ Rd1 ; ∃ ϑ2 ∈ Rk−d1 : (ϑ1, ϑ2) ∈ Θ˜1} = {ϑ1 ∈ Rd1 ; ∃ ϑ′2 ∈ Rk
′−d1 : (ϑ1, ϑ′2) ∈ Θ˜′1}.
Dies la¨sst erkennen, dass wegen ∅ 6= {ϑ10} ( Θ1 auch ∅ 6= Θ˜0 ( Θ˜ sowie ∅ 6= Θ˜′0 ( Θ˜′ gilt.
Nun kann mit ϑ = (ϑ1, ϑ2, ϑ
′
2) ∈ Θ das Testproblem (1.2.1),
H : ϑ ∈ Θ0, K : ϑ ∈ Θ1,
a¨quivalent gema¨ß
H : ϑ1 = ϑ
1
0, K : ϑ1 ∈ Θ11,
bzw.
H : (ϑ1, ϑ2) ∈ Θ˜0, K : (ϑ1, ϑ2) ∈ Θ˜1,
bzw.
H : (ϑ1, ϑ
′
2) ∈ Θ˜′0, K : (ϑ1, ϑ′2) ∈ Θ˜′1,
formuliert werden.
Wir nehmen an, dass die Mengen Θ˜ und Θ˜′ offen und konvex sind. Hier sollten zur Effizi-
enzuntersuchung sinnvollerweise Alternativen der Form
ϑ10ϑ2
ϑ′2

+

ϑ10
0


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mit ϑ1 ∈ Rd1 \ {0}, (ϑ10, ϑ2, ϑ′2) ∈ Θ0, betrachtet werden, die (ϑ10+ϑ1, ϑ2, ϑ′2) ∈ Θ1 erfu¨llen.
Im Folgenden wollen wir Annahmen an die Zufallsvariablen ζ1 und ζ
′
1 bei den zugrun-
de liegenden injektiven Parametrisierungen durch Θ˜ und Θ˜′ formulieren. Der Einfachheit
halber formulieren wir diese Annahmen nur fu¨r ζ1 und Θ˜; sie sollen natu¨rlich in analoger
Weise auch fu¨r ζ ′1 und Θ˜
′ gelten. Dabei werden die im Zusammenhang mit ζ1 und Θ˜ ein-
gefu¨hrten Gro¨ßen im Zusammenhang mit ζ ′1 und Θ˜
′ mit einem Strich versehen.
Wir nehmen an, dass ein σ-endliches Maß µ auf (R,S) existiert, sodass fu¨r jedes ϑ ∈ Θ˜
Qζ1ϑ ≪ µ gilt, und f(·;ϑ) eine µ-Dichte von Qζ1ϑ ist. Wir setzen generell voraus, dass
f(z;ϑ) > 0 fu¨r alle ϑ ∈ Θ˜ und alle z ∈ R. Es sei die Abbildung ϑ 7→ f(z;ϑ), ϑ ∈ Θ˜, fu¨r alle
z ∈ R stetig differenzierbar. Zudem nehmen wir an, dass die Fisher-Informationsmatrix
aus Qζ1ϑ , iζ1(ϑ), fu¨r alle ϑ ∈ Θ˜ existiert, endliche Eintra¨ge besitzt und positiv definit ist. Mit
der am Anfang von Unterabschnitt 4.2 eingefu¨hrten Notation und ϑ = (ϑ1, . . . , ϑk)
t ∈ Θ˜
ist dann
iζ1(ϑ) =
(
Eϑ0
(
∂
∂ϑi
L(ζ1, ϑ)
∂
∂ϑj
L(ζ1, ϑ)
))
1≤i≤k
1≤j≤k
.
Dann sei
iζ1(ϑ) =
(
i1,1ζ1 (ϑ) i
1,2
ζ1
(ϑ)
i2,1ζ1 (ϑ) i
2,2
ζ1
(ϑ)
)
,
mit i1,1ζ1 (ϑ) ∈ Rd1×d1 , i1,2ζ1 (ϑ) ∈ Rd1×(k−d1), i2,1ζ1 (ϑ) ∈ R(k−d1)×d1 , i2,2ζ1 (ϑ) ∈ R(k−d1)×(k−d1). D.h.
i1,1ζ1 (ϑ) ist die Informationsmatrix aus ζ1, wenn fu¨r ϑ = (ϑ1, ϑ2) ∈ Θ˜ der Parameter ϑ1 ∈ Θ1
als einziger variabler Parameter und ϑ2 als fest und gegeben betrachtet wird.
Ferner soll fu¨r alle ϑ ∈ Θ˜ Eϑ(ζ1) existieren und endliche Eintra¨ge besitzen. Falls m eine
gerade Zahl ist und Xi : (Ω,A)→ (Rm/2,Bm/2), Yi : (Ω,A)→ (Rm/2,Bm/2), i = 1, . . . , n,
verlangen wir zusa¨tzlich, dass fu¨r alle (ϑ1, ϑ2, ϑ
′
2) ∈ Θ E(ϑ1,ϑ2,ϑ′2)(X1 − Y1), E(ϑ1,ϑ2,ϑ′2)(X1)
und E(ϑ1,ϑ2,ϑ′2)(Y1) existieren und endliche Eintra¨ge besitzen. Falls w gema¨ß (6.1.1) gegeben
ist, d.h. ζ1 = X1 − Y1, so ha¨ngt
E(ϑ1,ϑ2,ϑ′2)(X1 − Y1) = E(ϑ1,ϑ2,ϑ′2)(X1)− E(ϑ1,ϑ2,ϑ′2)(Y1), (ϑ1, ϑ2, ϑ′2) ∈ Θ,
nicht mehr von ϑ′2 ab. Gleiches gilt auch im Fall der Invertierbarkeit von w mit Inver-
ser w−1 : (Rl,Bl) → (Rm,Bm). Beru¨cksichtige dabei die Abbildung p : (Rl,Bl) →
(Rm/2,Bm/2) gegeben durch
p(x) := (Im/2×m/2, 0m/2×m/2)w
−1(x)− (0m/2×m/2, Im/2×m/2)w−1(x), (6.1.4)
d.h. p(ζ1) = p(w(
X1
Y1
)) = X1 − Y1. Daher kann in diesen Fa¨llen auch Eϑ(X1 − Y1), ϑ ∈ Θ˜,
geschrieben werden.
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Es sei fu¨r alle 1 ≤ i ≤ k
∂
∂ϑi
∫
f(z;ϑ)dµ(z) =
∫
∂
∂ϑi
f(z;ϑ)dµ(z) = 0, ϑ ∈ Θ˜,
sowie
∂
∂ϑi
∫
zf(z;ϑ)dµ(z) =
∫
z
∂
∂ϑi
f(z;ϑ)dµ(z), ϑ ∈ Θ˜,
erfu¨llt. Falls m eine gerade Zahl ist und Xi : (Ω,A) → (Rm/2,Bm/2), Yi : (Ω,A) →
(Rm/2,Bm/2), i = 1, . . . , n, und w invertierbar ist, so gelte ebenfalls fu¨r alle 1 ≤ i ≤ k
∂
∂ϑi
∫
p(z)f(z;ϑ)dµ(z) =
∫
p(z)
∂
∂ϑi
f(z;ϑ)dµ(z), ϑ ∈ Θ˜.
Es soll die u¨bliche Schreibweise fu¨r die Definitheit von Matrizen benutzt werden, d.h. fu¨r
zwei Matrizen A,B ∈ Rh×h, h ∈ N, bedeute A > B, dass die Matrix A−B positiv definit
sei. Entsprechendes gelte fu¨r positive Semidefinitheit (A ≥ B), fu¨r negative Definitheit
(A < B) und fu¨r negative Semidefinitheit (A ≤ B).
Weiter benutzen wir fu¨r die Kreuzkovarianzmatrix zweier Rh-wertiger Zufallsvektoren U
und W , h ∈ N, die Schreibweise
Cov(U,W ) := E
((
U − E(U))(W − E(W ))t)
und im Fall U = W fu¨r die Kovarianzmatrix die Schreibweise
Cov(U) := Cov(U,U),
immer unter der Voraussetzung, dass diese existieren und endliche Eintra¨ge besitzen. Im
Fall h = 1 ist natu¨rlich Cov(U,W ) = E((U − E(U))(W − E(W ))) die bekannte Kovarianz
zwischen U und W , und Cov(U) = Var(U) die Varianz von U . Ferner sei im Fall h = 1
ρ(U,W ) :=
Cov(U,W )√
Var(U)Var(W )
die Korrelation von U und W , falls Var(U) > 0 und Var(W ) > 0.
Es existiere fu¨r alle ϑ ∈ Θ˜ Covϑ(ζ1) und besitze endliche Eintra¨ge. Falls m eine gera-
de Zahl ist und Xi : (Ω,A) → (Rm/2,Bm/2), Yi : (Ω,A) → (Rm/2,Bm/2), i = 1, . . . , n,
verlangen wir zusa¨tzlich, dass fu¨r alle (ϑ1, ϑ2, ϑ
′
2) ∈ Θ Cov(ϑ1,ϑ2,ϑ′2)(X1), Cov(ϑ1,ϑ2,ϑ′2)(Y1),
Cov(ϑ1,ϑ2,ϑ′2)(X1 − Y1) und Cov(ϑ1,ϑ2,ϑ′2)(X1, Y1) existieren und endliche Eintra¨ge besitzen.
Falls w gema¨ß (6.1.1) gegeben ist, d.h. ζ1 = X1 − Y1, so ha¨ngt
Cov(ϑ1,ϑ2,ϑ′2)(X1 − Y1) =Cov(ϑ1,ϑ2,ϑ′2)(X1) + Cov(ϑ1,ϑ2,ϑ′2)(Y1)
− Cov(ϑ1,ϑ2,ϑ′2)(X1, Y1)− Cov(ϑ1,ϑ2,ϑ′2)(X1, Y1)t, (ϑ1, ϑ2, ϑ′2) ∈ Θ,
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nicht mehr von ϑ′2 ab. Gleiches gilt auch im Fall der Invertierbarkeit von w. Beru¨cksichtige
dabei die Abbildung p gegeben durch (6.1.4), d.h. p(ζ1) = p(w(
X1
Y1
)) = X1 − Y1. Daher
kann in diesen Fa¨llen auch Covϑ(X1 − Y1), ϑ ∈ Θ˜, geschrieben werden.
Fu¨r h ∈ N sei eine Abbildung6 g : R → Rh gegeben, g = (g1, . . . , gh)t, fu¨r die fu¨r alle
i = 1, . . . , h und alle ϑ ∈ Θ˜ Eϑ(g(ζ1)) existiert und endliche Eintra¨ge besitzt und fu¨r die
die Abbildung ϑ 7→ Eϑ(g(ζ1)) fu¨r alle ϑ ∈ Θ˜ differenzierbar ist. Dann definieren wir
ψg(ζ1)(ϑ) :=
( ∂
∂ϑj
Eϑ
(
gi(ζ1)
))
1≤i≤h
1≤j≤k
, ϑ ∈ Θ˜. (6.1.5)
Mit (ϑ1, ϑ2) ∈ Θ˜, ϑ1 = (ϑ1,1, . . . , ϑ1,d1)t ∈ Θ1, definieren wir
ψ1g(ζ1)(ϑ) :=
( ∂
∂ϑ1,j
Eϑ
(
gi(ζ1)
))
1≤i≤h
1≤j≤d1
, ϑ ∈ Θ˜.
D.h. unter den genannten Bedingungen gilt
ψg(ζ1)(ϑ) =
(
ψ1g(ζ1)(ϑ), ψ
2
g(ζ1)
(ϑ)
)
,
mit einer Matrix ψ2g(ζ1)(ϑ) ∈ Rh×(k−d1), ϑ ∈ Θ. Zudem setzen wir im Fall der Invertierbar-
keit der Matrix ψ1g(ζ1)(ϑ)
tψ1g(ζ1)(ϑ) fu¨r alle ϑ ∈ Θ˜,
ϕg(ζ1)(ϑ) :=
(
ψ1g(ζ1)(ϑ)
tψ1g(ζ1)(ϑ)
)−1
ψ1g(ζ1)(ϑ)
t, ϑ ∈ Θ˜.
Weiter setzen wir unter der Voraussetzung, dass die Matrix ψg(ζ1)(ϑ)
tψg(ζ1)(ϑ) fu¨r alle ϑ ∈ Θ˜
invertierbar ist,
φg(ζ1)(ϑ) := (Id1×d1 , 0d1×(k−d1))
(
ψg(ζ1)(ϑ)
tψg(ζ1)(ϑ)
)−1
ψg(ζ1)(ϑ)
t, ϑ ∈ Θ˜.
Motiviert durch die Resultate in Abschnitt 4 und unter Beachtung der Bemerkung 4.2.8,
betrachten wir mit ϑ0 := (ϑ10, ϑ2, ϑ
′
2), ϑ0 := (ϑ
1
0, ϑ2) und ϑ
′
0 := (ϑ
1
0, ϑ
′
2) Effizienzen der Form
effT ′,T (ϑ
0, ϑ1) =
ϑt1A
1,1
ζ′1
(ϑ′0)ϑ1
ϑt1A
1,1
ζ1
(ϑ0)ϑ1
,
oder
e˜ffT ′,T (ϑ
0) =
detAζ′1(ϑ
′
0)
detAζ1(ϑ0)
,
6In den folgenden Ausfu¨hrungen kann g die Identita¨t, d.h. g(ζ1) = ζ1, falls m eine gerade Zahl ist
und Xi : (Ω,A) → (Rm/2,Bm/2), Yi : (Ω,A) → (Rm/2,Bm/2), i = 1, . . . , n, und w invertierbar ist, die
Abbildung p definiert in (6.1.4), d.h. g(ζ1) = p(ζ1) = p(w(
X1
Y1
)) = X1 − Y1, oder im Zusammenhang mit
Exponentialfamilien eine entprechende suffiziente Statistik t sein, d.h. g(ζ1) = t(ζ1).
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mit7 ϑ1 ∈ Rd1 \ {0}, wobei
A1,1ζ1 (ϑ0) = i
1,1
ζ1
(ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0) oder A1,1ζ1 (ϑ0) = i1,1ζ1 (ϑ0),
sowie
A1,1ζ′1
(ϑ′0) = (i
1,1
ζ′1
(ϑ′0)− i1,2ζ′1 (ϑ
′
0)i
2,2
ζ′1
(ϑ′0)
−1i2,1ζ′1 (ϑ
′
0) oder A
1,1
ζ′1
(ϑ0) = i
1,1
ζ′1
(ϑ′0)
gilt. Dabei ist zu bemerken, dass die Matrix A1,1ζ′1
(ϑ′0) ∈ Rd1×d1 nur von der Verteilung von
ζ ′1 abha¨ngt, also nur von den Randverteilungen Q
X1
ϑ0
und QY1ϑ0 der verbundenen Stichprobe,
und daru¨ber hinaus nicht von weiteren Abha¨ngigkeitsstrukturen zwischen X1 und Y1.
Wie wir sahen ergeben sich solche Effizienzen, wenn in beiden Experimenten ein optimales
Verfahren in einem bestimmten Sinn gewa¨hlt wird, und gewisse Voraussetzungen erfu¨llt
sind. Wie bereits in der Einleitung zu dieser Arbeit begru¨ndet, wird ein Anwender in der
Regel in beiden Situationen ein optimales Verfahren wa¨hlen, wenn ein solches existiert.
Daher ist es sinnvoll, solche Effizienzen weiter zu studieren.
6.2 Die Rolle der Kovarianz
In der Tat spielt in vielen Fa¨llen die Kovarianz zwischen X1 und Y1 (oder im univariaten
Fall a¨quivalent formuliert: die Korrelation zwischen X1 und Y1) eine wichtige Rolle, wenn
es darum geht, einen Vergleich von verbundener und unabha¨ngiger Stichprobenerhebung
anhand der Effizienz der zugeho¨rigen Tests durchzufu¨hren.
Im univariaten Fall kann dieser Sachverhalt in vielen Fa¨llen salopp so formuliert wer-
den, dass die verbundene Stichprobenerhebung der unabha¨ngigen vorzuziehen ist, wenn
die Korrelation zwischen X1 und Y1 nur groß genug ist. Vergleiche hierzu mit Beispiel 1.1.1
zu Beginn dieser Arbeit.
Wie wir im Laufe dieses Abschnittes feststellen werden, trifft dies nicht alleine im Fall der
multivariaten Normalverteilung zu, wo bekanntlich die Abha¨ngigkeitsstruktur vollsta¨ndig
durch die Kovarianzmatrix beschrieben wird.
Mit Hilfe der Informationsungleichung, siehe Satz 2.133 in [41], erha¨lt man Kriterien
dafu¨r, dass die verbundene Stichprobenerhebung anhand der betrachteten Effizienz der
unabha¨ngigen Stichprobenerhebung vorzuziehen ist.
6.2.1 Satz: Es gelte A1,1ζ1 (ϑ0) = i
1,1
ζ1
(ϑ0). Dann gelten die folgenden Implikationen:
a) Es sei ψ1ζ1(ϑ0)
tψ1ζ1(ϑ0) invertierbar. Dann gilt die Implikation
A1,1ζ′1
(ϑ′0)
−1 ≥ ϕζ1(ϑ0)Covϑ0(ζ1)ϕζ1(ϑ0)t ⇒ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1.
7Beachte dabei Bemerkung 4.5.3.
133
b) Es seim eine gerade Zahl und X1 : (Ω,A)→ (Rm/2,Bm/2), Y1 : (Ω,A)→ (Rm/2,Bm/2).
Weiter sei ζ1 = w((
X1
Y1
)) und w invertierbar, oder ζ1 = X1 − Y1. Zudem sei
ψ1X1−Y1(ϑ0)
tψ1X1−Y1(ϑ0) invertierbar. Dann gilt die Implikation
A1,1ζ′1
(ϑ′0)
−1 ≥ ϕX1−Y1(ϑ0)
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)
ϕX1−Y1(ϑ0)
t ⇒ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1.
c) Es sei X1 : (Ω,A) → (R,B), Y1 : (Ω,A) → (R,B). Weiter sei ζ1 = w((X1Y1 )) und w
invertierbar, oder ζ1 = X1−Y1. Zudem sei ψ1X1−Y1(ϑ0)tψ1X1−Y1(ϑ0) invertierbar. Dann
gilt
effT ′,T (ϑ
0) = e˜ffT ′,T (ϑ
0) ≤ 1
ϕX1−Y1(ϑ0)ϕX1−Y1(ϑ0)t
A1,1ζ′1
(ϑ′0)
(
Varϑ0(X1) + Varϑ0(Y1)
− 2
√
Varϑ0(X1)Varϑ0(Y1)ρϑ0(X1, Y1)
)
.
d) Es sei ψ1ζ1(ϑ0)
tψ1ζ1(ϑ0) invertierbar. Dann ist
e˜ffT ′,T (ϑ
0) ≤ detA1,1ζ′1 (ϑ0) det
(
ϕζ1(ϑ0)Covϑ0(ζ1)ϕζ1(ϑ0)
t
)
.
e) Es seim eine gerade Zahl und X1 : (Ω,A)→ (Rm/2,Bm/2), Y1 : (Ω,A)→ (Rm/2,Bm/2).
Weiter sei ζ1 = w((
X1
Y1
)) und w invertierbar, oder ζ1 = X1 − Y1. Zudem sei
ψ1X1−Y1(ϑ0)
tψ1X1−Y1(ϑ0) invertierbar. Dann gilt
e˜ffT ′,T (ϑ
0) ≤ detA1,1ζ′1 (ϑ0) det
(
ϕX1−Y1(ϑ0)
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)
ϕX1−Y1(ϑ0)
t
)
.
Beweis: Im Beweis von Teil a) liefert die Informationsungleichung
Covϑ0(ζ1) ≥ ψ1ζ1(ϑ0)i1,1ζ1 (ϑ0)−1ψ1ζ1(ϑ0)t,
a¨quivalent
Covϑ0(ζ1)− ψ1ζ1(ϑ0)i1,1ζ1 (ϑ0)−1ψ1ζ1(ϑ0)t ≥ 0.
Daraus folgt (
ψ1ζ1(ϑ0)
tψ1ζ1(ϑ0)
)−1
ψ1ζ1(ϑ0)
t
(
Covϑ0(ζ1)
− ψ1ζ1(ϑ0)i1,1ζ1 (ϑ0)−1ψ1ζ1(ϑ0)t
)
ψ1ζ1(ϑ0)
(
ψ1ζ1(ϑ0)
tψ1ζ1(ϑ0)
)−1 ≥ 0,
was a¨quivalent ist zu
ϕζ1(ϑ0)Covϑ0(ζ1)ϕζ1(ϑ0)
t − i1,1ζ1 (ϑ0)−1 ≥ 0.
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Wegen Lemma 4.5.2 ist es ausreichend,
A1,1ζ′1
(ϑ′0)− i1,1ζ1 (ϑ0) ≤ 0
zu zeigen, was wegen Lemma A.1.3 des Anhangs a¨quivalent ist zu
A1,1ζ′1
(ϑ′0)
−1 − i1,1ζ1 (ϑ0)−1 ≥ 0.
Es ist
A1,1ζ′1
(ϑ′0)
−1 − i1,1ζ1 (ϑ0)−1
=A1,1ζ′1
(ϑ′0)
−1 − ϕζ1(ϑ0)Covϑ0(ζ1)ϕζ1(ϑ0)t︸ ︷︷ ︸
≥0
+ϕζ1(ϑ0)Covϑ0(ζ1)ϕζ1(ϑ0)
t − i1,1ζ1 (ϑ0)−1︸ ︷︷ ︸
≥0
≥ 0.
Somit folgt die Aussage in Teil a).
Fu¨r Teil b) folgt im Fall ζ1 = X1 − Y1 die Aussage aus Teil a). Im Fall ζ1 = w((X1Y1 ))
und w invertierbar folgt mit Hilfe der Informationsungleichung unter Heranziehung der
Abbildung p definiert in (6.1.4)
Covϑ0(p(ζ1)) ≥ ψ1p(ζ1)(ϑ0)i1,1ζ1 (ϑ0)−1ψ1p(ζ1)(ϑ0)t,
und wegen p(ζ1) = p(w(
X1
Y1
)) = X1 − Y1 folgt der Rest von Teil b) analog zu Teil a).
Teil c) folgt analog zu Teil b) mit der Informationsungleichung.
Fu¨r Teil d) folgt wie oben zuna¨chst
ϕζ1(ϑ0)Covϑ0(ζ1)ϕζ1(ϑ0)
t − i1,1ζ1 (ϑ0)−1 ≥ 0.
Dies impliziert
det i1,1ζ1 (ϑ0) det
(
ϕζ1(ϑ0)Covϑ0(ζ1)ϕζ1(ϑ0)
t
) ≥ 1,
und damit
e˜ffT ′,T (ϑ
0) =
detA1,1ζ′1
(ϑ′0)
det i1,1ζ1 (ϑ0)
≤ detA1,1ζ′1 det
(
ϕζ1(ϑ0)Covϑ0(ζ1)ϕζ1(ϑ0)
t
)
.
Teil e) folgt analog zu Teil b) und d) mit der Informationsungleichung. 
6.2.2 Satz: Es sei A1,1ζ1 (ϑ0) = i
1,1
ζ1
(ϑ0)−i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0). Dann gelten die folgenden
Implikationen:
a) Es sei ψζ1(ϑ0)
tψζ1(ϑ0) invertierbar. Dann gilt die Implikation
A1,1ζ′1
(ϑ′0)
−1 ≥ φζ1(ϑ0)Covϑ0(ζ1)φζ1(ϑ0)t ⇒ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1.
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b) Es seim eine gerade Zahl und X1 : (Ω,A)→ (Rm/2,Bm/2), Y1 : (Ω,A)→ (Rm/2,Bm/2).
Weiter sei ζ1 = w((
X1
Y1
)) und w invertierbar, oder ζ1 = X1 − Y1. Zudem sei
ψX1−Y1(ϑ0)
tψX1−Y1(ϑ0) invertierbar. Dann gilt die Implikation
A1,1ζ′1
(ϑ′0)
−1 ≥ φX1−Y1(ϑ0)
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)
φX1−Y1(ϑ0)
t ⇒ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1.
c) Es sei X1 : (Ω,A) → (R,B), Y1 : (Ω,A) → (R,B). Weiter sei ζ1 = w((X1Y1 )) und w
invertierbar, oder ζ1 = X1−Y1. Zudem sei ψX1−Y1(ϑ0)tψX1−Y1(ϑ0) invertierbar. Dann
gilt
effT ′,T (ϑ
0) = e˜ffT ′,T (ϑ
0)
≤ 1
φX1−Y1(ϑ0)φX1−Y1(ϑ0)t
A1,1ζ′1
(ϑ′0)
(
Varϑ0(X1) + Varϑ0(Y1)
− 2
√
Varϑ0(X1)Varϑ0(Y1)ρϑ0(X1, Y1)
)
.
d) Es sei ψζ1(ϑ0)
tψζ1(ϑ0) invertierbar. Dann ist
e˜ffT ′,T (ϑ
0) ≤ detA1,1ζ′1 (ϑ0) det
(
φζ1(ϑ0)Covϑ0(ζ1)φζ1(ϑ0)
t
)
.
e) Es seim eine gerade Zahl und X1 : (Ω,A)→ (Rm/2,Bm/2), Y1 : (Ω,A)→ (Rm/2,Bm/2).
Weiter sei ζ1 = w((
X1
Y1
)) und w invertierbar, oder ζ1 = X1 − Y1. Zudem sei
ψX1−Y1(ϑ0)
tψX1−Y1(ϑ0) invertierbar. Dann gilt
e˜ffT ′,T (ϑ
0) ≤ detA1,1ζ′1 (ϑ0) det
(
φX1−Y1(ϑ0)
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)
φX1−Y1(ϑ0)
t
)
.
Beweis: Im Beweis von Teil a) liefert die Informationsungleichung
Covϑ0(ζ1) ≥ ψζ1(ϑ0)iζ1(ϑ0)−1ψζ1(ϑ0)t,
a¨quivalent
Covϑ0(ζ1)− ψζ1(ϑ0)iζ1(ϑ0)−1ψζ1(ϑ0)t ≥ 0.
Daraus folgt
(Id1×d1 , 0d1×(k−d1))
(
ψζ1(ϑ0)
tψζ1(ϑ0)
)−1
ψζ1(ϑ0)
t
(
Covϑ0(ζ1)
− ψζ1(ϑ0)iζ1(ϑ0)−1ψζ1(ϑ0)t
)
ψζ1(ϑ0)
(
ψζ1(ϑ0)
tψζ1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t ≥ 0,
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was wegen(
iζ1(ϑ0)
−1)
1≤i≤d1
1≤j≤d1
=
(
i1,1ζ1 (ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0)
)−1
= A1,1ζ1 (ϑ0)
−1,
a¨quivalent ist zu
φζ1(ϑ0)Covϑ0(ζ1)φζ1(ϑ0)
t − A1,1ζ1 (ϑ0)−1 ≥ 0.
Wegen Lemma 4.5.1 ist es ausreichend,
A1,1ζ′1
(ϑ′0)− A1,1ζ1 (ϑ0) ≤ 0
zu zeigen, was wegen Lemma A.1.3 des Anhangs a¨quivalent ist zu
A1,1ζ′1
(ϑ′0)
−1 − A1,1ζ1 (ϑ0)−1 ≥ 0.
Es ist
A1,1ζ′1
(ϑ′0)
−1 − A1,1ζ1 (ϑ0)−1
=A1,1ζ′1
(ϑ′0)
−1 − φζ1(ϑ0)Covϑ0(ζ1)φζ1(ϑ0)t︸ ︷︷ ︸
≥0
+φζ1(ϑ0)Covϑ0(ζ1)φζ1(ϑ0)
t − A1,1ζ1 (ϑ0)−1︸ ︷︷ ︸
≥0
≥ 0.
Somit folgt die Aussage in Teil a).
Fu¨r Teil b) folgt im Fall ζ1 = X1 − Y1 die Aussage aus Teil a). Im Fall ζ1 = w((X1Y1 ))
und w invertierbar folgt mit Hilfe der Informationsungleichung unter Heranziehung der
Abbildung p definiert in (6.1.4)
Covϑ0(p(ζ1)) ≥ ψp(ζ1)(ϑ0)iζ1(ϑ0)−1ψp(ζ1)(ϑ0)t,
und wegen p(ζ1) = p(w(
X1
Y1
)) = X1 − Y1 folgt der Rest von Teil b) analog zu Teil a).
Teil c) folgt analog zu Teil b) mit der Informationsungleichung.
Fu¨r Teil d) folgt wie oben zuna¨chst
φζ1(ϑ0)Covϑ0(ζ1)φζ1(ϑ0)
t − A1,1ζ1 (ϑ0)−1 ≥ 0.
Hieraus folgt
detA1,1ζ1 (ϑ0) det
(
φζ1(ϑ0)Covϑ0(ζ1)φζ1(ϑ0)
t
) ≥ 1,
und damit
e˜ffT ′,T (ϑ
0) =
detA1,1ζ′1
(ϑ′0)
detA1,1ζ1 (ϑ0)
≤ detA1,1ζ′1 det
(
φζ1(ϑ0)Covϑ0(ζ1)φζ1(ϑ0)
t
)
.
Teil e) folgt analog zu Teil b) und d) mit der Informationsungleichung. 
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6.2.3 Bemerkung: Die in den Sa¨tzen 6.2.1 und 6.2.2 erarbeiteten Kriterien ha¨ngen im
Fall von ζ1 = (
X1
Y1
) oder ζ1 = X1−Y1 nur von den Randverteilungen QX1ϑ0 und QY1ϑ0 der ver-
bundenen Stichprobe und der Kovarianzmatrix von ζ1 ab; weitere Abha¨ngigkeitsstrukturen
zwischen X1 und Y1 spielen dabei keine Rolle. Zudem sind die in den Sa¨tzen 6.2.1 und 6.2.2
erarbeiteten Kriterien in dem Sinne scharf, dass in speziellen Situationen die Kriterien nicht
nur hinreichend, sondern sogar notwendig sind. Siehe hierzu Bemerkung 6.3.6 und Bemer-
kung 6.3.15. Zudem sind die in den Sa¨tzen 6.2.1 a), b) und c) und 6.2.2 a), b) und c)
erarbeiteten Kriterien unter den genannten Voraussetzungen auch hinreichende Kriterien
fu¨r e˜ffT ′,T (ϑ
0) ≤ 1. Beachte hierzu Lemma 4.5.4.
6.3 Exponentialfamilien
In diesem Unterabschnitt gelte die Bezeichnungen aus den Unterabschnitten 6.1 und 6.2.
Zuna¨chst wollen wir einen Fall betrachten, wie er zum Beispiel in Abschnitt 8 vorliegt. Es
sei
A1,1ζ1 (ϑ0) = i
1,1
ζ1
(ϑ0).
Wir gehen weiter davon aus, dass eine injektive und stetig differenzierbare Abbildung
L : Θ˜→ Rk mit u¨berall regula¨rer Funktionalmatrix sowie Abbildungen L1 : Rk → Rd1 und
L2 : R
k−d1 → Rk−d1 existieren, sodass
L(ϑ1, ϑ2) =
(
L1(ϑ1, ϑ2)
L2(ϑ2)
)
fu¨r alle (ϑ1, ϑ2) ∈ Θ˜
erfu¨llt ist, sowie
f
(·; (ϑ1, ϑ2)) = exp(L1(ϑ1, ϑ2)tTϑ2(·)− Cϑ2(L1(ϑ1, ϑ2)))Rϑ2(·) fu¨r alle (ϑ1, ϑ2) ∈ Θ˜
(6.3.1)
ist, mit Cϑ2 : R
d1 → R, Tϑ2 : (Rl,Bl) → (Rd1 ,Bd1) und Rϑ2 : (Rl,Bl) → (R,B) µ-f.u¨.
positiv.
Aus den Voraussetzungen folgt, dass die Menge Λ := L(Θ˜) offen ist, siehe Satz 171.2
Teil a) in [13]. Wir definieren SL(ϑ) := Q
ζ1
ϑ , ϑ ∈ Θ˜. Es ist die Familie von Verteilun-
gen von ζ1 durch die Elemente von Λ injektiv parametrisiert. Dies bedeutet, dass mit
{Sλ;λ ∈ Λ} eine Familie von Wahrscheinlichkeitsmaßen auf dem Messraum (Rl,Bl) mit
{Sλ;λ ∈ Λ} = {Qζ1ϑ ;ϑ ∈ Θ˜} gegeben ist. Elemente λ ∈ Λ sollen in der Folge gema¨ß
λ = (λ1, λ2) ∈ Rd1 × Rk−d1 geschrieben werden. Allgemein ist zu bemerken, dass im Fall
d1 = k die Komponente λ2 verschwindet.
Wir halten im Folgenden ϑ2 fest und setzen
Θ12 := {ϑ1 ∈ Θ1; ∃ϑ′2 : (ϑ1, ϑ2, ϑ′2) ∈ Θ}.
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und
Λ1 :=
{
λ1 ∈ Rd1 ; ∃λ ∈ Λ : λ =
(
λ1, L2(ϑ2)
)}
Diese Mengen sind offen. Wir definieren ℓ(·) := L1(·, ϑ2), t := Tϑ2 , c := Cϑ2 und r := Rϑ2 ,
also
f
(·; (ϑ1, ϑ2)) = exp (ℓ(ϑ1)tt(·)− c(ℓ(ϑ1))r(·), ϑ1 ∈ Θ12.
Dann ist die Familie von Verteilungen von ζ1 eine d1-parametrische Exponentialfamilie im
Parameter λ1 ∈ Λ1. Zudem definieren wir qζ1ϑ1 := Qζ1(ϑ1,ϑ2), ϑ1 ∈ Θ12, und sλ1 := S(λ1,L2(ϑ2)),
λ1 ∈ Λ1.
Wir nehmen an, dass fu¨r alle γ ∈ R und alle a ∈ Rd1 µ(att 6= γ, r > 0) > 0 gilt. Zu-
dem existiere kein a ∈ Rd1 und kein b ∈ R, sodass atℓ(ϑ1) = b fu¨r alle ϑ1 ∈ Θ12 gilt.
Die Abbildung c ist auf Λ1 beliebig oft differenzierbar und die zugeho¨rige Hessematrix von c
ist auf Λ1 positiv definit. Siehe Satz 1.164 a) und b) in [41]. Es sei mit λ1 = (λ1,1, . . . , λ1,d1)
t
der Nabla-Ableitungsoperator ∇λ1 durch
∇λ1 :=
( ∂
∂λ1,1
, . . . ,
∂
∂λ1,d1
)t
definiert. Wegen ∇λ1c(λ1) = Eλ1(t(ζ1)), λ1 ∈ Λ1, ist die Existenz und Endlichkeit von
Eλ1(t(ζ1)), λ1 ∈ Λ1, sichergestellt. Es sei die Abbildung e : Λ1 → E := {Eλ1(t(ζ1));λ1 ∈ Λ1}
gegeben durch
e(λ1) := Eλ1
(
t(ζ1)
)
, λ1 ∈ Λ1,
d.h. η ∈ E ist ein Momentenparameter.
Wegen ∇λ1c(λ1) = Eλ1(t(ζ1)), λ1 ∈ Λ1, und da c auf Λ1 beliebig oft differenzierbar ist,
ist die Abbildung e auf Λ1 stetig differenzierbar, wobei die zugeho¨rige Jacobimatrix die
Hessematrix von c ist, und daher auf Λ1 positiv definit ist. Daher existiert nach dem Satz
u¨ber die Umkehrabbildung, siehe Satz 171.1 in [13], die inverse Abbildung e−1 : E → Λ1
und diese ist ebenfalls auf E differenzierbar. Wir schreiben auch ℓ := e−1.
Zudem sei die Abbildung e : Θ12 → E˜ := {Eϑ1(t(ζ1));ϑ1 ∈ Θ12} durch
e(ϑ1) := Eϑ1
(
t(ζ1)
)
, ϑ1 ∈ Θ12,
gegeben. Es gilt E˜ = E. Wegen e = e ◦ ℓ und der Differenzierbarkeit von e und ℓ in Λ1
bzw. Θ12 ist die Abbildung e auf Θ
1
2 differenzierbar.
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Wir setzen η0 := e(ϑ
1
0) und damit λ
1
0 := ℓ(η0). Dann ist
λ10 = ℓ(η0) = e
−1(η0) = e−1
(
e(ϑ10)
)
= e−1
(
Eϑ10
(
t(ζ1)
))
= e−1
(
Eℓ(ϑ10)
(
t(ζ1)
))
= e−1
(
e
(
ℓ(ϑ10)
))
= ℓ(ϑ10).
In der Tat lassen sich im vorliegenden Fall durch den U¨bergang von der Parametrisierung
durch Θ1 in die Parametrisierung durch Λ1 die zugeho¨rigen Fisher-Informationsmatrizen
leichter berechnen und so Ergebnisse beim Studium der Effizienz erzielen.
6.3.1 Satz: Es sei ϑ0 = (ϑ
1
0, ϑ2). Zudem sei A
1,1
ζ1
(ϑ0) = i
1,1
ζ1
(ϑ0). Es ist die Matrix
ψ1Tϑ2 (ζ1)
(ϑ0)
tCovϑ0(Tϑ2(ζ1))
−1ψ1Tϑ2 (ζ1)(ϑ0)
positiv definit und
A1,1ζ1 (ϑ0) = ψ
1
Tϑ2 (ζ1)
(ϑ0)
tCovϑ0
(
Tϑ2(ζ1)
)−1
ψ1Tϑ2 (ζ1)
(ϑ0).
Beweis: Es sei ϑ1 = (ϑ1,1, . . . , ϑ1,d1)
t und η = (η1, . . . , ηd1)
t. Wir definieren folgende
zusa¨tzliche Nabla-Ableitungsoperatoren:
∇ϑ1 :=
( ∂
∂ϑ1,1
, . . . ,
∂
∂ϑ1,d1
)t
, ∇η :=
( ∂
∂η1
, . . . ,
∂
∂ηd1
)t
.
Zudem bezeichne Iζ1(λ
1
0) die Fisher-Informationsmatrix von ζ1 bei Parametrisierung durch
Λ1 an der Stelle λ
1
0, und Iζ1(η0) die Fisher-Informationsmatrix von ζ1 bei Parametrisierung
durch E an der Stelle η0. Es gilt
∇λ1c(λ1)|λ1=λ10 = Eλ10
(
Tϑ2(ζ1)
)
sowie
Iζ1(λ
1
0) = ∇λ1∇tλ1c(λ1)|λ1=λ10 = Covλ10
(
Tϑ2(ζ1)
)
,
wobei die Existenz beider Ausdru¨cke sowie die positive Definitheit der Informationsmatrix
Iζ1(λ
1
0) nach Annahme sichergestellt ist.
Es erfolgt die Transformation der Informationsmatrizen unter den verschiedenen Para-
metrisierungen durch
Iζ1(η0) =
(∇ηℓ(η)t)t|η=η0Iζ1(λ10)∇ηℓ(η)t|η=η0
und mit ϑ0 = (ϑ
1
0, ϑ2)
i1,1ζ1 (ϑ0) =
(∇ϑ1e(ϑ1)t)t|
ϑ1=ϑ
1
0
Iζ1(η0)∇ϑ1e(ϑ1)t|
ϑ1=ϑ
1
0
.
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Dann ist
∇λ1e(λ1)t|
λ1=λ
1
0
= ∇λ1∇tλ1c(λ1)|λ1=λ10 = Iζ1(λ
1
0),
und deshalb wegen der Invertierbarkeit der Abbildung e
∇ηℓ(η)t|η=η0 = ∇ηe
−1(η)t|η=η0 =
(∇λ1e(λ1)t|
λ1=λ
1
0
)−1
= Iζ1(λ
1
0)
−1 = Covλ10
(
Tϑ2(ζ1)
)−1
.
Damit folgt
Iζ1(η0) =
(∇ηℓ(η)t)t|η=η0Iζ1(λ10)∇ηℓ(η)t|η=η0 = Covλ10(Tϑ2(ζ1))−1,
und damit mit λ10 = ℓ(ϑ
1
0)
i1,1ζ1 (ϑ0) =
(∇ϑ1e(ϑ1)t)t|
ϑ1=ϑ
1
0
Iζ1(η0)∇ϑ1e(ϑ1)t|
ϑ1=ϑ
1
0
=
(∇ϑ1e(ϑ1)t)t|
ϑ1=ϑ
1
0
Covλ10
(
Tϑ2(ζ1)
)−1∇ϑ1e(ϑ1)t|
ϑ1=ϑ
1
0
=
(∇ϑ1e(ϑ1)t)t|
ϑ1=ϑ
1
0
Covϑ10
(
Tϑ2(ζ1)
)−1∇ϑ1e(ϑ1)t|
ϑ1=ϑ
1
0
.
Wegen ∇ϑ1e(ϑ1)t|ϑ1=ϑ10 = ψ1Tϑ2 (ζ1)(ϑ0) liefert dies die Behauptung. 
6.3.2 Korollar: Es sei ϑ0 = (ϑ
1
0, ϑ2). Zudem sei A
1,1
ζ1
(ϑ0) = i
1,1
ζ1
(ϑ0). Ist d1 = l und ist die
Abbildung Tϑ2 durch die Identita¨t gegeben, so ist die Matrix
ψ1ζ1(ϑ0)
tCovϑ0(ζ1)
−1ψ1ζ1(ϑ0)
positiv definit und man erha¨lt
A1,1ζ1 (ϑ0) = ψ
1
ζ1
(ϑ0)
tCovϑ0(ζ1)
−1ψ1ζ1(ϑ0).
Falls m eine gerade Zahl ist, X1 : (Ω,A) → (Rm/2,Bm/2), Y1 : (Ω,A) → (Rm/2,Bm/2),
d1 = m/2, ζ1 = X1 − Y1 und die Abbildung Tϑ2 durch die Identita¨t gegeben ist, so ist die
Matrix
ψ1ζ1(ϑ0)
tCovϑ0(ζ1)
−1ψ1ζ1(ϑ0)ψ
1
X1−Y1(ϑ0)
t(Covϑ0(X1) + Covϑ0(Y1)− Covϑ0(X1, Y1)
− Covϑ0(X1, Y1)t)−1ψ1X1−Y1(ϑ0)
positiv definit und man hat
A1,1ζ1 (ϑ0)
=ψ1X1−Y1(ϑ0)
t
(
Covϑ0(X1) + Covϑ0(Y1)− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)−1
ψ1X1−Y1(ϑ0).
Beweis: Falls die Abbildung Tϑ2 durch die Identita¨t gegeben ist, erha¨lt man mit Satz 6.3.1
A1,1ζ1 (ϑ0) = ψ
1
ζ1
(ϑ0)
tCovϑ0(ζ1)
−1ψ1ζ1(ϑ0).
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Falls m eine gerade Zahl ist, X1 : (Ω,A) → (Rm/2,Bm/2), Y1 : (Ω,A) → (Rm/2,Bm/2),
ζ1 = X1−Y1, m/2 = d1 und die Abbildung Tϑ2 durch die Identita¨t gegeben ist, erha¨lt man
mit Satz 6.3.1
A1,1ζ1 (ϑ0)
=ψ1X1−Y1(ϑ0)
t
(
Covϑ0(X1) + Covϑ0(Y1)− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)−1
ψ1X1−Y1(ϑ0).
Damit ist alles gezeigt. 
6.3.3 Beispiel: Es sei m eine gerade Zahl, X1 : (Ω,A)→ (Rm/2,Bm/2) und Y1 : (Ω,A)→
(Rm/2,Bm/2). Weiter liege das zu Beginn dieser Arbeit genannte Testproblem
H : L(X1) = L(Y1), K : L(X1) 6= L(Y1),
vor, und wir gehen davon aus, dass sich die Verteilungen von X1 und Y1 nur in ihrem
Erwartungswert unterscheiden. Konkret sei ζ1 = X1 − Y1,
ϑ1 = Eϑ(X1 − Y1), ϑ = (ϑ1, ϑ2) ∈ Θ˜,
und das Testproblem lasse sich a¨quivalent schreiben als
H : ϑ1 = 0, K : ϑ1 ∈ Θ1 \ {0}.
In diesem Fall ist es oft sinnvoll, im verbundenen Stichprobenfall Tests basierend auf Beob-
achtungen der Form X1 − Y1, . . . , Xn − Yn vorzuschlagen. Dann ist ψ1ζ1(ϑ0) gegeben durch
die Einheitsmatrix. Zudem sei A1,1ζ1 (ϑ0) = i
1,1
ζ1
(ϑ0). Es sei die Familie von Verteilungen
{QX1−Y1ϑ ;ϑ ∈ Θ} gema¨ß (6.3.1) fu¨r ϑ2 mit ϑ = (ϑ10, ϑ2) ∈ Θ˜0 eine Exponentialfamilie mit
suffizienter Statistik Tϑ2 . Zudem sei die Abbildung Tϑ2 durch die Identita¨t gegeben. Es ist
effT ′,T (ϑ
0, ϑ1) =
ϑt1A
1,1
ζ′1
(ϑ′0)ϑ1
ϑt1
(
2Covϑ0(X1)− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)−1
ϑ1
,
sowie
e˜ffT ′,T (ϑ
0) = detA1,1ζ′1
(ϑ′0) det
(
2Covϑ0(X1)− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)
,
speziell im eindimensionalen Fall
effT ′,T (ϑ
0) = e˜ffT ′,T (ϑ
0) = 2A1,1ζ′1
(ϑ′0)Varϑ0(X1)
(
1− ρϑ0(X1, Y1)
)
.
Konkret kann z.B. der Fall betrachtet werden, dass(
X1
Y1
)
∼ N2d1
((
a
b
)
,
(
Σ Π
Πt Σ
))
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gilt, wobei a, b ∈ Rd1 und Σ,Π ∈ Rd1×d1 unbekannt seien, Σ und die zugrunde liegende
Kovarianzmatrix von (X1, Y1) positiv definit seien. Dann ist
X1 − Y1 ∼ Nd1(µ,Γ),
mit µ := a − b und Γ := 2Σ − (Π + Πt), und Γ ist positiv definit. Es ist also Θ1 = Rd1 ,
ϑ10 = 0 ∈ Rd1 , Θ˜ = {(a, vech(A)); a ∈ Rd1 , A ∈ Rd1×d1 symmetrisch positiv definit}. Zudem
ist ϑ1 = µ und ϑ2 = vech(Γ). Die Dichte von X1 − Y1 ist gegeben durch
f
(
x; (ϑ1, ϑ2)
)
=
( 1√
2π
)d1 1√
det Γ
exp
(
− 1
2
(x− µ)tΓ−1(x− µ)
)
=
( 1√
2π
)d1 1√
det Γ
exp
(
µtΓ−1x− 1
2
µtΓ−1µ− 1
2
xtΓ−1x
)
, x ∈ Rd1 .
Wir definieren L(ϑ1, ϑ2) := (
vech−1(ϑ2)−1ϑ1
ϑ2
), L1(ϑ1, ϑ2) := (vech
−1(ϑ2))−1ϑ1 und L2(ϑ2) :=
ϑ2, (ϑ1, ϑ2) ∈ Θ˜. Dann ist Λ = {( avech(A) ); a ∈ Rd1 , A ∈ Rd1×d1
symmetrisch positiv definit} und Λ1 = Rd1 . Die Abbildung L : Θ˜ → Λ ist stetig diffe-
renzierbar und injektiv mit nirgends verschwindender Funktionaldeterminante. Ferner ist
die Abbildung Cϑ2 gegeben durch
Cϑ2 : Λ
1 → R, cϑ2(λ1) := −
1
2
λt1 vech
−1(ϑ2)λ1,
und die Abbildung Rϑ2 gegeben durch
Rϑ2 : (R
d1 ,Bd1)→ (R,B)
Rϑ2(x) :=
( 1√
2π
)d1 1√
det vech−1(ϑ2)
exp
(
− 1
2
xt
(
vech−1(ϑ2)
)−1
x
)
.
Vergleiche mit den Ausfu¨hrungen in Abschnitt 8.
6.3.4 Bemerkung: Die aus Satz 6.3.1 hervorgehende Effizienz ha¨ngt im Fall von ζ1 = (
X1
Y1
)
oder ζ1 = X1−Y1 nur von den Randverteilungen QX1ϑ0 und QY1ϑ0 der verbundenen Stichprobe,
vom Erwartungswert Eϑ0(Tϑ2(ζ1)) und der Kovarianzmatrix Covϑ0(Tϑ2(ζ1)) ab; weitere
Abha¨ngigkeitsstrukturen zwischen X1 und Y1 spielen dabei keine Rolle.
6.3.5 Korollar: Es sei ϑ0 = (ϑ
1
0, ϑ2). Zudem sei A
1,1
ζ1
(ϑ0) = i
1,1
ζ1
(ϑ0). Dann gilt:
a) Es gilt die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≤ ψ1Tϑ2 (ζ1)(ϑ0)
tCovϑ0
(
Tϑ2(ζ1)
)−1
ψ1Tϑ2 (ζ1)
(ϑ0) ⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
sowie die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≥ ψ1Tϑ2 (ζ1)(ϑ0)
tCovϑ0
(
Tϑ2(ζ1)
)−1
ψ1Tϑ2 (ζ1)
(ϑ0) ⇔ inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≥ 1
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b) Ist d1 = l und ist die Abbildung Tϑ2 durch die Identita¨t gegeben, gilt die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≤ ψ1ζ1(ϑ0)tCovϑ0(ζ1)−1ψ1ζ1(ϑ0) ⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
sowie die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≥ ψ1ζ1(ϑ0)tCovϑ0(ζ1)−1ψ1ζ1(ϑ0) ⇔ inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≥ 1.
c) Ist m eine gerade Zahl, X1 : (Ω,A) → (Rm/2,Bm/2), Y1 : (Ω,A) → (Rm/2,Bm/2),
ζ1 = X1 − Y1, d1 = m/2 und die Abbildung Tϑ2 durch die Identita¨t gegeben, so gilt
die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≤ψ1X1−Y1(ϑ0)t
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)−1
ψ1X1−Y1(ϑ0)
⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
sowie die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≥ψ1X1−Y1(ϑ0)t
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)−1
ψ1X1−Y1(ϑ0)
⇔ inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≥ 1.
Beweis: Dies folgt unmittelbar aus Satz 6.3.1, Korollar 6.3.2 und Lemma 4.5.2. 
6.3.6 Bemerkung: Es sei ϑ0 = (ϑ
1
0, ϑ2). Weiter sei d1 = l, ψ
1
Tϑ2
(ϑ0) eine quadratische
invertierbare Matrix und es sei A1,1ζ1 (ϑ0) = i
1,1
ζ1
(ϑ0). Dann gilt die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≤ ψ1Tϑ2 (ζ1)(ϑ0)
tCovϑ0
(
Tϑ2(ζ1)
)−1
ψ1Tϑ2 (ζ1)
(ϑ0) ⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
a¨quivalent
A1,1ζ′1
(ϑ′0)
−1 ≥ ψ1Tϑ2 (ζ1)(ϑ0)
−1Covϑ0
(
Tϑ2(ζ1)
)(
ψ1Tϑ2 (ζ1)
(ϑ0)
t
)−1 ⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1.
Ist daru¨ber hinaus die Abbildung Tϑ2 durch die Identita¨t gegeben, gilt die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≤ ψ1ζ1(ϑ0)tCovϑ0(ζ1)−1ψ1ζ1(ϑ0) ⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
a¨quivalent
A1,1ζ′1
(ϑ′0)
−1 ≥ ψ1ζ1(ϑ0)−1Covϑ0(ζ1)
(
ψ1ζ1(ϑ0)
t
)−1 ⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1.
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Weiter gilt
e˜ffT ′,T (ϑ
0) = detA1,1ζ′1
(ϑ0) det
(
ψ1ζ1(ϑ0)
−1Covϑ0(ζ1)(ψ
1
ζ1
(ϑ0)
t
)−1)
.
Ist weiter m eine gerade Zahl, X1 : (Ω,A) → (Rm/2,Bm/2), Y1 : (Ω,A) → (Rm/2,Bm/2),
ζ1 = X1−Y1, d1 = m/2 und die Abbildung Tϑ2 durch die Identita¨t gegeben, haben wir die
A¨quivalenz
A1,1ζ′1
(ϑ′0) ≤ψ1X1−Y1(ϑ0)t
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)−1
ψ1X1−Y1(ϑ0)
⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
a¨quivalent
A1,1ζ′1
(ϑ′0)
−1 ≥ψ1X1−Y1(ϑ0)−1
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)(
ψ1X1−Y1(ϑ0)
t
)−1
⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1.
Wenn ψ1ζ1(ϑ0) eine quadratische invertierbare Matrix ist, gilt ϕζ1(ϑ0) = ψ
1
ζ1
(ϑ0)
−1. Dann
sind die in Satz 6.2.1 entprechend genannten Kriterien nicht nur hinreichend, sondern sogar
notwendig.
6.3.7 Bemerkung: Es sei ϑ0 = (ϑ
1
0, ϑ2) und ϑ
′
0 = (ϑ
1
0, ϑ
′
2). Es sei m eine gerade Zahl,
X1 : (Ω,A) → (Rm/2,Bm/2), Y1 : (Ω,A) → (Rm/2,Bm/2), d1 = m/2, ζ1 = X1 − Y1 und
ζ ′1 = X
′
1 − Y ′1 . Zudem sei die Effizienz gegeben durch
effT ′,T (ϑ
0, ϑ1) =
ϑt1i
1,1
X′1−Y ′1 (ϑ
′
0)ϑ1
ϑt1i
1,1
X1−Y1(ϑ0)ϑ1
.
Es sei die Familie von Verteilungen {QX1−Y1ϑ ;ϑ ∈ Θ} gema¨ß (6.3.1) eine Exponentialfamilie
mit suffizienter Statistik Tϑ2 .
Ist die Familie von Verteilungen {MX′1−Y ′1ϑ′ ;ϑ′ ∈ Θ˜′} gema¨ß (6.3.1) fu¨r ϑ′2 eine Exponential-
familie mit suffizienter Statistik T ′ϑ′2 , so kann unter analogen Voraussetzungen analog zum
Beweis von Satz 6.3.1 gezeigt werden, dass in diesem Fall die Effizienz die Gestalt
effT ′,T (ϑ
0, ϑ1) =
ϑt1ψ
1
t′
ϑ′2
(X′1−Y ′1)(ϑ
′
0)
tCovϑ′0
(
t′ϑ′2(X
′
1 − Y ′1)
)−1
ψ1t′
ϑ′2
(X′1−Y ′1)(ϑ
′
0)ϑ1
ϑt1ψ
1
tϑ2 (X1−Y1)
(ϑ0)tCovϑ0
(
tϑ2(X1 − Y1)
)−1
ψ1tϑ2 (X1−Y1)
(ϑ0)ϑ1
besitzt. Sind nun Tϑ2 und T
′
ϑ′2
durch die Identita¨t gegeben, so gilt wegen (6.1.3)
Eϑ0(X1 − Y1) = Eϑ′0(X ′1 − Y ′1),
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d.h. Eϑ0(X1−Y1) = Eϑ′0(X ′1−Y ′1) ha¨ngt nur noch von ϑ10 ab. Daher gilt sogar ψ1X1−Y1(ϑ0) =
ψ1X′1−Y ′1 (ϑ
′
0). Damit ist
effT ′,T (ϑ
0, ϑ1) =
ϑt1ψ
1
X1−Y1(ϑ0)
tCovϑ′0(X
′
1 − Y ′1)−1ψ1X1−Y1(ϑ0)ϑ1
ϑt1ψ
1
X1−Y1(ϑ0)
tCovϑ0(X1 − Y1)−1ψ1X1−Y1(ϑ0)ϑ1
.
Es gilt die Implikation
Covϑ0(X1 − Y1) ≤ Covϑ′0(X ′1 − Y ′1) ⇒ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
und die Implikation
Covϑ0(X1 − Y1) ≥ Covϑ′0(X ′1 − Y ′1) ⇒ inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≥ 1.
Weiter ist
Covϑ0(X1 − Y1) = Covϑ0(X1) + Covϑ0(Y1)− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t,
und wegen (6.1.2) und (6.1.3)
Covϑ′0(X
′
1 − Y ′1) = Covϑ0(X ′1) + Covϑ0(Y ′1)− Covϑ0(X ′1, Y ′1)− Covϑ0(X ′1, Y ′1)t
= Covϑ0(X
′
1) + Covϑ0(Y
′
1) = Covϑ0(X1) + Covϑ0(Y1).
Daher gelten die Implikationen
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≥ 0 ⇒ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1
und
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≤ 0 ⇒ inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≥ 1.
Wegen Lemma 4.5.4 gelten dann auch die Implikationen
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≥ 0 ⇒ e˜ffT ′,T (ϑ0) ≤ 1
und
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≤ 0 ⇒ e˜ffT ′,T (ϑ0) ≥ 1.
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6.3.8 Beispiel: Betrachten wir eine Situation aufbauend auf Beispiel 6.3.3: Es sei m eine
gerade Zahl und X1 : (Ω,A)→ (Rm/2,Bm/2), Y1 : (Ω,A)→ (Rm/2,Bm/2). Weiter liege das
zu Beginn dieser Arbeit genannte Testproblem
H : L(X1) = L(Y1), K : L(X1) 6= L(Y1),
vor, und wir gehen davon aus, dass sich die Verteilungen von X1 und Y1 nur in ihrem
Erwartungswert unterscheiden. Es sei ζ1 = X1 − Y1, ζ ′1 = X ′1 − Y ′1 , sowie
ϑ1 = Eϑ(X1 − Y1) = Eϑ′(X ′1 − Y ′1), ϑ = (ϑ1, ϑ2) ∈ Θ˜, ϑ′ = (ϑ1, ϑ′2) ∈ Θ˜′,
und das Testproblem lasse sich a¨quivalent schreiben als
H : ϑ1 = 0, K : ϑ1 ∈ Θ1 \ {0}.
In diesem Fall ist es ha¨ufig sinnvoll, Tests basierend auf Beobachtungen der Form X1 −
Y1, . . . , Xn−Yn undX ′1−Y ′1 , . . . , X ′n−Y ′n vorzuschlagen. Dann ist ψ1ζ1(ϑ0) = ψ1ζ′1(ϑ
′
0) gegeben
durch die Identita¨t. Zudem sei die Effizienz durch
effT ′,T (ϑ
0, ϑ1) =
ϑt1i
1,1
ζ′1
(ϑ′0)ϑ1
ϑt1i
1,1
ζ1
(ϑ0)ϑ1
gegeben.
Es sei die Familie von Verteilungen {QX1−Y1ϑ ;ϑ ∈ Θ˜} gema¨ß (6.3.1) fu¨r ϑ2, mit ϑ0 = (ϑ10, ϑ2),
eine Exponentialfamilie mit suffizienter Statistik Tϑ2 . Zudem sei die Abbildung Tϑ2 durch
die Identita¨t gegeben. Weiter sei die Familie von Verteilungen {MX′1−Y ′1ϑ′ ;ϑ′ ∈ Θ˜′} gema¨ß
(6.3.1) fu¨r ϑ′2, mit ϑ
′
0 = (ϑ
1
0, ϑ
′
2), eine Exponentialfamilie mit suffizienter Statistik T
′
ϑ′2
.
Zudem sei die Abbildung T ′ϑ′2 durch die Identita¨t gegeben. Dann gelten die Implikationen
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≥ 0 ⇒ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1
und
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≤ 0 ⇒ inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≥ 1,
sowie die Implikationen
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≥ 0 ⇒ e˜ffT ′,T (ϑ0) ≤ 1
und
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≤ 0 ⇒ e˜ffT ′,T (ϑ0) ≥ 1.
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Konkret kann z.B. der Fall betrachtet werden, dass(
X1
Y1
)
∼ N2d1
((
a
b
)
,
(
Σ Π
Πt Σ
))
gilt, wobei a, b ∈ Rd1 und Σ,Π ∈ Rd1×d1 unbekannt seien, und Σ und die zugrunde liegende
Kovarianzmatrix von (X1Y1 ) positiv definit seien. Dann gilt wegen (6.1.2) und (6.1.3) auch(
X ′1
Y ′1
)
∼ N2d1
((
a
b
)
,
(
Σ 0
0 Σ
))
.
Dass in diesem konkreten Beispiel alle oben genannten Voraussetzungen erfu¨llt sind, kann
den Ausfu¨hrungen aus Beispiel 6.3.3 entnommen werden.
6.3.9 Bemerkung: Die in Bemerkung 6.3.7 und Beispiel 6.3.8 erarbeiteten Kriterien sind
unter den genannten Voraussetzungen auch hinreichende Kriterien fu¨r e˜ffT ′,T (ϑ
0) ≤ 1 bzw.
e˜ffT ′,T (ϑ
0) ≥ 1. Beachte hierzu Lemma 4.5.4.
Nun wollen wir einen Fall betrachten, wie er zum Beispiel in Abschnitt 9 vorliegt. Wir
gehen dazu davon aus, dass
A1,1ζ1 (ϑ0) = i
1,1
ζ1
(ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0).
Weiter nehmen wir an, dass eine injektive und stetig differenzierbare Abbildung ℓ : Rk →
Rk mit u¨berall regula¨rer Funktionalmatrix existiert, sodass
f(·;ϑ) = exp
(
ℓ(ϑ)tt(·)− c(ℓ(ϑ)))r(·) fu¨r alle ϑ ∈ Θ˜ (6.3.2)
ist, mit c : Rk → R, t : (Rl,Bl) → (Rk,Bk) und r : (Rl,Bl) → (R,B) µ-f.u¨. positiv. Mit
Λ := ℓ(Θ˜) ist die Familie von Verteilungen von ζ1 also eine k-parametrische Exponential-
familie im Parameter λ ∈ Λ.
Aus den Voraussetzungen folgt, dass die Menge Λ offen ist, siehe Satz 171.2 Teil a) in [13].
Wir definieren Sℓ(ϑ) := Q
ζ1
ϑ , ϑ ∈ Θ˜. Es ist die Familie von Verteilungen von ζ1 durch die
Elemente von Λ injektiv parametrisiert. Dies bedeutet, dass mit {Sλ;λ ∈ Λ} eine Familie
von Wahrscheinlichkeitsmaßen auf dem Messraum (Rl,Bl) mit {Sλ;λ ∈ Λ} = {Qζ1ϑ ;ϑ ∈ Θ˜}
gegeben ist.
Wir nehmen an, dass fu¨r alle γ ∈ R und alle a ∈ Rk µ(att 6= γ, r > 0) > 0 gilt. Zu-
dem existiere kein a ∈ Rk und kein b ∈ R, sodass atℓ(ϑ) = b fu¨r alle ϑ ∈ Θ˜ gilt.
Die Abbildung c ist auf Λ beliebig oft differenzierbar und die zugeho¨rige Hessematrix von
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c ist auf Λ positiv definit. Siehe Satz 1.164 a) und b) in [41]. Es sei mit λ1 = (λ1, . . . , λk)
t
der Nabla-Ableitungsoperator ∇λ durch
∇λ :=
( ∂
∂λ1
, . . . ,
∂
∂λk
)t
definiert. Wegen∇λc(λ) = Eλ(t(ζ1)), λ ∈ Λ, ist die Existenz und Endlichkeit von Eλ(t(ζ1)),
λ ∈ Λ, sichergestellt. Es sei die Abbildung e : Λ→ E := {Eλ(t(ζ1));λ ∈ Λ} gegeben durch
e(λ) := Eλ
(
t(ζ1)
)
, λ ∈ Λ,
d.h. η ∈ E ist ein Momentenparameter.
Wegen ∇λc(λ) = Eλ(t(ζ1)), λ ∈ Λ, und da c auf Λ beliebig oft differenzierbar ist, ist
die Abbildung e auf Λ stetig differenzierbar, wobei die zugeho¨rige Jacobimatrix die Hesse-
matrix von c ist, und daher auf Λ positiv definit ist. Daher existiert nach dem Satz u¨ber
die Umkehrabbildung, siehe Satz 171.1 in [13], die inverse Abbildung e−1 : E → Λ und
diese ist ebenfalls auf E differenzierbar. Wir schreiben auch ℓ := e−1.
Zudem sei die Abbildung e : Θ˜→ E˜ := {Eϑ(t(ζ1));ϑ ∈ Θ˜} durch
e(ϑ) := Eϑ
(
t(ζ1)
)
, ϑ ∈ Θ˜,
gegeben. Es gilt E˜ = E. Wegen e = e ◦ ℓ und der Differenzierbarkeit von e und ℓ auf Λ
bzw. Θ˜ ist die Abbildung e auf Θ˜ differenzierbar.
Es sei ϑ0 ∈ Θ˜0 fest gewa¨hlt. Wir setzen η0 := e(ϑ0) und damit λ0 := ℓ(η0). Dann ist
λ0 = ℓ(η0) = e
−1(η0) = e−1
(
e(ϑ0)
)
= e−1
(
Eϑ0
(
t(ζ1)
))
= e−1
(
Eℓ(ϑ0)
(
t(ζ1)
))
= e−1
(
e
(
ℓ(ϑ0)
))
= ℓ(ϑ0).
In der Tat lassen sich im vorliegenden Fall durch den U¨bergang von der Parametrisierung
durch Θ˜ in die Parametrisierung durch Λ die zugeho¨rigen Fisher-Informationsmatrizen
leichter berechnen und so Ergebnisse beim Studium der Effizienz erzielen.
6.3.10 Satz: Es sei A1,1ζ1 (ϑ0) = i
1,1
ζ1
(ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0). Es ist die Matrix
((Id1×d1 , 0d1×(k−d1))(ψt(ζ1)(ϑ0)
tCovϑ0(t(ζ1))
−1ψt(ζ1)(ϑ0))
−1(Id1×d1 , 0d1×(k−d1))
t)−1
positiv definit und
A1,1ζ1 (ϑ0) =
(
(Id1×d1 , 0d1×(k−d1))
(
ψt(ζ1)(ϑ0)
tCovϑ0
(
t(ζ1)
)−1
ψt(ζ1)(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
.
Beweis: Wir definieren folgende zusa¨tzliche Nabla-Ableitungsoperatoren:
∇ϑ :=
( ∂
∂ϑ1
, . . . ,
∂
∂ϑd
)t
, ∇η :=
( ∂
∂η
, . . . ,
∂
∂ηd
)t
.
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Zudem bezeichne Iζ1(λ0) die Fisher-Informationsmatrix von ζ1 bei Parametrisierung durch
Λ an der Stelle λ0, und Iζ1(η0) die Fisher-Informationsmatrix von ζ1 bei Parametrisierung
durch E an der Stelle η0. Es gilt
∇λc(λ)|λ=λ0 = Eλ0
(
t(ζ1)
)
sowie
Iζ1(λ0) = ∇λ∇tλc(λ)|λ=λ0 = Covλ0
(
t(ζ1)
)
,
wobei die Existenz beider Ausdru¨cke sowie die positive Definitheit der Informationsmatrix
Iζ1(λ0) nach Annahme sichergestellt ist.
Es erfolgt die Transformation der Informationsmatrizen unter den verschiedenen Para-
metrisierungen durch
Iζ1(η0) =
(∇ηℓ(η)t)t|η=η0Iζ1(λ0)∇ηℓ(η)t|η=η0
und
iζ1(ϑ0) =
(∇ϑe(ϑ)t)t|ϑ=ϑ0 Iζ1(η0)∇ϑe(ϑ1)t|ϑ=ϑ0 .
Dann ist
∇λ1e(λ)t|λ1=λ0 = ∇λ∇
t
λc(λ)|λ=λ0 = Iζ1(λ0),
und deshalb wegen der Invertierbarkeit der Abbildung e
∇ηℓ(η)t|η=η0 = ∇ηe
−1(η)t|η=η0 =
(∇λe(λ)t|λ=λ0)−1 = Iζ1(λ0)−1 = Covλ0(t(ζ1))−1.
Damit folgt
Iζ1(η0) =
(∇ηℓ(η)t)t|η=η0Iζ1(λ0)∇ηℓ(η)t|η=η0 = Covλ0(t(ζ1))−1,
und damit mit λ0 = ℓ(ϑ0) und ∇ϑe(ϑ)t|ϑ=ϑ0 = ψt(ζ1)(ϑ0)
iζ1(ϑ0) =
(∇ϑe(ϑ)t)t|ϑ=ϑ0 Iζ1(η0)∇ϑe(ϑ)t|ϑ=ϑ0
=
(∇ϑe(ϑ)t)t|ϑ=ϑ0Covλ0(t(ζ1))−1∇ϑe(ϑ)t|ϑ=ϑ0
=
(∇ϑe(ϑ)t)t|ϑ=ϑ0Covϑ0(t(ζ1))−1∇ϑe(ϑ)t|ϑ1=ϑ0
= ψt(ζ1)(ϑ0)
t
|ϑ=ϑ0Covϑ0
(
t(ζ1)
)−1
ψt(ζ1)(ϑ0).
Dies ist a¨quivalent zu
iζ1(ϑ0)
−1 =
(
ψt(ζ1)(ϑ0)
tCovϑ0
(
t(ζ1)
)−1
ψt(ζ1)(ϑ0)
)−1
.
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Wegen (
iζ1(ϑ0)
−1)
1≤i≤d1
1≤j≤d1
=
(
i1,1ζ1 (ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0)
)−1
= A1,1ζ1 (ϑ0)
−1,
folgt daraus
A1,1ζ1 (ϑ0)
−1 = (Id1×d1 , 0d1×(k−d1))
(
ψt(ζ1)(ϑ0)
tCovϑ0
(
t(ζ1)
)−1
ψt(ζ1)(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
und somit die Behauptung. 
6.3.11 Korollar: Es sei A1,1ζ1 (ϑ0) = i
1,1
ζ1
(ϑ0) − i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0). Ist k = l und ist
die Abbildung t durch die Identita¨t gegeben, so ist die Matrix
((Id1×d1 , 0d1×(k−d1))(ψζ1(ϑ0)
tCovϑ0(ζ1)
−1ψζ1(ϑ0))
−1(Id1×d1 , 0d1×(k−d1))
t)−1
positiv definit, und man erha¨lt
A1,1ζ1 (ϑ0) =
(
(Id1×d1 , 0d1×(k−d1))
(
ψζ1(ϑ0)
tCovϑ0(ζ1)
−1ψζ1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
.
Es sei m eine gerade Zahl, X1 : (Ω,A) → (Rm/2,Bm/2), Y1 : (Ω,A) → (Rm/2,Bm/2),
k = m/2, ζ1 = X1 − Y1 und die Abbildung t durch die Identita¨t gegeben. Dann ist die
Matrix (
(Id1×d1 , 0d1×(k−d1))
(
ψX1−Y1(ϑ0)
t(Covϑ0(X1) + Covϑ0(Y1)− Covϑ0(X1, Y1)
− Covϑ0(X1, Y1)t)−1ψX1−Y1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
positiv definit und man hat
A1,1ζ1 (ϑ0) =
(
(Id1×d1 , 0d1×(k−d1))
(
ψX1−Y1(ϑ0)
t
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)−1
ψX1−Y1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
.
Beweis: Dies folgt mit Hilfe von Satz 6.3.10 analog zum Beweis von Korollar 6.3.2. 
6.3.12 Beispiel: Es seim eine gerade Zahl und X1 : (Ω,A)→ (Rm/2,Bm/2), Y1 : (Ω,A)→
(Rm/2,Bm/2). Weiter sei ζ1 = X1 − Y1 und
( ϑ1ϑ2 ) = ϑ = Eϑ(X1 − Y1), (ϑ1, ϑ2) ∈ Θ˜.
Wir betrachten fu¨r ein gegebenes ϑ10 ∈ Θ1 das Testproblem
H : ϑ1 = ϑ
1
0, K : ϑ1 ∈ Θ1 \ {ϑ10}.
Zudem sei A1,1ζ1 (ϑ0) = i
1,1
ζ1
(ϑ0)−i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0). Es ist ψζ1(ϑ0) die Identita¨t. Weiter
sei die Familie von Verteilungen {QX1−Y1ϑ ;ϑ ∈ Θ} gema¨ß (6.3.2) eine Exponentialfamilie
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mit suffizienter Statistik t. Zudem sei die Abbildung t durch die Identita¨t gegeben. Dann
gilt
effT ′,T (ϑ
0, ϑ1) =ϑ
t
1A
1,1
ζ′1
(ϑ′0)ϑ1
(
ϑt1
(
(Id1×d1 , 0d1×(k−d1))
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
ϑ1
)−1
,
sowie
˜effT ′,T (ϑ
0) =detA1,1ζ′1
(ϑ′0) det
(
(Id1×d1 , 0d1×(k−d1))
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)−1
(Id1×d1 , 0d1×(k−d1))
t
)
.
Konkret kann z.B. der Fall betrachtet werden, dass(
X1
Y1
)
∼ N2k
((
a
b
)
,
(
Σ Π
Πt ∆
))
gilt, wobei a, b ∈ Rk unbekannt, und Σ,∆,Π ∈ Rk×k bekannt seien, und Σ, ∆ und die
zugrunde liegende Kovarianzmatrix von (X1Y1 ) positiv definit seien. Dann ist
X1 − Y1 ∼ Nd(µ,Γ),
mit µ := a− b und Γ := Σ+∆− (Π +Πt), und Γ ist positiv definit. Es ist also Θ1 = Rd1 ,
Θ˜ = Rd1 × Rk−d1 , d1 ≤ k. Zudem ist ϑ1 = µ1, ϑ2 = µ2 und ϑ = µ mit µ = (µ1, µ2). Die
Dichte von X1 − Y1 ist gegeben durch
f
(
x; (ϑ1, ϑ2)
)
=
( 1√
2π
)k 1√
det Γ
exp
(
− 1
2
(x− µ)tΓ−1(x− µ)
)
=
( 1√
2π
)k 1√
det Γ
exp
(
µtΓ−1x− 1
2
µtΓ−1µ− 1
2
xtΓ−1x
)
, x ∈ Rk.
Wir definieren die Abbildung ℓ(ϑ) := Γ−1ϑ, ϑ ∈ Θ˜. Die Abbildung ℓ : Θ˜ → Λ ist stetig
differenzierbar und injektiv mit nirgends verschwindender Funktionaldeterminante. Ferner
ist Λ = Rk. Es ist die Abbildung c gegeben durch
c : Λ→ R, c(λ) := −1
2
λtΓλ,
und die Abbildung r gegeben durch
r : (Rk,Bk)→ (R,B), r(x) :=
( 1√
2π
)k 1√
det Γ
exp
(
− 1
2
xtΓ−1x
)
.
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6.3.13 Bemerkung: Die aus Satz 6.3.10 resultierende Effizienz ha¨ngt im Fall von ζ1 =
(X1Y1 ) oder ζ1 = X1−Y1 nur von den Randverteilungen QX1ϑ0 und QY1ϑ0 der verbundenen Stich-
probe, vom Erwartungswert Eϑ0(t(ζ1)) und der Kovarianzmatrix Covϑ0(t(ζ1)) ab; weitere
Abha¨ngigkeitsstrukturen zwischen X1 und Y1 spielen dabei keine Rolle.
6.3.14 Korollar: Es sei A1,1ζ1 (ϑ0) = i
1,1
ζ1
(ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0). Dann gilt:
a) Es gilt die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≤
(
(Id1×d1 , 0d1×(k−d1))
(
ψt(ζ1)(ϑ0)
tCovϑ0
(
t(ζ1)
)−1
ψt(ζ1)(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
sowie die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≥
(
(Id1×d1 , 0d1×(k−d1))
(
ψt(ζ1)(ϑ0)
tCovϑ0
(
t(ζ1)
)−1
ψt(ζ1)(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
⇔ inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≥ 1.
b) Ist k = l und ist die Abbildung t durch die Identita¨t gegeben, gilt die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≤
(
(Id1×d1 , 0d1×(k−d1))
(
ψζ1(ϑ0)
tCovϑ0(ζ1)
−1ψζ1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
sowie die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≥
(
(Id1×d1 , 0d1×(k−d1))
(
ψζ1(ϑ0)
tCovϑ0(ζ1)
−1ψζ1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
⇔ inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≥ 1.
c) Ist m eine gerade Zahl, X1 : (Ω,A) → (Rm/2,Bm/2), Y1 : (Ω,A) → (Rm/2,Bm/2),
ζ1 = X1 − Y1, k = m/2 und die Abbildung t durch die Identita¨t gegeben, so gilt die
A¨quivalenz
A1,1ζ′1
(ϑ′0) ≤
(
(Id1×d1 , 0d1×(k−d1))
(
ψX1−Y1(ϑ0)
t
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)−1
ψX1−Y1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
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sowie die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≥
(
(Id1×d1 , 0d1×(k−d1))
(
ψX1−Y1(ϑ0)
t
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)−1
ψX1−Y1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
⇔ inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≥ 1.
Beweis: Dies folgt unmittelbar aus Satz 6.3.10, Korollar 6.3.11 und Lemma 4.5.2. 
6.3.15 Bemerkung: Es sei k = l und ψt(ζ1)(ϑ0) eine quadratische invertierbare Matrix.
Zudem sei A1,1ζ1 (ϑ0) = i
1,1
ζ1
(ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0). Dann gilt die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≤
(
(Id1×d1 , 0d1×(k−d1))
(
ψt(ζ1)(ϑ0)
tCovϑ0
(
t(ζ1)
)−1
ψt(ζ1)(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
a¨quivalent
A1,1ζ′1
(ϑ′0)
−1 ≥(Id1×d1 , 0d1×(k−d1))ψt(ζ1)(ϑ0)−1Covϑ0
(
t(ζ1)
)(
ψt(ζ1)(ϑ0)
t
)−1
(Id1×d1 , 0d1×(k−d1))
t ⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1.
Ist zusa¨tzlich die Abbildung t durch die Identita¨t gegeben, gilt die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≤
(
(Id1×d1 , 0d1×(k−d1))
(
ψζ1(ϑ0)
tCovϑ0(ζ1)
−1ψζ1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
a¨quivalent
A1,1ζ′1
(ϑ′0)
−1 ≥ (Id1×d1 , 0d1×(k−d1))ψζ1(ϑ0)−1Covϑ0(ζ1)
(
ψζ1(ϑ0)
t
)−1
(Id1×d1 , 0d1×(k−d1))
t
⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1.
Weiter ist
e˜ffT ′,T (ϑ
0) =
detA1,1ζ′1
(ϑ0) det
(
(Id1×d1 , 0d1×(k−d1))ψζ1(ϑ0)
−1Covϑ0(ζ1)
(
ψζ1(ϑ0)
t
)−1
(Id1×d1 , 0d1×(k−d1))
t
)
.
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Ist weiter m eine gerade Zahl, X1 : (Ω,A) → (Rm/2,Bm/2), Y1 : (Ω,A) → (Rm/2,Bm/2),
ζ1 = X1 − Y1 und k = m/2, haben wir die A¨quivalenz
A1,1ζ′1
(ϑ′0) ≤
(
(Id1×d1 , 0d1×(k−d1))
(
ψX1−Y1(ϑ0)
t
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)−1
ψX1−Y1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
a¨quivalent
A1,1ζ′1
(ϑ′0)
−1 ≥ (Id1×d1 , 0d1×(k−d1))ψX1−Y1(ϑ0)−1
(
Covϑ0(X1) + Covϑ0(Y1)
− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t
)(
ψX1−Y1(ϑ0)
t
)−1
(Id1×d1 , 0d1×(k−d1))
t
⇔ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1.
ist ψζ1(ϑ0) eine quadratische invertierbare Matrix, gilt φζ1(ϑ0) = (Id1×d1 , 0d1×(k−d1))
ψζ1(ϑ0)
−1. Dann sind die in Satz 6.2.2 entsprechend genannten Kriterien nicht nur hin-
reichend, sondern sogar notwendig.
6.3.16 Bemerkung: Es sei m eine gerade Zahl, X1 : (Ω,A) → (Rm/2,Bm/2) und Y1 :
(Ω,A)→ (Rm/2,Bm/2). Weiter sei ζ1 = X1− Y1 und ζ ′1 = X ′1− Y ′1 . Zudem sei die Effizienz
gegeben durch
effT ′,T (ϑ
0, ϑ1) =
ϑt1
(
i1,1ζ′1
(ϑ′0)− i1,2ζ′1 (ϑ
′
0)i
2,2
ζ′1
(ϑ′0)
−1i2,1ζ′1 (ϑ
′
0)
)
ϑ1
ϑt1
(
i1,1ζ1 (ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0)
)
ϑ1
.
Es sei die Familie von Verteilungen {QX1−Y1ϑ ;ϑ ∈ Θ˜} gema¨ß (6.3.2) eine Exponentialfamilie
mit suffizienter Statistik t.
Ist die Familie von Verteilungen {MX′1−Y ′1ϑ′ ;ϑ′ ∈ Θ˜′} gema¨ß (6.3.2) eine Exponentialfamilie
mit suffizienter Statistik t′, so kann unter analogen Voraussetzung analog zum Beweis von
Satz 6.3.1 gezeigt werden, dass in diesem Fall die Effizienz die Gestalt
effT ′,T (ϑ
0, ϑ1)
=ϑt1
(
(Id1×d1 , 0d1×(k′−d1))
(
ψt′(X′1−Y ′1)(ϑ
′
0)
tCovϑ′0
(
t′(X ′1 − Y ′1)
)−1
ψt′(X′1−Y ′1)(ϑ
′
0)
)−1
(Id1×d1 , 0d1×(k′−d1))
t
)−1
ϑ1(
ϑt1
(
(Id1×d1 , 0d1×(k−d1))
(
ψt(X1−Y1)(ϑ0)
tCovϑ0
(
t(X1 − Y1)
)−1
ψt(X1−Y1)(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
ϑ1
)−1
.
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besitzt. Sind nun t′ und t durch die Identita¨t gegeben und gilt k = k′, so gilt wegen (6.1.3)
Eϑ0(X1 − Y1) = Eϑ′0(X ′1 − Y ′1),
d.h. Eϑ0(X1−Y1) = Eϑ′0(X ′1−Y ′1) ha¨ngt nur noch von ϑ10 ab. Dann gilt sogar ψX1−Y1(ϑ0) =
ψX′1−Y ′1 (ϑ
′
0). Unter diesen Voraussetzungen vereinfacht sich die Effizienz zu
effT ′,T (ϑ
0, ϑ1)
=ϑt1
(
(Id1×d1 , 0d1×(k−d1))
(
ψX1−Y1(ϑ0)
tCovϑ′0(X
′
1 − Y ′1)−1ψX1−Y1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
ϑ1(
ϑt1
(
(Id1×d1 , 0d1×(k−d1))
(
ψX1−Y1(ϑ0)
tCovϑ0(X1 − Y1)−1ψX1−Y1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
ϑ1
)−1
.
Wegen der positiven Definitheit der beteiligten Matrizen gilt(
(Id1×d1 , 0d1×(k−d1))
(
ψX1−Y1(ϑ0)
tCovϑ′0(X
′
1 − Y ′1)−1ψX1−Y1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
{≥
≤
}(
(Id1×d1 , 0d1×(k−d1))
(
ψX1−Y1(ϑ0)
tCovϑ0(X1 − Y1)−1ψX1−Y1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t
)−1
⇔ (Id1×d1 , 0d1×(k−d1))
(
ψX1−Y1(ϑ0)
tCovϑ′0(X
′
1 − Y ′1)−1ψX1−Y1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t{≤
≥
}
(Id1×d1 , 0d1×(k−d1))
(
ψX1−Y1(ϑ0)
tCovϑ0(X1 − Y1)−1ψX1−Y1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t.
Es ist (
ψX1−Y1(ϑ0)
tCovϑ′0(X
′
1 − Y ′1)−1ψX1−Y1(ϑ0)
)−1{≤
≥
}(
ψX1−Y1(ϑ0)
tCovϑ0(X1 − Y1)−1ψX1−Y1(ϑ0)
)−1
⇒ (Id1×d1 , 0d1×(k−d1))
(
ψX1−Y1(ϑ0)
tCovϑ′0(X
′
1 − Y ′1)−1ψX1−Y1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t{≤
≥
}
(Id1×d1 , 0d1×(k−d1))
(
ψX1−Y1(ϑ0)
tCovϑ0(X1 − Y1)−1ψX1−Y1(ϑ0)
)−1
(Id1×d1 , 0d1×(k−d1))
t.
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Weiter ist (
ψX1−Y1(ϑ0)
tCovϑ′0(X
′
1 − Y ′1)−1ψX1−Y1(ϑ0)
)−1{≤
≥
}(
ψX1−Y1(ϑ0)
tCovϑ0(X1 − Y1)−1ψX1−Y1(ϑ0)
)−1
⇔ ψX1−Y1(ϑ0)tCovϑ′0(X ′1 − Y ′1)−1ψX1−Y1(ϑ0){≥
≤
}
ψX1−Y1(ϑ0)
tCovϑ0(X1 − Y1)−1ψX1−Y1(ϑ0).
Zudem gilt
Covϑ′0(X
′
1 − Y ′1)−1
{≥
≤
}
Covϑ0(X1 − Y1)−1
⇒ ψX1−Y1(ϑ0)tCovϑ′0(X ′1 − Y ′1)−1ψX1−Y1(ϑ0){≥
≤
}
ψX1−Y1(ϑ0)
tCovϑ0(X1 − Y1)−1ψX1−Y1(ϑ0).
Dann gilt die Implikation
Covϑ0(X1 − Y1) ≤ Covϑ′0(X ′1 − Y ′1) ⇒ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1,
und die Implikation
Covϑ0(X1 − Y1) ≥ Covϑ′0(X ′1 − Y ′1) ⇒ inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≥ 1.
Es ist
Covϑ0(X1 − Y1) = Covϑ0(X1) + Covϑ0(Y1)− Covϑ0(X1, Y1)− Covϑ0(X1, Y1)t,
und wegen (6.1.2) und (6.1.3)
Covϑ′0(X
′
1 − Y ′1) = Covϑ0(X ′1) + Covϑ0(Y ′1)− Covϑ0(X ′1, Y ′1)− Covϑ0(X ′1, Y ′1)t
= Covϑ0(X
′
1) + Covϑ0(Y
′
1) = Covϑ0(X1) + Covϑ0(Y1).
Daher gelten die Implikationen
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≥ 0 ⇒ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1
und
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≤ 0 ⇒ inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≥ 1.
Wegen Lemma 4.5.4 gelten dann auch die Implikationen
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≥ 0 ⇒ e˜ffT ′,T (ϑ0) ≤ 1
und
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≤ 0 ⇒ e˜ffT ′,T (ϑ0) ≥ 1.
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6.3.17 Beispiel: Betrachten wir die Situation aus Beispiel 6.3.12: Es sei m eine gerade
Zahl und X1 : (Ω,A)→ (Rm/2,Bm/2), Y1 : (Ω,A)→ (Rm/2,Bm/2). Weiter sei ζ1 = X1−Y1,
ζ ′1 = X
′
1 − Y ′1 , k = k′, Θ˜ = Θ˜′ und
( ϑ1ϑ2 ) = ϑ = Eϑ(X1 − Y1) = (
ϑ1
ϑ′2
) = ϑ′ = Eϑ′(X ′1 − Y ′1), (ϑ1, ϑ2) ∈ Θ˜.
Wir betrachten fu¨r das gegebene ϑ10 ∈ Θ1 das Testproblem
H : ϑ1 = ϑ
1
0, K : ϑ1 ∈ Θ1 \ {ϑ10}.
Die Effizienz sei gegeben durch
effT ′,T (ϑ
0, ϑ1) =
ϑt1
(
i1,1ζ′1
(ϑ′0)− i1,2ζ′1 (ϑ
′
0)i
2,2
ζ′1
(ϑ′0)
−1i2,1ζ′1 (ϑ
′
0)
)
ϑ1
ϑt1
(
i1,1ζ1 (ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0)
)
ϑ1
.
Dann ist ψζ1(ϑ0) = ψζ′1(ϑ
′
0) gegeben durch die Einheitsmatrix.
Es sei die Familie von Verteilungen {QX1−Y1ϑ ;ϑ ∈ Θ˜} gema¨ß (6.3.2) eine Exponentialfa-
milie mit suffizienter Statistik t. Zudem sei die Abbildung t durch die Identita¨t gegeben.
Weiter sei die Familie von Verteilungen {MX′1−Y ′1ϑ′ ;ϑ′ ∈ Θ˜′} gema¨ß (6.3.2) eine Exponential-
familie mit suffizienter Statistik t′. Zudem sei die Abbildung t′ durch die Identita¨t gegeben.
Dann gelten die Implikationen
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≥ 0 ⇒ sup
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≤ 1
und
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≤ 0 ⇒ inf
ϑ1∈Rd1\{0}
effT ′,T (ϑ
0, ϑ1) ≥ 1,
sowie die Implikationen
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≥ 0 ⇒ e˜ffT ′,T (ϑ0) ≤ 1
und
Covϑ0(X1, Y1) + Covϑ0(X1, Y1)
t ≤ 0 ⇒ e˜ffT ′,T (ϑ0) ≥ 1.
Konkret kann z.B. der Fall betrachtet werden, dass(
X1
Y1
)
∼ N2k
((
a
b
)
,
(
Σ Π
Πt ∆
))
gilt, wobei a, b ∈ Rk unbekannt und Σ,∆,Π ∈ Rk×k bekannt seien, und Σ, ∆ und die
zugrunde liegende Kovarianzmatrix von (X1Y1 ) positiv definit seien. Dann gilt wegen (6.1.2)
und (6.1.3) auch (
X ′1
Y ′1
)
∼ N2k
((
a
b
)
,
(
Σ 0
0 ∆
))
.
Das in diesem konkreten Fall alle oben genannten Voraussetzungen erfu¨llt sind, kann den
Ausfu¨hrungen aus Beispiel 6.3.12 entnommen werden.
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6.3.18 Bemerkung: Die in Bemerkung 6.3.16 und Beispiel 6.3.17 erarbeiteten Kriterien
sind unter den genannten Voraussetzungen auch hinreichende Kriterien fu¨r e˜ffT ′,T (ϑ
0) ≤ 1
bzw. e˜ffT ′,T (ϑ
0) ≥ 1. Beachte hierzu Lemma 4.5.4.
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7 Vergleiche bei Scha¨tzverfahren
7.1 Einleitung
Wie wir am Anfang der Arbeit ausgefu¨hrt haben, kann der Vergleich zweier Experimente,
z. B. von unabha¨ngiger und verbundener Stichprobenerhebung, nicht nur anhand der Qua-
lita¨t von verschiedenen Testverfahren, sondern auch anhand der Qualita¨t verschiedener
Punktscha¨tzverfahren oder der Qualita¨t verschiedener Konfidenzbereichsscha¨tzverfahren
vorgenommen werden. Diese beiden Ansa¨tze wollen wir in diesem Abschnitt genauer be-
trachten.
Die Ausfu¨hrungen in den Abschnitten 5 und 6 beziehen sich auf Effizienzen statistischer
Tests, wie sie unter bestimmten Voraussetzungen vorkommen, wenn bei beiden Experi-
menten ein optimaler Test verwendet wird; siehe Abschnitt 4. In der Tat erha¨lt man un-
ter bestimmten Voraussetzungen a¨hnliche Effizienzen fu¨r Scha¨tzer, wenn man optimale
Scha¨tzer betrachtet. Genauso erha¨lt man unter bestimmten Voraussetzungen die gleichen
Effizienzen fu¨r Konfidenzbereichsscha¨tzer, wenn man optimale Konfidenzbereichsscha¨tzer
betrachtet.
Insofern lassen sich die Resultate aus den Abschnitten 5 und 6 auch anwenden, wenn
eine Fragestellung bezu¨glich eines Punkt- oder Konfidenzbereichsscha¨tzverfahrens vorliegt
und der Vergleich zweier Experimente anhand der Qualita¨t verschiedener Punktscha¨tz-
bzw. Konfidenzbereichsscha¨tzverfahren vorgenommen wird.
7.2 Punktscha¨tzverfahren
Es sei fu¨r ein d ∈ N ∅ 6= Θ ⊂ Rd. Auf dem zugrunde liegenden statistischen Raum (Ω,A,P),
mit P = {Pϑ;ϑ ∈ Θ}, sei eine Folge von Scha¨tzern (tn)n∈N fu¨r den unbekannten Parameter
ϑ ∈ Θ mit
tn : (Ω,A)→ (Rd,Bd)
gegeben. Wir bezeichnen mit t := (tn)n∈N die Folge von Scha¨tzern fu¨r ϑ.
Bei der Definition der relativen Effizienz zweier Scha¨tzer orientieren wir uns an van der
Vaart ([38]). Wir betrachten zuna¨chst nur den Fall d = 1. Wir nehmen an, dass die Folge
von Scha¨tzern fu¨r ϑ
√
n(tn − ϑ) v−→ N
(
0, σ2t (ϑ)
)
fu¨r n→∞
erfu¨lle, mit einem σ2t (ϑ) > 0. Es sei eine Sequenz natu¨rlicher Zahlen (Nt,i)i∈N gegeben mit
limi→∞Nt,i =∞ und
√
i(tNt,i − ϑ) v−→ N(0, 1) fu¨r i→∞.
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Sind dann tn und t
′
n zwei Scha¨tzer mit den genannten Eigenschaften, so heißt der Grenzwert
˜˜efft′,t := e˜fft′,t(ϑ) := lim
i→∞
Nt′,i/Nt,i
relative Effizienz der Scha¨tzer t und t′ an der Stelle ϑ. Dieser Grenzwert existiert, wie man
wie folgt sieht:
Es ist
√
i√
Nt,i
√
Nt,i(tNt,i − ϑ)︸ ︷︷ ︸
v→N(0,σ2t (ϑ))
=
√
i(tNt,i − ϑ) v−→ N(0, 1) fu¨r i→∞,
woraus limi→∞
√
i/
√
Nt,i = 1/σt(ϑ), mit σt(ϑ) :=
√
σ2t (ϑ), folgt. Analog kann fu¨r die Folge
von Scha¨tzern t′ argumentiert werden. Daher gilt
lim
i→∞
Nt′,i
Nt,i
= lim
i→∞
( √i√
Nt,i
√
i√
Nt′,i
)2
=
σ2t (ϑ)
σ2t′(ϑ)
= ˜˜efft′,t(ϑ).
Die relative Effizienz an der Stelle ϑ ist also durch das Verha¨ltnis der Varianzen der Grenz-
verteilung gegeben, was sehr plausibel ist.
Wollen wir nun fu¨r d > 1 eine Effizienz in dieser Art und Weise definieren, so stel-
len wir fest, dass sich dieses Konzept der relativen Effizienz nicht automatisch auf den
mehrdimensionale Fall u¨bertragen la¨sst. Dies liegt daran, dass im Allgemeinen fu¨r d > 1
keine Sequenz natu¨rlicher Zahlen (Nt,i)i∈N existieren wird, sodass limi→∞Nt,i = ∞ und√
i(tNt,i − ϑ) v→ Nd(0, Id) fu¨r i→∞ gilt.
Dennoch la¨sst sich dieses Konzept auf ho¨herdimensionale Situationen verallgemeinern. Es
sei d ≥ 1. Wir nehmen an, dass
√
n(tn − ϑ) v−→ Nd
(
0,Σt(ϑ)
)
fu¨r n→∞
gilt, mit einer symmetrischen und positiv definiten Matrix Σt(ϑ) ∈ Rd×d.
Nun besteht die Mo¨glichkeit, die relative Effizienz zweier Folgen von Scha¨tzern t und t′ mit
dieser Eigenschaft als das Verha¨ltnis der Determinanten der zugeho¨rigen Kovarianzmatri-
zen zu definieren, also
e˜fft′,t := e˜fft′,t(ϑ) :=
detΣt(ϑ)
detΣt′(ϑ)
zu setzen; siehe z.B. Serfling ([36]). Dann sind fu¨r d = 1 die Definitionen von e˜fft′,t und
˜˜efft′,t a¨quivalent.
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Wir wollen hier zusa¨tzlich ein anderes Vorgehen studieren. Dazu sei fu¨r alle ϑ1 ∈ Rd \ {0}
eine Sequenz natu¨rlicher Zahlen (Nt,i(ϑ1))i∈N gegeben mit
√
i(ϑt1tNt,i(ϑ1) − ϑt1ϑ) v−→ N(0, 1) fu¨r i→∞.
Sind dann tn und t
′
n zwei Scha¨tzer fu¨r ϑ mit den genannten Eigenschaften, so heißt der
Grenzwert
efft′,t := efft′,t(ϑ, ϑ1) := lim
i→∞
Nt′,i(ϑ1)/Nt,i(ϑ1)
relative Effizienz der Scha¨tzer t und t′. Dieser Grenzwert existiert, wie man wie folgt sieht:
Es gilt
√
i√
Nt,i(ϑ1)
√
Nt,i(ϑ1)(ϑ
t
1tNt,i(ϑ1) − ϑt1ϑ)︸ ︷︷ ︸
v→N(0,ϑt1Σt(ϑ)ϑ1)
=
√
i(ϑt1tNt,i(ϑ1) − ϑt1ϑ) v−→ N(0, 1) fu¨r i→∞,
woraus limi→∞
√
i/
√
Nt,i(ϑ1) = 1/
√
ϑt1Σt(ϑ)ϑ1 folgt. Analog kann fu¨r die Folge von Scha¨tzern
t′ argumentiert werden. Daher erha¨lt man
efft′,t(ϑ, ϑ1) = lim
i→∞
Nt′,i(ϑ1)
Nt,i(ϑ1)
= lim
i→∞
( √i√
Nt,i(ϑ1)√
i√
Nt′,i(ϑ1)
)2
=
ϑt1Σt(ϑ)ϑ1
ϑt1Σt′(ϑ)ϑ1
.
Dann sind fu¨r d = 1 die Definitionen von e˜fft′,t,
˜˜efft′,t und efft′,t a¨quivalent. Fu¨r d ≥ 1 gibt
die folgende Bemerkung einen Zusammenhang zwischen den Effizienzbegriffen e˜fft′,t und
efft′,t an.
7.2.1 Bemerkung: Es gelten folgende Implikationen:
a) supϑ1∈Rd\{0} efft′,t(ϑ, ϑ1) < 1 ⇒ e˜fft′,t(ϑ) < 1.
b) supϑ1∈Rd\{0} efft′,t(ϑ, ϑ1) ≤ 1 ⇒ e˜fft′,t(ϑ) ≤ 1.
c) efft′,t(ϑ, ϑ1) = 1 ∀ ϑ1 ∈ Rd \ {0} ⇒ e˜fft′,t(ϑ) = 1.
d) infϑ1∈Rd\{0} efft′,t(ϑ, ϑ1) ≥ 1 ⇒ e˜fft′,t(ϑ) ≥ 1.
e) infϑ1∈Rd\{0} efft′,t(ϑ, ϑ1) > 1 ⇒ e˜fft′,t(ϑ) > 1.
Dies folgt analog zum Beweis von Lemma 4.5.4.
Wie in Abschnitt 6 gehen wir nun von einer bestimmten Modellannahme aus, die ein
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Spezialfall der bereits in Unterabschnitt 4.1 getroffenen Modellannahme darstellt. Es han-
delt sich um die Situation aus Bemerkung 4.2.8 und Unterabschnitt 4.4, d.h. es liegt das
Modell aus Unterabschnitt 4.1 vor, wobei fu¨r ein gegebenes ϑ10 ∈ Θ1 {ϑ10} = Θ10 ist. Wir
nehmen an, dass die Mengen Θ˜ und Θ˜′ offen und konvex sind.
Im Folgenden wollen wir Annahmen an die Zufallsvariablen ζ1 und ζ
′
1 bei den zugrun-
de liegenden injektiven Parametrisierungen durch Θ˜ und Θ˜′ formulieren. Zudem werden
wir zugeho¨rige Scha¨tzer tn und t
′
n basierend auf ζ1, . . . , ζn und ζ
′
1, . . . , ζ
′
n einfu¨hren und
diese ebenfalls mit Bedingungen versehen. Der Einfachheit halber fu¨hren wir dies nur fu¨r
ζ1, Θ˜ und tn aus; in analoger Weise sollen alle Definitionen und Annahmen auch fu¨r ζ
′
1, Θ˜
′,
und t′n gelten. Dabei werden die im Zusammenhang mit ζ1, Θ˜ und tn eingefu¨hrten Gro¨ßen
im Zusammenhang mit ζ ′1, Θ˜
′, und t′n mit einem Strich versehen.
Es sei ϑ ∈ Θ˜ und t = (tn)n∈N eine Folge von Scha¨tzern fu¨r den unbekannten Parame-
ter ϑ basierend auf der Stichprobe ζ1, . . . , ζn, d.h. es ist hn : (R
n,Sn)→ (Rk,Bk) fu¨r jedes
n ∈ N und tn = hn(ζ1, . . . , ζn).
Wir nehmen an, dass ein σ-endliches Maß µ auf (R,S) existiert, sodass fu¨r jedes ϑ ∈ Θ˜
Qζ1ϑ ≪ µ gilt und f(·;ϑ) eine µ-Dichte von Qζ1ϑ ist. Wir setzen generell voraus, dass
f(z;ϑ) > 0 fu¨r alle ϑ ∈ Θ˜ und alle z ∈ R. Es sei die Abbildung ϑ 7→ f(z;ϑ), ϑ ∈ Θ˜,
fu¨r alle z ∈ R stetig differenzierbar. Zudem nehmen wir an, dass fu¨r alle ϑ ∈ Θ˜ die
Fisher-Informationsmatrix aus Qζ1ϑ , iζ1(ϑ), existiert, endliche Eintra¨ge besitzt und po-
sitiv definit ist. Mit der am Anfang von Unterabschnitt 4.2 eingefu¨hrten Notation und
ϑ = (ϑ1, . . . , ϑk)
t ∈ Θ˜ ist dann
iζ1(ϑ) =
(
Eϑ
(
∂
∂ϑi
L(ζ1, ϑ)
∂
∂ϑj
L(ζ1, ϑ)
))
1≤i≤k
1≤j≤k
, ϑ ∈ Θ˜,
Dann sei
iζ1(ϑ) =
(
i1,1ζ1 (ϑ) i
1,2
ζ1
(ϑ)
i2,1ζ1 (ϑ) i
2,2
ζ1
(ϑ)
)
, ϑ ∈ Θ˜,
mit i1,1ζ1 (ϑ) ∈ Rd1×d1 , i1,2ζ1 (ϑ) ∈ Rd1×(k−d1), i2,1ζ1 (ϑ) ∈ R(k−d1)×d1 , i2,2ζ1 (ϑ) ∈ R(k−d1)×(k−d1). D.h.
i1,1ζ1 (ϑ) ist die Informationsmatrix aus ζ1, wenn fu¨r ϑ = (ϑ
1, ϑ2) ∈ Θ˜ der Parameter ϑ1 als
einziger variabler Parameter, und ϑ2 als fest und gegeben betrachtet wird.
Zudem existiere fu¨r alle n ∈ N und alle ϑ ∈ Θ˜ Eϑ(tn), besitze endliche Eintra¨ge und
es gelte fu¨r alle ϑ = (ϑ1, . . . , ϑk)
t ∈ Θ˜
∂
∂ϑi
∫
f(z;ϑ)dµ(z) =
∫
∂
∂ϑi
f(z;ϑ)dµ(z) = 0, i = 1, . . . , k,
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sowie fu¨r alle ϑ = (ϑ1, . . . , ϑk)
t ∈ Θ˜ und alle n ∈ N
∂
∂ϑi
∫
hn(z1, . . . , zn)f(z1;ϑ) · · · f(zn;ϑ)dµ(z1) . . . dµ(zn)
=
∫
hn(z1, . . . , zn)
∂
∂ϑi
(f(z1;ϑ) · · · f(zn;ϑ))dµ(z1) . . . dµ(zn), i = 1, . . . , k.
Dann sei mit tn = (tn,1, . . . , tn,k)
t
ψtn(ϑ) :=
( ∂
∂ϑj
Eϑ0(tn,i)
)
1≤i≤k
1≤j≤k
, ϑ ∈ Θ˜.
Fu¨r alle n ∈ N existiere Covϑ(tn) und besitze endliche Eintra¨ge. Dann liefert die Crame´r-
Rao-Ungleichung
Covϑ(tn) ≥ 1
n
ψtn(ϑ)iζ1(ϑ)
−1ψtn(ϑ)
t, ϑ ∈ Θ˜, n ∈ N,
wobei hier Ungleichungen immer im Sinn der Definitheit der Differenz der Matrizen zu
lesen sind; siehe hierzu Unterabschnitt 6.1. Gilt speziell Eϑ(tn) = ϑ, ϑ ∈ Θ˜, so folgt
ψtn(ϑ) = Ik×k, n ∈ N, und damit
Covϑ(tn) ≥ 1
n
iζ1(ϑ)
−1, n ∈ N.
In diesem Sinn kann der Scha¨tzer tn aufgrund seiner Eigenschaft
√
n(tn − ϑ) v−→ Nk
(
0,Σt(ϑ)
)
fu¨r n→∞
asymptotisch optimal bei ϑ ∈ Θ˜ genannt werden, wenn
Σt(ϑ) = iζ1(ϑ)
−1 (7.2.1)
gilt. Siehe hierzu z.B. [38]. Im Folgenden wollen wir ausschließlich solche Scha¨tzer tn be-
trachten.
Es sei fu¨r l ∈ N eine Abbildung p : (Rk,Bk) → (Rl,Bl) gegeben. Dann ist p(tn) ein
Scha¨tzer fu¨r p(ϑ). Ist die Abbildung p in ϑ ∈ Θ˜ differenzierbar mit zugeho¨riger Jacobima-
trix Jp(ϑ), so liefert das Fehlerfortpflanzungsgesetz
√
n
(
p(tn)− p(ϑ)
) v−→ Nl(0,Jp(ϑ)iζ1(ϑ)−1Jp(ϑ)t) fu¨r n→∞.
Betrachten wir nun speziell die Abbildung p : (Rk,Bk)→ (Rd1 ,Bd1) gegeben durch p(x) :=
x1, x = (x1, x2) ∈ Rd1 × Rk−d1 , so ist Jp(ϑ) = (Id1×d1 , 0d1×(k−d1)), ϑ ∈ Θ˜, und wir erhalten
mit ϑ = ( ϑ
1
ϑ2
) ∈ Θ˜,
√
n
(
p(tn)− ϑ1
) v−→ Nd1(0, (Id1×d1 , 0d1×(k−d1))iζ1(ϑ)−1(Id1×d1 , 0d1×(k−d1))t) fu¨r n→∞.
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Es ist
i1,1ζ1 (ϑ)− i1,2ζ1 (ϑ)i2,2ζ1 (ϑ)−1i2,1ζ1 (ϑ)
das Schurkomplement von i2,2ζ1 (ϑ0) in iζ1(ϑ0). Wegen(
iζ1(ϑ)
−1)
1≤i≤d1
1≤j≤d1
=
(
i1,1ζ1 (ϑ)− i1,2ζ1 (ϑ)i2,2ζ1 (ϑ)−1i2,1ζ1 (ϑ)
)−1
gilt
√
n
(
p(tn)− ϑ1
) v−→ Nd1(0, (i1,1ζ1 (ϑ)− i1,2ζ1 (ϑ)i2,2ζ1 (ϑ)−1i2,1ζ1 (ϑ))−1) fu¨r n→∞.
Somit ist die relative Effizienz zweier solcher Scha¨tzer t und t′ fu¨r ϑ10 mit ϑ
0 = (ϑ10, ϑ2, ϑ
′
2) ∈
Θ0, ϑ0 = (
ϑ10
ϑ2
) ∈ Θ˜0, ϑ′0 = ( ϑ
1
0
ϑ′2
) ∈ Θ˜′0, und ϑ1 ∈ Rd1 \ {0} gegeben durch
efft′,t(ϑ
0, ϑ1) =
ϑt1
(
i1,1ζ1 (ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0)
)−1
ϑ1
ϑt1
(
i1,1ζ′1
(ϑ′0)− i1,2ζ′1 (ϑ
′
0)i
2,2
ζ′1
(ϑ′0)−1i
2,1
ζ′1
(ϑ′0)
)−1
ϑ1
.
Nun sei t = (tn)n∈N eine Folge von Scha¨tzern fu¨r den unbekannten Parameter ϑ1 ∈ Θ1
basierend auf der Stichprobe ζ1, . . . , ζn, d.h. es ist hn : (R
n,Sn) → (Rd1 ,Bd1) fu¨r jedes
n ∈ N und tn = hn(ζ1, . . . , ζn). Diese Folge von Scha¨tzern erfu¨lle
√
n(tn − ϑ1) v−→ Nd1
(
0,Σt(ϑ)
)
fu¨r n→∞,
mit einer symmetrischen und positiv definiten Matrix Σt(ϑ) ∈ Rd1×d1 , ϑ = ( ϑ1ϑ2 ) ∈ Θ˜.
Argumentiert man wie oben, so kann diese Folge von Scha¨tzern als optimal bei ϑ ∈ Θ˜
bezeichnet werden, wenn
Σt(ϑ) = i
1,1
ζ1
(ϑ)−1 (7.2.2)
gilt. Schließlich ist i1,1ζ1 (ϑ) die Informationsmatrix aus Q
ζ1
ϑ , wenn fu¨r ϑ = (
ϑ1
ϑ2
) ∈ Θ˜ der
Parameter ϑ1 als einziger variabler Parameter, und ϑ2 als fest gegeben betrachtet wird.
Siehe hierzu z.B. [38].
Somit ist die relative Effizienz zweier solcher Scha¨tzer t und t′ fu¨r ϑ10 mit ϑ
0 = (ϑ10, ϑ2, ϑ
′
2) ∈
Θ0, ϑ0 = (
ϑ10
ϑ2
) ∈ Θ˜0, ϑ′0 = ( ϑ
1
0
ϑ′2
) ∈ Θ˜′0 und ϑ1 ∈ Rd1 \ {0} gegeben durch
efft′,t(ϑ
0, ϑ1) =
ϑt1i
1,1
ζ1
(ϑ0)
−1ϑ1
ϑt1ı
1,1
ζ′1
(ϑ′0)−1ϑ1
.
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Legen wir also fu¨r die betrachteten Scha¨tzer die Optimalita¨t gegeben durch (7.2.1) oder
(7.2.2) zugrunde, so ergeben sich mit ϑ0 = (ϑ10, ϑ2, ϑ
′
2) ∈ Θ0, ϑ0 = ( ϑ
1
0
ϑ2
) ∈ Θ˜0, ϑ′0 = ( ϑ
1
0
ϑ′2
) ∈
Θ˜′0 und ϑ1 ∈ Rd1 \ {0} Effizienzen der Form
efft′,t(ϑ
0, ϑ1) =
ϑt1A
1,1
ζ1
(ϑ0)
−1ϑ1
ϑt1A
1,1
ζ′1
(ϑ′0)−1ϑ1
,
oder aber gema¨ß [36] Effizienzen der Form
e˜fft′,t(ϑ
0) =
detA1,1ζ′1
(ϑ′0)
detA1,1ζ1 (ϑ0)
,
wobei
A1,1ζ1 (ϑ0) = (i
1,1
ζ1
(ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0) oder A1,1ζ1 (ϑ0) = i1,1ζ1 (ϑ0),
sowie
A1,1ζ′1
(ϑ′0) = (i
1,1
ζ′1
(ϑ′0)− i1,2ζ′1 (ϑ
′
0)i
2,2
ζ′1
(ϑ′0)
−1i2,1ζ′1 (ϑ
′
0) oder A
1,1
ζ′1
(ϑ′0) = i
1,1
ζ′1
(ϑ′0)
gilt.
Um eine Verbindung zu den Effizienzen fu¨r statistische Tests herzustellen, erinnern wir dar-
an, dass wir unter Beachtung von Bemerkung 4.2.8 mit Hilfe der Resultate aus Abschnitt
4 sahen, dass die Effizienz von Tests T und T ′ mit ϑ0 = (ϑ10, ϑ2, ϑ
′
2) ∈ Θ0, ϑ0 = ( ϑ
1
0
ϑ2
) ∈ Θ˜0,
ϑ′0 = (
ϑ10
ϑ′2
) ∈ Θ˜′0 und ϑ1 ∈ Rd1 \ {0} ha¨ufig die Gestalt
effT ′,T (ϑ
0, ϑ1) =
ϑt1A
1,1
ζ′1
(ϑ′0)ϑ1
ϑt1A
1,1
ζ1
(ϑ0)ϑ1
,
oder die Gestalt
e˜ffT ′,T (ϑ
0) =
detA1,1ζ′1
(ϑ′0)
detA1,1ζ1 (ϑ0)
besitzt. Davon wollen wir auch hier ausgehen. Es gilt also e˜fft′,t(ϑ
0, ϑ1) = e˜ffT ′,T (ϑ
0, ϑ1).
Betrachten wir die Efiizienzen
efft′,t(ϑ
0, ϑ1) =
ϑt1A
1,1
ζ1
(ϑ0)
−1ϑ1
ϑt1A
1,1
ζ′1
(ϑ′0)−1ϑ1
und effT ′,T (ϑ
0, ϑ1) =
ϑt1A
1,1
ζ′1
(ϑ′0)ϑ1
ϑt1A
1,1
ζ1
(ϑ0)ϑ1
,
so ko¨nnen wir folgendes Lemma festhalten.
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7.2.2 Lemma: Es gelten die folgenden A¨quivalenzen
a) supϑ1∈Rd1\{0} efft′,t(ϑ
0, ϑ1) < 1 ⇔ supϑ1∈Rd1\{0} effT ′,T (ϑ0, ϑ1) < 1.
b) supϑ1∈Rd1\{0} efft′,t(ϑ
0, ϑ1) ≤ 1 ⇔ supϑ1∈Rd1\{0} effT ′,T (ϑ0, ϑ1) ≤ 1.
c) efft′,t(ϑ
0, ϑ1) = 1 ∀ ϑ1 ∈ Rd1 \ {0} ⇔ effT ′,T (ϑ0, ϑ1) = 1 ∀ ϑ1 ∈ Rd1 \ {0}.
d) infϑ1∈Rd1\{0} efft′,t(ϑ
0, ϑ1) ≥ 1 ⇔ infϑ1∈Rd1\{0} effT ′,T (ϑ0, ϑ1) ≥ 1.
e) infϑ1∈Rd1\{0} efft′,t(ϑ
0, ϑ1) > 1 ⇔ infϑ1∈Rd1\{0} effT ′,T (ϑ0, ϑ1) > 1.
Beweis: Es hat die Matrix A1,1ζ1 (ϑ0)
−1A1,1ζ′1 (ϑ
′
0) die gleichen Eigenwerte wie die Matrix
A1,1ζ′1
(ϑ′0)A
1,1
ζ1
(ϑ0)
−1. Mit analogen U¨berlegungen wie im Beweis von Lemma 4.5.1 folgt damit
die Behauptung. 
7.2.3 Bemerkung: Aufgrund dieser Ergebnisse ko¨nnen die Tests zum Vergleich von Ex-
perimenten aus Abschnitt 5 auch verwendet werden, wenn nicht entsprechende Effizienzen
von statistischen Tests, sondern Effizienzen von Scha¨tzern in der oben beschriebenen Form
betrachtet werden. Schließlich gelten alle Resultate aus Abschnitt 5 auch in der in diesem
Unterabschnitt betrachteten Situation.
Genauso treffen aufgrund dieser Resultate alle Ergebnisse zum Vergleich von unabha¨ngiger
und verbundener Stichprobenerhebung aus Abschnitt 6 zu, wenn nicht entsprechende Ef-
fizienzen von statistischen Tests, sondern Effizienzen von Scha¨tzern in der oben beschrie-
benen Form betrachtet werden. Dabei bekommt man natu¨rlich fu¨r die expliziten Formeln
zur Berechnung der Effizienz bei Annahme einer mehrparametrischen Exponentialfamilie
entsprechend modifizierte Ergebnisse.
7.2.4 Beispiel: Betrachten wir die Situation aus Beispiel 4.2.10, d.h. wir vergleichen die
verbundene Stichprobenerhebung mit der unabha¨ngigen Sichprobenerhebung.
Im unabha¨ngigen Stichprobenfall seien mit X ′1, . . . , X
′
n und Y
′
1 , . . . , Y
′
n zwei voneinander
unabha¨ngige Stichproben von unabha¨ngigen Rd1-wertigen Zufallsvektoren gegeben, wobei
die X ′1, . . . , X
′
n jeweils die gleiche Nd1(a,Σ)-Verteilung besitzen, und die Y
′
1 , . . . , Y
′
n jeweils
die gleiche Nd1(b,Λ)-Verteilung besitzen, mit a, b ∈ Rd1 unbekannt, und Σ,Λ ∈ Rd1×d1
symmetrisch positiv definit und ebenfalls unbekannt.
Im verbundenen Stichprobenfall liege dagegen eine Stichprobe (X1Y1 ), . . . , (
Xn
Yn
) von un-
abha¨ngigen R2d1-wertigen Zufallsvektoren vor, die jeweils die gleiche Verteilung, konkret(
X1
Y1
)
∼ N2d1
((
a
b
)
,
(
Σ Π
Πt Λ
))
besitzen, wobei Π ∈ Rd1×d1 ebenfalls unbekannt sei, sodass die zugrunde liegende Kovari-
anzmatrix positiv definit sei.
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Es sollen Scha¨tzer fu¨r µ := a − b betrachtet werden. Es sei ζi := Xi − Yi, ζ ′i := X ′i − Y ′i ,
i = 1, . . . , n. Dann ist
tn := Xn − Y n = ζn
der erwartungstreue Maximum-Likelihood-Scha¨tzer fu¨r µ im verbundenen Stichprobenfall,
und
t′n := X ′n − Y ′n = ζ ′n
der erwartungstreue Maximum-Likelihood-Scha¨tzer fu¨r µ im unabha¨ngigen Stichprobenfall.
Es gilt
ζ ′1 ∼ Nd1(µ,Γ1),
mit Γ1 := Σ + Λ, und
ζ1 ∼ Nd1(µ,Γ2),
mit Γ2 := Σ + Λ− (Π + Πt). Es liegen die Parametermengen Θ, Θ˜ und Θ˜′ wie in Beispiel
4.2.10 vor. Es ist
√
n(tn − µ) v−→ Nd1
(
0, i1,1ζ1 (ϑ0)
)
fu¨r n→∞,
und weiter
√
n(t′n − µ) v−→ Nd1
(
0, i1,1ζ′1
(ϑ′0)
)
fu¨r n→∞.
Zudem gilt
i1,1ζ1 (ϑ0) = Γ
−1
2 und i
1,1
ζ′1
(ϑ′0) = Γ
−1
1 ,
sodass sich fu¨r die Effizienz
efft′,t(ϑ
0, ϑ1) =
ϑt1i
1,1
ζ1
(ϑ0)
−1ϑ1
ϑt1i
1,1
ζ′1
(ϑ′0)−1ϑ1
=
ϑt1Γ2ϑ1
ϑt1Γ1ϑ1
bzw.
e˜fft′,t(ϑ
0, ϑ1) =
det i1,1ζ′1
(ϑ′0)
det i1,1ζ1 (ϑ0)
=
det Γ2
det Γ1
ergibt.
Nun betrachten wir im verbundenen Stichprobenfall den erwartungstreuen Scha¨tzer
tn :=
(
ζn
vech(Sn)
)
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fu¨r (
µ
vech(Γ2) ), mit Sn =
1
n−1
∑n
i=1(ζi − ζn)(ζi − ζn)t, und im unabha¨ngigen Stichprobenfall
den erwartungstreuen Scha¨tzer
t′n :=
(
ζ ′n
vech(S ′n)
)
fu¨r (
µ
vech(Γ1) ), mit S
′
n =
1
n−1
∑n
i=1(ζ
′
i − ζ ′n)(ζ ′i − ζ ′n)t. Dann ist
√
n(tn − µ) v−→ Nd1+d1(d1+1)/2
(
0, iζ1(ϑ0)
)
fu¨r n→∞,
und weiter
√
n(t′n − µ) v−→ Nd1+d1(d1+1)/2
(
0, iζ′1(ϑ
′
0)
)
fu¨r n→∞.
Zudem gilt
i1,2ζ1 (ϑ0) = i
1,2
ζ′1
(ϑ′0) = 0,
sodass sich fu¨r die Scha¨tzer p(tn) = (Id1×d1 , 0d1×d1(d1+1)/2)tn und
p(t′n) = (Id1×d1 , 0d1×d1(d1+1)/2)t
′
n das Ergebnis
efft′,t(ϑ
0, ϑ1) =
ϑt1
(
i1,1ζ1 (ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0)
)−1
ϑ1
ϑt1
(
i1,1ζ′1
(ϑ′0)− i1,2ζ′1 (ϑ
′
0)i
2,2
ζ′1
(ϑ′0)−1i
2,1
ζ′1
(ϑ′0)
)−1
ϑ1
=
ϑt1i
1,1
ζ1
(ϑ0)
−1ϑ1
ϑt1i
1,1
ζ′1
(ϑ′0)−1ϑ1
=
ϑt1Γ2ϑ1
ϑt1Γ1ϑ1
bzw.
e˜fft′,t(ϑ
0, ϑ1) =
det
(
i1,1ζ′1
(ϑ′0)− i1,2ζ′1 (ϑ
′
0)i
2,2
ζ′1
(ϑ′0)
−1i2,1ζ′1 (ϑ
′
0)
)
det
(
i1,1ζ1 (ϑ0)− i1,2ζ1 (ϑ0)i2,2ζ1 (ϑ0)−1i2,1ζ1 (ϑ0)
) = det i1,1ζ′1 (ϑ′0)
det i1,1ζ1 (ϑ0)
=
det Γ2
det Γ1
besta¨tigt. Vergleiche mit dem Resultat in Beispiel 4.2.10.
7.3 Konfidenzbereichsscha¨tzverfahren
Wie in Abschnitt 6 und Unterabschnitt 7.2 gehen wir hier von einer bestimmten Modellan-
nahme aus, die ein Spezialfall der bereits in Unterabschnitt 4.1 getroffenen Modellannahme
darstellt. Es handelt sich um die Situation aus Bemerkung 4.2.8 und Unterabschnitt 4.4,
d.h. es liegt das Modell aus Unterabschnitt 4.1 vor, wobei fu¨r ein gegebenes ϑ10 ∈ Θ1
{ϑ10} = Θ10 ist.
Im Folgenden wollen wir Annahmen an die Zufallsvariablen ζ1 und ζ
′
1 bei den zugrun-
de liegenden injektiven Parametrisierungen durch Θ˜ und Θ˜′ formulieren. Zudem werden
wir zugeho¨rige Konfidenzbereichscha¨tzer Bn und B
′
n basierend auf ζ1, . . . , ζn und ζ
′
1, . . . , ζ
′
n
einfu¨hren und diese ebenfalls mit Bedingungen versehen. Der Einfachheit halber fu¨hren wir
dies nur fu¨r ζ1, Θ˜ und Bn aus; in analoger Weise sollen alle Definitionen und Annahmen
auch fu¨r ζ ′1, Θ˜
′ und B′n gelten. Dabei werden die im Zusammenhang mit ζ1, Θ˜ und Bn
169
eingefu¨hrten Gro¨ßen im Zusammenhang mit ζ ′1, Θ˜
′, und B′n mit einem Strich versehen.
Fu¨r ein α ∈ (0, 1) sei durch 1− α ein Konfidenzniveau gegeben, und es sei durch (Bn)n∈N,
mit Bn : (Ω,A) → P(Θ1) fu¨r jedes n ∈ N eine Folge von Konfidenzbereichen fu¨r den
unbekannten Parameter ϑ1 ∈ Θ1 zum (asymptotisch eingehaltenen) Konfidenzniveau 1−α
gegeben.
Wollen wir die Qualita¨t zweier solcher Folgen von Konfidenzbereichen vergleichen, so kann
dafu¨r die in Abschnitt 3 eingefu¨hrte Volumen-Effizienz benutzt werden. Das in Unterab-
schnitt 3 vorgestellte Konzept der Volumen-Effizienz kann in offensichtlicher Weise auf die
vorliegende Situation der zusammengesetzten Hypothese erweitert werden. Siehe hierzu die
Erkla¨rung am Anfang des Unterabschnitts 4.4.
Alternativ ko¨nnen aber auch relative Effizienzen von statistischen Tests, so wie sie in
Abschnitt 2 beschrieben sind, verwendet werden, was die folgenden U¨berlegungen zeigen.
Es existiere fu¨r jedes α ∈ (0, 1) eine Abbildung bn(·, α) : Rn → P(Θ1), sodass fu¨r alle
ϑ = (ϑ1, ϑ2) ∈ Θ˜
{(z1, . . . , zn) ∈ Rn;ϑ1 ∈ bn((z1, . . . , zn), α)} ∈ Sn fu¨r jedes α ∈ (0, 1)
gilt und Bn = bn(ζ1, . . . , ζn, α) ist.
Betrachten wir fu¨r ϑ10 ∈ Θ1 das Testproblem
H : ϑ1 = ϑ
1
0 K : ϑ1 ∈ Θ1 \ {ϑ10}.
Dann ist fu¨r jedes n ∈ N der Test, festgelegt durch die Vorschrift
”
Verwirf H, falls ϑ10 6∈ Bn“,
ein Test fu¨r das Testproblem H gegen K zum (asymptotisch eingehaltenen) Testniveau α.
Wir nennen die so entstandene Folge von Tests T = (Tn)n∈N, und schreiben BT,n := Bn.
Gehen wir zusa¨tzlich davon aus, dass fu¨r alle ϑ10 ∈ Θ1 eine Folge von Testgro¨ßen (Tn(ϑ10))n∈N
und eine Folge von kritischen Werten (cn(ϑ
1
0))n∈N existiere mit
Qϑ
(
Tn(ϑ
1
0) > cn(ϑ
1
0)
)
= Qϑ(ϑ
1
0 6∈ BT,n) fu¨r alle ϑ ∈ Θ˜.
Dies kann stets durch die Setzung Tn(ϑ
1
0) = I(ϑ
1
0 6∈ BT,n) und cn(ϑ10) = 0 erreicht werden.
Der oben genannte Test la¨sst sich nun a¨quivalent gema¨ß
”
Verwirf H, falls Tn(ϑ
1
0) > cn(ϑ
1
0)“
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formulieren. Es ko¨nnen daher zum Vergleich solcher Tests relative Effizienzen herangezogen
werden, so wie sie in Abschnitt 2 beschrieben sind.
Diese U¨berlegungen zeigen, dass beim Vergleich von Experimenten anhand der Qualita¨t von
Konfidenzbereichsscha¨tzverfahren auf relative Effizienzen fu¨r statistische Tests zuru¨ckge-
griffen werden kann.
Gehen wir davon aus, dass zwei Folgen von Tests T und T ′ entsprechend dieser U¨berlegungen
gegeben sind. Natu¨rlich kann es sich bei diesen Tests um optimale Tests im Bahadur- oder
Hodges-Lehmann Sinn, oder um Likelihood-Quotienten-Tests fu¨r das beschriebene Test-
problem handeln. Somit motivieren die Ergebnisse der Unterabschnitte 4.2 und 4.3 mit
ϑ0 = (ϑ10, ϑ2, ϑ
′
2) ∈ Θ, ϑ0 = (ϑ10, ϑ2) ∈ Θ˜, ϑ′0 = (ϑ10, ϑ′2) ∈ Θ˜′ und ϑ1 ∈ Rd1 \ {0} die
Betrachtung von Effizienzen der Form
effT ′,T (ϑ
0, ϑ1) =
ϑt1A
1,1
ζ′1
(ϑ′0)ϑ1
ϑt1A
1,1
ζ1
(ϑ0)ϑ1
,
die im vorliegenden Fall als Effizienzen von Konfidenzbereichsscha¨tzverfahren betrachtet
werden ko¨nnen. Wir ko¨nnen folgende Bemerkung festhalten.
7.3.1 Bemerkung: Es ko¨nnen alle Tests zum Vergleich von Experimenten aus Abschnitt 5
auch verwendet werden, wenn nicht entsprechende Effizienzen von statistischen Tests, son-
dern Effizienzen von Konfidenzbereichsscha¨tzverfahren in der oben beschriebenen Form
betrachtet werden. Schließlich gelten alle Resultate aus Abschnitt 5 auch in der in diesem
Unterabschnitt betrachteten Situation.
Genauso treffen alle Ergebnisse zum Vergleich von unabha¨ngiger und verbundener Stich-
probenerhebung aus Abschnitt 6 zu, wenn nicht entsprechende Effizienzen von statistischen
Tests, sondern Effizienzen von Konfidenzbereichsscha¨tzverfahren in der oben beschriebenen
Form betrachtet werden.
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8 Vergleiche bei multivariater Normalverteilung
8.1 Grundlegendes Modell
In diesem Abschnitt werden die verbundene und unabha¨ngige Stichprobenerhebung unter
der Annahme miteinander verglichen, dass die Beobachtungen multivariaten Normalver-
teilungen folgen.
Wir werden sehen, dass die Annahme der multivariaten Normalverteilung auf eine Situati-
on fu¨hrt, die als Beispiel fu¨r die in den Abschnitten 3, 4, 5 und 6 erarbeiteten theoretischen
Resultate dienen kann. Allerdings ko¨nnen unter dieser Annahme Ergebnisse erzielt werden,
die u¨ber die in den genannten Abschnitten erarbeiteten Resultate hinaus gehen.
Wir erinnern an dieser Stelle an das zu Beginn von Abschnitt 6 eingefu¨hrte Modell,
das stets beim Vergleich von unabha¨ngiger und verbundener Stichprobenerhebung zu-
grunde liegen soll und das sich am einfu¨hrenden Beispiel in Unterabschnitt 1.1 orien-
tiert. In diesem Abschnitt betrachteten wir konkret folgende Situation: Es sei d ∈ N und
n > d. Auf dem zugrunde liegenden Wahrscheinlichkeitsraum seien im verbundenen Stich-
probenfall durch (X1Y1 ), . . . , (
Xn
Yn
) unabha¨ngige R2d-wertige Zufallsvektoren gegeben, wobei
X1, . . . , Xn, Y1, . . . , Yn, jeweils R
d-wertige Zufallsvektoren seien. Die (X1Y1 ), . . . , (
Xn
Yn
) seien
jeweils identisch multivariat normalverteilt gema¨ß8.(
X1
Y1
)
∼ N2d
((
a
b
)
,
(
Σ ΣΣ1
ΣΣ2 Σ
))
. (8.1.1)
Dabei seien a, b ∈ Rd und Σ,Σ1,Σ2 ∈ Rd×d unbekannt und mit Pl := {A ∈ Sl;
A ist positiv definit} und Sl := {A ∈ Rl×l;A ist symmetrisch}, l ∈ N, gelte(
Σ ΣΣ1
ΣΣ2 Σ
)
∈ P2d. (8.1.2)
Im unabha¨ngigen Stichprobenfall seien mit X ′1, . . . , X
′
n und Y
′
1 , . . . , Y
′
n zwei voneinander
unabha¨ngige Stichproben auf dem zugrunde liegenden Wahrscheinlichkeitsraum gegeben.
Wegen (6.1.3) soll L(X1) = L(X ′1) und L(Y1) = L(Y ′1) gelten und deshalb aufgrund von
(8.1.1)
X ′1 ∼ Nd(a,Σ), Y ′1 ∼ Nd(b,Σ).
Zudem folgt aus (8.1.2) auch Σ ∈ Pd. Das zu Beginn dieser Arbeit vorgestellte Testproblem
(1.1.3),
H : L(X1) = L(Y1), K : L(X1) 6= L(Y1),
8Gilt (X1Y1 ) ∼ N2d(( ab ), ( Σ ΠΠt Σ )), mit einer entsprechenden Matrix Π ∈ Rd×d, so bedeutet dies Σ1 = Σ−1Π
und Σ2 = Σ
−1Πt, falls Σ invetierbar ist.
172
kann hier a¨quivalent gema¨ß
H : a = b, K : a 6= b
formuliert werden.
8.2 Verbundener Stichprobenfall
Es gelte also im verbundenen Stichprobenfall(
X1
Y1
)
∼ N2d
((
a
b
)
,
(
Σ ΣΣ1
ΣΣ2 Σ
))
.
Setzen wir ζi := Xi − Yi, 1 ≤ i ≤ n, so sind ζ1, . . . , ζn unabha¨ngig und identisch verteilt
mit
ζ1 ∼ Nd(µ,Γ),
mit µ := a−b und Γ := Σ(2 Id−(Σ1+Σ2)), wobei Γ ∈ Pd gilt. Wir ko¨nnen das Testproblem
auch so formulieren:
H : µ = 0, K : µ 6= 0.
Als Testgro¨ße fu¨r dieses Testproblem wa¨hlen wir die auf ζ1, . . . , ζn basierende Hotellingsche
T2-Testgro¨ße, genauer
Tn =
n(n− d)
d(n− 1) ζ
t
nS
−1
n ζn,
mit ζn :=
1
n
∑n
i=1 ζi und Sn :=
1
n−1
∑n
i=1(ζi− ζn)(ζi− ζn)t, wobei Sn f.s. invertierbar ist, da
n > d gilt. Die Hotellingsche T2-Testgro¨ße und ihre Eigenschaften zind z.B. bei Muirhead
([28]) beschrieben. Es gilt
Tn
v
=
W1/d
W2/(n− d) ∼ Fd,n−d(δ),
mit δ = nµ′Γ−1µ und unabha¨ngigen Zufallsvariablen W1 ∼ χ2d(δ) und W2 ∼ χ2n−d, siehe
hierzu Theorem 1.3.6 und Theorem 6.3.1 aus [28]. Zu einem vorgegebenen Testniveau
α ∈ (0, 1) formulieren wir den Hotellingschen T2-Test
”
Verwirf H, falls Tn ≥ Fαd,n−d“.
Dabei ist Fαd,n−d das (1−α)-Quantil der Fd,n−d-Verteilung. Die Testgro¨ße Tn ist a¨quivalent
zur Likelihood-Quotienten-Testgro¨ße fu¨r das Testproblem H gegen K, wenn man als Stich-
probe ζ1, . . . , ζn zugrunde legt. Siehe Theorem 6.3.2 aus [28]. Es sei
Φd := {φA;φA : Rd ×Dd → Rd ×Dd, (x,D) 7→ (Ax,ADAt), A ∈ GL(d,R)},
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mit GL(d,R) = {A ∈ Rd×d;A ist invertierbar}, der Raum der Transformationen auf Rd ×
Dd, welcher von der linearen Gruppe GL(d,R) induziert wird. Man sieht sofort, dass die
Testgro¨ße Tn invariant unter Transformationen aus Φd ist. Daru¨ber hinaus ist der oben
formulierte Hotellingsche T2-Test unter den Tests, welche invariant unter Transformationen
aus Φd sind, ein gleichma¨ßig bester Test zum Testniveau α ∈ (0, 1) fu¨r das Testproblem H
gegen K, wenn man als Stichprobe ζ1, . . . , ζn zugrunde legt. Siehe Theorem 6.3.4 aus [28].
8.3 Hodges-Lehmann-Index im verbundenen Stichprobenfall
In der Tat ist der Hotellingsche T2-Test ein optimaler Test im Hodges-Lehmann Sinn fu¨r
das Testproblem H gegen K, wenn man als Stichprobe ζ1, . . . , ζn zugrunde legt. Dies hat
Kourouklis ([22]) gezeigt. Zur Bestimmung der Kullback-Leiber-Information bemerken wir,
dass dieser Test auf unabha¨ngigen Zufallsvariablen ζ1, . . . , ζn basiert, die jeweils Nd(µ,Γ)-
verteilt sind.
Ganz allgemein berechnet sich die Kullback-Leibler-Information basierend auf der Ver-
teilung einer Zufallsvariablen V mit der Verteilung Np(ν,Λ), p ∈ N, fu¨r ϑ0 = (ν0,Λ0), ϑ =
(ν,Λ), mit ϑ0, ϑ ∈ Rp × Pp, gema¨ß
K(ϑ0, ϑ) (8.3.1)
=
∫
log
dP Vϑ0
dP Vϑ
(x)dP Vϑ0(x)
= log
(√
det Λ
det Λ0
)
− 1
2
∫ (
(x− ν0)tΛ−10 (x− ν0)− (x− ν)tΛ−1(x− ν)
)
dNp(ν0,Λ0)(x)
=− 1
2
log det(Λ0Λ
−1) +
1
2
(ν − ν0)tΛ−1(ν − ν0) + 1
2
tr(Λ0Λ
−1)− p
2
.
Dieser Ausdruck muss in unserem Fall fu¨r p = d bei gegebenem ϑ = (µ,Γ) u¨ber alle
ϑ0 ∈ Θ˜0 = {0} × Pp minimiert werden.
Hierzu seien l1, . . . , lp > 0 die Eigenwerte der Matrix Λ0Λ
−1. Dann folgt mit der Un-
gleichung log x ≤ x− 1, x > 0,
K(ϑ0, ϑ) = −1
2
log det(Λ0Λ
−1) +
1
2
(ν − ν0)tΛ−1(ν − ν0) + 1
2
tr(Λ0Λ
−1)− p
2
= −1
2
p∑
i=1
(log li − li + 1) + 1
2
(ν − ν0)tΛ−1(ν − ν0) ≥ 1
2
(ν − ν0)tΛ−1(ν − ν0),
wobei die Gleichheit gilt, wenn l1 = · · · = lp = 1, a¨quivalent Λ0 = Λ gilt.
Damit ergibt sich in unserem Fall fu¨r µ 6= 0
lim inf
n→∞
1
n
log βn(α, µ) ≥ −K(Θ˜0, ϑ) = −1
2
µtΓ−1µ.
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Fu¨r eine Zufallsvariable V ∼ χ2m(ν), mit m ∈ N und ν ≥ 0, ist die momenterzeugende
Funktion gegeben durch
E
(
exp(tV )
)
= exp
( tν
1− 2t
)
(1− 2t)−m2 , t < 1
2
.
Damit und mit der Markov-Ungleichung ergibt sich mit τ < 0 fu¨r genu¨gend großes n
βn(α, µ) = Pµ(Tn < cn) = Pµ
( W1/d
W2/(n− d) ≤ cn
)
= Pµ
(
τW1 − τd
n− dcnW2 ≥ 0
)
≤ Eµ
(
exp(τW1)
)
Eµ
(
exp
(
− τd
n− dcnW2
))
= exp
( τδ
1− 2τ
)
(1− 2τ)− d2
(
1 + 2
τd
n− dcn
)−n−d
2
.
Daraus folgt
lim sup
n→∞
1
n
log βn(α, µ) ≤ τ
1− 2τ µ
tΓ−1µ.
La¨sst man jetzt τ → −∞ laufen, erha¨lt man
lim sup
n→∞
1
n
log βn(α, µ) ≤ −1
2
µtΓ−1µ = −K(Θ˜0, ϑ),
und damit die Hodges-Lehmann-Optimalita¨t fu¨r das Testproblem H gegen K, wenn man
als Stichprobe ζ1, . . . , ζn zugrunde legt. Vergleiche hierzu mit Beispiel 3.2 aus [22]. Fu¨r
den Hodges-Lehmann-Index der Testgro¨ße fu¨r das Testproblem H gegen K gilt daher mit
µ = a− b
dT (µ) =
1
2
µtΓ−1µ.
8.4 Bahadur-Steigung im verbundenen Stichprobenfall
Der Hotellingsche T2-Test ist ebenfalls optimal im Bahadur Sinn fu¨r das Testproblem H
gegen K, wenn man als Stichprobe ζ1, . . . , ζn zugrunde legt. Um dies zu zeigen gibt es
verschiedene Herangehensweisen. Wir wa¨hlen hier eine andere als Koziol in der Arbeit
[24], indem wir Lemma 2.3.2 verwenden.
8.4.1 Satz: Der Hotellingsche T2-Test ist optimal im Bahadur Sinn fu¨r das Testproblem H
gegen K, wenn man als Stichprobe ζ1, . . . , ζn zugrunde legt. Mit µ = a− b ist die Bahadur-
Steigung
cT (µ) =
1
2
log(1 + µtΓ−1µ).
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Beweis: Aufgrund des starken Gesetzes der großen Zahlen ist
lim
n→∞
d(n− 1)
n(n− d)Tn = µ
tΓ−1µ f.s.
erfu¨llt. Weiter erhalten wir wieder mit Hilfe der Markov-Ungleichung fu¨r t ≥ 0
P0
(
d(n− 1)
n(n− d)Tn ≥ t
)
= P0
(
d(n− 1)
n(n− d)
W1/d
W2/(n− d) ≥ t
)
= P0
(
n− 1
2n
W1 − t
2
W2 ≥ 0
)
≤E0
(
exp
(
n− 1
2n
W1
))
E0
(
exp
(
− t
2
W2
))
= n
d
2 (1 + t)−
n−d
2 .
Daraus folgt
lim sup
n→∞
1
n
logP0
(
d(n− 1)
n(n− d)Tn ≥ t
)
≤ −1
2
log(1 + t), t ≥ 0.
Wenden wir uns nun der Kullback-Leibler-Information zu. Mit Hilfe der in Unterabschnitt
8.3 gefundenen Darstellung (8.3.1) ergibt sich durch zyklische Vertauschung innerhalb des
Spuroperators fu¨r die Kullback-Leibler-Information basierend auf der Verteilung einer Zu-
fallsvariablen V mit der Verteilung Np(ν,Λ), p ∈ N, fu¨r ϑ0 = (ν0,Λ0), ϑ = (ν,Λ), mit
ϑ0, ϑ ∈ Rp × Pd,
K(ϑ, ϑ0)
=− 1
2
log det(ΛΛ−10 ) +
1
2
(ν − ν0)tΛ−10 (ν − ν0) +
1
2
tr(ΛΛ−10 )−
p
2
=− 1
2
log det(ΛΛ−10 ) +
1
2
tr
((
Λ + (ν − ν0)(ν − ν0)t
)
Λ−10
)
− p
2
=− 1
2
log det
((
Λ + (ν − ν0)(ν − ν0)t
)
Λ−10
)
+
1
2
tr
((
Λ + (ν − ν0)(ν − ν0)t
)
Λ−10
)
− p
2
+
1
2
log det
((
Λ + (ν − ν0)(ν − ν0)t
)
Λ−10
)
− 1
2
log det(ΛΛ−10 )
=− 1
2
log det
((
Λ + (ν − ν0)(ν − ν0)t
)
Λ−10
)
+
1
2
tr
((
Λ + (ν − ν0)(ν − ν0)t
)
Λ−10
)
− p
2
− 1
2
log det
(
Λ
(
Λ + (ν − ν0)(ν − ν0)t
)−1)
.
Dieser Ausdruck muss nun fu¨r p = d bei gegebenem ϑ = (µ,Γ) u¨ber alle ϑ0 ∈ Θ˜0 = {0}×Pd
minimiert werden. Mit den gleichen U¨berlegungen wie in Unterabschnitt 8.3 erhalten wir
zuna¨chst
K(ϑ, Θ˜0) = −1
2
log det
(
Γ(Γ + µµt)−1
)
,
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und daraus mit Hilfe von Sylvesters Determinantentheorem
K(ϑ, Θ˜0) = −1
2
log det
(
Γ(Γ + µµt)−1
)
=
1
2
log det(Id+Γ
−1µµt) =
1
2
log(1 + µtΓ−1µ).
Siehe hierzu auch Beispiel 3.2 aus [24]. Mit Hilfe von Lemma 2.3.2 folgt die Optimalita¨t
des Hotellingschen T2-Tests im Bahadur Sinn fu¨r das Testproblen H gegen K, wenn man
als Stichprobe ζ1, . . . , ζn zugrunde legt. 
8.5 Unabha¨ngiger Stichprobenfall
Es liegen im unabha¨ngigen Stichprobenfall mit X ′1, . . . , X
′
n und Y
′
1 , . . . , Y
′
n zwei voneinen-
ander unabha¨ngige Stichproben mit
X ′1 ∼ Nd(a,Σ), Y ′1 ∼ Nd(b,Σ)
vor. Als Testgro¨ße fu¨r das Testproblem H gegen K wa¨hlen wir die Hotellingsche Zwei-
stichproben-T2-Testgro¨ße
T ′n =
n(2n− 1− d)
4d(n− 1) (X
′
n − Y ′n)t(Sx,yn )−1(X ′n − Y ′n),
mit X ′n bzw. Y ′n als empirischer Erwartungswertvektor der ersten bzw. zweiten Stichprobe
und Sx,yn :=
1
2
(Sxn + S
y
n), mit S
x
n bzw. S
y
n als empirische Kovarianzmatrix der ersten bzw.
zweiten Stichprobe. Dann gilt
T ′n
v
=
W ′1/d
W ′2/(2n− 1− d)
∼ Fd,2n−1−d
(
δ′
)
,
mit δ′ = n
2
µtΣ−1µ und unabha¨ngigen W ′1 ∼ χ2d(δ′) und W ′2 ∼ χ22n−1−d, wobei µ = a− b sei.
Siehe hierzu Theorem 1.3.6 und Theorem 6.3.1 aus [28]. Zu einem vorgegebenen Testniveau
α ∈ (0, 1) formulieren wir den Hotellingschen Zweistichproben-T2-Test
”
Verwirf H, falls T ′n ≥ Fαd,2n−1−d“.
In der Tat handelt es sich bei der Testgro¨ße T ′n um eine zur Likelihood-Quotienten-
Testgro¨ße fu¨r das Testproblem H gegen K a¨quivalente Testgro¨ße. Dies folgt aus den Ausfu¨h-
rungen zu Beginn des Abschnitts 10.7 in [28]. Allerdings la¨sst sich dies auch direkt nach-
rechnen, und zwar wie folgt.
Es sind die Maximum-Likelihood-Scha¨tzer fu¨r a, fu¨r b und fu¨r Σ gegeben durch X ′n, Y ′n
und Sx,yn , und die Maximum-Likelihood-Scha¨tzer unter H fu¨r a und Σ sind gegeben durch
aˆn :=
1
2n
n∑
i=1
(X ′i + Y
′
i ), Σˆn :=
1
2n
n∑
i=1
(
(X ′i − aˆn)(X ′i − aˆn)t + (Y ′i − aˆn)(Y ′i − aˆn)t
)
.
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Dies zeigt man folgendermaßen. Es sei ζ ′i := (
X′i
Y ′i
), i = 1, . . . , n. Die Dichte der ζ ′1, . . . ζ
′
n
lautet
L(a, b,Σ)
:=
(
1
2π
)nd(
det
(
Σ 0
0 Σ
))−n2
exp
(
− 1
2
tr
(
Σ 0
0 Σ
)−1 n∑
i=1
(
X ′i − a
Y ′i − b
)(
X ′i − a
Y ′i − b
)t)
.
Allgemein ergibt sich daraus
L(a, b,Σ)
=
(
1
2π
)nd
(detΣ)−n exp
(
− 1
2
tr
(
Σ 0
0 Σ
)−1 n∑
i=1
(
X ′i −X ′n
Y ′i − Y ′n
)(
X ′i −X ′n
Y ′i − Y ′n
)t)
exp
(
− 1
2
tr
(
Σ 0
0 Σ
)−1
n
(
X ′n − a
Y ′n − b
)(
X ′n − a
Y ′n − b
)t)
=
(
1
2π
)nd
(detΣ)−n exp
(
− 1
2
trΣ−1
n∑
i=1
(
(X ′i −X ′n)(X ′i −X ′n)t + (Y ′i − Y ′n)(Y ′i − Y ′n)t
))
exp
(
− 1
2
tr
(
Σ 0
0 Σ
)−1
n
(
X ′n − a
Y ′n − b
)(
X ′n − a
Y ′n − b
)t)
=
(
1
2π
)nd
(detΣ)−n exp
(
− 1
2
trΣ−1
n∑
i=1
(
(X ′i −X ′n)(X ′i −X ′n)t + (Y ′i − Y ′n)(Y ′i − Y ′n)t
))
exp
(
− 1
2
n
(
X ′n − a
Y ′n − b
)t(
Σ 0
0 Σ
)−1(
X ′n − a
Y ′n − b
))
.
Daher ergeben sich als Maximum-Likelihood-Scha¨tzer die genannten Ausdru¨cke; vergleiche
mit der Argumentation im Beweis von Theorem 3.1.5 in [28]. Unter H ergibt sich dagegen
aus der Dichte
L(a, a,Σ)
=
(
1
2π
)nd
(detΣ)−n exp
(
− 1
2
trΣ−1
n∑
i=1
(
(X ′i − a)(X ′i − a)t + (Y ′i − a)(Y ′i − a)t
))
=
(
1
2π
)nd
(detΣ)−n exp
(
− 1
2
trΣ−1
n∑
i=1
(
(X ′i − aˆn)(X ′i − aˆn)t + (Y ′i − aˆn)(Y ′i − aˆn)t
))
exp
(
− 1
2
trΣ−1
( n∑
i=1
(
(X ′i − a)(X ′i − a)t + (Y ′i − a)(Y ′i − a)t
)
−
n∑
i=1
(
(X ′i − aˆn)(X ′i − aˆn)t + (Y ′i − aˆn)(Y ′i − aˆn)t
)))
.
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Es ist
n∑
i=1
(
(X ′i − a)(X ′i − a)t + (Y ′i − a)(Y ′i − a)t
)
−
n∑
i=1
(
(X ′i − aˆn)(X ′i − aˆn)t + (Y ′i − aˆn)(Y ′i − aˆn)t
)
=
n∑
i=1
X ′i(X
′
i)
t − nX ′nat − naX ′n
t
+ 2naat +
n∑
i=1
Y ′i (Y
′
i )
t − nY ′nat − naY ′n
t
− (
n∑
i=1
X ′i(X
′
i)
t − nX ′naˆtn − naˆnX ′n
t
+ 2naˆnaˆ
t
n +
n∑
i=1
Y ′i (Y
′
i )
t − nY ′naˆtn − naˆnY ′n
t
)
=− nX ′n(a− aˆn)t − n(a− aˆn)X ′n
t
+ 2n(aat − aˆnaˆtn)− nY ′n(a− aˆn)t − n(a− aˆn)Y ′n
t
=− n(X ′n + Y ′n)(a− aˆn)t − n(a− aˆn)(X ′n + Y ′n)t + 2n(aat − aˆnaˆtn)
=− 2naˆn(a− aˆn)t − 2n(a− aˆn)aˆtn + 2n(aat − aˆnaˆtn) = 2n(aˆn − a)(aˆn − a)t,
und somit ergeben sich mit der gleichen Argumentation wie im allgemeinen Fall die ge-
nannten Ausdru¨cke als Maximum-Likelihood-Scha¨tzer. Ferner ist
Σˆn =
1
2n
n∑
i=1
(
(X ′i − aˆn)(X ′i − aˆn)t + (Y ′i − aˆn)(Y ′i − aˆn)t
))
=
1
2n
n∑
i=1
((
X ′i −X ′n + (X ′n − Y ′n)/2
)(
X ′i −X ′n + (X ′n − Y ′n)/2
)t
+
(
Y ′i − Y ′n − (X ′n − Y ′n)/2
)(
Y ′i − Y ′n + (X ′n − Y ′n)/2
)t)
= Sx,yn +
1
4
(X ′n − Y ′n)(X ′n − Y ′n)t,
und somit ergibt sich als Likelihood-Quotienten-Testgro¨ße
L(aˆn, aˆn, Σˆn)
L(Xn, Y n, S
x,y
n )
=
(
detSx,yn
det Σˆn
)n
=
(
det
(
Id+
1
4
(Sx,yn )
−1(X ′n − Y ′n)(X ′n − Y ′n)t
))−n
=
(
1 +
1
4
(X ′n − Y ′n)t(Sx,yn )−1(X ′n − Y ′n)
)−n
=
(
1 +
n(2n− 1− d)
d(n− 1) T
′
n
)−n
,
also eine streng monoton fallende Funktion der Testgro¨ße T ′n.
Es sei
Ψd := {ψ(A,c);ψ(A,c) : Rd × Rd ×Dd → Rd × Rd ×Dd,
(x, y,D) 7→ (Ax+ c, Ay + c, ADAt), (A, c) ∈ QL(d,R)},
mit QL(d,R) = {(A, c);A ∈ GL(d,R), c ∈ Rd}, der Raum der Transformationen auf
Rd × Rd ×Dd, der durch die affine Gruppe9 QL(d,R) induziert wird. Man erkennt sofort,
9Die zugeho¨rige Gruppenoperation ◦ ist u¨ber (A1, c1) ◦ (A2, c2) := (A1A2, A1c2 + c1) definiert.
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dass die Testgro¨ße T ′n invariant unter Transformationen aus Ψd ist. Daru¨ber hinaus kann
gezeigt werden, dass der oben formulierte Hotellingsche Zweistichproben-T2-Test unter den
Tests, welche invariant unter Transformationen aus Ψd sind, ein gleichma¨ßig bester Test
zum Testniveau α ∈ (0, 1) fu¨r das Testproblem H gegen K ist. Siehe hierzu Theorem 6.3.5
aus [28].
8.6 Hodges-Lehmann-Index im unabha¨ngigen Stichprobenfall
8.6.1 Satz: Der Hotellingsche Zweistichproben-T2-Test ist ein optimaler Test im Hodges-
Lehmann Sinn fu¨r das Testproblem H gegen K, und es ist mit µ = a− b
dT ′(µ) =
1
4
µtΣ−1µ.
Beweis: Man bemerke, dass mit ζ ′1, . . . ζ
′
n Beobachtungen von unabha¨ngig und identisch
verteilten Zufallsvariablen vorliegen, mit
ζ ′1 =
(
X ′1
Y ′1
)
∼ N2d
((
a
b
)
,
(
Σ 0
0 Σ
))
.
Es ist fu¨r a, b, c ∈ Rd und a 6= b
1
2
(
c− a
c− b
)t(
Σ−1 0
0 Σ−1
)(
c− a
c− b
)
=
1
2
(
(c− a)tΣ−1(c− a) + (c− b)tΣ−1(c− b))
=
(
c− 1
2
(a+ b)
)t
Σ−1
(
c− 1
2
(a+ b)
)
+
1
4
(a− b)tΣ−1(a− b).
Da Σ positiv definit ist, und damit auch Σ−1 positiv definit ist, wird dieser Ausdruck in c
genau dann minimal, wenn c = (a+b)/2 gewa¨hlt wird. Somit erhalten wir gema¨ß der in Un-
terabschnitt 8.3 fu¨r die Annahme der multivariaten Normalverteilung berechneten Formel
fu¨r die Kullback-Leibler-Information mit analogen U¨berlegungen wie im Unterabschnitt
8.3
K
(
Θ˜′0, ϑ
)
=
1
4
(b− a)tΣ−1(b− a) = 1
4
µtΣ−1µ,
mit Θ˜′0 = {(c, c) ∈ R2d; a ∈ Rd} × Sd und ϑ = (a, b,Σ). Andererseits ergibt sich analog zur
Rechnung fu¨r die Hotellingsche T2-Testgro¨ße aus Unterabschnitt 8.3
lim sup
n→∞
1
n
log βn(α, µ) ≤ −1
4
µtΣ−1µ = −K(Θ˜′0, ϑ),
und damit, dass der Hotellingsche Zweistichproben-T2-Test ein optimaler Test im Hodges-
Lehmann Sinn fu¨r das Testproblem H gegen K ist, mit zugeho¨gigem Hodges-Lehmann-
Index
dT ′(µ) =
1
4
µtΣ−1µ,
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woraus die Behauptung folgt. 
8.7 Bahadur-Steigung im unabha¨ngigen Stichprobenfall
Der Hotellingsche Zweistichproben-T2-Test ist auch ein optimaler Test im Bahadur Sinn
fu¨r das Testproblem H gegen K. Dies zeigen wir wieder mit Lemma 2.3.2.
8.7.1 Satz: Der Hotellingsche Zweistichproben-T2-Test ist ein optimaler Test im Bahadur
Sinn fu¨r das Testproblem H gegen K und es gilt mit µ = a− b
cT ′(µ) =
1
2
log(1 +
1
2
µtΣ−1µ).
Beweis: Es ist
lim
n→∞
4d(n− 1)
n(2n− 1− d)T
′
n = µ
tΣ−1µ f.s.
erfu¨llt. Mit der Markov-Ungleichung gilt fu¨r t ≥ 0
P0
(
4d(n− 1)
n(2n− 1− d)T
′
n ≥ t
)
=P0
(
4d(n− 1)
n(2n− 1− d)
W ′1/d
W ′2/(2n− 1− d)
≥ t
)
= P0
(
n− 1
2n
W ′1 −
t
8
W ′2 ≥ 0
)
≤E0
(
exp
(
n− 1
2n
W ′1
))
E0
(
exp
(
− t
8
W ′2
))
= n
d
2
(
1 +
t
4
)− 2n−1−d
2
.
Daraus folgt mit exp(−(1 + t)) ≤ exp(−(1 + t)/2) fu¨r alle t ≥ −1
lim sup
n→∞
1
n
logP0
(
4d(n− 1)
n(2n− 1− d)T
′
n ≥ t
)
≤ − log(1 + t
4
) ≤ −1
2
log(1 +
t
2
), t ≥ 0.
Außerdem folgt analog zu den U¨berlegungen in den Beweisen von den Sa¨tzen 8.4.1 und
8.6.1
K(ϑ, Θ˜′0) =
1
2
log(1 +
1
2
µtΣ−1µ),
sodass aus Lemma 2.3.2 die Optimalita¨t des Hotellingsche Zweistichproben-T2-Tests im
Bahadur Sinn fu¨r das Testproblem H gegen K folgt. 
8.8 Bahadur- und Hodges-Lehmann-Effizienz der Tests
Wir ko¨nnen nun die Ergebnisse aus den Unterabschnitten 8.3, 8.4, 8.6 und 8.7 zusammen-
fassen.
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8.8.1 Satz: Die asymptotische relative Effizienz im Hodges-Lehmann Sinn der Tests T und
T ′ lautet mit µ = a− b
eHLT ′,T = e
HL
T ′,T (µ) =
1
2
µtΣ−1µ
µtΓ−1µ
,
und die asymptotische relative Effizienz im Bahadur Sinn der Tests T und T ′ ist mit µ =
a− b gegeben durch
eBT ′,T = e
B
T ′,T (µ) =
log(1 + 1
2
µtΣ−1µ)
log(1 + µtΓ−1µ)
.
Beweis: Dies folgt aus den Ausfu¨hrungen in Unterabschnitt 8.3 und aus den Sa¨tzen 8.4.1,
8.6.1 und 8.7.1. 
8.8.2 Bemerkung: Fu¨r eine reelle Folge (νi)i∈N mit νi 6= 0 fu¨r alle i ∈ N und limi→∞ νi = 0
und fu¨r ein η ∈ Rd \ {0} betrachte die Alternativen µi := νiη, i ∈ N. Dann ergibt sich fu¨r
die lokale Hodges-Lehmann-Effizienz mit µ = a− b
eLHLT ′,T (η) =
1
2
ηtΣ−1η
ηtΓ−1η
,
und mit Hilfe der Regel von L’Hospital fu¨r die lokale Bahadur-Effizienz
eLBT ′,T (η) = lim
i→∞
eBT ′,T (µi) = lim
i→∞
log(1 + ν2i
1
2
ηtΣ−1η)
log(1 + ν2i η
tΓ−1η)
= lim
i→∞
1 + ν2i η
tΓ−1η
1 + ν2i
1
2
ηtΣ−1η
ηtΣ−1η
2ηtΓ−1η
=
1
2
ηtΣ−1η
ηtΓ−1η
.
8.9 Pitman-Effizienz der Tests
Da es sich bei den betrachteten Tests jeweils um den Likelihood-Quotienten-Test handelt,
und die in Unterabschnitt 4.2 genannten Bedingungen hier erfu¨llt sind, kann die Pitma-
Effizienz der Tests T und T ′ mit Hilfe von Korollar 4.2.5 angegeben werden. Allerdings kann
in dieser konkreten Situation die Pitman-Effizienz der Tests auch anders ermittelt werden,
indem die in diesem Fall bekannten finiten Verteilungen der Testgro¨ßen unter Alternativen,
also die vorliegenden nichtzentralen F -Verteilungen, ausgenutzt werden. Dabei kann die
Pitman-Effizienz fu¨r eine gro¨ßere Klasse von Alternativen erhalten werden, als bei der
Anwendung von Korollar 4.2.5.
8.9.1 Satz: Betrachten wir Folgen von Alternativen (µi)i∈N definiert durch µi := νiη,
i ∈ N, mit einer reellen Folge (νi)i∈N mit νi 6= 0 fu¨r alle i ∈ N und limi→∞ νi = 0, sowie
η ∈ Rd \{0} beliebig. Die asymptotische relative Effizienz im Pitman Sinn der Tests T und
T ′ lautet im Fall ihrer Existenz
ePT ′,T = e
P
T ′,T (η) =
1
2
ηtΣ−1η
ηtΓ−1η
.
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Beweis: Um die asymptotische relative Effizienz im Pitman Sinn der Testgro¨ßen T und
T ′ zu bestimmen, halten wir zuna¨chst fest, dass fu¨r b ∈ [0,∞)
Xn,b :=
∑d
i=1(Ui +
√
b/d)2∑n−d
i=1 V
2
i /(n− d)
−→
d∑
i=1
(Ui +
√
b/d)2 ∼ χ2d(b) f.s. fu¨r n→∞
und
Tnd
v
=
∑d
i=1(Ui +
√
nµtΓ−1µ/d)2∑n−d
i=1 V
2
i /(n− d)
= Xn,nµ′Γ−1µ,
gilt, wenn U1, . . . , Ud, V1, . . . unabha¨ngige und standardnormalverteilte Zufallsvariablen
sind. Dies impliziert, dass die Verteilungsfunktion von Xn,b fu¨r n → ∞ gleichma¨ßig ge-
gen die auf [0,∞) stetige und streng monoton wachsende Verteilungsfunktion der χ2d(b)-
Verteilung, welche wir mit Gb bezeichnen wollen, konvergiert. Ebenso gilt fu¨r b ∈ [0,∞)
X ′n,b :=
∑d
i=1(Ui +
√
b/d)2∑2n−1−d
i=1 V
2
i /(2n− 1− d)
−→
d∑
i=1
(Ui +
√
b/d)2 ∼ χ2d(b) f.s. fu¨r n→∞,
und
T ′nd
v
=
∑d
i=1
(
Ui +
√
nµtΣ−1µ/(2d)
)2∑2n−1−d
i=1 V
2
i /(2n− 1− d)
= X ′n,n
2
µ′Σ−1µ,
was ebenfalls impliziert, dass die Verteilungsfunktion von X ′n,b fu¨r n → ∞ gleichma¨ßig
gegen Gb, die stetige und auf [0,∞) streng monoton wachsende Verteilungsfunktion der
χ2d(b)-Verteilung, konvergiert. Damit folgt aus
P0(Tnd ≥ Fαd,n−d d) = P0(T ′nd ≥ Fαd,2n−1−d d) = α fu¨r alle n ∈ N
sofort
lim
n→∞
F αd,n−dd = lim
n→∞
F αd,2n−1−dd = G
−1
0 (1− α).
Es sei ein β ∈ (0, 1 − α) und die Folge (µi)i∈N entsprechend der Voraussetzung gegeben.
Wie in Unterabschnitt 2.4 definiert, gilt im Fall der Existenz der Pitman-Effizienz
lim
i→∞
Pµi(TNT,i < F
α
d,NT,i−d) = limi→∞
Pµi(T
′
NT ′,i
< Fαd,2NT ′,i−1−d) = β.
Daraus folgt aufgrund der vorherigen U¨berlegungen die Existenz eines c ∈ (0,∞) mit
lim
i→∞
NT,iµ
t
iΓ
−1µi = lim
i→∞
NT ′,iµ
t
iΣ
−1µi/2 = c,
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wobei c durch die Eigenschaft
β = Gc(G
−1
0 (1− α))
eindeutig bestimmt ist. Dies sieht man wie folgt: Fu¨r ν1, ν2 ∈ N und b ≥ 0 sei Z ∼ Fν1,ν2(b).
Fu¨r jedes x > 0 ist die Abbildung
b 7−→ Pb(Z ≤ x), b ≥ 0,
stetig und streng monoton fallend, siehe Satz 2.36 in [41]. Daru¨ber hinaus ist
lim
b→∞
Pb(Z ≤ x) = 0.
Daher ist fu¨r jedes x > 0 die Abbildung
b 7−→ Gb(x), b ≥ 0,
stetig und streng monoton fallend mit
lim
b→∞
Gb(x) = 0.
Wegen β ∈ (0, 1− α) existiert ein eindeutig bestimmtes c ∈ (0,∞) mit
lim
n→∞
P
(∑d
i=1(Ui +
√
c/d)2∑n−d
i=1 V
2
i /(n− d)
< dFαd,n−d
)
= Gc
(
G−10 (1− α)
)
= β.
Angenommen, (NT,iµ
t
iΓ
−1µi)i∈N konvergiert nicht gegen dieses c, d.h.
∃ ε > 0 ∀ iε ∈ N ∃ i ≥ iε : |NT,iµtiΓ−1µi − c| > ε.
Dann existiert ein ε > 0 und eine Teilfolge (NT,ikµ
t
ik
Γ−1µik)k∈N mit
NT,ikµ
t
ik
Γ−1µik > c+ ε ∀ k ∈ N oder NT,ikµtikΓ−1µik < c− ε ∀ k ∈ N.
Ohne Einschra¨nkung gelte die erste Eigenschaft und es sei die genannte Teilfolge die Folge
selbst. Dann erha¨lt man
Pµi(TNT,i < F
α
d,NT,i−d)︸ ︷︷ ︸
→β
= Pµi(TNT,id < dF
α
d,NT,i−d)
= P
(∑d
i=1(Ui +
√
NT,iµtiΓ
−1µi/d)2∑NT,i−d
i=1 V
2
i /(NT,i − d)
< dFαd,NT,i−d
)
< P
(∑d
i=1(Ui +
√
(c+ ε)/d)2∑NT,i−d
i=1 V
2
i /(NT,i − d)
< dFαd,NT,i−d
)
−→ Gc+ε
(
G−10 (1− α)
)
< Gc
(
G−10 (1− α)
)
= β fu¨r i→∞,
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also einen Widerspruch. Analog kann limi→∞NT ′,iµtiΣ
−1µi/2 = c gezeigt werden. Also gilt
lim
i→∞
NT ′,i
NT,i
µtiΣ
−1µi/2
µtiΓ
−1µi
= 1,
woraus schließlich fu¨r Folgen von Alternativen in der beschriebenen Form
ePT ′,T = e
P
T ′,T (η) =
1
2
ηtΣ−1η
ηtΓ−1η
als asymptotische relative Effizienz im Pitman Sinn der Testgro¨ßen T und T ′ folgt. 
8.9.2 Bemerkung: Es la¨sst sich unter Beachtung von Bemerkung 2.4.1 mit den U¨berlegungen
pra¨sentiert in 3.8.3 in [32] zeigen, dass die Pitman-Effizienz fu¨r νi = 1/
√
i, i ∈ N, existiert.
8.10 Volumen-Effizienz der Tests
Das in Unterabschnitt 3 vorgestellte Konzept der Volumen-Effizienz kann in offensichtlicher
Weise auf die vorliegende Situation der zusammengesetzten Hypothese erweitert werden.
Siehe hierzu die Erkla¨rung am Anfang des Unterabschnitts 4.4.
Im verbundenen Stichprobenfall gilt bei zugrunde liegendem µ ∈ Rd
n(n− d)
d(n− 1) (ζn − µ)
tS−1n (ζn − µ) ∼ Fd,n−d.
Daher ist fu¨r α ∈ (0, 1){
µ ∈ Rd; n(n− d)
d(n− 1) (ζn − µ)
tS−1n (ζn − µ) ≤ Fαd,n−d
}
.
ein Konfidenzbereich, genauer ein Konfidenzellipsoid, fu¨r den unbekannten Parameter µ ∈
Rd zum Konfidenzniveau 1 − α. Mit Hilfe dieses Konfidenzellipsoids la¨sst sich der Hotel-
lingsche T2-Test formulieren.
Im unabha¨ngigen Stichprobenfall gilt bei zugrunde liegendem µ ∈ Rd analog
n(2n− 1− d)
4d(n− 1) (X
′
n − Y ′n − µ)t(Sx,yn )−1(X ′n − Y ′n − µ) ∼ Fd,2n−1−d,
sodass sich als zugeho¨riger Konfidenzellipsoid fu¨r den unbekannten Parameter µ ∈ Rd zum
Konfidenzniveau 1− α{
µ ∈ Rd; n(2n− 1− d)
4d(n− 1) (X
′
n − Y ′n − µ)t(Sx,yn )−1(X ′n − Y ′n − µ) ≤ Fαd,2n−1−d
}
ergibt. Mit Hilfe dieses Konfidenzellipsoiden la¨sst sich der Hotellingsche Zweistichproben-
T2-Test formulieren.
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8.10.1 Satz: Die Volumen-Effizienz der Testgro¨ßen Tn und T
′
n ha¨ngt nicht mehr vom
unbekannten Parameter µ ∈ Rd ab und es ist
evolT ′,T,n =
(2n− 1− d)d
2d(n− d)d
(Fαd,n−d)
d
(Fαd,2n−1−d)d
det(Γ)
det(Σ)
(
Γ(n
2
)Γ(2n−d−1
2
)
Γ(n−d
2
)Γ(2n−1
2
)
)2
.
Beweis: Im verbundenen Stichprobenfall besitzt das Konfidenzellipsoid das Volumen
VolT,n =
πd/2
Γ(d/2 + 1)
√
dd(n− 1)d
nd(n− dd)(F
α
d,n−d)d det(Sn),
welches nicht mehr vom unbekannten Parameter µ ∈ Rd abha¨ngt. Zur Berechnung des
Volumens eines Ellipsoiden siehe Beispiel 1 in Abschnitt 9.1 in [21]. Bekanntlich besitzt
Sn als empirische Kovarianzmatrix basierend auf entsprechenden normalverteilten Zufalls-
variablen die Wishart-Verteilung Wd(n− 1, 1/(n− 1)Γ), siehe hierzu [28]. Nach Theorem
3.2.15 aus [28] gilt dann
(n− 1)ddet(Sn)
det(Γ)
v
=
d∏
i=1
Cn−i,
mit unabha¨ngigen Zufallsvariablen Cn−d, . . . , Cn−1, wobei Cj Chi-Quadrat verteilt sei mit
j Freiheitsgraden, j = n− d, . . . , n− 1. Also ist
E(VolT,n) =
πd/2
Γ(d/2 + 1)
√
dd
nd(n− d)d (F
α
d,n−d)d det(Γ)
d∏
i=1
E
(√
Cn−i
)
der Erwartungswert des Volumens des Konfidenzellipsoiden. Besitzt Ck eine Chi-Quadrat-
Verteilung mit k Freiheitsgeraden, k > 1, so ist
√
Ck Chi-verteilt mit k Freiheitsgeraden,
d.h.
√
Ck besitzt die Dichte
x 7−→ 2
1− k
2xk−1e−
x2
2
Γ(k
2
)
, fu¨r x > 0, und 0 sonst,
und damit ist
E
(√
Ck
)
=
√
2
Γ(k+1
2
)
Γ(k
2
)
.
Schließlich erha¨lt man fu¨r das erwartete Volumen die Darstellung
E(VolT,n) =
πd/2
Γ(d/2 + 1)
√
dd
nd(n− d)d (F
α
d,n−d)d2ddet(Γ)
Γ(n
2
)
Γ(n−d
2
)
.
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Im unabha¨ngigen Stichprobenfall besitzt das Konfidenzellipsoid das Volumen
VolT ′,n =
πd/2
Γ(d/2 + 1)
√
4ddd(n− 1)d
nd(2n− 1− d)d (F
α
d,2n−1−d)ddet(S
x,y
n ).
Dieses Volumen ha¨ngt ebenfalls nicht vom unbekannten Parameter µ ∈ Rd ab. Da Sxn und
Syn jeweils die Wishart-Verteilung Wd(n − 1, 1/(n − 1)Σ) besitzen und unabha¨ngig sind,
besitzt nach Theorem 3.2.4 aus [28] 2Sx,yn die Wishart-Verteilung Wd(2(n−1), 1/(n−1)Σ).
Ebenfalls nach Theorem 3.2.15 aus [28] gilt dann
(n− 1)ddet(2S
x,y
n )
det(Σ)
v
=
d∏
i=1
C2n−1−i,
mit unabha¨ngigen Zufallsvariablen C2n−1−d, . . . , C2n−2, wobei Cj Chi-Quadrat verteilt sei
mit j Freiheitsgraden, j = 2n− 1− d, . . . , 2n− 2. Also gilt
E(VolT ′,n) =
πd/2
Γ(d/2 + 1)
√
2ddd
nd(2n− 1− d)d (F
α
d,2n−1−d)ddet(Σ)
d∏
i=1
E
(√
C2n−1−i
)
=
πd/2
Γ(d/2 + 1)
√
4ddd
nd(2n− 1− d)d (F
α
d,2n−1−d)ddet(Σ)
Γ(2n−1
2
)
Γ(2n−d−1
2
)
.
So ergibt sich fu¨r die Volumen-Effizienz der Testgro¨ßen Tn und T
′
n
evolT ′,T,n =
( πd/2
Γ(d/2+1)
√
2ddd
nd(n−d)d (F
α
d,n−d)ddet(Γ)
Γ(n
2
)
Γ(n−d
2
)
πd/2
Γ(d/2+1)
√
4ddd
nd(2n−1−d)d (F
α
d,2n−1−d)ddet(Σ)
Γ( 2n−1
2
)
Γ( 2n−d−1
2
)
)2
=
(2n− 1− d)d
2d(n− d)d
(Fαd,n−d)
d
(Fαd,2n−1−d)d
det(Γ)
det(Σ)
(
Γ(n
2
)Γ(2n−d−1
2
)
Γ(n−d
2
)Γ(2n−1
2
)
)2
,
und so die Behauptung. 
8.10.2 Korollar: Die asymptotische Volumen-Effizienz der Testgro¨ßen Tn und T
′
n ha¨ngt
nicht mehr vom Konfidenzniveau 1− α ab und es ist
eLvolT ′,T =
det(Γ)
det(2Σ)
= lim
n→∞
evolT ′,T,n.
Beweis: Mit den U¨berlegungen und Bezeichnungen aus dem Beweis von Satz 8.10.1 gilt
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mit dem starken Gesetz der großen Zahlen√
n2d∏d
i=1(n− i)
1
(Fαd,n−d)d
VolT,n
v
=
πd/2
Γ(d/2 + 1)
√
ddn2d
nd(n− d)d det(Γ)
d∏
i=1
√
Cn−i
n− i
v
=
πd/2
Γ(d/2 + 1)
√
ddn2d
nd(n− d)d det(Γ)
d∏
i=1
√∑n−i
j=1 U
2
i,j
n− i
−→ π
d/2
Γ(d/2 + 1)
√
dd det(Γ) P -f.s. fu¨r n→∞,
mit unabha¨ngigen Folgen von unabha¨ngigen standardnormalverteilten Zufallsvariablen
(Ui,j)j∈N, i = 1, . . . , d. Ebenfalls mit den U¨berlegungen und Bezeichnungen aus dem Beweis
von Satz 8.10.1 und mit limn→∞ Fαd,2n−1−d/F
α
d,n−d = 1, was bereits im Beweis von Satz 8.9.1
begru¨ndet wurde, gilt ebenso mit dem starken Gesetz der großen Zahlen√
n2d∏d
i=1(n− i)
1
(Fαd,n−d)d
VolT ′,n
v
=
√
n2d∏d
i=1(n− i)
1
(Fαd,n−d)d
πd/2
Γ(d/2 + 1)
√
2ddd
nd(2n− 1− d)d (F
α
d,2n−1−d)d det(Σ)
d∏
i=1
√
C2n−1−i
2n− 1− i
v
=
√∏d
i=1(2n− 1− i)∏d
i=1(n− i)
πd/2
Γ(d/2 + 1)
√
2dddn2d
nd(2n− 1− d)d
(Fαd,2n−1−d)d
(Fαd,n−d)d
det(Σ)
d∏
i=1
√∑2n−1−i
j=1 U
2
i,j
2n− 1− i
−→
√
2d
πd/2
Γ(d/2 + 1)
√
dd det(Σ) P -f.s. fu¨r n→∞,
sodass
eLvolT ′,T =
det(Γ)
2d det(Σ)
=
det(Γ)
det(2Σ)
ist.
Weiter gilt fu¨r y ∈ R
Γ(x)
Γ(x+ y)
∼ 1
xy
fu¨r x→∞.
Damit folgt
lim
n→∞
(
Γ(n
2
)Γ(2n−d−1
2
)
Γ(n−d
2
)Γ(2n−1
2
)
)2
= lim
n→∞
(
Γ(n
2
)
Γ(n
2
− d
2
)
Γ(2n−1
2
− d
2
)
Γ(2n−1
2
)
)2
=
1
2d
.
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Zudem gilt
lim
n→∞
(2n− 1− d)d
2d(n− d)d
(Fαd,n−d)
d
(Fαd,2n−1−d)d
= 1,
sodass auch
lim
n→∞
evolT ′,T,n =
det(Γ)
det(2Σ)
ist. 
8.11 Vergleich der Testverfahren
Anhand der oben berechneten Hodges-Lehmann-, Bahadur- und Pitman-Effizienz ko¨nnen
wir nun die beiden Verfahren, unabha¨ngige und verbundene Stichprobenerhebung, verglei-
chen. Wie in Lemma 4.5.1 ko¨nnen dazu die Matrix
E := (2Σ)−1Γ = Id−1
2
(Σ1 + Σ2)
und ihre nach wachsender Gro¨ße geordneten Eigenwerte λ1 ≤ · · · ≤ λd, herangezogen
werden.
8.11.1 Korollar: Es ist
inf
µ∈Rd\{0}
eBT ′,T (µ) ≤ 1 ≤ sup
µ∈Rd\{0}
eBT ′,T (µ).
Fu¨r die Pitman-Effizienz betrachten wir Folgen von Alternativen (µi)i∈N definiert durch
µi := νiη, i ∈ N, wobei die reelle Folge (νi)i∈N mit νi 6= 0 fu¨r i ∈ N und limi→∞ νi = 0,
sowie η ∈ Rd \ {0} beliebig gewa¨hlt werden ko¨nnen. Dann gilt:
a) supµ∈Rd\{0} e
HL
T ′,T (µ) < 1 ⇔ supη∈Rd\{0} ePT ′,T (η) < 1 ⇔ λd < 1.
b) supµ∈Rd\{0} e
HL
T ′,T (µ) ≤ 1 ⇔ supµ∈Rd\{0} eBT ′,T (µ) = 1 ⇔ supη∈Rd\{0} ePT ′,T (η) ≤ 1⇔
λd ≤ 1.
c) infµ∈Rd\{0} eHLT ′,T (µ) ≥ 1 ⇔ infµ∈Rd\{0} eBT ′,T (µ) = 1 ⇔ infη∈Rd\{0} ePT ′,T (η) ≥ 1 ⇔
λ1 ≥ 1.
d) infµ∈Rd\{0} eHLT ′,T (µ) > 1 ⇔ infη∈Rd\{0} ePT ′,T (η) > 1 ⇔ λ1 > 1.
Beweis: Wir beno¨tigen zum Beweis der Aussagen die Gestalt der Effizienzen gegeben
durch die Sa¨tze 8.8.1 und 8.9.1. Es sei eine Folge (µi)i∈N gema¨ß µi := aiθ, gegeben, i ∈ N,
mit einer reellen Folge (ai)i∈N mit ai 6= 0 und limi→∞ ai =∞, und θ ∈ Rd \ {0}. Mit Hilfe
der Regel von L’Hospital und der positiven Definitheit der beteiligten Matrizen erha¨lt man
lim
i→∞
eBT ′,T (µi) = lim
i→∞
cT ′(µi)
cT (µi)
= lim
i→∞
log(1 + a2i
1
2
θ′Σ−1θ)
log(1 + a2i θ
′Γ−1θ)
= lim
n→∞
1 + a2i θ
′Γ−1θ
1 + a2i
1
2
θ′Σ−1θ
θ′Σ−1θ
2θ′Γ−1θ
= lim
i→∞
2θ′Γ−1θ
θ′Σ−1θ
θ′Σ−1θ
2θ′Γ−1θ
= 1,
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womit
inf
µ∈Rd\{0}
eBT ′,T (µ) ≤ 1 ≤ sup
µ∈Rd\{0}
eBT ′,T (µ)
folgt. Da weiter die A¨quivalenz
eBT ′,T =
cT ′
cT
=
1
2
log(1 + 1
2
µ′Σ−1µ)
1
2
log(1 + µ′Γ−1µ)
{≤
≥
}
1 ⇐⇒
1
2
µ′Σ−1µ
µ′Γ−1µ
= eHLT ′,T
{≤
≥
}
1
gilt, folgt die Behauptung mit Lemma 4.5.1. 
8.11.2 Beispiel: Es sei Σ1 + Σ2 eine Diagonalmatrix mit Diagonalelementen σi, i =
1, . . . , d. Dann besitzt E die Eigenwerte
λi = 1− 1
2
σi, i = 1, . . . , d.
In diesem Fall gilt:
a) supµ∈Rd\{0} e
HL
T ′,T (µ) < 1 ⇔ supη∈Rd\{0} ePT ′,T (η) < 1 ⇔ σi > 0 fu¨r i = 1, . . . , d.
b) supµ∈Rd\{0} e
HL
T ′,T (µ) ≤ 1 ⇔ supµ∈Rd\{0} eBT ′,T (µ) = 1 ⇔ supη∈Rd\{0} ePT ′,T (η) ≤ 1 ⇔
σi ≥ 0 fu¨r i = 1, . . . , d.
c) infµ∈Rd\{0} eHLT ′,T (µ) ≥ 1⇔ infµ∈Rd\{0} eBT ′,T (µ) = 1⇔ infη∈Rd\{0} ePT ′,T (η) ≥ 1⇔ σi ≤ 0
fu¨r i = 1, . . . , d.
d) infµ∈Rd\{0} eHLT ′,T (µ) > 1 ⇔ infη∈Rd\{0} ePT ′,T (η) > 1 ⇔ σi < 0 fu¨r i = 1, . . . , d.
8.11.3 Beispiel: Sei Σ1 + Σ2 symmetrisch. Fu¨r das Spektrum von E gilt
σ(E) =
{
λ+ 1;λ ∈ σ
(
− 1
2
(Σ1 + Σ2)
)}
.
Bei quadratischen symmetrischen Matrizen la¨sst sich bekanntlich die positive Definitheit
bzw. die negative Definitheit bzw. die Semidefinitheit durch die Vorzeichen der Eigenwerte
charakterisieren. Daher gilt:
a) supµ∈Rd\{0} e
HL
T ′,T (µ) < 1 ⇔ supη∈Rd\{0} ePT ′,T (η) < 1 ⇔ Σ1 + Σ2 ist positiv definit.
b) supµ∈Rd\{0} e
HL
T ′,T (µ) ≤ 1 ⇔ supµ∈Rd\{0} eBT ′,T (µ) = 1 ⇔ supη∈Rd\{0} ePT ′,T (η) ≤ 1⇔
Σ1 + Σ2 ist positiv semidefinit.
c) infµ∈Rd\{0} eHLT ′,T (µ) ≥ 1 ⇔ infµ∈Rd\{0} eBT ′,T (µ) = 1 ⇔ infη∈Rd\{0} ePT ′,T (η) ≥ 1 ⇔
Σ1 + Σ2 ist negativ semidefinit.
d) infµ∈Rd\{0} eHLT ′,T (µ) > 1 ⇔ infη∈Rd\{0} ePT ′,T (η) > 1 ⇔ Σ1 + Σ2 ist negativ definit.
Betrachten wir nun die Volumen-Effizienz der Tests. Dann ko¨nnen wir folgendes notieren:
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8.11.4 Korollar: Es gilt
evolT ′,T,n


<
=
>

 1 ⇐⇒ det ( Id−12(Σ1 + Σ2))


<
=
>

 kn,
mit
kn :=
(n− d)d
(2n− 1− d)d
(Fαd,2n−1−d)
d
(Fαd,n−d)d
Γ(n−d
2
)2Γ(2n−1
2
)2
Γ(n
2
)2Γ(2n−d−1
2
)2
,
und es gilt
eLvolT ′,T


<
=
>

 1 ⇐⇒ det ( Id−12(Σ1 + Σ2))


<
=
>

 1.
Beweis: Mit Hilfe von Satz 8.10.1 erhalten wir fu¨r die Volumen-Effizienz der Testgro¨ßen
Tn und T
′
n
evolT ′,T,n
(2n− 1− d)d
2d(n− d)d
(Fαd,n−d)
d
(Fαd,2n−1−d)d
det
(
Σ
(
2 Id−(Σ1 + Σ2)
))
det(Σ)
(
Γ(n
2
)Γ(2n−d−1
2
)
Γ(n−d
2
)Γ(2n−1
2
)
)2
=
(2n− 1− d)d
(n− d)d
(Fαd,n−d)
d
(Fαd,2n−1−d)d
det
(
Id−1
2
(Σ1 + Σ2)
)(Γ(n
2
)Γ(2n−d−1
2
)
Γ(n−d
2
)Γ(2n−1
2
)
)2
,
woraus die erste Behauptung folgt. Mit Hilfe von Korollar 8.10.2 erhalten wir fu¨r die
asymptotische Volumen-Effizienz der Testgro¨ßen Tn und T
′
n
eLvolT ′,T =
det
(
Σ
(
2 Id−(Σ1 + Σ2)
))
det(2Σ)
= det
(
Id−1
2
(Σ1 + Σ2)
)
,
woraus die zweite Behauptung folgt. 
8.11.5 Bemerkung: Auch die asymptotische Volumen-Effizienz ha¨ngt nur von der Matrix
Id−12(Σ1 +Σ2) ab, die auch beim Studium der Hodges-Lehmann-, Bahadur- und Pitman-
Effizienz die entscheidende Rolle spielt.
8.11.6 Korollar: Fu¨r die Pitman-Effizienz betrachten wir Folgen von Alternativen (µi)i∈N
definiert durch µi := νiη, i ∈ N, wobei die reelle Folge (νi)i∈N, mit νi 6= 0 fu¨r alle i ∈ N
und limi→∞ νi = 0 sowie η ∈ Rd \ {0} beliebig gewa¨hlt werden ko¨nnen. Dann gilt:
a) supµ∈Rd\{0} e
HL
T ′,T (µ) < 1 ⇔ supη∈Rd\{0} ePT ′,T (η) < 1 ⇔ λd < 1 ⇒ eLvolT ′,T < 1.
b) supµ∈Rd\{0} e
HL
T ′,T (µ) ≤ 1 ⇔ supµ∈Rd\{0} eBT ′,T (µ) = 1 ⇔ supη∈Rd\{0} ePT ′,T (η) ≤ 1 ⇔
λd ≤ 1 ⇒ eLvolT ′,T ≤ 1.
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c) infµ∈Rd\{0} eHLT ′,T (µ) ≥ 1 ⇔ infµ∈Rd\{0} eBT ′,T (µ) = 1 ⇔ infη∈Rd\{0} ePT ′,T (η) ≥ 1 ⇔
λ1 ≥ 1 ⇒ eLvolT ′,T ≥ 1.
d) infµ∈Rd\{0} eHLT ′,T (µ) > 1 ⇔ infη∈Rd\{0} ePT ′,T (η) > 1 ⇔ λ1 > 1 ⇒ eLvolT ′,T > 1.
Beweis: Dies folgt mit Korollar 8.11.1, Korollar 8.11.4 und Lemma 4.5.4. 
8.11.7 Beispiel: Im Fall d = 1 la¨sst sich die Hodges-Lehmann-, Pitman-, und in manchen
Fa¨llen auch die Bahadur-Effizienz durch die asymptotische Volumen-Effizienz charakteri-
sieren. Es sei σ := Σ1 + Σ2. Dann gilt konkret:
a) eHLT ′,T < 1 ⇔ ePT ′,T < 1 ⇔ eLvolT ′,T < 1 ⇔ σ > 0.
b) eHLT ′,T ≤ 1 ⇔ supµ∈R∗ eBT ′,T = 1 ⇔ ePT ′,T ≤ 1 ⇔ eLvolT ′,T ≤ 1 ⇔ σ ≥ 0.
b) eHLT ′,T ≥ 1 ⇔ infµ∈R∗ eBT ′,T = 1 ⇔ ePT ′,T ≥ 1 ⇔ eLvolT ′,T ≥ 1 ⇔ σ ≤ 0.
d) eHLT ′,T > 1 ⇔ ePT ′,T > 1 ⇔ eLvolT ′,T > 1 ⇔ σ < 0.
8.11.8 Bemerkung: Um hier auf alternativem Weg Ergebnisse fu¨r die Pitman-Effizienz,
die lokale Bahadur- und Hodges Lehmann-Effizienz oder die Volumen-Effizienz der Tests
mit Hilfe der Resultate aus den Abschnitten 4 und 6 zu erhalten, kann folgende Parame-
trisierung benutzt werden: Wir wa¨hlen als gemeinsame Parametermenge der Verteilungen
von ζ1 und ζ
′
1
Θ =
{(
µ, vech(Γ), ( bvech(Σ) )
) ∈ Rd × Rd(d+1)/2 × Rd+d(d+1)/2;
Σ,Γ ∈ Sd, ∃ Π ∈ Rd×d : Γ = 2Σ− (Π + Πt), ( Σ ΠΠt Σ ) ∈ P2d
}
.
Dann ist Θ1 = Rd, ϑ10 = 0 ∈ Rd, und
Θ0 =
{(
µ, vech(Γ), ( bvech(Σ) )
) ∈ Θ;µ = 0}.
Die injektive Partametrisierung der Verteilung von ζ1 bzw. ζ
′
1 ist dann gegeben durch
Θ˜ =
{(
µ, vech(Γ)
) ∈ Rd × Rd(d+1)/2; Γ ∈ Pd}
bzw.
Θ˜′ =
{(
µ, ( bvech(Σ) )
) ∈ Rd × Rd+d(d+1)/2; Σ ∈ Pd},
also
Θ˜0 =
{(
µ, vech(Γ)
) ∈ Rd × Rd(d+1)/2;µ = 0,Γ ∈ Pd}
bzw.
Θ˜′0 =
{(
µ, ( bvech(Σ) )
) ∈ Rd × Rd+d(d+1)/2;µ = 0,Σ ∈ Pd}.
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8.12 Tests zur relativen Wirksamkeit
Um Tests zum Vergleich der Verfahren der verbundenen und unabha¨ngigen Stichprobe-
nerhebung anzugeben, kann hier auf die in Abschnitt 5 entwickelten Tests zuru¨ckgegriffen
werden. Zuna¨chst wollen wir konsistente Tests fu¨r die Testprobleme
H1 : sup
µ∈Rd\{0}
eHLT ′,T (µ) ≤ 1, K1 : sup
µ∈Rd\{0}
eHLT ′,T (µ) > 1
⇔ H1 : sup
µ∈Rd\{0}
eBT ′,T (µ) = 1, K1 : sup
µ∈Rd\{0}
eBT ′,T (µ) > 1
⇔ H1 : sup
η∈Rd\{0}
ePT ′,T (η) ≤ 1, K1 : sup
η∈Rd\{0}
ePT ′,T (η) > 1,
sowie
H2 : inf
µ∈Rd\{0}
eHLT ′,T (µ) ≥ 1, K2 : inf
µ∈Rd\{0}
eHLT ′,T (µ) < 1
⇔ H2 : inf
µ∈Rd\{0}
eBT ′,T (µ) = 1, K2 : inf
µ∈Rd\{0}
eBT ′,T (µ) < 1
⇔ H2 : inf
η∈Rd\{0}
ePT ′,T (η) ≥ 1, K2 : inf
η∈Rd\{0}
ePT ′,T (η) < 1,
und
H3 : ∀ µ ∈ Rd \ {0} : eHLT ′,T (µ) = 1, K3 : ∃ µ ∈ Rd \ {0} : eHLT ′,T (µ) 6= 1
⇔ H3 : ∀ µ ∈ Rd \ {0} : eBT ′,T (µ) = 1, K3 : ∃ µ ∈ Rd \ {0} : eBT ′,T (µ) 6= 1
⇔ H3 : ∀ η ∈ Rd \ {0} : ePT ′,T (η) = 1, K3 : ∃ η ∈ Rd \ {0} : ePT ′,T (η) 6= 1
aufstellen. Dafu¨r werden wir die in Unterabschnitt 5.2 entwickelte Theorie zur Anwendung
bringen.
Wir partitionieren die empirische Kovarianzmatrix basierend auf n Beobachtungen der
verbundenen Stichprobe S˜n mit Hilfe der zufa¨lligen d× d-Matrizen S˜1,1n , S˜1,2n , S˜2,1n und S˜2,2n
gema¨ß
S˜n =
(
S˜1,1n S˜
1,2
n
S˜2,1n S˜
2,2
n
)
.
Wir erinnern daran, dass die zugrunde liegende unbekannte Kovarianzmatrix durch
S˜ :=
(
Σ ΣΣ1
ΣΣ2 Σ
)
∈ P2d
gegeben ist. Entsprechend der in Unterabschnitt 5.2 eingefu¨hrten Bezeichnungen ist hier
E˜(ϑ0) = (2Σ)
−1 − Γ−1,
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und das zu dieser Matrix entsprechende empirische Gegenstu¨ck ist gegeben durch
(S˜1,1n + S˜
2,2
n )
−1 − (S˜1,1n + S˜2,2n − (S˜2,1n + S˜1,2n ))−1.
Um Tests fu¨r die genannten Testprobleme zu formulieren, gehen wir aber unter Hinweis
auf Bemerkung 5.2.10 stattdessen zur Matrix
˜˜E(ϑ0) = 2Σ− Γ = ΣΣ1 + ΣΣ2 = ΣΣ2 + (ΣΣ2)t,
bzw. zu ihrem empirischen Gegenstu¨ck
(S˜1,1n + S˜
2,2
n )−
(
S˜1,1n + S˜
2,2
n − (S˜2,1n + S˜1,2n )
)
= S˜2,1n + (S˜
2,1
n )
t
u¨ber, und lassen unsere Tests auf den nach wachsender Gro¨ße geordneten Eigenwerten
λ˜1,n ≤ · · · ≤ λ˜d,n dieser Matrix basieren.
Wir definieren pˆn := vec(S˜
2,1
n ) und p0 := vec(ΣΣ2). Dann ha¨ngt
˜˜E(ϑ0) ausschließlich von
p0 ab. Es ist also
˜˜E(ϑ0) eine Matrix
H˜(p0) = ΣΣ2 + (ΣΣ2)
t,
mit der in Unterabschnitt 5.2 eingefu¨hrten Abbildung H˜, und
H˜(pˆn) = S˜
2,1
n + (S˜
2,1
n )
t.
Zur Behandlung des Testproblems H1 gegen K1 verwenden wir die Testgro¨ße
F 1n = −
√
nλ˜d,n√
Md,n
,
und zur Behandlung des Testproblems H2 gegen K2 die Testgro¨ße
F 2n =
√
nλ˜1,n√
M1,n
,
mit
Mi,n = wi(pˆn)
tJH˜(pˆn)V (pˆn)JH˜(pˆn)twi(pˆn), i = 1, . . . , d,
wobei fu¨r i = 1, . . . , d die Gro¨ßen wi(pˆn),JH˜(pˆn) und V (pˆn) die empirischen Gegenstu¨cke
zu wi(p0),JH˜(p0) und V (p0) sind, die wie folgt definiert werden:
Fu¨r i = 1, . . . , d ist der Vektor wi(p0) ∈ Rd(d+1)/2 durch die Komponenten(
wi(p0)
)
j
:=
(
βi(p0)
t ⊗ βi(p0)t)Dej, j = 1, . . . , d(d+ 1)/2,
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festgelegt. Dabei ist βi(p0) ∈ Rd der normierte Eigenvektor zum Eigenwert λ˜i(p0) der Ma-
trix H˜(p0), i = 1, . . . , d, und D die in Unterabschnitt 5.2 eingefu¨hrte Duplikationsmatrix.
Weiter ist
V (p0) := B Iss(S˜)B
t,
wobei die Matrix Iss(S˜) ∈ S2d(2d+1)/2 die Isserlis-Matrix von S˜ ist, die durch
√
n
(
vech(S˜n)− vech(S˜)
) v−→ N2d(2d+1)/2(0, Iss(S˜)) fu¨r n→∞
festgelegt ist. Diese Isserlis-Matrix la¨sst sich wie folgt genauer beschreiben. Es sei durch
M eine zufa¨llige 2d× 2d-Matrix mit
√
n
(
vech(S˜n)− vech(S˜)
) v−→ vech(M) fu¨r n→∞
gegeben, wobei
vech(M) ∼ N2d(2d+1)/2
(
0, Iss(S˜)
)
gelte, mit einer Matrix Iss(S˜) ∈ S2d(2d+1)/2. Siehe Theorem 3.4.3 in [1]. Dann gilt
Iss(S˜) = Cov
(
vech(M)
)
und mit M = (mi,j)1≤i,j≤2d und S˜ = (si,j)1≤i,j≤2d
Cov(mi,j,mk,l) = si,ksj,l + si,lsj,k, 1 ≤ i ≤ j ≤ 2d.
Siehe hierzu Theorem 3.4.4 in [1]. Weiter ist B ∈ Rd2×2d(2d+1)/2 die Matrix, die durch die
Eigenschaft
Bvech(K) = vec(K2,1),
mit
K =
(
K1,1 K1,2
K2,1 k2,2
)
∈ S2d
und K1,1, K1,2, K2,1 und K2,2 d × d-Matrizen, gegeben ist. Daru¨ber hinaus ist JH˜(p0) ∈
Rd(d+1)/2×d
2
die Jacobi-Matrix der stetig differenzierbaren Abbildung vech(H˜) : Rd
2 →
Rd(d+1)/2.
Es ha¨ngt B Iss(S˜)Bt nur von p0 ab und zwar stetig. Weiter ist
det Iss(S˜) = 22d(det S˜)2d+1,
siehe [34]. Daher ist wegen der positiven Definitheit von S˜ auch die Isserlis-Matrix Iss(S˜)
positv definit. Da die Matrix B vollen Zeilenrang besitzt, ist auch die Matrix V (p0) =
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B Iss(S˜)Bt positiv definit. Diese Matrix ha¨ngt außerdem stetig von p0 ab. Zudem besitzt
die Jacobi-Matrix JH˜(p0) vollen Zeilenrang. Wie oben erla¨utert gilt
√
n
(
vech(S˜n)− vech(S˜)
) v−→ N2d(2d+1)/2(0, Iss(S˜)) fu¨r n→∞.
Daher gilt auch
√
n
(
Bvech(S˜n)− Bvech(S˜)
) v−→ N2d(2d+1)/2(0, BIss(S˜)Bt) fu¨r n→∞,
a¨quivalent
√
n
(
vec(S˜2,1n )− vec(ΣΣ2)
) v−→ N2d(2d+1)/2(0, V (p0)) fu¨r n→∞,
a¨quivalent √
n(pˆn − p0) v−→ N2d(2d+1)/2
(
0, V (p0)
)
fu¨r n→∞.
Somit sind (E1) und (E2) aus Unterabschnitt 5.2 erfu¨llt. Wie in Unterabschnitt 5.2 ar-
gumentiert wurde, gilt im Fall der Einfachheit des kleinsten und gro¨ßten Eigenwerts der
Matrix H˜(p0)
lim
n→∞
Pϑ0(M1,n ≤ 0) = lim
n→∞
Pϑ0(Md1,n ≤ 0) = 0,
wenn ϑ0 der zu p0 korrespondierende Parameter ist.
Fu¨r ein gegebenes Testniveau α ∈ (0, 1) schlagen wir fu¨r das Testproblem Hi gegen Ki,
i = 1, 2, den Test
”
Verwirf Hi, falls F
i
n ≥ u1−α“, i = 1, 2,
vor, und ko¨nnen folgendes festhalten.
8.12.1 Korollar: Es sei der kleinste und gro¨ßte Eigenwert der Matrix H˜(p0) einfach.
Dann handelt es sich bei dem auf der Testgro¨ße F in basierenden vorgeschlagenen Test fu¨r
das Testproblem Hi gegen Ki, i = 1, 2, um einen Test, der fu¨r jedes α ∈ (0, 1) das Testni-
veau α asymptotisch einha¨lt, und der zudem konsistent ist.
Beweis: Wie oben begru¨ndet sind (E1) und (E2) aus Unterabschnitt 5.2 erfu¨llt. Da nach
Annahme auch die Bedingung (E3) aus aus Unterabschnitt 5.2 erfu¨llt ist, folgt mit Korollar
5.2.6 die Behauptung. 
Zur Behandlung des Testproblems H3 gegen K3 betrachten wir die Testgro¨ße
F 3n = nλ˜
2
(d),n.
Dabei seien λ˜(1),n, . . . , λ˜(d),n die von ihrem Betrag her nach wachsender Gro¨ße geordneten
Eigenwerte von H˜(pˆn), d.h. es gilt |λ˜(1),n| ≤ · · · ≤ |λ˜(d),n|.
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Fu¨r ein gegebenes Testniveau α ∈ (0, 1) schlagen wir fu¨r das Testproblem H3 gegen K3 den
Test
”
Verwirf H3, falls F
3
n ≥ cpˆn;1−α“
vor. Hierbei ist cp0;1−α das (1− α)-Quantil der Verteilung mit der Lebesgue-Dichte
kp0(ld) =
∫
. . .
∫
π
d2
2
Γd(
d
2
)
∏
1≤j<i≤d
(li − lj)
∫
Od
fp0
(
H diag(ld, . . . , l1)H
′)dHdl1 . . . dld−1,
fu¨r ld > 0, und 0 sonst.
Hierbei wird das innere Integral u¨ber die Menge Od = {A ∈ Rd×d;AtA = Id} bezu¨glich
der Gleichverteilung auf Od durchgefu¨hrt, Γm sei die verallgemeinerte Gammafunktion
Γm(t) := π
m(m−1)/4∏m
i=1 Γ(t− (i− 1)/2), m ∈ N, t > (m− 1)/2, und fp0 sei die Lebesgue-
Dichte einer Matrix A2 ∈ Rd×d, wobei A ∈ Rd×d eine symmetrische Matrix mit vech(A) ∼
Nd(d+1)/2(0,JH˜(p0)V (p0)JH˜(p0)t) sei; siehe Unterabschnitt 5.2. Dann halten wir folgendes
Resultat fest.
8.12.2 Korollar: Bei dem auf der Testgro¨ße F 3n basierenden vorgeschlagenen Test fu¨r das
Testproblem H3 gegen K3 handelt es sich um einen Test, der fu¨r jedes α ∈ (0, 1) das Test-
niveau α asymptotisch exakt einha¨lt, und der zudem konsistent ist.
Beweis: Die Aussage folgt aus Korollar 5.2.8. 
Nun wollen wir konsitente Tests unter sinnvollen Alternativen gema¨ß den Ausfu¨hrungen
aus Unterabschnitt 5.3 angeben. Betrachten wir also das Testproblem
H1 : sup
µ∈Rd\{0}
eHLT ′,T (µ) ≤ 1, K˜1 : inf
µ∈Rd\{0}
eHLT ′,T (µ) > 1
⇔ H1 : sup
η∈Rd\{0}
ePT ′,T (η) ≤ 1, K˜1 : inf
η∈Rd\{0}
ePT ′,T (η) > 1.
Nach Korollar 8.11.1 la¨sst sich die Hypothese auch in der Form
H1 : sup
µ∈Rd\{0}
eBT ′,T (µ) = 1
a¨quivalent formulieren. Zudem betrachten wir das Testproblem
H2 : inf
µ∈Rd\{0}
eHLT ′,T (µ) ≥ 1, K˜2 : sup
µ∈Rd\{0}
eHLT ′,T (µ) < 1
⇔ H2 : inf
η∈Rd\{0}
ePT ′,T (η) ≥ 1, K˜2 : sup
η∈Rd\{0}
ePT ′,T (η) < 1.
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Auch hier ist die Hypothese a¨quivalent zu
H2 : inf
µ∈Rd\{0}
eBT ′,T (µ) = 1.
Schließlich betrachten wir noch das Testproblem
H3 : ∀ µ ∈ Rd \ {0} : eHLT ′,T (µ) = 1, K˜3 : sup
µ∈Rd\{0}
eHLT ′,T (µ) < 1 oder inf
µ∈Rd\{0}
eHLT ′,T (µ) > 1
⇔ H3 : ∀ η ∈ Rd \ {0} : ePT ′,T (µ) = 1, K˜3 : sup
η∈Rd\{0}
ePT ′,T (η) < 1 oder inf
η∈Rd\{0}
ePT ′,T (η) > 1.
Hier ist die Hypothese ebenfalls a¨quivalent zu
H3 : ∀ µ ∈ Rd \ {0} : eBT ′,T (µ) = 1.
Diese Testprobleme sollen unter Hinweis auf Bemerkung 5.3.4 im Wesentlichen erneut mit
Hilfe der Matrix H˜(pˆn) behandelt werden. Zur Behandlung des Testproblems Hi gegen K˜i,
i = 1, 2, 3, betrachten wir die Testgro¨ßen
F˜ 1n =
√
ntr
(
H˜(pˆn)
)√
M˜n
, F˜ 2n = −F˜ 1n , F˜ 3n = |F˜ 1n |,
mit
M˜n = M˜n(pˆn) = v
tJH˜(pˆn)V (pˆn)JH˜(pˆn)tv,
wobei der Verktor v ∈ Rd(d+1)/2 durch
v = (1, 0, . . . , 0︸ ︷︷ ︸
(d−1)-mal
, 1, 0, . . . , 0︸ ︷︷ ︸
(d−2)-mal
, 1, . . . , 1, 0, 1)
gegeben ist. Wie oben gezeigt sind hier die Bedingungen (E1) und (E2) aus Unterabschnitt
5.2 erfu¨llt. Daher gilt
lim
n→∞
Pϑ0(M˜n ≤ 0) = 0,
was in Unterabschnitt 5.3 begru¨ndet wurde.
Fu¨r ein gegebenes Testniveau α ∈ (0, 1) lautet dann der zugeho¨rige Test fu¨r das Test-
problem Hi gegen K˜i, i = 1, 2,
”
Verwirf Hi, falls F˜
i
n ≥ u1−α“, i = 1, 2.
Fu¨r das Testproblem H3 gegen K3 kann der Test
”
Verwirf H3, falls F˜
3
n ≥ u1−α/2“
formuliert werden. Dann ko¨nnen wir folgendes festhalten.
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8.12.3 Korollar: Bei dem auf der Testgro¨ße F˜ in basierenden vorgeschlagenen Test fu¨r das
Testproblem Hi gegen K˜i, i = 1, 2, handelt es sich um einen Test, der fu¨r jedes α ∈ (0, 1)
das Testniveau α asymptotisch einha¨lt, und der zudem konsistent ist. Bei dem auf der
Testgro¨ße F˜ 3n basierenden vorgeschlagenen Test fu¨r das Testproblem H3 gegen K˜3 handelt
es sich daru¨ber hinaus um einen Test, der fu¨r jedes α ∈ (0, 1) das Testniveau α asympto-
tisch exakt einha¨lt und der zudem konsistent ist.
Beweis: Die Aussage folgt aus Korollar 5.3.3. 
Im Fall d = 1 bietet sich hier ein Vorgehen gema¨ß Bemerkung 5.2.11 bzw. Bemerkung
5.3.5 an. Hierzu definieren wir
D1n :=
√
n
(
S˜1,1n + S˜
2,2
n − (S˜2,1n + S˜1,2n )
S˜1,1n + S˜
2,2
n
− 1
)
, D2n := −D1n, D3n := |D1n|.
8.12.4 Lemma: Es gelte Γ = 2Σ. Dann ist die Testgro¨ße Din, i = 1, 2, 3, verteilungsfrei.
Beweis: Es ist zu beachten, dass fu¨r d = 1 im Fall Γ = 2Σ sofort Σ1 = Σ2 = 0 folgt,
und deshalb wegen 

X1
...
Xn
Y1
...
Yn


v
=


√
ΣU1 + a
...√
ΣUn + a√
ΣV1 + b
...√
ΣVn + b


mit ( U1V1 ), . . . , (
Un
Vn
) unabha¨ngig und je N2(0, I2)-verteilt, auch
D1n =
√
n
(
1
n
∑n
i=1
(
(Xi −Xn)2 + (Yi − Y n)2 − 2(Xi −Xn)(Yi − Y n)
)
1
n
∑n
i=1
(
(Xi −Xn)2 + (Yi − Y n)2
) − 1
)
v
=
√
n
(
1
n
∑n
i=1
(
(Ui − Un)2 + (Vi − V n)2 − 2(Ui − Un)(Vi − V n)
)
1
n
∑n
i=1
(
(Ui − Un)2 + (Vi − V n)2
) − 1
)
gilt, d.h. Din, i = 1, 2, 3, ist im Fall Γ = 2Σ verteilungsfrei. 
Fu¨r ein gegebenes Testniveau α ∈ (0, 1) schlagen wir fu¨r das Testproblem Hi gegen Ki,
i = 1, 2, 3, folgenden Test vor:
”
Verwirf Hi, falls D
i
n ≥ tin;1−α“, i = 1, 2, 3,
wobei tin;1−α das (1 − α)-Quantil10 der Verteilung von Din, i = 1, 2, 3, im Fall (X1, Y1) ∼
N2(0, I2) sei. Dann kann folgendes festgehalten werden:
10Diese Quantile ko¨nnen mit Hilfe eines Monte-Carlo-Verfahrens beliebig genau approximiert werden.
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8.12.5 Korollar: Bei dem auf der Testgro¨ße Din basierenden vorgeschlagenen Test fu¨r das
Testproblem Hi gegen Ki, i = 1, 2, handelt es sich um einen Test, der fu¨r jedes α ∈ (0, 1)
das Testniveau α asymptotisch einha¨lt, und der zudem konsistent ist. Bei dem auf der Test-
gro¨ße D3n basierenden vorgeschlagenen Test fu¨r das Tesproblem H3 gegen H3 handelt es sich
daru¨ber hinaus um einen Test, der fu¨r jedes α ∈ (0, 1) das Testniveau α exakt einha¨lt und
der zudem konsistent ist.
Beweis: Dies folgt mit Lemma 8.12.4 und mit den in Unterabschnitt 5.2 angestellten
U¨berlegungen. 
8.12.6 Bemerkung: Wie in Bemerkung 5.3.5 erla¨utert ko¨nnen analog konsistente Tests
fu¨r die Testprobleme
H4 : e
Lvol
T ′,T ≤ 1, K4 : eLvolT ′,T > 1
sowie
H5 : e
Lvol
T ′,T ≥ 1, K5 : eLvolT ′,T < 1
und
H6 : e
Lvol
T ′,T = 1, K6 : e
Lvol
T ′,T 6= 1
basierend auf der Determinante der Matrix
(S˜1,1n + S˜
2,2
n )
−1(S˜1,1n + S˜2,2n − (S˜2,1n + S˜1,2n ))
konstruiert werden.
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9 Vergleiche bei Kontingenztafeln (Multinomialver-
teilungen)
9.1 Das zugrunde liegende Modell
In diesem Abschnitt kommen die Ergebnisse aus den Abschnitten 4, 5 und 6 zum Ein-
satz. Es seien (X1, Y1), . . . , (Xn, Yn) unabha¨ngige und identisch verteilte zweidimensionale
Zufallsvektoren mit dem Wertebereich {1, . . . , d}2, wobei d ∈ N gegeben sei. Zudem sei
pi,j := P
(
(X1, Y1) = (i, j)
)
, (i, j) ∈ {1, . . . , d}2,
mit (p1,1, . . . , pd,d) ∈ (0, 1)d2 ,
∑d
i,j=1 pi,j = 1 und
p := (p1,1, . . . , pd,1, p1,2, . . . , pd,2, . . . , p1,d−1, . . . , pd,d−1, p1,d, . . . , pd−1,d)t
unbekannt.
Wir definieren
∆s := {(q1, . . . , qs−1)t; (q1, . . . , qs−1) ∈ (0, 1)s−1,
s−1∑
i=1
qi < 1}, s ∈ N,
und
∆0s := {(q1, . . . , qs−1)t; (q1, . . . , qs−1) ∈ [0, 1]s−1,
s−1∑
i=1
qi ≤ 1}, s ∈ N.
Fu¨r (q1, . . . , qs−1)t ∈ ∆0s setzen wir zudem qs := 1−
∑s−1
i=1 qi. Elemente
q = (q1,1, . . . , qs,1, q1,2, . . . , qs,2, . . . , q1,s−1, . . . , qs,s−1, q1,s, . . . , qs−1,s)t ∈ ∆0s2
schreiben wir auch ku¨rzer in der Form q = (q1,1, . . . , qs−1,s)t.
Es seien m, s ∈ N und q := (q1, . . . , qs−1)t ∈ ∆0s. Fu¨r einen Rs−1-wertigen Zufallsvek-
tor M := (M1, . . . ,Ms−1)t schreiben wir im Folgenden M ∼ M(m; q1, . . . , qs), falls fu¨r
den Rs-wertigen Zufallsvektor (M1, . . . ,Ms−1,m −
∑s−1
i=1 Mi)
t die Verteilungseigenschaft
(M1, . . . ,Ms−1,m −
∑s−1
i=1 Mi)
t ∼ M(m; q1, . . . , qs) gilt. Zudem setzen wir dann Ms :=
m−∑s−1i=1 Mi. Zufallsvektoren
M = (M1,1, . . . ,Ms,1,M1,2, . . . ,Ms,2, . . . ,M1,s−1, . . . ,Ms,s−1,M1,s, . . . ,Ms−1,s)t
∼M(m; q1,1, . . . , qs,s)
schreiben wir auch ku¨rzer in der Form M = (M1,1, . . . ,Ms−1,s)t.
Fu¨r i = 1, . . . , n kann (Xi, Yi) mit dem R
d2−1-wertigen Zufallsvektor Ni mit
Ni ∼M(1; p1,1, . . . , pd,d), i = 1, . . . , n,
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identifiziert werden, wobei
Ni :=
(
I
(
(Xi, Yi) = (1, 1)
)
, . . . , I
(
(Xi, Yi) = (d− 1, d)
))t
, i = 1, . . . , n.
Im Folgenden werden die Zufallsvektoren N1, . . . , Nn anstelle der Zufallsvektoren
(X1, Y1), . . . , (Xn, Yn) betrachtet.
Mit
Ni,j :=
n∑
k=1
I
(
(Xk, Yk) = (i, j)
)
, (i, j) ∈ {1, . . . , d}2,
ist
N := (N1,1, . . . , Nd−1,d)t ∼M(n; p1,1, . . . , pd,d).
Nach Konstruktion ist dann N =
∑n
i=1Ni. Das starke Gesetz der großen Zahlen liefert
lim
n→∞
N/n = (p1,1, . . . , pd−1,d)t Pp-f.s.
Mit der Definition
pi· :=
d∑
k=1
pi,k, p·i :=
d∑
k=1
pk,i, i ∈ {1, . . . , d},
und mit
Ni· :=
n∑
k=1
I(Xk = i), N·i :=
n∑
k=1
I(Yk = i), i ∈ {1, . . . , d},
ist
N∗· := (N1·, . . . , Nd−1·)t ∼M(n; p1·, . . . , pd·), N·∗ := (N·1, . . . , N·d−1)t ∼M(n; p·1, . . . , p·d).
Im unabha¨ngigen Stichprobenfall liegen mit X ′1, . . . , X
′
n und Y
′
1 , . . . , Y
′
n zwei voneinander
unabha¨ngige Stichproben vor, wobei
L(X1) = L(X ′1) und L(Y1) = L(Y ′1) (9.1.1)
ist. Fu¨r i = 1, . . . , n kann (X ′i, Y
′
i ) wegen (9.1.1) mit einem R
2d−2-wertigen Zufallsvektor
N ′i mit
N ′i ∼M(1; p1·, . . . , pd·)⊗M(1; p·1, . . . , p·d), i = 1, . . . , n,
identifiziert werden, wobei
N ′i :=
(
I(X ′i = 1), . . . , I(X
′
i = d− 1), I(Y ′i = 1), . . . , I(Y ′i = d− 1)
)t
, i = 1, . . . , n.
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Im Folgenden werden die Zufallsvektoren N ′1, . . . , N
′
n anstelle der Zufallsvektoren
(X ′1, Y
′
1), . . . , (X
′
n, Y
′
n) betrachtet.
Mit
N ′i· :=
n∑
k=1
I(X ′k = i), N
′
·i :=
n∑
k=1
I(Y ′k = i), i ∈ {1, . . . , d},
gilt wegen (9.1.1)
N ′∗· := (N
′
1·, . . . , N
′
d−1·)
t ∼M(n; p1·, . . . , pd·), N ′·∗ := (N ′·1, . . . , N ′·d−1)t ∼M(n; p·1, . . . , p·d),
wobei N ′∗· und N
′
·∗ unabha¨ngig sind. Nach Konstruktion ist dann (
N ′∗·
N ′·∗
) =
∑n
i=1N
′
i . Das
Gesetz der großen Zahlen liefert auch hier
lim
n→∞
N ′∗·/n = (p1·, . . . , pd−1·)
t, lim
n→∞
N ′·∗/n = (p·1, . . . , p·d−1)
t Pp-f.s..
Das zu Beginn dieser Arbeit vorgestellte Testproblem
H : L(X1) = L(Y1), K : L(X1) 6= L(Y1),
kann hier a¨quivalent gema¨ß
H : (p1·, . . . , pd−1·) = (p·1, . . . , p·d−1), K : (p1·, . . . , pd−1·) 6= (p·1, . . . , p·d−1)
formuliert werden.
9.2 Allgemeine Betrachtungen
Wir betrachten zuna¨chst ein allgemeines Einstichprobenproblem bei Multinomialvertei-
lung. Dazu seien m, s ∈ N und fu¨r q := (q1, . . . , qs−1) ∈ ∆0s sei M := (M1, . . . ,Ms−1) ∼
M(m; q1, . . . , qs).
Fu¨r ein l = (l1, . . . , ls−1)t ∈ {(i1, . . . , is−1)t; (i1, . . . , is−1) ∈ {0, . . . ,m}s−1,
∑s−1
j=1 ij ≤ m}
setzen wir ls := 1−
∑s−1
i=1 li.
Es sei ∅ 6= Π0 ( Π = ∆s und wir betrachten das allgemeine Testproblem
H0 : q ∈ Π0, K0 : q ∈ Π1 := Π \ Π0.
Eine Abbildung qˆ : ∆0s → Π0 heiße Maximum-Scha¨tzfunktion fu¨r q ∈ Π unter H0, falls
Pqˆ(l/m)(M = l) = sup
q∈Π0
Pq(M = l),
l ∈
{
(i1, . . . , is−1)t; (i1, . . . , is−1) ∈ {0, . . . ,m}s−1,
s−1∑
j=1
ij ≤ m
}
,
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erfu¨llt ist. Wir schreiben qˆ = (qˆ1, . . . , qˆs−1)t. Ist qˆ Maximum-Scha¨tzfunktion fu¨r q ∈ Π unter
H0 und gilt qˆ : (∆
0
s,B
s−1
∆0s
) → (Π0,Bs−1Π0 ), so ist qˆ(M/m) Maximum-Likelihood-Scha¨tzer
11
fu¨r q ∈ Π unter H0 bei zugrunde liegendem M .
Es besitzt die Kullback-Leibler-Information aus der Verteilung von M fu¨r m = 1 die
Gestalt
K(q, q˜) =
s∑
i=1
qi log
qi
q˜i
=
s∑
i=1
qi log qi −
s∑
i=1
qi log q˜i, q, q˜ ∈ ∆0s,
wobei an dieser Stelle 0/0 := 1, log 0 := −∞, 0 log 0 := 0 und a/0 := ∞ fu¨r a ∈ (0,∞)
gesetzt werden soll. Daher gilt
argmin
q˜∈Π0
K(q, q˜) = argmax
q˜∈Π0
s∑
i=1
qi log q˜i, q ∈ ∆0s.
Weiter ist
1
m
logPq˜(M = l) =
1
m
log
( m!
l1! . . . ls!
q˜l11 · · · q˜lss
)
=
1
m
log
m!
l1! . . . ls!
+
s∑
i=1
li
m
log q˜i,
l ∈
{
(i1, . . . , is−1)t; (i1, . . . , is−1) ∈ {0, . . . ,m}s−1,
s−1∑
j=1
ij ≤ m
}
, q˜ ∈ ∆0s,
und daher
argmax
q˜∈Π0
Pq˜(M = l) = argmax
q˜∈Π0
1
m
logPq˜(M = l) = argmax
q˜∈Π0
s∑
i=1
li
m
log q˜i,
l ∈
{
(i1, . . . , is−1)t; (i1, . . . , is−1) ∈ {0, . . . ,m}s−1,
s−1∑
j=1
ij ≤ m
}
.
Deshalb ist eine Abbildung qˆ : ∆0s → Π0 Maximum-Scha¨tzfunktion, wenn
K(q,Π0) = K
(
q, qˆ(q)
)
fu¨r alle q ∈ ∆0s (9.2.1)
gilt. Eine Abbildung qˆ : ∆0s → Π0 die (9.2.1) erfu¨llt existiert stets, siehe hierzu Lem-
ma 4.3 (a) in der Arbeit [15] von Hoeffding. Daher existiert auch stets eine Maximum-
Scha¨tzfunktion fu¨r q ∈ Π unter H0. Gilt qˆ : (∆0s,Bs−1∆0s )→ (Π0,B
s−1
Π0
), so existiert also auch
ein Maximum-Likelihood-Scha¨tzer fu¨r q ∈ Π unter H0.
Nun betrachten wir ein allgemeines Zweistichprobenproblem. Es sei also mit O :=
11Dieser Maximum-Likelihood-Scha¨tzer fu¨r q ∈ Π unter H0 nimmt also nicht zwingend Werte in Π0 an.
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(O1, . . . , Os−1)t ∼ M(m; r1, . . . , rs), r := (r1, . . . , rs−1)t ∈ ∆0s, ein weiterer multinomial-
verteilter Zufallsvektor gegeben, wobei M und O unabha¨ngig seien.
Fu¨r ∅ 6= Π′0 ( Π′ = ∆2s betrachten wir das Testproblem
H′0 : (q, r) ∈ Π′0, K′0 : (q, r) ∈ Π′1 := Π′ \ Π′0.
Eine Abbildung (qˆ, rˆ) : (∆0s)
2 → Π′0 heiße eine Maximum-Scha¨tzfunktion fu¨r (q, r) ∈ Π′
unter H′0, falls
P(qˆ,rˆ)(l/m,j/m)(M = l, O = j) = sup
(q,r)∈Π′0
Pq,r(M = l, O = j),
l, j ∈
{
(i1, . . . , is−1)t; (i1, . . . , is−1) ∈ {0, . . . ,m}s−1,
s−1∑
j=1
ij ≤ m
}
,
erfu¨llt ist. Wir schreiben (qˆ, rˆ) := ((qˆ1, . . . , qˆs−1)t, (rˆ1, . . . , rˆs−1)t). Ist (qˆ, rˆ) Maximum-
Scha¨tzfunktion fu¨r (q, r) ∈ Π′ unter H′0, und gilt (qˆ, rˆ) : ((∆0s)2,B2(s−1)(∆0s)2 ) → (Π′0,B
2(s−1)
Π′0
),
so ist (qˆ, rˆ)(M/m,O/m) Maximum-Likelihood-Scha¨tzer12 fu¨r (q, r) ∈ Π′ unter H′0 bei zu-
grunde liegendem (M,O).
Es besitzt die Kullback-Leibler-Information aus der Verteilung von (M,O) fu¨r m = 1
die Gestalt
K
(
(q, r), (q˜, r˜)
)
=
s∑
i,j=1
qirj log
qirj
q˜ir˜j
=
s∑
i=1
qi log
qi
q˜i
+
s∑
j=1
rj log
rj
r˜j
=
s∑
i=1
qi log qi −
s∑
i=1
qi log q˜i +
s∑
j=1
rj log rj −
s∑
j=1
rj log r˜j, (q, r), (q˜, r˜) ∈ (∆0s)2.
Daher gilt
argmin
(q˜,r˜)∈Π′0
K
(
(q, r), (q˜, r˜)
)
= argmax
(q˜,r˜)∈Π′0
( s∑
i=1
qi log q˜i +
s∑
j=1
rj log r˜j
)
, (q, r) ∈ (∆0s)2.
Weiter ist
1
m
logP(q˜,r˜)(M = l, O = j) =
1
m
log
( m!
l1! . . . ls!
q˜l11 · · · q˜lss
m!
j1! . . . js!
r˜j11 · · · r˜jss
)
=
1
m
log
m!
l1! . . . ls!
+
s∑
i=1
li
m
log q˜i +
1
m
log
m!
j1! . . . js!
+
s∑
i=1
ji
m
log r˜i,
l, j ∈
{
(i1, . . . , is−1)t; (i1, . . . , is−1) ∈ {0, . . . ,m}s−1,
s−1∑
j=1
ij ≤ m
}
, (q˜, r˜) ∈ (∆0s)2,
12Dieser Maximum-Likelihood-Scha¨tzer fu¨r (q, r) ∈ Π′ unter H′
0
nimmt also nicht zwingend Werte in Π′
0
an.
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und daher
argmax
(q˜,r˜)∈Π′0
P(q˜,r˜)(M = l, O = j) = argmax
(q˜,r˜)∈Π′0
1
m
logP(q˜,r˜)(M = l, O = j)
=argmax
(q˜,r˜)∈Π′0
( s∑
i=1
li
m
log q˜i +
s∑
i=1
ji
m
log r˜i
)
, l, j ∈
{
(i1, . . . , is−1) ∈ {0, . . . ,m}s−1;
s−1∑
j=1
ij ≤ m
}
.
Deshalb ist eine Abbildung (qˆ, rˆ) : (∆0s)
2 → Π′0 Maximum-Scha¨tzfunktion, wenn
K
(
(q, r),Π0
)
= K
(
(q, r), (qˆ, rˆ)(q, r)
)
fu¨r alle (q, r) ∈ (∆0s)2 (9.2.2)
gilt. Existiert eine Abbildung (qˆ, rˆ) : (∆0s)
2 → Π′0 die (9.2.2) erfu¨llt, so existiert auch
stets eine Maximum-Scha¨tzfunktion fu¨r (q, r) ∈ Π′ unter H′0. Gilt qˆ : ((∆0s)2,B2(s−1)(∆0s)2 ) →
(Π′0,B
2(s−1)
Π′0
), so existiert in diesem Fall also auch ein Maximum-Likelihood-Scha¨tzer fu¨r
(q, r) ∈ Π′ unter H′0.
Wir werden nun mit Hilfe von Lemma 4.3 (a) in der Arbeit [15] von Hoeffding im na¨chsten
Lemma beweisen, dass eine Abbildung (qˆ, rˆ) : (∆0s)
2 → Π′0, die (9.2.2) erfu¨llt, stets existiert.
Dazu sei S := (S1,1, . . . , Ss−1,s)t ∼ M(m; v1,1, . . . , vs,s), mit v := (v1,1, . . . , vs−1,s)t ∈ ∆0s2 .
Ferner sei
w· := (w1·, . . . , ws−1·, w·1, . . . , w·s−1)t, w ∈ ∆0s2 ,
und es sei
Π˜0 :=
{
(v1,1, . . . , vs−1,s)t ∈ ∆0s2 ; v· ∈ Π′0
}
∩ {(v1,1, . . . , vs−1,s)t ∈ ∆0s2 ; vi,j = vi·v·j, (i, j) ∈ {1, . . . , s}2}.
9.2.1 Lemma: Es existiert eine Abbildung vˆ : ∆0s2 → Π˜0, vˆ := (vˆ1,1, . . . , vˆs−1,s)t, fu¨r die
K(w, Π˜0) = K
(
w, vˆ(w)
)
fu¨r alle w ∈ ∆0s2 (9.2.3)
gilt, wobei hier K(w, w˜), w, w˜ ∈ ∆0s2, die Kullback-Leibler-Information aus S sei. Fu¨r diese
Abbildung gilt auch
s∑
i,j=1
wi,j log vˆi,j(w) =
s∑
i=1
wi· log vˆi·(w) +
s∑
j=1
w·j log vˆ·j(w), w ∈ ∆0s2 ,
und es ha¨ngen vˆi·(w) und vˆ·j(w) nur von w· ab, w ∈ ∆0s2. Weiter existiert eine Abbildung
(qˆ, rˆ) := ((qˆ1, . . . , qˆs−1)t, (rˆ1, . . . , rˆs−1)t), die (9.2.2) erfu¨llt und die festgelegt ist durch
qˆi(w·) = vˆi·(w), rˆj(w·) = vˆ·j(w), w ∈ ∆0s2 , (i, j) ∈ {1, . . . , s}2.
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Beweis: Nach Lemma 4.3 (a) in [15] existiert eine Abbildung vˆ : ∆0s2 → Π˜0 die (9.2.3)
erfu¨llt. Fu¨r diese gilt
s∑
i,j=1
wi,j log vˆi,j(w) = sup
v∈Π˜0
s∑
i,j=1
wi,j log vi,j = sup
v∈Π˜0
s∑
i,j=1
wi,j log(vi·v·j)
= sup
v∈Π˜0
( s∑
i=1
wi· log vi· +
s∑
j=1
w·j log v·j
)
,
und wegen
Π˜0 ⊂
{
(v1,1, . . . , vs−1,s)t ∈ ∆0s2 ; v· ∈ Π′0
}
∩ {(v1,1, . . . , vs−1,s)t ∈ ∆0s2 ; vi,j = vi·v·j, (i, j) ∈ {1, . . . , s}2}
auch vˆi,j(w) = vˆi·(w)vˆ·j(w), (i, j) ∈ {1, . . . , s}, w ∈ ∆0s2 , und damit
s∑
i,j=1
wi,j log vˆi,j(w) =
s∑
i,j=1
wi,j log
(
vˆi·(w)vˆ·j(w)
)
=
s∑
i=1
wi· log vˆi·(w) +
s∑
j=1
w·j log vˆ·j(w), w ∈ ∆0s2 ,
also auch
s∑
i=1
wi· log vˆi·(w) +
s∑
j=1
w·j log vˆ·j(w) = sup
v∈Π˜0
( s∑
i=1
wi· log vi· +
s∑
j=1
w·j log v·j
)
, w ∈ ∆0s2 .
Damit ha¨ngen vˆi·(w) und vˆ·j(w) nur von w· ab, w ∈ ∆0s2 . Somit la¨sst sich eine Abblidung
(qˆ, rˆ) : (∆0s)
2 → Π′0 durch die Eigenschaft
qˆi(w·) = vˆi·(w), rˆj(w·) = vˆ·j(w), w ∈ ∆0s2 , (i, j) ∈ {1, . . . , s}2,
wohldefinieren, die
s∑
i=1
vi log qˆi(v, w) +
s∑
j=1
wj log rˆj(v, w) = sup
(q,r)∈Π′0
( s∑
i=1
vi log qi +
s∑
j=1
wj log rj
)
,
(v, w) ∈ (∆0s)2,
leistet, und somit auch Gleichung (9.2.2) erfu¨llt. 
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9.3 Verbundener Stichprobenfall
Wir mu¨ssen hier Abha¨ngigkeiten zwischen X1 und Y1 beru¨cksichtigen. Zur Behandlung des
Testproblems der marginalen Homogenita¨t, d.h.
H : (p1·, . . . , pd−1·) = (p·1, . . . , p·d−1), K : (p1·, . . . , pd−1·) 6= (p·1, . . . , p·d−1),
schlagen wir als Testgro¨ße die Likelihood-Quotienten-Testgro¨ße
T1,n := 2
d∑
i,j=1
Ni,j log
Ni,j
npˆ(N/n)i,j
, (9.3.1)
oder die Waldsche Testgro¨ße, hier χ2-Testgro¨ße,
T2,n :=
d∑
i,j=1
(
Ni,j − npˆ(N/n)i,j
)2
npˆ(N/n)i,j
(9.3.2)
vor, wobei pˆ = (pˆ1,1, . . . , pˆd−1,d)t eine Maximum-Scha¨tzfunktion fu¨r p = (p1,1, . . . , pd−1,d)t
unter H ist. Diese existiert; siehe Unterabschnitt 9.2.
Es ist anzumerken, dass sowohl die Likelihood-Quotienten-Testgro¨ße als auch die Wald-
sche Testgro¨ße nur auf dem Zufallsvektor N =
∑n
i=1Ni basiert.
Betrachte fu¨r q ∈ ∆0d2 das konvexe Optimierungsproblem der Minimierung der Abbildung
p 7−→ −
d∑
i,j=1
qi,j log pi,j
unter den Nebenbedingungen
pi· = p·i, pi,j ≥ 0, (i, j) ∈ {1, . . . , d}2,
d∑
i,j=1
pi,j = 1.
Eine Lo¨sung dieses Optimierungsproblems existiert und liefert die genannte Maximum-
Scha¨tzfunktion pˆ fu¨r den zugrunde liegenden Parameter p unter H; siehe Unterabschnitt
9.2.
Betrachten wir dagegen das Optimierungsproblem fu¨r q ∈ ∆d2 der Minimierung der Ab-
bildung
p 7−→ −
d∑
i,j=1
qi,j log pi,j (9.3.3)
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unter den Nebenbedingungen
pi· = p·i, pi,j ≥ 0, (i, j) ∈ {1, . . . , d}2,
d∑
i,j=1
pi,j = 1, (9.3.4)
so muss wegen qi,j > 0 fu¨r alle (i, j) ∈ {1, . . . , d}2 fu¨r die Lo¨sung pˆ auch pˆi,j > 0 fu¨r
alle (i, j) ∈ {1, . . . , d}2 gelten, da die zu minimierende Funktion ansonsten den Wert +∞
annehmen wu¨rde. Also muss fu¨r q ∈ ∆d2 fu¨r die Lo¨sung des Optimierungsprobelms pˆ
auch pˆ ∈ ∆d2 gelten. Da also eine Lo¨sung dieser Minimierungsaufgabe existiert und diese
Lo¨sung in ∆d2 liegen muss, ist die Lo¨sung auch ein lokales Minimum von (9.3.3) unter
den Nebenbedingungen (9.3.4) und daher nach Theorem 4.3.6 aus [6] notwendiger Weise
Komponente der Lo¨sung des Gleichungssystems
0 = −qi,j
pi,j
+ λi − λj + µ,
0 = pi· − p·i,
0 =
d∑
i,j=1
pi,j − 1, (i, j) ∈ {1, . . . , d}2, (p1,1, . . . , pd,d)t ∈ Rd2 , λ ∈ Rd, µ ∈ R. (9.3.5)
Nach Theorem 4.3.7 aus [6] ist das Lo¨sen von (9.3.5) auch ein hinreichendes Kriterium fu¨r
das globale Minimum der Funktion (9.3.3) unter den Nebenbedingungen (9.3.4). Die ge-
suchte Lo¨sung von (9.3.5) la¨sst sich fu¨r d > 2 nicht explizit angeben und kann nur iterativ
numerisch bestimmt werden. Wir wollen diese Lo¨sung wieder mit pˆ bezeichnen.
Es ist fu¨r jedes p ∈ ∆d2 die Abbildung q 7→ K(q, p) (Bd2−1∆d2 ,B)-messbar und fu¨r jedes
p ∈ ∆d2 die Abbildung q 7→ K(p, q) stetig auf ∆d2 . Zudem ist die Abbildung q 7→ K(q, pˆ(q))
(Bd
2−1
∆d2
,B)-messbar. Somit folgt aus Hilfssatz 6.7 in [27], dass die Lo¨sung pˆ von (9.3.5) als
Funktion von q ∈ ∆d2 ohne Einschra¨nkung als (Bd2−1∆d2 ,B)-messbar angenommen werden
kann.
Somit folgt aus der allgemeinen Theorie fu¨r Likelihood-Quotienten-Tests und Waldsche
Tests, dass bei Gu¨ltigkeit von H
Tk,n
v−→ χ2d−1 fu¨r n→∞, k = 1, 2,
gilt. Siehe hierfu¨r z.B. [27]. Fu¨r das Testproblem H gegen K schlagen wir daher den
Likelihood-Quotienten-Test bzw. den Waldschen Test
”
verwirf H1, falls Tk,n > χ
2
d−1;1−α“, k = 1, 2,
vor, wobei χ2d−1;1−α das (1 − α)-Quantil der Chi-Quadrat-Verteilung mit d − 1 Freiheits-
graden sei. Wie wir weiter unten sehen werden, ist der Likelihood-Quotienten-Test optimal
im Bahadur- und Hodges-Lehmann Sinn.
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9.4 Unabha¨ngiger Stichprobenfall
Gehen wir davon aus, dass mit X ′1, . . . , X
′
n und Y
′
1 , . . . , Y
′
n zwei voneinander unabha¨ngige
Stichproben vorliegen. Zur Behandlung des Testproblems der Homogenita¨t, d.h.
H : (p1·, . . . , pd−1·) = (p·1, . . . , p·d−1), K : (p1·, . . . , pd−1·) 6= (p·1, . . . , p·d−1),
schlagen wir als Testgro¨ße die Likelihood-Quotienten-Testgro¨ße
T ′1,n := 2
d∑
i=1
N ′i· log
N ′i·
npˆ′i·(N ′∗·/n,N ′·∗/n)
+ 2
d∑
i=1
N ′·i log
N ′·i
npˆ′·i(N ′∗·/n,N ′·∗/n)
, (9.4.1)
oder die Waldsche Testgro¨ße, hier χ2-Testgro¨ße,
T ′2,n :=
d∑
i=1
(
N ′i· − npˆ′i·(N ′∗·/n,N ′·∗/n)
)2
npˆ′i·(N ′∗·/n,N ′·∗/n)
+
d∑
i=1
(
N ′·i − npˆ′·i(N ′∗·/n,N ′·∗/n)
)2
npˆ′·i(N ′∗·/n,N ′·∗/n)
(9.4.2)
vor, wobei (pˆ′∗·, pˆ
′
·∗) := ((pˆ
′
1·, . . . , pˆ
′
d−1·)
t, (pˆ′·1, . . . , pˆ
′
·d−1)
t) eine Maximum-Scha¨tzfunktion fu¨r
(p∗·, p·∗) := ((p1·, . . . , pd−1·)t, (p·1, . . . , p·d−1)t) unter H ist. Diese existiert; siehe Unterab-
schnitt 9.2.
Es ist anzumerken, dass sowohl die Likelihood-Quotienten-Testgro¨ße als auch die Wald-
sche Testgro¨ße nur auf dem Zufallsvektor (N ′∗·, N
′
·∗)
t =
∑n
i=1N
′
i basiert.
Betrachte fu¨r (q∗·, q·∗) := ((q1·, . . . , qd−1·)t, (q·1, . . . , q·d−1)t) ∈ (∆0d)2 das konvexe Optimie-
rungsproblem der Minimierung der Abbildung
(p∗·, p·∗) 7−→ −
d∑
i=1
qi· log pi· −
d∑
i=1
q·i log p·i
unter den Nebenbedingungen
pi· = p·i, pi· ≥ 0, p·i ≥ 0, i ∈ {1, . . . , d},
d∑
i=1
pi· = 1,
d∑
i=1
p·i = 1.
Die Lo¨sung dieses Optimierungsproblems existiert und liefert die genannte Maximums-
Scha¨tzfunktion (pˆ′∗·, pˆ
′
·∗) fu¨r den zugrunde liegenden Parameter (p∗·, p·∗) unter H; siehe
Unterabschnitt 9.2.
Betrachten wir dagegen das Optimierungsproblem fu¨r (q∗·, q·∗) ∈ ∆2d der Minimierung der
Abbildung
(p∗·, p·∗) 7−→ −
d∑
i=1
qi· log pi· −
d∑
i=1
q·i log p·i (9.4.3)
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unter den Nebenbedingungen
pi· = p·i, pi· ≥ 0, p·i ≥ 0, i ∈ {1, . . . , d},
d∑
i=1
pi· = 1,
d∑
i=1
p·i = 1, (9.4.4)
so muss wegen qi· > 0 und q·i > 0 fu¨r alle i ∈ {1, . . . , d} fu¨r die Lo¨sung (pˆ′∗·, pˆ′·∗) auch
pˆ′i· > 0 und pˆ
′
·i > 0 fu¨r alle i ∈ {1, . . . , d} gelten, da die zu minimierende Funktion
ansonsten den Wert +∞ annehmen wu¨rde. Also muss fu¨r (q∗·, q·∗) ∈ ∆2d fu¨r die Lo¨sung
des Optimierungsprobelms (pˆ′∗·, pˆ
′
·∗) auch (pˆ
′
∗·, pˆ
′
·∗) ∈ ∆2d gelten. Da also eine Lo¨sung dieser
Minimierungsaufgabe existiert und diese Lo¨sung in ∆2d liegen muss, ist die Lo¨sung dieser
Minimierungsaufgabe auch ein lokales Minimum von (9.4.3) unter den Nebenbedingungen
(9.4.4) und daher nach Theorem 4.3.6 aus [6] notwendiger Weise Komponente der Lo¨sung
des Gleichungssystems
0 = −qi·
pi·
+ λi + µ1,
0 = −q·i
p·i
− λi + µ2,
0 = pi· − p·i,
0 =
d∑
i=1
pi· − 1
0 =
d∑
i=1
p·i − 1, i ∈ {1, . . . , d}, ((p1·, . . . , pd·)t, (p·1, . . . , p·d)t) ∈ Rd × Rd, λ ∈ Rd, µ ∈ R2.
(9.4.5)
Nach Theorem 4.3.7 aus [6] ist das Lo¨sen von (9.4.5) auch ein hinreichendes Kriterium
fu¨r das globale Minimum der Funktion (9.4.3) unter den Nebenbedingungen (9.4.4). Wir
wollen die Lo¨sung von (9.4.5) wieder mit (pˆ′∗·, pˆ
′
·∗) bezeichnen. Als Lo¨sung von (9.4.5) ergibt
sich
(pˆ′∗·, pˆ
′
·∗)(q∗·, q·∗) =
(q∗· + q·∗
2
,
q∗· + q·∗
2
)
.
Damit besitzen die Testgro¨ßen die Gestalt
T ′1,n = 2
d∑
i=1
N ′i· log
N ′i·
N ′i·+N
′
·i
2
+ 2
d∑
i=1
N ′·i log
N ′·i
N ′i·+N
′
·i
2
(9.4.6)
und
T ′2,n =
d∑
i=1
(
N ′i· − N
′
i·+N
′
·i
2
)2
N ′i·+N
′
·i
2
+
d∑
i=1
(
N ′·i − N
′
i·+N
′
·i
2
)2
N ′i·+N
′
·i
2
. (9.4.7)
211
Die Lo¨sung von (9.4.5) ist als Funktion von (q∗·, q·∗) ∈ ∆2d stetig und damit als eine solche
Abbildung auch messbar.
Somit folgt aus der allgemeinen Theorie fu¨r Likelihood-Quotienten-Tests und Waldsche
Tests, dass bei Gu¨ltigkeit von H
T ′k,n
v−→ χ2d−1 fu¨r n→∞, k = 1, 2,
gilt. Siehe hierfu¨r z.B. [27]. Fu¨r das Testproblem H gegen K schlagen wir daher den
Likelihood-Quotienten-Test bzw. den Waldschen Test
”
verwirf H1, falls T
′
k,n > χ
2
d−1;1−α“, k = 1, 2,
vor, wobei χ2d−1;1−α das (1 − α)-Quantil der Chi-Quadrat-Verteilung mit d − 1 Freiheits-
graden sei. Wie wir weiter unten sehen werden, ist der Likelihood-Quotienten-Test optimal
im Bahadur- und Hodges-Lehmann Sinn.
9.5 Bahadur-Effizienz der Tests
Die auf den Testgro¨ßen (9.3.1) und( 9.4.6) basierenden vorgeschlagenen Likelihood-Qutienten-
Tests sind jeweils optimal im Bahadur Sinn. Dies folgt aus Theorem 2 der Arbeit [3] von
Bahadur; beachte dabei Bemerkung 3. (b) und (e).
Somit ergibt sich fu¨r die Bahadur-Steigung im unabha¨ngigen Stichprobenfall bei zugrunde
liegender Alternative (p∗·, p·∗) ∈ ∆2d
d∑
i=1
pi· log
pi·
pi·+p·i
2
+
d∑
i=1
p·i log
p·i
pi·+p·i
2
,
und fu¨r die Bahadur-Steigung im verbundenen Stichprobenfall bei zugrunde liegender Al-
ternative p ∈ ∆d2
d2∑
i,j=1
pi,j log
pi,j
pˆ(p)i,j
,
wobei pˆ = (pˆ1,1, . . . , pˆd−1,d)t Lo¨sung von (9.3.5) ist. Somit kann auch die Bahadur-Effizienz
der Likelihood-Quotienten-Tests basierend auf den Testgro¨ßen (9.3.1) und (9.4.6) fu¨r d > 2
nicht explizit angegeben werden.
Allerdings ko¨nnen hier die in Unterabschnitt 4.3 hergeleiteten allgemeinen Resultate zur
lokalen Bahadur-Effizienz von optimalen Tests im Bahadur-Sinn angewendet werden. Hier-
zu mu¨ssen zuna¨chst passende Parametrisierungen gema¨ß den Ausfu¨hrungen am Anfang des
Unterabschnitts 4.3 gewa¨hlt werden.
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Wir definieren
zi : = pi· − p·i, i = 1, . . . , d− 1,
si : = pi· + p·i, i = 1, . . . , d− 1.
Dann la¨sst sich das Testproblem a¨quivalent gema¨ß
H : (z1, . . . , zd−1) = 0, K : (z1, . . . , zd−1) 6= 0
formulieren. Es sei
Θ =
{(
(z1, . . . , zd−1)t, (s1, . . . , sd−1, p1,1, . . . , pd−1,d−1)t, (s1, . . . , sd−1)t
)
∈ Rd−1 × Rd−1+(d−1)2 × Rd−1; pi,j > 0, 1
2
(zi + si)−
d−1∑
k=1
pi,k > 0,
1
2
(−zj + sj)−
d−1∑
k=1
pk,j > 0, (i, j) ∈ {1, . . . , d− 1}2,
d−1∑
i=1
si −
d−1∑
i,j=1
pi,j < 1
}
⊂ Rd2+d−2.
Hierbei schreiben wir stets abku¨rzend (p1,1, . . . , pd−1,d−1)t fu¨r
(p1,1, . . . , pd−1,1, p1,2, . . . , pd−1,2, . . . , p1,d−1, . . . , pd−1,d−1)t
In der Notation aus Unterabschnitt 4.3 bedeutet dies
(ϑ1, ϑ2, ϑ
′
2) =
(
(z1, . . . , zd−1)t, (s1, . . . , sd−1, p1,1, . . . , pd−1,d−1)t, (s1, . . . , sd−1)t
) ∈ Θ.
Somit ist
Θ1 =
{
(z1, . . . , zd−1)t ∈ Rd−1; ∃
(
(s1, . . . , sd−1, p1,1, . . . , pd−1,d−1)t, (s1, . . . , sd−1)t
)
∈ Rd−1+(d−1)2 × Rd−1 : ((z1, . . . , zd−1)t, (s1, . . . , sd−1, p1,1, . . . , pd−1,d−1)t, (s1, . . . , sd−1)t) ∈ Θ}
und Θ10 = {0} ( Θ1, also
Θ0 =
{(
(0, . . . , 0)t, (s1, . . . , sd−1, p1,1, . . . , pd−1,d−1)t, (s1, . . . , sd−1)t
)
∈ Rd−1 × Rd−1+(d−1)2 × Rd−1; pi,j > 0, 1
2
si −
d−1∑
k=1
pi,k > 0,
1
2
sj −
d−1∑
k=1
pk,j > 0, (i, j) ∈ {1, . . . , d− 1}2,
d−1∑
i=1
si −
d−1∑
i,j=1
pi,j < 1
}
.
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Es liegt somit die Situation aus Bemerkung 4.2.8 vor. Weiter ist
Θ˜ =
{(
(z1, . . . , zd−1)t, (s1, . . . , sd−1, p1,1, . . . , pd−1,d−1)t
) ∈ Rd−1 × Rd−1+(d−1)2 ;
pi,j > 0,
1
2
(zi + si)−
d−1∑
k=1
pi,k > 0,
1
2
(−zj + sj)−
d−1∑
k=1
pk,j > 0, (i, j) ∈ {1, . . . , d− 1}2,
d−1∑
i=1
si −
d−1∑
i,j=1
pi,j < 1
}
⊂ Rd2−1.
und
Θ˜′ =
{(
(z1, . . . , zd−1)t, (s1, . . . , sd−1)t
) ∈ Rd−1 × Rd−1; zi + si > 0,
− zi + si > 0, i ∈ {1, . . . , d− 1}, 1
2
d−1∑
i=1
(zi + si) < 1,
1
2
d−1∑
i=1
(−zi + si) < 1
}
⊂ R2(d−1).
In der Notation aus Unterabschnitt 4.3 bedeutet dies
(ϑ1, ϑ2) =
(
(z1, . . . , zd−1)t, (s1, . . . , sd−1, p1,1, . . . , pd−1,d−1)t
) ∈ Θ˜
und
(ϑ1, ϑ
′
2) =
(
(z1, . . . , zd−1)t, (s1, . . . , sd−1)t
) ∈ Θ˜′.
Zudem ist
Θ˜0 =
{(
(0, . . . , 0)t, (s1, . . . , sd−1, p1,1, . . . , pd−1,d−1)t
) ∈ Rd−1 × Rd−1+(d−1)2 ;
pi,j > 0,
1
2
si −
d−1∑
k=1
pi,k > 0,
1
2
sj −
d−1∑
k=1
pk,j > 0, (i, j) ∈ {1, . . . , d− 1}2,
d−1∑
i=1
si −
d−1∑
i,j=1
pi,j < 1
}
.
und
Θ˜′0 =
{(
(0, . . . , 0)t, (s1, . . . , sd−1)t
) ∈ Rd−1 × Rd−1; si > 0, i ∈ {1, . . . , d− 1}, 1
2
d−1∑
i=1
si < 1
}
.
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Dru¨cken wir p = (p1,1, . . . , pd−1,d)t in der neuen Parametrisierung aus, so ergibt sich
pi,j = pi,j, (i, j) ∈ {1, . . . , d− 1}2,
pi,d =
1
2
(zi + si)−
d−1∑
k=1
pi,k, i ∈ {1, . . . , d− 1}
pd,j =
1
2
(−zj + sj)−
d−1∑
k=1
pk,j, j ∈ {1, . . . , d− 1}
pd,d = 1 +
d−1∑
i,j=1
pi,j −
d−1∑
i=1
si. (9.5.1)
Insbesondere ist
zi ∈
(
2
d−1∑
k=1
pi,k − si, 2
d−1∑
k=1
pk,i + si
)
i ∈ {1, . . . , d− 1}. (9.5.2)
Weiter ist
pi· =
1
2
(zi + si), i ∈ {1, . . . , d− 1},
p·i =
1
2
(−zi + si), i ∈ {1, . . . , d− 1}. (9.5.3)
Allgemein ist zu bemerken, dass sowohl die Likelihood-Quotienten-Testgro¨ße als auch die
Waldsche Testgro¨ße nicht von der Wahl der Parametrisierung abha¨ngt.
Es bezeichne φ : Θ˜ → ∆d2 die Bijektion, die durch (9.5.1) gegeben ist. Analog bezeichne
φ′ : Θ˜′ → ∆2d die Bijektion, die durch (9.5.3) gegeben ist.
Setzen wir
Λ := {(log p1,1 − log pd,d, . . . , log pd−1,d − log pd,d)t; p ∈ ∆d2}
und betrachten die Abbildung
ϕ : ∆d2 → Λ, ϕ(p) := (log p1,1 − log pd,d, . . . , log pd−1,d − log pd,d)t,
so ko¨nnen wir festhalten, dass mit ϕ ◦ φ : Θ˜→ Λ eine bijektive und stetig differenzierbare
Abbildung mit u¨berall regula¨rer Funktionalmatrix existiert, die Gleichung (6.3.2) erfu¨llt.
Daher ist die Familie von Verteilungen von N1 in der Parametrisierung durch Elemente von
Λ eine (d2 − 1)-parametrische Exponentialfamilie mit suffizienter Statistik gegeben durch
die Identita¨t bezu¨glich des Za¨hlmaßes auf Nd
2−1
0 .
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Setzen wir
Λ′ :={(log p1· − log pd·, . . . , log pd−1· − log pd·,
log p·1 − log p·d, . . . , log p·d−1 − log p·d)t; (p∗·, p·∗) ∈ ∆2d}
und betrachten die Abbildung
ϕ′ : ∆2d → Λ′, ϕ(p∗·, p·∗) :=(log p1· − log pd·, . . . , log pd−1· − log pd·,
log p·1 − log p·d, . . . , log p·d−1 − log p·d)t,
so ko¨nnen wir festhalten, dass mit ϕ′◦φ′ : Θ˜′ → Λ′ eine bijektive und stetig differenzierbare
Abbildung mit u¨berall regula¨rer Funktionalmatrix existiert, die Gleichung (6.3.2) erfu¨llt.
Daher ist die Familie von Verteilungen von N ′1 in der Parametrisierung durch Elemente
von Λ′ eine 2(d − 1)-parametrische Exponentialfamilie mit suffizienter Statistik gegeben
durch die Identita¨t bezu¨glich des Za¨hlmaßes auf N
2(d−1)
0 .
Fu¨r den na¨chsten Satz definieren wir fu¨r ϑ = (ϑ1, . . . , ϑd2−1)t ∈ Θ˜ den Gradienten
∇d2−1 :=
( ∂
∂ϑ1
, . . . ,
∂
∂ϑd2−1
)t
und fu¨r ϑ′ = (ϑ′1, . . . , ϑ
′
2(d−1))
t ∈ Θ˜′ den Gradienten
∇2(d−1) :=
( ∂
∂ϑ′1
, . . . ,
∂
∂ϑ′2(d−1)
)t
,
Damit definieren wir Matrizen
ψN1(ϑ0) :=
(∇d2−1 Eϑ(N1)t|ϑ=ϑ0)t, ϑ0 ∈ Θ˜0,
und
ψN ′1(ϑ
′
0) :=
(∇2(d−1) Eϑ(N ′1)t|ϑ′=ϑ′0)t, ϑ′0 ∈ Θ˜′0.
Hierbei handelt es sich um Matrizen der Form (6.1.5). Ist fu¨r ϑ ∈ Θ˜ p = φ(ϑ), so gilt
Eϑ(N1) = p. Ist fu¨r ϑ
′ ∈ Θ˜′ ( p∗·p·∗ ) = φ′(ϑ′), so gilt Eϑ′(N ′1) = ( p∗·p·∗ ). Daher ha¨ngt die
Matrix ψN1(ϑ0) bzw. ψN ′1(ϑ
′
0) nicht von ϑ0 ∈ Θ˜0 bzw. ϑ′0 ∈ Θ˜′0 ab. Dies wird durch Be-
trachtung von (9.5.1) bzw. (9.5.3) klar. Wir schreiben also ψN1(ϑ0) = ψN1 , ϑ0 ∈ Θ˜0, bzw.
ψN ′1(ϑ
′
0) = ψN ′1 , ϑ
′
0 ∈ Θ˜′0.
Die Matrizen ψN1 und ψN ′1 sind regula¨r, was man wie folgt begru¨nden kann. Es handelt
sich bei der Matrix ψN1 um die Jacobimatrix der Abbildung φ. Die Abbildung φ kann als
die Einschra¨nkung einer linearen Abbildung mit Definitionsbereich Rd
2−1 auf Θ˜ aufgefasst
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werden. Wa¨re diese Jacobimatrix singula¨r, so wa¨re φ(Θ˜) = ∆d2 Teilmenge eines echten
Unterraums des Rd
2−1, da die Jacobimatrix konstant ist. Dies kann nicht sein. Daher muss
die Matrix ψN1 regula¨r sein. Genauso kann argumentiert werden, um die Regularita¨t der
Matrix ψN ′1 zu begru¨nden.
Es ist iN1(ϑ0) = ψ
t
N1
Covϑ0(N1)
−1ψN1 , ϑ0 ∈ Θ˜0 und iN ′1(ϑ′0) = ψtN ′1Covϑ′0(N
′
1)
−1ψN ′1 , ϑ
′
0 ∈ Θ˜′0,
siehe den Beweis von Satz 6.3.10. Da ψN1 und ψN ′1 regula¨r sind, sind iN1(ϑ0), ϑ0 ∈ Θ˜0, und
iN ′1(ϑ
′
0), ϑ
′
0 ∈ Θ˜′0, positiv definit.
9.5.1 Korollar: Es sei eine reellwertige Folge (νi)i∈N mit νi 6= 0 fu¨r alle i ∈ N und
limi→∞ νi = 0 gegeben. Fu¨r i ∈ N betrachten wir Alternativen der Form
ϑi :=

 0ϑ2
ϑ′2

+ νi

ϑ10
0


mit ϑ1 ∈ Rd−1 \ {0}, (0, ϑ2, ϑ′2) ∈ Θ0, die (νiϑ1, ϑ2, ϑ′2) ∈ Θ1 erfu¨llen. Dann gilt mit
ϑ0 := (
0
ϑ2 ), ϑ
′
0 := (
0
ϑ′2
) und ϑ0 := (0, ϑ2, ϑ
′
2) fu¨r die Folgen von Tests T1 = (T1,n)n∈N und
T ′1 = (T
′
1,n)n∈N
eLBT ′1,T1
(
ϑ0, ϑ1
)
=
ϑt1A
1,1
N ′1
(ϑ′0)ϑ1
ϑt1A
1,1
N1
(ϑ0)ϑ1
,
mit
A1,1N1(ϑ0) :=
(
(I(d−1)×(d−1), 0(d−1)×(d2−d))ψ
−1
N1
Covϑ0(N1)
(
ψtN1
)−1
(I(d−1)×(d−1), 0(d−1)×(d2−d))
t
)−1
,
und
A1,1N ′1
(ϑ′0) :=
(
(I(d−1)×(d−1), 0(d−1)×(d−1))ψ
−1
N ′1
Covϑ′0(N
′
1)
(
ψtN ′1
)−1
(I(d−1)×(d−1), 0(d−1)×(d−1))
t
)−1
.
Beweis: Im verbundenen Stichprobenfall sind in der vorliegenden Situation die Bedin-
gungen (C1)-(C4) aus Unterabschnitt 4.3 erfu¨llt. Zum Nachweis der Bedingung (C4) ist
festzustellen, dass die zu Beginn des Unterabschnitts 4.3 eingefu¨hrte Menge ∆ hier gegeben
ist durch
∆ =
{
(s1, . . . , sd−1, p1,1, . . . , pd−1,d−1)t ∈ Rd−1+(d−1)2 ; pi,j > 0, 1
2
si −
d−1∑
k=1
pi,k > 0,
1
2
sj −
d−1∑
k=1
pk,j > 0, (i, j) ∈ {1, . . . , d− 1}2,
d−1∑
i=1
si −
d−1∑
i,j=1
pi,j < 1
}
.
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Dann ist die zu Beginn des Unterabschnitts 4.3 eingefu¨hrte Abbildung g gegeben durch
g : ∆→ Θ˜,
g
(
(s1, . . . , sd−1, p1,1, . . . , pd−1,d−1)t
)
=
(
(0, . . . , 0)t
(s1, . . . , sd−1, p1,1, . . . , pd−1,d−1)t
)
.
Es sei ϑ0 ∈ Θ˜0 = ∂Θ˜0. Gema¨ß der in Unterabschnitt 9.3 pra¨sentierten U¨berlegungen liegt
die Minimalstelle pˆ der Abbildung (9.3.3) unter den Nebenbedingungen (9.3.4) in ∆d2 . D.h.
fu¨r die Minimalstelle ηˆ ∈ ∆ der Abbildung
η 7−→ K(ϑ, g(η)), η ∈ ∆, (9.5.4)
mit ϑ ∈ Θ˜, muss φ(g(ηˆ)) ∈ ∆d2 gelten. Dies bedeutet allerdings, dass auch ηˆ ∈ ∆ gelten
muss. Damit muss die Minimalstelle ηˆ der Abbildung (9.5.4)∫
∇th
(
log
f(z;ϑ)
f
(
z; g(η)
)f(z;ϑ))
|η=ηˆ
dµ(z) = 0
erfu¨llen. Dabei gelten die in Unterabschnitt 4.3 eingefu¨hrten Bezeichnungen, d.h. f ist die
Dichte von N1 bezu¨glich des Za¨hlmaßes µ auf N
d2−1
0 . Da hier alle Bedingungen von Lemma
4.3.1 erfu¨llt sind, existiert nach Lemma 4.3.1 eine offene Umgebung Uϑ0 um ϑ0 und eine
eindeutige und auf Uϑ0 stetige Abbildung ηˆ : Uϑ0 → ∆ mit∫
∇th
(
log
f(z;ϑ)
f
(
z; g(η)
)f(z;ϑ))
|η=ηˆ(ϑ)
dµ(z) = 0 fu¨r alle ϑ ∈ Uϑ0 .
Somit ist wegen der Eindeutigkeit dieser Abbildung auch Bedingung (C4) aus Unterab-
schnitt 4.3 im verbundenen Stichprobenfall erfu¨llt.
Im unabha¨ngigen Stichprobenfall sind in der vorliegenden Situation die Bedingungen (C1)-
(C4) aus Unterabschnitt 4.3 erfu¨llt.
Also folgt insgesamt aufgrund der Optimalita¨t der beteiligten Tests im Bahadur Sinn mit
Korollar 4.3.5 fu¨r die lokale Bahadur-Effizienz der Tests
eLBT ′1,T1
(
ϑ0, ϑ1
)
=
ϑt1
(
i1,1N ′1
(ϑ′0)− i1,2N ′1(ϑ
′
0)i
2,2
N ′1
(ϑ′0)
−1i2,1N ′1(ϑ
′
0)
)
ϑ1
ϑt1
(
i1,1N1(ϑ0)− i1,2N1(ϑ0)i2,2N1(ϑ0)−1i2,1N1(ϑ0)
)
ϑ1
,
wobei hier Bemerkung 4.2.8 beru¨cksichtigt wurde. Dabei ist
iN1(ϑ0) =
(
i1,1N1(ϑ0) i
1,2
N1
(ϑ0)
i2,1N1(ϑ0) i
2,2
N1
(ϑ0)
)
die Informationsmatrix aus der Verteilung von N1, mit i
1,1
N1
(ϑ0) ∈ R(d−1)×(d−1), i1,2N1(ϑ0) ∈
R(d−1)×(d
2−d), i2,1N1(ϑ0) ∈ R(d
2−d)×(d−1), i2,2N1(ϑ0) ∈ R(d
2−d)×(d2−d), und
iN ′1(ϑ
′
0) =
(
i1,1N ′1
(ϑ′0) i
1,2
N ′1
(ϑ′0)
i2,1N ′1
(ϑ′0) i
2,2
N ′1
(ϑ′0)
)
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die Informationsmatrix aus der Verteilung von N ′1, mit i
1,1
N ′1
(ϑ′0) ∈ R(d−1)×(d−1), i1,2N ′1(ϑ
′
0) ∈
R(d−1)×(d−1), i2,1N ′1(ϑ
′
0) ∈ R(d−1)×(d−1), i2,2N ′1(ϑ
′
0) ∈ R(d−1)×(d−1). Mit Satz 6.3.10 ergibt sich
A1,1N1(ϑ0) = i
1,1
N1
(ϑ0)− i1,2N1(ϑ0)i2,2N1(ϑ0)−1i2,1N1(ϑ0),
sowie
A1,1N ′1
(ϑ′0) = i
1,1
N ′1
(ϑ′0)− i1,2N ′1(ϑ
′
0)i
2,2
N ′1
(ϑ′0)
−1i2,1N ′1(ϑ
′
0).
Damit ist alles gezeigt. 
9.5.2 Bemerkung: Es ist
Covp(N1) = diag(p
t)− ppt, p ∈ ∆d2 ,
sowie
Covp(N1)
−1 = diag
( 1
p1,1
, . . . ,
1
pd−1,d
)
− 1
pd,d
1(d2−1)×(d2−1), p ∈ ∆d2 ,
mit 1(d2−1)×(d2−1) als (d2 − 1)× (d2 − 1)-Matrix, bei der alle Eintra¨ge 1 sind. Weiter ist
Cov(p∗·,p·∗)(N
′
1) =
(
diag(pt∗·)− p∗·pt∗· 0(d2−1)×(d2−1)
0(d2−1)×(d2−1) diag(pt·∗)− p·∗pt·∗
)
, (p∗·, p·∗) ∈ ∆2d,
sowie
Cov(p∗·,p·∗)(N
′
1)
−1
=

diag
(
1
p1·
, . . . , 1
pd−1·
)
− 1
pd·
1(d2−1)×(d2−1) 0(d2−1)×(d2−1)
0(d2−1)×(d2−1) diag
(
1
p·1
, . . . , 1
p·d−1
)
− 1
p·d
1(d2−1)×(d2−1)

 ,
(p∗·, p·∗) ∈ ∆2d.
9.5.3 Beispiel: Wir betrachten den Spezialfall d = 2. Hier ist
A1,1N1(ϑ0) =
1
(1, 01×2)ψ−1N1Covϑ0(N1)(ψ
t
N ′1
)−1(1, 01×2)t
sowie
A1,1N ′1
(ϑ′0) =
1
(1, 0)ψ−1N ′1Covϑ
′
0
(N ′1)(ψ
t
N ′1
)−1(1, 0)t
.
Insgesamt ergibt sich
eLBT ′1,T1
(
ϑ0
)
=
(1, 01×2)ψ−1N1Covϑ0(N1)(ψ
t
N ′1
)−1(1, 01×2)t
(1, 0)ψ−1N ′1Covϑ
′
0
(N ′1)(ψ
t
N ′1
)−1(1, 0)t
, ϑ0 ∈ Θ0.
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Konkret ist
ψN1 =

 0 0 1−1/2 1/2 −1
1/2 1/2 −1

 , ψ−1N1 =

0 −1 12 1 1
1 0 0

 ,
und mit p1,2 = p2,1 unter H
Covϑ0(N1) =

p1,1 0 00 p2,1 0
0 0 p1,2

−

 p21,1 p1,1p2,1 p1,1p1,2p1,1p2,1 p22,1 p1,2p2,1
p1,1p1,2 p1,2p2,1 p
2
1,2


=

p1,1 0 00 p1,2 0
0 0 p1,2

−

 p21,1 p1,1p1,2 p1,1p1,2p1,1p1,2 p21,2 p21,2
p1,1p1,2 p
2
1,2 p
2
1,2

 , ϑ0 ∈ Θ˜0,
wobei p = φ(ϑ). Weiter ist
ψN ′1 =
(
1/2 1/2
−1/2 1/2
)
, ψ−1N ′1 =
(
1 −1
1 1
)
,
und mit p1· = p·1 unter H
Covϑ′0(N
′
1) =
(
p1· − p21· 0
0 p·1 − p2·1
)
=
(
p1·p2· 0
0 p1·p2·
)
, ϑ′0 ∈ Θ˜′0.
Somit ergibt sich
eLBT ′1,T1
(
ϑ0
)
=
2p1,2
2p1·p2·
=
p1,2
p1·p2·
=
p1,2 + p2,1
p1·p2· + p·1p·2
, ϑ0 ∈ Θ0.
Wegen
p1,2 − p1·p2· = Covϑ0
(
I(X1 = 1), I(Y1 = 2)
)
= −Covϑ0
(
I(X1 = 1), I(Y1 = 1)
)
= −Covϑ0(X1, Y1), ϑ0 ∈ Θ˜0,
ist
eLBT ′1,T1
(
ϑ0
)
<
=
>

 1 ⇔ Covϑ0(X1, Y1)


>
=
<

 0, ϑ0 ∈ Θ0.
9.6 Hodges-Lehmann-Effizienz der Tests
Die auf den Testgro¨ßen (9.3.1) und (9.4.6) basierenden vorgeschlagenen Likelihood-
Qutienten-Tests sind jeweils optimal im Hodges-Lehmann Sinn. Dies folgt aus Theorem
3 in der Arbeit [35]. Um den zu dem jeweiligen Test zugeho¨rigen Hodges-Lehmann-Index
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zu bestimmen, muss zuna¨chst die jeweilige Kullback-Leibler-Information entsprechend mi-
nimiert werden.
Betrachte dazu im unabha¨ngigen Stichprobenfall fu¨r (q∗·, q·∗) := ((q1·, . . . , qd−1·)t,
(q·1, . . . , q·d−1)t) ∈ ∆2d das konvexe Optimierungsproblem der Minimierung der Abbildung
(p∗·, p·∗) 7−→
d∑
i=1
pi· log pi· +
d∑
i=1
p·i log p·i −
d∑
i=1
pi· log qi· −
d∑
i=1
p·i log q·i (9.6.1)
unter den Nebenbedingungen
pi· = p·i, pi· ≥ 0, p·i ≥ 0, i ∈ {1, . . . , d},
d∑
i=1
pi· = 1,
d∑
i=1
p·i = 1. (9.6.2)
Betrachten wir das Gleichungssystem
0 = log pi· − log qi· + λi + µ1 + 1,
0 = log p·i − log q·i − λi + µ2 + 1,
0 = pi· − p·i,
0 =
d∑
i=1
pi· − 1
0 =
d∑
i=1
p·i − 1, i ∈ {1, . . . , d}, ((p1·, . . . , pd·)t, (p·1, . . . , p·d)t) ∈ Rd × Rd, λ ∈ Rd, µ ∈ R2.
(9.6.3)
Nach Theorem 4.3.7 aus [6] ist das Lo¨sen von (9.4.5) ein hinreichendes Kriterium fu¨r das
globale Minimum der Funktion (9.6.1) unter den Nebenbedingungen (9.6.2). Die Lo¨sung
(ˆˆp′∗·, ˆˆp
′
·∗) von (9.6.3) ergibt sich aus
ˆˆp′i·(q∗·, q·∗) = ˆˆp
′
·i(q∗·, q·∗) =
√
qi·q·i∑d
j=1
√
qj·q·j
, i ∈ {1, . . . , d}.
Diese Lo¨sung ist als Funktion von (q∗·, q·∗) ∈ ∆2d stetig. Da die Funktion (9.6.1) stetig in
(∆0d)
2 ist, handelt es sich hierbei auch um die globale Minimalstelle der Funktion (9.6.1) un-
ter den Nebenbedingungen (9.6.2), die also insbesondere in ∆2d liegt, also (
ˆˆp′∗·, ˆˆp
′
·∗) ∈ ∆2d gilt.
Betrachte im verbundenen Stichprobenfall fu¨r q ∈ ∆d2 das konvexe Optimierungsproblem
der Minimierung der Abbildung
p 7−→
d∑
i,j=1
pi,j log pi,j −
d∑
i,j=1
pi,j log qi,j (9.6.4)
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unter den Nebenbedingungen
pi· = p·i, pi,j ≥ 0, (i, j) ∈ {1, . . . , d}2,
d∑
i,j=1
pi,j = 1. (9.6.5)
Betrachten wir das Gleichungssystem
0 = log pi,j − log qi,j + λi − λj + µ+ 1,
0 = pi· − p·i,
0 =
d∑
i,j=1
pi,j − 1, (i, j) ∈ {1, . . . , d}2, (p1,1, . . . , pd,d)t ∈ Rd2 , λ ∈ Rd, µ ∈ R. (9.6.6)
Nach Theorem 4.3.7 aus [6] ist das Lo¨sen von (9.6.6) ein hinreichendes Kriterium fu¨r das
globale Minimum der Funktion (9.6.4) unter den Nebenbedingungen (9.6.5). Nach Lemma
4.8 aus der Arbeit [15] von Hoeffding existiert eine eindeutige globale Minimalstelle ˆˆp der
Funktion (9.6.4) unter den Nebenbedingungen (9.6.5). Diese Minimalstelle liegt in ∆d2 ,
also ˆˆp ∈ ∆d2 ; betrachte dazu den Beweis von Lemma 4.8 aus [15]. Die globale Minimal-
stelle ˆˆp ist auch eine lokale Minimalstelle und daher nach Theorem 4.3.6 aus [6] Lo¨sung
des Gleichungssystems (9.6.6). Die Lo¨sung ˆˆp von (9.6.6) la¨sst sich fu¨r d > 2 nicht explizit
angeben.
Somit ergibt sich fu¨r den Hodges-Lehmann-Index im unabha¨ngigen Stichprobenfall bei
zugrunde liegender Alternative (p∗·, p·∗) ∈ ∆2d
d∑
i=1
√
pi·p·i∑d
j=1
√
pj·p·j
log
√
pi·p·i
∑d
j=1
√
pj·p·j
pi·
+
d∑
i=1
√
pi·p·i∑d
j=1
√
pj·p·j
log
√
pi·p·i
∑d
j=1
√
pj·p·j
p·i
,
und fu¨r den Hodges-Lehmann-Index im verbundenen Stichprobenfall bei zugrunde liegen-
der Alternative p ∈ ∆d2
d2∑
i,j=1
ˆˆp(p)i,j log
ˆˆp(p)i,j
pi,j
,
wobei ˆˆp = (ˆˆp1,1, . . . , ˆˆpd−1,d)t Lo¨sung von (9.6.6) ist. Somit kann auch die Hodges-Lehmann-
Effizienz der Likelihood-Quotienten-Tests basierend auf den Testgro¨ßen (9.3.1) und (9.4.6)
fu¨r d > 2 nicht explizit angegeben werden. Allerdings ko¨nnen hier die in Unterabschnitt
4.3 hergeleiteten allgemeinen Resultate zur lokalen Hodges-Lehmann-Effizienz von optima-
len Tests im Hodges-Lehmann Sinn angewendet werden. Mit den Notationen aus Unter-
abschnitt 9.5 ko¨nnen wir dann folgendes Resultat zur lokalen Hodges-Lehmann-Effizienz
formulieren.
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9.6.1 Korollar: Es sei eine reellwertige Folge (νi)i∈N mit νi 6= 0 fu¨r alle i ∈ N und
limi→∞ νi = 0 gegeben. Fu¨r i ∈ N betrachten wir Alternativen der Form
ϑi :=

 0ϑ2
ϑ′2

+ νi

ϑ10
0


mit ϑ1 ∈ Rd−1 \ {0}, (0, ϑ2, ϑ′2) ∈ Θ0, die (νiϑ1, ϑ2, ϑ′2) ∈ Θ1 erfu¨llen. Dann gilt mit
ϑ0 := (
0
ϑ2 ), ϑ
′
0 := (
0
ϑ′2
) und ϑ0 := (0, ϑ2, ϑ
′
2) fu¨r die Folgen von Tests T1 = (T1,n)n∈N und
T ′1 = (T
′
1,n)n∈N
eLHLT ′1,T1
(
ϑ0, ϑ1
)
=
ϑt1A
1,1
N ′1
(ϑ′0)ϑ1
ϑt1A
1,1
N1
(ϑ0)ϑ1
.
Beweis: Im verbundenen Stichprobenfall sind in der vorliegenden Situation die Bedin-
gungen (C1),(C2),(C3),(C5),(C6) und (C7) aus Unterabschnitt 4.3 erfu¨llt. Benutze zum
Beweis von (C7) Lemma 4.3.6 und argumentiere analog zum Beweis von Korollar 9.5.1.
Im unabha¨ngigen Stichprobenfall sind in der vorliegenden Situation die Bedingungen
(C1),(C2),(C3),(C5),(C6) und (C7) aus Unterabschnitt 4.3 erfu¨llt.
Somit ergibt sich ingesamt analog zum Beweis von Korollar 9.5.1 durch Anwendung von
Korollar 4.3.10 die Behauptung. 
9.6.2 Beispiel: Fu¨r das Beispiel d = 2 betrachte die Ausfu¨hrungen in Beispiel 9.5.3. Es
gilt
eLHLT ′1,T1
(
ϑ0
)
=
p1,2 + p2,1
p1·p2· + p·1p·2
, ϑ0 ∈ Θ0,
sowie
eLHLT ′1,T1
(
ϑ0
)
<
=
>

 1 ⇔ Covϑ0(X1, Y1)


>
=
<

 0, ϑ0 ∈ Θ0.
9.7 Pitman-Effizienz der Tests
Anhand der bereits angestellten U¨berlegungen la¨sst sich ein Resultat zur Pitman-Effizienz
der betrachteten Tests begru¨nden. Mit den Notationen aus Unterabschnitt 9.5 ko¨nnen wir
dann folgendes Resultat zur Pitman-Effizienz formulieren.
9.7.1 Korollar: Es sei eine reellwertige Folge (νi)i∈N mit νi 6= 0 fu¨r alle i ∈ N und
limi→∞ νi = 0 gegeben. Fu¨r i ∈ N betrachten wir Alternativen der Form
ϑi :=

 0ϑ2
ϑ′2

+ νi

ϑ10
0


223
mit ϑ1 ∈ Rd−1 \ {0}, (0, ϑ2, ϑ′2) ∈ Θ0, die (νiϑ1, ϑ2, ϑ′2) ∈ Θ1 erfu¨llen. Zudem seien die
Abbildungen
i 7→ NT,i, i 7→ NT ′,i, i ∈ N,
streng monoton wachsend. Dann gilt mit ϑ0 := (
0
ϑ2 ), ϑ
′
0 := (
0
ϑ′2
) und ϑ0 := (0, ϑ2, ϑ
′
2) fu¨r
die Folgen von Tests Ti = (Ti,n)n∈N und T ′j = (T
′
j,n)n∈N, i, j = 1, 2, im Fall der Existenz
der Pitman-Effizienz
ePT ′j ,Ti
(
ϑ0, ϑ1
)
=
ϑt1A
1,1
N ′1
(ϑ′0)ϑ1
ϑt1A
1,1
N1
(ϑ0)ϑ1
, i, j = 1, 2.
Beweis: Im verbundenen Stichprobenfall sind in der vorliegenden Situation die Bedingun-
gen (B1) - (B4) aus Unterabschnitt 4.2 erfu¨llt.
Im verbundenen Stichprobenfall ist auch die Bedingung (B5) erfu¨llt, wie man wie folgt
sieht: Fu¨r alle p0 aus der Hypothesenmenge existiert eine offene Umgebung Up0 ⊂ ∆d2
um p0 sodass pˆ auf Up0 stetig ist. Dies sieht man wie folgt. Es kann die Dichte von N1
bezu¨glich des Za¨hlmaßes µ auf Nd
2−1
0 bei zugrunde liegendem Parameter p ∈ ∆d2 , die mit
f˜(·, p) bezeichnet werden soll, zu einer Dichte von N1 bezu¨glich des Za¨hlmaßes µ auf Nd2−10
bei zugrunde liegendem Parameter φ−1(p) ∈ Θ˜, die mit f(·, φ−1(p)) bezeichnet werden
soll, umgeschrieben werden, d.h. f˜(·, p) = f(·, φ−1(p)). Es bezeichne K˜(ϑ, ϑ˜) die Kullback-
Leibler Information aus der Verteilung vonN1 bei zugrunde liegenden Parametern ϑ, ϑ˜ ∈ Θ˜,
d.h. wir definieren
K˜(ϑ, ϑ˜) :=
∫
log
f(z, ϑ)
f(z, ϑ˜)
f(z, ϑ)dµ(z), ϑ, ϑ˜ ∈ Θ˜.
Wegen f˜(·, p) = f(·, φ−1(p)), p ∈ ∆d2 , gilt K(p, p˜) := K˜(φ−1(p), φ−1(p˜)). Es sei Uφ−1(p0)
eine offene Umgebung um φ−1(p0) und ηˆ : Uφ−1(p0) → ∆ die eindeutige und in Uφ−1(p0)
stetige Abbildung ηˆ : Uφ−1(p0) → ∆, die fu¨r ϑ ∈ Uφ−1(p0) die Minimalstelle der Abbildung
η 7−→ K(ϑ, g(η)), η ∈ ∆,
liefert, und deren Existenz im Beweis von Korollar 9.5.1 begru¨ndet wurde. Mit Up0 :=
φ(Uφ−1(p0)) folgt
K˜
(
φ−1(p), g
(
ηˆ
(
φ−1(p)
))) ≤ K˜(φ−1(p), φ−1(pˆ(p))), p ∈ Up0 .
Zudem gilt mit den U¨berlegungen aus Unterabschnitt 9.2
K˜
(
φ−1(p), g
(
ηˆ
(
φ−1(p)
)))
= K
(
p, φ
(
g
(
ηˆ
(
φ−1(p)
)))) ≥ K(p, pˆ(p))
= K˜
(
φ−1(p), φ−1
(
pˆ(p)
))
, p ∈ Up0 .
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Also ist
K˜
(
φ−1(p), g
(
ηˆ
(
φ−1(p)
)))
= K˜
(
φ−1(p), φ−1
(
pˆ(p)
))
, p ∈ Up0 .
Hieraus folgt wegen der Eindeutigkeit von ηˆ sowie der Injektivita¨t von g auf ∆
g
(
ηˆ
(
φ−1(p)
))
= φ−1
(
pˆ(p)
)
, p ∈ Up0 ,
a¨quivalent
pˆ(p) = φ
(
g
(
ηˆ
(
φ−1(p)
)))
, p ∈ Up0 .
Wegen der Stetigkeit von φ ◦ g ◦ ηˆ ◦ φ−1 auf Up0 folgt die Stetigkeit von pˆ auf Up0 .
Nun sei (pn)n∈N eine Folge mit pn ∈ ∆d2 fu¨r alle n ∈ N und limn→∞ pn = p0. Mit ei-
nem schwachen Gesetz der großen Zahlen fu¨r Dreiecksschemata, siehe Lemma A.1.2 im
Anhang, folgt fu¨r alle ε > 0 limn→∞ Ppn(|N/n− p0| ≥ ε) = 0. Daraus folgt (B5).
Im unabha¨ngigen Stichprobenfall sind in der vorliegenden Situation die Bedingungen (B1)-
(B5) aus Unterabschnitt 4.2 erfu¨llt.
Somit ergibt sich ingesamt analog zum Beweis von Korollar 9.5.1 durch Anwendung von
Korollar 4.2.5 die Behauptung. 
9.7.2 Bemerkung: Es la¨sst sich unter Beachtung von Bemerkung 2.4.1 mit den U¨berlegungen
pra¨sentiert in 3.8.3 in [32] zeigen, dass die Pitman-Effizienz fu¨r νi = 1/
√
i, i ∈ N, existiert.
9.7.3 Beispiel: Fu¨r das Beispiel d = 2 betrachte die Ausfu¨hrungen in Beispiel 9.5.3. Es
gilt
ePT ′j ,Ti,n(ϑ
0) =
p1,2 + p2,1
p1·p2· + p·1p·2
, ϑ0 ∈ Θ0, i, j = 1, 2,
sowie
ePT ′1,T1
(
ϑ0
)
<
=
>

 1 ⇔ Covϑ0(X1, Y1)


>
=
<

 0, ϑ0 ∈ Θ0, i, j = 1, 2.
9.8 Volumen-Effizienz der Tests
Das in Unterabschnitt 3 vorgestellte Konzept der Volumen-Effizienz kann in offensichtlicher
Weise auf die vorliegende Situation der zusammengesetzten Hypothese erweitert werden.
Siehe hierzu die Erkla¨rung am Anfang des Unterabschnitts 4.4.
Anhand der bereits angestellten U¨berlegungen la¨sst sich ein Resultat zur Volumen-Effizienz
der genannten Tests begru¨nden. Mit den Notationen aus Unterabschnitt 9.5 ko¨nnen wir
folgendes Resultat zur Volumen-Effizienz formulieren.
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9.8.1 Satz: Es sei ϑ˜ = (ϑ1, ϑ2, ϑ
′
2)
t ∈ Θ, ϑ = (ϑ1, ϑ2)t ∈ Θ˜ und ϑ′ = (ϑ1, ϑ′2)t ∈ Θ˜′. Dann
hat man fu¨r die Folgen von Tests Ti = (Ti,n)n∈N und T ′j = (T
′
j,n)n∈N, i, j = 1, 2,
lim
n→∞
evolT ′j ,Ti,n(ϑ˜) =
detA1,1N ′1
(ϑ′)
detA1,1N1(ϑ)
, i, j = 1, 2.
Beweis: Im verbundenen Stichprobenfall sind in der vorliegenden Situation die Bedingun-
gen (D1) - (D4) aus Unterabschnitt 4.4 erfu¨llt.
Im verbundenen Stichprobenfall ist auch die Bedingung (D5) erfu¨llt, wie man wie folgt
sieht: Es sei p˜ ∈ ∆d2 und ϑ∗1 := (z∗1 , . . . , z∗d−1)t ∈ Θ1. Analog zu den Ausfu¨hrungen in
Unterabschnitt 9.3 kann begru¨ndet werden, dass fu¨r N/n ∈ ∆d2 pˆ(N/n, ϑ∗1) Maximum-
Likelihood-Scha¨tzer fu¨r p˜ unter der Hypothese ϑ˜1 = ϑ
∗
1 ist, wobei ϑ˜1 ∈ Θ1 die zu φ−1(p˜)
zugeho¨rige Parameterkomponente sei, und pˆ : ∆d2 ×Θ1 → ∆d2 Lo¨sung von
0 = −qi,j
pi,j
+ λi − λj + µ,
0 = pk· − p·k − z∗k,
0 =
d∑
i,j=1
pi,j − 1, (i, j) ∈ {1, . . . , d}2,
k ∈ {1, . . . , d− 1}, (p1,1, . . . , pd,d)t ∈ Rd2 , λ ∈ Rd, µ ∈ R,
sei. Es kann analog zu den Beweisen von Korollar 9.5.1 und Korollar 9.7.1 argumentiert
werden, um die Gu¨ltigkeit von (D5) zu begru¨nden.
Im unabha¨ngigen Stichprobenfall sind in der vorliegenden Situation die Bedingungen (D1)-
(D5) aus Unterabschnitt 4.4 erfu¨llt.
Um Korollar 4.4.7 hier anwenden zu ko¨nnen, werden wir die Bedingungen aus Lemma
4.4.5 und Lemma 4.4.6 nachweisen. Dabei beschra¨nken wir uns auf die schwierigere Si-
tuation im verbundenen Stichprobenfall. Im unabha¨ngigen Stichprobenfall ko¨nnen dann
analoge Argumente angebracht werden.
Befassen wir uns zuna¨chst mit den Bedingungen in Lemma 4.4.5. Es sei dazu α ∈ (0, 1)
und p ∈ ∆d2 mit ϑ = φ−1(p). Es sei k, l ∈ {1, . . . , d} mit der Eigenschaft
pk,l = min
1≤i,j≤n
pi,j.
Es ist pk,l > 0. Wir definieren
ε :=
pk,l
2
+
χ2d1;1−α
8
−
√(pk,l
2
+
χ2d1;1−α
8
)2
− p
2
k,l
4
.
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Dann ist ε ∈ (0, pk,l/2). Ferner setzen wir
K˜1 :=
{
(p˜1,1, . . . , p˜d−1,d)t ∈ ∆d2 ; p˜i,j ≥ ε, i, j ∈ {1, . . . , d}
}
.
Daraus folgt K˜1 6= ∅. Zudem wird K˜2 := ∆d2 \ K˜1, K1 := φ−1(K˜1) und K2 := φ−1(K˜2)
gesetzt. Beachte nun die Notationen aus Unterabschnitt 4.4. Es ist K1, K2 ∈ Bd2−1Θ˜ , K1 ∩
K2 = ∅ sowie K1 ∪K2 = Θ˜. Weiter ist K1 abgeschlossen und fu¨r alle ˜˜ϑ ∈ K1 ist iN1( ˜˜ϑ) =
ψtN1Cov ˜˜ϑ(N1)
−1ψN1 positiv definit. Daher existiert eine reelle Zahl λmin > 0 mit
inf
˜˜
ϑ∈K1
λ ˜˜
ϑ
> λmin,
mit λ ˜˜
ϑ
als kleinster Eigenwert der Matrix iN1(
˜˜ϑ), ˜˜ϑ ∈ K1. Es sei ϑ∗1 ∈ Θ1. Dann ist
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2
)
=Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2,
∀ i, j ∈ {1, . . . , d} : Ni,j
n
≥ pk,l − ε
)
+Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2,
∃ i, j ∈ {1, . . . , d} : Ni,j
n
< pk,l − ε
)
.
Fu¨r jedes p˜ ∈ K˜2 existieren r, s ∈ {1, . . . , d} mit p˜r,s < ε. Daher existieren r, s ∈ {1, . . . , d}
sodass
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2,
∀ i, j ∈ {1, . . . , d} : Ni,j
n
≥ pk,l − ε
)
=Qϑ
( d∑
i,j=1
(
Ni,j − npˆ(N/n, ϑ1 + ϑ∗1/
√
n)i,j
)2
npˆ(N/n, ϑ1 + ϑ∗1/
√
n)i,j
< χ2d1;1−α,
(ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, pˆ(N/n, ϑ1 + ϑ∗1/
√
n) ∈ K˜2, ∀ i, j ∈ {1, . . . , d} : Ni,j
n
≥ pk,l − ε
)
≤Qϑ
((
Nr,s/n− pˆ(N/n, ϑ1 + ϑ∗1/
√
n)r,s
)2
pˆ(N/n, ϑ1 + ϑ∗1/
√
n)r,s
< χ2d1;1−α,
(ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, pˆ(N/n, ϑ1 + ϑ∗1/
√
n) ∈ K˜2, Nr,s
n
≥ pk,l − ε
)
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=Qϑ
(( ≥0︷ ︸︸ ︷
Nr,s/n− pk,l + ε+
>0︷ ︸︸ ︷
pk,l − 2ε+
>0︷ ︸︸ ︷
ε− pˆ(N/n, ϑ1 + ϑ∗1/
√
n)r,s
)2
pˆ(N/n, ϑ1 + ϑ∗1/
√
n)r,s
< χ2d1;1−α,
(ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, pˆ(N/n, ϑ1 + ϑ∗1/
√
n) ∈ K˜2, Nr,s
n
≥ pk,l − ε
)
≤ I
(
(pk,l − 2ε)2
ε
< χ2d1;1−α
)
= I
(
χ2d1;1−α < χ
2
d1;1−α
)
= 0.
Weiter ist
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2,
∃ i, j ∈ {1, . . . , d} : Ni,j
n
< pk,l − ε
)
≤ I ((ϑ1 + ϑ∗1/√n) ∈ Θ1) d∑
i,j=1
Qϑ
(
Ni,j
n
< pk,l − ε
)
,
und somit auch∫
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2
)
dϑ∗1
≤2d−1n(d−1)/2
d∑
i,j=1
Qϑ
(
Ni,j
n
< pk,l − ε
)
.
Wir setzen Ai,j := {(p˜1,1, . . . , p˜d−1,d)t ∈ ∆d2 ; p˜i,j < pk,l − ε}, i, j ∈ {1, . . . , d}, und An :=
{(i1,1/n, . . . , id−1,d/n)t; i1,1, . . . , i˜d−1,d ∈ N0, i1,1 + · · · + id−1,d ≤ n}. Dann ist mit Sanovs
Theorem, siehe Example 5.4 in [4],
Qϑ
(
Ni,j
n
< pk,l − ε
)
≤ (n+ 1)d2 exp (− n inf
p˜∈Ai,j∩An
K(p˜, p)
)
, i, j ∈ {1, . . . , d}.
Weiter ist Ai,j offen, i, j ∈ {1, . . . , d}, und Lemma 5.2 in [4] liefert limn→∞ inf p˜∈Ai,j∩An
K(p˜, p) = inf p˜∈Ai,j K(p˜, p) > 0, i, j ∈ {1, . . . , d}. Damit folgt insgesamt
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2,
∃ i, j ∈ {1, . . . , d} : Ni,j
n
< pk,l − ε
)
≤(n+ 1)d2
d∑
i,j=1
exp
(− n inf
p˜∈Ai,j∩An
K(p˜, p)
) −→ 0 fu¨r n→∞
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sowie ∫
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2
)
dϑ∗1
≤2d−1n(d−1)/2(n+ 1)d2
d∑
i,j=1
exp
(− n inf
p˜∈Ai,j∩An
K(p˜, p)
) −→ 0 fu¨r n→∞.
Somit sind die Voraussetzungen von Lemma 4.4.5 erfu¨llt.
Nun werden wir die Bedingungen aus Lemma 4.4.6 im verbundenen Stichprobenfall nach-
weisen. Dazu seien α, p, pk,l, ε, K˜1, K˜2, K1 und K2 wie oben gewa¨hlt. Dann ist K1, K2 ∈
Bd
2−1
Θ˜
, K1 ∩K2 = ∅, K1 ∪K2 = Θ˜ und K1 ist konvex und abgeschlossen. Beachte nun die
Notationen aus Unterabschnitt 4.4. Weiter sei
W1,n :=
{
(x1, . . . , xn) ∈ ×ni=1{0, 1}d
2−1; ∀ i, j ∈ {1, . . . , d} : xi,j
n
≥ pk,l − ε,
x := x1 + · · ·+ xn, x = (x1,1, . . . , xd−1,d)t
}
,
sowie W2,n := ×ni=1{0, 1}d2−1 \ W1,n. Dann ist W1,n ∩ W2,n = ∅ und W1,n ∪ W2,n =
×ni=1{0, 1}d2−1. Es sei f˜(·; p˜) die Dichte von N1 bezu¨glich des Za¨hlmaßes µ auf Nd
2−1
0 bei
zugrunde liegendem Parameter p˜ ∈ ∆d2 . Dann ist
f˜(N1; p˜) =
d∏
i,j=1
p˜
(N1)i,j
i,j .
Damit ergibt sich mit L(Nm, p˜) = log f˜(Nm; p˜), m ∈ N,(
− 1
n
n∑
m=1
∂2
∂p˜i,j∂p˜k,l
L(Nm, p˜)
)
1≤i,j≤d,(i,j) 6=(d,d)
1≤k,l≤d,(k,l) 6=(d,d)
=
1
n
n∑
m=1
diag
(
(Nm)1,1
p˜21,1
, . . . ,
(Nm)d−1,d
p˜2d−1,d
)
=diag
(
N1,1/n
p˜21,1
, . . . ,
Nd−1,d/n
p˜2d−1,d
)
, n ∈ N.
Wir setzen
M˜(q, p˜) := diag
(
q1,1
p˜21,1
, . . . ,
qd−1,d
p˜2d−1,d
)
, (q, p˜) ∈ ∆0d2 ×∆d2 .
Wegen der Kettenregel ist(
− 1
n
n∑
j=1
∂2
∂ ˜˜ϑi∂
˜˜ϑl
L(Nj,
˜˜ϑ)| ˜˜
ϑ=φ−1(p˜)
)
1≤i≤d2−1
1≤l≤d2−1
= ψtN1M˜(N/n, p˜)ψN1 ,
mit der in Unterabschnitt 9.5 eingefu¨hrten regula¨ren Matrix ψN1 . Dann definieren wir
M(q, ˜˜ϑ) := ψtN1M˜
(
q, φ( ˜˜ϑ)
)
ψN1 , (q,
˜˜ϑ) ∈ ∆0d2 × Θ˜.
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Es ist M˜(q, p˜) positiv definit fu¨r alle q, p˜ ∈ ∆d2 . Da die Matrix ψN1 regula¨r ist, ist fu¨r
˜˜ϑ ∈ K1 die Matrix M(N/n, ˜˜ϑ) positiv definit auf {(N1, . . . , Nn) ∈ W1,n} fu¨r alle n ∈ N,
und K1 ist abgeschlossen. Daher existiert eine reelle Zahl λmin > 0 mit
inf
˜˜
ϑ∈K1
λ
n,
˜˜
ϑ
> λmin auf {(N1, . . . , Nn) ∈ W1,n} fu¨r alle n ∈ N,
mit λ
n,
˜˜
ϑ
als kleinster Eigenwert der Matrix M(N/n, ˜˜ϑ), ˜˜ϑ ∈ K1. Weiter ist
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, (N1, . . . , Nn) ∈ W1,n,
ϑˆn ∈ K2 oder ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2
)
≤ I ((ϑ1 + ϑ∗1/√n) ∈ Θ1)Qϑ((N1, . . . , Nn) ∈ W1,n, ϑˆn ∈ K2)
+Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, (N1, . . . , Nn) ∈ W1,n,
ˆˆ
ϑϑ1+ϑ
∗
1/
√
n
n ∈ K2
)
.
Es ist analog zu den obigen U¨berlegungen
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, (N1, . . . , Nn) ∈ W1,n, ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2
)
=Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2,
∀ i, j ∈ {1, . . . , d} : Ni,j
n
≥ pk,l − ε
)
= 0.
Damit ist wegen ε ∈ (0, pk,l/2) auch∫
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, (N1, . . . , Nn) ∈ W1,n,
ϑˆn ∈ K2 oder ˆˆϑϑ1+ϑ∗1/
√
n
n ∈ K2
)
dϑ∗1
≤2d−1n(d−1)/2Qϑ
(
∀ i, j ∈ {1, . . . , d} : Ni,j
n
≥ pk,l − ε, ∃ i, j ∈ {1, . . . , d} : Ni,j
n
< ε
)
= 0.
Weiter ist
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, (N1, . . . , Nn) ∈ W2,n
)
≤ I ((ϑ1 + ϑ∗1/√n) ∈ Θ1)Qϑ(∃ i, j ∈ {1, . . . , d} : Ni,jn < pk,l − ε
)
,
und damit analog zu den obigen U¨berlegungen und mit Ai,j, i, j ∈ {1, . . . , d}, und An wie
oben definiert
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, (N1, . . . , Nn) ∈ W2,n
)
≤(n+ 1)d2
d∑
i,j=1
exp
(− n inf
p˜∈Ai,j∩An
K(p˜, p)
) −→ 0 fu¨r n→∞,
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sowie ∫
Qϑ
(
Tn(ϑ1 + ϑ
∗
1/
√
n) < χ2d1;1−α, (ϑ1 + ϑ
∗
1/
√
n) ∈ Θ1, (N1, . . . , Nn) ∈ W2,n
)
dϑ∗1
≤2d−1n(d−1)/2(n+ 1)d2
d∑
i,j=1
exp
(− n inf
p˜∈Ai,j∩An
K(p˜, p)
) −→ 0 fu¨r n→∞.
Schließlich gilt hier auch
n∑
j=1
∇kL(Nj, ˜˜ϑ)| ˜˜ϑ=ϑˆn = 0 auf {(N1, . . . , Nn) ∈ W1,n} fu¨r alle n ∈ N,
sodass die Bedingungen aus Lemma 4.4.6 im verbundenen Stichprobenfall erfu¨llt sind.
Somit ergibt sich insgesamt analog zum Beweis von Korollar 9.5.1 durch Anwendung von
Korollar 4.4.7 die Behauptung. 
9.8.2 Beispiel: Fu¨r das Beispiel d = 2 betrachte die Ausfu¨hrungen in Beispiel 9.5.3. Es
gilt
lim
n→∞
evolT ′j ,Ti,n(ϑ˜) =
p1,2 + p2,1
p1·p2· + p·1p·2
, ϑ˜ ∈ Θ, i, j = 1, 2,
sowie
evolT ′1,T1
(
ϑ˜
)
<
=
>

 1 ⇔ Covϑ˜(X1, Y1)


>
=
<

 0, ϑ˜ ∈ Θ, i, j = 1, 2.
9.9 Tests zur relativen Wirksamkeit
Um Tests zum Vergleich der Verfahren der verbundenen und unabha¨ngigen Stichprobe-
nerhebung anzugeben, kann hier auf die in Abschnitt 5 entwickelten Tests zuru¨ckgegriffen
werden. Bezugnehmend auf die zu Beginn von Unterabschnitt 9.5 eingefu¨hrte Parametri-
sierung sei ϑ0 := (
0
ϑ2 ), ϑ
′
0 := (
0
ϑ′2
) und ϑ0 := (0, ϑ2, ϑ
′
2). Zuna¨chst wollen wir konsistente
Tests fu¨r die Testprobleme
H1 : sup
ϑ1∈Rd1\{0}
eLBT ′1,T1(ϑ
0, ϑ1) ≤ 1, K1 : sup
ϑ1∈Rd1\{0}
eLBT ′1,T1(ϑ
0, ϑ1) > 1
⇔ H1 : sup
ϑ1∈Rd1\{0}
eLHLT ′1,T1(ϑ
0, ϑ1) ≤ 1, K1 : sup
ϑ1∈Rd1\{0}
eLHLT ′1,T1(ϑ
0, ϑ1) > 1
⇔ H1 : sup
ϑ1∈Rd1\{0}
ePT ′j ,Ti(ϑ
0, ϑ1) ≤ 1, K1 : sup
ϑ1∈Rd1\{0}
ePT ′j ,Ti(ϑ
0, ϑ1) > 1, i, j = 1, 2,
sowie
H2 : inf
ϑ1∈Rd1\{0}
eLBT ′1,T1(ϑ
0, ϑ1) ≥ 1, K2 : inf
ϑ1∈Rd1\{0}
eLBT ′1,T1(ϑ
0, ϑ1) < 1
⇔ H2 : inf
ϑ1∈Rd1\{0}
eLHLT ′1,T1(ϑ
0, ϑ1) ≥ 1, K2 : inf
ϑ1∈Rd1\{0}
eLHLT ′1,T1(ϑ
0, ϑ1) < 1
⇔ H2 : inf
ϑ1∈Rd1\{0}
ePT ′j ,Ti(ϑ
0, ϑ1) ≥ 1, K2 : inf
ϑ1∈Rd1\{0}
ePT ′j ,Ti(ϑ
0, ϑ1) < 1, i, j = 1, 2,
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und
H3 : ∀ ϑ1 ∈ Rd1 \ {0} : eLBT ′1,T1(ϑ
0, ϑ1) = 1, K3 : ∃ ϑ1 ∈ Rd1 \ {0} : eLBT ′1,T1(ϑ
0, ϑ1) 6= 1
⇔ H3 : ∀ ϑ1 ∈ Rd1 \ {0} : eLHLT ′1,T1(ϑ
0, ϑ1) = 1, K3 : ∃ ϑ1 ∈ Rd1 \ {0} : eLHLT ′1,T1(ϑ
0, ϑ1) 6= 1
⇔ H3 : ∀ ϑ1 ∈ Rd1 \ {0} : ePT ′j ,Ti(ϑ
0, ϑ1) = 1, K3 : ∃ ϑ1 ∈ Rd1 \ {0} : ePT ′j ,Ti(ϑ
0, ϑ1) 6= 1,
i, j = 1, 2,
aufstellen. Beachte dabei Bemerkung 4.5.3. Dafu¨r werden wir die in Unterabschnitt 5.2
entwickelte Theorie zur Anwendung bringen.
Unter Beachtung von Bemerkung 9.5.2 fu¨hren wir basierend auf n Beobachtungen der
verbundenen Stichprobe mit pˆn := N/n durch
Sn := diag(pˆ
t
n)− pˆnpˆtn
bzw. mit pˆ∗·,n := N∗·/n und pˆ·∗,n := N·∗/n
S ′n :=
(
diag(pˆt∗·,n)− pˆ∗·,npˆt∗·,n 0(d−1)×(d−1)
0(d−1)×(d−1) diag(pˆt·∗,n)− pˆ·∗,npˆt·∗,n
)
Scha¨tzer fu¨r Covϑ0(N1) und Covϑ0(N
′
1) ein. Diese Scha¨tzer basieren ausschließlich auf pˆn.
Entsprechend der in Unterabschnitt 5.2 eingefu¨hrten Bezeichnungen ist hier
E˜(p0) =
(
(I(d−1)×(d−1), 0(d−1)×(d−1))ψ
−1
N ′1
Covp0(N
′
1)
(
ψtN ′1
)−1
(I(d−1)×(d−1), 0(d−1)×(d−1))
t
)−1
−
(
(I(d−1)×(d−1), 0(d−1)×(d2−d))ψ
−1
N1
Covp0(N1)
(
ψtN1
)−1
(I(d−1)×(d−1), 0(d−1)×(d2−d))
t
)−1
,
und wir betrachten zuna¨chst das zu dieser Matrix entsprechende empirische Gegenstu¨ck,(
(I(d−1)×(d−1), 0(d−1)×(d−1))ψ
−1
N ′1
S ′n
(
ψtN ′1
)−1
(I(d−1)×(d−1), 0(d−1)×(d−1))
t
)−1
−
(
(I(d−1)×(d−1), 0(d−1)×(d2−d))ψ
−1
N1
Sn
(
ψtN1
)−1
(I(d−1)×(d−1), 0(d−1)×(d2−d))
t
)−1
,
um Tests fu¨r die genannten Testprobleme zu formulieren. Schließlich gehen wir aber unter
Hinweis auf Bemerkung 5.2.10 stattdessen zur Matrix
˜˜E(p0) =(I(d−1)×(d−1), 0(d−1)×(d−1))ψ
−1
N ′1
Covp0(N
′
1)
(
ψtN ′1
)−1
(I(d−1)×(d−1), 0(d−1)×(d−1))
t
− (I(d−1)×(d−1), 0(d−1)×(d2−d))ψ−1N1Covp0(N1)
(
ψtN1
)−1
(I(d−1)×(d−1), 0(d−1)×(d2−d))
t,
bzw. zu ihrem empirischen Gegenstu¨ck
(I(d−1)×(d−1), 0(d−1)×(d−1))ψ
−1
N ′1
S ′n
(
ψtN ′1
)−1
(I(d−1)×(d−1), 0(d−1)×(d−1))
t
− (I(d−1)×(d−1), 0(d−1)×(d2−d))ψ−1N1Sn
(
ψtN1
)−1
(I(d−1)×(d−1), 0(d−1)×(d2−d))
t
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u¨ber, und lassen unsere Tests auf den nach wachsender Gro¨ße geordneten Eigenwerten
λ˜1,n ≤ · · · ≤ λ˜d−1,n dieser Matrix basieren.
Es ist
˜˜E(p0) = H˜(p0)
=(I(d−1)×(d−1), 0(d−1)×(d−1))ψ
−1
N ′1
Covp0(N
′
1)
(
ψtN ′1
)−1
(I(d−1)×(d−1), 0(d−1)×(d−1))
t
− (I(d−1)×(d−1), 0(d−1)×(d2−d))ψ−1N1Covp0(N1)
(
ψtN1
)−1
(I(d−1)×(d−1), 0(d−1)×(d2−d))
t,
mit der in Unterabschnitt 5.2 eingefu¨hrten Abbildung H˜, und
H˜(pˆn) =(I(d−1)×(d−1), 0(d−1)×(d−1)))ψ
−1
N ′1
S ′n
(
ψtN ′1
)−1
(I(d−1)×(d−1), 0(d−1)×(d−1)))
t
− (I(d−1)×(d−1), 0(d−1)×(d2−d))ψ−1N1Sn
(
ψtN1
)−1
(I(d−1)×(d−1), 0(d−1)×(d2−d))
t.
Zur Behandlung des Testproblems H1 gegen K1 verwenden wir die Testgro¨ße
F 1n = −
√
nλ˜d−1,n√
Md,n
,
und zur Behandlung des Testproblems H2 gegen K2 die Testgro¨ße
F 2n =
√
nλ˜1,n√
M1,n
,
mit
Mi,n = wi(pˆn)
tJH˜(pˆn)V (pˆn)JH˜(pˆn)twi(pˆn), i = 1, . . . , d− 1,
wobei fu¨r i = 1, . . . , d−1 die Gro¨ßen wi(pˆn),JH˜(pˆn) und V (pˆn) die empirischen Gegenstu¨cke
zu wi(p0),JH˜(p0) und V (p0) sind, die wie folgt definiert werden: Fu¨r i = 1, . . . , d − 1 ist
der Vektor wi(p0) ∈ R(d−1)d/2 durch die Komponenten(
wi(p0)
)
j
:=
(
βi(p0)
t ⊗ βi(p0)t)Dej, j = 1, . . . , (d− 1)d/2,
festgelegt. Dabei ist βi(p0) ∈ Rd−1 der normierte Eigenvektor zum Eigenwert λ˜i(p0) der
Matrix H˜(p0), i = 1, . . . , d− 1, und D die in Unterabschnitt 5.2 eingefu¨hrte Duplikations-
matrix. Weiter ist
V (p0) := Covp0(N1),
und JH˜(p0) ∈ R(d−1)d/2×(d
2−1) ist die Jacobi-Matrix der Abbildung vech(H˜) : Rd
2−1 →
R(d−1)d/2. Die Abbildung vech(H˜) ist offensichtlich stetig differenzierbar in einer Umge-
bung um p0.
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Es ha¨ngt V (p0) stetig von p0 ab, und wegen p0 ∈ ∆d2 ist V (p0) positiv definit. Wir nehmen
an, dass die Jacobi-Matrix JH˜(p0) vollen Zeilenrang besitzt. Es gilt bei zugrunde liegendem
Parameter p0 ∈ ∆d2 mit dem mehrdimensionalen zentralen Grenzwertsatz
√
n(N/n− p0) v−→ Nd2−1
(
0, V (p0)
)
fu¨r n→∞.
Somit sind die Bedingungen (E1) und (E2) aus Unterabschnitt 5.2 erfu¨llt. Wie in Unter-
abschnitt 5.2 argumentiert wurde, gilt im Fall der Einfachheit des kleinsten und gro¨ßten
Eigenwerts der Matrix H˜(p0)
lim
n→∞
Pp0(M1,n ≤ 0) = lim
n→∞
Pp0(Md1,n ≤ 0) = 0.
Fu¨r ein gegebenes Testniveau α ∈ (0, 1) schlagen wir fu¨r das Testproblem Hi gegen Ki,
i = 1, 2, den Test
”
Verwirf Hi, falls F
i
n ≥ u1−α“, i = 1, 2,
vor und ko¨nnen folgendes festhalten.
9.9.1 Korollar: Es sei der kleinste und gro¨ßte Eigenwert der Matrix H˜(p0) einfach. Dann
handelt es sich bei dem auf der Testgro¨ße F in basierenden vorgeschlagenen Test fu¨r das
Testproblem Hi gegen Ki, i = 1, 2, um einen Test, der fu¨r jedes α ∈ (0, 1) das Testniveau
α asymptotisch einha¨lt und der zudem konsistent ist.
Beweis: Wie oben erkla¨rt sind die Bedingungen (E1) und (E2) aus Unterabschnitt 5.2
erfu¨llt. Da nach Annahme auch die Bedingung (E3) aus Korollar 5.2.6 erfu¨llt ist, folgt mit
dem Korollar die Behauptung. 
Zur Behandlung des Testproblems H3 gegen K3 betrachten wir die Testgro¨ße
F 3n = nλ˜
2
(d−1),n.
Dabei seien λ˜(1),n, . . . , λ˜(d−1),n die von ihrem Betrag her nach wachsender Gro¨ße geordneten
Eigenwerte von H˜(pˆn), d.h. es gilt |λ˜(1),n| ≤ · · · ≤ |λ˜(d−1),n|.
Fu¨r ein gegebenes Testniveau α ∈ (0, 1) schlagen wir fu¨r das Testproblem H3 gegen K3 den
Test
”
Verwirf H3, falls F
3
n ≥ cpˆn;1−α“
vor. Hierbei ist cp0;1−α das (1− α)-Quantil der Verteilung mit der Lebesgue-Dichte
kp0(ld−1) =
∫
. . .
∫
π
(d−1)2
2
Γd−1(d−12 )
∏
1≤j<i≤d−1
(li − lj)∫
Od−1
fp0
(
H diag(ld−1, . . . , l1)H ′
)
dHdl1 . . . dld−2, fu¨r ld−1 > 0 und 0 sonst.
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Dabei wird das innere Integral u¨ber die Menge Od−1 = {A ∈ R(d−1)×(d−1);AtA = Id−1}
bezu¨glich der Gleichverteilung auf Od−1 durchgefu¨hrt, Γm sei die verallgemeinerte Gam-
mafunktion Γm(t) := π
m(m−1)/4∏m
i=1 Γ(t − (i − 1)/2), m ∈ N, t > (m − 1)/2, und fp0 sei
die Lebesgue-Dichte einer Matrix A2 ∈ R(d−1)×(d−1), wobei A ∈ R(d−1)×(d−1) eine symme-
trische Matrix mit vech(A) ∼ N(d−1)d/2(0,JH˜(p0)V (p0)JH˜(p0)t) sei; siehe Unterabschnitt
5.2. Dann halten wir folgendes Resultat fest.
9.9.2 Korollar: Bei dem auf der Testgro¨ße F 3n basierenden vorgeschlagenen Test fu¨r das
Testproblem H3 gegen K3 handelt es sich um einen Test, der fu¨r jedes α ∈ (0, 1) das Test-
niveau α asymptotisch exakt einha¨lt, und der zudem konsistent ist.
Beweis: Die Aussage folgt aus Korollar 5.2.8. 
Nun wollen wir konsistente Tests unter sinnvollen Alternativen gema¨ß den Ausfu¨hrungen
aus Unterabschnitt 5.3 angeben. Betrachten wir also das Testproblem
H1 : sup
ϑ1∈Rd1\{0}
eLBT ′1,T1(ϑ
0, ϑ1) ≤ 1, K˜1 : inf
ϑ1∈Rd1\{0}
eLBT ′1,T1(ϑ
0, ϑ1) > 1
⇔ H1 : sup
ϑ1∈Rd1\{0}
eLHLT ′1,T1(ϑ
0, ϑ1) ≤ 1, K˜1 : inf
ϑ1∈Rd1\{0}
eLHLT ′1,T1(ϑ
0, ϑ1) > 1
⇔ H1 : sup
ϑ1∈Rd1\{0}
ePT ′j ,Ti(ϑ
0, ϑ1) ≤ 1, K˜1 : inf
ϑ1∈Rd1\{0}
ePT ′j ,Ti(ϑ
0, ϑ1) > 1, i, j = 1, 2.
Zudem betrachten wir das Testproblem
H2 : inf
ϑ1∈Rd1\{0}
eLBT ′1,T1(ϑ
0, ϑ1) ≥ 1, K˜2 : sup
ϑ1∈Rd1\{0}
eLBT ′1,T1(ϑ
0, ϑ1) < 1
⇔ H2 : inf
ϑ1∈Rd1\{0}
eLHLT ′1,T1(ϑ
0, ϑ1) ≥ 1, K˜2 : sup
ϑ1∈Rd1\{0}
eLHLT ′1,T1(ϑ
0, ϑ1) < 1
⇔ H2 : inf
ϑ1∈Rd1\{0}
ePT ′j ,Ti(ϑ
0, ϑ1) ≥ 1, K˜2 : sup
ϑ1∈Rd1\{0}
ePT ′j ,Ti(ϑ
0, ϑ1) < 1, i, j = 1, 2.
Schließlich betrachten wir noch das Testproblem
H3 : ∀ ϑ1 ∈ Rd1 \ {0} : eLBT ′1,T1(ϑ
0, ϑ1) = 1,
K˜3 : sup
ϑ1∈Rd1\{0}
eLBT ′1,T1(ϑ
0, ϑ1) < 1 oder inf
ϑ1∈Rd1\{0}
eLBT ′1,T1(ϑ
0, ϑ1) > 1
⇔ H3 : ∀ ϑ1 ∈ Rd1 \ {0} : eLHLT ′1,T1(ϑ
0, ϑ1) = 1,
K˜3 : sup
ϑ1∈Rd1\{0}
eLHLT ′1,T1(ϑ
0, ϑ1) < 1 oder inf
ϑ1∈Rd1\{0}
eLHLT ′1,T1(ϑ
0, ϑ1) > 1
⇔ H3 : ∀ ϑ1 ∈ Rd1 \ {0} : ePT ′1,T1(ϑ
0, ϑ1) = 1,
K˜3 : sup
ϑ1∈Rd1\{0}
ePT ′j ,Ti(ϑ
0, ϑ1) < 1 oder inf
ϑ1∈Rd1\{0}
ePT ′j ,Ti(ϑ
0, ϑ1) > 1, i, j = 1, 2.
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Beachte Bemerkung 4.5.3. Diese Testprobleme sollen unter Hinweis auf Bemerkung 5.3.4
erneut mit Hilfe der Matrix H˜(pˆn) behandelt werden. Zur Behandlung des Testproblems
Hi gegen K˜i, i = 1, 2, 3, betrachten wir die Testgro¨ßen
F˜ 1n =
√
ntr
(
H˜(pˆn)
)√
M˜n
, F˜ 2n = −F˜ 1n , F˜ 3n = |F˜ 1n |,
mit
M˜n = M˜n(pˆn) = v
tJH˜(pˆn)V (pˆn)JH˜(pˆn)tv,
wobei der Verktor v ∈ R(d−1)d/2 durch
v = (1, 0, . . . , 0︸ ︷︷ ︸
(d−2)-mal
, 1, 0, . . . , 0︸ ︷︷ ︸
(d−3)-mal
, 1, . . . , 1, 0, 1)
gegeben ist. Wie oben gezeigt sind hier die Bedingungen (E1) und (E2) aus Unterabschnitt
5.2 erfu¨llt. Daher gilt
lim
n→∞
Pp0(M˜n ≤ 0) = 0,
was in Unterabschnitt 5.3 begru¨ndet wurde.
Fu¨r ein gegebenes Testniveau α ∈ (0, 1) lautet dann der zugeho¨rige Test fu¨r das Test-
problem Hi gegen K˜i, i = 1, 2,
”
Verwirf Hi, falls F˜
i
n ≥ u1−α“, i = 1, 2.
Fu¨r dass Testproblem H3 gegen K3 kann der Test
”
Verwirf H3, falls F˜
3
n ≥ u1−α/2“
formuliert werden. Dann ko¨nnen wir folgendes festhalten.
9.9.3 Korollar: Bei dem auf der Testgro¨ße F˜ in basierenden vorgeschlagenen Test fu¨r das
Testproblem Hi gegen K˜i, i = 1, 2, handelt es sich um einen Test, der fu¨r jedes α ∈ (0, 1)
das Testniveau α asymptotisch einha¨lt und der zudem konsistent ist. Bei dem auf der Test-
gro¨ße F˜ 3n basierenden vorgeschlagenen Test fu¨r das Testproblem H3 gegen K˜3 handelt es
sich daru¨ber hinaus um einen Test, der fu¨r jedes α ∈ (0, 1) das Testniveau α asymptotisch
exakt einha¨lt, und der zudem konsistent ist.
Beweis: Die Aussage folgt aus Korollar 5.3.3. 
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9.9.4 Bemerkung: Wie in Bemerkung 5.3.5 erla¨utert ko¨nnen analog konsistente Tests fu¨r
die Testprobleme
H4 : e
Lvol
T ′j ,Ti
(ϑ0) ≤ 1, K4 : eLvolT ′j ,Ti(ϑ
0) > 1, i, j = 1, 2,
sowie
H5 : e
Lvol
T ′j ,Ti
(ϑ0) ≥ 1, K5 : eLvolT ′j ,Ti(ϑ
0) < 1, i, j = 1, 2,
und
H6 : e
Lvol
T ′j ,Ti
(ϑ0) = 1, K6 : e
Lvol
T ′j ,Ti
(ϑ0) 6= 1, i, j = 1, 2,
basierend auf der Determinante der Matrix(
(I(d−1)×(d−1), 0(d−1)×(d−1))ψ
−1
N ′1
S ′n
(
ψtN ′1
)−1
(I(d−1)×(d−1), 0(d−1)×(d−1))
t
)−1
(I(d−1)×(d−1), 0(d−1)×(d2−d))ψ
−1
N1
Sn
(
ψtN1
)−1
(I(d−1)×(d−1), 0(d−1)×(d2−d))
t
konstruiert werden.
9.9.5 Beispiel: Fu¨r d = 2 ergibt sich mit Hilfe der Zwischenergebnisse aus Beispiel 9.5.3
fu¨r p aus der Hypothesenmenge
H˜(p) = trH˜(p) = det H˜(p) = λ˜1,n = λ˜(1),n = (p1,1 + p1,2)
(
1− (p1,1 + p1,2)
)− p1,2.
Daraus folgt
JH˜(p) =
(
1− 2(p1,1 + p1,2), 0,−2(p1,1 + p1,2)
)
sowie mit w1(p) = 1
w1(p)
tJH˜(p)V (p)JH˜(p)tw1(p)
=
(
1− 2(p1,1 + p1,2)
)2
(p1,1 − p21,1) + 4(p1,1 + p1,2)2(p1,2 − p21,2)
+ 4
(
1− 2(p1,1 + p1,2)
)
(p1,1 + p1,2)p1,1p1,2.
Durch Einsetzen des Scha¨tzers pˆn = N/n ergeben sich die betrachteten Testgro¨ßen und die
vorgeschlagenen Tests.
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10 Vergleiche bei nichtparametrischen Lagealternati-
ven
10.1 Modell
Das hier betrachtete Modell unterscheidet sich zu den in den Abschnitten 8 und 9 be-
trachteten Modellen insofern, dass die Resultate aus den Abschnitten 4, 5 und 6 hier nicht
angewendet werden ko¨nnen. Dies liegt daran, dass fu¨r die hier untersuchten Tests im Allge-
meinen nicht die in den Abschnitten 4, 5 und 6 vorausgesetzten Optimalita¨tseigenschaften
nachgewiesen werden ko¨nnen.
Gehen wir davon aus, dass im verbundenen Stichprobenfall durch (X1Y1 ), . . . , (
Xn
Yn
) un-
abha¨ngige und identisch verteilte 2-dimensionale Zufallsvektoren vorliegen. Es gelte
X1 ∼ F (·), Y1 ∼ F (· − ϑ),
mit einem unbekannten ϑ ∈ R und einer evtl. als unbekannt aber als stetig vorausgesetzten
Verteilungsfunktion F . Ferner gelte
X1 − Y1 ∼ G(·+ ϑ),
mit einer unbekannten aber ebenfalls als stetig vorausgesetzten Verteilungsfunktion G, die
zu einer um Null symmetrischen Verteilung geho¨re.
Im unabha¨ngigen Stichprobenfall liegen mit X ′1, . . . , X
′
n und Y
′
1 , . . . , Y
′
n zwei voneinander
unabha¨ngige Stichproben vor, wobei
L(X1) = L(X ′1) und L(Y1) = L(Y ′1),
und damit
X ′1 ∼ F (·), Y ′1 ∼ F (· − ϑ),
gelte. Dann gilt auch
X ′1 − Y ′1 ∼ F˜ (·+ ϑ),
mit einer stetigen Verteilungsfunktion F˜ , die zu einer um Null symmetrischen Verteilung
geho¨rt, und die von F abha¨ngt.
Das zu Beginn dieser Arbeit vorgestellte Testproblem (1.1.3),
H : L(X1) = L(Y1), K : L(X1) 6= L(Y1),
kann hier a¨quivalent gema¨ß
H : ϑ = 0, K : ϑ 6= 0
formuliert werden.
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10.1.1 Beispiel: Es besitze (X1Y1 ) die Dichte (
x
y ) 7→ v(x, y − ϑ) bezu¨glich des Lebesgue-
Borelschen Maßes, x, y ∈ R, mit einer zweidimensionalen Dichte v bezu¨glich des Lebesgue-
Borelschen Maßes, die v(x, y) = v(y, x) ∀ x, y ∈ R erfu¨lle. Dann besitzt Y1 die Dichte
y 7→ ∫ v(x, y − ϑ)dx =: f(y;ϑ), y ∈ R, und X1 besitzt die Dichte
x 7−→
∫
v(x, y)dy =
∫
v(y, x)dy = f(x; 0), x ∈ R.
Setzen wir h(z) :=
∫
v(z + y, y)dy, z ∈ R, so erhalten wir mit der Substitution y 7→ y + ϑ,
dass X1 − Y1 die Dichte
z 7−→
∫
v(z + y, y − ϑ)dy =
∫
v(z + ϑ+ y, y)dy = h(z + ϑ), z ∈ R,
besitzt. Ferner erhalten wir durch die Substitution y 7→ y + z
h(−z) =
∫
v(−z + y, y)dy =
∫
v(y, z + y)dy =
∫
v(z + y, y)dy = h(z), z ∈ R,
sodass (X1Y1 ) die genannten Bedingungen erfu¨llt.
10.1.2 Beispiel: Es besitze (X1Y1 ) die Dichte (
x
y ) 7→ v(x, y − ϑ) bezu¨glich des Lebesgue-
Borelschen Maßes, x, y ∈ R, mit einer zweidimensionalen Dichte v bezu¨glich des Lebesgue-
Borelschen Maßes, die v(x, y) = v(−x,−y) ∀ x, y ∈ R und ∫ v(x, y)dy = ∫ v(y, x)dy ∀ x ∈
R erfu¨lle. Dann besitzt Y1 die Dichte y 7→
∫
v(x, y−ϑ)dx =: f(y;ϑ), y ∈ R, und X1 besitzt
die Dichte
x 7−→
∫
v(x, y)dy =
∫
v(y, x)dy = f(x; 0), x ∈ R.
Setzen wir h(z) :=
∫
v(z + y, y)dy, z ∈ R, so erhalten wir mit der Substitution y 7→ y + ϑ,
dass X1 − Y1 die Dichte
z 7−→
∫
v(z + y, y − ϑ)dy =
∫
v(z + ϑ+ y, y)dy = h(z + ϑ), z ∈ R,
besitzt. Ferner erhalten wir durch die Substitution y 7→ −y
h(−z) =
∫
v(−z + y, y)dy =
∫
v(−z − y,−y)dy =
∫
v(z + y, y)dy = h(z), z ∈ R,
sodass (X1Y1 ) die genannten Bedingungen erfu¨llt.
10.2 Verbundener Stichprobenfall
Im verbundenen Stichprobenfall sind Abha¨ngigkeiten zwischen X1 und Y1 zugelassen. Klas-
sische Zweistichprobentests fu¨r die Hypothese der Homogenita¨t sind deshalb hier nicht
anwendbar. Allerdings kann zur Verifizierung der Hypothese ein Symmetrietest basierend
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auf den Differenzen ζi := Xi − Yi, 1 ≤ i ≤ n, herangezogen werden. Als Testgro¨ße fu¨r das
Testproblem H gegen K wa¨hlen wir die Wilcoxon-Vorzeichen-Rang Teststatistik.
Tn :=
n∑
i=1
R+i I(ζi > 0),
wobei R+i den Rang von |ζi| in den Beobachtungen |ζ1|, . . . , |ζn|, 1,≤ i ≤ n, bezeichne.
Fu¨r ein gegebenes Testniveau α ∈ (0, 1) schlagen wir als Test den zweiseitigen Wilcoxon-
Vorzeichen-Rang Test
”
Verwirf H, falls Tn <
1
2
n(n+ 1)− cn oder Tn > cn“
vor, wobei cn ein (1 − α/2)-Quantil der Verteilung von Tn bei Gu¨ltigkeit der Hypothese
bezeichne. Es ist fu¨r jedes n ∈ N cn ∈ N0 und 0 ≤ cn ≤ n(n + 1)/2. Man beachte, dass
die Verteilung von Tn bei Gu¨ltigkeit der Hypothese der Symmetrie verteilungsfrei und um
den Erwartungswert E0(Tn) = n(n + 1)/4 symmetrisch ist. Fu¨r die Testgro¨ße Tn ist die
alternativen Darstellung
Tn =
∑
1≤i≤j≤n
I(ζi + ζj > 0)
bekannt. Beim vorgeschlagenen zweiseitigen Wilcoxon-Vorzeichen-Rang Test handelt es
sich hier um einen konsistenten Test zur Alternative K, da Pϑ(ζ1+ ζ2 > 0) 6= 1/2 fu¨r ϑ 6= 0
gilt. Siehe 5.7 in [9].
10.3 Bahadur-Steigung im verbundenen Stichprobenfall
Die Bahadur-Steigung la¨sst sich mit Hilfe eines Resultats, welches im Buch von Nikitin
([29]) genannt wird, lokal beschreiben. Hierzu sei
Wn :=
Tn − n(n+ 1)/4√
n(n+ 1)(2n+ 1)/24
.
10.3.1 Satz: Fu¨r die Bahadur-Steigung gilt im verbundenen Stichprobenfall
cT (ϑ) =
3
2
(
P0(ζ1 + ζ2 > 2ϑ)− 1/2
)2(
1 + o(1)
)
fu¨r ϑ→ 0.
Beweis: Es ist der auf der Testgro¨ße Tn basierende Test a¨quivalent zum Test
”
Verwirf H, falls Wn < − cn − n(n+ 1)/4√
n(n+ 1)(2n+ 1)/24
oder Wn >
cn − n(n+ 1)/4√
n(n+ 1)(2n+ 1)/24
“,
bzw. a¨quivalent zum Test
”
Verwirf H, falls |Wn| > cn − n(n+ 1)/4√
n(n+ 1)(2n+ 1)/24
“.
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Anhand der alternativen Darstellung der Testgro¨ße Tn erkennt man ferner, dass sich Tn
schreiben la¨sst als
Tn :=
(
n
2
)
Un +
n∑
i=1
I(ζi > 0),
mit Un :=
(
n
2
)−1∑
1≤i<j≤n I(ζi + ζj > 0). Da Un eine U-Statistik ist, gilt im Fall ϑ 6= 0 mit
5.4 Theorem A aus [36]
Wn√
n
=
Un − 1/2√
1/3
+ oP (1)
Pϑ−→
√
3
(
Pϑ(ζ1 + ζ2 > 0)− 1/2
)
fu¨r n→∞.
Es sei J(u) :=
√
12u, u ∈ [0, 1], und J0 :=
∫ 1
0
J(u)du/2 =
√
3/2. Weiter definieren wir
an(u) :=
√
12
n∑
j=1
j
n
I
(j − 1
n
< u ≤ j
n
)
, u ∈ [0, 1].
Dann gilt
Sn :=
√
12
n2
n∑
i=1
R+i I(ζi > 0)− J0 =
1
n
n∑
i=1
an
( R+i
n+ 1
)
I(ζi > 0)− J0
und auch limn→∞ an = J in L2([0, 1],B[0,1], λ[0,1]) sowie
∫ 1
0
J(u)2du/4 = 1. Somit gilt mit
Theorem 4.2.3 aus [29]
lim
n→∞
1
n
logGn(t) = −h(t) = −1
2
t2
(
1 + o(1)
)
fu¨r t ↓ 0,
mit Gn(t) := P0(Sn ≥ t), t ∈ R, und einer Funktion h : R → R, die in t > 0 genu¨gend
klein stetig ist. Nun sei
gn(t) :=
√
12
n2
t− J0, hn(t) := t− n(n+ 1)/4√
n(n+ 1)(2n+ 1)/24
, t ∈ R.
Dann gilt
Bn := gn
(
h−1n (|Wn|)
)
=
√
12
√
n2(n+ 1)(2n+ 1)/24
n2
|Wn|√
n
+
√
12
n(n+ 1)/4
n2
− J0
Pϑ−→
√
3|Pϑ(ζ1 + ζ2 > 0)− 1/2| fu¨r n→∞,
und deshalb mit Lemma 2.3.3
lim
n→∞
1
n
logGn(Bn) = −3
2
(
Pϑ(ζ1 + ζ2 > 0)− 1/2
)2(
1 + o(1)
)
in Pϑ-Wahrscheinlichkeit,
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wobei o(1) einen Term bezeichne, der fu¨r ϑ → 0 gegen 0 ∈ R konvergiere. Da nach Kon-
struktion Sn = gn(Tn) undWn = hn(Tn) gilt, und damit Sn = gn(h
−1
n (Wn)), folgt insgesamt
mit Hn(t) := P0(|Wn| ≥ t), t ∈ R, unter Ausnutzung der Symmetrie der Verteilung von
Wn bei Gu¨ltigkeit der Hypothese
− 3
2
(
Pϑ(ζ1 + ζ2 > 0)− 1/2
)2(
1 + o(1)
)
= lim
n→∞
1
n
logGn(Bn)
= lim
n→∞
1
n
log
(
1
2
Hn
(
hn
(
g−1n (Bn)
)))
= lim
n→∞
1
n
logHn(|Wn|) in Pϑ-Wahrscheinlichkeit,
wobei o(1) einen Term bezeichne, der fu¨r ϑ→ 0 gegen 0 ∈ R konvergiere. Damit folgt die
Behauptung. 
10.4 Unabha¨ngiger Stichprobenfall
Im unabha¨ngigen Stichprobenfall liegen mit X ′1, . . . , X
′
n und Y
′
1 , . . . , Y
′
n zwei voneinander
unabha¨ngige Stichproben vor. Wir wa¨hlen die Mann-Whitney Form der Wilcoxon-Mann-
Whitney Testgro¨ße, konkret
T ′n :=
n∑
i=1
n∑
j=1
I(X ′i > Y
′
j ),
und als Test fu¨r die Hypothese H gegen die Alternative K schlagen wir fu¨r α ∈ (0, 1) den
zweiseitigen Wilcoxon-Mann-Whitney Test
”
Verwirf H, falls T ′n < n
2 − c′n oder T ′n > c′n“
vor, wobei c′n ein (1 − α/2)-Quantil der Verteilung von T ′n bei Gu¨ltigkeit der Hypothese
bezeichne. Es ist fu¨r jedes n ∈ N c′n ∈ N0 und 0 ≤ c′n ≤ n2. Man beachte auch hier, dass die
Verteilung von T ′n bei Gu¨ltigkeit der Hypothese verteilungsfrei und um den Erwartungswert
E0(T
′
n) = n
2/2 symmetrisch ist. Der vorgeschlagene zweiseitige Wilcoxon-Mann-Whitney
Test ist hier ein konsistenter Test zur Alternative K, da Pϑ(X
′
1 > Y
′
1) 6= 1/2 fu¨r ϑ 6= 0 gilt.
Siehe 6.6 in [9]. Fu¨r die Testgro¨ße ist auch die alternative Darstellung
T ′n :=
n∑
i=1
Ri − n(n+ 1)
2
bekannt. Hierbei stehen die R1, . . . , Rn fu¨r die Ra¨nge der X
′
1, . . . , X
′
n in der zusammenge-
legten Stichprobe X ′1, . . . , X
′
n, Y
′
1 , . . . , Y
′
n.
Es bezeichne im Folgenden ζ ′i := X
′
i − Y ′i , 1 ≤ i ≤ n. Wegen ζ ′1 v= X1 − Y2 wollen wir
manchmal auch ζ ′1=X1 − Y2 schreiben, wenn es nur auf die Verteilung von ζ ′1 ankommt.
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10.5 Bahadur-Steigung im unabha¨ngigen Stichprobenfall
Auch hier la¨sst sich die Bahadur-Steigung mit Hilfe eines Resultats, welches im Buch von
Nikitin ([29]) genannt wird, lokal beschreiben. Hierfu¨r sei
W ′n :=
T ′n − n2/2√
n2(2n+ 1)/12
.
10.5.1 Satz: Fu¨r die Bahadur-Steigung gilt im unabha¨ngigen Stichprobenfall
cT ′(ϑ) = 3
(
P0(X
′
1 − Y ′1 > ϑ)− 1/2
)2(
1 + o(1)
)
fu¨r ϑ→ 0.
Beweis: Es ist der auf der Testgro¨ße Tn basierende Test a¨quivalent zm Test
”
Verwirf H, falls W ′n < −
c′n − n2/2√
n2(2n+ 1)/12
oder W ′n >
c′n − n2/2√
n2(2n+ 1)/12
“,
bzw. a¨quivalent zum Test
”
Verwirf H, falls |W ′n| >
c′n − n2/2√
n2(2n+ 1)/12
“.
T ′n la¨sst sich schreiben als
T ′n :=
(
n
2
)
U ′n +
n∑
i=1
I(X ′i > Y
′
i ),
mit U ′n :=
(
n
2
)−1∑
1≤i<j≤n(I(X
′
i > Y
′
j ) + I(X
′
j > Y
′
i )). Da U
′
n eine U-Statsitik ist, gilt im
Fall ϑ 6= 0 mit 5.4 Theorem A aus [36]
W ′n√
n
=
U ′n − 1√
2/3
+ oP (1)
Pϑ−→
√
6
(
Pϑ(X
′
1 > Y
′
1)− 1/2
)
fu¨r n→∞.
Es sei J ′(u) :=
√
12(u− 1/2), u ∈ [0, 1], und N := 2n. Weiter definieren wir
a′N(u) :=
√
12
N∑
j=1
j
N
I
(j − 1
N
< u ≤ j
N
)
−
√
3, u ∈ [0, 1].
Dann gilt
S ′N :=
√
12
N2
n∑
i=1
Ri −
√
3
2
=
1
N
n∑
i=1
a′N
( Ri
N + 1
)
,
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und auch limN→∞ a′N = J
′ in L2([0, 1],B[0,1], λ[0,1]) sowie
∫ 1
0
J ′(u)du = 0 und
∫ 1
0
J ′(u)2du =
1. Somit gilt mit Theorem 3.1.2 aus [29] (siehe auch die Theoreme 1.6.11 und 1.6.12 in
[29])
lim
N→∞
1
N
logG′N(t) = −h′(t) = −2t2
(
1 + o(1)
)
fu¨r t ↓ 0,
mit G′N(t) := P0(S
′
N ≥ t), t ∈ R, und einer Funktion h′ : R → R, die in t > 0 genu¨gend
klein stetig ist. Nun sei
g′n(t) :=
√
3
2n2
(n(n+ 1)
2
+ t
)
−
√
3
2
, h′n(t) :=
t− n2/2√
n2(2n+ 1)/12
, t ∈ R.
Dann gilt
B′n := g
′
n
(
h′−1n (|W ′n|)
)
=
√
12(2n2 + n)
8n2
+
√
12
√
n3(2n+ 1)/12
4n2
|W ′n|√
n
−
√
3
2
Pϑ−→
√
3
2
|Pϑ(X ′1 > Y ′1)− 1/2| fu¨r n→∞,
und deshalb mit Lemma 2.3.3
lim
N→∞
1
N
logG′N(B
′
n) = −
3
2
(
Pϑ(X
′
1 > Y
′
1)− 1/2
)2(
1 + o(1)
)
in Pϑ-Wahrscheinlichkeit,
wobei o(1) einen Term bezeichne, der fu¨r ϑ → 0 gegen 0 ∈ R konvergiere. Da nach Kon-
struktion S ′N = g
′
n(T
′
n) und W
′
n = h
′
n(T
′
n) gilt, und damit S
′
N = g
′
n(h
′−1
n (W
′
n)), folgt insge-
samt mit H ′n(t) := P0(|W ′n| ≥ t), t ∈ R, unter Ausnutzung der Symmetrie der Verteilung
von W ′n bei Gu¨ltigkeit der Hypothese
− 3(Pϑ(X ′1 > Y ′1)− 1/2)2(1 + o(1)) = lim
n→∞
1
n
logG′N(B
′
n)
= lim
n→∞
1
n
log
(
1
2
H ′n
(
h′n
(
g′−1n (B
′
n)
)))
= lim
n→∞
1
n
logH ′n(|W ′n|) in Pϑ-Wahrscheinlichkeit,
wobei o(1) einen Term bezeichne, der fu¨r ϑ→ 0 gegen 0 ∈ R konvergiere. Damit folgt die
Behauptung. 
10.6 Volumen-Effizienz der Tests
Es sei ζ ′i = X
′
i−Y ′i , i = 1, . . . , n. Im unabha¨ngigen Stichprobenfall besitzt
∑n
i=1
∑n
j=1 I(X
′
i >
Y ′j − ϑ) die gleiche Verteilung wie T ′n bei Gu¨ltigkeit der Hypothese. Damit gilt
Pϑ
(
n2 − c′n ≤
n∑
i=1
n∑
j=1
I(X ′i > Y
′
j − ϑ) ≤ c′n
)
≥ 1− α.
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Somit ist {
ϑ ∈ R;n2 − c′n ≤
n∑
i=1
n∑
j=1
I(X ′i > Y
′
j − ϑ) ≤ c′n
}
ein Konfidenzbereich zum Konfidenzniveau 1 − α fu¨r den unbekannten Parameter ϑ ∈ R,
mit dessen Hilfe sich der Wilcoxon-Mann-Whitney Test durchfu¨hren la¨sst. Es seien V(1) ≤
· · · ≤ V(n2) die nach wachsender Gro¨ße geordneten Beobachtungen −(X ′i−Y ′j ), 1 ≤ i, j ≤ n,
deren Erwartungswert existiere und endlich sei. Wegen
n2 − c′n ≤
n∑
i=1
n∑
j=1
I(X ′i > Y
′
j − ϑ) ≤ c′n ⇔ V(n2−c′n) < ϑ ≤ V(c′n+1)
ist (V(n2−c′n), V(c′n+1)] ein Konfidenzintervall zum Konfidenzniveau 1− α fu¨r ϑ.
10.6.1 Bemerkung: Der Erwartungswert der zugeho¨rigen La¨nge des Intervalls ha¨ngt
nicht mehr vom zugrunde liegenden unbekannten Parameter ϑ ∈ R ab. Schließlich ist
Pϑ(V(c′n+1) − ϑ ≥ t) = Pϑ
( n∑
i=1
n∑
j=1
I(X ′i > Y
′
j − ϑ− t) ≤ c′n
)
= P0
( n∑
i=1
n∑
j=1
I(X ′i > Y
′
j − t) ≤ c′n
)
, t ∈ R,
und genauso
Pϑ(V(n2−c′n) − ϑ < t) = Pϑ
( n∑
i=1
n∑
j=1
I(X ′i > Y
′
j − ϑ− t) ≥ n2 − c′n
)
= P0
( n∑
i=1
n∑
j=1
I(X ′i > Y
′
j − t) ≥ n2 − c′n
)
, t ∈ R,
und somit wegen Eϑ(V(c′n+1)−V(n2−c′n)) = Eϑ(V(c′n+1)−ϑ)−Eϑ(V(n2−c′n)−ϑ) keine Abha¨ngigkeit
mehr von ϑ ∈ R vorhanden.
Im verbundenen Stichprobenfall besitzt
∑
1≤i≤j≤n I(ζi+ ζj +2ϑ > 0) die gleiche Verteilung
wie Tn bei Gu¨ltigkeit der Hypothese. Also gilt
Pϑ
(
1
2
n(n+ 1)− cn ≤
∑
1≤i≤j≤n
I(ζi + ζj + 2ϑ > 0) ≤ cn
)
≥ 1− α.
Damit ist {
1
2
n(n+ 1)− cn ≤
∑
1≤i≤j≤n
I(ζi + ζj + 2ϑ > 0) ≤ cn
}
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ein Konfidenzbereich zum Konfidenzniveau 1 − α fu¨r den unbekannten Parameter ϑ ∈ R,
mit dessen Hilfe sich der Wilcoxon-Vorzeichen-Rang Test durchfu¨hren la¨sst. Es seienW(1) ≤
· · · ≤ W(n(n+1)/2) die nach wachsender Gro¨ße geordneten Beobachtungen −(ζi + ζj)/2,
1 ≤ i ≤ j ≤ n, deren Erwartungswert existiere und endlich sei. Wegen
1
2
n(n+ 1)− cn ≤
∑
1≤i≤j≤n
I(ζi + ζj + 2ϑ > 0) ≤ cn ⇔ W(n(n+1)/2−cn) < ϑ ≤ W(cn+1)
ist (W(n(n+1)/2−c′n),W(c′n+1)] ein Konfidenzintervall zum Konfidenzniveau 1− α fu¨r ϑ.
10.6.2 Bemerkung: Analog zum unabha¨ngigem Stichprobenfall erkennt man auch hier,
dass der Erwartungswert der zugeho¨rigen La¨nge des Intervalls nicht mehr vom unbekannten
Parameter ϑ ∈ R abha¨ngt. Somit ha¨ngt auch die Volumen-Effizienz der Testfolge T relativ
zur Testfolge T ′,
evolT ′,T,n =
(
E(W(c′n+1) −W(n(n+1)/2−c′n))
E(V(cn+1) − V(n2−cn))
)2
,
nicht mehr vom unbekannten Parameter ϑ ∈ R ab.
Um die asymptotische Volumen-Effizienz der Testfolge T relativ zur Testfolge T ′ zu be-
stimmen, beno¨tigen wir ein paar Vorbereitungen. Wir definieren
σ′n(t)
2 :=n3 E0
((
E0
(
I
(
t/
√
n > −(x1 − Y ′2)
)
+ I
(
t/
√
n > −(X ′2 − y1)
))
− E0
(
I
(
t/
√
n > −(X ′1 − Y ′2)
)
+ I
(
t/
√
n > −(X ′2 − Y ′1)
)))2
|(x1,y1)=(X′1,Y ′1)
)
, t ∈ R.
10.6.3 Lemma: Im unabha¨ngigen Stichprobenfall sei die Funktion F˜ : t 7→ P0(ζ ′1 ≤ t) auf
einer offenen Umgebung U mit 0 ∈ U zweimal stetig differenzierbar mit f˜(t) := d
dt
F˜ (t),
t ∈ U , als Ableitung. Dann gilt
lim
n→∞
σ′n(t)
2
n3
=
1
6
, t ∈ R,
sowie
lim
n→∞
c′n − 2
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(t)
= u1−α
2
−
√
6f˜(0)t, t ∈ R,
und auch
lim
n→∞
n2 − c′n − 2
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(t)
= −u1−α
2
−
√
6f˜(0)t, t ∈ R.
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Beweis: Es ist
1− α
2
= lim
n→∞
P0(T
′
n ≤ c′n) = lim
n→∞
P0
(
W ′n ≤
c′n − n2/2√
n2(2n+ 1)/12
)
,
und da wie bereits im Beweis von Satz 10.5.1 erwa¨hnt W ′n
v→ N(0, 1) fu¨r n→∞ gilt, und
daher insbesondere die Quantilfunktion der Grenzverteilung streng monoton wachsend ist,
folgt
lim
n→∞
c′n − n2/2√
n2(2n+ 1)/12
= u1−α
2
.
Ferner folgt aufgrund der Stetigkeit von F unter ϑ = 0
lim
n→∞
F (X ′1 + t/
√
n) = F (X ′1) ∼ R(0, 1),
lim
n→∞
F (Y ′1 − t/
√
n) = F (Y ′1) ∼ R(0, 1), t ∈ R,
und deshalb und aufgrund der Stetigkeit von F˜ in 0 ∈ R folgt mit dem Satz von der
majorisierten Konvergenz
lim
n→∞
σ′n(t)
2
n3
= lim
n→∞
E0
(
F (X ′1 + t/
√
n)2 + 2F (X ′1 + t/
√
n)
(
1− F (Y ′1 − t/
√
n)
)
+
(
1− F (Y ′1 − t/
√
n)
)2 − 4F (X ′1 + t/√n)(1− F˜ (−t/√n))
− 4(1− F (Y ′1 − t/√n))(1− F˜ (t/√n))+ 4(1− F˜ (−t/√n))2)
=E0
(
F (X ′1)
2 + 2F (X ′1)
(
1− F (Y ′1)
)
+
(
1− F (Y ′1)
)2
− 4F (X ′1)
(
1− F˜ (0))− 4(1− F (Y ′1))(1− F˜ (0))+ 4(1− F˜ (0))2)
= E0
(
F (X ′1)
2 + F (Y ′1)
2 − 2F (X ′1)F (Y ′1)
)
= E0
(
F (X ′1)
2
)
+ E0
(
F (Y ′1)
2
)− 2E0 (F (X ′1))E0 (F (Y ′1)) = 16 , t ∈ R.
Insgesamt folgt also
lim
n→∞
c′n − n2/2√
n2(2n+ 1)/12
√
n2(2n+ 1)/12
σ′n(t)
= u1−α
2
, t ∈ R,
und mit einer Taylorentwicklung von F˜ in 0 ∈ R
n2/2− 2(n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(t)
∼
√
n
(
1/2− (1− F˜ (−t/√n)))√
1/6
=
√
n
(
1/2− (1− F˜ (0) + f˜(0)t/√n+ o(1/√n)))√
1/6
−→ −
√
6f˜(0)t fu¨r n→∞, t ∈ R.
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Also erha¨lt man
lim
n→∞
c′n − 2
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(t)
= lim
n→∞
( c′n − n2/2√
n2(2n+ 1)/12
√
n2(2n+ 1)/12
σ′n(t)
+
n2/2− 2(n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(t)
)
=u1−α
2
−
√
6f˜(0)t, t ∈ R,
und auch
lim
n→∞
n2 − c′n − 2
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(t)
= lim
n→∞
(
− c
′
n − n2/2√
n2(2n+ 1)/12
√
n2(2n+ 1)/12
σ′n(t)
+
n2/2− 2(n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(t)
)
=− u1−α
2
−
√
6f˜(0)t, t ∈ R,
und so die Behauptung. 
Wir definieren
σn(t)
2
:=n3 E0
((
E0
(
I
(
2t/
√
n > −(z1 + ζ2)
))− E0 ( I (2t/√n > −(ζ1 + ζ2))))2
|z1=ζ1
)
, t ∈ R.
10.6.4 Lemma: Im verbundenen Stichprobenfall sei die Funktion G˜ : t 7→ P0(ζ1 + ζ2 ≤ t)
auf einer offenen Umgebung U ′ mit 0 ∈ U ′ zweimal stetig differenzierbar mit g˜(t) := d
dt
G˜(t),
t ∈ U ′, als Ableitung. Dann gilt
lim
n→∞
σn(t)
2
n3
=
1
12
, t ∈ R,
sowie
lim
n→∞
cn −
(
n
2
)
P0
(
2t/
√
n > −(ζ1 + ζ2)
)
σn(t)
= u1−α
2
−
√
12g˜(0)t, t ∈ R,
und auch
lim
n→∞
n(n+ 1)/2− cn −
(
n
2
)
P0
(
t/
√
n > −(ζ1 + ζ2)
)
σn(t)
= −u1−α
2
−
√
12g˜(0)t, t ∈ R.
Beweis: Es ist
1− α
2
= lim
n→∞
P0(Tn ≤ cn) = lim
n→∞
P0
(
Wn ≤ cn − n(n+ 1)/4√
n(n+ 1)(2n+ 1)/24
)
,
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und da wie bereits im Beweis von Satz 10.3.1 erwa¨hnt Wn
v→ N(0, 1) fu¨r n→∞ gilt, und
daher insbesondere die Quantilfunktion der Grenzverteilung stetig ist, folgt
lim
n→∞
cn − n(n+ 1)/4√
n(n+ 1)(2n+ 1)/24
= u1−α
2
.
Ferner folgt aufgrund der Stetigkeit von G unter ϑ = 0
lim
n→∞
G(ζ1 + 2t/
√
n) = G(ζ1) ∼ R(0, 1), t ∈ R,
und deshalb und aufgrund der Stetigkeit von G˜ in 0 ∈ R folgt mit dem Satz von der
majorisierten Konvergenz
lim
n→∞
σn(t)
2
n3
= lim
n→∞
E0
((
1−G(−ζ1 − 2t/
√
n)
)2
− 2(1−G(−ζ1 − 2t/√n))(1− G˜(−2t/√n))+ (1− G˜(−2t/√n))2)
= lim
n→∞
E0
(
G(ζ1 + 2t/
√
n)2 − 2G(ζ1 + 2t/
√
n)G˜(2t/
√
n) + G˜(2t/
√
n)2
)
=E0
(
G(ζ1)
2 − 2G(ζ1)G˜(0) + G˜(0)2
)
= E0
(
G(ζ1)
2 −G(ζ1) + 1
4
)
=E0
(
G(ζ1)
2
)− E0 (G(ζ1))+ 1
4
=
1
12
, t ∈ R.
Insgesamt folgt also
lim
n→∞
cn − n(n+ 1)/4√
n(n+ 1)(2n+ 1)/24
√
n(n+ 1)(2n+ 1)/24
σn(t)
= u1−α
2
, t ∈ R,
und mit einer Taylorentwicklung von G˜ in 0 ∈ R
n(n+ 1)/4− (n
2
)
P0
(
2t/
√
n > −(ζ1 + ζ2)
)
σn(t)
∼ 1
2
√
n
(
1/2− (1− G˜(−2t/√n)))√
1/12
=
1
2
√
n
(
1/2− (1− G˜(0) + g˜(0)2t/√n+ o(1/√n)))√
1/12
−→ −
√
12g˜(0)t fu¨r n→∞, t ∈ R.
Also erha¨lt man
lim
n→∞
cn −
(
n
2
)
P0
(
2t/
√
n > −(ζ1 + ζ2)
)
σn(t)
= lim
n→∞
( cn − n(n+ 1)/4√
n(n+ 1)(2n+ 1)/24
√
n(n+ 1)(2n+ 1)/24
σn(t)
+
n(n+ 1)/4− (n
2
)
P0
(
2t/
√
n > −(ζ1 + ζ2)
)
σn(t)
)
= u1−α
2
−
√
12g˜(0)t, t ∈ R,
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und auch
lim
n→∞
n(n+ 1)/2− cn −
(
n
2
)
P0
(
2t/
√
n > −(ζ1 + ζ2)
)
σn(t)
= lim
n→∞
(
− cn − n(n+ 1)/4√
n(n+ 1)(2n+ 1)/24
√
n(n+ 1)(2n+ 1)/24
σn(t)
+
n(n+ 1)/4− (n
2
)
P0
(
2t/
√
n > −(ζ1 + ζ2)
)
σn(t)
)
= −u1−α
2
−
√
12g˜(0)t, t ∈ R,
und so die Behauptung. 
10.6.5 Satz: Es seien die Funktionen F˜ und G˜ auf offenenen Umgebungen U mit 0 ∈ U
und U ′ mit 0 ∈ U ′ zweimal stetig differenzierbar mit f˜(t) = d
dt
F˜ (t), t ∈ U , und g˜(t) :=
d
dt
G˜(t), t ∈ U ′, als Ableitungen. Ferner gelte f˜(0) 6= 0 und g˜(0) 6= 0. Dann gilt
√
n(V(c′n+1) − ϑ)
v−→ N
(
u1−α
2√
6f˜(0)
,
1
6f˜(0)2
)
fu¨r n→∞,
√
n(V(n2−c′n) − ϑ)
v−→ N
(
− u1−
α
2√
6f˜(0)
,
1
6f˜(0)2
)
fu¨r n→∞,
√
n(W(cn+1) − ϑ) v−→ N
(
u1−α
2√
12g˜(0)
,
1
12g˜(0)2
)
fu¨r n→∞,
√
n(W(n(n+1)/2−cn) − ϑ) v−→ N
(
− u1−
α
2√
12g˜(0)
,
1
12g˜(0)2
)
fu¨r n→∞.
Beweis: Mit Lemma 10.6.3 gilt lim infn→∞ σ′n(t)/n
3/2 > 0, t ∈ R. Damit folgt mit einem
zentralen Grenzwertsatz fu¨r U-Statistiken mit einem von n abha¨ngigen Kern (siehe Korollar
A.1.5 im Anhang), sowie mit Lemma 10.6.3, fu¨r ϑ = 0∑n
i=1
∑n
j=1 I
(
t/
√
n > −(X ′i − Y ′j )
)− 2(n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(t)
=
1
σ′n(t)
( ∑
1≤i<j≤n
(
I
(
t/
√
n > −(X ′i − Y ′j )
)
+ I
(
t/
√
n > −(X ′j − Y ′i )
))
− 2
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
))
+
1
σ′n(t)
n∑
i=1
I
(
t/
√
n > −(X ′i − Y ′i )
)
v−→ N(0, 1) fu¨r n→∞, t ∈ R.
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Da die Verteilungsfunktion dieser Zufallsvariablen aufgrund der Stetigkeit der Verteilungs-
funktion der Normalverteilung gleichma¨ßig konvergiert, folgt mit Lemma 10.6.3
lim
n→∞
Pϑ
(√
n(V(c′n+1) − ϑ) ≥ t
)
= lim
n→∞
Pϑ
( n∑
i=1
n∑
j=1
I(X ′i > Y
′
j − ϑ− t/
√
n) ≤ c′n
)
= lim
n→∞
P0
( n∑
i=1
n∑
j=1
I
(
t/
√
n > −(X ′i − Y ′j )
) ≤ c′n
)
= lim
n→∞
P0
(∑n
i=1
∑n
j=1 I
(
t/
√
n > −(X ′i − Y ′j )
)− 2(n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(t)
≤
c′n − 2
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(t)
)
= P
(
Z ≤ u1−α
2
−
√
6f˜(0)t
)
=P
(−Z + u1−α
2√
6f˜(0)
≥ t
)
, t ∈ R,
mit Z ∼ N(0, 1), und somit
√
n(V(c′n+1) − ϑ)
v−→ N
(
u1−α
2√
6f˜(0)
,
1
6f˜(0)2
)
fu¨r n→∞.
Ebenso folgt mit Lemma 10.6.3
lim
n→∞
Pϑ
(√
n(V(n2−c′n) − ϑ) < t
)
= lim
n→∞
Pϑ
( n∑
i=1
n∑
j=1
I(X ′i > Y
′
j − ϑ− t/
√
n) ≥ n2 − c′n
)
= lim
n→∞
P0
( n∑
i=1
n∑
j=1
I
(
t/
√
n > −(X ′i − Y ′j )
) ≥ n2 − c′n
)
= lim
n→∞
P0
(∑n
i=1
∑n
j=1 I
(
t/
√
n > −(X ′i − Y ′j )
)− 2(n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(t)
≥
n2 − c′n − 2
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(t)
)
= P
(
Z ≥ −u1−α
2
−
√
6f˜(0)t
)
=P
(−Z − u1−α
2√
6f˜(0)
< t
)
, t ∈ R,
und damit
√
n(V(n2−c′n) − ϑ)
v−→ N
(
− u1−
α
2√
6f˜(0)
,
1
6f˜(0)2
)
fu¨r n→∞.
Analog folgt im verbundenen Stichprobenfall mit Lemma 10.6.4
√
n(W(cn+1) − ϑ) v−→ N
(
u1−α
2√
12g˜(0)
,
1
12g˜(0)2
)
fu¨r n→∞,
√
n(W((n(n+1)/2−cn) − ϑ) v−→ N
(
− u1−
α
2√
12g˜(0)
,
1
12g˜(0)2
)
fu¨r n→∞,
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womit alles gezeigt ist. 
Nun definieren wir fu¨r feste aber beliebige a, b ∈ R
σ′n(s, t)
2 :=n3 E0
((
E0
(
a I
(
s/
√
n > −(x1 − Y ′2)
)
+ a I
(
s/
√
n > −(X ′2 − y1)
)
+ b I
(
t/
√
n > −(x1 − Y ′2)
)
+ b I
(
t/
√
n > −(X ′2 − y1)
))
− E0
(
a I
(
s/
√
n > −(X ′1 − Y ′2)
)
+ a I
(
s/
√
n > −(X ′2 − Y ′1)
)
+ b I
(
t/
√
n > −(X ′1 − Y ′2)
)
+ b I
(
t/
√
n > −(X ′2 − Y ′1)
)))2
|(x1,y1)=(X′1,Y ′1)
)
,
s, t ∈ R.
10.6.6 Lemma: Es gilt
lim
n→∞
σ′n(s, t)
2
n3
=
(a+ b)2
6
, s, t ∈ R.
Beweis: Aufgrund der Stetigkeit von F gilt fu¨r ϑ = 0
lim
n→∞
F (X ′1 + t/
√
n) = F (X ′1) ∼ R(0, 1),
lim
n→∞
F (Y ′1 − t/
√
n) = F (Y ′1) ∼ R(0, 1), t ∈ R,
und deshalb und aufgrund der Stetigkeit von F˜ in 0 ∈ R folgt mit den U¨berlegungen aus
dem Beweis von Lemma 10.6.3 und dem Satz von der majorisierten Konvergenz
lim
n→∞
σ′n(s, t)
2
n3
= lim
n→∞
E0
((
a
(
F (X ′1 + s/
√
n) + 1− F (Y ′1 − s/
√
n)− 2(1− F˜ (−s/√n)))
+ b
(
F (X ′1 + t/
√
n) + 1− F (Y ′1 − t/
√
n)− 2(1− F˜ (−t/√n))))2
)
=
a2 + b2
6
+ 2ab lim
n→∞
E0
(
F (X ′1 + s/
√
n)F (X ′1 + t/
√
n)
+ F (X ′1 + s/
√
n)
(
1− F (Y ′1 − t/
√
n)
)− 2F (X ′1 + s/√n)(1− F˜ (−t/√n))
+
(
1− F (Y ′1 − s/
√
n)
)
F (X ′1 + t/
√
n) +
(
1− F (Y ′1 − s/
√
n)
)(
1− F (Y ′1 − t/
√
n)
)
− 2(1− F (Y ′1 − s/√n))(1− F˜ (−t/√n))− 2(1− F˜ (−s/√n))F (X ′1 + t/√n)
− 2(1− F˜ (−s/√n))(1− F (Y ′1 − t/√n))+ 4(1− F˜ (−s/√n))(1− F˜ (−t/√n)))
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=
a2 + b2
6
+ 2ab
(
E0
(
F (X ′1)
2
)
+ E0
(
F (Y ′1)
2
)− 2E0 (F (X ′1))E0 (F (Y ′1)))
=
a2 + b2
6
+
2ab
6
=
(a+ b)2
6
, s, t ∈ R,
also die Behauptung. 
Es sei fu¨r feste aber beliebige a, b ∈ R
σn(s, t)
2 :=n3 E0
((
E0
(
a I
(
2t/
√
n > −(z1 + ζ2)
)
+ b I
(
2t/
√
n > −(z1 + ζ2)
))
− E0
(
a I
(
2t/
√
n > −(ζ1 + ζ2)
)
+ b I
(
2t/
√
n > −(ζ1 + ζ2)
)))2
|z1=ζ1
)
, s, t ∈ R.
10.6.7 Lemma: Es gilt
lim
n→∞
σn(s, t)
2
n3
=
(a+ b)2
12
, t ∈ R.
Beweis: Betrachte die stetige Funktion G : t 7→ P0(ζ1 ≤ t). Es gilt aufgrund der Stetigkeit
von G fu¨r ϑ = 0
lim
n→∞
G(ζ1 + 2t/
√
n) = G(ζ1) ∼ R(0, 1), t ∈ R,
und deshalb und aufgrund der Stetigkeit von G˜ in 0 ∈ R folgt mit den U¨berlegungen aus
dem Beweis von Lemma 10.6.4 und dem Satz von der majorisierten Konvergenz
lim
n→∞
σn(s, t)
2
n3
= lim
n→∞
E0
((
a
(
1−G(−ζ1 − 2s/
√
n)− (1− G˜(−2s/√n))
+ b
(
1−G(−ζ1 − 2s/
√
n)− (1− G˜(−2t/√n)))2
)
=
a2 + b2
12
+ 2ab lim
n→∞
E0
(
G(ζ1 + 2s/
√
n)G(ζ1 + 2t/
√
n)−G(ζ1 + 2s/
√
n)G˜(2t/
√
n)
− G˜(2s/√n)G(ζ1 + 2t/
√
n) + G˜(2s/
√
n)G˜(2t/
√
n)
)
=
a2 + b2
12
+ 2ab
(
E0
(
G(ζ1)
2
)− E0 (G(ζ1))+ 1
4
)
=
a2 + b2
12
+
2ab
12
=
(a+ b)2
12
, s, t ∈ R,
und so die Behauptung. 
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10.6.8 Satz: Es seien die Funktionen F˜ und G˜ auf offenen Umgebungen U mit 0 ∈ U und
U ′ mit 0 ∈ U ′ zweimal stetig differenzierbar mit f˜(t) = d
dt
F˜ (t), t ∈ U , und g˜(t) := d
dt
G˜(t),
t ∈ U ′, als Ableitungen. Ferner gelte f˜(0) 6= 0 und g˜(0) 6= 0. Dann gilt fu¨r die asymptotische
Volumen-Effizienz der Testfolge T relativ zur Testfolge T ′
eLvolT ′,T =
1
2
(
f˜(0)
g˜(0)
)2
.
Beweis: Mit Lemma 10.6.6 gilt lim infn→∞ σ′n(s, t)/n
3/2 > 0, s, t ∈ R, a, b ∈ R, a 6= 0 oder
b 6= 0. Damit folgt mit einem zentralen Grenzwertsatz fu¨r U-Statistiken mit einem von n
abha¨ngigen Kern (siehe Korollar A.1.5 im Anhang), dass fu¨r alle a, b ∈ R, mit a 6= 0 oder
b 6= 0, fu¨r ϑ = 0(
n∑
i=1
n∑
j=1
(
a I
(
s/
√
n > −(X ′i − Y ′j )
)
+ b I
(
t/
√
n > −(X ′i − Y ′j )
))
−
(
2a
(
n
2
)
P0
(
s/
√
n > −(X ′1 − Y ′1)
)
+ 2b
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)))/
σ′n(s, t)
v−→ N(0, 1) fu¨r n→∞, s, t ∈ R,
gilt. Mit Lemma 10.6.3 und Lemma 10.6.6 erha¨lt man weiter, dass fu¨r alle a, b ∈ R, mit
a 6= 0 oder b 6= 0,
lim
n→∞
(
a
c′n − 2
(
n
2
)
P0
(
s/
√
n > −(X ′1 − Y ′1)
)
σ′n(s, t)
+ b
n2 − c′n − 2
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(s, t)
)
= lim
n→∞
(
a
√
n3
σ′n(s, t)
σ′n(s)√
n3
c′n − 2
(
n
2
)
P0
(
s/
√
n > −(X ′1 − Y ′1)
)
σ′n(s)
+ b
√
n3
σ′n(s, t)
σ′n(t)√
n3
n2 − c′n − 2
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
σ′n(t)
)
=
1
|a+ b|
(
(a− b)u1−α
2
−
√
6f˜(0)(as+ bt)
)
, s, t ∈ R,
gilt. Es ist mit Lemma 10.6.6 limn→∞ σ′n(s, t)/
√
n3 = |a + b|/√6, sodass mit dem Lemma
von Slutsky fu¨r alle a, b ∈ R, mit a 6= 0 oder b 6= 0, fu¨r ϑ = 0(
n∑
i=1
n∑
j=1
(
a I
(
s/
√
n > −(X ′i − Y ′j )
)
+ b I
(
t/
√
n > −(X ′i − Y ′j )
))
−
(
2a
(
n
2
)
P0
(
s/
√
n > −(X ′1 − Y ′1)
)
+ 2b
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)))/√
n3
−
(
a
c′n − 2
(
n
2
)
P0
(
s/
√
n > −(X ′1 − Y ′1)
)
√
n3
+ b
n2 − c′n − 2
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
√
n3
)
v−→ N
(
− 1√
6
(
(a− b)u1−α
2
−
√
6f˜(0)(as+ bt)
)
,
(a+ b)2
6
)
fu¨r n→∞, s, t ∈ R,
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gilt. Da a, b ∈ R, mit a 6= 0 oder b 6= 0, beliebig waren, folgt mit dem Satz von Crame´r
und Wold, dass der Zufallsvektor fu¨r ϑ = 0(∑n
i=1
∑n
j=1 I
(
s/
√
n > −(X ′i − Y ′j )
)− 2(n
2
)
P0
(
s/
√
n > −(X ′1 − Y ′1)
)
√
n3
− c
′
n − 2
(
n
2
)
P0
(
s/
√
n > −(X ′1 − Y ′1)
)
√
n3
,∑n
i=1
∑n
j=1 I
(
t/
√
n > −(X ′i − Y ′j )
)− 2(n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
√
n3
− n
2 − c′n − 2
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
√
n3
)
, s, t ∈ R,
fu¨r n→∞ in Verteilung gegen eine zweidimensionale Normalverteilung konvergiert.
Analog folgt mit Lemma 10.6.4 und Lemma 10.6.7, dass fu¨r alle a, b ∈ R, mit a 6= 0
oder b 6= 0, fu¨r ϑ = 0(
n∑
1≤i≤j≤n
(
a I
(
2s/
√
n > −(ζi + ζj)
)
+ b I
(
2t/
√
n > −(ζi + ζj)
))
−
(
2a
(
n
2
)
P0
(
2s/
√
n > −(ζ1 + ζ2)
)
+ 2b
(
n
2
)
P0
(
2t/
√
n > −(ζ1 + ζ2)
)))/
σn(s, t)
v−→ N(0, 1) fu¨r n→∞, s, t ∈ R,
sowie(
n∑
1≤i≤j≤n
(
a I
(
2s/
√
n > −(ζi + ζj)
)
+ b I
(
2t/
√
n > −(ζi + ζj)
))
−
(
2a
(
n
2
)
P0
(
2s/
√
n > −(ζ1 + ζ2)
)
+ 2b
(
n
2
)
P0
(
2t/
√
n > −(ζ1 + ζ2)
)))/√
n3
−
(
a
cn − 2
(
n
2
)
P0
(
2s/
√
n > −(ζ1 + ζ2)
)
√
n3
+ b
n(n+ 1)/2− cn − 2
(
n
2
)
P0
(
2t/
√
n > −(ζ1 + ζ2)
)
√
n3
)
v−→ N
(
− 1√
12
(
(a− b)u1−α
2
−
√
12g˜(0)(as+ bt)
)
,
(a+ b)2
12
)
fu¨r n→∞, s, t ∈ R,
gilt, und auch, dass der Zufallsvektor fu¨r ϑ = 0
255
(∑n
1≤i≤j≤n I
(
2s/
√
n > −(ζi + ζj)
)− 2(n
2
)
P0
(
2s/
√
n > −(ζ1 + ζ2)
)
√
n3
− cn − 2
(
n
2
)
P0
(
2s/
√
n > −(ζ1 + ζ2)
)
√
n3
,∑n
1≤i≤j≤n I
(
2t/
√
n > −(ζi + ζj)
)− 2(n
2
)
P0
(
2/
√
n > −(ζ1 + ζ2)
)
√
n3
− n(n+ 1)/2− cn − 2
(
n
2
)
P0
(
2t/
√
n > −(ζ1 + ζ2)
)
√
n3
)
, s, t ∈ R,
fu¨r n → ∞ in Verteilung gegen eine zweidimensionale Normalverteilung konvergiert.
Schließlich folgt
lim
n→∞
Pϑ
(√
n(V(c′n+1) − ϑ) ≥ s,
√
n(V(n2−c′n) − ϑ) < t
)
= lim
n→∞
Pϑ
( n∑
i=1
n∑
j=1
I(X ′i > Y
′
j − ϑ− s/
√
n) ≤ c′n,
n∑
i=1
n∑
j=1
I(X ′i > Y
′
j − ϑ− t/
√
n) ≥ n2 − c′n
)
= lim
n→∞
P0
(∑n
i=1
∑n
j=1 I
(
s/
√
n > −(X ′i − Y ′j )
)− 2(n
2
)
P0
(
s/
√
n > −(X ′1 − Y ′1)
)
√
n3
−
− c
′
n − 2
(
n
2
)
P0
(
s/
√
n > −(X ′1 − Y ′1)
)
√
n3
≤ 0,∑n
i=1
∑n
j=1 I
(
t/
√
n > −(X ′i − Y ′j )
)− 2(n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
√
n3
− n
2 − c′n − 2
(
n
2
)
P0
(
t/
√
n > −(X ′1 − Y ′1)
)
√
n3
≥ 0
)
∈ (0, 1), s, t ∈ R,
was bedeutet, dass ein zweidimensionaler Zufallsvektor (A1, A2) existiert, sodass(√
n(V(c′n+1) − ϑ),
√
n(V(n2−c′n) − ϑ)
) v−→ (A1, A2) fu¨r n→∞
gilt. Wieder mit dem Satz von Crame´r und Wold folgt daraus, dass auch
√
n(V(c′n+1) − V(n2−c′n)) =
√
n(V(c′n+1) − ϑ)−
√
n(V(n2−c′n) − ϑ)
v−→ A1 − A2
fu¨r n→∞
gilt. Mit Satz 10.6.5 folgt
E(A1 − A2) = E(A1)− E(A2) =
2u1−α
2√
6f˜(0)
.
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Analog folgt, dass ein zweidimensionaler Zufallsvektor (B1, B2) existiert, sodass(√
n(W(cn+1) − ϑ),
√
n(W(n(n+1)/2−cn) − ϑ)
) v−→ (B1, B2) fu¨r n→∞,
und auch
√
n(W(cn+1) −W(n(n+1)/2−cn)) v−→ B1 − B2 fu¨r n→∞,
sowie
E(B1 − B2) =
2u1−α
2√
12g˜(0)
gilt. Damit ist alles gezeigt. 
10.7 Pitman-Effizienz und lokale Bahadur-Effizienz der Tests
Mit Hilfe von analogen U¨berlegungen zu denen in den vorangegangenen Unterabschnitten,
konkret aufgrund der asymptotischen Normalita¨t von U-Statistiken, la¨sst sich mit dem
bekannten Resultat zur Pitman-Effizienz erwa¨hnt am Endes des Unterabschnittes 2.4 die
Pitman-Effizienz der Testfolge T relativ zur Testfolge T ′ angeben. Vergleiche mit der Ar-
beit von Hollander ([16]).
Es existiere eine Dichte ℓ bezu¨glich des Lebesgue-Borelschen Maßes von (X1, Y1) bei Gu¨ltig-
keit der Hypothese. Dann sei f eine Dichte bezu¨glich des Lebesgue-Borelschen Maßes von
X1, d.h. f(x) =
d
dx
F (x), x ∈ R, und g eine Dichte bezu¨glich des Lebesgue-Borelschen
Maßes von ζ1 bei Gu¨ltigkeit der Hypothese, d.h. g(x) =
d
dx
G(x), x ∈ R. Ferner sei f˜ eine
Dichte bezu¨glich des Lebesgue-Borelschen Maßes von ζ ′1 bei Gu¨ltigkeit der Hypothese, d.h.
f˜(x) = d
dx
F˜ (x), x ∈ R, und g˜ eine Dichte bezu¨glich des Lebesgue-Borelschen Maßes von
ζ1 + ζ2 bei Gu¨ltigkeit der Hypothese, d.h. g˜(x) =
d
dx
G˜(x), x ∈ R. Es gelte f˜(0) 6= 0 und
g˜(0) 6= 0.
10.7.1 Korollar: Es gilt fu¨r die Pitman- und lokale Bahadur-Effizienz der Testfolge T
relativ zur Testfolge T ′
ePT ′,T = e
LB
T ′,T =
1
2
(
f˜(0)
g˜(0)
)2
.
Sind zusa¨tzlich die Funktionen F˜ und G˜ auf offenen Umgebungen U mit 0 ∈ U und U ′ mit
0 ∈ U ′ zweimal stetig differenzierbar, so ist
ePT ′,T = e
LB
T ′,T = e
Lvol
T ′,T .
Beweis: Die Gestalt der Pitman-Effizienz folgt mit Hilfe der asymtotischen Normalita¨t von
U-Statistiken und mit dem bekannten Resultat zur Pitman-Effizienz erwa¨hnt am Ende des
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Unterabschnittes 2.4. Mit Hilfe des Satzes von L’Hospital und der Sa¨tze 10.3.1 und 10.5.1
erha¨lt man
eLBT ′,T = lim
n→∞
2
(
P0(ζ
′
1 > ϑ)− 1/2
P0(ζ1 + ζ2 > 2ϑ)− 1/2
)2
=
1
2
(
f˜(0)
g˜(0)
)2
.
Mit Satz 10.6.8 folgt die letzte genannte Identita¨t. 
10.7.2 Beispiel: Im Fall, dass (X1Y1 ) zweidimensional normalverteilt ist mit Erwartungs-
wertvektor (a, a+ ϑ), mit einem a ∈ R, und Kovarianzmatrix
Σ := σ
(
1 ρ
ρ 1
)
,
mit σ > 0 und ρ ∈ (−1, 1), liegen die Situationen aus den Beispielen 10.1.1 und 10.1.2 vor.
Weiter ergibt sich f˜(0) =
∫
f(t)2dt = 1/
√
4πσ sowie g˜(0) =
∫
g(t)2dt = 1/
√
8πσ(1− ρ)
und damit
ePT ′,T = e
LB
T ′,T = e
Lvol
T ′,T = 1− ρ.
Also ist die Effizienz kleiner als 1 (gleich 1 bzw. gro¨ßer als 1), falls ρ gro¨ßer als 0 (gleich 0
bzw. kleiner als 0) ist.
10.7.3 Beispiel: Die verbundene Stichprobe folge einer Gumbel-Morgenstern-Verteilung,
d.h. fu¨r ein λ ∈ [−1, 1] la¨sst sich die gemeinsame Verteilungsfunktion von X1 und Y1
schreiben als
Mλ,ϑ(x, y) := Pϑ,λ(X1 ≤ x, Y1 ≤ y) = F (x)F (y − ϑ)
(
1− λ(1− F (x))(1− F (y − ϑ))),
x, y ∈ R.
Die zugeho¨rige Dichte besitzt die Gestalt
mλ,ϑ(x, y) :=
(
1− λ(1− 2F (x))(1− 2F (y − ϑ)))f(x)f(y − ϑ), x, y ∈ R.
Es liegt also die Situation aus Beispiel 10.1.1 vor. Im Fall, dass f(x) = f(−x) ∀ x ∈ R gilt,
liegt außerdem der Sachverhalt aus Beispiel 10.1.2 vor. Setzen wir
a :=
√
2
∫ ( ∫ (
1− 2F (t))(1− 2F (y))f(t+ y)f(y)dy)2dt∫
f(t)2dt
,
b := −
2
√
2
∫ ( ∫
f(t+ y)f(y)dy
)( ∫ (
1− 2F (t+ y))(1− 2F (y))f(t+ y)f(y)dy)dt∫
f(t)2dt
,
c :=
√
2
∫ ( ∫
f(t+ y)f(y)dy
)2
dt∫
f(t)2dt
,
258
so ergibt sich
√
ePT ′,T =
√
eLBT ′,T =
√
eLvolT ′,T =
1√
2
f˜(0)
g˜(0)
=
1√
2
∫
f(t)2dt∫ ( ∫
mλ,0(t+ y, y)dy
)2
dt
=
1
aλ2 + bλ+ c
.
Gilt also b2 − 4a(c − 1) < 0, so ist die Effizienz kleiner als 1 fu¨r alle λ ∈ [−1, 1]. Gilt
b2 − 4a(c − 1) = 0, so ist die Effizienz gleich 1 fu¨r λ = −b/(2a), falls λ ∈ [−1, 1], und
kleiner als 1 fu¨r alle u¨brigen λ ∈ [−1, 1]. Gilt dagegen b2 − 4a(c − 1) > 0, so ist die
Effizienz gleich 1 fu¨r λ = −b/(2a) ±√(b2 − 4a(c− 1))/(4a2), falls λ ∈ [−1, 1], gro¨ßer als
1 fu¨r −b/(2a) −√(b2 − 4a(c− 1))/(4a2) < λ < −b/(2a) +√(b2 − 4a(c− 1))/(4a2), falls
λ ∈ [−1, 1], und kleiner als 1 fu¨r alle u¨brigen λ ∈ [−1, 1]. Hoeffdings Formel zur Berechnung
der Kovarianz, siehe [14], liefert hier
Covλ(X1, Y1) =
∫ ∫ (
Mλ,ϑ(x, y)− F (x)F (y − ϑ)
)
dxdy
= −λ
∫ ∫
F (x)
(
1− F (x))F (y − ϑ)(1− F (y − ϑ))dxdy
= −λ
(∫
F (x)
(
1− F (x))dx)2 = −λE(|X1 −X2|)2,
a¨quivalent
λ = − Covλ(X1, Y1)( ∫
F (x)
(
1− F (x))dx)2 = −
Covλ(X1, Y1)
E(|X1 −X2|)2 .
Somit lassen sich die genannten Bedingungen fu¨r die Effizienz ga¨nzlich auf die Kovarianz
zwischen X1 und Y1 sowie auf die Verteilungsfunktion F zuru¨ckfu¨hren.
10.8 Tests zur relativen Wirksamkeit
In diesem Unterabschnitt sollen Tests basierend auf Beobachtungen im verbundenen Stich-
probenfall bei Gu¨ltigkeit der Hypothese13 H zur empirischen Untersuchung der in Unterab-
schnitt 10.7 berechneten Pitman-, lokalen approximativen Bahadur- und asymptotischen
Volumen-Effizienz vorgeschlagen und untersucht werden.
Wir betrachten die Testprobleme
H1 : e
P
T,T ′ ≤ 1, K1 : ePT,T ′ > 1,
⇔ H1 : eLBT,T ′ ≤ 1, K1 : eLBT,T ′ > 1,
⇔ H1 : eLvolT,T ′ ≤ 1, K1 : eLvolT,T ′ > 1,
13Beachte Bemerkung 10.8.8.
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bzw.
H2 : e
P
T,T ′ ≥ 1, K2 : ePT,T ′ < 1,
⇔ H2 : eLBT,T ′ ≥ 1, K2 : eLBT,T ′ < 1,
⇔ H2 : eLvolT,T ′ ≥ 1, K2 : eLvolT,T ′ < 1,
bzw.
H3 : e
P
T,T ′ = 1, K3 : e
P
T,T ′ 6= 1,
⇔ H3 : eLBT,T ′ = 1, K3 : eLBT,T ′ 6= 1,
⇔ H3 : eLvolT,T ′ = 1, K3 : eLvolT,T ′ 6= 1.
Es is in diesem Unterabschnitt die Idee, Testgro¨ßen basierend auf Kerndichtescha¨tzern
fu¨r die entsprechenden Dichten zu konstruieren. Diese Kerndichtescha¨tzer sollen auf Be-
obachtungen (X1Y1 ), . . . , (
Xn
Yn
) der verbundenen Stichprobe bei Gu¨ltigkeit der Hypothese H
basieren.
Es sei k : R → R≥0 eine um 0 ∈ R symmetrische und beschra¨nkte Kernfunktion mit∫
k(x)dx = 1, und (hn)n∈N eine Folge von Bandbreiten mit hn ∈ (0,∞) und limn→∞ hn = 0.
Basierend auf der verbundenen Stichprobe bei Gu¨ltigkeit der Hypothese, d.h. es gilt in die-
sem Zusammenhang ϑ = 0, definieren wir die Kerndichtescha¨tzer
f˜n(t) :=
1
2(n2 − n)hn
∑
1≤i 6=j≤n
(
k
(t− (Xi − Yj)
hn
)
+ k
(t− (Yi −Xj)
hn
))
,
g˜n(t) :=
1
2(n2 − n)hn
∑
1≤i 6=j≤n
(
k
(t− (ζi + ζj)
hn
)
+ k
(t− (ζi − ζj)
hn
))
, t ∈ R.
Fu¨r t = 0 sind aufgrund der Symmetrie um 0 ∈ R der Kernfunktion k diese Scha¨tzer
invariant unter Transformation der verbundenen Stichprobe bei ϑ = 0 der Form(
(X1Y1 ), . . . , (
Xn
Yn
)
) 7−→ ((Xi1Yi1 ), . . . , (XinYin )), (10.8.1)
fu¨r alle Permutationen {i1, . . . , in} von {1, . . . , n}, und sie sind invariant invariant unter
der Transformation (
(X1Y1 ), . . . , (
Xn
Yn
)
) 7−→ (( Y1X1 ), . . . , ( YnXn )). (10.8.2)
Ferner definieren wir eine Abbildung Ln : R
4 → R durch
Ln(w1, w2) :=−
√
2
2hn
(
k
(
− x1 − y1 + x2 − y2
hn
)
+ k
(
− x1 − y1 − (x2 − y2)
hn
))
+
1
2hn
(
k
(
− x1 − y2
hn
)
+ k
(
− y1 − x2
hn
))
,
w1 = (x1, y1), w2 = (x2, y2) ∈ R2.
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Dann gilt Ln((x1, y1), (x2, y2)) = Ln((y1, x1), (y2, x2)).
Basierend auf der verbundenen Stichprobe bei Gu¨ltigkeit der Hypothese setzen wir Wi :=
(Xi, Yi), i = 1, . . . , n, und definieren damit
Mn :=2
(
1
n(n− 1)(n− 2)
∑
1≤i1,i2,i3≤n
il 6=im,l 6=m
Ln(Wi1 ,Wi2)Ln(Wi1 ,Wi3)
−
(
1
n2 − n
∑
1≤i 6=j≤n
Ln(Wi,Wj)
)2)1/2
,
falls
1
n(n− 1)(n− 2)
∑
1≤i1,i2,i3≤n
il 6=im,l 6=m
Ln(Wi1 ,Wi2)Ln(Wi1 ,Wi3)−
(
1
n2 − n
∑
1≤i 6=j≤n
Ln(Wi,Wj)
)2
> 0,
und Mn := 0 sonst. Nun betrachten wir die Testgro¨ßen
E1n :=
√
n
(
f˜n(0)−
√
2g˜n(0)
)
Mn
, E2n := −E1n, E3n := |E1n|,
wobei an dieser Stelle die Konvention
a
0
:=


+∞ , a > 0
0 , a = 0
−∞ , a < 0
gelte. Diese Testgro¨ßen sind nach Konstruktion invariant unter den oben genannten Trans-
formationen (10.8.1) und (10.8.2) der Stichprobe.
Um das asymptotische Verhalten der Testgro¨ßen zu studieren, stellen wir zuna¨chst Lem-
mata bereit. Zuvor definieren wir
L˜n(w1, w2, w3) :=
Ln(w1, w2)Ln(w1, w3) + Ln(w2, w1)Ln(w2, w3) + Ln(w3, w2)Ln(w3, w1)
3
,
w1, w2, w3 ∈ R2.
10.8.1 Lemma: Die Dichten f, g, f˜ , g˜ seien beschra¨nkt. Ferner gelte limn→∞ nhn = ∞.
Dann gilt:
a) supw∈R2 E(L
2
n(w,W2)) = o(n) fu¨r n → ∞, supn∈N supw∈R2 E(|Ln(w,W2)|) < ∞
sowie supn∈N E(|Ln(W1,W2)|) < ∞. Weiter ist E(L2n(W1,W2)) = o(n) und
supw1,w2∈R2 |Ln(w1, w2)| = o(n) fu¨r n→∞.
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b) Mit hn,i(w1, . . . , wi) := E(L˜n(w1, . . . , wi,Wi+1, . . . ,W3)), w1, . . . , wi ∈ R2, gilt
E(h2n,i(W1, . . . ,Wi)) = o(n
i) fu¨r n→∞, i = 1, 2, 3.
Beweis: Da fu¨r m ∈ N die Ungleichung
(x1 + · · ·+ xm)2 ≤ mx21 + · · ·+mx2m, xi ∈ R, i = 1, . . . ,m, (10.8.3)
gilt, welche aus der Cauchy-Schwarzschen Ungleichung folgt, ist
E
(
L2n(w1,W2)
)
≤E
(
4
h2n
k2
(
− x1 − y1 + ζ2
hn
))
+ E
(
1
h2n
k2
(
− x1 − Y2
hn
))
+ E
(
1
h2n
k2
(
− y1 −X2
hn
))
=
∫
4
h2n
k2
(
− x1 − y1 + u
hn
)
g(u)du+
∫
1
h2n
k2
(
− x1 − u
hn
)
f(u)du
+
∫
1
h2n
k2
(
− y1 − u
hn
)
f(u)du
=
4
hn
∫
k2(u)g
(
hnu− (x1 − y1)
)
du+
1
hn
∫
k2(u)f(hnu− x1)du
+
1
hn
∫
k2(u)f(hnu− y1)du,
woraus wegen der Beschra¨nktheit von f und g sowie wegen limn→∞ nhn = ∞
supw∈R2 E(L
2
n(w,W2)) = o(n) fu¨r n→∞ folgt.
Zudem ist
E
(|Ln(w,W2)|)
≤
√
2E
(
1
hn
k
(
− x− y + ζ2
hn
))
+ E
(
1
2hn
k
(
− x− Y2
hn
))
+ E
(
1
2hn
k
(
− y −X2
hn
))
=
√
2
∫
1
hn
k
(
− x− y + u
hn
)
g(u)du+
∫
1
2hn
k
(
− x− u
hn
)
f(u)du
+
∫
1
2hn
k
(
− y − u
hn
)
f(u)du
=
√
2
∫
k(u)g(hnu+ x− y)du+ 1
2
∫
k(u)f(hnu+ x)du+
1
2
∫
k(u)f(hnu+ y)du,
w = (x, y) ∈ R2,
woraus wegen der Beschra¨nktheit von f und g supn∈N supw∈R2 E(|Ln(w,W2)|) <∞ folgt.
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A¨hnlich ist
E
(|Ln(W1,W2)|)
≤
√
2E
(
1
hn
k
(
− X1 − Y1 + ζ2
hn
))
+ E
(
1
2hn
k
(
− X1 − Y2
hn
))
+ E
(
1
2hn
k
(
− Y1 −X2
hn
))
=
√
2E
(∫
1
hn
k
(
− X1 − Y1 + u
hn
)
g(u)du
)
+ E
(∫
1
2hn
k
(
− X1 − u
hn
)
f(u)du
)
+ E
(∫
1
2hn
k
(
− Y1 − u
hn
)
f(u)du
)
=
√
2E
(∫
k(u)g(hnu+X1 − Y1)du
)
+ E
(
1
2
∫
k(u)f(hnu+X1)du
)
+ E
(
1
2
∫
k(u)f(hnu+ Y1)du
)
,
woraus wegen der Beschra¨nktheit von f und g supn∈N E(|Ln(W1,W2)|) <∞ folgt.
Ferner erha¨lt man mit der Ungleichung (10.8.3)
L2n(w1, w2) ≤
2
h2n
(
k2
(
− x1 − y1 + x2 − y2
hn
)
+ k2
(
− x1 − y1 − (x2 − y2)
hn
))
+
1
h2n
(
k2
(
− x1 − y2
hn
)
+ k2
(
− y1 − x2
hn
))
, w1 = (x1, y1), w2 = (x2, y2) ∈ R2,
und daher
E
(
L2n(W1,W2)
)
≤E
(
4
h2n
k2
(
− ζ1 + ζ2
hn
))
+ E
(
2
h2n
k2
(
− X1 − Y2
hn
))
=
∫ ∫
4
h2n
k2
(
− u+ v
hn
)
g(u)dug(v)dv +
∫ ∫
2
h2n
k2
(
− u− v
hn
)
f(u)f(v)dudv
=
4
hn
∫ ∫
k2(u)g(hnu− v)g(v)dudv + 2
hn
∫ ∫
k2(u)f(hnu− v)f(v)dudv,
woraus wegen der Beschra¨nktheit von f und g sowie wegen limn→∞ nhn = ∞
E(L2n(W1,W2)) = o(n) fu¨r n→∞ folgt.
supw1,w2∈R2 |Ln(w1, w2)| = o(n) fu¨r n → ∞ folgt wegen limn→∞ nhn = ∞ und der Be-
schra¨nktheit der Kernfunktion k sofort aus der Definition von Ln.
Fu¨r Teil b) ist
hn,1(w1) =
1
3
E
(
Ln(w1,W2)
)2
+
2
3
E
(
Ln(W2, w1)Ln(W2,W3)
)
, w1 ∈ R2,
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und daher
E
(
h2n,1(W1)
)
=
1
9
E
(
E
(
Ln(w1,W2)
)4
|w1=W1
)
+
4
9
E
(
E
(
Ln(w1,W2)
)2
E
(
Ln(W2, w1)Ln(W2,W3)
)
|w1=W1
)
+
4
9
E
(
E
(
Ln(W2, w1)Ln(W2,W3)
)2
|w1=W1
)
.
Nach Teil a) gilt supn∈N supw∈R2 E(|Ln(w,W1)|) < c ∈ (0,∞), sodass
E
(
h2n,1(W1)
) ≤1
9
c4 +
4
9
c2 E
(|Ln(W2,W1)Ln(W2,W3)|)
+
4
9
E
(
E
(
Ln(W2, w1)Ln(W2,W3)
)2
|w1=W1
)
gilt. Es ist
Ln(w1, w2)Ln(w3, w4)
=
1
4h2n
(
−
√
2k
(
− x1 − y1 + x2 − y2
hn
)
−
√
2k
(
− x1 − y1 − (x2 − y2)
hn
)
+ k
(
− x1 − y2
hn
)
+ k
(
− y1 − x2
hn
))
(
−
√
2k
(
− x3 − y3 + x4 − y4
hn
)
−
√
2k
(
− x3 − y3 − (x4 − y4)
hn
)
+ k
(
− x3 − y4
hn
)
+ k
(
− y3 − x4
hn
))
, wi = (xi, yi) ∈ R2, i = 1, . . . , 4. (10.8.4)
Durch Betrachtung der 16 Produkte in (10.8.4) kann analog zu oben aufgrund der Be-
schra¨nktheit der Dichten f und g und mit limn→∞ nhn =∞ E(|Ln(W2,W1)Ln(W2,W3)|) =
o(n) gezeigt werden. So ist z.B.
E
(√
2
4h2n
k
(
− X2 − Y2 +X1 − Y1
hn
)
k
(
− X2 − Y3
hn
))
=E
(
−
√
2
4h2n
∫
k
(
− X2 − Y2 +X1 − Y1
hn
)
k
(X2 − u
hn
)
f(u)du
)
=E
(√
2
4hn
∫
k
(
− X2 − Y2 +X1 − Y1
hn
)
k(u)f(uhn +X2)du
)
.
Ebenso kann durch Betrachtung der 16 Produkte in (10.8.4) analog zu oben aufgrund der
Beschra¨nktheit der Dichten f und g und mit limn→∞ nhn = ∞ sowie mit Ungleichung
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(10.8.3) E(E(Ln(W2, w1)Ln(W2,W3))|2w1=W1) = o(n) fu¨r n→∞ gezeigt werden. Es ist z.B.
E
(
E
(
−
√
2
4h2n
k
(
− X2 − Y2 + x1 − y1
hn
)
k
(
− X2 − Y3
hn
))2
|w1=W1
)
=E
(
E
(
−
√
2
4h2n
∫
k
(
− X2 − Y2 + x1 − y1
hn
)
k
(
− X2 − u
hn
)
f(u)du
)2
|w1=W1
)
=E
(
E
(
−
√
2
4hn
∫
k
(
− X2 − Y2 + x1 − y1
hn
)
k(u)f(uhn +X2)du
)2
|w1=W1
)
=
∫
1
8h2n
E
(∫
k
(
− X2 − Y2 + v
hn
)
k(u)f(uhn +X2)du
)2
g(v)dv
=
∫
1
8h2n
∫ ∫ ∫
k
(
− x2 − y2 + v
hn
)
k(u)f(uhn + x2)duℓ(x1, y1)dx1dy1∫ ∫ ∫
k
(
− x˜2 − y˜2 + v
hn
)
k(u)f(uhn + x˜2)duℓ(x˜2, y˜2)dx˜2dy˜2g(v)dv
=
∫
1
8hn
∫ ∫ ∫
k(v)k(u)f(uhn + x2)duℓ(x1, y1)dx1dy1∫ ∫ ∫
k
(
− x˜2 − y˜2 + vhn − (x2 − y2)
hn
)
k(u)f(uhn + x˜2)
duℓ(x˜2, y˜2)dx˜1dy˜1g
(
vhn − (x2 − y2)
)
dv.
Damit folgt E(h2n,1(W1)) = o(n) fu¨r n→∞.
Wegen
hn,2(w1, w2) =
1
3
Ln(w1, w2) E
(
Ln(w1,W3)
)
+
1
3
Ln(w1, w2) E
(
Ln(w2,W3)
)
+
1
3
E
(
Ln(W3, w2)Ln(W3, w1)
)
, w1, w2 ∈ R2,
ist mit der Ungleichung (10.8.3)
E
(
h2n,2(W1,W2)
) ≤1
3
E
(
L2n(w1, w2) E
(
Ln(w1,W3)
)2
|(w1,w2)=(W1,W2)
)
+
1
3
E
(
L2n(w1, w2) E
(
Ln(w2,W3)
)2
|(w1,w2)=(W1,W2)
)
+
1
3
E
(
E
(
Ln(W3, w2)Ln(W3, w1)
)2
|(w1,w2)=(W1,W2)
)
und demnach
E
(
h2n,2(W1,W2)
) ≤ 2
3
c2 E
(
L2n(W1,W2)
)
+
1
3
E
(
E
(
Ln(W3, w2)Ln(W3, w1)
)2
|(w1,w2)=(W1,W2)
)
.
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Mit Teil a) ist E(L2n(W1,W2)) = o(n) fu¨r n→∞. Zudem kann analog zu oben aufgrund der
Beschra¨nktheit der Dichten f und g und mit limn→∞ nhn = ∞
E(E(Ln(W3, w2)Ln(W3, w1))
2|(w1,w2)=(W1,W2)) = o(n2) fu¨r n → ∞ gezeigt werden. Es folgt
E(h2n,2(W1,W2)) = o(n
2) fu¨r n→∞.
Schließlich ist
hn,3(w1, w2, w3) =
1
3
Ln(w1, w2)Ln(w1, w3) +
1
3
Ln(w2, w1)Ln(w2, w3)
+
1
3
Ln(w3, w2)Ln(w3, w1), w1, w2, w3 ∈ R2,
also mit der Ungleichung (10.8.3)
E
(
h2n,3(W1,W2,W3)
) ≤E (L2n(W1,W2)L2n(W1,W3)), w1, w2, w3 ∈ R2.
Es kann analog zu oben E(L2n(W1,W2)L
2
n(W1,W3)) = o(n
3) fu¨r n → ∞ gezeigt werden,
sodass E(h2n,3(W1,W2,W3)) = o(n
3) fu¨r n→∞ folgt, und damit b).

10.8.2 Lemma: Die Dichten f, g, f˜ , g˜ seien beschra¨nkt. Es sei die Kernfunktion k, die
Folge von Bandbreiten (hn)n∈N sowie die Dichten f˜ und g˜ dergestalt, dass limn→∞ nhn =∞
sowie14
lim
n→∞
√
nE
(
f˜(hnK)− f˜(0)
)
= lim
n→∞
√
nE
(
g˜(hnK)− g˜(0)
)
= 0
gilt, wobei K eine Zufallsvariable mit Dichte k sei. Dann gilt:
a) Falls
√
2g˜(0) = f˜(0), so folgt limn→∞
√
nE(Ln(W1,W2)) = 0.
b) Falls
√
2g˜(0) < f˜(0), existiert eine Konstante c > 0 mit limn→∞ E(Ln(W1,W2)) = c.
c) Falls
√
2g˜(0) > f˜(0), existiert eine Konstante d > 0 mit limn→∞ E(Ln(W1,W2)) =
−d.
Beweis: Es gelte zuna¨chst
√
2g˜(0) = f˜(0). Dann folgt
lim
n→∞
√
nE
(
Ln(W1,W2)
)
= lim
n→∞
√
n
(
−
√
2E
(
1
hn
k
(
− X1 − Y1 +X2 − Y2
hn
))
+
√
2g˜(0)− f˜(0)
+ E
(
1
hn
k
(
− X1 − Y2
hn
)))
= lim
n→∞
√
n
(
−
√
2
∫
1
hn
k
(
− z
hn
)
g˜(z)dz +
√
2g˜(0)− f˜(0) +
∫
1
hn
k
(
− z
hn
)
f˜(z)dz
)
14Zum Nachweis dieser Bedingung in Anwendungsfa¨llen beachte Bemerkung 10.8.6.
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= lim
n→∞
√
n
(
−
√
2
∫
k(z)g˜(hnz)dz +
√
2g˜(0)− f˜(0) +
∫
k(z)f˜(hnz)dz
)
=− lim
n→∞
√
2
√
nE
(
g˜(hnK)− g˜(0)
)
+ lim
n→∞
√
nE
(
f˜(hnK)− f˜(0)
)
= 0.
Nun gelte
√
2g˜(0) < f˜(0). Dann existiert eine Konstante c > 0 mit
√
2g˜(0)− f˜(0) + c = 0.
Es folgt analog zu den U¨berlegungen am Anfang des Beweises
lim
n→∞
E
(
Ln(W1,W2)
)
= − lim
n→∞
√
2E
(
g˜(hnK)− g˜(0)
)
+ lim
n→∞
E
(
f˜(hnK)− f˜(0)
)
+ c = c.
Nun gelte
√
2g˜(0) > f˜(0). Dann existiert eine Konstante d > 0 mit
√
2g˜(0)− f˜(0)− d = 0.
Es folgt analog zu den U¨berlegungen am Anfang des Beweises
lim
n→∞
E
(
Ln(W1,W2)
)
= − lim
n→∞
√
2E
(
g˜(hnK)− g˜(0)
)− lim
n→∞
E
(
f˜(hnK)− f˜(0)
)− d = −d,
womit alles gezeigt ist. 
Es sei
M ′n := 2
√
E
((
E
(
Ln(w,W2)
)
|w=W1
− E (Ln(W1,W2)))2).
10.8.3 Lemma: Die Dichten f, g, f˜ , g˜ seien beschra¨nkt. Es sei die Kernfunktion k, die
Folge von Bandbreiten (hn)n∈N sowie die Dichten f und g dergestalt, dass limn→∞ nhn =∞
sowie
lim
n→∞
√
nE
(
f˜(hnK)− f˜(0)
)
= lim
n→∞
√
nE
(
g˜(hnK)− g˜(0)
)
= 0
gilt, wobei K eine Zufallsvariable mit Dichte k sei. Ferner gelte15
lim
n→∞
E
(
f(hnK + x)− f(x)
)
= lim
n→∞
E
(
g(hnK + z)− g(z)
)
= 0
fu¨r alle x ∈ R mit f(x) 6= 0 und fu¨r alle z ∈ R mit g(z) 6= 0.
Zudem sei
−
√
2g(ζ1) +
1
2
f(X1) +
1
2
f(Y1) 6= 0 P -f.s.
erfu¨llt. Dann gilt
lim
n→∞
Mn/
√
n = 0 in Wahrscheinlichkeit.
15Zum Nachweis dieser Bedingung in Anwendungsfa¨llen beachte Bemerkung 10.8.7.
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Gilt zusa¨tzlich
√
2g˜(0) = f˜(0), so gilt
lim inf
n→∞
M ′n > 0 sowie lim
n→∞
Mn/M
′
n = 1 in Wahrscheinlichkeit.
Beweis: Wegen
E
(
E
(
Ln(w,W2)
)2
|w=W1
)
= E
(
L˜n(W1,W2,W3)
)
ist
M ′n = 2
√
E
(
L˜n(W1,W2,W3)
)− E (Ln(W1,W2))2.
Aus Lemma 10.8.1 a) und b) folgt damit
lim
n→∞
M ′n√
n
= 0.
Nun soll noch
lim
n→∞
(Mn −M ′n) = 0 in Wahrscheinlichkeit
gezeigt werden, womit dann insgesamt
lim
n→∞
Mn√
n
= lim
n→∞
(
Mn√
n
− M
′
n√
n
+
M ′n√
n
)
= lim
n→∞
Mn −M ′n√
n
+ lim
n→∞
M ′n√
n
= 0
in Wahrscheinlichkeit
folgt. Mit
1
n(n− 1)(n− 2)
∑
1≤i1,i2,i3≤n
il 6=im,l 6=m
Ln(Wi1 ,Wi2)Ln(Wi1 ,Wi3)
=
1
n(n− 1)(n− 2)
∑
1≤i1,i2,i3≤n
il 6=im,l 6=m
L˜n(Wi1 ,Wi2 ,Wi3)
ist
1
4
(M2n −M ′n2) =
1
n(n− 1)(n− 2)
∑
1≤i1,i2,i3≤n
il 6=im,l 6=m
L˜n(Wi1 ,Wi2 ,Wi3)− E
(
L˜n(W1,W2,W3)
)
−
(
1
n2 − n
∑
1≤i 6=j≤n
Ln(Wi,Wj)
)2
+ E
(
Ln(W1,W2)
)2
.
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Aufgrund von Lemma 10.8.1 Teil b) greift das schwache Gesetz der großen Zahlen fu¨r
U-Statistiken, Satz A.1.6 aus dem Anhang, und es ist
lim
n→∞
(
1
n(n− 1)(n− 2)
∑
1≤i1,i2,i3≤n
il 6=im,l 6=m
L˜n(Wi1 ,Wi2 ,Wi3)− E
(
L˜n(W1,W2,W3)
))
= 0
in Wahrscheinlichkeit fu¨r n→∞.
Ebenso greift aufgrund von Lemma 10.8.1 Teil a) das schwache Gesetz der großen Zahlen
fu¨r U-Statistiken, Satz A.1.6 aus dem Anhang, und mit Hilfe des dritten binomischen
Lehrsatzes und Lemma 10.8.1 Teil a) ist(
1
n2 − n
∑
1≤i 6=j≤n
Ln(Wi,Wj)
)2
− E (Ln(W1,W2))2 −→ 0
in Wahrscheinlichkeit fu¨r n→∞.
Damit folgt insgesamt limn→∞(Mn −M ′n) = 0 in Wahrscheinlichkeit.
Nun gelte zusa¨tzlich
√
2g˜(0) = f˜(0). Es ist
E
(
Ln(w,W2)
)
|w=W1
=−
√
2E
(
1
hn
k
(
− z + ζ2
hn
))
|z=ζ1
+ E
(
1
2hn
k
(
− x− Y2
hn
))
|x=X1
+ E
(
1
2hn
k
(
− y −X2
hn
))
|y=Y1
=−
√
2
∫
1
hn
k
(
− ζ1 + u
hn
)
g(u)du+
∫
1
2hn
k
(
− X1 − u
hn
)
f(u)du
+
∫
1
2hn
k
(
− Y1 − u
hn
)
f(u)du
=−
√
2
∫
k(u)g(hnu+ ζ1)du+
1
2
∫
k(u)f(hnu+X1)du+
1
2
∫
k(u)f(hnu+ Y1)du
=−
√
2E
(
g(hnK + z)
)
|z=ζ1
+
1
2
E
(
f(hnK + x)
)
|x=X1
+
1
2
E
(
f(hnK + y)
)
|y=Y1
=−
√
2E
(
g(hnK + z)
)
|z=ζ1
+
√
2g(ζ1)−
√
2g(ζ1)
+
1
2
E
(
f(hnK + x)
)
|x=X1
− 1
2
f(X1) +
1
2
f(X1)
+
1
2
E
(
f(hnK + y)
)
|y=Y1
− 1
2
f(Y1) +
1
2
f(Y1)
und daher mit den Voraussetzungen
lim
n→∞
E
(
Ln(w,W2)
)
|w=W1
= −
√
2g(ζ1) +
1
2
f(X1) +
1
2
f(Y1) 6= 0 P -f.s.
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erfu¨llt. Damit folgt mit dem Lemma von Fatou
lim inf
n→∞
E
(
E
(
Ln(w,W2)
)2
|w=W1
)
≥ E
(
lim inf
n→∞
E
(
Ln(w,W2)
)2
|w=W1
)
= E
((−√2g(ζ1) + 1
2
f(X1) +
1
2
f(Y1)
)2)
> 0.
Aufgrund der genannten Voraussetzungen gilt mit Lemma 10.8.2 limn→∞ E(Ln(W1,W2)) =
0, also insgesamt lim infn→∞M ′n
2 > 0, und damit auch
lim inf
n→∞
M ′n > 0.
Mit limn→∞(Mn−M ′n) = 0 in Wahrscheinlichkeit, was bereits gezeit wurde, folgt insgesamt
lim
n→∞
(
Mn
M ′n
− 1
)
= lim
n→∞
(
Mn
M ′n
− M
′
n
M ′n
)
= lim
n→∞
(
Mn −M ′n
M ′n
)
= 0 in Wahrscheinlichkeit,
womit alles gezeigt ist. 
10.8.4 Satz: Die Dichten f, g, f˜ , g˜ seien beschra¨nkt. Es sei die Kernfunktion k, die Folge
von Bandbreiten (hn)n∈N sowie die Dichten f und g dergestalt, dass limn→∞ nhn =∞ und
lim
n→∞
√
nE
(
f˜(hnK)− f˜(0)
)
= lim
n→∞
√
nE
(
g˜(hnK)− g˜(0)
)
= 0
gilt, wobei K eine Zufallsvariable mit Dichte k sei. Ferner gelte
lim
n→∞
E
(
f(hnK + x)− f(x)
)
= lim
n→∞
E
(
g(hnK + z)− g(z)
)
= 0
fu¨r alle x ∈ R mit f(x) 6= 0 und fu¨r alle z ∈ R mit g(z) 6= 0.
Zudem sei
−
√
2g(ζ1) +
1
2
f(X1) +
1
2
f(Y1) 6= 0 P -f.s.
erfu¨llt, und es gelte
√
2g˜(0) = f˜(0). Dann folgt
Ein
v→ N(0, 1), i = 1, 2, und E3n v−→ HN(0, 1) fu¨r n→∞,
wobei HN(0, 1) die Verteilung des Betrages einer standardnormalverteilten Zufallsvariable
bezeichne.
Beweis: Nur fu¨r i = 1; der Rest folgt dann sofort. Bei dem Ausdruck
√
n
(
1
n2 − n
∑
1≤i 6=j≤n
Ln(Wi,Wj)− E
(
Ln(W1,W2)
))
270
handelt es sich um eine U-Statsitik der Kernla¨nge 2 mit einem von n abha¨ngigen Kern.
Es folgt aufgrund von Lemma 10.8.1 Teil a) mit einem zentralen Grenzwertsatzes fu¨r U-
Statistiken mit einem von n abha¨ngigen Kern (siehe Korollar A.1.5 im Anhang)
√
n
(
1
n2−n
∑
1≤i 6=j≤n Ln(Wi,Wj)− E
(
Ln(W1,W2)
))
M ′n
v−→ N(0, 1) fu¨r n→∞.
Mit Lemma 10.8.2, Lemma 10.8.3 und dem Lemma von Slutsky folgt daraus
E1n =
√
n 1
n2−n
∑
1≤i 6=j≤n Ln(Wi,Wj)
Mn
=
√
n 1
n2−n
∑
1≤i 6=j≤n Ln(Wi,Wj)
M ′n
M ′n
Mn
=
√
n
(
1
n2−n
∑
1≤i 6=j≤n Ln(Wi,Wj)− E
(
Ln(W1,W2)
))
M ′n
M ′n
Mn
+
√
nE
(
Ln(W1,W2)
)
M ′n
v−→ N(0, 1) fu¨r n→∞,
also die Behauptung. 
Fu¨r ein gegebenes Testniveau α ∈ (0, 1) schlagen wir fu¨r das Testproblem Hi gegen Ki,
i = 1, 2, den Test
”
verwirf Hi, falls E
i
n ≥ u1−α“, i = 1, 2,
vor, wobei u1−α das (1−α)-Quantil der Standardnormalverteilung sei. Fu¨r das Testproblem
H3 gegen K3 schlagen wir dagegen den Test
”
verwirf H3, falls E
3
n ≥ u1−α/2“
vor. Zur Begru¨ndung dieses Vorschlags ko¨nnen wir mit Hilfe der bisher erzielten Resultate
folgendes Korollar formulieren:
10.8.5 Korollar: Die Dichten f, g, f˜ , g˜ seien beschra¨nkt. Es sei die Kernfunktion k, die
Folge von Bandbreiten (hn)n∈N sowie die Dichten f und g dergestalt, dass limn→∞ nhn =∞
und
lim
n→∞
√
nE
(
f˜(hnK)− f˜(0)
)
= lim
n→∞
√
nE
(
g˜(hnK)− g˜(0)
)
= 0
gilt, wobei K eine Zufallsvariable mit Dichte k sei. Ferner gelte
lim
n→∞
E
(
f(hnK + x)− f(x)
)
= lim
n→∞
E
(
g(hnK + z)− g(z)
)
= 0
fu¨r alle x ∈ R mit f(x) 6= 0 und fu¨r alle z ∈ R mit g(z) 6= 0.
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Zudem sei
−
√
2g(ζ1) +
1
2
f(X1) +
1
2
f(Y1) 6= 0 P -f.s.
erfu¨llt. Dann handelt es sich bei dem auf der Testgro¨ße Ein basierenden vorgeschlagenen
Test fu¨r das Tesproblem Hi gegen Ki, i = 1, 2, um einen Test, der fu¨r jedes α ∈ (0, 1) das
Testniveau α asymptotisch einha¨lt und zudem konsistent ist. Bei dem auf der Testgro¨ße E3n
basierenden vorgeschlagenen Test fu¨r das Tesproblem H3 gegen K3 handelt es sich daru¨ber
hinaus um einen Test, der fu¨r jedes α ∈ (0, 1) das Testniveau α asymptotisch exakt einha¨lt
und zudem konsistent ist.
Beweis: Nur fu¨r i = 1; sonst analog. Ohne Einschra¨nkung nehmen wir hier stets Mn > 0
an. Es gelte zuna¨chst ePT,T ′ = 1. Mit Satz 10.8.4 folgt, dass der Test in diesem Fall das
Testniveau asymptotisch exakt einha¨lt. Nun gelte ePT,T ′ < 1. Nach Lemma 10.8.2 existiert
eine Konstante d > 0 mit
lim
n→∞
E
(
Ln(W1,W2)
)
= −d,
und somit folgt aufgrund von Lemma 10.8.1 Teil b) mit einem schwachen Gesetz der großen
Zahlen fu¨r U-Statistiken mit einem von n abha¨ngigen Kern, Satz A.1.6 aus dem Anhang,
sowie mit Lemma 10.8.3, fu¨r α ∈ (0, 1) beliebig
P (E1n ≥ u1−α)
=P
(
1
n2 − n
∑
1≤i 6=j≤n
Ln(Wi,Wj)− E
(
Ln(W1,W2)
) ≥ Mn√
n
u1−α − E
(
Ln(W1,W2)
))
≤P
(∣∣∣∣ 1n2 − n ∑
1≤i 6=j≤n
Ln(Wi,Wj)− E
(
Ln(W1,W2)
)∣∣∣∣ ≥ Mn√nu1−α − E (Ln(W1,W2))
)
−→ 0 < α fu¨r n→∞.
Somit ha¨lt der Test insgesamt das Testniveau asymptotisch ein. Nun gelte ePT,T ′ > 1. Dann
existiert nach Lemma 10.8.2 eine Konstante c > 0 mit
lim
n→∞
E
(
Ln(W1,W2)
)
= c,
und somit folgt wie im Beweis von Lemma 10.8.3 aufgrung von Lemma 10.8.1 Teil b) mit
einem schwachen Gesetz der großen Zahlen fu¨r U-Statistiken mit einem von n abha¨ngigen
Kern, sowie mit Lemma 10.8.3, fu¨r α ∈ (0, 1) beliebig
P (E1n < u1−α) = P (−E1n > −u1−α)
=P
(
− 1
n2 − n
∑
1≤i 6=j≤n
Ln(Wi,Wj) + E
(
Ln(W1,W2)
)
> −Mn√
n
u1−α + E
(
Ln(W1,W2)
))
≤P
(∣∣∣∣ 1n2 − n ∑
1≤i 6=j≤n
Ln(Wi,Wj)− E
(
Ln(W1,W2)
)∣∣∣∣ > −Mn√nu1−α + E (Ln(W1,W2))
)
−→ 0 fu¨r n→∞,
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d.h. der Test ist konsistent. 
10.8.6 Bemerkung: Um die Bedingung
lim
n→∞
√
nE
(
f˜(hnK)− f˜(0)
)
= lim
n→∞
√
nE
(
g˜(hnK)− g˜(0)
)
= 0
aus Lemma 10.8.2, Lemma 10.8.3, Satz 10.8.4 und Korollar 10.8.5 nachzuweisen, kann
folgende U¨berlegung von Nutzen sein: Wir nehmen an, dass die Dichten f˜ und g˜ in einer
offenen Umgebung U um 0 ∈ R Ho¨lder-stetig seien, d.h.
∀ x, y ∈ U : |f˜(x)− f˜(y)| ≤ C|x− y|α, |g˜(x)− g˜(y)| ≤ C ′|x− y|α′ ,
mit Konstanten C,C ′ > 0 und α, α′ ∈ (0, 1]. Ferner sei die Folge von Bandbreiten durch
(1/nβ)n∈N, mit 1/2−min{α, α′}β < 0, gegeben, und es sei die Kernfunktion k so gewa¨hlt,
dass E(|K|max{α,α′}) <∞ gelte, wobei wie gesagt die Zufallsvariable K die Dichte k habe.
Dann folgt∣∣√nE (f˜(hnK)− f˜(0))∣∣ ≤ √nE (|f˜(hnK)− f˜(0)|) ≤ C√nE(|hnK|α)
= Cn1/2−αβ E(|K|α) −→ 0 fu¨r n→∞.
Analog erha¨lt man
lim
n→∞
∣∣√nE (g˜(hnK)− g˜(0))∣∣ = 0,
sodass die Bedingung erfu¨llt ist. Im Fall der Lipschitz-Stetigkeit von f˜ und g˜ in einer
offenen Umgebung U um 0 ∈ R, d.h. α = α′ = 1, sollte β > 1/2 gelten.
10.8.7 Bemerkung: Die Bedingung
lim
n→∞
E
(
f(hnK + x)− f(x)
)
= lim
n→∞
E
(
g(hnK + z)− g(z)
)
= 0
fu¨r alle x ∈ R mit f(x) 6= 0 und fu¨r alle z ∈ R mit g(z) 6= 0
aus Lemma 10.8.3, Satz 10.8.4 und Korollar 10.8.5 kann mit Hilfe entsprechender Ho¨lder-
Bedingungen an f und g und entsprechenden Bedingungen an die Folge von Bandbreiten
und die Kerndichte analog zu Bemerkung 10.8.6 nachgewiesen werden. Allerdings genu¨gt
es zum Nachweis dieser Bedingung schon, dass die Kerndichte lim|x|→∞ |x|k(x) = 0 erfu¨llt,
und dass f und g stetig sind. Dann folgt
lim
n→∞
E
(
f(hnK + x)
)
= lim
n→∞
∫
k(y)f(hny + x)dy = f(x)
∫
k(y)dy = f(x), x ∈ R,
und analog
lim
n→∞
E
(
g(hnK + z)
)
= g(z), z ∈ R;
siehe hierzu Satz A.1.7 im Anhang.
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10.8.8 Bemerkung: Da fu¨r alle ϑ ∈ R
1
2
(
f˜(0)
g˜(0)
)2
=
1
2
(∫
f(t)2dt∫
g(t)2dt
)2
=
1
2
( ∫
f(t)2dt∫
g(t+ ϑ)2dt
)2
=
1
2
( ∫
f(t)2dt∫
γϑ(t)2dt
)2
gilt, wobei γϑ(·) := g(· + ϑ) die Dichte bezu¨glich des Lebesgue-Borelschen Maßes von ζ1
bei zugrunde liegendem Parameter ϑ ∈ R bezeichne, ko¨nnen in analoger Weise Tests fu¨r
die genannten Testprobleme basierend auf Beobachtungen im verbundenen Stichprobenfall
mit ϑ ∈ R konstruiert und studiert werden. Dazu bieten sich Tests basierend auf den
Kerndichtescha¨tzern
fn(t) :=
1
nhn
n∑
i=1
k
(t−Xi
hn
)
, γn(t) :=
1
nhn
n∑
i=1
k
(t− ζi
hn
)
, t ∈ R,
an. Entsprechende asymptotischen Eigenschaften von Testgro¨ßen sowie die Eigenschaften
der zugeho¨rigen Tests (Niveaueinhaltung und Konsistenz) basierend auf diesen Kerndich-
tescha¨tzern lassen sich unter den gleichen Bedingungen nachweisen.
A Anhang
A.1 Hilfsaussagen
Das folgende Lemma ist als Pratts Version des Satzes von der majorisierten Konvergenz
bekannt; das z.B. im Buch von Ga¨nssler und Stute ([8]) nachgeschlagen werden kann.
A.1.1 Lemma: Auf einem Maßraum (Ω,A, µ) seien Folgen von Funktionen fn : (Ω,A)→
(R,B), gn : (Ω,A) → (R,B), n ∈ N, gegeben. Fu¨r diese Folgen von Funktionen gelte
limn→∞ fn = f µ-f.u¨. und limn→∞ gn = g µ-f.u¨. mit Funktionen f : (Ω,A) → (R,B), g :
(Ω,A)→ (R,B). Zudem gelte |fn| ≤ gn µ-f.u¨. fu¨r alle n ∈ N,
∫
gndµ <∞ fu¨r alle n ∈ N,∫
gdµ <∞ und limn→∞
∫
gndµ =
∫
gdµ. Dann gilt
lim
n→∞
∫
fndµ =
∫
fdµ.
Beweis: Siehe Lemma 1.11.16 in [8]. 
Das nachfolgende Lemma kann als ein schwaches Gesetz der großen Zahlen fu¨r Dreiecks-
schemata bezeichnet werden.
A.1.2 Lemma: Es sei n ∈ N und Xn,1, ..., Xn,rn ein Dreiecksschema von unabha¨ngigen
Zufallsvariablen, je mit derselben Verteilung Fn mit Fn  F . Ferner gelte fu¨r alle n ∈
N
∫ |x| dFn(x) <∞, ∫ |x| dF (x) <∞ und es gelte ∫ |x| dFn(x)→ ∫ |x| dF (x) und rn →∞
fu¨r n→∞. Dann gilt mit µ := ∫ x dF (x)
1
rn
rn∑
k=1
Xn,k
P−→ µ fu¨r n→∞.
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Beweis: Sei ϕn die Fourier-Transformierte von Fn, µn :=
∫
x dFn(x) und ϕ˜n die Fourier-
Transformierte von 1
rn
∑rn
k=1Xn,k. Fu¨r z ∈ [0,∞) ist
ϕ˜n(z) =
(
ϕn
( z
rn
))rn
= E
(
1 + i
z
rn
Xn,1 + e
i z
rn
Xn,1 − 1− i z
rn
Xn,1
)rn
=
(
1 + i
z
rn
µn +
1
rn
∫ z
0
(
ϕ′n
( t
rn
)
− ϕ′n(0)
)
dt
)rn
.
O.B.d.A. gelte Xn,1 → X f.s. mit einem X ∼ F (ansonsten wa¨hle Zufallsvariablen X˜n,1 ∼
Fn, X˜ ∼ F auf einem geeigneten Wahrscheinlichkeitsraum mit der gewu¨nschten Eigen-
schaft). Es gilt fu¨r alle z ∈ [0,∞) mit Pratts Version des Satzes der majorisierten Konver-
genz (Lemma A.1.1)∣∣∣∣
∫ z
0
(
ϕ′n
( t
rn
)
− ϕ′n(0)
)
dt
∣∣∣∣ =
∣∣∣∣
∫ z
0
E
(
iXn,1e
i t
rn
Xn1 − iXn,1
)
dt
∣∣∣∣
≤
∫ z
0
E(|Xn,1||ei
t
rn
Xn,1 − 1|) dt −→ 0 fu¨r n→∞.
Dann folgt mit µn → µ fu¨r n→∞
ϕ˜n(z) −→ eiµz fu¨r n→∞.
Analog la¨sst sich fu¨r z ∈ (−∞, 0) ϕ˜n(z) −→ eiµz fu¨r n→∞ zeigen. Hieraus folgt
1
rn
rn∑
k=1
Xn,k
P−→ µ fu¨r n→∞,
also die Behauptung. 
Die folgende Aussage ist nu¨tzlich im Zusammenhang mit der Definitheit der Differenz
A − B zweier quadratischer symmetrischer positiv definiter Matrizen A und B. Sie kann
in [11] nachgeschlagen werden. Dabei bedeute die Schreibweise A−B ≥ 0, dass die Matrix
A−B positiv semidefinit ist, und die Schreibweise A−B > 0 bedeute entsprechend, dass
die Matrix A− B positiv definit ist.
A.1.3 Lemma: Es seien A,B ∈ Rh×h, h ∈ N, zwei symmetrische positv definite Matrizen.
Dann gilt die A¨quivalenz
A− B
{≥
>
}
0 ⇔ B−1 − A−1
{≥
>
}
0.
Beweis: Siehe Theorem 8.8 und die anschließende Bemerkung in [11]. 
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Es sei d ∈ N. Auf einemWahrscheinlichkeitsraum (Ω,A, P ) seien fu¨r n ≥ 2 durchW1, . . . ,Wn
unabha¨ngige und identisch verteilte Rd-wertige Zufallsvektoren gegeben. Zudem sei Ln :
(R2d,B2d) → (R,B) eine von n abha¨ngige Kernfunktion der Kernla¨nge 2, die Ln(x, y) =
Ln(y, x) fu¨r alle x, y ∈ Rd erfu¨llt. Dann ist
1
n2 − n
∑
1≤i 6=j≤n
Ln(Wi,Wj)
die zugeho¨rige U-Statistik der Kernla¨nge 2 mit einem von n abha¨ngigen Kern, und
√
n
( 1
n2 − n
∑
1≤i 6=j≤n
Ln(Wi,Wj)− E
(
Ln(W1,W2)
))
.
Es gelte E(|Ln(W1,W2)|) <∞ und E(E(Ln(w,W2))2|w=W1) <∞ fu¨r alle n ∈ N. Dann gilt
der folgende zentrale Grenzwertsatz fu¨r U-Statistiken mit einem von n abha¨ngigen Kern
aus der Arbeit von Jammalamadaka und Janson (Theorem 2.1 in [17]).
A.1.4 Satz: Es sei
σ2n :=
1
2
n2
(
E
(
Ln(W1,W2)
2
)− E (Ln(W1,W2))2)
+ n3 E
((
E
(
Ln(w,W2)
)
|w=W1
− E (Ln(W1,W2)))2).
Ferner sei σn :=
√
σ2n > 0 und Ln beschra¨nkt fu¨r alle n ∈ N. Zudem gelte
supx,y∈Rd |Ln(x, y)| = o(σn) und supx∈Rd E(|Ln(x,W1)|) = o(σn/n) fu¨r n → ∞. Dann
gilt
1
2
∑
1≤i 6=j≤n Ln(Wi,Wj)−
(
n
2
)
E
(
Ln(W1,W2)
)
σn
v−→ N(0, 1) fu¨r n→∞.
Beweis: Dies ist Theorem 2.1 in [17]. 
Wir definieren
Mn := 2
√
E
((
E
(
Ln(w,W2)
)
|w=W1
− E (Ln(W1,W2)))2).
Dann ko¨nnen wir folgendes Korollar angeben:
A.1.5 Korollar: Es sei Mn > 0 und lim infn→∞Mn > 0. Ferner sei Ln beschra¨nkt fu¨r alle
n ∈ N, supx,y∈Rd |Ln(x, y)| = o(n3/2), supx∈Rd E(|Ln(x,W1)|) = o(n1/2), E(Ln(W1,W2)2) =
o(n) fu¨r n→∞. Dann gilt
√
n
(
1
n2−n
∑
1≤i 6=j≤n Ln(Wi,Wj)− E
(
Ln(W1,W2)
))
Mn
v−→ N(0, 1) fu¨r n→∞.
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Beweis: Es ist fu¨r alle n ∈ N σn ≥ n3/2Mn/2 > 0. Weiter ist wegen supx,y∈Rd |Ln(x, y)| =
o(n3/2) fu¨r n→∞ und lim infn→∞Mn > 0
supx,y∈Rd |Ln(x, y)|
σn
≤ supx,y∈Rd |Ln(x, y)|
n3/2Mn/2
−→ 0 fu¨r n→∞.
Analog ist wegen supx∈Rd E(|Ln(x,W1)|) = o(n1/2) fu¨r n→∞ und lim infn→∞Mn > 0
supx∈Rd E(|Ln(x,W1)|)
σn/n
≤ supx∈Rd E(|Ln(x,W1)|)
n1/2Mn/2
−→ 0 fu¨r n→∞.
Ferner ist mit der Jensenschen Ungleichung E(Ln(W1,W2))
2/n ≤ E(Ln(W1,W2)2)/n → 0
fu¨r n → ∞. Insgesamt folgt mit E(Ln(W1,W2)2) = o(n), E(Ln(W1,W2)) = o(n1/2) fu¨r
n→∞ und lim infn→∞Mn > 0
lim
n→∞
σn
n3/2Mn/2
= lim
n→∞
(
1
2
(
E
(
Ln(W1,W2)
2
)
n
− E
(
Ln(W1,W2)
)2
n
)
+ E
((
E
(
Ln(w,W2)
)
|w=W1
− E (Ln(W1,W2)))2)
)1/2
E
((
E
(
Ln(w,W2)
)
|w=W1
− E (Ln(W1,W2)))2)−1/2 = 1.
Damit folgt mit Satz A.1.4 die Behauptung. 
Nun wird ein schwaches Gesetz der großen Zahlen fu¨r U-Statistiken mit einem von n
abha¨ngigen Kern formuliert. Hierzu sei d, k ∈ N und auf einem Wahrscheinlichkeitsraum
(Ω,A, P ) fu¨r n ≥ k durch W1, . . . ,Wn unabha¨ngige und identisch verteilte Rd-wertige Zu-
fallsvektoren gegeben. Zudem sei Ln : (R
kd,Bkd)→ (R,B) eine von n abha¨ngige Kernfunk-
tion der Kernla¨nge k, sodass Ln(Wi1 , . . . ,Wik) = Ln(W1, . . . ,Wk) fu¨r alle Permutationen
(i1, . . . , ik) von (1, . . . , k). Dann ist
1
n(n− 1) · · · (n− k + 1)
∑
1≤i1,...,ik≤n
il 6=im,l 6=m
Ln(Wi1 , . . . ,Wik)
die zugeho¨rige U-Statistik der Kernla¨nge k mit einem von n abha¨ngigen Kern. Es sei
hn,i(x1, . . . , xi) := E
(
Ln(x1, . . . , xi, Xi+1, . . . , Xk)
)
, x1, . . . , xi ∈ Rd, i ≤ k,
und es gelte E(L2n(X1, . . . , Xk)) <∞.
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A.1.6 Satz: Es sei E(h2n,i(X1, . . . , Xi)) = o(n
i), i ≤ k, fu¨r n→∞. Dann gilt
lim
n→∞
∣∣∣ 1
n(n− 1) · · · (n− k + 1)
∑
1≤i1,...,ik≤n
il 6=im,l 6=m
Ln(Wi1 , . . . ,Wik)− E
(
Ln(W1, . . . ,Wk)
)∣∣∣ = 0
in Wahrscheinlichkeit.
Beweis: Es ist
Var
(
1
n(n− 1) · · · (n− k + 1)
∑
1≤i1,...,ik≤n
il 6=im,l 6=m
Ln(Wi1 , . . . ,Wik)
)
=
1(
n
k
) k∑
i=1
(
k
i
)(
n− k
m− i
)
Var
(
hn,i(W1, . . . ,Wi)
)
,
siehe 5.2.1 Lemma A in [36]. Damit folgt mit der Tschebyscheff-Ungleichung fu¨r alle ε > 0
P
(∣∣∣∣∣ 1n(n− 1) · · · (n− k + 1) ∑
1≤i1,...,ik≤n
il 6=im,l 6=m
Ln(Wi1 , . . . ,Wik)− E
(
Ln(W1, . . . ,Wk)
)∣∣∣∣∣ ≥ ε
)
≤ 1
ε2
1(
n
k
) k∑
i=1
(
k
i
)(
n− k
k − i
)
Var
(
hn,i(W1, . . . ,Wi)
)
≤ 1
ε2
1(
n
k
) k∑
i=1
(
k
i
)(
n− k
k − i
)
E
(
h2n,i(W1, . . . ,Wi)
)
∼ 1
ε2
k∑
i=1
(
k
i
)
k!
(k − i)!
E
(
h2n,i(W1, . . . ,Wi)
)
ni
−→ 0 fu¨r n→∞,
woraus die Behauptung folgt. 
Nun sei k : (R,B)→ (R,B) eine Kernfunktion mit ∫ |k(y)|dy <∞ und lim|y|→∞ |yk(y)| =
0. Ferner sei g : (R,B) → (R,B) stetig mit ∫ |g(y)|dy < ∞, und es sei (hn)n∈N, hn > 0
fu¨r alle n ∈ N, eine Folge von Bandbreiten mit limn→∞ hn = 0. Weiter sei fu¨r alle n ∈ N∫ |k(y)g(x− hny)|dy <∞, x ∈ R, und
gn(x) :=
∫
k(y)g(x− hny)dy, x ∈ R.
Dann haben wir das folgende Resultat aus dem Werk von Rao ([33]):
A.1.7 Satz: Es gilt
lim
n→∞
gn(x) = g(x)
∫
k(y)dy , x ∈ R.
Beweis: Siehe Theorem 2.11 in [33]. 
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