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Abstract
Using the theory of abstract optimization problems in infinite-dimensional spaces we provide necessary optimality conditions
of first and second order for weakly efficient solutions of the multi-objective infinite programming problem. Sufficient conditions
are given under invexity assumptions. We generalize the notion of KKT-invexity for the multi-objective infinite problem and show
that this notion is a necessary and sufficient condition for every vector KKT solution to be a weakly efficient solution. Moreover,
we develop a theorem of the alternative, useful for proving some of our results.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
We study the following multi-objective infinite programming problem:
Minimize f (x) = ( f1(x), . . . , f p(x))
subject to gα(x) ≤ 0, α ∈ A,
hβ(x) = 0, β ∈ B,
 (MIP)
where f j , j ∈ J := {1, . . . , p}, gα, α ∈ A, and hβ , β ∈ B, are real-valued functions defined on a Banach space X
and A and B are the index sets. Usually, A and B are subsets of Euclidian spaces.
In [1], Ben-Tal and Zowe studied an abstract optimization problem of the form
Minimize f (x)
subject to g(x) ∈ −K , h(x) = 0, x ∈ X,
where f : X → U, g : X → V and h : X → W are continuous maps, X,U, V and W are real topological vector
spaces, K is a convex cone in V with nonempty interior and U is ordered by a proper cone C with nonempty interior.
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Defining adequately the spaces X,U, V and W , the maps f, g and h and the cones C and K , we can handle
the multi-objective infinite problem as the problem treated by Ben-Tal and Zowe. Indeed, assume that the maps f ,
α 7→ gα and β 7→ hβ are continuous and setU = Rp, V = C(A),W = C(B),C = Rp+ and K = {k ∈ C(A) : k(α) ≥
0, α ∈ A}, where C(A) denotes the set of all continuous functions defined on A and C(B) the set of all continuous
functions on B. In this way, the optimality notion of Ben-Tal and Zowe coincides with the notion of weak efficiency
for (MIP), that means, if x¯ is a weakly efficient solution of (MIP) then x¯ is an optimal solution in the sense of Ben-Tal
and Zowe.
First and second order necessary optimality conditions for the general problem above were given in [1] by Ben-Tal
and Zowe. They also presented a second order sufficient condition. In this work we use the Ben-Tal and Zowe theory
to establish first and second order necessary conditions for (MIP). We also give sufficient conditions, but not using
the Ben-Tal and Zowe results, we get them by making use of generalized convexity, that is, invexity. So, the sufficient
conditions given here are of first order.
With regard to necessary conditions, we present some constraint qualifications, which assure that the objective
function multiplier is nonzero.
Concerning the sufficient conditions, inspired by a previous work on multi-objective problems in finite dimension
by Osuna-Go´mez et al. [2], we introduce a weaker notion of invexity, called KKT-invexity, that retains the good
property of invexity. It is a sufficient condition for every feasible solution satisfying the first order conditions (KKT
solution) to be a weakly efficient solution. But surprisingly, it is a necessary condition for this, too.
This kind of study appeared first in a paper by Martin [3]. He relaxed the notion of invexity, introduced by Hanson
in [4], and showed that this relaxed notion, which he called KT-invexity, is a necessary and sufficient condition for
every KT point to be a global optimal solution of the mathematical programming problem (in finite dimension). In
the work [2], Osuna-Go´mez et al. established a similar result for a multi-objective problem. Besides, we established a
similar result for the mono-objective infinite programming problem in a recent paper [5]. Related results can be found
in Branda˜o et al. [6] and dos Santos et al. [7]. The authors considered multi-objective optimization problems defined
in Banach spaces. However, only the inequalities constraints were considered.
The proof that KKT-invexity is a sufficient condition for every KKT solution to be a weakly efficient solution is
straightforward. In [3], Martin used the Motzkin Theorem of the Alternative to get the converse, that is, to prove
that KKT-invexity is a necessary condition for every KKT solution to be a global optimal solution. Here we develop a
suitable theorem of the alternative for the infinite setting. This is done by making use of the Ben-Tal and Zowe’s theory.
For more information and literature about the issues figuring in this paper we refer the reader to the papers [1–3]
and [5].
This paper is divided into three more sections. The next section is devoted to the presentation of the Ben-Tal
and Zowe’s theory. In the Section 3 the theorem of the alternative is developed. The optimality conditions for weak
efficiency are given in the Section 4.
2. Theory of abstract optimization problems
In this section we present the basic definitions and results of the theory of optimization problems in infinite-
dimensional spaces given in [1].
Ben-Tal and Zowe considered the general problem
Minimize F(y)
subject to G(y) ∈ −K , H(y) = 0,
}
(P)
where F : Y → U,G : Y → V and H : Y → W are continuous maps, Y,U, V and W are real topological vector
spaces, K is a convex cone in V with nonempty interior and U is ordered by a proper cone C with nonempty interior.
We write u1 ≥ u2 if u1 − u2 ∈ C and u1 > u2 if u1 − u2 ∈ int(C).
Definition 2.1. We say that y¯ ∈ Y is a feasible solution of (P) if G(y) ∈ −K and H(y) = 0.
Definition 2.2. We say that a feasible solution y¯ is a global optimal solution of (P) if
F(y) 6∈ F(y¯)− int(C)
for all feasible solutions y.
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Definition 2.3. We say that d ∈ Y is a direction of quasidecrease of F at y¯ ∈ Y if for every u ∈ int(C) there exists
T > 0 such that
F(y¯ + td) ≤ F(y¯)+ tu, 0 < t ≤ T .
The set of all directions of quasidecrease of F at y¯ is a cone, which is denoted by DF (y¯).
Definition 2.4. We say that d ∈ Y is a quasifeasible direction of G at y¯ ∈ Y if for every v ∈ int(K ) there exists
T > 0 such that
G(y¯ + td) ∈ −K + tv, 0 < t ≤ T .
The set of all quasifeasible directions of G at y¯ is a cone, which is denoted by DG(y¯).
Definition 2.5. We say that z ∈ Y is a second order direction of decrease of F at y¯ ∈ Y with respect to a given d ∈ Y
if there exists some u ∈ int(C), a neighborhood N (z) of z and T > 0 such that
F(y¯ + td + t2 z¯) ≤ F(y¯)− t2u ∀z¯ ∈ N (z), 0 < t ≤ T .
The set of all second order directions of decrease of F at y¯ is an open set and it is denoted by QF (y¯, d).
Definition 2.6. We say that z ∈ Y is a second order feasible direction of G at y¯ ∈ Y with respect to d ∈ Y if there
exists some v ∈ int(K ), a neighborhood N (z) of z and T > 0 such that
G(y¯ + td + t2 z¯) ∈ −K − t2v ∀z¯ ∈ N (z), 0 < t ≤ T .
The set of all second order feasible directions of G at y¯ is open and denoted by QG(y¯, d).
Notice that QF (y¯, 0) and QG(y¯, 0) coincide with the cones of first order directions of decrease of F at y¯ and of
first order feasible directions of G at y¯, respectively, given in [8].
Definition 2.7. We say that z ∈ Y is a second order tangent direction of H at y¯ ∈ Y with respect to d ∈ Y if there
exists a function r(·) : (0,∞)→ Y and T > 0 such that
H(y¯ + td + t2z + r(t)) = 0, 0 < t ≤ T,
and r(·) is such that for every neighborhood N of the origin in Y there is T1 > 0 with
r(t)
t2
∈ N , 0 < t ≤ T1.
The set of all second order tangent directions of H at y¯ is denoted by VH (y¯, d).
Let TH (y¯) := VH (y¯, 0). This cone coincides with the first order tangent cone of H at y¯ given in [8].
Definition 2.8. Let D ⊂ Y . The support functional δ∗( · |D) : Y ∗ → R ∪ {±∞} associated with D is defined for
y∗ ∈ Y ∗ by
δ∗(y∗|D) = sup
y∈D
y∗(y).
If D = ∅, by convention, δ∗( · |D) = −∞. The effective domain of δ∗( · |D), denoted by Λ(D), is given by
Λ(D) = {y∗ ∈ Y ∗ : δ∗(y∗|D) <∞}.
Observe that whenever D is a cone,
δ∗(y∗|D) =
{
0 if y∗ ∈ Λ(D),
∞ otherwise,
and Λ(D) = −D+, where D+ = {y∗ ∈ Y ∗ : y∗(y) ≥ 0 ∀y ∈ D} is the dual (or polar) cone of D.
Now we state the theorem of Ben-Tal and Zowe that furnishes the general first and second order necessary
conditions of optimality.
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Theorem 2.9. Let y¯ be a global optimal solution for Problem (P). Then for every
d ∈ DF (y¯) ∩ DG(y¯) ∩ TH (y¯), (1)
for which QF (y¯, d), QG(y¯, d) and VH (y¯, d) are nonempty and convex sets, there correspond continuous linear
functionals on Y
lF ∈ Λ(QF (y¯, d)), lG ∈ Λ(QG(y¯, d)), lH ∈ Λ(VH (y¯, d)),
not all zero, which satisfy the Euler–Lagrange equation
lF + lG + lH = 0
and the Legendre inequality
δ∗(lF |QF (y¯, d))+ δ∗(lG |QG(y¯, d))+ δ∗(lH |VH (y¯, d)) ≤ 0.
Under differentiability assumptions, the sets figuring in the Theorem 2.9 above can be better described and it
becomes
Theorem 2.10. Let y¯ be a global optimal solution of the Problem (P). Assume that Y and W are Banach spaces and
that U and V are normed spaces. Suppose that F,G and H are twice Fre´chet differentiable and that the range of
H ′(y¯) is closed. Then for every d satisfying
−F ′(y¯)d ∈ C, G ′(y¯)d ∈ −{a(k + G(y¯)) : k ∈ K , a ≥ 0}, H ′(y¯)d = 0, (2)
there correspond continuous linear functionals u∗ ∈ C+, v∗ ∈ K+ and w∗ ∈ W ∗, not all zero, such that
u∗(F ′(y¯)d) = 0, v∗(G(y¯)) = 0, v∗(G ′(y¯)d) = 0, (3)
u∗ ◦ F ′(y¯)+ v∗ ◦ G ′(y¯)+ w∗ ◦ H ′(y¯) = 0, (4)
(u∗ ◦ F ′′(y¯)+ v∗ ◦ G ′′(y¯)+ w∗ ◦ H ′′(y¯))(d, d) ≥ 0. (5)
3. Theorem of the alternative
Let X be a Banach space and ϕi , i = 1, . . . , p, ψα, α ∈ A, and γβ , β ∈ B, be real-valued functions defined on X ,
where A and B are index sets. Consider the problem
Minimize Φ(x) = max
1≤i≤p
ϕi (x)
subject to ψα(x) ≤ 0, α ∈ A,
γβ(x) = 0, β ∈ B.
 (6)
Let F = {x ∈ X : ψα(x) ≤ 0, α ∈ A, γβ(x) = 0, β ∈ B} be the set of all feasible solutions of the problem above.
In order to establish the theorem of the alternative, we need to find necessary optimality conditions of first order
for this problem. We will use a result by Ben-Tal and Zowe to get them; specifically, the Theorem 2.9.
The next assumptions will be necessary:
• ϕi , i = 1, . . . , p, and ψα, α ∈ A, are Fre´chet differentiable and γβ , β ∈ B, are continuously Fre´chet differentiable;
• α 7→ ψα(x), α 7→ ψ ′α(x)d, β 7→ γβ(x) and β 7→ γ ′β(x)d are continuous for all x, d ∈ X ;• A and B are compact Hausdorff spaces.
We clarify that ψ ′α(x) and γ ′β(x) express the derivatives of ψα and γβ with respect to x , respectively, and not with
respect to α or β.
ByM(A) we denote the set of all real Radon measures on A and byM(B) the set of all real Radon measures
on B.
Define Ψ : X → C(A) and Γ : X → C(B) respectively by
Ψ(x)(α) = ψα(x) and Γ (x)(β) = γβ(x).
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We can rewrite the problem in (6) in the following form:
Minimize Φ(x)
subject to Ψ(x) ∈ −K ,
Γ (x) = 0,
where K = {ψ ∈ C(A) : ψ(α) ≥ 0, α ∈ A}. We will apply the Ben-Tal and Zowe’s result to this last problem.
As we are interested in first order conditions, we will apply the Theorem 2.9 with d = 0. If y¯ is a feasible solution,
then it is obvious that d = 0 satisfies (1) in Theorem 2.9. In order to apply the theorem, we need first to calculate the
sets QΦ(x¯, 0), QΨ (x¯, 0) and VΓ (x¯, 0) as well as to characterize Λ(QΦ(x¯, 0)),Λ(QΨ (x¯, 0)) and Λ(VΓ (x¯, 0)). Of
course, with respect to Problem (P), it will be considered U = R and C = R+.
Lemma 3.1. Let x¯ ∈ F . Then
(i) QΦ(x¯, 0) = {z ∈ X : ϕ′i (x¯)z < 0, i ∈ I (x¯)}, where I (x¯) = {i : ϕi (x¯) = Φ(x¯)};
(ii) QΨ (x¯, 0) = {z ∈ X : Ψ ′(x¯)z ∈ −int(K + {aΨ(x¯) : a ≥ 0})};
(iii) if Γ ′(x¯) is surjective, VΓ (x¯, 0) = {z ∈ X : Γ ′(x¯)z = 0}.
Proof. From the Example 7.14 in Girsanov [8, p. 50] we obtain (i). Parts (ii) and (iii) follow, respectively, from
Corollary 6.3 in Ben-Tal and Zowe [1, p. 55] and Proposition 7.2 in Ben-Tal and Zowe [1, p. 59]. 
Lemma 3.2. Let x¯ ∈ F . Then
(i) if QΦ(x¯, 0) 6= ∅, for lΦ ∈ Λ(QΦ(x¯, 0)) there exist λi ≥ 0, i = 1, . . . , p, such that
lΦ(z) =
p∑
i=1
λiϕ
′
i (x¯)z ∀z ∈ X and λi = 0, i 6∈ I (x¯);
(ii) if QΨ (x¯, 0) 6= ∅, for lΨ ∈ Λ(QΨ (x¯, 0)) there is v∗ ∈ K+ such that
lΨ (z) = v∗(Ψ ′(x¯)z) ∀z ∈ X and v∗(Ψ(x¯)) = 0;
(iii) if Γ ′(x¯) is onto, for lΓ ∈ Λ(VΓ (x¯, 0)) there is w∗ ∈ C(B)∗ such that
lΓ (z) = w∗(Γ ′(x¯)z) ∀z ∈ X.
Proof. Let us apply the Minkowski–Farkas Theorem (see Girsanov [8, p. 70]). Define P : X → R]I (x¯) by Pz =
(ϕ′i (x¯)z)i∈I (x¯) and set K2 = R]I (x¯)+ , where ]I (x¯) denotes the cardinality of I (x¯). Therefore, by the Lemma 3.1(i),
K1 = {z ∈ X : Pz ∈ −K2} = QΦ(x¯, 0). Since QΦ(x¯, 0) 6= ∅, there exists z˜ ∈ K2 so that Pz˜ ∈ int(−K2). We have
clearly that Λ(−K2) = K2. Then, it follows that there exists λ ∈ K2 such that lΦ = P∗λ. Hence,
lΦ(z) = 〈P∗λ, z〉 = 〈λ, Pz〉 =
∑
i∈I (x¯)
λiϕ
′
i (x¯)z ∀z ∈ X.
Defining λi = 0, i 6∈ I (x¯), we get (i).
The items (ii) and (iii) follow from Proposition 8.1 in Ben-Tal and Zowe [1, p. 60–61]. 
Theorem 3.3. Let x¯ be an optimal solution of the problem in (6). Assume that the range of Γ ′(x¯) is a closed set. Then
there exist λ ∈ Rp, µ ∈M(A) and ν ∈M(B), not all zero, such that
p∑
i=1
λiϕ
′
i (x¯)z +
∫
A
ψ ′α(x¯)z µ(dα)+
∫
B
γ ′β(x¯)z ν(dβ) = 0 ∀z ∈ X, (7)
λi ≥ 0, i = 1, . . . , p, λi = 0, i 6∈ I (x¯), (8)∫
A
ψα(x¯) µ(dα) = 0, µ ≥ 0. (9)
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Proof. If Γ ′(x¯) is not surjective then, provided R(Γ ′(x¯)) is closed, there is an open convex set G ∈ C(B) such
that R(Γ ′(x¯)) ∩ G = ∅. Therefore, by a separation theorem (Theorem 3.3 of Girsanov [8, p. 22]) there exist
w∗ ∈ C(B)∗, w∗ 6= 0, and a scalar a, such that
w∗(Γ ′(x¯)z) ≥ a ∀z ∈ X. (10)
Suppose that w∗(Γ ′(x¯)z˜) < 0 for some z˜ ∈ X . Then,
w∗(Γ ′(x¯)t z˜) = tw∗(Γ ′(x¯)z˜) < 0 ∀t > 0.
So, for a sufficiently large t we have w∗(Γ ′(x¯)t z˜) < a, which contradicts (10). Thus
w∗(Γ ′(x¯)z) ≥ 0 ∀z ∈ X.
By the linearity of w∗ and Γ ′(x¯), it follows that
w∗(Γ ′(x¯)z) = 0 ∀z ∈ X.
By the Corollary 7.18 (to the Riesz Representation Theorem) in Folland [9, p. 217], there is ν ∈M(B) such that
w∗(Γ ′(x¯)z) =
∫
B
Γ ′(x¯)z dν =
∫
B
γ ′β(x¯)z ν(dβ).
Defining λ = 0 and µ = 0 we get (7)–(9).
Now we assume that Γ ′(x¯) is surjective. We assume also that QΦ(x¯, 0) 6= ∅ and QΨ (x¯, 0) 6= ∅. By Lemma 3.1,
VΓ (x¯, 0) 6= ∅ (since 0 ∈ VΓ (x¯, 0)). By Lemma 3.1 we see also that QΦ(x¯, 0), QΨ (x¯, 0) and VΓ (x¯, 0) are convex. It
follows from Theorem 2.9 and Lemma 3.2 that there exist λ ∈ Rp, v∗ ∈ K+ and w∗ ∈ C(B)∗, not all zero, such that
p∑
i=1
λiϕ
′
i (x¯)z + v∗(Ψ ′(x¯)z)+ w∗(Γ ′(x¯)z) = 0,
λi ≥ 0, i = 1, . . . , p, λi = 0, i 6∈ I (x¯),
v∗(Ψ(x¯)) = 0.
By the Riesz Representation Theorem 7.2 in Folland [9, p. 205], there is µ ∈M(A), µ ≥ 0, such that
v∗(Ψ ′(x¯)z) =
∫
A
Ψ ′(x¯)z dµ =
∫
A
ψ ′α(x¯)z µ(dα) ∀z ∈ X
and
v∗(Ψ(x¯)) =
∫
A
Ψ(x¯) dµ =
∫
A
ψα(x¯) µ(dα).
By the Corollary 7.18 in Folland [9, p. 217], there is ν ∈M(B) such that
w∗(Γ ′(x¯)z) =
∫
B
Γ ′(x¯)z dµ =
∫
B
γ ′β(x¯)z ν(dβ) ∀z ∈ X.
Therefore, there exist λ ∈ Rp, µ ∈M(A) and ν ∈M(B), not all zero, satisfying (7)–(9).
At last we consider the case when QΨ (x¯, 0) = ∅ (if QΦ(x¯, 0) = ∅, a similar argument applies). In this case, by
Lemma 3.1,
{Ψ ′(x¯)z : z ∈ X} ∩ (−int(K + {aΨ(x¯) : a ≥ 0})) = ∅.
Since these sets are nonempty and convex and int(K + {aΨ(x¯) : a ≥ 0}) is open, by Theorem 3.3 of Girsanov
[8, p. 22], there exists v∗ ∈ C(A)∗, v∗ 6= 0, such that
v∗(Ψ ′(x¯)z) ≥ v∗(−k − aΨ(x¯)) ∀z ∈ X, ∀k ∈ int(K ) and ∀a ≥ 0. (11)
For z = 0 and a = 0, we have
v∗(−k) ≤ 0 ∀k ∈ int(K ).
V.A. de Oliveira, M.A. Rojas-Medar / Computers and Mathematics with Applications 55 (2008) 1907–1922 1913
Therefore v∗ ∈ [int(K )]+ = K+. Then, provided −Ψ(x¯) ∈ K , v∗(Ψ(x¯)) ≤ 0. Suppose that v∗(Ψ(x¯)) < 0. For
z = 0, k ∈ int(K ) fixed and a > 0 sufficiently large we have
v∗(−k − aΨ(x¯)) = v∗(−k)− av∗(Ψ(x¯)) > 0,
which contradicts (11) with z = 0. Thus v∗(Ψ(x¯)) = 0. So, by (11),
v∗(Ψ ′(x¯)z) ≥ v∗(−k) ∀k ∈ int(K ) and ∀z ∈ X.
Thence
v∗(Ψ ′(x¯)z) ≥ sup
k∈int(K )
v∗(−k) = δ∗(−v∗|int(K )) ∀z ∈ X.
But v∗ ∈ int(K )+ = −Λ(int(K ))⇒ δ∗(−v∗|int(K )) = 0, so that
v∗(Ψ ′(x¯)z) ≥ 0 ∀z ∈ X
⇒ v∗(Ψ ′(x¯)z) = 0 ∀z ∈ X.
Using the Riesz Representation Theorem and setting λ = 0 and ν = 0 we get (7)–(9). 
Definition 3.4. Let X be a normed space. We say that a Fre´chet differentiable function ϕ : X → R is invex at x¯ ∈ X
if there exists a map η : X × X → X such that
ϕ(x)− ϕ(x¯) ≥ ϕ′(x¯)η(x, x¯) ∀x ∈ X.
We say that ϕ is invex if ϕ is invex at each x¯ ∈ X .
Observe that a convex Fre´chet differentiable function is invex with η(x, x¯) = x − x¯ .
Let A(x¯) = {α ∈ A : ψα(x¯) = 0}.
Now we are in a position to state and proof the theorem of the alternative. The next constraint qualification is
needed.
Definition 3.5. We say that ψα, α ∈ A, and γβ , β ∈ B, satisfy (CQ) at x¯ ∈ X if
(i) there does not exist a nonzero signed measure ν ∈M(B) such that∫
B
γ ′β(x¯)z ν(dβ) = 0 ∀z ∈ X;
(ii) there exists z ∈ X such that
ψ ′α(x¯)z < 0, α ∈ A(x¯),
γ ′β(x¯)z = 0, β ∈ B.
We remark that in the case when X is a finite-dimensional space and B is a finite set, the condition (i) above means
that the gradient vectors γ ′β(x¯) of the equality constraints are linearly independent.
Theorem 3.6 (Theorem of the Alternative). Assume that the system
ϕi (x) ≤ 0, i = 1, . . . , p,
ψα(x) ≤ 0, α ∈ A,
γβ(x) = 0, β ∈ B,
has a solution x¯ ∈ X. If ϕi , i ∈ I (x¯), ψα, α ∈ A(x¯), γβ and −γβ , β ∈ B, are invex at x¯ with the same η,ψα, α ∈ A
and γβ , β ∈ B, satisfy (CQ) at x¯ and the range of Γ ′(x¯) is closed, then exactly one of the following systems is
consistent:
(I) there exists x ∈ X such that
ϕi (x) < 0, i = 1, . . . , p,
ψα(x) ≤ 0, α ∈ A,
γβ(x) = 0, β ∈ B;
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(II) there exist λ ∈ Rp, µ ∈M(A) and ν ∈M(B) such that
p∑
i=1
λiϕi (x)+
∫
A
ψα(x) µ(dα)+
∫
B
γβ(x) ν(dβ) ≥ 0 ∀x ∈ X,
λi ≥ 0, i = 1, . . . , p, λ 6= 0,
µ ≥ 0.
Proof. If (I) has a solution x˜ ∈ X , then
p∑
i=1
λiϕi (x˜)+
∫
A
ψα(x˜) µ(dα)+
∫
B
γβ(x˜) ν(dβ) < 0
for all λ ∈ Rp, µ ∈ M(A) and ν ∈ M(B) such that λi ≥ 0, i = 1, . . . , p, λ 6= 0 and µ ≥ 0. Hence (II) is not
consistent.
Suppose that (I) has no solution. Define Φ : X → R by Φ(x) = max1≤i≤p ϕi (x) and let us consider the problem
Minimize Φ(x)
subject to ψα(x) ≤ 0, α ∈ A,
γβ(x) = 0, β ∈ B.
 (12)
Let F be the set of all feasible solutions of the problem above. We have that Φ(x) ≥ 0 ∀x ∈ F , provided (I) has no
solution. On the other hand we have x¯ ∈ F and Φ(x¯) ≤ 0. Then Φ(x¯) = 0 and x¯ is an optimal solution of the problem
in (12). By Theorem 3.3 it follows that there exist λ ∈ Rp, µ ∈M(A) and ν ∈M(B), not all zero, such that
p∑
i=1
λiϕ
′
i (x¯)z +
∫
A
ψ ′α(x¯)z µ(dα)+
∫
B
γ ′β(x¯)z ν(dβ) = 0 ∀z ∈ X, (13)
λi ≥ 0, i = 1, . . . , p, λi = 0, i 6∈ I (x¯), (14)∫
A
ψα(x¯) µ(dα) = 0, µ ≥ 0. (15)
By (15) we have µ(A \ A(x¯)) = 0. Then (13) becomes
p∑
i=1
λiϕ
′
i (x¯)z +
∫
A(x¯)
ψ ′α(x¯)z µ(dα)+
∫
B
γ ′β(x¯)z ν(dβ) = 0 ∀z ∈ X.
Suppose that λ = 0. Then we have∫
A(x¯)
ψ ′α(x¯)z µ(dα)+
∫
B
γ ′β(x¯)z ν(dβ) = 0 ∀z ∈ X. (16)
If A(x¯) = ∅ then µ(A(x¯)) = 0 and we have µ = 0 since µ(A \ A(x¯)) = 0. So, provided λ, µ and ν are not all zero,
we have ν 6= 0 and by (16)∫
B
γ ′β(x¯)z ν(dβ) = 0 ∀z ∈ X.
This contradicts (i) in Definition 3.5. If A(x¯) 6= ∅ then µ(A(x¯)) > 0, because otherwise ν 6= 0 and, from (16), we
have a contradiction with (i) in Definition 3.5. By (ii) in Definition 3.5 there exists z ∈ X such that
ψ ′α(x¯)z < 0, α ∈ A(x¯),
γ ′β(x¯)z = 0, β ∈ B.
Then, integrating,∫
A(x¯)
ψ ′α(x¯)z µ(dα)+
∫
B
γ ′β(x¯)z ν(dβ) < 0,
since µ(A(x¯)) > 0. The last inequality contradicts (16). Thus λ 6= 0.
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By the invexity assumptions there exists η : X × X → X such that
ϕi (x)− ϕi (x¯) ≥ ϕ′i (x¯)η(x, x¯), i ∈ I (x¯),
ψα(x)− ψα(x¯) ≥ ψ ′α(x¯)η(x, x¯), α ∈ A(x¯),
γβ(x)− γβ(x¯) = γ ′β(x¯)η(x, x¯), β ∈ B,
for all x ∈ X . Therefore∑
i∈I (x¯)
λi [ϕi (x)− ϕi (x¯)] +
∫
A(x¯)
[ψα(x)− ψα(x¯)]µ(dα)+
∫
B
[γβ(x)− γβ(x¯)] ν(dβ)
≥
∑
i∈I (x¯)
λiϕ
′
i (x¯)η(x, x¯)+
∫
A(x¯)
ψ ′α(x¯)η(x, x¯) µ(dα)+
∫
B
γ ′β(x¯)η(x, x¯) ν(dβ) ∀x ∈ X.
But from (15) we have µ(A \ A(x¯)) = 0 and from (14), λi = 0, i 6∈ I (x¯). Then
p∑
i=1
λi [ϕi (x)− ϕi (x¯)] +
∫
A
[ψα(x)− ψα(x¯)]µ(dα)+
∫
B
[γβ(x)− γβ(x¯)] ν(dβ)
=
∑
i∈I (x¯)
λi [ϕi (x)− ϕi (x¯)] +
∫
A(x¯)
[ψα(x)− ψα(x¯)]µ(dα)+
∫
B
[γβ(x)− γβ(x¯)] ν(dβ).
So, using (13)–(15) with z = η(x, x¯) and remembering that ψα(x¯) = 0 for α ∈ A(x¯) and γβ(x¯) = 0, β ∈ B, for
x¯ ∈ F , we obtain
p∑
i=1
λiϕi (x)+
∫
A
ψα(x) µ(dα)+
∫
B
γβ(x) ν(dβ) ≥
p∑
i=1
λiϕi (x¯) ∀x ∈ X.
For i 6∈ I (x¯) we have λi = 0. For i ∈ I (x¯) we have ϕi (x¯) = Φ(x¯) = 0. Therefore the right-hand side of the inequality
above is zero, and so we conclude that (II) is consistent. 
4. Optimality conditions for weak efficiency
In this section we obtain necessary and sufficient conditions for (MIP). The necessary conditions are obtained
using the results of Ben-Tal and Zowe [1]. The sufficient conditions are obtained via invexity. We also generalize
some results of Osuna-Go´mez et al. [2]: we generalize the notion of KKT-invexity for (MIP) and show that this notion
is a necessary and sufficient condition for every vector KKT solution to be a weakly efficient solution.
We start with the necessary conditions. We present first and second order conditions. Before, some preliminaries.
Below we have a collection of hypothesis which will be used in this section:
(H1) f, gα, α ∈ A, and hβ , β ∈ B, are Fre´chet differentiable;
(H2) f and gα, α ∈ A, are Fre´chet differentiable and hβ , β ∈ B, are continuously Fre´chet differentiable;
(H3) f, gα, α ∈ A, and hβ , β ∈ B, are twice Fre´chet differentiable;
(H4) α 7→ gα(x), α 7→ g′α(x)d, β 7→ hβ(x) and β 7→ h′β(x)d are continuous for all x, d ∈ X ;
(H5) α 7→ gα(x), α 7→ g′α(x)d, α 7→ g′′α(x)(d, z), β 7→ hβ(x), β 7→ h′β(x)d and β 7→ h′′β(x)(d, z) are continuous
for all x, d, z ∈ X ;
We assume throughout this section that A and B are compact Hausdorff spaces.
We denote by F the set of all feasible solutions of the multi-objective infinite problem (MIP):
F = {x ∈ X : gα(x) ≤ 0, α ∈ A, hβ(x) = 0, β ∈ B}.
Given x¯ ∈ F, we denote by A(x¯) the set of the active constraints at x¯ :
A(x¯) = {α ∈ A : gα(x¯) = 0}.
Given u, v ∈ Rp, u ≥ v means u j ≥ v j , j = 1, . . . , p, and u > v means u j > v j , j = 1, . . . , p, where u j
denotes the j th coordinate of u.
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Definition 4.1. We say that x¯ ∈ F is a weakly efficient solution of (MIP) if there does not exist x ∈ F such that
f (x) < f (x¯).
Set in Problem (P) (see Section 2), Y = X,U = Rp, V = C(A),W = C(B), K = {k ∈ C(A) : k(α) ≥ 0, α ∈ A},
C = Rp+ and define F = f and G and H , respectively as,
G(x)(α) = gα(x) and H(x)(β) = hβ(x).
So (MIP) can be written as
Minimize F(x)
subject to G(x) ∈ −K ,
H(x) = 0.
If the hypothesis (H3) and (H5) hold, it is easy to see that G and H are well-defined and that F,G and H are twice
Fre´chet differentiable.
If x¯ ∈ F is a weakly efficient solution of (MIP), then there does not exist x ∈ F with f (x) < f (x¯), that is, there
does not exist x ∈ F with f (x) ∈ f (x¯)− int(C). Of course, this is equivalent to asserting that f (x) 6∈ f (x¯)− int(C)
for all x ∈ F. Then x¯ is an optimal solution of (P).
Theorem 4.2. Suppose that assumptions (H3) and (H5) are valid. Let x¯ ∈ F be a weakly efficient solution of (MIP).
Assume that the range of H ′(x¯) is closed. Then for every d ∈ X satisfying
f ′j (x¯)d ≤ 0, j ∈ J, g′α(x¯)d ≤ 0, α ∈ A, h′β(x¯)d = 0, β ∈ B, (17)
there correspond a vector λ ≥ 0 inRp, a positive Radon measureµ ∈M(A) and a signed Radon measure ν ∈M(B),
not all zero, such that∑
j∈J
λ j f
′
j (x¯)z +
∫
A
g′α(x¯)z µ(dα)+
∫
B
h′β(x¯)z ν(dβ) = 0 ∀z ∈ X, (18)∫
A
gα(x¯) µ(dα) = 0 (19)
and ∑
j∈J
λ j f
′′
j (x¯)(d, d)+
∫
A
g′′α(x¯)(d, d) µ(dα)+
∫
B
h′′β(x¯)(d, d) ν(dβ) ≥ 0, (20)∑
j∈J
λ j f
′
j (x¯)d = 0, (21)∫
A
g′α(x¯)d µ(dα) = 0. (22)
Proof. Since x¯ ∈ F, gα(x¯) ≤ 0, α ∈ A. From (17) we know that g′α(x¯)d ≤ 0, α ∈ A. So we have
gα(x¯)+ g′α(x¯)d ≤ 0, α ∈ A ⇔ −G(x¯)− G ′(x¯)d ∈ K
⇒ −G ′(x¯)d ∈ K + G(x¯)
⇒ −G ′(x¯)d ∈ {a(k + G(x¯)) : k ∈ K , a ≥ 0}.
Then, it follows from (17) that the conditions in (2) in Theorem 2.10 are valid. Therefore, there exist continuous linear
functionals u∗ ∈ C+, v∗ ∈ K+ and w∗ ∈ W ∗, not all zero, such that (3)–(5) hold. From (4) we have that
u∗ ◦ F ′(x¯)+ v∗ ◦ G ′(x¯)+ w∗ ◦ H ′(x¯) = 0,
so that
u∗(F ′(x¯)z)+ v∗(G ′(x¯)z)+ w∗(H ′(x¯)z) = 0 ∀z ∈ X. (23)
V.A. de Oliveira, M.A. Rojas-Medar / Computers and Mathematics with Applications 55 (2008) 1907–1922 1917
As C = Rp+, we have that C+ = Rp+. So u∗ is, actually, a vector in Rp with nonnegative coordinates, which we will
rename as λ. By the Riesz Representation Theorem 7.2 in Folland [9, p. 205] there exists a positive Radon measure
µ ∈M(A) such that
v∗(v) =
∫
A
v(α)µ(dα) ∀v ∈ V . (24)
By the Corollary 7.18 (to the Riesz Representation Theorem) in Folland [9, p. 217] there exists a signed Radon
measure ν ∈M(B) such that
w∗(w) =
∫
B
w(β) ν(dβ) ∀w ∈ W. (25)
Hence, from (23) we have
λF ′(x¯)z +
∫
A
G ′(x¯)z dµ+
∫
B
H ′(x¯)z dµ = 0 ∀z ∈ X,
i.e., ∑
j∈J
λ j f
′
j (x¯)z +
∫
A
g′α(x¯)z µ(dα)+
∫
B
h′β(x¯)z ν(dβ) = 0 ∀z ∈ X.
So we get (18). From (3) we have that v∗(G(x¯)) = 0. Then using (24) we obtain (19). (20) follows from (5), (24)
and (25). From (3) we have u∗(F ′(x¯)d) = 0 and v∗(G ′(x¯)d) = 0. From u∗(F ′(x¯)d) = 0 we get directly (21). From
v∗(G ′(x¯)d) = 0, using (24), we obtain (22). 
If λ appearing in (18)–(22) is zero, then no information about the objective function is taken into account in the
first and second order conditions of optimality. To guarantee that λ > 0, we need to ask the so-called constraints
qualifications.
Definition 4.3. Assume that (H3) is satisfied. We say that the constraints of (MIP) satisfy the CQ(d) condition for
d ∈ X at x¯ ∈ F if
(i) there does not exist a nonzero signed measure ν ∈M(B) such that∫
B
[h′β(x¯)z + h′′β(x¯)(d, d)] ν(dβ) ≥ 0 ∀z ∈ X;
(ii) there exists z ∈ X such that
g′α(x¯)z + g′′α(x¯)(d, d) < 0, α ∈ A,
h′β(x¯)z + h′′β(x¯)(d, d) = 0, β ∈ B.
Corollary 4.4. If for d satisfying (17) the CQ(d) condition is satisfied at x¯ , then λ in (18)–(22) is not zero.
Proof. Suppose that λ in (18)–(22) is null. Then∫
A
[g′α(x¯)z + g′′α(x¯)(d, d)]µ(dα)+
∫
B
[h′β(x¯)z + h′′β(x¯)(d, d)] ν(dβ) ≥ 0 ∀z ∈ X. (26)
If µ(A) = 0 then ν 6= 0 because λ,µ and ν are not all zero, and by (26) we have a contradiction with (i) in
Definition 4.3. If µ(A) > 0, using (ii) in Definition 4.3, we obtain∫
A
[g′α(x¯)z + g′′α(x¯)(d, d)]µ(dα)+
∫
B
[h′β(x¯)z + h′′β(x¯)(d, d)] ν(dβ) < 0,
contradicting (26). Therefore λ > 0. 
We now analyze the first order conditions separately. We study when we can take λ 6= 0 in (18) and (19). To this end,
we present some constraints qualifications. Namely, we introduce the Slater-type and the Mangasarian–Fromovitz-
type constraints qualifications for (MIP).
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Definition 4.5. Suppose that (H1) is valid. We say that the constraints of (MIP) satisfy the Slater-type constraint
qualification at x¯ ∈ F if
(i) gα, α ∈ A(x¯), hβ and −hβ , β ∈ B, are invex with a common η;
(ii) there does not exist a nonzero signed measure ν ∈M(B) such that∫
B
h′β(x¯)z ν(dβ) = 0 ∀z ∈ X;
(iii) there exists xˆ ∈ X such that
gα(xˆ) < 0, α ∈ A(x¯),
hβ(xˆ) = 0, β ∈ B.
Definition 4.6. Suppose that (H1) is valid. We say that the constraints of (MIP) satisfy the Mangasarian–Fromovitz-
type constraint qualification at x¯ ∈ F if
(i) there does not exist a nonzero signed measure ν ∈M(B) such that∫
B
h′β(x¯)z ν(dβ) = 0 ∀z ∈ X;
(ii) there exists z ∈ X such that
g′α(x¯)z < 0, α ∈ A(x¯),
h′β(x¯)z = 0, β ∈ B.
Definition 4.7. Assume that (H1) is valid. We say that x¯ ∈ F is a vector Karush–Kuhn–Tucker solution (or vector
KKT solution) if there exist a vector λ ≥ 0 in Rp, a positive Radon measure µ ∈M(A) and a signed Radon measure
ν ∈M(B) such that (18) and (19) hold with λ 6= 0.
In the next result we show that under anyone of the above constraint qualification a feasible solution x¯ ∈ X
satisfying the first order conditions (18) and (19) is a vector Karush–Kuhn–Tucker solution.
Theorem 4.8. Suppose that assumptions (H2) and (H4) are valid. Let x¯ be a weakly efficient solution of (MIP).
Suppose that R(H ′(x¯)) is closed. If the constraints of (MIP) satisfy
(a) the Slater-type constraint qualification at x¯
or
(b) the Mangasarian–Fromovitz-type constraint qualification at x¯
then x¯ is a vector Karush–Kuhn–Tucker solution.
Proof. It follows from Theorem 4.2 that x¯ satisfies the first order conditions (18) and (19). From (19) it becomes clear
that µ(A \ A(x¯)) = 0. Then we can rewrite (18) and (19) as∑
j∈J
λ j f
′
j (x¯)z +
∫
A(x¯)
g′α(x¯)z µ(dα)+
∫
B
h′β(x¯)z ν(dβ) = 0 ∀z ∈ X. (27)
Suppose that λ = 0 in (27). So we have∫
A(x¯)
g′α(x¯)z µ(dα)+
∫
B
h′β(x¯)z ν(dβ) = 0 ∀z ∈ X. (28)
Assume that hypothesis (a) holds.
If A(x¯) = ∅ then µ(A(x¯)) = 0 and we have µ = 0 since µ(A \ A(x¯)) = 0. So, provided λ, µ and ν are not all
zero, we have ν 6= 0 and by (28)∫
B
h′β(x¯)z ν(dβ) = 0 ∀z ∈ X.
This contradicts (ii) in Definition 4.5.
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If A(x¯) 6= ∅ then µ(A(x¯)) > 0, because otherwise ν 6= 0 and, from (28), we have a contradiction with (ii) in
Definition 4.5. By (i) in Definition 4.5, gα, α ∈ A(x¯), hβ and −hβ , β ∈ B, are invex with a common η. Thence for
xˆ ∈ X ,
gα(xˆ)− gα(x¯) ≥ g′α(x¯)η(xˆ, x¯), α ∈ A(x¯),
hβ(xˆ)− hβ(x¯) = h′β(x¯)η(xˆ, x¯), β ∈ B.
Integrating, we obtain∫
A(x¯)
[gα(xˆ)− gα(x¯)]µ(dα)+
∫
B
[hβ(xˆ)− hβ(x¯)] ν(dβ)
≥
∫
A(x¯)
g′α(x¯)η(xˆ, x¯) µ(dα)+
∫
B
h′β(x¯)η(xˆ, x¯) ν(dβ).
Using (28) with z = η(xˆ, x¯) and remembering that gα(x¯) = hβ(x¯) = 0, α ∈ A(x¯), β ∈ B, it follows that∫
A(x¯)
gα(xˆ) µ(dα)+
∫
B
hβ(xˆ) ν(dβ) ≥ 0. (29)
On the other hand, we have from (iii) in Definition 4.5 that there exists xˆ ∈ X such that
gα(xˆ) < 0, α ∈ A(x¯),
hβ(xˆ) = 0, β ∈ B.
Integrating, it becomes∫
A(x¯)
gα(xˆ) µ(dα)+
∫
B
hβ(xˆ) ν(dβ) < 0,
since µ(A(x¯)) > 0. But this inequality contradicts (29).
Now we assume that hypothesis (b) holds.
If A(x¯) = ∅ we have a contradiction as before. If A(x¯) 6= ∅, as before, µ(A(x¯)) > 0. By (ii) in Definition 4.6 there
exists z ∈ X such that
g′α(x¯)z < 0, α ∈ A(x¯),
h′β(x¯)z = 0, β ∈ B.
Then, integrating,∫
A(x¯)
g′α(x¯)z µ(dα)+
∫
B
h′β(x¯)z ν(dβ) < 0,
since µ(A(x¯)) > 0. The last inequality contradicts (28).
Thus λ > 0. 
Now we turn to the sufficient conditions.
Theorem 4.9. Suppose that assumption (H1) is valid. Let x¯ be a vector KKT solution of (MIP). Assume that
f j , j ∈ J, gα, α ∈ A(x¯), hβ and −hβ , β ∈ B, are invex at x¯ with a common η. Then x¯ is a weakly efficient solution
of (MIP).
Proof. Suppose that there exists a feasible solution x such that f (x) < f (x¯). By the invexity of f we obtain
f ′j (x¯)η(x, x¯) < 0, j ∈ J. (30)
Since x¯ is a vector KKT solution, there exist λ ∈ Rp, µ ∈M(A) and ν ∈M(B) with λ j ≥ 0, j ∈ J, λ 6= 0, µ ≥ 0
and ∑
j∈J
λ j f
′
j (x¯)η(x, x¯)+
∫
A(x¯)
g′α(x¯)η(x, x¯) µ(dα)+
∫
B
h′β(x¯)η(x, x¯) ν(dβ) = 0. (31)
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As λ j ≥ 0, j ∈ J , and λ 6= 0, from (30) it becomes∑
j∈J
λ j f
′
j (x¯)η(x, x¯) < 0.
Then, by (31),∫
A(x¯)
g′α(x¯)η(x, x¯) µ(dα)+
∫
B
h′β(x¯)η(x, x¯) ν(dβ) > 0. (32)
By the invexity of gα, α ∈ A(x¯), hβ and −hβ , β ∈ B, we have∫
A(x¯)
[gα(x)− gα(x¯)]µ(dα)+
∫
B
[hβ(x)− hβ(x¯)] ν(dβ)
≥
∫
A(x¯)
g′α(x¯)η(x, x¯) µ(dα)+
∫
B
h′β(x¯)η(x, x¯) ν(dβ),
for all x ∈ F, since µ ≥ 0. But gα(x¯) = 0, α ∈ A(x¯), and x, x¯ ∈ F imply that gα(x) ≤ 0, α ∈ A(x¯), and
hβ(x) = hβ(x¯) = 0, β ∈ B, so that∫
A(x¯)
g′α(x¯)η(x, x¯) µ(dα)+
∫
B
h′β(x¯)η(x, x¯) ν(dβ) ≤ 0,
which contradicts (32). Therefore x¯ is a weakly efficient solution. 
Below we give the generalization of the notion of KKT-invexity for the multi-objective infinite problem (MIP).
This notion was introduced in Osuna-Go´mez et al. [2] for multi-objective programs in finite dimension.
Definition 4.10. Assume that (H1) is satisfied. The multi-objective infinite problem (MIP) is said to be
Karush–Kuhn–Tucker invex or (KKT-invex) if there exists a map η : X × X → X such that
f j (x) < f j (x¯)⇒ f ′j (x¯)η(x, x¯) < 0, j ∈ J,
0 ≥ g′α(x¯)η(x, x¯), α ∈ A(x¯),
0 = h′β(x¯)η(x, x¯), β ∈ B,
for all x, x¯ ∈ F.
Observe that if f j , j ∈ J, gα, α ∈ A(x¯), hβ and −hβ , β ∈ B, are invex with a common η, then (MIP) is KKT-
invex.
The next theorem shows that KKT-invexity is still a sufficient condition for a vector KKT solution to be a weakly
efficient solution. Moreover, this result shows that KKT-invexity is also a necessary condition for every vector KKT
solution to be a weakly efficient solution for (MIP).
Theorem 4.11. Suppose that the assumptions (H2) and (H4) are valid, that the constraints of (MIP) satisfy the
Mangasarian–Fromovitz-type constraint qualification at each x¯ ∈ F and that R(H ′(x¯)) is closed for each x¯ ∈ F.
Then every vector KKT solution is a weakly efficient solution of (MIP) if and only if (MIP) is KKT-invex.
Proof. Suppose that every vector KKT solution is a weakly efficient solution of (MIP). Let x, x¯ ∈ F.
If f j (x) < f j (x¯), j ∈ J , then x¯ is not a weakly efficient solution, so that, by hypothesis, x¯ is not a vector KKT
solution. Hence there does not exist λ ∈ Rp, µ ∈M(A) and ν ∈M(B) such that∑
j∈J
λ j f
′
j (x¯)z +
∫
A(x¯)
g′α(x¯)z µ(dα)+
∫
B
h′β(x¯)z ν(dβ) = 0 ∀z ∈ X,
λ j ≥ 0, j ∈ J, λ 6= 0,
µ ≥ 0.
V.A. de Oliveira, M.A. Rojas-Medar / Computers and Mathematics with Applications 55 (2008) 1907–1922 1921
Let us verify that the assumptions of the theorem of the Alternative 3.6 are satisfied. Set ϕ j (z) = f ′j (x¯)z, j ∈ J,
ψα(z) = g′α(x¯)z, α ∈ A(x¯), and γβ(z) = h′β(x¯)z, β ∈ B. The system
ϕ j (z) ≤ 0, j ∈ J,
ψα(z) ≤ 0, α ∈ A(x¯),
γβ(z) = 0, β ∈ B,
clearly has a solution z¯ = 0. Provided ϕ j , ψα and γβ are linear, they are invex at z¯ with a common η(z, w) =
z − w, z, w ∈ X . Also, R(Γ ′(z¯)) = R(H ′(x¯)) is closed and the condition (CQ) is satisfied at z¯, since the constraints
satisfy the Mangasarian–Fromovitz-type constraint qualification at x¯ . Thus, all assumptions of Theorem 3.6 are
satisfied. It follows that there exists z ∈ X such that
ϕ j (z) = f ′j (x¯)z < 0, j ∈ J,
ψα(z) = g′α(x¯)z ≤ 0, α ∈ A(x¯),
γβ(z) = h′β(x¯)z = 0, β ∈ B.
Define η(x, x¯) = z for x, x¯ ∈ F and η(x, x¯) = 0 otherwise. Thus there exists η : X × X → X such that
f j (x) < f j (x¯)⇒ f ′j (x¯)η(x, x¯) < 0, i ∈ J,
0 ≥ g′α(x¯)η(x, x¯), α ∈ A(x¯),
0 = h′β(x¯)η(x, x¯), β ∈ B,
for all x, x¯ ∈ F. Hence (MIP) is KKT-invex.
Conversely, suppose that (MIP) is KKT-invex. Let x¯ ∈ F be a vector KKT solution. Then, there exist λ ∈ Rp, µ ∈
M(A) and ν ∈M(B) such that λ ≥ 0, λ 6= 0, µ ≥ 0 and∑
j∈J
λ j f
′
j (x¯)z +
∫
A(x¯)
g′α(x¯)z µ(dα)+
∫
B
h′β(x¯)z ν(dβ) = 0 ∀z ∈ X. (33)
If there exists x ∈ F such that f (x) < f (x¯), then, by KKT-invexity,
f ′j (x¯)η(x, x¯) < 0, j ∈ J.
Therefore, using (33) with z = η(x, x¯),∫
A(x¯)
g′α(x¯)η(x, x¯) µ(dα)+
∫
B
h′β(x¯)η(x, x¯) ν(dβ) > 0. (34)
On the other hand, from the KKT-invexity, we have∫
A(x¯)
g′α(x¯)η(x, x¯) µ(dα)+
∫
B
h′β(x¯)η(x, x¯) ν(dβ) ≤ 0,
being a contradiction with (34). Thus there does not exist x ∈ F with f (x) < f (x¯), so that x¯ is a weakly efficient
solution of (MIP). 
We remark that the assumptions of Theorem 4.11 are necessary just for proving the “only if” part.
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