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Abstract
lnthispaper，wepresentbothimprovingcapabilityoftheaccuracyandparallelefficiencyofen-
sembleselfLgeneratingneuralnetworks(ESGNNs)fbrclassificationonaMIMDparallelcomputer・SelfL
generatmgneuralnetworks(SGNNs)areoriginallyproposedonadoptingtoclassificationorclustering
byautomaticconstructingselfLgeneratingneuraltrees(SGNTs)fromthegiventrainingdataESGNNs
ａｒｅｃｏｍｐｏｓｅｄｏｆｐｌｕｒａｌＳＧＮＴｓｅａｃｈｏｆwhichisindependentlygeneratedbyshufllingtheordersofthe
giventrainingdata,ａｎｄｔｈｅｏｕｔｐｕｔｏｆＥＳＧＮＮｓｉｓｃｏｍｐｕｔｅｄａｓｔｈｅａｖｅｒａｇｅｏｆａｌｌＳＧＮＴ，soutputs・Ｗｅ
ａｌｌｏｃａｔｅｅａｃｈｏｆＳＧＮＴｓｔｏｅａｃｈｏｆｐrocessorsintheMIMDparallelcomputer・Experimentalresultsshow
thattheparallelmodelofESGNNsimprovestheclassificationaccuracythanthｅｓｉｎｇｌｅＳＧＮＮｓ,goeson
maintainingthehighspeedpropertyofthesingleSGNNs．
１．Introduction
Neuralnetworkshaveｂｅｅｎｗｉｄｅｌｙｕｓｅｄｉｎｔｈｅｆｉｅｌｄｏｆｉｎｔｅlligentinfbrmationprocessingsuchas
classification,clustering,prediction1andrecognition、Generally,fbrapplicationoftheseneuralnetworks，
itisnecessarytodeterminenetworkstructureandsomeparametersbyhumanexpertsltisquitetricky
tochoosetherightnetworkstructuresuitablefbraparticularapplicationathandConcerningthedesign
ofthenetworkstructure,thefOllowingmustbedecided,（i)thenulnberofthenetworklayers,(ii)the
numberoftheneuronsofeachlayer,(iii)theweightsonconnectionbetweenconsequentlayersDuring
learningiterations，theweightsonconnectionsofthegiｖｅｎｎｅｔｗｏｒｋｓａｒｅｕｐｄａｔｅｄｓｏａｓｔｏｃｏｎvergeto
thetargetvalueconservingtheinitiallydecidedstaticnetworkstructure、Obtainingtherightstructure
ofeachnetworkisthemostimportantfactorinlearningandalsothemostdifIicultprobleminthedesign
ofneuralnetworks
lnordertoavoidthesetrickyanddifHcultsituations，ａｎａｔｔｅｎｔｉｏｎｉｓｆｂｃｕｓｅｄｏｎＳＧＮＮｓｂｅｃause
oftheirsimplicityonnetworksdesign12)．ＳＧＮＮｓａｒｅｓｏｍｅｋｉｎｄｓｏｆｅｘｔｅｎｓｉｏｎｏｆtheselforganizing
maps（SOMs）ofKohonen6）andutilizethecompetitivelearningalgorithmwhichisimplementedas
selfLgeneratingneuraltree・
TheSGNTalgorithmisproposed1'）toautomaticallygenerateaneuraltreedirectlyfromtraining
data、InourpreviousstudyconcerningthｅｐｅｒｆｂｒｍａｎｃｅａｎａｌｙｓｉｓｏｆｔｈｅＳＧＮＴａ19orithm4)，weshowed
thatthemaincharacteristicofthisSGNTalgorithmwasitshighspeedconvergenceincomputatioｎｔｉｍｅ
ｂｕｔｉｔｗａｓａｌｗａｙｓｎｏｔｔｈｅｂｅｓｔａlgorithminitsaccuracycomparingwiththeexistingotherfeed-fbrward
neuralnetworkssuchasthebackpropagation(BP)9)．
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InordertoimprovethegeneralizationcapabilityofSGNNs，weproposedensembleselfLgenerating
neuralnetworks(ESGNNs)fbrclassificationP).ESGNNsareappliedtotheensembleaN'eragingP)ofSGNNs
andfUllyutilizedthehighspeedconvergencecharacteristicoftheSGNTalgorithm・AlthoughESGNNs
improveaclassificationaccuracybyusingvariousSGＮＴＳ,thecomputationtimeandthememorycapacity
increaseinproportiontoincreaseinｎｕｍｂｅｒｏｆＳＧＮＴｓ・
ＴｈｅｍｅｔｈｏｄｏｆＥＳＧＮＮｈａｓｂｅｅｎｓｔｕｄｉｅｄbymanyresearchersofAIandneuralnetworks・Breiman
proposedbaggingpredictorstoimprovetheaccuracyofCARF)andinvestigatedthebaggingperfbrmance
onCARTandothermethodsfbrclassificationandregressionproblems2)．Sincetheensemblelearningisa
variance-reductiontechnique,itiswell-knownthattheensemblelearningtendstoworkwellfbrmethods
withhighvariancesuchasneuralnetworksandtree-basedmethods・
Inthispaper，wepresenttheimprovingcapabilityoftheaccuracyandtheparallelefliciencyof
ESGNNsfbrclassificationonaMIMDparallelcomputer・WeapplyESGNNstostandardclassification
problemsofMONK，s1o)，Cancer8)，andCard8)，whicharegivenasbenchmarkprobleｍｓ．
2．SelfLGeneratingNeuralNetworks
SGNNsaredefinedasatreeconstructionproblemhowtoconstructatreestructurefromthegiven
datawhichconsistofmultipleattributesundertheconditionthatleafneuronscorrespondtothegiVen
data・BefbrewedescribetheSGNTalgoritｈｍ,ｗｅｄｅｎｏｔｅｓｏｍｅｎｏｔａtions．
●inputdatavector：ｅ`;ｅ`＝(e`1,ej2,…,eip),elMneansthM-thattributeofej．
●j-thneuron：、j;njisexpressedasorderedpair(TUj,Cj)．
●weightvectorofnj：⑩j;ｕｊｊ＝(fUjl,uﾉｺﾞ2,…,uﾉｺﾞp)．
●thenumberoftheleafneuronsinnj：ｃＪ．
･treeisexpressedasorderedpair({巧},{い),where{､j｝istheneuronsetand{ﾉﾊ｝isthelinkset
ofthetree．
●distancemeasure：。(ej,u)j);weuseEuclideandistancemeasure．
●winnerneuronfbred：nTudn．
TheSGNTalgorithmisahierarchicalclusteringalgorithm・ThepseudoCcodeoftheSGNTalgorithm
isgiveninFigureL
ＩｎｔｈｅＳＧＮＴａｌｇｏｒｉｔｈｍ，ｓｏｍｅsubproceduresareusedTablelshowｓｔｈｅｓｕｂｐｒｏｃｅｄｕｒｅｓｏｆｔｈｅ
ＳＧＮＴａｌｇｏrithmandtheirspecifications・
AweightTujAcofaneuronnjisupdatedasfbllows：
町F迦jけ赤化鱸-恥)，（１）
THblelSubproceduresoftheSGNTalgorithm
Subprocedure Specification
cOpZﾉ(､小e`/nDujm）
ddsmnce(e`,皿'j）
choose(ej，刀'）
leQ/(〃TUm）
ＣＯ､冗ect(n,，ｎ２ｕｍ）
UpdCLte(ej,”ﾌﾞ）
Create汎j,ulj←ｅｆ/u，山im
Computed(ef,QDj）
Decide7Lujz九ｆｂｒｅｆ・
Ｃｈｅｃｋｎｕｊｆ”ｗｈｅｔｈｅｒｎｕｊｍｉｓｌｅａｆｏｒｎｏｔ、
Connect7Ljaschildof〃…”．
Ｕｐｄａｔｅｍ７ｏｆ７Ｌ７．
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Algorithm（SGNTgeneration)：
Ｉｎｐｕｔ：
oAsetoftrainingexamplesE＝｛ez},ｉ＝１，…，Ｎ・
・Athresholdvalueどど０
・Adistancemeasured(ef,⑩j）
Ｍｅｔｈｏｄ：
lcopg(､,,ｅ,)；
２ｆｂｒ(j＝２，Ｊ＝２;'三Ｎ;i＋＋)｛
３７Wui九＝choose(eC,灯,)；
４mjnDjstα〃Ｃｅ＝djsta汎Ce(eZ,ｕｌｍｆ九)；
５ｉｆ(mjlzDiStQ〃Ce＞§)｛
６ｉｆ(に｡/(､…))｛
７cOPZﾉ(nＪ,qDu,､丸)；
８comzect(､,,冗凹f”)；
９ ｊ＋＋；
１０ ｝
１１cOPWLj,ej)；
１２connect(〃j,ｎｍ｡丸)；
１３ ｊ＋＋；
１４｝
１５Update(e､,u'tuj刀）
１６｝
Ｏｕｔｐｕｔ：ＣｏｎｓｔｒｕｃｔｅｄＳＧＮＴｂｙＥ．
FiglSGNTgenerationalgorithm．
here，Ａｉｓｆｒｏｍｌｔｏｐ・
AfterallinputdataareinsertedintotheSGNTasitsleafneurons,theweightsofeachnodeneuronnl
aretheaveragesofthecorrespondingweightsofallitschildren・WholeSGNTreflectsthegivenfbature
spacebyitstopology6Awinnerleafneuronnmd”hastheclassinfbrmationasanetworkoutputouji冗．
Inthetestingprocess,thetestdatasetT,whichconsistsofdata｛(ＺＷｊ),ｊ＝1,…,Ｍ},wherezd
istheinputvector，Ｚﾉdisthecorrespondingoutputlabel,ａｎｄＭｉｓｔｈｅｎｕｍｂｅｒｏｆｔｅｓｔｄａｔａ,ｉsentered
therootneuronoftheSGNT・
Thentheinputdataarereachedoneofthewinnerleafneuronsntui几oftheSGNTthroughcompetition，
andthedesiredoutputZ/ｄｉｓｃomparedwiththenetworkoutputomininordertoevaluatetheaccuraｃｙ
ｏｆｔｈｅＳＧＮＴ・Notethatthoughthecompetitivelearningofthetrainingprocessisperfbrlnedbetweena
parentanditschildrenrecursively,thecompetitivelearningofthetestingprocessisperfbrmedamong
onlychildrenrecursively．
3．EnsembleSelfLGeneratingNeuralNetworks
ThoughSGNNshaveanabilityofthefastlearningandanapplicabilityoflargescaleproblems,the
accuracyisnotsogoodasfbed-fbrwardnetworkswhichareimplementedasasupervisedlearningmeｔｈｏｄ
ｓｕｃｈａｓＢＰ・Inordertoacquiremorehigherperfbrmancefromgiventrainingdata，weconsiderthe
ensembleaveragingｏｆＫＳＧＮＴｓ・
ThestructureoftheSGNTdynamicallychangesintraining・TheSGNTalgorithmdecidesthe
structureoftheSGNTafteralltrainingｄａｔａａｒｅａｄｄｅｄｔｏｔｈｅＳＧＮＴ・AdifferentstructureoftheSGNT
isgeneraLedbychangingtheinputorderofthetrainingdata、
ＥＳＧＮＮｓｅｍｐｌｏｙｎｏｔｏｎｌｙｂｏｏｔｓｔｒａｐｓａmplingbutshufIlingthetrainingdatatousealltrainingdata
exactly、ＥＳＧＮＮｓｃａｎｂｅｓｅｐａｒａｔｅｄｉｎｔｏａｔｒａｉｎingprocessandatestingprocess・Inthetrainingprocess，
ｗｅｄｅｆｉｎｅ‘`shufIler，，ｔｏｓｈｕｆＩｌｅａｓｅｔｏｆｔｒａｉｎｉｎｇｄａｔａＤ・Ｆｉｇｕｒｅ２ｓｈｏｗｓｔｈestructureoftheensemble
systemincludingKSGNTsinthetrainingprocess・ＴｈｅｓｅｔｏｆａｌｌｔｒａｉｎｉｎｇｄａｔａＤｅｎｔｅｒｓeachSGNN
througheachshuffler・TheshufHermakesshuflleelementsｏｆＤａｔｒａｎｄｏｍ・AllSGNTsaregeneratedby
adoptingｔｈｅＳＧＮＴａｌｇｏｒｉｔｈｍ・Aftertrainingprocess，variousSGNTsaregeneratedindependently・Ｗｅ
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ESGNNswhichareconstructedh･omKSGNTs(trajningprocess).Oneexpertcorrespondstoone
SGNT，theshufHermakesshufHeelementsofinputdata
Fig.２
Input
７
CombInC「
Ｚ
Outpm
O
ThestructureofESGNNs(testingprocess）Ｆｉｇ．３
ｃａｌｌａＳＧＮＮ‘`expert，，intheensemblesystem・
Inthetestingprocess，ｔｈｅｓｅｔｏｆｔｅｓｔｄａｔａＴｅｎｔｅｒｓａｎｅｎｓｅｍblemodeLFigure3showsthestructure
oftheensemblesystemincludingKSGNTsinthetestingprocess、ＥａｃｈｏｕｔｐｕｔｖｅｃｔｏｒｏｋｅｍＭ，ｗｈｅｒｅ
ｍｉｓａｒｅａｌｎｕｍｂｅｒ，denotestheoutputoftheexpertAfbｒｔｈｅｓｅｔｏｆｔｅｓｔｄａｔａＴ・Theoutputofthis
ensemblemodeliscomputedbyaveragingtheeachexpertoutputasfbllows：
。=☆i占卯 （２）
k＝１
ThisensemblelnodelcanobtainmoresensitiveclassificationthanasingleSGNNbecauseofits
estimationcapabilityoftheunknowntrueprobabilitydensity・Thismeansimproveｍｅｎｔofanaccuracy
oftheclassificatioｎ．
Inthispaper,weadopttheensemblemodeltobinaryclassificationproblems・Inordertoclassify
eachtestdata,correspondingoutputod(j＝１，…,Ｍ)isevaluatedasfbllows：
Class１，
ClassO，
１く一
価
Ⅱ
α
ン｜くく一
・
０
．
２
０
０
ｏ
(3)
４．ParallelandDistributedC1assification
Sinceeachexpertmaketrainingandtestindependently,theESGNNsmodelhaspossibilityofparallel
computationinthetrainingprocessandthetestingprocess・Hence，weallocateeachofexpertstoeach
ofprocessorsontheMIMDcomputer・TheprocedureoｆｔｈｅｐａｒａｌｌｅｌｉｚａｔｉｏｎｏｆＥＳＧＮＮｓｉｓｐresentedas
fOllows：
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ロハ＝Ｔ旧iningphase-LTestingphaso～／。
ＱＴ okParaIIeIprocess
Ｔｉｍｅ￣
Fig.４ParallelizationofESGNNs・HorizontallinesaretheprocessorsonMIMDparallelcomputer
Stepl：Inamasterprocessor，ｒｅａｄｔｈｅｔｒａｉｎｉｎｇｓｅｔＤａｎｄｔｈｅｔｅｓｔｓetTinthedisk
Step2:Inthemasterprocessor，broadcastDandTfbrallK-1slaveprocessors．
Step3：Inallprocessors，ｇｅｎｅｒａｔｅｔｈｅＳＧＮＴｆｒｏｍＤ,ｔｈｅｎｔｅｓｔｔｈｅＳＧＮＴｕｓｉｎｇＴ,andcomputetheOIc
indePendentlyj
Step4：Inallprocessors,eachoutputolcfbrTiscollectedinthemasterprocessorbyall-to-onecommu-C
nication．
Step5:InthemasterprocessoMomputeobyEｑ(2)andwritetothedisk
BecaUsethenumberofthecommunicationsbetweenthemasterprocessorａｎｄｅａｃｈｓｌａ刀eprocessoris
onlytwotimes(Step2andStep4),theparallelefIiciencyisapproximatelyexpectedthelinearspeedup(See
Figure4).Inourcase,allcomputationsareperfbrmedonthelntelParagon(ParagonXP/S15)Thisisa
distributedmemorymulticomputer,andthearchitectureismultipleinstructionmultipledata(ＭＩＭＤ)．
TheParagonweusehas296processorsEachprocessorislnteli860XP(50ＭHz).Thetwo-dimensional
meshisadoptedasthenetworkoftheParagon．
５．ExperimentalDetails
WeallocateaＳＧＮＴｔｏｅａｃｈｏｆｐｒｏｃｅｓｓｏｒｓｏｎｔｈｅＰａｒagon,andcomputelOOtrialsfbreachsin-
gle/ensemblemodeLThenumberofprocessors(SGNTs)Kfbrtheensembleaveragingischangedfrom
lto30(1,2,3,4,5,6,7,8,9,10,15,20,25,and３０),andthethresholdvalue〈isOfbreachSGNTalgorithnL
Inordertoreducetheredundantexecution,werepeatedlOOtrialsfromStep3toStep5mpriorsection
continuously､Generally,theparallelefIiciencyeisdefinedasfbllows：
ｓ(Ｋ）Ｅ＝－Ｊ（ (4)
whereＳ(Ｋ)standsfbrthespeedup,andKisthenumberofprocessors・Inthispaper,weadoptasthe
scaledspeeduponewhichisgivenin7）toevaluatetheparallelefliciencyasfbllows：
s(Ｋ)＝Ｂ＋凡Ｋ， (5)
whereBandB,representthefractionoftheprogramwhichisperfbrmedinserialandparallel,respec-
tively・
InordertoinvestigatetheparalleｌｐｅｒｆｂｒｍａｎｃｅｏｆＥＳＧＮＮｓ，weselectthreetypicalclassification
problemswhicharegivenasbenchmarkproblemsinthisclassificationfieldNext，ｗｅｄｅｓｃribethebrief
explanationoftheseproblems．
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Tnble2ＳｉｘａｂｉｌｉｔｉｅｓｏｆＭＯＮＫ，sproblems
ｚ,：headShapeEround,squarepctagon；
ｚ２：bodyshapeEround,square,octagon；
ｚ３：iSSmilingEyeS，ｎｏ；
z4：holdingEsword,balloon,flag；
z5:jacket-colorEred,yellow,green,blue；
z6：has-tieEyes,no；
ＭＯＮＫ，ｓ：ＭＯＮＫ，ｓｐｒｏｂｌｅｍｓａｒｅｗｉｄｅｌｙｕｓｅｄａｓｔｈｅｂｅｎchmarkproblems，Ｔｈｅｌｅａｒｎｉｎｇｔａｓｋｓｏｆ
ＭＯＮＫ，sproblemsareabinaryclassificationtasklnble2showssixdiscreteattributesofMONK，s
problems、Eachofthemisgivenbythefbllowinglogicaldescriptionofaclass．
・ProblemMi:(headshape＝body_shape)or(jacket-color＝red).From432possibleexamples，
１２４wererandomlyselectedfbrthetrainingset、Nonoisewaspresent．
●ProblemM：Exactlytwoofthesixattributeshaｽﾉetheirfirstvalue・FYom432examples,l69
wereselectedrandomly・Nonoisewaspresent．
・ProblemM3：（Jacket-colorisgreenandholdingasword)orOacket-colorisnotblueand
bodyJshapeisnooctagon）Hom432examples,１２２wereselectedrandomly・Ａｎｄａｍｏｎｇ
ｔｈｅｍｔｈｅｒｅｗｅｒｅ５％misclassification,i・enoiseinthetrainingset．
cancer：Cancerproblemsarebinaryclassificationtaskfbrclassifyatumoraseitherbenignormalignant
basedoncelldescriptionsgatheredbyamicroscopicexamination,Inputattributesare：
●theclumpthickness，
・theunifbrmityofcellsize，
・cellshape，
・theamountofmagicaladhesion，
・thefrequencyofbarenuclei,etc．
Cancerproblemshave9attributes,６９９examplesEachattributeconsistsofcontinuousrealvalue・
Threeproblemsaregivenbychangingtrainandtestdata．
Ｃａｒｄ：CardproblemsarebinaryclassificationtaskCardproblemspredicttheapprovalornon-approval
ofacreditcardtoacustomer・Cardproblemshave51attributes,６９０examples、Ｔｈｉｓdatasethas
agoodmixofattributes：
●Continuous，
・nommalwithsmallnumbersofvalues，
・nominalwithlargenumbersofvalues
Thereareafbwmissingvaluesin5％oftheexamples・Threeproblemsaregivenbychangingtrain
andtestdata
lnthispaper,weusebelowdefinedmisclassificationrateastheclassificationaccuracy・
ｎｕｍｂｅｒｏｆｆａiluresmisclassificationrate＝ （６）ｎｕｍｂｅｒｏｆｔｅｓｔｄａｔａ．
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6．ExperimentalResults
Figure5(a),Figure5(b),andFigure5(c)showtheinHuenceofthenumberofprocessorsonmisclas-
sificationrate(％)fbrMONK，s(Ｍｉ,Ｍ２,andＭ３),cancer(Cancerl,cancer2,andCancer3),ａｎｄＣａｒｄ
(Card1,Card2,andCard3)problemsrespectively、Misclassificationratesareimprovedbycomputing
theensembleaveragingｏｆｖａｒｉｏｕｓＳＧＮＴｓｆｂｒａｌｌｐｒｏｂｌｅｍｓ・Here，eachmisclassificationrateshowsthe
averageoflOOtrialsanditserror-bar・Itisshownthattheclassificationaccuracieｓａｒｅｉｍｐｒｏｖｅｄｂｙ
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misclassificationrate(％)for(a)MONK，s,(b）
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computingtheensembleaveragingofvariousSGNTsfbrallproblems・Especially,themaximummisclas-
sificationratesarelargelyimprovedfbrallproblems・ＣＯｍｐａｒｉｓｏｎｔｏｅｖｅｎａｎｄｏｄｄｎｕｍｂｅｒｓｏｆＫ，odd
numberensemblesaregoodaccuracythanevennumberensemblesbecauseevennumberensembleshas
somecasesthataredividedintothesａｍｅｎｕｍｂｅｒｏｆｃｌａｓｓｗｉｔｈｒｅｓｐｅｃｔｔｏｂinaryclassificationproblems・
Hence，itisnaturalconsequencethatoddnumberensemblesarebetterthanevennumberensemblesfbr
binaryclassificationproblems・
Figure6(a),Figure6(b),andFigure6(c)showstherelationbetweeMhenumberofprocessorsand
speedupfbrMONK，ｓ，cancer，andCardrespectively・Approximatelylinearspeedupisobtainedfbrall
problems・
Consequently〉theparallelanddistributedclassificationusingESGNNscanobtainmorehigherclas-sificationaccｕｒａｃｙｔｈａｎｔｈｅｓｉｎｇｌｅＳＧＮＮｓｂｙａｌｌｏｃａｔｉｎｇｅａｃｈｏｆＳＧＮＴｓｔｏｅａｃｈｏｆｐｒｏｃｅｓsOrs，goon
maintamingthehighspeedprocessingpropertyofthesingleSGNNs．
7．Ｃｏｎｃｌｕｓｉｏｎｓ
ｌｎｔｈｉｓｐａｐｅｒ,wepresentedtheparallelanddistributedclassificationusingESGNNstoobtainmore
elfectiveimplementationfbrclassificationontheMIMDparallelcomputer・FTomtheexperlmentalresults
thefbllowingconclusionscanbedrawn：
●ThismodelcanimprovetheclassificationaccuracyusingvariousSGNTswhichareallocatedpro-
cessorsoｎｔｈｅＭＩＭＤｃｏｍｐｕｔｅｒ．
・ThismodelcanperfbrmataskwiththehighparallelefIiciencybyallocａｔｉｎｇｅａｃｈｏｆＳＧＮＮｓｔｏ
ｅａｃｈｏｆｐｒｏｃｅｓsorsontheMIMDcomputer、
InthefUture,weintendtoproposeafastpruningmethodfbrmoreefIicientprocessingfbrclassification．
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