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This paper derives an input/output representation for infinite dimensional inear 
systems whose state transition operators are trace-class. The representation is an 
infinite dimensional autoregressive moving-average (ARMA) model whose coef- 
ficients are shown to decay faster than exponentially. The relationship between this 
ARMA model and the initial-value problem for an infinite dimensional state-space 
representation of the same system is established. It is shown that if a one-step-ahead 
output predictor is based on the infinite dimensional ARMA model, the predicted 
output will approach the output from the state-space initial-value problem faster 
than exponentially. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
In digital filtering, identification, and control, input/output models of 
finite dimensional inear systems are used extensively (see [GSA HM1, Ll, 
LSI], for example). This paper derives a digital input/output model for 
infinite dimensional linear systems whose state-transition operators are 
trace-class (i.e., nuclear). The motivation for the study is adaptive iden- 
tification and control of distributed systems like diffusion processes and 
flexible structures with certain prominent damping models (for example, a 
damping operator proportional to the square root of the stiffness operator; 
(see [CRl, GJl, 511). 
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The state-space representation of a linear time-invariant digital control 
system is 
x(t + 1) = Tx(t) + &4(t), t = 0, 1) 2, . ..) (1.1) 
y(t) = Wt), (1.2) 
where the state vector x(t), the input (usually control) vector u(t), and the 
output (usually measurement) vector y(t) are elements of usually different 
Banach spaces. If x(t) has finite dimension N, then y(t) and u(t) satisfy the 
input/output equation 
y(r)+ f a,y(t-n)= 5 B,u(t-n), t= N, N+ 1, N+2, . . . . (1.3) 
n=l fl=l 
where the scalars a, are the coeffkients in the characteristic polynomial of 
T and the operators B, can be computed easily in terms of T, B, and C. 
The input/output representation in (1.3) is called an autoregressive- 
moving average (ARMA) model. (See [GSl, HMl, Kl] and many other 
references.) 
If x(t) has infinite dimension, as it does when (1.1) is the sampled data 
version of a distributed system, then the obvious formal generalization of 
(1.3) is to set N = co for the two series in (1.3) to obtain an infinite dimen- 
sional ARMA model. But it is not so obvious what relationship exists 
between the y(t) generated by the infinite dimensional ARMA model and 
the y(t) generated in the initial value problem for the state-space model in 
(1.1~(1.2). Indeed, it is not clear what the infinite dimensional ARMA 
model means, since at any finite time t only finite histories of y(t) and u(t) 
exist for the initial value problem in state space, and even if the missing 
infinite histories are defined somehow, the meaning of the infinite dimen- 
sional ARMA model is still unclear without information about the decay 
rates of the coefficients a, and B,. 
For systems in which the state vector x(t) is in a Hilbert space and the 
operator T is trace-class, this paper develops a well defined infinite dimen- 
sional ARMA model and establishes the relationship between the output 
generated by this ARMA model and the output generated by the infinite 
dimensional state-space model. It is shown that the coefficients a, are the 
coefficients in a characteristic function for T and that the a,,‘~ and B,‘s can 
be generated by a recursion analogous to a standard recursion for generat- 
ing the coefficients for finite dimensional ARMA models from state-space 
models. Also, it is shown that the coefficients in the infinite dimensional 
ARMA model decay faster than exponentially with n. Then it is shown that 
a one-step-ahead output predictor can be based on the infinite dimensional 
ARMA model, and that this infinite dimensional predictor can be 
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approximated by finite dimensional predictors. The two most important 
results, Theorems 4.9 and 4.10, concern the error between the output from 
the infinite dimensional predictor and the output from the state-space 
initial value problem and the difference between the outputs from the 
approximating finite dimensional predictors and the output from the 
infinite dimensional predictor. 
Section 2 presents ome preliminary lemmas needed for defining the coef- 
ficients in the infinite dimensional ARMA model and analyzing their decay 
rates. Section 3 derives a characteristic function, as both an infinite product 
and a power series, for a trace-class operator, and establishes a faster-than- 
exponential decay rate for a sequence of operators that can be used to 
generate the ARMA coefficients recursively. Then Section 4 derives the 
infinite dimensional ARMA model corresponding to the initial-value 
problem for the infinite dimensional state-space representation, establishes 
the relationship between the outputs of the two representations, and 
discusses infinite and finite dimensional output predictors based on the 
infinite dimensional ARMA model. Section 5 discusses the meaning of the 
main results and their application. 
2. PRELIMINARY LEMMAS 
In this section, zj, j= 1, 2, . . . . is a sequence of complex numbers that 
converge to zero. For z # 0, the infinite product 
ftz)= fi t1 -zjlz) 
j=l 
(2.1) 
is said to converge absolutely (see [Al, pp. 189-1951) if the series 
f log( 1 - Zj/Z) (2.2) 
j=l 
z, # z 
converges absolutely. The following lemma summarizes part of the discus- 
sion in [Al]. 
LEMMA 2.1. The infinite product and infinite series in (2.1) and (2.2) 
converge absolutely for a single nonzero z tf and only tf the sequence zj is 
absolutely summable; in which case the infinite product and infinite series 
converge absolutely for each nonzero z. When the infinite product converges 
absolutely, f(z) is an entire function of (l/z), with zeroes exactly at z = zj for 
any nonzero zj, and the multiplicity of each zero is equal to the (finite) 
number of times zj is repeated in the sequence. 
92 GIBSON AND JABBARI 
HYPOTHESIS 2.2. Henceforth, we assume that z, is an absolutely sum- 
mable sequence of complex numbers. 
Next, we will determine the power series for f(z). For any positive 
integer n, there are countably many collections of n distinct positive 
integers j, , j,, . . . . j,. We assume that these sets of integers are enumerated 
as Jr), k = 1, 2, . . . . and we define the product 
rp=z.z. . ..z. 
II JZ In ’ JP)= {jl, .L, ..., j,>. (2.3) 
Since the zis are absolutely summable, it follows by induction that, for 
each n, the sequence np’ is absolutely summable. 
DEFINITION 2.3. For n = 1, 2, . . . . 
a,=(-1)” f I-I:‘, 
k=l 
(2.4) 
(2.5) 
In general, each a, is a complex scalar, but when the sequence zj contains 
only real numbers and complex conjugate pairs, each a, is real. 
Note that a, is the negative of the sum of the zj’s and d, is the sum of 
the absolute values of the zis. When the zis are distinct, a, is ( - 1)” times 
the sum of all products of n distinct zj’s; the business with Jt’ makes 
Definition 2.3 correct when some zis are repeated. 
LEMMA 2.4. The positive real numbers [a,,[ and ii, decay faster than any 
exponential. In particular, 
IanI <ii, < 67/n!, n = 1, 2, . . . . (2.6) 
Proof: Let qp) be the sum of the absolute values of all the zj’s exept 
those in nP1. Then, for n = 1, 2, . . . . 
ktl IIX’I 4h”‘=(n+ 1) f l17t+1)l. 
k=l 
(2.7) 
Since 
qf’ < 6, (2.8) 
for all n and k, (2.6) follows from (2.4), (2.5), and (2.7). 1 
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COROLLARY 2.5. For each r > 0, there exists M(r) such that 
IanI < 2, < M(r)r”, n = 1, 2, . . . . (2.9) 
For each pair of positive numbers p and r, there exists M’(p, r) such that 
f la+\ < M’(p, r)r”, IzI <p, n= 1, 2, . . . . (2.10) 
j=n 
Proof. The second inequality in (2.9) is immediate from the second 
inequality in (2.6). The proof of (2.10) is then elementary. 1 
LEMMA 2.6. For each nonzero complex z, 
f(z)= fi (l-zj/z)=l+ f anzen, (2.11) 
j=l n=l 
where, in view of (2.10), the series converges absolutely, uniformly in z 
outside any positive radius. 
ProoJ: For each positive integer N, let aLN), n = 1,2, . . . . be the coef- 
ficients such that 
f‘Jz)= fi (l-zj/z)=l+ f n z a(N) --n ) 
j=l n=l 
where aLN’ = 0 for n > N. 
Then, for each N, 
(2.12) 
and 
Ial;“’ d ii,, n = 1, 2, . . . . (2.13) 
/a.-aiNIJ$( f IZjl)6,-1, n=2,3,.... 
j=N+l 
(2.14) 
Since the zis are absolutely summable and the ci,‘s converge to zero, (2.13) 
and (2.14) show 
lim aIf”’ = a,, 
N-CC 
(2.15) 
with the convergence uniform in n. 
Since, for each IV, the series in (2.12) contains only a finite number of 
nonzero terms, it is trivial that this series converges absolutely. But (2.6) 
and (2.13) show that this convergence is uniform in-N. The lemma follows 
then from letting N approach co in (2.12) to obtain (2.11). 1 
409/144/l-7 
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Now we consider a bounded linear operator L on a Banach space. If z 
is a complex scalar such that llzLll < 1, we can define 
log(Z-zL)= - f (zL)“/n, (2.16) 
?I=1 
with the series absolutely convergent in the uniform norm operator 
topology. With log(Z-zL) thus defined, we have 
exp(log(Z- zL)) = I- ZL (2.17) 
and 
Illog(~- zL)II G log( 1 + IIZLII 1. (2.18) 
The following is then a straightforward generalization of Lemmas 2.1 and 
2.6. 
LEMMA 2.7. Zf L is any bounded linear operator on a Banach space and 
zi is an absolutely summable sequence of complex numbers, then the infinite 
product 
g(L)= fi (z-ziL) (2.19) 
j=l 
converges absolutely in the sense that the series 
f log(Z- z,L) (2.20) 
i=il 
converges absolutely in the uniform norm operator topology for j, sufficiently 
large. Also, g(L) (or any partial product) commutes with L. Zf a,, is the 
sequence in Definition 2.3, then 
g(L)= fi (Z-z,L)=Z+ f a,L”, (2.21) 
j= 1 n=l 
where the series converges absolutely in the untform norm operator topology. 
In particular (from Corollary 2.5), for each bounded linear operator L and 
positive number r, there exists M(L, r) such that 
f IlajLjII <M(L, r)P, n= 1, 2, . . . . (2.22) 
j=n 
Remark 2.8. For Lemma 2.7, (2.17) is essential. Although this identity 
is nontrivial with L an operator, it follows from the standard calculus for 
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the algebra of bounded linear operators on a Banach space. See [HP& 
pp. 172-1731 or [Tl, pp. 287-2981. We will apply Lemma 2.7 only when L 
is a linear operator on a finite dimensional space, in which case log(Z-zL) 
can be defined via the Jordan canonical form and the logarithms of the 
eigenvalues of L, and (2.17) is then elementary. Either way, we want (2.16), 
from which follows (2.18) and then the absolute convergence of the series 
in (2.20). 
The following is elementary. 
LEMMA 2.9. Let H, and H, be two closed subspaces af a Hilbert 
space H, with dim(H,) < 00 and H, n H, = (0). Then there exists a positive 
number A4 such that, for all x1 E H, and x2 E H,, 
1x,1*+ Ix,126Mlx,+x,12. (2.23) 
3. THE CHARACTERISTIC EQUATION OF A TRACE-CLASS OPERATOR 
Throughout this paper, T will be a trace-class operator on a complex 
Hilbert space H. An operator is trace-class if it is compact and its singular 
values are summable. The trace norm of T, denoted by 11 T/I r, is equal to 
the sum of the singular values repeated according to multiplicity. For 
properties of trace-class operators, see [DSl, pp. 1088-11101 and [K2, 
pp. 521-5241. Recall that a compact operator has at most a countable 
number of nonzero eigenvalues, that any nonzero point in the spectrum is 
an isolated eigenvalue, and that each nonzero eigenvalue has finite multi- 
plicity (i.e., the associated eigenspace has finite dimension). 
To simplify our discussion, without eliminating any important applica- 
tions that we know, we will assume the following henceforth. 
HYPOTHESIS 3.1. The operator T has infinitely many nonzero 
eigenvalues zj, j = 1, 2, . . . . 
Since T is compact, lim zj = 0. 
The trace of T is 
tr T= f zj, 
j=l 
(3.1) 
(3.2) 
and 
f lzjl G IITII I < ~0. 
,=l 
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Corresponding to the sequence of eigenvalues z,, we define sequences a, 
and 5, as in Section 2. The following theorem is immediate from Lemmas 
2.1 and 2.6. 
THEOREM 3.2. A nonzero complex number z is an eigenvalue of T if and 
only tf z satisfies the characteristic equation 
f(z)=O, (3.3) 
where, for each nonzero complex z, f(z) is given by the infinite product in 
(2.11) and equivalently by the power series in (2.11), with both the product 
and the series converging absolutely. The multiplicity of z as a zero of f(z) 
is equal to the dimension of the associated eigenspace of T, and therefore is 
finite. 
Theorem 3.2 with f (z) given by the infinite product in (2.11) follows aiso 
from [DSl, p. 1106, Lemma 221, but Dunford and Schwartz do not discuss 
the power series for f(z) or the relationship between the eigenvalues of T 
and the coefficients in the power series. Since this power series and the 
properties of the coefficients are essential for the main results of this paper, 
it is most useful here to deduce Theorem 3.2 from the results in Section 2. 
THEOREM 3.3. For each positive integer N, let T, be the restriction of T 
to the span of the generalized eigenvectors of T corresponding to the first N 
nonzero eigenvalues (including repetitions according to multiplicity). Then 
I+ f a,T;“=O, 
n=l 
(3.4) 
where the series converges absolutely. 
Proof From Cayley-Hamilton, 
fj (l-zjT,‘)=O. 
j=l 
(3.5) 
Hence 
g(T,‘)= (l-z,T,$) I[ fi (l-z,T,‘) =O, 1 (3.6) j=l 
where g( T;‘) is defined as in Lemma 2.7. The equivalence of the infinite 
product and power series in (2.21) yields (3.4). 1 
The well known recursion (the Leverrier-Souriau-Faddeeva-Frame 
formulas; see [Kl, pp. 657-6581 or [Cl, p. 671) for generating the coef- 
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ficients in the characteristic polynomial of a finite dimensional matrix 
extends to the current problem. We have 
a,= -tr VJn, n = 1, 2, . . . . (3.7) 
where 
VI = T and V,+l=T(V,+a,Z). (3.8) 
Equivalently, 
n-1 
V,= T”+ 1 ajTnpi, n = 1, 2, . . . . (3.9) 
j=l 
Since T is trace-class, each V, is also. Because each V, is a polynomial in 
T, V,, and T have the same generalized eigenspaces (which are finite dimen- 
sional). The recursion in (3.7b(3.8) follows from the fact that, for each 
eigenvalue zj of T, the corresponding eigenvalue of V,,-i.e., the eigenvalue 
corresponding to the same generalized eigenspace-is the sum of all 
products of it eigenvalues of T that include zj. 
Remark 3.4. If (contrary to Hypothesis 3.1) T had linite rank N, then 
(3.7~(3.8) would yield a, = 0 for n > N. 
THEOREM 3.5. For each positive r, there exists M(r) such that 
II VA G M(r)r”, n = 1, 2, . . . . (3.10) 
Proof: For r > 0, choose N such that lzjl < r for j > N, let H, be the 
span of the generalized eigenvectors corresponding to the eigenvalues zj for 
j < N, and let TN and VnN be, respectively, the restrictions of T and V,, to 
HP According to [K2, p. 178, Theorem 6.171 there exists a closed 
subspace R,,, of H such that H = H, @ A,, H, and A,,, reduce T, and the 
spectrum of T, = T 1 c7, is the spectrum of T without the first N zis. Also, 
let r,,nN be the restriction of V, to 8,. 
According to (3.9) and Theorem 3.3, 
aiT;’ 1 , n = 1, 2, . . . . (3.11) 
and according to Lemma 2.7, there exists M,(r) = M( T,‘, r/II TJl) such 
that 
II VnNll G II T.4” Ml(r)(r/ll TN11 1” = MIO-Y’, n = 1, 2, . . . . (3.12) 
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On the other hand, the spectral radius of p’N is less than r, so there exists 
M,(r) such that 
II Rll < Mdr)r”, n = 1, 2, . . . . (3.13) 
Hence 
L 
n-1 
II VnNII <M,(r) r”+ 1 lql rn-’ 
j=l I 
= M,(r)r” [ 1 +*f’ la,ir’] 
j=l 
<M,(r) [ 1 + f lajl r-j] r”. 
j= 1 
(3.14) 
The theorem follows from (3.12), (3.14), Corollary 2.5, and Lemma 2.9. 1 
Remark 3.6. The eigenvalues of V, are the products l’Jp’ defined in 
(2.3). If the eigenvectors of T form an orthonormal basis for H, then the 
singular values of V, are the magnitudeS of these products. In this case, 
therefore, the trace norm of V, is equal to the 5, defined in (2.5), and the 
sequence V,, decays faster than exponentially in trace norm. 
4. THE INFINITE DIMENSIONAL ARMA MODEL 
AND ONE-STEP-AHEAD PREDICTOR 
Now we consider the difference quation 
x(t + 1) = TX(~) + Bu(t), (4.1) 
where x(t) is in a Hilbert space H, T is a trace-class linear operator on H, 
u(t) is in a Hilbert space U, and B is a bounded linear operator from U to 
H. We continue to assume Hypothesis 3.1 and define the sequences a, and 
ii, as in Sections 2 and 3. 
We define the following sequence of bounded linear operators on H: 
n-1 
F, = Z, F,= T’“-“+ 1 ajT(“-l-i), n = 2, 3, . . . . (4.2) 
j=l 
For recursive generation of the F,‘s, we have 
F ?I+1 = V, + a,Z, n = 1, 2, . . . . (4.3 1 
As a consequence of Corollary 2.5 and Theorem 3.5, llF,ll decays faster 
than any exponential as n + co. 
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DEFINITION 4.1. We denote by H, the span of the generalized eigen- 
vectors corresponding to the first N nonzero eigenvalues (including 
repetitions) of T, and we denote by H, the closed span of all generalized 
eigenvectors corresponding to nonzero eigenvalues of T. 
As in Theorem 3.3 and the proof of Theorem 3.5, we set TN = TI HN. We 
denote by P, the orthogonal projection of H onto H,, by P, the 
orthogonal projection onto H, , and by PO the orthogonal projection onto 
Hi (the orthogonal complement of H,). 
THEOREM 4.2. Let x(t) be the sequence generated by (4.1) fir t > 0 when 
x(O)E H,, for some positive integer N1 and u(t), t 30, is pn arbitrary 
sequence in U. Zf 
u(t) = 0, t = -1, -2, . ..) (4.4) 
and 
x(t) = (TN,)’ x(O), t= -1, -2. . ..) 
then x(t) satisfies the autoregressive-moving average equation 
(4.5) 
x(t)+ f a,x(t-n)= f F,Bu(t-n), -m<tt<, (4.6) 
n=l n=l 
where each series converges absolutely. 
Proof. For t 6 0, we set x,(t) = x(t) and x,(t) = 0. For t > 0, we take 
x,(t) to be the sequence generated by (4.1) with B replaced by P, B and 
we take x,(t) to be the sequence generated by (4.1) with B replaced by 
POB. Thus x(t)=x,(t)+x,(t) for -coogttco. 
We will show that x,(t) and x,(t) each satisfy (4.6) with B replaced by 
P, B and POB, respectively. Adding these two ARMA equations for x,(t) 
and x,(t) will yield (4.6) for x(t). 
ARMA for x,. For N> N,, we define x,,,(t)~ H, by 
XN(f) =x,(t) =x(t), t=o, -1, -2 )...) (4.7) 
x,(t + 1) = TX&~) + PNBu(t), -a3cOtt<. (4.8) 
(Since u(t) = 0 for negative t and T I HN, = TN,, (4.5) and (4.7) yield (4.8) for 
negative t.) From induction on t, 
lim Ix,(r)-x,(t)1 =O, t = 1, 2, *... (4.9) N-co 
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Since T; I Tx,,,( t) = xN( t) for all f, (4.8) yields 
T,$~,,,(t)=x~(t- l)+ T,$P,Bu(t- l), -cilcOtt<, (4.10) 
and (4.10) applied recursively yields 
TinxN(t)=xN(t-n)+ i T,‘“-‘+“P,Bu(t-j), 
j=l 
n = 1, 2, . . . . -cK<t<<, N=N,, N, + 1, . . . . (4.11) 
(Recall that u(t-j)=O for j>t.) 
Next, according to Theorem 3.3, 
[ 
cc 
Z+ c a,T,” 1 xJt)=O, -03<<<<, N= N1, N, + 1, . . . . (4.12) n=l 
Substituting (4.11) into (4.12) yields 
xJt)+ 5 a,x,(t-n)= f F,,P,Bu(t-n), N=N,,N,+l,..., 
?I=1 If=1 
(4.13) 
where 
FnN= -T(Nn-‘) f ajTiJ, n = 1, 2, . . . . N= N1, N, + 1, . . . . (4.14) 
j=n 
From (3.4), 
so that 
- f a,T,‘=z+“~l ajTi’, (4.15) 
j=n j=l 
n-1 
FnN= Tj;“-“+ 1 ajTjCl-‘-“, n = 1, 2, . . . . N=Nl,Nl+ ,,.... (4.16) 
j=l 
The summations on the right sides of (4.15) and (4.16) are replaced by 0 
for n= 1. 
Since TN = T 1 Hnn the operator FnN in (4.13~(4.16) is FnIHN (recall (4.2)), 
and F,,,P,B = F, P,B. Thus, for each u E U and each positive n, 
lim JFnNP,Bu-F,P,Bu( =O. 
N-too (4.17) 
Since for each t, u(t-n)=O and xN(t-n)=x,(t-n) for all but a finite 
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number of n’s, it follows from (4.9) and (4.17) that taking the limit as 
N-+ co in (4.13) yields (4.6) with x and B replaced by x, and P, B. 
ARK4 for x0. Since x,(t) = 0 for t < 0 and u(t) = 0 for t < 0, x0(t) 
satisfies (4.1) with B replaced by PO B for t c 0, as well as for t 2 0. Recur- 
sive application of (4.1) yields then 
x,(t) = f Tj- ‘P,Bu(t -j), -al<<<<. (4.18) 
j=l 
Substituting the series in (4.18) with t = t-n for each x(t - n), n 2 0, in the 
left side of (4.6) yields the right side of (4.6) with B replaced by P,B after 
the coefficients of each u(t - n) are collected to obtain the F,‘s in (4.2). 
Thus (4.6) holds with x and B replaced by x0 and P,B. 
The theorem follows from adding the ARMA equations for x, and x0. 
The series converge absolutely because all but a finite number of u( t ))s are 
zero, x(t) has an exponential bound for negative t, and a, and F, decay 
faster than exponentially. 1 
Remark 4.3. According to Theorem4.2, for each x(O)E UNHN there 
exist histories x(t) E H and u(t) E U, t < 0, such that the ARMA equation 
(4.6) holds (for all integers t) for any input sequence u(t) E U, t b 0. It 
appears that in general there are vectors x(O)E H, for which no such 
histories exist; certainly the definition in (4.5) of x(t) for negative t works 
only for x(0) in H, for some finite N. 
Remark 4.4. Suppose that H = H, 0 Ho for some subspace Ho of H, 
and write B = B, + B, with range (B,) c H, and range (B,) c Ho. If each 
vector in Ho is equal to c,!=, Tie ‘B,u( - j) for some integer N and some 
input sequence u( .) (this is a reachability condition), then Theorem 4.2 can 
be modified to show that there exists a dense subspace D of H such that, 
for each x(0) E D, there exist histories x(t) E H and u(t) E U, t < 0, such that 
the ARMA equation (4.6) holds for any input sequence u(t) E U, t > 0. 
Henceforth, Y is a Hilbert space and C is a bounded linear operator from 
H to Y. 
COROLLARY 4.5. Let x(t) be the sequence generated by (4.1) for t 2 0 
when x(0) E UN H, and u(t), t > 0, is an arbitrary sequence in U. If 
Y(f) = Wt), t 2 0, (4.19) 
then there exist sequences y(t) and u(t), t < 0, such that 
y(t)+ f a,y(t-n)= f CF,,Bu(t-n), -co<<<<, (4.20) 
?l=l II=1 
where each series converges absolutely, 
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Proof. Since x(0) E HN, for some N,, we need only take the histories 
defined in Theorem 4.2 for x(t) and u(t) and set y(t) = Cx(t) for t < 0. 
Applying C to (4.6) yields (4.20). i 
Remarks 4.3 and 4.4 apply to the possible extension of the set of ~(0)‘s 
for which histories for (4.20) exist. 
DEFINITION 4.6. For any Hilbert space Y and positive real number r, 
I,( Y, I) is the Hilbert space of sequences of elements of Y for which the 
following norm is finite: 
lwi,=( f rn [w(-n)i’)‘-‘, 
n=l 
(4.21) 
where (w( - 1 ), w( - 2), . ..) E 12( Y, r). (It will be convenient to index the 
sequence with negative integers.) The inner product on 12( Y, r) associated 
with the norm in (4.21) should be obvious. If w(t) is defined for all 
integers t, then W_ = (w( - l), w( - 2), . ..) and lw ~ Ir is given by the right 
side of (4.21). 
Remark 4.7. Suppose that lw- IrO < co for some positive rO < 1. Then it 
follows from the Schwarz inequality that the series I,“= i rErn Iw( -n)l 
converges for any positive r < 1. Hence the series C,“= i a, w( -n) and 
C,“= i IF,1 1 w( - n)l converge absolutely. 
LEMMA 4.8. Suppose that wl(t), w2(t), and v(t), --co <t < CO, are 
sequences in Y, Y, and U, respectively, and that there exist positive constants 
M,, M2, r,, r2, and r3, with rl < 1 and r3 < 1, such that 
Iw,(t) - wAf)l + Ill G M,ri, t = 0, 1, 2, . ..) (4.22) 
IwAt)l G M2rSy t= -1, -2, . ..) (4.23) 
IWl-Iv,+ Iv-l,,< co. (4.24) 
Zf the sequence w(t) E Y satisfies 
w(t)+ 2 a,(wl(t-n)-w,(t-n))= f CF,Bv(t-n), t = 0, 1, 2, . ..) 
ll=l n=l 
(4.25) 
then there exists M such that 
Ill GMri(M, +M2+ Iw,-lr3+ lv-lr3), t = 0, 1, 2, . . . . (4.26) 
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The constant M depends on r, , r2, and r3 only. (The two series in (4.25) 
converge absolutely, according to Remark 4.1.) 
Proof: Corollary 2.5 and the fact that /FJ decays faster than exponen- 
tially guarantee that, for p = rl r,r,/(l + r2), there exists M, such that 
Ia,1 + IICf’A G M,p”, n = 1, 2, . . . . (4.27) 
Hence 
Iw(t)l GM,M3 i r’,‘-“‘p”+M,M, f p”r~~“’ 
n=l n=t+l 
+Mx”=?+~ NYlw,(t--n)l + Iv(t-nN) 
<M,M,r: i (rJ(1 +rJ)“+M,M,r: f r; 
II=1 ?I=1 
+M3$ f (r1r3)” (IwIt-n)l+ M-n)l) 
n=l 
<M,r: 
[ 
Ml 2 (r2/(1 + r2)Y+ M2 f rI 
?I=1 ?I=1 
+(z, (r?r3Y)“2 (Iw1-lr3+ Iv-l.)], t= LL . . . . (4.28) 
(The Schwarz inequality for l,(R, r3) is used in obtaining the term 
involving Iwl _ I ,j + Iv- Irl in the last inequality.) 1 
THEOREM 4.9. Let x(t), t > 0, be the sequence generated by (4.1) for 
arbitrary x(0) E H and an arbitrary sequence u(t) E U, t 3 0, and let y(t) be 
given by (4.19) for t > 0. Also, let y(t) E Y and u(t) E U, t < 0, be sequences 
for which there exists a positive r0 < 1 such that 
IY-lro+ I=I,,< 009 (4.29) 
wherey-=(y(-l),y(-2) ,...) andu-=(u(-l),u(-2) ,... ). 
Zf the sequence j(t) is defined by 
y(t)+ f a,y(t-n)= f CF,Bu(t-n), t = 1, 2, . . . . (4.30) 
n=l n=l 
then for each positive r there exists M(r) such that 
l.?(t)-y(t)1 GWr)r’Clx(O)l + IY-I,,,+ l~-lrJ t = 0, 1, 2, ..** (4.31) 
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The constant M(r) depends on r and r0 only; i.e., the same M(r) works for 
all x(O), IY-I~,,, and Iu-lro. (The two series in (4.30) converge absolutely, 
according to Remark 4.1.) 
Proof: It is sufficient to consider the case r < 1. We choose a positive 
interger N such that lzjj < r for j > N. Then, as in the proof of Theorem 3.5, 
we have a closed subspace ii,,, of H such that H, and i7, reduce T and the 
spectral radius of F,,, = TI ~~ is less than r, so that there exists M*(r) such 
that (3.13) holds. 
Since H = H, @ A,, x(0) can be written as 
x(0) =x&r(O) + ZpJ(O) (4.32) 
for some x~(O)E H, and Z,(O) E R,. If xN(t), t 2 0, is the sequence 
generated by (4.1) for the initial condition xN(0), then 
x(t) - xN(t) = T’(x(0) - ~~(0)) = T%,(O) = p&(O), t 2 0, (4.33) 
so that (3.13), (4.32), and Lemma 2.9 yield a constant M,(r) such that 
Ix(t) -xN(t)l G MdrY Ix(O)I, t = 0, 1, 2, . . . . (4.34) 
If 
Xdf) = T;x,vtO), t = - 1, - 2, . ..) (4.35) 
and 
4th 
u,(t)= o 
L 
t 2 0, 
t < 0, 
(4.36) 
then, according to Theorem 4.2, 
xJt)+ f anxN(t-n)= f F,Bu,(t-n), -co<<<<, (4.37) 
n=l fl=l 
where each summation converges absolutely. (Note that the xN(t) here is 
different from the xN(t) in the proof of Theorem 4.2 because the original B 
is used in (4.1) to generate the xN(t) here. The N here is the N, in 
Theorem 4.2.) If 
YNtt) = Cx,(t), -m<tt<, (4.38) 
then applying C to (4.37) yields 
ydf)+ f anyNtt-n)= f C~,Bu,(t-n), -co<<<<, (4.39) 
n=l It=1 
where each series converges absolutely. 
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Next we write 
9(t) - Y(l) = P(t) - YN(f) + YN(f) - Y(f). 
From (4.34) and (4.38), 
(4.40) 
lyN(f) - y(t)1 G IICII M&b’ I-@)L t = 0, 1, 2, . . . . (4.41) 
Also, (4.32), (4.35), (4.38), and Lemma 2.9 imply the existence of a 
constant M, such that 
I.Yhdt)l GM, 11~~111 pr Ix(O)I, t= -1, -2, . . . . (4.42) 
Finally, we substract (4.39) from (4.30) and obtain the theorem from 
(4.40), (4.41), (4.42), and Lemma 4.8 with w= $- y,, w1 = y, w2 = y,, 
v=u-UN, rl =r, r2= IIT;‘II~‘, r3=ro, M, = l\Cll M,(r) [x(0)1, and 
M2 = M3 I-@)I. 1 
THEOREM 4.10. Let x(t), u(t), and y(t), t 2 0, be us in Theorem 4.9. 
Suppose that for each positive integer N, the sequence jN(t) is defined by 
jN(t)+ 5 a,y(t-n)= F CF,Bu(t-n), t = 0, 2, . . . . (4.43) 
It=1 II=1 
Then for each pair of positive numbers r and r. with r. < 1, there exists 
M(r, ro) such that 
sup IPdt) - P(t)1 
tp0 
<Wry ro)rN sup {Ill + l+)l> + IY-I,,+ Iu-Iro 
[ SdO 1 p N = 1, 2, . . . . 
(4.44) 
Proof. The result follows from (4.30), the Schwarz inequality for 
I,(R, ro), and the faster-than-exponential decay of a, and llFn[l. 1 
THEOREM 4.11. For each nonzero z in the resolvent set of T, 
> 
-1 Cc 
(4.45) 
where each series converges absolutely. 
ProoJ Let Y=U=Hand C=B=I. For u,EH, define 
u(t) = z’uo, -aI<tt;:, (4.46) 
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and 
y(t)=x(t)=z’(z- T)-‘u,, -co<<<<. (4.47) 
Then (4.30) yields 
B(t) = Z’JW), t = 0, 1, 2, . ..) (4.48) 
which with (4.47) yields 
P(t) - Y(t) = z’(Jw) - Y(O))9 t = 0, 1, 2, . . . . (4.49) 
This implies j(0) = y(O) because Theorem 4.9 says that j(t) - y(t) decays 
faster than exponentially. With (4.46) and (4.47), then, (4.30) becomes 
( 
1+ f a,z-” 
> 
(z-T)-’ 
?I=1 
uo= (c, z”F,)u,. (4.50) 
Remark 4.12. It occurs to the authors that Theorem 4.11 (derived dif- 
ferently) might be somewhere in the functional analysis literature because 
the corresponding result for finite dimensional matrices is well known [Cl, 
p. 671, but we have not found the infinite dimensional result. 
5. CONCLUSIONS AND COMMENTS ON APPLICATIONS 
According to Theorem 4.2 and Corollary 4.5, if the initial condition in 
the initial value problem for the state-space difference quation (4.1) is a 
finite linear combination of generalized eigenvectors corresponding to non- 
zero eigenvalues of the operator T, then the infinite dimensional ARMA 
model (4.20) is an exact input/output relationship for appropriate input 
and output histories. Also, since the same relationship exists between the 
eigenvalues of T and ARMA coefficients in both the finite dimensional case 
and the infinite dimensional problem treated here (except that here there 
are infinitely many eigenvalues and ARMA coefficients), (4.20) is a natural 
extension of the classical finite dimensional ARMA model (1.3). However, 
Theorem 4.2 and Corollary 4.5 are not the most important results of the 
paper because, in applications, initial conditions like those required cannot 
be guaranteed and exact infinite histories can be neither obtained nor used. 
More useful are Theorems 4.9 and 4.10, which concerns predictors based 
on the infinite dimensional ARMA model. In (4.30), 9(t) can be thought of 
as the one-step-ahead prediction of the output at time t based on 
input/output data taken through time t - 1. A similar prediction, based on 
(1.3) with the first y(t) replaced by j(t), is used widely in finite dimensional 
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digital filtering and control algorithms; if the order N and the ARMA coef- 
ficients used in (1.3) are correct, then there will be no prediction error (as 
long as there is no unknown input or output disturbance). For the infinite 
dimensional problem here, Theorem 4.9 says that, for any initial condi- 
tion x(O) in the state-space initial value problem, the error in the one-step- 
ahead prediction of the output would decay faster than exponentially if 
all the terms in the series in (4.30) could be used (with rather arbitrary 
artificial initial input/output data.) 
In a realizable predictor, though, only a finite number of terms can be 
kept in the series, so that (4.43) must be used for prediction. Theorem 4.10 
says that if the input and output are bounded for positive time, then the 
difference between the f,,,(t) from the finite dimensional predictor ln (4.43) 
and the g(t) from the infinite dimensional predictor in (4.30) decreases 
faster than exponentially with N (the number of terms retained in the 
moving averages in the predictor), uniformly in positive time. Of course, 
the faster-than-exponential decay rates in Theorems 4.9 and 4.10 result 
from the faster-than-exponential decay rates of the coefficients in the 
infinite dimensional ARMA model. 
In [GJl, Jl], we computed the infinite dimensional ARMA coefficients 
for a flexible structure with a single input and a single output. The operator 
Tin that example, as in most applications, is a C,-semigroup evaluated at 
the end of one sampling period. The semigroup is trace-class because the 
damping operator in the structure model is proportional to the square root 
of the stiffness operator, which is equivalent to having the same damping 
ratio in all modes of free vebration. To compute the ARMA coefficients, we 
used the recursion defined by (3.7) (3.8), and (4.3) except that instead of 
the infinite dimensional operators T, B, and C, we used sequences of 
approximating operators (matrices) Tj, Bj, and Cj corresponding to finite 
dimensional modal (eigenvector) approximations to the distributed model 
of the structure. As discussed in [GJl], the approximating ARMA coef- 
ficients converged to the coefficients in the infinite dimensional ARMA 
model derived in this paper as j increased; i.e., anj + a, and Fnj + F,. In 
[GJl], we showed only that the a,‘s decay faster than exponentially and 
that the F,‘s decay faster than exponentially under the very restrictive 
condition that the eigenvectors of T form an orthonormal basis for the 
Hilbert space H. We had none of the results in Sections 3 and 4 of this 
paper. 
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