Introduction
The analysis of business cycle synchronization provides crucial information for policymakers in determining the economic regions most sensitive to policy changes or shocks.
Most of the related studies have mainly focused on describing the cyclical patterns of economies during a given time span. However, little has been done in terms of assessing potential changes in those patterns, which can be caused by a variety of factors, such as policy modi…cations, trade agreements, economic unions, aggregate recessionary shocks, etc.
Because of the asymmetric nature of business cycles, multivariate Markov-switching (MS) models (Hamilton (1989) ) have become useful tools for analyzing the synchronization of national economies (Smith and Summers (2005) and Camacho and Perez-Quiros (2006)), or regional economies (Owyang et al. (2005) and Hamilton and Owyang (2012) ).
In these studies, real economic activity is modelled as a function of a latent variable that indicates, at each time period, if the economy is in a recessionary or an expansionary phase. These studies provide an overall picture of the synchronization between the business cycles of di¤erent economies, although they are not able to endogenously identify potential synchronization changes. This paper speci…cally examines how the dependency relationship between the latent variables governing a multivariate MS model changes over time.
The approaches used in the literature to deal with multivariate MS frameworks traditionally assume constant dependency relationships between the latent variables. These can be sorted into two categories. The …rst category includes studies where the relation is a priori based on the researcher's judgment. Multivariate MS models are usually analyzed under three di¤erent settings (Hamilton and Lin (1996) and Anas et al. (2007) ). The …rst refers to the case where all series follow common regime dynamics (Krolzig (1997) and Sims and Zha (2006) ). The second, which is the most followed approach, uses totally independent Markov chains (Smith and Summers (2005) and Chauvet and Senyuz (2008) ). In the third, the dynamics of one latent variable precedes those of other latent variables (Hamilton and Perez-Quiros (1996) and Cakmakli et al. (2011) ), allowing for a possibly di¤erent number of lags. 1 Accordingly, the obtained regime inferences and …nal interpretations of the model's output may vary substantially depending on the approach chosen. 2 1 Another type of relationship, under a univariate framework, is presented in Bai and Wang (2011) , where the state variable governing the mean of the process is conditional to the one governing the variance of that process. 2 There is also the case of a general Markovian speci…cation that involves the full transition probability matrix; however, it raises computational di¢ culties with a large number of series, states or lags. It is The second category focuses on making a posteriori assessments of the synchronization between MS processes, providing "average" dependency relationship estimates. Work in this line are Guha and Banerji (1998) and Artis et al. (2004) , which after estimating di¤erent univariate models, compute cross-correlations between the probabilities of being in recession as measures of synchronization. However, as shown in Camacho and PerezQuiros (2006), these approaches may lead to misleading results, since they are biased toward showing relatively low values of synchronization precisely for countries that exhibit synchronized cycles. This suggests that a bivariate framework would provide a better characterization of pairwise synchronization than two univariate models.
Regarding the analysis of pairwise business cycle contemporaneous synchronization, Phillips (1991) This paper provides a new approach to infer the time-varying relationship between the latent variables governing multivariate MS models. This information allows us to endogenously identify regimes where two economies enter recessions and expansions synchronously, from regimes where the economies are unsynchronized and experience independent business cycle phases. In contrast to the previous related literature, the proposed …lter not only provides a full characterization of the regime inferences, but it also simultaneously provides inferences on the type of synchronicity that both economies experience at each period of time.
The model is estimated by Gibbs sampling and its reliability is assessed with Monte
Carlo experiments, which identify it as a suitable approach to track changes in the synchronization of cycles. Moreover, the obtained pairwise synchronizations can be easily converted into measures of dissimilarity, which can be interpreted as cyclical distances and used in assessing changes in the clustering and interdependence patterns that could be experienced by not only two, but many, economies. This is done by relying on network also less straightforward to interpret, and does not allow us to endogenously infer the type of relationship between the latent variables.
analysis, where economies take the interpretation of nodes, with links between pairs of nodes given by the estimated synchronicity, fully characterizing a business cycle network governed by Markovian dynamics.
The proposed framework is applied to investigate potential variations in the cyclical interdependence between U.S. states, obtaining three main …ndings. First, the results report the existence of interdependence cycles, which are associated with recessions as identi…ed by the National Bureau of Economic Research (NBER). Such cycles are de…ned as periods characterized by low cyclical heterogeneity across states, experienced during the recessionary and recovery phases, followed by longer periods of high cyclical heterogeneity, which occurs during the phases of stable growth. Second, there are substantial variations in the grouping pattern of states over time, going from a scheme characterized by several clusters of states to a core and periphery structure, composed of highly and lowly synchronized states, respectively. Third, the network analysis documents a change in the propagation pattern of contractionary shocks across states. Until the 1990s, recessions were characterized by the spread of shocks mainly across a few big states in terms of their share of GDP. Since that time, recessionary shocks have been more uniformly spread across all states, suggesting that regions of the U.S. economy have become more interdependent over the past two decades.
The paper is structured as follows. Section 2 presents the proposed time-varying synchronization approach, describes the …ltering algorithm and reports the Monte Carlo simulation results. Section 3 analyzes the dynamic synchronization of business cycle phases in U.S. states, relying on bivariate, multivariate and network analyses. Finally, Section 4 concludes.
The Model
Let y i;t be the growth rate of an economic activity index of economy i, which can be modelled as a function of a latent or unobserved state variable (S i;t ) that indicates whether the economy is in a recessionary or expansionary regime, an idiosyncratic component, i;t , and a set of additional parameters, i . Accordingly, for i = a; b, y a;t = f (S a;t ; a;t ; a )
(1)
The goal of this section is to provide assessments on the synchronization between S a;t and S b;t for each period of time; that is, sync(S a;t ; S b;t ) = Pr(S a;t = S b;t ); for t = 1; :::; T: 
It is worth noting that the results derived in this section can be straightforwardly extended to speci…cations including lags in the dynamics. However, Camacho and PerezQuiros (2007) show that positive autocorrelation in macroeconomic time series can be better captured by shifts between business cycle states rather than by the standard autoregressive coe¢ cients. The model can also be extended to allow for regime switching in the variance-covariance matrix; however, since the empirical application focuses on the period after the Great Moderation, such a feature is not included in the model.
When S k;t = 0, the state variable S k;t indicates that y kt is in regime 0 with a mean equal to k;0 . When S k;t = 1, y kt is in regime 1 with a mean equal to k;0 + k;1 , for k = a; b. Moreover, S a;t and S b;t evolve according to irreducible two-state Markov chains, whose transition probabilities are given by Pr(S k;t = jjS k;t 1 = i) = p k;ij , for i; j = 0; 1 and k = a; b:
To characterize the dynamics of y t = [y a;t ; y b;t ] 0 , the information contained in S a;t and S b;t can be summarized in the state variable, S ab;t , which accounts for the possible combinations that the vector S ab;t = a;0 + a;1 S a;t ; b;0 + b;1 S b;t 0 could take through the di¤erent regimes:
Similar to Harding and Pagan (2006) , the objective of the proposed model is to differentiate regimes where the phases of y a;t and y b;t are unsynchronized, implying that S a;t and S b;t follow independent dynamics; that is, Pr(S a;t = j a ; S b;t = j b ) = Pr(S a;t = j a ) Pr(S b;t = j b );
from regimes where the phases of y a;t and y b;t are fully synchronized, entering expansions and recessions synchronously, implying that S a;t = S b;t = S t ; that is,
In order to do so, I introduce into the framework another latent variable, V t , that takes the value of 1 if business cycle phases are in a synchronized regime, and the value of 0 if they are under an unsynchronized regime at time t; that is,
( 0 if S a;t and S b;t are unsynchronized 1 if S a;t and S b;t are synchronized :
The latent variable V t also evolves according to an irreducible two-state Markov chain whose transition probabilities are given by
The advantage of introducing V t , rather than analyzing the general Markovian speci…-cation with the full transition probability matrix, as in Sims et al. (2008) , is that all the information about the dependency relationship between the latent variables remains summarized in a single variable, V t , providing an easy-to-interpret way of assessing synchronization changes. It is also able to provide information about the expected duration of regimes where economies are synchronized or unsynchronized based on their associated transition probabilities. Notice that the analysis in this paper focuses on dependency, not on correlations, since the objective is to determine if two economies are either synchronized or unsynchronized.
Accordingly, there is an enlargement of the set of regimes in Equation (6) , which remains fully characterized by the latent variable S ab;t , that simultaneously collects information regarding joint dynamics, individual dynamics and their dependency relationship over time:
Inferences on the latent variable S ab;t , can be computed by conditioning on V t 3 :
where Pr(S a;t = j a ; S b;t = j b jV t = j v ) indicates the inferences on the dynamics of S ab;t , conditional on total independence if V t = 0, or conditional on full dependence if V t = 1.
In the former case, the joint probability of S ab;t is given by
while, in the latter case, it is given by
Therefore, inferences on the state variable S ab;t , in Equation (6), after accounting for synchronization, can be easily recovered by integrating Pr(S a;t = j a ;
which implies that the joint dynamics of S a;t and S b;t remain characterized by a weighted average between the extreme dependent and independent cases, where the weights assigned to each of them are endogenously determined by
Therefore, from now on, the term ab t will be referred to as the dynamic synchronicity between S a;t and S b;t .
Filtering Algorithm
This section develops an extension of the Hamilton (1994) algorithm to estimate the model described in Equations (4) and (15) . The algorithm is composed of two uni…ed steps. In the …rst one, the goal is the computation of the likelihoods, while in the second, the goal is the prediction and updating of probabilities. 
The conditional joint density corresponding to the state variable that fully characterizes the model's dynamics, S ab;t , can be expressed as a function of its components, f (y t ; S ab;t = j ab j t 1 ; ) = f (y t ; S a;t = j a ; S b;t = j b ; V t = j v j t 1 ; ); (18) which is the product of the density, conditional on the realization of the set of regimes times the probability of occurrence of such realizations,
The trivariate probability of S a;t = j a , S b;t = j b and V t = j v is obtained by using conditional probabilities,
where the term Pr(S a;t = j a ; S b;t = j b jV t = j v ; t 1 ; ) is fully characterized with the results derived in Equations (13) and (14) . Thus, Equation (20) remains a function of only Pr(S k;t = j k j t 1 ; ) for k = a; b, Pr(V t = j v j t 1 ; ) and Pr(S t = jj t 1 ; ). The steady state or ergodic probabilities can be used as starting values to initialize the …lter.
In order to make inferences on the evolution of single-state variables, the marginal densities are obtained as
The marginal density associated the state variable S t requires a special treatment. When it is assumed that the model's dynamics are governed by only one state variable, i.e., S a;t = S b;t = S t , the density in Equation (18) collapses to f y (y t ; S t = jj t 1 ; ), where f y (y t ; S t = 0j t 1 ; ) = f (y t ; S a;t = 0; S b;t = 0; V t = 1j t 1 ; );
f y (y t ; S t = 1j t 1 ; ) = f (y t ; S a;t = 1; S b;t = 1; V t = 1j t 1 ; ):
Accordingly, the density of y t , conditional on the past observables, is given by
and under the assumption that S a;t = S b;t = S t , it is given by
STEP 2: Once y t is observed at the end of time t, the prediction probabilities Pr(S k;t = j k j t 1 ; ) for k = a; b, Pr(V t = j v j t 1 ; ) and Pr(S t = jj t 1 ; ) can be updated:
Forecasts of the updated probabilities in Equations (28) to (31) are done by using the corresponding transition probabilities p a;ij ; p b;ij ; p ij ; p v;ij , in the vector , for S a;t ; S b;t ; S t and V t , respectively:
Pr(S t+1 = j; S t = ij t ; )
Finally, the above forecasted probabilities are used to predict inferences on the real-izations of S ab;t+1 , relying on Equation (20):
where Equation (35) remains a function of Pr(S k;t+1 = j k j t ; ) for k = a; b, Pr(V t+1 = j v j t ; ) and Pr(S t+1 = jj t ; ).
By iterating these two steps for t = 1; 2; : : : ; T , the algorithm provides simultaneous inferences on S a;t , S b;t and their dynamic synchronicity ab t , de…ned in Equation (16) . Regarding the estimation of the parameters, notice that, as the number of possible states increases, the likelihood function could be characterized by several local maximums, causing strong convergence problems in performing maximum likelihood estimations, as shown in Boldin (1996) . Hence, given the high number of combinations of states through which the likelihood is conditioned in Equation (26), the set of parameters along with the inferences on the state variables are estimated by using Bayesian methods. Specifically, a multivariate version of the approach in Kim and Nelson (1999) , which applies Gibbs sampling procedures, is used. The estimation method is explained in detail in the Appendix.
Simulation Study
In order to validate the reliability of the proposed approach to assess changes in the synchronization of business cycle phases, I rely on the use of Monte Carlo experiments.
Each simulation consists of two steps. First, the generation of two stochastic processes subject to regime switching that experience one or more synchronization changes. Second, by letting the econometrician observe only the generated data, but not the data-generating process, the proposed …lter in Section 2.1 along with the Gibbs sampler, are applied to obtain estimates of the model's parameters, probabilities of recession for each economy, and, more importantly, the inferences on synchronization changes. I then address how well the parameter estimates and inferences match the real ones. 4 Given a sample of size T , the data-generating process consists of generating a …rst-order Markovian process, S a;t , with a transition probability matrix,
1 p a;00 p a;11
and an error term, e I a;t , drawn from an N (0; 1 and p b;11 , the same procedure is repeated to independently generate
where S b;t is a …rst-order Markovian process and e I b;t is drawn from an N (0; 1). Next, another Markovian process, S t , is generated by using the transition matrix 
The information generated so far can be collected in two vectors, one in which two stochastic processes are driven by two Markov-switching variables independent from each other, y I t = [y I a;t ; y I b;t ] 0 , and the other where two stochastic processes are governed by only one Markov-switching dynamic,
The premise of this paper is that, during some regimes, the output growth of two economies can follow dynamics similar to those in y D t , while during other regimes, things can change in one, or both, of the economies, leading their joint dynamics to behave in the same way as those in y I t , following independent patterns. To mimic this situation, I start analyzing the simplest case in which there is just one synchronization change in a sample of size T , occurring at time , with 1 < < T . 5 Then, I let y t = [y a;t ; y b;t ] 0 be the observed output growth of two economies, which comes from the following unobserved data-generating process:
y D t , for t = 1; : : : ; y I t , for t = + 1; : : : ; T ;
which can be alternatively expressed as
where V t is an indicator variable of synchronization, whose dynamics are described by
with 1 being a vector, with entries equal to one, of size , and 0 T a zero vector of size T . The case of one synchronization change can be easily extended to mimic the case of Z synchronization changes, occurred at 1 ; 2 ; : : : ; Z , with 1 < 1 < 2 < : : : < Z < T , just by appropriately modifying the dynamics in fV t g T 1 . Since the data-generating process and parameters are unknown by the econometrician, the Gibbs sampler is used to estimate the model's parameters, the probabilities of recession for each economy and, more importantly, inferences on the dynamics of V t , by relying on the …ltering algorithm proposed in Section 2.1. The criterion used to assess the performance of the regime inferences and the synchronization is the Quadratic Probability Score (QPS), de…ned as
To illustrate the …ltering and estimation strategy's performance, Figure 1 plots one simulation for the cases in which there is one, two and three synchronization changes in a sample of 200 periods, i.e., for z = 1; 2; 3, with T = 200. For each case, the top charts plot the two observed time series, y a;t and y b;t , generated with the parameter values in Table 1 and by using Equation (42), along with the unobserved dynamics of V t . Both time series show strong coherence in phases when V t = 1, and the opposite occurs when V t = 0. The two middle charts plot the probabilities of recession associated with each time series, i.e., Pr(S k;t = 0j T ), for k = a; b, showing values near to one when the corresponding time series reports consecutive negative values; the dynamics of V t is also plotted as reference.
Finally, the bottom charts plot the computed inferences on the synchronization changes,
i.e., Pr(V t = 1), along with the true dynamics of V t , showing their close relation in all three cases and providing insight into the satisfactory performance of the proposed framework for assessing synchronization changes.
This experiment is replicated M = 1; 000 times for Z = 6 di¤erent cases. Each case corresponds to z changes in synchronization, for z = 1; 2; 3; 4; 5, and the last case considers a random number of synchronization changes, i.e., unlike prede…ning the dynamics of V t as in Equation (43), it is modelled as a …rst-order Markov chain with transition probabilities p V;00 and p V;11 , i.e. z = f (V t ). 6 The result of the Monte Carlo simulations are reported in Table 2 , showing the average over the M replications of each estimated parameter
where (m) z corresponds to the vector of parameters, as de…ned in Equation (17), associated to the mth replica and the zth case. All parameter estimates appear to be unbiased for the di¤erent values of z. However, two features deserve attention. First, the stochastic process with the highest di¤erence of the within-regime means, in this case y b;t , shows more accurate estimates, meaning that higher di¤erences provide a better identi…cation of the phases of the business cycles. 7 Second, the accuracy in the estimation of the transition probabilities decreases when z = f (V t ), owing to the high number of synchronization changes and the short duration of each change generated by letting V t follow Markovian dynamics.
Regarding the performance of the regime inferences, Table 3 reports the averages over the M replications with the QPS associated with the state variables S a;t ; S b;t and V t , which can be interpreted as the average over the M replications of the squared deviation from the generated business cycles:
where QP S( )
z , as de…ned in Equation (44), corresponds to the mth replica and the zth case. The results indicate that, although inferences on the state variables in general present high precision, the ones associated with the time series with the highest di¤erence of the within-regime means, y b;t , are the most accurate. The main message of the table is that the precision of the inferences decreases as the number of synchronization changes, k, increases. This feature can also be observed by looking at the histograms of the M replications plotted in Figure 2 , in particular, the ones associated with QP S(V t ). However, it is natural to think of synchronization changes as events that do not occur as often as the business cycle phases of an economy. They may require longer periods of time to take place, since they originate from changes in the structural relationships among economies.
This suggests that the proposed model is suitable for accurately inferring synchronization changes of business cycle phases.
Monitoring U.S. States Business Cycles Synchronization
The most recent global …nancial crisis has stimulated interest in the study of the sources and propagation of contractionary episodes, calling for a more careful look at the disaggregation of business cycles in order to assess the mechanisms underlying economic ‡uctuations.
On the one hand, recent work by Acemoglu et al. (2012) , which relies on network analysis, …nds that sectoral interconnections capture the possibility of "cascade e¤ects," whereby productivity shocks to a sector propagate not only to its immediate downstream customers, but also to the rest of the economy.
On the other hand, two recent papers have shown interesting features of economic activity synchronization when the business cycle is disaggregated at the regional level. In the …rst, Owyang et al. (2005) investigate the evolution of the individual business cycle phases of U.S. states. By following a univariate approach, the authors …nd that U.S. states di¤er signi…cantly in the timing of switches between expansions and recessions, and also di¤er in the extent to which phases in state business cycles are synchronous with those of the national economy. In the second paper, Hamilton and Owyang (2012) use a uni…ed framework to go through the propagation of regional recessions in the United States, using a multivariate approach that focuses on clustering the states that share similar business cycle characteristics. They …nd that di¤erences across states appear to be a matter of timing and that they can be grouped into three clusters, with some entering recession or recovering before others. Although these previous studies provide useful insights about the overall synchronization pattern in a given sample period, they are not able to detect changes in patterns occurring in these time spans.
This study intends to unify both concepts: …rst, the dynamic synchronization of pairwise cycles, by using the framework proposed in Section 2; and second, the dynamic interdependence among all U.S. states, by relying on network analysis, in order to assess the presence and the nature of potential changes in the regional propagation of contrac- 
Bivariate Analysis
The analysis for 48 states plus the United States as a whole requires the modelling of the C 49 2 = 1; 176 pairwise comparisons. To assess the performance of the proposed Markovswitching synchronization model, two selected examples are analyzed in detail. 8 The …rst example focuses on the case of two states that have a high share of national GDP: New York (7.68%) and Texas (7.95%). Table 4 , as de…ned in Equation (16) . As can be seen in the top and middle charts, from the 1980s to the mid-1990s, these states experienced recessions at di¤erent times. This is re ‡ected in the low values of the synchronicity, plotted at the bottom of Chart A. However, since the mid-1990s, both economies have been experiencing the same recession chronology, which is consistent with the increase in the synchronicity observed after the mid-1990s.
The second example analyzes the case of two states with di¤erent shares of GDP: the state with the highest, California (13.34%); and the state with the lowest, Vermont (0.18%). Table 5 presents the Bayesian parameter estimates of the model. Unlike the previous example, in the California vs. Vermont model, the probability of remaining in a high synchronization regime, 0.97, is higher than the probability of remaining in a low synchronization regime, 0.93. This is also illustrated in Chart B of Figure 3 , which shows that, in general, both states have experienced the same business cycle chronology, entering recessions and expansions synchronously, with the exception of one period. Speci…cally, in 1989, Vermont entered a recessionary phase, while California was still growing until mid-1990, when it too started to experience a recession. However, at the beginning of 1992, Vermont started an expansionary phase, while California remained in recession until 1994.
These desynchronicities are re ‡ected in the downturn of the dynamic synchronization, CA;V T t , during that period, shown in the bottom panel of Chart B.
Considerable heterogeneity was found in the dynamics of the estimated time-varying synchronizations, …nding cases involving signi…cant changes, and cases where the synchronization was almost constant, at low or high levels. Although the proposed framework can provide information on the synchronization between any pair of states for any given period of time, other ways to summarize the information are needed, since policy-makers are interested in the "big picture" of the overall regional synchronization path. 8 The results for the other 1,174 cases are available from the author upon request.
Multivariate Analysis
As suggested by Tim (2002) and , the multi-dimensional scaling (MDS) method is a helpful tool for identifying cyclical a¢ liations between economies, since it seeks to …nd a low-dimensional coordinate system to represent n-dimensional objects and create a map of lower dimension (k). Traditionally, studies use as input for this method a symmetric matrix, , that summarizes the cyclical distances between economies for a given time span. Each entry ij of the matrix assigns a value characterizing the distance between economies i and j. 
z i;t and z j;t are the k-dimensional projection of the objects i and j, and is a temporal regularization parameter that serves to zoom in or zoom out changes between frames at t and at t + 1, always keeping the same dynamics independent of its value. In principle, can be simply set up to 1; however, since the data in t belong to the unit interval, for a more adequate visual perception of the transitions between frames it is set up to 0:1. The output of the minimization in Equation (48) The intuition behind the synchronization measure in Equation (16) (4), it may be less restrictive and involve less parameter and regime uncertainty than the computation of a framework with a similar non-linear nature but involving all n economies simultaneously. However, further research in this respect is needed.
Network Analysis
To provide a glimpse of the shape that the Markov-switching synchronization network (MSYN) has taken during contractionary episodes, the charts of Figure 7 plot the corresponding network graph for the …rst month of the last four recessions. Given that the MSYN is a weighted network, in order to make the graphical representation possible, a link between nodes i and j is plotted if The main advantage of providing a network analysis for the present framework is that all the information on synchronicities in the current analysis can be summarized in just one measure, the closeness centrality. There are several measures regarding the centrality of a network, but given that desynchronization measures are interpreted as distances, the most appropriate one for this context is the closeness centrality.
For robustness purposes, two variations of the closeness centrality are analyzed in this section. For each of them, it is necessary to …rst compute the centrality of each node,
; for i = 1; 2; :::; n,
where d(i; j) is the length of the shortest path between nodes i and j, which can be computed by the Dijkstra (1959) algorithm. 13 Thus, the more central a node is, the lower the total distance from it to all other nodes. Closeness can be regarded as a measure of how fast it will take to spread information, e.g., risk, economic shocks, etc., from node i to all other nodes sequentially. For an overview of de…nitions in network analysis, see Goyal (2007) .
Once the dynamic centrality of each node has been computed, the information about 1 1 The term 1n represents a squared matrix of size n with all entries equal to 1. 1 2 Notice that, although the U.S. business cycle is not included in the network analysis, only those of the states, each chart in the …gure shows a close relation with the corresponding one in Figure 4 . 1 3 For example, in a set H 0 = fa; b; cg where the distances = 1 are given by ab = 0:5, ac = 0:9 and bc = 0:2, the shortest path between a and c will be 0:7, since ab + bc < ac . Thus, notice that d(a; c) does not necessarily have to be equal to ac .
the whole network's centrality can be typically assessed as follows:
where i is the node that attains the highest closeness centrality across all nodes at time t.
The second measure, consists on the average across all nodes'centralities, C t (i), de…ned by
These two measures, which provide information on the changes in the degree of aggregate synchronization among the economies in the set H, for the present case between the states of the United States, can be used to investigate the relationship between regional business cycle interdependence and aggregate ‡uctuations. 14 One of the main …ndings in Hamilton and Owyang (2012) is the substantial heterogeneity across regional recessions in the United States at the state level. How such heterogeneity could change over time, however, is an issue that has remained uninvestigated. The proposed framework is used to dynamically quantify the substantial regional heterogeneity under the uni…ed setting MSYN. The intuition behind the state's centrality in Equation (51) is the following: if, at time t, state i is highly synchronized with respect to the rest of U.S. states, its total distance from them, P j6 =ijt d t (i; j), would tend to be low and its centrality, C t (i), to be high. If a similar behaviour occurs with the remaining n 1 states, the MSYN's centrality would also tend to take high values. This means that high global interdependence, or, equivalently, high homogeneity of regional recessions, is associated with high values of the MSYN's centrality C t , for = N; A.
Chart A of Figure 8 plots the network centrality, C N t , and the average centrality, C A t , in standardized terms to facilitate their comparison. Both measures show similar dynamics, experiencing substantial changes over time that have a close relation with the national recessions dated by the NBER, and showing some interesting features. First, the centrality shows a markedly high tendency to increase some months before national recessions take place and to maintain high values during the whole contractionary episode, implying that sudden increases in the degree of interdependence among states may be useful to signal upcoming national recessions.
Second, once national recessions have ended, the centrality remains high for some period of time. This is because the whole economy is recovering from the recession and Third, after this phase of recovery has ended and the U.S. economy starts its moderated expansionary path, the centrality decreases until it reaches a certain stable level, which prevails until another recession takes place and the cycle repeats. Notice that the periods with higher heterogeneity across regional business cycles do not occur during recessions or recoveries, but during periods of stable economic expansion. These three observations reveal that regional economies in the United States at the state level are subject to cycles of interdependence that are highly associated with the national business cycle.
Fourth, the centrality measures during the past two national recessions were almost twice as high as during the previous recessions, corroborating the core-periphery structure there was a signi…cant change in the regional cohesiveness. Before that time, the clustering coe¢ cient followed short cycles, but after the mid-1990s, it remained almost stable at higher values, corroborating the change in the propagation of contractionary shocks that occurred since the 2001 recession and providing evidence that the U.S. economy's regions have become more interdependent since the early 1990s.
There are several potential channels driving this change, such as macroeconomic or …nancial factors. Further research on these issues is required.
Conclusions
Most of the studies on business cycle synchronization provide a general pattern of cyclical a¢ liations between economies for a given time span. However, little has been done to assess potential pattern changes that may occur during such a time span. This paper proposed an extended Markov-switching framework to assess changes in the synchronization of cycles by inferring the time-varying dependency relationship between the latent variables governing Markov-switching models. The reliability of the approach to track synchronization changes is con…rmed by Monte Carlo experiments.
The proposed framework is applied to investigate potential variations in the cyclical interdependence between the states of the United States. There are three main …ndings.
First, the results report the existence of interdependence cycles that are associated with NBER recessions. Such cycles are de…ned as periods characterized by low cyclical heterogeneity across states, experienced during the recessionary and recovery phases, followed by longer periods of high cyclical heterogeneity that occur during the phases of stable growth. Second, there are substantial variations in the grouping pattern of states over time that can be monitored on a monthly basis, ranging from a scheme characterized by several clusters of states to a core and periphery structure, composed of highly and lowly synchronized states, respectively. Third, there is evidence of a change in the propagation pattern of recessionary shocks across states. Up to the 1991 recession, recessionary shocks were spread mainly toward a few large states, in terms of share of GDP. But after that, contractionary shocks were more synchronously and uniformly spread toward most of the U.S. states, implying that U.S. regions have become more interdependent since the early 1990s.
Appendix

A Bayesian Parameter Estimation
The approach to estimate relies on a bivariate extended version of the multi-move Gibbssampling procedure implemented by Kim and Nelson (1999) for Bayesian estimation of univariate Markov-switching models. In this setting, both the parameters of the model and the Markov-switching variablesS k;T = fS k;t g T 1 for k = a; b,S T = fS t g T 1 and V T = fV t g T 1 are treated as random variables given the data inỹ T = fy t g T 1 . The purpose of this Markov chain Monte Carlo simulation method is to approximate the joint and marginal distributions of these random variables by sampling from conditional distributions.
A.1 Priors
For the mean and variance parameters in vector , the independent Normal-Wishart prior distribution is used:
where
and the associated hyperparameters are given by = ( 1; 2 1; 2) 0 , V = I, S 1 = I,
For the transition probabilities p a;00 ; p a;11 , from S a;t , p b;00 ; p b;11 , from S b;t , p 00 ; p 11 , from S t ; and p v;00 ; p v;11 from V t , Beta distributions are used as conjugate priors:
Be(u k;11 ; u k;10 ), p k;11 Be(u k;00 ; u k;01 ), for k = a; b (55) p v;00 Be(u v;11 ; u v;10 ), p v;11 Be(u v;00 ; u v;01 );
p 00 Be(u 11 ; u 10 ), p 11 Be(u 00 ; u 01 );
where the hyperparameters are given by u ;01 = 2, u ;00 = 8, u ;10 = 1 and u ;11 = 9, for = a; b; v; _: For each pairwise model, 6,000 iterations were performed, with the …rst 1,000 discarded.
A.2 DrawingS a;T ,S b;T ,S T andṼ T given andỹ T Following the result in Equation (15) , in order to make inferences on the bivariate dynamics of the model in Equation (4) driven byS ab;T = fS ab;t g T 1 and described in Equation (6), it is only necessary to make inferences on the dynamics of the single-state variablesS a;T , S b;T ,S T andṼ T . This can be done following the results in Kim and Nelson (1999) by …rst computing draws from the conditional distributions:
In order to obtain the two terms in the right-hand side of Equations (58) and (59), the following two steps can be employed:
Step 1: The …rst term can be obtained by running the …ltering algorithm developed in Section 2.1, to compute g(S k;t jỹ t ) for k = a; b, g(S t jỹ t ) and g(Ṽ k;t jỹ t ) for t = 1; 2; : : : ; T , saving them and taking the elements for which t = T .
Step 2: The product in the second term can be obtained for t = T 1; T 2; : : : ; 1,
by following the result:
where g(S t+1 jS t ) corresponds to the transition probabilities of S t and g(S t jỹ t ) that were saved in Step 1.
Then, it is possible to compute
and generate a random number from a U [0; 1]. If that number is less than or equal to
Pr[S t = 1jS t+1 ;ỹ t ], then S t = 1, otherwise S t = 0. The same procedure applies for S a;t , S b;t and V t , and, by using Equation (15), inference ofS ab;T can be done.
A.3 Drawing p a;00 ,p a;11 ,p b;00 ,p b;11 , p 00 ,p 11 ,p v;00 ,p v;11 givenS a;T ,S a;T ,S T andṼ T Conditional onS k;T for k = a; b,S T andṼ T , the transition probabilities are independent from the data set and the model's parameters. Hence, focusing on the case ofS T , the likelihood function of p 00 , p 11 is given by L(p 00 ; p 11 jS T ) = p n 00 00 (1 p n 01 00 )p
where n ij refers to the transitions from state i to j, accounted for inS T .
Combining the prior distribution in Equation (57) (1 p 11 ) u 10 +n 10 1 ;
which indicates that draws of the transition probabilities will be taken from p 00 jS T Be(u 00 + n 00 ; u 01 + n 01 ); p 11 jS T Be(u 11 + n 11 ; u 10 + n 10 ):
The same procedure applies for the cases ofS k;T for k = a; b andṼ T .
A.4 Drawing
The model in Equation (4) #! 
:
The model in Equation (66) remains written as a normal linear regression model with an error covariance matrix of a particular form:
Conditional on the covariance matrix parameters, state variables and the data, by using the corresponding likelihood function, the conditional posterior distribution p( jS a;T ;S b;T ;S T ;Ṽ T ; 1 ;ỹ T ) takes the form jS a;T ;S b;T ;S T ;Ṽ T ;
After drawing = ( a;0 ; a;1 ; b;0 ; b;1 ) 0 from the above multivariate distribution, if the generated value of a;1 or b;1 is less than or equal to 0, that draw is discarded; otherwise, it is saved, in order to ensure that a;1 > 0 and b;1 > 0.
A.5 Drawing 
After 1 is generated, the elements in are recovered. . These estimates correspond to the ergodic probability that the phases of the state business cycles and U.S. business cycles are the same, i.e., Pr(V t = 1). The index used to measure the national business cycle is the Chicago Fed National Activity Index (CFNAI). Note: The …gure plots the histograms based on the 1,000 replications of the Quadratic Probability Score associated with the state variables for di¤erent numbers of synchronization changes, z. Note: Chart A of the …gure plots a thematic map of the United States based on the stationary synchronization between each state and the national business cycle along with the histogram corresponding to data in Table 6 . A darker state represents a higher synchronization. Chart B plots a thematic map of the United States using the concordances obtained in Owyang et al. (2005) along with the corresponding histogram. Note: Chart A of the …gure plots the two measures of centrality of the Markov-switching synchronization network based on the smoothed probabilities, Pr(V t = 1j T ). The solid line plots the network closeness centrality de…ned in Equation (52) and the dotted line plots the average centrality, as de…ned in Equation (53). Chart B of the …gure plots the same measures as in Chart A, but based on the …ltered probabilities, Pr(V t = 1j t ). All the series in the …gure are standardized to facilitate their comparison. Shaded bars refer to the NBER recessions. Note: The …gure plots the time-varying clustering coe¢ cient of the Markov-Switching Synchronization Network for U.S. states. Shaded bars refer to the NBER recessions.
