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rešitev ovrednoti in primerja s preprostim računalnǐskim igralcem na podlagi
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Povzetek
Naslov: Računalnǐski igralec za igro s kartami Hearthstone
Avtor: Žan Žagar
V svetu digitalnih iger pogosto najdemo agente umetne inteligence, ki
predstavljajo nasprotnika z različnimi stopnjami težavnosti. Glede na im-
plementacijo in parametre lahko agent predstavlja zgolj nek uvod človeškega
igralca v mehanike in pravila igre, na drugi strani pa lahko premaga celo
najbolǰse profesionalne igralce določenih iger. Namen diplomskega dela je bil
pregledati področje ter nato glede na pridobljene informacije izdelati agenta
za igro Hearthstone: Heroes of warcraft in analizirati rezultate. V diplom-
skem delu smo pojasnili, zakaj smo se odločili za določene tehnologije in
postopek implementacije. [6] [14]




Pri uporabi spleta pogosto pridemo v stik z različnimi aspekti umetne inte-
ligence, česar se večkrat sploh ne zavedamo – največkrat morda pridemo v
stik s priporočilnimi sistemi, ki glede na preǰsnje nakupe, pregledane artikle
in oglede videoposnetkov poskušajo priporočiti vsebine, ki bi nas zanimale.
Obstajajo seveda tudi veliko bolj kompleksni sistemi umetne inteligence.
Recimo avtopilot podjetja Tesla, ki poskuša klasificirati stvari na cesti, da
zazna, kaj so cesta, pešec, pločnik in podobno, v vektorskem prostoru. Ali pa
recimo algoritem, ki ga uporablja YouTube za priporočila videoposnetkov, in
njihov drug algoritem, ki avtomatsko odstranjuje videoposnetke, ki bi lahko
kršili avtorske pravice.[12]
Večina teh sistemov deluje tako, da iz neke množice podatkov in spremen-
ljivk poskuša predvidevati nek izid. To se lahko aplicira tudi na teorijo iger
(angl. game theory) pri igranju z nasprotniki – na primer pri šahu in pokru,
kjer so naši podatki v obliki stanja igre, recimo katere karte je nasprotnik
igral pri igri poker in kakšno je stanje šahovnice pri šahu. Na področju šaha se
že od leta 1997, ko je program DeepBlue podjetja IBM premagal takratnega
prvaka šaha Garry Kasparov, ve, da je računalnik bolǰsi od najbolj elitnih
človeških igralcev. Računalnǐski nasprotniki se sicer izbolǰsujejo in aplicirajo
na več iger. Pri šahu je trenutno tudi elitnim igralcem težko slediti, kaj je




To diplomsko delo opisuje proces izdelave pametnega sistema umetne
inteligence, ki namesto nas igra igro s kartami.
1.1 Problem
Na Fakulteti za računalnǐstvo in informatiko smo obravnavali teorijo iger in
delovanje umetne inteligence pri igrah, kot je šah, z minimaxom, kar nam je
dalo grobe koncepte za delovanjem računalnǐskih nasprotnikov. Ta naloga
poskuša te koncepte praktično implementirati v digitalni igri s kartami, in
ugotoviti, kaj je potrebno ter kaj so možne težave in kompromisi pri izde-
lavi umetne inteligence za igro ter kako kompleksen je ta proces. Na koncu
pa opisuje še analizo pridobljenih rezultatov naše rešitve glede na različne
parametre.
1.2 Kratek opis digitalne igre s kartami He-
arthstone
Hearthstone je digitalna igra s kartami. Izšla je leta 2014, igrati pa jo je
možno že od leta 2013, ko je prešla v fazo javnega testiranja. Narejena je v
ogrodju Unity. Posamezna igra vključuje 2 igralca, ki imata posamezne kupe
kart (angl. Deck), ki jih sestavita pred igro in jih imata v svoji kolekciji. Te
karte predstavljajo uroke ali pa pehoto, s pomočjo katerih poskušata drug
drugemu zbiti življenjske točke na 0. Ko se to zgodi, igro zgubi igralec, ki
ima 0 ali manj življenjskih točk. Če imata oba 0 točk, sta oba poražena. Da
pa lahko igrata, potrebujeta sredstva – to so mana kristali. V prvi potezi
imata na voljo vsak enega, v drugi dva, v tretji tri itd. Določene karte lahko
to delovanje spremenijo. Cene kart variirajo od 0 do 10 kristalov, določene
imajo tudi dinamične cene glede na stanje v igri, ampak jih je zelo malo.[24]
Igra poleg računalnǐskih nasprotnikov ne dovoljuje integracije z zunanjimi
agenti (prek API-jev ipd). Posamezna igra sicer komunicira s strežnikom
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prek API-ja in tam izvaja ukaze in poteze, a je ta API strogo zaprt; omogoča
samo povezavo med uradnim odjemalcem igre in uradnim strežnikom. Tudi
podrobne informacije o podatkih in tipu podatkov, ki se prenašajo, so ome-
jene. [11]
Možno pa je brati podatke o stanju igre iz spomina, to je do neke mere
tolerirano s strani razvijalcev igre, saj obstaja nekaj programov, ki beležijo,
katere karte smo že igrali ter katere je že igral nasprotnik. To nam omogoča,
da ocenimo verjetnost, da iz kupa kart dobimo določeno karto, glede na to,
da imamo lahko v kupu 2 enaki karti ter da je celota kupa omejena na 30
kart. Glede na to, da so določene strategije bolj efektivne kot druge, pa lahko
velikokrat glede na to, katere karte je nasprotnik igral, ugotovimo, katere ima
še v kupu. Zaradi tega lahko predvidevamo, kaj bo igral in temu prilagodimo
svoje poteze.
Poleg tega pa obstajajo tudi programi, ki glede na neke kriterije avtono-
mno igrajo namesto nas, saj imajo v spominu vse, kar potrebujejo o stanju
igre. To je bolj sivo področje in načeloma ni tolerirano, ker ni igralca, ampak
vse poteka avtomatično. Ti programi so plačljivi in jih velikokrat določene
posodobitve igre popolnoma uničijo, vpogleda v to, kako delujejo, ni, ni
pa tudi dokumentacije – če bi bila, bi olaǰsala delo razvijalcev, da takšne
programe zatrejo. V diplomskem delu želimo razviti program, ki ne bere
podatkov o stanju igre iz spomina, dela na osnovi simulatorja iger, je po
okolju in zakonih praktično identičen sami igri, le da je dostopen kot python
knjižnica. Ta program je bil narejen z dodatkom določenih funkcij v simula-
tor in s spremembami že obstoječega delovanja v namene integracije simula-
torja z razredom, ki omogoča MCTS (Monte Carlo Tree Search – hevrističen
preiskovalni algoritem za določene odločitvene probleme, pogosto uporabljen
v igrah). Naš projekt je tudi odprtokoden in javno dostopen na internetu,
tako da lahko vsak pregleda dodane funkcije in spremembe na spletni strani
github, bodo pa te tudi podrobneje opisane v poglavju Implementacija.[3]
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1.3 Hipoteze
Zanima nas, če je možno narediti agenta, ki bi lahko sam igral igro in izbiral
poteze, ki se nam zdijo smiselne glede na kriterije: število enot na bojǐsču,
svoje in nasprotnikove življenjske točke, število kart v roki, ter ob tem dosegel
bistveno vǐsje število zmag, kot bi jih samo naključna izbira potez.
Poglavje 2
Potek igre Hearthstone
V tem poglavju bomo bolj podrobno predstavili igro Hearthstone, kako delu-
jejo karte, elementi naključja, strategije pri igri, bojǐsče in še ostale napredne
mehanike.
2.1 Posamezna poteza
Oba igralca začneta s 30 točk življenja, cilj pa je nasprotniku zbiti to vsoto
na 0 ali manj. Kdor to naredi prvi, zmaga. V poteku igre se bosta igralca
izmenjevala v tem, kdo je na vrsti.
Igralec, ki je na vrsti, ima za določeno potezo na voljo enako resursov
(v nadaljevanju mana kristalov), kot je številka te poteze. Tako ima igralec
1 na prvi potezi 1 mana kristal, ko jo zaključi, je na vrsti igralec 2, ki ima
tudi na voljo samo 1 mana kristal, ko zaključi to potezo, je na vrsti igralec
1, ki ima sedaj na vrsti 2 mana kristala, ko zaključi svojo potezo, pa ima
igralec 2 sedaj 2 mana kristala, itd. Tako se s potekom igre povečuje število
kart, ki jih lahko v vsaki potezi igralec igra, povečuje se pa tudi možen vpliv




2.2 Karte in efekti
Hearthstone trenutno vsebuje več kot 2100 različnih kart, ki jih lahko igrajo
igralci. Delimo jih v štiri glavne kategorije: pehota (angl. Minion), urok
(angl. Spell), orožje (angl. Weapon), heroj (angl.Hero). Prvi dve kategoriji
sta zelo pogosti, drugi dve pa bolj redki. Vsak igralec ima v svojem začetnem
kupu 30 kart. Njegova roka je vedno omejena na 10 kart. Če igralec vleče
karte, ko jih že ima 10, se te zavržejo.[21]
Z igranjem karte se nam odštejejo resursi, ki smo jih porabili za to karto,
karta nam potem zgine iz roke in se prestavi na bojǐsče – če je pehota, ali se
pa spremeni v nek efekt – če je urok.
2.2.1 Pehota
Karte, ki jih uvrščamo v kategorijo pehota, imajo štiri karakteristike, in sicer,
koliko resursov stanejo (mana kristalov), koliko življenjskih točk imajo, koliko
napadalne moči imajo in še dodaten neobvezen efekt, ki ga lahko nudijo. Ti
efekti so bolj podrobno opisani v podpoglavju Efekti.
Za tem, ko igramo karto pehote, se ta prestavi na bojǐsče, kjer za tekočo
potezo spi in ne more napasti; če bo pehota preživela do naslednje poteze,
potem lahko napade na tisti potezi, izjema temu pravilu so karte z efektom
tipa Charge, ki omogočajo takoǰsnje napadanje. Tarče, ki jih lahko napade,
so nasprotnikove enote pehote ali pa nasprotnikov heroj (več v poglavju He-
roj). Če napademo nasprotnikove pehote, se od življenjskih točk naše pehote
odšteje napadalna moč nasprotnikove pehote, enako se zgodi nasprotnikovi
pehoti. Na primer, če se napadeta enoti s 3/4 in 4/7, kjer prvi podatek pred-
stavlja napadalno moč, drugi pa življenjske točke, bo imela prva po napadu
3/0 torej 0 življenjskih točk, ker ji odštejemo napadalno moč nasprotnika,
in bo potem umrla, druga pa 4/4, (7-3), torej ji ostanejo 4 življenjske točke,
kar pomeni, da preživi in še lahko napada v drugih potezah. Smiselno je, da
poskušamo za vsako našo enoto pehote dobiti čim več, recimo da z našo eno
pehoto ubijemo nasprotnikovi dve. To pomeni, da smo efektivno z našo eno
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karto poškodovali dve nasprotnikovi, kar nam bo v naslednjih fazah igre dalo
prednost.
Slika 2.1: Slika naključne karte pehote. Karta ima efekt deathrattle, kar
pomeni, da naredi določeno akcijo, potem ko umre. [21]
2.2.2 Urok
Karte, ki jih uvrščamo v kategorijo urokov, imajo lahko ogromno različnih
efektov, edina karakteristika, ki je skupna vsem, je, da za igranje teh po-
trebujemo določeno število mana kristalov. Uroki imajo lahko efekte, kot
so: poškoduj vse enote nasprotnikove pehote za 4 življenjske točke, poškoduj
tarčo za 10 življenjskih točk, vleci 3 karte iz svojega kupa, prikliči 3 enote
svoje pehote iz svojega kupa kart itd. Kot velja za večino dejanj v igri
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poskušamo tudi tu dobiti za našo eno karto največ nasprotnikovih. Primer
tega je, če uporabimo urok, ki poškoduje nasprotnikove enote za 4 življenjske
točke, da mu uničimo 5 enot pehote. V tem primeru smo z našo eno karto
uničili 5 nasprotnikovih, kar je velika prednost v ekonomiji igre.
Slika 2.2: Slika naključne karte uroka.[21]
2.2.3 Orožje
Kartam, ki jih uvrščamo v kategorijo orožja, je podobno kot urokom skupno
le to, da za igranje potrebujemo neko število mana kristalov. Ko pa igramo
karto orožja, gre to orožje našemu heroju in mu tako omogočimo napad
nasprotnikove pehote ali neposredno nasprotnikovega heroja. Igralec pri tem
ob napadu tarč, ki imajo napadalno moč več kot 0, samega sebe oškoduje za
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enako število življenjskih točk, kot je napadalna moč tarče, ki jo napadamo,
izjema je nasprotnikov heroj, ki nas ne bo poškodoval, četudi ima orožje.
Karta orožja je vizualno podobna karti uroka.
2.2.4 Heroj
Heroj predstavlja glavni lik igralca. Ko mu zbijemo življenjske točke na 0 ali
manj, se igra zaključi in zmagal je igralec, ki upravlja heroja, ki ima pozitivno
število življenjskih točk. Če imata oba igralca negativno število življenjskih
točk hkrati, sta izgubila oba.
2.2.5 Efekti
Efekti kart so posebne interakcije in vplivi, ki jih ima karta na določene
elemente igre. Za uroke so efekti edina stvar, ki jih karta ponuja, za pehoto
in orožje pa so ti efekti neobvezni in služijo kot dodatek pehoti ali orožju.
Efekti se lahko izidejo na začetku poteze, ob koncu poteze ali pa so aktivni
ves čas, nekateri pa se sprožijo samo ob določenih dogodkih v igri.
Posameznih efektov je ogromno, zato jih veliko lahko uvrstimo v eno od
36 kategorij glavnih efektov. Nekateri pogosti efekti kart so: efekt Battlecry,
ki pomeni, da se bo efekt karte aktiviralob igri karte; efekt Charge pomeni,
da pehota, ki jo bomo igrali s tem efektom, ne bo spala in bo ob tem morala
čakati na naslednjo potezo za napad, vendar bomo z njo lahko napadali
takoj, ko jo igramo. Efekt Stealth pomeni, da te pehote ne moremo napadati
in drugače ciljati z uroki, dokler ta ne napade prva in s tem zgubi svoj
efekt. Ostalih efektov in sinergij je ogromno, kar je eden od mnogih razlogov,




Velik del igre predstavlja tudi element naključja, veliko efektov ima naključne
tarče, ampak zato prilagojeno ceno. Element naključja se lahko pojavi tudi
kot karta, ki poškoduje tarčo za naključno število življenjskih točk. Ali pa pe-
hota, katere efekt je, da dokler je na igrǐsču, je vsaka tarča napadov ali urokov
izbrana naključno. Karte, ki stanejo veliko mana kristalov in jih lahko tako
smatramo za močne ter imajo hkrati še efekt, ki temelji na naključju, nam
lahko pogosto povsem spremenijo potek igre, kjer zaradi naključja zmaga
igralec, za katerega je bil pred igranjem te karte pričakovan poraz.
2.4 Strategije
Glavna principa, ki sta prisotna v vsaki igri, sta principa napadalca in bra-
nilca. Napadalec skuša nasprotniku čim prej zmanǰsati število življenjskih
točk njegovega heroja, da lahko tako zmaga. Branilec pa poskuša napadalca
zaustaviti in vzpostaviti svojo pehoto, da preide v vlogo napadalca. Če ima
karto, katere efekt je, da povzroči 6 življenjskih točk škode nasprotnikovi pe-
hoti, potem je bolj smiselno, da počaka, da ima nasprotnik več enot pehote,
ki jo lahko s tem uniči, kot da z njo uniči samo eno enoto nasprotnikove
pehote. V prvem primeru, ko je počakal, je za svojo eno karto uničil recimo
nasprotnikove štiri, v kupu kart pa mu je ostalo veliko več odgovorov na
druge karte, ki jih bo nasprotnik igral. Glavno pa je, da se vlogi napadalca
in branilca v igri nenehno izmenjujeta glede na različna stanja igre, na primer
kdo ima več enot pehote, več življenjskih točk.
2.4.1 Načina igranja
Hearthstone ima dva glavna načina igranja: prvi temelji na tem, da vsak
uporabnik lahko sestavi kup kart iz svoje osebne kolekcije. Ta način ime-
nujemo sestavljen (angl. Constructed) in vsebuje tudi tekmovalno lestvico.
Drugi način pa da uporabniku izbiro treh naključnih kart, od katerih lahko
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uporabnik izbere eno, ki se doda v njegov kup. To se ponovi 30-krat, dokler
nima uporabnik polnega kupa kart, nato lahko začne iskati igro. Ta način se
imenuje arena. Igralci teh dveh načinov igre so ločeni, prav tako vključujeta
drugačne strategije.[22]
Pri prvem načinu se pri večjih činih pričakuje, da nasprotnik igra enega od
že ustaljenih kupov kart, za katere je statistično dokazano, da imajo visoko
razmerje zmag. Pri nižjih činih pa pričakujemo igro, bolj podobno drugem
načinu igranja, opisanem spodaj. Pogosto lahko že po tem, ko je v igro prǐslo
samo nekaj nasprotnikovih kart, sklepamo relativno natančno, kaj točno še
vsebuje nasprotnikov kup kart. To pomeni, da lahko za določene poteze
dobro sklepamo, kaj bi nam nasprotnik igral kot odgovor na našo potezo, in
se izognemo napakam, kot je igranje vseh enot pehote, če vemo, da obstaja
visoka verjetnost, da ima nasprotnik urok, ki nam bi lahko uničil celotno
pehoto.
Pri drugem načinu pa ne moremo sklepati, kaj ima nasprotnik v kupu
kart, ker so se mu možne karte za ta kup ponudile naključno, zato se v grobem
poskušamo držati glavnih principov napadalca in branilca ter z igranjem naše
karte uničiti največje možno število nasprotnikovih kart. Velikokrat je zaradi
tega v tem načinu igre dober indikator, kdo igro zmaguje, število kart v roki.
Igralec z bistveno večjim številom kart najbrž zmaguje, če nasprotnik nima
bistveno več enot pehote kot on.[4]
2.5 Bojǐsče
Bojǐsče predstavlja polje, kamor je prestavljena pehota, za tem ko je igrana
karta pehote. Vsak igralec ima lahko največ 7 enot pehote na bojǐsču. Ko
doseže to število na bojǐsču, mora najti načine, da se znebi pehote na bojǐsču,
zato da lahko na bojǐsče spravi nove enote. Poleg števila enot pehote je po-
membno tudi, kakšen je seštevek življenjskih točk in napadalne moči celotne
pehote. Če imamo naše bojǐsče polno z 1/1 enotami, nasprotnik pa ima dve
7/7 enoti, potem ima v večini iger nasprotnik bistveno prednost. [20]
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Slika 2.3: Slika bojǐsča – scena, ki jo vidita igralca. Spodaj vidimo svoje
karte, na rumeni podlagi je pehota.[20]
2.6 Ostale napredne mehanike
Ena od mehanik igre je, da sta ob začetku vsake igre igralca predstavljena
s tremi kartami, od tega se lahko odločita, katere bosta obdržala in katere
zamenjala. Cilj je, da ima igralec na začetku igre karte, ki jih lahko igra
na prvi, drugi in tretji potezi. Tu je pričakovano, da zamenjamo karte, ki
stanejo več kot 3 mana kristali, ker bi to pomenilo, da jih ne bomo igrali
prve 3 poteze. Dobre začetne karte bi imele sledeče cene mana kristalov: 1,
2, 3. To bi pomenilo, da imamo karto za vsako od prvih treh potez igre.
Druga mehanika pa je sistem, ki onemogoča, da bi se igra odvijala v
nedogled. Ta sistem igralcu odvzame življenjske točke, vsakič po tem, ko
poskuša vleči karto, njegov kup pa je že prazen, ker je povlekel vse karte.
Prvič, ko vleče iz praznega kupa, mu odbije eno življenjsko točko, drugič
dve, tretjič tri. To se nadaljuje, dokler enemu heroju v igri ne zmanjka
življenjskih točk.
Poglavje 3
Monte Carlo Tree Search
Monte Carlo drevesno preiskovanje (MCTS) je hevrističen preiskovalni algo-
ritem, namenjen nekaterim odločitvenim procesom, ki se velikokrat nanašajo
na odločanje v igrah. MCTS je bil uspešno uporabljen v računalnǐski imple-
mentaciji igre Go, pa tudi v igrah, kot so šah in shogi, ter v igrah z nepopolno
informacijo, kot je bridž.[7]
3.1 Zgodovina
Metoda Monte Carlo, ki je temelj MCTS, uporablja naključje za reševanje
determinističnih problemov, ki bi jih drugi pristopi težko rešili. Metoda je
bila razvita leta 1940. Leta 1987 je Bruce Abramson združil minimax iskanje
z modelom pričakovanega izida (angl. expected outcome model), ki je temeljil
na naključno igranih igrah namesto uporabe statične ocenjevalne funkcije za
neko stanje igre. To se je izkazalo kot zelo učinkovit in natančen pristop za
igranje iger, kot so križci in krogci, šah in reversi. [2]
S tem pristopom so eksperimentirali še drugi in ga izbolǰsevali, leta 1992
ga je Brügmann uporabil za igro Go. Dodana sta bila tudi rekurzivno iz-
vajanje simulacij in vračanje informacije o izidu teh simulacij (angl. back-
tracking). Leta 2006 pa je Rémi Coulom pod navdihom teh del opisal apli-
kacijo Monte Carlo in metod preiskovanja odločitvenih dreves za igre in jo
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poimenoval Monte Carlo Tree Search. Kocsis in Szepesvári sta razvila UCT
(angl. Upper confidence bound applied to Trees) algoritem, ki je predsta-
vil rešitev problemu, ko je bilo treba izbirati, kdaj preiskovati nova vozlǐsča
drevesa ter kdaj še naprej preiskovati trenutno vozlǐsče.[9] [8]
Leta 2016 je algoritem AlphaGo, ki temelji na MCTS algoritmu, premagal
enega najbolǰsih Go igralcev Lee Sedol in s tem pridobil častni naziv 9. dan
(mojster).[5]
3.2 Principi delovanja
Pri delovanju MCTS so vozlǐsča glavni gradniki drevesa, predstavljajo pa
različna stanja igre. Če ima neko začetno vozlǐsče 4 otroke, potem vsak od
teh otrok predstavlja neko različno stanje igre, ki ga je bilo možno doseči z
igranjem neke poteze iz začetnega vozlǐsča. Vsako od teh vozlǐsč ima tudi
dva podatka, in sicer kolikokrat je bila iz trenutnega vozlǐsča ob simulaciji
tega stanja igre dosežena zmaga in kolikokrat je bilo to vozlǐsče obiskano. Ko
določeno vozlǐsče doseže zmago s simulacijo, pa povečamo tudi število obiskov
in zmag vseh staršev tega vozlǐsča. Na koncu izberemo naslednjo potezo v
igri, glede na to, katero od vozlǐsč, ki predstavljajo naslednjo potezo, ima
najbolǰso oceno. Koraki bodo bolj podrobno opisani v sledečih podpoglavjih.
Q/N (3.2.1)
Enačba za izbiro naslednjih potez (3.2.1): v enačbi predstavlja Q število
zmag,N pa skupno število obiskov določenega vozlǐsča.
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Slika 3.1: Slika predstavlja vizualno drevo Monte Carlo, kjer vozlǐsča pred-
stavljajo stanja igre.[1]
3.2.1 Izbira
Pri tem koraku potujemo po drevesu iz korenskega vozlǐsča, kjer z uporabo
funkcije za oceno, ki je po navadi UCB (angl.Upper confidence bound) izbe-
remo vozlǐsče, ki vrne največjo vrednost po UCB formuli. Namen te formule
je, da najdemo kompromis med stalnim preiskovanjem novih vozlǐsč in stal-
nim preiskovanjem vozlǐsč z zelo dobro oceno, ki je predstavljena s številom
zmag glede na število obiskov. Po izbiri vozlǐsča z najbolǰso UCB oceno, če








Pri formuli (3.2.2) predstavlja i izbrano vozlǐsče, Qi skupen seštevek nagrad
tega vozlǐsča, Ni število obiskov tega vozlǐsča in C našo nastavljeno utež za
raziskovanje vozlǐsč.
3.2.2 Širitev
Pri tem koraku dodamo vozlǐsču preǰsnjega koraka otroke, ki predstavljajo
možne poteze iz vozlǐsča, ki smo ga dobili v preǰsnjem koraku.
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3.2.3 Simulacija
Tu simuliramo igro z izbiro naključnih potez ali strategij, dokler se ta ne za-
ključi ali ne dosežemo nekega specificiranega stanja igre. Vozlǐsče, iz katerega
se izvaja ta simulacija igre, je to, ki smo ga dobili v prvem koraku izbire.
3.2.4 Posodabljanje
Ko se simulacija zaključi, moramo posodobiti celotno drevo: najprej povečamo
število obiskov izbranemu vozlǐsču iz prvega koraka, potem pa še vsem njego-
vim staršem do korenskega vozlǐsča. Če se je simulacija zaključila z zmago,
potem jim tudi povečamo število zmag.
3.3 Iteracije
Če enkrat zaženemo gornje korake, je to ena iteracija (angl. rollout). Moč
MCTS je bolǰsa glede na število teh iteracij, tako da če imamo v igri časovno
omejitev poteze, lahko izvajamo te iteracije za ta čas. Ko pa se ta zanka
konča, izberemo vozlǐsče z najbolǰso oceno zmag glede na vse obiske vozlǐsča
in njegovih otrok, ki predstavlja naslednjo potezo..[17]
Qi
Ni
, if Ni ≥ 5 (3.3.1)
V končni formuli (3.3.1) za izbiro vozlǐsč i predstavlja neko vozlǐsče, Qi nje-
govo skupno nagrado, Ni pa njegovo skupno število obiskov. V naši imple-
mentaciji še preveri, da je število obiskov tega vozlǐsča večje ali enako 5, kajti
če bi ga obiskal samo enkrat in zmagal, bi bila njegova ocena tako največja.
3.4 Prednosti in slabosti
MCTS je relativno preprost za implementacijo. Je hevrističen algoritem,
kar pomeni, da deluje učinkovito ne glede na domeno in da bo našel rešitev
problema – ta morda ne bo optimalna, bo pa zadosti dobra. Prednost je
Diplomska naloga 17
tudi to, da drevo raste asimetrično, zaradi česar je bolj učinkovito, ker več
časa posveti vejam, ki so bolj obetavne (uporaba UCB algoritma). Algori-
tem načeloma ne potrebuje ocenjevalne funkcije (posledično algoritem brez
uporabe teh funkcij ni hevrističen), ker je preprosto implementiranje domene
in pravil igre zadosti, da algoritem pravilno deluje. V našem primeru smo
implementirali nekaj ocenjevalnih funkcij glede na stanja v igri. V grobem
lahko zanko iteracij kadarkoli prekinemo in dobili bomo najbolǰsi rezultat, ki
ga je MCTS do tistega trenutka našel.
Slabosti MCTS so, da potrebuje veliko iteracij, da dobro dela. Ko drevo
zraste, lahko zaradi stanj igre tudi zasede veliko prostora v spominu, kar
se je dogajalo pri naši implementaciji. Obstaja tudi verjetnost, da določeno
specifično zaporedje potez vodi do poraza v dolgem roku, ampak zaradi majh-
nega števila obiskov algoritem tega ne vidi. Podoben problem je, če določeno
specifično zaporedje potez vodi v zmago, ampak na podoben način algoritem




Za literaturo in pomoč s simuliranjem Hearthstone iger in umetne inteligence
obstaja spletna skupnost HearthSim. Na spletni strani imajo zbirko različnih
projektov v različnih fazah razvoja. Tu smo našli projekt Fireplace, ki je si-
mulator iger z integriranimi pravili igre in kartami. Našel sem tudi preprosto
ogrodje MCTS, ki sem ga moral preurediti za svoj namen.
4.1 Fireplace simulator iger
Fireplace je napisan v programskem jeziku python. V času pisanja diplom-
skega dela se tri leta ni aktivno delalo na tem projektu. Simulator vključuje
pravila igre, za definicije in pravila kart pa se zanaša na drugo knjižnico,
na kateri se še aktivno dela. Zaradi tega je projekt imel nekaj problemov
s testi, kjer so zaradi nedavnih sprememb kart določeni spodleteli. Te teste
sem popravil, da sem lahko začel delati na projektu.
Prednost in slabost Fireplaca je tudi ta, da je napisan v programskem
jeziku python, koda je malce bolj berljiva in večina napak se hitro opazi, am-
pak so hitreǰse izvedbe simulatorjev, napisane v programskem jeziku Java ali
C. Nismo pa ob času pisanja zasledili MCTS za igro Hearthstone, napisanega
v pythonu in narejenega s Fireplace simulatorjem. [10]
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4.2 MCTS v igri
Za implementacijo MCTS smo izbrali ogrodje, ki je bilo sicer narejeno za igro
štiri v vrsto, kar je predstavljalo nekaj težav, ki jih je bilo treba popraviti.[15]
Ogrodju sem dodal funkcijo, ki ponastavi podatke o otrocih, številu obi-
skov in nagradah. Ta se uporablja, ko MCTS igralec odigra svojo potezo,
da za naslednjo gradimo novo drevo in ne hranimo preǰsnjega v spominu.
Ogrodju sem dodal tudi atribut za utež raziskovanja Ogrodju sem dodal tudi
atribut za utež raziskovanja, ki določa, kako dobro mora biti vozlǐsče, da ne
gre preiskovati novih.
Eden od popravkov, ki je imel ogromen vpliv na delovanje, je bil pri
funkciji za izbiro naslednje poteze, ki je upoštevala tudi poteze, ki jih je
MCTS obiskal samo enkrat. Ta formula je prikazana zgoraj: število zmag
deljeno s številom obiskov. To sem popravil tako, da je minimalno število
obiskov 5. Tako so vozlǐsča bolj preizkušena, in če v petih obiskih petkrat
zmagamo, lahko pričakujemo bolǰso potezo, kot če bi samo enkrat.
Popravil sem tudi funkcijo za simulacijo, ki je spreminjala dejansko igro,
ko je z njo simulirala naključne poteze, objekt igre sem moral rekurzivno
kopirati (deepcopy) v novo spremenljivko in uporabiti to spremenljivko. V
funkciji za simulacije sem dodal kodo, ki preverja, kdaj igra nasprotnik, da
obrnemo nagrade, kdaj pa MCTS, da jih ne.
Ogrodje je zahtevalo implementacijo abstraktnih funkcij za delovanje, te
pa se navezujejo na vozlǐsča in so bile implementirane v game objektu v
Fireplace simulatorju, opisanem spodaj.
4.3 Game objekt
Game objekt predstavlja neko stanje igre, v katerega so vključeni vsi objekti,
ki jih to stanje igre potrebuje. Zato je precej velik. Vključuje oba igralca,
karte, bojǐsče, roke obeh igralcev in ostale objekte, ki so pomembni za potek
igre. Za namene našega programa smo ta objekt obravnavali kot neko vozlǐsče
MCTS drevesa.
Diplomska naloga 21
Slika 4.1: Slika, na kateri prek debug načina vidimo veliko atributov in pod
objektov, ki jih vsebuje objekt Game v Fireplace simulatorju.
Dodali smo mu tudi funkcije, ki jih naše ogrodje in MCTS načeloma
zahtevata. Grob opis teh funkcij sledi v nadaljevanju.
Funkcija Find Children ob klicu na določeno vozlǐsče izpelje neko število
naključnih potez, ki bi lahko sledile iz te poteze in jih vrne v python množici
(angl. Set) v obliki game objekta. Število otrok posameznega stanja v igri
je faktor vejitve drevesa (angl. Branching factor) in jo je možno nastaviti.
Ker je za to funkcijo potrebna uporaba rekurzivnega kopiranja, ko ustvar-
jamo nove kopije in jih hočemo spreminjati, brez da bi spreminjali originale
teh kopij, je to zdaleč najbolj potratna funkcija v celotnem programu. To je
potrdila tudi analiza programa cProfiler. Program je bil testiran z različnimi
nivoji vejitve in empirično smo ugotovili, da je faktor vejitve 10 dober kom-
promis med hitrostjo in pametnim igranjem. Faktor 16 nam bi sicer ponudil
več možnosti, a nam precej zmanǰsa število doseženih iteracij.
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Slika 4.2: Slika, na kateri vidimo rezultate analiz funkcij programa.
Funkcija Find Random Child deluje enako kot zgoraj opisana funkcija,
le da vrne samo enega otroka, uporablja pa se za hitreǰse simulacije igre.
Če funkcijo kličemo na samem game objektu, bo napredovala v igri za eno
naključno potezo.
Funkcija Is Terminal nam vrne True, če smo dosegli konec igre, in False, če
ga nismo. Da bi pohitrili simulacije, smo testirali tudi verzijo programa, kjer
smo sami definirali konec igre kot stanje, kjer ima igralec vodstvo za določeno
število kart, življenjskih točk ali pehot proti nasprotniku. To je povečalo
število simulacij, nam je pa tudi spremenilo obnašanje MCTS igralca, da ni
več gledal na dejanski konec igre, ampak je vedno igral proti temu, da vodi
v številu kart, številu pehot in v življenjskih točkah. Velikokrat je to vodilo
do zmage, je pa bil problem, da je MCTS kdaj dajal preveč pomena številu
kart v roki in jih zato ni igral, ko bi jih moral.
Funkcija Reward nam vrne nagrado, če je določeno stanje igre končno,
torej če nam klic predhodne funkcije vrne True. Nagrada je bila na začetku
1 za zmago, 0,5 za neodločen rezultat in 0 za poraz. Nagrado smo potem
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+ 0.05 if mcts > 0,
0 if mcts < 0,
0.05 if mcts < 0 & enemy < 0.
(4.3.1)
Pri enačbi (4.3.1) je število naših življenjskih točk predstavljeno z mcts,
število sovražnikovih pa z enemy. Ker je število življenjskih točk omejeno
na 30, nam z delitvijo s 30 vrne vrednost od 0 do 1, k tem pa prǐstejemo
0,05 da ne dobimo manj točk, kot če bi bila igra neodločena. Zaradi tega še
preverimo, če je nagrada večja od 1, in če je, jo nastavimo na 1. Večja kot
1 bi bila, če imamo vse življenjske točke in dobimo 1, prej smo pa prǐsteli še
0,05. To se v praksi še ni zgodilo.
Funkciji Hash in Eq nam omogočata primerjanje različnih Game objek-
tov. Na začetku smo to storili tako, da smo celoten objekt izvozili v xml
format, to pa vnesli v hash funkcijo. Težava je nastala, ker je bila to zelo po-
tratna operacija in glede na probleme z rekurzivnim kopiranjem ter številom
primerjanj to ni bilo smiselno. Zato sem v objekt vpeljal atribut ID, ki pred-
stavlja 128-bitno naključno številko. Ta številka se znova osveži, vsakič ko
objekt spreminjamo. Ta implementacija omogoča bistveno hitreǰse primer-
janje objektov, brez izvažanja v xml format. Slabost pa je izjemno majhna
verjetnost podvojenih številk.
4.4 Nastavitve igre
Za pravilno delovanje iger je bilo potrebno še dodatno spreminjanje izvorne
kode simulatorja. Da je bilo igranje pravično, smo dodali funkcijo, ki obema
dodeli enak kup kart, ki uporablja enako strategijo. Strategija ni prezah-
tevna in ne izkorǐsča veliko sinergije med kartami. Ta kup kart je naključno
premešan, za oba igralca individualno. Oba tudi dobita enakega heroja in
MCTS vedno igra prvi, kar daje prednost njegovem nasprotniku, ker ta vleče
eno karto več in dobi še en dodaten urok za uporabo. Za oba igralca smo
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določili strategijo, da pri začetni roki zamenjata karte, ki stanejo več kot 3
mana kristale, kar je groba implementacija zelo dobre strategije.
Dodali smo tudi funkcionalnost, da igramo proti MCTS kot igralec prek
vmesnika ukazne vrstice. V nastavitvah igre nastavimo spremenljivko za
igranje proti MCTS. To nam omogoča, da nas program vpraša, katero karto
hočemo igrati ter če želimo uporabiti moč našega heroja. Po igranju želenih
kart nas tudi vpraša, kaj želimo z našo pehoto napasti, ali če je karta urok,
nas vpraša, na katero enoto hočemo igrati ta urok. Pehota in naše karte
so predstavljene kot seznam, izberemo pa našo odločitev, tako da v ukazno
vrstico napǐsemo številko našega izbora.
Če igra MCTS proti računalniku, je računalnikova strategija preprosta:
igra karte, ki jih lahko, in napada enote, ki jih lahko. Če bi računalnik lahko
igral prvo in tretjo karto v roki, bi najprej igral prvo, potem pa še tretjo. Pri
napadanju bi napadal z vsako enoto, ki bi mu to omogočila, napadal pa bi
naključne dovoljene tarče (torej ne svojih enot).
4.5 Zagon igre in parametri
Ob zagonu igre je prvi na vrsti MCTS, ki simulira igre 74 sekund (75 sekund
predstavlja maksimalen dovoljen čas poteze v igri). Ko se ta čas izteče, se
odloči, katero potezo bo izpeljal, potem je na vrsti nasprotnik, ki se odloča po
opisani zgoraj strategiji. Ko se igra konča, ponastavimo drevo in povečamo
število porazov ali zmag. Po 20 zaključenih igrah si programsko v datoteko
zapǐsemo število porazov in zmag MCTS-ja.
4.6 Nasprotnik našega programa
Algoritem, proti kateremu je igral naš program, je igral vsako karto, ki jo je
lahko igral v roki, potem napadal naključne tarče z vsako enoto, ki je lahko
napadala. To ravnanje ima prednosti in slabosti. Prednosti so, da ne bo
poteze, kjer bo preskočil na nekaj, kar bi lahko naredil, zato pogosto zmaga,
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ker zgodaj vzpostavi ogromno pritiska na bojǐsču. Slabosti so, da velikokrat
ne igra učinkovito in uporabi karte na nasprotnem heroju, namesto na pehoti.
Slabost je tudi, da ker napada naključne tarče, so njegovi napadi pogosto
zmerno slabi, ko igra proti nekomu, ki pravilno izbira tarče za napad.
Tak algoritem lahko zmaga proti igralcu, ki igre še ne obvlada in ne
razume njenih glavnih konceptov in kontrole bojǐsča.
4.7 Rezultati
Uspešnost programa je bila na začetku izmerjena na igrah proti naspro-
tniku, katerega glaven princip delovanja je, da če lahko igra karto, jo igra,
če lahko napade naključno nasprotnikovo enoto, napade naključno naspro-
tnikovo enoto. Pustili smo, da je program odigral več iger, potem pa prek
razhroščevalnika pogledali, kaj se dejansko dogaja – če smo opazili zelo slabe
ali zelo dobre rezultate. Te rezultate smo nato zabeležili, da smo jih lahko
primerjali.
Velja tudi omeniti, da je bilo v programu veliko hroščev, ki smo jih odkrili
prek razhroščevalnika. Soočili smo se z dvema večjima težavama: pri prvi je
šlo za spregled, ker ni bila prilagojena koda za naključno simuliranje vozlǐsč.
Originalna koda je simulirala igro do konca na dejanskem vozlǐsču, ne na
kopiji tega vozlǐsča. To je pomenilo, da če smo simulirali igro za neko vozlǐsče,
smo v tem vozlǐsču dejansko prǐsli do končnega stanja, in če je bilo končno
stanje zmaga, se je izbralo to vozlǐsče kot naslednja poteza. To je pomenilo,
da je bilo več iger, kjer je simulator iz začetnega stanja igre zmagal že v
drugem koraku. Ta problem je bil hitro odkrit, saj so se igre hitro končale v
drugi potezi, kar je skoraj nemogoče.
Drugi problem smo odkrili, ker je imel program relativno nizko stopnjo
zmage proti nasprotniku, ki pa je temeljila na naključju. V razhroščevalniku
smo odkrili, da je to zato, ker imajo nekatera vozlǐsča s samo enim obiskom
izjemno oceno vozlǐsča. To je bilo zato, ker ni bila prilagojena koda za oceno
vozlǐsča, izračun za ocene smo število zmag delili s številom obiskov. To smo
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prilagodili tako, da upoštevamo samo vozlǐsča z več kot 4 obiski.
Da smo zagotovili odpravo težav, program sproti izpisuje vsa dogajanja in
stanja v igri, tako da vemo, katere karte ima naš agent in kako igra z njimi ter
kakšno je stanje na bojǐsču. S to verzijo programa je bilo opravljenega največ
testiranja, rezultatov preǰsnjih verzij pa nisem upošteval zaradi napak.
Pri nastavitvi parametra vejitve na 16 smo program testirali z različnimi
preiskovalnimi utežmi, ki so parameter UCB formule. Program je igral 30
iger s preiskovalno utežjo 2, 4 in 10. Zmagal je 25/30, 29/30 in 26/30 iger.
Število vzorcev sprva deluje relativno nizko, a ker ima naš program 74 sekund
za izbiro naslednje poteze in simuliranje iger, traja ena igra povprečno 18
minut.
Odločili smo se še, da omejimo faktor vejitve z 16 na 10 ter analiziramo,
kakšen vpliv ima to na rezultate. Pri tem faktorju vejitve smo se odločili
preveriti raziskovalne uteži 3 in 1.2, ker sta relativno blizu uteži 4, ki se je v
zgornjem primeru izkazala kot dobra izbira. Za to testiranje smo pustili, da
se program izvaja dva dni. Dobili smo rezultate 112/120 in 109/120.
Po dodanem načinu igranja proti človeku je avtor v normalnem delovanju
programa zmagal 9/10 iger. Odločili smo se, da preverimo, kako bi program
deloval, če bi mu pustili, da ne igra po časovnih omejitvah – odstranili smo
mu 74-sekundno časovno omejitev in dodali omejitev na 1500 simulacij. Te
igre so trajale izredno dolgo, avtor je zmagal 3/5 iger.
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Slika 4.3: Slika, na kateri so združeni rezultati programa skozi čas njegovega





V sklopu diplomskega dela je bil izdelan program za igranje digitalne igre s
kartami med računalnǐskim nasprotnikom in uporabnikom. Program upora-
blja MCTS za izbiranje možnih potez v igri. Izdelan je v programskem jeziku
python in uporablja Fireplace simulator za ogrodje igre, s popolnoma imple-
mentiranimi pravili in omejitvami igre. Programu je bil dodan uporabnǐski
vmesnik za igranje igre proti MCTS prek ukazne vrstice. Preverjali smo de-
lovanje in uspeh programa v različnih verzijah pri igranju proti računalniku
in igranju proti človeškemu nasprotniku.
Po popravku ocene vozlǐsč, kjer je bilo povprečje brez predpogojev, je pro-
gram dosegel 95-odstotno stopnjo zmage proti računalnǐskemu nasprotniku.
Za lažje razumevanje stopnje igranja nasprotnika v primerjavi s človeškim
igralcem ga lahko primerjamo z nekom, ki igro igra manj kot en teden ali
pa ga ne zanima izbolǰsanje svoje igre. Avtor te naloge meni, da koncepte
igre dobro razume, saj je bil njegov rekord pri uvrstitvi na tekmovalni lestvici
zgornji, 0,5 % vseh igralcev. Ko je avtor igral proti programu, je zmagal 9/10
iger pri normalnem delovanju, kjer je imel program 400–700 simulacij (odvi-
sno od stanja igre), in 3/5 iger, kjer je bilo programu dovoljeno goljufanje,
in je dosegel 1500 simulacij.
Slabost programa je najbolj jasna na začetku, kjer velikokrat igra karte,
za katere bi bilo bolje, da bi jih obdržal dlje. To bi bilo popravljeno, če
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povečamo čas za simuliranje iger nad dovoljenih 74 sekund, kar pa bi bila
kršitev pravil igre. Lahko bi program zaganjali tudi na hitreǰsi strojni opremi
in tako dobili nekaj več iteracij. Poleg tega bi lahko še naprej zmanǰsevali
faktor vejitve, s čimer bi posledično omejili preiskovalni prostor.
V pozneǰsih delih igre program začne delovati pametno, začne dajati
veliko večjo prednost napadanju nasprotnikove pehote proti napadanju na-
sprotnikovega heroja. To mu zagotovi prednost na igrǐsču, ker predstavlja
grožnjo nasprotniku s svojo pehoto, ki jo mora nasprotnik odstraniti. Pro-
gram se tako nauči, da mora strmeti k temu, da je v napadu, kar se ujema s
pričakovano strategijo njegovega kupa kart.
Avtor naloge meni, da so ti rezultati zelo dobri, poleg dejanskega uspeha
programa v igrah predstavljajo tudi neko odprtokodno rešitev ter projekt, na
katerem bi lahko delalo več ljudi, da bi program privedli do dejanske imple-
mentacije v igri. Poleg tega v času pisanja diplomskega dela še nismo zasledili
MCTS programa, narejenega za to igro v programskem jeziku python, in na
začetku nismo bili prepričani, če je to možno.
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Slika 5.1: Slika, na kateri je prikazan potek programa ob igranju proti
človeškemu nasprotniku (vklopljen CLI način). Če je ta način izklopljen, je
potek podoben, le da se naš del izbiranja preskoči in zamenja z naključnim
igranjem računalnika. Število iteracij je bilo omejeno na 100 za namen te
slike, sicer je časovno omejeno na 74 sekund.
5.1 Možne izbolǰsave
Obstajajo knjižnice, ki omogočajo komuniciranje med programom in dejan-
sko igro, kar naj bi omogočilo, da bi program implementiral v dejanski igri,
kar pa načeloma ni dovoljeno. Če bi hipotetično to naredili, bi potrebovali
dodatno funkcionalnost, ki bi nam omogočala približno znanje tega, kateri
kup kart igra naš nasprotnik. Ta funkcionalnost bi lahko črpala možne kupe
kart iz spletnih zbirk najbolj uspešnih kupov kart in strategij. Tako bi si
lahko spotoma gradili približno sliko kupa kart, ki ga igra naš nasprotnik,
saj večina igralcev v vǐsjih činih igra zelo podobne ali pa enake kupe kart, ki
se izkažejo za najuspešneǰse. To bi nam omogočilo dobro simulacijo naspro-
tnikove možne poteze. [10] [25]
Lahko bi dodali tudi kriterije glede na določena stanja v igri, na primer
večanje nagrade, če ima MCTS večje število pehote kot nasprotnik. Je bilo
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pa to do neke mere že doseženo, tako da smo skraǰsali simulacije, da se
zaključijo, ko je razlika v številu kart, življenjskih točk in številu pehot v
igri prevelika. To vpliva na delovanje programa, da strmi k tej razliki, kar
pogosto vodi do zmage.
Glede sposobnosti igranja MCTS bi bil največji pozitivni vpliv pohitritev
izvajanja, kar bi omogočalo več iteracij in posledično bolǰse odločanje. To bi
lahko dosegli, če bi na nek način spremenili funkcijo deepcopy, ki sama najbolj
upočasni izvajanje. Lahko bi program zaganjali na zmogljiveǰsi strojni opremi
ali pa poskusili implementirati arhitekturo, pri kateri bi uporabili strežnike
za simulacije, za iskanje po drevesu pa odjemalca, kot sta poskusila Hideki
Kato in Ikuo Takeuchi z njuno implementacijo pohitritve MCTS.[13]
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