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The rip currents (or cross-shore currents) are an interesting phenomenon oc-
curring along the coasts of the whole world, playing a key role in near-shore
circulation and coastal processes. These currents, as well as for the environ-
mental implications, are also well known as risk source for beachgoers. For
these reasons, rip currents are widely investigated by coastal scientists, but
most of studies concern rip currents development along the oceanic coasts.
The “Mediterranean rips” are (wrongly) commonly perceived as less important,
and this probably due to the absence of recognised accident statistics along the
Mediterranean coasts. The “rip hazard” is in fact the main rip implication
known to public opinion. In this thesis we applied several research methodolo-
gies, integrated between them, to investigate rip currents behaviour within a
micro-tidal embayed beach on the eastern Ligurian coast (north-eastern Italy).
The main target is to provide an accurate description of rip dynamics, and pro-
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Abstract
This thesis proposes a study on the rip currents development within a Mediter-
ranean embayed beach. The rip (or cross-shore) currents are among the most
investigated phenomena in the field of coastal research, and their fame is due
to their environmental and socio-economic implications. The coastal areas are
considered as transition environments, where hydrosphere, lithosphere, bio-
sphere, atmosphere and (often) anthroposphere meet. The rip currents are
a crucial component of the coastal hydro-morphodynamic processes (hydro-
sphere and lithosphere) (Short, 1999; Castelle et al., 2016), play a role in lar-
val recruitment processes (biosphere) (Shanks et al., 2010), and they are also
well known as risks source for beachgoers (anthroposphere) (Short and Hogan,
1994; Austin et al., 2012). However, the rip currents role along the Mediter-
ranean coasts is often neglected, and most of the literature concerns the rip
currents in oceanic environments. The aim of this research is a detailed de-
scription of the rip currents behaviour along a Mediterranean embayed beach,
also considering the possible sea-level rise implications. The study area was
identified within Levanto bay, along the eastern Ligurian coast (NW Italy).
The research activity has been conducted through an integrated application
of several investigation methodologies, in order to obtain the best possible re-
sults in therm of phenomena description. The rip currents individuation is
performed through a coastal video-monitoring system installed on the Levanto
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beach, and the collected data were processed through a dedicated software for
coastal video-monitoring (Brignone et al., 2012). Several field surveys were
performed to obtain a full description of the geomorphological boundary con-
ditions (topo-bathymetric surveys and sedimentological sampling). The rip
currents description and evaluation were executed through the application of
the XBeach model (Roelvink et al., 2009), which is a well-known tool for
coastal modelling. Moreover, the modelling approach allowed the evaluation of
the possible rip currents response under different sea-level rise scenarios (local
sea-level projections to 2100) (Kopp et al., 2014). The obtained results show
a detailed description of the rip currents phenomena, showing their essential
role in the local coastal dynamics. The proposed research approach has proved
to be reliable for the rip currents investigation in the Mediterranean environ-
ment, and it can be applied along any stretch of coast of the Mediterranean
Sea. Moreover, the modelling results showed a significant relation between
sea-level rise and rip currents behaviour. The results of this study highlight
the role of the rip currents in the Mediterranean environment and represent a
firm basis for the rip currents investigation along the Mediterranean coasts.
Contents
1 Introduction 1
1.1 The aim of research . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 Coastal Dynamics 5
2.1 Beach morphodynamics . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Embayed beaches . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 The surf zone currents . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.1 Rip currents . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2 Rip current hazards . . . . . . . . . . . . . . . . . . . . . 14
3 The study case of Levanto 17
3.1 The eastern Ligurian coast . . . . . . . . . . . . . . . . . . . . . 17
3.2 Geological and geomorphological framework . . . . . . . . . . . 21
3.2.1 Geological features . . . . . . . . . . . . . . . . . . . . . 21
3.2.2 Geomorphological features . . . . . . . . . . . . . . . . . 26
4 Matherials and Methods 29
4.1 Topographic and bathymetric surveying . . . . . . . . . . . . . . 29
4.1.1 2008 LiDAR survey . . . . . . . . . . . . . . . . . . . . . 29
4.1.2 GPS (Global Positioning System) . . . . . . . . . . . . . 30
4.1.3 Single-beam . . . . . . . . . . . . . . . . . . . . . . . . . 31
ix
x CONTENTS
4.1.4 Topo-bathymetric surveys: Autumn 2016/Spring 2017 . . 33
4.2 Video monitoring system . . . . . . . . . . . . . . . . . . . . . . 34
4.2.1 Beach video monitoring: state of the art . . . . . . . . . 34
4.2.2 Video monitoring system on Levanto Beach . . . . . . . 37
4.2.3 Beach survey for video monitoring . . . . . . . . . . . . . 37
4.2.4 Image processing . . . . . . . . . . . . . . . . . . . . . . 38
4.3 Sedimentological analysis . . . . . . . . . . . . . . . . . . . . . . 41
4.4 Drifter survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.4.1 The lagrangian drifters . . . . . . . . . . . . . . . . . . . 43
4.4.2 Home-made drifters . . . . . . . . . . . . . . . . . . . . . 44
4.5 Coastal modelling . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.5.1 The models: state of the art . . . . . . . . . . . . . . . . 46
4.5.2 The coastal models . . . . . . . . . . . . . . . . . . . . . 49
4.5.3 The XBeach model . . . . . . . . . . . . . . . . . . . . . 51
4.5.4 XBeach grid setup . . . . . . . . . . . . . . . . . . . . . 57
4.5.5 XBeach parameters setup . . . . . . . . . . . . . . . . . 59
4.5.6 Wave input . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.5.7 Sea-level (LSL) projections . . . . . . . . . . . . . . . . . 73
4.5.8 XBeach model validation . . . . . . . . . . . . . . . . . . 75
5 Results 77
5.1 Seabed morphological analysis . . . . . . . . . . . . . . . . . . . 77
5.2 Video monitoring results . . . . . . . . . . . . . . . . . . . . . . 79
5.2.1 13th -14th October 2016 . . . . . . . . . . . . . . . . . . . 79
5.2.2 09th -11th November 2016 . . . . . . . . . . . . . . . . . 81
5.2.3 05th March 2017 . . . . . . . . . . . . . . . . . . . . . . . 84
5.3 XBeach model results . . . . . . . . . . . . . . . . . . . . . . . . 85
5.3.1 Model validation . . . . . . . . . . . . . . . . . . . . . . 86
CONTENTS xi
5.3.2 13th-14th October 2016 . . . . . . . . . . . . . . . . . . . 89
5.3.3 09th-11th November 2016 . . . . . . . . . . . . . . . . . . 97
5.3.4 05th March 2017 . . . . . . . . . . . . . . . . . . . . . . . 105
5.3.5 Sea-level change and rip response . . . . . . . . . . . . . 113
6 Discussion 117
6.1 Morphological analysis . . . . . . . . . . . . . . . . . . . . . . . 117
6.2 Video monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.3 Model results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.3.1 Rip currents dynamics . . . . . . . . . . . . . . . . . . . 120





1.1 The aim of research
The integrated coastal zone management (ICZM) is a necessary practice for
the sustainable development of the coastal areas (Thia-Eng, 1993; Pickaver
et al., 2004; Moksness et al., 2009). In this regard, the development of inte-
grated study approaches is a well-known challenge for coastal scientists, and
the broad knowledge of coastal processes is a crucial factor for the correct man-
agement of coastal environments. Moreover, forecasting the effects of climate
change is one of the main challenges for the international scientific community
(Marcos et al., 2012). This challenge can be won only through an in-depth
knowledge of current environmental dynamics, which allows developing reli-
able projections for the future. Coastal areas are fundamental resources for
European countries that border the Mediterranean, and the Liguria region
(north-western Italy) is a clear example of interdependence between coastal
areas and local communities. The presence of reasonably extensive beaches,
often nestled in rocky coasts with cliffs and promontories (embayed or pocket
beaches) characterises the Ligurian coast, and the effects of human activity
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are also evident with the massive presence of coastal structures (e.g. groynes,
piers, seawalls, breakwaters) to prevent coastal erosion processes (Fierro et al.,
2010, 2015). The local hydrodynamic regime is conditioned by the local geo-
morphological features which, in their turn, are conditioned by the hydrody-
namic regime itself. The interdependence between hydrodynamics and coastal
morphology is an essential feature for the coastal environments (Short, 1999),
and the term “morphodynamics” define the mutual adjustment of morphology
and fluid dynamics (Wright and Thom, 1977). The aim of this research is the
study, through the integrated use of several methodologies of the investigation,
of the behaviour of rip currents (or cross-shore currents) on a typical Ligurian
beach. The rip currents are narrow and concentrated seaward-directed cur-
rents, that extend from close to the shoreline, through the surf zone, and
varying distances beyond (Castelle et al., 2016). These currents are a crucial
component of the near-shore circulation (Inman and Brush, 1973; MacMahan
et al., 2005; Aagaard and Masselink, 1999), involving a water interchange be-
tween near-shore and offshore area. The Levanto bay, on the eastern Ligurian
coast, was chosen as the study area. This stretch of coast shows the character-
istic features of the Ligurian beaches (embayed beach, the presence of coastal
structures, high anthropic pressure). The research activity was focused on in-
dividuation, observation and evaluation of the rip currents along the Levanto
beach. Furthermore, an investigation of possible sea-level change effects on the
rips’ behaviour was also performed. The developed approach has been based
on the integration of several methodologies of investigation; in details, we used
direct methods (field sampling, coastal video-monitoring) and indirect meth-
ods (coastal modelling, GIS analysis). The use of several techniques allowed
compensation among the weaknesses of single methodologies. The XBeach
model (Roelvink et al., 2009) application represents a research key component
1.1. THE AIM OF RESEARCH 3
and its application, calibration and validation on a Mediterranean study case
is a further purpose of this research. The obtained results represent a firm
basis for the future rip currents researches in the Mediterranean environment
and reliable support for authorities and administrators involved in the coastal
areas management.




Coastal areas are among the most dynamic and energetic environments on
earth, and coastal morphology is shaped mainly by the action of waves and
currents (Dronkers, 2005). The several processes that play a role on coastal dy-
namics (e.g. waves, currents, tides and sediment transport) are not dependent
only on external forces, but they are also conditioned by the local topogra-
phy and composition of the seabed (Dronkers, 2005). The interdependence
between water motion and bottom morphology is a crucial factor of coastal
processes, and this aspect is commonly summarised with the term “morphody-
namics”. The term morphodynamics was introduced into the coastal literature
by Wright and Thom (1977). They define it as a mutual adjustment of to-
pography and fluid dynamics involving sediment transport. This definition
implies that the topography of the beach will adjust to accommodate the fluid
motions produced by waves, tides and currents, which in turn will influence
the wave and tide processes (Short, 1999). According to Cowell and Thom
(1994), the essential properties of coastal morphodynamics processes are the
5
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feedback loops between topography and fluid dynamics, which drive sediment
transport producing morphological change. Short (1999) highlights this reaf-
firming that: “beach morphodynamics therefore involve the mutual interaction
of waves (tides, currents) with the beach topography, such that the wave pro-
cesses modify the topography, which in turn will modify the waves and so
on”. This small literature collection focuses attention to the dynamic nature
of coastal systems and (in details) beach environments. Among the recurring
cited terms we find “waves” and “currents” that represent two of the most
important forces on coastal processes. It is also worth highlighting that the
tides have an essential role in beach morphodynamics, but their importance
is not equivalent in all the environments. For example, in enclosed basins
(such as the Mediterranean Sea) the role of tides is limited than in the oceanic
environments.
2.2 Embayed beaches
It is generally accepted that about half of the world’s coastline features typical
beach morphology in the presence of hard rock headlands (Short and Mas-
selink, 1999). The rocky headlands are independent of the formative beach
processes and which in fact can have a major influence on beach development
(Short and Masselink, 1999). A typical characteristic of embayed beaches is
a mountainous coastal topography, where we can find beaches (more or less
extended) nestled along the rocky coasts. The length of these beaches is depen-
dent on the topography of pre-existing bedrock. However, embayed beaches
are not only shaped by natural features (e.g. headlands), but they can also be
shaped by anthropic structures. Structurally embayed beaches are more com-
mon adjacent to coastal structures as groynes, walls and breakwaters (Short
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and Masselink, 1999). In literature, we can find a plethora of terms, includ-
ing zeta bays, crenulate shaped bays, spiral beaches, curved beaches, hooked
beaches, headland bay beaches (Yasso, 1965; Schwartz, 1982; Short, 1991, 1996;
Finkl, 2004), which are used as synonyms, although they are sometimes de-
scribed as specific morphologies. However, the term “pocket beach” is widely
accepted in international literature to define the embayed beach morphology.
Headlands and structures more condition the hydrodynamics of these beaches
and, if they jut out enough, the sedimentary exchange with adjacent sectors
are very limited or absent (Simeoni et al., 2012). Development of pocket (or
embayed) beaches is strictly related to incident waves; in fact, Davies (1958)
concluded that “the orientation and planform of embayed beaches are con-
trolled by the refraction pattern associated with the prevailing (swell) waves”.
Subsequently, Rea and Komar (1975) and LeBlond (1979) confirmed, through
numerical models, the importance of refraction and diffraction phenomena. As
regards to the hydrodynamic pattern on these beaches, longshore currents may
be present, driven by the alongshore gradient in the wave height (O’Rourke
and LeBlond, 1972). However, a key role was also played by the cross-shore
currents. The study of Martens et al. (1999) highlighted the role of break-
ing wave height (Hb) and shoreline length (S1) on the hydrodynamic pattern.
Martens et al. (1999) observed that when a wave height increases and a shore-
line length decreases, a critical threshold is reached where the wave-dominated
beach model is strongly modified. On beaches with widely spaced headlands or
structures we find a transitional circulation, with cross-shore currents around
headlands (or structures) and longshore currents in the central sector of the
beach. When wave height increases and (or) the headlands (or structures) are
close together, the transitional circulation turns into cellular circulation, with
effect on beach topography. In extreme conditions, with wave height exceed-
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ing a few metres, large scale, topographically controlled rip systems, called
megarips, prevail (Short, 1985). The degree of headland impact on circula-
tion pattern can be predicted using the non-dimensional embayment scaling
parameter δ’ (Short and Masselink, 1999). Based on the value we can define
the circulation type:
• δ’ > 19 normal beach circulation,
• δ’= 8 -19 transitional circulation,
• δ’ < 8 cellular beach circulation.
The parameters which describe the morphodynamics of embayed beaches,
and in particular the embayment degree (Silvester et al., 1994; Short and Mas-
selink, 1999), are variable on time and they are controlled by feedback pro-
cesses. Beaches characterised by an increasing trend will be more exposed to
swell events and may be subject to erosion events. Conversely, beaches char-
acterised by a shoreline retreating will be more protected (by storm events),
and consequently more stable.
2.3 The surf zone currents
The surf zone is that area located between the zone of wave shoaling and the
swash zone, where the incident waves break, and breaking-induced processes
dominate the fluid motion, and thus sediment transport processes (Aagaard
and Masselink, 1999). According to Aagaard and Masselink (1999), “The surf
zone is characterised by a complex mixture of wave and current motions oper-
ating over a range of frequencies. These motions are related to the breaking of
incident waves and consist of high-frequency turbulence, incident, infragrav-
ity and far-infragravity wave motion, and mean currents”. In international
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literature, we can find several studies on the surf zone dynamics and the wave-
current interaction processes. (Grant and Madsen, 1979; Grant et al., 1984;
Signell et al., 1990; Soulsby et al., 1993). Wave-current interaction represents
an essential factor for the surf zone dynamics and coastal environments in
general. Surf zone currents are defined as currents generated by wave action
in (or near) the breaker zone (Shepard and Inman, 1951), and historically
we know three types of currents: (1) bed return currents (undertow), (2) rip
currents, (3) longshore currents (Aagaard and Masselink, 1999). Rip currents
and bed return currents are directed perpendicular to the beach (on seaward
direction), while longshore currents are parallel to the shore. These currents
are fundamentals for the beach morphodynamics feed-back processes.
2.3.1 Rip currents
The “rip current” term was coined by Shepard (1936) to distinguish these
currents from “undertow” (or bed return currents) and “rip tides”. These
terms were commonly used in literature and public vernacular (Davis, 1925),
but they were often misleading and incorrect (Brander and MacMahan, 2011).
The term “undertow” (or bed return currents) described an offshore-directed
flow near the bed and has been recognised for some time (Johnson, 1919;
Evans, 1938; Bagnold, 1940). Nowadays this term remains in use between the
coastal scientists, but describe a laterally homogeneous current that flows off-
shore near seabeds at a lower velocity than rip currents (Faria et al., 2000;
Aagaard and Vinther, 2008). “Rip tide” is an incorrect term because rip cur-
rents are not tides, and tidal rips are different currents associated with tidal
inlet during an ebbing tide (Brander and MacMahan, 2011). The first studies
that described the rip currents phenomena came from the Scripps Institution
of Oceanography at La Jolla, California (Shepard et al., 1941; Shepard and In-
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man, 1950; Inman and Quinn, 1951), and the foundations of our conventional
understanding of rip current systems effectively originated from these studies
(Brander and MacMahan, 2011). Rip currents are now identified as “narrow
and concentrated seaward-directed flows that extend from close to the shore-
line, through the surf zone, and varying distances beyond” (Castelle et al.,
2016). This definition is widely accepted by coastal scientists and also largely
used by the population. This description is connected with the traditional
rip currents paradigm that describes the rip currents are a key component of
an idealised near-shore circulation cell (Inman and Brush, 1973; Aagaard and
Masselink, 1999; MacMahan et al., 2005) involving an interchange of water
between surf zone and off-shore areas. From a “physical viewpoint” the rip
currents are constituted by three essential parts (Figure 2.1): (1) rip-feeder,
(2) rip-neck and (3) rip-head (Aagaard and Masselink, 1999; Fuell et al., 2005).
Figure 2.1: Rip current schematic structure.
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The description of rip currents is often simplified by a mass balance de-
scription (Brander and MacMahan, 2011). This explanation is partially cor-
rect because the water mass balance between nearshore and off-shore areas
is essential but rip currents are also driven by gradients in wave momentum,
referred to as radiation stresses (Longuet-Higgins and Stewart, 1964). The re-
lationship between the rip currents intensity and waves direction, waves height
and tidal stages (Shepard et al., 1941; McKenzie, 1958; Sonu, 1972; Lushine,
1991; Drønen et al., 2002), are well-known (Nelko and Dalrymple, 2011). An
increase in rip currents magnitude has been observed with more shore-normal
wave incidence, increasing wave height and decreasing tide level (Nelko and
Dalrymple, 2011). The off-shore development of rip currents is related to the
height of incident waves (Shepard et al., 1941; Bowen, 1969). An additional
force that plays a role in rip currents dynamics is the alongshore variation in
wave set-up (that causes an additional driving force for alongshore currents)
(Nelko and Dalrymple, 2011). In general, the alongshore currents transport
water from sectors of high set-up to sectors of low set-up, where rip currents
are often located (Nelko and Dalrymple, 2011). It can be said that rip currents
are complex phenomena, and many possible mechanisms play a role in their
genesis and development (MacMahan et al., 2006; Dalrymple et al., 2011). We
can find these currents on barred beaches with rip channels (Sonu et al., 1967;
Bowen, 1969; Sonu, 1972; Noda, 1974; Dalrymple and Lozano, 1978; Wright
and Short, 1984; Lippmann and Holman, 1990; Chen et al., 1999), cuspidal
beaches (Hino, 1974), on beaches where coastal structures, such as groynes,
are present (Pattiaratchi et al., 2009; Scott et al., 2016; Castelle et al., 2016),
at embayed beaches (Aagaard and Masselink, 1999; Loureiro et al., 2012), and
at beaches with natural barriers such as islands and dredge holes (Mei and Liu,
1977; Pattiaratchi et al., 1987). Rip currents also occur along the coasts of en-
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closed basins (seas and great lakes) (Sabet and Barani, 2011; Meadows et al.,
2011; Castelle et al., 2016; Benassai et al., 2017). In general, we can affirm
that local bathymetry and wave climate are critical factors for determining the
type of rip currents that occur on a given beach (Nelko and Dalrymple, 2011).
Castelle et al. (2016) propose a robust rip current type classification based on
hydrodynamic and morphological features (Figure 2.2).
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Figure 2.2: Rip current type classification (Castelle et al. 2016).
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This classification provides a clear framework to understand the rip cur-
rents generation processes (and development) in the surf-zone area. According
to Castelle et al. (2016) we can classify three broad categories of rip currents,
based on the dominant controlling forcing. Each category is further divided
into two types owing to the different physical driving mechanism. We ob-
served six fundamentally rip current types: hydrodynamically-controlled (1)
shear instability rips and (2) flash rips, which are transient in both time and
space and prevalently occur on alongshore uniform beaches; bathymetrically-
controlled (3) channel rips and (4) focused rips, which occur at relatively fixed
locations and are related to hydrodynamic processes forced by natural along-
shore variability of the morphology in both the surf zone and inner shelf zone;
and boundary-controlled (5) deflection rips and (6) shadow rips, which are
controlled by rigid lateral boundaries as natural headlands or anthropogenic
structures (e.g. groynes and piers) (Castelle et al., 2016). Rip currents play
a crucial role in coastal environments and are also important to preserve the
coastal ecosystems. It is well recognised that rip currents are essential for
transport, mixing and dispersion of heat, pollutants, nutrients and biologi-
cal species (larval recruitment) (Talbot and Bate, 1987; Shanks et al., 2010;
Sinnett and Feddersen, 2014). Furthermore, their flow (often strong and sus-
tained) allows the transport of large volumes of sediments, particularly during
storm events (Cook, 1970; Thornton et al., 2007; Loureiro et al., 2012; Castelle
et al., 2015).
2.3.2 Rip current hazards
Rip current hazards are well known since recreational beach swimming became
popular in early 1900 (Brander and MacMahan, 2011). Rip currents are the
leading deadly hazard to recreational beach users (Brander and Scott, 2016)
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and represent a severe public health issue with major personal, societal, and
economic costs associated with drowning deaths, near-miss drowning, injuries,
and trauma (Sherker et al., 2008). The United States Lifesaving Associa-
tion (USLA) estimates that rip currents account for 80% of surf rescues and
the annual number of fatalities due to rip currents exceeds 100 (Brander and
MacMahan, 2011). However, other estimates vary from as low as 35 (Gensini
and Ashley, 2010) up to 150 (Lushine, 1991). In Australia, 89% of more than
25000 annual surf rescues are caused by rip currents (Short and Hogan, 1994)
with an estimated 40 to 50 drownings/year (Sherker et al., 2008; Surf Life
Saving Australia, 2009). Other countries and regions with rip current prob-
lems include New Zealand, United Kingdom, Europe, Israel, the Middle East,
South Africa, Asia, and Central and South America (da F. Klein et al., 2003;
Carey and Rogers, 2005; Hartmann, 2006; Short, 2007; McCool et al., 2008;
Scott et al., 2009). If we considered that an Olympic swimmer reach around
7 km/h (1.95 ms−1) (Short, 1999) and rip currents can reach 2 ms−1 (Short,
1999), we have an idea on the rip currents hazard. Broad knowledge of the rip
currents phenomena is essential to prevent rip currents accidents, and, for this
reason, the role of rip current science (and scientists) is fundamental.
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Chapter 3
The study case of Levanto
3.1 The eastern Ligurian coast
The Ligurian coast is characterized by fairly extensive beaches, nestled in a
rocky coast with cliffs and promontories. The sea is very depth close to the
coast, and it is characterized by a wide incident waves direction (more than
120 nautical degree). The eastern Ligurian coast (from Genoa to Tuscany bor-
der) shows variable geomorphological features, showing also some important
effects of human activity. The Portofino promontory area can be considered as
the meeting point between eastern Ligurian coast and Genoa coastline. The
Portofino promontory represents the most important morphological structure
along the Ligurian coast, and it is an insurmountable limit for coastal sediment
transport. The stretch of coast from the Portofino promontory to rocky head
of Punta Baffe is characterized by rocky cliff and pocket beaches, and subse-
quently is followed by a continuous depositional coast. In this sector, rocky
coast preserves fairly natural features (except for the urban area of Santa
Margherita Ligure and Rapallo). Between the municipalities of Chiavari and
Sestri Levante, the human impact on beaches is heavy and highlighted by of
17
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Figure 3.1: The eastern Ligurian coast: Portofino promontory (Promontorio di
Portofino) is the meeting point between eastern Ligurian coast and Genoa coastline.
the presence of harbours (e.g., Chiavari, Lavagna and Sestri Levante) which
play a key role in sedimentary dynamics. The eastern most coastal stretch
extends from the rocky head of Punta Baffe to the Tuscany border. In this
coastal section it can be observed the main morphological variability. From
Punta Baffe up to Punta Bianca extensive rocky cliffs occur; subsequently,
due to some important rivers as the Magra river, wide depositional coasts are
present in the proximity of the Tuscany border. The area comprised between
Punta Baffe and Monterosso, together with the area around the Gulf of La
Spezia, is characterized by rocky coast and widespread pocket beaches. Dif-
ferently, in the area of Cinque Terre, the beaches are very small, ephemerals
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and unstable. This coastal sector is characterized by a quite natural coastal
setting, apart from some local situations near the urban settlements and the
areas of Fiumaretta and Marinella (in the extreme eastern sector), where the
beaches show a severe erosive trend (Fierro et al., 2010, 2015). The our study
area is located within the Levanto bay (Figure 3.2), between the eastern side
of the Monte La Guardia promontory (i.e., Punta Gone) and the western side
of the Punta Mesco promontory (i.e., Punta Picetto), on the stretch of coast
comprised between Punta Baffe and Monterosso.
Figure 3.2: Map of the Levanto bay. Coastal structures (groynes, piers and har-
bours) are clear evidence of the anthropic impact along the coast.
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3.2 Geological and geomorphological framework
3.2.1 Geological features
Figure 3.3: Geological map of the Levanto area (Abbate, 1969).
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From a geological viewpoint the area of Levanto belongs to a segment of the
northern Apennines, which is a mountain belt formed during the Tertiary by
the tectonic superimposition of the Ligurid units onto the Adria plate margin.
In the study area, northern Apennines show a complex geological setting char-
acterized by rocks pertaining to the following paleogeographic domains (bot-
tom to top)(Abbate, 1969; Abbate et al., 2005): Tuscan Domain, Sub-ligurid
Domain, External Ligurid Domain, and Internal Ligurid Domain (known as the
succession of the Vara Supergroup). These successions are mainly made up of
sedimentary and ophiolitic sequences that were piled up during the orogenesis
constituting four tectonic units, from bottom to top: the Tuscan Nappe (Tus-
can Domain), Canetolo Complex (Sub-Ligurid Domain); Ottone unit (External
Ligurid Domain), Bracco-Val Graveglia, Gottero and Lavagna units (Internal
Ligurid Domain).
Tuscan Domain
It is a turbiditic arenaceous succession showing thickness of about 3500 m
(Zaccagna, 1935; Mucchi et al., 1968). In the study area it can be only ob-
served its upper side, represented by the Macigno Fm. (Upper Oligocene -
Lower Miocene), which widely outcrops in the high sector of the Ghiararo
catchment. Macigno Fm. is composed by arenaceous turbiditic layers (from
thin to very thick), with medium to coarse grain size and with good gradation.
Sandstones are mainly made up of quartz, feldspar, abundant lithic fragments
and mica. Turbidite sandstone layers are also alternated with siltstone layers
and sporadic hemipelagic claystone levels. The thickness of sandstone layers
decreases moving to the top of the sedimentary sequence whereas siltstones
and claystones become simultaneously more common. At the top of the sedi-
mentary succession it can be observed the tectonic contact (thrust fault) with
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rocks belonging to the Sub-Ligurid Domain.
Sub-Ligurid Domain
In the study area, the Sub-Ligurid Domain is represented by claystones with
limestones and silty sandstone turbidites (Canetolo shales and limestones Fm.-
Medium Eocene) and by marly limestones and calcarenitic turbidites (Groppo
del Vescovo limestones Fm.- Late and medium Eocene) (Abbate et al., 2005).
The former is characterized by high heterogeneity, because of it includes thin
and medium layers of dark-grey/black shales, with interbedded dark-grey lime-
stones, calcareous-marly turbidites and thin layers of siltstones. The latter is
made up of calcareous and calcareous-marly turbidites, with layers about 15-30
cm thick (sometimes up to 1 m). Canetolo shales and limestones Fm. outcrops
in the higher part of the Levanto basin, in proximity of the main watershed
separating the Ghiararo catchment from the Vara valley. On the other hand,
the Groppo del Vescovo limestones Fm. is characterized by few and small
scattered outcrops .
External Ligurid Domain
The External Ligurid Domain is only represented by the Monte Veri Com-
plex (Ottone Unit - Late Cretaceous), a highly tectonized grey-brown shales
with beds and fragments of dark grey calcilutites; bodies of polygenic breccias
with ophiolite, ophiolite breccia, granite, and limestones clasts are present.
This complex outcrops along a wide area, mainly located in the middle sector
of the Ghiararo catchment. The Monte Veri Complex is in tectonic contact
(thrust fault) with the Canetolo Unit (at the bottom) and with the Gottero-
Val Graveglia Unit (at the top).
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Internal Ligurid Domain
The Internal Ligurid Domain includes rocks belonging to two tectonic units
(from bottom to top): the Bracco-Val Graveglia Unit and the Gottero Unit.
These units belong to the Vara Supergroup, which includes turbiditic forma-
tions lying on carbonatic-siliceous pelagic formations of oceanic crust environ-
ment, with basaltic flows and breccia bodies at the bottom. The succession
lies on a mantle ultramafic basement and suffered intense polyphasic deforma-
tions. In the study area, the rocks belonging to the Internal Ligurid Domain
mainly outcrop in the lower sectors of the Ghiararo catchment and along the
coast.
Ophiolitic Basement
• Serpentinites: dark serpentinites with massive structure and with relics
of tectonic structures. Fractures are generally filled by lizardite, clorite
and opaque minerals (Piccardo et al., 1994). Sometimes gabbroic and
basaltic dikes occur, usually affected by oceanic metamorphism.
• Gabbros: magnesian gabbros (Medium Jurassic) generally characterized
by massive and isotropic structure(Cortesogno et al., 1987).
Volcano-Clastic Cover
The volcano-clastic cover is characterized by a high variability both of rock
types and of thickness. The coverage is represented by massive and pillows
basalts and by ophiolitic breccias of sedimentary nature (known as Breccia di
Levanto).
• Basalts: they outcrop extensively in the proximity of Monte Rossola
area, along the ridge between the municipalities of Levanto and Bonas-
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sola. Such basalts are green-grey when fresh and light brown if weath-
ered. Usually, such rocks lack of clear bedding structures and in some
locations (e.g., eastern slope of Monte Rossola) they appear heavy frac-
tured. Pillow-lavas are present along the southern side of Le Gronde hill.
Pillows are not generally well developed, showing on average size around
50 cm, with maximum size reaching 1.5 m.
• Breccia di Levanto: the volcano-clastic succession is completed by ophiolitic-
breccias, outcropping along the eastern slope of Monte Rossola. This out-
crop is characterized by breccia with clasts mainly of serpentinite bonded
by micro-crystalline calcite cements (Abbate, 1969). Minor components
of breccia clasts are also represented by basalts, gabbros, fine sandstones,
red siltstones and shalestones (radiolarites).
Sedimentary Cover
• Monte Alpe Cherts Fm.: they are red cherts with radiolarians relicts,
characterized by very thin layers, alternated to finely bedded red clay-
stones. The thickness of the succession varies from less than 10 to more
than 100 m.
• Palombini Shales Fm.: the Palombini Shales Fm. outcrops along a wide
area located western of Levanto urban settlement. This rock formation
pertains to the Monte Gottero Unit, representing the lowest stratigraphic
limit. This formation is made up of grey shales and siltstones interbed-
ded with micritic dark grey limestones rarely with a calcarenitic base.
The thickness of the formation is highly variables and can reach some
hundred meters. Analysis of the paleontological content dated it to Hau-
terivian/Barremian (early Cretaceous) (Cobianchi et al., 1994).
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• Scisti Zonati Fm.: this formation is included in so called Lavagna Group
and is characterized by finely bedded siltstones, silty sandstones, shale
and marls. This succession can be interpreted as the distal section of the
Monte Gottero Sandstones turbiditic system. The age of the formation is
Albian-Cenomanian (early Cretaceous) (Decandia and Elter, 1972) while
its thickness, badly measurable due to intense tectonization, is not below
250 m.
• Monte Gottero Sandstones Fm.: it outcrops south of the Levanto ur-
ban settlement, along the rocky coast between the locality of Le Rocche
and Punta Mesco promontory. They are quartz-feldspatic sandstones in
medium to thick beds, alternating with shales. Near the bottom of the
succession sometimes microconglomeratic or conglomeratic layers occur.
The formation is attributable to late Campanian - Paleocene (Marroni
and Perilli, 1990) while its thickness is from 600 to 800 m.
3.2.2 Geomorphological features
The beach of Levanto extends for about 800 meters and it is located in the
central part of the Levanto Bay, which is geographically delimited by two
promontories: Punta Gone to the West and Punta Picetto to the East. There-
fore, it can be defined as a pocket beach (Silvester et al., 1980). The beach
is divided into three sectors by two groynes: a western sector (150 m long, 35
m wide), a central sector (240 m long, 35 m wide) and an eastern sector (400
m long, 43 m wide) (Schiaffino et al., 2015). The beach is originated by the
alluvial deposits of the Ghiararo Stream, which is the main stream of the area.
Behind the Levanto beach there is a small alluvial coastal plain (about 2.5 km
long and 700 m large). The Levanto urban settlement is mainly built on the
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Figure 3.4: Geomorphological features of the Levanto coastal area (Mastronuzzi
et al., 2017).
small Ghiararo coastal plains. The alluvial deposits of the Ghiararo Stream
represents the main sedimentary input for the beach. The Ghiararo catchment
has a drainage basin area of about 16.4 km2 (Brandolini et al., 2002). In the
study area, Two other minor basins are present: the Cantarana catchment(1.9
km2) to the East and the Rio Rossola (about 1 km2) to the West. As other Lig-
urian Tyrrhenian basins, the Ghiararo basin watershed is located very close
to the coastline. In the north-eastern side of the basin the distance of the
coastline from the watershed amount to 4 - 4.5 km, and this is the greater
distance reached. The Ghiararo Stream has a maximum length of around 4.88
km, a mean slope of 9.23% while the difference between the elevation of the
source and the out let is about 450 m (Brandolini et al., 2002). From West
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to East, the maximum elevations of the basin are: Monte Rossola (559.5 m
a.s.l.), Monte Persico (535.2 m a.s.l.), Monte Fusarino (716.2 m a.s.l.), Monte
Bardellone (678 m a.s.l.), Monte Crocettola (609.2 m a.s.l.), Monte Rossini
(465.8 m a.s.l.). The historical evolution of the Levanto beach is characterized
by a very variable trend, characterized by alternation between erosive and in-
creasing phases. The historical cartography of Matteo Vinzoni (1750) shows
a very retreating shoreline. Up to the middle of the XIX century it can be
supposed an increasing or stable trend of the Levanto Beach, although the
available dataset is not exhaustive. (Fierro et al., 2015). A significant growth
of the beach occurred around 1870, due to a massive discharge of anthropic
deposits during the built of the railway track. Subsequently, after the end of
railway works, a new erosive phase occurred, leading to a retreat up to 20 m.
This erosive phase reached the peak around 1920. The erosive trend continued
after the end of the Second World War. To prevent the erosive phenomena,
three detached breakwaters (one of which is connected to land) were built in
the western sector. These coastal structures brought to the generation of a
protected sector, causing further erosion of the eastern sector. Between 1960
and 1970, due to the construction of the new motorway, large amounts of nour-
ishment material were also available. During this phase, the Levanto Beach
recorded a powerful growth (up to 50 meters) so as to in the western sector the
detached breakwaters were reached by the beach increase. The structures were
removed in the 70s and were converted into submerged detached breakwaters.
Three groins (two in the central sector and one in the extreme eastern side)
were built. As a result, the Levanto Beach reached a quite stable equilibrium
(with some limited nourishments); only some, but not significant, imbalances
were registered (also after the built of new harbour in the western side of the
bay) (Fierro et al., 2015).
Chapter 4
Matherials and Methods
4.1 Topographic and bathymetric surveying
4.1.1 2008 LiDAR survey
LiDAR (Light Detection and Ranging) is a surveying method that measures
the distance to a target by illuminating the target with pulsed laser light and
measuring the reflected pulses with a sensor. The laser uses high-frequency
pulses included between 10 and 150 kHz and wavelengths between 1.0 - 1.5 µm
are commonly used for morphological studies (Marcoe, 2007). The obtained
dataset is a point cloud where the X, Y and Z coordinates are known for
each collected point. This data is valuable to realise (through post-processing
process) Digital Surface Models (DSM) and Digital Terrain Models (DTM),
which are handy analysis tools in several sectors of geosciences. The main
feature of this survey tool is the opportunity to obtain (in a relatively short
time) an accurate representation of an earth surface area. In this study, we
used the LiDAR data of Levanto, provided by Regione Liguria (2008), to ob-
tain an accurate numerical reproduction of the on-land morphology (cliffs and
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headlands) and anthropic structures (seawalls, groins and breakwaters).
Figure 4.1: 2008 LiDAR survey by Regione Liguria.
4.1.2 GPS (Global Positioning System)
The Global Positioning System (commonly known as GPS) is a civilian and
military radio navigation system based on a constellation composed by 24 -
32 satellites. GPS is owned by the United States government and operated
by the United States Air Force. In summary, the GPS is a positioning system
enables to supply the real-time (or pre-recording) position (latitude, longitude,
and altitude), and the current time of any GPS receiver in any place of the
world. With a GPS device is possible to define an instantaneous position, and
thus it can be visualised on the GPS display (by different available coordi-
nates systems). The GPS consists of three major segments: space segment,
control segment, and user segment. Space and control segments are developed,
maintained and operated by U.S. Air Force. The user segment is composed of
hundreds of thousands of military users of the secure GPS Precise Positioning
Service, and tens of millions of civil, commercial, and scientific users of the
Standard Positioning Service. In this study, we used a GPS device for the
topographic beach surveys, and, in detail, we used a GPS Trimble Pathfinder
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ProXH with a post-processing correction through GNSS permanent station
of Beverino (owned to Regione Liguria). The station is far about 3 km from
Levanto beach, and thanks to that we can obtain an error of 0.05 and 0.10 me-
ters on horizontal and vertical respectively. The beach surveys were performed
following a predetermined transects series (Figure 4.2).
Figure 4.2: Location of the GPS survey transects on the Levanto beach.
4.1.3 Single-beam
A single-beam echo sounder is a tool for coastal bathymetric surveys, and it
is generally made up of a transducer-receiver system mounted on the hull of
a boat or vessel. The system shoots high-frequency acoustic pulses (30 - 200
kHz) into water column towards the bottom and measures the water depth
on the vertical. The acoustic signal is reflected off the sea floor beneath the
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receiver. The receiver contains a transmitter, which controls pulse length and
provides electrical power at a given frequency. The continuous recording of
depth below a moving boat returns a high-resolution depth measurement along
the survey transects. It is essential to collect data on the possible measurement
errors related to the motion of the boat (such as pitch and roll). The errors
can be limited using a Motion Reference Unit (MRU) and performing surveys
under flat sea conditions. Another essential information for the correct use of a
single-beam echo sounder is the exact position of the collected data, obtainable
through the use of Differential Global Positioning Systems (DGPS). In this
study, the single-beam survey campaign was performed by means of a single-
beam echo sounder (model ODOM) with an accuracy of 0.10 m, and data were
collected following pre-determined survey transects (Figure 4.3). The acquired
data were subsequently processed by means of GIS software.
Figure 4.3: Map of the survey transects for single-beam surveys campaigns within
the Levanto bay.
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4.1.4 Topo-bathymetric surveys: Autumn 2016/Spring
2017
The survey methods described above (section 4.1.2 and 4.1.3) were employed
to obtain two topo-bathymetric datasets. The field surveys were performed in
October 2016 (before winter) and in March 2017 (after winter) (Figure 4.4)
respectively. The data of emerged beach topography and bathymetries were
merged and interpolated through a GIS software to obtain an accurate topo-
bathymetric representation (pre/post-winter) of the area. The offshore bathy-
metric dataset, deeper than 12 m, was supplied by the Istituto Idrografico della
Marina (2006).
Figure 4.4: Merge and interpolation (through GIS software) of the March 2017
topo-bathymetric dataset.
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4.2 Video monitoring system
4.2.1 Beach video monitoring: state of the art
The first beach video monitoring system was developed and built at the be-
ginning of the 1990s by the laboratories of the Oregon State University. This
system, known as Argus, is still among the more complete beach monitor-
ing systems today in both of the elaboration images system and for their
management. The Argus system guarantees the collection of video data at a
gave spatiotemporal scale (decimetres to kilometres and hours to years) and is
composed of a dedicated cameras system. The collected images are sent to a
server where they are elaborated (in real-time) by a specific software to obtain
four image types (Holman and Stanley, 2007): (1) Snapshot, (2) Time expo-
sure, (3) Variance, and (4) Day-timex. Due to evolution in video monitoring
technologies, several coastal monitoring systems were developed in the past
(Lippmann and Holman, 1989). After the Argus system, several coastal moni-
toring systems have been installed all around the world (Brignone et al., 2012),
and few examples are Coastal Watch, Erdman Video System, Sirena (Nieto
et al., 2010), COSMOS (Taborda and Silva, 2012), CoastView project (David-
son et al., 2007), and many others. All these systems were initially based on
the Argus system and some used Argus utilities and software (Brignone et al.,
2012). A coastal video-monitoring system is generally composed by a fixed
number of cameras (or webcams), installed on a set elevation above mean sea
level, which collect real-time coastal images (snapshot images) at specified in-
tervals. The snapshot images are often elaborated through specific software
(Holman et al., 2003; Alexander and Holman, 2004; Holman and Stanley, 2007;
Brignone et al., 2012) to obtain more data regarding the investigated phenom-
ena (Zikra, 2008). According to Brignone et al. (2012) the processed images
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are generally classified in:
• Time exposure images (or timex), which are obtained by digitally av-
eraging image intensity over a prefixed acquisition time. These images
are obtained by processing and superimposing snapshot images of an ac-
quisition cycle (Brignone et al., 2012). This process eliminates random
sea conditions and variability in wave run-up and swash (Salmon et al.,
2007). Timex images are therefore an excellent instrument to underline
submerged sand bar topography (Lippmann and Holman, 1989; Enck-
evort and Ruessink, 2001; Ranasinghe et al., 2006), shoreline (Alexander
and Holman, 2004; Kroon et al., 2007; Quartel et al., 2006), intertidal
beach profile (Plant and Holman, 1997), intertidal beach slope (Madsen
and Plant, 2001), morphology formation on beach face (Holland, 1998;
Almar et al., 2008), rip currents (Nelko and Dalrymple, 2011; Austin
et al., 2012).
• Variance images, derived by digitally averaging image intensity over a
prefixed acquisition time and a standard deviation computing on pixel
colour intensity, improve the contrasts already achieved by processing
timex images (Brignone et al., 2012). They allow to recognize sub-
merged foreshore structures and to highlight regions undergoing some
change during acquisition time (a surf zone is brighter than other parts)
and unchanged areas (a dry beach is darker than other parts) (Brignone
et al., 2012). These images, coupled with timex images, are useful as an
additional tool to recognize and study of beach hydro-morphodynamics
features.
• Daily time exposure images (or day-timex) are obtained by averaging all
images acquired in the whole day (Brignone et al., 2012). This elabora-
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tion takes off the effects of tidal variation and the intensity variation of
light due to the changing angle of the sun during the day (Morris et al.,
2001).
• Time-stack images are created by extracting a line of pixel along a pre-
defined array in a video frame (Takewaka and Nakamura, 2001; Salmon
et al., 2007; Ojeda et al., 2008; Zhang and Zhang, 2008; Kuo et al., 2009).
The same set of pixels is extracted from images of a selected time pe-
riod and stacked vertically to create an image with time and cross-shore
distance on vertical and horizontal axis respectively. These images are
useful to gain information on beach morphodynamic features, cross-shore
variation, run-up, and swash (Brignone et al., 2012).
A coastal video monitoring network was already developed along the Ligurian
coast as part of the ResMar project (2007-2013). Nine commercial webcams
previously installed along the coast were selected to compose a coastal video
monitoring network (Schiaffino et al., 2013). The images, collected and stored
in the central platform, were processed using the Beachkeeper plus software
(Brignone et al., 2012). The use of commercial webcams is a strategy to obtain
a low-cost video monitoring network. The limit of this approach is that the
webcams functioning is related to the commercial activities (that mounted the
webcams), and proper maintenance is not always guaranteed. Today, thanks to
the evolution in video monitoring technologies, the costs to buy and maintain
a video monitoring system are low compared to a few years ago. For this
reason, a dedicated video monitoring system for coastal research is often a
better solution.
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4.2.2 Video monitoring system on Levanto Beach
A coastal video monitoring system has been installed on Levanto beach by the
local municipality (municipality of Levanto), and it is managed by DISTAV
(University of Genova) coastal research group. The monitoring system is com-
posed of three cameras facing three different sectors of the beach (western,
central and eastern, depicted in section 3.2.2), installed at an elevation of 25
m above mean sea level. The cameras system have a resolution of 1920×1088
pixels, and the beach sectors captured by each camera are shown in Figure
4.5. A recording device with 2 TB of storage capacity completes the moni-
toring system. Time recorder and temporal resolution setting are dependent
on research purpose. In this case, we set 8 hours/day recorded at 1 second of
temporal resolution. This setting is a standard setup for a coastal video mon-
itoring system (Pearre and Puleo, 2009; Archetti and Zanuttigh, 2010; Harley
et al., 2011; Taborda and Silva, 2012; Murray et al., 2013).
Figure 4.5: The video monitoring system on Levanto beach.
4.2.3 Beach survey for video monitoring
Simultaneously to topo-bathymetric surveys (described in previous sections),
we collected the Ground Control Points (GCPs) needed for the geo-rectify pro-
38 CHAPTER 4. MATHERIALS AND METHODS
cess and subsequent image processing (Figure 4.6) (Holman et al., 2003; Silva
et al., 2009; Vousdoukas et al., 2011; Brignone et al., 2012). The recorded
images have been geo-rectified using 27 GCPs, placed in the view area of the
cameras. The XY coordinates of the GCPs were acquired using a GPS device
with a horizontal and vertical accuracy of 0.05 m and 0.10 m respectively (de-
scribed in section 4.1.2). The GCPs were selected so that they were visible by
cameras, and, for this purpose, we used targets (yellow cones) easily identified
in video recorded images. For a better geo-rectified process these targets were
located so that they formed a series of triangles to cover the investigated area
(Figure 4.6).
Figure 4.6: Example of Ground Control Points (GCPs) triangulation along the
eastern sector of the beach.
4.2.4 Image processing
A digital image is a numerical representation (usually binary) of a 2D image.
These images are defined as discrete images because they are composed of a
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finite number of elements (pixels). An RGB image is coded by means of three
primary colour bands (R-red, G-green, B-blue). For example, a digital image
a[m, n, i] will be composed by m×n pixels, where m-pixels and n-pixels are
pixels along vertical and horizontal axes respectively, whereas “i” is the colour
code (red, green or blue). A digital image at 1920×1088 pixels will be com-
posed by 1920 vertical pixels and 1088 horizontal pixels respectively, and each
pixel will be characterized by a colour (resulted by superimposition of the pri-
mary colour bands). From a mathematical viewpoint, the digital images are
matrices, where each pixel is defined by a couple of coordinates (u,v). In our
case, a perspective view of littoral was obtained by means of a video moni-
toring system. The distortion effects, caused by camera location, were deleted
through a series of mathematical processes. By means of external orienting
parameters, we obtain the camera position in the real space and the geometric
relation between image coordinates (u,v) and spatial coordinate (x,y,z) (Figure
4.7). The external geometry of a camera system is defined by three parameters
(angular values): azimuth (ϕ), tilt (τ) and roll (σ) (Figure 4.7).
The relation between image coordinates system and spatial coordinates







where L1 - L11 are known as Direct Linear Transformation (DLT) coeffi-
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cients (Adbel-Aziz, 1971) and they are functions of seven unknowns: ϕ, τ , σ,
[Xc, Yc, Zc] (camera system location) and f (real focal):




























where m-coefficients describe the rotation of the camera system in relation
to azimuth (ϕ), tilt (τ) and roll (σ):
m11 = cosφ cosσ + sinφ cos τ sinσ m23 = sin τ cosσ
m12 = − sinφ cosσ + cosφ cos τ sinσ m31 = sinφ sin τ
m13 = sin τ sinσ m32 = cosφ sin τ
m21 = − cosφ sinσ + sinφ cos τ cosσ m33 = − cos τ
m22 = sinφ sinσ + cosφ cos τ cosσ
The unknowns can be calculated using a series of control points (GCPs)
within the images (as described in section 4.2.3). Image coordinates (u,v) and
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spatial coordinates (x,y,z) must be known for at least three GCPs. Finally,
having eliminated the distortion effects, the images can be processed through
a specific software for pictures analysis. In our case, we used the Beachkeeper
plus software (Brignone et al., 2012) to obtain Timex and Variance images
(described in section 4.2.1) of the study area. Beachkeeper plus is a tool
specifically developed for coastal video monitoring.
Figure 4.7: Relation between image coordinates (u,v) and real spatial coordinates
(x,y,z) (Parlagreco, 2011).
4.3 Sedimentological analysis
The sedimentological characterisation of the area (useful for a better represen-
tation of boundary conditions in the modelling process) was obtained through
a sedimentological sampling campaign. Sediment samples were collected using
a Van Veen Grab Sampler (for the underwater beach) and hand coring (for
the on-land beach). The samples were collected based on a pre-constituted
sampling grid. The grain size analyses were performed in the sedimentology
laboratory through dry sifting at 1/2 phi intervals (Wentworth, 1922), and
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statistical parameters were computed following Folk and Ward (1957). The
grain size distribution ranges from 0.17 mm to 5.15 mm (2.6 to -2.4 φ), and,
because of that, Levanto beach can be classified as mixed sand-gravel beach
(Jennings and Shulmeister, 2002).
Figure 4.8: Map of the grain size distribution along the Levanto beach.
4.4 Drifter survey
The standard approaches for currents’ velocity assessment can be categorised
as either Eulerian or Lagrangian techniques (Peynaud and Pijanowski, 1979).
The Eulerian approach is characterised by the use of instruments (current me-
ter) located in fixed points. Differently, in the Lagrangian approach, currents’
velocity is measured by using tools (drifters) that are in motion with the water
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mass.
4.4.1 The lagrangian drifters
A drifter is an oceanographic tool that floats on the ocean surface to investigate
ocean currents. The modern drifters are often equipped with a GPS/GNSS
receiver for satellite tracking, and they can sample parameters as temperature
and salinity (Paduan and Niiler, 1993; Poulain and Zambianchi, 2007; Charria
et al., 2013). Following components schematically compose a drifter:
• A sail, which has a “propulsive role”, it can be rigid or soft and its main
function is that the drifter is in motion with the water mass;
• A float structure, which maintains the drifter on the water surface (and
immediately below);
• A GPS/GNSS receiver for satellite tracking;
• A submerged hull, which contains a battery and other electronics devices;
• Sensors for environmental parameters (e.g. temperature and salinity).
On the market, we can find drifters designed for both offshore experiments
and coastal experiments. Offshore drifters have a data acquisition time range
of hours, days or months, and they are suitable for large scale survey (e.g.
ocean circulation). These tools often show a measurement accuracy of hun-
dreds or thousands of meters. Conversely, the coastal drifters show a mea-
surement accuracy of meters (sometimes centimetres), and they have a data
collection interval of seconds or minutes. In this project, we used a “home-
made Lagrangian drifters system” to obtain field measurements of the surf
zone currents. The use of Lagrangian drifters for surf zone currents investi-
gation is a well-known practice in coastal research (Johnson and Pattiaratchi,
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2004; MacMahan et al., 2009; Austin et al., 2010, 2012; McCarroll et al., 2014).
However, field measurements of strong and unpredictable currents, such as rip
currents, are logistically difficult to obtain related to their particular hydrody-
namics features (described in section 2.3).
4.4.2 Home-made drifters
As a first attempt, we tested a commercial drifter model and, in details, the
Mini Drifter buoy MD03, produced by Albatros Marine Technologies. This tool
showed a real data acquisition time included between one and five minutes,
related to satellite coverage. Due to its technical features, this instrument has
proved to be unsuitable for the surf zone currents investigation, because the
data recorded were too many averaged on time. Furthermore, the particular
orography of the study area (with mountains close to the coast) is a problem,
due to the effect on daily satellite coverage. Starting with the problem to find
a suitable drifter model, we decided to implement a dedicated “drifter system”
for this thesis work. The purpose was to develop a low-cost drifters system,
coupled with the video monitoring system. Yoon et al. (2014) illustrates a
method to describe the rip currents through the images analysis. In that
case, the analysis was conducted through the tracking of floating tubes in the
video images, converting the image coordinate system into the standard map
coordinate system, and evaluating the Lagrangian velocities. (Yoon et al.,
2014). As a first step, we built some drifters prototypes to define the better
design. The target was to obtain a floating device that it was visible in the
video images. After some field test, we chose the design showed in Figure
4.9. The obtained result is a tool visible by the video monitoring system, and
suitable to follow the water mass in the surf zone. An important feature is a low
susceptibility to the wind (which often blow on the study area). Each drifter is
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composed of materials that cost approximately 10 euros (wood, plastic, floating
material, steel wire, paint).
Figure 4.9: Design of the home-made drifters for the nearshore currents investiga-
tion.
Figure 4.10: Ground Control Points (GCPs) and their triangulation in the surf-
zone.
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As a second step, we collected a set of GCPs in the surf zone (Figure
4.10). The survey campaign was performed by a GPS Trimble Pathfinder
ProXH (described in section 4.1.2) mounted on a small boat and under flat
sea conditions. The geo-rectify process (as described in section 4.2.3) was only
performed for the central camera, which shows better orientation features.
The obtained method is a video-drifters coupled system, which allows tracking
(XY coordinates and time) of the drifter locations. The subsequently drifters
locations are imported in GIS software, where Lagrangian velocities can be
computed through an easy equation of velocity. The spatial drifters’ location
is affected by a maximum error of some ten of centimetres.
4.5 Coastal modelling
4.5.1 The models: state of the art
The models can be defined as a formalised representation of reality (Roelvink,
2011). Represented phenomena are often very complex, and simplification
processes are necessary to obtain reliable models, suitable for real technical
applications. An overly complicated model (which take into account an ex-
cessive number of variables) will show an excessive computing time, and the
real model applicability will be compromised. However, the lack of data is one
of the significant problems for the models’ users, and this is particularly rele-
vant when complex phenomena, with complex boundary conditions, are mod-
elled. In this regard, coastal dynamics is a clear example of very complex phe-
nomena influenced by several boundary factors. The models can be classified
into two macro-categories: (1) physical models, and (2) mathematical models.
The physical models are scale representations of investigated phenomena (e.g.
a physical scale representation of a port basin). The mathematical models
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are mathematical representations, where the several parameters and variables
(that caused phenomena) are linked through equations (more or less compli-
cated). Mathematical models can be furthermore classified into physics-based
models and conceptual models. The physics-based models are based on a de-
tailed physical description of phenomena and process that play a role in them.
They are commonly expressed through differential equations which describe
the physics phenomena (e.g. equations of motion, etc.). In the conceptual
models, we do not find a detailed physical description, but they are expressed
by equations that describe only the interaction among considered parameters.
It can be maintained that (in general) a more complex model is not always
better, but the reliability and usefulness of a model is dependent by available
dataset, computing time, costs, and required results. However, the classifica-
tion between conceptual models and physics-based models is not always clear,
and the physics-based models are often integrated by conceptual models to
solve problems of lack of data, or to simplification needs. The models can
also be classified in deterministic models and stochastic models. Clear cause-
effect relationships characterise deterministic models, and the implemented
input (dataset) lead to a univocal solution. A statistical approach conversely
characterises stochastic models, and phenomena are described through a se-
ries of aleatory variables and their probability distributions. These models do
not show univocal solutions, but they produce a series of scenarios that they
will be assessed by statistical analysis. Based on their spatial representation
features, the models can also be classified into four class:
• Zero-dimensional models,
• One-dimensional models (1D),
• Two-dimensional models (2D),
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• Three-dimensional models (3D).
The zero-dimensional models describe a physics phenomena on the space.
The description is expressed in terms of average values, or through hypothe-
sis that makes homogenous the interested physical quantities. The classifica-
tion between one-dimensional models and two-dimensional models concerns the
only formal characteristics of the dimensional representation. Two-dimensional
models are not only suitable to describe plan motions, but they can be suitable
to represent a not uniform distribution of a variable (e.g. the not uniform dis-
tribution of a water surface levels in a coastal basin with irregular bathymetry).
In general, the zero-dimensional models are described as “lumped parameter
models”, whereas the 1D, 2D, and 3D models are known as “distributed pa-
rameter models”. The analytic solutions are feasible for physics-based models
in the only cases characterised by low geometric complexity degree. This oper-
ative limit is exceeded thanks to numerical methods to solve the complex equa-
tions. In the case of a continuous system, the numerical methods are based
on their discretised representation (referred to a computational grid). The
numerical methods supply approximated solutions through numerical values.
These solutions are referred to the initial conditions provided (model input),
they are located in a discrete set of points in the computational grid, and (in
case of phenomena which evolved on time) in a finite number of the time step.
The terms “numerical model” (commonly used) is referred to as the coupling
between mathematical models and numerical methods to solve equations that
characterise them. The numerical methods are generally implemented in a cal-
culation code (written through a programming language), and the numerical
model is provided in a software format. The numerical models can be suitable
tools for engineering and environmental design, and their costs are (generally)
lower if compared with physical models. However, it is always important to
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remember that the numerical models cannot remedy possible lack of data or
lack in knowledge of physics phenomena. For these reasons, a critical analysis
of results is always necessary to obtain reliable results.
4.5.2 The coastal models
A coastal model (software format) is a numerical model that contains ideas
about hydraulics, waves, sediment transport, and sediment conservation that
are captured in formulations (Roelvink, 2011). Three types of models are tradi-
tionally considered: (1) coastal profile models, where the focus is on cross-shore
processes, and the longshore variability is neglected (Roelvink and Brøker,
1993; Schoonees and Theron, 1995), (2) coastline models, where the cross-
shore profiles are assumed to retain their shape even the coast advances or
retreats (Szmytkiewicz et al., 2000), (3) coastal area models, where variations
in both horizontal dimensions are resolved (de Vriendo et al., 1993; Nichol-
son et al., 1997). Coastal profile models are generally applied for two main
purposes: evaluation of storm impacts on a coastal profile, and evaluation of
longer-term behaviour of sandbars and nourishment schemes (on the beach and
the shoreface) (Roelvink, 2011). Coastline models assume gradually varying
flow conditions and approximately parallel depth contours (Roelvink, 2011).
These models are mainly applied for large-scale applications, over alongshore
distances of many kilometres (Dean, 1992; Szmytkiewicz et al., 2000; Buijsman
et al., 2001). However, these models can be coupled with 2D wave models to
predict nearshore wave climates and, thanks to that, they can be applied at
relatively small-scale phenomena (Roelvink, 2011). Coastal area models are
applied where a separation between longshore and cross-shore scales is not
possible, and they are applicable at a range of scales, from small-scale coastal
engineering problems to macro-scale evolution of tidal basins (Roelvink, 2011).
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In this thesis, we applied the XBeach model (Roelvink et al., 2009), which is
a coastal area model. For this reason, we will bring our attention to this type
of models. These models are further subdivided into two-dimensional hori-
zontal (2DH) models, which use depth-averaged equations (Roelvink, 2011),
and three-dimensional (3D) models (Lesser et al., 2004), which resolve the
vertical variations in flow and transport (Roelvink, 2011). In general, when
we are talking about the difference between 2DH, Q3D (Quasi-3D), and 3D,
we are talking about the flow model, the sediment transport model, and the
bed update model. The wave models are generally 2DH models based on the
spectral wave action balance (Roelvink, 2011). The models can be classified
by their wave drivers into wave-averaged models, which consider wave field av-
eraged over both individual waves and wave groups, and into short-wave (but
not wave group) averaged models, which resolve variations at wave group time
scale (Roelvink, 2011). Models as Delft3D and XBeach have both these mod-
ules. The flow models (2DH) are based on the depth-averaged shallow water
equations, and this feature often means that the sediment transport direction
is the same as the depth-averaged flow direction (although sometimes the mean
return flow is considered) (Roelvink, 2011). Regarding the sediment transport,
in most models, it is subdivided into bed load transport and suspended load
transport. Bed load transport is always considered a direct function of the bed
shear stress or near-bed velocity. The suspended transport is generally solved
using the advection-diffusion equations (in 2DH or 3D). However, in some mod-
els, it is still only a function of the local flow and waves conditions (Roelvink,
2011). The computing grid represents a fundamental models component, and
models can use either structured grids or unstructured grids. The structured
grids can be rectilinear or curvilinear and are used in finite difference methods;
the unstructured grids are typically built up from triangles (sometimes from a
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combination of triangles and quadrilaterals) and are used in finite element or
finite volume methods. Traditionally, finite difference methods are considered
relatively easy to understand and relatively fast per grid cell. These methods
are commonly used in coastal morphology. Conversely, finite element methods
are much more complicated mathematically, and they are much slower per grid
cell (Roelvink, 2011). The models can use implicit schemes (Delft3D, Mike21)
or explicit schemes (XBeach). Implicit methods imply that the equation sys-
tems are set up so that they relate to state variables (e.g. velocities, water
level) at the next time step to each other. Conversely, explicit methods imply
that the state variables at the next time step are directly solved as a func-
tion of the values at the previous time step. Regarding the computing time,
implicit models need to more time for each timestep, but they can use much
bigger timestep because there is no hard stability limit. Differently, explicit
methods take little effort for each timestep but have to keep to a strict time
step criterion (Roelvink, 2011).
4.5.3 The XBeach model
XBeach (Roelvink et al., 2009) is an open-source model for coastal morphody-
namics. The model was initially designed to assess the coastal erosion during
extreme events such as storms and hurricanes (Roelvink et al., 2009, 2015), but
it can also be applied for small-scale coastal engineering problems (Roelvink,
2011). In the last years, XBeach has also been used for long-term modelling
(Bart, 2017) and, in detail, to determine the morphological change on the
time-scale of years (Pender and Karunarathna, 2013; Wang et al., 2015). The
model is classified as a Coastal Area Model (Roelvink, 2011) and includes
the hydrodynamic processes of short waves transformation (refraction, shoal-
ing and breaking), long waves (infragravity wave) transformation (generation,
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propagation and dissipation), wave-induced setup and unstable currents, as
well as overwash and inundation. The morphodynamic processes include bed
load and suspended sediment transport, dune face avalanching, bed update,
and breaching. Furthermore, the effects of vegetation and hard structures can
be included (Roelvink et al., 2015). XBeach uses a coordinate system where
the x-axis is always oriented towards the coast (approximately perpendicular
to the coastline), and the y-axis is alongshore (Figure 4.11). The model uses
Figure 4.11: XBeach model grid definitions (Roelvink et al., 2015).
a structured computing grid (rectilinear or curvilinear) defined in the world
coordinates system (WGS84). XBeach contains three different hydrodynam-
ics options, i.e.: (1) stationary wave mode, (2) surfbeat (instationary) mode,
and (3) non-hydrostatic mode. The stationary wave mode is efficiently solv-
ing wave-averaged equations but neglecting infragravity waves, in the surfbeat
mode the short wave variations on the wave group scale (short wave envelope)
and the long waves associated with them are resolved, and finally the non-
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hydrostatic mode is characterised by a combination of the non-linear shallow
water equations with a pressure correction term (Roelvink et al., 2015). Re-
garding the short wave action balance, the wave forcing in the shallow water
momentum equation is obtained from a time-dependent version of the wave ac-
tion balance equation (equation 4.1) similar to Delft University’s (stationary)
HISWA model (Holthuijsen et al., 1989). The directional distribution of the
action density is taken into account, whereas a frequency, best represented by
the spectral parameter fm−1,0, represents the frequency spectrum. The wave












= −Dw +Df +Dv
σ
(4.1)
Where the wave action A is calculated as:
A(x, y, t, θ) = −Sw(x, y, t, θ)
σ(x, y, t)
(4.2)
In which θ is the angle of incidence with respect to the x-axis, Sw is the
wave energy density in each directional bin, and σ represents the intrinsic wave
frequency. The intrinsic frequency σ and group velocity cg is obtained from




gk tanh kh (4.3)
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The wave action propagation speeds in x, y and directional space are given
by:
cx(x, y, t, θ) = cg cos(θ)
cy(x, y, t, θ) = cg sin(θ) (4.4)










Where h is the local water depth and k is the wave number. The intrinsic
wave frequency σ is obtained without considering the wave-current interaction,
which means it is equal to the absolute radial frequency ω. As regards the
dissipative phenomena, three several dissipation processes are considered in
XBeach: wave breaking (Dw), bottom friction (Df ), and vegetation (Dv) (not
considered in this study). Five different wave breaking (Dw) formulations are
implemented in XBeach:
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In which











Hmax = γ(h+ δHrms) Ew(x, y, t) =
∫ 2π
0
Sw(x, y, t, θ)dθ
Qb is a fraction of breaking waves, α is a wave dissipation coefficient,
Trep is the representative wave period, Ew is the wave energy, Hrms is
the-root-mean square wave height, Hmax is the maximum wave height,
γ is a breaker index, ρ is the water density, and g is the gravitational
constant.








The main difference with the original formulation is that wave dissipation
is proportional to H3/h instead of H2.
• Daly et al. (2010) (instationary waves)
In this formulation, waves are entirely breaking if the wave height exceeds
a threshold (γ) and stop breaking if the wave height falls below another
threshold (γ2).
Qb = 1, if Hrms > γhQb = 0, if Hrms > γ2h (4.7)




























α is a wave dissipation coefficient, frep represents a representative intrin-
sic frequency, and γ is a calibration factor.
In this breaking formulation, the waves breaking fraction Qb and break-
ing wave height Hb are calculated differently compared to the breaking
formulations used for a non-stationary situation.

























− erf (R) R = Hb
Hrms
This formulation represents a revision of Baldock’s formulation.
Finally, in both the instationary and stationary case the total wave dis-
sipation is distributed proportionally over the wave directions with following
formulation:
Dw(x, y, t, θ) =
Sw(x, y, t, θ
Ew(x, y, t)
Dw(x, y, t) (4.10)
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Where fw is the short-wave friction coefficient. This value only affected
the wave action equation and is unrelated to bed friction in the flow equation.
The hydro-morphodynamic processes in the surf zone, due to the action of
wave motion and swash phenomena, are very complex phenomena and their
numeric representation is possible through several modules (numeric methods)
implemented in XBeach software.
4.5.4 XBeach grid setup
XBeach bed level is based on the combined bathymetric and topographic data
survey (described in section 4.1). The all topo-bathymetric data were merged
and interpolated into a regular grid (with a resolution of 3 m) through GIS
software, to obtain a Digital Terrain Model (DTM) of the study area (Figure
4.12). Digital Terrain Model was exported (thanks to GIS tools) in an XYZ
file, necessary to create the several XBeach layers.
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Figure 4.12: Digital Elevation Model of Levanto Bay, obtained through merge and
interpolation of the topo-bathymetric dataset.
The computational grid was created through “RGFGRID” tool of the
Delft3D software suite. We obtained a structured computational grid char-
acterised by a higher resolution on the surf zone (5 m) and a lower resolution
in the offshore area (30 m) (Figure 4.13). This solution is useful to obtain a
reduction of model runtime, necessary to launch many model run test (indis-
pensable to the model setting process). The XYZ files (bed level and non-
erodible structures) have been re-interpolated on the computational grid to
obtain XBeach layers (Figure 4.13). This last interpolation process was per-
formed by the “QUICKIN” tool of the Delft3D software suite.
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Figure 4.13: The geographical area included within the computing grid (left panel),
and grid Interpolation through the QUICKIN tool (right panel).
4.5.5 XBeach parameters setup
An accurate model setting is essential to obtain a reliable representation of
investigated phenomena, and the main modified parameters (than default set-
ting) will be illustrated in this section.
• MPI parameters
When running XBeach in parallel mode, the model domain is subdivided
into submodels, and each submodel is then computed on a separate core.
This process will increase the model computational speed. The MPI
parameters (keyword: mpiboundary) determine how the model domain
is subdivided. In auto mode (default) the model domain is subdivided
such that the internal boundary is smallest. In man mode (our case)
the model domain is manually subdivided using the values specified with
the mmpi and nmpi keywords. This setting is useful to optimise the
computational speed of model (related to available computing power).
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parameter unit default value setting value
mpiboundary - auto man
mmpi - 2 1
nmpi - 4 3
Table 4.1: MPI parameters setting.
• Physical processes
XBeach supports several physical processes, and each process can be
switched on or off. Differently, than default mode, we switched on the
short wave run-up (keyword: swrunup) and Snell’s law for wave refrac-
tion (keyword: snells). The short wave run-up plays a key role in surf
zone dynamics (Short, 1999) and could play an important role in rip
currents dynamics.
parameter unit default value setting value
swrunup - 0 1
snells - 0 1
Table 4.2: Physical processes setting.
• Sediment input
The sediment input determines the composition of the bed and the detail
in which processes related to sediment sorting are resolved. In this case,
the values of D50 and D90 have been set based on the results of the
sedimentological analysis.
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parameter unit default value setting value
D50 m 0.0002 0.0017
D90 m 0.0003 0.0006
Table 4.3: Sediment input setting.
• Grid parameters
XBeach supports Delft3d grids created with RFGRID tools (As described
in section 4.5.4) and, in this study, we have chosen this option. The use
of RFGRID tools interface allows a relatively easy grid building.
parameter unit default value setting value
gridform - XBeach Delft3d
Table 4.4: Grid form setting.
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• Morphology parameters
In XBeach there are several available parameters which help us to obtain
a good description of morphological features and processes. In partic-
ular, we highlight the use of the non-erodible layer (keyword: struct)
to represents details of the hard structures present on the beach (e.g.
groynes).
parameter unit default value setting value
struct - 0 1
Table 4.5: non-erodible layer setting.
4.5.6 Wave input
Offshore wave dataset has been supplied by the DICCA hindcast database (Me-
teOcean research group, www.dicca.unige.it/meteocean) (Figure 4.14). This
dataset is the result of numerical simulations of the wavewatchIII (WWIII)
model (Komen et al., 1996; Tolman et al., 2009), and of the weather research
and forecasting models (WRF-ARW) (Skamarock and Klemp, 2008) in the
Mediterranean sea from 01/01/1979 - 31/12/2017 (Mentaschi et al., 2013,
2015). Five swell events have been considered in this study; three events for
rip currents modelling (13th - 14th October 2016, 09th - 11th November 2016,
05th March 2017), and two events for model validation process (09th February
2017, and 23rd March 2018). The wave climate of these events is depicted in
table 4.6.
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Figure 4.14: WavewatchIII (WWIII) model by MeteOcean research group,
www.dicca.unige.it/meteocean.
Event Hs (m) Tm (s) Direction (◦N) Purpose
13th - 14th October 2016 2.02 6.10 152 rip modeling
09th - 11th November 2016 1.70 7.48 225 rip modeling
09th February 2017 1.24 3.97 209 validation
05th March 2017 2.91 7.92 225 rip modeling
23rd March 2018 0.40 4.08 223 validation
Table 4.6: offshore wave data.
The events have been described through a spectral approach (JONSWAP
model), and details are displayed below.
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• 13th - 14th October 2016
Figure 4.15: Directional wave spectra (JONSWAP ).
Figure 4.16: Directional wave rose. The significant wave height (Hs) associated
with the various directions are illustrated by the different colours.
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Figure 4.17: Wave parameters: significant wave hight (Hs), mean period (Tm) and
wave direction (Dir.).
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• 9th - 11th November 2016
Figure 4.18: Directional wave spectra (JONSWAP ).
Figure 4.19: Directional wave rose. The significant wave height (Hs) associated
with the various directions are illustrated by the different colours.
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Figure 4.20: Wave parameters: significant wave hight (Hs), mean period (Tm) and
wave direction (Dir.).
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• 9th February 2017
Figure 4.21: Directional wave spectra (JONSWAP ).
Figure 4.22: Directional wave rose. The significant wave height (Hs) associated
with the various directions are illustrated by the different colours.
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Figure 4.23: Wave parameters: significant wave hight (Hs), mean period (Tm) and
wave direction (Dir.).
70 CHAPTER 4. MATHERIALS AND METHODS
• 5th March 2018
Figure 4.24: Directional wave spectra (JONSWAP ).
Figure 4.25: Directional wave rose. The significant wave height (Hs) associated
with the various directions are illustrated by the different colours.
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Figure 4.26: Wave parameters: significant wave hight (Hs), mean period (Tm) and
wave direction (Dir.).
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• 23th March 2018
Figure 4.27: Directional wave spectra (JONSWAP ).
Figure 4.28: Directional wave rose. The significant wave height (Hs) associated
with the various directions are illustrated by the different colours.
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Figure 4.29: Wave parameters: significant wave hight (Hs), mean period (Tm) and
wave direction (Dir.).
4.5.7 Sea-level (LSL) projections
Sea level changes are a key factor affecting the evolution and management of
coastal environments (Marcos et al., 2012). To quantify SLR in the study area,
we used projections to the year 2100 in Genoa (Kopp, 2015). We modelled
SLR under the RCP 4.5 scenario (Meinshausen et al., 2011) which corresponds
to a likely global mean temperature increases in 2081 - 2100 of 2.0-3.6 ◦C above
1850-1900 levels (IPCC, 2013). RCP 4.5 corresponds to a moderate scenario
of gases mitigation policy (Meinshausen et al., 2011). From Kopp (2015), we
extracted median (0.43 m) and 0.5th, 5th. 95th and 99.5th percentiles for the
Genoa tide gauge, and used them as SLR scenarios (Figure 5.46 and Table
4.7).
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Figure 4.30: Local Sea Level (LSL) projection in Genoa by 2100 (Kopp, 2015),
based on RCP 4.5 (Meinshausen et al., 2011). Heavy = median, dashed = 5th - 95th









Table 4.7: Several LSL rise computing scenarios.
The event of 09th-11th November 2016 was considered to evaluate the rip
currents behaviour in higher sea level scenarios. This event has been selected
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(among the several investigated events) because it is characterised by a signif-
icant development over time (some days) and by a clear rip currents develop-
ment pattern. The model setting was maintained, changing only the interval
time of output (parameter keyword: tintg) to reduce the computational time.
This change has been useful due to the high number of necessary model sim-
ulations.
4.5.8 XBeach model validation
The model validation was performed through two different approaches, i.e.
comparing model results with data collected through video monitoring and
drifter surveys. The video monitoring validation was obtained comparing the
rip currents generation points, whereas drifters validation was accomplished
through an error statistics analysis. Due to the difficulty to obtain field mea-
surements of the rip currents, two drifter surveys were achieved in dates of
09th February 2017, and 23rd March 2018 and the collected data have been
compared with the model simulations of the same events. According to Austin
et al. (2012), the error statistics analysis was performed through the evaluation
of the scatter index (SCI) and relative bias (Rel. bias).




max(RMSm|〈m〉|) This is a relative measure of the scatter between model
and data. The error is normalized with the maximum of
the RMS of the data and the absolute value of the mean
of the data; this avoids strange results for data with small
mean and large variability
Rel. bias 〈c−m〉
max(RMSm|〈m〉|) This is a relative measure of the bias, normalized in the
same way as the SCI. This parameter relates the variance
of the difference between data and model to the variance
of the data.
Table 4.8: error parameters (* m = measured, c = computed).
Chapter 5
Results
5.1 Seabed morphological analysis
A seabed morphological analysis was performed through spatial analysis tools
in GIS environment. The analysis allowed characterisation of the morpho-
sedimentary trends inside the considered time range (October 2016/March
2017). In details, it was calculated the differences between the topo-bathymetric
data of March 2017 and October 2016 (Figure 5.1). This methodology allowed
depiction of the beach hydro-morphodynamic responses during winter, and
some significant morphological features, related to rip currents dynamics, were
identified. In details, three rip channels were identified (Figure 5.1). The more
evident rip channel is identified on the east side of the groyne between the cen-
tral and eastern sectors of the beach. Two other rip channels were identified
on the west side of the groyne and in the central area of the beach eastern sec-
tor. It is essential highlights that the development of rip channels is related to
the dominant wave boundaries conditions, and with sea conditions before the
second survey campaign (March 2017) in particular. However, the obtained
results are proof of the crucial role played by the cross-shore dynamics along
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the Levanto beach.
Figure 5.1: Map of the morphodynamic trend between October 2016 and March
2017 (GIS elaboration), arrows show the rip channels.
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5.2 Video monitoring results
Rip currents individuation through coastal video monitoring is a well-known
approach in the field of coastal research (Nelko and Dalrymple, 2011; Austin
et al., 2012; Murray et al., 2013). In details, during this research project,
several rip currents were recorded by means of a video monitoring system, and
they are shown in this section. Image processing, through the Beachkeeper
plus software, was performed to supports the rip currents individuation. Time
exposure images (timex) and variance images were obtained through processing
of snapshot images sampled every 5 seconds (related to features of the observed
phenomena).
5.2.1 13th -14th October 2016
Several rip currents were observed during the October event. In detail, two
rip currents were identified on the down-wave and up-wave sides of the groyne,
between central and eastern sectors of the beach (Figure 5.2, 5.3). In Figure
5.2 we notice the rip current development in the lee of the groyne. In this
case, rip current behaviour is evident due to the sea foam, which is wiped out
by water flow. The second rip current was observed on the west side of the
groyne. This rip phenomenon is very evident (Figure 5.3), and its behaviour
is well depicted by suspended sediment. In this particular situation, water
turbidity works like a coloured tracer.
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Figure 5.2: Rip current development in the lee of the groyne. (Top panel) snapshot
of a rip current generation process (red circle). (Bottom panel) rip current behaviour
analysed through timex processing.
Figure 5.3: Rip current development on the west side of the groyne (timex image).
Rip behaviour is traced by water turbidity.
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5.2.2 09th -11th November 2016
Several rip currents characterise this event and different rip currents type were
recorded by the monitoring system (Figure 5.4, 5.5, 5.6, 5.7). Two rip currents
were identified on the sides of groyne between central and eastern sectors of
the beach (Figure 5.4).
Figure 5.4: Rip currents on the sides of groyne between central and eastern sector
of the beach (variance image).
In Figure 5.5, we observe a snapshot image of a rip current in the central
area of the beach eastern sector. Furthermore, a more clear phenomenon
identification was obtained through timex and variance elaborations (Figure
5.6). Moreover, also a series of small rip currents, associated with cuspidate
morphologies, were recorded by the monitoring system. These phenomena are
shown in Figure 5.7, where we notice their quite limited spatial development
(if compared to others observed rip currents).
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Figure 5.5: Rip current development (red circle) in the central sector of beach
eastern sector.
Figure 5.6: Rip current development in the central sector of beach eastern sector.
(Top to bottom) timex and variance images.
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Figure 5.7: Rips associated with cuspidate morphologies along the beach east-
ern sector (central camera). (Top panel) timex image. (Bottom panel) rip details
(zoomed snapshot).
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5.2.3 05th March 2017
Several rip currents were also recorded during the storm event of March 2017
and, in details, two rip current phenomena appeared very evident. A first rip
was observed in the central area of the beach eastern sector (Figure 5.8). A
second rip current was observed on the east side of the groyne, between central
and eastern sectors of the beach (Figure 5.9). As well as for other considered
storm events, we used image processing techniques as support in rip currents
individuation process (Figure 5.8, 5.9).
Figure 5.8: Rip current development in the central sector of the beach eastern
sector. (Top to bottom) snapshot image (rip current in red circle) and timex image
(zoomed).
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Figure 5.9: Figure 5.8: Rip current on the east side of groyne. (Top to bottom)
snapshot image (rip current in red circle) and timex image (zoomed).
5.3 XBeach model results
In this section, we describe the results of the XBeach model simulations.
Rip currents behaviour, under several wave boundary conditions, is described
through XBeach 2D output and diagrams of velocities. In order to evaluate the
rip currents intensity, we considered the x-component of the Eulerian velocity
(ue). ue values (positive or negative) are based on the XBeach grid orienta-
tion. Model grid is oriented orthogonal to the coast, and ue negative values
highlight the presence of cross-shore currents. For this reason, we will use the
ue values to define the rip currents behaviour. In details, more negative values
of ue shows more strong rip currents.
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5.3.1 Model validation
As described in section 4.5.8, the model validation was obtained through two
different approaches and results of the validation process are described in this
section. The XBeach results are georeferenced and, thanks to that, it was
possible to compare the rip currents generation points in the model with rip
locations recorded by the video monitoring system. Moreover, also the struc-
tures on the beach (e.g. groynes) are reference points to define the rip cur-
rents location clearly. The correspondence between the rip currents generation
points was observed for each modelled event and examples are shown in Figure
5.10, 5.11 and 5.12. The data comparison was only possible for the rip cur-
rents in the filmed area and the visibility of the rip currents also depends by
external variables (e.g. presence of foam, suspended sediments). For example,
the event of 13th-14th October 2016 is characterised by moderate sea condi-
tions (than other considered cases) and, consequently, by the lesser presence of
foam. However, thanks to the suspended sediments (tracer effect), the corre-
spondence between video data and model results are evident for the rip on the
west side of the groyne (Figure 5.10). For each investigated event at least one
clear correspondence was observed, and, for this reason, the video validation
process can be considered accomplished. Moreover, an error statistics analysis
between modelled data and Lagrangian data allowed obtaining a quantitative
model validation. The analysis has been conducted comparing the Lagrangian
data, collected during survey campaign in date 09th February 2017 and 23rd
March 2018, with the model results (model implemented on the same events).
In details, the Relative Bias (Rel. Bias) and Scatter Index (SCI) have been
calculated, obtaining the following results: SCI = 0.34, Rel. bias = 0.14 for
the event of 09th February 2017; SCI = 1.09, Rel. bias = 0.66 for the event
of 23rd March 2018 (Figure 5.13). The results support the reliability of the
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model, also from a quantitative viewpoint. The values of the considered cur-
rents, observable in Figure 5.13, are moderate, and it is related to the fact that
drifter surveys have been only possible under calm sea conditions. However,
according to Austin et al. (2012), obtained results can be considered satisfying,
and the model is validated.
Figure 5.10: Correspondence between video data (red frame) and model results for
the event of 13th-14th October 2016. The correspondence between video data and
model results is evident (see rip current on the west side of the groyne), and the
video validation process is accomplished.
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Figure 5.11: Correspondence between video data (red frames) and model results
for the event of 09th-11th November 2016. Left panels: correspondence for the rip
currents on sides of the groyne. Right panel: rip current in the central sector of the
beach eastern sector. The video validation process is accomplished.
Figure 5.12: Correspondence between video data (red frames) and model results
for the event of 05th March 2017. Left panels: correspondence for the rip current on
the east side of groyne. Right panel: rip current in the central sector of the beach
eastern sector. The video validation process is accomplished.
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Figure 5.13: The image shows comparison between observed current intensity values
and modelled current intensity values. The positive and negative values show the
flow direction referred to the model grid orientation (negative = offshore, positive
= onshore).
5.3.2 13th-14th October 2016
As described in section 4.5.6, this storm is characterised by waves direction
from SE, and waves propagation, with rip currents generation sectors, are
depicted in Figure 5.14. Observing waves propagation within Levanto bay, we
notice the presence of a protected sector in the eastern sector of the beach.
This fact is due to the presence of the Punta Mesco promontory (at the East
of the Levanto bay), which defends the eastern sector of the beach. Bringing
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attention on the beach sectors where rip currents occur, we notice that the rip
phenomena occur in western and central sectors of the beach (near groynes in
particular) (S.1 and S.2 in Figure 5.14), and in the central area of the beach
eastern sector (S.3 in Figure 5.14). Model results show that rip phenomena do
not occur in the more protected stretch of the beach.
Figure 5.14: Left panels: waves propagation within the Levanto bay. Right panel:
Beach sectors (S.1, S.2, S.3) where rip currents occur.
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From West to East, between western and central sectors of the beach, we
find the first rip currents generation sector (S.1) (Figure 5.15), where two rip
currents occur on both sides of the groyne. Moreover, a wave height decrease
concomitant with the rip current flow is evident on the West side of the groyne
(Figure 5.15).
Figure 5.15: Rip currents development in sector 1 (S.1 in Figure 5.14). Results
obtained through XBeach model simulation.
Figure 5.16 shows the rip current behaviour on the west side of the groyne.
Model results highlight the rip current development between 12:45 and 16:45
on 14th October, with an average velocity of 0.25 ms−1 and peak values around
0.5 ms−1. The behaviour of the rip current on the east side of the groyne is
shown in Figure 5.17. The development of this other phenomenon is more
persistent over time, and the rip current flow is evident around 11:00 and
persists throughout the day. This rip current is characterised by an average
velocity of 0.53 ms−1 and by peak values around 0.7 ms−1 (Figure 5.17).
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Figure 5.16: Rip current behaviour on the west side of the groyne, rip generation
sector 1 (S.1).
Figure 5.17: Rip current behaviour on the east side of the groyne, rip generation
sector 1 (S.1).
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Proceeding towards the East, near the groyne between the central and
eastern sectors of the beach, we find the rip currents generation sector 2 (Figure
5.18). Rip currents occur on both sides of the groyne, but they are not very
close to the hard structure (Figure 5.18). Rip current on the west side of the
groyne occurs between 10:15 and 20:45, showing an average velocity of 0.17
ms−1 and peak values of 0.4 - 0.5 ms−1 (Figure 5.19). Rip current on the east
side of the groyne shows a similar behaviour, with a comparable development
over time, an average velocity of 0.25 ms−1 and peak values around 0.5 ms−1
(Figure 5.20).
Figure 5.18: Rip currents development in sector 2 (S.2 in Figure 5.14). Results
obtained through XBeach model simulation.
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Figure 5.19: Rip current behaviour on the west side of the groyne, rip generation
sector 2 (S.2).
Figure 5.20: Rip current behaviour on the east side of the groyne, rip generation
sector 2 (S.2).
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Finally, in the central area of the eastern sector, we observe an evident wa-
ter flow rotation close to the shoreline, which highlights the last rip phenomena
of this model simulation (Figure 5.21). In this last case, the rip current de-
velopment is not associated with the presence of hard structures (differently
to phenomena described above), and occurs between 11:15 and 20:30, has an
average velocity of 0.15 ms−1 and peak values around 0.35 ms−1 (Figure 5.22).
Furthermore, a wave height decrease occurs in concomitance with the rip flow
(Figure 5.21).
Figure 5.21: Rip currents development in sector 3 (S.3 in Figure 5.14). Results
obtained through XBeach model simulation.
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Figure 5.22: Rip current behaviour in rip generation sector 3 (S.3).
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5.3.3 09th-11th November 2016
Conversely to the event described in the previous paragraph, this storm is
characterised by waves direction from SW (section 4.5.6) and, for this reason,
the beach is more exposed. In Figure 5.23, we notice the absence of protected
sectors (conversely to what described in the previous section). Rip currents
occur in four rip current generation sectors (depicted in Figure 5.23). From
West to East, the first three rip generation sectors (S.1, S.2, and S.3 in Figure
5.23) are superimposable with sectors described for the October event. A
further rip generation sector (S.4) is located at the extreme border of the
beach eastern sector (Figure 5.23).
Figure 5.23: Left panels: waves propagation within Levanto bay. Right panel:
Beach sectors (S.1, S.2, S.3, S.4) where rip currents occur.
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Two rip currents occur on both sides of the groyne in sector 1 (Figure 5.24),
and their flow determines an incident waves height decrease (in front of groyne
head) (Figure 5.24). Rip current on the west side of the groyne shows an
extended development over time, between 11:15 on 09th November and 10:30
on 10th November, with a stasis period between around 14:30 and 19:30 on
09th November. This rip is characterised by an average velocity of 0.31 ms−1
and peak values around 1.2 ms−1 (Figure 5.25). Conversely, rip current on
the east side of the groyne occurs over a more limited time range; between
13:35 and 21:30 of 09th November. This phenomenon is characterised by an
average velocity of 0.31 ms−1 (as the rip on the west side of the groyne) and
peak values around 0.6 ms−1 (Figure 5.26).
Figure 5.24: Rip currents development in sector 1 (S.1 in Figure 5.23). Results
obtained through XBeach model simulation.
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Figure 5.25: Rip current behaviour on the west side of the groyne, rip generation
sector 1 (S.1).
Figure 5.26: Rip current behaviour on the east side of the groyne, rip generation
sector 1 (S.1).
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Proceeding towards the East, we find the rip generation sector 2 (Figure
5.27). Here, again, two rip currents occur on both sides of the groyne, deter-
mining an incident waves hight decrease in concomitance to their flow. Rip
current on the west side of the groyne is characterised by a highly extended
development over time. This rip occurs between 20:00 on 09th November and
11:45 on 11th November, showing an intensity increase after 07:00 on 10th
November. This rip current shows an average velocity of 0.59 ms−1 and peak
values around 1.5 - 1.7 ms−1 (Figure 5.28). Also, the rip on the east side of
groyne shows a behaviour characterised by a persistent development over time
(between 20:00 on 09th November and 11:45 on 11th November) (Figure 5.29).
This rip shows an average velocity of 0.62 ms−1 and peak values around 1.4
ms−1.
Figure 5.27: Rip currents development in sector 2 (S.2 in Figure 5.23). Results
obtained through XBeach model simulation.
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Figure 5.28: Rip current behaviour on the west side of the groyne, rip generation
sector 2 (S.2).
Figure 5.29: Rip current behaviour on the east side of the groyne, rip generation
sector 2 (S.2).
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Figure 5.30 shows the development of a rip current in sector 3, where
hard structures (e.g. groynes) are not present. The flow rotation close to the
shoreline is evident, as well as a wave height decrease in concomitance with the
rip flow. The rip current generation occurs in the time range between 11:45
on 09th November and 05:30 on 10th November, with a stasis period between
14:30 and 19:15 on 09th November. The rip flow is characterised by an average
velocity of 0.28 ms−1 and by peak values around 0.7 ms−1 (Figure 5.31).
Figure 5.30: Rip currents development in sector 3 (S.3 in Figure 5.23). Results
obtained through XBeach model simulation.
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Figure 5.31: Rip current behaviour in rip generation sector 3 (S.3).
The last observed rip current is depicted in the Figure 5.32. This rip
phenomenon is located in the rip generation sector 4, close to the hard structure
known as “La Pietra”. This phenomenon shows a persistent development over
time, between 21:45 on 09th November and 11:45 on 11th November. Their
flow is characterised by an average velocity of 0.28 ms−1 (with an increasing
trend over time) and by peak values between 0.8 - 1.2 ms−1 (Figure 5.33).
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Figure 5.32: Rip currents development in sector 4 (S.4 in Figure 5.23). Results
obtained through XBeach model simulation.
Figure 5.33: Rip current behaviour in rip generation sector 4 (S.4).
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5.3.4 05th March 2017
This last modelled event is characterised by waves direction from SW (section
4.5.6) and it is the most energetic event among those considered. The waves
propagation within the bay (Figure 5.34) is comparable with waves propagation
observed for November storm. The entire extension of the beach is exposed
to incident waves, and the rip currents generation sectors (Figure 5.34) are
superimposable with rip sectors observed throughout the November event.
Figure 5.34: Left panels: waves propagation within Levanto bay. Right panel:
Beach sectors (S.1, S.2, S.3, S.4) where rip currents occur.
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Two rip currents occur in sector 1, on both sides of the groyne (Figure
5.35). Rip current on the west side of groyne develops between 01:00 and
23:00, showing a persistent development over time. This rip phenomenon is
characterised by an average velocity of 0.57 ms−1, and by peak values around
1.5 ms−1 (Figure 5.36). Rip current on the east side of groyne (Figure 5.37)
shows somewhat different behaviour. This rip current occurs between 07:00
and 17:00, showing a limited development over time (if compared to the phe-
nomenon on the other side of the groyne), and its average velocity is 0.38 ms−1,
with peak values around 1 ms−1.
Figure 5.35: Rip currents development in sector 1 (S.1 in Figure 5.34). Results
obtained through XBeach model simulation.
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Figure 5.36: Rip current behaviour on the west side of the groyne, rip generation
sector 1 (S.1).
Figure 5.37: Rip current behaviour on the east side of the groyne, rip generation
sector 1 (S.1).
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Proceeding towards the East, we find sector 2, where two rip currents occur
on both sides of the groyne (Figure 5.38). Moreover, a waves height decrease,
associated with rip currents flow, is evident (Figure 5.38). Rip current on the
west side of groyne occurs between 00:00 and 14:00, and it is characterised by
an average velocity of 0.50 ms−1 and peak values around 1.5 ms−1 (Figure 5.39).
Differently, rip current on the east side of the groyne shows a more extended
development over time (Figure 5.40). This phenomenon occurs between 00:00
and 23:00 and, between 09:00 and 14:30, shows a significant decrease in its
intensity. This rip current is characterised by an average velocity of 0.60 ms−1
and peak values around 1.3 - 1.5 ms−1 (Figure 5.40).
Figure 5.38: Rip currents development in sector 2 (S.2 in Figure 5.34). Results
obtained through XBeach model simulation.
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Figure 5.39: Rip current behaviour on the west side of the groyne, rip generation
sector 2 (S.2).
Figure 5.40: Rip current behaviour on the east side of the groyne, rip generation
sector 2 (S.2).
Advancing towards the East, we observe the rip generation sector 3 (Figure
5.41), where the absence of rigid boundaries characterises the rip currents
development (as observed in the other simulated events, sections 5.3.2 and
5.3.3). In this sector, both the flow rotation near the shoreline and the incident
waves height decrease (related to rip current flow) is evident (Figure 5.41). The
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observed rip current is characterised by an average velocity of 0.51 ms−1 and
peak values around 1.3 ms−1 (Figure 5.42).
Figure 5.41: Rip currents development in sector 3 (S.3 in Figure 5.34). Results
obtained through XBeach model simulation.
Figure 5.42: Rip current behaviour in rip generation sector 3 (S.3).
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Finally, in the easternmost sector of the beach, we find the rip generation
sector 4 (Figure 5.43). A rip current is evident close to the hard structure
known as “La Pietra” (as described for November event, section 5.3.3) (Figure
5.43). This rip current occurs between 12:00 and 23:15, showing a significant
velocity increase after 17:00 (Figure 5.44). This rip shows an average velocity
of 0.46 ms−1 and peak values around 1.5 - 2 ms−1 (Figure 5.44).
Figure 5.43: Rip currents development in sector 4 (S.4 in Figure 5.34). Results
obtained through XBeach model simulation.
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Figure 5.44: Rip current behaviour in rip generation sector 4 (S.4).
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5.3.5 Sea-level change and rip response
As described in section 4.5.7, we used wave boundary conditions of the event
on 09th-11th November 2016 to evaluate the possible SLR role on rip currents
dynamics.
Figure 5.45: Sea-level (LSL) projections and effects on rip currents behaviour. Left
panels (top to bottom): rip currents generation and location under present sea-level
conditions (S1), and list of LSL scenarios (S1, S2, S3, S4, S5, S6). Right panels: Rip
currents intensity change in several LSL scenarios.
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When SLR is factored into the models rip currents change (compare ue
values of considered rip currents under different SLR scenarios, Figure 5.45).
A rip currents intensity decrease is depicted clearly in Figure 5.45, and it is
evident under higher sea-level scenarios (S5 and S6). In Figure 5.46, we show
the difference between the average ue calculated across the entire simulations
with ue as calculated in S1 (modern sea level). This elaboration shows that
the considered rip currents have not only a different intensity, but they are
also characterised by a significant difference in their spatial pattern. In maps
of differences (Figure 5.46), we can observe that rip current at point a show a
clear decrease (around to 0.30 ms−1) in its intensity for LSL scenarios S5 and
S6 (Figure 5.46, panels E and F). Rip current at b show a velocity decrease for
each sea level rise scenario (Figure 5.46, panels B, C, D, E, F), with decrease
values from ≈ 0.10 ms−1 (in scenario S2, Figure 5.46, panel B) to ≈ 0.37 ms−1
(in S6 scenario, Figure 5.46, panel F). Rip current at point c show the lesser
effects of sea level rise on its dynamics, and these are presents in scenarios S5
and S6 with decrease values of ≈ 0.08 and ≈ 0.17 ms−1 respectively.
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Figure 5.46: Panel A. Average values of ue in scenario 1 (S1). panels B, C, D,
E, F. Difference between ue magnitude in scenario 1 (S1) and ue magnitude under
sea-level change scenarios (S2, S3, S4, S5, S6).




The interdependence between water motion and bottom morphology is a key
factor of coastal dynamics (Short, 1999). For this reason, we executed a seabed
morphological analysis to understand the local dynamics, and to evaluate the
role of rip currents in it. In details, morphological analysis was performed
through GIS analysis by applying spatial analysis tools. Our idea was to com-
pare the beach morphology before and after winter, to identify morphological
features related to rip currents development. The comparison allows the iden-
tification of some interesting features and, in particular, three erosion areas
have captured our attention. These erosive phenomena show a cross-shore
development and are located on both sides of the groyne between the central
and eastern sector of the beach, and in the central area of the beach east-
ern sector. This fact is important because the relation between submarine
morphologies and rip currents development is a well-known character (Sonu
et al., 1967; Bowen, 1969; Sonu, 1972; Hino, 1974; Noda, 1974; Dalrymple and
Lozano, 1978; Wright and Short, 1984; Lippmann and Holman, 1990; Chen
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et al., 1999; Short, 1999). So, according to cited bibliography, we can describe
the observed erosive phenomena as “rip channels”, well-known morphologies
associated to rip currents development. Moreover, the presence of structures,
such as groynes, is a recognised rip currents trigger mechanism (Castelle et al.,
2016; Scott et al., 2016). Thus, the presence of erosive channels on both sides
of the groyne is an ulterior support to describe these morphological forms as
“rip channels”. Moreover, according to Castelle et al. (2016), the rip channel
recognised in the central area of the beach eastern sector is probably associ-
ated with the development of a bathymetrically-controlled rip. Also, the results
of the morphological analysis are conforming to results of coastal monitoring
and coastal modelling. In conclusion, it can be said that the rip currents are
amongst the driving forces in the morphodynamic processes within Levanto
bay.
6.2 Video monitoring
Coastal video monitoring was used in this study for the rip currents identifica-
tion along the beach of Levanto. Also, the rip currents individuation process
was supported by image processing through application of BeachKeeper plus
(Brignone et al., 2012), which is a dedicated software for beach video moni-
toring. As described in the results section, within the time interval included
between October 2016 and March 2017, three events were selected. Several
rip currents were observed during the considered storms and, based on the rip
currents classification of Castelle et al. (2016), several rip currents types were
recognised. Some rip currents, classifiable as boundary-controlled rip currents,
were clearly identified during the events on 13th - 14th October 2016, 09th - 11th
November 2016 and 05th March 2017. This rip currents type is often triggered
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by the presence of hard structures (e.g. groynes), and this is confirmed by the
individuation of rip currents on both sides of the groyne between the central
and eastern sector of the beach. Another rip current, which could be classified
as a bathymetrically-controlled rip (due to its fixed location during different
events), was identified during the events on 09th - 11th November 2016 and 05th
March 2017. The classification of the phenomenon was possible thanks to its
fixed location during the several considered storm. In general, the rip currents
are identified observing the contrast of intense white foam (due to the waves
breaking) versus the flat, “dark” waters of the rip currents flow. Most of the
observed rip currents were identified through this feature. However, during the
event of 13th - 14th October 2016, we noticed a “tracer effect” caused by the
suspended sediment, which highlights the rip current development on the west
side of the groyne. Moreover, during the event of November 2016, we observed
a series of small rip currents on the eastern sector of the beach. These phenom-
ena are characterised by a development imposed on cuspidate morphologies,
forced by the swash dynamics. Based on observed data, we can classify these
phenomena as mini-rips (Russell and McIntire, 1965) or swash rips (Dalrymple
et al., 2011). Thanks to coastal video monitoring we were able to select storm
events for this research project. However, during work, some issues concern-
ing the rip currents video monitoring emerged. The rip currents are evident
when they are highlighted by foam, or in case of “tracers” (e.g. suspended
sediment). In absence of foam or “tracers”, rip currents can be invisible to the
video monitoring system. Moreover, it is necessary to remember that the rip
currents individuation, even in the case where foam is present in the surf zone,
is not always univocal. For example, rip currents are sometimes characterised
by an area with flat “dark” waters across the foam of the surf zone (Castelle
et al., 2016), and, in other cases, by the seaward foam transport (Murray,
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2004). Furthermore, rip currents individuation is uncertain during extreme
storm events, where rip development can be hidden by the chaotic state of the
surf zone. Despite these issues, the video monitoring remains a reliable method
for rip currents monitoring. In particular, Timex and Variance images have
proved to be a reliable support in the rip currents individuation process, solv-
ing several cases of uncertain identification. Moreover, in our study site, the
rip monitoring through direct methods (e.g. fixed current meters) is harder,
due to operative and logistic problems. For example, Levanto beach has a very
high tourist vocation and from April to September/October the beach is very
crowded. In autumn and winter, the beach is frequented by surfers and fishers
(both anglers and spearfishers) operating in the surf zone. For these reasons,
fixed tools located in the surf zone could be subject to damages (volountary
or not). Also, the presence of hard structures (e.g. the structure of a current
meter) could be a hazard source for bathers (possible hits). Understandably,
these problems are not present with video monitoring. In our study case, the
video monitoring system allows the collection of a large amount of data (video
data), allowing the clear identification of several rip currents phenomena.
6.3 Model results
6.3.1 Rip currents dynamics
Coastal modelling is commonly used for coastal research activities (Roelvink,
2011) and, in this study, we used the XBeach model (Roelvink et al., 2009) for
the evaluation of rip currents development in the case of several wave bound-
ary conditions. The field measurements of rip currents are logistically difficult
to obtain (Brander and MacMahan, 2011), both for the surf zone dynamic
features (described in section 2.3) and for operative issues (as described in
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the previous section). For these reasons, we chose the coastal modelling as
a tool for rip currents assessment within Levanto bay. The modelled events
include one event with wave direction from SE (13th - 14th October 2016) and
two events from SW (09th - 11th November 2016, 05th March 2017). These
waves boundaries conditions are common along the Ligurian coasts, and, for
this reason, they can be considered as representative cases. As the first step,
we consider the waves propagation within Levanto bay, which is an essential
component for the rip currents generation. Starting by the event on 13th - 14th
October 2016, we observe that the Punta Mesco Promontory (at the East of the
Levanto Bay) determines the presence of a protected stretch in the easternmost
sector of the beach. Comparing the beach sectors where rip currents occur,
it is evident the absence of rip currents along the more protected stretch of
the beach (see Figure 5.14 in section 5.3.2). Conversely, during the SW storm,
rip currents also occur in the easternmost sector of the beach eastern sector
(see Figure 5.23 in section 5.3.3 and Figure 5.34 in section 5.3.4). Given the
different wave boundary conditions, we focus our attention on the rip currents
development and, according to the rip currents classification of Castelle et al.
(2016), on their possible classification. Starting from the western border of the
beach, we find the beach western sector: a littoral portion included between
a small harbour (at West) and a groyne (at East), and where a rip current
occurs during the all simulated events. This sector could be described as a
little artificial embayed (or pocket) beach, where rigid boundaries dominate
the coastal circulation. According to Castelle et al. (2016), the observed rip
can be classified as an embayed-cellular rip, triggered by a combination of
several factors, such as “shadowing, deflection, and channelisation to various
degrees, together with the alongshore circulation within the embayment be-
ing additionally constrained by the alongshore embayment length” (Castelle
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et al., 2016). This rip currents type is often described as common under storm
wave conditions (Loureiro et al., 2012), and due to their large spatial scales,
they are defined as “mega-rip” (Loureiro et al., 2012; Wright and Thom, 1977;
Short, 2007). In our case, it is interesting to note that the rip occurs in a
small “anthropic embayed beach”. The results show that this phenomenon
occurs in all modelled events, but with different intensities. During the events
of 09th - 11th November 2016 and 05th March 2017, the rip shows highest ve-
locity values, whereas, during the event of 13th - 14th October 2016, shows
lower values. This circumstance is easily explained through the different wave
boundary conditions (storm events of November and March are more energetic
than October event). Moving on the east side of the groyne, but remaining
into rip sector S.1, we encounter another rip phenomenon occurred during all
model simulations. The presence of the groyne, according to Castelle et al.
(2016), make possible to classify this phenomenon as a boundary-controlled
rip current. Moreover, about the October event, we can also classify this rip
current as a shadow rip. Due to the incidence waves angle, this further clas-
sification is only suitable for the October event where rip current occurs on
the upwave side of the groyne. Conversely, other modelled storms are charac-
terised by waves direction from SW, with wave fronts approaching parallel to
the coast. According to Nelko and Dalrymple (2011), this rip current shows
the highest intensities during the March event (which is the stronger event),
whereas, during the events of October and November, velocity values are sim-
ilar. This last point is interesting because the wave heights in the area where
the rip current occurs are different for the two storm events. Modelling of
the October storm shows lower wave heights than November simulation. This
difference is caused by the different interaction between the coast and incident
waves, in turn, triggered by the different incident waves directions. Then, we
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can deduce that rip currents with the same intensity can also occur under dif-
ferent wave boundary conditions, and this point must be considered in terms
of rip forecasting. Shifting attention on the second rip generation sector (S.2),
we find the genesis of other two rip phenomena. This sector, located inside the
video monitoring area, is characterised by the presence of a groyne. In details,
two rip currents on both sides of the groyne were observed and, according to
(Castelle et al., 2016), these phenomena are classifiable as boundary-controlled
rips. These rip currents show a similar behaviour under wave boundary con-
ditions of November and March. This point is interesting because the events
show the same waves direction, but the March storm is stronger than November
storm. Therefore, we can suppose a “superior limit” in rip currents intensity,
caused by the local boundary conditions (both hydrodynamical and morpho-
logical). These phenomena were also observed in the model simulation of the
October event. In this situation, the rip currents velocities are lower, and
this is probably related to the lower wave heights into the surf zone. Further-
more, observing the incidence wave angles of October event, the rip current
on the west side of the groyne (downwave side) can be defined as a deflection
rip (Castelle et al., 2016). Conversely, the rip current on the east side of the
groyne (upwave side) is different. It is not very close to the groyne, and its
behaviour does not appears strictly related to the structure itself. According
to Castelle et al. (2016), this rip could be classified as a channel-flash rip but,
its classification is uncertain, and we do not exclude its development is related
to the groyne. In the central area of the beach eastern sector, always inside
the video monitoring area, we observed another rip phenomenon (sector S.3).
According to Castelle et al. (2016), and based on its features, this rip cur-
rent can be classified as a bathymetrically-controlled rip. This classification
is also supported by results of the morphological analysis (which highlights a
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rip channel at the same spot), and by results of the video monitoring (which
has documented a rip phenomenon in the same spot). As widely described
in literature (Nelko and Dalrymple, 2011; Loureiro et al., 2012), the velocities
of this rip current are related to the wave boundary conditions. In details,
we observed the highest values for the March event, intermediate values for
the November event and lowest values for the October event. Because of its
behaviour, this rip can be indicated as the “more classical rip” observed in
this study. Finally, in the easternmost area of the beach eastern sector (sector
S.4), we find the last observed rip current of this study. This rip phenomenon
was observed under November and March wave boundary conditions and did
not occur under October wave boundary conditions. This feature is easily ex-
plained with the fact that this littoral portion is protected from SE storms.
Through the coastal video monitoring, we also identified rip phenomena clas-
sifiable as mini-rips or swash rips (section 6.2). Due to their limited extension,
intensity, and irregular development, these phenomena were not reproducible
through coastal modelling. Moreover, because of their limited extension, the
highest resolution of the computational grid would be necessary, however the
model operability would result compromised by a too dense resolution of the
computational grid. As aforementioned, we can affirm that the rip currents
are an essential component of the coastal dynamics within Levanto bay, and
the beach of Levanto can be considered as dominated by cross-shore phenom-
ena. Also, this consideration is based on what observed through coastal video
monitoring and seabed morphological analysis. Moreover, the observed results
lead the attention on the rip currents role in micro-tidal environments, such
as along the Mediterranean coasts. This aspect is a key point because the
Mediterranean rips are commonly considered “less important” than rip cur-
rents along the oceanic coasts. Most of the observed rip currents were classified
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based on the rip currents classification proposed by Castelle et al. (2016), and
this is an important link between Mediterranean rip and oceanic rip. The
boundary-controlled rip currents showed peak velocities around 1 - 1.5 ms−1,
and they are the strongest observed phenomena. These values are comparable
with those developping in oceanic environments (Short, 1999), and highlight
issues concerning the rip hazard and beach safety. For example, Levanto beach
has a very high touristic vocation, with thousands of bathers during the sum-
mer season. All these people are potentially exposed to rip hazard, then it is
evident how risk is often underestimated.
6.3.2 Sea-level (LSL) projections and rip responses
Sea-level changes are the major effect of climate change (Mimura, 2013), and
they are a crucial factor for the future coastal areas management and protec-
tion (Marcos et al., 2012). The local sea-level projections (Kopp et al., 2014)
are an essential tool to understand sea-level changes local implications, and to
organise proper action planning. About coastal environments, we can affirm
that the sea-level changes will lead to changes in the local coastal dynamics,
and rip currents are among the most important phenomena that characterise
the near-shore circulation. Also, they play an important role in coastal ecosys-
tems (Shanks et al., 2010; Fujimura et al., 2014). In this study, we introduced a
numerical approach to evaluate sea-level change effects on the rip currents be-
haviour along a Mediterranean beach. To achieve this goal, we considered the
rip currents occurred under wave boundary conditions on 09th - 11th November
2016. We selected only one event, among those considered in this study, due to
the computational time needed for each sea-level scenario. November event was
chosen in reason of its wave boundary conditions. Levanto beach is not pro-
tected by SW storms (whereas beach is partially protected by the SE storms,
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e.g. October event) and wave boundary conditions of November event are less
extreme than in March event (a less intense event allow a better point of view
on the rip currents behaviour under different sea-level scenarios). Finally, to
maintain a good degree of the model reilability, our attention was focused on
the rip currents inside the video monitoring area. Results showed that rip cur-
rents behaviour change under different sea-level scenarios, showing a general
decrease in their intensity (in response to a sea-level increase). Boundary-
controlled rips (close to the groyne) showed stronger responses under several
sea-level change scenarios, with very visible effects under extreme sea-level
rise scenarios (LSL rise ≥ 0.43 m). Boundary-controlled rips are triggered by
the presence of natural (e.g. headlands) or anthropogenic (e.g. groynes) rigid
structures (Scott et al., 2016), and its development is always characterised by
a very fixed location (physical boundaries exert a lateral bathymetric control
on the rip flow adjacent to them) (Castelle et al., 2016). These features in
their trigger mechanism are probably related to their strong responses under
different sea-level scenarios. Moreover, between the two considered boundary-
controlled rips (on the west and east side of the groyne), the rip current on the
east side shows a more pronounced response to sea-level change. Conversely,
to what observed for rip current on the west side of the groyne, this rip phe-
nomenon shows a clear response also under sea-level increase < 0.43 m. The
different response can be related to a different interaction, on the two sides
of the groyne, between the incident waves and the morphological boundaries.
However, this point is quite uncertain and worthy of further attention. More-
over, also the bathymetrically-controlled rip in the central area of the beach
eastern sector shows a response to sea-level change. The rip current behaviour
changes under extreme sea-level rise scenarios (LSL ≥ 0.76 m), while the rip
response under moderate sea-level rise scenarios is limited and almost negli-
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gible under smaller sea-level rise scenario. The different response is probably
related to its different trigger mechanisms. These rips are relatively persistent
in space and time (Castelle et al., 2016), but their development is not “fixed and
stable” like for the boundary-controlled rips (controlled by rigid boundaries).
The results of this study showed that under gradual sea-level rise scenarios,
rip currents show a generalised decrease in their intensity. The major sea-level
rise effects on rip currents dynamics were recorded under extreme sea-level
change scenarios (LSL ≥ 0.76 m). These responses can be caused by a change
in the local hydrodynamic regime, coupled with a different morphodynamic
response. The beach of Levanto is characterised by a very high anthropization
degree (groynes, piers, and seawall), and this feature restricts the natural mor-
phodynamic response of the beach. Moreover, it is possible that the sea-level
rise determines a series of cascade effects, interrelated among them, leading
to the disappearance of the geomorphologic forms that trigger (and support)
the rip currents themselves. However, we must highlight some “issues” that
emerged throughout this research project. The main problem is the significant
difference between the time scale of the investigated phenomena (sea-level rise
and rip currents). This huge difference makes very hard to understand the
relations between phenomena, and further studies would be necessary for the
better understanding of the hydro-morphodynamic forces driving the rip re-
sponses under sea-level change scenarios. Finally, it is important to highlight
that the changes in the rip current development may be a severe problem for
the coastal environment, due to the essential role played by these phenomena.
For example, a generalised decrease of the rip currents intensity along a phys-
iographic unit will produce an important change in the sedimentary dynamics,
with possible side effects on local ecosystems. Also, it should not be under-
estimated the rip currents role in the larval recruitment, nutrient transport,
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pollutants transport and heat exchange between coastal and offshore areas.
Chapter 7
Conclusions
In this thesis, we proposed an accurate study on the rip currents dynamics
within a micro-tidal embayed beach of the eastern Liguria. Research activ-
ity was conducted through an integrated application between several research
methodologies. This approach allowed to obtain an accurate description and
analysis of the investigated phenomena. In details, we illustrate in this section
the main conclusions of the PhD project.
According to the results, the cross-shore currents are driving processes
within the Levanto bay. In details, rip currents were identified through coastal
video monitoring, and they were reproduced through coastal modelling. More-
over, evidences of the rip currents development were also observed through the
seabed morphological analysis, thanks to the identification of some rip chan-
nels. Some modelled rip currents showed velocity values comparable with
those in oceanic environments (around 1.5 ms−1), and this feature highlights
their role along the considered stretch of coast. For example, the presence of
these phenomena will be considered for the annual beach nourishments plan-
ning, in order to avoid seaward sediments transport. Furthermore, due to the
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well-known rip currents role in nutrients transport, pollutants dispersion, heat
exchange and larval recruitment (Shanks et al., 2010; Fujimura et al., 2014),
we can also affirm that the presence of cross-shore phenomena influence the
local ecosystems. All these points will be essential and will be considered for
the correct application of an integrated strategy for coastal management.
Remaining on the velocity data, we can also conclude that the rip phe-
nomena in micro-tidal environments were often underestimated also from the
beach safety point of view. We observed rip currents velocities around 1.5
ms−1, and this is a clear evidence to understand how the rip current hazard
is often underestimated along the Mediterranean coast. Moreover, Levanto
beach is a recognised destination for seaside tourism, with thousands of people
potentially exposed to the rip current hazard. Therefore, this thesis is a solid
starting point to work on a rip currents forecasting method for the rip currents
risk prevention and management.
The rip currents observed in this work have been described and classified
using the rip currents classification proposed for oceanic environments. How-
ever, sometimes, the rip currents classification as proposed was difficult to
apply, and this may be related to the different boundary conditions that char-
acterise the Mediterranean environments and the oceanic environments. For
this reason, an important point of this research is that of a possible (further)
classification of the Mediterranean rip currents. This would also be useful for
the rip currents forecasting process and risks prevention.
Forecasting of the sea-level change effects is one of the main future chal-
lenges for coastal scientists. In this project, we applied coastal modelling to
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evaluate the future sea-level change effects on the cross-shore dynamics within
Levanto bay. Results showed that, based on the sea-level projection to 2100,
the rip currents behaviour could be modified, and a generalised decrease in
the rip currents intensity was observed (under high sea-level scenarios in par-
ticular). This point might have significant impacts on coastal ecosystems. For
example, due to the rip currents role in the larval recruitment process, a change
in the rip development pattern might modify (or also compromise) the repro-
ductive success of any marine species. These effects could also be transferred
at superior levels, causing a series of cascading effects up to the whole coastal
ecosystems. Moreover, in the case of fish species of commercial interest, the
sea-level change effects might also be perceived by local coastal communities.
These points might be considered for the correct future planning of the coastal
zone management policies.
For what concerns the investigation methodologies, the use of coastal video
monitoring allowed the collection of a considerable amount of data, counterbal-
ancing the well-known issues in the rip currents field measurements. Moreover,
also the seabed morphological analysis supported the video monitoring data.
About the coastal modelling, XBeach model was a useful tool for rip currents
investigation. The model was validated in the study area, and it allowed an
accurate modelling, description and analysis of the rip currents phenomena in
a Mediterranean context. In conclusions, the methodological approach used
has proven suitable for the rip currents investigation, showing its usefulness in
any context along the Mediterranean coasts.
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