Abstract. Redundancy Allocation Problem (RAP) is one way to increase system reliability. In most of the models developed so far for the RAP, system components are considered to have a binary state consisting of \working perfect" or \completely failed". However, to suit the real-world applications, this assumption has been relaxed in this paper, such that components can have three states. Moreover, a Bi-Objective RAP (BORAP) is modeled for a system with serial subsystems, in which non-repairable tri-state components of each subsystem are con gured in parallel and the subsystem works under k-out-of-n policy. Furthermore, to enhance system reliability, technical and organizational activities that can a ect failure rates of the components, and hence can improve the system performance are also taken into account. The aim is to nd the optimum number of redundant components in each subsystem, such that the system reliability is maximized while the cost is minimized within some real-world constraints. In order to solve the complicated NP-hard problem at hand, the multi-objective Strength Pareto Evolutionary Algorithm (SPEA-II) is employed. As there is no benchmark available, the Non-dominated Sorting Genetic Algorithm (NSGA-II) is used to validate the results obtained. Finally, the performances of the algorithms are analyzed using 20 test problems.
Introduction
Growing customer demands and increased production rates to satisfy the demands have made reliability engineers think of ways to enhance the reliability of production systems in their designs. One way to increase system reliability is the so-called redundancy allocation optimization. The Redundancy Allocation Problem (RAP) is a complex combinational optimization problem in which the goal is to determine the optimal combination of the number of components of a system in order to maximize its reliability under some constraints. This problem has many applications in industries such as electronic systems, power stations, production systems, etc.
Based on the classical standpoint, system components in reliability models are considered to operate in two working conditions of \perfect" and \failed", based on which many RAP models have been proposed in the literature. Fy e et al. [1] were the rst to model the RAP using an active strategy. The objective function of their model maximized system reliability subject to weight and cost constraints. They employed dynamic programming to solve the problem. Nakagawa and Miyazaki [2] solved 33 problems based on Fy e et al.'s model [1] . In these problems, the upper limit on the system weight was ranging from 159 to 191. They used an exact method, called surrogate constraint, to solve the problems, and showed that this approach would perform better than the dynamic programming method in problems with multiple constraints. Moreover, Bul n and Liu [3] utilized three methods to solve these 33 problems. Two of them were exact methods based on branch and bound, and the third was a heuristic approach.
Misra and Sharma [4] considered RAP for a seriesparallel con guration with subsystems that work under k-out-of-n policy. In their models, the redundancy strategy was active, and similar components, each with two sates, could be allocated to each subsystem. They solved the problem using zero-one programming. Bai et al. [5] developed a RAP model for a k-out-of-n subsystem under the Common-Cause Failures (CCF). Pham [6] proposed a RAP model for a system with only one k-out-of-n subsystem under the active strategy. The objective function of his proposed model was to minimize the total cost of the system. She and Pecht [7] derived a closed-form formula to calculate the reliability of k-out-of-n subsystem with warmstandby redundancy. Pham and Malon [8] presented a model for the RAP of a k-out-of-n subsystem under active strategy with similar multiple failure-state components. Coit and Smith [9] proposed a new model with a mix of components (RAPMC) and active strategy for series-parallel systems with k-out-of-n subsystems. Assuming that there would be uncertainty in component reliability, Coit and Smith [10] investigated the RAP of series-parallel systems with k-out-of-n subsystems consisting of similar components under active strategy. Moreover, Coit and Liu [11] proposed a RAP model with CCF and k-out-of-n strategy, in which both the active and standby strategies were used simultaneously. In order to solve the problem, they used a zero-one integer programming. Taking into consideration the active and cold-standby strategies, Coit [12] developed a new RAP model and solved it using integer programming. Moreover, Tian et al. [13] presented a joint redundancy-reliability optimization method in order to solve series-parallel RAP. They displayed that technical and organizational activities are e ective approaches to improve system reliability, where failure and repair rates of components could be improved by these activities.
Since the time Chern [14] proved that RAP belongs to the class of NP-hard problems, several heuristics and metaheuristics have been proposed in the literature to solve various RAPs. Ida et al. [15] and Yokota et al. [16] were the rst to present a simple Genetic Algorithm (GA) to solve RAP for series-parallel system with multiple failure-state components. In order to generate and select feasible solutions, Coit and Smith [17] introduced a performance penalty function to encourage algorithm to search the boundaries between feasible and near-feasible regions. Furthermore, Coit [18] solved the problems in [1] under the coldstandby redundancy strategy. Tavakkoli-Moghaddam et al. [19] developed a GA to solve the problems solved in [12] . An important characteristic of their GA was the type of chromosome and the crossover and mutation operators. Safaei et al. [20] studied the performance of a Particle Swarm Optimization (PSO) algorithm, named Annealing-based PSO (APSO), to solve RAP with multiple component choices. Moreover, Chambari et al. [21] solved the problems in [12] using an e cient Simulated Annealing (SA) and compared the results with the ones obtained in [19] . Teimouri et al. [22] presented an e cient Memory-Based Electromagnetismlike Mechanism (MBEM) to solve the RAP. They used a memory matrix in the local search procedure to separate positive variations from negative ones in order to nd better solutions. Recently, Pourkarim Guilani et al. [23] have worked on a RAP with increasing failure rates of system components under the Weibull distribution. They employed a simulationbased optimization approach to estimate the system reliability function and utilized a GA to solve their problem.
While the aforementioned studies considered system components to work in the two states of \working perfect" or \completely failed", to suit real-world applications, this assumption will be relaxed in this paper, such that the components can perform at any performance rate between 0% and 100%, each with a certain probability. To name a few works in this regard, Levitin et al. [24] o ered a model to determine optimal versions of components and their redundancy in multi-state series-parallel systems. Besides, while Ramirez-Marquez and Coit [25] utilized a heuristic method to solve a multi-state RAP, Tian and Zuo [26] proposed a new solution method based on physical programming. Note that the number of possible states in a system with multi-state components increases rapidly when the number of subsystems becomes larger, and hence computational complexity gets high so that system reliability determination of Multi-State Systems (MSS) is extremely hard using mathematical relations. In this situation, the Universal Generating Function (UGF), rst proposed by Ushakov [27] , is usually used. Levitin and Lisnianski [28] employed the UGF and proposed a method to solve a multi-state system reliability optimization problem. The technique presented in their paper combines a UGF method used for fast reliability evaluation of MSS and a GA used as an optimization engine. Lisnianski and Levitin [29] studied UGF applications in reliability evaluation of some MSSs with series, parallel, and series-parallel subsystems. One di culty in the application of the UGF method to calculate reliability and availability of MSSs is the CPU time, required when the number of components in the system increases. To cope with this problem, Li and Zuo [30] presented another useful method, called recursive algorithm, which evaluates reliability and availability of MSSs in short CPU time. Besides, Pourkarim Guilani et al. [31] presented another e cient method in order to calculate the reliability of non-reparable thri-state systems using a Markov model. They demonstrated that with an appropriate de nition of the states, the reliability of thri-state systems can be calculated in even shorter CPU time compared to the recursive algorithms; thus, it can be utilized to evaluate the reliability of largescale problems. Furthermore, Pourkarim Guilani et al. [32] provided a RAP model to optimize reliability of series-parallel systems with thri-state components based on [31] . In order to validate the results obtained by a GA solution method, they proposed an exact enumeration method. RAP, with multiple objectives, due to its realworld applications, has recently received much attention in the literature. In Multi-Objective RAP (MORAP), in addition to reliability optimization, some other objective functions, such as cost and weight minimizations, are involved. In this regard, Chambari et al. [33] presented a bi-objective model for RAP in series-parallel systems under some assumptions such as repairable, cold standby, and active strategy. They solved the problem using both Nondominated Sorting GA (NSGA-II) and Multi-Objective Particle Swarm Optimization (MOPSO) algorithms. Khalili Damghani and Amiri [34] solved a binary-state MORAP using an epsilon-constraint programming, multi-start partial bound numeration algorithm, and Data Envelopment Analysis (DEA). Safari [35] presented a MORAP for a series-parallel system by considering non-repairable components and independent failures. He solved the problem using NSGA-II. Khalili Damghani et al. [36] presented a Decision Support System (DSS) to solve MORAPs, where a reduceddimension multiple objective optimization problem was used.
In this paper, we intend to present a bi-objective model to optimize reliability and cost of series-parallel system with k-out-of-n subsystems. The important assumption in this research is that the components of the subsystems can have three performance rates. The reason for investigating thri-state systems is their wide applicabilities to real-world system reliability problems. Although thri-state systems belong to the larger class of multi-state systems, many real-world systems, especially mechanical systems, work with components with three states: fully-working, semiworking, and failed [31] . In addition, the impact of technical and organizational activities on system reliability is considered. Due to NP-hardness of the problem, the multi-objective Strength Pareto Evolutionary Algorithm (SPEA-II) is employed to solve it. Besides, as there is no benchmark available in the literature, a NSGA-II algorithm is used to validate the results obtained. A summary of the literature review is provides in Table 1 .
The organization of the rest of the paper is as follows. The problem is de ned in Section 2. In Section 3, the parameters, variables, and model of the problem are presented. Solution methods are described in Section 4. Numerical examples are given in Section 5 to not only demonstrate the applicability of the proposed methodology, but also to validate the results obtained using SPEA-II. Finally, in the last section, we will present conclusion and directions for future research.
Problem de nition
Consider a system consisting of s sub-systems in series. A sub-system has n i components in parallel. It is assumed that each component has three states of fully-working (100% performance), semi-working (50% performance), and not working or failed (0% performance) [31] . The system structure is demonstrated in Figure 1 . Moreover, as the subsystems are con gured in series, failure of a subsystem causes the system to fail. The components are non-repairable with Constant Failure Rates (CFR). The components of ith subsystem, i = 1; 2; ; s, have three di erent failure rates as follows: i1 Moving from 100% to 50% working; i2 Moving from 100% to 0% working; i3 Moving from 50% to 0% working. Similar to Pourkarim Guilani et al. [31] , the notation (w; m) is used to represent a subsystem with w fullyworking and m semi-working components. Then, the number of states associated with a (w; m) subsystem with performance point of k, k = 0; 1; 2; ; 2n i Figure 1 . The system structure. 
Besides Pourkarim Guilani et al. [31] showed that based on the state space diagram of a subsystem f(w; m); w; m n i g denoted by f(w; m); w; m n i g shown in Figure 2 , the set of di erential equation (Eq. (2)) is obtained and solved using the matrix model in order to calculate the probability of the states.
P 0 (n i ;0) (t) + (n i i1 + n i i2 )P (ni;0) (t) = 0; w = n i ; m = 0; P 0 (w;m) (t) + (w i1 + w i2 + m i3 )P (w;m) (t) = (w + 1) i1 P (w+1;m 1) (t) + (w + 1) i2 P (w+1;m) (t)
Then, the reliability of sub-system i is:
Based on k-out-of-n design, a subsystem works if at least k out of its n parallel components is fully working. However, this de nition cannot be used for subsystems with tri-state components. Here, based on the point system de ned earlier, we assume that each subsystem works successfully if and only if its assigned point is at least k i , (0 < k i < 2n i ). Besides, as mentioned previously, the points assigned to fullyworking and semi-working components are considered 2 and 1, respectively. As a result, the point the subsystem (w; m) receives is 2w + m. In this case, the reliability of subsystem i with tri-state components that works under k i -out-of-n i will be:
In the next subsection, a numerical example is given to illustrate the proposal.
A numerical example
Let a sub-system have three identical tri-state components. Then, its number of states is obtained by:
2w + m = k; k = 0; 1; 2; ; 6; w + m 3:
Eq. (5) 
Moreover, in 1-out-of-n case, the subsystem continues working in all states except (0; 0), whereas in k-out-ofn case with k = 3, the subsystem continues working in all of the following states: R (w;m) k-out-of-n =f(0; 3);(1; 1);(1; 2);(2; 0);(2; 1);(3; 0)g:
The state space diagram of this subsystem is shown in Figure 3 with a matrix model given in Table 2 .
Technical and organizational activities
Technical and organizational activities involve supportive actions such as system monitoring, using speci c maintenance programs, changing maintenance programs, etc. These activities are e ective tools to improve failure and repair rates of the components that result in system reliability improvement. In general, activities that are performed at the component level are called technical and those performed at the subsystem level are organizational. Both of these activities try to improve availability of the system by in uencing transition rates in di erential equations. The di erence between these two types of activities is that technical activities have impact only on special components of a subsystem and their cost depends on the number of a ected components, whereas organizational activities a ect the whole components of subsystems and their cost is independent of the number of components.
Let be the e ect of technical activities on a component and tkh be a binary variable that takes 1 if the activity is performed, and zero otherwise. Then, Eq. (9) shows how a technical activity in uences failure rate () of a component: 0 = tkh:: :
In Eq. (9), the failure rate of a component is reduced from to 0 in order to enhance system reliability. Similar approach is taken to model the e ect of organizational activities. In this paper, both of the above activities are considered to improve system reliability. Interested readers are referred to [13] for more details.
Mathematical formulation
In order to present the mathematical model of the problem at hand, the notations are rst introduced.
Nomenclature
The notations used to model the problem are de ned as: The bi-objective optimization model of the redundancy allocation problem at hand is: 
n i n max ; 8 i;
tkh hi = 0; 1;
tk fi = 0; 1;
Eq. (10) is the rst objective function of the problem to maximize the system reliability. It is obtained by multiplication of the reliability of the serial subsystems (the relation between R i (t) and n i was explained in Section 2). Eq. (11) represents the second objective function to minimize the total cost including the cost to purchase the components, the interconnection cost modeled by an exponential distribution [37] , the cost of technical activities, and the cost of organizational activities. Eqs. (12) and (13) are constraints on technical and organizational activities, respectively. Relation (14) shows the number of minimum requirement points for a subsystem to be in a working condition. These values are predetermined due to the need of each subsystem. Constraint (15) puts an upper bound on the number of components of the subsystems; Constraint (16) is a sign constraint; Eqs. (17) and (18) de ne the binary variables used for either performing technical and organizational activities or not.
In the next section, a multi-objective Strength Pareto Evolutionary Algorithm (SPEA-II) is employed to solve the problem.
Solving methods
As mentioned, as RAP is classi ed as an NP-hard problem, exact methods are not suitable to solve it, especially for problems with relatively large sizes. The problem investigated here consists of two objectives: one being related to RAP and the other to the system cost. Thus, a population-based multi-objective evolutionary algorithm, called SPEA-II, is developed in this paper for a Pareto solution. Besides, as there is no benchmark available in the literature, another commonly used population-based multi-objective meta-heuristic, called NSGA-II, is utilized to validate the results obtained. Both algorithms are populationbased that share similar structures. The chromosome of both algorithms is (1 s) vector n that contains the number of components used in di erent subsystems. This chromosome is shown in Figure 4 . Besides, the answering structure that contains technical and organizational activities is s (H + F ) matrix containing binary elements shown in Figure 5 . For instance, consider a system with three serial subsystems, four technical activities, and one organizational activity. Then, the answering structure of technical and organizational activities used in both algorithms is a (3 5) matrix in which the rst four columns represent technical activities, and the last column shows the organizational activity. The rows correspond to subsystems. In this case, if an answer is obtained as: then it means that, due to high cost, only the second technical activity on the third subsystem is performed.
Strength Pareto Evolutionary
Algorithm II (SPEA-II)
SPEA-II, proposed by Zitzler [38] , is an improved version of SPEA that can obtain orderly-distributed Pareto solution by truncating and controlling the archive set. SPEA-II [39] , regarded as a successful multi-objective evolutionary algorithm, possesses few con guration parameters, rapid converging speed, good robustness, and orderly-distributed solution sets. It has been applied to multiple domains of multi-objective planning in both industrial and academic elds. Wei et al. [40] used SPEA-II in the eld of quality performance conceptual design, where through the Pareto optimal set based on the fuzzy set theory, e ective references were obtained. However, SPEA-II has a disadvantage of localized solution sets. At the same time, SPEA-II's application to distributed generations, coordination, and optimization has seldom been explored in a distribution network [41] . To avoid identical tness values for individuals dominated by the same archive members, both dominating and dominated solutions are taken into account for each individual in SPEA-II. In other words, each individual i in archive P t and population P t is rst assigned a strength value S(j), shown in Eq. (19) , to represent the number of solutions it dominates [39] :
S(j) = j j 2 P t + P t^i j :
Then, based on S(j) values, raw tness Raw(i) of an individual i is calculated as follows:
Although the raw tness assignment provides a sort of niching mechanism based on the concept of Pareto dominance, it may fail when most individuals do not dominate each other. Therefore, additional density information is incorporated to discriminate between individuals having identical raw tness values. The density estimation technique used in SPEA-II is an adaptation of kth nearest neighbor method, where the density at any point is a (decreasing) function of the distance to kth nearest data point. Here, we simply take the inverse of the distance to kth nearest neighbor as the density estimate. To be more speci c, for each individual i, the distances (in the objective space) to all individuals j in archive and population are calculated and stored in a list. After sorting the list in an increasing order, the kth element gives the distance sought, denoted by k i . As a common setting, we use k equaling the square root of the sample size as k = p N + N, where N is the population size and N is the archive size. Then, density D(i) corresponding to i is de ned by [42] :
Note that in the denominator, number two is added to ensure that D(i) < 1. Finally, adding D(i) to raw tness value Raw(i) of an individual i yields its tness F (i) as follows:
The owchart of this algorithm is presented in Figure 6 .
Non-dominated Sorting Genetic Algorithm (NSGA-II)
Deb et al. [43] were the rst to introduce NSGA-II. This algorithm is one of the most e cient multiobjective evolutionary algorithms to obtain Pareto optimal fronts for any number of objectives with any number of constrains. Due to its popularity and since NSGA-II is also a population-based algorithm, it is utilized in this research to validate the results obtained by SPEA-II. Population ranking in NSGA-II is made according to two concepts: Fast Non-Dominated Sorting (FNDS) based on the domination concept and Crowding Distance (CD) as a measure of solution density for solutions in the same fronts. Between two solutions that exist in a front, the one with the higher crowding distance is preferable [44] . In general, to determine whether a solution is dominated or not, all solutions are compared with each other to sort the population of size N, where the one that is not dominated by the other (front) is selected. The solutions in this set are the rst non-dominated bond. To determine the solutions in other bonds, the solutions of the rst bond are temporarily ignored and the process is repeated. This process is continued until the whole solutions stand in non-dominated bonds. To estimate solution density around a special solution, average distance of this solution from both adjoining solutions, called crowding distance, is computed. In order to compute the crowding distance of a special solution in a bond, the largest rectangle in which the special solution lies within and the two adjoining solutions located in its two sides are considered. The summation of the length and the width of the rectangle are then the crowding distances of the special solution [43] .
In order to compute crowding distances, the population is rst arranged in an ascending order according to their objective function values. Then, the crowding distances of the solutions in the rst and end of each bond (solutions with maximum and minimum objective function values) become in nite. In this algorithm, n[j] distance represents mth objective function value for ith member in set n. A solution with minimum crowding distance expresses a higher density around the solution. So, in the next step, it is desirable to select solutions that are in a region with lower density or, in other words, with a higher crowding distance. By this method, a greater variety of solution distributions become available [43] . The transmutation mechanism of NSGA-II is shown in Figure 7 . In Figure 7 , the parent population includes the primal population in each iteration. The o spring population is then generated by the crossover and mutation operations and the two population are merged to create a larger population. Next, FNDS is performed and the merged solutions are sorted in multiple fronts. After ranking the population in separate fronts using FNDS, the whole population in front1 and front2 are transferred to the next iteration. Moreover, a part of front3 with higher crowding distance is also transferred to the next iteration, and this trend continues until the optimal front is found. The owchart of this algorithm is presented in Figure 8 . 
Solution encoding
The initial population in both algorithms is rst generated randomly. Then, a number of parents are selected based on the binary tournament selection method. Finally, the crossover and mutation operators act on the selected parents as follows.
Crossover operator: The uniform crossover operator used in [19] is employed in this paper. In this operator, a binary random number is generated for each gene in the parent's chromosome. If this number is one, then the values of the parent genes are exchanged with each other. Otherwise, if it is zero, then the replacement is not performed. Figure 9 demonstrates this operation in both algorithms.
Mutation operator: In the mutation operation of this research, a random number is rst generated for each gene of a parent. If this number is less than the mutation rate (mutation rate in this paper is 0.1), then the gene is mutated randomly [19] . The mutation operation of both algorithms is illustrated in Figure 10 .
Numerical examples
Some randomly generated numerical examples are solved in this section to not only validate the results obtained using SPEA-II, but also to evaluate the performances of the two algorithms. Consider a system consisting of six subsystems. The interconnection costs, the three failure rates of the components, the four di erent versions of technical activities, and one organizational activity are shown in Table 3 . Besides, Table 4 contains the e ects of technical and organizational activities on each subsystem and its components. All of the numbers listed in Tables 3 and 4 are generated randomly using uniform distributions.
In order to compare the results obtained using the two algorithms, 20 test problems are used for the presented system at time t = 100. These problems are generated based on the upper and lower bounds of component costs in [32] using a uniform distribution, i.e., Uniform (12; 22) . The component costs are shown in Table 5 . Moreover, the minimum acceptable value of k i in each subsystem is k = [2 1 3 1 5 3] that is obtained based on a uniform distribution.
Performance measures
The measures used for evaluating the performance of the two multi-objective evolutionary algorithms are: Table 4 . E ects of technical and organizational activities on subsystems and their components. i = 1 i = 2 i = 3 
Results
Both algorithms are coded in MATLAB Version 7.10.0.499, R2010a. The codes are executed on a Pentium 4 computer with a 3GB RAM and 2 cores 2.40 GHZ CPU under Windows 7 operating system, where the mission time is set 100 hours. The results obtained by employing the two algorithms on the 20 test problems along with the averages of the metrics are shown in Table 7 .
The results in Table 7 show that both algorithms have similar performances in terms of the NOS metric. However, while, based on the diversity metric, NSGA-II is the better algorithm, SPEA-II shows better performances in terms of Spacing, MID, and Time metrics. These conclusions can be clearly seen in Figure 11 . Moreover, Pareto solutions to four testproblem numbers 5, 10, 15, and 20 are shown in Figure 12 , and the actual values of the objective functions for test problem #15 are presented in Table 8 . Table 7 . The results obtained using the two algorithms based on the presented performance measures.
Test
SPEA-II NSGA-II Diversity" Spacing# NOS" MID# Time# Diversity" Spacing# NOS" MID# Time# Figure 12 . Examples of non-dominated solutions. In order to compare the performances of the two solution algorithms statistically, four tests of hypothesis on the means of four performance measures are performed based on paired t-tests at = 0:05. A typical hypothesis in these tests is: To this aim, the performance measures obtained using both algorithms (shown in Table 7 ) are normalized by The results, shown in Tables 9-12 , indicate signi cant di erences between the means of diversity, spacing, and CPU time (the P -values of these tests are less than the signi cant level 0.05). However, there is no di erence between the two means of MID obtained. The interval-plots of all metrics shown in Figure 13 show that the above conclusion is better. In other words, NSGA-II works better in terms of diversity, while SPEA-II is the better algorithm in terms of the spacing and CPU time metrics.
Conclusion and future studies
One of the useful methods to increase system reliability is RAP. In modeling this type of problem, it is more realistic to optimize more than one objective simultaneously. This paper aimed to solve a bi-objective optimization problem of a tri-state system consisting of several k-out-of-n subsystems connected in series. The components in each subsystem were assumed to have only three levels of performances degrading from fully working to failed states that would a ect the system reliability over time. The system reliability could be improved by either adding redundant components or performing technical and organizational activities to change the transition rates of the components. The biobjective optimization model that considered maximizing system reliability and minimizing total cost as two con icting objectives was developed. The two multiobjective algorithms, i.e. the Strength Pareto Evolutionary Algorithm (SPEA-II) and the Non-dominated Sorting Genetic Algorithm (NSGA-II), were used to solve the resulting optimization problem. The comparison study of the two algorithms in terms of ve multiobjective performance measures obtained using 20 test problems showed better performances of SPEA-II in most of the measures.
For future research studies in this area, we recommend the followings: 
