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a b s t r a c t
In this paper, an improved variational iteration method is presented for solving Duffing
equations involving both integral and non-integral forcing terms. The main advantage of
this modification over the standard variational iteration method (VIM) is that it can avoid
unnecessary repeated computation in determining the unknown parameters in the initial
solution. Numerical results reveal that the improved method is simple and efficient.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the following Duffing equation involving both integral and non-integral forcing termswith separated boundary
conditionsu′′(x)+ σu′(x)+ f (x, u, u′)+
∫ x
0
k(x, s, u(s))ds = 0, 0 ≤ x ≤ 1,
p0u(0)− q0u′(0) = a, p1u(1)+ q1u′(1) = b,
(1.1)
where f : [0, 1] × R2 → R, k : [0, 1] × [0, 1] × R→ R are continuous functions and σ ∈ R− 0, p0, p1, q0, q1, a, b ∈ R.
The Duffing equation is a well-known nonlinear equation of applied science which is used as a powerful tool to discuss
some important practical phenomena such as orbit extraction, nonuniformity caused by an infinite domain, nonlinear
mechanical oscillators, prediction of diseases, etc. [1–5]. In [6,7], the quasilinearization technique was applied to obtain
the analytic approximations of the solutions of forced Duffing equations with continuous and noncontinuous integral
boundary conditions. Ahmad and Alghamdi [8] introduced the existence and uniqueness of the solution of the Duffing
equation involving both integral and non-integral forcing terms with separated boundary conditions by a generalized
quasilinearization technique. However, the discussion on numerical solutions of Duffing equations such as (1.1) is little.
Yao [9] presented an iterative reproducing kernel method for solving Duffing equation (1.1).
The variational iteration method, which was proposed originally by He [10–15], has been proved by many authors to be
a powerful mathematical tool for various kinds of linear and nonlinear problems. Some remarks on the variational iteration
method and the construction of the Lagrange multiplier by the use of Laplace transform were introduced by Mokhtari and
Mohammadi [16]. Geng and Cui [17] developed a method for solving nonlinear multi-point boundary value problems by
combining the homotopy perturbation and variational iteration methods.
However, when solving boundary value problems using the standard VIM, it is required to determine unknown constants
in the assumed initial solution. This is usually difficult for many nonlinear problems. In this paper, we shall present an
improved VIM to overcome this drawback of the standard VIM. The main advantage of this modification is that it does not
require determining unknown constants in the assumed initial solutions. Also, it is easy to perform the iterationmany times
and obtain high accuracy approximations.
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The rest of the paper is organized as follows. In the next section, the VIM is introduced. The improved VIM is developed
in Section 3. The numerical examples are presented in Section 4. Section 5 ends this paper with a brief conclusion.
2. Analysis of He’s variational iteration method
Consider the differential equation
Lu+ Nu = g(x), (2.1)
where L and N are linear and nonlinear operators, respectively, and g(x) is the source inhomogeneous term. In [10–15], the
VIM was introduced by He where a correct functional for Eq. (2.1) can be written as
un+1(x) = un(x)+
∫ x
0
λ{Lun(t)+ N∼un(t)− g(t)}dt, (2.2)
whereλ is a general Lagrangianmultiplier [11], which can be identified optimally via variational theory, and
∼
un is a restricted
variation which means that δ
∼
un = 0. By this method, it is required first to determine the Lagrangian multiplier λ that will
be identified optimally. The successive approximations un+1, n ≥ 0, of the solution u will be readily obtained upon using
the determined Lagrangian multiplier and any selective function u0. Consequently, the solution is given by
u = lim
n→∞ un.
The variational iteration method has been shown to solve easily and accurately a large class of problems with
approximations converging rapidly to accurate solutions.
For the variational iteration method, the key element is the identification of the Lagrangian multiplier. For linear
problems, their exact solutions can be obtained by only one iteration step due to the fact that the Lagrangian multiplier
can be identified exactly. For nonlinear problems, the Lagrange multiplier is difficult to be identified exactly. To overcome
this difficulty, we apply restricted variations to nonlinear terms. Due to the approximate identification of the Lagrangian
multiplier, the approximate solutions converge to their exact solutions relatively slowly. It should be especially pointed out
that the more accurate the identification of the multiplier, the faster the approximations converge to their exact solutions.
3. Improved VIM for boundary value problems
For problem (1.1), according to the VIM [15], we have the following iterative formula:
un+1(x) = u0(x)+
∫ x
0
(s− x)[σu′(s)+ f (s, un(s), u′n(s))+
∫ s
0
k(s, t, u(t))dt]ds. (3.1)
Note that iterative sequence (3.1), in general, does not satisfy the boundary conditions of problem (1.1), and the
imposition of these conditions may be used to determine unknown constants in the assumed initial solution. However,
for complex f (x, u, u′) and k(s, t, u(t)), it is very difficult to determine the unknown constants. Also, the speed of iteration
is slow due to the existence of unknown constants in the initial solution. Therefore, it is difficult to perform the iteration
many times and obtain high accuracy approximations.
To overcome this drawback, we shall improve iterative formula (3.1).
For a second-order initial value problem, when the initial term u0(x) satisfies initial conditions of the problem, the nth
term solution obtained using iterative formula (3.1) satisfies the initial conditions of the problem naturally, and so we can
use iterative formula (3.1) directly. However, for a second-order boundary value problem, even though the initial term u0(x)
satisfies boundary conditions of the problem, the nth term solution obtained using iterative formula (3.1) does not satisfy
boundary conditions of the problem. Hence, one cannot use iterative formula (3.1) directly. In this case, by selecting an
initial term u0(x) satisfying boundary conditions of problem (1.1), we hope that the obtained nth term solution using an
iterative formula also satisfies the boundary conditions of problem (1.1). Motivated by this, we add a modified term in (3.1)
and obtain
un+1(x) = u0(x)+ w(x)+ Ax+ B, (n = 0, 1, 2, . . .) (3.2)
wherew(x) =  x0 (s− x)[σu′(s)+ f (s, un(s), u′n(s))+  s0 k(s, t, u(t))dt]ds, A and B are constants to be determined, and u0(x)
is an initial term satisfying the boundary conditions of problem (1.1).
Incorporating the boundary conditions of problem (1.1) into un+1(x) in (3.2), it follows that
A = −−w(1)+ λ1w
′(0)− λ2w′(1)
λ1 − λ2 − 1 , B = −
λ1w(1)− λ1w′(0)− λ1λ2w′(0)+ λ1λ2w′(1)
λ1 − λ2 − 1
where λ1 = −q0/p0, λ2 = q1/p1.
F. Geng / Computers and Mathematics with Applications 61 (2011) 1935–1938 1937
Table 1
Numerical results for Example 4.1.
Node Exact solution Absolute error in [9] Present method (u20) Present method (u30) Present method (u50)
0.1 1.09 9.46E−6 1.67E−7 2.79E−11 6.66E−16
0.2 1.16 9.77E−6 1.70E−7 2.33E−11 4.44E−16
0.3 1.21 9.81E−6 1.64E−7 1.57E−11 4.44E−16
0.4 1.24 9.66E−6 1.51E−7 7.17E−12 2.22E−16
0.5 1.25 9.37E−6 1.35E−7 4.19E−13 4.44E−16
0.6 1.24 8.97E−6 1.18E−7 5.82E−12 4.44E−16
0.7 1.21 8.50E−6 1.02E−7 8.65E−12 4.44E−16
0.8 1.16 7.97E−6 9.07E−8 9.28E−12 4.44E−16
0.9 1.09 7.39E−6 8.15E−8 8.60E−12 6.66E−16
1.0 1.00 6.75E−6 7.38E−8 7.63E−12 4.44E−16
Table 2
Numerical results for Example 4.2.
Node Exact solution Absolute error in [9] Present method (u20) Present method (u30) Present method (u50)
0.1 0.617338 3.36E−5 4.13E−9 1.12E−12 1.11E−16
0.2 0.697493 3.35E−5 8.75E−9 2.34E−12 2.22E−16
0.3 0.759565 3.05E−5 1.47E−8 3.91E−12 2.22E−16
0.4 0.801655 2.58E−5 2.05E−8 5.45E−12 2.22E−16
0.5 0.821659 2.04E−5 2.50E−8 6.62E−12 0
0.6 0.817256 1.51E−5 2.71E−8 7.19E−12 4.44E−16
0.7 0.785877 1.05E−5 2.67E−8 7.10E−12 2.22E−16
0.8 0.724687 6.77E−6 2.43E−8 6.44E−12 0
0.9 0.63055 4.16E−6 2.04E−8 5.39E−12 6.66E−16
1.0 0.5 2.71E−6 1.57E−8 4.16E−12 7.77E−16
Therefore, we modify iterative formula (3.1) as
un+1(x) = u0(x)+ w(x)− −w(1)+ λ1w
′(0)− λ2w′(1)
λ1 − λ2 − 1 x−
λ1w(1)− λ1w′(0)− λ1λ2w′(0)+ λ1λ2w′(1)
λ1 − λ2 − 1 . (3.3)
Obviously, if we select the initial term u0(x) such that p0u0(0) − q0u′0(0) = a, p1u0(1) + q1u′0(1) = b, the nth term
approximation un(x) obtained from (3.3) always satisfies the boundary conditions of problem (1.1).
Hence, beginning with the selected u0(x), according to (3.3), it is easy to obtain the nth term approximation un(x) of
problem (1.1).
4. Numerical examples
In this section, the proposed technique is applied to two Duffing equations and the obtained numerical results are
compared with the corresponding experimental results obtained by the method presented in [9].
Example 4.1. Consider the Duffing equation studied in [9]u′′(x)+ u′(x)+ u(x)u′(x)+
∫ x
0
su2(s)ds = f (x), 0 < x < 1,
u(0)− u′(0) = 0, u(1)+ u′(1) = 0,
where f (x) = x65 − x
5
2 − x
4
3 + 3x3 − 2x2 − 3x. It is easy to see that the exact solution is u(x) = 1+ x− x2.
Beginning with u0(x) = 0, according to (3.3), one can obtain the approximation un(x) of u(x).
Taking n = 20, 30, 50, the numerical results are shown in Table 1.
Example 4.2. Consider the Duffing equation studied in [9]u′′(x)+ u′(x)+ u(x)(1+ u′(x))+
∫ x
0
s2u(s)ds = f (x), 0 < x < 1,
2u(0)− u′(0) = 0, 3u(1)+ u′(1) = 0,
where f (x) = −9t4+16t3+18t+726e2t−132et+1(t2+2t+11)−66et(2t2−7t+11)+8e2(3t4+2t3+60t+42)+e(15t4+32t3−228t+540)+204
24(1+e)2 . It is easy to
see that the exact solution is u(x) = 2− 11ex+(3−8e)x2(1+e) .
Beginning with u0(x) = 0, according to (3.3), the approximation un(x) of u(x) can be obtained.
Taking n = 20, 30, 50, the numerical results are shown in Table 2.
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Remark. When solving Example 4.2 using the standard variation iteration method, it is required to take the initial
approximation u0(x) = a + bx, where a, b are parameters to be determined. The unknowns a, b can be identified after
a few iterations by incorporating the boundary conditions. However, it is difficult to perform the iteration many times and
obtain high accuracy approximations due to the existence of unknowns a, b. I perform the iteration formula (3.1) three times
and obtain an approximate solution u3(x). The maximum absolute error between u3(x) and the exact solution u(x) is 0.08.
5. Conclusion
In this paper, an improved variational iterationmethod is presented for solving Duffing equations involving both integral
and non-integral forcing terms. Comparison of numerical results shows that the presented method is very efficient and is
of greater accuracy. Also, the iteration speed of the present method is fast in contrast to the standard VIM.
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