Taking responsibility: A responsible research and innovation (RRI) perspective on insurance issues of semi-autonomous driving by Baumann, Martina F. et al.
Contents lists available at ScienceDirect
Transportation Research Part A
journal homepage: www.elsevier.com/locate/tra
Taking responsibility: A responsible research and innovation (RRI)
perspective on insurance issues of semi-autonomous driving
Martina F. Baumanna, Claudia Brändlea, Christopher Coenena, Silke Zimmer-Merkleb,⁎
aKarlsruhe Institute for Technology (KIT) – Institute for Technology Assessment and Systems Analysis (ITAS), Karlstr. 11, 76133 Karlsruhe, Germany
bKarlsruhe Institute for Technology (KIT) – Institute of Technology Futures (ITZ)/Institute for History, Douglasstr. 24, 76133 Karlsruhe, Germany
A R T I C L E I N F O
Keywords:
Semi-autonomous driving
Insurance
Liability
Responsible research and innovation (RRI)
Ethics
Technology assessment
A B S T R A C T
Semi-autonomous driving is an emerging – though not unprecedented – technology which cannot
necessarily be seen as safe and reliably accident-free. Insurance companies thus play an im-
portant role as inﬂuential stakeholders in the negotiation and implementation processes around
this new technology. They can either push the technology (e.g. by oﬀering beneﬁcial, promo-
tional insurance models for semi-autonomous car owners) or constrain it (e.g. by providing re-
strictive insurance models or no insurance cover at all). Insurers face questions concerning
ethical or societal consequences on various levels: not only when it comes to promoting the
technology – whose impact is not yet certain and may range from saving to endangering lives –
but also with respect to insurance models such as “pay as you drive”, which may involve dis-
criminatory elements. The concept of responsible research and innovation (RRI) is well suited to
accompanying and guiding insurers, policy makers and other stakeholders in this ﬁeld through a
responsible negotiation process that may prove beneﬁcial for everyone. Part of the RRI approach
is to make stakeholders aware of “soft” factors such as the ethical, societal or historical factors
which inﬂuence innovation and of the need to include these aspects in their activities re-
sponsibly.
1. Introduction
Automation in cars has a long history. While the future vision of driverless and accident-free cars was already discussed decades
ago (Kröger, 2016), it has regained momentum in recent years due to the development of ever more advanced driver assistance
systems (ADAS). Autonomous driving is now one of the principle visions guiding vehicle technology development. Some experts and
stakeholders expect fully autonomous driving to become a reality in the mid-term future and are conﬁdent that semi-autonomous cars
will be seen on our streets very soon (see for example National Highway Traﬃc Safety Administration, 2018). Whether such en-
thusiastic technological forecasts prove accurate or not, there are in any case many socio-technological aspects that involve high
degrees of uncertainty, e.g. the public’s willingness to allow themselves to be driven by a machine, the issue of liability in accidents
involving autonomous vehicles and the question of whether semi-autonomous vehicles will actually have a positive eﬀect on traﬃc
safety. As car manufacturers introduce more and more ADAS to the market, progressing along the path towards fully automated cars,
the challenge for policy makers and all stakeholders is to ﬁnd answers to these emerging questions.
Insurers are key stakeholders in the societal negotiation process around autonomous and semi-autonomous driving and will play a
major role when it comes to introducing such technology on the streets. Their veto power – of refusing to insure semi-autonomous or
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autonomous vehicles – not only puts them in a strong and inﬂuential position in negotiations, but also entails a societal obligation to
accept responsibility in the governance process. It is within their power to inﬂuence this process substantially through their attitude
towards these new technologies and their regulation. It is up to them to either promote or even push the technology by oﬀering
beneﬁcial insurance models, or to undermine the whole undertaking by refusing to insure vehicles driven in autonomous mode.
In this paper, we propose a concept of responsible research and innovation (RRI) that will allow insurers to assume responsibility
in the societal negotiation process of automated driving. Consequently, and in line with the focus of this special issue, we concentrate
on semi-autonomous driving. After introducing the situation and concepts in use, we expatiate on RRI and its potential for insurers
and their role in the negotiation process. We then illustrate this, using pay-as-you-drive insurance models as an example of how semi-
autonomous vehicles might be insured. Finally, we end by making recommendations for the insurance sector. Many examples and
analyses are taken from or refer to Germany – where a lively debate of visions of automated driving is currently underway – though
experiences and perspectives from other countries are taken into account where appropriate.
2. Insurance and semi-autonomous driving: The current situation
2.1. What does the notion of semi-autonomous driving actually refer to?
“Semi-autonomous driving” is a somewhat blurred term. Obviously, actions can be autonomous or not – tertium non datur.
Nevertheless, this expression is quite common and often used when talking about a preliminary stage on the path towards auton-
omous driving. Although – or perhaps because – the term is frequently used, it is not clear what it actually refers to. Our aim in the
following paragraphs is therefore to clarify our use of the term.
When we talk about semi-autonomous driving, we are using the deﬁnition set out in the SAE International Standard J3016 (SAE
International, 2014) on vehicle automation, which is very widespread not least because it has been adopted by the NHTSA (US
National Highway Traﬃc Safety Administration) and other institutions. The SAE standard recognizes six levels of vehicle automation,
from 0, referring to no automation, to 5, meaning full automation. The steps in between are driver assistance (1), partial (2),
conditional (3), and high (4) automation. In line with this deﬁnition, the levels we are referring to when we use the term “semi-
autonomous” in this article are level 3 and level 4 automation. The levels 1 and 2 describe forms of automation that have already
been realized in current car models in the form of ADAS. The ﬁrst level 3 technology is ready to be launched in the form of Audi’s new
traﬃc-jam pilot in its 2019 A8 model. So far, however, the necessary legal approval has not been granted (Nguyen, 2017). Levels 4
and 5 represent the technological developments that stakeholders – and the automotive industry in particular – expect to see in the
future. As they have yet to be implemented, any reference to level 4 or 5 vehicles is a question of visions and expectations. The
technological development itself is still unpredictable and uncertain; it is unclear whether the associated expectations and aims will
in fact ever be met. Its socio-technical implications are equally uncertain. Nevertheless, visions of highly automated and autonomous
driving inﬂuence not only the construction and design process, but also the way stakeholders act: their expectation that such vehicles
will become a reality in the future prompts them to take action to regulate the forthcoming technology and ensure its good gov-
ernance. For stakeholders, this means adopting a particular stance towards the vision and the possible future technology (Grunwald,
2014). A wide range of professional, political, and civil society stakeholders are involved in negotiating the best ways in which to
shape the technology’s development and inﬂuence its outcome.
Level 3 and level 4 automation, which we refer to in this paper as “semi-autonomous”, is of particular interest in that it involves
delegating a high degree of responsibility to the vehicle. At the same time, this is still a long way from full automation or even
“autonomy”. While both level 4 and, to a lesser extent, level 3 go beyond present legislation, they still require very diﬀerent reg-
ulation to that needed by fully autonomous driving modes. The challenges they pose with respect to ethical, social, and liability issues
in a mixed and complex driving environment also diﬀer in certain respects from those posed by full automation. While some parts of
our analysis also apply to fully autonomous driving, we will focus in the present paper on the more pressing issue (in terms of its state
of technological development) of semi-autonomous driving.
2.2. The safety argument and the challenge of risk determination
Supporters of vehicle automation often claim that it will reduce accident numbers. In its National Motor Vehicle Crash Causation
Survey (NMVCCS), conducted from 2005 to 2007, the NHTSA also found that drivers are at least partly responsible for more than
90% of road accidents (National Highway Traﬃc Safety Administration, 2008, US Department of Transport, 2017, p. 67). In their
conclusion, they expect ADAS to help prevent accidents. In a similar vein, semi-autonomous cars are expected to reduce not only car
accident numbers but by extension also car insurance premiums – at least in the long term. Risk calculations for these premiums are
challenging, however. The actual impact on safety that semi-autonomous driving might have is unclear. As new automated driving
features entail new dangers (e.g. mixed traﬃc with diﬀerent levels of automation, situations in which drivers take back control),
extrapolating accident statistics may not be appropriate (Kalra and Paddock, 2016, p. 183). Alongside many endorsements of vehicle
automation, there are also sceptical voices: “Despite their potential beneﬁts, automated vehicles currently possess a number of
limitations that technology has not yet been able to overcome. Most notably, semi-automated vehicles are not able to drive in more
complex or challenging road conditions or environments” (Robertson et al., 2016, p. i). The impact of semi-autonomous or auton-
omous driving is uncertain and may range from saving to endangering lives and from reducing to increasing costs (also keeping in
mind a scenario in which accident rates decline but the costs per accident rise). Thus there is no clear indication, based on either
ﬁnancial or ethical perspectives, as to which development should be favoured and supported by insurance companies. Furthermore,
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new approaches and knowledge are needed to calculate premiums as there are no historical records for semi-autonomous driving
risks and damage costs (Munich Re, 2016). Understanding the reliability of machine decisions will be a key factor, as will the use of
machine learning tools to calculate premiums more accurately by taking more data types and variables into account (see Section 4.1).
Increasingly generated in-car, the accessibility of this data will play a role in determining whether insurers are able to remain
competitive. Access will need to be negotiated with car manufacturers. The European regulation proposed the creation of “an in-
teroperable, standardised, secured, and open-access platform or possible future in-vehicle applications or services” (European
Parliament and Council of the European Union, 2015). However, there is no agreement about the structure and design of the
technical solution for this aim by the diﬀerent stakeholders. While OEMs favour transferring in-vehicle data to an OEM-own server,
which is then made accessible to third-parties, they would be disadvantaged with regards to limited and delayed access to (time
critical) data and would favour direct access to data via an on-board interface (European Commission, 2016, pp. 76 f).
In addition, clear licensing regulations and high standards of testing appear indispensable. This is especially important for in-
surers, as weak licensing requirements that result in higher accident costs would have to be taken into account when calculating
premiums. Deﬁning and designing new testing methods for semi-autonomous vehicles constitute a huge challenge, however (Winkle,
2016, Kalra and Paddock, 2016). No matter how much eﬀort is put into testing and validating, safety testing is very diﬀerent for
automated systems and 100% safety will never be achieved (for a detailed discussion see Wachenfeld and Winner, 2016, p. 447).
2.3. Legal frameworks for semi-autonomous driving and driving insurance
As described above, semi-autonomous driving is still only a vision. As with any future innovation, the impact it may have on such
aspects as vehicle safety and the incidence and severity of road traﬃc accidents – be it negative or positive – is still uncertain. This
poses a challenge for regulatory authorities in general, and for regulators of liability and insurance in particular. The legal framework,
in turn, is of crucial importance to all stakeholders, and especially to insurers and their attitude towards the emerging technology.
When determining stakeholder relations between manufacturers, insurers, and drivers with respect to ﬁnancial risk distribution in the
event of accidents, this is a central issue in the negotiation process. Accordingly, this section explores current legal regulations
concerning insurance issues that govern the relations between insurers, car manufacturers, and drivers. As the legal framework for
semi-autonomous driving is still being discussed and revised, and to date has not been harmonized within the EU, we will focus on the
legal situation in Germany as an example, highlighting diﬀerences in other countries merely in passing.
Current regulations (Regulation 79 of the Economic Commission for Europe of the United Nations (UNECE) and the Vienna
Convention on Road Traﬃc (VC)) allow automated vehicles provided that drivers can either manually override the autonomous
systems or keep their hands on the steering wheel at all times. Due to the urgent need to clarify regulatory issues, the UNECE World
Forum for Harmonization of Vehicle Regulations prioritized the regulation of automated vehicles in the ongoing revision of Regulation
79. Nonetheless, it regards comprehensive regulation as a long-term goal because this will depend on future technical development
and testing (European Commission, 2015, p. 13). It is likely even after the revision of Regulation 79 that drivers may not be allowed to
beneﬁt from all the capabilities of semi-autonomous cars unless they take full responsibility for liability and safety risks themselves
(for a more detailed discussion, see European Commission, 2017; Lutz, 2016).
A regulatory solution designed to clarify liability relations between stakeholders would have to deﬁne the rights and duties of
drivers of semi-autonomous cars in order to distinguish “normal” human driver errors from careless behaviour in this new situation. A
recently adopted amendment to the German Road Traﬃc Act was sharply criticized, not only by some policy makers (Deutscher
Bundestag, 2017b), for leaving important questions unanswered, e.g. how quickly a driver should be able to take over control of the
car in the case of an emergency. Other stakeholders also voiced their doubts. In its oﬃcial statement about the draft amendment, the
inﬂuential German Automobile Club (ADAC) for example criticized the lack of legal certainty (Deutscher Bundestag, 2017a). The
Sorgfaltspﬂichten (due diligence obligations) contained in the German Road Traﬃc Regulations (StVO) clearly need to be reconsidered
in much greater detail. These state that drivers should be thoughtful and take care not to cause harm while driving, though they are
generally allowed to engage in other tasks, such as talking to other passengers. So far, StVO (article 23) only prohibits drivers
explicitly from using their mobile phones, which is probably one of the biggest potential distractions. Overall, the authorities in
Germany (and in other countries) seem to continue to refuse to permit drivers to engage in other activities while driving, yet this is
one of the key advantages promised by semi-autonomous driving. However, the temptation to do so, not to mention the fatigue that
results from constant monitoring, will nevertheless pose new safety risks.
While various driver liability models exist in the diﬀerent EU Member States (for a comprehensive overview, see Schellekens,
2015), there appears to be a degree of consensus that some form of “no-fault insurance” such as Germany’s Kfz-Haftpﬂichtversicherung
would be suitable for automated vehicles and might help implement autonomous driving (Eastman, 2016, p.1; for the historical
development of the German Haftpﬂichtversicherung, ﬁrst introduced in 1909, see Arps, 1976, Gadow, 2002). If insurance is ob-
ligatory for car owners and liability is not fault-based, insurance will not be dependent on the technology; it is irrelevant whether the
vehicle is driven by a human or a machine (Schellekens, 2015, p.516). Furthermore, it provides compensation for accident victims
without having to embark on a complex and costly process to determine who is at fault (Eastman, 2016, p.1). However, this reg-
ulation leaves the problem of determining who should ultimately pay for accident damage. The new risks as mentioned above could
result in higher costs for insurers, and consequently for their clients in the current legal situation, though these might be reimbursed if
manufacturers are taken into regress on the basis of product liability. It is harmonized to a considerable extent in the EU (Schellekens,
2015, p.209) and makes manufacturers liable for hardware or software errors. Since vehicle functions are controlled by ADAS rather
than by the driver, liability should be transferred increasingly to the technical system – and by extension to the manufacturer. Some
experts in fact predict a general shift from driver liability to product liability in autonomous vehicles (Smith, 2017, Gasser, 2016,
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Sheehan et al., 2017). It is questionable whether this shift will already take place when it comes to semi-autonomous driving with
respect to the regulatory situation, however. Product liability will probably be less a matter of debate in level 4 automation, as the
system in this case – by deﬁnition – should be able to operate the vehicle independently in certain, predeﬁned situations (e.g. on
highways). By contrast, in level 3 automation the human driver – again by deﬁnition – is responsible for the vehicle regardless of
whether the car is in assistance mode or not. In any case, the “black boxes” that are included in passenger cars equipped with ADAS
might be helpful in ascertaining the cause of the error (driver or machine) in the event of an accident (Gasser, 2016, 545-546; for a
more detailed summary of product liability, particularly in Germany, see Winkle, 2016). What makes the situation more diﬃcult for
insurers is that product liability is limited in scope and entails notiﬁable exceptions.1 Furthermore, car insurers will have the burden
to prove the defect, the damage and the causal relationship between the defect and damage (§ 1 (4) ProdHG). A more positive
consequence of potential vehicle part errors for the insurance sector is that a shift towards product liability is expected to increase the
demand for product liability insurance (Sheehan et al., 2017, p. 125). As semi-autonomous driving is accompanied by an increase in
sensor systems, electronics, and program parts, the risk of technical failures increases simultaneously.
Potential conﬂicts about how accountability is allocated between manufacturers, suppliers, insurers, and car drivers and owners
as described above should be addressed at an early stage by adequate regulations and in negotiations concerning the implementation
of semi-autonomous driving.
2.4. Expectations of semi-autonomous driving and the understanding of responsibility within the insurance sector
We will now take a brief look at how the insurance industry itself envisions the implications of the technology, and how this is
already apparent in its behaviour on the market. Despite technical and regulatory uncertainties, insurance companies take a positive
attitude towards automated cars and already provide discounts for cars with assistive technology that have been proved to reduce
accidents (Kollewe, 2016). In Germany, France, and Great Britain, for example, the insurance company Allianz oﬀers cheaper in-
surance (a 25% discount) for cars with automation (Allianz, 2016, Titcomb, 2016). As automated systems are seen as making cars
safer and helping to avoid accidents – by up to 38 percent in the case of autonomous emergency braking, a study found (Fildes et al.,
2015) – insurers are obviously willing to support this development. However, these initial signs should not be viewed as a reliable
indicator of future developments on the market, especially given the very limited number of cars that are equipped with ADAS to
date. If semi-autonomous vehicles were to successfully reduce crashes in the future, this could pose a challenge for insurers. First,
falling premiums could have a potentially negative impact on revenues and lead to tougher competition (Sheehan et al., 2017, p.
124). Second, car manufacturers, which are already involved in car-sharing and rental activities and are moving towards further
diversiﬁcation, might even decide to oﬀer insurance themselves – depending on how discussions of and legal developments relating
to responsibility and liability proceed. This is clearly an alarming scenario for insurers (Murphy and Mullins, 2016; Fortune, 2016), as
well as from a societal perspective: carmakers will have a strong interest in claiming the infallibility of their own autonomous cars as
compared with manually driven cars. This could be very problematic for manual drivers, as it would jeopardize fair insurance
compensations for them.
There are also those who take a very sceptical view of the promise that semi-autonomous driving will reduce accident numbers
and believe that the safety argument is overrated. Siegfried Brockmann, head of accident research for German insurers (UDV), argues
that drivers are better than generally assumed – causing only one accident with personal injury every three million kilometres.
Moreover, he claims that human drivers, if no longer required to steer the vehicle, are not a good emergency backup in the event of an
imminent accident, at least when they are engaged in other tasks (GDV, 2015a). A reliable machine-driver handover – be it in
predeﬁned standard situations (as expected with “level 4 driving”) or in situations in which the driver serves as the fall-back authority
(which should be the case more often in “level 3 driving” than in “level 4 driving”) – also remains a socio-technical challenge (Walch
et al., 2015). Insurers have to rely on robust testing regulations to minimize their ﬁnancial risk when insuring new cars. Conse-
quently, the German Insurance Federation (GDV) calls for mandatory testing processes for automated cars with a view to minimizing
these new risks for insurers (GDV, 2015b). We have already mentioned the diﬃculties of semi-autonomous vehicle testing, which
give rise to uncertainties about the reliability of this type of car as compared to manually driven cars.
The uncertainty surrounding any rapid technological development that could simultaneously entail signiﬁcant beneﬁts and high
potential risks constitutes a complex challenge for insurers and requires them to act within a constellation involving a wide variety of
interdependencies between the diﬀerent stakeholders, as we shall see in the following section. If the insurance industry were able to
deﬁne its responsibilities in this process, this would be an important step towards adopting a strategy capable of managing the
challenge posed by the new technology.
Within the framework of their corporate social responsibility activities, some insurance corporations have formulated an un-
derstanding of responsibility with regard to their own business and their particular possible impact on society, as the following
examples may illustrate:
• CIS feels it has a responsibility to improve road safety and claims that it has “a duty to try and prevent future losses, which in turn
1 The scope of the Product Liability Act only covers property damage if this damage was caused to an item of property other than the defective product (§ 1 (1)
ProdHG), if the item of property is used for private use, which is a problem for taxis or public transport vehicles (§ 2 (1) ProdHG), and the state of scientiﬁc and
technical knowledge at the time when the producer put the product into circulation was not such as to enable the defect to be discovered (Winkle, 2016). A transduced
text of the German law is available online: https://www.gesetze-im-internet.de/englisch_prodhaftg/englisch_prodhaftg.html#p0013 (last accessed: 31.01.2018).
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will make motor insurance more aﬀordable, especially for young inexperienced drivers“ (Easier, 2007).
• HUK Coburg spoke out in public against manufacturers or any industry or company in general having a monopoly on vehicle
data, stating that in the interests of consumer protection people should have a choice about who owns their data and for which
purposes (Franz, 2017).
• Allianz sells PAYD as a means of educating drivers and as proof that they attribute high value to the privacy of their customers
(Allianz, 2017).
In adopting these stances, insurers go beyond what Porter and Kramer (2006) criticize as random charity projects and PR ac-
tivities. However, none of the activities mentioned above are by any means promoted without self-interest: if car manufacturers had a
monopoly on vehicle data, the insurance business would lose access to valuable data. It is also clear that insurances wish to avoid
losing young drivers as customers or the trust of customers when it comes to privacy issues. Overall, the cited activities and state-
ments are reactions to market requirements and struggles for competitiveness rather than proactive commitments to society.
As we will argue, the RRI concept is a very apt and indeed indispensable new tool for insurers willing to take a more active role in
the innovation process of semi-autonomous cars in a responsible and socially desirable way. The following section will therefore
provide a brief overview of the concept of RRI. We will then explore how this concept can be used to highlight the relationships
between insurers and diﬀerent groups of relevant stakeholders, while at the same time raising certain ethical questions and drawing
attention to the various responsibilities that arise in innovation processes relating to semi-autonomous driving.
3. Insurers and semi-autonomous driving from an RRI perspective
3.1. What is RRI?
The key words “responsible” and “socially desirable” play an important role in the conceptualization of responsible research and
innovation (RRI). In one of its best-known deﬁnitions, the concept is described as “a transparent, interactive process by which societal
actors and innovators become mutually responsive to each other with a view to the (ethical) acceptability, sustainability and societal
desirability of the innovation process and its marketable products (in order to allow a proper embedding of scientiﬁc and techno-
logical advances in our society)” (von Schomberg, 2011, p. 9).
This deﬁnition already suggests that RRI can be seen as a concept that goes beyond earlier approaches such as constructive
technology assessment (CTA) or the social shaping of technology (SST) (Grunwald, 2011).2 Owen et al. (2012) expand on this by
elaborating three distinct features of RRI. The ﬁrst feature can be subsumed under the notion of “societal desirability” or “science for
society” (Owen et al., 2012, p.754). In this respect, RRI sets itself apart from earlier concepts in that it focuses more on the positive
potential of science and innovation rather than dealing with the negative aspects associated with technological or scientiﬁc advances
– their risks and unintended negative impacts (Owen et al., 2012, p. 754). Grunwald (2011) explores a similar feature of RRI, writing
that RRI, while sharing the same motivations as technology assessment (Grunwald, 2011, p. 14), goes further in shaping not only
technology but innovation itself, “according to society’s needs, expectation and values” (Grunwald, 2011, p. 16).
The second feature of RRI is described by Owen et al. (2012) as “science with society”, which consists of three dimensions:
reﬂection, anticipation, and inclusive deliberation. These three dimensions themselves are not new developments found solely in RRI
practice. They are “building on concepts of anticipatory governance, technology assessment in its various forms and public en-
gagement.” (Owen et al., 2012, p. 756). What sets RRI apart is that it integrates these three dimensions to form a framework (Owen
et al., 2012, p. 756) and as such becomes institutionalized in policy- and decision-making processes (Owen et al., 2012, p. 756). This
“dimension of responsiveness” (Owen et al., 2012, p. 756) can also be found in von Schomberg’s (2011) deﬁnition and is a distinctive
feature of RRI. The aspect of inclusive deliberation with and the inclusion of various stakeholders in the innovation process is
especially important.
The third distinct feature of RRI is the way it “reframes responsibility” from the (individual) scientist to other actors in the
innovation process such as “universities, innovators, businesses, policy-makers and research funders” (von Schomberg’s, 2011, p.756)
and, more broadly, towards a collective approach to responsibility. The latter might be supported by public debate and by what has
been described as a “particular moral obligation to engage in the collective debate that shapes the context for collective decision
making” by members of the public (von Schomberg, 2007, p. 12).
These and similar conceptual considerations concerning RRI have also found their way into the Horizon 2020 programme of the
European Commission (EC), based on early activities supported by the EC (de Saille, 2015). This is particularly true of the “Science
with and for Society” funding programme, though it also applies to other areas due to the results of eﬀorts to mainstream the concept.
In the European context, RRI is seen as a way of enabling collaboration between diﬀerent societal actors and stakeholders and thereby
enhancing the research and innovation process through a focus on engagement and access to data, as well as by increasing equality,
focusing on ethical aspects and furthering information and education (European Commission, n.d.).
In recent years, there have been many more discussions about RRI, and a wide variety of activities on and in line with RRI
principles – including many projects funded by the EC and others – have been conducted. These include wide-ranging, multi-
2 Another earlier approach in this regard is the aforementioned concept of Corporate Social Responsibility (CSR). RRI considers societal desirability from a non-
expert perspective and from the start, while CSR attempts rather to diminish negative impacts of technology and business and does not necessarily involve non-expert
opinions. Porter and Kramer (2006) discuss these and other shortcomings of CSR.
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stakeholder and public dialogue projects (e.g. Zwart et al., 2017) as well as projects and other activities tailored to the needs of
speciﬁc stakeholder groups such as civil society organizations (CSOs) and industry (Lubberink et al., 2017, Porcari et al., 2015). At
the same time, conceptual and methodological work on and discussions of RRI have become more diverse. This has resulted for
example in proposals to use principal-agent theory to better understand and help improve RRI processes (Bolz, 2017), or to include –
especially with a view to visions of the future (or to broad “guiding visions”) – a hermeneutic perspective (Grunwald, 2014). Fur-
thermore, it has been variously pointed out that the concept of RRI focuses on socio-economic issues – as distinct from ethical and risk
issues, for example – to a greater extent than older “science and society” approaches, placing the emphasis on such aspects as
competitiveness, employment, and valorisation (Zwart et al., 2014) but still lacking social speciﬁcity (Coenen, 2016). As a process
innovation (Coenen, 2016), the rise of RRI has also led to debates about the pros and cons of rights-based decision-making processes
on the one hand (Ruggiu, 2016) and of new governance models on the other hand, which more strongly emphasise the co-shaping
and co-creation of innovation by a wide variety of stakeholders (Groves, 2015). This key element of the concept of RRI implies a
further weakening of the traditional expert role as compared to earlier risk and even ethical discourses. At the same time, the shift
from safety to responsibility may entail a shift in responsibility from the developers and producers of a technology to its users or other
stakeholders, thereby falling short of the ideal of shared responsibility (Van de Poel and Robaey, 2017).
A proactive approach to meeting society’s demands and openly communicating the inherent risks of a technology most certainly
has good chances of being well received by the public and of standing out from other business approaches. There is growing public
awareness of the ethical issues of technology, particularly with regard to privacy, and scandals in the car industry in recent years have
shattered trust in some companies. Historically, insurance and technological developments have mutually inﬂuenced one another in
many cases. The role played by ﬁre insurance in the later phase of the industrial revolution is often overlooked, for example – as is the
impact that this new type of insurance had on the structure and system of the insurance business itself (Henning, 1980). Insurance
also plays a prominent role in the history of the automobile: mass motorization would have been impossible without third-party
insurance (Arps, 1976, Gadow, 2002). Whether insurers took these actions primarily in recognition of their societal responsibility –
third-party insurance cover was ﬁrst oﬀered at the end of the nineteenth century, before legal regulation (Gadow, 2002, p. 47) –
remains the subject of historical research and debates. The RRI approach serves not only as orientation for insurance companies
concerning the desirability of semi-autonomous driving and the decision of whether to support it or not, but also with regard to
innovation in the insurance sector itself: in terms of insurance pricing models. Safety by design is now common practice and RRI is the
response to the demand for responsibility by design.
3.2. RRI as applied to insurance issues of semi-autonomous driving
Applying the RRI concept to semi-autonomous driving immediately raises three overarching questions, upon which we will focus
in the following:
1. Innovation for society: Is it actually desirable for society to further promote innovations in the area of semi-autonomous vehicle
features? To answer this fundamental question, it is necessary to look not only at the statistics and scenario-based forecasts (e.g.
do semi-autonomous features prevent severe or even fatal accidents?) but also at their social and ethical implications.
2. Innovation with society: Who are the stakeholders and relevant actors that need to be included in the shaping of the innovation
process? How do these actors relate to each other, and how ought they to?
3. Reframing of responsibility: Who should be held responsible for any potentially negative consequences of the implementation of
semi-autonomous cars, and why?
When focusing on the insurance sector with the ﬁrst and most fundamental question in mind – whether the implementation of
semi-autonomous driving innovation is in fact desirable for society – it becomes clear that it is not reasonable to expect insurers to
answer this question on their own. Instead, this seems to be a question that should be decided collectively on the basis of the available
facts and likely scenarios. We will discuss the other two questions below, focusing on ethical considerations and trying to identify any
unresolved issues that may arise in attempts to balance the interests of the respective stakeholder groups.
3.3. The relationship between insurers and other stakeholders: Ethical and social aspects
The list of stakeholders who are relevant to the debate about semi-autonomous driving and are thus connected in some way to
insurers is longer than might initially appear. Some stakeholders were already mentioned above: car manufacturers, regulatory
agencies and policy makers. They have a direct and obvious impact on the decision-making process of insurers. Insurance companies
depend on car manufacturers sharing important data so that they can calculate their premiums. In turn, both insurers and manu-
facturers rely heavily on legal regulations that clarify how semi-autonomous driving should be implemented, how liability laws
should be applied and what all this entails with respect to the (legal) responsibilities of each stakeholder group.
On the other hand, decisions taken by insurers in order to conform to legal regulations or the data provided by car manufacturers
have an impact on their customers. These can be subdivided into two groups: drivers of semi-autonomous cars and drivers of cars
with very little or no ADAS. Apart from more directly related stakeholders, insurers have also to keep in mind other stakeholders such
as society at large and its inﬂuence on policy makers with regard to regulations (Bolz, 2017), as well as especially vulnerable road
users such as cyclists and pedestrians (Directive, 2010/40/EU, article 4(7)). Though not involved in a direct customer relationship
with insurers, the latter are nonetheless strongly aﬀected by decisions made by insurers, e.g. concerning the level of pedestrian safety
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programmed into the software of a semi-autonomous car they insure.
The stakeholder group that insurers most obviously have to negotiate with are their customers, as they rely on their acceptance. In
addition, society at large or “public acceptance” can have a major impact on insurance companies as well, e.g. through media
coverage of the question of insuring semi-autonomous driving. Since car insurance is obligatory, liability issues are a central topic in
the public debate on semi-autonomous cars and may intensify the already high degree of competition in the insurance industry.
Critics warn against premature regulatory measures and the suspected strategy of car manufacturers and insurance companies to
burden vehicle owners with the risks. Furthermore, there are concerns about the costs of automated driving (Bazilinskyy et al., 2015,
p. 2536, Table 1), perhaps as a result not only of increased car costs but also of increased insurance premiums. This could raise
questions of distributive justice. The issue of fair access to semi-autonomous cars needs to be considered, especially in light of the
costs of infrastructure that will be borne by everyone, not only by the direct beneﬁciaries of the new technology. Furthermore,
insurance incurs considerable costs for drivers. Thus it should be taken into account that a new car with the newest technology will
not be aﬀordable to everyone and that existing inequalities in terms of wealth should also not be exacerbated by raising the costs of
insuring older, manually driven cars (Grunwald, 2016, p. 650). Privacy is another central issue in the public debate, and insurance
companies need to ﬁnd a way to comply with data protection regulations and conform to public privacy demands while at the same
time using vehicle data to calculate premiums and make claims to manufacturers for regress.
These ethical questions of privacy and data protection as well as problems of distributive justice – concerning both the penalising
of people who cannot aﬀord semi-autonomous vehicles by charging higher insurance premiums and the unfair burdening of risks to
the disadvantage of drivers – should not only be addressed simply by following customer wishes or public opinion. Genuine ethical
challenges arise when seeking to reconcile the interests of diﬀerent stakeholder groups regarding semi-autonomous driving.
One of these ethical challenges is also faced by insurers when dealing with their diﬀerent customer groups: both the drivers of
semi-autonomous cars and the drivers of conventional cars with little to no ADAS are customers of insurance companies, and it is in
the interests of these companies to keep both groups satisﬁed so as not to lose them to a competitor. It is between these two groups of
drivers that an old ethical challenge arises: the debate over whether safety should be valued above freedom (in personal decision
making) or freedom above safety. (See, for example, the discussion of the ethics committee on automated and networked driving on
behalf of the German Federal Ministry of Transport and Digital Infrastructure: Bundesministerium für Verkehr und digitale
Infrastruktur, 2017, p. 10, 20). The joy and freedom associated with manual driving seems to be of value to a substantial number of
drivers, as shown by Robertson et al. (2016), who report that a majority of respondents (69%) strongly agreed that they enjoyed
driving (Robertson et al., 2016, p. 12). Similarly, Bazilinskyy et al. (2015) point out that the “joy of driving” prompts people to choose
manual driving over automated driving. While it is important for insurers to know about the preferences of their customers, these
studies show that it can be problematic from an RRI perspective to rely solely on surveys or opinion polls. What people in their role as
users of semi-autonomous cars and customers of insurance companies want and what is morally right and societally desirable to do
are not always the same. As far as the freedom and joy associated with driving a manual car is concerned – which incidentally might
prompt insurers not to oﬀer excessive incentives to buy semi-autonomous or indeed fully autonomous vehicles – the ﬁrst con-
sideration should be whether the beneﬁts of experiencing freedom and joy while driving outweigh the potential costs, namely an
increase in the number of accidents involving more severe injuries or deaths. Providing drivers with incentives to buy semi-auton-
omous cars for safety reasons to the detriment of drivers who choose manual cars might in fact be the ethically right thing to do, even
if this runs contrary to the interests of a substantial group of customers of insurance companies and by extension to the interests of
insurers themselves. A societal consensus is needed if insurers are to know which position to take on this matter. It is telling that even
the aforementioned German ethics committee does not oﬀer a clear stance on this matter and instead advocates a “democratic process
of consideration from a fundamental rights perspective” with respect to the reduction of safety risks and restriction of personal
freedom (Bundesministerium für Verkehr und digitale Infrastruktur, 2017, p. 20, own translation).3
The topic of “safety” (and especially of “safety distribution”) also plays a central role in another ethical challenge, one that
concerns the diﬀerent interests of drivers of (both manually driven and semi-autonomous) vehicles on the one hand, and of more
vulnerable road users, like cyclists and pedestrians, on the other. Studies discussing surveys and focus group results indicate highly
ambivalent attitudes in regard to this question: respondents tended to adopt somewhat contradictory stances, according general
priority to the safety of groups of people or innocent bystanders while at the same time exhibiting a kind of “self-preserving attitude”
in advocating autonomous vehicles programmed primarily to protect the vehicle’s occupants (Robertson et al., 2016, p. 16; Bonnefon
et al., 2016, p. 1573).4 While these ﬁndings might give insurers a reason to favour semi-autonomous vehicles that prioritize vehicle
occupant safety, this might not be the ethically right approach. It might equally be argued that (1) drivers of cars (semi-autonomous
or not) pose a greater risk to other road users (Hevelke and Nida-Rümelin 2015, p. 626, Statistisches Bundesamt, 2016, p. 305),
doubtless on account of their size, speed and mass. And (2), that drivers are actually safer in collisions with these vulnerable road
users because of the crumple zones in modern cars (Robertson et al., 2016, p. 16). As such, it might be ethically right to prioritize the
safety of cyclists and pedestrians for two diﬀerent reasons. The ﬁrst concerns considerations of justice and fairness: if cyclists and
pedestrians are not the ones making road use more dangerous, why should they be the ones burdened with signiﬁcantly more of the
3 In the same section, the ethics committee of the German Federal Ministry of Transport and Digital Infrastructure remarks critically on “pay-as-you drive” insurance
models as having the potential to undermine the “idea of a responsible citizen” (Bundesministerium für Verkehr und digitale Infrastruktur, 2017, p. 20, own
translation). For our own take on pay-as-you-drive insurance models, see Section 4 in the present paper.
4 The ethics committee of the German Federal Ministry of Transport and Digital Infrastructure mentioned above seems quite clear on this matter: in the case of
accidents involving (semi-)autonomous cars, innocent bystanders should not be victimized (Bundesministerium für Verkehr und digitale Infrastruktur, 2017, p. 11).
5 The majority of fatal accidents involving cyclists and pedestrians are caused by collisions with cars.
M.F. Baumann et al. Transportation Research Part A 124 (2019) 557–572
563
risks? Hevelke and Nida-Rümelin (2015, p. 626, 629) provide a similar argument in favour of attributing the responsibility for crashes
to the users of fully autonomous vehicles. The second reason relates to safety considerations: while occupants of cars may suﬀer
injuries in collision accidents, those suﬀered by cyclists and pedestrians are likely to be more severe and also lead to more fatalities.6
The second line of thinking was used for example by the above-mentioned focus groups as an argument in favour of prioritising the
safety of vulnerable road users over that of vehicle occupants (Robertson et al., 2016, p. 16). The ﬁrst argument can be seen as an
implicit reason why the notion of “operational risk”, for example of a car, is interpreted very broadly in the German Road Traﬃc Act
(StVG; see Bundesministerium der Justiz und für Verbraucherschutz, 2017b). According to Ernst (2011), the broad liability deﬁned in
Section 7 (1) of the StVG can be “regarded as the price” of allowing the use of motor vehicles despite their being a source of danger
(Ernst, 2011, p. 241). In this case, insurers may have to make an unpopular decision that runs contrary to the wishes of a large
stakeholder group - their own customers: namely that oﬀering incentives to opt for semi-autonomous vehicles that prioritize the lives
and safety of vulnerable road users like cyclists and pedestrians may have economic disadvantages but is still the right choice from an
ethical perspective.
3.4. Insurers as key stakeholders in the debate about whether semi-autonomous driving is a responsible and ethically acceptable innovation
Since questions of liability and insurance are central to the debate about the potential consequences of extensive use of semi-
autonomous driving, insurers are not only a crucial but also a powerful stakeholder group because they have the capacity to inﬂuence
the use of semi-autonomous cars in one of two extreme directions. Were insurers to refuse to insure damages incurred by semi-
autonomous vehicles, it would be very diﬃcult if not impossible to establish them on the market (unless manufacturers assume the
role of insurer, though this could also cause problems for them due to negative PR). If insurance premiums for the drivers of semi-
autonomous cars were to fall, sales might well increase, as might the scope for manufacturers to invest in further innovation. Thus
insurers either drive forward innovation or create obstacles – in both cases via ﬁnancial incentives.
A democratic and constitutional deliberation process should decide how much value is attributed to reducing safety risks when
this involves curtailing individual freedoms, as there is no ethical rule that always favours safety or security over freedom
(Bundesministerium für Verkehr und digital Infrastruktur, 2017, p. 20). Furthermore, decisions about ethics programmed into the
software of semi-autonomous cars should be based on more than opinion polls of customers, as these after all represent only one of
the road-user stakeholder groups.
Such broad public discourse might alleviate the burden of insurers having to decide on their own which car types they should
support. A broad societal discourse could ensure that public values are upheld by car manufacturers when designing vehicles and by
insurance companies, while at the same time providing both stakeholder groups with a reliable and appropriate framework within
which to operate.
The insurance industry would be well advised to promote a broad discussion and deliberation process based on a strong RRI
approach (Coenen and Grunwald, 2017) that closely links public discussions and stakeholder deliberations to political decision-
making processes. As regards the breadth of the deliberative process, it would make sense to design it in such a way as to take the
wide variety of perspectives into account at the earliest possible stage.7
The following section will focus on the concept of pay-as-you-drive insurance, this being one speciﬁc example of how insurers are
already having to deal with the challenges to their business practices posed by technological innovations in the car market.
4. Example of the application of RRI in pay-as-you-drive insurance models
4.1. PAYD – How it works and why it will gain importance
Pay-as-you-drive (PAYD) and similar insurance models use telematics systems or mobile phone apps to calculate premiums
according to individual driving behaviour. While telematics and PAYD tariﬀs are not a new phenomenon, and some national markets
(Italy) have already moderate to high market shares, telematics insurance market was projected to expand from $857 million in 2015
to $2.2 billion in 2020 (Institute of international ﬁnance, 2016, p.8). With the introduction of semi-autonomous driving, the amount
of data produced in cars – which are already equipped with many electronic systems – will increase signiﬁcantly. Innovation in the
insurance sector equals data usage with modern technologies, and one application area is risk and premium calculation based on real-
time data from the car (Institute of international ﬁnance, 2016, p.6). PAYD insurance models already use vehicle-speciﬁc data to
calculate premiums, and are likely to do so to an even greater extent in semi-autonomous vehicles. According to insurers, factors
currently used are the time of the day, mileage driven, velocity, weather, type of streets, acceleration behaviour and curve behaviour
(Allianz, 2017). In-car behaviour like texting, operating the radio, and talking on the phone has been considered by the insurance
6 According to data published by the German Federal Statistical Oﬃce, this is in fact the case for roads with an increased incidence of accidents involving motorized
vehicles and pedestrians or cyclists. On roads in built-up areas and within city limits, 95.5% of all road-traﬃc accidents involving injuries to pedestrians and 90.8% of
all road-traﬃc accidents involving injuries to cyclists occur in these areas. The situation is similar when it comes to traﬃc accidents involving fatalities: 70.2% of all
pedestrians and 61.6% of all cyclists killed in road traﬃc accidents occur within city limits (Statistisches Bundesamt, 2016, p. 13).
7 To give but one example, again with respect to Germany: the Allgemeiner Deutscher Fahrrad-Club e.V. (ADFC), the largest association of cyclists in Germany, has
been lobbying for trucks to be equipped with ADAS for a couple of years now and directly supports eﬀorts in this direction (see for example http://human-factors-
consult.de/en/projects/automotive/abalid/). A CSO of this kind that represents a large number of vulnerable road users and already engages with the emerging
technology ﬁeld could make crucial contributions to a successful innovation process in semi-autonomous driving.
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company State Farm (Kumba Sennaar, 2017), and in the US, even data that have nothing to do with driving (credit scores and
governmental statistics on e.g. health and education) may be used by the insurance sector (OECD, 2017, p.26).
A number of diﬀerent usage-based insurance and premium models have been developed that focus in diﬀerent ways on the kind of
use (e.g. “pay-how-you drive” insurance bases premium calculation mainly on the quality of driving). As they are quite similar – in
the sense that they are all essentially usage-based – we will henceforth refer to all the diﬀerent types as PAYD.
There are several reasons why PAYD is an attractive insurance model for insurance companies. The ﬁrst is its potential for dual
use of the data and technical infrastructure retrieved from a black box or obligatory eCall function in semi-autonomous cars. This
latter feature is used to send an automatic emergency call with information about the location and technical circumstances in the
event of an accident (EU regulation, 2015/758). Though this function is not intended to be used primarily for calculating insurance
premiums, it could obviously be useful, not only with regard to the above-mentioned function to detect cases of product liability
(where manufacturers can be held accountable for an accident, thereby giving insurers the right to seek compensation from man-
ufacturers). There is also a general rise in the volume and types of data being generated in cars (VBW Position Paper, 2016, p. 3), and
machine learning algorithms are increasingly used by insurances to analyse this data and develop risk prediction models (Sennaar,
2017).
Besides these enabling factors, the market is putting pressure on insurance companies to gain access to the data produced in the
car. First, this would allow them to learn more about the risks of semi-autonomous driving in general (Munich Re, 2016). Second, the
development of new, consumer-oriented products like PAYD and the more precise calculation of risks with more data (Gerpott and
Berg, 2012, p. 8) are a way of responding to the pressure for market diﬀerentiation in the highly competitive insurance sector (e.g.
Husnjak et al. 2015, p. 816f.). From a driver’s perspective, PAYD is attractive because it is supposed to reduce accidents caused by
“bad” driving behaviour (e.g. speeding) and oﬀer ﬁnancial incentives for “good” driving behaviour (Gerpott and Berg, p. 4f., p. 11;
Bolderdijk et al., 2011, p. 1182). Most PAYD policies are structured to be cheaper than standard insurance, e.g. incorporating a
payback option once an app concludes that a customer is a safe driver8 and a guarantee that the costs will not be higher than the
standard premium. PAYD mobile applications are also a means to attract a growing customer segment that has grown up in the digital
age and seeks personalized products and a direct user experience (Institute of international ﬁnance, 2016, p. 2). Mobile applications
that give direct feedback on driving performance and improvements in driving style over time9 remind of the self-tracking and
gamiﬁcation trend.
Insurance companies can apply PAYD to driver behaviour in manual mode and use the surplus of data and monitoring functions,
such as vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2X) communication, to consider factors inﬂuencing driving style in
more detail. It is conceivable for instance that such data would reveal how safely a driver handles lane changes or left turns at
crossings. PAYD can also be applied to the behaviour of car users in a semi-autonomous setting. In this scenario, some of the driving
tasks would be exchanged for monitoring tasks, which can likewise be performed in either a “better” or “worse” manner. Neglecting
monitoring tasks could increase the accident risk, so monitoring the vehicle interior and the driver’s eye movements could ensure that
the driver does not engage in too many secondary activities, especially those prohibited by law – such as using a mobile phone,
reading a book or sleeping (Fletcher and Zelinksy, 2009, p. 774).
It should not be forgotten that using black box systems to monitor driver behaviour is neither extraordinary nor new – as the
ongoing discussion of these systems testiﬁes. It has long been the case that tachographs perform this very task. The ﬁrst tachographs
for cars were already introduced in the 1920s. In 1970, they became mandatory for buses and trucks in EEC member states
(Regulation (EEC) 1463/70). Even back then it would have been possible to analyse these tachograph records and use this data.
Indeed this was done quite regularly in the case of accidents, allowing the course and circumstances of accidents to be reconstructed
in great detail. Moreover, aspects relating to driver behaviour and driving skills could be detected by recording and evaluating engine
speed, for example (Kraft, 1971). The concept of accident proneness – meaning some people are inclined to have accidents more
likely than others – has been discussed throughout the twentieth century (Burnham, 2009) and proﬁling is a longstanding tradition in
the car insurance business. Therefore, it remains unclear why tachographs were never ﬁtted to cars, despite calls for this to be done
having already been made at the time. Nowadays, thanks to big data technology, analysing all this data is much easier. All the same,
PAYD may be the solution to a problem that never actually existed.
4.2. Advantages of PAYD from an RRI perspective: Increased justice and safety and decreased discrimination
There are three main reasons why PAYD can be seen as an insurance model that more fairly shares costs between the individual
customers of insurance companies:
1. An individualized form of insurance pricing, PAYD can be seen as a step forward as compared to conventional insurance models in
which careful and safe drivers subsidize the cost of accidents caused by risk-taking or inexperienced drivers. Calculating insurance
premiums on the basis of actual driving behaviour, e.g. speeding, increases justice and fairness. The same is true of semi-au-
tonomous cars, with alert users subsidizing the costs incurred by more distracted users who are unable to take control in
8 A telematics-based insurance model with a pay-back option called “Betterdrive” is oﬀered for example by the German insurance company CosmosDirect (2017).
9 See e.g. app descriptions like: “Take part in the scoring list of the best and compare your driving style with others” https://play.google.com/store/apps/details?
id=de.allianz.bonusdriveapp&hl=de and “Check your Driving Style Scores on the move: keep track of your overall score, view all your journeys and how many miles
you've travelled during your policy year” https://play.google.com/store/apps/details?id=com.d3t.betterdriver&hl=de (last accessed: 31.01.2018).
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hazardous situations in a timely manner.
2. PAYD also decreases discrimination in that it charges users according to their own driving behaviour rather than the average
driving behaviour of an aggregate group to which they have been assigned (Dijksterhuis et al., 2015, p. 93), e.g. “young male
drivers”. Such proﬁling is known to be a source of discrimination in credit scoring, in which scores are determined by aggregating,
for example, those living in certain areas that are inhabited by people with lower socio-economic power and thus, it is assumed,
lower creditworthiness (O'Neil, 2016, p.144). The use of such discriminating factors can be prohibited by law. In 2012, for
example, the EU ruled that gender discrimination in the form of higher premiums for men, who are generally assumed to drive less
safely, is not allowed (MEMO 11/123, 2011). Using PAYD models to stop discriminating against young drivers in general would
be another step forward, and could potentially help alleviate the societal problem of a generation of drivers in the UK who ﬁnd it
diﬃcult to aﬀord rising insurance premiums (Bowker, 2009), due to the fact that the group of young drivers is a high-risk group
(Tong et al., 2015).
3. In addition, studies have shown that PAYD insurance models can aﬀect and change driver behaviour (Bolderdijk et al., 2011, p.
1182; Dijksterhuis et al., 2015, p. 102) and can therefore be seen as a kind of “education” programme that encourages people to
adopt a safer driving style. These ﬁndings are a win–win situation for insurers and drivers, not to mention a societally desirable
outcome given that accident numbers can be reduced by safer driving styles and more alert users (in semi-autonomous scenarios).
Overall, PAYD models that rely on an increasingly large amount of data collection and monitoring functions in the car can make a
signiﬁcant contribution to increasing justice and decreasing discrimination in insurance pricing and incentivize people to adopt
responsible and safe driving styles.
4.3. Disadvantages of PAYD from an RRI perspective: The problematic use of proﬁling and a threat to freedom, solidarity and privacy
As so often, however, the devil is in the detail. A closer look at PAYD models of insurance reveals that they could also threaten
freedom, privacy and the solidarity principle, and result in non-transparent and discriminatory insurance costs for a minority. There
are several reasons for this:
1. PAYD as a just and non-discriminatory insurance model can beneﬁt from machine learning algorithms that may use increased
amounts of data produced in the car for insurance premium calculation (VBW Positions Paper, 2016, p. 3, Gerpott and Berg, 2012,
p. 8). However, this can also be seen as a serious downside. Even though machine learning algorithms are able to identify the most
predictive risk factors within a huge pile of data generated by connected cars, it is diﬃcult to make the basis for this assessment of
risk factors transparent and predictable for customers (for a general discussion of ethics in machine learning, see: Mittelstadt et al.,
2016). Errors resulting from faulty measurements or predicted correlations of behaviour and risk, leading to unfair penalties for
customers, are diﬃcult to scrutinise, even for the insurers themselves. Because machine learning algorithms are by deﬁnition not
designed by humans but are generated automatically (Mittelstadt et al., 2016, p. 7f.), reconstructing what they have learned and
how is a complex and time-consuming task. Proﬁling customers on the basis of misleading data in combination with inscrutable
algorithms can lead to unfair outcomes. Another problem of PAYD models – which is independent of but connected to machine
learning – is that working with increasing numbers of variables has the potential to result in discrimination.
Traditionally, auto insurers have calculated premiums based on actuarial studies of aggregated historical data to produce rating
factors that include driving record, personal characteristics (age, gender, and marital status), vehicle type, garage location, vehicle
use and previous claims (NAIC, 2017). Usage-based insurance (UBI) such as PAYD has the advantage of utilizing individual and
current driving behaviour patterns rather than relying on aggregated statistics and driving records, thereby making premium pricing
more individualized and precise (NAIC, 2017; Institute of international ﬁnance, 2016, p.2). While the ﬁrst UBI models deﬁned driving
behaviour as simply the number of miles or kilometres driven per year (Bordoﬀ and Noel 2008, p. 1, Bolderdijk et al., 2011, p. 1182),
newer models also include driving style, e.g. braking or accelerating behaviour and the time of day and kind of streets used
(Bolderdijk et al., 2011, p. 1182). The UBI approach may be fairer, as drivers pay a premium according to the degree of risk they take
rather than according to the risk of the statistical group to which they belong (Zagorin, 2017). There is a potential downside,
however, as premium calculation may also become increasingly complex and entails a danger of errors being made in behaviour-risk
correlations, discrimination and injustice. The developments in risk scoring with PAYD may be likened to creditworthiness scoring:
this used to be based on the bank manager’s assessment after meeting and talking with the loan applicant until this approach was
replaced by scoring based on a proﬁling algorithm. Though the former was inevitably discriminatory at times, for example when a
bank manager refused to approve a loan on the basis of the client’s race, age or other personal factors, the latter scoring method has
been criticized not only for being discriminatory, but also for its lack of transparency (O’Neil, Cathy 2016, p.145). Generally
speaking, PAYD models are nothing more than an elaborate form of proﬁling. Although the use of proﬁling algorithms will be
restricted in the EU by law from May 2018 (Regulation (EU), 2016/679, Recital 71), this will probably not protect drivers eﬀectively
from the disadvantages of this method of judgement (Wachter et al., 2016).10 Giving a practical example, this could mean that people
who have a longer commute, have to use certain streets or are not free to decide when to drive their car, for example due to their
10 Wachter et al. (2016), for example, critizise that the GDPR lacks precise language as well as explicit and well-deﬁned rights and safeguards against automated
decision-making, which includes decisions based on proﬁling.
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working place and hours, may have to pay a higher price for their insurance.
2. Data privacy and security are another major concern with regard to increased monitoring and use of surveillance methods in
semi-autonomous vehicles and for PAYD insurance models. The fact that PAYD insurance models encourage consumers to give up
their privacy to insurance companies in exchange for ﬁnancial incentives can be problematic, even when these customers do so
willingly (Derikx and Reuver, 2016, p. 73). The risks associated with the collection and processing of large amounts of data are
diﬃcult to discern for the average customer. For example, when a car becomes a device that generates huge volumes of diﬀerent
kinds of data, the user’s data privacy may be at risk as it may be possible to identify the person in question on the basis of the
accumulated data in conjunction with other external snippets of information (Lüdemann, 2015, p.247). In addition to the problem
of data de-anonymization in a big data world, data leaks could prove a problem. The PAYD concept was awarded a Big Brother
Award in 2007 (Borchers, 2008) because, according to the jury, it is an illusion to believe that data from the black box will remain
in the hands of the car owner and the insurance company. The EU position on the obligatory eCall function coming into eﬀect in
2018 (Regulation (EU), 2015/758) has also been criticized as a way of opening the doors to commercial uses of data (Lüdemann,
2015, p. 247).
In order to address these issues, it is necessary to take a look at the data protection laws that are already in place and see how they
apply to PAYD. The data privacy law (BDSG) in Germany allows insurers to use data only in the case of explicit consent
(Bundesministerium der Justiz und für Verbraucherschutz, 2017a). Pursuant to the BDSG, customers should be given transparent
information about the kinds of data that are generated when they drive their car and to whom this data will be transferred (VBW
Position paper, 2016, p. 12). They should also be able to determine what happens with the data generated in the car in any case (VBW
Position paper, 2016, p. 12).
Privacy-by-design principles are also generally recommended by EU-wide regulation, but so far not widely discussed or explicitly
prescribed in a detailed manner. Possibilities would be e.g. to prefer in-car processing to cloud or app solutions, and to use anon-
ymisation techniques (see: Iqbal and Lim, 2006, VBW Position paper, 2016, p. 12). A basic privacy preserving strategy is to keep
customer and driving style data separately. Data from the car are transferred to a service provider, which calculates a score, and this
score is transferred to the insurer. Thus, the insurance is not informed about personal data such as the time of the day or streets a
customer drives. The issue of consent, which is problematic e.g. in car-sharing, can be managed if a mobile app is used that has to be
activated by the driver for every journey and every driver of a car. Furthermore, insurance models that constantly measure driving
behaviour and adjust the price accordingly can be distinguished from models that measure driving behaviour only within a speciﬁed
time frame at the beginning of the contract, for example the ﬁrst six months,11 in order to minimize unnecessary data collection and
storage beyond the intended purpose (Lepper, 2015, p. 38-40).
If manufacturers and insurers do not take adequate technical measures, insurers might obtain data not intended to be used for
PAYD, e.g. black box data, and data intended for PAYD calculations might leak to third parties interested in, e.g. mobility proﬁles.
Both scenarios could compromise customer trust. Furthermore, PAYD should remain a non-obligatory option, as is the case now.
However, there could be pressure in the future to choose PAYD, not only because of ﬁnancial incentives and penalties, but also for
moral reasons. If it eventually turns out that PAYD actually fosters safer driving behaviour and reduces accident rates, opting in to
PAYD models and sharing data with insurance companies may become a perceived moral obligation: refusing to opt in to PAYD
models may then be seen as threating the livelihood of other road users – a compelling argument for personal or societal pressure to
conform.
3. If PAYD insurance models do become obligatory, one outcome might be a not insigniﬁcant behavioural pressure to “acquire
credit” by using certain kinds of streets and by driving at certain “cheap” times of the day – a behavioural pressure that not all
customers can readily bend to. On the one hand, this could jeopardize the autonomy and freedom of people to decide when and
where to drive. On the other, it could threaten the solidarity principle, which is also a basic principle of insurance in general – if
for example a customer has to take more dangerous routes than the average driver. Or some drivers blink their eyes frequently due
to a medical condition, thus being assumed to drive in a tired state and having to pay more for their car insurance for reasons
unrelated to how intentionally safe or risky their driving style is. As is the case with developments in medical insurance that are
the subject of critical debate, such as when incentives are provided to adopt a healthier lifestyle, (BfDI, 2015), there is only a small
gap between the positive impact this could have on behavioural choices and the potential threat to personal autonomy (Ethik-
Kommission, 2017, p. 20). While it is certainly societally desirable to demand that people take responsibility for their risky
driving, awareness is needed to prevent the potentially unintentional discrimination of individuals whose personal predispositions
and social circumstances cannot be changed. Thus the widespread adoption of PAYD insurance models could also diminish
solidarity, which may be seen as a basic tenet of the insurance sector (Fleisch, Müller-Stewens, 2009, p. 86) and is certainly a
fundamental political principle in general.
The individualization entailed by the use of big data in the insurance business is often criticized as part of a societal trend towards
de-solidarization (Bitter and Uphues, 2017). However, it should be noted that the solidarity principle applies strictly speaking – also
historically – to social insurance, but not to car insurance. Nevertheless, it might be appropriate to describe the increasing
11 This is oﬀered, for example, by the US insurer “Progressive” in the form of its PAYD-based “Snapshot” insurance (Progressive, 2017).
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diﬀerentiation by ever more individualized risk categories as a fragmentation of insurance tariﬀs. While traditionally insurers
constructed risk pools using statistical sampling, the vision of the future is to use machine learning algorithms and IoT sensors to price
coverage in real time and using data linked to individuals rather than samples of data linked to groups (Zagorin, 2017). This
fragmentation can be seen as having been downright forced by the market, as insurance holders tend to switch to more favourable
insurance tariﬀs – eventually leaving individuals with high risks to disadvantageous tariﬀs with high or even unaﬀordable insurance
premiums (Bitter and Uphues, 2017). No legal framework exists to conﬁne such a development. From an RRI perspective, however, a
move away from economic opportunism and towards a self-understanding as societal security generator (Bitter and Uphues, 2017)
would be desirable. One excellent example of what RRI could mean in the insurance sector would be to ﬁnd sector-speciﬁc guidelines
on how to avoid this kind of de-solidarization, much like the eﬀorts that are already undertaken by the British association of insurers
in the area of privacy (ABI, 2013).
4. One very simple but important objection to PAYD is that it does not work as intended in some cases. For some existing app
solutions, users report technical failures when it comes to user recognition and data transmission to the mobile app, as well as a
general lack of transparency as far as the outcomes in terms of score or calculated premiums are concerned.12 This may cause
customers to become frustrated and reject from the outset an innovation that is potentially societally desirable. To avoid this,
more eﬀort could be put into developing error-free applications before they are placed on the market.
5. Conclusion: An RRI perspective on PAYD as an example of insurance for semi-autonomous vehicles and
recommendations for the insurance sector
Assuming that the technology behind semi-autonomous vehicles does indeed prevent severe accidents and save lives, this would
make it a societally desirable innovation. If insurers incentivize drivers to use semi-autonomous vehicles, e.g. by oﬀering attractive
insurance models that favour this mode of driving, they could be deemed – depending on the speciﬁc details of their insurance
practices – to be acting responsibly and meeting their ethical obligation. If in the future there are substantial reasons to doubt the
generally positive societal impacts of semi-autonomous features in vehicles, insurers may very well be morally obliged to change
direction and discourage the use of semi-autonomous vehicles, independently of any economic considerations.
PAYD can be an attractive way to address certain ethical and social problems of insurance practices. It has the potential to
increase justice in the insurance sector and to eliminate discriminatory practices, such as proﬁling based on various background
factors (gender, place of residence etc.), by using the increasing amounts of data generated in automated cars to base insurance
premiums on the actual behaviour of individual drivers on the roads. It might also take the autonomous mode into account as a factor
that either reduces or increases risk. At the same time, PAYD insurance models may present new social and ethical issues arising from
new kinds of proﬁling. In addition, the amount of data that may be collected in semi-autonomous cars and used for PAYD poses new
ethical challenges concerning data privacy and security. Existing regulations are not suﬃcient to prevent the potential harm that may
result if companies that produce and use data from cars do not take ethical and social issues seriously. An RRI or similar approach is
therefore essential so that insurers can deﬁne their responsibilities, act accordingly, and not lose the trust of their clients. The
following ﬁve points may serve as a rough guideline for insurance companies willing to engage actively with the societal and ethical
issues arising from their business and to take responsibility:
1. Create fair insurance premiums
Developing insurance models, be it of the PAYD type or other models for autonomous or manual driving, is the insurance sector’s
primary domain – this is what they do. It is therefore the responsibility of insurers to design insurance models that meet society’s
standards of fairness, solidarity, and personal freedom. Based on the premise that the innovation of semi-autonomous driving is
societally desirable, it should be encouraged through ﬁnancial incentives without exacerbating socio-economic gaps in society.
2. Self-regulate
To ensure that fair insurance practices are adopted industry-wide, it may be useful for the insurance sector to self-regulate. This
could be done for example by pushing for ethical analyses (Porcari et al., 2015, p. 47) that apply RRI concepts to insurance-related
questions or by drafting codes of conduct for insurance practices in this area, e.g. data privacy (Association of British insurers, 2013).
3. Become mutually responsive
Mutual responsiveness is another key feature of RRI that insurers could adopt. This would involve making their insurance
practices transparent to the public, i.e. to society as a whole as the “principal of innovation” (Bolz, 2017), as well as to all potential
customers. There are various interesting questions in this respect: what will insurance premiums be based on, which data will be
collected, how will they be used, and how can they be protected from third parties? Mutual responsiveness would also entail
12 See user reports online at: https://play.google.com/store/apps/details?id=com.d3t.betterdriver&hl=de, https://play.google.com/store/apps/details?id=com.
d3t.betterdriver&hl=de (last accessed 31.01.2018).
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“pursuing open and transparent communication” (Porcari et al., 2015, p. 47) about uncertainties regarding the costs or unknown
risks of both semi-autonomous driving and its insurance. Participatory formats in which drivers are also asked about their experi-
ences, needs and values may be an appropriate approach to discussing problems with PAYD systems and potential wider societal
implications, and societally accepted and desirable solutions.
4. Actively engage with other stakeholders
In view of the knowledge deﬁcit that insurers will undoubtedly have when it comes to critical issues outside their ﬁeld of
competence (for example concerning technical issues relating to software and telematics design), the insurance sector would be well
advised to discuss and deﬁne responsibilities in an exchange with other stakeholders such as manufacturers, customers, policy
makers, and representatives of the public, including representatives of such stakeholder groups as cyclists. Where appropriate, in-
surers could also exert their power to inﬂuence other stakeholders to take their respective responsibilities seriously. For example,
insurance practices favouring semi-autonomous vehicles that give high priority to the safety of vulnerable road users or bystanders
would incentivize manufacturers to build semi-autonomous vehicles of this kind.
5. Take an active role in societal discourse on semi-autonomous driving
The measures outlined above may be useful for insurers both in their own right and with a view to accomplishing another goal,
namely to take an active role in societal discourse on semi-autonomous driving. Such discourse is vital in order to ensure that the
innovation of semi-autonomous cars with all its inherent uncertainties and potential risk is implemented in a societally desirable way
and is accepted by the public. Insurers can contribute to this inevitable discussion, deliberation, and decision processes, especially by
engaging with other stakeholders and society as a whole in open communication and by oﬀering transparent information not only
about their insurance practices, but also about how they evaluate the challenges and expectations of the future of semi-autonomous
driving from their unique perspective. The insurance industry’s strong position as a key stakeholder group, which at the same time –
and for its own sake – has to take into account the perspectives of a wide variety of stakeholders, may help forge a broad public
consensus on the future of our mobility systems.
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