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Abstract
In Fortiana and Grane´ (2002), we study a scale-free statistic, based
on Hoeffding’s maximum correlation, for testing exponentiality. This
statistic admits an expansion along a countable set of orthogonal axes,
originating a sequence of statistics. Linear combinations of a given
number p of terms in this sequence can be written as a quotient of
L-statistics. In this paper we propose a scale-free adaptive statistic for
testing exponentiality with optimal power against a specific alternative.
We obtain its exact distribution and compare it with other scale-free
statistics for testing exponentiality, such as the Stephens’ modification
of the Shapiro-Wilk statistic, the Gini statistic and the Qn statistic
defined in Fortiana and Grane´ (2002).
Keywords: Goodness-of-fit, exponentiality, maximum correlation, de-
composition of tests statistics, exact distribution, L-statistics.
AMS subject classification: 62G10, 62G30, 62E15.
1 Introduction
Most goodness-of-fit statistics can be interpreted as measures of proxim-
ity between two distributions: empirical and hypothesized. The family of
tests we are concerned with in this paper is based on Hoeffding’s maximum
correlation between two probability distribution functions F1 and F2, with
second order moments, which is equal to
ρ+(F1, F2) =
1
σ1 σ2
(∫ 1
0
F−1 (p)F
−
2 (p) dp− µ1 µ2
)
, (1)
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where F−i is the left-continuous pseudoinverse of Fi, µi = E(Fi) and σ
2
i =
var(Fi), i = 1, 2. (see, e.g., Cambanis, Simons, and Stout 1976). Here
the notation E(F ) represents the expected value of any random variable
whose probability distribution function is F , and analogously for var(F ).
Since ρ+(F1, F2) equals 1 if and only if F1 = F2 (almost everywhere) up
to a scale and location change, the quantity ρ+(Fn, F0) has been used in
previous works, Fortiana and Grane´ (2002), (2003) and Grane´ and Fortiana
(2006), as a qualitative measure of goodness-of-fit of an iid sample, with em-
pirical distribution function Fn, to a given distribution F0. More precisely,
in Fortiana and Grane´ (2002) we defined and studied the properties of
Qn =
sn
y¯n
ρ+(Fn, F0), (2)
where y¯n and s
2
n are, respectively, the empirical sample mean and variance,
as a goodness-of-fit statistic for testing the composite hypothesis of expo-
nentiality when the scale parameter is unknown, that is
H0 : F = F0 ≡ Exp(0, β), β ∈ R+, (3)
where Exp(0, β) is the exponential distribution with location parameter α =
0 and unknown scale parameter β > 0, F0(x) = 1− exp(−x/β), x ≥ 0. We
found that Qn has reasonably good properties as a goodness-of-fit test and
we also computed its exact distribution under the null hypothesis.
In the present work we prove the following identity
Qn =
∑
j≥0
γj Φ˜nj
where the sequence {Φ˜nj}j≥0 appears as a decomposition of this test, anal-
ogous to those studied by Durbin and Knott (1972, 1975) and Stephens
(1974). The statistics Φ˜nj ’s are scale-free and they are obtained as a slight
modification of the corresponding j-th Fourier coefficient of the pseudoin-
verse of Fn for the orthonormal (in L
2[0, 1]) sequence {φj(t)}j≥0, t ∈ [0, 1]
(see Proposition 2.1 and Proposition 2.2).
In this article, we seek to improve the performance of Qn for a specific
alternative by choosing a proper linear combination of a finite number p of
terms of the scale-free sequence of statistics {Φ˜nj}j≥0. We call this linear
combination the scale-free adaptive statistic and we denote it by Tp.
Section 3 contains the construction of the Tp statistic for testing (3) against
a specific alternative. Power optimization is translated into an eigenvalue-
type problem with quadratic forms, functions of the first two moments of
the order statistic. Since it is possible that for certain families of alternatives
some of the required second order moments do not exist, in Section 4 we try
to circumvent this problem using the asymptotic theory of L-statistics in
order to obtain approximations of the quadratic forms involved in Section 3.
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In Section 5 we obtain the exact distribution of Tp and, as an illustration, in
Section 6 we perform the actual computations for the orthonormal basis of
the Legendre polynomials, comparing the power of Tp with other scale-free
statistics for testing exponentiality such as the Stephens’ modification of the
Shapiro-Wilk statistic, the Gini statistic and the Qn statistic of (2).
2 Definition of the statistic
Consider n iid random variables with probability distribution function F ,
with finite second order moment, and empirical distribution function Fn. Let
µ and σ2 be the expectation and variance of F , respectively. Let {φj(t)}j≥0
be an orthonormal sequence in L2[0, 1], Exp(0, β) the exponential distribu-
tion with scale parameter β > 0 and location parameter α = 0.
Proposition 2.1 The Hoeffding maximum correlation has the following de-
composition:
ρ+(F,Exp(0, β)) =
1
σ
∑
j≥0
γj Φj(F ),
where Φj(F ) =
∫ 1
0 F
−(t)φj(t) dt and γj =
∫ 1
0 −(1 + log(1 − t))φj(t) dt, for
j ≥ 0.
Proof: Noticing that µ =
∫ 1
0 F
−(t) dt, formula (1) can be written as
ρ+(F,Exp(0, β)) =
1
σ β
(∫ 1
0
−F−(t)β log(1− t) dt− µβ
)
=
1
σ
∫ 1
0
−(1 + log(1− t))F−(t) dt
=
1
σ
∑
j≥0
γj
∫ 1
0
F−(t)φj(t) dt,
where we have expanded function −(1 + log(1− t)) in a Fourier series with
respect to the orthonormal sequence {φj(t)}j≥0. 2
Let y(1), . . . , y(n) be the order statistic obtained from n iid∼ Exp(0, β) ran-
dom variables with empirical distribution function Fn. For j ≥ 0 we define
the sequence of L–statistics
Φnj ≡ Φj(Fn) =
∫ 1
0
F−n (t)φj(t)dt =
1
n
n∑
i=1
aij y(i),
where aij = n
∫ i/n
(i−1)/n φj(t) dt, and the sequence of scale-free statistics is
defined as Φ˜nj = Φnj/y¯n.
3
Proposition 2.2 With the previous notation, the statistic Qn of (2) is
scale-free and can be written as Qn =
∑
j≥0 γj Φ˜nj.
Proof: Note that Qn is written as a sequence of scale-free statistics, since
each Φ˜nj is a quotient of L-statistics. From Proposition 2.1 and using Fn
instead of F , we have that
Qn =
sn ρ
+(Fn, Exp(0, β))
y¯n
=
∑
j≥0 γj Φnj
y¯n
=
∑
j≥0
γj Φ˜nj .
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We define the scale-free adaptive statistic for testing exponentiality
T =
∑
j≥0
λj Φ˜nj =
∑
j≥0
λj
(
1
n y¯n
n∑
i=1
aij y(i)
)
(4)
where {λj} ∈ ℓ1R is a sequence of real numbers.
In practice, given an alternative distribution F1, we will use Tp, the result
of truncating (4) at j = p, where parameters λ0, . . . , λp will be determined
in order to maximize power for testing H0 : F = Exp(0, β) with unknown
scale parameter β > 0 vs. H1 : F = F1. Once coefficients λj ’s are known, it
is possible to obtain the exact distribution of Tp under the null hypothesis
(see Section 5) and hence to obtain the exact critical regions. It is also
interesting to mention that for practical purposes Tp should be expressed
directly in terms of the observed order statistic.
3 Optimization of the power function
Let x = (x(1), . . . , x(n))
′ be the order statistic of n iid∼ Exp(0, 1) random
variables and consider the following auxiliary parametric function
Lrnp =
1
n
n∑
i=1

 p∑
j=0
aij λj − r

 x(i), (5)
where aij = n
∫ i/n
(i−1)/n φj(t) dt, j = 0, . . . , p, and r, λ0, . . . , λp are real coeffi-
cients to be determined.
Lrnp is a linear combination of the order statistic and, in matrix notation, it
can be written as Lrnp = L′A′ x, where L = (r, λ0, . . . , λp)′ and
A =
1
n


−1 a10 . . . a1p
−1 a20 . . . a2p
...
...
. . .
...
−1 an0 . . . anp

 .
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Its expectation and variance are given by µi = L
′A′mi, σ
2
i = L
′A′Σi AL,
where mi = E(x|Hi), Σi = Var(x|Hi), i = 0, 1, and applying the gen-
eral theory of L-statistics, it is asymptotically normal distributed (see, for
example, Shorack and Wellner 1986).
In order to find the coefficients λ0, . . . , λp such that the statistic Tp =∑p
j=0 λj Φ˜nj has maximum power to test H0 : F = Exp(0, β) with un-
known β > 0 vs. H1 : F = F1, we impose the following conditions, for a
given significance level ε ∈ (0, 1):
P (Tp > r|H0) = ε, P (Tp > r|H1) is maximum.
Using the auxiliary parametric function introduced in (5) these conditions
are written:
P (Lrnp > 0|H0) = ε ⇒ L′A′m0 = −cε(L′A′Σ0 AL)1/2, (6)
where cε is the (1− ε)× 100 percentile of the standard normal distribution,
and the probability to be maximized can be asymptotically approximated
by
Ψ(L) = 1− FZ
( −L′A′m1
(L′A′Σ1 AL)1/2
)
(7)
where FZ is the standard normal distribution function. To maximize the
asymptotic power function is equivalent to find the extremes of the following
quotient of quadratic forms:
L′A′m1 m
′
1 AL
L′A′Σ1 AL
, (8)
which is also equivalent to find the extremes of L′A′m1 m
′
1 AL constrained
to L′A′Σ1 AL = 1. Since the numerator of (8) is a matrix of rank one, the
solution of (7) is the (unique with non-null eigenvalue) eigenvector of the
generalized eigenvalue problem: A′m1 m
′
1 AL = ξA
′Σ1 AL, normalized
so that L′A′Σ1 AL = 1, whenever A
′Σ1 A is positive defined, that is:
L = (A′Σ1 A)
−1 A′m1, ξ = m
′
1 A (A
′Σ1 A)
−1 A′m1.
Observe that when the first element of the orthonormal basis {φj(t)}j≥0 is
equal to 1, that is φ0(t) = 1, then A
′Σ1 A will be positive semidefined,
since the first two columns of matrix A will be proportional. In this case,
the solution of (7) is
L = B−A′m1 + Nh, ξ = m
′
1 AB
−A′m1,
where B− is the Moore-Penrose pseudoinverse of B = A′Σ1 A, N = I −
BB− and h is a (p + 2) × 1 arbitrary vector (see McDonald, Torii, and
Nishisato 1979). Condition (6) helps to determine vector h.
Note that to solve this problem it is necessary that all the first and second
order moments of the order statistic involved do exist. This could be not
the case when the expectation of the distribution does not exist due to
singularities in 0 or 1 (see David 1981).
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4 Generic alternatives
In this section we find approximations of the expectation and variance (un-
der H1) of the parametric function defined in (5), in order to compute the
optimal vector L of Section 3. We will suppose that the alternative proba-
bility distribution function F has a pseudoinverse of the form:
F−(t) =
q∑
k=0
γk ψk(t), (9)
where γk are real numbers and {ψk(t)}k≥0 is an orthonormal sequence in
L2[0, 1], possibly different from {φj(t)}j≥0.
Given an arbitrary F the first q Fourier terms of F− yield such an expres-
sion. In the present context this is more natural than expanding F or the
probability density function, since the moments of the order statistic can be
advantageously expressed in terms of F−, e.g.,
E(x(i)|H1) = i
(
n
i
)∫ 1
0
F−(t) ti−1 (1− t)n−i dt
= i
(
n
i
) q∑
k=0
γk
∫ 1
0
ψk(t) t
i−1 (1− t)n−i dt. (10)
To solve (7) we must determine m1 and Σ1. Formula (10) gives the entries
in m1, but for several reasons, an exact Σ1 could not be available. Instead
we can determine A′Σ1A from the asymptotic approximation given in the
following proposition.
Proposition 4.1 Let {φj(t)}j≥0 and {ψk(t)}k≥0 be two orthonormal sys-
tems L2[0, 1] such that φ0(t) = ψ0(t) = 1, Lrnp the parametric function
defined in (5) and (ℓ1, ℓ2, . . . , ℓp+2) = (r, λ0, . . . , λp). We have the following
convergences in law
√
n[Lrnp − µL] L−−−−→n→∞ N(0, σ
2
L), (11)
√
n
[Lrnp − µL]
σn
L−−−−→
n→∞
N(0, 1), (12)
where
µL = (−ℓ1 + ℓ2) γ0 +
p∑
j=1
q∑
k=1
ℓj+2 γk
∫ 1
0
φj(t)ψk(t) dt, (13)
σ2n =
1
n
p+2∑
j=1
p+2∑
l=1
ℓj ℓl σn,jl, σn,jl =
q∑
k=0
q∑
m=0
γk γm Ijklm, (14)
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where
Ijklm =


∫ 1
0
∫ 1
0 K(s, t)ψ
′
k(s)ψ
′
m(t) ds dt, j = l = 1,∫ 1
0
∫ 1
0 K(s, t)φl−2(t)ψ
′
k(s)ψ
′
m(t) ds dt, j = 1, l ≥ 2,∫ 1
0
∫ 1
0 K(s, t)φj−2(t)ψ
′
k(s)ψ
′
m(t) ds dt, l = 1, j ≥ 2,∫ 1
0
∫ 1
0 K(s, t)φj−2(s)ψ
′
k(s)φl−2(t)ψ
′
m(t) ds dt, j ≥ 2, l ≥ 2,
with K(s, t) = min(s, t)− s t and ψ′k(t) denotes the derivative of ψk(t).
Proof: The parametric function of (5) can be written as
Lrnp =
1
n
n∑
i=1
J(i/n)x(i)
where
J(i/n) =
p∑
j=0
λj aij − r = −B0(i/n) ℓ1 +
p∑
j=0
Bj(i/n) ℓj+2,
where (ℓ1, ℓ2, . . . , ℓp+2) = (r, λ0, . . . , λp) and
Bj(i/n) = n
∫ i/n
(i−1)/n
φj(t) dt =
bj(i/n)− bj((i− 1)/n)
1/n
, j = 0, . . . , p,
verifying that Bj tends to φj , as n tends to infinity. We can use the asymp-
totic approximation
J(t) ≈ −φ0(t) ℓ1 +
p∑
j=0
φj(t) ℓj+2, t ∈ (0, 1).
Since J(t) is a continuous and bounded a.s. (F−) function, we can compute
the asymptotic expectation of Lrnp under H1 as
µL =
∫ 1
0
J(t)F−(t) dt =
∫ 1
0

−φ0(t) ℓ1 + p∑
j=0
φj(t) ℓj+2

 q∑
k=0
γk ψk(t) dt
= (−ℓ1 + ℓ2) γ0 +
p∑
j=1
q∑
k=1
ℓj+2 γk
∫ 1
0
φj(t)ψk(t) dt,
where we have used that φ0(t) = ψ0(t) = 1 and
∫ 1
0 φj(t) dt =
∫ 1
0 ψk(t) dt = 0
for j ≥ 1 and k ≥ 1. The asymptotic variance is given by
σ2L =
∫ 1
0
∫ 1
0
J(s)J(t)K(s, t) dF−(s) dF−(t),
7
where K(s, t) = min(s, t)−st (see, for example, Shorack and Wellner 1986).
Formula (14) is obtained substituting the expressions for function J and for
the derivative of F− and proceeding analogously as for the computation of
the expectation.
The convergence of (11) and (12) are obtained applying the general theory
of L-statistics described in Shorack and Wellner (1986). 2
Comparing the expression for σ21 = L
′A′Σ1 AL of Section 3 with (14), we
see that the entries in A′Σ1 A are the limit σjl = limn→∞ σn,jl, but some
computational examples suggest that a better approximation is obtained
with σn,jl.
As a final comment to this section, note that the orthonormal system {ψk}k≥0
should be chosen carefully so that a good approximation for F− is guaran-
teed.
5 Exact distribution of Tp under H0
Proposition 5.1 Given λ0, . . . , λp ∈ R, the statistic Tp =
∑p
j=0 λj Φ˜nj does
not depend on the scale parameter, and can be written as
Tp =
∑n
i=1 ci zi∑n
i=1 zi
,
where ci =
∑n
k=i
1
n−i+1
∑p
j=0 akj λj, i = 1, . . . , n, akj = n
∫ k/n
(k−1)/n φj(t) dt,
j = 1, . . . , p and z1, . . . , zn are iid∼ Exp(0, 1) random variables.
Proof: Suppose xj = yj/β, j = 1, . . . , n, then after truncating formula (4)
at j = p we get:
Tp =
p∑
j=0
λj
(∑n
i=1 aij x(i)∑n
i=1 x(i)
)
=
∑n
i=1 bi x(i)∑n
i=1 x(i)
, (15)
where bi =
∑p
j=0 λj aij , i = 1, . . . , n. From David (1981), for i = 1, . . . , n,
the transformation zi = (n − i + 1)(x(i) − x(i−1)), where, by convention,
x(0) = 0, gives n iid∼ Exp(0, 1) random variables, and the i–th order statistic
from the standard distribution can be written as
x(i) =
i∑
k=1
zk
n− k + 1 (16)
Substituting (16) in (15),
Tp =
∑n
i=1
∑i
k=1 bi
zk
(n−k+1)∑n
i=1
∑i
k=1
zk
(n−k+1)
=
∑n
i=1
zi
(n−i+1)
∑n
k=i bk∑n
i=1 zi
=
∑n
i=1 ci zi∑n
i=1 zi
,
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where ci =
∑n
k=i
bk
n−i+1 =
∑n
k=i
(
1
n−i+1
∑p
j=0 akj λj
)
, i = 1, . . . , n. 2
From now on we will suppose that coefficients ci are non-null and that
ci 6= cj for all i 6= j, in order to simplify notation and also because this
is exactly what happens in the applications considered in Section 6. Let
N =
∑n
i=1 ci zi and D =
∑n
i=1 zi so that Tp = N/D.
Lemma 5.1 The characteristic function of the vector (N,D) is
ϕ(N,D)(t1, t2) =
n∏
j=1
(1− i(cj t1 + t2))−1 ,
with (t1, t2) ∈ R2, i =
√−1.
Proof: In matrix notation, N = c′ z, D = 1′ z, where c = (c1, . . . , cn)
′, z =
(z1, . . . , zn)
′ and 1 = (1, . . . , 1)′. We also consider the matrix C = (c,1)′.
Then, (
N
D
)
= Cz.
From the transformation formula of characteristic functions by the action of
an affine map, we have that ϕCz(t) = ϕz(C
′ t), for t = (t1, t2)
′ ∈ R2. Since
z1, . . . , zn are iid∼ Exp(0, 1) random variables,
ϕz(C
′ t) =
n∏
j=1
ϕzj ((cj t1, t2)) =
n∏
j=1
(1− i(cj t1 + t2))−1 .
2
Since Tp is a quotient of linear combinations of iid∼ Exp(0, 1) random vari-
ables, to obtain its exact probability density function we can adapt the
technique used in Dwass (1961) and Matsunawa (1985).
Proposition 5.2 The exact probability density function of Tp is given by
f(t) = (n− 1)
n∑
l=1
sgn(cl)
n∏
k=1,k 6=l
(cl − ck)−1 (cl − t)n−2 χ(t/cl)χ(1− t/cl),
where χ(s) is the indicator of the interval [s > 0].
Proof: using Lemma 2.2 from Matsunawa (1985), we obtain the character-
istic function of (N,D):
ϕ(N,D)(t1, t2) =
n∏
j=1
c−1j
n∑
l=1
el cl ((1− i t2)− i cl t1)−1 (1− i t2)1−n,
where
el =
n∏
k=1,k 6=l
(
1
ck
− 1
cl
)−1
.
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Inverting this characteristic function, following formula 2.1 in Matsunawa
(1985):
f(N,D)(w, s) =
n∑
l=1
el

 n∏
j=1
c−1j

 exp(−s)
Γ(n− 1)
(
s− w
cl
)n−2
χ
(
w
cl
)
χ
(
s− w
cl
)
,
where χ(s) is the indicator of the interval [s > 0], for (w, s) ∈ R2. Applying
a change of variables and noticing that
el

 n∏
j=1
c−1j

 = cn−2l ∏
k=1,k 6=l
(cl − ck)−1,
we get the probability density function of Tp, f(t) =
∫ +∞
−∞
|s| f(N,D)(ts, s) ds.
2
We have developed a Mathematica program implementing this algorithm,
which also computes the exact critical values for a given significance level.
6 Power of Tp
We have considered families of the form F (x; θ1, θ2). In each case, one of
the θ1, θ2 is the scale parameter and can be fixed to a given arbitrary value,
without loss of generality.
A1. The first family of alternatives is the Weibull distribution with shape
parameter α and scale parameter β, whose density function is:
f(x;α, β) =
α
βα
xα−1 exp{−(x/β)α}, α, β > 0, x ≥ 0.
Note that α = 1 corresponds to H0 and that the Weibull distribution is
more similar to the exponential distribution when α < 1.
A2. The second family of alternatives is the Generalized Pareto, whose
distribution function is:
F (x; a, k) = 1−
(
1− k
a
x
)1/k
, a > 0,
with 0 ≤ x < ∞, if k ≤ 0, and 0 ≤ x ≤ a/k if k > 0. Observe that
limk→0 F (x; a, k) = Exp(0, a), and that the Generalized Pareto distribution
is similar to the exponential distribution only when k < 1.
As examples of construction of the test statistic Tp and motivated by the
reasons explained above, we have considered the A1 and A2 alternatives
for some specific values of the parameters, for which it is also possible to
compute the exact values of m1 and Σ1 of Section 3. For a sample size of n =
10 and a 5% significance level we have determined coefficients λ0, . . . , λp for
10
p = 4 using the orthonormal basis obtained from the sequence of Legendre
polynomials φ0(t) = 1, φ1(t) =
√
3(2t− 1), and recurrence relation:
φj+1(t) =
√
(2j + 3)(2j + 1)
j + 1
(2t− 1)φj(t)−
√
2j + 3√
2j − 1
j
j + 1
φj−1(t), j ≥ 1.
Applying Proposition 5.2 we have computed the exact critical region of the
test. Table 1 contains the power comparisons of the (unilateral) test of
exponentiality at the 5%-significance level based on Tp with those based on
other scale-free statistics such as the Qn statistic defined in Fortiana and
Grane´ (2002):
Qn =
∑n
i=1 li x(i)
nx
,
where li = (n − i) log(n − i) − (n − i + 1) log(n − i + 1) + log(n), i =
1, . . . , n and 0 log 0 ≡ 0, the Stephens’ modification of the Shapiro–Wilk
statistic (Stephens 1978):
Ws =
(
∑n
i=1 xi)
2
n(n+ 1)
∑n
i=1 x
2
i − n(
∑n
i=1 xi)
2
and the Gini statistic (Gail and Gastwirth 1978):
G =
∑n
i=1(2i− n− 1)x(i)
n(n− 1)x .
These powers have been estimated from N = 1000 simulated samples of size
n = 10 as the relative frequency of values of the corresponding statistic in
the critical region. As a general comment, it can be said that Tp improves,
Table 1: Power comparisons for A1 and A2 families
A1 family (β = 1)
α Tp Qn WS G
0.25 0.998 0.955 0.956 0.980
0.5 0.789 0.641 0.653 0.768
2 0.735 0.715 0.765 0.755
3 0.993 0.987 0.991 0.994
A2 family (a = 1)
k Tp Qn WS G
-0.2 0.161 0.154 0.126 0.152
0.25 0.126 0.111 0.115 0.109
0.5 0.235 0.207 0.211 0.208
in general, the performance of the statistics compared, but its principal
drawback is that its coefficients (λ0, . . . , λp) should be computed anew for
each parameter value. Although this procedure can be made automatically,
we would like to find a set of coefficients that make Tp optimal enough for
very practical purposes.
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Practical issues
For each family of alternative distributions, A1 and A2, we have constructed
the Tp statistic for several parameter values and we have selected the set of
coefficients (λ0, . . . , λp) for which Tp was globally more powerful. These
selected sets, which are shown in Table 2, correspond to values of α = 0.5
and α = 1.5 for A1 family and to k = −0.2 and k = 0.5 for A2 family. Table 2
also contains the range of the parameter of the alternative distribution for
which the test based on Tp can be considered as “globally optimal” (from a
practical viewpoint) and the critical region of the test.
Table 2: Coefficients and critical values of the Tp statistic constructed for
n = 10 and p = 4.
A1 family Tp coefficients c. region
0 < α < 1 0.250882 -0.185657 0.065586 -0.025221 0.002454 (−∞, 0.091024)
α > 1 0.435419 0.140576 0.016431 0.0181301 0.010238 (−∞, 0.511821)
A2 family Tp coefficients c. region
k < 0 0.035870 0.043223 0.024558 0.006038 -0.00018 (0.059948, +∞)
0 < k < 1 0.079384 0.102235 0.068476 0.025487 0.00407 (−∞, 0.136742)
As it was mentioned in Section 2, in a practical situation Tp should be
expressed directly in terms of the observed order statistic, for example using
formula (15). Figure 1 contains the different vectors of weights of the order
statistic, associated to the adaptive statistics described in Table 2, which
exactly correspond to the bi’s in the numerator of formula (15). We have
represented them by solid and dotted lines (and not points) just for better
comparison.
Figure 1: Vectors of weights for the observed order statistic associated to
the adaptive statistics described in Table 2.
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0.2
0.3
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0.6
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0.8
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A2 (k<0)
A2 (0<k<1)
Figure 2 contains the power functions obtained using the Tp statistic de-
scribed in Table 2, and the comparisons with the corresponding power func-
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tions of the tests based on Qn, G and Ws. Power against an alternative
distribution has been estimated by the relative frequency of values of the
corresponding statistic in the critical region for N = 1000 simulated sam-
ples of size n = 10. For each family we have taken 40 different values of the
parameter. As a general comment, it can be said that the adaptive statistics
perform better for the A1 family when α < 1 and for the A2 family when
0 < k < 1. In the other two cases, the behavior of the statistics compared
is rather similar.
Figure 2: Comparison of the tests based on Tp, Qn, G and Ws for (a)-(b)
the A1 family and (c)-(d) the A2 family.
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