Introduction
A simple and effective way to exploit parallel processors for computationally intensive discrete event simulations is to run multiple independent replications, in parallel, on multiple processors and to average the results at the end of the runs. We call this the method of parallel replications. This paper is concerned with using the method of parallel replications for estimating steady-state performance measures. In particular, we report on the results of queueing network simulation experiments that compare the statistical properties of several possible estimators that can be formed using this method. The theoretical asymptotic properties of these estimators were determined in Glynn and Heidelberger ( 1989a, b) . Both the theory and the experimental results reported here strongly indicate that a nonstandard (in the context of steady-state simulation), yet easy to apply, estimation procedure is required on highly parallel machines. This nonstandard estimator takes the form of a ratio estimator. The experiments also show that use of the ratio estimator is advantageous even on machines with only a moderate degree of parallelism.
We remark that an alternative approach to parallel processing of simulations is distributed simulation, in which multiple processors cooperate together to generate a single realization of the stochastic process being simulated. For an excellent introduction to distributed simulation and a thorough bibliography on this topic, see Fujimoto ( 1990) . A theoretical comparison of the statistical efficiencies of parallel replications and distributed simulation for estimating steady-state parameters can be found in Heidelberger (1986).
Intuitively, when using the method of parallel replications on a large number of processors, one expects to get highly accurate estimates after only a relatively short amount of time. However, there are some potentially serious statistical problems inherent in this approach, and careful estimation procedures must be applied in order to obtain estimates with the proper (or desired) statistical properties. These problems basically arise because any bias effects are magnified on highly parallel machines, i.e., because of the bias, one obtains highly accurate estimates of the wrong quantity.
In the context of estimating transient performance measures (or steady-state performance measures in regenerative simulations), these problems have been identified and addressed in Heidelberger (1988) and Glynn and Heidelberger (1991) . These papers show that nonstandard estimators are required on highly parallel machines. Other issues related to parallel replications for estimating transient quantities are described in Bhavsar and Isaac (1987) .
For estimating steady-state performance measures, the traditional approaches (on a single processor) are to use either the method of batch means, or independent replications with initial transient deletion (see, e.g., Law 1977, Law and Carson 1979, Law and Kelton 1982, or Bratley, Fox and Schrage 1987). When using replications, it is generally advised to use only "a few long" replications (say 10 to 20) with deletion to reduce susceptibility to the effects of initialization bias.
With the prospect of parallelism as motivation, Glynn and Heidelberger (1989a, b) have addressed, from a theoretical point of view, how one should control the number of replications (processors), the length of each replication, and the length of the initial transient deletion interval in order to obtain valid central limit theorems for steady-state parameters. Such central limit theorems can then be used as the basis for confidence interval formation. These papers, which extend the single-processor results of Glynn (1987 and , show that valid confidence intervals can be obtained even for a very large number of processors P (relative to the replication length) provided the deletion interval grows appropriately and the proper (nonstandard) ratio estimator is used.
On the other hand, if each processor is run for a prespecified amount of computer time, c, then it was shown that initial transient deletion does not, in fact, remove the dominant term in the bias expansion (i.e., the term of order 1 / c) of the traditional (standard) independent replications estimator, aT(P, c). In this case, the amount of simulated time generated by each processor is a rv (random variable) and thus the traditional estimator becomes a ratio estimator. The bias expansion of this estimator reveals two sources of bias of order 1 / c:
1. "Initialization" bias, i.e., bias essentially due to the simulation not being started in steady-state conditions. (Thlis also includes a contribution because the amount of simulation time is random.) 2. "Ratio" bias, i.e., bias due to the fact that the denominator of the ratio estimator is a rv. When done appropriately, initial transient deletion effectively removes the initialization bias. However, initial transient deletion does not remove the ratio bias. The nonstandard estimator, aeR(P, c), corresponds to the classical ratio estimator which is typically used in sample surveys (see, e.g., Cochran 1963) and regenerative simulations (see, e.g., Crane and Iglehart 1975 or Iglehart 1975). The initialization bias (of order 1 /c) in caR(P, C) iS the same as the initialization bias in aT(P, c), but the ratio bias in aR(P, c) is P times smaller than the ratio bias in aT(P, c). Thus initial transient deletion effectively removes all bias of order 1 /c from aR (P, c).
The net effect of this analysis is that, when using the ratio estimator oaR(P, c), valid confidence intervals for steady-state parameters can be formed when very highly parallel machines (large P) are run for a relatively short amount of time (qualitatively, small c/P). In this situation, valid confidence intervals are not obtained when estimating the steady-state parameter by the traditional estimator aT(P, c). Using aT(P, c), valid confidence intervals are only obtained when (qualitatively) c/P is very large, i.e., when the length of each replication is large with respect to the number of processors. We emphasize that aT(P, c) and aR(P, c) both make use of exactly the same underlying data; they merely average these data differently.
The purpose of this paper is to demonstrate, experimentally, that this dramatic difference between the theoretical asymptotic behaviors of these two estimators is exhibited in sample sizes that are not unreasonable in practice. In simulations of simple queueing systems, we show that noticeable effects (increased bias and decreased confidence interval coverage) are present on as few as 32 to 64 processors. Severe effects are observed on 128 or more processors. Thus, from both a theoretical and practical viewpoint, the traditional estimator, aT(P, c) should be avoided on even moderately sized parallel processors. There are other causes of confidence interval coverage degradation besides point estimator bias, e.g., underestimation of the variance, or sample sizes that are not large enough to produce point estimators having an approximate normal distribution. However, the focus of this paper is the effect of ratio bias on both point estimators and confidence interval coverage.
The rest of the paper is organized as follows. In ?2, we summarize the relevant theoretical results from Glynn and Heidelberger (1989a, b) and Glynn (1987 and . In ?3, we describe the queueing models that we used for experimentation. In ?4, we describe the design of the experiments, including point and interval estimation procedures. The results of the simulation experiments are presented in ?5. Finally, ?6 contains a summary of our findings, a discussion of their relevance to traditional steady-state estimation on single-processor systems, and an indication of related future research topics.
Summary of Theoretical Results
The results that we quote from Glynn and Heidelberger (1989a, b) and Glynn (1987 and were derived under reasonable, yet fairly technical assumptions. These basically involve assumptions concerning the existence of central limit theorems and their associated uniform integrability (i.e., moment convergence in the central limit theorem), an exponential convergence rate to the steady-state distribution, and certain boundedness conditions. Since a precise statement of these conditions would be rather tedious (and not particularly illuminating for the present purposes), we will make the simplifying assumption that the process being simulated is an irreducible, finite state space, continuous time Markov Chain (CTMC) with state space denoted by E. Such processes automatically satisfy all of the necessary assumptions.
We let {X(s), s 2 0 } denote the CTMC. The parameter s denotes simulated time so that X(s) is the state of the process at simulated time s. There then exists a rv X such that X(s) => X as s -* oo where =. denotes convergence in distribution. The rv X has the steady-state distribution of the CTMC; this steady-state distribution is independent of the distribution of X(0) (the initial conditions of the CTMC). We shall be interested There are a variety of ways to set the run length. We will consider two reasonable and practical approaches. In the first approach, a fixed amount of simulated time, say tp, is generated on each processor. In this case, the completion time of the simulation experiment is C(tp) = max { Cl (tp), . . . , Cp(tp) }, which is a rv. Since we can view { Ci (s), In the second approach, we stop each simulation at exactly the same computer time, c. In this approach, the completion time of the experiment is deterministic, but the amount of simulated time generated on each processor, Ti (c), is now a rv. Note that We begin by stating bias expansions for aT(P, c) and aR(P, c) when both P and c are large. Formally, we let the computer time c be a function of P, i.e., C = Cp, and consider behavior when both P -* oo and Cp -0 oc. We first consider the case when no initial transient deletion is performed, i.e., Kp Note that the traditional estimator contains an extra bias term, -A12/ X, which can be thought of as ratio bias, i.e., bias because the denominator of the ratio is a rv. To see why the bias expansions of aT(P, c) and aR(P, c) differ, we give the following brief heuristic arguments (which are made rigorous in the above-mentioned papers). THEOREM 2. Theorem 1 is also validfor aR(P, cp) with bR replacing bT.
Notice that both E [aT(P, cp)] and E [aR(P, Cp)] can be written as E [A(cp)/B(cp)]. Now let E(cp) = (B(cp) -E [B(cp)])/E [B(cp)] and write A(cp) A(cp) A(cp)( I-E(Cp) + E2(Cp)-B(cp) E [B(cp)](1 + E(cp)) E [B(cp)]
Theorems 1 and 2 imply that, without deletion, one must let Plcp 0 in order to obtain valid confidence intervals for a, i.e., the length of each replication must be large with respect to the number of replications (processors).
We next consider the case of asymptotically negligible deletion, i.e., Kp(cp) 00 but Kp We further believe the result to be true for more general cumulative processes { Ci (t), t 2 0 } where, e.g., Ci (t) is discontinuous.
Queueing Models Used for Experimentation
In this section, we describe four queueing models that we used for determining, experimentally, the behavior of aT(P, c) and aRM(P, c). These represent simplified versions of models (with analytically tractable solutions) that often arise in simulations of computer or communications systems. We ran experiments on the waiting time process in an The effect of ratio bias on confidence interval coverage can now be calculated analytically. For given values of P and cp, deciding on which part of Theorem 3 to apply depends on whether one interprets the value Plcp as being "nearly infinite", fixed, or nearly zero. We will assume that part (2) This approximation also works well for moderate values of p. Thus for given P and Cp, we expect the loss in coverage due to ratio bias to be approximately independent of the traffic intensity (provided p is not too small and P and cp are large enough that the central limit theorem is valid). This behavior will be observed in ?5.
Design of the Simulation Experiments
In this section we describe how the simulation experiments were performed. As mentioned earlier, the effect of running parallel replications on multiple processors with a computer time stopping constraint was simulated on a single processor. For the various models, and different values of P, c and Kp(c), we were interested in estimating the mean, variance and confidence interval coverage of aT(P, c) and yR(P, c). We built a simple queueing network simulator suitable for these purposes. (We used the combined generator From these point and variance estimates, presumed 100 X ( 1 -) % confidence intervals for a can be formed as follows. Using the traditional estimator the confidence interval for the jth super replication is AT(P, c, j) ? t6/2(P -1)aT(P, C, j)/V7P where t6/2(P -1 ) is defined by 1 -(3/2 = P {Z ? t /2(P -1 ) } and Z has a Student's t distribution with (P -1) degrees of freedom. Using the classical ratio estimator the confidence interval for the jth super replication is aR(P, c, j) ? z6/2o-R(P, c, j)/V/P. (This is analogous to forming confidence intervals in regenerative simulation.) For a given estimator, we define its coverage to be the fraction of these confidence intervals that actually contain a. If valid confidence intervals are being formed for a, then, by definition, the coverage should converge to (1 -6) as M --oo. In all cases we set 6 = 0.1 corresponding to 90% confidence intervals. The simulator was organized in such a way that statistics could be collected for multiple values of P, c and Kp(c) from the same set of runs. Thus the data generated for a particular model are correlated. We took values of P to be powers of two, ranging from P = 8 to P = 512 for the CTMCs and P = 128 to P = 1024 for the MIMI 1 waiting time simulations. (We begin reporting the MIMI 1 waiting time experiments at P = 128, since the coverage loss is negligible for smaller values of P.) Each super replication for P processors also comprised 2 super replications for P/2 processors, 4 super replications for P14 processors, etc. We used 200 super replications for the largest values of P in each case. Thus, e.g., 12,800 super replications of the CTMCs were obtained for P = 8. These sample sizes were generally large enough so that very accurate point estimates were obtained.
Experimental Results
The first set of experiments are for the MIM/ 1 waiting times. The purpose of these experiments is to compare the analytic results of ?3 to actual simulation results. To concentrate on the effect of the ratio bias, these simulations were started in the steadystate distribution. We simulated until (simulated) time c = 1,000. By deleting customers arriving before times Kp(C) = 100, 250 and 500, we obtained runs of effective lengths c -Kp(C) = 900, 750 and 500, respectively. Notice that even though the simulation is started in the steady-state distribution, as discussed earlier, the initialization bias term a may still be nonzero because the number of customers arriving in (0, c) is a rv. Therefore, according to Theorems 2 and 4, we need to delete some initial data in order to remove a from the bias expansion of aR(P, c). Therefore, we do not include the no deletion case, Kp(C) = 0, in Table 1 . We simulated at p = 0.50 and p = 0.75.
The results of these experiments are listed in Table 1 . Table 1 lists the predicted coverages for aT(P, c) as calculated by equation (3.4) (using the effective run length for c in that equation), as well as the sample coverages for aT(P, c) and aR(P, c) observed in the simulations. Table 1 indicates generally excellent agreement between the predictions and the experiments. Notice that, for a given P and Kp(C), the predicted and sample coverage for aT(P, c) is quite insensitive to the value of p, as explained in ?3. In addition, for fixed Kp(C), as P increases the coverage for aT(P, c) decreases. This is in agreement with part (2) of Theorem 3 and is explained by the fact that as P increases, increasingly accurate estimates of (the biased) E [ aT(P, c)] are obtained. This loss in coverage is greatest for the largest value of Kp(C) since that corresponds to the smallest effective run length. On the other hand, the coverage for aR(P, c) stays close to its nominal value of 0.90. Number of Events Deleted Because of the ratio bias, the coverage for aT(P, c) decreases from around 0.90 to less than 0.20 as P increases from 8 to 512 for both initial conditions. Significant coverage loss begins to be observed in the range from P = 32 to P = 64. On the other hand, the coverage for aYR(P, c) starts out slightly below 0.90 for P = 8 and then rapidly approaches 0.90 as P increases. The low coverage when P = 8 is due both to a less robust variance estimate as well as to the use of a niormal multiplier, rather than a (larger) t-multiplier, in the confidence interval. For example, when Q(0) = 0 and a t-multiplier with 7 degrees of freedom is used instead of the normal multiplier, the coverage for aR(8, P) increases from 0.820 to 0.864. As has been indicated several times above, for given values of P, c and Kp(C), the values of ST(P, c) and SR(P, c) have been very nearly the same. This has been observed throughout our experiments. This is explained by the fact that, even with ratio bias still present, aT(P, c) and aR(P, c) both obey central limit theorems with the same asymptotic standard deviation (see Theorems 3 and 4).
Summary and Conclusions
This paper has considered the problem of estimating steady-state parameters on multiple processors via the method of parallel replications. While the method is conceptually straightforward to apply, statistical considerations point to the need for using an alternative steady-state estimation procedure. This need arises because the traditional estimator, acT(P, c), contains two sources of bias having the same order of magnitude: initialization bias and ratio bias. While appropriate deletion of an initial portion of each simulation effectively removes initialization bias, it does not affect the ratio bias. When using a large number of processors, this residual ratio bias results in a biased estimate and corresponding loss in confidence interval coverage.
The alternative estimator, aR (P, c), corresponds to the classical ratio estimator that is commonly used in regenerative simulation. Its ratio bias is order P times smaller than its initialization bias. Thus appropriate deletion is effective in removing the major source of bias. The net effect is that using aR(P, c) rather than aT(P, c) allows one to either:
1. use many more processors for a given amount of computing time per processor, or 2. make shorter runs for a given number of processors. This paper examined these issues empirically via simulations of a variety of queueing systems. Our experiments confirm the theoretical results, and indicate that the ratio bias can become a problem even on moderately sized parallel processors with, say, 32 to 64 processors.
The results of this paper also have some applicability to the standard single-processor method of independent replications. In this method, the replication length is often determined by either the total number of events, a simulated time limit, a computer time limit, or the number of events of a particular type such as the number of departures from a queue. (Sometimes a combination of these limits is used.) When estimating many parameters in a queueing network, there will always be some parameters that are estimated on a different time scale than that used to determine the replication length. Thus the denominator of some parameter estimates will be random, resulting in ratio bias. For example, if simulated time is used to control the replication length, then response time estimates will have a random denominator (the number of customers departing from the queue). On the other hand, if an event count is used to control the replication length, then queue length estimates will have a random denominator (the simulated time). Thus ratio bias could be a concern, even on a single processor. However, there is usually little motivation to run a very large number of short replications on a single processor, since either batch means or running a few long replications will be less sensitive to initialization bias. Nevertheless, the issue of ratio bias should be kept in mind. In fact, for a small number of replications, the ratio form of aRR(P, c) suggests the use of jackknifing (see In addition, if the replication length is determined within a sequential procedure (see, e.g., Law and Kelton 1982), then the denominator of the estimates will typically be random resulting in possible ratio bias. This will also be true if the length of the truncation interval is determined by statistical tests of the simulation output (see, e.g., Schruben 1982). The effect of ratio bias in these situations also has yet to be analyzed.' ' The work of Peter Glynn was supported by the IBM Corporation under SUR-SST Contract 12480042 and by the U.S. Army under contract number DAAL-03-88-K-0063. We wish to thank Bob Gordon for his assistance with the RESQ timing runs. We are also grateful to the Area Editor, Associate Editor and an anonymous referee for their many comments which helped to improve the paper.
