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ABSTRACT
Advancement in artificial intelligence (AI) and machine learning (ML), dynamic data driven application sys-
tems (DDDAS), and hierarchical cloud-fog-edge computing paradigm provide opportunities for enhancing multi-
domain systems performance. As one example that represents multi-domain scenario, a “fly-by-feel” system
utilizes DDDAS framework to support autonomous operations and improve maneuverability, safety and fuel
efficiency. The DDDAS “fly-by-feel” avionics system can enhance multi-domain coordination to support domain
specific operations. However, conventional enabling technologies rely on a centralized manner for data aggrega-
tion, sharing and security policy enforcement, and it incurs critical issues related to bottleneck of performance,
data provenance and consistency. Inspired by the containerized microservices and blockchain technology, this pa-
per introduces BLEM, a hybrid BLockchain-Enabled secure Microservices fabric to support decentralized, secure
and efficient data fusion and multi-domain operations for avionics systems. Leveraging the fine-granularity and
loose-coupling features of the microservices architecture, multidomain operations and security functionalities are
decoupled into multiple containerized microservices. A hybrid blockchain fabric based on two-level committee
consensus protocols is proposed to enable decentralized security architecture and support immutability, au-
ditability and traceability for data provenience in existing multi-domain avionics system. Our evaluation results
show the feasibility of the proposed BLEM mechanism to support decentralized security service and guarantee
immutability, auditability and traceability for data provenience across domain boundaries.
Keywords: Blockchain, Microservices, Dynamic Data Driven Applications Systems (DDDAS), Multidomain
Data Analytics, Fly-by-Feel Avionics
1. INTRODUCTION
As a recent trend, data science has become essential in engineering, business, and medical applications thanks
to the advancements in artificial intelligence (AI), machine learning (ML), as well as information fusion tech-
nologies.1 Developments in information fusion have moved from surveillance applications based on video and
text analytics2,3 towards that of the Internet of things (IoT) scenarios,4,5 multi-domain applications,6 and battle
management.7 As an example of multi-domain applications, avionics systems follow principles of layered sens-
ing,8,9 where each layer represents data and information from different domains including space, air, ground,
and sea. With the plethora of information available in multi-domain avionics systems, the big data needs to be
considered in the 5-V dimensions: volume, velocity, variety, veracity, and value.10
As a conceptual framework that synergistically combines models and data in order to facilitate the anal-
ysis and prediction of physical phenomena,11,12 DDDAS developments in deep manifold learning,13 nonlinear
tracking,14,15 and information fusion,16–18 showing promise for advanced avionics assessments. The concept of a
DDDAS approach to “fly-by-feel” avionics systems is proposed for efficient multi-domain coordination through
leveraging modeling (data at rest), real-time control (data in motion) and analytics (data in use).19 The design
of a multi-domain fly-by-feel avionics system could coordinate the space,20 air,21 ground,22 subsurface23 and
cyber domains to determine the mission needs for autonomous surveillance of a designated area.
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While DDDAS based “fly-by-feel” avionics systems can enhance multi-domain coordination to support multi-
intelligence information fusion, it also brings new architecture, performance and security concerns. The multi-
domain operations require the coordination among different domain platforms with high heterogeneity, dynamics
and different non-standard development technologies. It needs a scalable, flexible and efficient system architecture
to support fast development and easy deployment among participants. In addition, to make appropriate, timely
decisions in the multi-domain operations, the Android Team Awareness Kit (ATAK)24 conveyed Situational
Awareness (SA) in a decentralized manner to the users at the edge of the network as well as at operations centers.
However, a conventional security and management framework relies on a centralized third-party authority, which
can be a performance bottleneck and is susceptible to a single point of failure in distributed SA scenarios, where
real-time SA information is shared among geographically scattered command centers and operational troops.
Furthermore, DDDAS combines structural health data from the on-board sensors with data from off-line sources
for feedback control, Therefore, the data in use should be consistent, unaltered and auditable through the entire
lifetime, which means that data quality should be ensured in terms of integrity, traceability and auditability.
In this paper, a hybrid BLockchain-Enabled secure Microservices fabric (BLEM) is proposed to support
decentralized, secure and efficient data fusion and multi-domain operations for avionics systems. Leveraging
the fine-granularity and loose-coupling features of the microservices architecture,25,26 multi-domain operations
and security functionalities are decoupled into multiple containerized microservices. Thus, challenges resulted
from the heterogeneity are addressed by allowing development and deployment by participants from different
domains, and those lightweight microservices are computationally affordable on resource-constrained IoT devices
used in SA scenarios. To enable a decentralized security architecture and support immutability, auditability and
traceability for data provenience, a hybrid blockchain fabric is integrated into existing multi-domain avionics
concept by using two-level committee consensus protocols. Experimental results demonstrate the feasibility and
effectiveness of the proposed BLEM scheme.
The major contributions of this work are as follows:
1. A complete architecture of hybrid blockchain-enabled secure microservices fabric for decentralized multi-
domain avionics system is proposed, which includes multi-domain fly-by-feel system, secure microservices
layer, and a hybrid blockchain network;
2. Security policies, like authentication and access control, are implemented as separate containerized mi-
croservices, which utilize a smart contract to act as decentralized application (DApp);
3. A hybrid blockchain fabric, which consists of a two-level consensus protocol, intra-domain consensus and
inter-domain consensus, is proposed to improve the scalability and efficiency of consensus in the hierarchical
multi-domain network; and
4. A proof-of-concept prototype is implemented and tested on the Ethereum and Tendermint blockchain
network, and the evaluation results show that the proposed BLEM scheme provides a decentralized security
service and guarantees immutability, auditability and traceability for data provenience in multi-domain
scenarios.
The remainder of this paper is organized as follows: Section 2 reviews background knowledge of DDDAS
based multi-domain avionics systems, and the state of the art in blockchain-based decentralized solutions. Sec-
tion 3 illustrates the details of the proposed hybrid blockchain fabric for multi-domain avionics systems. The
experimental results and evaluation are discussed in Section 4. Finally, the summary, current limitations and
future works are discussed in Section 5.
2. STATE OF ART AND RELATED WORK
2.1 Dynamic Data Driven Applications Systems (DDDAS)
Dynamic Data Driven Applications Systems (DDDAS) is a conceptual framework that synergistically combines
models and data in order to facilitate the analysis and prediction of physical phenomena. In a broader context,
DDDAS is a variation of adaptive state estimation that uses a sensor reconfiguration loop as shown in Fig.
2
1.27 This feedback loop seeks to reconfigure the sensors in order to enhance the information content of the
measurements. The sensor reconfiguration is guided by the simulation of the physical process. Consequently,
the sensor reconfiguration is dynamic, and the overall process is data driven.
Figure 1. Dynamic data-driven application systems (DDDAS) concept.27
The core of the DDDAS is the data assimilation loop, which uses sensor data error to drive the physical
system simulation so that the trajectory of the simulation more closely follows the trajectory of the physical
system. The data assimilation loop uses input data if input sensors are available. The innovative feature of
DDDAS paradigm is the additional sensor reconfiguration loop, which guides the physical sensors in order to
enhance the information content of the collected data. The data assimilation and sensor reconfiguration feedback
loops are computational rather than physical feedback loops. The simulation guides the sensor reconfiguration
and the collected data, and in turn, improves the accuracy of the physical system simulation. The “model-
based simulated data” positive feedback loop is the essence of DDDAS. Key aspects of DDDAS include the
algorithmic and statistical methods that incorporate the measurement data with that of the high-dimensional
modeling and simulation. The power of DDDAS is to use simulated data from a high-dimensional model to
augment measurement systems for systems design to leverage statistical methods, simulation, and computation
architectures.19
The DDDAS concepts developed over two decades with the simulation methods includes scientific theory,
domain methods and architecture design. Scientific theory utilizes modeling and analysis for enhancing the
phenomenology of science models by using measurement information and adaptive sampling incorporated into
multiphysics, for example avionics28 and smart cities.29 Domain methods utilize data assimilation and multi-
modal analysis to that of control and filtering for methods of tracking,30,31 situation awareness,32 and context-
enhanced information fusion.18 Architecture design is mainly for designing scalable systems architectures and
cyber network analysis, with recent efforts in cloud computing based information fusion.33,34
2.2 Multi-domain Fly-by-Feel Avionics
In the fly-by-feel DDDAS approach,35 the structures of the aircraft can provide real-time measurements to adjust
the flight control. The integration of on-line data with the off-line model creates a positive feedback loop, where
the model judiciously guides the sensor selection, sensor data collection, from which the sensor data improves
the accuracy of the flight control model. From the recent Handbook on Dynamic Data Driven Applications
Systems,11 multi-domain scenarios demonstrate techniques to incorporate physics models in support of domain
specific operations. Figure 2 illustrates a multi-domain fly-by-feel concept for future UAVs (or a swarm of UAVs),
which leverages DDDAS developments for multi-domain coordination among different platforms in space, air,
and ground domains.
1. Space Domain: provides valuable functions for navigation, communication, data routing and services for
data in motion. In space situation awareness, space weather detection is important for the continuous
satellite operations,36 and it can help mitigate the effects of threats to satellites supporting tracking,
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Figure 2. Multi-domain coordination for fly-by-feel avionics system.
communication, navigation, and remote sensing.37,38 Current DDDAS developments in situation awareness
focus on the results of weather effecting reliable communications.39–41 Satellite health monitoring (SHM)
includes the power and electronics to control the satellite.42,43 Secure uplink and downlink services can
provide data in collect.44,45 The space domain is critical for multi-domain services such as the control and
positing of a UAV that provides situation awareness.
2. Air Domain: provides the coordinated autonomous actions on information fusion and control diffusion for
data in collect and work as a network of swarm UAVs.46 A recent example of multidomain concept is fly-
by-feel that incorporates active sensing for flying.47 To enable fly-by-feel concept, various sensors need to
be designed48 to leverage the other domains such as that of biological systems.49 Aeroelastic sensing,50,51
is evident as a DDDAS method to enhance real time management and control in fly-by-feel system. The
fly-by-feel techniques incorporate stochastic sensing and filtering as part of the on-line structural health of
the aircraft that is incorporated with the measurements of position and air fluid flow.52,53
3. Ground Domain: The Android Team Awareness Kit (ATAK)24 is a situation awareness tool that includes
many feature displays for a portable device that supports multi-domain operations. ATAK focuses on
improving the real-time SA of small units at the tactical edge. which means knowing where you are, where
the rest of your team is, and having a variety of ways to communicate with your team (and, if feasible
with reach-back, to operation centers).24 While ATAK features the display of various data sources, for
multidomain operations; it could provide additional information to the user towards the health of the
systems for command and control.54 The DDDAS rendering options support the design of a User Defined
Operating Picture (UDOP)55 that can be displayed on the ATAK system. The ability to plot tracks,
discussions, and labels of objects56,57 enhances the situation understanding.58,59
As Fig. 2 shows, multi-domain operations require cross-domain data sharing techniques include: data in
collect, data at rest, data in use, data in transit and data in motion. Data at Rest acts as long-term storage
service which provides structure (i.e., translations) between data for integration, analysis, and storage. Data
in Collect leverage the power of modeling from which data is analyzed for information, delivered as knowledge,
and supports prediction of data needs. Data in Transit works as a Data as a Service (DaaS) architecture that
incorporates contextual information, metadata, and information registration to support the systems-of-systems
design. Data in Motion utilizes feedback control loops to dynamically adapt to changing priorities, timescales,
and mission scenarios. The intersection of the information is Data in Use, which provide context-based human-
machine interactions based on dynamic mission priorities, information needs, and resource availability.
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2.3 Microservices in IoT
The traditional service-oriented architecture (SOA) utilizes a monolithic architecture that constitutes different
software features in a single interconnected and interdependent application and database. Owing to the tightly
coupled dependence among functions and components, such a monolithic framework is difficult to adapt to
new requirements in an IoT-enabled system, such as scalability, service extensibility, data privacy, and cross-
platform interoperability.26 Though encapsulating a minimal functional software module as a fine-grained and
independently executable unit, the microservices architecture allows for fast development and easy deployment
in multi-domain scenarios. The individual microservices communicate with each other through a lightweight
and asynchronous manner, such as HTTP RESTful API. Finally, multiple decentralized individual microservices
cooperate with each other to perform the functions of complex systems. The flexibility of microservices enables
continuous, efficient, and independent deployment of application function units. As two most significant features
of the microservices architecture, fine granularity means each of the microservices can be developed in different
frameworks and with minimal development resources, while loose coupling implies that functions of microservices
and its components are independent of each other’s deployment and development.60
Thanks to the fine-granularity and loose-coupling properties, the microservices architecture has been inves-
tigated in many smart developments to improve the scalability and security of IoT-based applications. The IoT
systems are advancing from “things”-oriented ecosystem to a widely and finely distributed microservices-oriented-
ecosystem.26 To enable a more scalable and decentralized solution for advanced video stream analysis for large
volumes of distributed edge devices, a system design of a robust smart surveillance systems was proposed based
on microservices architecture and blockchain technology.3,61,62 It aims at offering a scalable, decentralized and
fine-grained access control solution for smart public safety. A BlendSM-DDM63 is proposed by decoupleing busi-
ness logic functions and security services into multiple containerized microservices rather than using a monolithic
service architecture, and it supports loose-coupling, fine-granularity and easy-maintenance for decentralized data
marketing applications.
2.4 Blockchain and Smart Contract
As a fundamental technology of Bitcoin,64 blockchain initially was used to promote a new cryptocurrency that
performs commercial transactions among independent entities without relying on a centralized authority, like
banks or government agencies. Essentially, the blockchain is a public ledger based on consensus rules to provide
a verifiable, append-only chained data structure of transactions. Blockchain relies on a decentralized architecture
which data is verified, stored and updated distributively. In a blockchain network, a consensus mechanism is
enforced on a large amount of distributed nodes called miners to maintain the sanctity of the data recorded on
the blocks. The transactions are validated by miners and recorded in the time-stamped blocks, and each block
is identified by a cryptographic hash and chained to preceding blocks in a chronological order. Thanks to the
trustless consensus protocol running on miners across the network, participants can trust the system of the public
ledger stored worldwide on many different decentralized nodes maintained by ”miner-accountants”, as opposed
to having to establish and maintain trust with a transaction counter-party or a third-party intermediary.65 Thus,
blockchain offers a prospective decentralized architecture to support secure distributed transactions among all
participants in a trustless multidomain environment,
Emerging from the intelligent property, a smart contract allows users to achieve agreements among parties
through a blockchain network. By using cryptographic and security mechanisms, a smart contract combines
protocols with user interfaces to formalize and secure relationships over computer networks.66 A smart contract
includes a collection of pre-defined instructions and data that have been saved at a specific address of blockchain
as a Merkle hash tree, which is a constructed bottom-to-up binary tree data structure. Through exposing public
functions or application binary interfaces (ABIs), a smart contract interacts with users to offer the predefined
business logic or contract agreement.
The blockchain and smart contract enabled security mechanism for applications has been a hot topic and
some efforts have been reported recently, for example, smart surveillance system,4,61,62 social credit system,67
decentralized data marketing,63,68 space situation awareness,20 biomedical imaging data processing,69 and access
control strategy.70,71 Blockchain and smart contract together are promising to provide a decentralized solution
to support secured data sharing and accessing in multi-domain avionics systems.
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3. BLEM SYSTEM ARCHITECTURE
The design of a multi-domain fly-by-feel avionics system requires operation coordination and data exchange
across boundaries of space, air, ground and the cyber domain. Such a multi-domain system is deployed in a het-
erogeneous network environment that with high dynamics and different technologies. In addition, advancement
in edge computing based SA, like ATAK, also requires a lightweight and scalable architecture to enable services
on a large volume of resource constrained IoT devices. The virtualization technology, like virtual machines (VMs)
or containers, is platform independent and could provide resource abstraction and isolation features, they are
ideal for system architecture design to address the heterogeneity challenge in multi-domain scenarios. Compared
to VMs, containers are more lightweight and flexible with operating system (OS)-level isolation, so that is an
ideal selection for service deployment on edge computing platforms.
Widely used ATAK technology can improve accuracy and real-time decision for multi-domain task through a
decentralized SA manner. However, existing security and management frameworks normally rely on a centralized
authority, which can be a performance bottleneck or susceptible to a single point of failure. Furthermore, cross-
domain data sharing technologies is essential for DDDAS operations like feedback control, so that the data
should be consistent, unaltered and auditable through the entire lifetime. To address above issues, blockchain
and smart contract offer a promising solution to enable a decentralized trust network and secure data sharing
service, where data and its history are reliable, immutable and auditable.
Figure 3. Architecture of BLEM: a Hybrid Blockchain Fabric for Multi-domain Fly-by-Feel Avionics.
Figure 3 illustrates the system architecture of the proposed BLEM scheme, a hybrid blockchain-enabled fabric
for multi-domain fly-by-feel avionics system. The whole system consists of (i) a multi-domain fly-by-feel system
that relies on DDDAS method to increase maneuverability, safety and fuel efficiency in avionics scenario, (ii) a
blockchain-enabled security services layer that leverages microservices and smart contract to support flexible,
efficient and secure multidomain operations, and (iii) a hybrid blockchain fabric as the fundamental network
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infrastructure that utilizes lightweight consensus protocols and distributed ledger to enable decentralized security
mechanism.
3.1 Multi-Domain Fly-by-Feel System
The multi-domain fly-by-feel avionics system measures the aerodynamic forces (wind, pressure, temperature) for
physics-based adaptive flight control to increase maneuverability, safety and fuel efficiency. The upper left of Fig.
3 presents a DDDAS method that identifies safe flight operation platform position needs from which models,
data, and information are invoked for effective flight control. Context, measurement and cyber/info awareness
are three methods to support a combined systems awareness analysis.
1. Measurement awareness includes signal and structure awareness based on air, fluid, and structural analysis.
For structure aware, structures of the aircraft can provide real-time measurements, such as stain and
temperature, to adjust the flight control. Given the data collected by the sensors, signal aware can provide
estimates of initial conditions, boundary conditions, inputs, parameters, and states to enhance the accuracy
of the model.
2. Context awareness methods includes space and situation awareness. The space awareness generally consists
of two major areas: satellite operations and space weather. The satellite operations are focused on the local
perspective to enable continuous operations by understanding the space environment and build models to
support satellite health monitoring (SHM).20 For context situation awareness, target tracking, pattern
classification, and coordinated control are components of information fusion which can applied to video
tracking and wide area motion imagery.
3. Cyber/info awareness uses security, power, and scene (data) modeling of the system to enable energy and
process awareness. These functions operate over the layered domain operations as DDDAS-based resilient
cyber battle management services.
The above fly-by-feel air platform concept leverages modeling (data at rest), real-time control (data in motion)
and analytics (data in use) for multi-domain coordination. Given information gathered from space (e.g., GPS), air
(e.g., aircraft measurements), and ground Automatic Dependent Surveillance Broadcast (ADS-B), the DDDAS
system based on multi-domain coordination can determine the mission needs for autonomous surveillance of a
designated area.
3.2 Security Microservices
The blockchain-enabled security services layer, as shown in right part of Fig. 3, acts as a fundamental microser-
vices oriented infrastructure to support decentralized security mechanism. The key elements and operations are
described below.
1. Service Policy Management : acts as security service managers who is responsible for entity registration
and smart contract authorization. To join the network, a participant uses its blockchain address as request
to entity registration process which associates entitys unique blockchain account address with a Virtual ID
(VID).20 For smart contract authorization, domain owners or system administrator deploy the smart con-
tracts that encapsulate security function, like data integrity and access control. After the smart contracts
have been deployed successfully on the blockchain network, only authorized participants could interact
with smart contract through the Remote Procedure Call (RPC) interfaces.
2. Data Integrity : to support DDDAS multidomain task, data fusion among online (data in motion) and
offline (data at rest) is need and intersection of the information is data in use. Thus, it necessary to ensure
data integrity as combining those data in decision-making tasks. Data integrity technologies are mainly
to ensure reliable and immutable data access at the same time avoid storing a huge amount of redundant
data in the blockchain. The data integrity microservices provides the dynamic data synchronization and
efficient verification through a hashed index authentication process by smart contract.4 The data owners
just simply save the hashed index of data to distributed ledger through authorized ABI functions of smart
contract. In verification process, data user just fetch a key-value index from distributed ledge and compares
it with calculated hash values of the received data.
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3. Identity Authentication: Since each blockchain account is uniquely indexed by its address that is derived
from his/her own public key, the account address is ideal for identity authentication needed by other security
microservices, such as data integrity and access control. Once an identity verification service request is
acknowledged, the identity authentication decision making process checks the requester identity profile
by referring with the RESTful API to other microservices-based service providers for referring identity
verification results.
4. Access Control : The domain administrator and data owners could transcode access control (AC) models
and policies into a smart contract-based access control (AC) microservice.62,70,71 To successfully access
data or execute task in multidomain coordination, an user initially sends an access right request to the AC
microservices to get a capability token. Given results from identity verification and access right decision
making process, the AC microservice issues the capability token encoding authorized access right and
update the token data in the smart contract.
The security microservices allows service providers and data owner to deploy their own security policies as
smart contracts instead of relying on a centralized third party authority. It provides a decentralized security
mechanism for distributed multi-domain scenarios.
3.3 Hybrid Blockchain Fabric
The hybrid blockchain fabric is responsible for consensus protocol and persistent storage, which are enabling
technology for decentralized security mechanism. As the core of blockchain, the consensus protocol is mainly to
maintain data integrity, consistence and order of data in the distributed ledger across the trustless multi-domain
network. To improve the scalability and efficiency of executing consensus protocols in a multi-domain network
with heterogeneity and dynamics, a two-level consensus protocol is proposed: intra-domain consensus and inter-
domain consensus, as shown at the bottom of Fig. 3. For an individual domain, a classical Byzantine Fault
Tolerant (BFT)72 based intra-committee consensus protocol is executed among committee member to validate a
disjoint set of transactions within domain. For multi-domain coordination, an inter-domain consensus protocol
is responsible to validate those blocks across domain boundary and finalize a global distributed ledger. Key
components and workflows are explained as follows:
1. Permissioned committee network : Following the idea of delegation, only a small subset of the nodes in the
network are selected as validators who form a committee and perform the consensus protocol. Permissioned
networks provide basic security primitives, such as public key infrastructure (PKI), identity authentica-
tion and access control, etc. Public key cryptography is used to secure communication and transactions
validation, like digital signature, etc.
2. Intra-domain consensus: The BFT replication consensus protocols, like Practical BFT (PBFT),73 execute
the consensus algorithm among a small group of nodes which are authenticated by the network administra-
tor. They are well adopted in the permissioned blockchain network in which the access control strategies
for network management are enforced. For each domain, data transactions within domain are broadcasted
among validators who record verified transactions in blocks. The consensus agreement is achieved as those
proposed intra-domain blocks are signed by no less than 2/3 of validators in the committee. Owing to
the small size of the intra-domain committee, only a limited network delay is introduced for messages
propagation, so that it ensures high throughput of transactions in intra-domain scenarios, which require
high data transactions rate and fast response to service requests.
3. Inter-domain consensus: To jointly address several critical issues such as pseudonymity, scalability and
poor synchronization in an open-access inter-domain network environment, the Proof-of-Concept (PoC)
consensus mechanism, like PoW, is adopted as the inter-domain consensus protocol. The inter-domain
committee is responsible to verify data transactions across inter-domain, and propose new block containing
verified transactions, then finalize blocks in a global distributed ledger. The security of the consensus
protocol requires that the majority (51%) of the nodes are honest and they can correctly execute the
consensus protocol. The inter-domain consensus is aimed to support the scalability and probabilistic
finality in the partial synchronous multi-domain networks environment.
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4. IMPLEMENTATION AND EVALUATION
To verify the proposed BLEM scheme, a proof-of-concept prototype is implemented in a real physical network
environment. The security microservices have been implemented as Docker containers, which are deployed both
on the edge (Raspberry Pi) and fog (desktop) units. The web service application development is built on Flask
framework74 using Python. For the blockchain part, we use Ethereum75 for inter-domain operations, while
Tendermint76 is used for intra-domain consensus mechanism. The smart contract development use Solidity,77
which is a contract-oriented, high-level language for implementing smart contracts.
4.1 Experimental Setup
Table 1 shows configurations of nodes used in the experiments. In this prototype, the laptops acts as domain
administrators, which takes role of oracle to manage domain network. All desktops work as fog computing nodes,
while a Raspberry PI runs as edge computing node. The inter-domain network is built on a Ethereum private
network which includes six desktops as miners and two Raspberry PIs as nodes. The security microservices
are hosted both on fog and edge computing nodes. All devices use Go-Ethereum78 as the client application to
interact with ethereum network. The intra-domain network is built on a private Tendermint network which uses
16 Raspberry PIs as validators.
Table 1. Configurations of Experimental Nodes.
Device Dell Optiplex 760 Raspberry Pi 3 Model B+
CPU 3 GHz Intel Core TM (2 cores) Broadcom ARM Cortex A53 (ARMv8), 1.4GHz
Memory 4GB DDR3 1GB SDRAM
Storage 250G HHD 32GB (microSD card)
OS Ubuntu 16.04 Raspbian GNU/Linux (Jessie)
4.2 Performance Evaluation
To evaluate the performance of the microservices-based security mechanism, a service access experiment is carried
out on a physical network environment by simulating service request and acknowledge. A Raspberry PI works as
a client to send service request, while server side is a service provider, who has been both hosted on Raspberry Pi
(edge) and Desktop (fog) nodes. For blockchain fabric evaluation, we focus on transaction rate and throughput
by calculating transactions committed time on Tendermint network.
4.2.1 Security Service Overhead
To evaluate the overhead of running microservices on the host machine, key security microservices including
identity verification, access control and data integrity microservices are deployed on three Raspberry Pi and
three desktops, separately. 50 test runs have been conducted based on the proposed test scenario, where the
client sends a data query request to server side for an access permission. Figure 4 demonstrates the computation
overhead incurred by running individual microservice on different platform. The results show that computation
overhead increase as the task complexity grows.
Compared with data integrity, access control and identity verification consist of more cryptography and
authentication operations. Therefore, they incur higher computation overhead both on the Raspberry Pi and
the desktop. Since identity verification microservice involves multiple smart contract interactivities, like registry
reference and identity authentication, it takes longer execution time for querying the data in blockchain.
4.2.2 Network Latency
For an intra-domain committee, validators receive and verify transactions, and execute BFT consensus to guar-
antee security of the distributed ledger. The consensus protocol and ledger storage process inevitably introduce
extra delays on normal service requests and operations. Figure 5 shows the network latency when a validator
publishes a transaction within the domain and waits until it committed on the ledger. The network latency is
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Figure 4. Performance of running security microservices.
measured by committing fixed size transaction data in domain committee given difference transaction rate. The
transaction used in the test is 1 KB to reduce the influence of data size on network performance. Given test
Tendermint network with 16-validator Raspberry Pi devices, we evaluated the end-to-end delay with a validator
sending multiple transactions per second (TPS), which varies from one to 100 TPS. In terms of the communica-
tion complexity of broadcasting transactions, the latency of committing transactions is almost linear scale to the
transaction rate, and it varies from 2.5 s to 3.7 s. For the inter-domain scenario, sixty blocks were appended to
the blockchain and the average block confirmation time was calculated as 7.7 s on our Ethereum private network.
Figure 5. Delay with different transaction rate.
4.2.3 Throughput Evaluation
Figure 6 shows the time that takes for an intra-domain committee to complete an entire consensus protocol run
with variable transaction size between 1K and 256K. The transaction rate in this test is 1 TPS to reduce the
influence of data traffic on network performance. The transaction data throughput is specified in M/h, means
Mbytes per hour. With variant data sizes, corresponding results are obtained as shown in Table 2. Given a fixed
transaction rate of 1 TPS, increasing the transaction size allows committing more data on the distributed ledger,
and therefore reach a higher throughput, which maximizes the system capability.
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Figure 6. Throughput evaluation.
Table 2. Data Throughputs vs. Transaction Data Sizes.
Transaction Size 1K 16K 32K 64K 128K 256K
Throughput (M/h) 1.4 20.9 40.6 71.9 114.5 151.5
5. CONCLUSIONS
In this paper, BLEM, a hybrid blockchain-enabled secure microservices fabric is proposed to enable decentralized
security mechanism and support secure and efficient data fusion and multi-domain operations for multi-domain
avionics system. A comprehensive overview of the system architecture is presented, and critical elements are
illustrated. A concept-proof prototype has been developed and verified on a physical network environment. The
experimental results demonstrate the feasibility of proposed solutions to address performance and security issues
in multi-domain avionics systems.
While the reported work has shown great potential, there is still open questions to be addressed before a
practical decentralized security solution can be deployed in real-world multi-domain avionics application. Future
efforts include further simulation and development towards a prototype for multi-domain avionics scenarios.
REFERENCES
[1] Blasch, E., Steinberg, A., Das, S., Llinas, J., Chong, C., Kessler, O., Waltz, E., and White, F., “Revisiting the
jdl model for information exploitation,” in [Proceedings of the 16th International Conference on Information
Fusion ], 129–136, IEEE (2013).
[2] Hammoud, R. I., Sahin, C. S., Blasch, E. P., Rhodes, B. J., and Wang, T., “Automatic association of
chats and video tracks for activity learning and recognition in aerial video surveillance,” Sensors 14(10),
19843–19860 (2014).
[3] Nikouei, S. Y., Xu, R., Chen, Y., Aved, A., and Blasch, E., “Decentralized smart surveillance through mi-
croservices platform,” in [Sensors and Systems for Space Applications XII ], 11017, 110170K, International
Society for Optics and Photonics (2019).
[4] Nikouei, S. Y., Xu, R., Nagothu, D., Chen, Y., Aved, A., and Blasch, E., “Real-time index authentication
for event-oriented surveillance video query using blockchain,” in [2018 IEEE International Smart Cities
Conference (ISC2) ], 1–8, IEEE (2018).
11
[5] Blasch, E., Kadar, I., Grewe, L. L., Brooks, R., Yu, W., Kwasinski, A., Thomopoulos, S., Salerno, J., and
Qi, H., “Panel summary of cyber-physical systems (cps) and internet of things (iot) opportunities with
information fusion,” in [Signal Processing, Sensor/Information Fusion, and Target Recognition XXVI ],
10200, 102000O, International Society for Optics and Photonics (2017).
[6] Rogers, S., Culbertson, J., Oxley, M., Clouse, H. S., Abayowa, B., Patrick, J., Blasch, E., and Trumpfheller,
J., “The quest for multi-sensor big data isr situation understanding,” in [Ground/Air Multisensor Inter-
operability, Integration, and Networking for Persistent ISR VII ], 9831, 98310G, International Society for
Optics and Photonics (2016).
[7] Blasch, E. and Be´langer, M., “Agile battle management efficiency for command, control, communications,
computers and intelligence (c4i),” in [Signal Processing, Sensor/Information Fusion, and Target Recognition
XXV ], 9842, 98420P, International Society for Optics and Photonics (2016).
[8] Mendoza-Schrock, O., Patrick, J. A., and Blasch, E. P., “Video image registration evaluation for a lay-
ered sensing environment,” in [Proceedings of the IEEE 2009 National Aerospace & Electronics Conference
(NAECON) ], 223–230, IEEE (2009).
[9] Yang, C., Kadar, I., and Blasch, E., “Performance-driven resource management in layered sensing,” in [2009
12th International Conference on Information Fusion ], 850–857, IEEE (2009).
[10] Blasch, E., Seetharaman, G., and Reinhardt, K., “Dynamic data driven applications system concept for
information fusion,” Procedia Computer Science 18, 1999–2007 (2013).
[11] Blasch, E., Ravela, S., and Aved, A., [Handbook of dynamic data driven applications systems ], Springer
(2018).
[12] Blasch, E., Pham, K. D., Shen, D., and Chen, G., “Dddas for space applications,” in [Sensors and Systems
for Space Applications XI ], 10641, 1064108, International Society for Optics and Photonics (2018).
[13] Shen, D., Blasch, E., Zulch, P., Distasio, M., Niu, R., Lu, J., Wang, Z., and Chen, G., “A joint manifold
leaning-based framework for heterogeneous upstream data fusion,” Journal of Algorithms & Computational
Technology 12(4), 311–332 (2018).
[14] Yang, C., Bakich, M., and Blasch, E., “Pose angular-aiding for maneuvering target tracking,” in [2005 7th
International Conference on Information Fusion ], 1, 8–pp, IEEE (2005).
[15] Yang, C., Nguyen, T., and Blasch, E., “Mobile positioning via fusion of mixed signals of opportunity,” IEEE
Aerospace and Electronic Systems Magazine 29(4), 34–46 (2014).
[16] Blasch, E., Al-Nashif, Y., and Hariri, S., “Static versus dynamic data information fusion analysis using
dddas for cyber security trust,” Procedia Computer Science 29, 1299–1313 (2014).
[17] Blasch, E. P., Rogers, S. K., Holloway, H., Tierno, J., Jones, E. K., and Hammoud, R. I., “Quest for infor-
mation fusion in multimedia reports,” International Journal of Monitoring and Surveillance Technologies
Research (IJMSTR) 2(3), 1–30 (2014).
[18] Snidaro, L., Garcia-Herrera, J., Llinas, J., and Blasch, E., “Context-enhanced information fusion,” in
[Boosting Real-World Performance with Domain Knowledge ], Springer (2016).
[19] Blasch, E., Ashdown, J., Kopsaftopoulos, F., Varela, C., and Newkirk, R., “Dynamic data driven ana-
lytics for multi-domain environments,” in [Artificial Intelligence and Machine Learning for Multi-Domain
Operations Applications ], 11006, 1100604, International Society for Optics and Photonics (2019).
[20] Xu, R., Chen, Y., Blasch, E., and Chen, G., “Exploration of blockchain-enabled decentralized capability-
based access control strategy for space situation awareness,” Optical Engineering 58(4), 041609 (2019).
[21] Blasch, E., Xu, R., Chen, Y., Chen, G., and Shen, D., “Blockchain methods for trusted avionics systems,”
arXiv preprint arXiv:1910.10638 (2019).
[22] Blasch, E. P., Maupin, P., and Jousselme, A.-L., “Sensor-based allocation for path planning and area
coverage using ugss,” in [Proceedings of the IEEE 2010 National Aerospace & Electronics Conference ],
361–368, IEEE (2010).
[23] Wang, Z., Chen, G., Blasch, E., Lynch, R., and Pham, K., “Submarine tracking via fusing multiple mea-
surements based on gaussian sum mixture approximation,” in [2011 Aerospace Conference ], 1–7, IEEE
(2011).
12
[24] Usbeck, K., Gillen, M., Loyall, J., Gronosky, A., Sterling, J., Kohler, R., Hanlon, K., Scally, A., Newkirk,
R., and Canestrare, D., “improving situation awareness with the android team awareness kit (atak),” in
[Sensors, and Command, Control, Communications, and Intelligence (C3I) Technologies for Homeland Se-
curity, Defense, and Law Enforcement XIV ], 9456, 94560R, International Society for Optics and Photonics
(2015).
[25] Butzin, B., Golatowski, F., and Timmermann, D., “Microservices approach for the internet of things,” in
[2016 IEEE 21st International Conference on Emerging Technologies and Factory Automation (ETFA) ],
1–6, IEEE (2016).
[26] Datta, S. K. and Bonnet, C., “Next-generation, data centric and end-to-end iot architecture based on
microservices,” in [2018 IEEE International Conference on Consumer Electronics-Asia (ICCE-Asia) ], 206–
212, IEEE (2018).
[27] Blasch, E., Xu, R., Nikouei, S. Y., and Chen, Y., “A study of lightweight dddas architecture for real-time
public safety applications through hybrid simulation,” in [2019 Winter Simulation Conference (WSC) ],
762–773, IEEE (2019).
[28] Imai, S., Blasch, E., Galli, A., Zhu, W., Lee, F., and Varela, C. A., “Airplane flight safety using error-tolerant
data stream processing,” IEEE Aerospace and Electronic Systems Magazine 32(4), 4–17 (2017).
[29] Fujimoto, R. M., Celik, N., Damgacioglu, H., Hunter, M., Jin, D., Son, Y.-J., and Xu, J., “Dynamic
data driven application systems for smart cities and urban infrastructures,” in [2016 Winter Simulation
Conference (WSC) ], 1143–1157, IEEE (2016).
[30] Dunik, J., Straka, O., Simandl, M., and Blasch, E., “Random-point-based filters: Analysis and comparison
in target tracking,” IEEE Transactions on Aerospace and Electronic Systems 51(2), 1403–1421 (2015).
[31] Jia, B., Pham, K. D., Blasch, E., Shen, D., Wang, Z., and Chen, G., “Cooperative space object tracking using
space-based optical sensors via consensus-based filters,” IEEE Transactions on Aerospace and Electronic
Systems 52(4), 1908–1936 (2016).
[32] Blasch, E., Seetharaman, G., Palaniappan, K., Ling, H., and Chen, G., “Wide-area motion imagery (wami)
exploitation tools for enhanced situation awareness,” in [2012 IEEE Applied Imagery Pattern Recognition
Workshop (AIPR) ], 1–8, IEEE (2012).
[33] Liu, B., Chen, Y., Hadiks, A., Blasch, E., Aved, A., Shen, D., and Chen, G., “Information fusion in a cloud
computing era: a systems-level perspective,” IEEE Aerospace and Electronic Systems Magazine 29(10),
16–24 (2014).
[34] Wu, R., Liu, B., Chen, Y., Blasch, E., Ling, H., and Chen, G., “A container-based elastic cloud architecture
for pseudo real-time exploitation of wide area motion imagery (wami) stream,” Journal of Signal Processing
Systems 88(2), 219–231 (2017).
[35] Kopsaftopoulos, F., “Data-driven stochastic identification for fly-by-feel aerospace structures: Critical as-
sessment of non-parametric and parametric approaches,” in [AIAA Scitech 2019 Forum ], 1534 (2019).
[36] Shu, Z., Tian, X., Wang, G., Shen, D., Pham, K., Blasch, E., and Chen, G., “Mitigation of weather on
channel propagation for satellite communications,” in [Sensors and Systems for Space Applications IX ],
9838, 98380J, International Society for Optics and Photonics (2016).
[37] Jia, B., Blasch, E., Pham, K. D., Shen, D., Wang, Z., and Chen, G., “Cooperative space object tracking via
multiple space-based visible sensors with communication loss,” in [2014 IEEE Aerospace Conference ], 1–8,
IEEE (2014).
[38] Blasch, E. P., Pham, K., and Shen, D., “Orbital satellite pursuit-evasion game-theoretical control,” in [2012
11th International Conference on Information Science, Signal Processing and their Applications (ISSPA) ],
1007–1012, IEEE (2012).
[39] Shen, D., Chen, G., Pham, K., Blasch, E., and Tian, Z., “Models in frequency-hopping-based proactive
jamming mitigation for space communication networks,” in [Sensors and Systems for Space Applications
V ], 8385, 83850P, International Society for Optics and Photonics (2012).
[40] Tian, X., Tian, Z., Pham, K., Blasch, E., and Shen, D., “Jamming/anti-jamming game with a cogni-
tive jammer in space communication,” in [Sensors and Systems for Space Applications V ], 8385, 83850Q,
International Society for Optics and Photonics (2012).
13
[41] Wang, G., Shu, Z., Chen, G., Tian, X., Shen, D., Pham, K., Nguyen, T. M., and Blasch, E., “Perfor-
mance evaluation of satcom link in the presence of radio frequency interference,” in [2016 IEEE Aerospace
Conference ], 1–10, IEEE (2016).
[42] Yu, W., Wei, S., Xu, G., Chen, G., Pham, K., Blasch, E. P., and Lu, C., “On effectiveness of routing
algorithms for satellite communication networks,” in [Sensors and Systems for Space Applications VI ],
8739, 87390Q, International Society for Optics and Photonics (2013).
[43] Tian, X., Chen, G., Pham, K., and Blasch, E., “Joint transmission power control in transponded satcom
systems,” in [MILCOM 2016-2016 IEEE Military Communications Conference ], 126–131, IEEE (2016).
[44] Liu, B., Chen, Y., Shen, D., Chen, G., Pham, K., Blasch, E., and Rubin, B., “An adaptive process-
based cloud infrastructure for space situational awareness applications,” in [Sensors and Systems for Space
Applications VII ], 9085, 90850M, International Society for Optics and Photonics (2014).
[45] Liu, K., Jia, B., Chen, G., Pham, K., and Blasch, E., “A real-time orbit satellites uncertainty propa-
gation and visualization system using graphics computing unit and multi-threading processing,” in [2015
IEEE/AIAA 34th Digital Avionics Systems Conference (DASC) ], 8A2–1, IEEE (2015).
[46] Chen, G., Tian, Z., Shen, D., Blasch, E., and Pham, K., “A novel framework for command and control
of networked sensor systems,” in [Defense Transformation and Net-Centric Systems 2007 ], 6578, 65780L,
International Society for Optics and Photonics (2007).
[47] Mitchell, D., Aponso, B., and Klyde, D., “Feel systems and flying qualities,” in [20th Atmospheric Flight
Mechanics Conference ], 3425 (1995).
[48] Chaney, R., Hackler, D., and Wilson, D., “Pliable smart sensor system,” GOMAC, March (2012).
[49] Salowitz, N., Guo, Z., Kim, S.-J., Li, Y.-H., Lanzara, G., and Chang, F.-K., “Bio-inspired intelligent sensing
materials for fly-by-feel autonomous vehicles,” in [SENSORS, 2012 IEEE ], 1–3, IEEE (2012).
[50] Mangalam, A. S. and Brenner, M. J., “Fly-by-feel sensing and control: Aeroservoelasticity,” in [AIAA
Atmospheric Flight Mechanics Conference ], 2189 (2014).
[51] Suryakumar, V. S., Babbar, Y., Strganac, T. W., and Mangalam, A. S., “Control of a nonlinear wing section
using fly-by-feel sensing,” in [AIAA Atmospheric Flight Mechanics Conference ], 2239 (2015).
[52] Kopsaftopoulos, F., Nardari, R., Li, Y.-H., Wang, P., and Chang, F.-K., “Stochastic global identification
of a bio-inspired self-sensing composite uav wing via wind tunnel experiments,” in [Health Monitoring of
Structural and Biological Systems 2016 ], 9805, 98051V, International Society for Optics and Photonics
(2016).
[53] Armanious, G. and Lind, R., “Fly-by-feel control of an aeroelastic aircraft using distributed multirate
kalman filtering,” Journal of Guidance, Control, and Dynamics 40(9), 2323–2329 (2017).
[54] Blasch, E., “Decisions-to-data using level 5 information fusion,” in [Ground/Air Multisensor Interoperability,
Integration, and Networking for Persistent ISR V ], 9079, 907903, International Society for Optics and
Photonics (2014).
[55] Blasch, E., “Enhanced air operations using jview for an air-ground fused situation awareness udop,” in
[2013 IEEE/AIAA 32nd Digital Avionics Systems Conference (DASC) ], 5A5–1, IEEE (2013).
[56] Connare, T., Blasch, E., Schmitz, J., Salvatore, F., and Scarpino, F., “Group imm tracking utilizing track
and identification fusion,” in [Proc. of the Workshop on Estimation, Tracking, and Fusion; A Tribute to
Yaakov Bar Shalom ], 205–220 (2001).
[57] Blasch, E. P. and Yang, C., “Ten methods to fuse gmti and hrrr measurements for joint tracking and
identification,” tech. rep., AIR FORCE RESEARCH LAB WRIGHT-PATTERSON AFB OH (2004).
[58] Blasch, E., Kadar, I., Salerno, J., Kokar, M. M., Das, S., Powell, G. M., Corkill, D. D., and Ruspini, E. H.,
“Issues and challenges of knowledge representation and reasoning methods in situation assessment (level 2
fusion),” in [Signal Processing, Sensor Fusion, and Target Recognition XV ], 6235, 623510, International
Society for Optics and Photonics (2006).
[59] Blasch, E. P., Lambert, D. A., Valin, P., Kokar, M. M., Llinas, J., Das, S., Chong, C., and Shahbazian, E.,
“High level information fusion (hlif): Survey of models, issues, and grand challenges,” IEEE Aerospace and
Electronic Systems Magazine 27(9), 4–20 (2012).
14
[60] Yu, D., Jin, Y., Zhang, Y., and Zheng, X., “A survey on security issues in services communication of
microservices-enabled fog applications,” Concurrency and Computation: Practice and Experience , e4436
(2018).
[61] Nagothu, D., Xu, R., Nikouei, S. Y., and Chen, Y., “A microservice-enabled architecture for smart surveil-
lance using blockchain technology,” in [2018 IEEE International Smart Cities Conference (ISC2) ], 1–4,
IEEE (2018).
[62] Xu, R., Nikouei, S. Y., Chen, Y., Blasch, E., and Aved, A., “Blendmas: A blockchain-enabled decentralized
microservices architecture for smart public safety,” in [2019 IEEE International Conference on Blockchain
(Blockchain) ], 564–571, IEEE (2019).
[63] Xu, R., Ramachandran, G. S., Chen, Y., and Krishnamachari, B., “Blendsm-ddm: Blockchain-enabled
secure microservices for decentralized data marketplaces,” arXiv preprint arXiv:1909.10888 (2019).
[64] Nakamoto, S., “Bitcoin: A peer-to-peer electronic cash system,” tech. rep., Manubot (2019).
[65] Swan, M., [Blockchain: Blueprint for a new economy ], ” O’Reilly Media, Inc.” (2015).
[66] Szabo, N., “Formalizing and securing relationships on public networks,” First Monday 2(9) (1997).
[67] Xu, R., Lin, X., Dong, Q., and Chen, Y., “Constructing trustworthy and safe communities on a blockchain-
enabled social credits system,” in [Proceedings of the 15th EAI International Conference on Mobile and
Ubiquitous Systems: Computing, Networking and Services ], 449–453, ACM (2018).
[68] Ramachandran, G. S., Wright, K.-L., Zheng, L., Navaney, P., Naveed, M., Krishnamachari, B., and Dhaliwal,
J., “Trinity: A byzantine fault-tolerant distributed publish-subscribe system with immutable blockchain-
based persistence,” in [2019 IEEE International Conference on Blockchain and Cryptocurrency (ICBC) ],
227–235, IEEE (2019).
[69] Xu, R., Chen, S., Yang, L., Chen, Y., and Chen, G., “Decentralized autonomous imaging data processing
using blockchain,” in [Multimodal Biomedical Imaging XIV ], 10871, 108710U, International Society for
Optics and Photonics (2019).
[70] Xu, R., Chen, Y., Blasch, E., and Chen, G., “Blendcac: A blockchain-enabled decentralized capability-based
access control for iots,” in [The 2018 IEEE International Conference on Blockchain (Blockchain-2018) ], 1–8,
IEEE (2018).
[71] Xu., R., Chen, Y., Blasch, E., and Chen, G., “Blendcac: A smart contract enabled decentralized capability-
based access control mechanism for the iot,” Computers 7(3), 39 (2018).
[72] Lamport, L., Shostak, R., and Pease, M., “The byzantine generals problem,” in [Concurrency: the Works
of Leslie Lamport ], 203–226 (2019).
[73] Castro, M., Liskov, B., et al., “Practical byzantine fault tolerance,” in [OSDI ], 99(1999), 173–186 (1999).
[74] “Flask: A Pyhon Microframework.” http://flask.pocoo.org/.
[75] “Ethereum Homestead Documentation.” http://www.ethdocs.org/en/latest/index.html.
[76] Kwon, J., “Tendermint: Consensus without mining,” Draft v. 0.6, fall 1, 11 (2014).
[77] “Solidity.” http://solidity.readthedocs.io/en/latest/.
[78] “Go-ethereum.” https://ethereum.github.io/go-ethereum/.
15
