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ABSTRACT 
VALIDITY ISSUES IN STANDARD SETTING 
FEBRUARY 2001 
KEVIN C. MEARA, B.A., WASHINGTON UNIVERSITY, ST. LOUIS 
Ed.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Stephen G. Sired 
Standard setting is an important yet controversial aspect of testing. In 
credentialing, pass-fail decisions must be made to determine who is competent to 
practice in a particular profession. In education, decisions based on standards can have 
tremendous consequences for students, parents and teachers. Standard setting is 
controversial due to the judgmental nature of the process. In addition, the nature of 
testing is changing. With the increased use of computer based testing and new item 
formats, test-centered methods may no longer be applicable. How are testing 
organizations currently setting standards? How can organizations gather validity 
evidence to support their standards? 
This study consisted of two parts. The purpose of the first part was to leam 
about the procedures credentialing organizations use to set standards on their primary 
exam. A survey was developed and mailed to 98 credentialing organizatins. Fifty-four 
percent of the surveys were completed and returned. The results indicated that most 
organizations used a modified Angoff method, however, no two organizations used 
exactly the same procedure. In addition, the use of computer based testing (CBT) and 
new item formats has increased during the past ten years. The results were discussed in 
v 
terms of ways organizations can alter their procedures to gather additional validity 
evidence. 
The purpose of the second part was to conduct an evaluation of the standard¬ 
setting process used by a state department of education. Two activities were conducted. 
First, the documentation was evaluated, and second, secondary data analyses (i.e., 
contrasting groups analysis and cluster analysis) were conducted on data made available 
by the state. The documentation and the contrasting groups indicated that the standards 
were set with care and diligence. The results of the contrasting groups, however, also 
indicated that the standards in some categories might be a bit high. In addition, some of 
the score categories were somewhat narrow in range. The information covered in this 
paper might be useful for practitioners who must validate the standards they create. 
vi 
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
One of the most critical and controversial aspects of testing is standard setting. 
In cases where pass-fail decisions are made, standard setting can be described as the 
process of establishing a specified cut-point on a score scale, at or above which 
candidates pass or are accepted, below which candidates fail or are rejected. Cut points 
are also commonly referred to as cut scores, passing scores, performance standards, 
standards, achievement levels, mastery levels, and minimum proficiency levels. In 
some situations (usually in education), examinees are classified into one of several 
groups or achievement levels, rather than into dichotomous pass-fail groupings. For 
example, the National Assessment of Educational Progress (NAEP) classifies students 
as Below Basic, Basic, Proficient, or Advanced. Three cut scores are needed to divide 
students into these four achievement levels. 
Standard setting is critical because important classification decisions, based on 
standards, are made daily, and these decisions can have tremendous consequences for 
the examinees. In educational testing, such decisions can influence the developmental 
track of a child. In licensure/certification testing, the well being of the public or the 
financial future of an adult can be at stake. 
The primary reason standard setting is viewed as controversial, is because of the 
judgmental nature of the process. Standards are established by committees who must 
use their expert judgment to set passing scores along the test score scale. As a result, 
passing scores possess what Glass (1978) called “arbitrariness.” They do not seem to 
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reflect any universal truth. In addition, studies have shown that different standard¬ 
setting methods result in different passing scores (Livingston & Zieky, 1989). Linn 
(1998) agrees that an absolute ‘true’ standard cannot be determined, but this does not 
mean that: “(a) there is therefore no need to obtain evidence to support the validity of 
uses and interpretations of the standards, or (b) one method is as good as another” (p. 
26). Kane (1994) believed that the arbitrariness of setting standards can be controlled 
and limited. The first step, according to Noricini and Shea (1997), is to choose a 
standard-setting method that is, “supported by a body of research, preferably published, 
that rules out threats to credibility and establishes that the method has reasonable 
properties” (p. 45). 
Traditional standard-setting methods can be classified in two ways, as either 
test-centered or examinee-centered (Jaeger, 1989). With test-centered methods, 
panelists focus their attention on test content by studying individual test items. The 
panelists then judge how well a borderline student would perform on each test item or 
task. A borderline student is defined as one that has an ability score right at the 
performance standard. Probably the three most common test-based methods are the 
Ebel (1972), Nedelsky (1954), and Angoff (1971) methods. A major limitation of these 
methods is they are applicable only to data scored dichotomously. 
Examinee-centered methods require panelists to look at the work of examinees 
(i.e., usually students). Before administering the test, judgments are made about the 
mastery status of a sample group of students by teachers who are familiar with each 
student’s work. The students are sorted into performance groups (i.e.. Below Basic, 
Basic, Proficient, & Advanced). Then they take the test and various techniques are used 
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for analyzing the judgmental data and test scores. Two common student-based methods 
are the Borderline Group method, and the Contrasting Groups method. A shortcoming 
of these methods is they are difficult to implement (i.e., it is difficult to obtain these 
types of ratings for a representative group of students). Also, score distributions may 
overlap substantially making it difficult to identify an appropriate cut-point. 
There are numerous standard-setting methods that are newer and promising. 
Some of these standard-setting methods include: Extended Angoff (Hambleton & Plake, 
1995), Paper Selection/Analytical Judgment (Livingston & Zieky, 1982, 1989), 
Holistic/Booklet/ Body of Work (Jaeger & Mills, 1997; Kingston, Kahl, Sweeney, and 
Bay, 2000), Bookmark (Lewis, Mitzel, & Green, 1996), Judgmental Policy Capturing 
(Jaeger, 1995), Dominant Profile (Putnam, Pence, and Jaeger, 1995), Borderline Group 
(Livingston & Zieky, 1982, 1989), Item Cluster (unpublished), Direct Consensus 
(unpublished), Contrasting Groups (Livingston & Zieky, 1982, 1989), and Cluster 
Analysis (Sireci, in press; Sireci, Robin, & Patelis, 1999). Although many of these 
methods have been used operationally, some have only been used for research or 
experimental purposes. 
Selecting an appropriate standard-setting method is only the first step in the 
process. Standard setting is a multi-faceted procedure that consists of many aspects 
which can vary. If the selected method requires panelists to be brought together, then 
panelists must be selected and trained to perform a rating task. Reckase (2000) calls the 
basic judgmental task the “kernel” of the standard-setting process. The kernel of the 
Angoff procedure involves conceptualizing the performance of the borderline candidate 
and estimating the probability that he or she will correctly answer each item on the 
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exam. To say that a person used the Angoff method, however, does not supply enough 
detail for an interested third party to understand what took place during the standard 
setting process. This sentiment is echoed by Reckase (2000) who wrote, “An 
operational standard-setting process usually consists of the kernel plus the supporting 
activities. To accurately communicate the process to others, developers of standard¬ 
setting processes need to clearly specify the kernel and describe the supporting 
components for the process” (p. 1). In order to evaluate a standard-setting method, then, 
it is necessary to understand how the rating task was implemented into the larger 
process. The larger process may include a number of activities such as the selection and 
training of panelists, splitting of panels, use of multiple rounds of ratings, use of 
feedback, and the gathering of validity evidence. One of the goals of this study was to 
learn not only what methods testing organizations were using, but also how the 
supporting activities were carried out. 
Studies have investigated the methods used by credentialing organizations to set 
standards. Almost ten years ago Sireci and Biskin (1992) surveyed fifteen professional 
licensing agencies via telephone and found that most organizations used exclusively 
multiple-choice items on their exams. In addition, they found most organizations were 
using a modified Angoff procedure to set their passing scores. Plake (1998) also 
surveyed a small number of credentialing organizations via telephone. She too found 
that the most prevalent standard-setting method used with multiple-choice questions 
was the Angoff. In the area of educational achievement testing, a study by Nellhaus 
(2000) showed that the modified Angoff procedure (used in 6 states) was not the most 
popular method. Some of the most popular methods used by other states include the 
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Bookmark Method (18 states). Booklet Classification also known as Body of Work 
Method (eight states), and Contrasting Groups (two states). A number of states (nine) 
use other, unique procedures. 
Testing has evolved during the past ten years. At least four changes have 
substantially reduced the usefulness of traditional standard-setting methods. First, there 
seems to be an increase in the development and use of performance formats (Bennett, 
1999). Since these new item formats are often scored polytomously, traditional 
standard-setting methods are not applicable. Second, the modified Angoff procedure 
had been criticized by a number of researchers as being an impossible task for panelists 
to perform (Angoff, 1988; Cizek, 1996a; Fitzpatrick, 1989; Shepard, Glaser, Linn, & 
Bohmstedt, 1993; USGAO, 1993). The researchers questioned whether a group of 
panelists can conceptualize the ability of a hypothetical borderline candidate and 
estimate the probability that this borderline candidate will correctly answer each item on 
a test. As a result of this criticism alternative standard-setting methods may be needed. 
Third, there is an increased use of computer based testing (Mills, 1995). Computer 
based tests (CBTs) enable new item formats to be used. In addition (as mentioned 
above), traditional standard-setting methods may not be appropriate with multi-stage 
testing or computer-adaptive testing approaches. Finally, there appear to be higher 
expectations by the public. More and more organizations seem to be facing litigation. 
To ensure standards are reasonable for an intended purpose, it is necessary for 
organizations not only to properly implement an appropriate standard-setting procedure 
but also to document that procedure for validation purposes. According to Kane (1994), 
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validation can be accomplished by gathering three types of evidence: (a) procedural 
evidence, (b) checks based on internal criteria, and (c) checks based on external criteria. 
All four of the changes in testing listed above suggest that the characteristics of 
credentialing examinations may be changing. What is actually happening in the 
credentialing field? Are new formats being used? Are new methods being used? In 
order to discuss methods for validating passing scores, it is necessary to know what 
methods are currently being used in practice. That information is available for state 
achievement testing, but not for credentialing agencies. The work of Sireci and Biskin 
(1992) was limited in scope and may no longer be current. 
It seems that a survey of the current standard-setting practices of licensure/ 
certification organizations would be useful to practitioners in the field. Discussing the 
survey results in terms of ways organizations can alter their standard-setting practices to 
obtain validity evidence would also be useful. In addition, it seems appropriate to 
follow up a general survey with a more detailed investigation. Therefore, the evaluation 
of the standards and the validity evidence for one organization seemed like a logical 
extension of the survey research. 
1.2 Standard Setting 
To understand the standard-setting process, it is useful to make a distinction 
between the following two terms: passing score and performance standard. Kane (1994) 
defines a passing score as “a point on the score scale,” whereas a performance standard 
is the “minimally adequate level of performance for some purpose.” As noted above, a 
passing score can also be referred to as a cut score, or cut-point. Given the above 
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distinction, however, the term passing score cannot be considered synonymous with the 
terms: performance standards, standards, achievement levels, mastery-levels, and 
minimum proficiency levels. Kane (1994) summarizes his point well when he writes, 
“the performance standard is the conceptual version of the desired level of competence, 
and the passing score is the operational version of the desired level of competence” (p. 
426). 
This conceptualization of standard setting breaks the process into two parts. The 
first part, developing the standards, is essentially a policy decision. A group of experts 
in a particular field must discuss, debate and determine what level of performance is 
minimally adequate for some purpose. The second part, establishing a passing score, is 
essentially the process of standard setting as described by the methods in this paper 
(e.g., Angoff or Body of Work methods). Setting a passing score involves 
implementing a procedure to locate a point on the score scale that corresponds to a 
specified performance standard. 
Since the development of performance standards is largely a policy decision, 
“these decisions could be changed, and often are changed, when made by different 
persons, at different times, or under different circumstances” (Kane, 1994, p. 427). 
Therefore, if the performance standards are not reasonable or defensible, then logically, 
it follows that the corresponding passing score can not be appropriate. An assumption 
must be made by those setting the passing score, that the specified standard is 
appropriate (i.e., not unrealistically high or low). 
Assuming the performance standards are appropriate, translating the standards 
onto the raw score scale is a complicated procedure. Hambleton (1998) listed the 
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following eleven steps carried out during a typical standard-setting procedure: 1) choose 
a panel, 2) choose a standard-setting method, 3) prepare descriptions of the performance 
categories, 4) train the panelists to use the method, 5) compile item ratings or other data 
from the panelists, 6) conduct a panel discussion, 7) compile ratings a second time, 8) 
compile panelist ratings and average to obtain the performance standards, 9) present 
consequences data to the panel, 10) revise (if necessary), finalize the standard(s), and 
conduct a panelist evaluation of the process itself and their level of confidence in the 
resulting standards, 11) compile technical documentation to support the validity of the 
standards. Although not all methods require the use of a panel, this is an excellent 
outline for illustrating the complexity of the process. 
Ultimately, classification tests are used for an intended purpose, whether the 
purpose is to evaluate a lawyer’s competence or a student’s knowledge. It is critical that 
test developers gather evidence to support the use of passing scores for these purposes. 
Examinees and the public demand access to evidence that the cut scores are not 
“arbitrary.” The types of evidence that can be gathered to support the validity of a set of 
standards is the focus of this paper. In the context of standard setting, Kane (1994) 
writes “validation consists of a demonstration that the proposed passing score can be 
interpreted as representing an appropriate performance standard” (p. 426). Validity, 
then, is a property of the test scores that addresses the following question: “Is the 
proposed interpretation for an examinee’s score legitimate?” (Kane, 1994, p. 426). 
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1.3 Statement of the Problem 
Testing practices are evolving. For test developers who must set standards on 
classification exams it seems there are too many procedures available and conflicting 
advice about how to proceed. One part of this study tried to determine what standard 
setting procedures are currently being used. To narrow the focus of this research, the 
survey was limited to the credentialing field. When surveying organizations about their 
standard-setting procedures, the following five topics were addressed: 
1. Exam characteristics. Exam characteristics influence the types of standard-setting 
methods that are appropriate for use with an exam. For example, it is appropriate to 
use traditional standard-setting methods with an exam comprised of selected- 
response (SR) items (e.g., multiple-choice), but these methods are usually not 
applicable to exams comprised of constructed-response (CR) items (e.g., essays). 
Similarly, traditional standard-setting methods can be used with an exam delivered 
via paper and pencil (P & P) or via a linear CBT format, however, they may not be 
appropriate with a multi-stage test or a computer adaptive test. Are most 
credentialing exams these days comprised of SR items, CR items, or a mix of both 
formats? Is the use of CBT formats increasing? The survey was designed to obtain 
answers to these and other questions related to exam characteristics. 
2. Standard-setting methods. This topic refers primarily to the names of methods used 
by credentialing agencies to set standards. Since different methods yield different 
results, it is important to track which methods are currently being used. Previous 
researchers (Sireci & Biskin, 1992; Plake, 1998) found that the most popular method 
used with multiple-choice items was a modification of the Angoff (1971) method. 
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Given the increased use of CBT, a departure was expected from the traditional test- 
centered methods. 
3. Panelist selection and training activities. Although, some standard-setting methods 
such as contrasting groups, do not require the use of panelists, many methods do. 
Panelists have a strong influence on the outcome of the standard-setting process. 
Thus, it is desirable for panels to be large and representative of the stakeholders. 
The topic of panelist selection was not included on the survey due to space 
constraints, however, the topic is briefly covered in the discussion. Training is 
equally critical as selection. If directions are misunderstood or the tasks are not 
clearly explained, the validity of the passing scores may be compromised. Training 
approaches can vary from procedure to procedure. 
4. Panelist rating activities. This topic refers mainly to the “kernel” of the standard¬ 
setting procedure (i.e., the actual judgmental task performed by the panelists on each 
item). Although two organizations may claim to use the same method, the rating 
process can vary in many ways from procedure to procedure. For example, the 
rating task, the number of rounds of ratings, and the amount and type of panelist 
feedback can vary. The survey was designed to determine the extent to which 
organizations using the same standard-setting method varied in their practices. 
5. Validation evidence. Validity evidence must be gathered to lend credibility to the 
decisions being made based on a set of results. There are many ways organizations 
can gather validity evidence. The survey addressed the types of evidence 
organizations have recently gathered for their exam. 
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The second part of this research also addressed ways standards are validated. At 
the end of a standard-setting session a testing program might find itself faced with the 
question: what kind of information can be gathered to validate the resulting standards? 
Using Kane’s (1994) three-fold framework as a guideline, the following types of 
validity evidence were used to evaluate the standards for a series of student achievement 
exams for a state in the Northeast: 
1. Procedural evidence: Procedural validity evidence focuses on both the procedures 
and the implementation of the procedures. Using poor procedures, or failing to 
implement the procedures properly can destroy confidence in the resulting passing 
score and performance standard. Additionally, implementing the best procedures 
does not necessarily mean the resulting passing score is appropriate. Documentation 
is one of the primary ways an organization can gather validity evidence, because it 
usually contains detailed descriptions of all of the steps of the procedure used to set 
standards. 
2. Checks based on internal validity. Validity checks based on internal criteria refer to 
consistency. Kane (1994) writes, “consistency in the results does not provide 
compelling evidence for the validity of the proposed interpretation of the passing 
score, but it does provide support for validity” (p. 445). The internal checks on 
validity were evaluated by reviewing the documentation. 
3. Checks based on external criterion. Validity checks based on external criteria require 
external sources of information about competence. In such cases, the results of 
decisions based on the passing score are compared to similar decisions made in 
another way. This type of validity check usually provides evidence that indicates 
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whether a passing score is too high or low, or about right in relation to an external 
criterion. Thus, it serves as a check on the appropriateness of the policy decision of 
the performance standard. Fortunately, the data made available by the state for this 
study included an external source (i.e., teacher ratings) for each student. 
1.4 Purpose of the Study 
This study consists of two parts. The purpose of part one was to survey 
credentialing agencies to learn about the standard-setting procedures recently used by 
them. The survey developed for this study was designed specifically to answer the 
following questions: (a) how are credentialing exams being administered? (b) what item 
formats are used? (c) what standard-setting procedures are used? (d) how are panelists 
selected and trained? (e) what type of rating tasks are being done? and (f) what type of 
validation evidence is being gathered? The results of the survey are discussed in terms 
of ways credentialing organizations can alter their standard-setting practices in order to 
obtain validity evidence that supports the credibility of their standards. 
The purpose of the second part of this study was to evaluate the standards and 
the validity evidence for a specific organization. The organization was the state 
department of education for a state in the Northeast. Two activities were conducted as 
part of this case study. First, the documentation was reviewed. Second, two additional 
standard-setting methods were applied to the data (Cluster Analysis and Contrasting 
Groups). The results section comments on the completeness of the documentation, 
describes the results of the cluster analysis and the contrasting groups procedures. The 
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intention was to create a procedure that could potentially serve as a guideline for other 
practitioners needing to gather validity evidence for their standard-setting procedure. 
1.5 Significance of the Problem 
Standard based testing is a topic that evokes passion and controversy among the 
public. Evidence can be found in popular media such as Newsweek (September 6, 
1999) where parents and teachers debate with state governments about the 
appropriateness of using a single test score to determine if students will pass or fail four 
years of high school education. In some states, testing programs have been terminated, 
while in others, achievement standards and testing are credited for raising children’s 
level of performance across the state. 
Standard setting is and will continue to be an important topic as long as society 
demands that assessments be used to classify individuals as “competent” or 
“incompetent,” or as “Below Basic,” “Basic,” “Proficient,” or “Advanced.” If standard¬ 
setting methods do not yield credible results, then the interpretations from test scores are 
questionable in value. As are many aspects of testing, standard setting is changing. 
New item formats and test administration platforms are rendering older methods, 
applicable only to multiple-choice items, obsolete. There is a need to investigate new 
standard-setting methods, and new standard-setting methods need to be supported by 
empirical research. As stated by Mills (1995), there is “no perfect method or study, 
there are wide variations in practice, and standard setting is difficult and multi-faceted” 
(p. 93). This makes the need for organizations to validate their standard-setting 
procedures more critical. 
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This paper intended to (a) survey current standard-setting practices in the 
credentialing field, and (b) investigate ways the validity of a set of standards might be 
evaluated. Although modest in scope, these research projects should yield information 
that will be useful for organizations faced with the challenge of setting and validating 
standards on their exams. 
1.6 Outline of the Study 
This section describes the organization of the remainder of this thesis. Chapter 2 
reviews literature relating to the following topics: traditional standard-setting methods; 
steps in a the typical standard-setting process; reasons why there is a need for new 
methods; names of some promising new standard-setting methods; the Body of Work 
method, the Cluster Analysis method; types of validity evidence; and a statement of the 
purposes of this study. Chapter 3 describes the following topics that relate to 
methodology: survey design, survey sampling, survey data analysis, state achievement 
data, standards evaluation procedure, and standards evaluation analysis. Chapter 4 
presents the results for both the survey and the standards evaluation studies. Chapter 5 
presents the conclusions for both parts of this research and discusses the implications 
for future research in the area. 
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CHAPTER 2 
REVIEW OF LITERATURE 
This chapter reviews a number of important topics related to standard setting 
including the following: (1) traditional standard-setting methods, (2) steps in a typical 
standard-setting procedure, (3) reasons why there is a need for new methods, (4) a 
description of two promising standard-setting methods (i.e., the Body of Work method 
and the Cluster Analysis method), and (5) Kane’s (1994) standard setting validity 
framework. The chapter concludes with a statement of the purpose of the study. 
2.1 Traditional Standard-Setting Methods 
In most cases the type of standards used to set passing scores on credentialing 
exams are absolute. Absolute standards compare an examinee’s knowledge and skills to 
some minimal competency criterion needed to perform the job or skill. The goal is to 
pass those who possess the abilities to succeed, and fail those who do not. In the recent 
past, it was not uncommon for credentialing agencies to use relative standards, which 
involve making pass-fail decisions by comparing examinees to each other, rather than to 
an external criterion. Relative standards are normative in nature. Passing scores, for 
example, could be set so that only the top 25% or 30% of the examinees pass. This 
approach has been criticized on the grounds of fairness and appropriateness (Norcini & 
Shea, 1997). It is not fair because a qualified examinee can fail simply because he or 
she took the test with a group of high ability peers. And conversely, unqualified 
examinees might pass regardless of what they know. In the first case it is unfair to the 
examinee. In the second, it can be dangerous for the public. 
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All of the standard-setting methods described in this paper yield absolute 
standards. Following are descriptions of five “traditional” standard-setting methods. 
They are traditional in the sense that they were developed primarily for multiple-choice 
examinations. In addition, they have been around for many years, have been extensively 
studied, and have been widely used in operational testing practices. 
The traditional methods can be classified in two ways, as either test-centered or 
examinee-centered (Jaeger, 1989). With test-centered methods, panelists focus their 
attention on test content by studying individual test items. The panelists then judge how 
well a borderline student would perform on each test item or task. A borderline student 
is defined as one that has an ability score right at the performance standard. With 
respect to professional licensing, probably the three most common test-based methods 
are Nedelsky, Ebel, and Angoff (Hambleton, 1998). The most popular of these three 
methods, according to Plake (1998), and Sireci and Biskin (1992), was the Angoff 
method and its modifications. 
Examinee-centered methods require panelists to look at the work of students 
(i.e., samples of student work). Before administering the test, judgments are made 
about the mastery status of a sample group of students. These judgments are often done 
by teachers who are familiar with the students’ work. The students are sorted into 
performance groups (e.g.. Below Basic, Basic, Proficient, & Advanced). Then they take 
the test and various techniques are used for analyzing the judgmental data and test 
scores. Two common student-based methods are the Borderline-Group, and Contrasting 
Groups methods. Each of the above methods will briefly be discussed. 
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2.1.1 Test-Centered Methods 
The Nedelsky (1954) method requires panelists to focus on distractors (i.e., the 
incorrect answer choices on multiple-choice items). The panelists’ task is to identify 
distractors that they feel borderline students will be able to identify as incorrect. The 
expected score of the borderline student on one item, is the probability that the student 
will correctly select the answer from the remaining distractors (not ruled out as 
incorrect). For example, if an item has five answer choices and the panelist feels a 
borderline student could rule out one distractor, then the expected score for the 
borderline student is .25. This method assumes that the borderline student would be 
indifferent to the remaining answer choices and would select his or her answer at 
random from the remaining choices. After completing the ratings, each panelist sums 
the minimum passing level for all items to obtain a passing score. The average passing 
score is calculated using the ratings of all panelists. This value is considered the best 
estimate of the passing score. Panelists typically discuss and revise the cut points using 
an iterative process. The standard deviation of the panelists’ passing scores are often 
used as an indicator of the level of consensus among the panelists (smaller is better). 
The Ebel (1972) method requires panelists to rate items along two dimensions: 
relevance and difficulty. Ebel uses four levels of relevance (essential to questionable) 
and three levels of difficulty (easy to hard) to create a 4 x 3 grid for sorting test items. 
First, the panelist has to sort each test item into a cell on the grid. Then, the panelist 
must assign a percentage to each cell, representing the percentage of items in the cell 
that a borderline student should be able to answer. The performance standard is 
calculated by taking the sum of the following products (the number of items in each cell 
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times the percentage assigned by the panelist), and dividing that sum by the total 
number of test items. The standards set by the individual panelists are then averaged to 
obtain a final standard. This method can be generalized to polytomous scored items. 
(References of studies reviewing its performance include). 
The Angoff (1971) method requires panelists to assign a probability to each test 
item. Compared to the two methods above, this method is both more direct and more 
abstract. The method is direct in that the panelist directly estimates the probability that 
a borderline student would answer the item correctly. The process is more abstract, in 
that there are no templates and no procedures to aid the panelist in calculating his or her 
probability estimate. To help panelists estimate probabilities (between 0 and 1.0), they 
are encouraged to think of 100 borderline examinees, and then estimate the number of 
these borderline examinees who should answer an item correctly. A passing score is 
obtained for each panelist by summing the assigned probabilities for all test items. The 
average value for all panelists is the final passing score. A modified version of this 
method has been applied to performance data (i.e., polytomously scored data). In this 
situation, the panelists estimate the expected score of a borderline candidate on the item. 
With all of these methods, variations in the overall process are common. Steps 
can be added or skipped. After obtaining an initial standard for each panelist, often a 
discussion among the panelists will occur about their assigned probabilities. Often, item 
statistics or information about the passing and failing rates will be introduced. This type 
of information usually has a strong effect on the resulting standards as the panelists 
repeat the rating process. 
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2.1.2 Examinee-Centered Methods 
The borderline-group method requires experts (i.e., teachers or supervisors) to 
provide a list of people who are so close to the borderline (i.e., between two 
performance standards), that they are unable to decide into which group they should be 
placed. In order for this method to work, the experts must be familiar with the academic 
accomplishments of the people being evaluated. Also, a description of each 
performance category (i.e.. Below Basic, Basic, Proficient, & Advanced) must be 
prepared. The test is administered to the borderline candidates, and the median test 
score for each group becomes the passing score. 
The contrasting-groups method (Livingston & Zeiky, 1982) requires experts to 
sort all candidates into performance categories. The test is then administered to the 
groups, and the score distributions for the groups are compared. The points of 
intersection serve as the initial standard. A standard can be moved up to reduce the 
number of false positive errors, or down to reduce the chance of false negative errors. If 
the distributions overlap completely, no classifications of candidates can be made 
reliably. An important limitation of these two examinee-centered methods is that the 
validity of these methods depends on how well the experts are able to classify the 
candidates. In addition, often it is not possible to classify examinees into performance 
groups before the exam is administered (especially in credentialing situations), because 
obtaining judgements about examinees’ skills is a time-consuming and expensive 
undertaking. Thus, this approach is often not feasible. 
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2.2 Steps in Standard Setting 
A distinction should be made between a standard-setting method, and a standard 
setting process. For the purposes of this paper, the standard-setting process is illustrated 
by the eleven steps presented below. Included among the eleven steps, are aspects such 
as choosing and training a panel, and compiling technical documentation to support the 
validity of the standards. Step one is the selection of a standard-setting method. There 
are many different methods from which to choose. The method is most closely 
associated with the specific rating task performed by the panelists. Reckase (2000) calls 
the basic judgement task of the standard-setting method the “kernel.” To say that a 
person used the Angoff method, however, does not supply enough detail for someone 
else to understand what took place during the standard-setting process. This sentiment 
is echoed by Reckase (2000) who wrote, “An operational standard-setting process 
usually consists of the kernel plus the supporting activities. To accurately communicate 
the process to others, developers of standard-setting processes need to clearly specify 
the kernel and describe the supporting components for the process” (p. 1). The method, 
then, is a separate component of the overall process. In order to evaluate a standard¬ 
setting method, it is necessary to understand how the method was implemented into the 
larger process. 
To illustrate the complexity of the standard-setting process, a list of 11 steps that 
comprise a typical process will be presented. This list assumes a panel of experts will 
be brought together to perform ratings. Not all standard-setting approaches require the 
use of a panel, however, the most popular methods do (e.g., Angoff and Nedelsky). For 
practitioners, following the steps in this list will reduce the chances of skipping or 
20 
,
<
v,
 
missing important stages of the process, which could reduce the validity of the passing 
score. The steps presented below have been abridged, and the order has been altered 
slightly. The full text can be found in Hambleton’s (1998) chapter (pp. 89-93). Table 
2.1 lists the steps. 
Table 2.1 
Eleven Steps in a Typical Panel-Based Standard-Setting Process 
Step Description_ 
1. Choose a standard-setting method 
2. Choose a panel, prepare materials, and finalize the meeting agenda 
3. Prepare descriptions of the performance categories 
4. Train the panelists to use the method (including practice in providing ratings) 
5. Compile item ratings or other data from the panelists 
6. Conduct a panel discussion 
7. Compile ratings a second time (could be followed by more discussion and 
feedback) 
8. Compile panelist ratings and average to obtain the performance standards 
9. Present consequences data to the panel (e.g., passing rate) 
10. Revise (if necessary), finalize the standard(s), and conduct a panelist evaluation 
of the process itself and their level of confidence in the resulting standards 
11. Compile technical documentation to support the validity of the standards 
1. Choose a standard-setting method. Different methods tend to yield different 
results. In addition to several traditional methods, numerous newer standard-setting 
methods also exist. The method chosen will determine how much, and what type of 
training is necessary. 
i 
2. Choose a panel, prepare materials, and finalize the meeting agenda 
\ 
Determining the number of panelists, and who should be on a panel are critical 
decisions. Hambleton (1998) recommends choosing at least 15 to 20 individuals who 
are representative of the diverse group of stakeholders. For educational achievement 
exams stakeholders may include: teachers, school administrators, curriculum specialists, 
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policy makers, and parents. Additional variables might include any number of the 
following types of diversity: geographical, cultural, gender, age, technical background, 
and educational responsibilities. Jaeger (1991), and Williamson (1999) also make 
recommendations about the qualifications of expert panelists. New training materials 
should be field tested before they are used operationally. 
3. Prepare descriptions of the performance categories (e.g.. Basic. Proficient. 
Advanced). Panelists are required to make decisions about borderline candidates at 
each achievement level. If descriptions of the performance categories are unclear, so 
that panelists’ ratings are affected, the whole process will be flawed and the resulting 
standards can be questionable. It is important for the panel to develop descriptions of 
students in each performance category. They must discuss their descriptions and 
attempt to reach consensus. Mills and Jaeger (1998) have developed a set of steps to 
assist with this process. 
4. Train the panelists to use the method (including practice in providing 
ratings). Training involves: 1) explaining and modeling the procedure, 2) showing the 
scoring keys and/or scoring rubrics and ensuring that they are understood, 3) completing 
easy-to-use rating forms, 4) offering practice in providing ratings, and 5) explaining any 
normative data that will be used in the process. If possible, administering the 
assessment to the panelists is an effective way to demonstrate to them the knowledge 
and skills that students must posses to obtain a high score. 
5. Compile item ratings or other data from the panelists (e.g., panelists specify 
expected performance of borderline basic students). This is the step that varies most 
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from method to method. For example, some methods require panelists to focus on 
distractors, others ask them to evaluate student work by sorting booklets into groups. 
6. Conduct a panel discussion. Usually, panelists’ discussion focuses on the 
ratings for each item. Sometimes actual performance data (e.g., item difficulty values, 
item characteristic curves, item discrimination values, distractor analysis) and 
descriptive statistics of the panelists’ ratings are incorporated into the process. 
7. Compile ratings a second time (could be followed by more discussion and 
feedback). The revised ratings should be based on the discussion and feedback in step 
6. This process of discussion and revision, can be repeated several times (iteratively); 
although, it is not essential. Typically a two-stage rating process is used: panelists 
provide their ratings, discussion follows, and then panelists complete a second set of 
ratings. 
8. Compile panelist ratings and average to obtain the performance standards. 
Usually this is simply the average of the performance standards set by each panelist. 
9. Present consequential data to the panel (e.g., passing rate). Sometimes 
consequential data are presented to the panelists (i.e., the percentage of students in each 
performance category). If the findings do not seem reasonable to the panelists, they may 
revise the standards. 
10. Revise (if necessary), finalize the standards), and conduct a panelist 
evaluation of the process itself and their level of confidence in the resulting standards. 
The panelist evaluation allows organizations to get feedback from the panelists about 
the standard-setting process. Panelists can be asked about: the procedures, the 
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performance standard, their satisfaction with the process, and their confidence in the 
passing score. 
11. Compile technical documentation to support the validity of the standards. 
Documentation is valuable for validating and defending the standard-setting process. 
The information contained in the report should be of adequate detail so that the study 
could be “replicated” by another organization or an interested third party. 
2.3 A Need for New Methods 
Testing practices appear to have changed during the past ten years. A number of 
changes appear to have influenced the applicability of traditional standard-setting 
methods to operational settings. Following are four reasons why there may be a need 
for newer standard-setting methods including: (a) the increased development and use of 
performance-item formats, (b) the shortcomings of the Angoff procedure, (c) the 
increased use of computer adaptive and multi-stage testing, and (d) higher expectations 
by the public. Each of these reasons will briefly be described below. 
2.3.1 New Item Formats 
In 1992, Sired and Biskin reported that of the 15 credentialing agencies they 
surveyed, multiple-choice items were the predominant item type of the time. Today, it 
seems more and more credentialing exams require examinees to complete some type of 
performance task (Bennet, 1999). It may be an essay, or a more complicated task such 
as the simulated patient exercises done in the medical testing field. The increased use of 
computers in testing, to a large extent, has fueled the burst of creative new free-response 
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item formats. Often, these new item formats are scored polytomously, requiring 
complicated scoring rubrics. Regrettably, most of the traditional standard-setting 
methods were designed for dichotomously scored items, and are not well suited for use 
with many newer item formats. 
2.3.2 Shortcomings of the Angoff Procedure 
Sireci and Biskin (1992) reported that the number one method used by the 
credentialing agencies they surveyed was the Angoff method. Although there are 
numerous variations on Angoff, essentially all modifications require panelists to look at 
each item on a test, and come up with a probability that a borderline student would get 
the item correct. The Angoff method has been adapted for use with performance 
assessments and is still one of the most popular methods used to set standards today. 
Unfortunately, the method has been criticized by several researchers who suggest that 
the Angoff procedure requires panelists to perform an impossible task (Angoff, 1988; 
Cizek, 1996a; Fitzpatrick, 1989; Shepard et al., 1993; USGAO, 1993). This conclusion 
is by no means accepted by all researchers, and continues to be a hotly debated topic . 
Regardless, the fact that the method may have critical flaws might cause agencies 
involved in high-stakes testing to consider other options. 
2.3.3 Increased Use of Computer Adaptive Testing 
The development of computer adaptive testing (CAT) has created new issues 
related to standard setting. Computer adaptive tests are administered via computer and 
are individualized for each examinee. A candidate is presented with a set of items from 
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a large item bank containing many items. Each item presented to the examinee is based 
on that person’s performance on the previous items. The set of items received by an 
examinee is usually geared toward her or his ability level, taking into account content 
and other constraints. It is likely that no two individuals will ever be administered the 
exact same set of test items. Since examinees are taking exams made up of different 
items, and many standard-setting methods involve the creation of cut scores for a 
specific form, existing methods may not be applicable. This raises the question, how are 
agencies that use CAT currently setting-standards? Also, what should they be doing to 
set valid standards? Similar concerns may apply to multi-stage approaches that require 
test developers to design dozens of forms for one administration. 
2.3.4 Desire for Higher Standards 
The final reason there may be a need for new standards relates to fairness and 
litigation. To be fair to examinees, credentialing agencies need to stop using relative 
standards, which are inherently unfair. The methods used by credentialing organizations 
must also maintain high standards in order to protect the public. Unfortunately, the 
arena in which decisions about test fairness are often made, is the courtroom. 
Credentialing exams are high-stakes and it is critical that standards be defensible in 
court. This applies not only to the standard-setting process but also to how the process 
is implemented and what types of validity evidence have been compiled. Improving 
standard-setting practices will not only improve fairness for examinees, but may protect 
agencies from costly litigation. 
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2.4 Promising New Standard-Setting Methods 
Due to the need for new methods, there are seemingly more new standard-setting 
procedures than ever before. Sireci, Pitoniak, Meara, Hambleton and Swaminathan 
(2000) described the following 11 promising methods: Extended Angoff, Paper 
Selection/Analytical Judgment Method, Holistic/Body of Work (BoW), Bookmark, 
Judgmental Policy Capturing, Dominant Profile, Borderline Group, Contrasting Groups, 
Cluster Analysis, Item Cluster, and Direct Consensus. 
Some of these methods are being used operationally by credentialing agencies, 
although, most are still experimental. For the purposes of this study, only the methods 
used by the state department of education (i.e., Contrasting Groups and Body of Work) 
and the methods used by this author to evaluate the state’s standards (i.e., Cluster 
Analysis and Contrasting Groups) will be described. Contrasting Groups was described 
in section 2.1.2. Following is a description of BoW and Cluster Analysis. 
2.4.1 Body of Work Method 
The Body of Work or BoW method (Kahl, Crockett, DePascale, & Rindfleisch, 
1994) was developed by Measured Progress (i.e., formerly known as Advanced Systems 
in Measurement and Evaluation). The method was first implemented in Maine in 1993 
to set cut scores on the state’s elementary, middle, and high school state assessment 
program (Kingston, Kahl, Sweeney & Bay, 2000). Eight states have used the BoW 
method, also known as the Booklet Classification Method, to set standards on their 
various educational achievement tests (Nellhaus, 2000). 
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The BoW method requires panelists to review the complete work of many 
students. This includes students’ responses to multiple-choice questions as well as 
responses to constructed-response questions (i.e., this approach is holistic in nature). 
The panelists must then sort each student response set into a performance level category 
(that was defined before the standard-setting meeting). Table 2.2 summarizes the steps 
in the BoW process outlined by Kingston, et. al. (2000). Steps one through five precede 
the standard-setting meeting, and steps 7 through 12 are completed during the standard¬ 
setting meeting. A brief description of each step will be presented. Details of the 
process can be found in Kingston, et. al. (2000, pp. 5-33). 
Table 2.2 
Summary of the Body of Work Standard-Setting Procedure 
Step_Before the Standard-Setting Panel Meeting_ 
1 Create names for performance levels and general performance level definitions 
2 Create subject specific performance definitions 
3 Create folders of student work 
4 Select and invite standard-setting panel participants 
5 Panelist test review 
Step During the Standard-Setting Panel Meeting 
6 Present overview of the process 
7 Train panelists 
8 Perform range finding 
9 Select additional folders of student work 
10 Perform pinpointing 
11 Analyze data 
12 Evaluate process 
1. Create names for performance levels and general performance level 
definitions. Policy makers determine the number and names of the performance levels. 
NAEP, for example, calls their four categories Below Basic, Basic, Proficient, and 
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Advanced. Together with a number of advisory committees, general descriptions of the 
performance levels are created. For example, Advanced students “demonstrate a 
comprehensive and in-depth understanding of rigorous subject matter, and provide 
sophisticated solutions to complex problems” (Kingston, et. al., 2000, p. 7) 
2. Create subject-specific performance definitions. Content specialists use the 
general definitions to develop specific performance level definitions for each subject. 
These definitions specifically delineate what students at a each performance level 
should be able to do in a subject. The performance level names, general definitions, and 
subject-specific performance level definitions guide the following BoW standard-setting 
steps. 
3. Create folders of student work. The following three types of student work 
folders are required for BoW standard setting: pinpointing, range finding, and training. 
Student work consists of a student’s responses to all constructed-response (CR) 
questions, followed by a display of the student’s multiple-choice (MC) data. The 
display includes each question (abbreviated) and an indication of whether the student 
answered correctly (“+”) or incorrectly (“-“). Multiple-choice items are sorted from 
easiest to most difficult. 
Pinpointing folders contain samples of student work ranging from the highest 
obtained score to the level of chance. Chance is approximately .25 times the number of 
MC items (if there are four possible answer choices) plus one times the number of CR 
items. Each folder contains samples of 20 students’ work (i.e., five student work 
samples at four score levels). Ten folders were required when this process was used for 
the Massachusetts grade 8 mathematics test. 
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One range-finding folder is prepared from the pinpointing folders, for each 
standard-setting study. This folder usually contains one sample at each score point 
level. For grade 8 mathematics in Massachusetts, the range-finding folder contained 30 
samples of student work spanning the full range of performance. 
Training folders are also created from the pinpointing folders. Usually about six 
samples are selected that span the range of performance. The facilitator reviews the sets 
of student work and prepares notes for the purpose of discussion during training. The 
focus of the review is on ways responses illustrate characteristics described in the 
performance level definitions. 
4. Select and invite standard-setting panel participants. About 15-20 people 
representing the stakeholders (i.e., classroom teachers, administrators, individuals from 
the higher education community, business community, local/state government, and 
parents) should be selected to serve as panelists. Diversity of membership (ethnicity, 
gender, region of state, etc.) is important. 
5. Panelist test review. Panelists must be familiar with the test before setting 
standards. It is recommended that panelists take the test (or a representative set of items) 
at the panel meeting. Panelists should score their own papers and keep their scores 
confidential. This will give panelists a good idea of how difficult the test really is. 
6. Present overview of the process. During this time the standard-setting 
procedure is explained and the major steps of the process are described. 
7. Train panelists. A major goal of the training is to make sure panelists have a 
common understanding of both the performance level definitions and the relationship of 
those definitions to student work. Another goal is to familiarize panelists with the BoW 
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materials and process. Panelists practice the procedure using the training folder 
containing the six samples of student work. 
8. Perform range finding. Range finding is the first step after training. It 
involves requiring panelists to decide independently the performance level of all of the 
student work samples in the range-finding folder. In the Massachusetts example, three 
samples of student work representing the nine pinpointing folders (i.e., 27 booklets) 
were used. Panelists had sorted six samples during training, so they were required to 
evaluate 21 more samples. Ratings of student work were recorded by panelists on 
Range-Finding Forms. Group discussion occurs after the initial ratings and panelists are 
given an opportunity to change their ratings. 
9. Select additional folders of student work. To estimate where each cut-point 
should be located, select pinpointing folders are chosen for review by the panelists. 
Selection is based on the proportion of range finding booklets categorized in more than 
one performance level. Specifically, folders were identified for pinpointing if: (a) one- 
third or more of the panelists thought at least one paper in the folder belonged to that 
performance level, and (b) two-thirds or more of the panelists did not think any of the 
papers in the folder should in that performance level. In Massachusetts, the student 
work in pinpointing folder number 2 was used to set the cut-point between Proficient 
and Advanced. The work in folders 4 and 5 were used to set the cut-point between 
Proficient or Needs Improvement. Folders 7 and 8 were used to determine the cut-point 
between Basic and Below Basic. Each folder contained 20 additional papers. 
10. Perform pinpointing. Each student work sample must be placed into one of 
the two appropriate performance categories around each cut-point. To do this, the 
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panelists divide into three groups and independently complete a Pinpoint Rating Form. 
Each group works on one cut-point at a time, and the material is rotated so all three 
small groups examine all of the folders. 
11. Analyze data. One way to analyze the BoW data is by using logistic 
regression. This approach models the relationship between a continuous variable, such 
as a test score, and the probability of being in a binary category. 
12. Evaluate process. Panelists are surveyed upon completion of the process 
using three five-point Likert scales regarding clarity of instructions, level of 
understanding, and confidence in their ratings. In addition to the survey, several studies 
were conducted to gather validity evidence including: (a) a replication of BoW results 
with Panelists from two states, (b) calculating standard errors of cut scores based on 
variability due to panelists, (c) calculating standard error of cut scores based on standard 
error of estimate of logistic regression, (d) the validation and replication of previous 
BoW standard-setting studies, (e) the consistency of results as implemented in different 
states, (f) the impact of multiple rounds of panelist decisions, (g) a comparison of BoW 
and classroom teacher judgments of student proficiency, and (h) the impact of providing 
panelists with teacher judgements of student proficiency. 
The use of this method has been limited to educational settings. As a result, 
Hambleton (1998) noted this method has not been subjected to the same amount of 
criticism that has been directed at the Angoff method. In all fairness, no other standard¬ 
setting method has been subjected to as much scrutiny as Angoff. Hambleton’s point is 
fair, that is, BoW may need to be researched further before it is accepted and used more 
widely. 
32 
2.4.2. Cluster Analysis Method 
The application of cluster analysis to standard setting (Sireci, in press; Sireci, 
Robin, & Patelis, 1999) is appropriate if one considers the primary goal of standard 
setting (i.e., the classification of students into a performance categories) and the 
fundamental mission of the cluster analysis procedure (i.e., to group objects into 
homogeneous subsets). This method, which is appropriate for tests comprised of 
dichotomously and/or polytomously scored data, uses item response data to compare 
examinees with one another on the basis of their performance on individual items or 
groups of items. Test-takers who are most similar to one another with respect to test 
performance are grouped together into clusters which could then be treated as 
borderline or contrasting groups. If the clusters are determined to be contrasting groups, 
a procedure such as logistic regression can be employed to obtain the cut points between 
each cluster. The cut points can then be used to determine the percent of examinees 
falling into each performance level. 
The advantage of this method over traditional borderline and contrasting groups 
methods is that expert panelists are not needed to identify students for the borderline 
and contrasting groups. These groups are “discovered” through cluster analysis of item 
score data. There is, however, a need for external validation data. Sireci (in press) 
suggests that cluster analysis can be used in the following three ways: “to set standards 
on a test, to evaluate standards already set on a test, or to facilitate the standard-setting 
process when a test-centered method is employed” (p. 3) 
Although there are several types of cluster analysis procedures, they all share a 
common mission, that is, to partition a large number of objects into a smaller number of 
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homogeneous sub-sets (Sireci, in press). To group objects into clusters, it is necessary 
to have variables or criteria that serve as the basis for comparing the objects. When 
applied to exams, the objects are people and the cluster criteria could be one of the 
following three types: (a) all individual items comprising the test, (b) orthogonal factor 
scores (e.g., obtained from item-level factor analysis), or (c) subscores derived from the 
major content areas of the test. For this study, subscores were derived from the major 
content areas of the examinations. 
Two cluster analysis procedures can be used for standard-setting applications: 
hierarchical cluster analysis (HCA), and K-means cluster analysis. HCA is used to help 
the researcher identify which cluster solution represents the “best” clustering of the data 
(e.g., the 3-, 4-, or 5-cluster solution). HCA begins by treating all clusters uniquely, and 
then sequentially merges clusters together until all objects are merged into a single 
cluster. The researcher must determine which cluster solution represents the merging of 
truly different clusters, and the cluster solution is the one preceding that point. HCA is 
only used to “get a rough idea” of the optimal cluster solution. HCA has a couple of 
limitations. First, the procedure is sequential, so once a person is put into a cluster, they 
are “stuck” in that cluster. Second, HCA is not appropriate for large data sets (e.g., 
greater than 1000 examinees). 
After using HCA to identify approximately the number of clusters underlying a 
data set, K-means clustering can be used to obtain the final cluster solutions. With K- 
means clustering, the number of clusters to be derived from the data is specified before 
the analysis begins. The K-means algorithm is iterative and it continues until a 
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“min/max” convergence criterion is reached (i.e., the distance within clusters is 
minimized and the distance between clusters is maximized). 
The researcher may want to evaluate the CA results by examining its consistency 
across replications. This can be accomplished by taking two or more samples from a 
data set and, when possible, testing the procedure across forms. Consistent results are a 
strong indication that the results are reliable. A warning about cluster analysis results 
was issued by Aldenderfer and Blashfield (1984), “the key to using cluster analysis is 
knowing when these groups are “real” and not merely imposed on the data by the 
method” (p 16). 
2.5 Validity Issues of Standard Setting 
Possibly the most important step in the list presented previously is number 11: 
compile technical documentation to support the validity of the standards (Hambleton, 
1998). It is important because the question of validity asks whether the proposed 
interpretation for an examinee’s score is legitimate for its intended purpose (Kane, 
1994). If a passing score on a credentialing exam is set too low, then incompetent 
professionals will be granted licenses to practice, creating dangers for the public. If a 
passing score is set too high, many qualified applicants will unnecessarily be denied the 
credentials to practice their desired profession. The process of gathering validity 
evidence acts as a system of checks and balances to ensure that a set of standards is 
appropriate. According to Kane (1994), three types of validity evidence can be gathered 
to show that a passing score and its associated performance standard are not 
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unreasonable: 1) procedural evidence, 2) checks based on internal criteria, and 3) checks 
based on external criteria. 
A number of other authors have written about this topic, calling it evaluation 
criteria rather than validity evidence. Their evaluation criteria fit neatly into Kane’s 
framework. For a review of evaluation guidelines grouped by author, the reader is 
referred to Plake (1997). 
2.5.1 Procedural Evidence for Validity 
Procedural validity evidence focuses on both the procedures and the 
implementation of the procedures. Using poor procedures, or failing to implement the 
procedures properly can destroy confidence in the resulting passing score and 
performance standard. Additionally, implementing the best procedures does not 
necessarily mean the resulting passing score is appropriate. Procedural validity 
evidence essentially refers to the documentation of the standard-setting process. Van 
der Linden (1995) used the term “explicitness” to emphasize the importance of 
examining the degree to which the standard-setting process was clearly and explicitly 
defined before implementation. In most cases, however, procedural evidence is 
documented after the passing scores are obtained, and documentation is the main way of 
gathering procedural validity evidence. 
Based on the literature, the following pieces of information might be compiled 
when writing a thorough standard-setting report (several of the following components 
came from Cizek, 1996b, p. 16). The ten pieces of information include: (a) the purpose 
of the credentialing program, (b) an overview of the standard-setting process, (c) the 
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qualifications of those designing and implementing the methodology (d) the number and 
manner of selecting panelists, (e) the qualifications of panelists, (f) the materials used, 
(g) the data collection procedures including the script of actual verbal instructions given 
to participants, (h) key frameworks or conceptualizations developed by participants 
(e.g., lists of expected student proficiencies or descriptions of minimally competent 
performance), (i) data-analysis activities that support the credibility of the passing 
scores for the intended purpose, and (j) the timeline, schedule of events, and actual 
agenda followed. The information contained in the report should be of adequate detail 
so that the study could be “replicated” by another organization. 
The above list contains components of the standard-setting process that must be 
carried out properly if the passing score is to be validated. For example, the number, 
qualifications, and representativeness of the panelists are critical. Jaeger (1991) 
identified eight qualifications that a subject matter expert or panelist should possess. 
Equally important is panelist training. Most panelists have little or no experience 
performing standard-setting tasks. Thus, in order to do the task properly, the panelists 
will need a detailed presentation on what they are going to do during the rating process, 
as well as practice and feedback (Mills, Melican, & Ahluwalia, 1991; Norcini, Lipner, 
Langdon, & Strecker, 1987; cited in Kane, 1994). In addition, panelists must 
understand the performance standard (i.e., the purpose and goals of the process), and the 
standard-setting process must be carried out in a systematic manner. 
As an additional check on the design and implementation of the standard-setting 
process (which will be an important part of the documentation), panelists can be asked 
to provide feedback about: the procedures, the performance standard, their satisfaction 
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with the process, and their confidence in the passing score. Surveying panelists about 
the results they obtained does not prove that the passing score is appropriate; it simply 
states that the individuals who developed the standard think it is appropriate (Kane, 
1994). In general, procedural evidence cannot establish the appropriateness of a passing 
score and its associated performance standard, and it cannot establish the validity of a 
test score interpretation (Cronbach, 1971; Messick, 1989). It can, however, invalidate a 
standard and a test score interpretation, and can also support the validity of a proposed 
interpretation of the passing score by ruling out one possible counter interpretation 
(Kane, 1994). 
2.5.2 Validity Checks Based on Internal Criteria 
Validity checks based on internal criteria refer to consistency. Kane (1994) 
writes, “consistency in the results does not provide compelling evidence for the validity 
of the proposed interpretation of the passing score, but it does provide support for 
validity” (p. 445). Kane (1994) discusses two types of validity checks: 1) the precision 
of estimates of the passing score, and 2) analysis of item-level data. The first type of 
validity check essentially refers to the internal consistency of the judgments. If a 
passing score is obtained using a particular standard-setting procedure, and then the 
same procedure is repeated but a different passing score is obtained, then, little 
confidence can be placed in the outcome. In order to determine the precision of the 
estimates of the passing score, Kane (1994) recommends estimating the standard error 
of the passing score using generalizability theory. 
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Internal validity data can also be referred to as intrajudge consistency, and 
inteijudge consistency. Intrajudge consistency refers to the degree to which a panelist is 
able to provide item ratings that are compatible with each other. Measures of interjudge 
consistency, look at how consistent item ratings, as well as the test standard that results 
from these item ratings, are across panelists. An example of a method for detecting 
intrajudge inconsistency is Jaeger’s (1989, 1991) “caution indices,” which allow an 
investigator to flag panelists whose responses are inconsistent with those of the majority 
of panelists. Cizek (1996b) developed a method for evaluating interjudge consistency 
that focuses on the degree to which variability of ratings decreases over rounds. In 
addition, the ratings of subgroups of panelists may be examined for consistency. Cizek 
(1996b) warned that, although interjudge consistency is usually viewed as desirable, it 
may not be realistic within the standard-setting context. This is because the panelists’ 
ratings reflect their diverse views, and by definition cannot converge toward a “true 
parameter.” 
Kane’s (1994) second type of internal validity check (i.e., item-level analysis) 
can be done in at least two ways using standard-setting data. The first way involves 
examining the relationship between minimum-pass levels (MPLs) for items and item 
performance for examinees with scores near the passing score (Kane, 1986, 1987; van 
der Linden, 1982). In this approach, empirical estimates are compared to the MPLs of 
the panelists. A second way item-level data can be used involves flagging examinees 
with scores a bit above and below the passing score. The proportion correct on an item 
for each group can then be compared to the MPL. It is expected that the proportion 
correct on an item for the higher group would be above the MPL and for the lower 
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group would be below. These internal checks on validity provide an empirical analysis 
on the correspondence between the performance standard and the passing score. 
2.5.3 Validity Checks Based on External Criteria 
Validity checks based on external criteria require external sources of information 
about competence. In such cases, the results of decisions based on the passing score are 
compared to similar decisions made in another way. This type of validity check usually 
provides evidence that indicates whether a passing score is too high or low, or about 
right. Thus, it serves as a check on the appropriateness of the policy decision of the 
performance standard. Kane (1994) presents the following six comparisons: 1) the 
direct, criterion-related approach, 2) comparisons to results of other standard-setting 
methods, 3) comparison to pass-fail decisions made with a different test, 4) comparisons 
involving other assessment methods, 5) comparison of group distributions, and 6) 
judgments by stakeholders groups. Unfortunately, these approaches are often not 
feasible in many standard-setting situations. 
For example, the first approach involves testing a group of candidates and then 
having them engage in the activity (e.g., have medical students perform brain surgery). 
They are evaluated and ideally examinees with high scores should be performing the 
activity better then those with low scores. If the passing score is adequate, the success 
rate on the criterion should be similar to the passing rates on the test. The problem is 
that in most cases it is not possible to let the examinees participate in the criterion 
activity. For example, if the test measures readiness to perform brain surgery, it would 
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not be possible to let everyone who took the test (examinees who passed and failed) 
perform surgery. 
The second approach, comparisons to results of other standard-setting methods, 
involves using either one standard-setting method twice (replication), or using two 
different methods (concurrently). Replication can be accomplished fairly easily by 
splitting the panelists into two groups and comparing their outcomes. Comparing two 
methods concurrently, however, is more difficult to achieve in practice because it 
requires two times the number of panelists, and twice the amount of training, time and 
money. 
The third approach, comparison to pass-fail decisions made with a different test, 
involves comparing the scores for the same examinees from two different exams that 
measure approximately the same content or construct. If examinees’ pass-fail 
classifications on both tests were similar, that would serve as strong evidence that the 
passing score is appropriate. Again, this is difficult to achieve in practice. Rarely are 
there two exams that measure the same content, especially in licensure and certification. 
In education, it might be possible to find a similar test used in another state, but it would 
difficult to find a group of students to sit for two exams measuring the same thing. 
The fourth approach, comparisons involving other assessment methods, involves 
comparing pass-fail decisions for a group of examinees, to pass-fail evaluations by an 
individual such as a teacher or supervisor who is familiar with each examinee’s 
performance. In essence, this is the basis of the Borderline Group and Contrasting 
Group Methods. The same limitations that apply to those methods, applies to this 
approach to gather validity evidence. That is, the validity of these methods depends on 
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how well the teachers or supervisors are able to classify the examinees. In addition, 
often it is not possible to classify examinees into performance groups before the exam is 
administered (especially in credentialing situations), making this approach not feasible. 
The fifth approach, comparison of group distributions, involves comparing 
passing rates obtained using the proposed passing score to passing rates found in other 
situations (Kane, 1994). An example of this approach would entail comparing the 
performance or success rate of a population of practicing licensed individuals, to the 
percentage of individuals passing the test. If individuals at the low end of the 
distribution that passes are struggling to succeed in the profession, the standards may be 
too low. If individuals who passed based on previous lower standards and would not 
pass based on the newer higher standards, are succeeding in the profession, then the 
standards may be too high. A second example of this type of analysis involves 
comparing the amount of education and experience to performance on the test. Those 
with more education and experience should have a higher passing rate than those with 
less education and experience. Jaeger (1990a, cited in Kane, 1994) discusses the 
difficulties inherent in conducting these types of analyses. 
Finally, the sixth approach, judgments by stakeholders groups, often involves 
asking stakeholders (i.e., in credentialing this might include faculty in professional 
schools, public-interest groups, leaders in professional organizations, practicing 
professionals, and the public) to evaluate the pass rates. According to Kane (1994), this 
activity becomes a debate of the policy question, how high should the standards be, or in 
other words, how should the performance standard be defined. Usually little attention is 
focused on what is required of the examinee. 
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Although it is unlikely that any single comparison would provide a decisive 
evaluation of the appropriateness of the passing score, Kane (1994) recommends using 
several of these types of validity checks based on external criteria. If they all suggest 
that the passing score is too high, “it might be reasonable to conclude that the passing 
score is too high, even if none of the comparisons being made is very decisive” (Kane, 
1994, p. 454). 
2.6 Purpose of Study 
There were two distinct purposes to this research. The first relates to changes in 
testing. CBT is becoming increasingly popular. Ten years ago, no credentialing 
agencies were using CBT. Since then organizations such as the National Council 
Licensure Examination - NCLEX now use CAT, and several other organizations, such 
as the National Board of Medical Examiners, are currently using or have indicated a 
desire to use CBT. Changes in testing may be affecting the characteristics of 
credentialing examinations, which in-tum, influence the way standards can be set on 
examinations. The work of Sireci and Biskin (1992) may no longer be current. The 
purpose of this study was to conduct a current survey to learn how credentialing 
organizations set standards on their primary examinations. The survey needed to 
inquire about more than just the names of the methods used by agencies, it needed to 
inquire about all of the activities involved in setting standards. 
Thus, the survey used for this study was designed to obtain detailed information 
about the characteristics of the exams, and the aspects of the standard-setting processes 
including, training, methods, and analyses. The data obtained were expected to answer 
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the following types of questions: (a) what administration format (i.e., P & P, computer, 
or other) is currently being used by credentialing agencies? (b) which item formats are 
being used? (c) which standard-setting procedures are being used? (d) how are panelists 
selected and trained? (e) if a standard-setting method does not use panelists, how does it 
work? (f) what type of rating tasks are being done? and (g) what type of validation 
evidence is being gathered? 
The second purpose of this research relates to the process of validating one set of 
standards. Little research seems to exist that focuses its attention specifically on the 
task of evaluating the validity evidence of a set of standards. The purpose of this 
research was to do just that: to investigate ways that data from an existing standard¬ 
setting study can be used by organizations to evaluate their passing scores. For this 
research, Kane’s (1994) framework was used to evaluate educational achievement 
standards for a state in the Northeast. The questions that were addressed included: (a) 
for each type of validity evidence (procedural, internal, and external) what types of 
evidence were gathered? and (b) for each type of validity evidence (procedural, internal, 
and external) what types of evidence could have been gathered? 
To facilitate the evaluation of the 1999 standards, teacher ratings were used for 
comparison, and two additional standard-setting methods (i.e., cluster analysis and 
contrasting groups) were applied to the available data. 
In summary, the two pieces that comprised this research were intended to be 
complimentary in nature. The first part investigated the use of validity evidence in 
current practices for many organizations (general). The second part focused on the 
evaluation of validity data gathered for a specific set of standards (one case study). 
CHAPTER 3 
METHODOLOGY 
In this chapter, the methodology for both studies is presented. The method for 
the first project is divided into three sections: survey design, survey sampling, and 
survey data analysis. The method for the second project is divided into two sections: 
case study data, and case study procedure and analysis. 
3.1 Survey Design 
The purpose of the survey was to learn about the methods used by agencies to set 
passing scores on credentialing exams. One goal was to keep the survey brief to 
encourage maximum return rates; however, standard setting is a multi-faceted process 
and it was also a goal to cover as many aspects as possible. Toward that end, a four 
page survey was developed to learn about the characteristics of the exam, training of the 
panelists, name of the method and rating tasks used to set standards, and types of 
activities performed to analyze the obtained standards. 
In February 2000, pilot testing was carried out in order to evaluate and improve 
the quality of the survey. The ten individuals that served as reviewers were selected for 
their expertise in the field of standard setting. Six of the individuals, who are employed 
by testing organizations, are all widely recognized in the measurement field as 
innovators in the area of standard setting. The other four, who are faculty members at 
various universities around the United States, are all regarded as experts in the field of 
standard setting and all four have served as consultants to organizations seeking 
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guidance related to standard setting. The fourth draft of the survey was sent to 
reviewers. 
The reviewers for the pilot test were asked to do three things. First, they were 
asked to complete the survey under “survey-like” conditions. This meant they were to 
base their answers on a recent standard-setting initiative in which they were involved; 
and, they were to keep track of how much time it took them to complete the 
questionnaire. Second, they were asked to critically review the survey, by asking 
themselves the following questions: (a) are there important questions missing from the 
survey? (b) are there questions that could be deleted from the current version? (c) can 
you think of any standard-setting initiatives where the current survey might not be 
relevant? and (d) what editorial suggestions do you have? Third, they were asked to 
return their survey and comments in the provided self-addressed envelope. All ten 
reviewers were able to complete, critique, and return their surveys. 
As a result of pilot testing, several small but important changes were made. No 
major changes were necessary because the survey adequately accommodated the variety 
of standard-setting methods described by the experts. The length of the survey was a 
concern since response rate is inversely proportional to survey length. One reviewer 
commented that, “the survey did not take long to complete, but it looked like it would 
take long, which might negatively affect response rates.” Most reviewers reported it 
took them between 10 and 20 minutes to complete the survey (mean=15). This amount 
of time seemed reasonable, so no effort was made to shorten the survey. 
Without increasing the number of pages, five questions were added. One 
question was added to obtain a rough idea of how large each testing program is. 
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Another was added to get an idea of how the passing scores may have changed as a 
result of additional rounds of panelists’ ratings. A third was added in response to 
comments by two reviewers who mentioned that their standards are recommended to 
governing boards who then have the authority to raise or lower the standards. This 
newly added question was designed to determine if policy groups or governing boards 
typically make changes to standards. Finally, two questions were added to gain an 
indication of whether or not organizations are content with the way standards are 
currently set, or if they want to change to something new. The final survey was 
comprised of 40 items and is reproduced in Appendix A. 
3.2 Survey Sampling 
The survey used in this study was sent to individuals who work for credentialing 
organizations and to individuals who serve as consultants to credentialing organizations. 
Most of the consultants that participated in this survey worked for testing companies 
that provide psychometric services to credentialing clients. Several of the consultants 
reported that they have set standards on numerous examinations (in some cases 
hundreds) for many organizations. Many credentialing organizations administer several 
examinations; thus, they also set standards on multiple examinations. Each person 
surveyed was asked to complete only one questionnaire, and they were to base their 
responses on the last time they set standards on their primary examination. 
A total of 114 surveys were mailed. Contact names and addresses for the mailed 
surveys were generated from four sources. Forty members were selected from a 
National Organization for Competency Assurance (NOCA) membership list (which was 
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generously supplied by NOCA). Twenty were selected from a Council on Licensure, 
Enforcement, and Regulation (CLEAR) conference registration list. Forty were 
psychometricians who posses experience and expertise in the field of standard setting. 
Finally, the names of twenty organizations were provided by PES. Follow-up surveys 
were sent out May 4, 2000. For each respondent, the survey yielded information on 85 
variables. 
3.3 Survey Data Analysis 
The results were organized into the following five sections: 1) examination 
characteristics, 2) standard-setting methods used by credentialing organizations, 3) 
panelist selection and training, 4) panelist rating tasks and the recommendation of 
standards to governing bodies, and 5) data-analysis activities. Descriptive statistics 
were provided for each section. The results will be discussed in terms of ways agencies 
can improve the credibility of their passing scores by altering some of their practices in 
an effort to gather additional types of validity evidence. 
3.4 Case Study Data 
Achievement test data from a state in the Northeast was used for part two of this 
study. The following three types of data were made available. First, item response data 
for 16,000 grade six students in four subject areas including, English language arts 
(ELA), mathematics, science, and social studies were provided. There were eight forms 
for each subject in each grade, and each form contained both multiple-choice and short 
constructed response items. The ELA examination also contained two writing items. 
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Each test form was comprised of common items (items found on all forms) and unique 
items specific only to that form. 
The second type of data made available was examinee proficiency classifications 
based on the standards set on the exams. The performance levels used to classify 
students’ abilities included l=Below Basic, 2=Basic, 3=Proficient, and 4=Advanced. 
Cut points for these achievement exams were initially established in 1996 using the 
Body of Work (BoW) method, although back then the procedure was called the Student- 
Based Constructed Response method. The cut points used in 1997 and 1998 were 
established by equating back to the 1996 BoW standards. In 1999, the test developers 
found that none of the children were reaching the Advanced category, so the state and 
test developer decided to conduct a Contrasting Groups study to re-evaluate the 1999 
standards. Data for the Contrasting Groups study consisted of teacher ratings. Teachers 
were asked to look at descriptors of each proficiency level, consider each child’s 
knowledge, and classify the student as either Below Basic, Basic, Proficient or 
Advanced. Teacher ratings were done for 13,179 grade six students. The 1999 
standards (1999) were established by combining the BoW standards with the teacher 
ratings. 
The third type of data was documentation. A state wide summary report for 
grade six (ASME, 1998) was made available, as was a report titled, “Setting 
Performance Standards Using the Body of Work (BoW) Method”(Kingston et al., 
2000). The state wide summary report included some information about how standards 
were set in 1996. The BoW paper described in detail how the method was recently 
applied to data from another Northeast state. In addition, two memos that describe the 
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teacher ratings process were also reviewed. Unfortunately, none of the literature 
provided described how exactly the teacher ratings were analyzed and combined with 
the 1996 BoW standards to form the 1999 standards. 
In order to carry out the secondary analysis (contrasting groups and cluster 
analysis), it was necessary to create samples from the 1999 item response data. Sixteen 
samples were created from the available database by selecting two samples of 
approximately 1,000 students, from each of two forms, for each of the four subject tests 
(i.e., 2x2x4). The reason for creating multiple samples was to assess the cluster 
analysis procedure for stability across samples, forms, and subjects. Both 
dichotomously and polytomously scored items were used in the analysis. Students 
scoring below chance (i.e., students scoring below 14 on math, science, and social 
studies, and 18 on ELA) were removed from the samples. This reduced each sample on 
average by 4%, or by about 40 to 50 students. 
Table 3.1 summarizes the mean, standard deviation, standard error of 
measurement (SEM), minimum, maximum, and reliability (i.e., coefficient alpha) for 
each sample. The mean raw score varied little between samples; however, across forms 
(A and B) for several subjects, there were differences of one and two raw score points. 
This indicates (as one might expect), there was some variation in the difficulty across 
forms. Since teacher ratings were made available for only about 13,000 students, on 
average 22% (or approximately 450 students) were removed from each sample in order 
to make comparisons between the various standards. 
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Table 3.1 
Summary Statistics for Sixteen Cluster Analysis Samples 
English Language Arts 
Form Sample mean s.d. SEM Low Score High Score Alpha 
A 1 56.1 12.6 3.3 18 85 0.93 
A 2 56.4 12.5 3.3 20 86 0.93 
B 1 56.8 13.0 3.5 20 84 0.93 
B 2 56.9 12.4 3.3 18 90 0.93 
Mathematics 
A 1 35.5 10.4 3.3 14 57 0.90 
A 2 35.5 10.2 3.2 14 57 0.90 
B 1 33.5 10.3 3.3 14 57 0.90 
B 2 33.7 10.2 3.2 14 56 0.90 
Science 
A 1 32.2 7.5 2.7 14 49 0.87 
A 2 32.2 7.3 2.6 14 52 0.87 
B 1 30.8 7.7 2.8 14 51 0.87 
B 2 30.8 7.8 2.8 14 52 0.87 
Social Studies 
A 1 32.0 8.0 2.6 14 51 0.89 
A 2 31.6 8.0 2.7 14 53 0.89 
B 1 33.0 7.5 2.5 14 51 0.89 
B 2 32.9 7.5 2.5 14 51 0.89 
3.5 Case Study Procedure and Analysis 
This study involved two activities. The first activity was an evaluation of the 
documentation of the state in the Northeast. The second activity involved performing 
secondary data analyses on the available teacher rating data. The secondary analyses 
involved conducting a contrasting groups analysis and a cluster analysis. The 
methodology of each activity is presented below. 
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3.5.1 Documentation Evaluation 
The first activity was an evaluation of the existing standard-setting practices of 
the state in the Northeast. This evaluation involved a review of the procedural, internal, 
and external evidence gathered by the state. The method for the first activity involved 
reviewing the documentation provided by the test developer on behalf of the state. The 
positive and negative aspects of their approaches were discussed. 
The following ten topics were considered when evaluating the documentation: 
(a) the purpose of the credentialing program, (b) an overview of the standard-setting 
process, (c) the qualifications of those designing and implementing the methodology (d) 
the number and manner of selecting panelists, (e) the qualifications of panelists, (f) the 
materials used, (g) the data collection procedures including the script of actual verbal 
instructions given to participants, (h) key frameworks or conceptualizations developed 
by participants (e.g., lists of expected student proficiencies or descriptions of minimally 
competent performance), (i) data-analysis activities that support the credibility of the 
passing scores for the intended purpose, and (j) the timeline, schedule of events, and 
actual agenda followed. In addition, the stability of the cut scores across samples of 
examinees was evaluated. These criteria provided a practical and technical basis on 
which to evaluate these methods. Suggestions of how the test developer could gather 
additional validity evidence to support the use of their standards were made. 
3.5.2 Secondary Data Analyses 
The second activity was a response to the current state standards which seemed 
to be somewhat high. Even after taking the teacher ratings into account, a large 
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percentage of students were being classified Below Basic and only a few were 
Advanced. According to the 1999 standards, about 50% of the kids were Below Basic 
in math and social studies, and about 70% scored Below Basic in science. In addition, 
less than 17% of the kids scored above Basic in any of the four subject areas. In 
science, only about 5% of the kids scored above Basic. According to the teacher 
ratings, more students should be classified above Basic, and fewer should be Basic or 
Below Basic. 
Given these surprising results, it seemed worthwhile to try out two additional 
standard-setting approaches on the data. Therefore, the second activity involved: (a) 
applying a contrasting groups (CG) analysis to the teacher ratings data, and (b) applying 
a cluster analysis (CA) procedure to the item response data. The results of these 
methods were compared to the 1999 standards used by the state. The teacher ratings 
data were used in the contrasting groups analysis and as an external criterion in the 
cluster analysis. 
3.5.2.1 Contrasting Groups 
The contrasting groups analysis was done in an effort to put the teacher ratings 
onto the test scale. The process involved three steps. First, logistic regression was used 
to establish cut points on the raw score scale. This was done by creating dichotomous 
classification variables (e.g., advanced versus proficient) and using total raw score as 
the covariate (see equations 3 & 4, p. 58). Three cut points were created for each exam. 
Second, the students were re-classified based on the contrasting groups’ cut points, and 
the percentage of students at each proficiency level were calculated. Finally, the results 
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were compared to the 1999 standards and to the cluster analysis results. The 16 data 
samples used for this analysis were described in section 3.4, on p. 51. 
Contingency tables were constructed for each subject area to compare the 
number of students at each proficiency level. The Kappa coefficient was used to 
measure the percent of agreement, corrected for chance, between the teacher ratings and 
the 1999 standards, and the contrasting groups and the 1999 standards, specifically it 
tests if the counts in the diagonal cells differ from those expected by chance. The 
equation is defined as: 
[1] 
where pQ equals the sum of the observed proportions in the diagonal cells and pe equals 
the sum of the expected proportions in the same cells. The numerator is the excess 
beyond chance, and the denominator is the maximum that this value could be. A value 
of one indicated perfect agreement, and a value of zero indicated that the agreement is 
no better than chance. Values of Kappa greater than 0.75 indicate excellent agreement 
beyond chance, and values between 0.40 and 0.75 indicate fair to good. Values less 
than 0.40 indicate poor agreement. Also, percent agreement was calculated for each 
table by summing the values on the diagonal, dividing by the total number of students, 
and multiplying that number by one hundred. 
3.5.2.2 Cluster Analysis 
The cluster analysis procedure involved several steps. The first step was to 
create sub-scores based on the major content areas as described in the test 
specifications. For example, the social studies exam measures student s knowledge in 
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five areas: civics and government, economics, geography, history, and social studies 
use. For EL A and social studies all test items were discrete, meaning they measured 
only one content area. For these subject areas, sub-scores were computed by summing 
up all items that measure the same content area for each student. 
In mathematics and science, however, many items measured two content areas 
(i.e., they were non-discrete). For example, item number one on the Form A science 
exam measured both Life Science and Unifying Themes and Concepts. In mathematics, 
3 and 4 items (on Forms A and B, respectively), and in science, 21 and 27 items (on 
Forms A and B, respectively), measured two content areas. In science, nearly all non¬ 
discrete items measured Unifying Themes and Concepts and one other area. 
For math and science, sub score values were obtained for each content area by 
dividing the value of non-discrete items in half (i.e., attributing one half of the value of 
each item to each content area) and summing up all items that measure the same content 
area for each student. As a result, several content sub-scores are not whole numbers 
(e.g., data analysis = 2.5, and problem solving = 6.5). Table 3.2 lists the content areas 
for each subject and the number of items on each form measuring each content area. 
Correlations among the content areas were computed for all 16 samples. For 
ELA, correlations ranged from .44 to .74. For mathematics they ranged from .36 to .73. 
For science, they ranged from .23 to .84. Finally, for social studies, the correlations 
between each content area ranged from .19 to .61. The correlations varied most in 
science. In general, most correlations were between .40 and .70. 
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Table 3.2 
Content Areas Used to Create Sub-Scores for Each Subject and the 
Number of Items per Form 
English 
Language 
Arts 
# of 
items/ 
form Mathematics 
#of 
items/ 
form Science 
#of 
items/ 
form 
Social 
Studies 
#of 
items/ 
form 
Reading - 
Literary 10, 15 
Problem Solving 
and Reasoning 6.5, 8 
Scientific 
Inquiry 7,4.5 
Civics and 
Govemmen 
t 
/ 
/*, 8 
Reading - 
Content 12, 13 
Numbers, 
Numeration, 
Operations 
11.5, 
10.5 
Technology 1, 2.5 Economics 10, 10 
Reading - 
Practical 14,8 
Geometry, Spatial 
Sense, 
Measurement and 
Trig. 
9.5,9 
Life Science 7,7 Geography 10, 11 
Listening 
Viewing 8, 8 
Data Analysis, 
Statistics and 
Probability 
2.5, 
2.5 
Earth and 
Space Science 6,6 
History 11, 10 
Writing 10, 10 Functions, Patterns 
and Relations 8,8 
Physical 
Science 9, 7.5 
Social 
Studies Use 1,1 
Discrete 
Mathematics 2,2 
Unifying 
Themes and 
Concepts 
10, 
12.5 
Totals A, B 54, 54 40,40 40, 40 40,40 
The second step was to run hierarchical cluster analysis (HCA) on the sub-score 
data. The purpose of this step was to get a rough idea of the optimal number of clusters 
to be derived from the data, (e.g., the 3-, 4-, or 5-cluster solution). The agglomeration 
coefficients were analyzed to determine the appropriate cluster solution. The cluster 
solution preceding the point where large steps occur in the agglomeration schedule 
represent the “best” clustering of the data. 
Next, K-means cluster analyses were conducted on the 16 samples and 3- 
through 6-cluster solutions were obtained (as suggested by the HCA). The K-means 
algorithm is iterative. Initial cluster centroids are established based on the number of 
clusters, and these centroids represent the center of each cluster. The K-means 
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algorithm establishes the cluster centroids by searching the through the data and finding 
the Q test takers that are most different from each other with respect to the clustering 
variables, where Q represents the number of clusters specified in advance by the 
researcher. All other examinees’ subscores are compared to each centroid and that 
examinee is classified into the cluster to which he or she is most similar. The algorithm 
continues until a “min/max” convergence criterion is reached (i.e., the distance within 
clusters is minimized and the distance between clusters is maximized). 
Clustering is based on similarity measures. The most popular index for 
determining the distance between each examinee and each centroid is Euclidean 
distance which can be denoted as: 
[2] 
where dy is the distance between test taker i and cluster j, xia is the score of examinee i 
on variable (e.g., sub-score) a, xja is the mean on variable a for all examinees in cluster 
j, and K is the number of variables used to form the clusters. 
The fourth step involved conducting a one-way ANOVA for each cluster 
solution to determine if the clusters were statistically different from each other. 
Solutions that were not statistically significant indicated that the cluster solution was not 
valid. The dependent variable for the ANOVA procedure was an external criterion 
(teacher ratings) and the grouping variable was the cluster membership. 
After determining the appropriate number of clusters, logistic regression was 
used to obtain the cut points between each cluster. In the logistic equation, the 
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dependent variable was membership into one of two clusters and the covariate was the 
total raw score for each examinee. The form of the logistic regression equation is: 
p 
In--= a + bx R] 
1 - p L 1 
where a and b are the slope and intercept, respectively, of the logistic regression, and x 
is the score of interest. To determine the cut points between two groups, the equation 
can be solved for x, whenp equals .5. The solved equation takes the following form: 
-a 
X=T W 
where x is the cut-point between each cluster. The cut points were used to determine the 
percentage of students at each performance level. 
Several results were reported for the cluster analysis. First, the outcomes of the 
HCA analysis were presented. The solution was determined by selecting the cluster 
solution that precedes a large jump or change in the coefficients. 
Next, one-way ANOVA results were presented for the K-Means cluster 
solutions 3 through 6. The results were reported in terms of yes or no. “Yes” indicates 
that all clusters are significantly different from each other at the .05 level of 
significance. “No” means that two or more groups were not significantly different from 
one another with respect to the teacher ratings. A Bonferroni adjustment was used to 
control for the inflated type I error rate due to multiple comparisons. 
Logistic regression was used to obtain cut points. To do this, clusters were 
ranked based on mean test score. The dependent variable was cluster membership 
which equaled the dichotomous group variable, and the covariate was total test score 
(see equation 3). The cut points were tabled for all 16 samples, as were the percentage 
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of students at each proficiency level. Again, the replications were performed to identify 
the most stable cluster solution to be used for deriving cut scores. The percentages 
obtained using CA were compared to the percentages obtained from the 1999 standards 
and teacher ratings. 
In addition, contingency tables were constructed for each sample to compare the 
number of students at each proficiency level. Kappa and percent agreement were used 
to compare, the cluster analysis (CA) results and the 1999 standards, and the cluster 
analysis (CA) results and the teacher ratings. 
The final set of results related to the CA analysis were a series of tables that 
present the standardized final cluster centers for the 4-cluster solution. Included in each 
table is the cluster mean (i.e., based on the raw score scale) and the proportion of 
students in each cluster. Table 3.3 summarizes the procedures and analysis related to 
the state achievement standards (case study). In addition to evaluating the state cut 
scores, the cluster analysis procedure was also evaluated with respect to the their 
consistency across samples. 
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Table 3.3 
Summary of Case Study Methodology 
Procedure Validity Evidence 
Evaluation of Standards 
Content analysis of 
documentation 
Degree to which documentation supports the validity of 
the standards. Degree to which the documentation is 
congruent with the standards for documenting standard¬ 
setting procedures. 
Secondary Data Analysis 
Contrasting Groups Consistency of the Teacher Ratings and the operational 
standards 
Cluster Analysis Consistency of the Contrasting Groups, Teacher Ratings 
and Operational Standards 
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CHAPTER 4 
RESULTS 
In this chapter, the results of the two studies are presented. First, the results of 
the credentialing survey will be presented followed by the results of the standards 
evaluation case study. 
4.1 Survey Results 
Table 4.1 summarizes the response rates. In total, 114 surveys were mailed. 
Seven were returned undelivered. In addition, nine surveys were sent to individuals 
who felt they were not qualified or not appropriate for participation in this study (i.e., 
this included consultants that do not set standards on credentialing examinations). 
Subtracting 16 from 114, the basis for response rates was 98. Out of 98 individuals 
surveyed, 53 completed and returned the questionnaires. Many organizations responded 
to the follow-up letters. Seven organizations indicated they use a contractor, and 
therefore did not know enough about the standard-setting procedure to complete the 
survey. Two consultants indicated that they did not obtain permission from their clients 
to share the details of their standard-setting process. 
Licensure and certification programs from several disciplines completed and 
returned the survey including 12 organizations from medical fields (i.e., doctors, nurses 
& medical specialists) and 12 from other health care professions (i.e., phlebotomy, 
pharmacy, and healing arts). Five organizations from the social sciences were 
represented. These include psychology, social work and other specialties within the 
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Table 4.1 
Summary of Survey Response Rates 
Response Categories Number % of Total 
Surveys Sent Out Originally 114 100% 
Surveys Returned Undelivered 7 6% 
Sent to Inappropriate Person (e.g., does not set standards) 9 8% 
Adjusted Number of Surveys Sent Out 98 100% 
Number of Completed Surveys 53 54% 
Agencies that used outside contractor; thus can’t complete 7 7% 
Did not obtain permission to complete survey from client 2 2% 
Total Response Rate 62 63% 
social sciences. Other fields represented in this study include business, accounting, 
architecture, engineering, teaching, and computer technology. 
The survey results are organized into the following six sections: 1) examination 
characteristics, 2) the standard-setting methods used by credentialing organizations, 3) 
panelist selection and training, 4) panelist rating tasks and the recommendation of 
standards to governing bodies, 5) data-analysis activities, and 6) a brief summary. The 
results in each section will be discussed in terms of how credentialing organizations can 
alter their standard-setting practices in order to obtain validity evidence that supports the 
credibility of their standards. 
4.1.1 Examination Characteristics 
The topics discussed in this section include: the number of examinees 
administered the exam, administration formats (i.e., P & P or CBT), item formats, and 
specific item types used by credentialing organizations. Each of these topics are 
discussed below starting with examinee volume. 
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Each respondent was asked to report the number of examinees that sat for their 
primary exam during the previous twelve-month period. Table 4.2 summarizes the 
responses to this survey question. The results suggest that the testing programs of many 
of the credentialing organizations were relatively small in scope. Two examinations 
were administered to less than 25 examinees, and four were administered to fewer than 
100 people during the past year. Twenty-five percent of the organizations that 
responded indicated they tested fewer than 300 candidates, and fifty percent tested fewer 
than 3,000. Seventy-five percent tested 9,500 or fewer, and two organizations tested 
more than 100,000 individuals during the previous year. 
Table 4.2 
Number of Examinees Administered the Exams in the Past Year and 
the Percentage of Organizations Testing that Number 
Number of 
Examinees 
Percent of 
Organizations 
Cumulative 
Percent 
0-50 5% 5% 
51-100 5% 10% 
101-300 15% 25% 
301-3,000 25% 50% 
3,001-10,000 25% 75% 
10,001-25,000 15% 90% 
25,001-106,000 5% 95% 
106,001-200,000 5% 100% 
The most popular administration format of those surveyed was P & P. Thirty- 
six of 53 organizations (68%) administered their exams exclusively using P & P. Five 
organizations required both a P & P exam and a performance task. Thus, about 77% (41 
out of 53) of the credentialing agencies that responded, wrote that they used P & P on all 
or part of their exam. Eight organizations (15 %) reported using CBT exclusively, and 
three agencies gave their examinees the option of either P & P or computer. Of the 11 
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agencies that administer their exams via computer, 10 used linear testing models, and 
only one used an adaptive model. One organization evaluated examinees’ proficiency 
by observing their performance on a task (i.e., a nothing was typed or written). 
The item types listed on the survey were classified as either selected-response 
items (SR), or constructed-response (CR). Thirty-nine of the examinations described by 
the survey respondents (74%) were comprised exclusively of SR items. Six (11%) were 
comprised exclusively of CR items. And, eight (15%) were comprised of a mix of both 
SR and CR items. All of the exams that used SR item formats used multiple-choice 
items. Of the 39 exams comprised solely of SR item formats, about 82% were 
comprised exclusively of multiple-choice items. Combining the mixed format and CR 
exams, there were a total of 14 exams (26%) that contained CR items (i.e., items that 
were polytomously scored). 
Table 4.3 summarizes the frequency and percentage of respondents that selected 
each item type included on the survey. It should be noted that test items involving 
simulated patient scenarios are not necessarily CR items. Many organizations present 
candidates with simulated patient scenarios and then ask them to answer multiple- 
choice questions about the patients. 
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Table 4.3 
Number of Exams Using Each Item Type 
Item Types Freq. / Total N Percentage 
Selected-Response Item Types 
Multiple-choice 47/53 89% 
Matching 4/53 8% 
True/False 3/53 6% 
Grid-in response 3/53 6% 
Multiple-Multiple-Choice 1/53 2% 
Constructed-Response Item Types 
Performance Tasks 6/53 11% 
Extended Constructed Response 4/53 8% 
Short Constructed Response 4/53 8% 
Oral Response 3/53 6% 
Fill-in-the-blank 1/53 2% 
Work Samples/Portfolios 1/53 2% 
Other 
Simulated Patients* 7/53 13% 
* Simulated patient is not an item type but a scenario. MC or CR questions can be 
asked based on a simulated patient situation. 
4.1.2 Standard-Setting Methods 
To better communicate the results for this section, the surveys were divided into 
the following three groups: a) exams comprised solely of SR items, b) exams comprised 
solely of CR items, and c) exams comprised of both SR and CR or mixed item formats. 
The logic for this approach was that traditional standard-setting methods are applicable 
to tests comprised exclusively of SR items, but not to tests comprised exclusively of CR 
item types. On mixed tests, one or two standard-setting methods may be implemented 
(i.e., one method for SR items and one with CR items, or one method for all test items). 
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Table 4.4 summarizes the names of the standard-setting methods credentialing 
organizations reported using to set standards on their primary exam. For exclusively SR 
exams, Angoff and modified Angoff methods were by far the most popular, used by 
85% of the agencies surveyed. Nedelsky was used by three organizations (8%). The 
remaining three organizations used other methods. The names of these three methods 
were the: a) Multi-Method approach, b) Comprehensive method, and 3) Trial-and-Error 
method. None of these three methods can be found in existing standard-setting 
literature. 
Table 4.4 
Methods Organizations Used to Set Standards on Their Primary Exam 
Standard-Setting Method Frequency Percent 
Exams that contained 100% Selected-Response Items N=39 100% 
Angoff / Modified Angoff 33 84% 
Nedelsky (modified) 3 8% 
Other 3 8% 
Exams that contained 100% Constructed-Response Items N=6 100% 
Extended Angoff 2 32% 
Benchmark Method 1 17% 
Combination of modified “up and down” and Contrasting Groups 1 17% 
Combination of Holistic approach and Contrasting Groups 1 17% 
No name provided 1. 17% 
Exams that contained Mixed Format SR & CR Items 
Method Applied to SR Items Method Applied to CR Items N=8 100% 
Modified Angoff Extended Angoff 3 38% 
Modified Angoff Benchmark 1 12% 
Modified Angoff Holistic Judgement 1 12% 
Nedelsky modified Modified Ebel 1 12% 
No name provided No name provided 1 12% 
Relative Standard 1 12% 
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Two of the three organizations enclosed brief reports that described their 
methods. According to the report, the Multi-Method approach incorporated information 
from an Angoff procedure (conducted before 1990) with a Passing Point Workshop 
(held approximately five years later). The details about how the two methods were 
combined to reach the final passing score was not clearly described in the report. The 
Comprehensive method seemed to have several characteristics in common with the 
Angoff procedure (i.e., it involved evaluating how many test items a minimally 
competent examinee would answer correctly). Unfortunately the report provided by the 
organization also did not describe the procedure in enough detail for the reader to 
understand how the process works. Finally, the Trial-and-Error method was not quite as 
capricious as the name implies. The method appeared to involve a somewhat systematic 
approach; that is, panelists rate items, look at examinee’s actual work, and do a number 
of other activities in attempt to arrive at appropriate standards. It is not clear how 
systematic the Trial-and-Error approach actually is. More information would be needed 
to determine if these three other methods produce passing scores that are reliable, 
credible, and valid for their intended purposes. 
The standard-setting method used by two of the six performance-based 
examinations was the Extended Angoff. One exam used the Benchmark procedure. 
The Extended Angoff procedure is supported by empirical research (Hambleton & 
Plake, 1995). The Benchmark procedure has become very popular in state assessment 
programs, however, the research base is small. Two other exams used combination 
approaches. These procedures are reportedly modifications of the Contrasting Groups 
procedure. One organization did not provide a name for the procedure they used. 
% 
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On examinations containing mixed item types, seven out of the eight used two 
standard-setting methods. Modified Angoff was used on the SR items in five of the 
eight cases. On three examinations modified Angoff was used in combination with the 
Extended Angoff procedure. Benchmark and Holistic Judgment were the two other 
methods used in conjunction with modified Angoff. One group used a modified Ebel 
method in addition to a modified Nedelsky. The Nedelsky was used with the SR items, 
and modified Ebel was applied to the CR items. One respondent did not provide names 
for the procedures used (from the responses to the survey it appears an appropriate name 
might have been the Comprehensive-Trial-and-Error-Multi-Method). Finally, one 
organization reported that they applied Relative standards to their exam. 
4.1.3 Panelist Selection and Training 
Jaeger (1991), Norcini and Shea (1997), and Williamson (1999) suggested that 
selecting qualified standard-setters is probably the most important element of 
developing a credible standard. Of the 53 organizations that responded to this survey, 
all but one required a panel to be assembled in order to set passing scores. The one 
organization that did not use panelists, used relative standards. Due to issues relating to 
survey length, no organizations were asked about their panelist selection practices. 
The one aspect of panelist selection that was investigated by this survey was 
panel size. Forty-eight organizations answered the survey question about how many 
panelists they brought together the last time they set standards. Table 4.5 displays the 
results. The numbers ranged from 4 to 24 and the median number of panelists per panel 
was 10. Four organizations (two with 9, one with 10, and one with 12 panelists) split 
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panels during the ratings process, giving them panels of 4, 5, and 6 members 
(respectively). 
Table 4.5 
Number of Panelists on Each Standard Setting Panel 
Number of SMEs 
per Panel 
Frequency 
of Agencies Percent 
Cumulative 
Percent 
4 2 4% 4% 
5 3 6% 10% 
6 5 11% 21% 
7 2 4% 25% 
8 4 8% 33% 
9 5 11% 44% 
10 4 8% 52% 
11 2 4% 56% 
12 10 21% 77% 
14 3 6% 83% 
15 5 11% 94% 
18 1 2% 96% 
24 2 4% 100% 
Total 48 100 
Organizations were also asked if they split SMEs into more than one panel for 
standard setting. Of the 50 organizations that answered this question, 40 (80%) 
indicated that they did not split panelists into two or more panels, thus, only 20% did. 
All ten of the organizations that split panels, trained all panelists together and then split 
them for the ratings process. The logic behind splitting panels relates directly to the 
process of accumulating validity evidence. It is somewhat like running two independent 
standard-setting studies. If the two groups separately arrive at the same passing score 
(using the same procedure), then there is strong evidence that the passing scores are 
reliable or generalizable across panels. 
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After selecting and bringing together panelists, the process of training begins. A 
point made by Hambleton (1998) is that training materials should be field-tested prior to 
use to increase clarity and to reduce the possibly of confusing panelists. In this study, 
83% of the agencies reported that they used training materials during their last standard 
setting meeting. Fifty-six percent indicated that they field-tested them. Perhaps one 
reason this number seems low is that most organizations have used the same or similar 
materials for years. These material tend to evolve based on, their effectiveness during 
the previous standard-setting meeting. When new material is introduced, however, 
Hambleton (1998) recommends pilot-testing the material prior to use. 
Training usually involves several activities including: 1) explaining and 
modeling the procedure, 2) showing the scoring keys and/or scoring rubrics and 
ensuring that they are understood, 3) practice using the rating forms, 4) practice the 
rating task, and 5) explaining any normative data that will be used in the process. To 
learn about the training activities of credentialing organizations, 8 training activities 
were listed on the survey and respondents were asked to check all applied. The numbers 
and percentages for each training activity are summarized in Table 4.6. 
These self-reported numbers appear to be high, although, if applicable, each 
activity should be performed 100% of the time. For example, the purpose of the 
credential/license should always be explained. One number that was disappointingly 
low was the percentage of organizations that required panelists to take part or all of the 
exam under test-like conditions during training (54%). Administering the exam to the 
panelists is an effective way to demonstrate to them the difficulty of the exam as well as 
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Table 4.6 
Summary of Panelist Training Activities 
Training Activity_ 
The “minimally qualified candidate” was discussed 
The standard-setting procedure was explained 
Panelists had opportunities to ask questions about the process 
The purpose of the credential was explained 
Practice with standard-setting task was conducted 
Normative data used in the process were explained 
Scoring keys and/or scoring rubrics were explained 
Panelists took part or all of the exam under test-like conditions 
Freq./N Percent 
48/49 98% 
48/49 98% 
48/49 98% 
46/49 94% 
44/49 90% 
31/35 89% 
9/12 75% 
25/46 54% 
the knowledge and skills that examinees must posses to obtain a high score. Another 
number that appeared low was the number corresponding to the statement “scoring keys 
and/or scoring rubrics were explained.” This number appears to be low because it is 
critical that panelists understand the scoring keys and/or scoring rubrics in order to 
make ratings. 
Overall, the amount of time organizations spent training panelists seemed 
appropriate, especially considering that most of the exams in this study were relatively 
short. For example, over 70% of the exclusively SR exams were comprised of 200 or 
fewer test items. Also, 74% of the exclusively SR exams were completed by examinees 
in four hours or less. Only 28% of the credentialing organizations that responded to this 
survey spent less than two hours on training. About 76% spent four hours or less. The 
organizations that required panelists to take part or all of the test, on average, spent 
about two additional hours on training. 
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4.1.4 Panelist Rating Tasks 
Survey results for questions related to the rating process were summarized only 
for exams which used modified Angoff (38), or Nedelsky (4) methods. It was believed 
that limiting the results to these two test-centered methods would simplify comparisons 
since these standard-setting procedures use somewhat similar ‘kernels.’ 
One aspect of the process that was investigated was the amount of time 
organizations spent rating items. For each organization, the time spent rating items was 
divided by the number of test items they rated. The results indicated that the median 
number of items rated by each panelist was 175, and the median amount of time spent 
performing item ratings was 6.25 hours. On average, the panelists spent a little more 
than two minutes rating each item. Three organization indicated they spent surprisingly 
little time rating items (i.e., 35 to 60 seconds on average per item). Conversely, four 
organizations indicated they spent, on average, more than five minutes per item. Of 
those that completed the survey, no organization reported spending more than 16 hours 
rating items, and 90% of the organizations spent 12 hours or less. 
There are numerous aspects of the rating process that may vary from procedure 
to procedure and can strongly influence the resulting passing scores. Some of these 
aspects include: (a) the number of rounds (or iterations), (b) the use of actual work of 
candidates, (c) the allowance of panelists to discuss their first set of ratings with other 
panelists, and (d) the use of performance data, consequential data, and other forms of 
feedback. The survey contained questions that addressed each of these activities, and 
the results are summarized in Table 4.7. 
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Table 4.7 
Summary of Panelist Rating Activities 
Question as written on survey Freq. /N Percent 
How many rounds of ratings did panelists provide? (N = 37) 
One 15 41% 
Two 20 54% 
Three 2 5% 
If panelists provided more than one round of ratings, to what (N = 22) 
extent and in which direction did the standards change as a 
result of the additional ratings? 
A little lower 13 59% 
No change 7 32% 
A little higher 2 9% 
% Responding 
yes 
Did panelists discuss their first set of ratings with other 
panelists? 30/36 83% 
Did panelists receive actual performance data (e.g., p-values)? 31 / 40 76% 
Did panelists receive data regarding the impact of the passing 
standard (e.g., percentage of candidates who would pass)? 19/38 50% 
Did panelists receive other forms of feedback (e.g., 
consistency ratings)? 16/38 42% 
Did panelists look at the work of actual candidates? 10/40 25% 
The number of rounds carried out during the standard-setting meetings varied 
from organization to organization, regardless of the name of the standard-setting method 
used. Based on the 37 organizations that responded to this item, 15 panels (41%) 
performed one round of ratings, 20 panels (54%) carried out two rounds, two panels 
(5%) carried out three rounds; and, no panels performed more than three rounds of 
ratings. To what extent do multiple rounds affect the passing scores? One of the 
individuals interviewed for this survey confided that, “in most cases the passing scores 
do not change much after the first round. They’re not set in stone, but they rarely move 
up or down more than a few raw score points (i.e., never more than 5).” This survey 
inquired about the extent standards changed as a result of additional rounds of ratings. 
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The results indicate that in 59% of the cases (13 of 22) the passing scores changed a 
little, and in 32% of the cases (7 of 22) there was no change in the passing score. None 
of the results indicated that there was ‘much’ change in the passing score as a result of 
multiple rounds of ratings. Although the size of the change is not large, these numbers 
suggest that multiple rounds lead to changes in the passing scores in nearly two-thirds of 
the cases. In most cases, the standards appear to be lowered a little. 
Possibly the most confusing issues for organizations relate to the types and 
amounts of feedback given to panelists during the rating process. Table 4.7 summarizes 
the responses to questions about information and feedback during the rating process. 
Eighty-three percent of the organizations, indicated panelists discuss their first set of 
ratings with other panelists. Seventy-six percent indicated panelists received 
performance data, such as p-values. Fifty percent indicated panelists received 
consequential data such as information about the percentage of panelists who would 
pass, and 42% of the organizations surveyed indicated panelists received other forms of 
feedback, such as panelist consistency ratings. Finally, some of the organizations 
surveyed (25%), indicated candidates’ work was shown to the panelists. 
Two survey questions inquired about what was done once their passing score 
was obtained. Of those surveyed, 94% responded they recommended their passing 
scores to a governing body or a policy group. One third of the organizations surveyed, 
indicated that the governing bodies and policy groups made modifications. Of the ten 
organizations that commented on the modifications of the governing boards, three 
indicated that the standards were too high, and were lowered and none indicated that the 
standards were raised. Two respondents wrote that the policy groups often take into 
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account the previous standards and the historical pass rates. Two other organizations 
said they recommended cut-point bands that take into account the cut points plus or 
minus one SEM. Finally, one group indicated the policy board chose a standard 
regardless of their recommendations. 
4.1.5 Data-Analysis Activities 
The survey questions about data-analysis activities were designed to learn about 
the types of validity evidence organizations gather to support their passing scores. Nine 
data-analysis activities were listed on the survey and respondents were asked to check 
all that applied. In addition, the survey asked organizations if they had prepared a report 
summarizing their standard-setting process. The documentation questions and the nine 
activities correspond directly to a framework for examining the validity of passing 
scores provided by Kane (1994). Responses to the survey questions about data-analysis 
activities are located below in Table 4.8. 
Documentation is one of the primary ways for agencies to gather procedural 
evidence. Seventy-two percent of those who responded to this survey claimed they 
wrote a report summarizing the standard-setting process and the results. Each 
respondent, however, was also asked if their report were available to interested parties. 
Several of the organizations indicated the reports were for internal use only, or were not 
available. Taking this into consideration, the percentage of organizations that made 
their reports available to interested third parties was 32%. Included in the 
documentation one might expect to find a survey of the panelists’ opinions about the 
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Table 4.8 
Summary of Data-Analysis Activities 
Data-analysis Activities Freq. / N Percent 
Procedural Evidence 
Prepared a standard-setting report 38/53 72% 
Surveyed panelists’ reactions about the standard-setting process 17/45 38% 
Provided contact information to obtain report 17/53 32% 
Checks Based on Internal Criteria 
Calculated standard errors of passing scores 33/45 73% 
Calculated consistency ratings for each panelist 25/45 56% 
Compared results across rounds 17/45 38% 
Compare consistency of standards on multiple forms of the exam 11/43 26% 
Compared consistency across independent panels 7/45 16% 
Calculated consistency ratings for sub-groups of panelists 7/45 16% 
_Checks Based on External Criteria_ 
Compared results to standards obtained using another method 13 /43 30% 
Compared pass-fail decisions based on test to external criteria_12/45 27% 
standard-setting process. Only 38% of respondents reported that they surveyed panelists 
at the end of the meeting. 
Validity checks based on internal criteria refer primarily to the consistency of the 
judgments made by panelists. The six data-analysis activities related directly to the 
gathering of internal validity evidence included: calculating the standard error of the 
passing score (73%), calculating the consistency ratings for each panelist (56%), 
comparing the results across rounds (3 8%), comparing the consistency of standards set 
on multiple forms of the test (26%), comparing consistency across independent panels 
(16%), and calculating consistency ratings for sub-groups of panelists (16%). 
Validity checks based on external criteria require external sources of information 
about competence. Thus, this type of evidence, is usually difficult to gather. Only 27 /o 
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of respondents indicated that they had compared pass-fail decisions based on the test to 
external criterion. In addition, only 30% of respondents indicated that they had 
compared the results obtained from their most recent standard-setting study, to results 
obtained using another standard-setting method. 
4.1.6 Summary of Survey Results 
The testing programs of the organizations that responded to this survey were 
relatively small, with half testing fewer than 3,000 examinees per year. The most 
popular administration format reported by the respondents were P & P (used by 77%), 
the most commonly used item type was multiple-choice (used on 89%), and the most 
frequently used standard-setting method was modified Angoff (used on 84% of the 
exams containing SR and mixed items). The results did indicate, however, that there 
has been an increase in the use of CBT (used by 21%), as well as an increase in the use 
of constructed-response item formats (used on 26%) in the past ten years. 
The results clearly indicate that, although most of the organizations responding 
to this survey used methods with the same name (i.e., Angoff, modified Angoff, & 
Nedelsky), none of the organizations used exactly the same process to set standards. 
This is partially due to the multi-faceted nature of the standard-setting process. The 
results broke the standard-setting process into three sections: panelist selection and 
training, panelist rating activities, and data-analysis activities. 
The panel sizes were a bit smaller than one might desire in order to bring 
together a representative sample of stakeholders. For example, roughly one half of the 
organizations reported they assembled 10 or fewer panelists, and ten organizations used 
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six or fewer panelists per panel. In general, the panelist training done by organizations 
appeared to be thorough. One exception pertains to asking panelists to take part or all of 
the test items which was done by only 54% of the respondents. 
Organizations’ approach to the ratings task varied substantially. Some used only 
one round of ratings (41%), some used two rounds (54%), and some used three (5%). 
Most panels discussed their first set of ratings (83%). Some panels received 
performance data (76%), consequential data (50%), and/or other forms of feedback 
(42%). And, some panels looked at the work of actual candidates (25%). 
Regarding validity evidence, the survey inquired about: 1) procedural evidence, 
2) checks based on internal criteria, and 3) checks based on external criteria. Although 
72% of organizations responding to this survey claimed they had reports available (i.e., 
procedural evidence), only 32% provided contact information to obtain a report. The 
percent of organizations that performed validity checks based on internal criteria ranged 
from 16% to 73%. Only 27% to 30% of organizations reported they performed validity 
checks based on external criterion. 
4.2 Case Study Results 
The results of the standards evaluation are divided into two sections. The first 
section reviews the available documentation. The second section focuses on the results 
of the secondary data analyses. 
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4.2.1 Documentation Evaluation 
A Statewide Summary Report, produced in 1998, included a section on the 
standard-setting methods used by this state. In 2000, a report by Kingston et al. was 
published describing the BoW method. These two pieces of documentation were 
evaluated with respect to the list of 10 topics one might expect to find in a thorough 
standard-setting report (see p. 39). Table 4.9 summarizes the list and indicates which 
topics are included in each report. 
Table 4.9 
Checklist of Topics Covered in the Standard-Setting Documentation 
Included in Report 
Topics covered in documentation_1998 2000 
The purpose of the testing program V n/a 
Overview of the standard-setting process V V 
Qualifications of those designing and implementing the methodology V V 
The number and manner of selecting panelists V 
The qualifications of panelists V 
The materials used. V 
The data collection procedures including the script of actual verbal 
instructions given to participants V 
Key frameworks or conceptualizations developed by participants V V 
Data-analysis activities that support the credibility of the passing 
scores for the intended purpose V 
The timeline, schedule of events, and actual agenda followed_V_n/a 
Note: n/a indicates topic is not applicable to the 2000 report. 
1. The purpose of the testing program. The purpose of the program was 
discussed in the report. Essentially, the purpose of the state testing program was, “to 
establish what students should know and be able to do and to develop and implement 
effective methods for assessing that learning so that local decisions about curriculum 
development and delivery can be made” (p.l). 
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2. Overview of the standard-setting process. The documentation contained a 
well written overview of the standard-setting process. 
3. Qualifications of those designing and implementing the methodology. Third, 
the qualifications of those designing and implementing the methodology were not 
discussed, although the names of the organizations conducting the standard-setting 
study are known (i.e., the department of education and Advanced Systems, Inc.). 
4. The number and manner of selecting panelists. There was no detail about the 
number and manner of selecting panelists for the 1996 study. However, the 2000 report 
presented detailed information about the selection of panelists for a similar standard¬ 
setting study. The number of panelists (15 to 21 per panel) and their occupations were 
included. Assuming that the previous study was done in a similar manner, then the 
number of panelists seemed appropriate. In fact, with panels that large, the state might 
consider splitting panelists into two groups to gather consistency data. 
5. The qualifications of panelists. The qualifications of panelists were not 
discussed in detail in the 1998 report; although, it was clear from reading the 2000 
report that the panels were comprised of teachers, administrators, policy makers, 
business people, parents and others. The way it was written suggested that the panels 
were representative of the stakeholders. 
6. The materials used. In the 1998 report, there were no samples of the actual 
materials used during the standard-setting meeting. However, in the 2000 report there 
was a detailed list of the items prepared prior to the standard-setting meeting. 
7. Data collection procedures. Although the 1998 report was not detailed, the 
2000 report presented a detailed account of the data collection procedures. This 
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description appeared to contain enough detail so that a third party could replicate this 
standard-setting procedure. The documentation did not, however, include the script of 
actual verbal instructions given. Such a request may be a bit extreme since it many 
cases it may not exist, and a standard-setting facilitator may need to deviate from the 
script in many situations. 
8. Key frameworks or conceptualizations. The 1998 report included, in the 
appendices, descriptions of each performance level for each subject test. It should be 
noted that the BoW method does not require panelists to develop a conceptualization of 
the minimally competent performance, and is based on a holistic judgment of student 
work. The 1998 report also included samples of student work at each proficiency level. 
9. Data-analysis activities . The 1998 report did a poor job describing and 
presenting the data-analysis activities. It only included one table which was reproduced 
earlier in this dissertation as Table 4.9. In contrast, the 2000 report does an excellent 
job describing all of the activities done as part of the data-analysis process. These 
results make convincing arguments in support of the BoW standards. Section 2.4.1 
presents a detailed account of the BoW procedure as well as detailed descriptions of the 
validation activities carried out by the test developer. 
10. Timeline, schedule of events, and actual agenda. Finally, no details were 
provided about the timeline, schedule of events, and actual agenda followed, although 
the month and year of the standard-setting meeting are provided. 
81 
4.2.2 Secondary Data Analyses 
As mentioned previously, the motivation for these studies was derived from the 
discrepancies in the classification of students using the 1999 standards versus the 
teacher ratings. The numbers presented in the following three tables illustrate this point. 
Table 4.10 shows the percent of students at each proficiency level from 1996-1998. The 
data in this table suggest that the standards in this state yielded consistent classifications 
in each subject for three years. In 1999, however, no students were classified as 
advanced for most subjects. 
Table 4.10 
Percent of Students at Each Proficiency Level from 1996-1998 
Proficiency 
Level 
English 
Language Arts Mathematics Science Social Studies 
‘96 ‘97 ‘98 ‘96 ‘97 ‘98 ‘96 ‘97 ‘98 ‘96 ‘97 ‘98 
Advanced 1 2 2 1 1 1 <1 <1 <1 4 4 5 
Proficient 15 16 14 11 10 13 9 7 5 8 9 10 
Basic 38 39 40 27 33 32 20 22 21 32 35 34 
Below Basic 42 40 42 59 55 52 69 68 72 53 49 49 
As a result, teacher ratings were gathered. In general, comparing standards to an 
external criterion can help determine whether standards are too high, too low, or about 
right. Table 4.11, shows the discrepancies between the percentage of kids classified at 
each performance level based on the 1999 standards (’99S) versus the teacher ratings 
(TR). The numbers indicate that the teachers felt fewer students were Below Basic, than 
the test results suggest. In addition, the teachers seemed to think more students were 
above the Basic level than the test results suggest. 
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Table 4.11 
Percent of Students at Each Proficiency Level: 
1999 Standards (‘99S) vs. Teacher Ratings (TR) 
Proficiency 
Level 
English 
Language Arts Mathematics Science Social Studies 
’99S TR ’99S TR ’99S TR ’99S TR 
Advanced 2 7 1 7 <1 6 6 6 
Proficient 14 24 15 25 4 21 10 23 
Basic 43 39 33 38 25 42 34 41 
Below Basic 41 30 51 30 71 31 50 30 
Note: These percentages are based on all students taking all forms (N=13,179) 
Contingency tables were constructed in order to examine more closely the level 
of agreement between the teacher ratings and the 1999 standards. Kappa values and 
percent agreement were calculated. A Kappa value of one indicates perfect agreement, 
and a Kappa value of zero indicates that the agreement is no better than chance. Percent 
agreement was calculated for each table by summing the values on the diagonal, 
dividing by the total number of students, and multiplying that number by one hundred. 
The results displayed in Table 4.12 reveal that the Kappa values were generally 
low, ranging from . 11 to .29, as were the percentages of agreement, which ranged from 
38% to 52%. The subject with the largest amount of agreement was English language 
arts (K=.29), and the subject with the least amount of agreement was science (K=.l 1). 
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Table 4.12 
Contingency Tables, Kappa, and Percent Agreement for all Subjects: 
Teacher Ratings versus 1999 Standards 
English Language Arts Mathematics 
1999 Standards 1999 Standards 
Trate 1 2 3 4 Total Trate 1 2 3 4 Total 
1 584 161 8 753 1 579 91 7 677 
2 419 651 125 4 1199 2 568 526 90 2 1186 
3 86 399 243 24 752 3 163 351 211 18 743 
4 4 75 99 40 218 4 14 67 100 28 209 
Total 1093 1286 475 68 2922 Total 1324 1035 408 48 2815 
Kappa: .29 % Agreement: 52% Kappa: .25 % Agreement: 48% 
Science Social Studies 
1999 Standards 1999 Standards 
Trate 1 2 3 4 Total Trate 1 2 3 4 Total 
1 563 53 616 1 701 122 5 828 
2 685 224 19 928 2 508 481 75 27 1091 
3 229 218 61 1 509 3 99 289 126 64 578 
4 34 72 47 1 154 4 6 52 47 53 158 
Total 1511 567 127 2 2207 Total 1314 944 253 144 2655 
Kappa: .11 % Agreement: 38% Kappa: .28 % Agreement: 51% 
In order to compare the 1999 standards to standards derived from additional 
sources, secondary analyses were conducted. This section presents the results of the 
contrasting groups first, followed by the results of the cluster analysis procedures. The 
results of each procedure was compared to the 1999 standards. 
4.2.2.1 Contrasting Groups 
The contrasting groups analysis was carried out with the teacher rating data. The 
procedure used for this study was probably similar to the one used by the test developer 
to compare the BoW standards to the teacher ratings. For this study, logistic 
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regression was used to locate cut points between each pair of proficiency levels for each 
of the 16 data samples. Table 4.13 displays the resulting cut points. The cut points 
appeared to be consistent across samples and across forms. They varied across samples 
(within forms) by only one or two raw score points. The greatest difference across 
forms was in the Proficient category between Forms A1 (45) and B2 (40), which 
differed by five raw score points. The results suggest that cut scores derived using 
contrasting groups were relatively stable across samples of the examinee population. 
Table 4.13 
Contrasting Groups Cut Points Obtained Using Logistic Regression 
Form A Form B 
Proficiency Level Sample 1 Sample 2 Sample 1 Sample 2 
English Language Arts 
Advanced (79) 78 79 80 78 
Proficient (68) 66 67 65 67 
Basic (55) 48 47 49 48 
Mathematics 
Advanced (55) 54 52 53 54 
Proficient (46) 44 45 40 41 
Basic (35) 25 27 24 26 
Science 
Advanced (49) 48 47 47 46 
Proficient (44) 40 39 39 39 
Basic (36) 27 28 26 25 
Social Studies 
Advanced (45) 46 46 47 47 
Proficient (41) 40 39 42 41 
Basic (34) 28 28 29 28 
The median cut points across the four samples for each subject and the average 
percent of students at each performance level are presented in Table 4.14. The table 
also contains the cut points and average percentage of students at each proficiency level, 
based on the 1999 standards. 
85 
Table 4.14 
Cut points and Percent at Each Proficiency Level: 
Contrasting Groups (CG) vs. 1999 Standards (‘99S) 
Median Average Median Average 
Performance Cut points % of Students Cut points % of Students 
Level Based on CG at Each Level Based on ‘99S at Each Level 
ELA 
Advanced 79 2 79 2 
Proficient 67 22 68 14 
Basic 48 54 55 43 
Below Basic 18 22 18 41 
Mathematics 
Advanced 54 2 55 1 
Proficient 43 25 46 15 
Basic 26 52 35 33 
Below Basic 14 21 14 51 
Science 
Advanced 47 2 49 <1 
Proficient 39 17 44 4 
Basic 27 55 36 25 
Below Basic 14 26 14 71 
Social Studies 
Advanced 47 3 45 6 
Proficient 40 15 41 10 
Basic 28 54 34 34 
Below Basic 14 28 14 50 
Across all four subjects, when comparing the contrasting groups results to the 
1999 standards, the Basic cut points based on contrasting groups were lower than the 
state’sl999 Basic cut points. This suggested that for all subjects the current Basic cut 
points may be too high, and fewer students should actually be classified as Below Basic. 
Only for ELA did the two procedures yielded identical cut points (in the Advanced 
category). For ELA and social studies, the Proficient cut points were only one point 
lower, although this allowed 5% to 8% more students to score at the Proficient level. 
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In only one case was a cut point based on contrasting groups higher than the a cut point 
based on the 1999 standards, that is the Advanced social studies cut point. 
The contrasting groups procedure classified 17% of the students in science as 
Proficient, compared to only 4% based on the 1999 standards. For science, math, and 
social studies, the percentage of students scoring Below Basic based on the 1999 cut 
points was 71%, 51% and 50%, compared to 26%, 21%, and 28% based on the 
contrasting groups analysis. Again, in these subjects, the contrasting group results 
suggest that the 1999 cut point for the Basic level may be a bit too high. 
To investigate the agreement between these two sets of standards, the samples 
were combined for each subject and contingency tables were created. Table 4.15 shows 
the Kappa statistics and the percent agreement for each subject. The Kappa values 
increased compared to the values obtained by comparing teacher ratings to the 1999 
standards. The one exception was science, which remained about the same. Kappa 
ranged from .10 (science) to .67 (ELA) and agreement ranged from 38% to 78%. 
When the current cut scores were investigated an additional warning flag was raised. 
For three out of four subjects, a performance category was found to have a surprisingly 
small raw score range. For example, it was discovered that to fall into the Advanced 
category in mathematics, a student must have scored either 55, 56 or 57 on the exam. 
Similarly in science a student must have scored 49, 50, 51, or 52 to be 
Advanced. Finally, in social studies, the range of scores for the Proficient category was 
41-44 on Form A and from 42-44 on Form B. Given that the standard error of 
measurement on these exams ranges from 2.5-3.3, it seems unlikely that a student 
falling into one of these three categories is different in ability than many of the students 
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Table 4.15 
Contingency Tables, Kappa, and Percent Agreement for all Subjects: 
Contrasting Groups versus 1999 Standards 
English Language Arts Mathematics 
1999 Standards 1999 Standards 
CG 1 2 3 4 Total CG 1 2 3 4 Total 
1 666 666 1 615 615 
2 427 1093 1520 2 709 766 1475 
3 193 475 9 677 3 269 380 649 
4 59 59 4 28 48 76 
Total 1093 1286 475 68 2922 Total 1324 1035 408 48 2815 
Kappa: .67 % Agreement: 78% Kappa: .47 % Agreement: 64% 
Science Social Studies 
1999 Standards 1999 Standards 
CG 1 2 3 4 Total CG 1 2 3 4 Total 
1 523 523 1 773 773 
2 988 251 1239 2 541 851 1392 
3 316 69 385 3 93 253 45 391 
4 58 2 60 4 99 99 
Total 1511 567 127 2 2207 Total 1314 944 253 144 2655 
Kappa: : .10 % Agreement: 38% Kappa: .61 % Agreement: 74% 
in theadjacent categories. If the examinees scoring in these restricted proficiency 
categories took the exam again, it is likely that they would be classified differently. 
To determine whether collapsing the Advanced category would improve the 
agreement between the standard-setting methods, the Advanced and Proficient 
categories were merged. Thus, instead of four proficiency levels there were three (i.e., 
Below Basic, Basic, and Above Basic). Contingency tables were generated between 
both sets of standards (i.e., 1999 standards vs. teacher ratings, 1999 standards vs. 
contrasting groups). The Kappa values increased very little (.00 - .04). However, if the 
Advanced and Proficient categories were merged, one would have more confidence that 
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a student scoring 55 in mathematics (Above Basic) is different in ability from a student 
scoring in the adjacent category (i.e., Basic). 
42.2.2 Cluster Analysis 
After preparing the data by computing sub-scores based on the content areas, the 
16 data samples were analyzed using HCA to get a rough idea of the optimal number of 
clusters to be derived from the data (i.e., HCA was used as a preliminary step to decide 
on Q for K-Means). The optimal cluster solutions were identified for each sample by 
interpreting the change in the agglomeration coefficients 
For ELA, large jumps occurred between the third and second cluster solutions 
indicating that the 3-cluster solutions appeared viable all four samples. In mathematics 
the 4-cluster solution appeared to be appropriate for three out of the four samples; and, 
a 3-cluster solution appeared to be appropriate for the other math sample. Finally, in 
both science and social studies, the results suggested that either 3- or 4-cluster solutions 
were optimal. The one exception was science form 1, sample 2, which indicated a 5- 
cluster structure may have been underlying the data. Based on these results, it seemed 
sensible to explore 3-6 cluster solutions for the K-Means analyses. 
The K-Means procedure was then used to sort students into groups of pre¬ 
specified numbers. The results of the one-way ANOVAs are found in Table 4.16. 
Again, the ANOVAs were run on each K-Means solution to determine if the clusters 
were statistically different from each other cluster in the same solution with respect to 
the teacher rating data. “Yes” indicates that all clusters are significantly different at the 
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.05 level of significance. “No” means that two or more groups were not significantly 
different at the .05 level. 
Table 4.16 
Summary of ANOVA Results for K-Means Cluster Solutions 3-6 
# of Clusters Form A1 Form A2 Form B1 Form B2 
English Language Arts 
3 Yes Yes Yes Yes 
4 Yes Yes Yes Yes 
5 No Yes Yes No 
6 No No No No 
Mathematics 
3 Yes Yes Yes Yes 
4 Yes Yes Yes No 
5 No No No No 
6 No No No No 
Science 
3 Yes Yes Yes Yes 
4 Yes Yes Yes Yes 
5 No Yes No No 
6 No No No No 
Social Studies 
3 Yes Yes Yes Yes 
4 Yes Yes Yes No 
5 No Yes Yes No 
6 No No No No 
Note: Table entries indicate whether all pair-wise comparisons were statistically 
significant at the .05 level. 
In all but two samples, the 4-cluster solution generated clusters that were 
significantly different from each other. Only Form B2 in mathematics and Form B2 in 
social studies failed to generate 4-cluster solutions that were significantly different when 
all multiple comparisons were performed. The 5-cluster solutions were not consistently 
significant for any particular subject. These results suggested that the 4-cluster 
solutions were stable across samples for each subject. 
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Logistic regression was used to identify the optimal cut points between each 
cluster based on the raw score scale. Table 4.17 displays the resulting cut points. The 
cut points appeared to be quite stable across samples and across forms. Most were 
equal or different by only one raw score point. In fact, the only differences greater than 
two raw score points were between the Proficient and Advanced categories for 
mathematics Forms A1 and A2 as well as mathematics Forms B1 and B2. In each case 
the cut points were three points apart. The results suggest that cut scores derived using 
cluster analysis combined with the teacher ratings are relatively stable across samples of 
the examinee population. 
Table 4.17 
Cluster Analysis Cut Points Obtained Using Logistic Regression 
Form A Form B 
Proficiency Level Sample 1 Sample 2 Sample 1 Sample 2 
English Language Arts 
Advanced (79) 64 63 63 63 
Proficient (68) 54 53 51 53 
Basic (55) 46 45 44 45 
Mathematics 
Advanced (55) 42 45 43 41 
Proficient (46) 36 36 34 31 
Basic (35) 28 26 25 24 
Science 
Advanced (49) 39 40 38 38 
Proficient (44) 32 32 31 31 
Basic (36) 25 24 23 24 
Social Studies 
Advanced (45) 39 39 38 38 
Proficient (41) 32 32 32 34 
Basic (34) 24 24 26 27 
Next, the cut points were used to determine the percentages of students at each 
performance level. These results, shown in Table 4.18, also appear to be consistent 
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Table 4.18 
Percent of Students at Each Proficiency Level: Based on Cluster Analysis Results 
Form A Form B 
Proficiency Level Sample 1 Sample 2 Sample 1 Sample 2 
English Language Arts 
Advanced 30 33 37 37 
Proficient 31 32 34 32 
Basic 19 17 14 15 
Below Basic 20 18 15 16 
Mathematics 
Advanced 32 22 23 28 
Proficient 21 31 27 32 
Basic 23 28 27 19 
Below Basic 25 19 24 20 
Science 
Advanced 22 16 21 21 
Proficient 32 39 31 31 
Basic 28 32 34 29 
Below Basic 17 13 14 20 
Social Studies 
Advanced 23 21 31 30 
Proficient 29 31 28 22 
Basic 31 30 24 28 
Below Basic 16 18 16 20 
across all samples and forms. In general the percentages were within 2% of each other 
across samples. As might be expected (based on the last set of results), the largest 
differences were between mathematics forms A1 and A2, and forms B1 and B2 in the 
Advanced level. 
Unfortunately, when the percentage of students classified at each performance 
level using cluster analysis was compared to the percentage of students classified using 
the 1999 standards and the teacher ratings, the cluster analysis results were surprisingly 
incongruent with the other classifications. These comparisons can be found in Table 
4.19. 
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Table 4.19 
Percent of Students at Each Proficiency Level: 1999 Standards (‘99S), 
Teacher Ratings (TR), and Cluster Analysis (CA) Results 
Level ELA Mathematics Science Social Studies 
499S TR CA ‘99S TR CA ‘99S TR CA ‘99S TR CA 
A 2 8 34 2 7 26 <1 6 20 5 6 26 
P 16 26 32 14 26 28 6 23 33 9 22 28 
B 44 41 16 37 42 24 25 42 31 36 41 28 
BB 38 26 17 47 24 22 70 29 16 50 31 18 
Note: These percentages are based on the 16 sample data sets 
The cluster analysis results suggest, on average across all forms and samples, 
20% to 34% of the students should fall into the Advanced category. The teacher ratings 
indicated that 6% to 8% should be classified as Advanced; and, the 1999 standards have 
classified between, less than 1% and 5% of the students Advanced. With regard to 
the Proficient category, the cluster analysis results (28% to 33%) are much more similar 
to the teacher ratings (22% to 26%) than to the actual standards (6% to 16%). In 
mathematics, the CA results are only 2% greater than the teacher ratings. Unfortunately, 
the percent of students classified as Below Basic is much lower according to the CA 
results (16% to 22%) as compared to the teacher ratings (24% to 31%) and the actual 
standards (38% to 70%). The cut points yielded by the cluster analysis procedure were 
low, and as a result, the percentages of students classified as Basic and above were 
incredibly high. 
The cluster analysis results suggest, on average across all forms and samples, 
20% to 34% of the students should fall into the Advanced category. The teacher ratings 
indicated that 6% to 8% should be classified as Advanced; and, the 1999 standards have 
classified between, less than 1% and 5% of the students Advanced. With regard to 
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the Proficient category, the cluster analysis results (28% to 33%) are much more similar 
to the teacher ratings (22% to 26%) than to the actual standards (6% to 16%). In 
mathematics, the CA results are only 2% greater than the teacher ratings. Unfortunately, 
the percent of students classified as Below Basic is much lower according to the CA 
results (16% to 22%) as compared to the teacher ratings (24% to 31%) and the actual 
standards (38% to 70%). The cut points yielded by the cluster analysis procedure were 
low, and as a result, the percentages of students classified as Basic and above were 
incredibly high. 
Contingency tables were constructed for each subject in order to compare the 
agreement between the cluster analysis results and the 1999 standards, and between the 
cluster analysis results and the teacher ratings. Kappa and percent agreement were 
calculated for each subject and the results of the cluster analysis versus the 1999 
standards are displayed in Table 4.20. 
The agreement between the cluster analysis classifications and the classifications 
of the 1999 standards were extremely small. Kappa values ranged from .00 (science) to 
.08 (ELA), and percent agreement ranged from 14% to 27%. The science Kappa value 
of zero indicated that the agreement was no better than chance. 
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Table 4.20 
Contingency Tables, Kappa, and Percent Agreement for all Subjects: 
Cluster Analysis versus 1999 Standards 
English Language Arts Mathematics 
1999 Standards 1999 Standards 
CA 1 2 3 4 Total CA 1 2 3 4 Total 
1 481 481 1 613 613 
2 361 215 576 2 587 107 694 
3 251 593 7 851 3 124 657 2 783 
4 478 468 68 1014 4 271 406 48 725 
Total 1093 1286 475 68 2922 Total 1324 1035 408 48 2815 
Kappa: .08 % Agreement: 26% Kappa: .05 % Agreement: 27% 
Science Social Studies 
1999 Standards 1999 Standards 
CA 1 2 3 4 Total CA 1 2 3 4 Total 
1 317 317 1 497 497 
2 665 665 2 589 86 675 
3 529 229 758 3 227 496 723 
4 338 127 2 467 4 1 362 253 144 760 
Total 1511 567 127 2 2207 Total 1314 944 253 144 2655 
Kappa: : .00 % Agreement: 14% Kappa: .06 % Agreement: 27% 
Kappa and percent agreement results for the cluster analysis versus the teacher 
ratings are displayed in Table 4.21. The agreement between the cluster analysis 
classifications and the teacher ratings was better, although it was also small. Kappa 
values ranged from . 17 (ELA) to . 19 (mathematics), and percent agreement ranged from 
35% to 40%. These values were noticeably lower than the Kappa values between the 
1999 standards and the contrasting groups analysis (.10 to .67). 
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Table 4.21 
Contingency Tables, Kappa, and Percent Agreement for all Subjects: 
Cluster Analysis versus Teacher Ratings 
English Language Arts _Mathematics 
CG 1 
1999 Standards 
2 3 4 Total CG 1 
1999 Standards 
2 3 4 Total 
1 348 122 10 1 481 1 366 218 29 613 
2 199 288 83 6 576 2 191 345 140 18 694 
3 170 427 221 33 851 3 100 415 234 34 783 
4 36 362 438 178 1014 4 20 208 340 157 725 
Total 753 1199 752 218 2922 Total 677 1186 743 209 2815 
Kappa: .17 % Agreement: 35% Kappa: .19 % Agreement: 39% 
Science Social Studies 
1999 Standards 1999 Standards 
CG 1 2 3 4 Total CG 1 2 3 4 Total 
1 219 87 9 2 317 1 369 116 11 1 497 
2 253 327 80 5 665 2 275 318 77 5 675 
3 116 377 223 42 758 3 152 374 174 23 723 
4 28 137 197 105 467 4 32 283 316 129 760 
Total 616 928 509 154 2207 Total 828 1091 578 158 2655 
Kappa: .18 % Agreement: 40% Kappa: .18 % Agreement: 37% 
Another set of tables was generated for the CA analyses. Tables 4.22 through 
4.25 display the standardized final cluster centers for each sample for the 4-cluster 
solution. Included in each table is the cluster mean (i.e., based on the raw score scale) 
and the proportion of students in each cluster (P). Standardized final cluster centers 
represent the mean value for each content area for each cluster. The numbers were 
converted to the z-score scale (mean=0, s.d.=l) to make them easier to interpret. For 
example, the final cluster centers, for the first cluster on ELA form A1 ranged from —1.2 
to —1.9. These values are the lowest when compared to the other three sets of final 
cluster centers. 
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Table 4.22 
Final Cluster Centers: English Language Arts 
Form Cluster P Mean Lit. Content Prac. LV Write 
A1 1 .19 37 -1.9 -1.8 -1.6 -1.4 -1.2 
2 .22 52 -0.4 -0.5 -0.7 -0.6 -0.5 
3 .29 58 0.3 0.3 0.3 0.2 0.0 
4 .31 69 0.8 0.8 1.0 0.9 1.0 
A2 1 .18 38 -1.7 -1.9 -1.6 -1.6 -1.3 
2 .18 50 -0.7 -0.7 -0.9 -0.6 -0.5 
3 .31 58 0.3 0.2 0.2 0.1 -0.1 
4 .32 69 0.8 0.9 0.9 0.8 1.0 
B1 1 .15 34 -2.0 -1.8 -1.9 -1.5 -1.6 
2 .19 52 -0.6 -0.7 -0.5 -0.7 -0.6 
3 .28 56 0.2 0.2 0.2 0.1 0.1 
4 .38 69 0.9 0.9 0.8 0.8 0.9 
B2 1 .16 36 -1.8 -1.8 -1.7 -1.5 -1.4 
2 .20 52 -0.7 -0.7 -0.6 -0.6 -0.5 
3 .28 57 0.3 0.3 0.2 0.2 0.0 
4 .36 69 0.9 0.8 0.9 0.8 1.0 
Note: Content areas: Lit. = Reading Literary; Content = Reading Content; Prac. - 
Reading Practical; LV = Listening Viewing; Write = Writing 
Table 4.23 
Final Cluster Centers: Mathematics 
Form Cluster P Mean Prob. Num. Geom. Data Func. Discrt. 
A1 1 .25 22 -1.2 -1.1 -1.2 -1.2 -1.1 -0.8 
2 .23 34 -0.1 -0.3 -0.2 0.1 0.0 -1.5 
3 .23 37 -0.1 -0.1 0.0 0.0 0.0 0.5 
4 .29 47 1.0 1.0 0.9 0.9 0.9 0.6 
A2 1 .19 20 -1.2 -1.1 -1.1 -1.2 -1.1 -0.9 
2 .29 31 -0.1 -0.2 0.0 -0.1 -0.1 -1.3 
3 .31 40 -0.1 -0.1 -0.2 0.1 -0.1 0.6 
4 .21 49 0.9 1.0 0.9 0.8 0.9 0.6 
B1 1 .19 147 -1.1 -1.0 -1.0 -1.2 -1.0 -1.1 
2 .22 171 -0.3 -0.4 -0.3 0.1 -0.2 -1.1 
3 .32 251 -0.1 -0.3 -0.2 -0.1 -0.2 0.7 
4 .28 218 1.0 1.0 1.0 0.8 0.9 0.6 
B2 1 .25 182 -1.0 -0.8 -0.9 -0.9 -0.9 -1.5 
2 .25 183 -0.8 -0.8 -0.8 -0.7 
O
s
 
O
 
i
 0.4 
3 .26 193 0.2 0.0 0.1 0.3 0.2 0.2 
4 .24 173 1.1 1.2 1.1 0.9 1.0 0.5 
Note: Content areas: rroo. — rrooiem mowing <uiu ivcaaunmg,, 
Numeration, Operations; Geom. = Geometry, Spatial Sense, Measurement and 
Trigonometry; Data = Data Analysis, Statistics and Probability; Func. — Functions, 
Patterns and Relations; Discret = Discrete Mathematics 
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Table 4.24 
Final Cluster Centers: Science 
Form Cluster P Mean Inquire Tech Life Earth Physic Unify 
A1 1 0.15 21 -1.1 0.5 -0.9 -0.9 -1.0 -1.1 
2 0.31 28 -0.7 -2.0 -0.7 -0.6 -0.7 -0.8 
3 0.36 35 0.2 0.5 0.0 -0.1 0.0 0.0 
4 0.18 43 0.8 0.4 1.0 0.9 1.0 1.1 
A2 1 0.18 21 -0.8 -2.1 -0.7 -0.7 -0.8 -0.9 
2 0.29 29 -0.8 0.5 -0.7 -0.7 -0.8 ■ o 
3 0.32 35 0.4 0.4 0.1 0.1 0.3 0.2 
4 0.22 42 0.9 0.4 1.1 1.1 1.0 1.3 
B1 1 0.20 20 -1.0 -0.9 -1.0 -1.1 -1.0 -1.2 
2 0.31 28 -0.1 -1.2 -0.1 0.1 0.0 -0.1 
3 0.30 34 0.0 0.6 -0.1 0.1 -0.1 0.0 
4 0.20 42 1.0 0.6 1.1 0.8 1.1 1.2 
B2 1 0.15 19 -1.0 -1.7 -0.9 -1.0 -0.8 -1.2 
2 0.33 27 -0.6 0.3 -0.7 -0.6 -0.7 -0.7 
3 0.33 34 0.2 0.2 0.2 0.3 0.1 0.3 
4 0.19 42 1.1 0.6 1.2 0.9 1.1 1.2 
Note: Content areas: Inquire = Scientific Inquiry; Tech. = Technology; Life = Life 
Science; Earth = Earth and Space Science; Physic = Physical Science; Unify = 
Unifying Themes and Concepts 
Table 4.25 
Final Cluster Centers: Social Studies 
Form Cluster P Mean Civics Econ Geog Hist Use 
A1 1 0.18 20 -1.1 -1.3 -1.2 -0.9 -0.6 
2 0.23 27 -0.2 -0.1 -0.2 -0.5 -0.6 
3 0.32 34 0.1 0.4 0.3 0.1 0.7 
4 0.27 42 1.0 0.9 1.0 1.2 0.4 
A2 1 0.18 19 -1.1 -1.3 -1.2 -1.0 -0.9 
2 0.28 28 -0.2 -0.1 -0.1 -0.3 0.1 
3 0.33 34 0.8 0.8 0.8 0.8 -0.2 
4 0.21 42 0.8 0.7 0.7 0.8 1.5 
B1 1 0.14 20 -1.3 -1.3 -1.2 -1.1 -0.5 
2 0.28 29 0.0 -0.1 -0.2 -0.3 0.4 
3 0.33 35 0.2 0.0 0.0 0.0 -1.6 
4 0.25 42 0.7 0.8 0.9 0.9 0.5 
B2 1 0.17 21 -1.2 -1.3 -1.2 -1.1 -0.6 
2 0.27 30 0.2 -0.1 -0.4 -0.3 0.2 
3 0.36 36 0.0 0.1 0.4 0.3 -0.7 
4 0.19 42 0.7 0.9 0.9 0.8 0.7 
Note: Content areas: Civics = Civics and Government; Econ. Economics; Geog. 
Geography; Hist. = History; Use. = Social Studies Use 
98 
These results indicated there was consistency across samples. However, the 
results also indicate that within each cluster there was little variation between students’ 
performance on each content area. This suggests that the content areas are highly 
correlated and that the data are unidimensional. 
One final table was generated for the cluster analysis research. The purpose of 
the table was to support a hypothesis explaining why the cluster analysis cut points were 
not consistent with the 1999 standards. Table 4.26 shows the average proportion of 
students in each cluster solution for each subject. The average proportion was obtained 
by summing proportions across the four samples (i.e., Al, A2, Bl, B2) for each subject 
and dividing by four. Column five is the average of the four previous columns, and 
column six represents the author’s interpretation of the general pattern emerging from 
the data. 
Table 4.26 
Average Proportion of Students in Each Cluster for 
the 3-, 4- and 5-Cluster Solutions 
Cluster ELA Math Science 
Social 
Studies Average Pattern 
1 0.19 0.30 0.28 0.26 0.26 .30 
2 0.44 0.39 0.43 0.42 0.42 .40 
3 0.36 0.30 0.29 0.32 0.32 .30 
1 0.17 0.22 0.17 0.17 0.18 .20 
2 0.20 0.25 0.31 0.27 0.26 .25 
3 0.29 0.28 0.33 0.34 0.31 .30 
4 0.34 0.25 0.20 0.23 0.26 .25 
1 0.12 0.18 0.16 0.15 0.15 .15 
2 0.18 0.15 0.25 0.19 0.19 .20 
3 0.21 0.19 0.20 0.19 0.20 .20 
4 0.25 0.27 0.22 0.26 0.25 .25 
5 0.24 0.21 0.17 0.21 0.20 .20 
99 
The numbers in the last column, for the 3-cluster solution, indicate that the 
cluster analysis algorithm systematically divided the distributions of examinees into 
clusters with the following proportions: .30, .40, and .30. Although, since the 
distribution were skewed, due to the removal of students scoring less than chance; the 
clusters were basically divided into groups that were .28, .42, and .30, plus or minus .03 
(except EL A, which was more skewed). For the 4-cluster solution, there were similar 
regularities. The distributions of test scores used for these samples were slightly 
skewed, so the pattern obtained was essentially .20, .25, .30, .25 across all samples. For 
the 5-cluster solution, the following pattern was obtained .15, .20, .20, .25, .20. 
These patterns suggest that the cluster analysis procedure consistently partitioned 
the data in ways that maximized the differences between clusters, based on the content 
criteria. Since the content criteria were highly correlated (.40-.70), the criteria could 
almost be considered synonymous with the total raw score. Thus, for a 3-cluster 
solution, the algorithm took the highest, lowest and middle score and began sorting 
cases. Since the distributions of scores across samples were fairly normal, the resulting 
3-cluster solutions clustered more students in the middle group and less in the tails. 
Since the cluster analysis algorithm partitioned the data in a fairly normal way, and the 
1999 standards do not categorize students normally (e.g., most in the center, less on the 
tails), the cluster analysis procedure was unable to generate compatible standards. 
4.2.3 Summary of Case Study Results 
The 1998 report alone met many of the requirements stipulated in the literature 
for appropriate standard-setting documentation, but fell short in a few areas. One 
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shortcoming was that it would not be possible to replicate the procedure based on the 
information contained in the report. Also, it did not provide compelling evidence to 
support the standards. Combined with the 2000 report, however, the documentation of 
the BoW procedure was quite comprehensive. It contained many details about the 
qualifications of panelists, how they were selected and trained. Also the description of 
the procedure was clearly presented so that others could implement the BoW procedure 
if desired. Finally, the 2000 report did an outstanding job presenting the numerous 
analyses used to assess the validity of the standards. 
Unfortunately, at the time of this study no documentation was available about 
how the teacher ratings were used to carry out a Contrasting Groups analysis, and how 
those results were combined with the 1996 BoW standards to create the 1999 cut points. 
When the percentage of students classified at each performance level based on 
the 1999 standards was compared to the teacher ratings, the numbers indicated that the 
teachers felt fewer students were Below Basic, and more were Advanced and Proficient, 
than the 1999 percentages suggest. In addition, the teachers seemed to think more 
students were above the Basic level than the test results suggest. These conflicting 
results were the impetus for the next series of results. 
Due to the apparent discrepancy between the teacher rating classifications and 
the classifications based on the 1999 standards, a Contrasting Groups analysis was 
carried out with the teacher rating data. Kappa values for the Contrasting Groups versus 
1999 standards increased compared to the values obtained by comparing teacher ratings 
to 1999 standards. However, across all four subjects, when comparing the contrasting 
groups results to the 1999 standards, the contrasting groups’ Basic cut points were lower 
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than the current Basic cut points. For science, math, and social studies, the percentage 
of students scoring Below Basic based on the 1999 cut points was 71%, 51% and 50%, 
compared to 26%, 21%, and 28% based on the contrasting groups analysis. The 
contrasting groups procedure classified 17% of the students in science as Proficient, 
compared to only 4% based on the 1999 standards. Again, in these subjects, the 
contrasting group results suggest that the 1999 cut point for the Basic level may be a bit 
too high. 
When the 1999 cut scores were investigated an additional warning flag was 
raised. For three out of four subjects, a performance category was found to have a 
surprisingly small raw score range. For example, in social studies, the range of scores 
for the Proficient category was 41-44 on Form A and from 42-44 on Form B. Given 
that the standard error of measurement on these exams ranges from 2.5-3.3, there is a 
good chance, if they took the exam again, they would be classified differently. 
The outcome of the cluster analysis procedure was somewhat disappointing. 
The one-way ANAOVA results for the K-means solutions suggested 4-cluster solutions 
were appropriate for 14 of the 16 samples. The cut points and the percentage of 
students at each proficiency level were consistent across all samples forms and subjects. 
Unfortunately, the results of the cluster analysis study were very different from the 1999 
standards and the teacher ratings. Either the cluster results suggest that the standards 
were set too high, or CA provided inappropriate cut scores for these exams. Thus, the 
CA results did not provide useful information for evaluating the 1999 standards 
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CHAPTER 5 
CONCLUSION 
5.1 Conclusion 
In this chapter, the conclusions based on the results of these two studies are 
presented. The conclusions for the credentialing survey will be presented first, followed 
by the conclusions for the case study. 
5.1.1 Survey Research 
The results of the present survey are consistent with the findings of Sireci and 
Biskin (1992) along three lines. First, P & P continues to be the most popular 
administration format. Second, multiple-choice items continue to be the dominant item 
format. Third, Angoff method and its modifications continue to be the most commonly 
used standard-setting method. 
With regard to item types, it appears that credentialing organizations are 
somewhat more conservative than their colleagues working in educational achievement 
testing. Nearly all of the examinations developed for state departments of education are 
comprised of a mix of CR and SR items (Nellhaus, 2000). In contrast, only 15% of the 
credentialing organizations reported using a mix of item types on their examinations. 
This may be a result of public pressure on educational testing programs to make their 
exams more ‘authentic.’ 
With regard to standard-setting methods, again, credentialing organizations are 
more conservative than those working in the field of educational achievement testing. 
Eighty percent of the credentialing organizations surveyed indicated that they used 
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modified Angoff, where as, only six states currently use modified Angoff. Eighteen 
states use the Bookmark method, eight use the Body of Work Method, and fourteen 
states use other standard-setting methods (Nellhaus, 2000). Probably one reason 
educational testing programs have moved away from the modified Angoff method 
relates to item type. In order to use the modified Angoff procedure on the SR items, 
then a second method must be used with the CR items. It can be cumbersome to train 
panelists to perform two different methods during one standard-setting meeting. Both 
the Bookmark and Body of Work methods can be used with mixed item types. 
One important change for credentialing organizations in the last 10 years was an 
increased use of CBT. Eleven organizations responding to this survey, indicated that 
they moved their primary test onto the computer during the past 10 years. Although 
only one of those organizations reported that they use an adaptive testing model, other 
organizations are currently developing examinations that will be either multi-staged or 
adaptive. When these examinations become operational, traditional standard-setting 
methods may not be applicable. Using the computer to administer test items (whether 
linear, multi-stage, or adaptive), gives organizations the flexibility to develop and 
implement new item types (e.g., other than MC). As a result computer based tests could 
potentially be comprised of SR and CR items, or exclusively CR items. This change in 
exam characteristics may force the credentialing organizations moving to CBT to 
reconsider the standard-setting methods they select. 
There may, of course, be no reason for credentialing organizations to change the 
standard-setting method they use. If the examination is comprised of 100% multiple- 
choice items, and everyone is satisfied with the constructs being measured, then 
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modified Angoff is a well researched, legitimate, and appropriate standard-setting 
method to implement. The only problem is, despite its popularity, a “single modified 
Angoff approach” does not exist. 
The results clearly indicate that, although most of the organizations responding 
to this survey used methods with the same name (i.e., Angoff and modified Angoff), 
none of the organizations used exactly the same process to set standards. Reckase 
(2000) made the same point but warned, although “these processes have the same 
kernel, they are very different in practice; thus, they will likely be given the same label 
when referenced in the literature on standard setting” (p. 2). This statement suggests 
that it is inappropriate to assume all of these very different procedures are the same. 
Stating that the modified Angoff procedure was used to set standards provides an 
interested third party with limited information and does not guarantee that the resulting 
passing scores are automatically credible or valid. It is necessary to evaluate each 
credentialing organization’s procedures to determine if the standard-setting procedure 
they use produces reliable and credible passing scores that are valid for their intended 
purpose. 
To facilitate the gathering of validity evidence, following is a list of 6 ways 
credentialing organizations might consider altering their standard-setting practices. 
These 6 points highlight what seem to be gaps between current practices and research. 
1. Require panelists to take all or part of the exam under test-like conditions. 
Overall, organizations that responded to this survey seemed to put an appropriate 
amount of effort into the training of panelists. Only 54% of the organizations that 
responded, however, required panelists to take the tests during training. Tests always 
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look easier when the answer key is available. Taking the exam before conducting 
ratings can reduce the possibility of obtaining unreasonably high passing scores. 
Spending one to two hours taking some or all of the items under test-like conditions is a 
systematic step that lends credibility to the final standard. In most cases this step will 
add only a couple of hours to the training process. 
2. Split panels. The logic behind splitting panels, which is like running two 
independent standard-setting studies, relates directly to the process of accumulating 
validity evidence. If the two groups separately arrive at the same passing score (using 
the same procedure), then there is strong evidence that the passing scores are reliable or 
generalizable across panels. Only 20% of the organizations responding to this survey 
indicated they did this. If organizations have enough money to spend on the standard¬ 
setting process, and they can find enough SMEs (i.e., about 16-24) to serve as panelists, 
then this technique is highly recommended. 
3. Use multiple rounds of ratings. Multiple rounds can reduce the chances of 
obtaining passing scores that are extremely high or low, and they facilitate agreement 
among panelists. This reduction in variability among panelists increases the internal 
consistency of ratings and generates additional validity evidence. In almost 2/3 of the 
cases, the passing score changed due to additional rounds. Although the changes were 
generally small, it seems crucial to have at least two rounds to protect against extreme 
outcomes. Considering that 12 organizations (34%) completed the standard-setting 
process in eight hours or less, 20 organizations (57%) took about two days or less, and 
three organizations (9%) spent between two and three days setting standards, adding an 
hour or two for an additional round seems reasonable. 
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4* Survey panelists. This procedure allows organizations to get feedback from 
the panelists about the standard-setting process. Panelists can be asked about: the 
procedures, the performance standard, their satisfaction with the process, and their 
confidence in the passing score. Surveying panelists indicates that the individuals who 
developed the standard think it is appropriate (Kane, 1994). In addition, it provides 
valuable information for future studies. 
5. Calculate consistency coefficients. Standard errors of passing scores, as well 
as, measures of internal consistency are easily calculated from the panelist rating data. 
Yet only 16% to 73% of respondents indicated that one or more of these analyses were 
conducted. Consistency calculations can be done for each panelist, for sub-groups (if 
panels are representative), across rounds (if multiple rounds of ratings were conducted), 
across independent panels (if panels are split), and across multiple forms of the test. 
Calculating consistency coefficients is an excellent way for organizations to gather 
internal validity evidence. 
6. Document the procedure. Procedural evidence can be gathered by producing 
a standard-setting report. According to the Standards for Educational and Psychological 
Testing (1999), this type of documentation should be available to examinees and 
interested third parties. Based on existing standard-setting literature (Cizek, 1996b) and 
the results of this study, we developed a list of 10 topics that might be included in a 
thorough standard-setting report: (a) the purpose of the credentialing program, (b) an 
overview of the standard-setting process, (c) the qualifications of those designing and 
implementing the methodology (d) the number and manner of selecting panelists, (e) the 
qualifications of panelists, (f) the materials used, (g) the data collection procedures 
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including the script of actual verbal instructions given to participants, (h) key 
frameworks or conceptualizations developed by participants (e.g., lists of expected 
student proficiencies or descriptions of minimally competent performance), (i) data- 
analysis activities that support the credibility of the passing scores for the intended 
purpose, (j) the timeline, schedule of events, and actual agenda followed, and (k) 
adjustments made to the standards by a governing body or policy group. The 
information contained in the report should be of adequate detail so that the study could 
be “replicated” by another organization or an interested third party. 
Finally, most of the agencies that participated in this study could be considered 
relatively small. This fact suggests that many organizations don’t have a lot of time, 
money, and other resources to put into their testing programs. Thus, their ability to 
develop and implement, a “NAEP-like” testing program may be limited (NAEP spends 
about two million dollars on standard-setting). Credentialing organizations that do not 
have an in-house measurement expert or an experienced consultant, may want to find 
professional assistance (e.g., a psychometric consultant). Hopefully some of the 
information and many of the recommendations made in this paper will help agencies 
improve their standard-setting practices. 
5.1.2 Case Study 
The 1998 documentation by itself was found to be less than adequate. However, 
in combination with the Kingston et al. (2000) paper, the documentation of the BoW 
method was quite comprehensive. These two reports included nearly all of the desirable 
10 topics that might be included in a technical report. The only procedural step not 
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carried out by the test developer was the splitting of panels, which apparently could be 
done easily given the large sizes of the panels (i.e., 15-21 per panel). The one topic not 
included in either report was a transcript of the actual directions given to the panelists. 
Again, such a transcript is not likely to exist in most cases. If it can be incorporated into 
the standard-setting documentation it would make it easier to replicate the study, and 
would be useful in litigation situations. 
Despite the quality of the BoW documentation, the 1999 standards, were based 
on a combination of the BoW standards and a Contrasting Groups study. Unfortunately, 
at the time of this study, no documentation was available describing how exactly these 
two procedures combined to form the 1999 standards. Thus, no description of the 
evolution of the state’s standards could be evaluated. Hopefully a brief report will be 
compiled in the near future that describes exactly how the current cut points were 
obtained. 
In addition to comparing their 1999 standards to the teacher ratings, the 
statewide summary report mentioned that in 1996, the standards developed for these 
exams were compared to NAEP standards. They wrote that their standards produced 
“somewhat lower percentages of students at the upper proficiency levels that the method 
applied to NAEP” (ASME, 1998, p. 9). As a result, the standards were lowered slightly 
by the committee to produce the final cut scores; and, the final cut points produced 
percentages that were slightly below those based on NAEP cut points. In other words, 
the BoW cut points were consistent with, but slightly more rigorous than NAEP s. It 
was clear from the documentation that this state has created their standards with 
tremendous care. When it seemed that the standards were too high, they took measures 
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to obtain more data in the form of teacher ratings. They should be commended for the 
high level of commitment and the tremendous effort they showed in developing their 
standards. 
Despite all of this hard work, there are a few questions raised by the analyses. 
There are a couple of factors that might lead one to conclude the standards on these 
exams are a bit too high, particularly in science. First, it is known that the students in 
this Northeastern state are highly ranked compared to other states in the U.S. (in the top 
10 in science in grade 8 in 1996) based on NAEP examination results. It seems logical 
to inquire, give this high ranking, how is it possible that 70 percent of the kids in this 
state are failing science. What percentage of students in an average or poor performing 
state (according to the NAEP state science results) would fail this exam? The second 
fact is that, nearly zero percent of the students in the state, in grade 6, are Advanced in 
science. These results makes one wonder if there is a single child in the entire state will 
be able to develop the prerequisite skills needed to study Biology, Chemistry or Physics 
in college? 
The comparisons made between the percentages of students at each proficiency 
level for contrasting groups and 1999 standards, also seem to support the idea that the 
standards might be a bit too high. The contrasting group results suggest about 22% to 
28% of the students are Below Basic; where as, the 1999 standards suggest that 41% to 
71% of the students are Below Basic in each subject. Across all subjects, more students 
were identified as Proficient and Advanced based on the contrasting groups results as 
compared with the 1999 standards. 
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The Advanced category appears to be problematic in three of the four subjects. 
Except for social studies, a small percentage of students are falling into these upper 
categories. A possible explanation for students’ poor performances at the high end of 
the scale is fatigue or motivation. Although states are motivated to assess students, 
students do not seem motivated to take state achievement tests. Many of the students 
teachers rated as Advanced scored Basic or Below Basic on the exams. Perhaps many 
students are capable of performing better, but their lack of motivation on these exams 
leads them to perform below their true ability. Fatigue might also play a role. Sixth 
grade students may find it difficult to maintain their concentration long enough to 
complete a battery of tests over several days. 
Regardless of whether or not the standards are too high, or regardless or whether 
or not the students are unmotivated, there is another troubling aspect to the cut scores 
set on these exams. Several proficiency levels, such as the Advanced level in math and 
science, are restricted in range (i.e., the raw scores needed to score at that level vary 
from 3-5 points). For example, in social studies, the range of raw scores for the 
Proficient category was 42-44 on Form B. It is known that abilities are always 
estimated with error. The standard error of measurement (SEM) for this form was 
estimated to be about 2.5 points. If two SEMs were added to and subtracted from the 
score of a student whose raw score was 43, the confidence band for this student s score 
becomes 38-48. If this student takes the exam again, he or she is equally likely to be 
classified as Basic or Advanced. This also suggests that students in the Advanced group 
may not be any different from those near the top of the Basic group. A similar problem 
occurs with the Advanced category on the math and science exams. 
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An important question that needs to be addressed is, “are these performance 
categories meaningful?” If the students’ classified as Advanced have an equally likely 
chance of being categorized as Proficient if they re-took the exam, then it seems the 
categories are not serving any purpose. In fact they maybe leading to invalid score 
interpretations. One possible solution would be to merge the Advance and Proficient 
categories. The one new category could be called Above Basic. Then the state could be 
confident that the average Above Basic student is truly different in ability from the 
average Basic student. 
Finally, the most disappointing aspect of this study was the cluster analysis 
results, which did not seem to inform the evaluation of the standards. The cluster 
analysis results were replicated consistently across all data samples. However, the 
validity of the results was questionable. Aldenderfer and Blashfield (1984) warn that, 
although, “the strategy of cluster analysis is structure seeking, its operation is structure- 
imposing. The key to using cluster analysis is knowing when these groups are ‘real’ and 
not merely imposed on the data.” (p. 16). Obscuring the source of the problem was the 
nature of the data. The test score data were unimodal, normally distributed, and 
unidimensional. In addition, the sub-content criterion were highly correlated, and in the 
case of math and science, many items were non-discrete. It seems likely that the data 
may not have possessed any cluster “structure” to discover. Even if the cluster analysis 
procedure worked properly and the students were grouped in an appropriate manner, the 
resulting cluster solutions did not correspond to the standards developed by the state. 
The final table in chapter 4 was generated for the purpose of discussing the 
cluster analysis results. It showed the average proportion of students in each cluster 
112 
solution for each subject and indicated patterns among the numbers identified by the 
author. The main point of the table was to suggest that in the absence of any underlying 
structure, the cluster analysis procedure appears to simply be partitioning the data into 
groups based on the total raw scores (i.e., since the sub-groups are highly correlated). If 
one were asked to partition a set of normally distributed test data into two groups (so 
that the difference between their means was maximized), he or she would start with the 
two most extreme scores and then place each student into the appropriate group. If the 
distribution was exactly normal, .50 would be in one group and .50 would be in the 
other. If the distribution was skewed, the split might be .48 and .52, or .46 and .54. 
When cluster analysis is used with normally distributed, data that are unimodal, 
and unidimensional it appears to sort data in this same way. For example, when cluster 
analysis was used on the data samples for this study, and a 3-cluster solution was 
requested, the groups consisted of roughly the following proportions .30, .40, .30. 
Perhaps if the scores were distributed uniformly, the results would have yielded 
proportions such as .33, .33, .33. 
There is an important difference between this research and previous studies that 
applied cluster analysis to standard setting. The 1999 cut scores set by the state in this 
study had no relationship to the distribution of scores; where as, the cluster analysis 
procedure appeared to be dependent on the how the scores were distributed. If the cut 
points have no resemblance to the underlying distribution, then cluster analysis can not 
be used to inform the standard-setting process. In other words, if exam scores are 
unidimensional, normally distributed, and unimodal, but the passing scores are set so 
50% of the examinees are Below Basic, 35% are Basic, 10% are Proficient, and 5 ^ are 
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Advanced, then cluster analysis will never yield results that will agree with these 
standards. In such instances, it appears cluster analysis can not be used to inform the 
standard-setting process. 
5.2 Future Research 
Recommendations for future research will be presented in this section. First will 
be the survey project, followed by the state standards evaluation project. 
5.2.1 Survey Research 
There are two recommendations for future research related to this study. First, it 
is recommended that future surveys be conducted every five or ten years to learn about 
the standard-setting procedures used by credentialing organizations. This paper and 
pencil survey made it possible to obtain results from a fairly large number of 
organizations, but the amount of detail was limited. Detailed descriptions of the 
processes used by each agency was obtained in two ways including: enclosed reports, 
and follow up interviews. Six reports were returned with the surveys and five 
interviews were conducted as part of this study. Future surveys might use a 
combination of phone interviews and paper surveys to obtain detailed information about 
the procedures used by organizations, and also to obtain information from a large 
number of organizations. A more systematic depiction of the many activities used in the 
standard-setting process would be useful. 
Second, there is a need for research on new standard-setting methods. 
Organizations tend to use Angoff because they have confidence in it, it has been around 
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for a long time, and they feel comfortable using it. Also, some respondents indicated 
that the Angoff method is extremely tedious. One individual remarked that he would 
not consider changing to a new standard-setting method just because there are new 
methods. He wanted evidence that the new method was more efficient than the Angoff 
procedure. By efficient, he meant that the new method was easier to implement, could 
be carried out in less time, and produced standards as credible, or more so (than the 
Angoff). New research done on standard-setting methods should take into account the 
efficiency of the methods. For a new method to replace the Angoff, it must be usable 
with MC items, it needs to take less time, and it must deliver credible results. 
5.2.2 Case Study 
Future research for this topic can be carried out by all organizations that set 
standards. It is recommended that each organization evaluates or reviews their 
standard-setting documentation for completeness. The process might allow agencies to 
discover if they are using an appropriate method and implementing it correctly. Also, it 
might help them determine if they have gathered appropriate amounts of validity 
evidence. Finally, it could enable them to identify potential problems with their 
standards. Probably the first step in this type of evaluation would be to review 
documentation and then design and carry out a series of analyses to fill-in the gaps. 
To date, only a few studies have applied cluster analysis to the process of 
standard setting; thus, it is still experimental. Although the procedure appears to yield 
reliable solutions, the validity of the procedure’s results must be validated. Future 
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studies are needed to determine the types of exam data to which the procedure is 
applicable. Guidelines for applying cluster analysis to test data would be useful. 
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The purpose of this survey is to learn about the standard-setting process you used the last time you 
set standards on your primary exam. In completing this survey, your responses should reflect your 
most recent standard-setting initiative. Thank you for participating._ 
About the Exam 
1. When was the last time you set standards on your primary exam? _month /_year 
2. What was the name of the xa ?_ 
3. About how many examinees have taken this exam in the last 12 months?_ 
4. What format was used to administer this exam?_paper & pencil _computer _other 
If computer, which was it? _adaptive _multi-stage _linear 
5. What was the total number of items included on the xam?_ 
(If variable length, what was the average number of items per examinee?_) 
6. About how much time did examinees spend taking the exam? _hours 
7. Does this exam include selected response (SR) items (e.g., multiple-choice)?_Yes_No 
If yes, about what percentage of a candidate’s total score was based on SR items?_% 
8. What types of item formats were used on this exam? Please check aH that apply. 
_Multiple-choice _True-false 
Matching _Multiple true-false 
_Fill-in the blank _Performance tasks 
_Grid-in response _Oral response 
_Short constructed response _Videotaped response 
Extended constructed response _Work samples/portfolios 
Simulated patients _Other (If other, please specify). 
Standard-Setting Method(s) 
9. Did you use one standard-setting method for all items on this exam?_Yes -No 
If yes, name the standard-setting method used (if the method has no name, please describe). 
If no, (i.e., if you used more than one method), name the standard-setting method used with. 
Selected response items (e.g., MC):----- 
Performance-based items:_______ 
(other/comments):_.--- 
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Panelist Selection 
10. How many panelists did you bring together the last time you set standards?_panelists 
11. Were the panelists split into more than one panel for standard setting? Yes No 
If yes, how many panels were used? Please specify:_ 
Ify°ur method does not use “standard-setting panelists, ” please skip to number 32. 
Panelist Training 
12. If you used more than one panel, were the panels split up for training?_Yes _No 
13. Which of the following were included in the training of panelists? Please check aU that apply. 
_the purpose of the credential was explained 
_the “minimally qualified candidate” was discussed 
_the standard-setting procedure was explained 
_scoring keys and/or scoring rubrics were explained 
_panelists took part or all of the exam under test-like conditions 
_practice with standard-setting task was conducted 
_normative data used in the process were explained 
_the panelists had the opportunity to ask questions about the process 
Comments:_ 
14. Did you provide the panelists with training materials? _Yes _No 
15. Were the training materials field-tested before use? _Yes _No 
16. How much time was allocated to training the panelists?_hours 
17. Please write comments about training or training materials here:_ 
Panelist Rating Tasks 
18. If you used more than one panel, were they split-up for the ratings tasks? _ 
19. If you used more than one panel, were the same items used by all panels?_ 
20. Did panelists look at the work of actual candidates? _Yes _No 
21. Were panelists asked to think about borderline examinees’ performance?_ 
22. About how many items did each panelist review/rate? _ 
23. How many rounds of ratings did panelists provide?_one _two   
24. Did panelists discuss their first set of ratings with other panelists? _Yes 
Yes _No 
Yes __No 
Yes No 
three or more 
No 
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25. Did panelists receive actual performance data (e.g., p-values)? _Yes No 
If yes, what types of data did they receive? 
26. Did panelists receive data regarding the impact (consequences) of the passing standard (e.g., 
percentage of candidates who would pass)? _Yes _No 
If yes, what types of data were presented?_ 
27. Did panelists receive other forms of feedback (e.g., consistency ratings)? _Yes _No 
If yes, what types of feedback?_ 
28. If panelists provided more than one round of ratings, to what extent and in which direction 
did the standards change as a result of the additional ratings? 
_much lower _a little lower _no change _a little higher _much higher 
29. How much time was allocated to the ratings process itself?_hours 
30. Were checks done to determine if the panelists understood the task?_Yes _No 
If yes, please describe:_ 
31. Were the standards recommended to a policy group or governing body?_Yes _No 
If yes, were modifications made to your recommended standards?_Yes _No 
(comments):_ 
Data-analysis activities 
32. Which data-analysis activities below were performed for this exam? Check aH that apply. 
_surveyed panelists’ reactions about the standard-setting process 
_calculated standard errors of passing score(s) 
_calculated consistency of ratings for each panelist (intra-panelist consistency) 
_calculated consistency of ratings for sub-groups of panelists 
_compared results across rounds 
_compared consistency across independent panels 
_compared consistency of standards set on multiple forms of the test 
_compared pass-fail decisions based on test to external criterion 
_compared results to standards obtained using another method 
Additional data-analyses: ___ 
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33. How would you rate the ease of implementation of this method for your examination? 
_very difficult _difficult _easy very easy 
34. Are you considering changing to a different method the next time you set standards on this 
examination? _Yes _No 
If yes, which method(s) are you considering?__ 
35. Did your organization prepare a report summarizing the standard-setting process itself and 
the results?_Yes _No 
36. If this report is available to interested parties please provide contact information below. 
Contact person: 
Email address:_ 
Comments 
37. If you would like, please write comments about your standard-setting procedure here. Note any 
positive or negative features of the process. (Feel free to attach a memo or report in which the method is 
described.) 
Demographic Information 
38. Your organization:___ 
39. Your Name (optional):____ 
40. Your email address (optional):____ 
Please return the survey in the envelope provided, or send to: 
Kevin Meara, Laboratory of Psychometric and Evaluative Research, School of Education, 
152 Hills South, University of Massachusetts, Amherst, MA 01003-4140. 
THANK YOU FOR TAKING THE TIME TO COMPLETE THIS SURVEY! 
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This is an edited version of a sample panelist evaluation form from the Handbook on 
Setting Standards on Performance Assessments by Hambleton, Jaeger, Plake, and Mills 
(1998). 
Grade 8 Science Assessment 
Standard-Setting Study 
(October 9-10, 1997) 
Evaluation Form 
The purpose of this Evaluation Form is to secure your opinions about the standard-setting study. Your 
opinions will provide a basis for evaluating the training and standard-setting methods. 
Please do not put your name on this Evaluation Form. We want your opinions to remain anonymous. 
Thank you for taking the time to complete this Evaluation Form. 
1. We would like your opinions concerning the level of success of various components of the 
standard-setting study. Place a “V” in the column that reflects your opinion about the level of 
success of these various components of the standard-setting study: 
Not Partially Very 
Component_Successful_Successful_Successful_Successful 
a. Introduction to the 
Science Assessment _ 
b. Introduction to the 
Science Test Booklet 
and Scoring 
c. Review of the Four 
Performance 
Categories 
d. Initial Training 
Activities 
e. Practice Exercise 
f. Group Discussions 
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2. In applying the Standard-Setting Method, it was necessary to use definitions of four levels of 
student performance. Below Basic, Basic, Proficient, Advanced. 
Please rate the definitions provided during the training for these performance levels in terms of 
adequacy for standard-setting. Please CIRCLE one rating for each performance. 
Adequacy of the Definition 
Performance Level 
Totally 
Inadequate 
Totally 
Adequate 
Below Basic 1 2 3 4 5 
Basic 1 2 3 4 5 
Proficient 1 2 3 4 5 
Advanced 1 2 3 4 5 
3. How adequate was the training provided on the science test booklet and scoring to prepare you to 
classify the student test booklets? (Circle one) 
A. Totally Adequate 
B. Adequate 
C. Somewhat Adequate 
D. Totally Inadequate 
4. How would you judge the amount of time spent on training on the science test booklet and scoring in 
preparing you to classify the student test booklets? (Circle one) 
A. About right 
B. Too little time 
C. Too much time 
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5. Indicate the importance of the following factors in your classifications of student performance. 
(Beside each factor, place a “V” under the appropriate column.) 
Not Somewhat Very 
Factor Important Important Important Important 
a. The descriptions of 
Below Basic, Basic, 
Proficient, Advanced 
b. Your perceptions of 
the difficulty of the 
Science Assessment 
Material 
c. Your perceptions of 
the quality of the 
student responses 
d. Your own classroom 
experience 
e. Your initial class¬ 
ification of student 
performance on each 
booklet section 
f. Panelist Discussions 
g. The initial 
classifications of 
other panelists 
6. How would you judge the time allotted to do the first classifications of the student performance on 
each booklet section? (Circle one). 
A. About right 
B. Too little time 
C. Too much time 
7. How would you judge the time allotted to discuss the first set of panelists’ classifications? (Circle 
one) 
A. About right 
B. Too little time 
C. Too much time 
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8. What confidence do you have in the classification of students at the ADVANCED level? (Circle one) 
A. Very High 
B. High 
C. Medium 
D. Low 
9. What confidence do you have in the classification of students at the PROFICIENT level?(Circle one) 
A. Very High 
B. High 
C. Medium 
D. Low 
10. What confidence do you have in the classification of students at the BASIC level? (Circle one) 
A. Very High 
B. High 
C. Medium 
D. Low 
11. What confidence do you have in the classification of students at the BELOW BASIC level? (Circle 
one) 
A. Very High 
B. High 
C. Medium 
D. Low 
12. How confident are you that the standard-setting Method will produce a suitable set of standards for 
the performance levels: Below Basic, Basic, Proficient, Advanced? (Circle one) 
A. Very Confident 
B. Confident 
C. Somewhat Confident 
D. Not Confident at all 
13. How would you judge the suitability of the facilities for our study? (Circle one) 
A. Highly suitable 
B. Somewhat suitable 
C. Not suitable at all 
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Please answer the following questions about your classification of student performance. 
14. What strategy did you use to assign students to performance categories? 
15. Were there any specific problems or exercises that were especially influential in your assignment of 
students to performance categories? If so, which ones? 
16. How did you consider the multiple-choice questions in making your classification decisions about 
student performance? 
17. Please provide us with your suggestions for ways to improve the standard-setting method and this 
workshop: 
Thank you very much for completing this Evaluation Form. 
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