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ABSTRACT
We study the long-term evolution of an idealized cool-core galaxy cluster under the influence of
momentum-driven AGN feedback using three-dimensional high-resolution (60 pc) adaptive mesh re-
finement (AMR) simulations. The momentum-driven AGN feedback is modeled with a pair of (small-
angle) precessing jets, and the jet power is calculated based on the accretion rate of the cold gas in
the vicinity of the Supermassive Black Hole (SMBH). The ICM first cools into clumps along the prop-
agation direction of the AGN jets. As the jet power increases, gas condensation occurs isotropically,
forming spatially extended (up to a few tens kpc) structures that resemble the observed Hα filaments
in Perseus and many other cool-core cluster. Jet heating elevates the gas entropy and cooling time,
halting clump formation. The cold gas that is not accreted onto the SMBH settles into a rotating disk
of ∼ 1011 M. The hot gas cools directly onto the cold disk while the SMBH accretes from the inner-
most region of the disk, powering the AGN that maintains a thermally balanced steady state for a few
Gyr. The mass cooling rate averaged over 7 Gyr is ∼ 30 M/yr, an order of magnitude lower than the
classic cooling flow value (which we obtain in runs without the AGN). Medium resolution simulations
produce similar results, but when the resolution is lower than 0.5 kpc, the cluster experiences cycles
of gas condensation and AGN outbursts. Owing to its self-regulating mechanism, AGN feedback can
successfully balance cooling with a wide range of model parameters. Besides suppressing cooling, our
model produces cold structures in early stages (up to ∼ 2 Gyr) that are in good agreement with
the observations. However, the long-lived massive cold disk is unrealistic, suggesting that additional
physical processes are still needed.
1. INTRODUCTION
In most relaxed galaxy cluster, the temperature of the
intracluster medium (ICM) decreases in the core (Hud-
son et al. 2010). The cooling time of the gas is much
shorter than the Hubble time, allowing the system to
reach a steady state where a cooling flow of 100s to 1000
M/yr was expected to develop (see Fabian (1994) for a
review). However, there is a lack of cooler gas at temper-
atures below 2-3 keV (or 1/2 to 1/3 of the virial temper-
ature of the cluster) observed by Chandra and XMM-
Newton (e.g., Peterson et al. 2003; Peterson & Fabian
2006; Sanders et al. 2008). This means that a classic
cooling flow does not exist, and the cooling is balanced
by some heating sources in these cool-core clusters.
The proposed heating sources include conduction, star
formation, AGN, cosmic rays and MHD waves (e.g. Za-
kamska & Narayan 2003; Voit & Donahue 2005; Catta-
neo & Teyssier 2007; Falceta-Gonc¸alves et al. 2010; Kunz
et al. 2011), among which AGN feedback is widely con-
sidered the most important and promising for the fol-
lowing reasons: (1) AGN heating is self-regulated, and
can thus prevent over cooling or over heating; (2) AGN
can be very energetic, and the observed AGN inflated
bubbles have energy sufficient to balance the loss due to
radiative cooling (e.g. McNamara & Nulsen 2007); (3) a
strong correlation has been observed between the exis-
tence of an AGN and the cool-core status of the cluster
(Cavagnolo et al. 2008; Bˆırzan et al. 2012).
Besides the evidence of AGN activity, many cool-core
clusters are also observed to harbor line-emitting gas (Hu
et al. 1985; Crawford et al. 1999; Donahue et al. 2000;
Edge 2001; Bregman et al. 2006; Mittal et al. 2012) and
to form stars at a rate typically 1-2 orders of magni-
tude lower than the classic cooling flow rate (Hicks &
Mushotzky 2005; O’Dea et al. 2010). These observations
suggest the existence of a reduced cooling flow of some
sort. In some cool-core clusters, the cold gas only ex-
ists in the nuclear region while in some others, the cold
gas exhibit filamentary morphology that can extend to
a few 10s kpc from the cluster center (Conselice et al.
2001; McDonald et al. 2010, 2011, 2012a). There is also a
spatial correlation between the optical filaments and the
enhanced soft X-ray and UV emission, indicating that
the ICM cooling, AGN feedback, cold filaments and star
formation are likely related (e.g. Fabian et al. 2003b; Ed-
wards et al. 2007).
Previous simulations on AGN feedback in cool-core
clusters have been focusing on how AGN deposits its en-
ergy and whether cooling can be balanced (e.g. Soker
et al. 2001; Vernaleo & Reynolds 2006; Gaspari et al.
2011). It has been found that momentum driven AGN
feedback can indeed suppress cooling over a few Gyr
timescale (e.g. Cattaneo & Teyssier 2007; Gaspari et al.
2011), and Gaspari et al. (2012) has also seen the for-
mation of multiphase gas, suggesting that momentum
driven AGN feedback is a very successful model.
Prior to this work, we have carried out very high reso-
lution simulations to study the onset of the cooling catas-
trophe in Li & Bryan (2012) (hereafter Paper I), and the
formation of the cold filaments driven by the AGN feed-
back in Li & Bryan (2013) (hereafter Paper II). In this
work, we focus on the long-term evolution of the clus-
ter in the presence of momentum-driven AGN feedback.
Besides the basic question “can AGN feedback balance
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2cooling”, we also try to address the following issues: (1)
is cooling perfectly balanced by AGN feedback? (2) how
does numerical resolution affect the results? (3) what
are the required feedback parameters such as feedback
efficiency? (4) does the model also produce cold gas dis-
tribution that is consistent with the observations?
We describe the methodology of this work in Section 2.
In Section 3, we present the main results of our standard
simulation with ∼ 60 pc resolution, and analyze how the
energy is deposited, how efficient this heating mechanism
is and how cooling is balanced by the heating. We also
study how resolution and model parameters affect the
results. In Section 4, we compare our results with the
observations and previous simulations, and discuss the
success and the caveats of our model. We summarize
this work in Section 5. As in Paper II, we refer to the
diffuse ICM at temperatures above 1 keV as being “hot”
and the condensed gas at temperatures around ∼ 104 K
as “cold”.
2. METHODOLOGY
We perform the simulations using Enzo (The Enzo Col-
laboration et al. 2013), a 3D AMR code. In the following,
we summarize the refinement criteria of the simulations
and the physics included in Section 2.1. In Section 2.2,
we describe the initial condition of the simulations and
in Section 2.3, the SMBH accretion and jet modeling.
2.1. The Simulations
The cooling function used in these simulations is the
same as in Paper I & II for radiative cooling, which is
computed based on Table 4 from Schure et al. (2009) for
gas with half-solar metallicity (Schmidt et al. 2002) and
a truncation temperature of Tfloor ∼ 104K. The refine-
ment strategy is also the same, which is that a cell is
refined whenever one of the following criteria is met: (1)
the cell mass criterion – if the mass of the gas in any cell
exceeds 1/5 of that in one cell of the root grid, (2) the
cooling criterion – when the ratio of the gas cooling time
(tcool =
5
2nkbT
n2Λ(T ) )to the sound-crossing time over the cell
becomes too small, and (3) the Jeans length criterion –
when the cell size is larger than 1/4 of the Jeans length.
A detailed discussion of these criteria can be found in
Paper I. We also add a nested static refine region around
the jet launching region so that this region is always re-
fined to the highest refinement level of the simulations.
All the simulations here have a box size of L = 16 Mpc
and the number of root grids of Nroot = 64. Note that we
use Nroot = 256 for the standard run in Paper II, but as
we have shown in Paper I, changing Nroot only mildly af-
fects the temperature slope inside r < 10 kpc during the
pure cooling phase. Therefore, for the long term evolu-
tion when AGN feedback is included, we use Nroot = 16.
In our standard run discussed in Section 3.1, the maxi-
mum refinement level is lmax = 12, corresponding to the
smallest cell size ∆xmin = L/(Nroot2
lmax) ≈ 60 pc. The
resolution of the other simulations is summarized in Ta-
ble 1, along with the important parameters of the model
described in Section 2.3.
We do not include star formation, magnetic fields or
heat conduction (yet). We will discuss the drawback in
Section 4.3.
2.2. Cluster Initial Setup
The initial conditions are the same as in Paper II and
are very similar to Paper I with a slight improvement.
Our idealized galaxy cluster is built upon the observa-
tions of the Perseus cluster. We adopt the NFW pa-
rameters from Mathews et al. (2006), where they assume
that the gas is in hydrostatic equilibrium with the grav-
itational potential and fit the observed hydrostatic equi-
librium gravity within r < 300 kpc with an NFW halo
and a stellar component of the brightest cluster galaxy
(BCG), NGC 1275:
M∗(r) =
r2
G
[(
r0.5975
3.206× 10−7
)s
+
(
r1.849
1.861× 10−6
)s]−1/s
(1)
in cgs units with s = 0.9 and r in kpc. The NFW halo
parameters are: Mvir = 8.5× 1014 M, rvir = 2.440 Mpc
and concentration c = 6.81. Note that the NFW halo
here includes both the dark matter halo and the ICM. We
have shown in Paper I that the ICM contributes little to
the total gravity, and therefore, for simplicity, we ignore
the self-gravity of the ICM in our simulations presented
here.
The observed electron density profile within r < 300
kpc follows:
ne(r) =
0.0192
1 +
(
r
18
)3 + 0.046[
1 +
(
r
57
)2]1.8 + 0.0048[
1 +
(
r
200
)2]0.87 cm−3.
(2)
And the observed azimuthally averaged temperature
profile is:
T = 7
1 + (r/71)3
2.3 + (r/71)3
keV , (3)
where r is the distance to the center of the cluster in kpc
(Churazov et al. 2004).
At r > 300 kpc, due to the lack of observations, the
temperature profile is computed with the universal for-
mula found by Loken et al. (2002) for cluster outskirts,
normalized to match the observations at r = 300 kpc:
T = 9.18× (1 + ( 3 r
2 rvir
)−1.6) keV . (4)
Given the NFW halo parameters and the temperature
profile, we then compute the gas density and pressure
profiles assuming hydrostatic equilibrium and the ideal
gas law with an adiabatic index γ = 5/3, normalized such
that the gas density is 15% of the total NFW density at
the outskirt of the cluster. The main difference between
the initial setup used here and in Paper I is how we model
the gas properties at r > 300 kpc. In Paper I, we steepen
the index of the observed gas density profile for larger
radii, while here we adopt a universal temperature profile
for the cluster outskirts. The resulting profiles are quite
similar and since the cooling time of the gas at r > 300
kpc is longer than the Hubble time, the slight change of
the initial condition has a negligible effect on the results.
Another difference from Paper I is that in order to focus
on the effect of AGN feedback here, we do not introduce
any initial perturbation or rotation of the gas.
2.3. Accretion and Jet Modeling
3TABLE 1
Simulations discussed in this work.
Simulations lmax fkinetic  Figure and Section
Standard 12 0.5 0.1% Figure 1, 2, 3, 4, 5, 6, 7, 10, 11, 12, 13
medium
resolution
11 0.5 0.1% Section 3.3.1
10 0.5 0.1%
low
resolution
9 0.5 0.1% Section 3.3.1; Figure 8
8 0.5 0.1%
high fkinetic 10 1 0.1% Section 3.3.2
low fkinetic 10 0.1 0.1% Section 3.3.2
high  10 0.5 1% Section 3.3.3; Figure 9
lmax is the maximum refinement level, and lmax = 12 gives a smallest cell size
∆xmin ∼ 60 pc. fkinetic is the fraction of the jet energy in the form of kinetic
energy, with the rest injected as thermal energy.  is the feedback efficiency. De-
tailed description of these parameters can be found in Section 2.3.
The accretion and jet modeling is the same as in Paper
II. Following Omma et al. (2004), the jets in our simu-
lations are launched along the z-axis from two circular
planes perpendicular to the z-axis at a distance of hjet
from the x-y plane. Mass, momentum and thermal en-
ergy are added to the cells in the planes at each time step.
During each time step ∆t, the amount of mass added to
the cells follows ∆m ∝ e−r2/2r2jet where r is the distance
of the cell center from the z-axis. In the standard run,
hjet is set to be 5 cell widths and rjet is 3. They are
reduced to 2 and 1.5 cell widths respectively in the lower
resolution runs to so that the physical size would increase
less with lower resolution (and larger ∆xmin). The effect
of resolution is discussed in Section 3.3.1. ∆m is normal-
ized such that the total outflow mass
∫
∆m during ∆t is
equal to M˙∆t, the total mass that is added to the accre-
tion disk, which is not resolved in our simulations. The
outflow rate is set to be equal to the accretion rate M˙
because the difference between the two is the black hole
growth rate, which should be negligible in radio mode
AGN feedback considered here. We refer to the growth
rate of the accretion disk as the accretion rate, and the
accretion rate onto the SMBH as the “SMBH growth
rate” through out the paper.
The accretion rate M˙ is estimated by dividing Mcold,
the total amount of cold gas in the vicinity of the SMBH,
by τ , a typical accretion time. The vicinity of the SMBH
in our simulations is defined as a box of size 2×raccretion
centered around the SMBH, with raccretion = 500 pc in
our standard simulation. The value of raccretion is chosen
to be small enough to represent the sphere of influence of
the SMBH, but large enough so that the accretion region
is refined by at least a few cells. Thus for the two test
runs with the lowest resolution, raccretion is increased to 1
kpc. The gas is considered “cold” when the temperature
of the cell is lower than Tcold = 3 × 104K. τ is set to
be 5 Myr, which is roughly the average free-fall time of
the gas within raccretion. The simulation results are not
sensitive to the exact choice of Tcold and τ .
After M˙ is computed as each time step, the cold gas
in the accretion region is accreted by removing a fraction
of the mass of the cold cells. The total jet power is:
E˙ = M˙c2 , (5)
where  is the feedback efficiency with a typical value of
10−4 − 10−2. Since the actually jet base is much closer
to the SMBH than the jet launching planes in our sim-
ulations, some of the kinetic energy may have already
thermalized. Therefore, the kinetic energy of the jets
is only E˙kinetic = E˙ − E˙thermal = fkineticE˙. We will dis-
cuss the effect of varying feedback efficiency  and kinetic
fraction fkinetic in Section 3.3.
Given M˙ and E˙kinetic, the velocity of the injected ma-
terial vjet can be computed from E˙kinetic =
1
2M˙v
2
jet, and
therefore, vjet =
√
2fc. For  = 0.001 and fkinetic = 0.5,
vjet ≈ 104 km s−1.
The evidence for the re-orientation of jets over ∼ 10s
Myr timescales is seen in nearby cool-core clusters (Dunn
et al. 2006; Babul et al. 2013), but the physics of the
jet re-orientation is beyond the scope of this study. To
mimic the re-orientation of the jet, we make the jet pre-
cess at a small angle θ = 0.15 with a period of τp = 10
Myr. This also help avoid the “dentist drill” effect with
simple straight jet where the energy is channeled out of
the cluster core seen in high resolution hydro simulations
(e.g., Vernaleo & Reynolds 2006). Varying τp or θ does
not significantly change the results of our simulations.
3. RESULTS
In this section, we present the main results of our sim-
ulations. We first describe the cluster evolution in our
standard simulation in Section 3.1, and in Section 3.2,
we analyze how AGN deposits its energy and balances
cooling over the course of a few Gyr. In Section 3.3, we
look at the impact of resolution and model parameters
on the simulation results.
3.1. Cluster Evolution
We present here the main results of our standard run
over a few Gyr timescale. During the first 200 Myr, the
temperature of the hot ICM in the core of the cluster
slowly decreases and the density increases due to radia-
tive cooling. A global cooling catastrophe first starts to
happen in the very center (r < 100 pc) of the cluster at
t ∼ 200 Myr, but no gas condensation is seen outside the
central cooling region. The details of the cluster evolu-
tion during the pure cooling phase can be found in Paper
I.
As soon as run-away cooling happens in the center of
the cluster, AGN feedback is turned on due to the pres-
ence of cold gas surrounding the SMBH. The evolution of
4Fig. 1.— The mass-weighted temperature (left column) and pressure (middle column), and column density (right column) of the gas in
the central r < 40 kpc region at 4 different time steps from 4 evolutionary stages projected along the x-axis. The depth of the projection
box is 40 kpc.
5the system can be roughly divided into four stages based
on the thermal status, the characteristics of the AGN
activity and the structure of the cold gas. The cluster
first experiences a short period of low power AGN feed-
back, and then a burst of clump formation, which leads
to a few Myr of chaotic cold gas condensation and accre-
tion with a burst of AGN feedback. By t ≈ 2 Gyr, the
cluster settles to its last phase with a stable cold disk
and steady AGN feedback. The details of each stage are
discussed from Section 3.1.1 to Section 3.1.4. A movie
showing the time evolution of the gas temperature during
the whole period (from the onset of the AGN feedback
through the end of the simulation) can be found here:
http://vimeo.com/84807876. The snapshots showing
the gas properties in each stage are presented in Fig-
ure 1 at t1 = 0.41, t2 = 0.68, t3 = 1.04 and t4 = 3.20
Gyr.
3.1.1. Phase One: The Onset of AGN Feedback
From t ∼ 200 Myr to t ∼ 450 Myr, the temperature of
the gas in the central region continues to decrease and the
density continues to increase, and therefore the cooling
time of the gas continues to decrease. This happens in
the presence of an active SMBH because the cooling rate
of the gas is still low, and therefore the AGN jet power
is still low, so the heating from AGN feedback is not
enough to offset cooling yet.
The first row of Figure 1 shows the projected gas den-
sity, temperature, entropy and pressure in the central
r < 40 kpc region. Like in the early pure cooling phase,
gas condensation still only happens in the very center of
the cluster. Outside the central cooling region, no local
instability is seen to develop.
As the cooling rate of the gas increases, the jet power
steadily grows to ∼ 1044 ergs s−1 when the accretion rate
increases to ∼ 2 M/yr at the end of this stage at t ∼ 450
Myr.
3.1.2. Phase Two: Burst of Clump formation
Clumps of cold gas first start to form at t ∼ 450 Myr
along the propagation direction of the jets (the second
row of Figure 1). This is because the gas inside the jet
propagation cone is much more perturbed than outside.
A detailed analysis of the clump formation can be found
in Paper II.
Once the gas cools into clumps, it loses pressure sup-
port. The pressure of the clumps is lower than the ICM
and the sound crossing time within the clumps is longer
than the cooling time. Many of the newly formed clumps
move outwards for a short time because of their initial
positive radial velocities, but soon they rain down to the
center of the cluster. Many of the clumps grow bigger
along the way due to their lower pressure than the sur-
rounding ICM, and some of them join each other to form
larger filamentary structures. Some small clumps are
stripped and destroyed. This process is analogous to the
high velocity clouds in our galaxy (Heitsch & Putman
2009). When the clumps reach the center, due to their
non-zero momentum and usually non-zero angular mo-
mentum, they oscillate and/or orbit around the SMBH
while some of the cold gas gets accreted. The accretion of
the cold clumps increases the jet power drastically, gen-
erating stronger shock waves, which then increases the
heating rate of the ICM and thus its cooling time starts
Fig. 2.— Top: the total amount of cold gas in the central 100
kpc of the cluster as a function of time. Bottom: the angular
momentum of the cold gas. The blue line shows the total angular
momentum of the cold gas.
to increase, resulting in a decline of the formation of new
clumps.
This phase ends roughly when the largest cold clouds
approach the center of the cluster at t ∼ 1 Gyr. This
moment is also very close to when the total amount of
cold gas peaks. The evolution of the amount of cold gas
in the cluster center is shown in Figure 2 along with its
angular momentum.
3.1.3. Phase Three: The Co-existence of Extended
Filaments and a Rotating Structure
When the largest cold clouds reach the center at t ∼ 1
Gyr, the power of the AGN peaks. The cooling time of
the ICM is further elevated due to the increased AGN
heating, and the formation of new clumps along the z-
axis is further suppressed. On the other hand, however,
the gas condensation outside the original jet propagation
cone (along the z-axis) starts to happen. This is related
to three processes. First, the clumps that overshoot the
SMBH can follow a trajectory that leads them off the z-
axis due to their non-zero angular momentum. As they
travel through the region to the side of the jet, they can
both grow larger themselves, and perturb the local ICM
along the way. Second, the jet has been on for a few hun-
dred Myr by this time and the power of it has increased,
both of which help establish a global turbulence on a
6larger scale throughout the core. Last but most impor-
tantly, when large clouds of cold gas are present around
the SMBH, if they are in the way of the jet, instead of
being destroyed as small clumps might be, they force the
jet out through lower density regions, which effectively
changes the direction of the jet. This physical process is
similar to the quasar outflow confined by the cold disk
in a galaxy (Faucher-Gigue`re & Quataert 2012). The
motion of the cold gas surrounding the SMBH is very
chaotic, so the jet comes out in all random directions,
perturbing the ICM everywhere in the cluster core. The
third row of Figure 1 shows that at t3 = 1.04 Gyr, the jets
come out at about 45◦ from the z-axis, causing clumps
to form in that direction. The extended cold gas at this
time looks strikingly similar to the Hα structure in the
Perseus cluster (Conselice et al. 2001). The chaotic ac-
cretion of cold clouds is also seen in Gaspari et al. (2013)
with cooling and continuous injection of turbulence.
Like the cold clumps that cool along the z-axis earlier,
the clumps formed in other directions also fall towards
the center of the cluster almost ballistically. The cold
clouds that have already accumulated in the center col-
lide and combine into a rotating structure. While gas
in the central area of the rotating gas cloud is accret-
ing onto the SMBH, more clumps fall down to join the
cloud. Because of the abundance of cold gas surrounding
the SMBH, even though the cooling rate of the ICM has
been reduced due to the AGN outburst, the jet power is
still high and is only slowly declining. The heating rate
is still higher than the ICM cooling rate. This further el-
evates the temperature and the cooling time of the ICM,
making clump formation more and more difficult.
After another few hundred Myr, at t ∼ 1.7 Gyr, clump
formation becomes very rare and all the cold gas has
settled to a rotating disk: the cluster enters its last phase.
3.1.4. Phase Four: A Long-lasting Massive Cold Disk
The last stage lasts for a few Gyr through the end
of our simulation. The physical properties of the ICM
stay rather constant, indicating that a thermal balance
is achieved and maintained over a few Gyr.
The ICM in the core of the cluster is still cooling, but
it cools in a fashion more similar to the first stage, i.e.,
a reduced cooling flow is present, but gas only condenses
out of the flow in the center of the cluster instead of
through local instabilities as in the previous two stages.
Clump formation at r > 10 kpc becomes extremely rare.
In the center of the cluster, the reduced cooling flow (of
hot ICM) cools directly onto the cold disk through a
mixing layer surrounding the disk. The cold disk has
a size of r ≈ 6 kpc and a total mass of ∼ 1011 M.
Note that the cold disk is hollow in the very center (the
accretion zone), but due to its thinness, we refer to it as
a “disk” for simplicity instead of calling it a thin torus
(see the bottom row of Figure 1).
The disk is rotationally supported as shown in Fig-
ure 3. When the hot ICM cools onto the disk, it adds
mass but not enough angular momentum to the disk be-
cause the hot ICM is not rotationally supported. As is
shown in Figure 3, the rotational velocity of the gas de-
viates from the Keplerian velocity outside the disk. The
disk self-adjusts such that the low angular momentum
material is lost in the center, which then gets accreted
to the SMBH and the bulk of the disk stays rotationally
Fig. 3.— The rotational velocity (blue line) of the gas compared
with the Keplerian velocity (green dashed line) at t4 = 3.18 Gyr.
Due to the possible warp of the cold disk, we calculate the cell mass-
weighted tangential velocity as a proxy for the rotational velocity
of the gas. The rotational velocity follows the Keplerian velocity
within the disk (r . 5 kpc), indicating that the disk is rotationally
supported.
supported. Therefore, the AGN jet power, which is pro-
portional to the accretion rate, is still closely (although
not directly) linked to the ICM cooling rate through the
disk.
The mass of the disk grows by about 50% from t ∼
2 Gyr to t ∼ 7 Gyr at the end of the simulation (see
Figure 2), which corresponds to an average growth rate
of about 10 M/yr. The initial rotation of the disk is
determined by the total angular momentum of the cold
clumps formed at large distances in early stages, and is
therefore random. In the long term, the ICM does add
angular momentum to the disk, which is not necessarily
aligned with the initial angular momentum of the disk.
The interaction between the jet material and the disk can
also cause a secular evolution in its rotation. Therefore,
the rotation direction of the disk changes slowly over a
few Gyr timescale, which is shown in the movie and the
right panel of Figure 2.
3.2. Balance between Heating and Cooling
In this section, we analyze how AGN heating balances
ICM cooling in the simulation.
We first examine heating under the microscope. The
shock waves observed in nearby cool core clusters are gen-
erally rather weak with only a few exceptions (see review
by McNamara & Nulsen 2007). To measure the strength
of the shocks in the simulation, we randomly sample lines
drawn from the center of the cluster outwards. We mea-
sure the gas properties along the lines and identify the
location of shocks. Then the Mach numbers of the shocks
are estimated based on the pressure jump:
P2
P1
= 1 +
4γ
γ + 1
(M − 1) . (6)
Most of the shockwaves at r > 5 kpc are weak shocks
with a Mach number only slightly above 1. As an exam-
ple, Figure 4 shows the pressure map of a slice of gas at
t4 = 3.2 Gyr and the gas properties along a line. The
entropy is roughly the same across the shock front, and
the Mach numbers measured at r =14, 25 and 33 kpc
7Fig. 4.— Left: the gas density, pressure and entropy along a line drawn from the center of the cluster (shown as a black solid line on the
right panel). Right: the pressure map of a slice of gas through the center of the cluster in the y-z plane at t4 = 3.2 Gyr. The three short
black lines indicate where the Mach numbers of the shocks are measured in both panels.
are 1.15, 1.13, and 1.04, respectively. These shocks are
consistent with the weak shocks observed in nearby cool
core clusters (e.g. Fabian et al. 2006; Blanton et al. 2009).
The shock heating time scale can be roughly estimated
as
tsh =
Ethermal
fsh∆Ethermal
, (7)
where Ethermal and ∆Ethermal are the thermal energy
and its average increase after each shock, and fsh is the
shock passing frequency. For weak shocks,
∆Ethermal
Ethermal
=
∆T
T
≈M − 1 . (8)
Given the typical separation between two successive
shocks of d ∼ 10 kpc (Figure 4) and the sound speed
Cs ∼ 800 km/s at a few 10s kpc,
tsh =
d
Cs
1
M(M − 1) ≈
1
M(M − 1) × 10
7yr. (9)
For M = 1.05 − 1.1, the shock heating timescale tsh ≈
100 − 200 Myr. This is comparable to the cooling time
of the gas at a few tens kpc. Although shock heating
is important, other physical processes including sound
wave (Mathews et al. 2006) and turbulent mixing (Kim
& Narayan 2003) also contribute to the heating of the
ICM.
Over a few Gyr timescale throughout our simulation,
the ICM cooling is well balanced by the AGN heating. As
is shown in the left panel of Figure 5, the instantaneous
jet power closely follows the total cooling rate in the core
of the cluster, calculated as the total energy loss rate
through radiation within r < 100 kpc and r < 300 kpc.
Noticeably, three large peaks are seen in all three curves
at t ∼ 0.7, 1.0, and 1.2 Gyr. The cooling rate peaks
when a large amount of ICM cools into clumps. There is
a short delay of a few tens of Myr between the peak of
the jet heating and the peak of the cooling. This is the
time it takes for the cold clumps to fall to the SMBH in
the cluster center, which is of the order of magnitude of
the dynamical time of the gas at a few 10s kpc where the
clumps form. There is another delay between the peak of
the AGN power and when the ICM is heated up, shown
as the local minima of the cooling rate. This delay again
is very short as shown in Figure 5. A rough estimation
gives 100 kpc1000 km/s ≈ 100 Myr, where 100 kpc is the core size
and 1000 km/s is the typical shock velocity (close to the
sound speed for weak shocks).
The total energy output from the AGN exceeds the
cooling loss by t ∼ 0.7 Gyr (right panel of Figure 5),
and starts to grow steadily with roughly the same slope
as the energy loss due to radiative cooling once the disk
stabilizes at t ∼ 1.7 Gyr. The heating is efficient though
not perfect. Less than 30% of the energy goes to balance
cooling within 100 kpc, and at most 60% is deposited
within 300 kpc. The rest leaks out of the core.
The cooling rate can also be expressed as the rate at
which the ICM cools into cold gas, also referred to as
the “mass cooling rate” or the “mass deposition rate”.
In our simulations, this is the growth rate of the total
amount of cold gas plus the SMBH accretion rate. Fig-
ure 6 shows how this mass cooling rate in our standard
run compares with our pure cooling flow simulation with
the same initial condition and resolution but without the
AGN. With AGN feedback, the cooling rate only reaches
the classic cooling flow value very briefly at the peak of
8Fig. 5.— Top: the jet heating rate (E˙) and the total cooling rate
in the central r < 100 kpc and 300 kpc region of the cluster as a
function of time. Bottom: the total energy output from the SMBH
(the cumulated E˙) and the total energy loss due to radiative cooling
in the central 100 kpc and 300 kpc of the cluster as a function of
time.
the clump formation stage. On average, the cooling rate
in our standard run is about 30 M/yr, roughly an order
of magnitude lower than the classic cooling flow rate of
∼ 270 M/yr (Allen et al. 1992).
Figure 7 shows the radial profiles of the cell mass-
weighted gas density, temperature, pressure and cooling
time throughout the simulation. The profiles stay un-
changed at r > 200 kpc due to the long cooling time
of the hot gas at large radii. At r ∼ 100 kpc, the gas
cools slowly and rather smoothly over the course of the
simulation, but the change is very small. Inside a few
tens kpc, the gas first becomes cooler and denser before
the jet power builds up. The cooling time is the short-
est right before clumps start to form. As a reference,
the dynamical time is shown as the green line. The pro-
files show large fluctuations during the clump formation
phase due to the existence of cold clumps and the high jet
power. The temperature is slightly elevated. During the
last phase, the profiles stay rather constant over a few
Gyr timescale and a thermal balance is maintained as
is discussed in Section 3.1.4. The temperature gradient
stays positive at ∼ 100 kpc, indicating that a cool-core
appearance of the cluster is also maintained.
Fig. 6.— The mass cooling rate, i.e. the rate at which the ICM
cools into cold gas, shown as the blue line. The red dashed line
shows the cooling rate in our pure cooling flow simulation without
the AGN feedback, which gives a classic cooling flow rate of about
∼ 250Modor/yr. Our standard run with AGN feedback suppresses
cooling by roughly an order of magnitude.
3.3. Simulation Comparison
Besides the standard run discussed above, we also per-
form a set of test runs to study the impact of resolution
and the choice of parameters in our model. In this sec-
tion, we discuss the main results of each test.
3.3.1. Resolution
To test the dependence of our results on resolution,
we perform simulations with maximum refinement level
lmax of 11, 10, 9 and 8, corresponding to the physically
size of the smallest cell ∆xmin to be ∼ 0.12, 0.24, 0.5
and 1 kpc. All the simulation parameters are the same
except that we double the physical size of the accretion
region (to be 2 kpc) for the two lowest resolution runs
and reduce rjet and hjet (which still give larger values
in physical units than the standard run) as described in
Section 2.3.
The results of the simulations with lmax = 10 and 11
(hereafter refereed to as “the medium resolution simula-
tions”) are very similar to our standard simulation, indi-
cating convergence at resolutions better than a few hun-
dred kpc. The total number of clumps formed at early
times decreases with lower resolution, as we discussed in
Paper II, but the overall cluster evolution stays the same
for all these runs.
As we have discussed in Section 3.1.4, the initial an-
gular momentum of the cold gas is random. This is con-
firmed in the medium resolution simulations: the run
with lmax = 10 has a disk that is initially almost aligned
with the y-z plane.
The simulation with lmax = 9 (hereafter refereed to as
“the low resolution simulation”) however, shows a dif-
ferent initial evolution. The clumps first form around
the same time as the standard run, but both the num-
ber of clumps and the amount of gas that condenses into
clumps are lower. We have shown in Paper II that the
ability to resolve clumps is limited by resolution. In ad-
dition, the physical size of the jet launching planes is
9Fig. 7.— The radial profiles of gas density, temperature, pressure and cooling time weighted by cell mass at different times (from dark
brown to light yellow, the darkest being the initial condition). The time interval between two successive lines is 20 Myr. The green dashed
line on the last panel shows the dynamical time of the gas.
larger in lower resolution simulations, and therefore, the
jet material has a lower density given M˙ , which results
in a weaker perturbation, and a slower buildup of tur-
bulence. Cold clumps are also more vulnerable to de-
struction with lower resolution. The cold gas falls to the
center and forms a rotating disk. However, unlike in the
standard run, the disk is quickly accreted onto the SMBH
without any cold gas left, because the disk is smaller and
the angular momentum is less well conserved here due
to low resolution. The AGN is turned off and the ICM
starts to cool again. At t ∼ 2 Gyr, another cycle begins
with cooling catastrophe happening in the very center
of the cluster, triggering the AGN feedback which leads
to another burst of clump formation. The second cycle
ends at t ∼ 3 Gyr with the complete accretion of the
cold gas. The AGN is turned off again and the cluster
enters a quiescent pure cooling phase which lasts for a
few hundred Myr. The cluster experiences a third cycle
which ends at t ∼ 5.5 Gyr.
By the time the fourth cycle starts at t ∼ 6 Gyr, the gas
temperature has decreased by 1− 2 keV at r ∼ 80− 200
kpc, where the cooling time has decreased. In the fourth
cycle, when the disk forms, cooling overwhelms heating
and the growth of the disk is faster than its consumption
by the SMBH. The disk stays and grows to ∼ 4 × 1011
M at the end of the simulation at t = 15 Gyr.
The lowest resolution run with lmax = 8 experiences
even more cycles of AGN outbursts before a massive sta-
ble disk finally forms at t ∼ 14 Gyr. The time evolution
of the total amount of cold gas in the central 100 kpc of
the cluster in the two low resolution simulations is shown
in Figure 8.
Overall, we find that simulations with higher resolu-
tion produce more realistic looking cold clumps and fila-
ments, but as long as the resolution is above lmax = 10,
the long-term evolution of the cluster stays the same:
the cluster experiences four phases ending with a large
cold disk described in detail in Section 3.1. When the
resolution is lower than lmax = 10, the cold clumps and
the cold disk are only resolved by a few cells. Somewhat
to our surprise, this results in cycles of AGN outbursts
and clump formation that seem to agree with the obser-
vations better than our standard run. We will discuss
more on this in Section 4.
3.3.2. Kinetic Fraction
As described in Section 2.3, we assume that half of
the jet energy is in the form of kinetic energy with the
rest in thermal (i.e. fkinetic = 0.5) in our standard sim-
ulation and the previous resolution test runs. However,
the choice of the parameter fkinetic = 0.5 is not physi-
cally motivated, because we do not resolve the actually
base of the AGN jets in our simulations, which is only
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Fig. 8.— The total amount of cold gas in the central 100 kpc
of the cluster as a function of time in the simulations with low
resolution. Top: lmax = 9 and ∆xmin ∼ 500 pc. Bottom: lmax =
8 and ∆xmin ∼ 1 kpc.
a few Schwarzschild radii from the SMBH (Doeleman
et al. 2012), and it is unclear exactly how much energy is
thermalized at the location of our jet launching planes.
Therefore, we carry out two simulations in two extreme
cases to test the influence of the choice of this parameter:
one with pure kinetic feedback (fkinetic = 1.0) and one
with mostly thermal feedback (fkinetic = 0.1).
With pure kinetic feedback, the jet material has even
lower pressure and the jets are narrower. The clumps
initially form at slightly larger radii owing to the faster
velocity of the jets as we have discussed in Paper II.
The rest of the cluster evolution is very similar to our
standard run.
The result from the simulation with mostly thermal
feedback also agrees with the standard run with only a
subtle difference. Due to the lower velocity of the jets,
most clumps form at radii slightly smaller than in the
standard run with a lower initial velocity. Thus the aver-
age specific angular momentum of the cold gas is smaller.
The total amount of the gas that cools during the clump
formation stage is comparable to the standard run, but
the total angular momentum of the cold gas measured
at t ≈ 1 Gyr is only half of that in the standard simula-
tion. This results in a slightly larger amount of cold gas
accreted onto the SMBH at early times, and therefore
a stronger heating from the AGN. The cooling rate of
the ICM is further reduced by 50% compared with our
standard simulation.
Overall, we find the exact choice of the kinetic fraction
fkinetic to have little effect on the long term thermal bal-
ance of the cluster, i.e. AGN is able to balance cooling
with a wide range of fkinetic (from 10% to 100%).
3.3.3. Feedback Efficiency
In all the simulations discussed previously, we have
been using a rather moderate feedback efficiency  of
0.1%. However, the estimation of  can be as high as 10%
in some systems(e.g. Churazov et al. 2005). To study the
effect of a higher , we carry out a simulation with  = 1%
at medium resolution.
Due to the higher , the AGN power is higher when
cooling first starts to run away. Thus the initial burst
of clump formation at t ∼ 1 Gyr is quickly suppressed,
with the peak amount of cold gas an order of magnitude
lower than our standard run. AGN is turned off when
all the cold gas is accreted, which allows the ICM to cool
again. The cluster experiences a larger burst of clump
formation at t ∼ 2 Gyr which results in the formation
of a large stable disk. The formation of the stable disk
is delayed by 1 Gyr compared with our standard simula-
tion. The rest of the cluster evolution is similar to that
in our standard run, except that at t ∼ 4 and 6 Gyr, the
cluster experiences two short episodes of clump forma-
tion at smaller radii (of ∼ 10 kpc) than the initial burst,
which correspond to the two jumps in the amount of cold
gas in the top panel of Figure 9.
Overall, cooling is suppressed by the AGN feedback
successfully in this simulation with high efficiency. How-
ever, the temperature profile of the gas becomes flat in-
side the cluster core at late times (see bottom panel of
Figure 9) due to the slightly excessive energy output from
the AGN, practically turning the cluster into a non-cool-
core cluster. Since AGNs are mostly found in the cen-
ter of cool-core clusters, we consider this model accept-
able but less favorable than our standard simulation with
 = 0.1%.
4. DISCUSSION
Here we discuss how our results compare with previous
simulation works in Section 4.1 and with the observations
of nearby cool-core clusters in Section 4.2. We have ana-
lyzed how AGN feedback successfully suppresses cooling
in our simulations, but our model is not perfect. We
discuss the major issues and possible solutions in Sec-
tion 4.3.
4.1. Comparison with Previous Simulations
We find good agreement between our results and Gas-
pari et al. (2012) in general. This is not surprising given
that our jet modelings are similar and the resolution in
Gaspari et al. (2012) is close to our medium resolution
simulation with lmax = 10 which shows converging re-
sults as our standard run. The feedback efficiency in our
standard simulation ( = 0.1%) is roughly an order of
magnitude lower than theirs ( = 0.6% and 1%), but the
general agreement between our results, as well as our test
run with  = 1% (discussed in Section 3.3.3) shows that
the results are not very sensitive to the choice of the feed-
back efficiency . Both our work here and Gaspari et al.
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Fig. 9.— Top: the total amount of cold gas in the central 100
kpc of the cluster as a function of time in the simulation with
high feedback efficiency ( = 1%). Bottom: the evolution of the
temperature profile of the gas weighted by cell mass. At late times
(light yellow lines), the temperature profile becomes flat and the
cluster is turned into a non cool-core cluster.
(2012) find that in a momentum-driven AGN feedback
model, a thermal balance can be achieved with a wide
range of feedback efficiency.
We also find that in both works, spatially extended
cold gas is seen mostly at early times, while at late times,
over a few Gyr, cold gas exists in the form of the rotating
structure in the center of the cluster. The final amount
of the cold gas is of order 1011 M in both works.
The critical ratio of the thermal instability timescale
over the free-fall time (tTI/tff , or the cooling time over
the dynamical time tcool/tdyn) for the ICM to condense
into a multiphase medium in our simulations is gener-
ally consistent with that found in Sharma et al. (2012)
and Gaspari et al. (2012) except at very early times. As
we have discussed in Paper II, we find a critical ratio of
∼ 3 for the ICM to first cool into clumps. This ratio
is small likely because turbulence in our simulations is
solely driven by the AGN jets, and is therefore weak at
early times when the feedback power is still low. Fig-
ure 10 shows how the velocity and vorticity magnitude
(as indicators of the turbulent level) of the gas evolve
with time. The level of turbulence is low initially, but in-
creases quickly with time as the jet power increases. Af-
ter t ∼ 0.5 Gyr, global turbulence has set up and clump
formation is seen only when the tTI/tff ratio is below
Fig. 10.— The profile of volume-weighted velocity magnitude
(top) and vorticity magnitude (bottom) at different times, sam-
pled every 20 Myr. These are rough measurements of the level of
turbulence. At very early times, they are both low (dark brown).
They increase as the jet power increases and settle to a steady
profile in the last stage of evolution.
∼ 10, consistent with the critical value found in Sharma
et al. (2012) and Gaspari et al. (2012). In our standard
run, clump formation stops once the cluster enters the
last phase with the stable disk, during which time the
ratio is always over 10.
Compared with Cattaneo & Teyssier (2007), we find
that even though the feedback modeling differs and our
feedback efficiency  is only 1% of theirs, in both simu-
lations, the cluster experiences a large AGN outburst at
early times and the system later settles to a long-lived
quiescent phase. The total amount of cold gas in the last
stage is larger in our simulations likely because our model
cluster is much more massive than that in Cattaneo &
Teyssier (2007).
Gaspari et al. (2011) studied the momentum driven
AGN feedback with mass-loaded outflows, and also found
that the results are not very sensitive to the efficiency 
in their cold-regulated feedback model.
Vernaleo & Reynolds (2006) finds that simple hydro
jets cannot prevent a cooling catastrophe because most
of the energy channels out of the cool core. With small-
angle jet precession in our model, we find that even
though the cooling rate shoots up to 103 M/yr at t ∼ 1
Gyr (Figure 6), it quickly declines following the AGN
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outburst. More than half of the feedback energy still
channels out of the core (Figure 5 and Section 3.2), but
a classic cooling flow is prevented.
In the cosmological simulation in Dubois et al. (2010),
momentum driven AGN feedback is also found to suc-
cessfully suppress cooling in the center of the cluster,
which results in a smaller cooling flow and a reduced
stellar mass of the BCG.
4.2. Comparison with Observations
We have shown in Section 3.2 that a classic cooling flow
is prevented and the cooling rate in our standard simula-
tion is reduced to ∼ 30 M/yr, consistent with the esti-
mation for the Perseus cluster (Fabian et al. 2006). More
directly, we can compare the mass-temperature distribu-
tion of the gas in our simulation with Figure 11 of Fabian
et al. (2006), where they fit the Chandra X-ray spectra
with a multi-temperature model and find the total mass
of the gas within each temperature bin. This comparison
is shown in Figure 11 at four different times from the four
stages corresponding to those in Figure 1. In all stages,
the amount of gas around 1 − 2 keV in our simulation
is significantly lower than the classic cooling flow pre-
diction and generally agrees with the observations of the
Perseus cluster. The recovery at around 0.5 keV is miss-
ing in the first panel (the initial cooling phase) and the
last panel (the disk phase), but is seen in the middle two
panels when the ICM is cooling into extended structures
that morphologically resemble the Hα filaments observed
in Perseus. This confirms that the 0.5 keV gas and the
filaments are closely related.
The correlation between the soft X-ray gas (0.5 − 3
keV) and the cold filaments is also be seen in the com-
posite X-ray image of Perseus (e.g. Figure 8 of Fabian
et al. (2003a) or Figure 3 of Fabian et al. (2006)). We
have already shown in Paper II that the Hα and the soft
X-ray maps correlate with each other, consistent with
the observations. This is because both Hα and soft X-
ray are enhanced in the thin transition layer surrounding
the cold clumps and filaments, and in the stripped tails
behind the cold gas. We present the synthetic composite
X-ray image and the Hα map from our standard simu-
lation at t3 = 1.04 Gyr in Figure 12. Like in the X-ray
image of Perseus, the hard X-ray captures the shocks
whereas the filaments stand out in the soft X-ray (red)
that spatially correlates with the Hα emitting gas.
When comparing the spatial distribution of the cold
gas in our standard simulation with the observations, we
find that the cold gas is always confined within the cool-
ing radius Rcool, the radius at which the gas cooling time
is 5 Gyr, consistent with the observational constraint
found in McDonald et al. (2010) as we have discussed
in Paper II and is shown in Figure 13.
The structure of the cold gas (formed along the propa-
gation direction of the jet) in the clump formation stage
in our simulation morphologically resembles the elon-
gated molecular gas seen in some cool-core clusters such
as Abell 1795 (e.g. McDonald & Veilleux 2009), while
the extended filamentary structure (see Figure 1 and Fig-
ure 12) in the third stage looks similar to that found in
Perseus and some other clusters (e.g. Abell 0496 in Mc-
Donald et al. (2010)). The total mass of the cold gas in
our simulation (∼ 1011 M) is higher than but still con-
sistent with the lower limit for Perseus (∼ 4 × 1010 M
in Salome´ et al. (2006)). However, this much cold gas in
the form of a rotating disk in the final stage of our sim-
ulations lacks observational support. Even though many
cool core clusters are seen to harbor a compact rotating
structure in the center, the observed disks are usually
orders of magnitude less massive than that in our simu-
lation. For example, Hamer et al. (2014) found a disk of
∼ 5 kpc in Hydra-A, similar to our disk in radius, but its
mass is estimated to be only 2.3± 0.3× 109 M. Other
observed disks are either of similar mass or even smaller
(e.g. Lim et al. 2000; Ocan˜a Flaquer et al. 2010).
The disk in our simulation also stays stable for a few
Gyr, which would predict most cool-core clusters to be
in this stable phase. However, only a fraction of the cool-
core clusters in the survey of McDonald et al. (2010) host
a compact central structure. Therefore, we consider the
last phase of our simulation unrealistic and thus addi-
tional physics is still needed.
4.3. Problems of our Model and Ideas for Solution
As discussed in Section 4.2, the major problem with
our model is that the standard simulation produces a
cold disk that is too large and stays too long compared
with observations. Interestingly, this problem is most se-
rious in the high and medium resolution simulations. In
the low resolution simulations, the cluster experiences cy-
cles of clump/filament formation with short-lived disks,
which is more consistent with the expectation from the
observations. Even though a large disk eventually forms,
in the lowest resolution run with lmax = 8, the disk forms
after 14 Gyr, which is roughly the age of the universe.
Therefore, the low resolution probably has the same ef-
fect as the crucial physics that is not included in our
model.
Two major effects of low resolution are: first, cold
clumps are harder to form and more easily destroyed;
second, a cold disk is more quickly accreted onto the
SMBH and is thus destroyed. The physics missing in our
simulations includes thermal conduction, star formation,
self-gravity, magnetic fields, and viscosity.
Heat conduction alone is unable to prevent a classic
cooling flow (e.g. Zakamska & Narayan 2003; Li & Bryan
2012), but it does affect the temperature of the gas with
cooling time of a few Gyr at ∼ 100 kpc, and is found to
produce a more homogeneous ICM with less temperature
variation in the cluster core in cosmological simulations
(Dolag et al. 2004; Smith et al. 2013). By transporting
thermal energy from larger radii inward, heat conduc-
tion may reduce the required amount of heating from
the AGN. Wagh et al. (2013) found that anisotropic con-
duction does not change the criteria for gas to cool into
multiphase medium, but it might affect the amount of
the gas that cools into clumps and filaments, and reduce
the disk mass at later times.
Star formation has been observed in many cool core
clusters, with a typical rate of 1−10% of the mass depo-
sition rates estimated from the X-ray assuming a steady
classic cooling flow (Hicks & Mushotzky 2005; O’Dea
et al. 2008, 2010; Hicks et al. 2010). Even star bursts of
much higher rates are occasionally detected (e.g. McDon-
ald et al. 2012b). Star formation does not only consume
the cold gas, the feedback from stars can also locally
heat up the cold gas. Given the typical observed star
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Fig. 11.— Distribution of the total mass of the gas at fixed temperature bins within r < 32 kpc of the cluster center at different stages
of our standard simulation. The black solid line shows the result from our simulation with a bin size of 0.2 keV. The blue dots are the
observations of Perseus within the innermost 1.5 arcmin (∼ 32 kpc) and the red dashed line is the classic cooling flow model prediction
taken from Fabian et al. (2006). The lack of gas at ∼ 1− 2 keV in our simulation is consistent with the observations.
formation rate of ∼ 10 M/yr in the center of cool-core
clusters, the rotating disk in our simulation should be
completely consumed by star formation alone within a
few Gyr, which may allow the ICM to cool and experi-
ence multiple cycles of cold filament formation as seen in
the low resolution simulations. The feedback from star
formation may also help drive the formation of filaments
(Falceta-Gonc¸alves et al. 2010). We would like to explore
the effects of star formation in the near future.
Self-gravity may trigger instabilities inside the cold
disk that can drive inflows, which may trigger accretion
onto the SMBH, reducing the disk mass.
Magnetic fields will likely make the cold clumps more
filamentary as we discussed in Paper II and is shown
in Sharma et al. (2010) and Wagh et al. (2013). They
can also affect how heat is transported via conduction,
especially around the cold filaments, and support them
against gravity .
As we have mentioned earlier, we do not have explicit
viscosity in our simulations. Including viscosity can in-
crease the accretion rate of the cold disk and thus reduce
its mass. Viscosity also helps dissipate turbulent energy
(Ruszkowski et al. 2004; Bru¨ggen et al. 2005; Zhu et al.
2013), which increases the efficiency of heating.
All the physics discussed above has the potential to
alleviate the problem in our simulation, and may also
have an impact on the filamentary cold gas, which we
leave for future studies.
5. CONCLUSION
In this study, we have performed a series of three-
dimensional AMR simulations examining the effect of
radio-mode AGN feedback in an idealized cool-core
galaxy cluster built to match the observations of the
Perseus cluster. The key question we are trying to ad-
dress here is whether AGN feedback can prevent a classic
cooling flow in a realistic fashion over a long period of
time. We model the momentum driven AGN feedback
with a pair of jets precessing at a small angle, and we
compute the outflow rate and the jet power based on the
accretion rate of the cold gas surrounding the SMBH.
Our standard simulation has a minimum cell-size of ∼ 60
pc, and the cluster evolves for 7 Gyr. Our primary results
are summarized as follows.
(1) Run-away cooling first occurs only in the very cen-
ter of the cluster at t ∼ 200 Myr while no local instabil-
ity develops outside the cooling region. The cold gas is
accreted onto the super-massive black hole which powers
AGN jets at an increasing rate as the entropy of the ICM
continues to decrease in the cluster core. At t ∼ 450 Myr,
cold clumps of gas first start to form at 10−20 kpc along
the propagation direction of the AGN jet due to its non-
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Fig. 12.— Left: the synthetic X-ray composite image of the central r < 50 kpc region of the simulated cluster at t3 = 1.04 Gyr in 0.3-1.2
(red), 1.2-2 (green) and 2-7 keV (blue) bands. The observational angle is randomly chosen to be 23◦ from the z-axis in the y-z plane. The
size of the region is comparable to the Chandra X-ray map of Perseus in Fabian et al. (2006). Each individual channel has been rescaled
to bring out fainter features. The “bubbles” seen in the simulations are created by shock waves and the enhanced soft X-ray (red) traces
the cold clumps and filaments. Right: the synthetic Hα map of the same region from the same angle. The Hα filaments spatially correlate
with the enhanced soft X-ray, but the former shows more detailed structures.
Fig. 13.— The radial distribution of cold gas at different times
in our standard simulation, sampled every 20 Myr as in Figure 7.
The bin size is 0.2 kpc. Extended cold gas is only seen at early
times (dark lines), and at later times all the cold gas is inside the
disk of about 6 kpc.
linear perturbation. The cold clumps fall to the center of
the cluster roughly within a dynamical time. Some of the
cold gas blocks and redirects the jets to go out in other
directions, causing clumps to form in all directions within
the cluster core, while some feeds the SMBH, increasing
its power which causes the core entropy to increase and
thus slows down the cooling of the ICM. Due to its non-
zero (random) angular momentum, not all the gas can
be accreted onto the SMBH. By t ∼ 1.7 Gyr, all the cold
gas has settled to a rotationally supported disk of ∼ 6
kpc in radius and ∼ 1011 M in mass. The cold disk
stays, keeping the AGN on for a few Gyr through the
end of the simulation.
(2) The AGN heating rate traces the ICM cooling rate
of the cluster core. About 30% of the energy goes to bal-
ance cooling within r < 100 kpc, with the rest deposited
outside of the cluster core. The mass cooling rate only
briefly reaches the classic cooling flow rate at the peak of
the cold clump accretion phase; the average cooling rate
is only 30 M/yr, an order of magnitude lower than the
classic cooling flow value. Overall, the ICM cooling is
well balanced by AGN heating, and a cool-core appear-
ance of the cluster is also preserved.
(3) The long term evolution of the cluster is not sensi-
tive to the resolution of the simulation either, as long as
it is better than ∆xmin ≈ 0.5 kpc. When ∆xmin ≈ 0.5
kpc, because of the smaller amount of the cold clumps
and quicker accretion of the cold disk, the cold gas disk
can be completely accreted and the cluster experiences
cycles of clump formation followed by AGN outbursts.
The cold massive disk still forms eventually after a few
Gyr. With even coarser resolution of ∆xmin ≈ 1 kpc,,
the period of the cycle gets shorter and the formation of
the final stable disk is delayed even more (longer than
the age of the universe).
(4) Our parameter study shows that the general results
are not very sensitive to the model parameters including
the fraction of kinetic energy in the jet fkinetic, and the
feedback efficiency , with only subtle differences in the
details. The self-regulating model enables AGN feed-
back to balance cooling with a wide range of parameters
(fkinetic from 0.1 to 1, and  from 0.1% to 1%).
(5) Our results are generally consistent with previous
simulations (e.g. Gaspari et al. 2012). Besides prevent-
ing a classic cooling flow, our standard simulation also
successfully produces spatially extended structures that
bear striking similarity in both the morphology and the
spatial extension to the line-emitting filamentary gas ob-
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served in nearby cool-core clusters. However, the cold
disk in the final stage of our simulation is much more
massive than the compact rotating structures that have
ever been observed in cool-core clusters, and it stays for
too long, which contradicts the observed frequency of
such structures. This implies that our model, while suc-
cessful in many aspects, is still missing important phys-
ical effects, such as thermal conduction, star formation,
self-gravity, magnetic fields, and viscosity. We plan to
incorporate them to study their effects in the future.
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