Complexity at Fixed Distortion Level and Rate-Distortion Function by 村松, 純 & 金谷, 文夫
Title歪みを許した時の複雑度とレート歪み関数(応用函数解析の研究)
Author(s)村松, 純; 金谷, 文夫




Type Departmental Bulletin Paper
Textversionpublisher
Kyoto University
(Complexity at Fixed Distortion Level and Rate-Distortion Function)











(complexity) , “ ” “
” . ,
(complexity function) , .
, Kolmogorov-Chaitin (cf. [7], [2]) Lempel-Ziv
(cf. [8]) . ,
. , –
, .
975 1996 28-42 28
,– 1 1 .




. , (distortion at fixed complexity level)
(distortion-rate function) .
Yang Shen (cf. [12]) Kolmogorov-Chaitin ,
, . Yang





, ( ) . $\hat{A}$ , $\hat{A}^{*}\equiv\bigcup_{i=1}^{\infty}\hat{A}^{i}$
. $\hat{A}$ . $\hat{A}^{*}$
.








1 $[9],[10],[11]$ ‘distortion-complexity’ , .
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. , $\mu_{\hat{X}}$ $\hat{X}$ $\hat{A}^{\mathbb{Z}}$ . ,
$H_{\hat{x}^{\equiv}\mu_{\hat{X}}^{n}} \lim_{narrow\infty}\frac{1}{n}E\{\log_{2}\frac{1}{\mu_{\hat{X}}^{n}(\hat{X}^{n})}\}$
$\hat{X}$ (entropy rate) ,




. $B\equiv\{0,1\}$ , $\hat{A}$








$l$ : $B^{*}arrow \mathrm{N}$ 2 . ,
.
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2: $L$ , $\hat{A}$
$\mathcal{U}^{L}$ .
: $L$ 1) $L$ $-$
(cf. [3], Theorem 5.2.2). 2) (cf. [1], Theorem 3.1, [3],
Theorem 15.7.1) , $\hat{A}$
.
Kolmogorov-Chaitin $-$ . ,
$B^{*}$ . Kolmogorov-Chaitin $L^{\mathrm{K}\mathrm{C}}$
(cf. [7], [2], [3], pp. 147-148).
$L^{\mathrm{K}\mathrm{C}}( \hat{x}^{n})\equiv\in \mathrm{r}\min_{p\mathrm{P}_{\Gamma \mathrm{o}\mathrm{g}}\mathrm{a}\mathrm{m}(\hat{x}^{n})}\iota(p)$, $\hat{x}^{n}\in\hat{A}^{n}$
, Program$(\hat{x})n$ .
(cf. [13], Theorem 2).
Lempel-Ziv . $\hat{x}^{n}$ $\in\hat{A}^{n}$
$\hat{x}_{1}^{n_{1}n_{1+}\ldots t}\hat{X}_{n^{2}}\hat{X}_{n_{t(\dot{x}}}1)+1n(\hat{x})+1$ .
$n_{1}\equiv 1$ ,
$n_{i+1} \equiv\max${$k;k\leq n-1$ $\hat{x}_{n_{i}+1}^{k}\in\{\lambda,\hat{x}_{1}^{n_{1}},$ $\ldots,\hat{x}_{n_{i}+1}^{n^{i}}\}$ } $+1$ , $1\leq i\leq t(\hat{x})-1$ ,
$n_{t(\hat{x})+1}\equiv n$ ,
, $\lambda$ , $t(\hat{x})$ $n_{i+1}(\leq n-2)$ .
, $L^{\mathrm{L}\mathrm{Z}}(\hat{x})$
$L^{\mathrm{L}\mathrm{Z}}( \hat{x})\equiv\sum_{i=1}^{t(\hat{x})+1}\mathrm{r}\log_{2}\{i|\hat{A}|\}1$, $\hat{x}^{n}\in\hat{A}^{n}$
, (cf. [15] [3], Theorem 12.102).
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3$\hat{A}$ , $A$ (standard space, cf. [4]) .
. $\rho$ : $A\cross\hat{A}arrow$
$[0, \infty)$ .
1) $\rho$ .
2) $A$ $X$ $\hat{x}_{X}\in\hat{A}$ $\rho^{*}$
,
$E_{\mu x}\rho(x_{0},\hat{x}_{x})<\rho^{*}<\infty$ .
$D_{\min} \equiv\sup_{x\in A\hat{x}\in\hat{A}}\inf\rho(x,\hat{x})$ . $D\geq D_{\min}$ . $A^{*}$
$D$ .
.
2: $L$ $D\geq D_{\min}$ $L_{D}$ : $A^{*}arrow$




$D\geq D_{\min}$ , $\hat{A}_{D}^{n}(x^{n})$ .
, $x^{*}\in A^{*}$ $D$ $D$
.
, (rate-
distortion function) (distortion-rate function) .
3: $A$ $X$ $R_{X}(\cdot)$ $D_{X}(\cdot)$
. $D>D_{\min},$ $R>0$ ,
$R_{X}(D)$ $\equiv$ $\lim_{narrow\infty p}\inf_{n\in n}\frac{1}{n}I(X^{n};\hat{X}^{n})D$
’
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. , $I(X^{n};\hat{X}^{n})$ $X^{n},\hat{X}^{n}$ (mutual informa-
tion)
$I(X^{n}; \hat{X}^{n})\equiv\sup_{\mathcal{F}}\sum_{\in F_{i}^{n}\cross\hat{F}^{n}\mathcal{F}}p(nFin\cross\hat{F}_{i}^{n})\log_{2^{\frac{p^{n}(F_{i}^{n}\cross\hat{F}_{i}^{n})}{\mu_{X}^{n}(F_{i}^{n})\mu^{n}\hat{X}(\hat{F}_{i}^{n})}}}$
. , $F_{i}^{n}\subset A^{n},\hat{F}_{i}^{n}\subset\hat{A}^{n},$ $F_{i}^{n}\cross\hat{F}_{i}^{n}\subset A^{n}\mathrm{x}\hat{A}^{n}$ $\mu x,$ $\mu_{\hat{X}},$ $P^{n}$
















, , 2) .
4.1
, .
1(cf. [6], Theorem 2): $A$ $X$ $D>D_{\min}$
, $\phi_{n}$ : $A^{n}arrow\hat{A}^{n}$ ,
$\sup_{x^{n}\in A}\frac{1}{n}\sum_{=i1}^{n}\rho n(xi, [\phi_{n}(x^{n})]_{i})\leq D$
, 1 1 $\psi_{n}$ : $\hat{A}^{n}arrow$
$\lim_{narrow}\inf_{\infty}\frac{1}{n}l(\psi_{n}(\phi_{n}(Xn)))\geq R_{X}(D)$
$\mu x- \mathrm{a}.\mathrm{s}$ .
. , $[\phi_{n}(x^{n})]_{i}l\mathrm{h}\phi_{n}(x^{n})\in\hat{A}^{n}$ $i$ , $B_{\mathrm{p}}^{*}(\subset B^{*})$
(prefix) , $|B_{\mathrm{p}}^{*}|\geq|\hat{A}^{n}|$ .
, .










, 1) 1 . ,
$\lim_{narrow}\inf_{\infty}\frac{1}{n}L_{D}(X^{n})$ $=$ $\lim_{narrow}\inf_{\infty}\frac{1}{n}L(\phi n(X^{n}))$
$=$ $\lim_{narrow}\inf_{\infty}\frac{1}{n}\iota(\psi_{n}(\phi n(x)n))$




3 (cf. [5], Theorem 11 .4.1, 11.7.2, 11.8.1): $A$ $X$
$R>0,$ $\epsilon>0$ $N_{\epsilon}\in \mathrm{N}$ $f^{N_{\epsilon}}$ : $A^{2N_{\epsilon}+1}arrow\hat{A}$ ,
$\hat{X}\equiv\{\hat{X}_{n}\}_{n}^{\infty}=-\infty$
$\hat{X}_{n}\equiv f^{N}\in(X_{n}-N_{\epsilon}, \ldots, X_{n}, \ldots, X_{n+N_{\epsilon}})$
$\hat{A}$ ,
$E_{\mu_{X}}\{\rho(X0,\hat{X}_{0})\}$ $\leq$ $D_{X}(R)+\mathcal{E}$ $\mu_{X}- \mathrm{a}.\mathrm{s}$ .
$H(\hat{X})$ $\leq$ $R$
, .
4: $A$ $X$ $D\geq D_{\min}$ , $L$
,
$\lim_{narrow\infty}\frac{1}{n}L_{D}(X^{n})\leq R_{X}(D)$
$\mu x^{-\mathrm{a}}\cdot \mathrm{s}$ .
.
: $A$ $X$ $D\geq D_{\min}$ . 3 , $;0<\hat{\mathrm{c}}<$




$H_{\hat{X}}$ $\leq$ $R_{X}(D-2\epsilon)$ (2)
, (1) , $\mu_{X}-\mathrm{a}.\mathrm{s}$ . $x=$ {x n\infty$=-\infty$ $\epsilon$
$n_{\epsilon,x}\in \mathbb{N}$ , $n>n_{\epsilon,x}$
$\frac{1}{n}\sum_{1i=}^{n}\rho(xi,\hat{x}_{i})$ $\leq$ $E_{\mu x}\{\rho(x0,\hat{X}0)\}+\Xi$
$\leq$ $D$
. , $\mu x^{-\mathrm{a}.\mathrm{S}.X}$ $\epsilon$
$n_{\overline{\mathrm{c}},x}\in \mathrm{N}$ , $n>n_{\epsilon,x}$ $\hat{x}^{n}\in\hat{A}_{D}^{n}(x^{n})$ , ,
$\frac{1}{n}L_{D}(x^{n})\leq\frac{1}{n}L(\hat{x}^{n})$
.
, $\hat{X}$ $\hat{A}$ , 2)
(2) ,
$\lim_{narrow}\sup_{\infty}\frac{1}{n}L_{D}(x^{n})$ $\leq$ $\lim_{narrow}\sup_{\infty}\frac{1}{n}L(\hat{x})n$ $\mu_{X}-\mathrm{a}.\mathrm{s}$ .
$\leq$ $H_{\hat{X}}$ $\mu_{X}- \mathrm{a}.\mathrm{s}$ .
$\leq$ $R_{X}(D-2\in)$ $\mu_{X}- \mathrm{a}.\mathrm{s}$ .







. , $L$ – . $c>0$
36
, $x^{n}\in A^{n}$ $c$ , $c$
$\triangle_{L}$ , : $A^{*}arrow[0, \infty)$ .
4: $c>0$ $c$ $\triangle_{L,c}$ : $\hat{A}^{*}arrow[0, \infty)$
.
$\triangle_{L,c}(x^{n})\equiv\{$
$\min_{\hat{x}^{n}\in\hat{A}^{n}Lc},\frac{1}{n}\sum_{i=1}^{n}\rho(x_{i},\hat{x}_{i})$ , $n\in \mathrm{N}$ , if $\hat{A}_{L_{C}}^{n},\neq\emptyset$ ,
$\infty$ , if $\hat{A}_{L_{C}}^{n},=\emptyset$ .
, $\hat{A}_{L,c}^{n}\equiv\{\hat{x}^{n}\in\hat{A}^{n};L(\hat{x}^{n})\leq c\}$ .
$x^{n}$ $c$ , $x^{n}$ $c$
, .
, 3 , .
4(cf. [11], Theorem 3.1): $R>0$ $A$
$X$ ,
$\lim_{narrow\infty}\triangle_{L,R}n(_{X}n)=DX(R)$ , $\mu_{X}- \mathrm{a}.\mathrm{s}$ .
.










5(cf. [6], Theorem 1): $A$ $X$ $R>0$
$\hat{C}^{n}\subset\hat{A}^{n}$ $|\hat{C}^{n}|\leq 2^{nR}$ ,
$\lim_{narrow}\inf_{\infty}\mathrm{f}\min\frac{1}{n}\sum_{=i1}^{n}\rho(\hat{x}^{n}\in\hat{C}nxi,\hat{x}_{i})\geq D_{X}(R)$
$\mu x^{-\mathrm{a}}.\cdot \mathrm{s}$ .
.




7: $A$ $X$ $R>0$ ,
$\lim_{narrow}\inf_{\infty}\triangle L,nR(x^{n})\geq D_{X}(R)$, $\mu_{X}- \mathrm{a}.\mathrm{s}$ .
.




$n\in \mathbb{N}$ $|\hat{A}_{L,nR}^{n}|\leq 2^{n()}R+\in$ ,
5 ,
$\lim_{narrow}\inf_{\infty}\Delta L,nR(x^{n})=\lim_{narrow}\inf_{\infty}\mathrm{f}\min\frac{1}{n}\sum_{=i1}^{n}\rho(x\hat{x}n\in\hat{c}ni,\hat{X}i)$
$\geq D_{X}(R+\in)$ , $\mu_{X}- \mathrm{a}.\mathrm{s}$ .
. $\epsilonarrow 0$ , ,





8: $A$ $X$ $D\geq D_{\min}$ , $L$
,
$\lim_{narrow}\sup_{\infty}\triangle_{L,R}n(X^{n})\leq D_{X}(R)$ $\mu_{X}- \mathrm{a}.\mathrm{s}$ .
: $A$ $X$ $R>0$ . 3 , $0<\epsilon$
, $N_{\epsilon}\in \mathrm{N}$ , $f^{N_{\epsilon}}$ ,
$E_{\mu x}\{\rho(x_{0},\hat{X}0)\}\leq D_{x}(R-\mathit{6})+\in$ (3)
$H_{\hat{X}}\leq R-\in$ (4)
, 2) (4) , $\mu_{X}- \mathrm{a}.\mathrm{s}$ . $x=\{x_{n}\}_{n-}^{\infty}=\infty$
$\epsilon$ $n_{x,\epsilon}\in \mathrm{N}$ , $n>n_{x,\epsilon}$
$\frac{1}{n}L(\hat{x}^{n})\leq H_{\hat{X}^{+}}\epsilon$
$\leq R$
. , $L(\hat{x}^{n})\leq nR$ $\hat{x}^{n}\in\hat{A}_{L,nR}^{n}$ . ,
, $\mu x- \mathrm{a}.\mathrm{s}$ . $x$ $n>n_{x,\epsilon}$
$\triangle_{L,nR}(Xn)\leq\frac{1}{n}\sum_{1i=}^{n}\rho(x_{i},\hat{x}_{i})$
.
, (3) - “ , $\mu x- \mathrm{a}.\mathrm{s}$ . $x$ $\epsilon$




, $\mu_{X^{-}}\mathrm{a}.\mathrm{S}$ . $x$ $n> \max\{n_{\epsilon,x}, n_{\epsilon,x}’\}$
$\triangle_{L,nR}(Xn)\leq D_{X}(R-\mathit{6})+2\mathcal{E}$
39
. , $\lim_{narrow}\sup_{\infty}$ $\epsilonarrow 0$ , ,










2) $\hat{A}$ $\mathrm{B}$-process $\hat{X}=\{\hat{X}_{n}\}_{n=}^{\infty}-\infty$
$\lim\sup L\underline{1}(\hat{x}^{n})\leq H_{\overline{X}}$ , $\mu_{\hat{X}}- \mathrm{a}.\mathrm{s}$ .
$narrow\infty n$
.
$A$ $X$ $D>D_{\min},$ $R>0$ ,
$\lim_{narrow\infty}\frac{1}{n}L_{D}(X^{n})=R_{X}(D)$ , $\mu_{X}- \mathrm{a}.\mathrm{s}$ .
$\lim_{narrow\infty}\triangle_{L,R}(nx^{n})=D_{X}(R)$ , $\mu_{X}- \mathrm{a}.\mathrm{s}$ .
.
: 4, 8 , $X$ $\hat{X}$ $\mathrm{B}$-process
(cf. [5] pp. 191-194) , 3, 4 .
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