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Topological phases in spinless non-Hermitian models have been widely studied both theoretically
and experimentally in some artificial materials using photonics, phononics and magnon. In this work,
we investigate the interplay between non-Hermitian loss and gain and non-Abelian gauge potential
realized in a two-component superconducting circuit. In our model, the non-Hermiticity along only
gives rise to trivial gain and loss to the states; while the non-Abelian gauge along gives rise to flying
butterfly spectra and associated edge modes, which in photonics can be directly measured by the
intensity of photons at the boundaries. These two terms do not commute, and their interplay can
give rise to several intriguing non-Hermitian phases, including the fully gapped quantum spin Hall
(QSH) phase, gapless QSH phase, trivial gapped phase and gapless metallic phase. The bulk-edge
correspondence is absent and we find that during the closing of energy gap in the gapped QSH phase,
the system enters the gapless QSH phase regime which still supports two counter-propagating edge
modes. We have also unveiled the intriguing role of non-Hermiticity on the chiral symmetry and
time-reversal symmetry of the Hermitian models, which can be applied to other physical models.
The study of topological matters in physics initiated
from quantum Hall effect [1–3] is of fundamental impor-
tance in modern physics. A lot of topological insulators
and superconductors have been realized using solid mate-
rials [4–6], which can lead to interesting applications such
as spintronics and topological quantum computation[6–
11]. Moreover, the state-of-art technologies still allow us
to simulate these novel phases in the context of quantum
simulation in a more controllable manner [12]. Recently,
this idea has been implemented in various systems, in-
cluding photonics [13–17], magnons [18, 19], ultracold
atoms [20–24], linear circuits [25, 26], and superconduct-
ing circuits [27], etc. Due to the salient advantages in ex-
periments, the details of these topological protected edge
modes, such as the zero modes, Fermi points and Fermi
arcs, can be seen much clearer as compared with those in
solid materials [28, 29]. These achievements have greatly
advanced our understanding of topological matters and
may seek for new applications [30, 31].
Here we are mainly interested in these topological
phases in the superconducting circuit, due to its long
coherence time [1] and its scalability in industrial fabri-
cation. To date, superconducting circuits up to 92 phys-
ical qubits have been reported to achieve the quantum
supremacy [33, 34]. The topological phases with these
circuits can be realized with much larger size due to the
much lower threshold of uniformity. This platform is also
intriguing for its controllability in loss and gain [7, 36–38]
for the realization of non-Hermitian topological phases.
In previous literature, the topological non-Hermitian
FIG. 1. (a) Periodic boundary condition for the realization of
Hofstadter butterfly effect. (b) The flying Hofstadter spectra.
In this plot the momentum ky along the cylindrical geometry
(a) plays the role of threaded flux Φ. In this plot γ = 1/4 to
achieve maximal coupling between the two components.
models were generally considered with some spinless two-
band models [39–42]. Here we are interested in the basic
question that how non-Abelian gauge potential interacts
with non-Hermiticity in a realistic system, and what will
happen to the corresponding topological phases [43, 44].
To this end, we propose a method to realize a non-
Abelian model with controllable lose and gain in a super-
conducting circuit. We find that: (1) With only one of
these two interactions, the non-Abelian gauge potential
can lead to flying Hofstadter butterfly effect and associ-
ated edge modes satisfying bulk-edge correspondence and
the dissipation plays the role of loss and gain to each com-
ponent. (2) The non-commutation of the non-Abelian
gauge potential and the non-Hermitian interaction can
leads to coupling between these two terms, which can fun-
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2FIG. 2. Edge modes in the non-Abelian gauge model without
non-Hermiticity. The upper panel show the edge modes in
a cylindrical geometry for (a) γ = 0, λ/t = 0, q = 3 and
p = 1; and (b) γ = 1/4, λt = 0.5, p = 1 and q = 6. The edge
modes in the gap are plotted using red thick lines. The lower
panel show their corresponding edge modes in a finite system
with (c) 30× 30 and (d) 40× 40 with open boundaries in all
directions.
damentally influence the fate of the topological phases.
We find that with this non-Hermiticity, our model can
host four different non-Hermitian phases: the gapped
QSH phase, trivial gapped phase, gapless QSH phase and
metallic phase. (3) The bulk-edge correspondence is ex-
plicitly broken in the non-Hermitian model. By closing
of the energy gap, the model can enter the gapless QSH
regime, which also supports robust edge modes. The
resonant couplings between the extended modes and lo-
calized edge modes are not allowed for their different en-
ergies in the complex plane.
Model and Hamiltonian. We consider the following
tight-binding model in a square lattice (r = (rx, ry),
rx,y ∈ Z)
H0 = −
∑
r,σ=x,y
tσψ
†
r+eσU
σ
r ψr + h.c., (1)
where ψr = (ar,↑, ar,↓)
T
denotes the field operator of
the (pseudo) spin component, σ =↑, ↓, and tσ is the
nearest-neighbor hopping strength along directions ex =
(1, 0) and ey = (0, 1). In this work we aim to ex-
plore a non-Abelian gauge potential with the form of
A = −(2piγσx, 2piαxσz), which in the lattice model yields
Uxr = U
x = eiΘx , Uyr = U
y
m = e
iΘy , (2)
with Θx = γ ·2piσx, and Θy = α·2pimσz. The same model
has been studied in ultracold atoms in Ref. [45]. This
model can be realized using the lowest two modes in 3D
cavities connected by superconducting quantum interfer-
ence devices (SQUIDs), in which the energy mismatch
during hopping can be compensated by the modulating
frequencies of the driving SQUIDs; see our design details
and simulations in the supplementary material [46].
Flying Hofstadter butterfly and edge modes. Eq. 1 can
be used to explore the Hofstadter butterfly effect [47–50].
For α = p/q, where p, q are coprimes, we can diagonalize
the model in a reduced magnetic Brillouin zone (MBZ)
[46], yielding the following Harper equation,
−txU˜k0x+2piαnun − ty(U˜kyun+1 + U˜−kyun−1) = Eun,
(3)
where U˜kx = e−ikxUx + h.c., U˜ky = e−ikyσz , and un =
(un,↑, un,↓)
T
, with un,σ being the amplitude of the wave
function in the nth sector and n = 1, 2, · · · , q − 1. The
boundary condition is uq = u0 for k
0
x ∈ [−piq , piq ] and ky ∈
[−pi, pi]. For a cylindrical geometry along y direction (see
Fig. 1 (a)), we have
−tx[Uxum+1+(Ux)†um−1]−ty(eikyUym+h.c.)um = Eum.
(4)
The butterfly diagram is presented in Fig. 1 (b), which
exhibits some features that are totally different from the
Abelian case. In the latter case, the flux parameterized
by ky only slightly modify the edge modes [46]; however,
here it strongly influences the structure of the butter-
fly, exhibiting some flying effect, that is, by tuning ky
the butterfly pattern may also oscillate periodically [46].
This arises from the coupling between the butterflies in
each components, where the non-Abelian gauge breaks
the degeneracy at the crossing points. This butterfly
structure has been studied by Osterloh et al [45] by fixing
ky and tuning γ, which do not have this flying feature. In
our model the boundary condition can be modulated by
threading a flux in the SQUID connecting the first and
last sites, which can be connected using SQUIDs. Thus
this effect is observable in experiments.
The intringuing things caused by the non-Abelian
gauge field are the quantum spin Hall (QSH) effect and
associated edge modes in a finite system. When γ = 0,
the model is decoupled into two spinless copies with op-
posite magnetic field, which thus have opposite Chern
numbers (see Fig. 2(a)). In this case, the spin is con-
served, and the spin Chern number can be well de-
fined [51, 52]. This QSH effect will be destroyed in the
presence of γ due to the closing of energy gap at E = 0
from the flying butterfly effect (see Fig. 2 and Ref. [46]).
To realize the QSH effect with finite γ, a staggered chem-
ical potential should be introduced to open a gap, which
maybe written as
Vs =
∑
r
(−1)rxλψ†rψr. (5)
This potential can be implemented in the SQUIDs with
a finite frequencicy difference beween the 3D cavities and
the modulated SQUIDs [46].
3To illustrate the QSH effect, in the following, we focus
on q = 6 and p = 1. The numerical results are pre-
sented in Fig. 2, which satisfy bulk-edge correspondence.
In a cylindrical geometry, one can observe a number of
edge modes in the gap, while in the open boundary condi-
tion, these edge modes are localized at the two open ends
within the energy gaps. In experiments, these modes sep-
arated from the extended bulk modes can be excited and
measured by the intensity of photons leaked from the
edges by scanning of frequency. This technique has been
implemented in experiments for edge modes and topolog-
ical insulator laser [28–31].
Non-Hermitian model and topological phases. The but-
terfly and edge modes provide important basis for us to
explore the effect of non-Hermiticity on the topological
phases. In the photonic system, the loss and gain can
be introduced to the model through interaction with the
environment, which is described by the Lindblad super-
operator. Let us define ψr = Tr(ρcr), where ρ is the
corresponding density matrix, we obtain the following
Schro¨dinger equation [46, 53],
idΨ/dt = (M− iK/2)Ψ, (6)
where Ψ = (ψ1, ψ2, · · · )T , H0 =
∑
r,r′ ψ
†
r(M)r,r′ψr′ , and
K = 2κσz. The loss and gain in this scheme can be
controlled in the experiments [7]. Noticed that the above
equation can be obtained from the Heisenberg equation
iψ˙r = [ψr,H], where H = H0 +Ψ†κI⊗σzΨ.After Fourier
transformation in MBZ, we have [46],
H(k) = Ψ†(U˜ky⊗S+Vs⊗S3+h.c.+V +iκσz⊗I)Ψ. (7)
In this equation S is the cyclic permutation matrix
with Sq = 1, V = diag(Ukx+2pin/q), n = 1, ..., 6,and
Ψ = (ψ1, ψ2, · · · , ψq)T . This model has several salient
features: (I) It has a time-reversal symmetry T =
iσyK, where K is the complex conjugate operator, whith
T H(k)T −1 = H(−k). Noticed that while a Zeeman field
in the Hermitian model violate this symmetry, it does in
the non-Hermitian model. (II) It has a bi-chiral symme-
try which is generalized from the chiral symmetry to
(Γ, H)∗ = ΓH†+HΓ = 0, (Γ, H)∗ = H†Γ+ΓH = 0. (8)
This symmetry ensures the eigenvalues Enk and −E∗nk
appears in pairs. (III) A new anti-unitary symmetry
Q = σxK, with QH(k)Q
−1 = H(k). This symmetry
ensures that Enk and E
∗
nk come with pairs. In the Her-
mitian model, the bi-chiral relation is reduced to the chi-
ral relation, thus the combination of (I) and (II) can give
rise to the charge-conjugate symmetry, making the sys-
tem belongs to DIII class from ten-fold classification. In
the presence of non-Hermiticity, the chiral symmetry is
split to two bi-chiral relations, while the time-reversal
symmetry is invariant.
An important feature is that the non-Hermitian term
does not commute with the non-Abelian gauge potential
FIG. 3. Phase diagram of non-Hermitian model with non-
Abelian gauge potential with γ = 1
4
and α = 1
6
. (a) to (c)
show the eigenvalues for the red point in (d) with periodic
boundary condition with κ/t = 0.2 andλ/t = 0.8. The phase
diagram in (d) is plotted by monitoring the gap closing of the
bulk and associated edge modes, which is divided into four
different phases. The edge modes for the solid symbols are
presented in Fig. 4.
when γ 6= 0, thus their interplay can give rise to some
intriguing physics. This consequence is trivial when γ =
0. In this case the two components only feel opposite but
uniform dissipation and the eigenvectors are unchanged
while the eigenvalues will become complex, which only
influence the intensity during time evolution.
We solve the non-Hermitian model H in free space.
In Fig. 3(a) and (b), we present the real and imaginary
parts of the energy spectra, which show that while the
real part is fully gapped near Re[E] ≈ 0, the imaginary
part can be gapless. By plotting these eigenvalues in
the complex plane, we find that the spectra form two
separate groups, which can be separated from the whole
complex plane. The symmetry of the eigenvalues about
real and imaginary axis comes from the Q symmetry and
bi-chiral symmetry discussed above. This picture was
used by Shen et al [39] to identify the topological phases
and associated edge modes, in which the edge modes play
the role of connecting these two separated spectra. One
should be noticed that the topological non-Hermitian
phases can only be well-defined in terms of symmetries,
otherwise, one can construct a model without any sym-
metry as H′ = eiθH, which has the same eigenvalues in
complex plane (upon a phase shift) and the same wave
functions, including the edge modes, in open and infinite
systems. In our calculation, we identify the topological
phases with non-Hermiticity by adiabatically switching
40
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FIG. 4. Edge modes in different phases with non-Hermiticity.
The upper panel show the evolution for the three square sym-
bols along the horizon line in Fig. 3 (d), thus (a) - (c) corre-
spond to the edge modes in gapped QSH phase, gapless QSH
phase and NM phase, respectively. Parameters are λ/t = 0.8,
κ/t = 0.5 (a), 0.65 (b) and 0.8 (3). The lower panel show
the phases for the three diamond symbols in Fig. 3 (d) with
κ/t = 0.5, λ/t = 0.95 (d), 1.3 (e) and 1.5 (f), which cor-
respond to the gapless QSH phase, NM phase and trivial
gapped phase, respectively. These results are demonstrated
in a 30×30 open lattice.
off the loss and gain, and the non-Hermitian models is
said to have the same topology as the Hermitian ones if
and only if that during adiabatic evolution (i) in the bulk
spectra the two block of spectra are always disconnected
in periodic condition; and (ii) the edge modes connect-
ing these two bulk blocks are always presented in open
condition. In this sense, the trivial gapped phase is char-
acterized by absence of localized edge modes and respects
criterion (i).
Our phase diagram is presented in Fig. 3. When κ = 0,
we are able to identify three different phases: a normal
insulator (NI) phase, a gapped QSH phase and a normal
metallic (NM) phase. These three phases can be under-
stood from the discussions in Fig. 2, in which the phase
transition from the QSH phase to the NM phase satisfies
bulk-edge correspondence. Moreover, the fully gapped
phases can be characterized by Z2 indexes for DIII class,
following Fukui et al [54]. In the gapped QSH, we find
ν = +1; while in the trivial phase, ν = 0. These three
phases in the limit γ = 0 will help us to identify the
phases with non-Hermiticity.
We are able to identify four different phases in the
phase diagram by λ and κ, three of which can be con-
nected to the well-defined phases in the Hermitian model
mentioned above. Between the topological gapped QSH
state and gapless NM phase, we are able to identify a
new phase denoted as gapless QSH state. We can un-
derstand this diagram by choosing a horizon line in Fig.
4 with a fixed 0.07 ≤ λ/t ≤ 1.21. By increasing of κ,
the system may undergo two consequences, that is, the
closing of energy gap from the fully gapped phase to the
gapless phase at κ1c in the bulk condition and the disap-
pearance of edge state at κ2c in the open system. We find
that κ1c < κ
2
c , which is clear demonstration of the lack of
bulk-edge correspondence, as unveiled in previous litera-
ture [55–57]. Thus the system may support three differ-
ent phases, in which the new topological gapless phase
between κ1c < κ < κ
2
c can support edge modes in the
gapless phase regime. We present the evolution of edge
modes in Fig. 4, in which the two counter-propagating
edge modes in the gapless QSH can be seen from Fig. 4
(b) and (d), for the two scanning lines in Fig. 3 (d). No-
ticed that in these results, we find that the edge modes
are more likely to be localized in the left-up and right-
down corners due to the skin effect [40, 41], since in the
plane wave basis, the momentum will become complex.
In the Hermitian models, the gapless phase, in gen-
eral, can not protect the robust edge modes due to the
resonance coupling between the edge modes and the bulk
modes with the same energy. This kind of resonant cou-
pling can be forbidden in the non-Hermitian models, be-
cause although the total bulk spectra is connected in the
complex plane, the energy of the edge modes and the bulk
modes can have different imaginary energies [46]. For this
reason, we are still able to find the robust edge modes in
the gapless regime — this is a quite general feature in
all non-Hermitian topological models. In experiments,
the identification of these phases and associated counter-
propagating edge modes can be detected by the external
pumping at the edges [46].
Conclusion Topological non-Hermitian models have
been widely explored based on spinless models. In fu-
ture, their realizations with concrete materials should be
an important pursuit direction in the context of quan-
tum simulation. Along this line, we generalize this idea
to the realm of multi-component systems, and propose a
general way for non-Hermitian models with non-Abelian
gauge potentials. These two non-commutative terms and
their interplay can lead to various intriguing topological
gapped and gapless phases, especially, we find a topologi-
cal gapless phase with robust edge modes due to the lack
of bulk-edge correspondence. This platform can even be
used to examine a number of important concepts in Her-
mitian models, such as the butterfly spectra, in which
non-Hermiticity can dramatically influence the fate of
the Dirac cores [58]. We have also unveiled the conse-
quence of time-reversal symmetry and chiral symmetry
in terms of non-Hermiticity, which is important for the
classification of Non-Hermitian topological phases.
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1Supplementary Material: Interplay between non-Hermiticity and non-Abelian gauge
potential in topological photonics
‘
A. Physical Realization of the non-Abelian gauge potential
We discuss in details how to realize the non-Abelian gauge potential discussed in the main text. We consider the
3D cavities connected by the superconducting quantum interference devices (SQUIDs) in a square lattice. In each
cavity, we consider the lowest two modes. Some typical experimental parameters are summarized in Table. 1, in
which the energy level spacing between these two modes is typically of the order of GHz. The corresponding sizes of
these cavity can be estimated as
d = c/(2ν) ∼ several centimeters. (S1)
For such a large size system, the uniformity of the 3D cavities can be made negligible. Let us denote these two energy
levels as ωr,σ, where σ =↑ and ↓. In the square lattice, we consider two different types of 3D cavities, which have
different sizes (see Fig. S1 (a)). Thus by connecting these levels using SQUIDs, we obtain the following general
Hamiltonian,
H =
∑〈r,r′〉
σ,σ′
gr,r′ (t)ψ
†
r′,σ′ψr,σ + h.c.
+∑
r
ψ†rErψr, Er = diag(ωr,↑, ωr,↓), (S2)
where in the first term the summation is carried out in the nearest-neighbor sites. The energy levels of these cavities
are presented in Fig. S1 (b). The SQUID couples the four modes in the two cavities, which is described by the
following interaction
gr,r′ (τ) =
∑
σ,σ′
trσ,r′σ′ cos (∆rσ,r′σ′τ + φrσ,r′σ′), (S3)
where σ, σ′ ∈ {↑, ↓}, τ denotes time and ∆rσ,r′σ′ (τ) = |ωr,σ − ωr′,σ′ |. In this work we have assumed that these four
levels have different energies, thus the tunneling between these four levels can be addressed individually. We design
the cavities in such a way that the energy differences ∆ss′ should be large enough, thus during the fast modulation
all the anti-rotating wave terms should be averaged out, giving rise to the following time-independent Hamiltonian
H˜eff =
∑
〈r,r′〉
ψ†r′Φr′,rψr + h.c., [Φr′,r]σ,σ′ =
tr′,r,σ,σ′e
−iφr′,r,σ,σ′
2
, (S4)
where Φr′,r is the hopping matrix hopping between lattice sites r and r
′. In this way, not only the coupling strength
but also the relative phase carried by this tunneling can be controlled in experiments. We choose the following
parameters:
tr,r+ex,σ,σ′ =
(
cos(2piγ) sin(2piγ)
sin(2piγ) cos(2piγ)
)
σ,σ′
, tr,r+ey =
(
1 0
0 1
)
σ,σ′
,
φr,r+ex,σ,σ′ = −
(
0 pi
pi 0
)
σ,σ′
, φr,r+ey,σ,σ′ = −
(
2pirxα 0
0 −2pirxα
)
σ,σ′
.
(S5)
Then we arrive at the hopping matrix in the main text as (assuming r = (m,n), with lattice constant a = 1)
Ux = Φr,r+ex = exp(i2piγσx), U
y(x) = Φr,r+ey = exp(i2pimσz). (S6)
This model provides an useful toolbox to simulate the other interesting physics. By carefully engineering these
parameters, one can in principle realize arbitrary types of non-Abelian gauge potentials. For instance, the widely
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FIG. S1. 3D cavity model and effective model. (a) The structure of the 3D cavity A (larger) and B (smaller) used
in this work. (b) Energy level alignment of these two different cavities. (c) Effective circuit based on these two coupled
cavities. (d) Two dimensional 3D cavities connected in a square lattice for the realization of non-Abelian gauge potential and
Non-Hermitian potential. (e) - (f) Effective coupling mediated by the SQUIDs by periodical modulation. The rotating wave
part and anti-rotating wave part from the sum-frequency and difference-frequency parts can be controlled by the phase in the
SQUIDs.
explored Rashba spin-orbit coupling can also be simulated in this model using the following parameters,
tr,r+ex,σ,σ′ =
(
cos(2piγ) sin(2piγ)
sin(2piγ) cos(2piγ)
)
σ,σ′
, tr,r+ey =
(
cos(2piβ) sin(2piβ)
− sin(2piβ) cos(2piβ)
)
σ,σ′
,
φr,r+ex,σ,σ′ = −
(
0 pi
pi 0
)
σ,σ′
, φr,r+ey,σ,σ′ = −
(
0 0
0 0
)
σ,σ′
,
(S7)
in which the hopping matrix can be written as
Ux = exp(i2piγσx) U
y = exp(i2piβσy). (S8)
This idea may be generalized to multicomponent conditions. This kind of tunability is still challenging in other
physical systems. Finally, we need to emphasize that the long range interaction can also be realized in this model by
connecting two far-distant 3D cavities by the SQUIDs.
To realize the staggered potential used in Eq. 6 in the main text for the realization of gapped QSH, one can choose
the following parameters:
∆rσ,r′σ′ = |ωr,σ − ωr′,σ′ | − (−1)rx−r′x2λ, (S9)
where rx is the site index in x-direction. If we define r = (m,n) and r
′ = (m′, n′), then rx = m−m′.
B. Simulation of the effective Hamiltonian
To gain a much better understanding of the effective Hamiltonian used in the main text, we discuss the effective
time-independent Hamiltonian derived from the modulating Hamiltonian. We consider a two-site model with the
following Hamiltonian,
Htwo-sites =
∑
σ=↑/↓,i=1,2
ωσ,inσ,i + 2t
∑
σ,σ′
cos(∆σ1,σ′2τ + φσ1,σ′2)(a
†
σ,1aσ′,2 + h.c.), (S10)
3Ref. Modes Frequency (GHz ×2pi) Qint T1
[1] TE101,TE102 8–10 GHz 2× 106, 5× 105 50 µs
[2] TE101,TE111,TE011,TM111 7.6–11.5 106, 108 0.01ms–10.4 ms
[3] TE101 8.7–9.33 0.8× 106, 108 14.9 µs–0.93 µs
[4] TM01 9.8 2× 108 0.72ms–7 ms
[5] / 9.560 1500− 3000 /
TABLE I. Possible parameters in recent 3D cavity experiments. In different literature, both TE modes and TM modes
are used in experiments, depending strongly on the geometric sizes of the 3D cavities. The typical frequencies are of the order
of GHz, with Q factor from 106 to 108. The last column shows the lifetime of the energy levels.
where the evolution of time is denoted by τ . We can choose parameters
ω↓,1 = 8.7× 2pi GHz, ω↑,1 = 9.3× 2pi GHz, ω↓,2 = 9.1× 2pi GHz, ω↑,1 = 9.9× 2pi GHz. (S11)
The experimentally feasible parameters for the hopping strengths are
2t = 2.4 MHz, 2λ = 5 MHz. (S12)
In the above chosen parameters, the energy difference between these two frequencies are much large than 2t and
2λ, thus in the following, we will use the rotating wave approximation to eliminate the fast oscillation terms, leaving
a static Hamiltonian.
In the rotating frame let us define
U = exp
−iτ
 ∑
σ=↑/↓,i=1,2
ωσ,inσ,i − 2λ(n↑,1 + n↓,1)
 , (S13)
then we have following effective Hamiltonian,
H˜ = U†Htwo-sitesU + i(∂τU†)U
= 2λ(n↑,1 + n↓,1) + t
∑
σ,σ′
[
ei(∆σ1,σ′2τ+φ˜σ1,σ′2) + h.c.
]
×
[
ei(ωσ,1−ωσ,2−2λ)τaσ,1a
†
σ′,2 + h.c.
]
, (S14)
where φ˜r′,r,σ,σ′ = sign(ωr′,σ′ − ωr,σ)φr′,r,σ,σ′ . In the above equation, the fast oscillation with period much short than
the energy scale of t and λ are neglected, leaving the following effective Hamiltonian
Heff = λn1 − λn2 + tψ†1Φ1,2ψ2 + h.c.). (S15)
We examine the validity of the above effective Hamiltonian by checking the dynamics of the particle in this two site
model, which is shown in Fig. S2. We find that these two Hamiltonians (Htwo-sites and Heff) will give the same
dynamics. The same feature can be found for the other physical quantities, independent of its initial condition.
Thus the effective Hamiltonian can faithfully describe the dynamics of the time-dependent Hamiltonian, which can
be generalized to the whole lattice systems, as was used in the main text.
C. Engineering of the Dissipation
In this section we consider the following more general model,
H =
∑
r,r′
tr,r′a
†
rar′ , (S16)
which is subjected to the Lindblad master equation,
iρ˙ = [H, ρ] + i
∑
α
LαρL†α −
i
2
{L†αLα, ρ}︸ ︷︷ ︸
Ld
. (S17)
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FIG. S2. Dynamics from exact Hamiltonian and effective Hamiltonian. We calculate the mean population in the
time-dependent Hamiltonian and the effective Hamiltonian, start from the same initial wave function. We choose φ1,2 =(
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)
for demonstration.
When Lα is the dissipation operator. We consider two elementary dissipations with L+r =
√
γ+ar and L
−
r =
√
γ−ar,
which correspond to particle loss and particle injection, respectively. To obtain the evolution of the coherent state,
one can simply take the average of the field operator, i.e.,
i
d 〈ar〉
dt
= iTr[arρ˙] = Tr[arHρ− arρH + iarLd] (S18)
It is easy to obtain that
Tr[arHρ− arρH] = Tr(ρ[ar, H]) =
∑
r′
tr,r′〈ar′〉, (S19)
which is true for both fermions and bosons. For the dissipation term related to Ld, we have the following two identities,
Tr
∑
r′
[
arar′ρar′
† − 1
2
ara
†
r′ar′ρ−
1
2
arρa
†
r′ar′
]
=
1
2
Tr
∑
r′
[
ar′
†arar′ρ− ara†r′ar′ρ
]
= −1
2
〈ar〉 ,
Tr
∑
r′
[
arar′
†ρar′ − 1
2
arar′a
†
r′ρ−
1
2
arρar′a
†
r′
]
=
1
2
Tr
∑
r′
[
ar′arar′
†ρ− ar′a†r′arρ
]
=
1
2
〈ar〉 .
(S20)
Thus if one defines ψr = Tr(ρar), then the dynamics of Ψ = (ψ1, ψ2, ψ3, · · · ) can be described by the following
non-Hermitian Schro¨dinger equation,
i∂tΨ = (H + iΓ)Ψ, (S21)
where for the on-site dissipation studied above, we have
Γ = diag(γ1, γ2, γ3, · · · ). (S22)
A few remarks about these results are in orders. (1) When Γ = 0 with conserved total number of particle, the
trace Tr(ρar) = 0 exactly, thus the above equation is null. It is a nontrivial equation which can be used to describe
dynamics of quantum state (in the single particle level) only when dissipation and relaxation are considered. (2)
This equation has several interesting limits. In one hand when all γi have the same value, it only introduces a global
dissipation to all quantum state, since [Γ, H] = 0, thus the effect of dissipation is somewhat trivial [6]. (3) This
dissipation can be used to explore some interesting physics such as models with PT -symmetry [7]. (4) In this work,
we aim to explore the interesting physics due to interplay between non-Hermicity and non-Abelian gauge potential
with [H,Γ] 6= 0, which can give rise to new physics in our work.
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FIG. S3. Two different geometries in our calculation. (a) Infinite square lattice. The non-Abelian gauge will enlarge
the real space periodicity by q times, where α = p/q. (b) The cylindrical geometry, in which two localized states can be found
localized in the edge.
D. Band Structure in momentum Space
In this section, we discuss the calculation of the energy bands from Bloch theorem. We focus on two geometries as
shown in Fig. S3 (a) in infinite size system and (b) in a cylindrical geometry. We take the Hamiltonian defined in Eq.
1 and the gauge field in Eq. 2 in the main text as an example to show the calculation of energy bands in momentum
space. This model may also be formally written as H = −txTx − tyTy + +Vstag.
Firstly, we make the following Fourier transform to the field operators by
ψm,n =
ˆ pi
−pi
dkx
2pi
ˆ pi
−pi
dky
2pi
eikxm+ikynψkx,ky , (S23)
where the momenta kx and ky are constraint in the first magnetic Brillouin zone (MBZ) [−pi, pi]. The hopping term
Tx along x direction is homogeneous, leading to a form in k-space as
Tx =
∑
m,n
ψ†m+1,nU
xψm,n + h.c. =
ˆ pi
−pi
dkx
2pi
ˆ pi
−pi
dky
2pi
ψ†kx,ky U˜
kxψkx,ky , (S24)
where
U˜kx = e−ikxUx + h.c. = 2
(
cos kx cos 2piγ sin kx sin 2piγ
sin kx sin 2piγ cos kx cos 2piγ
)
. (S25)
The hopping term Ty along y direction is not diagonal in k-space, and after Fourier transformation we have
Ty =
∑
m,n
ψ†m,n+1U
y
mψm,n + h.c.
=
ˆ pi
−pi
dkx
2pi
ˆ pi
−pi
dky
2pi
ψ†kx+2piα,ky U˜
kyψkx,ky +
ˆ pi
−pi
dkx
2pi
ˆ pi
−pi
dky
2pi
ψ†kx−2piα,ky U˜
−kyψkx,ky ,
(S26)
where U˜ky = e−ikyσz .
The gauge potential can enlarge the MBZ in real space (see Fig. S3 (a)), in which in our model the MBZ is made
by q× 1 sites. This increased MBZ in real space will shrink the size of the reciprocal lattice in momentum space. We
can write the total Hamiltonian in momentum space as following
H =
ˆ pi/q
−pi/q
dk0x
2pi
ˆ pi
−pi
dky
2pi
q−1∑
n=0
Hk0x,ky,n, (S27)
6where Hk0x,ky,n reads as
Hk0x,ky,n = −tx
(
ψ†k0x+2piαnU˜
kx+2piαnψk0x+2piαn,ky
)
− ty
(
ψ†k0x+2piα(n+1)U˜
kyψk0x+2piαn,ky
)
− ty
(
ψ†k0x+2piα(n−1)U˜
−kyψk0x+2piαn,ky
)
.
(S28)
This model in momentum space can be diagonalized using the following basis,
∣∣Ψ↑/↓〉 = q−1∑
n=0
un,↑/↓ψ
†
k0x+2piαn,ky,↑/↓ |0〉, (S29)
where un = (un,↑, un,↓)
T
is the amplitude of the relative wave function. The secular equation with these coefficients
can be written as
−txU˜k0x+2piαnun − ty
(
U˜kyun+1 + U˜
−kyun−1
)
= E
(
k0x, ky
)
un, (S30)
subject to the boundary condition as
un+q = un, n = 0, 1, 2, 3, · · · , q − 1. (S31)
The staggered potential Vstag is essential to realize the topological gapped QSH state, which can be written as
Vstag/λ =
∑
m,n
(−1)mψ†m,nψm,n
=
ˆ pi
−pi
dkx
2pi
ˆ pi
−pi
dky
2pi
ψ†kx+pi,kyψkx,ky =
ˆ pi/q
−pi/q
dkx
2pi
ˆ pi
−pi
dky
2pi
∑
n
ψ†
k0k+pi+2piαn,ky
ψk0k+2piαn,ky .
(S32)
When q is even, we have k0x+pi+ 2piαn = k
0
x+ 2piα(n+
q
2 )−2pi(p−1). Hence this potential realizes coupling between
the n-component and n+ q/2-component, and opens a finite gap. From the symmetry perspective, this term breaks
the axial symmetry which make the original degenerate bands further split into more non-degenerate bands.
We can also take the cylindrical version of this model to examine the effect of edge modes. Around the cylindrical
geometry, the momentum is a good quantum number and we have
H =
ˆ
dky
2pi
(∑
m
ψ†m,kyUon (m, ky)ψm,ky + h.c.
)
+
∑
m
ψ†m+1,kyUx (m)ψm,ky , (S33)
where
Uon (m, ky) =
( −2ty cos (ky − 2pimα) + (−1)mλstag 0
0 −2ty cos (ky + 2pimα) + (−1)mλstag
)
,
Ux =
(
cos (2piγ) i sin (2piγ)
i sin (2piγ) cos (2piγ)
)
.
(S34)
This method is used to check the edge excitations in the gap.
E. Symmetries of the Hamiltonian in momentum space
In this section, we will illustrate the symmetries in the Harper equation step by step. Firstly, we consider the spinless
model without dissipation, which has been studied in previous literature. Let us assume the hopping amplitude
tx, ty = 1, then we have
H(k) = H(kx, ky) = e
−ikyS + e−ikxV + h.c., (S35)
where p and q are coprimes, S is the cyclic permutation matrix and V is a diagonal matrix with element entries
{e−iΦn}, n = 1, 2, · · · , q and Φ = 2pip/q. For example with q = 4, we can write down these two matrices explicitly as
7(a) (b)
FIG. S4. Band structures in the Harper equation. (a) p = 1, q = 5 and (b) p = 1, q = 6. The even and odd cases will
have totally different symmetries. In this work, we focus on q to be an even number, in which the eigenvalues E and −E will
appear in pairs. This result is related to the chiral symmetry defined in this supplementary material.
[8]
S =

1
1
1
1
 , V =

e−iΦ×1
e−iΦ×2
e−iΦ×3
e−iΦ×4
 . (S36)
The similar forms can be generalized to arbitrary q. We can check that
Sq = 1, SV = V SeiΦ. (S37)
Moreover, under the transformation of these matrices, we have
V H(kx, ky)V
−1 = H(kx + Φ, ky), SH(kx, ky)S−1 = H(kx, ky + Φ). (S38)
The band structures for p = 1, q = 5 and q = 6 are presented in Fig. S4. We find that when q is an even number,
the spectra is always symmetric about E = 0, which is a general feature not only in this spinless model, but also
exists in the models we have considered in the main text. This symmetry is related to the chiral operator Γ. For
q = 4, this operator can be written as
Γ =

0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0
 . (S39)
This operator can be generalized to the other Harper equations when q is even. If we define the eigenvectors of the
above model as |uj〉, then we have
〈uj |Γ|uj+q/2〉 = δj,j+q/2(−1)j(i)q/2, (S40)
after a proper choose of the global phase. It’s easily to check that
{Γ, H} = {Γ, V } = {Γ, S} = 0, Γ2 = I. (S41)
where we denote I to be the unity matrix. This symmetry ensures the appearance of En and −En pairs in the spectra.
When Hφn = Enφn, then HΓφn = −ΓHφn = −ΓEnφn, thus Γφn is the eigenstate of the Hamiltonian with eigenvalue
−En. Noticed that in the calculation of chiral symmetry, we have used H(−k) = H(k).
With this intuition, let’s turn to our model with internal SU(2)-symmetry (in the main text we consider the case
with p = 1 and q = 6), which can be written as the sum of Hermitian part and non-Hermitian part as
H = Hh +Hn, (S42)
8O
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FIG. S5. Effect of different symmetries on the properties of the eigenvalues. The bi-chiral symmetry ensures En and
−E∗n come with pairs; while the anti-unitary Q symmetry ensures En and E∗n come with pairs.
where
Hh = U˜
ky ⊗ S + Vs ⊗ S3 + h.c. + V, Hn = iκIq ⊗ σz. (S43)
This model can not be regarded as two independent copies of spinless Haper equation due to the non-commutate
relation between these two terms. A new chiral operator should be defined as
Γ→ Γ⊗ I2, (S44)
where in the right-band side Γ was defined in Eq. S40, then we find {Hh,Γ} = 0. However, we noticed that [Hn,Γ] = 0,
and {Hn,Γ} = 2iκΓ⊗ σz 6= 0, thus we find that the non-Hermicity can break the conventional chiral symmetry. This
feature leads to a new symmetry described by the following two commutators,
(A,B)∗ = AB† +BA†,
(A,B)∗ = A†B +B†A.
(S45)
Note that H = Hh +Hn, H
† = Hh −Hn. We find
(H,Γ)∗ = HΓ + ΓH† = {H,Γ}+ [Hn,Γ] = 0,
(H,Γ)∗ = H†Γ + ΓH = {H,Γ} − [Hn,Γ] = 0.
(S46)
From the bi-orthogonal relation HφRn = Enφ
R
n , H
†φLn = E
∗
nφ
L
n , then we have,
(H,Γ)∗φLn = 0→ H(ΓφLn) = −E∗n(ΓφLn). (S47)
If ΓφLn = φ
R
m, we have Em = −E∗n. In the same spirit ,
(H,Γ)∗φRn = 0→ H†(ΓφRn ) = −En(ΓφRn ). (S48)
If ΓφRn = φ
L
m we have E
∗
m = −En. We schematically show the role of this new symmetry in Fig. S5. This symmetry
will recover to the conventional chiral symmetry in the Hermitian limit with H† → H, thus we refer it to bi-chiral
symmetry.
We noticed that the model (q = 6) has an extra symmetry in the MBZ defined as
Q = I⊗ σx, Q2 = 1. (S49)
9This new anti-unitary symmetry (notice that the momentum k is unchanged, thus it can not be regarded as the
conventional time-reversal operator) realizes
QH∗Q = H, (S50)
which guarantees that 〈
φLm
∣∣H∗Q−QH ∣∣φRn 〉 = 0, (E∗m − En) 〈ΦLm∣∣Q ∣∣ΦRn 〉 = 0. (S51)
In our model,
〈
ΦLm
∣∣Q ∣∣ΦRn 〉 6= 0 and 〈ΦLn ∣∣Q ∣∣ΦRn 〉 = 0, thus we should have E∗m = En if (m 6= n), which is also
schematically shown in Fig. S5.
FIG. S6. The details of the energy spectra with κ/t = 0.65 and λ/t = 0.85. (a) and (b) are the real and imaginary
eigenvalues in the cylindrical geometry; while (c) and (d) show the corresponding bulk bands.
F. Edge modes in the gapless QSH phase regime
In Fig. S6 and Fig. S7 we plot the eigenvalues in the above two geometries with non-Hermitian interaction with
parameters κ/t = 0.65 and λ/t = 0.85 (see the red point in Fig. S6 (d)). In the bulk spectra, the gap is closed
and it will not reopen again. Here the closed spectra means that in the complex plane the eigenvalues of these two
blocks have some overlap in the complex plane. However, in this case, robust edge modes can still be survived, by
circumventing the closed gap in the complex plane. Due to the complex spectra, the edge state is not degenerate
with the bulk state, as their eigenvalues have different imaginary parts, while their real parts may be the same and
vise versa. For this reason, the resonant coupling between the edge modes and the bulk bands are forbidden and the
edge modes can be survived. From the perturbation perspective, the disorder and parameter induced variation can
not significantly induce the mixing between edge modes and bulk bands, thus the edge modes are robust.
We need to point out that the bulk bands satisfy the bi-chiral symmetry, time-reversal symmetry and Q symmetry
defined above, thus the spectra is always symmetric about real axis and imaginary axis. However, the edge modes
break the Q symmetry while still respects the bi-chiral symmetry, thus the edge modes will exhibit some non-symmetric
properties about the imaginary axis, as shown in Fig. S7 (a). This feature enables us to identify the edge modes and
separate them from the bulk bands.
G. Flying Butterfly Effect
We will provide some additional details on the flying butterfly effect discussed in the main text. According to the
Laughlin’s argument, when changing the flux threaded in the cylindrical geometry, the effect is that it only move the
edge states with finite velocity from one edge to the other edge while the main band structure remains stable. This
feature is shown in Fig. S8, which is realized in our simulation by setting γ = 0. We show that the energy of the edge
modes can be changed by the flux represented by ky; however, the background bulk bands with fractal properties are
unchanged.
This picture will be totally changed in the non-Abelian gauge potential due to the direct coupling between the two
copies of Abelian Hofstadter butterfly. It will give rise to some complex Hofstadter structures by varying the flux ky,
as shown in Fig. S9. The coupling of these two components have two distinct consequences: (I) The bulk spectra will
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FIG. S7. The details of the energy spectra with κ/t = 0.65 and λ/t = 0.85 in the gapless QSH regime. (a) and (b)
The real vs imaginary eigenvalues in cylindrical geometry and the infinite size system, respectively. The robust edge mode is
indicated by red lines. (c)The wave function of the edge modes in the gapless QSH regime. (d) The phase diagram, where the
parameter we choose in (a) - (c) is indicated by a red point.
depend strongly on the coupling strength and the flux, thus we find that during the variation of ky, the butterfly also
changes dramatically; (II) The coupling can close the band gap, thus the edge modes, if existed, maybe emerged in
the bulk bands. In this case, the coupling between the edge modes and the extended bulk modes may destroy these
edge modes. In the main text, we introduce the staggered potential Vstag to reopen the band gap so as to realize the
QSH state.
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FIG. S8. The details of the Hofstadter butterfly in the spinless model. Eigenvalues in the cylindrical geometry when
γ = 0 and ky from 0 to 2pi. In this plot, ky plays the role of threaded Abelian flux.
FIG. S9. The details of the Hofstadter butterfly with non-Abelian gauge potential. Eigenvalues in the cylindrical
geometry when γ = 1/4 (for maximum coupling) and ky from 0 to 2pi. The spectra is dramatically changed due to the coupling
between the two Haper equations by γ.
† huyong@hust.edu.cn
[1] H. Paik, D. I. Schuster, L. S. Bishop, G. Kirchmair, G. Catelani, A. P. Sears, B. R. Johnson, M. J. Reagor, L. Frunzio, L. I.
Glazman, S. M. Girvin, M. H. Devoret, and R. J. Schoelkopf, Phys. Rev. Lett. 107, 240501 (2011).
[2] M. Reagor, H. Paik, G. Catelani, L. Sun, C. Axline, E. Holland, I. M. Pop, N. A. Masluk, T. Brecht, L. Frunzio, M. H.
Devoret, L. Glazman, and R. J. Schoelkopf, Appl. Phys. Lett 102, 192604 (2013).
[3] A. J. Sirois, M. A. Castellanos-Beltran, M. P. DeFeo, L. Ranzani, F. Lecocq, R. W. Simmonds, J. D. Teufel, and J. Au-
mentado, Appl. Phys Lett. 106, 172603 (2015).
[4] M. Reagor, W. Pfaff, C. Axline, R. W. Heeres, N. Ofek, K. Sliwa, E. Holland, C. Wang, J. Blumoff, K. Chou, M. J. Hatridge,
L. Frunzio, M. H. Devoret, L. Jiang, and R. J. Schoelkopf, Phys. Rev. B 94, 014506 (2016).
[5] C. Owens, A. LaChapelle, B. Saxberg, B. M. Anderson, R. Ma, J. Simon, and D. I. Schuster, Phys. Rev. A 97, 013818
(2018).
[6] Y.-K. Lu et al., Sci. Bull. 63, 1096 (2018).
[7] F. Quijandr´ıa, U. Naether, S. K. O¨zdemir, F. Nori, and D. Zueco, Phys. Rev. A 97, 053846 (2018).
[8] X. Wen and A. Zee, Nuclear Physics B 316, 641 (1989).
