With the ever-increasing demand in the analysis and understanding of aerial images in order to remotely recognize targets, this paper introduces a robust system for the detection and localization of cars in images captured by air vehicles and satellites. The system adopts a sliding-window approach. It compromises a window-evaluation and a window-classification subsystems. The performance of the proposed framework was evaluated on the Vaihingen dataset. Results demonstrate its superiority to the state of the art.
I. INTRODUCTION
Visual detection of small targets in aerial images and the identification of their positions relative to the rest of a given image have attracted many researchers in the fields of image analysis and computer vision over the past years, as it has many useful applications in surveillance, military, remote sensing, and other sectors. In this paper, we consider cars to be the small-scale targets of interest (contained in 48 × 48 pixel area) and the aim is to carry out the task of their detection and localization in aerial images of typical urban scenes. Such images are usually captured by various types of air vehicles and satellites [1] . This task of detection and localization is very challenging because of the large intraclass variability that stems from the great differences in the visual appearance among cars, such as differences in color intensities, size, shape, contours, and boundaries. Moreover, there is a strong dependence of the appearance on the viewing angle. In order to overcome this problem, many researchers have focused on the problem of car detection from aerial images, wherein images are taken from a vertical or a slightly oblique viewpoint. This constrained viewpoint facilitates the detection process and decreases the intraclass variability.
Another major problem that usually hinders the design of a car-detection system is the existence of various types of objects other than cars that have very similar rectilinear structures to that of cars, such as buildings' roofs and windows in urban scenes. Furthermore, in some situations parts of different objects appear collectively similar to cars. Consequently, a significant interclass similarity is expected and the detection problem (class-separation problem) becomes tremendously challenging. Accordingly, most past works have suffered from either having low true-positive or high false-positive rates.
The primary focus of this paper is to design a robust system for the detection and localization of cars in aerial images of urban scenes using implicit models as their effectiveness in cluttered environments was corroborated in our previous work [2] . The proposed system can be seen as a combination of two subsystems. The first subsystem aims to restrict search areas in order to reduce the rate of false positives and increase the number of windows that can be processed per second. This is achieved by evaluating windows based on their likelihood to contain cars. A Gaussian-mixture-model (GMM) [3] classifier is exploited to extract regions of interest, more specifically roads and parking areas. In addition, detection windows are filtered based on their color, gradient, and texture properties in a novel way.
The second subsystem exploits an ensemble of descriptors that depicts the distribution of gradients and colors [2] . A support-vector-machine (SVM) classifier is then used to distinguish descriptors that belong to cars.
Among the main contributions that are introduced here are:
1) accurate estimation of the dominant orientation of detection windows; 2) automatic extraction of regions of high likelihood to contain targets in order to restrict search areas; 3) robust detection of cars in urban scenes with high truepositive and low false-positive rates.
The proposed framework is different from other works in:
1) the choice and encoding of features; 2) the way detection windows are filtered; 3) that it does not depend on the use of presaved road maps; 4) that it uses only one model for both the foreground and the background, unlike some works that use multiple independent models; 5) that it achieves a higher precision rate using linear classification relative to the state of the art.
The performance of the proposed system was evaluated on the challenging Vaihingen dataset that consists of typical urban scenes with complex structures. Results demonstrate its reliability in terms of the achieved low false-positive rate and its superiority to the state of the art. This paper is organized as follows. A review of the literature is given in Section II. In Section III, the proposed car detection framework is introduced, followed by a brief description of the Vaihingen dataset that was used for training and testing. Results are demonstrated and discussed in Section V. Conclusions are drawn in Section VI.
II. RELATED WORK
Several methodologies have been proposed to solve the problem of car detection in aerial images from a single viewpoint [4] and several types of images have been investigated, such as color images, synthetic aperture radar, and others [5] , [6] . Nevertheless, our focus here is on the detection of cars in color images and notable related works will be discussed in this section. Most previously proposed methodologies can be categorized into four main groups: the first group used explicit models, the second group used implicit models, the third group exploited road maps alongside either an explicit or an implicit model and the fourth group employed deep neural networks.
In explicit models, two-dimensional (2-D) and 3-D templates that represent cars are designed and the detection process is carried out by the computation of the cost of matching between the patch under examination and the predesigned template. Cars are thought to be located in areas where the cost is below a predefined threshold. These models were common among early works because of the unavailability of high-resolution aerial images. Examples of explicit models are the works in [7] - [9] , wherein 3-D templates of cars were exploited to characterize the geometric structure of cars' contours and the colors of cars' bodies, windscreens, and shadows. In a similar fashion, Choi and Yang [10] adopted a "bottom-up" approach and used a mean-shift clustering algorithm [11] to form blobs of pixels, which possess a similar structure to that of cars. Problems of this group of approaches arose from the designed template as researchers, in most cases, had to design generic templates in order to cope with the high intraclass variability. These generic templates were simple and they did not incorporate fine and discriminative image features that distinguish cars. Consequently, they usually fit to multiple locations within the image of interest. In addition, there are common problems that are usually associated with the use of explicit models, as for example, the high computational cost incurred by the matching process and the significant degradation in performance, when they are applied in urban scenes with heavily cluttered backgrounds [12] .
Unlike explicit models, implicit models use different image descriptors that are exploited to capture and encode different cues of targets and a classifier is used to discriminate descriptors that associate with the target of interest from other descriptors. Many works have combined multiple image descriptors aiming to achieve a better description and encoding of the visual properties of cars as it is widely known that using more than a single descriptor has a huge impact on the overall performance of the designed detector. Nevertheless, the performance is significantly affected by the choice of the features and descriptors used and there are not any solid or universal theoretical analyses about this choice in the open literature and only guidelines can be found. Examples of implicit models are the work of Nguyen et al. [12] , who used Haar wavelets [13] , histogram of oriented gradients (HOG) [14] and local binary patterns (LBP) [15] and the work of Kembhavi et al. [16] , who exploited color probability maps, pairs of pixels, and HOG descriptors in an ensemble of image descriptors of 70 000 dimensions. Similarly, Shao et al. [17] used HOG, LBP, and opponent histograms in their vehicle detector to form a single descriptor of 6760 dimensions. In a different fashion, Razakarivony and Jurie [18] trained two different classifiers one for the foreground and the other for the background on different features including raw pixel values, gradients and HOG features. Recently, Madhogaria et al. [19] used HOG features to detect cars in a two-stage classification process and authors in [20] , [21] used gradient, color, and texture descriptors alongside a linear SVM classifier.
In order to restrict search areas to regions that are likely to contain cars, several previous works have exploited road maps to extract roads and parking areas from the image under examination as an initial step alongside either an explicit or an implicit model. For instance, the work proposed by Moon et al. [22] , [23] , wherein they utilized the derivative of the double-exponential filter to extract gradients and the work of Zheng et al. [24] , who used morphological structuring elements and a classifier to distinguish actual car pixels. In a similar manner, Eikvil et al. [25] proposed a detection approach that separates regions with high probability to contain cars, followed by two stages of object classification exploiting multispectral images, geometric properties, and road networks. Following the same idea, Tuermer et al. [26] proposed filtering areas with very low probability to contain cars using road databases, disparity maps, and a preprocessing stage. Whilst using road maps provides better performance in terms of detection and false-positive rates, it requires accurate road maps to be known a priori and a precise map-projection method or the use of a global positioning system.
Unlike the aforementioned flat models, deep models for the detection of cars in airborne imagery can be found in very few works. They require massively large training datasets to be able to generalize and the acquisition of such aerial datasets is very challenging in terms of time and resources. A representative example is the work of Chen et al. [27] , who used a hierarchical deep model in a hybrid fashion. Although their method achieved high accuracy, their testing dataset contained mainly vast areas with a large number of cars, i.e., parking areas in urban cities. Following the same direction of using deep models, Yi et al. [28] used a pretrained AlexNet [29] for the detection of cars in wide area motion imagery (WAMI) images after modifying the input and the output layers, wherein they converted the problem of the detection of cars in airborne imagery to a two-class-separation problem resulting in a poor localization.
III. PROPOSED FRAMEWORK
Regarding a car in a given aerial image, its edge map is expected to consist of several rectilinear structures that correspond to the boundaries of its body and front and rear windscreens, when edges are extracted using common edge detectors, e.g., Canny edge detector [30] . Although these rectilinear structures form together a set of high curvature points, e.g., corners, which are generally crucial to the detection process, they are incapable of discriminating cars from other objects. For instance, in confounding situations, the contours of noncar objects that have similar edge maps can be easily confused with the contours of cars. This makes implicit-model-based methods superior to other methods as they can encode different image cues taking various fine details into account. The proposed implicit model exploits two image cues, which are the distribution of gradients and the distribution of colors, as they proved their effectiveness in our previous work [2] . The pipeline of the proposed framework consists of five main stages: window evaluation, extraction and encoding of features, classification and postprocessing as well as extraction of regions of interest, as shown in Fig. 1 .
A sliding-window approach is adopted in this paper. A square detection window of 64 × 64 pixels and an associated stride length of eight pixels is used as cars in the Vaihingen dataset [31] are of almost similar sizes. The dataset was captured from a relatively high altitude. Each detection window is processed through the pipeline and only successful candidate windows are passed to the following stages.
Choice of Parameters:
Values of certain parameters used in the implementation of the proposed framework were set empirically by testing excessively the properties of a large number of image samples from the training dataset using cross validation.
Details of the implementation of the proposed framework are given in Sections III-A-III-E.
A. EXTRACTION OF REGIONS OF INTEREST
In urban scenes, cars are more likely to be found in road and parking areas [22] - [26] . The extraction of these areas prior to the detection process would eliminate a large number of false positives, which are produced as a result of the visual similarity among cars and other objects. Nonetheless, the method to extract such regions should be simple as a rough estimation is only required.
Distinctive color properties that belong to road areas can be extracted using a generative classifier that depends on the statistical properties, e.g., mean and covariance [3] . An example of this type of classifier is the GMM classifier that aims to fit a family of Gaussians to a given feature distribution. These distinctive properties can be used to segment road areas. In this paper, a GMM classifier is used to divide the color space into several subspaces with the aim to extract road and parking areas. Depending on the contribution of the pixel intensity to the three color channels, a pixel is classified corresponding to road areas if it belongs to the Gaussian members that correspond to the color subspaces of roads. The probability density function pdf of the color feature vector c is modeled here as a mixture of seven Gaussian components. Regions of interest are represented by the closest two components to the mean intensity of road regions. Two components were chosen in order to have a wider range of color intensities that are close to those of roads and parking areas in order to accommodate for the differences in illumination conditions.
where c is a 3-D feature vector, wherein each feature corresponds to the pixel intensity of each color channel in the RGB color representation, N (c|μ c,n , IR cc,n ) is the nth Gaussian component with mean μ c,n and covariance IR cc,n and π c,n is the mixing coefficient with the following constraints: A Gaussian component N (c|μ c,n , IR cc,n ) is a multivariate Gaussian function and can be defined as
In this paper, parameters μ c,n , IR cc,n , and π c,n were estimated from K training samples using the iterative expectation-maximization (EM) algorithm [32] . This iterative algorithm consists of two main steps the E step and the M step.
In the E step, current values for μ c,n , IR cc,n , and π c,n are used to compute an estimation of the posterior probabilitieŝ γ k,nγ
In the M step, parameters μ c,n , IR cc,n , and π c,n are recomputed based on the estimatedγ k,n
IR cc,n = 1
The log likelihood is then computed using (9) and the above procedure is iterated till convergence is achieved.
A new data sample is assigned to one of the Gaussian components according to the maximum posterior probabilityγ k,n . More details about the GMM classifier and the EM algorithm can be found in [3] , [32] . A binary mask that indicates whether this given pixel corresponds to the color subspace of roads will be then created. The produced binary mask is passed to the window-evaluation stage, where the likelihood of a given detection window will be partially assessed based on the amount of overlap with the created binary mask.
B. WINDOW EVALUATION
To reduce search areas, detection windows that are unlikely to contain cars are eliminated based on several cues to increase the number of windows that can be processed per second. The elimination process of detection windows that are unlikely to be placed around cars is based on the amount of overlap with the created binary mask that represents the regions of interest as well as a novel three-step filtering process. The output of this stage is a number of candidate detection windows and is integrated in both the extractionand-encoding-of-features and the post-processing stages.
The overlap between a given detection window and the created binary mask is computed and its amount controls how detection windows are eliminated as follows.
1) Detection windows that have an overlap less than 20%
are discarded. 2) Detection windows that have an overlap more than 20%
and have relatively high confidence scores are kept. 3) Detection windows with low confidence scores and an overlap of more than 30% are considered as true detections. 4) Detection windows with low confidence scores and not enough amount of overlapping are discarded.
Here the confidence score is used to resemble the distance from the separating hyper-plane that is decided using the SVM classifier, as it will be discussed later. The intuition is cars occupy approximately 56% of the detection window because they are contained in patches of size 48 × 48 pixels, whereas the detection window size is 64 × 64 pixels. The rest of the detection window covers either roads solely or road areas on one side of the car and on the other side irrelevant objects. This yields to the conclusion that the percentage of the pixels that corresponds to road areas is at least 20%. Therefore, condition 1) is a general condition for all detection windows regardless of the associated confidence score and it can be examined prior to computing image descriptors. The other three conditions are examined after the classification process and hence, they are integrated in the postprocessing stage.
A three-step filtering process is then carried out on the detection windows to measure, in a novel way, their objectness [33] and their likelihood to contain targets.
First, the variation in the distribution of gray levels across a given detection window is examined by the computation of two 32-bin gray-level histograms h w and h c , one for the whole detection window and the other for the 32 × 32 central square area. If the similarity between the two histograms is more than 50%, the window is discarded as this highly indicates that it belongs to a flat area with a constant or a slowly varying color distribution, such as empty roads and vegetation areas. This check is performed using the Manhattan distance r Manhattan = 32 k=1 |h w (k) − h c (k)| between those two histograms with a threshold value of 2048 as the size of the detection window is 64 × 64 pixels.
Second, the texture of the greyscale detection window is examined locally in a new fashion. Pixels of each local cell of 8 × 8 pixels are divided into four subcells of 4 × 4 pixels. Pixels of each subcell are further divided into two groups according to whether the pixel value is larger than the average intensity value of the subcell or smaller. The difference between the average intensities of the two groups is calculated. The cell is then labeled with the mean value of the differences in average intensities of the four constituting subcells. If the standard deviation σ texture of the responses of the computed mean values is larger than 32, the detection window is not considered for further processing. The intuition behind this is that a high standard deviation 
Then, the magnitudes of gradients of local cells of 4 × 4 pixels are accumulated independently in nine-bin histograms g cell according to their unsigned orientations
where o k is the kth bin of orientation interval of width 20
• . For a typical detection window containing a car, there should be a dominant orientation of the gradients that corresponds to the direction that is perpendicular to the orientation of that car. To examine this property, the covariance matrix IR gg = IE{gg H } of the L2-normalized responses
+ 2 from local cells, where is a small constant and is equal to 0.01, is computed. Then, it is eigendecomposed. If the maximum eigenvalue d max is less than 0.09, the window is discarded. The idea is that the second-order statistics of the received signal given by its covariance matrix IR gg can be used to determine the number of the dominant features and their positions within the feature vector using the rank of IR gg and the order of their significant eigenvalues d i , respectively. This three-step process of window filtering helps reduce the search areas and consequently, it increases the number of detection windows that can be processed per second. 
Estimation of the Orientations of Cars
C. EXTRACTION AND ENCODING OF FEATURES 1) Gradient Descriptors a) Local gradient distribution: Gradient descriptors are considered among the most powerful descriptors [34] . The basic idea of most gradient descriptors is to accumulate a score for the orientation of local gradients [14] , [35] . In this paper, we adopt a modified version of HOG that accommodate for rotation-invariant properties [2] . Previously computed gradients M g (x, y) of local cells of size 8 × 8 pixels are accumulated in nine-bin histograms according to their orientations O g (x, y) after trilinearly interpolating them both in position and orientation [14] . Then cell histograms are circularly shifted using the global dominant orientation to achieve rotation-invariance properties.
where the weight of each vote w is computed using trilinear interpolation [36] in both position and orientation according to a system of equations that can be found in [36] . To achieve illumination invariance properties, the response of each square block of four cells g block is locally normalized using L2 normalization with = 0. b) Global gradient distribution: In order to encode the global distribution of gradients, Fourier descriptors are exploited. They are used to capture the spectral information (spectral information in an image is strongly related to the strength and the shape of edges). Subsequently, they can be used to depict global edge and gradient information as they do not preserve local spatial information. Furthermore, it can be used to differentiate rectilinear structures from other structures as an edge line in the spatial domain will appear as a line in the spectral domain with a 90
• difference in orientation, as shown in Fig. 2 . This is very useful for cars as they mainly consist of rectilinear structures as aforementioned. Fourier descriptors have been used in target detection with many variants and modifications [37] , [38] . Nonetheless, the simplest form of the Fourier descriptors has been used in the proposed framework as it is the least computationally expensive.
The 2-D discrete Fourier transform F(u, v) for an image I gray of dimensions X and Y is defined in (16) [39] . To compute Fourier descriptors, detection windows are first rotated so that the dominant orientation will be vertical. By doing this, detection windows that have cars will have a vertical orientation. Rotated windows are then cropped keeping the central square region of 48 × 48 pixels such that extra padded parts, which are added because of the rotation process, are removed
The Fourier feature vector f window is formed by reshaping the matrix that contains the 2304 magnitudes of Fourier transform coefficients into a single vector and it is then normalized using L2 normalization f window ← 
2) Color Descriptors
Local color distribution: Combining the distribution of gradients with the distribution of colors will improve the performance of a particular target detector, if the target of interest possesses distinctive color properties. For cars, they possess specific color distribution: The color of windscreens is always dark in aerial images and the color of the car boot is the same as the color of the car bonnet. Therefore, using a local color self-similarity (CSS) descriptor will encode the local similarity and variation of colors across pixels. An improved modified version of the CSS descriptors used by [40] , [41] is proposed to complement HOG and Fourier descriptors and it is called truncated Pyramid CSS. This new self-similarity descriptor s depends on the calculation of the intersection of local gray histograms to measure the similarity between two histograms h c and h n for the central cell and a neighboring cell, respectively
where . indicates that the result is truncated at the size of an unsigned integer of eight bits, n represents the nth neighboring cell and k represents the kth histogram bin. This truncation was found empirically to be necessary in order to have a high recall rate as it tolerates some variation among true-positive patches. 
D. Classification
The proposed overall extended feature vector is formed by the concatenation of the computed ensemble of normalized descriptors: 1764 local gradient features, 2304 global gradient features, and 928 local color features. The total length of this new combined feature vector is 4996 features. Since the classification problem is characterized by having a relatively high dimensionality and following Occam's razor "Among competing hypotheses, the one with the fewest assumptions should be selected," a linear SVM classifier that is known to work efficiently in high-dimensional scenarios [3] has been adopted in the proposed framework. It is used to discriminate the car subspace from the noncar subspace with a regularization parameter c equals 15. The SVM classifier is fed by the formed descriptor vector to distinguish between the car class subspace and the noncar class subspace.
In order to classify a new data sample s, the feature vector is computed using the transformation φ(s) that transforms this new data sample to a hyper-space of dimensionality 4996D. The distance from the separating hyper-plane is calculated using the optimal weight w opt and bias b. The sign of z(s) determines on which side of the hyper-plane the data sample s lies, i.e., to which subspace the data sample belongs. The distance from the hyper-plane represents its confidence score. A detailed mathematical analysis of how w opt and b are obtained and how SVM classifier works can be found in [3] 
E. Postprocessing
The aim of the postprocessing stage is to eliminate multiple detections per single true detection that are resulted from the use of a sliding-window approach. Detection windows with positive score that overlap by more than 50% are eliminated except the one that has the highest output confidence score. 
IV. DATASETS
The Vaihingen dataset [31] was used for training both the GMM and the SVM classifiers. The Vaihingen dataset has a high resolution of ground sampling distance equal to 8 cm. It was captured over the city of Vaihingen, Germany, by the German Society for Photogrammetry, Remote Sensing and Geoinformation (DGPF) [31] . The requirement that the viewpoint must be at a perpendicular or a slightly oblique angle has been met. No preprocessing was performed on the dataset. The dataset is divided into two subsets by DGPF, one subset for training and the other for testing.
A. Training Dataset
Square patches of cars were taken from areas other than the test areas and were used as the positive training dataset. They were taken from various regions such that a great diversity in car orientations and backgrounds could be achieved. Positive patches of size 64 × 64 pixels were cropped such that there were at least six pixels around the body of each car so that gradients could be efficiently computed. Mirrored and horizontally flipped versions of these patches were included to make the dataset richer in the diversity among cars' orientations. For negative training data, random patches were selected from different backgrounds as well as bootstrapped hard negatives that were fired as false positives during validation, which was carried on the training dataset. A total of 754 positive patches and 3601 negative patches were selected. Sample patches are shown in Fig. 3 .
B. Testing Dataset
The proposed car detection framework was tested on the test dataset specified by DGPF. It contains typical urban backgrounds with different building styles, roads, and vegetation. More specifically, the dataset contains dense development consisting of historic buildings having complex shapes, high-rising residential buildings that are surrounded by trees and pure residential areas with small detached houses. 
V. EXPERIMENTAL RESULTS
The proposed framework was run on the test areas of the Vaihingen and such data were not included in the data over which the SVM classifier was trained. The performance was assessed and evaluated using qualitative analysis by the visual inspection of the bounding boxes that were produced as a result of the application of the proposed framework on the data. In addition, various quantitative measures, namely, the precision-recall rates, the average precision, and the interpolated average precision, were used.
A. Qualitative Analysis
Visual results of the experiments of applying the proposed framework on sample regions of the test areas of the Vaihingen dataset are shown in Fig. 4 . The proposed framework is able to detect successfully cars in typical urban scenes with different colors and at different orientations with a high recall rate and a very low false-positive rate. It can be observed from the shown binary masks in Fig. 4 that the extraction of regions of interest is approximate.
For example, any area that is overimposed by shadows was classified as a region of interest as such areas possess a similar color distribution to that of road and parking areas. Nevertheless, this approximate extraction is effective in eliminating areas that contain buildings and vegetation and consequently this step helps reduce the false-positive rate.
B. Quantitative Analysis
Quantitative evaluation methods for target detection systems depend on the adopted approach [42] . As a window-based approach was adopted alongside a classifier that outputs a confidence score, two widely used metrics were used to evaluate the performance and to compare it to the performance of the state of the art that constitutes the baseline performance. These metrics are the average precision AP and the interpolated average precision AP inter . Both metrics depend on ranked outputs according to the confidence score in a descending order. [21] , Framework II is the work of [28] , Framework III is the work of [2] , and Framework IV is the work of [17] .
In the adopted evaluation methodology, a detected bounding box B D was considered true if it matched a corresponding ground truth bounding box B GT using (19) and there was no other bounding boxes matching the same ground truth [43] . In the case of having more than one bounding box matching the same ground truth, only one of them was considered a true detection and others were considered false positives. Ambiguous objects, for example objects which are partially occluded were not taken into account, when measuring the performance of the proposed framework as in [16] , [17] , [19] - [21] .
After defining the condition for considering true positives, precision PR, and recall RC can be computed at several levels according to the rank of the confidence score associated with a detection window using (20) and (21), respectively. The term "recall" is used here to indicate the proportion of the truly detected cars to the total number of ground-truth cars, whereas the term "precision" indicates the proportion of truly detected cars to the total number of detections above a given confidence score [43] .
RC = #b TP #b GT (21) where b TP represents true positives, b FP represents false positives, and b GT represents ground truth. Fig. 5 shows the obtained precision-recall curves of the proposed framework. It also compares the obtained results of the proposed framework with the results of the baseline frameworks. It can be deduced that for the same recall rate, the proposed framework achieves a higher precision rate than that of the works in [2] , [17] , [21] , [28] with their Framework [17] 77.81% 58.92% Framework [2] 86.49% 64.26% Framework [28] 89.54% 66.44% Framework [21] 92.79% 68.03% Proposed Framework 95.51% 69.87% default settings. It is worth to mention that in our implementation to the work in [28] , we used a final nonmaximum suppression stage as the original method produces multiple detections per single true detection. In addition, this allows to compare our proposed features with feature-extraction methods using deep convolutional neural networks. All baseline frameworks were trained and tested on the Vaihingen dataset.
The second metric that is used to evaluate the performance of the proposed framework is the average precision AP. Another version of the AP is the interpolated average precision AP inter . It is worth to mention that the AP inter penalizes methods that are not able to retrieve 100% of the ground truth data [43] , unlike the AP that does not take this into account
AP inter = 1 11
(PR(r)) (23) where b TP represents true positives at a given confidence score and PR represents the precision. Table I compares the performance of proposed framework and baseline methods. Clearly, the proposed framework outperforms the state of the art by achieving a higher AP inter on the Vaihingen dataset using a linear classifier as opposed to the nonlinear classifier used in [17] and the deep model used in [28] and despite the fact that this metric penalizes methods that retrieve only a subset of the ground truth [43] .
In order to analyze the performance of the proposed framework and get a better understanding of how each stage contributes to the overall performance, the performance of the ensemble of descriptors in conjunction with the SVM classifier was assessed on the testing dataset. In addition, the performance was assessed with adding only one of the proposed window filtering steps. Fig. 6 and Table II 3) Window evaluation based on the level of texture and the ensemble of descriptors are used in conjunction with the SVM classifier; 4) Window evaluation based on the value of the maximum eigenvalue and the ensemble of descriptors are used in conjunction with the SVM classifier; 5) Window evaluation based on the amount of overlap with the regions of interest and the ensemble of descriptors are used in conjunction with the SVM classifier; 6) The overall proposed framework.
It can be inferred that the three-step window filtering process has a slight effect on reducing false positives as compared to the effect of the extraction-of-regions-ofinterest stage. Nonetheless, the window-filtering process has a significant effect on reducing the number of detection windows that will be passed to the following stages, as it can be seen in Table II . More specifically, incorporating either the new histogram difference or texture checks leads to reducing the number of detection windows to almost half. The table also shows that evaluating windows based on the amount of overlap with the extracted of regions of interest has a significant effect on increasing the overall precision rate.
Accuracy of the estimation of the orientation of cars The proposed framework uses the eigenvalues of the covariance matrix of the local distribution of gradients to estimate the dominant orientation of cars as previously discussed. The accuracy of estimating the dominant orientation is 98.34%.
C. Running-Time Analysis
The proposed framework has been implemented in a MATLAB environment and all experiments were run on an Intel-Core-i5 CPU with speed of 2.5 GHz and a Random Access Memory of 6.00 GB size. Whilst the machine that was used has multiple processing cores, the current implementation of the framework uses only a single core. Table III shows the number of detection windows that can be processed per second under different settings. The overall proposed framework is able to process 136 windows per second (0.035 MB). This indicates that the current implementation has a near-real-time performance in a MATLAB environment that is generally known to be slow.
VI. CONCLUSION
This paper presented a novel framework for the detection of cars in high-resolution aerial images of complex urban environments scenes. The proposed framework consists of two main subsystems: window evaluation and window classification. The performance of the proposed framework was assessed on the challenging Vaihingen dataset using the precision-recall curves, the average precision and the interpolated average precision. The results clearly demonstrated the effectiveness of the proposed framework in detecting cars with high precision in complex urban environments and most importantly they corroborated its superiority to the state of the art.
Several points can be learnt from the implementation and the results of the proposed framework. In heavily cluttered environments, e.g., urban environments, the existence of many objects that are visually similar to cars can produce a high rate of false positives. Some previous works have tackled this problem by using road maps to narrow down search areas to roads. The problem with this approach is that it requires the knowledge of road maps prior to the detection process and the use of a map-projection method, which is computationally expensive. In the proposed framework, it was shown that an approximate extraction of roads can be achieved using a GMM that is taught to distinguish pixels based on color cues. In addition, it can be inferred that the local distributions of gradients and colors play an important role in describing a specific target of interest. The dominant orientation of detection windows can be accurately estimated using the order of the maximum eigenvalue of the covariance matrix of locally accumulated gradients. Designing a window-evaluation stage helps reduce the processing time. Furthermore, it can be concluded that the optimal choice of image cues to be used to depict a particular class of object plays an important role in the achievement of improved performance even in heavily cluttered environments using low-dimensional feature vectors and linear classification.
Among the possible extensions to the proposed framework is the modification of the image descriptors that have been used, the combination of more image descriptors, the development of novel descriptors, and the use of dimensionality reduction techniques. The devised image descriptors were designed for the purpose of the detection of cars in airborne imagery. Nevertheless, they have the potential to be generalized and their application to detect other noncar targets can be investigated.
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