Abstract: This application of nonstandard analysis utilizes the notion of the highly-saturated enlargement. These nonstandard methods are applied to the theory of generalized functions (distributions) and demonstrates how such analysis clarifies many aspects of this theory.
restricted to specific elements in some X n for M and for the corresponding A. Since A is a set, A ∈ X n for some n ≥ 1. Then from Proposition 1 (iv) [3] , it follows that each specific "x" that satisfies * S ′ is a member of * X 0 or * X n , where n ≥ 1. Thus each such "x" is a member of * H. On the other hand, if S holds in M, then S also holds in the isomorphic copy of M, where the quantifier is restricted to constant sequence U-equivalence classes. Hence the only members in the isomorphic copy of the set S ′ are the * a such that ( * a ∈ * A)∧( * a ∈ * b). But is this isomorphic copy of S ′ a member of * H? One of the ideas behind the concept of a nonstandard structure is that if S ′ is infinite, then its isomorphic copy is not a member of * H although it is a subset of * A and * A ∈ * H. In this case, the set * S ′ contains entities that are not produced by the * map. In order to discuss sets such as the isomorphic copy of S ′ , a second superstructure (Y, ∈, =) is generated with ground set Y 0 = * X 0 . It is within this superstructure that we can specifically construct the sets that restrict the quantifiers when bounded statements are interpreted for the isomorphic copy of M. Let σ H = { σ A | A ∈ H}. There is a certain confusion of symbols that one tries to avoid. When the isomorphic embedding is being considered, it is understood that * a means something different when viewed as a set of objects. The symbol * a is used only as a name for the equivalence class in the ultrapower that contains the constant sequence for the isomorphic embedding. But, relative to the structure unique elements and subsets of IR satisfy a set of axioms. Under the above isomorphism *, Theorem 3.1.1 in [3] implies that the isomorphic copy of the real numbers can be considered as THE real numbers and real analysis takes place in σ H. Thus, as has become customary, we let σ IR = IR. Moreover, to more fully express this identification of the real numbers, consider how this isomorphism deals with the operator ⊂ . From the definition of the operator ⊂, it follows that if A ∈ IR, then σ A = ∅. Further, given two A, B ∈ H. Then A ⊂ B if and only if σ A ⊂ σ B. Hence, if A ⊂ IR, then A = σ A ⊂ * A. Basic operators such as +, ·, <, under the isomorphism, become the operators σ +, σ ·, σ < which then become THE operators +, ·, < for the field IR. Although the σ notation could continue to be used on sets at any point when one is in doubt, it has become customary to remove this notation in some cases like σ IR = IR. Often relations such as Definition 1.2 (Concurrent Relation) A (bounded) binary relation Φ in H and, hence, in σ H, is concurrent if the following holds. For each finite = ∅ set A = {(a 1 , b 1 ), . . . , (a n , b n )} ⊂ Φ there exists in the range, R(Φ), of Φ some b such that {(a 1 , b), . . . , (a n , b)} ⊂ Φ. Now as to the actual construction of the nonstandard structure * M, a special ultrafilter is selected which has the following enlarging property. In all that follows, it is assumed that * M is, at the least, an enlargement. Also note that all members of * (R(Φ)) are internal. Proof. Suppose that infinite A ∈ H. Consider the relation Φ = {(x, y) | (x ∈ A) ∧ (y ∈ B) ∧ (x = y)}. Suppose that {(a 1 , b 1 ), . . . , (a n , b n )} ⊂ Φ. However, since A is infinite, there exists some b ∈ A such that b = a i , i = 1, . . . , n. Hence, {(a 1 , b), . . . , (a n , b)} ⊂ Φ. Thus Φ is a concurrent relation. Consequently, there is an internal b ∈ R( * Φ) such that ( * a, b) ∈ * Φ and b = * a. This completes the proof.
Often just one identified concurrent relation can determine a major portion of an entire nonstandard theory. A few more examples indicate this fact. First, consider the extension of the absolute value function to * IR. By definition, for any r ∈ IR if r ≥ 0, then |r| = r and for any r ∈ IR if r < 0, then |r| = −r. Stated formally, we have that S = ∀x(((x ∈ IR) ∧ (r ≥ 0)) → (|r| = r)) ∧ ((x ∈ IR) ∧ (r < 0)) → (|r| = −r))). This statement holds in M. Thus its *-transform holds in * M. The *-transform is * S = ∀x(((x ∈ * IR) ∧ (r ≥ 0)) → ( * |r|) = r) ∧ ((x ∈ * IR) ∧ (r < 0)) → ( * |r|) = −r)), where | · | is viewed as a unary operator. Thus the operator * | · | is but the absolute value operator as it is defined for the totally ordered field * IR. Hence we can drop the * notation from * | · |.
Theorem 1.2.
There exists in * IR, a nonzero infinitesimal.
Proof. Consider the relation Φ = {(n, m) | (0 < (1/m) < (1/n)) ∧ (n ∈ IN) ∧ (m ∈ IN)}. Suppose that {(n 1 , m 1 ), . . . , (n j , m j )} ⊂ Φ. Let M = max{m 1 , · · · , m j }. Then {(n 1 , M + 1), . . . , (n j , M + 1)} ⊂ Φ implies that Φ is concurrent. Hence, there exists some Λ ∈ * IN such that 0 < 1/Λ < 1/n for all n ∈ σ IN = IN. Now consider any positive r ∈ IR. Then there exists some n ∈ IN such that 0 < 1/n < r. Hence, |1/Λ| < r. But since r is an arbitrary positive real number, this last results hold for all r ∈ IR + . This completes the proof.
An examination of chapter 2 in [3] shows that the properties of the set of all infinitesimals µ(0) are determined from Theorem 1.2. One of the most significant portions of the nonstandard theory of analysis is relative to the set of all "hyperfinite" sets. These are all of the internal sets A ∈ * (F (H) = ∪{ * (F (X n )) | X n ∈ H}. Also note that if A ∈ X n , (n > 0), then F (A) ∈ X n+1 . Hence, * (F (A)) ∈ * X n+1 . Viewed as a mapping, we have that * F is defined on all internal sets in * H and if B ∈ H, then * (F (B)) = * F ( * B). As shown in [3] Theorem 4.3.2, the above definition for the hyperfinite sets is equivalent to the the internal bijection definition. The hyperfinite sets satisfy in * M all of the first-order properties associated with finite sets. But from the exterior viewpoint of nonstandard analysis, such sets are far from being finite.
To get the full strength of nonstandard analysis as it relates to generalized functions, we need to concept of the κ-saturated enlargement, where κ is a infinite cardinal number. Definition 1.4 ( κ-Saturated ) The structure * M is a κ-saturated if given any internal (bounded) binary relation Φ, with the internal domain D(Φ), that is concurrent on A ⊂ D(Φ), where cardinality of A < κ, then there exists an internal b ∈ R(Φ), the internal range of Φ, such that for each a ∈ A, (a, b) ∈ Φ.
Throughout the remaining portions of this paper, we assume that * M is a κ-saturated, where κ is any (regular) cardinal number greater than the cardinality of H. This would also imply that * M is an enlargement. It can be shown by means of the ultralimit process, such (bounded) κ-saturated enlargements exist. Theorem 1.3. Consider internal B and any A ⊂ B such that cardinality of A < κ. Then there exists a hyperfinite set Ω such that A ⊂ Ω ⊂ B.
Proof. From the construction of H we know that there is some X n , n ≥ 1 and B ∈ * X n , * F (B) ∈ * X n , if q ∈ B, {q} ∈ X n and q ∈ *
and a i ∈ b, i = 1, . . . , j. Hence, Φ is a concurrent on its domain. But A ⊂ D(Φ) and has the appropriate cardinality. Hence, there exists some Ω ∈ * (F (B)) such that A ⊂ Ω ⊂ B. This completes the proof. Corollary 1.3.1. Consider standard A. Then there exists a hyperfinite set Ω such that σ A ⊂ Ω ⊂ *
A.
Proof. Simply note that the cardinality of A is less than κ.
The hyperfinite sets are the basic building blocks of the nonstandard theory of probability spaces.
Generalized Functions.
The functions considered are real valued functions. It is not difficult to extend all of the results in this section to complex valued functions. Further all standard functions map IR into IR. Let C ∞ be the set of all real valued functions defined on IR which have derivatives of all orders at each x ∈ IR. The set * C ∞ contains some very interesting *-continuous and *-differentiable functions. Throughout this paper, nonempty D ⊂ C ∞ is always the notation for what is called the test space. Each member of D must be a function with bounded support. This implies that if g ∈ D, then there is some c ∈ IR such that g(x) = 0 for all |x| ≥ c.
Usually one is interested in the generation of linear functionals. The customary generating functions are maps from IR into IR. The basic method of generation is by integration. Usually, the customary integration is Lebesgue integration although it appears the generalized Riemann integral can also be used. The reason that Lebesgue is useful is that this integral applies to many highly discontinuous standard functions, has useful convergence properties and, operationally, is sufficient. For our purposes, the Lebesgue integral is considered as an operator in the sense that it is 3-tuple with the first coordinate a function, the second an interval (or for other applications a measurable subset of IR), and the third coordinate the value when it exists.
Our customary standard generating functions, CS, have the property that they are Lebesgue measurable on [a, b], for a ≤ b, a, b ∈ IR and the integral
, and for the Lebesgue measure, m, m(E) ∈ IR, then f ∈ L(E). [7, p. 220 ] From this, it follows that
Our functions are restricted to members of internal set ∩{ *
} so that the *-transform of the classical Schwarz inequality applies. For the purposes of this paper, the set of internal generating functions is has a slightly different formation and can only be assumed to be an external subset of ∩{ *
Recall that O is the set of all limited numbers in * IR. Note that this set is also called the set of finite numbers. It is clear that if f is a customary standard function, then
First, are there members of CS such that * b a
Theorem 2.1. Let f : IR → IR. Suppose that f is measurable (in the Lebesgue sense) and bounded on all intervals 
From the internal definition principle [3] , f is an internal *-constant function. It is not the extension of a standard function since ǫ / ∈ IR. Moreover, * d c
1 is *-continuous on * IR and, hence,
Proof. From the discussion prior to Theorem 2.1.
From Theorem 2.1, Corollary 2.1.1, and by Theorem 2.2, T contains many significant extended standard functions, among others, that will be useful later in this investigation. The next result also indicates that one of the conclusions is sufficient for an internal function to be a member of T.
The next definition indicates why (iii) in Definition 2.1 is significant.
Note that ·, · is an ordered pair notation since the elements come from possibly different sets.
Some Abstract Algebra.
For most applications of the theory of generalized functions, it may be assumed or a function can be appropriately redefined so that the standard function being considered is at the least bounded on the closed intervals. Call [c, d] , where c ≤ d
[7, p. 220] For the internal functions that concern us, *-transfer (b) If f, h ∈ T and f, h are *-bounded in limited *-closed intervals and the product f h has the limited (ii) property, then f h ∈ T.
(c) For the set of all continuous functions defined on IR,
The the real valued operator ·, · is linear with respect to the field IR in the first and second coordinates. The standard part of ·, · is an inner product on σ D. Proof.
(a) From the *-transfer of the known properties of
. By *-transfer, this statement holds for the limited *-closed intervals. If internal f and internal g are *-bounded on a limited *-closed interval, then internal f g is *-bounded on a limited *-closed interval. From our discussion prior to the statement of Theorem 3.1, in
Obviously, f h satisfies (i) and, from the hypothesis, (ii) of Definition 2.1. Now by Theorem 2.2, it follows that f h ∈ T.
(d) The sum and product of members of C ∞ with bounded support have bounded support and 0 ∈ D. Hence σ D is a subring of σ C ∞ . From the bounded support property, if h ∈ C ∞ and g ∈ D, then gh has bounded support. Thus
by Theorem 22.4s in [6, p. 127.] . Thus, by *-transfer, for f ∈ T and * h ∈ σ C ∞ , f * h satisfies (i) and (ii) of Definition 2.1.
(f) Only the basic algebra for members of T, where it is defined, needs to be verified. Let f ∈ T, λ ∈ IR. We know that if f, h ∈ T, f + h ∈ T and λf, λh ∈ T. If *
In like manner for the first coordinate and, from the above, λ f, g = λf, g = f, λg . The standard part operator is linear over IR. Hence, the composition of ·, · and st(·) is linear over IR. Moreover, this composition yields a member of IR. Now ·, · is defined on all members of σ D independent of order. Further, if g, h ∈ σ D, then g, h = h, g ∈ IR implies that st( g, h ) = st( h, g ), and g, g ≥ 0 implies that st( g, g ≥ 0). Since D contains only continuous functions (with bounded support), g, g = 0 if and only if g = 0. Thus on σ D the operator st( ·, · ) is an inner product.
4. Functionals on T.
From the fact that the standard part operator is linear over IR, it follows from
Obviously there is a surjection Φ: T → F . Since T is a linear space over IR and
and preserves scalar products and "sums," Φ is a vector space homomorphism. Proof. This comes from the fact that st(a) = 0 if and only if a ≈ 0.
Proof. This is the same as the proof of Theorem 2.2.
Obviously, more than one f ∈ T can yield the zero functional and T 0 = ∅ since 0 ∈ T 0 . Now T 0 is the kernel for this homomorphism, and, as is-known, the quotient linear space T /T 0 is isomorphic to F . Each element in T /T 0 is an equivalence class of members of T. Then for h, g ∈ T, it follows that f, h ∈ α ∈ T /T 0 if and only if
It is this isomorphism that allows us to correspond a subset of T /T 0 to all of the Schwarz generalized functions.
Example 4.1. Does T contain functions that yield the Dirac property? Let
This is a version of Cauchy's flat function and it is known that b ∈ D. We now compress this function. Let 0 < ǫ ∈ µ(0) (a positive infinitesimal). Let c(t) = b(t/ǫ).
. We can normalize c by letting k = * ∞ −∞ c(t) dt = 0, and writing d(t) = (1/k)c(t). Obviously, d ∈ * C ∞ , is nonnegative,
) and satisfies (i) and (ii) of Definition 2.1. We need only show that for all
. Recall that the operators * max and the max on * IR are the same operator. By *-transfer of the standard theorem,
. From the *-transfer of the extreme value theorem, there exists some
. In a similar manner, noting that d is nonnegative, we have we have that
But this last statement is the "shifting" property of Dirac when viewed as a *-Lebesgue integration over * IR. The same method shows that for any positive
There are infinitely many internal functions in * C ∞ that are in T and that determine the Dirac functional. In the standard theory, no such standard function exists and "something" is only symbolically introduced relative to the required shifting property. This yields what are called "singular" generalized functions. From the nonstandard viewpoint, at least for the d[·], such a concept of "singular" is no longer meaningful.
Since T /T 0 is isomorphic to F , then each f ∈ T such that f [g] = g(0) for all g ∈ D are in the same member of T /T 0 . We call this the Dirac delta equivalence class and denote it by δ. Note that d n ∈ δ.
Example 4.2. The set
Definition 4.2 (Pre-generalized Functions) Each member α in the quotient linear space T /T 0 is called a pre-generalized function and each member of T is a generalized function. From this point on, lower case Greek letters will always denote pre-generalized functions.
One of the reasons, the set T /T 0 is called the set of pre-generalized functions is that a member of T /T 0 need not correspond to a Schwarz generalized function. But before corresponding pre-generalized functions to Schwarz generalized functions, we have the following remarkable result first proved by Robinson. The functionals in F are specifically generated by the * ∞ −∞
. Does this exhaust the entire collection of all linear functionals defined on σ D? The following result shows the power of the enlargement concept.
Proof. First, let Π be the set of all polynomials defined on IR and ∆:
Consider nonempty D and a nonempty finite linear independent
Then there exists some c > 0 such that g j (x) = 0, i ≤ j ≤ m, and c can be selected so that each g j is zero in a neighborhood of −c and c. From this we also have that for any f ∈ T,
Since each g j ∈ D ⊂ C ∞ , let each g j be represented in terms of a series expansion of Legendre polynomials P i where, using a simple transformation of the independent variable, the P i have been extended to converge on [−c, c] rather than
We now use the method of the infinite matrix, a method used by Robinson and Bernstein to solve a specific case of the invariant subspace problem. From the linear independent assumption, the matrix
must be of rank m. Thus there is a finite collect of members B and, hence, of
and A is nonsingular. Now write
Thus, we can write
where the Legendre polynomials in each k l (x) do not contain any of the
Consider the polynomial p(x) = c 1 P j 1 +· · · c m P j m (x). We want to obtain the proper c 1 , . . . , c m such that p[g j ] = a j , 1 ≤ j ≤ m. First, note that from the orthogonality of the Legendre polynomials c −c pk l = 0, 1 ≤ l ≤ m and we know that
Substituting this p with these coefficients into (4.2.1) yields
Since every member of D − L (if any) is a linear combination of the members of L, then it follows from the linearity of ∆ that for each g ∈ D, p[g] = ∆(g). Hence, the relation R is concurrent on IR × D and, hence on
) and the proof is complete.
Theorem 4.3 is remarkable, since if α ∈ T /T 0 , there is p ∆ ∈ * Π such that p ∆ ∈ α. Furthermore, p ∆ is a *-finite sum of *-Legendre polynomials. This means, as difficult as it might be to imagine, there is a
The internal function d used in Example 4.1 is NOT a member of * Π by *-transfer of the standard properties of the standard function c(t/a), 0 < a.
The function p ∆ that generates every linear functional is also a member of T R . Of course, Theorem 4.3 holds for other functions as well that are either simple modifications of the P i or are such things as finite sums of trigonometric functions. Note that every linear functional on σ D (i.e. D) can be generated by the Definition 4.1 process by means of *-Riemann integration. Although it is possible to remove many functions from each pre-generalized function α by considering the quotient group formed from the sets
and
, it is more significant to have such functions as d ∈ δ. Later for a necessary simplification process, we will call a generalized function the function in * C ∞ that exists by Theorem 4.3 and not consider the equivalence class at all.
5. Schwarz Generalized Functions. Theorem 5.1. Let f, h ∈ α. Suppose that using the *-transform of the definition of the derivative that f and h possess a *-derivative f ′ and h ′ for each
x ∈ * IR and that f ′ , h ′ are *-continuous for each x ∈ * IR. Then f ′ , h ′ ∈ T and there exists a β such that f ′ , h ′ ∈ β.
Proof. By *-transfer of the continuous case, it follows that f ′ satisfies (i), (ii) of Definition 4.1. By *-integration by parts,
We know that k, * g ≈ 0 for each g ∈ D.
Since k satisfies all the *-transformed derivative rules,
Thus k ′ ∈ T 0 by our remark after Theorem 4.2. Hence, there exists a unique β ∈ T /T 0 such that f ′ , h ′ ∈ β. This completes the proof.
Since every pre-generalized function α contains an internal f such that there is an internal function f ′ which is the *-continuous *-derivative of f on * IR, then to every pre-generalized function there corresponds a unique β such that f ′ ∈ β. We denote such a pre-generalized function by the notation α ′ .
Theorem 5.2. For every k ∈ IN, and every α, there exists a unique α
Proof. Theorem 4.3 shows that for every α ∈ T /T 0 there exists an p ∈ * C ∞ such that p ∈ α. The result follows by induction and Theorem 5.1.
One can now see why included in the definition of the Schwarz generalized function is the additional part of (ii) for each k > 0. For, from above, we have the following important result.
Although Corollary 5.3.1 is an important Schwarz generalized function result, the nonstandard theory is more general in that Corollary 5.2.1 holds.
"Continuity."
Obviously, the definition of a Schwarz generalized function is designed to give the linear functional a type of continuity. In nonstandard analysis, there are various types of continuity.
For two topological spaces (X, τ ) and (Y, T ), you always have the concept of a function f : X → Y as being continuous at p ∈ X if for each
Then it can be shown that f is continuous at p ∈ X if and
Note that the reason we need to use the standard elements in the form * p is that it is not assumed that X ∪ Y are atoms within our set-theory. Let * IR + denote the set all positive hyperreal numbers.
Definition 6.1 (Pseudo-metric Generated Space) Given an internal set X and P M X the internal set of all pseudo-metrics defined on X. If internal map λ ∈ P M X , then for each x, y, z ∈ X, (i) λ(x, y) ∈ * IR + , (ii) λ(x, y) = λ(y, x), (iii) if x = y, then λ(x, y) = 0, and (iv) λ(x, z) ≤ λ(x, y) + λ(y, z). Let nonempty Λ ⊂ P M X . The entity (X, Λ) is an pseudo-metric generated space.
Each space (X, Λ) satisfies the *-transform of any general property for a pseudometric. To see this, note that there is some standard X n such that X ∈ * X n and some standard set X p such that internal P M X ∈ * X p . Now, in general, for each X ∈ X n , there exists a standard set P M X . Thus there exists a standard set P = {P M X | (P M X ∈ X p ) ∧ (X ∈ X n )}. The internal sets of definition 6.1 are members of * X n and the internal P M X ∈ * P. The defining property for members of internal P M X is but the *-transform of the standard definition. Hence, using these sets, any general bounded first-order property about standard pseudo-metrics holds, by *-transfer, for members of an internal P M X . For example, suppose that internal λ ∈ Λ is determined by an internal semi-norm · λ defined on an internal space X linear over * IR. Then, for x, y ∈ X, we have that
Of course, our basic examples are the standard pseudo-metrics on a standard X.
Example 6.1 Let SM be the set of all internal semi-norms defined on an internal linear space X. Thus · ∈ SM if and only if for each x, q ∈ X, (i) q ∈ * IR + , (ii) for each λ ∈ * IR, λq = |λ| q , (iii) x + q ≤ x + q . Then defining internal λ: X × X → * IR by λ(x, q) = x − q gives λ ∈ P M X .
Definition 6.2. (Monads about q ∈ X)
For (X, Λ) and q ∈ X the monad about q is µ Λ (q) = {x | (x ∈ X) ∧ ∀λ((λ ∈ Λ) → (λ(x, q) ∈ µ(0)))}, where µ(0) is the set of infinitesimals in * IR.
Let internal λ ∈ Λ. Then the λ-monad about q is µ λ (q) = {x | (x ∈ X) ∧ (λ(x, q) ∈ µ(0))}. It is an important fact that µ Λ (q) = ∩{µ λ (q) | λ ∈ Λ}. Example 6.2 Let S be a standard collection of pseudo-metrics defined on standard X. Consider the usual topology T , generated by the subbase B of all open balls determined by all the members of S (i.e. B(p, λ, ǫ), p ∈ X, λ ∈ S, ǫ ∈ IR + ).
For a topological space, a topological monad, µ T ( * p), about standard p ∈ X is the set ∩{ * G | p ∈ G ∈ T } = ∩{ * G | * p ∈ * G ∈ σ T } and, in general, is equal to ∩{ * G | p ∈ G ∈ B} for any subbase B for the topology. Thus under Definition 6.2, for p ∈ X, where Λ = σ S, the monad about p, µ Λ ( * p) is topological.
Definition 6.3. (≈ and Monads)
When an infinitesimal relation ≈ is defined on an internal X, this relation is, usually, an equivalence relation and is used to define a monad about each q ∈ X. The monad about q ∈ X is the equivalence class m ≈ (q) = {x | x ≈ q}.
In general, the monad defined by 6.3 need not be the same as a monad as defined by a topology. But for Definition 6.2, an obvious equivalence relation does exist that correspond these monad concepts.
Definition 6.4 For the space (X, Λ) and any x, y ∈ X, let x ≈ y if and only if ∀λ((λ ∈ Λ) → (λ(x, q) ∈ µ(0))). Also, for each λ ∈ Λ, x λ ≈y if and only if λ(x, q) ∈ µ(0).
It is immediate that the ≈ [resp.
λ ≈] of Definition 6.4 is an equivalence relation on X × X, and that x ≈ y [resp. x 
. For pseudo-metric space (X, λ) and (Y, π), S-continuity is defined for the spaces (X, {λ}) and (X, {π}).
For an pseudo-metric, λ defined on internal X, you define, for each ǫ ∈ * IR + , and for each q ∈ X, (in the usual way) the ball about q as B(q, λ, ǫ) = {x | (λ(x, q) < ǫ}. Another type of continuity, that is usually restricted to standard spaces, is *-continuity. For a standard gauge space (i.e. the topological space generated by the set of pseudo-metrics Λ), then the topology is generated by taking as a bases the finite intersection of standard balls. Since any finite set of real numbers has a minimum, using the neighborhood bases about a standard point, we have that for standard (X, Λ), (Y, Π) a standard functions f : X → Y is continuous at p ∈ X if and only if for each ǫ ∈ IR + and each π ∈ Π there exists a δ ∈ IR + and a finite set of pseudo-metrics λ i ∈ Λ, 1 ≤ i ≤ n such that whenever x ∈ X and λ i (x, p) < δ for each i, 1 ≤ i ≤ n then π(f (x), f (p)) < ǫ. The *-transfer of this statement is used to define another type of continuity.
Definition 6.6 (*-continuity) Consider pseudo-metric generated spaces (X, Λ), (Y, Π). An internal map f : (X, Λ) → (Y, Π) is *-continuous at q ∈ X if for each ǫ ∈ * IR + and each π ∈ Π there exists a δ ∈ * IR + and a *-finite set
For internal metric spaces, (X, λ) and (Y, π), *-continuity is defined for (X, {λ}) and (Y, {π}).
Notice that *-continuity is not defined solely in terms of the standard points in X. Also the specific ǫ and δ required for *-continuity are members of The "S" in S-continuous means "standardly" in the sense that the approximating numbers ǫ, δ are standard numbers. One example shows what S-continuity is trying to accomplish.
Example 6.7. Let 0 < ǫ ∈ µ(0) and a ∈ IR. Define on * IR
This is, by *-transfer, an internal function that is *-continuous for all nonzero x ∈ * IR and is *-discontinuous at x = b. But, f is S-continuous at x = b. For take any positive c ∈ IR, then no matter what x ∈ * IR you select, |f (x) − a| < c. That is the *-discontinuity is so "small" that it is not "visible" in the standard world.
For the topological spaces used in the theory of generalized functions, does the concept of S-continuous correspond to the concept described in Example 6.7? In order to examine the relation between S-continuity and *-continuity for generalized functions, a slight diversion is necessary For a given standard X, suppose V is a collection of subsets of X such that ∅ / ∈ V and V has the finite intersection property (i.e. the intersection of finitely many members is not the empty set). Then the collection V is a filter subbase on X. Further, if there exists some q ∈ * X such that q ∈ * G for each G ∈ V, then V is, obviously, a filter subbase which is termed the local filter subbase at q and denoted by V q .
Definition 6.7 (Monads of a Filter Subbase) For standard X, let V be a filter subbase (either local or otherwise) on X.
is local at q ∈ * X, then since q ∈ µ V the monad is written as µ V (q).
Example 6.8 For any standard pseudo-metric space (X, Λ), and p ∈ X, consider the set, B = {B(p, λ, ǫ) | (λ ∈ Λ) ∧ (ǫ ∈ IR + )}, of all balls about p. Then B is a local filter subbase at p. For any filter subbase B, let B be the set obtained by taking finite intersections of members of B. Obviously, B ⊂ B and µ B = µ B .
Theorem 6.2. Let X be standard set and V any standard filter subbase on X. Then µ V = ∅.
Proof. We know that there is some X n , n ≤ 1, such that V ∈ X n , and if x ∈ V, then x ∈ X n . Further, if y ∈ x, then y ∈ X 0 ∪ X n−1 . Consider the bounded binary relation
The domain of Φ is V. Let {(a 1 , b 1 ) , . . . (a n , b n )} ⊂ Φ. Since V has the finite intersection property, there exists some b ∈ X 0 ∪ X n−1 such that b ∈ a 1 ∩ · · · ∩ a n . Thus {(a 1 , b) , . . . (a n , b)} ⊂ Φ. Hence since we are in an enlargement, there exists a ∈ * X 0 ∪ * X n−1 such that a ∈ * V for each V ∈ V. Consequently, µ V = ∅ and the proof is complete.
Note that if V is a filter subbase, that the set obtained by taking finite intersections of members of V does not contain the empty set and is closed under finite intersection.
Theorem 6.3. Let X be standard set and V any standard collection of subsets of X, which does not contain the empty set and which is closed under finite intersection. If internal A ⊂ µ V , then there exists some *-finite (and, hence, internal) Ω ⊂ * V such that σ V ⊂ Ω and A ⊂ A 0 = ∩{B | B ∈ Ω} ⊂ µ V , and A 0 ∈ * V.
Proof. First, from Theorem 6.
Then B is an internal subset of * V. Extending Theorem 4.3.4 [3] , we know that there exists a *-finite set B 0 such that σ V ⊂ B 0 ⊂ * V. Let Ω = B ∩ B 0 . Since every internal subset of a *-finite set is *-finite, Ω is *-finite. Further, σ V ⊂ Ω and A ⊂ E for each E ∈ Ω. By *-transfer, * V is closed under *-finite intersection.
Hence A 0 = ∩{B | B ∈ Ω} ∈ * V, A ⊂ A 0 and A 0 ⊂ µ V and the proof is complete.
Corollary 6.3.1. Let X be standard set and V any standard collection of subsets of X, which does not contain the empty set and which is closed under finite intersection. Then
Proof. For every q ∈ µ V, there is some G ∈ * V such that q ∈ G ⊂ µ V .
A nonempty collection B of subsets if X is a filter base, if ∅ / ∈ B and if A, B ∈ B, then there exists some C ∈ B such that C ⊂ A ∩ B. A filter base is a filter subbase.
Theorem 6.4. For a standard set X, let B be a standard filter base defined on X. If internal A ⊂ µ B , then there exists some *-finite (and, hence, internal) Ω ⊂ * B such that σ B ⊂ Ω and A ⊂ A 0 = ∩{B | B ∈ Ω} ⊂ µ B , and A 0 ∈ * B .
Corollary 6.4.1. For a standard set X, let B be a standard filter base defined on X.
Theorem 6.5. Given an internal set A and a standard filter subbase
Proof. Consider the internal binary relation on B = F .
Suppose that { (a 1 , b 1 ) , . . . , (a n , b n )} ⊂ Φ and a i ∈ σ B. Since B is closed under finite intersection, we have nonempty a ∈ B, where
Since the cardinality of B less than κ, then Φ is, at least, concurrent on σ B. Thus there exists some q ∈ A ∩ * B
for each B ∈ B. This implies that A ∩ µ B = A ∩ µ F = ∅ and the proof is complete.
Theorem 6.6. Let B be a standard filter base and suppose that an internal set Λ ⊂ * B has the property that σ B ⊂ Λ. Then there exists some internal A ∈ Λ such that A ⊂ µ B .
Proof. Consider the internal (bounded) binary relation
Let { (b 1 , a 1 ) . . . , (b n , a n )} ⊂ Φ and a i σ B. Then there is some
there exists some internal A ∈ Λ such that A ⊂ * B for each B ∈ B. Hence, A ⊂ µ B and the proof is complete.
Theorem 6.7 Let B be a standard filter base and suppose that an internal set Λ ⊂ * B has the property that if G ∈ * B and G ⊂ µ B , then G ∈ Λ. Then there exists some B ∈ B such that * B ∈ Λ.
Proof. Assume the hypothesis and that there is no B ∈ B such that * B ∈ Λ. Then the internal set * B − Λ ⊂ * B satisfies the hypothesis for the "Λ" of Theorem 6.6. Thus there exists some A ∈ * B − Λ such that A ⊂ µ B . But from the hypothesis of this theorem, such an A ∈ Λ. This contradiction complete the proof.
In order to obtain a significant result that characterizes S-continuity, we need the following additional fact. Theorem 6.8 Consider standard X. Let internal B ⊂ * F ( * X), where * F ( * X) is the set of all *-finite subsets of * X. Suppose that whenever E ∈ * F ( * X) and σ X ⊂ E ⊂ * X then E ∈ B. Then there exists F ∈ F (X) such that * F ∈ B.
Proof. To establish this, let F = {F | X − F ∈ F (X)}. Then F is a filter on X. This theorem is but an equivalent statement of theorem 6.6 in terms of the filter F . Establishing this fact completes the proof.
We are now able to properly characterize the concept of S-continuity relative to standard pseudo-metric generated spaces.
Theorem 6.9. For standard X, Y, consider the pseudo-metric generated
X if and only if for each ǫ ∈ IR + and each * π ∈ σ Π there exists a finite set * λ i , 1 ≤ i ≤ n and positive δ ∈ IR + such that whenever x ∈ * X and *
Proof. ⇒ First, suppose that f is S-continuous at q ∈ * X, * π ∈ σ Π and let ǫ ∈ IR + . For any internal binary relation A, let D(A) denote the internal domain and R(A) the internal range. Consider the internal set
By κ-saturation, we know that there exists a *-finite
λ(x, q) < δ for each * λ ∈ σ Λ and each δ ∈ IR + . But, S-continuity implies that * π(x, q) < ǫ. Hence K 1 ∈ T (ǫ). Since T (ǫ) is internal, then Theorem 6.8 implies that there exists standard K ′ such that
Consequently, there is positive n ∈ IN and λ i ∈ D(K ′ ) ⊂ Λ when 1 ≤ i ≤ n and a positive m and δ j ∈ R(K ′ ) ⊂ IR + when 1 ≤ j ≤ m and for each x ∈ X, if for each i and for each j * λ i (x, q) < δ j , then * π(f (x), f (q) < ǫ. Now simply consider δ = min{δ 1 , . . . , δ m } and ⇒ holds. ⇐ Suppose that f is not S-continuous at q. Then there exists some Notice that the δs and ǫs that appear on Theorem 6.9 are standard real numbers. This theorem shows that close relationship between the concept of S-continuity and the concept of continuity. For the only difference within our κ saturated model between these two concepts when viewed from the external nonstandard physical world is that one hand the xs are members of * X while on the other they elements of X.
One of the major facts about S-continuous functions is found in Theorem 1.1 in [4, p. 805.] As pointed out, for this theorem, the topological space X need not be compact and the first two parts of the theorem hold. In this theorem, the term microcontinuous is equivalent to S-continuous. For simplicity of notation, the sets X, Y are considered as a subset of the ground set that is used to generate our ultraproduct structure. (X, Λ) is a pseudo-metric generated space. Then s S-converges to q ∈ X if s ω ∈ µ Λ (q) for each infinite ω ∈ IN ∞ . Theorem 6.11. If, for pseudo-metric generated spaces, internal f : (X, Λ) → (Y, Π) is S-continuous at q ∈ X and the internal sequence s:
* IN → (X, Π) Sconverges to q, then the internal sequence f (s) S-converges to f (q).
Proof. Suppose that the internal sequence s S-converges to q ∈ X. Let ω ∈ IN ∞ . Then s ω ∈ µ Λ (q). Thus, f (s ω ) = (f s) ω ∈ µ Π (f (q)) and the proof is complete.
The next theorem is similar to Theorem 6.9, relates S-convergence to standard approximations as well as to standard sequences.
Theorem 6.12. For a pseudo-metric generated space (X, Λ), an internal sequence s:
* IN → X, S-converges to q ∈ X if and only if for each positive ǫ ∈ IR each λ ∈ Λ there exists some M ∈ IN such that for each m > M (in * IN), it follows that λ(s m , q) < ǫ.
Proof. (⇒) Suppose the internal sequence s is S-convergent to q ∈ X. Let 0 < ǫ ∈ IR. Consider the internal set
From the definition of S-convergence IN ∞ ⊂ m(ǫ). However, the set m(ǫ) has an internal range. Hence, there exists some standard m ∈ IN such that m ∈ m(ǫ). Consequently, the conclusion follows.
(⇐) Suppose that s is not S-convergent to q. Then there exists some s ω , ω ∈ IN ∞ such that s ω / ∈ µ Λ (q). Hence, there is some λ ∈ Λ such that s ω / ∈ µ λ (q). Let standard ǫ = min{1, st(λ(s ω , q))/2} if λ(s ω , q) ∈ O, in which case ǫ > 0 since st(λ(s ω , q)/2) = 0. Otherwise take ǫ = 1. Thus there exists some ω ∈ IN ∞ such that and λ(s ω , q) ≥ ǫ. The proof is complete.
Corollary 6.12.1. For a standard pseudo-metric space (X, ρ X ), a standard sequence s: IN → (X, ρ X ) is convergent to p ∈ X if and only if * s is S-convergent to p. Now we need to define the limited points for internal pseudo-metrics. For an internal pseudo-metric ρ X , you have a set of limited points per p ∈ X. Definition 6.9 (Limited Points for Pseudo-metric Generated Spaces) Let (X, Λ) be a pseudo-metric generated space. Let q ∈ X Then O Λ (q) = {x | (x ∈ X) ∧ ∀λ((λ ∈ Λ) → λ(x, q) ∈ O)}. Theorem 6.13. Let ( * X, Λ) be a pseudo-metric generated space. Suppose that each λ ∈ Λ is determined by an internal pseudo-norm · λ and that * X is an internal linear space over * IR. Suppose that for each p ∈ X and each · λ , p λ ∈ O. Then
Conversely, let x ∈ O Λ (0) and p ∈ X. Then for each λ ∈ Λ,
The proof is complete.
Corollary 6.6.1. Let the standard pseudo-metric ρ X be defined on X ×X and be generated by a standard semi-norm
By Robinson's Theorem 4.3, the set T can be replaced by the set
Hence, the usual practice has been to consider defining sets of internal semi-norms on the set * C ∞ and consider the restriction such a set of internal semi-norms to the test space D. This collection can be composed of the nonstandard extensions of the customary set of standard semi-norms so that they correspond to the concept of Schwartz generalized functions and other standard types of generalized functions. However, it is also possible to broaden the collection of internal semi-norms in various ways. This is done in section 10.4 of reference [8] .
7. Per-generalized Functions and S-continuity.
Theorem 7.1. Let generalized function f ∈ T and standard p ∈ IR. Suppose that f is S-continuous at p. Then f (p) ∈ O.
Proof. Let f be S-continuous at p ∈ IR. Assume that f (p) is not limited. Without loss of generality, assume that f (p) is a positive infinite hyperreal number. Now for each x ≈ p, it follows that f (x) > (1/2)f (p) since by S-continuity f (x) ≈ f (p). Note: For an infinite Λ and any ǫ ∈ µ(0), the infinite Λ + ǫ > (1/2)Λ. By the internal definition method, define that internal set
Since D contains all of the positive infinitesimals, then by a modified 10.1.1 in [3] , D contains a standard positive a. Consider the standard interval [p − a, p + a]. It is not difficult to construct a non-negative h ∈ D such that h(x) = 1, for each x such that |x| ≤ (1/2)a and h(x) = 0 for |x| ≥ a.
The results follows from this contradiction. Corollary 7.1.1. Let internal f ∈ T and standard p ∈ IR. Suppose that f is Scontinuous at p. Then any standard function F :
{Remark. If the function f ∈ T satisfies the requirements in Theorem 7. 
g| ∈ IR for some h ∈ IR. Now consider the internal function k obtained by means of the definition for f but let positive a = ǫ ∈ µ(0). Selecting c, d ∈ O, it follows that k ∈ T. Notice that for each p ∈ IR, k(p) = 0. Thus K(p) = st(k(p)) = 0 is a continuous function on IR. Let x = ǫ/2 ∈ µ(0). Then k(x) = 1 ≈ 0. Thus k is not S-continuous at x = 0.
One of the major advantages in using the nonstandard equivalence class method is that various members of a pre-generalized function α can be specifically analyzed. This is not the case for the standard approaches to this subject.
Proof. Since * F ∈ T, it follows that * F ∈ α if and only
x ≈ p. From S-continuity, standard part operator properties, and continuity,
. Consequently, the internal set A is *-bounded. Recalling that the * sup = sup, it follows by *-transfer, that sup A ∈ * IR. But for each positive r ∈ IR and each y ∈ A, 0 ≤ y < r. Hence, the sup A is not a positive real number. Again by *-transfer and the fact that A is internal, sup A ∈ * IR. Thus sup
|g| .
g ≈ 0 and the proof is complete.
Proof. The *-continuous function * F ∈ α. Consider a sequence {g n } ⊂ D such that g n (x) = 0 for all n and for all x such that |x| > c ∈ IR. Further suppose that g n → 0 uniformly on for all x such that |x| ≤ c.
The existence of a function f in a pre-generalized function that is S-continuous at various members of * IR seems to be of some significance. Indeed, the standard part of members of a pre-generalized function that are S-continuous at the same point in IR cannot be distinguished one from another at that point.
Theorem 7.4. Suppose that f, h ∈ α and that f and h are S-continuous at p ∈ IR. Then st(f (p)) = st(h(p)) and if x ≈ p, then f (x) ≈ h(x).
Proof.
We know from Theorem 6.1 that
All we need to do is to show that f (p) ≈ h(p). Since f, h ∈ α, the function k = f − h ∈ T 0 . Suppose that f (p) − h(p) is not infinitesimal. Without loss of generality, in this case, consider k(p) = f (p) − h(p) > r > 0, r ∈ * IR − µ(0). As in the proof of Theorem 7.1, there is a g ∈ D, such that k[g] is not infinitesimal; a contradiction. Thus f (p) ≈ h(p). Obviously, if x ∈ p, S-continuity implies that if x ≈ p, then f (x) ≈ f (p) ≈ h(p) ≈ h(x). Hence f (x) ≈ h(x) and the proof is complete.
Due to Theorem 7.4, a pre-generalized function α that contains an internal function f that is S-continuous at p ∈ IR can be considered a function itself. Theorem 7.4. shows that definition 7.1 leads to a function-like pre-generalized function α(p). However, one other aspect of this α function concept needs to be addressed. How unique is such a α function with respect to members of T ? Theorem 7.5. Suppose that f ∈ α is S-continuous at each p ∈ IR. Let h ∈ T be S-continuous at each p ∈ IR and h(p) = f (p). Then h ∈ α.
Proof. (Notice that simply because h(p) = f (p) at the standard points does not imply the functions are equal at the nonstandard points.) What is needed is to show that (f − h), * g ≈ 0 for each g ∈ D. Consider f − h ∈ T. Let g ∈ D. Then there exists some positive c ∈ IR such that g(x) = 0 for |x| ≥ c. Since f (µ(a)) ⊂ µ(f (p)) and h(µ(a)) ⊂ µ(h(a)) and f (a) = h(a), (f − h)(µ(a)) ⊂ µ(0). Consider a specific standard positive ǫ and the internal set D(ǫ) = {y | (y ∈ * IR) ∧ ∀x((x ∈ * IR) ∧ (|x − a| < ǫ) → (|f (x) − h(x)| < y))}. This same procedure can be done for any arbitrary positive ǫ. Now let λ = max |g(x)|. It is a known fact that g(x) = g 1 (x)+· · ·+g n (x), where each g i ∈ D and, for i = 1, . . . , n, g i (x) = 0, x ∈ IR − H i and |g i (x)| ≤ λ, x ∈ IR. Corollary 7.5.1. Suppose that f, h ∈ T are S-continuous at each p ∈ IR and f (p) = h(p) for p ∈ IR. Then there is a unique α such that f, h, * F ∈ α, F = H, F is continuous on IR and α(p) = st(f (p)) = st(h(p)) = F (p) for each p ∈ IR.
Another aspect of this idea of S-continuity and pre-generalized functions is the observation that defining α(p) = st(f (p)), for some f ∈ α that is S-continuous at x = p, is independent of the S-continuous function contained in α by Theorem 7.4. Thus many α can be considered as functions on large domains of real numbers. For example, the function d, in example 4.1, is in T and is S-continuous at every nonzero real number. Thus using this function the Dirac D ′ -pre-generalized function δ is a function δ(x) for all nonzero real numbers. Then we have certain algebraic properties associated with the α ∈ T /T 0 that are functions at certain standard points.
Definition 7.2 (α as a Function) Call a per-generalized function α a function at p ∈ IR, with value α(p), if there is an f ∈ α that is S-continuous at p and let α(p) = st(f (p)). Theorem 7.6. If α, β are functions at p, then γ = α ± β is a function at p and γ(p) = α(p) ± β(p).
Proof. From the hypothesis, there exist two internal f, h ∈ T such that f, h are S-continuous at p and f ∈ α, h ∈ β. Hence, the internal function f ± h ∈ T is S-continuous at p and f ± h ∈ γ. Since st(f (p) ± h(p)) = st(f (p)) + st(h(p)), it follows that γ(p) = α(p) ± β(p) and this completes the proof.
From Theorem 4.3, we know that every member of F is generated by a member of * C ∞ . This leads to the concept of the derivative of a generalized function. Unfortunately, if you want to define multiplication for the functions in T and use the usual concept that multiplication is independent of the member chosen from one or both of two pre-generalized functions α and β, then multiplication must be restricted to certain per-generalized functions. Theorem 7.4 states that if * f, * h ∈ σ C ∞ and * f, * h ∈ α, then, since * f, * h are S-continuous at each p ∈ IR, explored. Using section 6 and an appropriate collection of internal semi-norms, the concepts of the S-limit and S-convergence, and the like, can now be applied to pregeneralized functions.
