Abstract-We describe an improved algorithm for signal reconstruction based on the Orthogonal Matching Pursuit (OMP) algorithm. In contrast with the traditional implementation of OMP in compressive sensing (CS) we introduce a preprocessing step that converts the signal into a distribution that can be more easily reconstructed. This preprocessing introduces negligible additional complexity, but enables a significant performance improvement in the reconstruction accuracy.
I. INTRODUCTION
Compressive sensing (CS) refers to a growing body of techniques enable accurate recovery of sparsely sampled signal. Foundational contributions to CS include the work of Donoho, Candès, Romberg, Tao, and others [1] , [2] , [3] , [4] , [5] . The challenge of CS reconstruction, also referred to as the sparse approximation problem, is to solve an underdetermined system of linear equations using sparse priors. The Orthogonal Matching Pursuit (OMP) algorithm [6] , [7] , [8] and l 1 -minimization (also called basis pursuit) [1] , [2] , [9] are two widely studied CS reconstruction algorithms. Orthogonal Matching Pursuit (OMP) solves the reconstruction problem by identifying the component of the sparse signal in each iteration which is most coincident with the sampling value. Stagewise OMP (StOMP) [10] and Regularized OMP (ROMP) [11] are two variants of the original OMP algorithm. The other commonly explored algorithm, l 1 -minimization, replaces the original reconstruction problem with a linear programming problem. It then solves the linear programming problem using well established convex optimization approaches such as the primal-dual interior-point method [12] . l 1 -minimization is generally believed to offer better reconstruction performance than OMP, while OMP has the advantage of simpler implementation and faster running speed [8] . Other reconstruction algorithms include iterative thresholding methods [13] , [14] and various Bayesian methods [15] , [16] . A more detailed summary of CS reconstruction algorithms is found in [17] .
Papers on Bayesian Compressive Sensing [15] and optimally tuned reconstruction algorithms [18] have studied modeling of sparse signals and the worst amplitude distribution for non-zero components. However, compared with other aspects of compressive sensing, the impact of distribution and its potential usage for improving reconstruction performance is much less well-investigated. In an upcoming publication based on our earlier work in this area [19] , through extensive experiments and heuristic analysis, we show that by introducing a preprocessing step D using either linear or non-linear mapping, the relative error of Dx and Dx * is smaller than that of x and x * , where x is the original signal and x * is the reconstructed signal. In other words, one can convert a sparse signal with a distribution that is hard to reconstruct to another one that is easier. In [19] , we study the impact of this method for l 1 -minimization and iterative thresholding algorithms. In the present paper, we show that the relative error of x and D −1 (Dx * ) is smaller than the relative error of x and x * when the OMP algorithm is used. In what follows, we first provide analysis and experimental results about OMP reconstruction performance for sparse signals with different non-zero distributions. We then propose linear and non-linear mapping on top of the traditional OMP algorithm, and show that our improved OMP algorithm can offer better reconstruction performance without increasing the complexity and overhead of sampling and reconstruction.
II. ORTHOGONAL MATCHING PURSUIT ALGORITHM

A. Mathematical Formulations and Description of OMP
Assume a sparse signal x ∈ R n with k non-zero elements (called k-sparse), observed via an m × n measurement matrix A with m < n, producing measurement Ax = y ∈ R m . Let a i denotes the ith column of A, where i ∈ [n] and [n] := {1, 2, ..., n}. Since the measurement y is a linear combination of k columns of A, the reconstruction of x can be recast as the problem of identifying the locations of these k columns. OMP solves this problem with a greedy approach. During each iteration, OMP selects the column of A which is mostly correlated with the residual of measurement y, and then it removes the contribution of this column to compute a new residual. Table I contains a description of OMP.
B. The Approximation Error Bounds of OMP
Most research regarding OMP relies on the coherence statistic of a matrix A. The coherence statistic measures the correlation between different columns of A using the absolute value of inner product:
OMP generally requires μ to be small in order to avoid the relatively small non-zero components being masked by large 
Solve the least-square problem:
x k = argmin x ||y − A C k x|| 2 where A C k denotes the columns of A indexed by C k . (4) Update the residual to remove the contribution of a c k r k = y − A C k x k (5) Increment k, and go back to step (2) until stopping criterion holds. (6) Return the output x * with x * (i) = x k (i) for i ∈ C k and x * (i) = 0 otherwise. ones. A well-known result is that μ < 1 2k−1 is sufficient for OMP to reconstruct a k-sparse signal x precisely [8] .
In [8] Tropp also used the cumulative coherence function as a generalization of coherence statistic to study OMP. For a positive integer m, the cumulative coherence function is defined as
[8] then gave the following result about the approximation error bounds of OMP:
where x m is an optimal m-term approximant of the input signal.
III. IMPROVED OMP ALGORITHM THROUGH LINEAR AND NON-LINEAR MAPPING
A. Phase Transition
2 . Each (δ, ρ) pair in this square describes the difficulty of reconstruction. The pairs in the upper left area, i.e. pairs with smaller δ and larger ρ, represent harder reconstruction challenges since the number of non-zero components is larger with fewer measurements. Theoretical analysis and empirical results have shown that for most reconstruction algorithms, there are two regions in the square: a success region, where the probability for the algorithm to precisely reconstruct the original sparse signal tends to be 1, and a failure region, where this probability tends to be 0. This phenomenon is referred to as phase transition in CS and the boundary of these two regions is called the phase transition line [18] . A higher phase transition line indicates better performance of the reconstruction algorithm. To date only the phase transition line of l 1 -minimization algorithm, as shown in Figure 1 , has been rigorously proven and calculated with the help of computational geometry [20] , [21] , [22] . The cases of other algorithms are still under study and can only be empirically observed at present. Nevertheless, the evaluation by means of phase transition line is closer to the real performance of the reconstruction algorithm than the approximation error bounds [23] , since the derivation of the latter often involves some loose scaling.
In this paper, we measure the location of the phase transition line in a similar way to that used in [18] . For each (δ, ρ) pair we carry out M Monte Carlo trials of sampling and reconstruction. Using the definition below of Signal-to-Noise Ratio (SNR), we regard a trial as successful if SN R = 10 log 10 ||x||
where x and x * represent the original sparse signal and the output of reconstruction algorithm respectively. The number of successful trials, denoted by S, is distributed binomial Bin(π, M ) with the success probability π ∈ [0, 1]. The finite-N phase transition is the value of ρ where the success probability crosses 50%:
where θ refers to the set of parameters of the algorithm. In the experiments below, we set M = 20 and Δδ = 0.035, Δρ = 0.04 for (δ, ρ) to find the approximate phase transition location on the lattice of the square, and then subdivide ρ near the location to find a more precise transition point.
B. Motivation
It has been theoretically proven that the phase transition line of l 1 -minimization algorithm is independent of non-zero distribution of the sparse signals [20] , [23] , which is not the case of other algorithms. Empirical results in [18] , [24] , [10] shown that for iterative algorithms, Sparse Bayesian Learning and StOMP, the reconstruction performance of trinary signals, i.e. signals whose non-zero components have same amplitude with random sign, is worse than that of signals with other non-zero distributions, e.g. uniform or Gaussian distribution.
We focus on the case of OMP algorithm and the results are shown in Figure 2 . As can be seen from the figure, uniformly distributed signals are much easier to recover than trinary signals. This observation can be heuristically justified as below. If the non-zero components of the k-sparse signal x are ordered as {x (1) , x (2) , ..., x (k) } with |x 
where
and this constant only depends on the measurement matrix A. The last inequality is satisfied with equality if and only if x is trinary.
The approximation error bounds for signals whose nonzero components conform to uniform distribution can also be analyzed heuristically. In this case for a k-sparse signal x and k → +∞, m → +∞, m k → τ with 0 < τ < 1,
By the Law of Large Numbers (LLN), ∀ > 0, we have:
Therefore, the lower bound of SNR can be derived:
As shown in (6), the approximation error bound of sparse signals whose non-zero components are uniformly distributed is lower than that of trinary sparse signals with identical measurement matrix and sparseness. Furthermore, although the derivation here is about the infinite case, figure 2 indicates that the situation is similar for the finite case.
C. Improved OMP using Pseudo-random Linear Mapping
The heuristics and experimental results above indicate that the performance of OMP for signals of the same sparseness but different distributions can be significantly different, with trinary signals harder to reconstruct than uniform ones. One way to make use of this is to perform pre-processing for the input signal before sampling, with the purpose of converting it from a distribution that is difficult to reconstruct to another one that is easier. This idea underlies the improved OMP approach using pseudo-random linear mapping that is described in the present paper. The linear mapping is applied to the trinary input x, creating a new input Dx for sampling, where
is a diagonal matrix. Here d i ∼ U [0, 1] and sgn(.) represents the sign function. will be explained in the next paragraph. As for reconstruction, the scaled input Dx is first reconstructed using traditional OMP, and then the approximation of original input x is resolved from Dx * by D −1 (Dx * ). In practice, while inverting D after Dx * has been reconstructed, if some elements of d i are too small, any error in the corresponding components of Dx * will be amplified by 1/d i . To prevent this from happening, in the definition of D, we introduce a small fixed nonzero number to each element of d i . Although setting = 0 will lead to higher probability of successful reconstruction of Dx, the SNR of x is in general lower. This is due to the large distortions at positions of Dx * whose corresponding d i 's are small. By contrast, when > 0 the reconstruction of Dx is less likely to succeed, but when it does, the SNR of x is usually higher. Obviously, when → +∞, the mapping becomes virtual "trinarization" of x. 
D. Extension to Non-linear Mapping
The linear mapping can be seen as a type of "stretch" operation applied to the non-zero components of the signal. It can be extended to non-linear mapping for signals that conform to general distributions, which is necessary for universal application of this method since there are many types of signals for which prior information is lacking. The non-linear mapping function has the form
where the non-linear mapping parameter α is an odd number to prevent two components of original signal being mapped to the same value. Figure 3 shows experimental results regarding the effect of non-linear mapping. Here the non-zero components of original sparse signals conform to a uniform distribution on the interval [1, 2] . It is clear form the figure that the performance of OMP to reconstruct x 3 is much better than that of reconstructing x directly.
In accordance with the above analysis, we can also give a heuristic justification for using the lower bound of the SNR:
, (9) while the case of reconstructing φ(x) = x 3 is
Because
. Therefore, the lower bound of SNR to reconstruct φ(x) is higher, which is consistent with the results in Figure 3 . Although the above analysis (including the case of linear mapping) is based on SNR bounds, and only applies to the performance of recovering mapped signals instead of the case after inverse mapping, experiments in the next section show that the improved OMP algorithm using linear and non-linear mapping does lead to significantly better performance.
From the analysis above, it can be seen that the SNR bound gets higher with larger α, theoretically leading to better reconstruction performance. However, it is worth noting that the analysis is based on the performance of the mapped signals Φ(x), rather than that of the reconstructed signals x * after inverse mapping Φ −1 (x). In fact, based on extensive experimental results as shown in Section IV, it is observed that there is a trade-off between the reconstructed mapped signal Φ(x) and reconstructed original signal x. This can be explained as: with larger α, the small non-zero components of the original signal get relatively smaller after non-linear mapping x α . This may make the reconstruction algorithm unable to separate these small components from the interference caused by the other nonzero components of x α with the coherence of the columns of A, as OMP fails to recover these components [25] . Therefore, although the performance of reconstructing Φ(x) gets better in the sense that the important components are reconstructed more precisely, after the inverse mapping, the effect caused by failing to reconstruct small components becomes larger, resulting in worse overall reconstruction performance.
To summarize, the proposed improved OMP algorithm works in the following manner: apply a linear or non-linear mapping to the original sparse signals; perform sampling and reconstruction using the traditional OMP algorithm; after the mapped signals have been recovered, use an inverse mapping to get the reconstructed signals. From the viewpoint of practical application, for the linear-mapping case, we are simply sampling using AD, instead of with A after linear mapping of x, so the complexity and overhead of sampling is comparable with that of typical CS approahces. In addition, the non-linear mapping could potentially be achieved by analog devices in applications such as MRI. 
IV. EXPERIMENTAL RESULTS
A. Improved OMP Using Linear and Non-linear Mapping
We first consider the performance improvement using linear and non-linear mapping. Figure 4 compares the performance of traditional OMP and the improved OMP using linear mapping. The original signals are trinary and in Equation (7) is set to 0.05. Figure 5 shows the case of non-linear mapping, where the non-zero components of original signals are uniformly distributed on [1, 2] and α in Equation (8) is set to 5. The higher phase transition lines after using linear and non-linear mapping in both figures indicate the better performance of the improved OMP algorithm. Figure 6 confirms the analytical results regarding the tradeoff for selection of parameter α. Here the non-zero components of the original signals are uniformly distributed on [1, 2] . indicates that when α = 7, the performance becomes unstable for larger δ and the situation is even worse for α = 9. This trade-off for α plays an important role in the performance of non-linear mapping.
B. The Trade-off between α and Reconstruction Performance
C. Applications
We consider two applications used in [10] to test the performance of the improved OMP algorithm. The first uses the object Bumps from the Wavelab package [26] , rendered with N = 4096 samples. Such signals are known to have wavelet expansions with relatively few significant coefficients, as shown in Figure 7 (a). We used hybrid CS in [27] for reconstruction and set the number of measurement m = 360. The results in figure 7 show that the improved OMP offers better reconstruction performance than traditional OMP in terms of the relative error.
We further test the improved algorithm on an image (512×512 pixels) as displayed in 8(a). We used this image and a Multiscale CS scheme [27] with a total number of m = 69834 measurements. Here we applied our non-linear mapping to the StOMP algorithm, a variant of OMP described in [10] . We tested the performance of StOMP with and without non-linear mapping. We used the CFAR threshold selection rule and set the stage number to 10. The results in figure 8 show that using non-linear mapping improves reconstruction performance for StOMP in terms of the relative error.
V. CONCLUSIONS
In this paper, we have shown the relationship of the distribution of sparse signals on the performance of the OMP algorithm both heuristically and experimentally. We then proposed a method that uses this relationship by applying linear and nonlinear mapping to convert the signal from a distribution that is hard to reconstruct to a signal that is easier to reconstruct.
Experimental results have shown that our improved OMP algorithm can offer better reconstruction performance than traditional OMP algorithm.
