Abstract. Let χ (mod q) be a primitive Dirichlet character. In this paper, we prove a uniform upper bound of the character sum a∈A χ(a) over all proper generalized arithmetic progressions A ⊂ Z q of rank r:
Introduction
Let q be a positive integer and write Z q = Z/qZ. In this paper we study upper bounds on the quantity
S(f, r) = max
A n∈A
where f : Z q → C is an arbitrary function, and the maximum is taken over all proper generalized arithmetic progressions (GAP) of rank r in Z q . Recall that a GAP of rank r in Z q is of the form A = {a 0 + a 1 h 1 + . . . + a r h r (mod q) : 0 ≤ h 1 < H 1 , . . . , 0 ≤ h r < H r }, for some a 0 , a 1 , . . . , a r ∈ Z q and positive integers 2 ≤ H 1 , . . . , H r ≤ q. We say that A is proper if |A| = H 1 H 2 · · · H r . Our approach to bound S(f, r) is via the classical completion method using Fourier analysis. We study two different types of functions f : f = χ, a primitive Dirichlet character modulo q, and f (n) = e q (h(n)) for some polynomial h(x) ∈ Z[x] (where, as usual, e q (x) = exp(2πix/q)).
1.1. Character sum over GAPs. We first consider f = χ, a primitive Dirichlet character modulo q. In the simplest case when r = 1, S(χ, 1) is the maximum of character sums over intervals. The first upper bound for S(χ, 1), discovered independently by Pólya and Vinogradov in 1918, asserts that (1) S(χ, 1) ≪ q 1 2 log q, 1 uniformly over all primitive Dirichlet characters χ (mod q). This bound has been recently improved by Granville and Soundararajan [9] , and later by Goldmakher [7] , for characters of (small) fixed odd order g. They improved the exponent of log q from 1 to 1 − δ(g) for some δ(g) > 0.
The main theorem of this paper is a generalization of the Polya-Vinogradov type bound for r > 1:
where the implied constant depends only on r.
The properness of A in Z q is essential here. In fact, Theorem 1.1 is false if the assumption that A ⊂ Z q is a proper GAP is lifted to Z. For example, if χ is even and A = {h 1 +h 2 (q−1) :
By a standard averaging argument, one can show that this sum above can be made as large as H √ q by appropriately choosing χ. The extra H factor represents the quantity max b∈Zq #{a ∈ A : a ≡ b (mod q)}, which is 1 if A is assumed to be proper in Z q . Our results can be easily generalized to take this into account; however, we will simply focus on the case when A is proper in Z q . The proof of Theorem 1.1 is based on Fourier analysis. As is well known by now, the proof of (1) is based on bounding the ℓ 1 norm of the Fourier coefficients of an interval A (see, for example, Chapter 23 in [5] ). We apply the same method to treat Theorem 1.1. As a result, we will need a bound for the ℓ 1 norm of the Fourier coefficients of a generalized arithmetic progression, which will be established in Section 3.
For comparison, we state here a recent result by Chang [4] , which gives a Burgess type bound for character sums over short GAPs. where τ = τ (ǫ, r) > 0 and assuming p > p(ǫ, r).
1.2.
Polynomial Exponential sum over GAPs. In this subsection, we shall restrict our attention to prime q. Our method also allows us to establish a bound for polynomial exponential sums over a proper GAP.
The quantity S(f, 1) has been studied intensively. The classical Weil's bound for complete sums says that
2 log q. In fact, our proof of Theorem 1.3 will use Weil's bound. It's natural to ask if one can get a nontrivial bound for d > √ q. This is possible for certain (sparse) polynomials h, but we will not consider this case here. For more details on complete polynomial exponential sums, see [1] and the references therein.
1.3. Multilinear character sum over GAPs. We also prove the following generalization to multilinear character sums.
where the implied constant depends only on r, s.
To treat Theorem 1.4, it is necessary to bound the ℓ 1 norm of Fourier coefficients of GAPs in Z s q , which will be done in Section 3. For comparison, we state the following result by Bourgain and Chang [2] , which is a Burgess type bound for multilinear character sums.
Theorem 1.5 ((Bourgain and Chang)). Let p be prime. Let χ (mod
. . , L n be linearly independent linear forms in n variables
+ǫ .
Then,
for some δ = δ(n, ǫ) > 0 and p large enough.
Note that the constraint H > p 1/4+ǫ in Theorem 1.5 is weaker than the constraint |A| > p 2/5+ǫ in Theorem 1.2. This is due to the use of results from the geometry of numbers in Theorem 1.5 (first observed by Konyagin [12] ), which leads to better bounds than from purely additive combinatorial arguments.
The structure of the paper is as follows. In Section 2, we establish a lemma needed on bounding the number of solutions to a system of linear congruences, which might be of indpendent interest. In Section 3, we use this lemma to bound the ℓ 1 norm of Fourier coefficients of generalized arithmetic progressions. Finally, in Section 4, we complete the proofs of Theorem 1.1, 1.3, and 1.4, using Fourier analysis. The method used in this section is standard, and we include it for the sake of completeness. In Section 5, we pose some related open questions.
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Solutions to Linear Congruences in Short Intervals
In this section, we establish some lemmas that will be used later. The following proposition, which may be of independent interest, gives an upper bound for the number of solutions to a system of linear congruence equations in short intervals. In the special case when r = 1, this is to be compared with Lemma 5 in [3] . Proposition 2.1. Let q be a positive integer. Let I 1 , . . . , I r be intervals, and H 1 , . . . , H r ≤ q be positive integers. Given nonzero elements a 1 , . . . , a r ∈ Z q such that the equation
Instead of proving Proposition 2.1, we state and prove a more general version, which will be used to deal with multilinear character sums. 
Our argument will use repeatedly the following simple estimate on exponential sums over an interval. , where x denotes the distance from x to its nearest integer.
Proof of Proposition 2.2. We write N as
Note that for any fixed 1 ≤ i ≤ r and
For each 1 ≤ i ≤ r, we divide the possible values of c i into ⌈q/H i ⌉ intervals of the form
By hypothesis, for fixed j 1 , · · · , j r , there exists at most one tuple (c 1 , · · · , c r ) with j i H i ≤ c i < (j i + 1)H i and c 1 a 1 + · · · + c r a r ≡ 0 (mod q). Hence the inner sum is summing over at most one tuple (c 1 , · · · , c r ), and thus
We now treat the inner sum over j i . There are two cases. If H i L i ≥ q, then
In the other case when H i L i ≤ q, we have
Combining the two cases together, we conclude that
Upper Bound for the ℓ 1 Norm of the Fourier Coefficients
In order to bound S(f, r) using the classical Fourier analytic method, it is necessary to obtain a good upper bound for the ℓ 1 norm of the Fourier coefficients of the charactersitic function of a generalized arithmetic progression of rank r. Let A ⊂ Z q be an arbitrary subset. We will use the following normalization for the Fourier coefficients of A:
where e q (x) = exp(2πix/q). The main result of this section is the following. 
Instead of proving Theorem 3.1 directly, we state and prove the corresponding result for A ⊂ Z 
Proof. Since A is proper, H i ≤ q. We have, by Lemma 2.3,
Since A is proper, the equation z 1 a 1 +· · ·+z r a r ≡ 0 (mod q) has no nontrivial solutions z i ∈ Z with |z i | < H i . For fixed j 1 , · · · , j r , we apply Proposition 2.2 with
Note also that for those vectors b ∈ Z s q with b · a i ∈ I i , we have
The inner sum over j i above is easily evaluated to be
It then follows that
Thus we have obtained upper bounds for ℓ 1 norm of the Fourier coefficients of GAPs in Z q . By sending q → ∞ in Theorem 3.2, we immediately get an analogous result for GAPs in Z. For A ⊂ Z and x ∈ R, defineÂ
where e(y) = exp(2πiy). 
where a 0 , a 1 , . . . , a r ∈ Z s . Then,
Bounds on Character Sums and Exponential Sums
In this section, we complete the proof of Theorem 1.1, Theorem 1.3, and Theorem 1.4, by the classical Fourier analytic techniques. This method is well known. See, for example, Chapter 23 in [5] .
Proof. This is a simple consequence of the Plancherel Theorem. We abuse notation to write A for the characteristic function of A. Then,
To prove Theorem 1.1 and 1.3, we simply need the s = 1 version of the above lemma. When s = 1, for a generic function f , one expects square root cancellation inf (b) and hence the bound f ∞ ≪ √ q. This is indeed the case in our situations, when f = χ is a character, or when f is the exponential of a polynomial. 
Hence, f ∞ = |τ (χ)| s = q s/2 . This completes the proof.
It is natural to believe that Theorem 1.1 (and also Theorem 1.4) holds for all nontrivial characters χ (mod q), as is the case for the Pólya-Vinogradov inequality. For non-primitive characters χ, one might argue as follows. Suppose that χ (mod q) is induced by the primitive character χ 1 (mod q 1 ), and write q = q 1 r for some positive integer r. Then
where A d = {n ∈ A : d | n}. In order to bound the inner sum over A d , it is necessary to understand the structure of A d . In the case when A is an interval, it is obvious that A d is a dilate of an interval. However, when A is a GAP of rank r > 1, the structure of A d becomes mysterious. The question of bounding S(χ, r) for non-primitive characters χ still seems to be open.
Open questions
Theorem 3.1 shows that generalized arithmetic progressions have small ℓ 1 norm of Fourier coefficients. The Littlewood-Gowers problem (the classical Littlewood problem in finite fields) asks what is the smallest possible Â 1 for all A ⊂ F p . The current best known result in this direction is by Sanders [14] . See also [11] . Using our notations from Section 3, we state their result as follows. The conjectural lower bound for Â 1 is p log p when A is an interval. It is natural to seek for an inverse result for Theorem 5.1. More precisely, if we know that Â 1 is bounded by p(log p) r for some r, is it true that A is very close to a proper GAP of rank r? It is not clear at present what the correct formulation for this inverse result should be, so we will not make a rigorous conjecture here. This inverse problem was also suggested to the author by Ben Green. Another open question is that whether the bound in Theorem 1.1 can be improved assuming GRH, as is done in the case when A is an interval. Moreover, it would also be nice to be able to construct a family of characters χ (mod q) so that S(χ, r) is large, as is done by Paley [13] in the case r = 1. See also [8] and [10] for an improvement of Paley's result.
