Adaptive Arrays have been used extensively in wireless communications applications to reduce interference between desired users and interfering signals. Significant research has been directed at the Uniform Linear Array (ULA), however, generally a fixed array length is used. In a mobile environment this has the disadvantage of producing a fixed beamwidth due to the fixed array lengths. The Variable Linear Array (VLA) algorithm is a proposed algorithm that allows the beamwidth to be varied by activating and deactivating elements depending on the interferers present. This approach uses the LMS algorithm for adaptation, in an embedded system this could prove costly. This paper proposes an alternative approach based on partial optimization techniques that remove the LMS from the optimization process. Furthermore studies into the cost of having such a system is presented and compared to the operational cost of the LMS algorithm.
INTRODUCTION
Adaptive Antenna systems are comprised of two components, the antenna array which is used for transmission and reception purposes and the adaptive algorithm which is used to determine the weight coefficients for optimization of the array. The antenna array can be designed so that the radiation pattern formed contains a main lobe with a specific beamwidth. The adaptive algorithm is used to ensure that the array maintains directivity to a desired user and steers clear of interfering signals. The adaptive algorithm will use information such Angle of Arrival (AOA) and angle spread or angle difference as a means of determining the optimal solution for different situations [1] [2] [3] .
A recent trend is the study of variable length arrays, whereby subsets of fixed arrays are selected and optimised. This approach offers advantages such as a reduction in computational complexity, and gives the flexibility required to deal with a changing mobile environment. One such example is the work proposed by Rezk et al [4] . In this instance the authors propose a hybrid smart antenna system that utilises the signal strength as a means of selecting a sub-array for optimization. Another algorithm that has been presented is the Variable Linear Array (VLA) algorithm [5] . This proposal controls the beamwidth of a smart antenna system by varying the number of elements activated when the radiation pattern is produced. This allows the 2. THEORY Linear arrays consist of radiating elements spaced in a straight line [6] . With this configuration the linear array provides one dimension of control, whereby the ability to sweep in either the azimuth (p) plane or the adjustment in the elevation (0) plane is available but sweeping in both directions simultaneously is not. The radiation pattern of the array is a weighted sum of radiating element patterns and its directivity is achieved by changing the weight coefficients that are calculated using an adaptive algorithm.
Weight coefficients are updated using an adaptive algorithm and for the given weights the radiation pattern is formed based on the following formula [7] . The concept of varying the array length is a recent trend that is used to reduce the computation required for optimization. This approach has the advantage of providing greater flexibility for the system to better suit the surrounding wireless environment. By activating and deactivating elements in the array, the beamwidth is effectively altered from being broad (small array) to thin (large array). Rezk [4] proposes such a method and uses the signal strength of each element as the selection criterion. In doing so it is ensured that only the elements with the strongest signal are selected. This selection process is suitable but raises a question regarding the effect of altering the element spacing in a linear array with regards to the radiation pattern and it characteristics such as the beamwidth. As an incoming wave strikes each element at a particular instant in time a phase is generated that is dependent on the wavelength A(m) and element spacing d(i) this can be represented by (4) [8] :
Equation 4 represents the phase that is generated when the incoming signal strikes the array. The following figure represents the effect of a changing d with regard to the beamwidth for an AOA of 60°. (LMS) algorithm for optimization, which is represented by the following: £k dk X/Wk (5) Wk+1 = Wk + 2jw kXk (6) In (5) Figure 3 .
In this instance a maximum of N=15 weight coefficients were calculated. From this a subset of M=8 was selected. It can be observed that when compared to a fully optimised M=8 using the LMS algorithm the radiation parameters such as beamwidth and sidelobes remain unchanged besides being reduced in magnitude. It can be seen from figure 1 that a change in element space can produce a change in beamwidth. However characteristics such as sidelobes and grating lobes are not taken into consideration. For example grating lobes will become prominent when the element spacing is large enough for the incoming waves to add in phase [7] , for the example above it was observed at 0.65X. The magnitude of the partially optimised sub-array is reduced due to the fact that the applied weights are calculated for a larger array and hence would be smaller in magnitude when optimization occurs. This problem can be easily overcome by applying a compensator that matches the original sub-array weights to that of an optimised array of the same size. This compensator can be represented by the following;
IN, Equation 7 mathematically represents the compensator, in this instance N is the maximum array length, M is the sub-array length, wm is the weight coefficient. This compensator will increase the magnitude of the weight coefficient to ensure that the radiation pattern characteristics match. For example when this compensator is applied to the example presented in Figure 2 the following result is observed in Figure 3 . It can be observed that if the conditions mentioned earlier are maintained then the compensator will increases the magnitude of the sub-array weights to match the weights of a fully optimised linear array using the LMS algorithm for adaptation. 4 . THE VLA ALGORITHM USING PARTIAL
OPTIMSATION
The VLA algorithm alters the beamwidth of an array by sequentially activating and deactivating the elements required depending on the surrounding environment. The original method [5] utilised the LMS algorithm to calculate the weight coefficients when the sub-array size was altered. This method can become expensive due to the fact that it has to recalculate the weights every time a change in the array size occurs. The modified VLA utilises the partial optimization procedure discussed in section 3 to remove the optimization process. In doing so this approach reduces the optimization time greatly. This method is beneficial for users that remain still for extended periods such as BWA systems. Hence modifications were introduced on the original systems based on the proposed partial optimization technique mentioned in the previous section.
The proposed method relies on the use of lookup tables containing pre-determined weight coefficients. The design of the lookup table is novel in structure as it is comprised of a set of arrival angles with their corresponding weight coefficients. Based on previous experimentation [5] it was determined that a maximum array size of N=30 elements would be used in the lookup table design due to the fact the change in beamwidth is minimal if the array was increased greater than 30 elements. From this a sub-array of M-elements would be selected based on information received from the VLA algorithm. Utilising this information a small search is conducted to obtain the closest value available in the lookup table. For this design it was determined that increments of 40 would be suitable, this is due to the fact that at half-wavelength spacing the limitation with which the VLA can operate is 40 [5] . Furthermore a sweep capability of 200 to 900 was set when determining how entries the lookup table should contain; this limit was set based on the lookup table index.
The VLA algorithm operates on the following assumptions: * The arrival angles of all incoming signals have been determined and are known to the system. For example in fixed BWA systems subscriber information can be used to determine the AOA with respect to the base station. * The desired incoming signal has been determined and is set as the first signal so as to become the reference signal to all other incoming arrival angles. * The remaining signals are signal copies of the original desired signal. * The elements in the array are activated sequentially. This is to ensure that radiation pattern characteristics are kept the same as a fully optimised array of the same size. The VLA algorithm operates firstly by obtaining a number of incoming AOAs; (8) (Pn | 1'I2. r NI where n = 1, 2, 3...., N and f I = f desired The difference is then determined between the desired AOA and the remaining incoming signals to produce a vector of angle differences. (9) Equation 9 is the resultant angle differences between the desired signal and the remaining incoming signal AOA. The smallest difference in (9) 13 produces a vector of differences between the desired AOA and the lookup index vector. The minimum value is obtained and the lookup table to select is determined by:
In (15) Equation 17 and 18 determine the required row that needs to be selected to obtain the correct weight coefficients. Once the weight coefficients have been selected the weight compensator is applied as defined in Equation 7 . Hence the partially optimised weights are then applied to produce the radiation pattern in (1).
RESULTS
The partial optimization technique applied to the VLA algorithm was compared in terms of complexity to the VLA algorithm utilising a standard LMS algorithm. As seen in equations (5) and (6) Figure 4 is the radiation pattern when using 6-bit weight coefficients in comparison to 16-bit weight coefficients for a 30 element linear array with an AOA of 600. The error that is generated between the two patterns is also shown. Comparison between using 16-bit and 6-bit representation. It can be observed that the 6-bit quantised weight coefficients produce an accurate radiation pattern output whereby the pattern characteristics such as beamwidth, accuracy and sidelobes are similar with that of a radiation pattern using 16-bit weight coefficients. From Figure 4 it can be seen that the error that is generated by the 6-bit quantised weight coefficients is small in comparison to the 16-bit radiation pattern, in this instance it occupies less than 6.5%. Coarse quantisation of the weight coefficients results in a reduction in the total power used by the system when storing and retrieving the lookup table. Furthermore by reducing the storage requirements of the individual values the lookup table is able to store more values and hence offer a larger sweep range. 6 . CONCLUSION This paper presented an alternative approach for the VLA algorithm using a novel partial optimization technique that utilised weight coefficients for larger arrays and applied the weights to smaller sub-arrays. It was observed that this technique proved effective with the aid of a compensator which amplified the magnitude to suit the sub-array. Finally the proposed technique was applied to the VLA algorithm and compared to the VLA algorithm when using the LMS for optimization. It was observed that a reduction in cost when operating the lookup was achieved. Furthermore the lookup table approach was analysed from an embedded system approach. in doing so it was observed that by quantising weight coefficients a considerable reduction in the size of the lookup was obtained.
