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1. Introduction 
WenoteD=‘=&. The Darboux transformation acts on a second 
order differential operator L = D2 - Q by a permutation of its factorisation. 
Precisely, if L = (D - u)( D + u) a new operator is defined by 
2, = (D + u)(D - u) 
=D2-;i 
where 4 = q - 2 u’ and q = rh2 + u’. The new function ;1 can be easely 
calculated by writing 
q = -2(logB)” 
for 14 a function of z and solving the equation (D” - q) 4 = 0. Then 
(2) ‘1= -2(log(@))” 
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and u = (log$)‘. We note that one free parameter remains after the 
Darboux transformation. 
The rational solutions to the Korteweg-de Vries hierarchy provide an 
example of Darboux transformations. The Korteweg-de Vries equation 
is a well known example of an infinite dimensional integrable system. 
The infinite number of integrals in involution give rise to a hierarchy of 
commuting flows. They start in the following way: 
1 -Lq = -;qqt + ;q”’ 
3 
gq = $5) - ;qg”’ - 
5 
q’q” - fq2qf. 
Here, we have choosen the notations which come naturally from the 
Grassmannian description of. the Korteweg-de Vries flows (See later). 
Practically, all the flows can be calculated by the Lenard recipe. Let 
D=& and K = 3 (3 D3 - q D - Dq) be the two symplectic structures 
of Korteweg-de Vries. We write &q = X;(q). The Lenard recipe 
states that: 
Xj+l = KD-IXj 
where D-IX;(q) is calculated as a polynomial in q and its derivatives 
without constant term. The Korteweg-de Vries hierarchy admits the trivial 
solution qo = 0 which corresponds to 00 = 1 in Equation (1). A Darboux 
transformation gives 01(z) = &(zr)(z + cl) and ql(z) = 2/(x + ~1)~. A 
second Darboux transformation gives 82 (z) = (zr + cl )3 + c:, . We can 
check by hand that q2 satisfies 
d 
-42 = q; 
de1 
d 1 1 
G42 = 2424; - ,,q; 
These equations tell that, up to normalisations, qz satisfies the two first 
flows of the Korteweg-de Vries hierarchy. It can also be checked that the 
other flows are trivial on q2. This example illustrates the following result: 
THEOREM 1.1 [Adler-Moser (1978)]. - Let qT1 (., cl, . . . , c,,) be obtained 
by n Darboux transformations starting from qo = 0. The q?,(n >_ 0) are all 
the rational solutions to the Korteweg-de Vries hierarchy. (See [A-M]). 
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This family of solutions to Korteweg-de Vries was investigated in 1986 
by Duistermaat and Gri.inbaum in their study of the bispectral problem. 
[D-G]. The bispectral problem is a matter of finding potentials q(x) for 
which there exists a non-zero family of eigenfunctions p(z, 2) 
(3) (D” - 4(x)) P(X, z> = x2&? 4, 
which is also an eigenfunction of a linear differential operator A 
A z> ; p(x, z) = O(x) p(x., z) 
( > 
for an eigenvalue 0 which is a function of z. Duistermaat and Grtinbaum 
have shown in their paper [D-G] that the solutions are given by the 
following theorem: 
THEOREM 1.2 [Duistermaat-Griinbaum]. - The potentials q(x) which 
solve the bispectral problem (3) and (4) (for non-zero 9 and A of 
positive order) are q(x) = ax + ,L?, a, ,L? E C, cy # 0 (Airy) or 
q(x) = (,:a)2 + b, a, b: c E C (Bessel) or, up to a translation of IC 
and adding a constant to q, potentials which are obtained by successive 
rational Darboux transformations starting from q = 0 or q(x) = - $5. 
They investigated the family obtained by repeating Darboux 
transformations from q-l/2(x) = -1/4x” for which the free parameter en 
introduced at the n-th step does not corresponds to a Korteweg-de Vries 
flow. However, a link with Korteweg-de Vries remains as was shown by 
Magri and Zubelli in 1991 [M-Z]. Let A& = {qn-1,2(., cl, . . . . c,)jci E R} 
where qnW1i2 is obtained from qe1i2 by n Darboux transformations. Magri 
and Zubelli have described the tangent space to IvI,,. Precisely, we start 
with Ya = l/220 + 1 and take Y;+l = E(WIYi where L) and K are the 
simplectic structures of Korteweg-de Vries. 
THEOREM 1.3 (Magri-Zubelli). - The space Tn/r is spanned by 
wh-l/2)> “‘1 K-l(qn-l/2) and: 
(5) [Yj, yrl = (I - m+j 
(6) [Xj ) X] = (2j + l )X/+j 
(7) [Xi, X,j] = 0 (Korteweg-de Vries) 
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Due to Equation (51, Magri and Zubelli noticed the link between the 
Korteweg-de Vries hierarchy and the Virasoro algebra. We give the 
complete expression for Yr (4): 
Y&d = ~(~-94q1)+~qll-~piD-lq-y2. 
The form for Y2(q) is much more complicated (See [M-Z]). In order to 
give a simpler description of the Y; operators, we need the introduction 
of tau functions. 
Let t = (tl,ta,ta , . ..) denote an infinite set of variables and C[[t]] the 
set of formal series in t. A formal serie h E C[[t]] is a tuufunction if it 
satisfies the following bilinear identity: 
(8) 
f 
X(t, z)h(t).X(t, ,qo)dz = 0 
where X(&x&(t) = exp(&o tdp(t - [l/.q, X(t, .+o) = 
exp(- cizO t;zi)h(t + [l/z]) and [l/z] = (l/x, l/(2z2), 1/(3z3), . ..). 
A tau function r satisfies the KP hierarchy and, if 
$--r = O(l; > 1) and 
&r = 0, then 
22 
(9) q = -2(log(r))” 
satisfies the Korteweg-de Vries hierarchy. A tau function which is 
independent of t2 is called a KdV tau function. 
Some tangent vectors to KdV tau functions form a representation of the 
Virasoro algebra. Let 
and 
where the normal ordering ; .; pull the differential operator to the right. 
Then [L;, Lj] = (i - j)Li+j + (i3 - i)/l2Si+j,o. 
The L;‘s are tangent vectors to KdV tau functions, their corresponding 
expressions at tl = 2, ta = t3 = . . . = 0 on the function q defined by 
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Equation (9) are the K’s of Magri and Zubelli. For example LO(T) 
reduces to ((s/2)D + l/16)( ) Q- on tau functions which is sent onto I 1 
( > 
II 
- x2+- 
r 8 
= -(x log(r)‘)” 
1 
pxq’+q 
=c > 
= ixD+l q 
throught the mapping (9). In the same way ~51 (T) reduces to (1/402 + 
1/2x&)~ which is sent onto 
Now, thanks to Lenard recipe we can substitute for the derivatives in 
t3. This gives 
WI) = 2;(.g - !!,,> + a;/ _ fqQ-lq - q2. 
Instead of showing directly that the same happens for other Virasoro 
generators, we will give a description of the Darboux transformation on 
tau functions (See Section 3). Then, the infinitesimal generators of the 
Darboux transformation on these tau functions will be exactly the Virasoro 
generators zCi on tau functions. This is the statement of Magri and Zubelli 
formulated with tau functions (See Theorem 4.15). 
A first attempt to connect the Darboux transformation and tau functions 
is due to Adler and van-Moerbeke in 1991. They defined it by: 
Darbonx 
r(t) -F(t) = X(t, z+(t) 
= t?Xp(Cj>o tiZ’)T(t - [l/Z]). 
It is easy to show that 7 is a tau function. This transformation can 
also be written: 
DdXHlX 
r(t) ___f 7(t) = qt, x) r(t) 
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where @(t, Z) = (X(t, ~)r(t))/r(t). If r is a KdV tau function, 
+(t,z) satisfies the equation (02 - q(t))@(t, 2) = x2@@, Z) where 
q(t) = -2(logr)“. Th en, we can hope that this new formulation will 
give back the ancient one after a limit z ---f 0 (compare with Formula (2)). 
But it does not work. For example, lim,,a zX(t, z)ll: = -1 and more 
generally we get up to scaling factor: 
X3 
70 = 1 + ?-I = x +- 72 = - - t3 +- .., 
3 
This means that the version of Adler and van Moerbeke can only regularise 
the tau function in the sense that the order of the zero at the origin is 
decreased. How can we go in the reverse direction ? We will see that 
the complete answer is 
FT) f ;(x(t>z) - X(t, -Z))l = 5 
A$o ; 5(X@, z) + X@, -2))x = ; - t3. 
and more generally we will use 
(10) lim (g(z)X(t, z) + g(-z)X(t, -2))~(t) 
Z--t0 
where 9 is a formal serie in l/z depending on r. 
At this point two problem remains. 
l It is easy to show that X(t, 2)7(t) and X(t, --~)r(t) are tau functions, 
but generally linear combinations of tau functions are not. 
l Even if g(z)X(t, z)T(~) + g(-z)X(t, -2)~ is a tau function, how 
can we find the series g in terms of r ? It is easy for polynomial 
tau functions, it seems to be very hard to do directly for a general 
tau function. 
We will show how the answer to these questions are to be found in Sato’s 
Grassmannian description of tau functions. 
We also remark that our formula (10) can be generalized for the n-th 
Gelfand-Dickey reduction of KP in the form cyzi g(X’z)X(t,X’z)r(t) 
for a serie .9 depending on r and X a primitive n-th root of unity. 
Thanks to the Grassmannian Darboux transformation, we will calculate 
the tau functions corresponding to the solutions of the bispectral problem. 
We give here a first guess of the solutions. 
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1. The Airy potential corresponds to a tau function starting from 
0(z) = exp(-g). It is the tau function connected to 2D quantum 
gravity. (See [K-S] and [Ko]). 
2. For the Bessel potentials, after a shift of 2, we will introduce a 
family of tau functions ~1, 1 E C in such a way that rl(z, O,O, . ..) = 
(x+ 1)$-f. Then q(z,O,O ,...) = 3. 
3. The sequence of potentials obtained by Darboux transformations 
starting from 4 = 0 is precisely the sequence of rational solutions to 
Korteweg-de Vries. Thus, in this case, the Korteweg-de Vries flows 
are contained in the result of Duistermaat and Griinbaum. 
4. For the second sequence starting from Q(Z) = -&, after a shift 
of X, we give here the first two solutions calculated by Duistermaat 
and Griinbaum ‘. We have 
00 = (x+1)-a 
o1 = (x + q-i + s(gJ + 1$-$ 
d2 = 3(x + 1)-t - s2(.7: + l)s-k + (r - 6s(z + l)“)(z + 1)2-k 
The corresponding solutions to the Korteweg-de Vries flows will be 
given by Q, 70 + s 71 and 37-o - s2rd + (r. - lZs~-2)~~ respectively. 
Here, z-2 = q + Cj,o it;+z&. z 
These tau functions built from the bispectral problem also solve a 
modified version of the bispectral problem. In fact, we will have 
(12) 
In the original bispectral problem, the operator P t, $$, 
( > 
was a function. 
If we note L(t, &-) = 6 - q(t), we will have that [L, P] = 1 for the 
Airy case, [L, P] = L for the Bessel case, and the Darboux transformation 
jump from [L, P] = L” to [L, P] = L”+l. 
’ the parameters have been modified. 
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2. Tau functions and the Grassmannian, basic facts 
2.1. SATO'S GRASSMANIAN 
The following diagram summarizes the situation, it commutes up to a 
non-zero multiplicative constant for tau functions. 
Boson-iemion 
< 
c PI1 F=B-1 F ock space FCJ 
, 
U U 
Space of tau functions - Space of single wedge products 
TV= span(&,@~....) 
= span 
( 
@;(O.r).~B:(O.:),... 
> 
Take t = (X E tl, t2, ts, t4, . ..) an infinite sequence of variables and 
C[[t]] the set of formal series in t with complex coefficients. The space 
C[[t]] is called the Bosonic Fock space. It is the space where tau functions 
live. 
The wave and the dual wave functions associated to r are defined by 
and 
An important result concerning wave functions is: 
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PROPOSITION 2.1. - Let @,,(t, 2) be the wave function associated to a tau 
function. There exists a single differential operator in x, B, (t, D) such that 
&C(t) = &(t, D)‘&(t) I, 
In the Big stratum, the operator B,, has the form 
B,(t, D) = D” + a71-2(t)D7’-2 + . . . + Go(t). 
The same result holds for the dual wave function. 
EXAMPLE 2.1. - We write @*(t.z) = exp(- Ci>c t;zj)w(t: Z) with 
~(t,.z) = 1 + % + q + ... Then 
$$*(t! 2) = exp(- C t;z’) (-z’w(t, 4 + &W(k z)) 
2 
i>o 
and 
D2@*(t, z) = exp(- c t;,z’)( z%ll(t, 2) - 2zw(t, z)’ + w(t, 2)“). 
i>o 
By equating coeficient in powers z2, z1 and z”, we get 
LLq* = -.Eq* - 2 iJal 
2 
-gi?*. 
The fact that this equality holds also for negative powers of z precisely tells 
that theJ4ow in t2 satisjies the KP equation. This is the counterpart of the 
bilinear identity (8) for tau functions. See [DJKM] for more details. 
So, for a tau function, each derivative of the wave function is a linear 
combination of derivatives in X. We can then define an element IV of 
Sato’s Grassmannian by 
W = span(Q*(O,z), (6*(O,z))‘, (XP*(O,z))“, . . .) 
= span(al1 derivatives of @I* at t = 0) 
The Grassmanian Gr is stratified as follows. Let H be the vector 
space of formal Laurent series in + with complex coefficients. A 
partition of integers is a finite sequence of decreasing positive integers, 
x0 > Xl 2 ... 2 XI, > 0, or a trivial sequence noted 0. Let S be the set 
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of all partitions of integers. For Y = (Xa 2 X1 > . . . >_ Xk > 0) E S, the 
stratum Gy of the Grassmannian is the set of linear spaces W c H, 
where &. = zkVXk + &lc-xk a+~!. Here, we have completed the 
partition Y by an infinite sequence of 0. The Grassmannian Gr is the 
union of the strata Gy over Y E S. The Big Stratum is Go. A base for 
a W E Go can be chosen in the form: 
(1 + ao.12 -l + a()2ir2 + . . . 
z + al.12 -l + al/ + . . . 
z2 + a2,1z -l + a2.58 +. . . 
. . . . . . 1. 
The fermionic Fock space Fa is the vector space spanned by the infinite 
wedge products of the vectors of a normalized base of the W E Gr. 
Precisely, if W = span{&(z), 41 (z), 42 (z), . . .) with 41; manic Laurent 
series, we define o(W) = &J(Z) A +1(z) A 42(z) A.. . and 
Fo = span(a(W)) 
= span(ziO A zil A 2’ A . , .) 
where ik < il;+l and ik = k for Ic large enough. We formally close Fa by 
Fo which is the space of formal series of the form EYES ayl?y where 
ry = z-‘o ,, zl-‘l A z2+ A . . . A ,+k ,, zk+l ,, . . . 
if Y = (X0 1 X1 2 X2 2 . e . 2 Xk > 0). The Fermionic Fock space Fa 
admits an hermitian form (.I,) for which the I’>- are orthonormal. The 
vector Pa = 1 A z A z2 A . . . is called the Kzcuum vector and noted (vacl. 
We note by zk and ZJ the wedging and contracting operators defined by 
(13) 
zk(ziO A .zil A . . .) = ,zk A & A ,& A . . . 
(14) 
z,(zi” A zil A.. .) = { ( -l)n~iO A . . . A zy A . . . if 1 = i, for some n 
0 otherwise 
We then have that zlc o ~1 E End(&). 
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The shift operators A,, are defined by A,, are defined by A,, = Cj : 
2’ A xi--n: where: .zi A zj := .zi o z,i - (z’ o z,i) and the normal product ( ) is: 
(2’ 0 Z,j) = 
{ 
1 ifi=j>O 
0 otherwise 
The shift operators satifie [A,, , A,,,] = 1~S,~+~~,u 
Let W E Gr. A series q,r: (t) E C[[t]] is defined by 
z (Qj) exp(~ t;hi)o(W)) 
= (1 A z A .z2 A.. 1 exp():t;A&#+) A cxp(~ t;A,)&(z) A . . .). 
i>O i>O 
Here, 23 is the linear mapping induced on the Fermionic Fock space. It is 
an isomorphism and called the Boson-Fermion correspondence. 
Note that, in this work, it is really the dual wave function, not the wave 
function, which generates the plane, to account for a particular choice of 
the direction of the flows exp(C;<u t,zi)W on W, unlike the paper of 
Segal and Wilson [S-W] where the flow is taken as exp(- c,>0 t,x’)W. 
In their case, the plane is then generated by the wave function QII,, but the 
tau function 7-u~ must be calculated with time reversed Schur polynomials. 
The fermionic Fock space is over the Grassmannian and isomorphic 
to the Bosonic Fock space. We want to study the induced mapping for 
operators. Firs, we study the Boson-Fermion correspondence for operators. 
Secondly, we give a precise link between the action of an operator in the 
Grassmannian and a corresponding action on tau functions. This result 
will be useful when we will study the Darboux transformations. 
2.2. BOSON FERMION FOR OPERATORS 
We want to describe the mapping L7* : End(C[t]) -+ End(F) for some 
operators. On the Bosonic side, we define 
J,,= & {’ 
if n > 0 
-nt-,, if n<O 
We have. 
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PROPOSITION 2.2 
Here are some other operators on the bosonic Fock space. We have 
already encountered the operators 
X(t, j+(t) = exp(E t;$)T t - ; 
i>O ( [I) 
X(t, p)~(t) = exp( - C t;J)T (t + [i] ) . 
i>O 
We add 
X(6 p, A> = exp(x ti($ 
i>o 
-k))T(t- [i] + [Jj]). 
The IV: generators are defined by the expansion about ,CL = X of the 
operator X(t, p, A), 
(17) X(t, p, A) G c (p ;,@ c X-k-nW;. 
k>O * n 
The operators IV: are the generators of the Wl+cx, algebra. On the 
Fermionic side, we will also need 
T(20 A 21 A . . .) = xi,+1 A 21+1 A . . . 
- 
T(.&’ A zil A . . .) = zio-l A ,&-I A . . . 
THEOREM 2.3 
(18) 23*(X(t,p)) = 2 piCi o T 
(19) q&t, p)) = fy /&i-l 0 T 
cw @(x(t,,,,i,,=~+(+#:ziAzj:) 
(21) a*(W;) = Hi 
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where 
(22) Hz = k(-l)‘-’ c (i + l)(i + 2). . . (i + k - 1) : zi A zj -,,, : . 
Proof. - Up to a multiplicative constant, the operator X(t, p), (and also 
FX(t, II)) is characterized by the commutator 
Lw, P), Jnl = vhz.0 - dV(4 cl>. 
We have, 
.z w-Z 0 T 0 ,z!~ 0 Zj-,, = ,Z-’ 0 z j+l o .z~-,,+~ o T 
= ,j+l 0 ~j-Tc+lcJ z -i oT 
- fii+j+l,nzj+’ o T. 
Operators: Z’ A zj: differs from Z’ o zj by a constant, whence 
[z-j o T, : 2’ A zj-,, :] = [z-” 0 T, Zj 0 .Zj-n] 
= -~~+j+~,,zj+l o T + (,j+’ o .~j-~~+l - A 0 Zj-7,) 0 2-' 0 T 
Now, 
C( 
,j+1 0 Zj-n+l - ZJ 'O~j-n)=~:Zl+lA~j-,+l:-C:ZjAy-n 
j j .j 
+ c(,j+l O zj-u+l) - (zj O zj-1%) 
= LoJ. 
Hence 
[C piz-’ o T, An] = c pi[Fi o T, : zj A zj-, :] 
i i.j =-- c piSi+j+l.nZjS1 o T 
’ 5.1 
+ S,,o c &-’ o T 
+ S,.o c pi,- i o T. 
i 
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The possible multiplicative constant must be 1 as can be seen from the 
calculation of X(t, p)(l). 
The proof for X is similar. 
For X(t, /I, A), Up to a multiplicative constant, the vertex operator is 
characterized by 
We define A = 1 + (1 - $) &( $ : zi A zj). Then, remembering that 
the spliting up of the series requires the normal ordering, 
+ ~j~k~~;r;-~((~’ 0 zi> - tzk ’ zk))) 
= (X7 - $)X@, p, A). 
The multiplicative constant is 1 as both operators reduces to identity when 
p = A. 
For the W-generators, we expand 
(23) -& = c (-l)“(i + l)(i + 2). . . (i + k)(ll ;;)‘A~-‘-k-l. 
k>O 
The identity component in relation 20 corresponds to IV, = &jk. Now, 
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substitute for & from Equation (23) into Relation (20) and get 
X@, p, A) = 1 + x ‘Tj-: (-l)“(i + l)(i + 2). *. (i + k> 
ij I;>0 
(/J - A)‘l+l Xj-i--k-l 
It! 
Z 2’ A.Zj 1 
= 1 + C C C k(-l)k’-l(i + 1) . . . (i + k - 1) 1 Zi A Zi-/ 1 
k>l I i 
(P - 4” x-,-k 
k! . 
2.3. TANGENTVECTORS TOTHE GRASSMANIAN,CENTRALEXTENSION 
Let H = C[[l/z]] and End(H) be spanned by operators Ei,j defined by 
Ei,j 2’ = ziSl,j. If T denotes the differentiation representation of End(H) on 
Fo, we have r(Ei,j) = zi ozj (See Equations (13) et (14)). A representation 
of a central extension End(H) $ C is given by a(E;,j) =: zi A zj :. As 
an example, we can present the W-algebra as a central extension of an 
algebra of differential operators. We define Ai = k( - l)“-’ gzkel+“. 
Then a(Ai) = H: and F(a(Ak)) = Wk. Operators A; span the WI+= 
algebra. 
We want to compare T and (T. 
Let IV = span{&(z), 41 (z), . . .) be in the big stratum Gru with 
4; = 2 + cj>o ai,jz-‘. We write its normalized base in the form 
A 0 i= 
a0,2 q2 a2,2 ... 
a0.1 al,1 a2,l s.1 
1 0 0e.e 
0 1 : 0 . . . 
. . . . 1 
The following projector PH- refers to the decomposition H- + W. 
LEMMA 2.4. - Let 0 E End(H) be an operator and 
( 
x x 
D x 
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be its matrix in the standard base (,z’)~~z. The matrix 
A 
0 i 
defines a subspace W = span(&, 41,. . .) E Gr. We suppose that tr(D.A) 
exists. Then 
a( = tr(DA)a(W) + r(PH- o @)0(W) 
Proof - We write the matrix of the operator 0 in the standard base 
in the form 
(+-pF) (y-4-) &+---+) 
and we calculate separatly the action of B, C, D, and E. The contribution 
of B : H- -+ H- is trivial. The contribution of C - PH- o 0 : W + H- 
is ~(PH- o S). The contribution of D : H- t W is tr(DA) and finally, 
E : W --f W does not contribute. 
THEOREM 2.5 (Stability Theorem). - Let 0 E End(H) be an operator and 
be its matrix in the standart base (zi)icz. Let 
A 
0 i 
define a subspace W = span{&, 41, . . .) E Gr. We suppose that tr( D.A) 
exists. Then 
a( = c.o(W) iff QW c w. 
Moreover, the constant c must be tr(D.A). 
Proof. - With the notations of previous lemma, QW c W is equivalent 
to C = 0. In one way, it is clear that C = 0 implies 
a(O)& A q51 A.. . = tr(DA)& A 41 A.. . 
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For the reverse way, if 
a(O)&J A (b1 A.. . = aq$J A $1 A.. . 
for some constant Q, then, from previous lemma, 
(24) (a(@) - Q)~o A 41 A . . . = @(DA) - c+$rj A 41 A.. . 
+ C&I A $1 A . . . 
+ 40 A c$l A . . . 
+... 
where C(&) = c;,. Ci,jZi. Then, the vacuum coefficient in Relation 
(24) is tr(Da) - Q = 0. For k > 0, the operator: .z’ A zk: is non trivial 
only on the single wedge products where zk is missing. Hence, by acting 
with: zk A Zk :, (k 2 0), on Relation (24), we deduce 
0 = --&J A . . . A cc&. A . . . 
Hence, C&. = Ok% 2 0 and C = 0. n 
COROLLARY 2.6. - For the W-generator W: = B(a(Ai)), the matrix 
of A: is diagonal. Then, with the notations of previous theorem, D is of 
the form: 
Hence, there is a finite number of rows in D and tr(DA) will exist for 
every W E Gr. Therefore, Af W c W if and only if W:rw = c.q~ for 
some constant c. 
Of course, the same corollary holds for any linear combination of W$. 
As a generalization of Theorem 2.5, we study the question of linear flows 
on the space of tau functions. Let 0 E End(H) be an operator acting 
in the Grassmannian. Then, a(O) is a linear combination of operators: 
zi A zj:, and, from Corollary 3.4 on page 18, the operator (a*)-‘(~$@)) 
is a section in the tangent space to the space of tau functions. We can 
then consider the flow 
(25) $(,: t) = (a*)-1 (o(O))r(s, t) 
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in the space of tau functions 7(t). For a given 0 E End(H), let ~(3, t) 
be such a solution starting form ~(0,t) = ~-o(t) with q(0) = 1, (which 
means that W, is in the big stratum Gro). As long as it is possible, we 
normalize this solution 
r(s, t) F(Q) = - 
+, 0) 
in such a way that 7(s, 0) = 1. 
THEOREM 2.7. - Let 0 E End(H) be an operator and 
be its matrix in the standart base (z’);~z. We suppose that tr(D.A) exists 
for all matrices 
A 
0 i- 
dejining W = span(&, qS1,, . .) E Gr 2. We define a family W, E Gro, by 
Ws = wan(do(~, s), h(z, s>, 42(2, s>, . . .> 
where the generators &(.z, s) are the solutions to 
(26) &(s) = (PH- (3) 0 +#5(s) 
starting from the vectors of the normalized base of W,,. Note that these 
flows don’t change the leading term of C/Jk and that the projector PH- (s) 
refers to the decomposition H- $ W,. 
We have 
al. 
5 ew 
(J 
tr(D.A(s))ds 
> 
a(W,) = a(O) exp 
(J 
tr(D.A(s))ds a(W,$) 
> 
2. The normalized solution ;T to the Jaw (25) is 7(s, t) = B((J( WS)) and 
the normalization constant is ~(s, 0) = exp(S (DA(s))ds). 
2 It is the case for the WI+- algebra. 
BULLETIN DES SCIENCES MATHblATIQUES 
200 J. FASTti 
Proof. - We use the decomposition of the matrix of 0 introduced in 
the proof of Lemma 2.4: 
( 1 = 0 AI”’ ) ($+g) (+-j-q-)). 
The matrix C(s) then represents the operator PH- o 0 E End(H- ). For 
the first statement, on the one hand, 
= ~&J(S) A $1(s) A . . . A c(s)&(s) A . . . 
i>O 
On the other hand, from Lemma 2.4, we have 
++-+) (P-#-) (+-pi@)) 
40(s) A h(s) A $2(s) A.. . 
= WWs))4o(s) A h(s) A $2(s) A.. . 
+ c(+$o(s) A 41 (s) A 42(s) A . . . 
+ +o(s> A ‘%)h(s) A 42(s) A... 
+ .*a. 
The second statement is an immediate consequence of the first one. a 
If the normalized base of the subspace W, is written in the form 
( > 
A(s) 
1 ’ 
and the matrix of 0 in the base (zi)iGz in the form 
= (W) (W) (+.-+ql) ) 
TOME 123 - 1999 - No 3 
AGRASSMANiIANVERSIONOFTHEDARBOUXTRANSFORhlATlON 201 
we can write the flow (26) in the form 
where C(S) = B/A(s) - A(s).D.A(s) + C - A(s).E. This last flow is 
generally non-linear. 
2.4. VIRASORO ALGEBRA 
Two representations of the Virasoro algebra will be used. They are both 
of central charge one. The first one is a subalgebra of the IJ’I+~ algebra. 
Lk = (a*)-‘+; + (k + l)hk) 
= gw; + (k + 1)Jk) 
1 =- 
2 c 
ZJiJjE. 
i+j=k 
Another representation of the virasoro algebra is useful1 for the study 
of the Korteweg-de Vries reduction. It is given by: 
Practically, the operators Zi is the operator L2i with all the even J2k 
removed and the constant are adapted to preserve the relation: 
- - k3 - k 
hc, LII = (k - %+l + 126k+Iq0. 
LEMMA 2.8. - Let n E Z, n # 0. Then, 
W;+l = [W;, W,3] - 3(n2 + n(2k - 3))W; 
= wt, c JiJjJk] + (-6nk - 3n2 + 3n)W;. 
i+j+k-co 
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Proof. - The first equality can be calculated in the WI+,-algebra, the 
second one comes from the explicit formula 
WY?= c 
i+j+lc=n 
:JiJjJkz-%(n+2) C zJ;JJz+(n+l)(n+2)J,,. 
i+j=n 
PROPOSITION 2.9. - For even degree, every W$ is a combination of 
operators &(i E Z) and operators Jzk(rC E Z,k # 0). 
W$ = Pk,r(b, J2j) 
where Pk,r is a finite sum of expressions of the form: 
and Q(il, . . . , iS,jl, . . . , iT) is a coefJicient depending on the indices of 
summation. 
Proof. - The result is trivially true for 
W,2, = c :JijJI: - (2Z+ 1)J2, 
i+j=21 
We have 
= 4x1 + C J2iJ2j - (2Z + l)Jzl. 
i+j=/ 
C JiJi.Jk=4zZ-kJzk+ C JziJzjJzk. 
i+j+k=O k i+j+k=O 
By induction on k, the result is now an easy consequence of lemma 2.8. 
n 
3. Darboux transformations 
We provide the Grassmannian definition of the Darboux transformation. 
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3.1. DEFINITION 
Let g(z) be a Laurent series in $ and W = span{&(z),&(z), 
42 (2) , . . .) E Gr. The Grassmannian Datboux transformation is defined by 
w=span(~o(~),~l(~),~z(~),...)~~=span(g(~),~~o(~),~~l(~),...) 
= Cg(z) + zw 
For the corresponding tau function, the transformation can be written in 
the form 
where Trio A xi1 A . . . = z io+1 A zilsl A . . . Note that rr;, = 0 if s(z) is 
a linear combination of the vectors z&. 
The Laurent series g(z) parametrizes the transformation. There is, in 
general, no restrictions on g(z). But, if one is in the n-th Gelfand-Dickey 
reduction, (x” W c W), this condition can be maintained by taking 
Sk> = c;>o aj.~‘-~q$. Note that it is not the most general choice, as 
shown in the following example. 
EXAMPLE 3.1. - The tau function r 5 1 which corresponds to W = 
span(1, z, z2,. . .) - can be sent on 7 = exp(Ci,o ti) which corresponds 
t0 W = SpiXl(~i,0 ZTi, Z, .Z2, Z3,. . .) which satisfies .z2 W c E. Note 
also that the taufunction exp(Ci>o t;) can be reduced to the taufinction 
I by an exponential scaling (multiplication by an exponential of a linear 
combination of t; ‘s). 
3.2. LINK WITH THE VERTEX OPERATOR 
We now show how this Grassmannian point of view contains the 
Adler-van-Moerbeke approach of the Darboux transformation. From 
Theorem 2.3, we ,know that X(t,p) = (a*)-l(CipiZ-i o T). Then, 
X(t> CL)~ 7 Ci P2h( ) r w ere hi(r) is the tau function associated to h 
Wi = (~-‘,~~o(~>,~~l(~),...). M ore g enerally, if g(z) is a Laurent 
series in i, we define 
(29) ws,i = (9(~)~-i,~~o(z>,z~l(x),...), 
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and k~i,~(r) = D(g(W&) the corresponding tau function, We then define 
the generating series 
x 
(30) 
We then have, 
THEOREM 3.1. 
1. Every linear combination of hi.,(r) is a tau function. In particular, 
the operator 2, (p) preserves tau functions. 
2. The operator Zg(p) satisjes [&(p), J,,] = (&,o - p”)&(p) and 
then, it is nearly the vertex operator: Zg(p) = g(p)X(t, ,u). 
Proof. - If IV, = span{&, ~$1,. . .), we have Ci a,h;.l,(r) = B(a(V)), 
where 
V = ((C ai.!J(z)z-‘), ~Gh(~), z&(z), . . .). 
Hence, ~~7 = C; ai h+(r). We now proof the second part of the theorem. 
From Proposition 2.3, page 10, we have 
[C p’z-‘T. A,,] = (b,,.(, - /,P) c pYT. 
i i 
Thus, from linearity, and using the Boson-Fermion correspondence, we 
have [Z,(p), A,,] = (6,~ - ,LL’~)Z~(/L). Up to a scaling factor, an operator 
is characterized by its commutators with the operators A,,. Therefore 
Zq(p) = h(p)X(t,p), for some h(p) depending on k. On the one hand 
Z&)l]t=o = (vat] c ~49(4*-7 A d A z2 A . . .) 
i 
= *9(p) (g(Z) = CiUisZ’). 
On the other hand X(t, p) 1 ]t=a = 1 and consequently Zg( b) = 
ddw 4. n 
As a corollary, we can easily deduce that every combination 
c ( ai Pl>P2,. . . Pxlli)~ = c Qi(Pl, P2,. . .)g(CLJX(t, CL+ 
ill i>l 
where the coefficient ai depends on ,cL~, is a tau function as well. In the 
same way, we have 
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PROPOSITION 3.2. - Let r be a tau function and gj, (j E Z) be Laurent 
series in 2. Then 
is a tau function as well. 
COROLLARY 3.3 [DJKM]. - Zf r is a tau Jicnction, 
n 
7 = (u + bX@, p, X))r 
is a tau function as well. Therefore, as X(&p, X)r is a tau function, 
X(t, p, X)r is a tangent vector to the space of tau functions at I-. 
Proof. - Shifts and exponential scaling preserve tau functions 3. Then 
(a+ bX(t, p, X))r = exp() -2t;Xi)(aX(t, p) + bX(t, X))r 
i>O ( [I> t+ 2 t 
is a tau function. The second part of the proposition is proved by calculation 
of the term in a.b when substituting 7 into the bilinear identity (8). n 
From Theorem 2.3, we can now deduce the following result 
COROLLARY 3.4. - On the fermionic side, the operator: z’ A zj: generates 
tangent vectors to the space of tau functions. 
Proof. - This is an immediate consequence of Corollary 3.3 and the 
formula 
which comes from Theorem 2.3. 
3.3. KORTEWEG-DE VRIES REDUCTION 
We show how, in the Korteweg-de Vries reduction, the Grassmannian 
point of view contains the ancient version of the Darboux transformation. 
First, as z2W is a codimensional two subspace of W, we can write 
g(z) = ; c WfJi 
220 
= q&J +k72(z) 
3 Detailed at the hegining of Section 4. 
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where gr and g2 are Laurent series independent modulo zW. Then, 
7 = m-1 + h-2 where ri = f3(g;(z) A z&(z) A . . .), (‘i = 1,2), are 
independent tau functions. We also remind the reader that the KdV 
condition z2W c W only involves &w = crkru~ for some constants 
cq. 
THEOREM 3.5. - Zf 7 is obtained from r by a Darboux transformation 
where the Laurent series g(z) is chosen in order to preserve the Korteweg-de 
Vries reduction, then, if &F = 0, 
7 = fm,(Z,(i) + Z,(-cl))7 
= ;I_mgoX(t, P) + d-P)m Pu)b., 
moreover, 7 = r\II where 9 satisjes 
(31) (II” - q(t))5 = 0. 
Proof. - We, have &? = 0. We consider the generating series 
&(p)r = xi $/IQ(~) which satisfies 
We have /Q(T) = ?. From the independence on even time variables 
of r and 7, 
and then h-2k,s(7) = 0 VI? > 1. From these relations, we can write 
Now, 
and then ? = r!P where 
7 = a~-1 + b72 with 71 
and 72 independent tau functions, 3 covers a two-dimensional space of 
solutions to Equation 31. n 
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From Theorem 2.5, the property z2’W c W only implies &rw = 
f&w for some constant CQ. This is not a real problem, as taU functions 
are preserved by exponential scaling r --f 7 = exp(xi a&)~, and this 
exponential scaling is compatible with the previous proof. In the big 
stratum, we can show that the relations &-w = 0 can be directly 
obtained by a good choice of the Laurent series g(z). 
PROPOSITION 3.6. - Let W = span{&(z), 41(z), 42(z), . . .) E Gro (Big 
Stratum) where 4i = .z~ + Cj>o aij2-j. We suppose that &w = 0, 
(k > 1). If i? is obtained from W by a Darboux transformation with 
g(x) = ~(WO(Z) + h(z)) then &yg. = 0, (k 2 1). 
Proof. - From z21? c @, we know that &TG = akT@. 
From Lemma 2.4, we know that (Yk is the trace of the operator - 
P@OX 21c o (1 - PH+) E End(W) where the projections Pry and PH, are 
parallel to H-. The sequence 4;(z) is a base for W. We can write 
22k 0 (1 - PH+)#i(Z) = z2”di(z) - Zak+’ 
= c Pi,j4j(Z> + c 6i,jz-j, 
i>O j>O 
and then P+ o z2’ O C1 - pH+)6(z) = Cj>o Bi,j4jCz)- 
From &w = 0, we know that Ci>o /3i,i = 0. Now, the sequence 
;~;)u;t~(bd~(z) + h(z)), z~o(x),zqh(~), . . . is a base of w. We then 
(Pi-$. 0 z2h- 0 (1 - Pff+))g(z) = P@ z2k 
( ( 
$4 - 1 + $0(z))) 
=Z 2k-2 (41(4 + b40(4) 
- Z$2k-1 + a2k-1,1dz)~ 
and 
(P$ 0 z2k 0 (1 - PH,)) Z&(Z) = P@(X2”+‘$i(Z) - Z2k+i+1 - U,i,l,Z2k) 
= CPi,jdj(z) + &,19(z) 
20 
- aiJ(z42k-1 - a2k-1,19(z)). 
The new trace is then equal to d!k = @k-l,1 +Ci,o /3i,i - @J.-l,l = 0. n - 
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3.4. RATIONAL SOLUTIONS TO KORTEWEG-DE VRIES 
Define W,, = span@-“, z-“+‘, . . . , z”-~, ,zn, zRfl, znf2,. . .) and 
r n= B(a( Wn )). It is well known that the tau functions T-, are the 
rational solutions to Korteweg-de Vries expressed in terms of generalized 
Schur polynomials. (See [K-P] or [S-W]). 
After a Grassmannian Darboux transformation, we get 
Wn+l = span(az+-l +w ) z-n+l, z-nf3, . . . ) 9-l) z’J+li z’1+2, . . .) 
and from the multilinearity of IT and the linearity of Z?, m+r (t) = 
m+l(q + h4@). 
The following proposition explains why the integration constant in the 
Darboux transformation corresponds to the Korteweg-de Vries flow. 
PROPOSITION 3.7. - With the previous dejinition of r,,, if n > 1 is an 
integer and ?,l+l = T,~+I + m-,-l, then: 
i3 -7,+1 = f a as ------++I dt2n+l 
Proof. - On the one hand 
d 
On the other hand 
-++1 = 71,-l. 
as 
5n+1 = B((z-n-l+s(-l)nz”)AZ-n+lA\Z-n+3/\. . .Az~+‘A,?+~A.. .). 
Therefore, 
a 
----CL+1 
at272+1 
= qAan+l(Z --n--1+S(-1)7zZn) ,, Z-n+1 A .-n+3 
A AZ n+l . . . A z?+~ A . . .) 
= Bj(z” A z++’ A ,z-~+~ A.. . A ,?+I A z”+~ A.. .) 
= (-1)71Tn-1. 
On the rational solutions to KdV, the theorem 3.5 takes the form 
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PROPOSITION 3.8. - Zfn 2 1 E N, thefunctions ~~-1 and ~~+1 are limits 
on a sum of Darboux transformations on rn. 
r,,-l = FTo p”X(t, PF,, 
7i~+1 = ,Flop --l--)yX(t) p) + (-l)“+rx(t, -/.L))Y1, 
Proof. - The proof is an adaptation of the proof of Theorem 3.5 with 
g(z) = 9’ and g(z) = z-“-r respectively. n 
4. Application to the Bispectral Problem 
Shift of a time variable ti and multiplication by the exponential of a linear 
combination of ti’s are the simplest operations on tau functions. It can 
easely be checked that they preserve tau functions from the bilinear identity 
8. Shifts of t;‘s will be necessary in order to get existence theorems. 
Exponential scalings are useful to remove an inessential dependence on 
some variable t;. 
When it makes sense, a shift of the time variables t; preserves tau 
functions. Define ra (t) = r(t - CA) where a = (al, ~2, . . .). From the 
definition of B, we have; 
PROPOSITION 4.1. - Let 0 E End(H) and (F)-la(@) be the 
corresponding operator in x, t2, t3, . . . , &, &, . . . on formal series. We 
substitute ti for ti + a; in this operator, then, 
(a*)-lo(o)(x + al,. . .) t; + ai,. . .) 
= (a*)-l(exp(z aiAi)fl(O) exp(- C a;Ri)). 
i i 
From Theorem 2.5, we directly get: 
COROLLARY 4.2. - Let r be a tau firaction and a = (~1, a2, . . .) be a 
vector such that ra exists. Then 
OW, C W, -+ (exp(- C aii!)O exp() ai,zi))WT, C Wra 
i>O i>O 
The following result concerning shift of a time variable in an operator 
will be very useful later. 
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PROFQSITION 4.3. - We have 
exp(ahi)0(O)exp(-ani) = a(exp(f&)@exp(-a2)) + c(u) 
where c is a function of a. 
Proof. - We note B = exp (aA;)c~(@) exp( --a&). On the one hand, 
&I? = [Ai,B]. 
On the other hand, as g is a linear mapping which represent a central 
extension of End(H), 
grr(exp(az’)O exp(-d)) = 0 
( 
$(exp(oz’)O exp(--02’))) 
= o([& 01) 
= [Ai, a(O)] + d(a) 
for a constant d depending on a. n 
Multiplication by an exponential of linear combinations of times 
preserves tau functions, 
T --f P(t) = exp(C tiai)r(t). 
i>O 
The corresponding adjoint wave function is multiplied by an exponential 
of inverse power of z 
which is another wave function. This shows that 
W7a =exp ET--$ W, 
( > i 
In the n-th Geljiind-Dickey reduction, the differential operator L(t, D) 
defined by 
zVI*(t, .z) = qt, D)e*(t, 2) 
is not modified by an exponential scaling. 
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PROPOSITION 4.4. - Let 7 be a tau function and a = (al, a:!, . . .). Then, 
Proof. - This is an immediate consequence of Relation 33. n 
4.1. AIRY CASE 
We treat this case in the n-th Gelfand-Dickey reduction Zn W C W. 
The Korteveg-de Vries case corresponds to n = 2. 
4.1.1. Uniqueness of the operator and existence of the tau function 
THEOREM 4.5. - There is, up to a shif of time variables ti and an 
exponential scaling, at most one operator of the form 
A = zl-+’ ; + w 
for which aW E Gr can exist in such a way that zn W c W and A W c W. 
This operator is 
The corresponding taufinction TW, ifit exists, must satisfy L+~M; = C~V 
where L-, = (Ci>-- Jlz-i J; + $ J-5 J-t) is the virasoro generator and 2 
c is a constant. 
Remark 4.1. - The particular form for the operator A with the value 
9 for the zero order term is known for some time. Proofs were given 
by Anderson [And] and Schwarz [Sch]. The proof given here is very 
elementary. 
Proof. - We write h(Z) = Cz-, biZ’. After a shift 
ti + t; - ai, the operator A becomes, (see Corollary 4.2), 
exp(- ‘&, aizi)Aexp(Ci,o uizi) = A + ‘& aiziTn. Hence, we 
can suppose that b; = 0 if i > n. In the same way, by an exponential 
scaling (see Proposition 4.4), we can suppose that b; = 0 if i < n. Thus, 
the constraint reduces to 
A = .‘-,; + b+.~-~ 
= - iATn + (n - 1 + b-.,)2-“. 
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From Theorem 2.5, the corresponding constraint on the tau function is 
(34) 
+ i(n - 1) + L,)J+-. 
We write (34) into the form 
(35) 
As &- = c.7 for a constant c and from [L-,,: J,,] = 0, we deduce, 
by diffeientiation of (35) in tn, that 
Hence b-,, = i(l - n). H 
For A = -iA2 
2 -,1 + (n - 1 + b-,,)z-‘I, there is no solutions to the 
stability problem .PW c W and AW c IV. In order to get an existence 
theorem, a shift of a time variable ti is necessary. Depending on this shift, 
the nature of the solution changes. For the shift of t,, + 1, the existence 
of IV E Gr was given by Kac and Schwarz in [K-S]. The idea of their 
proof is to describe the subspace from the datum of the wave function at 
the origin Q(O, Z) = 1 + 9 + 3 + . . . . This wave function at the origin 
is given from the expansion about infinity of an Airy function. A more 
general argument, based on a loop description of a base of IV, can be 
found in the paper of Schwarz [Sch]. This argument works for a shift of 
a time variable ti with i relatively prime to n and i > r~. We give here 
another proof of the result of Kac and Schwarz [K-S]. It is based on the 
explicit calculation of the dual wave function in CC and Z, !P*(z, 2). The 
subspace is then given in the usual way W = (@*(O, z), &,q*(O, x), . . .). 
THEOREM 4.6 [Kac and Schwarz]. - After a shif tn+l -+ t,,+l + A, 
the operator A becomes: 
= z1--n l-n -,I $+yZ - z. 
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Then, there exists aW E Gr which satisfies ZW c W and 2’ W C W. 
Proof, - The idea of the proof is to calculate the dual wave function 
~*(z!z) in x and Z, 
\II*(x, 2) = exp (-xz) ( 
al (4 1+ - + a2k-4 2. z”+- . > 
We want it to satisfy 
(36) 
z1-Jl l-n --R ;+TZ QIf(x, z) = $*(x, 2). 
To this end, we define 
y = (2 + nx)i 
X2 
=z+ fi + (1 - “j&y +. . . 
and write the general solution to Equation (36) in the form 
q*(x,*) = exp &(,a+1 ++l 
(  4 
IL--l z2y -=p 
(  
1+b’+z+... 
Y Y2 )  
A exp( -xx) exp 
(  
x2 1 
>( 
If a1 (4 - - -  -  . . . 
2 9-l 
ad4 + -+- . . . 
z 24 > 
where the b;‘s are constant. The equality (i) comes from the expansion 
in x about zero. This expansion is valid as W will be spanned by the 
derivatives in x at the origin of the dual wave function. Define 
*, = exp 
( 
-yr-*. 1 (z”+l _ ,.pfl 
9 
“--1 
nfl 
z 2 Y 
Then, by induction on 1:, we have 
$ = (-l)i yi - ( ((LfTl-a) +y)&+...)*a. 
Hence 
&KIJa = (-l)n 7’ + nai + ola(a)-$ f.. . *,. 
> 
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We take 
and consequently 
-gp*(~, z) = (-l)“+IJ*(z, z) 
+ exp 
( 
L(Zrr+l _ y&+1 7L--1 
n+l >> 
2 2 -yF(-l)” ( (!y+...) qj 
+q ( 
2 + 41) + - ‘.. Y2 Y3 > 
+c2 ( 
z + 42) + - *.. Y3 Y4 > 
f... . 
> 
Thus, it is possible to get a non trivial (CO = 1) solution to 
$“(z: 2) = (-l)“y79’“(z, 2) 
= (-l)‘“(z” + ?XZ)!P.*(2,~). 
We write this last equality in the form 
zV'*(z, z) = 
( 
5 - (-1)"nz) \k*(x,,z). 
From Equations (36) and (37), the subspace IV*+ = span 
(w,4,&w,&..) t’ fi sa IS es ,PWQ* c IV** and zW** c WQ*. H 
4.1.2. W-constraints on the Airy tau finction 
From the existence theorem of Schwarz [Sch] (See also Theorem 4.6), 
after a shift a tl, E relatively prime to n, 1 > n, we get a W E Gr 
which satisfies 
>) 
exp(-z’/l)W C W 
and Z” W C W. Then, for the corresponding tau function 
L[tl + 1/&-w(t) = w-w(t) (k L -1) 
TOME 123 - 1999 - No 3 
A GRASSMANNIAN VERSION OF THE DARBOUX TRANSFORMATION 215 
where &[tl + f] is the virusoro generator Li(t) with tr shifted to tl + l/Z 
and ck are constants. From the commutators of the virusoro algebra 
Gcn[~z + l/Z] = $-[L&z + l/z],z;o[tl + l/Z]] for k # 0. 
Hence, CI; = 0 for k # 0. For &[tl + l/Z], 
( 
n3 - n 
2G[h + l/Z] + y-- 
> 
w = [G$z + l/Z],Z-n[t, + l/Z]]w 
= 0, 
whence 
n2 - 1 
We have limited our study to a first order differential operator A. Now, 
a subspace W stable by A is also stable by A”, (n 2 1). This generates 
higher order constraint on the corresponding tau function. In our case, for 
example, if W is stable by 
1-n -n &zl-’ - 2z expb”l% 
it is also stable by 
A2 = exp(.z’/Z) a2 ~,z~-‘~ - 2(1 - n)gz1-27L + a(1 - n)(l - 37~)z-~~ 
exp(-9/Z) 
= exp(z”/Z) 
( 
iA?zn + (1 - n)A?z, - a(1 - n)(l - 3n)z-““) 
exp(-9/Z). 
Hence, for the tau function rw 
( fw:2n + (1 - n)7V:211 - i(l - n)(l - 3n)5-2,> [tl + l/Z]qv = 0. 
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In the same way, all the W-operators in the following array are 
constraints on the tau function 
ti,, 
-3 
. . . 
w2,, 22 
W2n 321, 
x 
-3 
wu 
-2 
. . . WI, z, 
% w; 
-2 
. . . WO Jo = 0 
. . . pl, + . . .w”,, + . . .w”,, - (1 - 72)7-,> 
. . . wt2n + . . . w:zn +. . . 
. . . ej,, + . . . 
Note that, for example, a constraint of the form (w”,, + . . .)T = 0 is 
impossible. Otherwise, 
[(TV:,,, + . . *),lf,]r = 0 
= n7- ,) 7 
= n2t$- 
and we would deduce r = 0. 
4.1.3. Flow on [L,P] = 1 
We express the stability conditions AW c W on the dual wave function 
@*(t,z) of W. In this way, we have 
gqjI*(t, 2) = ((-1)“D’” + qn-2(t)Dn-2 + . . . + qo(q)**(C z) 
G qt, oj**(t, z), 
and, for the tl shift, 1 relatively prime to n and 1 > n, 
( 
Z1--n l-n -,, g+TZ - zz--” > 
Q*(t, 2) = qt, D)e*(t, 2) 
TOME 123 - 1999 - No 3 
AGRASSMANNlANVERSIONOFTHEDARE3OUXTRANSFORMATlON 217 
where P(t, 0) is the linear differential operator in 2 which has the same 
action on Q*(t, 2) as the operator 
nt, + (n + l)t,,+l& + . . . + ((z)tl + 1,: + . . . . 1 
Hence, P(t, 0) is of infinite order, but its order stays finite for a finite 
number of non-zero time variables ti. Now, 
= n9*. 
The dual wave function Q*(t, Z) is an eigenvector of the operator L 
of eigenvalue P. Thus, different values of z? give independent vectors 
@*(t, 2). Hence, for a finite number of time evolutions, the operator 
[L, P] - n is of finite order and trivial on an infinite family of independent 
vectors. Finally, [L, P] = n for any number of non-zero time variables ti. 
4.2. BESSEL CASE 
4.2.1. Dejinition of Bessel tau functions 
We can solve the equation 
with S;(X,Z) = exp(-sz)(l + .& + & + . . -). We cm then 
use @r as an adjoint wave function and define 
WE = span(*t(O,z), (UT)‘, . . .). 
We denote by rl = ~JJI~ the corresponding tau functions. 
It will be useful1 for our purpose to give another base for Wl. We 
write 81 = 9;(0, z). By using the ancient description of the Darboux 
transformation, we wan calculate 
LEMMA 4.7 
(39) 
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and 
(40) 
By using the relation 
we can deduce 
LEMMA 4.8 
Ol+l =exp(x) 
( 
Z+; 
-$+- z > 
exp(-.z)el. 
-z+; 
01-1 = exp(z) -& + ___ 
( z ) 
exp(-z)f?r. 
6+2 - 4 = 
21 + 2 
-4+1. 
z 
LEMMA 4.9 
rl = t3(ol A zol+l A 22e1+2 A.. .) 
Proof. - From relations (39) and (40), the vector x”6’j used is, modulo 
previous derivatives, the i-th derivative at the origin of QF with the leading 
coefficient equal to 1. n 
4.2.2. W-constraints on Bessel tau functions 
We now calculate the W-constraints on a Bessel tau functions. From 
equation (38) and the form of S*(X,Z), we have 
exp (z)zg exp (-z)q*(X, 2) = (z + l)~!I!(s, z) 
and 
(cc + 1)2IIJ*(2, 2) = exp (z) $ - y) exp(-z)XP*(z, z). 
TOME 123 - 1999 - No 3 
AGRASSMANNIANVERSIONOFTHEDARFIOUXTRANSFORMATION 219 
Hence, for 1, m E N 
a l a2 
exp(z) 2~ 
( >( 
p-1 m 
--Y az2 > 
w c w. 
This relation generates W-constraints of the form 
for 1, m E C. Note that a constraint of the form W!~m(x + 1) + . . . is 
impossible. A constraint of this type would mean that the adjoint wave 
function in z satisfies 
( 1 d2m-1 exp(z) ;F f... > exp(-z)Kl!*(s, Z) = A(z, D)Q*(z, z) 
where A(x, 0) is a linear differential operator in Z. By using the form 
of @*(z, z), it is now easy to show that A = 0 and there is no solutions. - 
All the constraints are shown in the following array where W is the dual 
W generator with z shifted to z + 1 : 
(41) 
L5 . . . ti4 w4 z 23 w4 L.2 * w4 54 
% 
-5 
. . . w2 * 
-3 
w2 
-2 
w2 72 
-5 -3 
. . . x WO %l WO TV; Jo=0 
. . . ~2+...wv_2+...w12+...w”2+... 
. . . @,+...w",+... 
In fact, the tau function TE is characterized by the Virasoro constraints. 
This is a consequence of the two following propositions. 
PROPOSITION 4.10. - Let zk be the virasoro generator LI, with x replaced 
by x + 1. For a given series h(x) = Cilo cq$, there is only one formal 
series 
P(t) = c (I~lrjJ ).., xi@@ . . . 
i*,is.is,...>o 
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independent of even times t2i such that P(x, O,O, . . .) = h(x) and which 
satisfies the following virasoro constraints 
(42) 
Proof. - We know that 
Now, we can extract all the derivatives at the origin from the constraints 
(42). Precisely, at the origin, the constraints reduce to 
( 
(II:+ I)& + ;&)Pi(t)lt,=t, =...= 0 = 0 
( (x + l)-& + &)Pi(t)lt,=t,=...=o = 0 
Further derivatives can be obtained by taking further derivatives of the 
constraints (42) at the origin. n 
COROLLARY 4.11. - Let Ei be the Virasoro generator Li with x replaced by 
x + 1. The Bessel tau function rl are characterized among all formal series 
independent of even times tzi by the Virasoro constraints &h(t) = (Y h(t), 
&h(t) = 0 and &h(t) = 0, where a is a constant. 
This taufinction is characterized among Korteweg-de Vries taufunctions 
T(t) = +, t3, t5, f . .) by zOr(t) = ar(t). 
Proof. - The constraint %-J - cy gives 7(x,0,. . .) = (x + 1)“. From 
[J&5] = 2kJ 2k+2, the formal series is independent of all even times. 
From [?&,&I = (2k-2)z 2~+2, the formal series satisfies all the Wrasoro 
constraints and you can apply the previous proposition. If you already know 
that the series is a tau function, the & constraint is equivalent to 
d 
( > 
zz - z w, c w,. 
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Therefore, a 
z2k Z~-Z w,cw, 
( > 
for k 1 0, 
which means that E2kr = okr. By commutation with &, we get q. = 0 
for k > 0, we can now apply the previous part of the corollary. n 
COROLLARY 4.12. - The tau functions q are characterized by &k,-rl = 0 
(k 2 1) and &q = (Z2/2 - l/S)q. 
4.2.3. Flow on [L, P] = L 
We express the stability conditions AW c W on the dual wave function 
Q*(t, .z) of IV. In this way, we have 
z2@‘*(t, z) = (II2 - q(t))lP*(t, 2.) 
E L(t, ll)9”(t, z) 
and 
( > 2; - z Q*(t,x) = P(t,D)Q*(t,z) 
where P(t, 0) is the linear differential operator in z which has the same 
action on Q*(t, .z) as the operator 
Now, 
[L, PI**@, 2) = [(z-& -+]V*(t;~) 
= 2Z2Q’*(& Z) 
= 2LQ*(t, Z) 
and, as in the Airy case, [L, P] = 2L. 
4.3. DARBOUXTRANSFORMATION ON BESSELTAUFWNCTIONS 
4.3.1. Explicit solutions for the two jrst steps 
It is now very easy to calculate a Darboux transformation on 71. 
THEOREM 4.13. - L.et rl be the Bessel tau function of index 1. Then, 
the combination 
71(Q) = 71(t) + 372+2(t) 
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is a tau function for all s E C. Moreover, this combination is the limit on 
a sum of Darboux transfomzations on I-~+I, i.e., there exists a series in I 
depending on s, 0(z, s) = 1 + s + q + 9 + .+ . E H such that: 
From Corollary 4.12, the action of the Virasoro generators Lxi give 
&e? = 0 for k > 0 and 
Proof. - This result is an immediate consequence of the Grassmannian 
definition of the Darboux transformation with s(z) = 191 + .st$+z. See 
Theorem 3.5 and Proposition 3.6. l 
The following theorem gives the result of a second Darboux 
transformation starting from the tau function ?l given by a Darboux 
transformation from r/+1. (See Theorem 3.5). 
THEOREM 4.14. - Let z-2 = g + ‘&a (i + 2)ti+z& be the Virasoro 
generator L-2 with x replaced by x + 1. Let ~-1 be the Bessel tau function 
of index 1. Then, 
Fj(T, s, t) = (I + 1)7&2 + (r - s4(1” - l)E-,), - s2(Z - l)Tj+2 
is a tau function for all r, s E C. 
From Corollary 4.12, the action of the W-asoro generators give: 
Proof. - We do not note the Boson-Fermion correspondence 13 anymore. 
We calculate Z-27,. 
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(Z2 - 1)L2~~ = (Z2 - l)(~(exp(z)(-i& + &) exp(-.z>> + :)72 
+ol A (;o,l> Az2t?r A...) 
l 
+ 01-l) A z&+1 A ~~01 A . . .) 
+ v - 1) ----+ A 01+2 A z281 A . . . 
2 
= (1” - 1); + ?(0l+2 - 01) A .zol+l A x20, A . . . 
+ F(o, - 01-z) A z&+1 A z2& A.. . 
+ $+‘l+l - z&l) A 01+x A ~“01 A.. . 
Z2 
01-z A z&+l A z201 A.. . 
+ 4 
-01+2 A z&-l A z281 A . . , 
We can write 
zz 7= ;01-1 + ior+ +to1 
> 
A (zt’l-, + szt’l+l) A .z20, A z381+1 A.. . 
= ((2 + l)Oz-2 - (I - l)sO1+2 + +-(T - 2sZ2)Or) 
A (~01-1 + szol+l) A x2@ A z38,+1 A . . . 
and the theorem follows. 
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4.3.2. Virasoro constraints andjow on [L, P] = L” 
We express the stability conditions AW c IV on the dual wave function 
of IV. In this way, we have 
z2qt: 2) = (D” - q(t))iyt, z) 
= L(t, qqt, 2) 
and, from &? = 0, 
exp (2) .z3& 
( > 
exp (-z)@(t; z) = P(t, D)!E(t, z) 
where P(t, 0) is the linear differential operator in 2 which has the same 
action on !P*(t, z) as the operator 
As in the Airy case, we can deduce that [L, P] = 2L”. As Lo is not a 
constraint on 7 for s # 0, this flow on [L, P] = 2L” does not reduce to 
a flow on [L, P] = 2L. 
In the same way, the tau function obtained after two Darboux 
transformations corresponds to [L, P] = 2L3. 
More generally, after n Darboux transformation, we define 
F (t, cl, ~2, . . .) in the following way. Let 
(43) 40 = @J 
(44) 41, = $4 + Cnhl-2. 
The tau function rn is then defined by 
(45) rn = t?q$, A .z&-l A z2&-2 A.. . A zn--l& A znel A.. . 
It is obtained from F-l by a Darboux transformation. We have ~~ = q 
and r1 = crq-1 + (1 - cl)q+r. We can check by hand that 
( ~o-fA!$ ) + ICl 2 = c12(-2 + ,,,&l, 
L& = 0 for Ic>l. 
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After n; 
THEOREM 4.15. - For n > 1, 
c,,-1 . . . CJ2n-2T” = (-1)“2ZC~(2ZC~ - 2 + c& 
,t 
Y&I-~ = 0 for k 2 n 
Proof. - On the one hand, we have 
= cr,-14,,-2 A XC#J~~-~ A z2&,-2 A.. . from Relation 44 
= t&-l.. . c2h,-2 A 4,,-3 A.. . 
= c71-1 . . . c2r n-2 ) 
which shows that the Darboux transformation is invertible. 
On the other hand, for h 1 1, P(zzh) = r(Ah) with Ah = 
exp Mb 2h+1 $&) exp(-z). In fact, in this case, the critical diagonal 
is not involved. From Lemma 4.8 we have: 
and 
&I = &+1 
( 
p& + $$j + . . . 
> ( 
-2lq p 
+h 7+ -+... . p-2 
> 
Whence, for h >_ n, 
?-(A&$, A q&-1 A.. . A .?%I A.. . = 0 
and for h = n - 1, 
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i 
0 /+p”-l ( 21Cl - 1 + f - 12 + 1 > = 
-6J,r”‘Zzc1(z+~ 4) 
i 
A 4,-l 
A A ( -21c18,z”-2 . . . +H[+lZ’l-l ) A 2’0, A . . . 
= -2ZC1(2ZCl - 2z+ l)H/+lZ~~-l A 2$,,-1 A . . . A z”-2phi,-~ 
A.Z i’-2d, A ~“0, A . . 
= -2kl(21cl - 21+ 1)8~+1zr’-1 A z&e1 A . . . A ,z’~-~c& 
A z”-~& A ~“-~6)/ A . . . 
(we used Relation 44 in order to reduce q52 and we continue...) 
= -2k1(21c1 - 21 + l)O&#-l A q&-2 A z&,-3 
A . . . A .z”- ‘8, A z”$, A . . . 
= -2lc~(2lc~ - 21+ l)(-l)“+1T”-2. 
COROLLARY 4.16. - In the usual way, we have KdVjows on differential 
operators L and P that satisfy the relation [L, P] = L”. 
4.4. W AND VIRASOROMODULESON BESSELTAU FUNCTIONS 
We remind the reader that the mapping CT was defined as 
(46) 
where the Wi are the generators of the W-algebra. Let CT(A) be the 
operator a(A) with x replaced by z + 1. 
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THEOREM 4.17. - Let 1 E N 
( 
21+1 
= W~\~~2(Z+l,t2,t3,. ..)+ CajWW'2,-2(:L+1,12,t3:... 
4 
r/ 
j=O 
Thus, 77+x is obtainedfrom r/ by the action of an operator of the W-algebra. 
Remark 4.2. - The coefJicients ai’s in the combination of W-generators 
are calculated from (46). This combination is also characterized as the 
smallest 4 combination of W-generators of degree -21 - 2 which give a 
result independent of even times when acting on 71. 
Proof. - For small s, take 7 = &(q + srl+2). Its expansion about 
s = 0 is given by 
7 = 7-l + s(q+z - rr) + s2 . . 
We now calculate this expansion by using the dual wave function. From 
Theorem 3.5, 7 is a tau function. Thus, its wave function is 
= 
QT(t, Zh(t) + s@l;;,(t, Zh+2(t) 
7((t) + s 7+2(t) * 
4 Smallest means removing of the W-constraints given in (41) 
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where $7 = XPT,. The wave function in z and z is 
= 
xkt;(x, z) + s(5 + l)“‘+“q+2(2, 2) 
1 + s(5 + q”‘+” . 
Thus, from lemma 4.8 and the following relation 
exp(z) g - 
( 
y) exp(-z)!lJT(z, z) = (3~ + 1)2q11;(z, z), 
we have 
Q$(q z) = !q(z, z) + 
s(-2E - 2) 
1 + s(x + 1)2’+2 @ + l)“l 
944 i& + --p- 
( 
-1-i 
> 
exp (-z)*I(z, z> 
= exp(z) 
( 
1+ 
s(-21-2) 1 a +-z-f 
( 
-- ___ 
1 + a(5 + 1)2”+2 z 65 z2 > 
( --- d” p--1 4 1 
dz2 22 >> 
exp (-.z)QF(z, 2). 
We write 
When the critical diagonal is not involved, the action of CT is the 
representation T, whence 
7 = 23(@,1(0, z) + s exp (z)Aexp (-z)Q,(O, 2) + s2 . . 
A ($l(O, z))’ + s exp (z)Aexp (-z)(SPI;(O, z))’ + s2.. . 
A...) 
= rl + sr(exp (z)A exp (--2))rf + sz . . . 
= rl + sa(exp (z)A exp (-z))q + sz . . . 
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By equating the coefficients in s, we get 
q+2 - 71 = a(exp (z)A exp (-z))T~. 
Now, a(exp (z)A exp (-z)) is not exactly a(A), as the identity component 
is missing, (see Proposition 4.3). When t2 = t3 = t4 = . . . = 0, we have 
+1- q(L& + $2) ($ - y>I>,,,=+, =...= o = ;c21+2. 
Hence, after the shift in z 
and the missing identity component is exactly 1. We conclude 
g(exp (z)Aexp (-2)) = a(A) - 1 and 71+2 = a(A)q. n 
I give here an interpretation of this last result in terms of Verma 
representation of the l&-usoro algebra. (See also [Ha-Ho]). We note z, for 
& with x replaced by x + 1. From corollary 4.11 and the independence 
on even times of 71 we deduce 
(48) zi, = 0 for i > 0 
(49) 
PROPOSITION 4.18. - For different set of indices ik 5 . . . 5 il < 0, the xz z 
vectors L;, . . . Li,rl are independent. 
Proof. - Suppose that we have a relation of the form 
where ik 5 . . . 5 ir < 0. The commutator of this relation with & gives 
((il + . . . + i&, . . .Z*,+U(jlf."+jF-l)Zi,-,...ki,+'.')rl=O 
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Hence, by linear combinations of successive commutators with &, we 
can suppose that 
il f..’ + ik = j, f. *. + j,-, = . . . 
which means that Relation (50) is homogeneous. Now, by successive 
commutators with z,, we can suppose that the relation (50) is of the form 
0 =(Z-l)Tj + n~~&~)“‘-2T~ 
+ bz&l))~+37-/ + c~&~)‘r%-, 
x ;: 
+ d(L-2)2(L-~)“‘-47-, f. *. 
Thanks to the form (27) of z;, this last relation reduces to 
o= ; 
( > 
rr, 
‘2-i 
X2 
when t3 = t5 = . . . = 0, this is a contradiction. n 
The vector space V(1) of the Verma representation of virasoro is defined 
by 
V(Z) = span{& . . .&q) with ik 5 . . . 5 il < 0 
Thanks to (48) and (49), we have a well-defined action of the ?!i operators 
on V(1). 
COROLLARY 4.19. - Let 1 E N. We have 
V(Z + 2) c V(Z). 
Proof. - From theorem 4.17, we have 
( 
21+1 
= w21+2 -,,&+l>t2,tJ $... )+~"jw~21~2(x+1,t2,t3 ,“’ 
)> 
71, 
jd 
From proposition 2.0, we can replace the shifted W-generators by the 
corresponding combinations of shifted operators Ei and J2i. In this way, 
we get 
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Now, ~1 and TI+Z are independent of even times and [Z;, Jz;] = 0 thus, 
7/+2 = P(Z,, O)q 
= Q&q. 
- 
Finally, from Relations (48) and (49), the expression Q(&) reduces to a 
polynomial in z; with i < 0. n 
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