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Several physical phenomena are modeled by conservation laws
with ﬂuxes or sources that are singular in the origin. Here an
integro-differential regularization of those problems is proposed.
The existence of positive solutions with ﬁnite total variation is
proved.
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1. Introduction
We consider the initial–boundary value problem for the conservation law
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩







dy, t > 0, 0< x< 1,
u(t,0) = u(t,1) = 0, t > 0,
u(0, x) = u0(x), 0< x< 1,
(1.1)
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s > 0, is assumed to be positive, bounded with respect to s in a neighborhood of +∞, and singular
as s → 0+ . In particular, we do not exclude that
lim inf
s→0+
g(y, s) = 0, limsup
s→0+
g(y, s) = +∞,
on a subset of (0,1) with positive measure. In several traﬃc [1] and gasdynamic models [35],
formulated in terms of hyperbolic conservation laws [3,20,27], the unknown u(t, x) represents a
density and when the vacuum is experienced one has u(t, x) = 0. In (1.1) the nonlocal term∫ 1
0 K (x, y)g(y,u(t, y))dy regularizes the singularity of g(·,u) in presence of vacuum. Formally, as
K tends to δ{x=y} or δ′{x=y} we get the singular conservation laws
∂tu + ∂x f (u) = g(x,u), ∂tu + ∂x
(
f (u)− g(x,u))= 0.
The integro-differential problem (1.1) is a ﬁrst step toward the better understanding of the isentropic
gasdynamics equations in Eulerian coordinates. The next steps clearly consist in the extensions of the
present result to systems and to changing sign integral kernels.
We continue observing that our assumptions on the integral kernel K are satisﬁed by several
Green’s functions of differential operators, in those cases (1.1) is equivalent to a system. As an exam-
ple, we can consider the Green’s function of the Helmholtz operator 1− ∂2xx in the interval (0,1) with
homogeneous Neumann boundary conditions










e−e−1 , if 0 y  x 1.
(1.2)
If
K = Y or K = ∂xY ,
then (1.1) is equivalent to the systems
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂tu + ∂x f (u)− P = 0,
−∂2xx P + P = g(x,u),
∂x P (t,0) = ∂x P (t,1) = 0,
u(t,0) = u(t,1) = 0,




∂tu + ∂x f (u)− ∂x P = 0,
−∂2xx P + P = g(x,u),
∂x P (t,0) = ∂x P (t,1) = 0,
u(t,0) = u(t,1) = 0,
u(0, x) = u0(x),
(1.3)
respectively. Systems like (1.3) have been introduced by Camassa and Holm [5,31] and Degasperis and
Procesi [24] for the modelization of dispersive waves in shallow water regimes, by Hamer [26] for
radiating gases, and by Dai [23] for hyperelastic rods, a quite complete list of references can be found
in [12,13,15,34]. In this paper we cover only the case K = Y , indeed at the moment we cannot treat
changing sign kernels. The convergence of the solutions of the hyperbolic–elliptic systems (1.3) to the
ones of a scalar conservation law as K tends to δ′ has been proved in [14,28,34] in some special cases.
There are several results on general conservation laws with nonlocal sources. The authors [11] ana-
lyze the stationary case. Chen and Christoforou [6] and Dafermos [21,22] consider scalar conservation
laws with memory, i.e. scalar integro-differential equations with smooth integral kernel K and non-
singular nonlinearity g depending only on ux . Christoforou [7] studies the system case under special
assumptions on f and g . Colombo and Guerra [19] prove global-in-time well-posedness and stabil-
ity estimates for a ﬁrst-order hyperbolic system of balance laws with a dissipative nonlocal source.
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Tzavaras [39] consider a Volterra equation motivated by a model for nonlinear heat ﬂow in materials
with memory.
The paper is organized as follows. The assumptions and the main result are stated in Section 2.
Section 3 is dedicated to the existence of approximate solutions to (1.1). Some a priori estimates on
the approximated solutions are proved in Section 4. In Section 5 we show the compactness of the
family of such approximants. Finally, in Section 6 we prove our main result.
2. Assumptions and results
We have the following assumptions on the nonlinearity g : [0,1] × (0,∞) → R, on the ﬂux f :
R→ R, on the initial condition u0 : [0,1] →R, and on the kernel K : [0,1] × [0,1] → R:
(H.1) g is a Carathéodory function (namely g(·, s) is measurable in [0,1] for each s> 0 and g(y, ·) is
continuous in (0,∞) for a.e. y ∈ [0,1]), g > 0, and there exist ϕ0 ∈ C2([0,1]) and p  0 such
that
ϕ0(0) = ϕ0(1) = 0, g∗(y, s) ϕ0(y)
sp
, y ∈ [0,1], 0< s 1,
where
g∗(y, s) := sup
st
g(y, t).





g(y, s)dy > 0.
(H.2) f ∈ C2(R), f (0) = f ′(0) = 0, (s → f ′(s)sp ) ∈ L1(0,1).
(H.3) u0 ∈ H10(0,1)∩ H2(0,1), u0 > 0 in (0,1) and
p = 1 	⇒ ϕ0 log(u0) ∈ L1(0,1); p > 1 	⇒ ϕ0u1−p0 ∈ L1(0,1).
(H.4) There exist a ∈ W 1,1(0,1) positive in (0,1) and γ > 0 such that for a.e. x, y ∈ [0,1]:




K (x, y)+ ∣∣∂xK (x, y)∣∣)dx γ a(y).
In addition ∂xK ∈ L2((0,1)× (0,1)).
The assumptions on f are the usual ones on the ﬂuxes of Cauchy problems for conservation laws
[3,20,27]. If p < 1, we can assume u0 ∈ BV(0,1).
The assumption (H.4) on the kernel is, for example, satisﬁed by the Green’s function
H(x, y) =
{
1− e−y, 0 y  x,
−y xe (e − 1), x y  1,
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H(x, y)dx = 2(1− e−y)− y, 1∫
0








H(x, y)+ ∣∣Hx(x, y)∣∣)dx 3(1− e−y)= 3√21− e−y√
2
.
Therefore, H satisﬁes (H.4) with a(x) = 1−e−x√
2
and γ = 3√2.
In addition, the Green’s function
G(x, y) =
{
(1− x)y, 0 y  x,
x(1− y), x y  1, (2.1)
of the boundary value problem
−∂2xxω = φ(x) in (0,1), ω(0) =ω(1) = 0, (2.2)
satisﬁes (H.4) with a(x) = x(1− x) and γ = 52 .
Finally also the Green’s function Y , introduced in (1.2), of the boundary value problem
−∂2xxω +ω = φ(x) in (0,1), ∂xω(0) = ∂xω(1) = 0, (2.3)
satisﬁes (H.4) with a(x) =
√
2e






In this paper we show the existence of positive solutions for the initial–boundary value problem
(1.1). We use some of the techniques introduced by M.M. Coclite and G.M. Coclite [8–10,16–18] for
integro-differential stationary equations of Hammerstein type.
Let us give the deﬁnition of entropy solution for (1.1).
Deﬁnition 2.1. A function u : [0,∞)× [0,1] → R is an (entropy) solution of (1.1) if
(i) u ∈ L∞((0, T );BV(0,1)), for every T > 0, and u  0 a.e. in (0,∞)× (0,1);
(ii) for every constant c ∈ R and every positive test function ϕ ∈ C∞([0,∞) × [0,1]) with compact
support
















χ{u =0}(t, y) sign
(






















))− f (c))ϕ(t,0)dt + 1∫
0
∣∣u0(x)− c∣∣ϕ(0, x)dx 0.
If the entropy condition (ii) holds the function u is a distributional solution of (1.1) in [0,∞) ×




















ϕ(t, x)dt dxdy +
1∫
0
u0(x)ϕ(0, x)dx = 0.
The condition (i) says that u(t, ·) ∈ BV(0,1), for a.e. t  0. Therefore in every x ∈ (0,1) there exist
u(t, x−), u(t, x+) and in 0 and 1 only u(t,0+), u(t,1−). Due to the possible creation of boundary


























f (c)− f (u(t,0+))))= 0.
Those are the analogous of the inequalities satisﬁed by the jumps in the interior of our strip [3,20,27,
32]
x ∈ (0,1), min{u(t, x−),u(t, x+)}< u∗ <max{u(t, x−),u(t, x+)}
	⇒ f (u∗)− f (u(t, x
−))
u∗ − u(t, x−) 
f (u(t, x+))− f (u∗)
u(t, x+)− u∗ .
Bardos, le Roux, and Nédélec [2] proved that, if K ≡ 0 then (ii) selects a unique solution of (1.1).
Here the presence of the nonlocal term and the absence of monotonicity assumptions on g make the
uniqueness issue very diﬃcult.
Let us state our main result.
Theorem 2.1. Let (H.1), (H.2), (H.3), and (H.4) hold. The initial–boundary value problem (1.1) has at least one
(entropy) solution u in the sense of Deﬁnition 2.1 such that
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for every T  0 and almost each 0 t  T
∥∥u(t, ·)∥∥L∞(0,1)  ∥∥u(t, ·)∥∥L1(0,1) + TV(u(t, ·)) 3γΛT + ‖u0‖L1(0,1) + TV(u0), (2.5)
where ΛT is a positive constant that increases with respect to T , diverges as T → ∞, and depends on
ϕ0, f ,u0, p (see Section 4).













dy, t > 0, x ∈ I,
uε(t,0) = uε(t,1) = 0, t > 0,
uε(0, x) = u0(x), x ∈ I,
(2.6)
where 0< ε  1 and




1+ ε| f ′(ξ)| dξ. (2.7)
In the next sections we will frequently use the notations












(0, T ); X);
Ch+α,k+β(R+ × I) is the space of the maps u such that ∂ it u, ∂ jx u ∈ C(R+ × I), 0 i  h, 0 j  k, and










|∂kx u(t, x1)− ∂kx u(t, x2)|
|x1 − x2|β < ∞.
3. Approximated solutions
In this section we ﬁx 0< ε  1 and prove the existence of solutions for the approximated parabolic
problem (2.6).





)∩ C 12 ,1+ 14 (R+ × I).
We begin with some general lemmas.
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, t ∈ [0, τ ).
Lemma 3.2. For every f ∈ W 1,1(I), we have that
‖ f ‖Lp(I)  ‖ f ‖W 1,1(I), 1 p ∞.




∂tu − ε∂2xxu = 0, t > 0, 0< x< 1,
u(t,0) = u(t,1) = 0, t > 0,
u(0, x) = u0(x), 0< x< 1,
(3.1)




)∩ L2loc(R∗+; H3(I))∩ C∞(R∗+ × I); ∂tUε ∈ L2loc(R∗+; H1(I)).
Lemma 3.3.We have that Uε ∈ C 12 ,1+ 14 (R+ × I), Uε, ∂xUε ∈ L∞(R∗+ × I). The following inequalities hold∥∥Uε(t, ·)∥∥H1(I)  ‖u0‖H1(I), ∥∥∂xUε(t, ·)∥∥H1(I)  ∥∥u′0∥∥H1(I).
Proof. The Morrey’s Theorem says H2(I) ⊂ C1+ 12 (I) ⊂ C1+ 14 (I), therefore u(0, ·) = u0. In addition [25,
Theorem 5.9.2] gives Uε ∈ C 12 ,1+ 14 (R+ × I).
Let us prove the boundedness of Uε and ∂xUε . Since Uε(t,0) = Uε(t,1) = ∂tUε(t,0) =


























2 + ∂3xxxUε(t, x)2
)
dx 0,
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∥∥Uε(t, ·)∥∥L∞(I)  ∥∥Uε(t, ·)∥∥W 1,1(I)  ∥∥Uε(t, ·)∥∥H1(I)  ‖u0‖H1(I);∥∥∂xUε(t, ·)∥∥L∞(I)  ∥∥∂xUε(t, ·)∥∥W 1,1(I)  ∥∥∂xUε(t, ·)∥∥H1(I)  ∥∥u′0∥∥H1(I),
for every t ∈ R+, therefore
‖Uε‖L∞(R∗+×I)  ‖u0‖H1(I); ‖∂xUε‖L∞(R∗+×I) 
∥∥u′0∥∥H1(I). 
Let us consider the additional homogeneous boundary value problem
⎧⎨
⎩
∂t v − ε∂2xxv = (t, x), t > 0, 0< x< 1,
v(t,0) = v(t,1) = 0, t > 0,
v(0, x) = 0, 0< x< 1,
(3.2)
where  ∈ L2loc(R∗+; L2(I)). In what follows we will consider different choices for (t, x).





)∩ L∞loc(R∗+; H10(I)), ∂t v ∈ L2loc(R∗+; L2(I)),
and for every T > 0 there exists cε(T ) > 0 such that
sup
0tT
∥∥v(t, ·)∥∥H1(I) + ‖v‖L2((0,T );H2(I)) + ‖∂t v‖L2((0,T ):L2(I))  cε(T )‖‖L2((0,T ):L2(I)). (3.3)
Let v = Vε() be the weak solution of (3.2).
Lemma 3.4. Vε is a compact operator from L2loc(R
∗+; L2(I)) to L2loc(R∗+; H10(I)).
Proof. Let F ⊂ L2loc(R∗+; L2(I)) be bounded. For every T > 0, (3.3) says that Vε(F) is bounded in
L2loc(R
∗+; H2(I)) and {∂t Vε() |  ∈ F} is bounded in L2loc(R∗+; L2(I)). Since
H2(I) ↪→↪→ H1(I) ↪→ L2(I),
Vε(F) is compact in L2loc(R∗+; H1(I)) [40, Section 8, Corollary 4]. 
Thanks to the estimates on the Green’s function G(εt, x;εs, y), 0 s < t , 0 x, y  1, of (3.2) we
gain more regularity on v = Vε(). Indeed, there exist l, L ∈R∗+ such that [33, Theorem 16.3]
∣∣∂ht ∂kx G(εt, x;εs, y)∣∣ l




for every 0 s< t , 0 x, y  1, 2h + k = 0,1,2.
Lemma 3.5. Let  ∈ L∞loc(R∗+; L2(I)). We have that




G(εt, x;εs, y)(s, y)dy;0 I
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(b.1)
∣∣v(t′, x)− v(t′′, x)∣∣ 8l 4√ π T
2εL
· ∣∣t′ − t′′∣∣ 12 ‖‖L∞((0,T );L2(I)),
for every 0 t′, t′′  T , 0 x 1,






∂xG(εt, x;εs, y)(s, y)dy
and






T + 2) · ∣∣x′ − x′′∣∣ 14 ‖‖L∞((0,T );L2(I)),
for every 0 t  T , 0 x′, x′′  1.
Proof. (a) The representation formula of classical solutions holds for every  ∈ C0, 14 (R+ × I), (t,0) =
(t,1) = 0 [30, Lemma 2], thanks to (3.3) by density it holds for the weak solutions too, in particular
when  ∈ L∞loc(R∗+; L2(I)).
(b) Let n ∈ C0, 14 (R+ × I), n(t,0) = n(t,1) = 0, converge to  in L∞loc(R∗+; L2(I)). Since












+ ∣∣Vε(n)(t, x)− Vε(n)(t0, x0)∣∣,
the continuity of Vε(n) in R+ × I (cf. [30, Lemma 1.a]) gives the one of Vε().
Let t′, t′′ ∈ R+, we write
ρ = t′′ − t′ > 0; θ ′ = (t′ − ρ)∨ 0.
We have
















































































































t′′ − θ ′) 34 + 4
3
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The explicit expression of ∂xVε()(t, x) follows from the deﬁnition of weak derivative.
We denote
δ = ∣∣x′′ − x′∣∣,
and distinguish two cases. If 0 δ  t we have that


















































































t + 2)δ 14 ‖‖L∞((0,t);L2(I)) ds.
If t  δ we have




















































These ones and the previous stability estimate give (b.2). Moreover, (b.2) implies the explicit expres-
sion of ∂xVε(). 




(·, |u| + ε 12p )]− F ′ε(u)∂xu.
Lemma 3.6. Let u ∈ L2loc(R∗+; H10(I)). We have that
(a)
∥∥K [g(·, ∣∣u(t, ·)∣∣+ ε 12p )]∥∥L2(I)  γ√ε ‖aϕ0‖L1(I),
(b)
∥∥Nε(u)(t, ·)∥∥L2(I)  γ√ε ‖aϕ0‖L1(I) + 1ε∥∥∂xu(t, ·)∥∥L2(I),
(c) Nε transforms bounded subsets of L2loc(R
∗+; H10(I)) in bounded subsets of L∞loc(R∗+; L2(I)).
Proof. (a) For every ψ(t, ·) ∈ L1(I), the weak x derivative of K [ψ(t, ·)] is
∂xK
[
ψ(t, ·)](x) = ∫
I
∂xK (x, y)ψ(t, y)dy




(·, ε 12p )] ∈ W 1,1(I), K [g(·, ∣∣u(t, ·)∣∣+ ε 12p )] ∈ W 1,1(I), (3.5)
and









K (x, y)+ ∣∣∂xK (x, y)∣∣)g∗(y, ε 12p )dxdy.
Due to (H.1), (H.4), and Lemma 3.2,





(b) follows from (a) and the deﬁnition of F ′ε(u). (c) trivially follows from (b). 
Let us ﬁnally focus on the problem
⎧⎨
⎩
∂tω = ε∂2xxω + Nε(u), t > 0, 0< x< 1,
ω(t,0) =ω(t,1) = 0, t > 0,
ω(0, x) = u0, 0< x< 1,
with u ∈ L2loc(R∗+; H10(I)). Since Nε(u) ∈ L2loc(R∗+; L2(I)), its weak solution is




The ﬁxed points of Φε are the weak solutions of (2.6). The existence of such solutions is guaranteed
by the Tychonov Theorem [29, Theorem 5.4.12]. Let B be the set of the maps u ∈ L2loc(R∗+; H10(I)) such
that



























(a) Φε(B) ⊂ B; B is closed, convex, and bounded in L2loc(R∗+; H10(I)).
(b) Φε is continuous and Φε(B) is compact in L2loc(R
∗+; H10(I)).
Proof. (a) Let u ∈ B , and v = Φε(u)− Uε = Vε(Nε(u)) ∈ L2loc(R∗+; H10(I)) be the weak solution of (3.2)




































2 dx+ ∥∥v(t, ·)∥∥L2(I) · ∥∥Nε(u)(t, ·)∥∥L2(I)
}
.

















































































































γ ‖aϕ0‖L1(I) + ‖u0‖H1(I)
)+ 1
2





therefore Φε(u) ∈ B.
The facts that B is closed, convex, and bounded are trivial.
(b) We prove the continuity of Φε . Let un → u in L2loc(R∗+; H10(I)). Since (Φε(un)−Φε(u))(0, x) = 0,



















+ ∥∥F ′ε(un)∂xun − F ′ε(u)∂xu∥∥L2((0,T );L2(I))
}
.


















+ ∥∥F ′ε(un)(∂xun − ∂xu)∥∥L2((0,T );L2(I)) + ∥∥(F ′ε(un)− F ′ε(u))∂xu∥∥L2((0,T );L2(I))
}
.
Since a ∈ W 1,1(I) and W 1,1(I) ⊂ C(I), the Dominated Convergence Theorem says
lim
n
∥∥Φε(un)−Φε(u)∥∥L2((0,T );H1(I)) = 0,
for every T > 0.
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Thanks to Lemma 3.6(c), Nε(B) is bounded in L2(R∗+; L2(I)), therefore Lemma 3.4 says that
Φε(B) = Vε(Nε(B))+ Uε is compact. 
Proof of Theorem 3.1. Thanks to the previous lemma and the Tychonov Theorem [29, Theorem 5.4.12]
there exists a ﬁxed point uε ∈ L2loc(R∗+; H10(I)) of Φε, that is a weak solution of (2.6). Thanks to
Lemma 3.6, Nε(uε) ∈ L∞loc(R∗+; L2(I)). Therefore, Lemmas 3.5 and 3.3 say uε = Vε(Nε(uε)) + Uε ∈
C
1
2 ,1+ 14 (R+ × I). Using [30, Theorem 2] we have uε ∈ C1,2(R∗+ × I) ∩ C
1
2 ,1+ 14 (R+ × I) and then uε is
a classical solution of (2.6).
Let us conclude proving the positivity of uε in R∗+ × I.
We assume by contradiction that uε changes sign. Therefore there exists a minimum point
(t0, x0) ∈R∗+ × I such that
uε(t0, x0) 0; ∂tuε(t0, x0) 0; ∂xuε(t0, x0) = 0; ∂2xxuε(t0, x0) 0.
Therefore
0 ∂tuε(t0, x0)− ε∂2xxuε(t0, x0) = K
[
g
(·, ∣∣u(t0, ·)∣∣+ ε 12p )](x0),
that cannot hold, because (H.1) and (H.4) say 0 < g(y, s), 0 < y < 1, s > 0, K (x, y) > 0, 0 <
x, y < 1. 
4. A priori estimates
For the sake of notational simplicity we write
gε := g










dy = K (gε(t, ·))(x).















1−p ‖ϕ0‖L1(I), if p < 1,
‖ϕ0 log(u0)‖L1({u0σ }), if p = 1,
1
p−1‖ϕ0u1−p0 ‖L1({u0σ }), if p > 1.
(4.1)
The constant quoted in Theorem 2.1 is
ΛT = ΓT ,1 + 2pT‖aϕ0‖L1(I). (4.2)
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ψ ∈ C∞(R+), ψ ′  0ψ  1, ψ(u) =
{
1, if 0 u  12 ,
0, if u  1.
(4.3)










 ΓT ,σ ;
(b) ‖agε‖L1((0,T )×I) ΛT ;
(c)
∥∥K (gε)∥∥L1((0,T );W 1,1(I))  γΛT .


























































(s + ε 12p )p
dsdx.



























Using the monotonicity of ψ
















ψ ′( uεσ )





























(s + ε 12p )p
dsdx

∥∥ϕ′′0∥∥L1(I)√εσ  ∥∥ϕ′′0∥∥L1(I)σ .









































(s + ε 12p )p













































































(s + ε 12p )p
dsdx,0
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T 2cσ + Tχ(σ ). (4.7)
We conclude proving
χ(σ ) Mσ . (4.8)
Let us distinguish three cases.
































































Those estimates, (4.7), and (4.8) imply (a).
(b) Using (a) with σ = 1
‖agε‖L1((0,T )×I) =
∥∥ψ(uε)agε + (1−ψ(uε))agε∥∥L1((0,T )×I)

∥∥ψ(uε)agε∥∥L1((0,T )×I) + ∥∥(1−ψ(uε))agε∥∥L1((0,T )×I)







 ΓT ,1 + 2pT‖aϕ0‖L1(I) = ΛT ,
and thanks to (H.1) we get (b).
3848 G.M. Coclite, M.M. Coclite / J. Differential Equations 250 (2011) 3831–3858(c) Let 0  t  T , thanks to (H.4), we have K (gε)(t, ·) ∈ W 1,1(I) and its weak derivative is
∂xK (gε)(t, ·) (see proof of Lemma 3.6(a)). Using (b)














a(x)gε(t, x)dt dx = γ ‖agε‖L1((0,T )×I)  γΛT ,
that prove (c). 
Lemma 4.2. For every 0< ε  1, T > 0, and 0 t  T we have that
(a) ‖uε(t, ·)‖L∞(I)  ‖uε(t, ·)‖W 1,1(I)  3γΛT + ‖u0‖W 1,1(I);
(b) ‖uε(t, ·)‖2L2(I) + 2ε
∫ t
0 ‖∂xuε(s, ·)‖2L2(I) ds ‖u0‖2L2(I) + (3γΛT + ‖u0‖W 1,1(I))2γΛT .
Proof. (a) We introduce the following family of convex entropies
ηα :R −→R, ηα(ξ) =
√


























































As α → 0, the boundedness of uε(t, ·) (see Theorem 3.1) and the Dominated Convergence Theorem
say
G.M. Coclite, M.M. Coclite / J. Differential Equations 250 (2011) 3831–3858 3849∥∥uε(t, ·)∥∥L1(I)  ‖u0‖L1(I) + ∥∥K (gε)∥∥L1((0,t)×I). (4.9)


























































η′′α(∂xuε)∂2xxuε F ′ε(uε)∂xuε dx.








































































(α + ξ2) 32
 1√
α
; ∂tuε(s,0) = ∂tuε(s,1) = 0,
we have




























































η′′α(∂xuε)∂2xxuε F ′ε(uε)∂xuε dsdx = 0. (4.11)
Moreover
K (x0, y) = K (x, y)+
x0∫
x









K (x, y)+ ∣∣∂xK (x, y)∣∣)dx. (4.12)











2K (gε)+ 3|∂xK |(gε)
)
dsdx. (4.13)
We add (4.9) and (4.13)
∫
I
(∣∣uε(t, x)∣∣+ ∣∣∂xuε(t, x)∣∣)dx ∫
I






K (gε)+ |∂xK |(gε)
)
dsdx.
Therefore, (a) follows from Lemmas 4.1(c) and 3.2.






























2 dx+ (3γΛT + ‖u0‖W 1,1(I))∥∥K (gε)(t, ·)∥∥L1(I).
An integration on (0, t) and Lemma 4.1(c) give (b). 
5. Compactness
The estimates of the previous section and the Tartar’s compensated compactness [41] guarantee
the existence of a subsequence of {uε}0<ε1 strongly converging to the entropy solution of (1.1).




is compact in H−1((0, T ) × I), T > 0, for every η ∈ C2(R) with ﬂux q deﬁned by q′(u) = uη′(u), then there
exist a sequence {n}n∈N ⊂R∗+, n → 0, and a function v ∈ L∞loc(R∗+; L∞(I)), such that





, 1 p < ∞.
The Murat compact embedding [37] plays a key role in our argument.
Theorem 5.2 (Murat). LetΩ ⊂ RN , N  2, be open and bounded, and {Ln}n∈N be a sequence of distributions
bounded in W−1,∞(Ω). If
Ln = L1,n + L2,n,
with {L1,n}n∈N bounded in L1loc(Ω) and {L2,n}n∈N compact in H−1(Ω), then {Ln}n∈N is compact in H−1(Ω).
Lemma 5.1. There exist a sequence {εk}k∈N ⊂ R∗+, εk → 0, and a function u ∈ L∞loc(R∗+; BV(I)) such that





, 1 p < ∞.
Moreover, u is nonnegative a.e. in R+ × I and satisﬁes (2.5).
Proof. Let η ∈ C2(R) be convex and q such that q′(u) = uη′(u). We consider
Lε := ∂tη(uε)+ ∂xq(uε), 0< ε  1.
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Lε = η′(uε)(∂tuε + uε∂xuε)
= −εη′′(uε)(∂xuε)2 + η′(uε)K (gε)+ η′(uε)
(







Lemmas 4.2 and 4.1(c) give












thanks to Lemma 4.2




∥∥η′∥∥L∞( J T )√‖u0‖2L2(I) + (3γΛT + ‖u0‖W 1,1(I))2γΛT −→ 0,
where
J T :=
[−(3γΛT + ‖u0‖W 1,1(I)),3γΛT + ‖u0‖W 1,1(I)]. (5.2)
Therefore
L2,ε −→ 0 strongly in H−1
(
(0, T )× I), as ε → 0, T > 0. (5.3)
Moreover, thanks to the L∞-estimate stated in Lemma 4.2, {η(uε)}ε>0 and {q(uε)}ε>0 are bounded
in L∞((0, T ) × I), T > 0, hence {Lε}0<ε1 is bounded in W−1,∞((0, T ) × I), T > 0. In light of (5.1),
(5.3), and Theorem 5.2, the family {Lε}0<ε1 is compact in H−1((0, T )× I), T > 0. The claim is direct
consequence of Theorem 5.1, Lemma 4.2(a), and Helly’s Theorem [3, Theorem 2.3]. 
Lemma 5.2. Let u ∈ L∞loc(R∗+;BV(I)), {εk}k∈N be the function and the sequence introduced in Lemma 5.1. We
have that
ag(·,u)χ{u =0} ∈ L1
(
(0, T )× I), T > 0.
More precisely, for every T > 0 and 0< σ < 1,
(a) ‖ψ( uσ )ag(·,u)χ{u =0}‖L1((0,T )×I)  ΓT ,σ ;
(b) ‖ag(·,u)χ{u =0}‖L1((0,T )×I) ΛT .
Moreover
(c) agεk → ag(·,u)χ{u =0} in L1loc(R∗+; L1(I));
(d) K (gεk ) → K (g(·,u)χ{u =0}) in L1loc(R∗+;W 1,1(I)),
where ψ is deﬁned in (4.3) and χ(·) is the characteristic function.
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for every n ∈ N∗ . As n → ∞ we get (a). (b) can be proved in the same way.
(c) Let T > 0 and n ∈N \ {0}. We observe that





























































and the function on the right-hand side is summable in (0, T )× I (see (b), (H.1), (H.4)), we have
 = limsup
k





















Therefore (a) and Lemma 4.1(a) imply
 2ΓT ,σ .
Since this estimate holds for every 0 < σ  1 and  does not depend on σ , due to the deﬁnition of
ΓT ,σ (see (4.1)) we have  = 0. That prove (c).
(d) It is direct consequence of (H.4) and (c). 
6. Proof of Theorem 2.1
In this section we prove the main result of this paper.
Lemma 6.1. The function u introduced in Lemma 5.1 satisﬁes (2.4), namely u is positive almost everywhere in
(0,∞)× I .





uζ dt dx> 0. (6.1)
Let T > 0 be such that
supp(ζ ) ⊂ (0, T )× I.





F ′εk (uεk )φεk
)= −εk∂2xxφεk − ζ, 0< t < T , 0< x< 1,
φεk (t,0) = φεk (t,1) = 0, 0< t < T ,
φεk (T , x) = 0, 0< x< 1,
(6.2)
that is a backward in time parabolic initial–boundary value problem.
The existence of a positive solution φεk ∈ C1,2(R∗+ × I) ∩ C
1
2 ,1+ 12 (R∗+ × I) of (6.2) for every k can
be proved using the same arguments of Section 3.
Let δ0 > 0 be the distance between supp(ζ ) and (0, T )× {0,1}, we claim that
inf
k
‖φεk‖L1((0,T )×(δ0,1−δ0)) > 0. (6.3)


















(‖∂tζ‖L∞(R2) + ∥∥ f ′∥∥L∞( J T )‖∂xζ‖L∞(R2) + εk∥∥∂2xxζ∥∥L∞(R2))∥∥φεk∥∥L1((0,T )×(δ0,1−δ0)),
where J T is deﬁned in (5.2). Therefore (6.3) is shown. Since a ∈ W 1,1(I) ⊂ C(I) and a(x) > 0, x ∈ I
(see (H.4)), (6.3) implies
inf
k
‖aφεk‖L1((0,T )×(δ0,1−δ0)) > 0. (6.4)
We multiply (6.2) by uεk and integrate on (0, T )× I
T∫ ∫
uεkζ dt dx =
T∫ ∫
uεk
(−∂tφεk − ∂x(F ′εk (uεk )φεk)− εk∂2xxφεk)dt dx
0 I 0 I

















K (gεk )φεk dt dx
T∫
0
∥∥ag(·,uεk (t, ·)+ ε 12pk )∥∥L1(I)∥∥aφεk (t, ·)∥∥L1(I) dt.












Therefore, thanks to (H.1) and (6.4), we have (6.1). 
Proof of Theorem 2.1. In light of Lemma 5.1, the inequalities (2.4) and (2.5) follow directly from
Lemmas 6.1 and 4.2(a), respectively.
We have to verify that u is an entropy solution of (1.1) in the sense of Deﬁnition 2.1. (i) has been
proved in Lemma 5.1. We have to prove that the entropy inequality (ii) holds.
We follow [2]. Let c ∈R, we consider the entropy ηα(u − c) with ﬂux qα :
ηα(u − c) =
√
α + (u − c)2; qα(u) :=
u∫
c
η′α(ξ − c)F ′εk (ξ)dξ.
Due to the convexity of ηα
∂tηα(uεk − c)+ ∂xqα(uεk )− K (gεk )η′α(uεk − c)− εk∂2xxηα(uεk − c)
= −εkη′′α(uεk − c)(∂xuεk )2  0. (6.5)
Let ϕ ∈ C∞(R2) be a positive test function with compact support. We multiply (6.5) by ϕ and inte-





























∂xηα(uεk − c)∂xϕ dt dx 0. (6.6)




















ϕ(t,1)− f (u(t,0+))ϕ(t,0))dt. (6.7)
Let {ρn}n∈N\{0} ⊂ C2(I) be a sequence of cut-off functions such that
0 ρn(x) 1; ρn(0) = ρn(1) = 1;∣∣ρ ′n(x)∣∣ n; 1n  x 1− 1n 	⇒ ρn(x) = 0.

























∂xuεk (t,1)ϕ(t,1)− ∂xuεk (t,0)ϕ(t,0)
)
dt = 0.




























Sending now n → ∞, we get (6.7).








∂xηα(uεk − c)∂xϕ dt dx = 0,
(6.6) and (6.7) give



































Sending α → 0, since
−(η′α(−c) f (ξ)+ qα(0))−→ −(sign(−c) f (ξ)− sign(−c) f (c))= sign(c)( f (ξ)− f (c)),
we get Deﬁnition 2.1(ii).
The theorem is completely proved. 
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