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We investigate the phase diagram of a two-component repulsive Fermi gas at T ¼ 0 by means of
quantum Monte Carlo simulations. Both purely repulsive and resonant attractive model potentials are
considered in order to analyze the limits of the universal regime where the details of interatomic forces can
be neglected. The equation of state of both balanced and unbalanced systems is calculated as a function of
the interaction strength and the critical density for the onset of ferromagnetism is determined. The energy
of the strongly polarized gas is calculated and parametrized in terms of the physical properties of repulsive
polarons, which are relevant for the stability of the fully ferromagnetic state. Finally, we analyze the phase
diagram in the interaction-polarization plane under the assumption that only phases with homogeneous
magnetization can be produced.
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Over the past decade there has been substantial progress
in the experimental realization of quantum degenerate
atomic Fermi gases. A major part of the activity carried
out so far was devoted to the investigation of the role of
attractive interactions, with special emphasis on the onset
of pairing and superfluidity in the vicinity of a Feshbach
resonance as well as in the presence of spin imbalance [1].
More recently attention was drawn to repulsive interactions
and the onset of magnetic behavior. This topic is particu-
larly important in optical lattices because of its connection
with the repulsive Hubbard model, a fundamental para-
digm of condensed matter physics with still many unan-
swered questions [2], but also for continuous systems
where a major recent achievement has been the observation
of itinerant ferromagnetism induced by repulsive forces in
a two-component Fermi gas [3]. This experiment realizes
the Stoner model, a textbook Hamiltonian that aims to
describe itinerant ferromagnetism in an electron gas with
screened Coulomb interaction [4].
On the theoretical side there have been a number of
papers addressing the problem of stability of a repulsive
two-component Fermi gas [5] and of phase separation in
harmonic trapped configurations within the local density
approximation [6]. These studies are based on a simple
mean-field description of interaction effects that is valid to
linear order in the scattering length. In homogeneous sys-
tems at T ¼ 0 they predict a second-order phase transition
to a magnetized state if the interaction strength is larger
than the critical value kFa > =2, where a is the s-wave
scattering length and kF ¼ ð32nÞ1=3 is the Fermi wave
vector in terms of the total particle density of the gas n ¼
n" þ n#. An extension of this approach that includes next
order corrections to the interaction energy was developed
in Ref. [7] and predicts a smaller value of the critical
density (kFa > 1:054), as well as a discontinuous jump
in the magnetization. Low-energy theories of itinerant
fermions also predict a first-order transition [8]. A recent
nonperturbative quantumMonte Carlo calculation, instead,
suggests the existence of a textured magnetic phase at the
border of the ferromagnetic transition and yields the value
kFa ’ 0:8 for the critical density [9]. On the other hand, the
existence of a ferromagnetic transition has been questioned
in Ref. [10] by arguing that nonmagnetic states with strong
short-ranged repulsive correlations could be energetically
favorable compared to ferromagnetic ones.
Various important issues concerning the regime of
strong repulsion are still open. In this Letter we provide
answers to some of them, in particular: (i) we calculate the
equation of state of the Fermi gas using different potentials
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FIG. 1 (color online). Phase diagram of the HS gas in the
interaction-polarization plane. The green region corresponds to
the homogeneous phase. The other regions correspond to phase
separated states with partially polarized domains (yellow) and
fully ferromagnetic domains (pink). The (blue ) symbols corre-
spond to the minimum of the curve EðPÞ and the solid-dashed
line is the phase boundary determined from the equilibrium
condition for pressure and chemical potentials. The blue and
red arrows indicate the critical densities where  diverges and
full ferromagnetism sets in, respectively, for the HS and SW
potential.
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to determine the regime of interaction strength kFa where
universality in terms of just the s-wave scattering length a
is lost and other parameters of the interatomic potential
become relevant; (ii) we study population imbalanced
configurations and show that the equation of state of the
highly polarized gas can be described in terms of a Fermi
liquid of polarons, similarly to the well-established case of
attractive interactions [11,12]; (iii) we investigate the onset
of ferromagnetism and show how the physics of polarons is
related to the stability of the ferromagnetic states; (iv) we
establish the phase diagram in the interaction-polarization
plane where we determine the borders of three phases [13]:
a uniformly polarized phase and mixed phases consisting
of partially or fully polarized domains, as shown in Fig. 1.
To address these issues we perform quantum
Monte Carlo (QMC) simulations of Fermi systems char-
acterized by a positive scattering length a > 0, interacting
through either purely repulsive or purely attractive forces.
The Hamiltonian of the Fermi gas is
H ¼  @
2
2m
XN"
i¼1
r2i þ
XN#
i0¼1
r2i0

þX
i;i0
Vðrii0 Þ; (1)
where m denotes the mass of the atoms, i and i0 label,
respectively, spin-up and spin-down fermions with N" þ
N# ¼ N, N being the total number of atoms. We model the
interspecies interatomic interactions using three different
potentials: (i) a hard sphere (HS) potential, VðrÞ ¼ þ1 if
r < a and zero otherwise, (ii) a repulsive soft sphere (SS)
potential, VðrÞ ¼ V0 if r < R0 and zero otherwise, and
(iii) an attractive square well (SW) potential, VðrÞ ¼
V0 if r < R0 and zero otherwise (V0 > 0). The s-wave
scattering length a coincides with the range of the potential
in the HS case and can readily be determined from the
range R0 and the strength V0 in the other two cases. For the
SS potential a is always smaller than the range R0 and we
fix the height V0 such that a ¼ R0=2. In the case of the SW
potential instead, the scattering length diverges to 1
every time a new bound state enters the well: we fix the
range such that nR30 ¼ 106 in terms of the particle density
n and the depth V0 takes values corresponding to the
positive branch of a with a single bound state. The short-
range SW potential provides a realistic description of
interatomic forces in ultracold atoms.
In the case of purely repulsive interactions we use the
fixed-node diffusion Monte Carlo (FN-DMC) method.
This variational method yields an upper bound for the
ground-state energy of the gas, sampling the lowest-energy
wave function whose many-body nodal surface is the same
as that of a trial wave function c T . The FN-DMC method
can give the exact ground-state energy, provided one
knows the exact nodal surface, and in general the energies
have been found to be highly accurate even if nodes are
only approximate (for more details see, e.g., [14]). Our trial
wave function is of the Jastrow-Slater form
c TðRÞ ¼
Y
i;i0
fðrii0 ÞD"ðN"ÞD#ðN#Þ; (2)
where R ¼ ðr1; . . . ; rNÞ is the spatial configuration vector
of the N particles and D"ð#Þ denotes the Slater determinant
of plane waves in a cubic box of size L with periodic
boundary conditions, accommodating the N"ð#Þ particles
with up (down) spin. The Jastrow correlation term fðrÞ is
obtained from the solution of the two-body scattering
problem with the potential VðrÞ, satisfying the boundary
condition on its derivative f0ðr ¼ L=2Þ ¼ 0. Since fðrÞ>
0, the many-body nodal surface results only from the
antisymmetric character of c T and coincides with that of
a noninteracting gas, thus correctly reproducing this limit.
Another advantage is that the trial function (2) can be used
to simulate both unpolarized (N" ¼ N#) and polarized
(N" >N#) configurations.
Attractive interactions, as modeled by the SW potential,
are more delicate, because of the presence of bound states
(molecules) in the true ground state. The atomic Fermi gas
of interest here is a metastable state consisting of unbound
fermionic atoms and no dimers or other bound molecules.
Since we are interested in a metastable excited state we
cannot use the FN-DMC method and resort to the varia-
tional Monte Carlo (VMC) calculation that provides a
stable estimate of the energy EVMC ¼ hc TjHjc Ti=
hc Tjc Ti. The absence of molecular bound states can be
readily implemented for two particles by choosing the
Jastrow correlation term fðrÞ to be the scattering solution
of the SW potential corresponding to positive energy,
which by construction is orthogonal to the bound molecule.
A many-body wave function is then constructed using
Eq. (2) with this choice of fðrÞ, while f0ðr ¼ L=2Þ ¼ 0
takes care of periodic boundary conditions similarly to the
purely repulsive case. For small scattering energies, corre-
sponding to large values of L, the Jastrow term f changes
sign at r ¼ a. The larger the size of the simulation box the
smaller is the overlap between f and the bound-state wave
function, and c T provides an accurate description of the
gaslike state in the very dilute regime, but in general
exhibits a nonzero overlap with the state where dimers
are formed [15].
It is important to note that the repulsive HS and SS
potential and the attractive SW potential, even though
they correspond to the same value of a and consequently
share a similar long-range behavior of the correlation
functions, exhibit completely different short-range corre-
lations as explicitly shown in the inset of Fig. 2 where we
report results on the antiparallel spin pair correlation
function.
Simulations are performed with a maximum number of
atoms in a single spin component N"ð#Þ ¼ 33, correspond-
ing to a closed shell in momentum space. For most results
we checked the influence of finite-size effects by repeating
the calculations with N"ð#Þ ¼ 81. For the results of the SW
potential, no appreciable change is found by reducing the
potential range parameter nR30. The equation of state of the
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balanced, N" ¼ N#, gas of weakly repulsive fermions was
calculated using perturbation theory to second order in a
[16]:
E
N
¼ 3
5
EF

1þ 10
9
kFaþ 4ð11 2 log2Þ
212
ðkFaÞ2

; (3)
where EF ¼ @2k2F=2m is the Fermi energy. One should
notice that higher order terms in the above equation will
depend not only on the scattering length a, but also on
other details of the interatomic potential. As can be seen in
Fig. 2, agreement between the QMC results and Eq. (3) is
found for kFa & 0:4, but significant deviations and a grad-
ual loss of universality become evident for larger values of
the interaction strength. In the figure we also show the
energy of the fully ferromagnetic (FF) state EFF ¼
3
5EF2
2=3ðN" þ N#Þ consisting of two spatially separated
regions of noninteracting spin-up and spin-down fermions.
Any uniform mixture of the two spin species whose energy
exceeds the value EFF is clearly unstable against phase
separation.
In order to better characterize the critical behavior at the
onset of ferromagnetic behavior, we calculate the equation
of state of the gas as a function of the system polarization
P ¼ ðN"  N#Þ=ðN" þ N#Þ and then show that for P & 1 it
can be well described in terms of weakly interacting polar-
ons. Results for the HS potential are shown in Fig. 3. An
analogous study is performed using the SW potential (not
shown). Finite-size effects are reduced by subtracting from
the QMC results, the finite-size corrections to the ground-
state energy E0ðN"; N#Þ  ETL0 ðPÞ of noninteracting fermi-
ons with the same number of particles and the same
polarization P (TL refers here to the thermodynamic limit).
The validity of this method, that relies on Fermi liquid
theory, is discussed in Ref. [17] where it is compared with
twist-averaged boundary conditions.
From the results at small polarization we extract the
inverse magnetic susceptibility 1= using a quadratic fit:
EðPÞ ¼ EðP ¼ 0Þ þ NEFð0=ÞP2=3, where 0 ¼
3n=2EF is the susceptibility of the noninteracting gas.
The results for both the HS and SW potential are shown
in the inset of Fig. 4. For kFa > 0:6 we find a linear
decrease of the inverse magnetic susceptibility with in-
creasing interaction strength, showing that  diverges at
the critical densities kFa ’ 0:82 and kFa ’ 0:86, respec-
tively, for the HS and the SW potential. As seen in Fig. 3, a
minimum in EðPÞ at finite polarization P appears when
kFa > 0:82. This minimum corresponds to a thermody-
namically stable mixed state with partially polarized do-
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FIG. 2 (color online). Equation of state of the unpolarized gas.
We show FN-DMC results for the repulsive HS and SS potentials
and VMC results for the attractive SW potential. VMC results
for the HS gas are also shown for comparison. The perturbation
expansion Eq. (3) is shown with the (black) dashed line, while
the (green) horizontal line corresponds to the energy of the fully
ferromagnetic state. Inset: Pair correlation function g"#ðrÞ at
kFa ¼ 0:5. The ranges of the SS and SW potential are respec-
tively R0 ¼ 2a and R0 ¼ 0:06a. The minimum at r ¼ a for the
SW potential corresponds to the node in the Jastrow correlation
term fðrÞ. VMC and DMC results of g"#ðrÞ practically coincide
for the HS and SS potential.
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FIG. 3 (color online). Energy of the HS gas as a function of
polarization for different values of kFa. The symbols correspond
to FN-DMC results, while the lines at small and large P
correspond, respectively, to the fitted quadratic law and polaron
energy functional of Eq. (4). The horizontal dotted line is the
threshold energy EFF of the fully ferromagnetic state.
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FIG. 4 (color online). Chemical potential at zero concentration
of the repulsive polaron. We show FN-DMC results for the
repulsive HS and SS potentials and VMC results for the attrac-
tive SW potential. VMC results for the HS gas are also shown for
comparison. The (blue) solid line is a fit to the HS results. The
second-order perturbation expansion is shown with the (black)
dashed line, while the (green) horizontal line corresponds to EF".
Inset: Inverse magnetic susceptibility 1= for the HS (blue
circles) and SW (red squares) potential. The lines are linear
fits to the data.
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mains (see Fig. 1). For P< P the system follows the
coexistence line where, in the thermodynamic limit, EðPÞ
is the sum of energies of domains with polarization P and
 P whose relative volume changes with P. For P> P, on
the other hand, a uniform mixture of spin components can
still survive.
For large values of P the QMC results are well fitted by
the energy functional of weakly interacting polarons
EðxÞ ¼ 3
5
N"EF"

1þ Axþ m
m
x5=3 þ Fx2

; (4)
which results from an expansion in the small concentration
x ¼ N#=N" of spin-down impurities in a Fermi sea of spin-
up particles. Here EF" ¼ @2k2F"=2m is the Fermi energy of
the spin-up particles in terms of the corresponding wave
vector kF" ¼ ð62n"Þ1=3. Furthermore, the quantities A,
m, and F, which are all functions of kF"a, denote respec-
tively the chemical potential at zero concentration, the
effective mass, and the interaction parameter of the polar-
onic quasiparticles (see Ref. [11] for the similar treatment
of attractive polarons).
The results for A as a function of the interaction strength
are shown in Fig. 4. The weak coupling result A ¼
5
3 ½4kF"a=3þ 2ðkF"aÞ2=2, calculated to second order
in the scattering length [18,19], is also shown. This quan-
tity is important in order to understand the stability of the
fully ferromagnetic phase: in fact, if A < 53 , the fully
polarized domain is unstable against mixing of spin-up
and spin-down particles resulting in a partially polarized
state. This problem was investigated using a single
particle-hole wave function in Ref. [19]. We estimate that
the FF state becomes unstable at kF"a ¼ 1:2 and kF"a ¼
1:4, respectively, for the HS and SW potential. By impos-
ing pressure and chemical potential equilibrium between
highly polarized states described by the energy functional
(4), we determine the critical polarization boundaries,
shown in the phase diagram of Fig. 1, separating the
homogeneous unbalanced mixture from the partially fer-
romagnetic state comprised of domains with opposite criti-
cal polarization  P. This determination of the phase
boundaries is reliable at large total polarization P, where
the energy functional (4) is valid, but becomes less accu-
rate at intermediate values of P (dashed line in Fig. 1) and
cannot be applied at small polarization. Good agreement is
found with the critical polarization as determined from the
minimum of the EðPÞ curve. The critical polarization has a
sharp drop to P ¼ 0 close to the density where  diverges,
not allowing for a clear distinction of the order of the phase
transition. The possible emergence of new phases, such as
the spin textured phase proposed in Ref. [9], also requires
more detailed investigations.
In conclusion we calculate the equation of state of a
repulsive gas of fermions as a function of interaction
strength and spin polarization. We determine the critical
density for the onset of ferromagnetic behavior and we
investigate the stability of the fully ferromagnetic state.
While the qualitative features of the phase diagram are well
described by just the long-range repulsive correlations
induced by the positive s-wave scattering length, the quan-
titative determination of the phase boundaries depends on
the details of the interaction potential.
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