Formulas for the spectra of pulsed vocalizations for both the continuous and discrete cases are rigorously derived from basic formulas for Fourier analysis, a topic discussed qualitatively in Watkins' classic paper on "the harmonic interval" ͓"The harmonic interval: Fact or artifact in spectral analysis of pulse trains," in Marine Bioacoustics 2, edited by W. N. Tavogla ͑Pergamon, New York, 1967͒, pp. 15-43͔. These formulas are summarized in a table for easy reference, along with most of the corresponding graphs. The case of a "pulse tone" is shown to involve multiplication of two temporal wave forms, corresponding to convolution in the frequency domain. This operation is discussed in detail and shown to be equivalent to a simpler approach using a trigonometric formula giving sum and difference frequencies. The presence of a dc component in the temporal wave form, which implies physically that there is a net positive pressure at the source, is discussed, and examples of the corresponding spectra are calculated and shown graphically. These have application to biphonation ͑two source signals͒ observed for some killer whale calls and implications for a source mechanism. A MATLAB program for synthesis of a similar signal is discussed and made available online.
I. INTRODUCTION
Marine mammals, such as killer whales, produce a wide range of vocalizations, among which pulsed calls have the most interesting and complex spectra. In general the mathematical properties of these calls have been discussed qualitatively ͑Watkins, 1967͒, and the initial goal of this paper is to derive general formulas for the spectra of some common shapes of pulsed wave forms showing rigorously, for example, the reason for missing spectral lines.
The mathematics of pulsed calls can give important information on call production. An example is given for a killer whale sound with a treatment of biphonation or simultaneous sound production by two independent sources. For many of these calls the signal from one source is modulated by the signal from the other source in a nonlinear interaction ͑Tyson, 2006; Tyson et al., 2007͒ . In this case involving multiplication in the time domain, the spectrum is obtained from the convolution of the individual spectra in the frequency domain; it is shown that these results can also be understood with a simple trigonometic formula giving amplitude information as well as frequency shifts. It is interesting to compare to human speech production where the source is filtered by vocal cavities giving rise to convolution in the time domain and multiplication in the frequency domain.
Finally results are given from a MATLAB ͑made available on the internet͒ program which can simulate two independent sources with one signal modulating the other. The spectrum of the simulation is compared to that of a recorded killer whale sound, and the implication of the dc components ͑net positive pressure͒ for a source mechanism is discussed.
II. BACKGROUND

A. Watkins
In 1967 Watkins published a seminal article on what he called the "harmonic interval." This included a treatment of the spectra of pulse trains with varying ratios R of period ͑of the pulse train͒ to width of the pulses comprising the pulse train. He called the fundamental frequency of the pulse train the pulse repetition rate. He then considered the case where this pulse train is multiplied by a sinusoid of higher frequency called the pulse tone ͑shifting the original spectrum up by this higher frequency͒ and discussed the spectra resulting from varying R and making the point that the repetition rate of the pulse train can be obtained from the spacing between spectral lines. He also discussed the symmetry of the temporal wave form and how this leads to missing lines ͑Fourier components͒ in the spectrum.
We will derive Watkins' results to give explicit formulas for Fourier analysis of continuous time wave forms and of the discrete Fourier transform for a digitized time wave form for cases of interest. As an aside we make a comparison to the identical problem in the spatial domain of diffraction by a variable number of slits. Our terminology will follow that of the more recent literature ͑Miller and Bain, 2000, and references therein͒ referring to Watkins' pulse train ͑or "burst pulse train"͒ as the low frequency component ͑LFC͒ and to his pulse tone as the high frequency component ͑HFC͒. In the case of his pulse tone with sidebands, the spectrum is an example of convolution of the LFC and HFC spectra in the frequency domain and hence arises from the multiplication of the LFC and HFC in the time domain. Or equivalently, the LFC is amplitude modulating the HFC, which implies a nonlinear interaction between the two sources.
B. Two-voiced and biphonic calls
In Watkins' work on marine mammals sounds he treats the simultaneous production of two signals. There are a number of examples of this phenomenon both in the animal world and in that of musical instruments. Bird calls ͑Suthers, 1990, 2006͒ with two signals are classified as two-voiced when there are two independent sources and biphonic when a single source emits two signals. Some musical instruments produce what are called multiphonics. For example, a brass player can play one note and sing another with the sum of these two producing a third frequency. With the flute and clarinet, the fingering can be changed to enhance a higher harmonic and make its amplitude comparable to that of the fundamental. Similarly with Tuvan throat singing, the shape of the vocal cavities are changed to selectively amplify a higher harmonic of the sound wave being produced and resulting in the perception of two voices.
Biphonation by a group of Northern resident killer whales has been included in a discussion of nonlinear sources ͑Tyson, 2006; Tyson et al., 2007͒. Although it is probable that there are two sources for these sounds, no distinction in terminology has been made in the marine mammal literature between two voiced and biphonic sound production. Calculations on this same group of sounds are found in Brown and Miller ͑2006, Brown et al. ͑2006, 2007͒, Tyson ͑2006͒, Tyson et al. ͑2007͒, and Miller et al. ͑2007͒ .
III. CALCULATIONS
Results of the following calculations are summarized in the upper section of Table I for the continuous time cases and in the lower section for the discrete calculations. Note the period P of the pulse train is the reciprocal of its frequency and is also referred to as the pulse separation in the case of a finite pulse train.
A. Continuous time
Fourier series: Pulse train of infinite length and finite width W
The case of a pulse train with period P and pulse width W is graphed in Fig. 1 .
From Fourier series analysis for a periodic function of time f͑t͒ with period T, the kth Fourier coefficient a k is
With parameters W and P from Fig. 1 and using the fact that the function is zero outside the interval ͑−W / 2,W / 2͒
͑2͒
In the frequency domain this is the amplitude of the kth Fourier component and has radial frequency k2 / P, with frequency separation 2 / P ͑Watkins' "harmonic interval"͒ of the components. The coefficients are plotted against k, the harmonic number, in the lower half of Fig. 1 for the case P / W = 3, which shows clearly that every third Fourier coefficient is missing. Or in general for an arbitrary ratio P / W any coefficient which is a multiple of P / W will be missing. This is a simple, yet rigorous way to see Watkins' statements about missing spectral components. This case is equivalent in the spatial domain to a diffraction grating with slit width b and slit separation d ͑Brown, 1971͒. Another case which has not been treated explicitly but is more widely applicable to pulsed animal vocalizations is that of the pulse width W greater than half the period P or P / W less than 2. The same formula applies for this case but the condition for missing Fourier components becomes kW/P = q with k and q integers or
This condition will be met for any k which is an integral multiple of P. The lowest value of k for which this can occur is k = P. This case is graphed in Fig. 2 for the case of P = k = 6 and W = 5. This can be interpreted ͑as seen in this graph͒ as the positions of integral k "beating" with the zeros of the amplitude function. The result is that there are fewer missing components and the radial frequency separation is 2 / P for most of the components. Physically, if the individual harmonics corresponding to each k value are graphed against time and compared to the time wave form, the missing components are those having maxima ͑or minima͒ at the beginning and end of the pulse, i.e., the transition from 0 to 1 or 1 to 0.
Fourier series: Pulse train of infinite length and negligible width
As the pulse width approaches zero, the ratio of P / W becomes very large with the central lobe ͑dotted curve in Fig. 1 spreading to ϱ, and qualitatively one expects that the Fourier series coefficients will have equal amplitude with radial frequency separation 2 / P͒.
More formally, the periodic function to be analyzed is an impulse train and can be written as a sum of delta functions,
which is constant, independent of k as predicted, and has the same separation of components as in the previous case. Stated otherwise the transform of an impulse train of periodicity P in the time domain is an impulse train in the frequency domain with radial frequency separation 2 / P, and equal to 1 / P͚ k=−ϱ +ϱ ␦͑ − k2 / P͒.
Fourier transform: Impulse train of finite length
Changing from an infinite impulse train to a finite one, the Fourier series gives rise to the Fourier transform given by
Considering a finite impulse train with period P and M pulses
Substituting in Eq. ͑4͒,
͑5͒
This is a geometric series with sum:
where the phase factor can be dropped in a consideration of spectral magnitudes. An example for the case of M =5 is found in Fig. 3 .
Fourier transform: Pulse train of finite length and pulse width W
The Fourier transform can be obtained by considering a time wave with M pulses of width W and integrating in Eq. ͑4͒ directly. This case is treated in texts on physical optics for M slits with finite width b in the spatial domain. See, for The time wave form describing the pulse train is the convolution of the finite impulse train from the previous section and a single pulse of width W. The convolution is identical to a cross correlation except that one function is time reversed. The result is the temporal wave form for the example of five pulses of width W equal to 3.33 ms shown in Fig. 4 .
To obtain the Fourier transform, we need the transforms from Eq. ͑6͒ and the transform of a single pulse of width W.
The latter can be obtained using Eq. ͑4͒ to evaluate an integral identical to that of Eq. ͑2͒ with the result:
This is the dotted function plotted in the lower half of Fig. 4 ͑scaled to match the maximum of the solid curve͒. Using the convolution theorem to obtain the transform we multiply the transforms from Eqs. ͑6͒ and ͑7͒ to obtain
This is the function plotted with a solid line in the lower half of Fig. 4 . Clearly it is the product of the transform of a single pulse of width W with that of the five impulses plotted in Fig.  3 . In the spatial domain this formula describes diffraction by M slits with width b corresponding to W.
B. Discrete time: Discrete Fourier transform implemented with fast Fourier transform
The previous calculations for the continuous time cases are interesting and instructive; and they form a basis for the derivation and understanding of the formulas describing implementation of the discrete Fourier transform ͑DFT͒ as a fast Fourier transform ͑FFT͒ on a sampled wave form.
Traditional notation is followed in considering a window of N samples of a function x͓n͔. For comparison with Section A above, the pulse trains will have period P and width W, but now in units of samples. If desired these quantities can be converted to seconds by dividing by the sample rate, which is 100 in the examples.
For any window of N samples of the function x͓n͔, the inverse of its DFT will be replicated with periodicity N ͑whatever the shape or periodicity of x͓n͔͒, and the DFT, X͓k͔, has periodicity in the frequency domain equal to the sample rate. Since the magnitudes of X͓k͔ and X͓−k͔ are equal, there are N / 2 unique magnitudes of the Fourier components. Note that a rectangular window is assumed in the following examples to make them tractable algebraically. Most software packages include the option of multiplying by a windowing function; this effect can be obtained by a convolution in the frequency domain of the Fourier transform of the window function with the formulas which are derived in the following ͑Harris, 1978͒. 
This is a geometric series identical to that evaluated following Eq. ͑5͒ and gives ͉X͓k͔͉ = sin͑kW/N͒ sin͑k/N͒ ͑10͒ for k =0 to N / 2 − 1 magnitudes. Its shape can be seen as the dotted curve at the top of Fig. 6 . It is interesting to compare this formula to Eq. ͑2͒. Here the window length N appears instead of P the period of the pulse train; and in the denominator a sin function appears replacing the argument alone. Both functions in Eq. ͑10͒ show that there is an overall periodicity in N due to sampling.
Discrete Fourier transform: Impulse train
Consider a windowed region x N ͓n͔ of the function x͓n͔ containing M impulses with spacing P. With the restriction that the first impulse occurs at the origin, M is the quotient of N / P rounded down to an integer, i.e., the number of complete periods in the window. Then
͑11͒
This double sum can be evaluated as described leading to Eq. ͑6͒ with 2k / N replacing . The result is
is plotted at the top of Fig. 5 with points corresponding to integral k indicated. The middle graph is the sampled impulse train ͑chosen so that the impulse falls on a sampled point͒, and the bottom graph is the FFT of this impulse train with integral k points taken from the formula to demonstrate its accuracy as well as showing exactly how the calculated DFT samples compare to the function. Note that M in Eq. ͑12͒ corresponds to m max in the formula in the figure.
Discrete Fourier transform: General case-pulse train with M pulses of width W and period P
This is the sampled analog of M pulses of width W treated previously. As discussed the input pulse train is the convolution of the function representing M impulses and that for a single pulse of width W. As before, the transform is the product of their transforms, and the results from sub sections 1 and 2 above give 
C. Product of two signals
It is of interest to compare to the case of the sum of two signals having, for example, frequencies of L and H . Taking the transform is a linear operation, and the spectrum consists of two lines at these frequencies, i.e., the superposition of their individual transforms. Far more interesting effects occur for the nonlinear case of a product.
Convolution in the frequency domain
We can now consider Watkins' case of a pulse train spectrum shifted by the presence of a pulse tone, which corresponds to the multiplication of two signals. As pulse train we take the example from Fig. 2 with ratio of pulse period to pulse width of 6 to 5, and for clarity multiply it by a single sinusoid of higher frequency. The result is found in Fig. 8 where the sinusoid has frequency 1000 Hz and the pulse train has frequency 100 Hz. The effect in the frequency domain of this multiplication in the time domain is to shift the center of the spectrum of the pulse train from dc to 1000 Hz. This is an example of multiplication in the time domain giving rise to convolution in the frequency domain. When we convolve the spectrum of the pulse train with the spectrum of the sinusoid ͑a single peak at 1000 Hz͒, each of the peaks of the original spectrum is shifted up in frequency by 1000 Hz. This can also be "derived" from the trigonometric identity:
Each component L of the pulse train will appear as its sum and difference with H , the higher frequency. Or in other words H acts as the new baseline, and since L represents any of the components of the pulse train, the entire spectrum with positive and negative frequency components is shifted upwards by H .
Since the spacing of the components relative to each other is preserved, this gives rise to Watkins' statement that the pulse repetition rate can be obtained from the separation between harmonic bands.
Importance of the dc component
The displacement in Fig. 2 is positive with respect to a zero baseline and thus has a positive average. With this duty cycle it is a fairly high number. This is reflected in the frequency domain by the center component at 1000 Hz in Fig. 8 which goes off scale. Note that the unshifted spectrum of this pulse train would look like that of Fig. 2 ͑also having an offscale dc component͒. Figure 9 shows the effect of a dc component on the spectrum of two sinusoids ͑chosen for simplicity͒, which are multiplied. The upper and middle parts of Fig. 9 show the LFC and HFC with a dc component turned on and off and its appearance and disappearance in the spectrum. The spectrum is plotted against time to show this more clearly. At the bottom of Fig. 9 is found the product of these two functions with and without a dc component.
To examine the lower part of Fig. 9 quantitatively, Eq. ͑14͒ can be modified to include a dc component A 0L and A 0H for each of the individual components ͑now with amplitudes A L and A H ͒ to give From Fig. 9 , it is clear that to have a component at the center frequency H of the shifted spectrum, there must be a dc component present for the LFC. This corresponds to the third term on the right in Eq. ͑15͒. And to see the unshifted spectrum of the LFC in Fig. 9 , there must be a dc component for the HFC; this corresponds to the second term on the right. The strength of the sum and difference terms is independent of the presence of dc terms and is equal to the product of their individual amplitudes, shown in the last two terms. They should appear symmetrically around the center frequency ͑i.e., the frequency of the HFC͒.
The presence of a dc component is physically meaningful as it implies a net positive pressure at the source. A biological example of this effect in sound production for an anuran ͑frogs and toads͒ is discussed in Bradbury and Vehrencamp ͑1998͒. An example for a killer whale having a dc component for both the LFC and the HFC follows in Sec. IV. The discussion presented above can then apply, by extension, to any two spectral lines from the more complex sounds originating from two real sources.
IV. BIPHONATION EXAMPLES
A. Killer whale
An example of a Northern resident killer whale called type n32 ͑cataloged by Ford, 1987͒ is found in Fig. 10 . This is one of a set of calls recorded off Vancouver Island, Canada in 1998 and 1999 using a beamforming array ͑Miller and Tyack, 1998; Miller et al., 2007͒ . Digital recordings were made with Tascom recorder with a 48 kHz sampling rate and 16 bit samples. This is an excellent example of a call where the HFC has a fundamental and two upper harmonics ͑and probably more that go off scale͒. Here the spectrum of the LFC can be seen with respect to dc and then shifted up by the frequency of each line in the spectrum of the HFC. Note the negative frequency components of the LFC appear as mirrored by each HFC harmonic. The LFC has a number of harmonics, which can be seen most clearly after 0.5 s where the fundamental frequency is rising and its harmonics 3, 4, and 5 intersect the fundamental of the HFC. This is an excellent example of the relevance of the previous discussion of the dc components since the unshifted spectrum of the LFC is present and indicates a dc component for the HFC. Also the center line of the LFC is seen at the frequency of each of the harmonics of the HFC, indicating a dc component for the LFC. This is somewhat counterintuitive but follows from Eq. ͑15͒. If the unshifted LFC spectrum is present, it means there is a dc component for the HFC; and if the spectral lines of the HFC are present ͑rather than just seeing the LFC mirrored about a central position͒, it means that there is a dc component of the LFC.
B. Synthetic signal
As a test of the analysis of the call of Fig. 10 , a MATLAB program 1 was written to synthesize a similar sound. A model of the low frequency call consists of a pulse train similar to that of Fig. 2 with fundamental frequency varying from 450 to 900 Hz. This was filtered to drop off at around 3000 Hz for less overlap with components due to the HFC. The shape of this LFC is shown with the dotted line of Fig.  11 on the left.
The HFC consists of a fundamental varying from 5800 to 6500 Hz with second and third harmonics each having amplitudes reduced by a factor of 10. Two periods of the product of the LFC and HFC are shown in the time wave at the left of Fig. 11 . The spectrum is given on the right side of Fig. 11 and is the convolution of the individual ͑not shown but easily inferred͒ LFC and HFC spectra as predicted.
The Fourier transform as a function of frequency is shown in Fig. 12 and shows amplitudes which can be inferred from Eq. ͑15͒. For example, each of the sum and difference lines has the same amplitude. This is not rigor- ously true for the killer whale sound of Fig. 10 and thus implies some formant structure in the killer whale production anatomy amplifying spectral regions selectively.
V. DISCUSSION
The mathematics of pulsed calls can give important information on call production. For calls such as the example given for the killer whale, the fact that there is a convolution in the frequency domain implies that there are two sources and that they are interacting nonlinearly. This means that they are multiplied, and the LFC is amplitude modulating the HFC. The presence of dc components for each source implies a net positive pressure for each source.
These observations support a source mechanism for odontocetes proposed by Cranford and others ͑Cranford et al., 1996; Cranford, 2000; 2006͒ in a series of papers over the past decades. Two sets of phonic lips ͑also called monkey lips dorsal bursae complexes or MLDB͒ are set in vibration by two independent sources of air under pressure in the nasal passages implying a net positive pressure as discussed earlier. The vibrations are independent despite the experimental observation that the pressure in the two nasal passages does not differ ͑Cranford, 2006͒ for the case of the bottlenose dolphin. These vibrations may be coupled through the dorsal bursae to the melon which acts as an acoustic lens and impendence match to the ocean water.
As postulated the two sources would produce independent vibrations, and the spectrum would be that of the sum of those due to the individual vibrations. This is in fact observed for many killer whale calls ͑Hodgins-Davis, 2004͒. Others ͑see Fig. 1 in Miller et al., 2007͒ show a nonlinear coupling, though in general it is less strong than that of Fig.  10 . Qualitatively the MLDB complexes are located near each other and the motion of one could easily affect the vibration of the other leading to the observed nonlinearity ͑Fletcher, private communication, 2007͒. It would be very interesting to see a theoretical treatment of this effect.
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