We present the 2017 Visual Domain Adaptation (VisDA) dataset and challenge 1 , a large-scale testbed for unsupervised domain adaptation across visual domains. Unsupervised domain adaptation aims to solve the real-world problem of domain shift, where machine learning models trained on one domain must be transferred and adapted to a novel visual domain without additional supervision. The VisDA2017 challenge is focused on the simulation-toreality shift and has two associated tasks: image classification and image segmentation. The goal in both tracks is to first train a model on simulated, synthetic data in the source domain and then adapt it to perform well on real image data in the unlabeled test domain. Our dataset is the largest one to date for cross-domain object classification, with over 280K images across 12 categories in the combined training, validation and testing domains. The image segmentation dataset is also large-scale with over 30K images across 18 categories in the three domains. We compare VisDA to existing cross-domain adaptation datasets and provide a baseline performance analysis using various domain adaptation models that are currently popular in the field.
Introduction
It is well known that the success of machine learning methods on visual recognition tasks is highly dependent on access to large labeled datasets. Unfortunately, model performance often drops significantly on data from a new deployment domain, a problem known as dataset shift, or dataset bias [27] . Changes in the visual domain can include lighting, camera pose and background variation, as well as general changes in how the image data is collected. While this problem has been studied extensively in the domain adaptation literature [11] , progress has been limited by the lack of large-scale challenge benchmarks.
Challenge competitions drive innovation in computer vision, however, most challenges randomly sample train and test sets from the same domain. This assumes that test data has the same distribution as train data-an assumption that rarely holds in real-life deployment scenarios. Cross-domain benchmarks [24, 34, 4, 44] have been created for evaluating domain adaptation algorithms, but they often have low task diversity, small domain shifts and small dataset size. This paper introduces the Visual Domain Adaptation (VisDA) dataset and challenge to encourage further progress in domain transfer methods. The challenge task is to train a model on a source domain and then improve its performance on a new target domain, without any additional annotations. Our challenge includes two tracks. The first is the more traditional object classification task. The second is the relatively less-studied semantic segmentation task, which involves labeling each pixel of an input image with a semantic label.
This first VisDA challenge focuses on the domain shift from simulated to real imagery-a challenging shift that has many practical applications in computer vision. One such application is augmenting training data with simulated imagery for tasks where real image data is difficult or expensive to collect. To address the scale problem, we generate the largest cross-domain object classification dataset to date with over 280K images in the combined training, validation and testing sets. For the semantic segmentation track we augment existing datasets for a total of nearly 30k images across three domains.
The VisDA2017 challenge focuses on unsupervised domain adaptation, which assumes that the deployment do-main is not labeled. For each task we provide a labeled training (source) domain and unlabeled validation and test (target) domains. The goal of unsupervised adaptation is to utilize the unlabeled target data to improve the source model's performance on the target domain. While there may be scenarios where target labels are available for supervised adaptation, we focus on purely unsupervised adaptation as it is one of the most challenging and realistic scenarios.
Related Work
There has been a lot of prior work on visual domain adaptation, ranging from the earlier shallow feature methods [35, 2, 12] to the more recent deep adaptation approaches [14, 46] . A review of existing work in this area is beyond the scope of this paper; we refer the reader to a recent survey [11] .
Several benchmark datasets have been collected and used to evaluate visual domain adaptation, summarized in Table 1. Adaptation of image classification methods has been among the most extensively studied problems of visual domain adaptation. One of the difficulties in re-using existing datasets to create multi-domain benchmarks is that the same categories must exist in all domains. For digits (ten categories, 0-9), the most popular benchmark consists of three domains: MNIST (hand-written digits) [18] , USPS (handwritten digits) [16] and SVHN (street view house numbers) [25] . The original digit images are sometimes synthetically augmented (e.g. by inverting colors) to create additional domains. The Office dataset [35] is a popular benchmark for real-world objects. It contains 31 object categories captured in three domains: office environment images taken with a high quality camera (DSLR), the same environment captured with a low quality webcam (WEB-CAM), and images downloaded from the amazon.com website (AMAZON).
One problem with these popular benchmarks is the lack of task diversity: the most common cross-domain datasets focus on the image classification task, ignoring other tasks such as detection, structure prediction and sequence labeling. Another problem is the relatively small domain shifts, such as the shift between two different sensors (DSLR vs Webcam in the Office dataset [35] ), or between two very similar handwritten digit datasets (MNIST vs USPS). Over time, improvements in the underlying visual representations and adaptation techniques have closed the domain gap on these benchmarks, and more challenging domain shifts are now needed to drive further progress. Another issue is the small scale. Modern computer vision methods require a lot of training data, while cross-domain datasets such as [35] only contain several hundred images.
The Cross-Dataset Testbed [44] is a more recent classification benchmark. The "dense" version contains 40 classes extracted from 4 datasets-Caltech256, Bing, SUN and Imagenet-with a minimum of 20 images per class in each dataset. It is significantly larger than Office, however, some domains are fairly close as they were collected in a similar way from web search engines. On the Caltech-Imagenet shift, adaptation performance has reached close to 90% ac-
DIGIT CLASSIFICATION Dataset
Examples Classes Domains USPS-subset [16] 1,800 10-digits 1 MNIST-subset [18] 2,000 10-digits 1 USPS-Full [16] 9,000 10-digits 1 MNIST-Full [18] 70,000 10-digits 1 SVHN [25] 630,420 
OBJECT CLASSIFICATION Dataset
Examples Classes Domains COIL20 [24] 1,440 20-coil 1 Office [34] 1,410 31-office 3 Caltech [4] 1,123 10-office 1 CAD-office [35] 775 20-office 1 Cross-Dataset [43] 40 VisDA-C 207,785 12 3
SEMANTIC SEGMENTATION Dataset
Examples Classes Domains SYNTHIA-subset [32] 9,400 12-City 1 CityScapes [10] 5,000 34 1 GTA5 [31] 24,966 18 1 VisDA-S 30,000 18 3 curacy [4] . Synthetic data augmentation has been extensively applied to computer vision research. More specifically, 3D models have been utilized to generate synthetic images with variable object poses, textures, and backgrounds [26] . Recent usage of 3D simulation has been extended to multiple vision tasks such as object detection [26, 40] , pose estimation [38] , robotic simulation [45] , semantic segmentation [30] . Popular 3D model databases of common objects that may be used in visual domain adaptation tasks include ObjectNet3D [51] , ShapeNet and the related Mod-elNet [6] . Table 2 shows a comparison of the VisDA classification dataset to existing synthetic object datasets.
The popularity of the image classification task as a testbed could be due to the relative simplicity of the task and the lower effort required to engineer a good baseline model. Compared with other vision problems such as object detection, activity detection in video, or structure prediction, the image classification is simpler and less computationally expensive to explore. Moreover, many state-ofthe-art classification models are readily available for use as a baseline upon which adaptation can be applied. At the same time, other tasks may have characteristics that could present unique challenges for domain adaptation. In this work, we propose experimental setups for both the more common classification task, and the less studied semantic segmentation task.
SYNTHETIC OBJECTS Dataset
Models Images Classes ModelNet [50] 127,915 -662 PASCAL3D+ [52] -30,899 12 ObjectNet3D [51] 44,147 -100 ShapeNet-Core [5] 51,300 -55 ShapeNet-Sem [5] 12,000 -270 CIN 2D+3D [3] -11,664 18 Redwood [9] 10,000 -44 IKEA [19] 219 -11 VisDA-C 1,907 152,397 12 Table 2 : Comparison between VisDA-C and existing synthetic object datasets. Many datasets or consist renders with non-realistic lighting conditions.
The semantic segmentation methods assign object labels to each pixel of an image based on local image features. Dataset annotation is a highly labor-intensive process, this why there are only a very few semantic segmentation datasets designed specifically for domain adaptation. Two datasets that are frequently paired together for visual segmentation tasks are SYNTHIA [32] and CityScapes [10] . SYNTHIA provides a collection of synthetically generated urban images that mimic car dash-cam footage, while CityScapes provides images of real urban street scenes. Other synthetic street-view datasets include GTA5 [31] and Virtual KITTI [13] . While urban scenes are the most commonly studied tasks for domain adaptation in semantic segmentation, other datasets exist that study, for example, segmentation in video data for visual tracking [23, 49] or segmentation of clothing and fashion images for the purpose of identifying people in web-cam footage based on physical descriptions of their apparel [8] .
VisDA-C: Classification Dataset
The VisDA Classification (VisDA-C) dataset provides a large-scale testbed for unsupervised domain adaptation in image classification tasks. The dataset consists of three splits (domains), each containing the same 12 object categories:
• training domain (source): synthetic renderings of 3D models from different angles and with different lighting conditions, • validation domain (target): a real-image domain consisting of images cropped from the Microsoft COCO dataset [20] , • test domain (target): a real-image domain consisting of images cropped from the Youtube Bounding Box dataset [28] The reason we use different target domains for the validation and test splits is to prevent hyper-parameter tuning on the test data. Unsupervised domain adaptation is usually done in a transductive manner, meaning that unlabeled test data is actively used to train the model. However, it is not possible to tune hyper-parameter on the test data, since it has no labels. Despite this fact, the lack of established validation sets often leads to poor experimental protocols where the labeled test set is used for this purpose. In our
Category
Training Validation Testing  Models Images  Images  Images  aeroplane  179  14,309  3,646  5,196  bicycle  93  7,365  3,475  4,272  bus  208  16,640  4,690  6,970  car  160  12,800  10,401  7,280  horse  119  9, benchmark, we provide a validation set to mimic more realistic deployment scenario where the target domain is unknown at training time and test labels are not available for hyper-parameter tuning. This setup also discourages algorithms that are designed to handle a specific target domain.
It is important to mention that the validation and test sets are different domains, so over-tuning to one can potentially degrade performance on another.
Dataset Acquisition

Training Domain: Synthetic CAD
The synthetic dataset was generated by rendering 3D models of the same object categories as in the real data from different angles and under different lighting conditions. As shown in Table 3 , we obtained 1,907 models in total and generated 152,397 synthetic images. We used four main sources of models that are indicated with a sec prefix of the corresponding image filename. These four sources include manually chosen subsets of ShapenetCore [6] , NTU 3D [7] , SHREC 2010 [47] with some labels retrieved from TSB [42] and our own collection of 3D CAD models from 3D Warehouse SketchUp. We used twenty different camera yaw angles with four different light directions per model. The lighting setup consists of ambient and sun light sources in 1:3 proportion. Objects were rotated, scaled and translated to match the floor plane, duplicate faces and vertices were removed, and the camera was automatically positioned to capture the entire object with a margin around it. For textured models, we also rendered their un-textured versions with a plain grey albedo. In total, we generated 152,397 synthetic images to form the synthetic source domain. Per-category image numbers are shown in Table 3 , and Figure 2 shows some samples of training domain data.
Validation Domain: COCO
The validation dataset for the classification track is built upon the Microsoft COCO [ splits. In total, the MS COCO dataset contains 174,011 images. We used annotations provided by the COCO dataset to find and crop relevant object in each image. All images were padded by retaining an additional~50% of its cropped height and width (i.e. by dividing the height and width by √ 2 ). Padded images under 70 x 70 pixels were excluded as they significantly reduced the accuracy of classification algorithms during baseline analysis. See figure 3 for sample validation domain data. In total, we used 55,388 images that fall into the twelve categories that overlap with the other two domains and were large enough. We took all images from each of twelve categories with the exception of the "person" category, which was reduced to 5,000 images in order to balance the overall number of images per category. The breakdown of the validation domain dataset by the number of images per category is shown in Table 3 .
Testing Domain: YouTube Bounding Boxes
The testing images come from the YouTube Bounding Boxes dataset [29] . Compared to validation domain (MS COCO dataset), the image resolution is much lower due to the testing images are cropped from YouTube videos. The original YouTube-BB dataset comprises segments extracted from 240,000 videos and contains approximately 5.6 million bounding boxes annotations for 23 categories of tracked objects. We extracted 72,372 frame crops that fall into one of our twelve categories and satisfy the size constraints. The breakdown of the test domain by images per category is shown in Table 3 . Some samples are shown in Figure 3 
Experimental Setup
Our experiments aim to provide a baseline for the challenge. We perform in-domain (i.e. train and test on the same domain) experiments to get the "oracle" results and source-only (i.e. train only on the source domain) to get the lower bound results. In total, we have 152,397 images as the source domain and 55,388 images as the target domain for validation. In our in-domain experiments, we follow a 70%/30% split for training and testing, i.e., 106,679 training images, 45,718 test images for the synthetic domain and 38,772 training images, 16,616 test images for the real domain.
In our baseline experiments, we adopt AlexNet architecture. In the training phases of AlexNet, the output dimension of last fully connected layer is changed to 12. We initialize the network with parameters learned on Ima-geNet [33] , except the last layer. The last layer is initialized with N (0, 0.01). We utilize mini-batch stochastic gradient descent (SGD) and set the base learning rate to be 10 −3 , weight decay to be 5 × 10 −4 and momentum to be 0.9. We report the mean accuracy of classification result at 40k iterations.
Domain Adaptation Algorithms
In this report, we provide two domain adaptation algorithms as the baselines. DAN (Deep Adaptation Network) [22] learns transferable features by training deep models with Maximum Mean Discrepancy [36] loss to align the feature distribution of source domain to target domain. The network architecture of DAN is extended from AlexNet [17] , which consists of 5 convolutional layers (conv1 -conv5) and 3 fully connected layers (fc6 -fc8). Deep CORAL (Deep Correlation Alignment) [39] is devised to match the second-order statistics of feature distributions. It is derived by minimizing the domain discrepancy with squared Frobenius norm min Cov S −Cov T 2 F , where Cov S , Cov T are the covariance matrices of feature vectors from source domain and target domain, respectively.
Baseline Results
The baseline results on the validation domain for classification are shown in Table 4 . "Oracle" or in-domain AlexNet performance of training and testing on the synthetic domain reaches 99.92% accuracy, and training and testing on the real validation domain leads to 87.62%. For crossdomain results of validation dataset, AlexNet trained on synthetic source domain and tested on real domain leads to 28.12% accuracy. Among the tested domain adaptation algorithms, Deep CORAL improves the cross-domain performance from 28.12% to 45.53% and DAN further boosts the result to 51.62%. For results of test dataset, AlexNet gets 30.81% mean accuracy, and DAN and Deep CORAL improve the result to 49.78% and 45.29%, respectively. AlexNet gets a lower source-only model performance due to its simpler architecture. However, the relative improvement of domain adaptation algorithms (i.e. DAN and Deep CORAL) is still large.
VisDA-S: Semantic Segmentation
The goal of the VisDA2017 Segmentation (VisDA-S) is to test adaptation between synthetic dashcam views and real dashcam footage for semantic image segmentation. The training data includes pixel-level semantic annotations for 19 classes. We will also provide validation and testing data, following same protocol as for classification:
• training domain (source): synthetic dashcam renderings from the GTA5 dataset along with semantic segmentation labels for 18 classes,
• validation domain (target): a real-world collection of dashcam images from the CityScapes dataset along with semantic segmentation labels for the corresponding 18 classes to be used for validating the unsupervised semantic segmentation performance,
• test domain (target): a different set of unlabeled, realworld images from the new NEXAR dashcam dataset.
Dataset Acquisition
The training and validation domain datasets used here are the same as those used in Hoffman et al (2016) [15] for their work in synthetic to real adaptation in semantic segmentation tasks.
Training Domain: Synthetic GTA5
The images in the segmentation training come from the GTA5 dataset. GTA5 consists of 24,966 high quality labeled frames from the photorealistic, open-world computer game, Grand Theft Auto V (GTA5). The frames are synthesized from a fictional city modeled off of Los Angeles, CA and are in high-resolution, 1914×1052. All semantic segmentation labels used in the GTA5 dataset have a counterpart in the CityScapes category list for adaptation. See Figure 5 for sample training domain data.
Validation Domain: Real CityScapes
Images in the segmentation validation domain come from the CityScapes dataset. CityScapes contains 5,000 images separated by the individual European cities from which they were taken, with a breakdown of 2,975 training images, 500 validation images and 1,525 test images. Images are in high resolution, 2048 × 1024. In total, the CityScapes dataset has 34 semantic segmentation categories, of which we are interested in the 18 that overlap with the synthetic GTA5 dataset. See Figure 6 for sample validation domain data.
Testing Domain: Real DashCam Images
Images in the segmentation testing domain were provided by NEXAR. They were collected using the NEXAR dashcam interface and manually annotated with segmentation labels. We use 1500 images of size 1280 × 720 available with annotations corresponding with the 18 categories matching GTA5 and CityScapes. Note that this data along with the annotations is part of a larger data collection effort by Berkeley Deep Drive (BDD) 2 which will be released shortly. See Figure 7 for sample test domain data.
Domain Adaptation Algorithms
For details on the domain adaptation algorithms applied to this domain shift, we refer the reader to the original work performed on adaptation from GTA5 (synthetic) to CityScapes (real) in [15] . The authors use the front-end dilated fully convolutional network as the baseline model. The method for domain adaptive semantic segmentation consists of both global and category specific adaptation techniques. Please see section 3 (Fully Convolutional Adaptation Models) in [15] for detailed information about these techniques and their implementation. In all experiments, the Intersection over Union (IoU) evaluation metric is used to determine per-category segmentation performance.
Baseline Results
Please refer to 
Conclusion
We introduced a novel domain adaptation challenge for visual recognition machine learning methods applied to image classification and image semantic segmentation tasks. The training data consists of images in the simulated/synthetic domain while the validation data are in the real image domain; the dataset generated for the classification track is the largest cross-domain adaptation dataset for object classification to date. We demonstrated experimental baseline results for adaptation in the classification and segmentation tasks using common domain adaptation methods and frameworks. Table 5 : Baseline results for semantic segmentation challenge. Select results using the method from [15] showing percategory adaptation for the task of semantic segmentation. On the top we report performance for the source and adaptation model from GTA5 to our validation data, CityScapes val set. The bottom reports performance for source dilation model and for the adapted model for the challenge test shift from GTA5 to our real world test domain.
We have publicly released the associated training validation datasets (including labels) for both tasks, and provided an online evaluation server 3 4 . The VisDA challenge ran successfully during July-September 2017 and gathered high interest and participation from the community. The public leaderboards can be accessed at http://ai.bu. edu/visda-2017/. This report will be updated with "lessons learned" from the challenge and also as the details of the winning methods become available. We hope that this benchmark will continue to be used by the wider research community to develop and test novel domain adaptation models using an established protocol. Our future plan is to hold the VisDA challenge every year, with different domains, tasks and difficulty of domain shift. 
