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ABSTRACT 
Large-scale general circulation models give us an idea of how the climate may possibly 
develop over the future century. These models generally simulate the large-scale and global 
mean climate well; however, when applied to localized regions their output does not provide 
sufficient detail to perform local and regional assessments needed for evaluating necessary 
mitigation steps. To overcome this weakness I here introduce a novel method of statistical 
downscaling, which bridges the gap between the low-resolution output provided by climate 
models and the high-resolution data needed to perform local or regional climate assessments. 
The statistical downscaling method developed here, which is based on quantile 
regression, can downscale any variable simulated by AOGCMs and observed on a daily basis 
that has, or can be transformed into, a Gaussian-like or symmetrical distribution. One of the 
aspects of the quantile regression technique, along with our enhancements, is a high accuracy in 
projection of extremes, which often is the sole focus of impact studies when applying the 
downscaled output. Furthermore, the technique is applicable to both station-based as well as 
high-resolution gridded observations and can be applied to different types of climate anywhere in 
the world. 
The method is here evaluated for minimum and maximum temperature as well as 
precipitation for 20 stations in North America as well as for high-resolution gridded observations 
over the continental United States and Alaska. 
Station-based downscaling is evaluated based on seven different versions of the 
temperature model and eight versions for the precipitation model, each successive version having 
one added change or improvement to the downscaling process. Each version is evaluated in 
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terms of three different quantities: the PDFs, giving a visual image of the skill each model; the 
coefficient of determination, R
2
, which is a measure of the portion of variance in observations 
that is reproduced by downscaling; and bias in nine quantiles distributed in order to evaluate both 
the central part of the distribution as well as the extremes. 
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CHAPTER 1 
 INTRODUCTION 
1.1.  The Need for High Resolution Climate Projections 
Atmosphere-ocean general circulation models (AOGCMs) provide many insights into the 
dynamic nature of our planet‟s atmosphere and oceans. They provide output with greater 
coverage than can be obtained by making conventional observations. Furthermore, they can 
provide simulations of possible alternative past and future scenarios, giving us the advantage of 
testing hypotheses as to how the climate and weather might evolve in the future. 
In the past decade there has been much public and scientific focus on potential future 
climate change. The IPCC Fourth Assessment Report (Chapter 10, Meehl et al., 2007) projects 
potential increases in temperature of 1.1-6.4°C for the global average by 2100. However, these 
numbers, which are based on AOGCM output for a series of future scenarios, do not reflect the 
local or regional change, which might very well differ significantly from the global average, 
depending on (and most likely increasing with) latitude.  
Due to the multitude of computations that must be performed for each AOGCM 
simulation run, the detail at the local to regional scale is typically sacrificed in favor of decadal 
scale simulations. Weather and climate vary on local to regional scales due to varying 
topography, vegetation, or urbanization, and these small-scale variations are currently still rarely 
captured by large-scale AOGCMs. The minimum scale that current AOGCMs are able to resolve 
is the distance between two neighboring grid points whereas the skillful scale is generally 
accepted to be four or more grid lengths (von Storch & Zwiers, 1999). The minimum scale in 
most AOGCMs are on the order of 200-250 km, which means that the skillful scale then is on the 
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order of 1000-2000 km, which is far too coarse to get much useful information about the local or 
regional climate. Figure 1.1 shows the observed maximum air temperature for a day in February, 
overlaid with the grid spacing for a typical AOGCM (here PCM), depicting the minimum and 
skillful scales for this particular model. 
 
 
 
Figure 1.1 An example of AOGCM grid spacing, here the PCM model grid, with resolution 2.81° 
x 2.81° is overlaid gridded observed VIC maximum temperature in February. The figure shows 
the minimum and skillful scales that the PCM model can resolve as well as the actual spatial 
variation in observed temperature. 
 
 
In order to project possible future changes in extreme weather events meteorological 
variables are most often required at much higher detail than that provided by current AOGCMs. 
Output from AOGCMs is not capable of giving much information about local to regional 
extreme events. Two such events are the 2009 drought over the United States Southwest and the 
Minimum Scale 
Skillful Scale 
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2011 flooding of the United States Mississippi Valley: During the summer of 2009 the United 
States Southwest experienced an exceptional drought (as defined by the U.S. Drought Monitor), 
where average temperatures generally were above to well-above normal with many areas 
experiencing triple digit temperatures on consecutive days. These conditions severely impacted 
crops and livestock production in South-Central Texas, with agricultural costs estimated to 
exceed 4 billion U.S. dollars. The same drought also led to numerous wildfires throughout the 
Southwestern United States (according to the National Oceanic and Atmospheric Administration 
National Climatic Data Center). During the late spring of 2011 the residents of the Ohio and 
Mississippi Valleys experienced a slow moving catastrophe as floodwaters driven by rapid 
snowmelt and heavy rainfall slowly made its way south. A levee was destroyed in order to save 
the town of Cairo, IL, causing hundreds of acres of farmland to be flooded, as did the opening of 
the Morganza and Bonnet Spillways in order to protect the heavily populated areas of Baton 
Rouge and New Orleans, LA. The total cost of the flooding is yet to be determined, but is likely 
to exceed several billion U.S. dollars. 
Although events such as these cannot be forecast for the distant future, changes in the 
frequency and severity of extreme temperature and precipitation events can be projected by 
means of downscaling methods, which are techniques compensating for the inadequate smaller-
scale details in AOGCMs, which use AOGCM output together with observed features for the 
region of interest to obtain sub-grid scale information. Although AOGCMs do not provide 
detailed local and regional projections, it is generally agreed that they simulate overall changes 
in climate successfully (Meehl et al., 2007). 
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1.2.  Available Downscaling Methods 
Downscaling methods can be further subcategorized as either dynamical or statistical 
procedures. Regional climate models (RCMs), which comprise the former type of downscaling, 
compute enhanced resolution climate simulations over specific regions. These are either nested 
within AOGCMs or run afterwards using boundary conditions from AOGCMs that are updated 
every three to six hours. RCMs such as the CWRF (Liang et al., 2001), CMM5 (Liang et al., 
2004), HadRM3H (Hulme et al., 2002), HIRHAM (Christensen et al., 1998), and CHRM (Lüthi 
et al., 1996) physically parameterize climate variables and provide an output with detailed 
(depending on the resolution of the RCM) gridded variables. However, due to their 
parameterized computations these models require an ample amount of computer time and 
capacity to perform each simulation; hence these methods are not widely available to the general 
user, and only few future scenarios are commonly run. Additionally, they are only applicable 
over the specific region they are designed for. 
Statistical downscaling models, on the other hand, derive quantitative statistical 
relationships between the climate simulated by large-scale AOGCMs and the observed climate in 
the region or location of interest. The relationship between simulated and observed historical 
climate can then be applied to AOGCM simulations of future scenarios, to achieve output of 
higher detail and resolution than the AOGCMs can attain, which then in turn can be used in local 
and regional climate assessments focusing on the effects local climate change will most likely 
have on everything from infrastructure to natural habitats due to, e.g., increases in temperature or 
low lake water levels. Statistical downscaling techniques are growing in popularity for regional 
climate analyses, mainly due to their relative cost and time efficiency, but also because they, 
unlike RCMs, are easily transferable to other regions and have the ability to directly incorporate 
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observations. 
There are some disadvantages to statistical downscaling, however; the methods require 
long and reliable observed historical datasets and the methods are dependent upon the choice of 
predictor variables as well as the region and season. Furthermore, climate feedbacks are not 
included in statistical downscaling methods and they rely on the truthfulness of the AOGCM 
output for the variables and region of interest (Fowler et al., 2007). The biggest uncertainty 
might be non-stationarity of the predictor-predictand relationship, which is related to changes in 
the climate system feedback mechanisms through time (Wilby, 1998). However, statistical 
downscaling models have shown skill in this direction as well: Vrac et al. (2007b) compared the 
output from an RCM to statistically downscaled precipitation, and found that the statistical 
downscaling model was capable of capturing the climate change signal as simulated by the 
RCM, particularly for quantiles below the 90
th
 percentile.  
The techniques which comprise statistical downscaling can be divided further into three 
general subcategories: weather typing approaches, stochastic weather generators, and transfer 
functions. In weather typing approaches, relationships between synoptic-scale atmospheric 
circulation types and local climate states are estimated (Conway et al., 1996; Wilby et al., 1998; 
Mearns et al., 1999; Harpham & Wilby, 2005; Vrac et al., 2007a). The idea of classification 
methods is that one type of atmospheric circulation patterns tends to bring one type of 
precipitation or temperature patterns, and thus by identifying the atmospheric circulation pattern 
one can infer which types of weather are more likely to occur in the location or region of interest.  
Stochastic weather generators are models that generate synthetic time series for a set of 
climate variables based on statistical characteristics of observed weather at that location. It takes 
advantage of the statistical relationships between large- and local-scale climate information and 
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uses stochastic noise to inflate variance (Semenov & Barrow, 1997; Wilby et al., 1998; Huth, 
2002). An example of a stochastic weather generator is the Statistical DownScaling Model 
(SDSM) developed by Wilby et al. (1999, 2002). It is a Windows-based model that produces 
site-specific daily scenarios for temperature, precipitation, and/or humidity, based on statistical 
downscaling of AOGCM output such as geopotential heights, vorticity, geostrophic airflow, sea 
level pressure, humidity, temperature, and precipitation occurrence (Wilby et al., 2002). 
The third statistical downscaling category is transfer functions, which define quantitative 
relationships, or correlations, between simulated large-scale climatological variables and 
observed surface variables by means of regression analysis. There is a wide span of methods 
available ranging from very simple methods, such as the delta approach, which uses differences 
between simulated current and future climate conditions added to observed time series of the 
same climate variables (e.g. Hay et al., 2000), to more complex methods, such as multivariate 
procedures where two or more variables are used to simulate two or more downscaled variables 
(e.g. Stehlík & Bárdossy, 2002) and artificial neural networks (ANN), which uses stepwise non-
linear transformations to transform AOGCM output to mimic observations (Wilby et al., 1998; 
Harpham & Wilby, 2005; Haylock et al., 2006, Kostopoulou et al., 2007). ANN can be used to 
analyze non-linear relationships between the variables studied, however they tend to 
underestimate the variance of observations, and can thus underestimate the frequency and 
intensity of extreme events (Zorita & von Storch, 1997). Other widely used examples of transfer 
functions include multiple linear regression analysis (MLR), which identifies linear relationships 
between multiple predictors and one predictand (Crane & Hewitson, 1998; Huth, 1999, 2002; 
Huth et al., 2001; Wilby et al., 1999, 2000; Boé et al., 2007; Kostopoulou et al., 2007), canonical 
correlation analysis (CCA), which recognizes patterns in different data fields that have the 
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largest possible temporal correlation (Busuioc et al., 1999,2001; Huth, 1999; Haylock et al., 
2006; Schmidli et al., 2006; Blenkinsop & Fowler, 2007), and singular value decomposition 
(SVD), a method similar to CCA,  but using eigenvectors to match spatial patterns of the 
predictor and predictand with maximum temporal covariance (Huth, 1999; Widmann et al., 
2003; Schmidli et al., 2006; Garcia-Morales & Dubus, 2007). 
Huth (1999) compared three linear methods of downscaling daily mean temperature over 
central Europe (using data from NCEP reanalysis data and 39 stations): CCA, SVD, and three 
versions of MLR. He found that MLR was most successful; however its success depended on the 
procedure employed and the atmospheric fields used as predictors. He found that temperature 
fields as a predictor variable resulted in a more accurate specification rather than circulation 
variables, and that the accuracy of the downscaling exhibited geographical variations, with 
higher accuracy for high-altitude stations and at maritime sites. 
As part of the STAtistical and Regional dynamical Downscaling of EXtremes for 
European regions (STARDEX) project Goodess et al. (2007) compared 22 statistical 
downscaling methods and found that performance varied across seasons and stations. She found 
that traditional regression methods proved more successful in downscaling European extremes of 
temperature and precipitation than more complex methods such as ANN. Haylock et al. (2006, 
also part of STARDEX) compared eight downscaling methods (six statistical and two 
dynamical) for downscaling precipitation over the U.K. and found that models based on ANN 
were most successful at modeling interannual variability, however extremes were 
underestimated. 27 journal papers were published as part of the STARDEX project. The overall 
conclusion was that no consistently superior statistical downscaling model could be identified, 
particularly when working at the station scale, which the majority of the authors did. The final 
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report recommended using a range of methods along with a variety of AOGCMs and RCMs 
(STARDEX, Final Report
1
).  
The downscaling approaches applied in the STARDEX project were only evaluated over 
Europe and no such downscaling comparison assessment has been done for any other part of the 
world, hence it remains unknown whether the methods that proved successful in the STARDEX 
project will be just as successful in other regions of the world with different types of climate.  
 
1.3.  Research Objectives 
Previous downscaling methods are either: (a) simple but operational, or (b) complex but 
not operational. Some of the aspects preventing statistical downscaling methods from being 
operational are that they need output from AOGCMs that are not saved on a regular basis; or 
they require too much time to set up and run. Hence, the only operational methods have been 
very simple ones such as Quantile Mapping or the Delta Change method; however, these 
methods are not capable of resolving future changes in the tails of the distribution. 
The majority of downscaling methods all have one thing in common: they train the 
downscaling model using corresponding chronological time series between the AOGCM and 
observations.  However, we know for a fact that AOGCMs behave chaotically and are only 
initialized with observations, meaning there is no day-to-day correspondence between the two. 
Hence, the most generalized way of training a downscaling model might not be the most optimal.  
A different approach to downscaling, which has rarely been applied in the field of 
atmospheric sciences, is quantile regression, which is the focus of this study. This idea matches 
                                                          
1
 http://www.cru.uea.ac.uk/projects/stardex/ 
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quantiles of the observed data with those from the AOGCM output, estimating a regression 
model relating the two. By applying this procedure, a downscaling model can be constructed 
based on the distribution of the variables instead of based on the time varying aspect of the 
problem, resulting in higher correlation between downscaled and observed data (quantile 
regression will be further elaborated on in Chapter 2). 
Dettinger et al. (2004) first applied a technique called statistical asynchronous regression 
(SAR), which was developed in the field of space studies by O‟Brien et al. (2001), to examine 
simulated hydrologic responses to climate variations and change. SAR can be used to determine 
relationships between two quantities that are not measured simultaneously, such as an observed 
and a model-simulated time series of e.g. daily mean temperature. It takes advantage of the 
hypothesis that although the two time series are independent they describe the same variable, at 
approximately the same location (here: observed data are at a single point, whereas the model 
output is for a grid cell covering a larger area), and must have similar probability density 
functions (PDFs). Quantile regression techniques can force the simulated data to have nearly 
identical PDFs to the observed data, resulting in a morphed simulated time series that highly 
resembles the observed time series. The regression model developed can then be applied to 
future time series, giving a downscaled time series for the future (Dettinger et al., 2004). This 
method of downscaling is highly efficient compared to regional modeling, since it does not 
involve retention of the large-scale dynamical flow patterns, and thus does not require a large 
amount of computer resources. Another interesting aspect of this method is that it does not build 
a model based on day-to-day correspondence between the AOGCM and observations, but instead 
is based on matching quantiles of each dataset, as described above. 
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The objective of this study is to apply these methods, to develop a relatively 
straightforward, but robust, statistical downscaling technique, based on the quantile regression 
idea proposed in O‟Brien et al. (2001) and Dettinger et al. (2004), but enhanced by several key 
steps, which will be explained further in the following chapters. The enhanced SAR technique 
can downscale any variable simulated by AOGCMs and observed on a daily basis that has, or 
can be transformed into, a Gaussian-like or symmetric distribution. One of the unique aspects of 
the quantile regression technique, along with our enhancements, is a high accuracy in 
downscaling of extremes, which often is the sole focus of impact studies when applying the 
downscaled output. Hence this method is able to paint a more accurate picture of how often we 
might experience severe weather events, such as the ones described above, and furthermore, how 
severe these events might be. A detailed description of the downscaling technique developed in 
this study is given in Chapter 2. 
The performance of the technique will be evaluated in terms of its ability to simulate 
observed temperature and precipitation. It will be applied to multiple observational datasets 
including GHCN stations as well as VIC gridded observations in order to generate high-
resolution future projections. Most statistical downscaling studies focus on downscaling 
AOGCM grid cells to a single point or station (e.g. Busuioc et al., 1999; Huth, 1999; Huth et al., 
2001, 2003, 2008; Wilby, 1998; Wilby et al., 1998, 1999, 2003; Maurer, 2002; Harpham & 
Wilby, 2005; Benestad et al., 2007; Friedrichs & Hense, 2007; Gachon & Dibike, 2007; Garcia-
Morales & Dubus (2007); Kostopoulou et al., 2007), but this provides limited information about 
a region, as a whole. Few studies focus on statistical downscaling for a two-dimensional area 
(Murphy, 2000; Busuioc et al., 2001; Widmann et al., 2003; Blenkinson & Fowler, 2007; Salathe 
et al., 2007; Schmidli et al., 2007; Maurer & Hidalgo, 2008). By applying the enhanced SAR 
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downscaling technique to high-resolution gridded observations we can obtain a two dimensional 
aspect of the validity of the method. An evaluation of the downscaling method is given in 
Chapter 3, focusing on successive improvements to the model and the subsequent results and 
bias from downscaling two stations each for temperature and precipitation. Chapter 3 also 
includes an introduction to spatial downscaling, using high-resolution gridded observations. As 
of this writing a journal paper is in the process of being completed focusing on the aspect of the 
downscaling method and evaluation based on localized downscaling, the contents of Chapter 2 
and 3. A separate paper will focus on the spatial aspect of the downscaling method. 
Additionally, few, if any, statistical downscaling impact studies have compared 
downscaling accuracy, using the same technique, in different regions of the world and for 
different AOGCMs. Part of the focus of this project is also to evaluate the applicability of the 
enhanced SAR downscaling method over two vastly climatologically different regions, namely, 
the continental United States and Alaska. These two regions demonstrate how the technique can 
be used in a temperate continental to marine-type climate in the United States, as well as for the 
Arctic climate of Alaska. Chapter 4 compares the biases in the downscaling results over these 
two regions. A third journal paper, to be submitted later in the summer of 2011, will focus on the 
downscaled projections of temperature and precipitation over the Eastern Mediterranean region 
as part of the Eastern Mediterranean Assessment study. 
Another application of the downscaling approach, likewise described in Chapter 4, is 
downscaled 2070-2099 temperature and precipitation projections over the North American 
continent based on data from 25 stations as well as gridded observations over the continental 
United States using four AOGCMs, and four possible future scenarios. This will serve as the 
basis for a fourth journal paper to be written in the fall of 2011, focusing on the future 
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projections of downscaled extreme temperature and precipitation events in the Mobile, Alabama, 
area. This study is done in cooperation with the Department of Transportation and Parsons 
Brinkerhoff, a constructional engineering consulting firm. 
A comparison with two other widely used downscaling methods is given in Chapter 5 
along with a discussion and conclusion to the study. This chapter finishes with a brief summary 
of future work to be done. 
As the following chapters show, the development of the enhanced SAR downscaling 
technique will provide a unique and robust, easy to go to method for downscaling any 
atmospheric variable, measured on a daily basis, which has, or can be transformed into, a 
symmetrical distribution. Furthermore, it is applicable to both local station-based studies as well 
as studies focusing on a larger spatial domain, another unique aspect of this study. 
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CHAPTER 2 
DEVELOPMENT OF STATISTICAL METHOD 
The downscaling method developed in this study is based on a statistical tool called 
quantile regression. This chapter will give a brief overview of quantile regression before going 
into a comprehensive description of the downscaling method developed in this study including 
preparations of the data, the actual downscaling method, bias correction, as well as special 
handling of the temperature and precipitation variables. 
 
2.1.  Introduction to Quantile Regression 
Statistical analyses are often based on some form of regression analysis – fitting a 
function that relates one of more variables to another variable. It is a convenient way of 
investigating whether covariance exists between variables, and if so, the resulting regression 
model can be applied to predict either variable when only one of them is available. Koenker and 
Bassett (1978) introduced a new approach to regression analysis that they termed “quantile 
regression”. Quantiles refer to values of a cumulative population (i.e. the data is sorted by 
increasing value), that divide the population into equal-sized segments, thus being the data 
values marking the boundaries between consecutive subsets. If the data is divided into q equal-
sized subsets, the k
th
 quantile for a variable is the value x such that the probability that the 
variable will be less than x is at most k / q and the probability that the variable will be more than 
x is at most (q − k) / q. There are q − 1 quantiles, one for each integer k satisfying 0 < k < q. 
Quantile regression seeks to determine the estimation of conditional quantile functions – 
models in which quantiles of the distribution of the predictor variable are expressed as functions 
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of observed covariates (Koenker and Hallock, 2001). In other words quantile regression results 
in estimates approximating the quantiles of the predictor variable. 
For the use in science, quantile regression can be very beneficial in developing 
relationships between two variables that are not necessarily correlated in time but describe the 
same phenomenon, such as model simulated and observed temperature. 
 
2.2.  Statistical Asynchronous Regression 
The downscaling method developed in this study is fundamentally a quantile regression 
method based on a technique initially developed in the field of space studies by O‟Brien et al. 
(2001) that they termed Statistical Asynchronous Regression (SAR). This technique determines a 
relationship between two quantities that are not measured simultaneously; in the case of the 
O‟Brien et al. study, measurements of relativistic electron conditions measured from two 
different satellites passing over the same area at different times; or in this study, observed and 
model-simulated time series of e.g. daily maximum temperature. It takes advantage of the 
hypothesis that although the two time series are independent they describe the same variable, at 
approximately the same location (here: observed data are at a single point, whereas the model 
output is for one or several grid cells covering a larger area), and have similar probability density 
functions (PDFs). This method has also been applied by Dettinger et al. (2004) to examine 
simulated hydrologic responses of river basins to climate variations and change. 
Advanced regression techniques such as SAR can force the simulated data to have a 
nearly identical PDF to the observed data, resulting in a morphed simulated dataset that highly 
resembles the observed data. The statistical model developed can then be applied to future 
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simulations of the variable of interest, giving a so-called downscaled time series for the future. 
This method of downscaling is highly efficient compared to regional modeling, since it does not 
involve retention of large-scale dynamical flow patterns or the solving of innumerous energy, 
water, and momentum balance equations, and thus does not require a large amount of computer 
time and resources. 
For a time series containing N values there are N ranks in each vector. A model can then 
be constructed by regressing the value at rank ni of the simulated vector onto the value of the 
same rank of the vector containing observed values, for i = 1…N (Dettinger et al., 2004), hence 
the regression is asynchronous, i.e. data values that are regressed against each other are not 
necessarily the same calendar day but correspond by quantile. This forces the simulated time 
series to have an approximately identical PDF to the observed time series. The procedure is 
permissible in view of the fact that the AOGCM is free to evolve chaotically, with only the 
radiative forcings being locked; hence each model simulation is just one out of many possible 
outcomes and there is thus no daily correspondence between the model and observations. 
The SAR technique makes it possible to regress two independent time-varying variables 
X(t) and Y(t) using only their statistical distributions F(x) and G(y). The method determines a 
function Y=u(X) by matching the quantiles of x and y of the distributions of X and Y for each 
probability level (O‟Brien et al., 2001). Figure 2.1 shows how the probability of an event 
occurring between x1 and x2 as the shaded region of the F(x) PDF. This area is equal to the 
shaded area between y1=u(x1) and y2=u(x2) of the G(y) PDF, indicating that probability is 
conserved.  
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With any two of these three curves, it is possible to determine the third. For our purpose 
we use observed and simulated historical values of either minimum, maximum temperature, or 
precipitation to determine the relational function u(X), assuming there is a function such that 
          , 
where, i=1… N and N is the maximum rank equal to the number of values in the data set, yi is the 
i'th rank in the sorted observed monthly vector, xi is the i'th rank in the sorted simulated monthly 
vector, and β0 and β1 are the parameters of the regression model. 
 
 
 
Figure 2.1. Probability densities for X and Y are plotted outside of the respective axes. The 
function Y=u(X) provides the scaling from X to Y. Consistent with the conservation of 
probability, the shaded regions have equal area. From O’Brien et al. (2001). 
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Once we know the function u(X) we can apply that to future values of simulated 
minimum, maximum temperature or precipitation and get an estimated observed time series for 
the future, such that 
 ̂   ̂   ̂   , 
where, ŷi is the downscaled (or estimated observed) value at rank i, and  ̂  and  ̂  are estimated 
parameters of the regression model. This example uses a linear relationship, however, that does 
not necessarily have to be the case. 
Before attempting the regression analysis it is important to verify that the two time series 
(simulated and observed) have somewhat similar PDFs; the more symmetric both distributions 
are, the simpler a function can be found relating the two distributions. If the distributions are not 
symmetric in nature, they can sometimes be manipulated to mimic a symmetric distribution. This 
is explained further in the section on precipitation downscaling later in this chapter. 
 
2.3.  Development of an Improved Statistical Asynchronous Regression Method 
2.3.1.  Data Preparation 
In this study three different atmospheric variables are downscaled: daily values of 
minimum and maximum temperature as well as 24 hour precipitation accumulation. Needless to 
say, temperature and precipitation are variables with quite different characteristics; temperature 
is time-continuous and the probability function is not far from symmetric in nature. Precipitation, 
on the other hand, is more difficult to work with. It is not continuous in time and the amount of 
precipitable days in observations rarely, if ever, match the amount of precipitable days in model 
simulations. Furthermore, the distribution of precipitation is far from symmetric since there is a 
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natural cut-off at zero, and the occurrence of low precipitation amounts is much more frequent 
than the occurrence of large precipitation amounts. Hence these two variables must be dealt with 
somewhat differently.  
Similar for temperature and precipitation, in order to train the downscaling model the 
observed record must have an adequate length and quality of the data. We determined that an 
appropriate cutoff, in order to retain a certain quality of the station data, was a minimum of 20 
consecutive years of daily observations with less than 5% missing data was needed in order to 
produce robust results without overfitting. Where data is available, the method uses the entire 
observational record from 1960 to the present for training purposes. 
The observational station data further underwent a quality control procedure, eliminating 
any data values for which the minimum temperature exceeds the maximum temperature for a 
particular day; it would seem like that should not be possible in station observations, however 
several days were found for multiple stations where that was the case. Furthermore, five or more 
consecutive days with repetitive values are eliminated, as were values of maximum temperature 
if they are below -40°C or above 60°C, minimum temperatures below -60°C or above 50°C, and 
precipitation values if they are below 0mm or above 915mm.  
Building a downscaling model requires a training period used to develop and train the 
method, and an independent evaluation period for which the model can be tested against a set of 
observations not used in the training process. Traditionally this has been done by dividing the 
time period into two consecutive periods, e.g. 1960-1989 for training and 1990-1999 for 
evaluation; however we found that the model was improved by selecting two subsets of years, so 
that even years were used for training and odd years were used for evaluating the downscaling 
model. This reduces the risk of capturing only one phase of any natural oscillation mechanism, 
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such as the El Niño – Southern Oscillation or the Pacific Decadal Oscillation, in either the 
training or evaluation period, and thus having a poor fit of the final model during the evaluation 
period.  
Once the process of building the code was complete and downscaling of future values 
could begin, the AOGCM output and observations corresponding to the entire historical record 
were used in training the model in order to have a longer training period and getting as well-
trained a model as possible. 
To train the downscaling model, the observed and historical simulated time series must 
be of equal length. Often observed records have 366 days per year (theoretically every year is 
counted as a leap year, but containing a missing value on February 29
th
 during years that are not 
actual leap years), whereas AOGCMs can vary between having 360 days per year, such as the 
HadCM3 model, which has 30 days in each month, to 365 days per year for the remaining 3 
models, other models, not included here, use the Gregorian calendar, which accounts for leap 
years.  
Leap days in observations are eliminated in order to match observations with AOGCMs 
that have 365 days per year, however, when working with AOGCMs such as the HadCM3 model 
that only have 360 days per year, the observations must be manipulated to match the model. In 
the case of the HadCM3 model, in order to let each month in observations have 30 values, the 
last day of January is moved to become the first day of February, likewise, the first day of March 
is moved to become the last day of February, thus all three months having 30 days. This method 
retains more data points, instead of removing the last two days in every simulated February to 
match the 28 days in observations. Other months with 31 days in observations (May, July, 
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August, October, and December) have the last day removed to match the length of those months 
for the AOGCM simulations.  
Secondly, any missing values in either the observations or the AOGCM training period 
must be removed to be able to use the time series in regression analyses, which do not accept 
missing values, and in order to keep the two time series the same length, the data points for the 
same dates are removed from the other data set although they might not necessarily contain 
missing values. 
The data is then separated into twelve vectors by month such that a separate downscaling 
model can be built for each month. This is done so as to account for different weather patterns 
dominating the region at particular times of the year and thus a varying set of variables affecting 
the weather of each month or season. Additionally, two weeks of overlapping data on either side 
of each month are included. This additional refinement was added to account for shifting seasons 
in future projections that may produce future conditions outside the range of a typical historical 
month. It also allows the method to utilize each data point twice rather than once during the 
training process.  
Each month‟s time series is then reordered by rank, thus having continuously increasing 
values versus being chronological. This process matches the quantiles, or ranks, of each vector 
(now no longer a time series) instead of matching the calendar date, thus making the two vectors 
asynchronous. Figures 2.2 and 2.3 show scatter plots between AOGCM simulated temperature 
and observed temperature for chronological and sorted data, respectively, illustrating the fact that 
rearrangement of the data will aid the regression model in being able to achieve a much better fit 
when fitted to vectors matched by quantile rather than to two time series matching by calendar 
date. The plots in Figure 2.3 are also known as Q-Q plots. 
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Figure 2.2. Monthly scatter plots of observed and AOGCM simulated daily maximum 
temperature for Chicago Midway Airport. Each point has matching calendar date for the 
observed and simulated time series. 
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Figure 2.3. Monthly scatter plots of observed and AOGCM simulated daily maximum 
temperature for Chicago Midway Airport sorted by rank. Each point has matching quantiles for 
the observed and simulated vectors. 
 
Additionally, pairs of points are removed if the difference between two values in the 
simulated vector are greater than 50 times the difference between two values in the observations. 
This occurred a few times, and often made it difficult for the regression model to obtain a good 
fit at the extreme ends of the distribution. Figure 2.4 is a Q-Q plot illustrating this problem 
between the two points in the lower left corner. Removing the far left point will enhance the fit 
of a regression line. 
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Figure 2.4.  A monthly Q-Q plot showing that the removal of the far left point will simplify the 
regression model and enhance the fit. 
 
2.3.2.  Testing Regression Algorithms 
I examined whether a straight linear function or more complex polynomial functions 
would be best suited for the monthly regressions. The coefficient of determination R
2
 provides a 
clear picture of how good the fit achieved in the regression is. The value of R
2
 ranges from 0 to 
1, with 0 indicating that no relationship exists between the predictand and the predictor, and 1 
meaning there is a perfect fit between the two.  
I found that a straight linear model gives a good fit, with a high, R
2
 (see Figure 2.5a), 
however, the fit was often not as good near the extreme low and high ends, which often times are 
the values of temperature of most interest in local and regional impact assessment studies.  
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Polynomials of increasing order were found to result in slightly better fits (Figure 2.5b-
d), however, residuals still exist near the extreme ends, which are higher than hoped for, or the 
polynomial will begin to curve down at higher temperatures, which is also not optimal since it is 
unnatural behavior for the regression function to predict lower estimated observed temperature 
for higher simulated values that temperatures predicted for lower simulated values. Figure 2.5 
shows these traits for a single month, along with the R
2
 value for each regression. 
 
 
Figure 2.5. Linear, 2
nd
, 3
rd
, and 4
th 
degree polynomials fitted to the same data along with 
coefficients of determination for each fit. 
 
LINEAR MODEL 2nd DEGREE POLYNOMIAL 
4th DEGREE POLYNOMIAL 3rd DEGREE POLYNOMIAL 
R
2 
= 0.9655 
R
2 
= 0.9874 R
2 
= 0.9779 
R
2 
= 0.9778 
(a) (b) 
(c) (d) 
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2.3.3.  Piecewise Linear Regression Algorithm 
A fifth method of fitting the regression model was then tested, this time by performing 
linear regressions but allowing the regression line to break in a number of places, while still 
having a continuous line. I found that adding break points, or knots, in appropriate places, such 
that the regressions become segmented, or piecewise, acts to minimize the residuals resulting in 
further improvements to the model as well as higher accuracy near the extreme ends of the 
spectrum. This also corrects for any locations or months with less symmetric distributions as 
well as differences in shape of the distributions of observations and model simulations. 
R, the statistical programming language employed in this study, has a function that can 
add break points to a regression, however it places the break points at predetermined, evenly 
distributed, quantiles based on how many break points one desires to include in the regression. 
For example if one wishes to include one break point, the built-in function in R automatically 
places that at the 50
th
 quantile, or if one desires two break points they would be placed at the 33
rd
 
and 66
th
 quantiles, respectively, and so on. However, these might not necessarily be the optimal 
placements of the break points, and the ideal number of break points to include might vary from 
month to month and location to location, hence a better approach to finding break points was 
needed in order to let the downscaling procedure automatically find how many break points were 
needed and where to place them in order to get the best possible fit for each month. 
The method developed for this analysis aims at finding optimal locations in each monthly 
set of observations and AOGCM simulations to place a break point as well as the optimal 
number of break points to include, while limiting the number of break points to no more than six 
in each regression.  
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The process developed to locate break points performs a large number of linear 
regressions between monthly observations and AOGCM simulations for a moving window. The 
width of the window is determined with respect to temperature, instead of by a fixed number of 
data points, as is generally done when applying a moving window in any procedure. This process 
is applied because the concentration of data points near the center of the distribution is much 
higher than toward the tails, thus causing a moving window with constant width with respect to 
the number of data points to be much narrower near the center of the distribution than near the 
tails, where the distance between neighboring points is larger.  
The R
2
 value for each regression is recorded and saved in a vector and break points are 
then located by iterating through the vector containing R
2
 values, specifying certain requirements 
to the R
2
 values, such that the R
2
 has to be the minimum value in the time series and also be 
below the mean R
2
 value.  If an R
2
 value meets the requirements then the location of the middle 
of that window is a break point and R
2
 values are blocked on either side of that break point by 
the width of the moving window, so that particular break point, or one close to it, is not found in 
the next iteration.  
In order to have an R
2
 value for each data point in the vector, the regressions are initiated 
at the 40
th
 percentile data point with the moving window trailing the data point of interest to the 
left while moving to the right, up to the 100
th
 percentile. After break points are found for the 
upper 60 percent of each monthly vector, the procedure is repeated beginning at the lowest found 
break point, or if no break points are found, at the 40
th
 percentile, moving left toward the 0
th
 
percentile, with the moving window trailing to the right. This allows each data point in the 
monthly vector to have a corresponding R
2
 value as opposed to having to eliminate part of one, 
or both, tails due to not enough values within the moving window. 
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To increase the precision of the regression at the extreme ends of the spectrum the 
moving window is set to decrease in size toward the tails, such that between the probabilities (P) 
of 0.1 ≤ P ≤ 0.9 the window width remains fixed at 5% of the total temperature span (10% for 
precipitation) for that particular month; and at the tails of the distribution, particularly for 
probabilities of 0 < P < 0.1 and 0.9 < P < 1.0 (0 < P < 0.15 and 0.85 < P < 1.0 for precipitation) , 
the window width decreases linearly to a minimum of 2˚C (5% for precipitation) at the 0th and 
100
th
 percentile.  
After the width of the moving windows are found with respect to temperature, each 
window is then converted to width in terms of number of data points to ease programming, while 
requiring a minimum of 10 data points per window in order to have a meaningful number of data 
points to perform a regression upon.  
Three iterations are done in each section (defined by whether the moving window trails 
either to the right or the left), finding a maximum of six break points per monthly set of values.  
A last requirement was set to not allow break points to fall within the first and last five 
points of the data set, such that break points will not fall too close to the 0
th
 and 100
th
 percentile.  
Figure 2.6 shows how fitting a piecewise regression model to monthly data can give a 
better fit than straight linear or polynomial regression models. The coefficients of determination 
are now very close to 1 for the months shown; it is not until the third decimal that the value 
deviates from 1. It also shows that the extreme ends of curve have smaller residuals when 
applying piecewise linear regression compared with residuals from applying a linear or 
polynomial regression function (Figure 2.5). 
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Figure 2.6. Observed monthly temperature regressed against AOGCM simulated temperature for 
four months using piecewise linear regression. These particular four months have 5, 5, 6, and 6 
break points each, respectively. The coefficient of determination does not deviate from 1 until the 
third decimal. 
 
Figure 2.7 shows how the annual PDF (results from monthly downscaling recombined to 
a yearly time series) of maximum temperature for the AOGCM simulated data (red) for the grid 
cell covering the Chicago Midway Airport weather station is shifted to the left compared to the 
PDF of observed maximum temperature (black). Results from downscaling by applying the 
monthly piecewise linear regression technique (green line) forces the simulated data to have a 
PDF similar to observations. 
 
May 
August July 
June 
R
2 
= 0.9963 
R
2 
= 0.9972 R
2 
= 0.9978 
R
2 
= 0.9977 
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Figure 2.7. Probability density functions for GFDL-CM2.1 simulated maximum temperature 
(red) over Chicago Midway Airport, observed maximum temperature (black), and fitted 
maximum temperature during the training period (green). 
 
2.3.4.  Removal of Negative Slopes 
The concept of using piecewise linear regression introduces the risk of having one or 
more of the segments carry a negative slope. This is not ideal since lower AOGCM simulated 
values can produce higher downscaled values than a higher AOGCM simulated value. Say, xi < 
xi+50 are two AOGCM simulated values 4°C apart in a section of the regression having a negative 
slope; the negative slope will cause the downscaled value corresponding to xi to be higher than 
the downscaled value corresponding to xi+50.  
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A section of the regression model with a slope close to zero can also be a problem. This 
will introduce an unwanted peak in the downscaled PDF, since the pocket of the simulated 
values, which are subject to the „flat‟ slope, will produce downscaled results that all have the 
same, or nearly the same, value. To correct for these unwanted features all slopes in each 
regression model are calculated, and one or more break points are removed to eliminate any 
negative slopes there might be.  
Removal of a negative or „flat‟ slope will always have a negative impact on the 
regression fit, since the segment having the negative or „flat‟ slope is inserted to optimize the fit. 
However, sometimes the removal of negatives slopes can have a more destructive impact on the 
quality of the fit than the negative impact of having a few data points with values estimated 
being less than values further down, hence it was decided to allow for negative or „flat‟ slopes if 
they are not the first or last segment in the regression, and if they had a span of less than five 
points, and also allow a nearly flat slope (-0.1 < slope < 0.1) if it was no longer than 2 data 
points. 
To remove a negative slope the break point to the left is removed, unless it is the first 
segment of the regression, in which case the break point to the right is removed. One break point 
is removed at a time and once the regression and new slopes are re-calculated, the process is 
repeated in case there is more than one negative slope, or if a new segment with a negative slope 
is introduced. This process is iterated up to five times, stopping if all negative slopes have been 
eliminated. 
Once the break points are found and possible negative or nearly „flat‟ slopes have been 
eliminated, a model is built that performs piecewise linear regressions, with the use of spline 
interpolations, between the monthly simulated and observed data ordered by rank, including the 
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break points. This regression model can then be used on future temperatures, similarly ordered 
by rank, assuming that the shape of the PDF remains constant (i.e. assuming stationarity in 
climate system feedback mechanisms).  
 
2.3.5.  Bias Correction 
Since the regression process is a statistical tool, and does not have any link to the natural 
world, there is a risk that values are introduced that simply cannot exist in nature, such as values 
much colder or warmer than has ever been measured since recording of temperature began, or 
values that simply are unrealistic for the region being downscaled. In order to correct values such 
as these, a bias factor is introduced, correcting low and high downscaled temperatures and high 
downscaled precipitation values that are more than 30% lower or higher, respectively, than the 
low or high values found in the observed record for the same location. Here, low values are 
defined as values that fall between the 0
th
 and 5
th
 percentile, and high values meaning values that 
fall between the 95
th
 and 100
th
 percentile. In order to not risk eliminating a naturally large bias in 
temperature or precipitation values falling close to zero, temperatures are converted to Kelvin 
and an arbitrary large number, here 250, is added to precipitation, before correcting with the bias 
factor (which is similarly changed to reflect the new larger values).  
For precipitation, the downscaling model in some cases predicts values falling below 
zero. These are corrected to zero. 
After the bias correction, temperature and precipitation values are again converted back 
to degrees Celsius or millimeters. 
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After completion of all processes relating to the downscaling such as the location of 
break points, piecewise linear regression, removal of negative slopes, and bias correction, the 
downscaled temperature values must subsequently be rearranged back into the original order to 
retrieve a continuous chronological time series of the downscaled values, and the data is then 
rounded to the nearest 100
th
 decimal. 
 
2.3.6.  Treatment of Temperature Data  
Although the downscaling procedure is the same for temperature and precipitation, due to 
the differences in the nature between the two variables there are some differences in the initial 
handling of each variable. 
AOGCMs are precise to the single grid cell but only accurate at the regional scale. 
Removing small spatial scale noise ensures that we are not fitting to AOGCM variability that is 
precise but inaccurate. Simulated values of daily minimum and maximum temperature from each 
AOGCM first undergo a filtering to remove noise and smoothe the AOGCM output (smoothing 
of AOGCMs is suggested by Raisanen and Ylhaisi, 2011). The method used here is Empirical 
Orthogonal Function (EOF) analysis, which essentially is a decomposition of the simulated field 
into separate spatial fields where each field explains a certain amount of variance in the original 
field. The first EOF explains the most variance, the second EOF accounts for the second most 
variance, and so on. Generally the last few EOFs are said to be noise within the original field 
since they explain very little of the original variance. 
For this study EOF analysis is performed on the gridded AOGCM temperature output, 
retaining the first number of EOFs accounting for 97% of the original variance. This step was 
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found to improve the performance of temperature downscaling, especially for inland stations as 
will be shown in Chapter 3, by increasing the fit of the regression for the evaluation period. The 
exact level at which to set the cutoff was determined by comparing several cases of noise 
removal ranging from retaining 85-98% of the variance. Root mean square errors (RMSEs) 
proved 97% to be an appropriate amount of variance to preserve. 
Due to the fact that AOGCM grid cells are large (up to several degrees in each dimension 
as shown in Table 3.1) compared with those of the gridded observations (1/8° x 1/8° in 
dimensions for the continental United States, 0.5° x 0.5° over Alaska), the output from 
downscaling to a spatial field often contains abrupt visible transitions matching the AOGCM 
grid boundaries. In order to eliminate these unnatural transitions in the downscaled output, the 
AOGCM predictor fields are regridded, using bilinear interpolation, to the scale of the gridded 
observations. Predictor values from the smaller grid cells within the regridded AOGCM field, 
matching the observed grid cell, is then being downscaled, instead of using a larger grid cell 
directly from the AOGCM. This was found to create a smoother output for the spatial 
downscaling without the abrupt shifts. 
 Units most often also need to be converted in either the observations or the AOGCM 
output to match each other. AOGCM output for temperature most often have units of degrees 
Kelvin, whereas units for observed temperature differ depending on which data center manages 
the records. For consistency, observed and simulated data are both converted into degrees 
Celsius.  
No manipulation is necessary in order to render the monthly temperature distributions to 
be roughly symmetrical in shape. Figure 2.8 shows the distributions of monthly maximum 
temperature at Chicago Midway Airport, which are all very close to symmetric in nature. 
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Simulated temperature distributions are not depicted, but these are very similar in shape to the 
observed temperature distributions. 
 
 
Figure 2.8. Distributions of maximum temperature at Chicago Midway Airport are 
approximately symmetric. 
 
2.3.7.  Treatment of Precipitation Data 
Daily precipitation accumulation is likewise simulated by AOGCMs and given as output 
on the coarse grids shown in Table 3.1 in a later section. However, precipitation events can be 
extremely localized; therefore the coarse grids resolved by AOGCMs cannot possibly capture the 
natural spatial distribution of precipitation events. Furthermore, AOGCMs are notorious for 
simulating far more events with small precipitation amounts, or drizzle, than are actually 
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observed (e.g. Perkins et al., 2007; Sun et al., 2006; Chen et al., 1996). Here, statistical 
downscaling can offer a solution by building a relationship between the simulated and observed 
data, much like the process for downscaling temperature. 
The downscaling model for precipitation is similar to that for temperature in many 
aspects, but with some key differences. For practical purposes an AOGCM predictor had to be 
chosen that was commonly archived at the daily scale. Although upper-level humidity and 
geopotential height have shown promise in downscaling precipitation, few AOGCMs have 
preserved daily outputs. Thus 24 hour cumulative precipitation was selected as the predictor for 
precipitation.  
For temperature, noise was removed by applying EOF analysis on the data and retaining 
the most important part of the variance. This was tested on precipitation as well, but we found it 
to degrade the result along with introducing negative values of precipitation.  
Secondly, as mentioned above, precipitation does not exhibit a symmetric distribution 
like temperature but a more skewed distribution as shown in Figure 2.9. Dettinger et al. (2004) 
used a simple SAR-like approach to downscaling precipitation, also using daily precipitation as 
the predictor variable, and encountered the same problem. They found that taking the square root 
of daily precipitation rendered a distribution with a shape more symmetric in nature. However, 
we found that taking the natural logarithm of precipitation, achieves a distribution much more 
symmetric than taking the square root. Figure 2.10 shows the result of taking the natural 
logarithm to monthly time series of daily precipitation amounts at the Chicago Midway Airport 
weather station.  
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Figure 2.9. Monthly distributions of daily precipitation accumulation, omitting dry days, at the 
Chicago Midway Airport weather station for the period 1960-1999. 
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Figure 2.10. Monthly probability distributions of the natural logarithm of daily precipitation 
amounts, omitting dry days, at the Chicago Midway Airport weather station for the period 1960-
1999. 
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I examined whether the addition of piecewise regression would be able to account for 
non-symmetric distributions, by downscaling raw precipitation values rather than log-
precipitation. The results for using both raw and log-precipitation are shown for one station in 
Figure 2.11 (results for the other stations were very similar). The scale on the x-axis of the figure 
is log-precipitation in both cases to ease the comparison. It can be seen from the figure that the 
during both the training and evaluation periods the fits between downscaled and observed values 
are closer when using log-precipitation than when using non-log precipitation. For raw 
precipitation the downscaling model is not able to eliminate the excessive drizzle found in the 
AOGCM, only by doing it manually as is done for the evaluation period. The downscaling model 
also simulates precipitation values higher than seen in the observations, which is corrected when 
using log-precipitation. Furthermore, the pronounced peak in the observations between -2 and -1 
for this station is not captured by the raw precipitation downscaling model, but is resolved when 
using log-precipitation. 
The reason taking the logarithm of precipitation aids in building the downscaling model 
is because the low values are “stretched out” and more weight can thus be placed on low values, 
where the majority of the precipitation events occur. Therefore downscaling of precipitation is 
henceforth being done on log-precipitation values. 
Due to the fact that precipitation is a stochastic variable, i.e. there can be many days with 
no precipitation in between days that do have precipitation, dry days must be omitted in the 
regressions in order to have a complete set of actual values to regress against each other. 
However, simulated and observed time series of precipitation rarely contain the same number of 
precipitable days, for example due to the fact that AOGCMs often simulate many more days with 
drizzle than are actually observed.  
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(a) 
 
(b) 
 
 
 
Figure 2.11. Probability density functions for precipitation downscaled using (a) raw (non-log) 
precipitation, and (b) log precipitation. 
 
To eliminate the dry days and correct for the uneven number of precipitable days between 
observations and the simulated time series, the two time series are ordered by rank, extracting the 
top number of values in each vector corresponding to the number of wet days in observations. 
This step assumes that there are less wet days in the observed record than in the simulated 
record, but until now that assumption has not proven to be a problem, since that is nearly always, 
if not always, the case. 
The fact that the downscaling process is only applied to precipitable days implies that this 
method is not good over extremely dry regions. A statistical sample size calculator showed that 
in order to have a confidence level of 90% there must be at least 57 samples in the dataset (i.e. 
days in the total monthly time series). In regions with fairly little precipitation the sample size 
was sometimes found to be below this level, even for 40 years of data including half a month on 
either side. However, instead of merely skipping stations such as these, the monthly datasets, for 
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which the sample size is too low, are expanded by adding an extra week‟s data on either side of 
the month for each year, until a sample size of at least 57 is reached. This procedure makes it 
possible to downscale precipitation in regions that are semi-arid. However, we found that for 
extremely dry regions, such as the desert region of Sudan, for which precipitation is exceedingly 
rare, downscaling precipitation is simply not possible using this method. 
Another important key difference between the temperature and precipitation downscaling 
models is the additional refinement of incorporating a choice from a set of predictors into the 
precipitation model. Several AOGCMs have outputs of precipitation divided into convective and 
large-scale precipitation. For models with these variables, the downscaling approach selects from 
three possible predictors the one best suited to each month: convective, large-scale, or total 
precipitation. This refinement significantly improved the method‟s ability to simulate 
precipitation over arid and semi-tropical regions that tend to experience more convective-type 
precipitation. 
In order to determine which of the three predictors is the most suitable predictor for a 
particular month, the RMSE is calculated for the historical period between the observations and 
downscaled values for each of the three predictors. The predictor variable and corresponding 
regression model with the lowest RMSE for a particular month is used to downscale future 
precipitation for that month.  
Weather stations have a lower threshold for observed precipitation called trace amount. 
This is generally set to be any precipitation below 0.005 inches (or 0.127 mm) of precipitation. 
Any amount below that level is recorded as trace and is not added into monthly or yearly totals. 
The precipitation downscaling model identifies any precipitation amounts below this threshold 
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and sets them to zero so they will not add to the monthly or yearly total accumulation. This also 
eliminates an overly large amount of drizzle days produced by the AOGCMs.  
Subsequently, dry days are put back into the vector and the data is reordered to again 
become a chronological time series and values are rounded to the nearest 100
th
 decimal. 
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CHAPTER 3 
METHOD EVALUATION 
Both during the construction of a downscaling method and also after its completion, the 
model must be thoroughly evaluated in terms of whether it can reproduce values close to 
observations with respect to means and extremes, but also in terms of its applicability to 
locations in different climatic regions.  
As mentioned in Chapter 2, during the building phase of the model the historical period 
was divided into a training period and an evaluation period. The training period includes all even 
years in the historical record and the evaluation period consists of the remaining odd years. This 
is done in order to avoid the risk of only capturing one phase of any naturally oscillating 
mechanism, such as the El Niño-Southern Oscillation or the Pacific Decadal Oscillation, in either 
the training or the evaluation period, had the training period consisted of, e.g., the first 30 years, 
and the evaluation period the last 10 years. This could result in a poor cross-validation during the 
evaluation period in case the evaluation period is dominated by the opposite sign of the particular 
oscillating mechanism. Nonetheless, this is the conventional approach to splitting observed data 
into a training and evaluation period for downscaling purposes. 
In this chapter I first describe the data used for this study, including observed data based 
on both station observations as well as high-resolution gridded observations, AOGCM output, 
and future scenarios. Some of the data is applied in this chapter, however the rest will not be 
applied until the following chapter. 
43 
 
I then explain the evaluation process and cross-validate the temperature and precipitation 
downscaling models for two different stations for each model: daily maximum temperature will 
be cross-validated for Half Moon Bay, California, and Bridgeport, West Virginia; whereas the 
two stations chosen for cross-validation of the precipitation downscaling model are Lind, 
Washington, and Colorado National Monument, Colorado. Each set of two stations represent 
vastly different climatological regions with respect to the variable being examined. 
A representation of the average performance over the 20 North American stations used in 
this study is then given for both temperature and precipitation, followed by a discussion of bias 
for downscaling of a two-dimensional field. 
 
3.1.  Data 
3.1.1.  Observations 
Observed daily minimum and maximum temperature, as well as daily precipitation 
amounts were obtained for two sets of historical records, single-point station observations and 
spatially gridded observations. 
Station records for 20 sites distributed among different climatic regions for the period 
1960-2009 were used as predictands in the station-based downscaling process. 17 of the stations 
are distributed across the continental United States, two stations are located in Canada, and one 
in Mexico. These records were obtained from the Global Historical Climatology Network 
(GHCN) managed by the U.S. National Climatic Data Center (NCDC), which is part of the 
National Oceanic and Atmospheric Administration (NOAA). Figure 3.1 shows the location of 
the 20 stations. 
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Figure 3.1. Locations and city names of the 20 North American stations used in the study. 
 
In order to obtain spatially continuous downscaled outputs, a set of gridded observational 
dataset was used. This dataset is from the Variable Infiltration Capacity (VIC) model (Maurer et 
al., 2002). The VIC retrospective dataset offers daily and monthly outputs of minimum, 
maximum, and average temperature as well as daily precipitation amounts and wind speed, at a 
resolution of 1/8
 o
 x 1/8
o
 over the continental United States, and a resolution of 0.5
o
 x 0.5
o
 over 
the rest of the globe, and are currently available for the period 1950-2010. These simulations are 
the product of a land surface model, which is forced with quality controlled surface variables, in 
order to match available observations. The data are distinct from reanalysis products in that both 
the water and energy budgets at the land surface balance at every time step.  
The VIC dataset is used here to downscale daily values of minimum and maximum 
temperature, as well as precipitation, over the continental United States and Alaska. Figure 1.1 in 
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Chapter 1 shows VIC daily maximum temperature for a day in February over the continental 
United States. 
 
3.1.2.  Atmosphere-Ocean General Circulation Models 
Model analysis is based on available output and simulations from four atmosphere-ocean 
general circulation models (AOGCMs). The models chosen for this study are all part of the 
Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment Report (4AR) models. 
The models originate from renowned scientific communities around the world and are some of 
the most up-to-date climate models currently available, although modeling simulations from the 
Fifth Assessment Report (AR5) are just beginning to be released at this time. 
The four models examined in this study are: the National Center for Atmospheric 
Research (NCAR) CCSM v3 model (Collins et al., 2006), the National Oceanic and Atmospheric 
Administration / Geophysical Fluid Dynamics Laboratory (NOAA/GFDL) CM2.1 model 
(Delworth et al., 2006), the United Kingdom Met Office (UKMO) HadCM3 model (Pope et al., 
2000), and the Department Of Energy / National Center for Atmospheric Research 
(DOE/NCAR) PCM model (Washington et al,. 2000). Previous studies (e.g., Stoner et al., 2009) 
show that these models are able to represent key features of atmospheric variability. The models 
and their resolutions are listed in Table 3.1. 
Historical simulations correspond to the CMIP “20th Century Climate in Coupled Models” or 
20C3M scenarios. These scenarios represent each modeling group‟s best efforts to characterize 
observed climate over the past century, and can include forcing from anthropogenic emissions of 
greenhouse gases, aerosols, and reactive species; changes in solar output; particulate emissions 
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from volcanic eruptions; changes in tropospheric and stratospheric ozone; and other influences 
required to provide a complete picture of the climate over the last century. Each model usually 
does several simulations of the same scenario, with each simulation having slightly altered initial 
conditions to produce a different pattern of internal variability. Here, simulations from 
initialization one were used for all calculations.   
 
Table 3.1. Summary of key characteristics of AOGCMs used, including acronyms, host 
institution, as well as atmospheric and oceanic resolution. 
Model Acronym Host Institution Atmospheric Resolution  Oceanic Resolution 
CCSM3 NCAR (USA) 1.4° x 1.4° 1.125° x 0.43°  
GFDL-CM2.1 NOAA / GFDL (USA) 2.0° x 2.5° 0.9° x 1.0° 
HadCM3 UK Met Office (UK) 2.5° x 3.75° 1.25° x 1.25° 
PCM NCAR (USA) 2.81° x 2.81° 1.0° x 1.0° 
 
 
3.1.3.  SRES Scenarios 
To represent a broad range of alternative future climate developments I have chosen to 
include four different future emission scenarios described in the IPCC Special Report on 
Emission Scenarios (SRES) (Nakićenović et al., 2000). The idea is to use one low-emission 
scenario (B1), one mid-low emission scenario (A1B), as well as a mid-high emission scenario 
(A2) and a high-emission scenario (A1FI) to capture a broad range of possible future climate 
change, although for the first 10 years of the 21
st
 century we are on track to exceed A1FI in terms 
of both warming and emission levels.  
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These scenarios describe internally consistent pathways of future societal development 
and corresponding greenhouse gas emissions, and represent the whole range of IPCC 
nonintervention emissions futures with atmospheric CO2 concentrations reaching approximately 
550 ppm (B1), 580 ppm (A1B), 830 ppm (A2), and 990 ppm (A1FI) by 2100.  
The IPCC SRES B1 scenario is a low-end emission scenario where the global population 
peaks in mid-century and by 2100 declines to about 7 billion people. Emphasis is on global 
solutions to economic, social, and environmental sustainability, with the introduction of clean 
resource-efficient technologies and a reduction in material intensity. CO2 emissions for B1 reach 
a maximum in the middle of this century with emissions of about 9 GtC (gigatons of carbon) 
annually but then reduce to below present-day emissions to about 5 GtC by 2100 (Figure 3.2) 
(Nakićenović et al., 2000; Meehl et al., 2007). Due to the introduction of new high-efficiency 
energy sources the share of coal in primary energy is only 8% by 2100 and the share of non-
carbon energy sources is estimated to 52%, leaving 40% to oil and natural gas (Nakićenović et 
al., 2000). Global average temperature is projected to increase slightly by 2100 for the B1 
scenario, ranging from 1.3°C to 2.6°C depending on the AOGCM, relative to the 1990 global 
average. 
The A1 scenario is a “family” of scenarios all following a storyline with rapid and 
successful economic development, and in which the distinction between “poor” and “rich” 
countries eventually dissolves. The global population peaks mid-century around 8.7 billion 
people and decreases to about 7.1 billion people by the end of the century. The global economy 
expands at an average annual rate of 3% to 2100, a rate equal to the unprecedented rate we have 
seen since the industrial era. This increase in wealth leads to an increase in energy demand and 
consumption. This is where the A1 family branches out. The A1FI scenario evolves along a  
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Figure 3.2. Projected changes in fossil CO2 emissions, CO2 concentrations, as well as increases 
in the global mean temperature for the SRES emission scenarios. The dark shaded areas in the 
bottom panel represent the mean ±1 standard deviation for the 19 models used in the study. The 
lighter shaded areas depict the change in this uncertainty range, if carbon cycle feedbacks are 
assumed to be lower or higher than in the medium setting. Variant of Figure 10.26, IPCC WG1 
Chapter 10 (Meehl et al, 2007). 
 
carbon intensive path causing the level of CO2 emissions to increase steadily, peaking around 
2080 at about 29 GtC per year, and decreasing slightly to about 28 GtC by the end of 2100. The 
coal-share of total primary energy is 29% by 2100 and the share of non-carbon energy sources 
31%, the remaining 40% being energy from oil and natural gas (Nakićenović et al., 2000; Meehl 
et al., 2007). Global average temperature projections for this scenario have the largest range of 
all of the scenarios, ranging from an increase of 3.2°C-5.7°C by 2100, depending on the 
AOGCM, including the highest projected temperature increase of all of the scenarios (Figure 
3.2). 
The A1B scenario assumes a balanced mix of renewable energy sources and fossil fuels 
causing the emission levels to be in the low-mid region of the spectrum. CO2 emissions peak 
around mid-century at just over 16 GtC per year, decreasing to around 14 GtC per year in 2100. 
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The share of coal in primary energy is only about 4% by 2100, whereas the share of non-carbon 
energy sources is 65%, oil and natural gas taking up the remaining 31% (Nakićenović et al., 
2000; Meehl et al., 2007). Following the A1B scenario, global average temperatures are expected 
to increase between 2.1°C-3.8°C by the end of the century (Figure 3.2). 
The A2 scenario depicts a heterogeneous world where the focal points are self-reliance 
and preservation of local identities. Global population increases continuously, exceeding 15 
billion people by 2100. Energy sources are mainly coal but some renewable energy sources are 
introduced. The A2 scenario is a medium-high CO2 emission scenario with CO2 emissions 
increasing at an accelerating rate reaching almost 30 GtC annually in 2100 (Figure 3.2), more 
than four  times higher than 1990 emissions of about 7 GtC per year. The share of coal in 
primary energy sources reaches 53% in 2100 compared to 24% in 1990. The introduction of 
some new energy sources increases the share of non-carbon emitting sources from 1990 shares of 
18% to 28% in 2100. Oil and natural gas account for 15% (Nakićenović et al., 2000; Meehl et al, 
2007). Figure 3.2 shows global temperature projections for this scenario to be in the middle to 
upper range with a projected increase of about 2.7°C-4.7°C by 2100 (Nakićenović et al., 2000; 
Meehl et al, 2007). 
These four future scenarios do not necessarily represent the largest range of change we 
might see over this century. Depending on our energy choices, development pathways, and 
political will, the ultimate pathway we follow could be higher than the A1FI scenario. Similarly, 
they could be lower than projected for the B1 scenario if stringent policies were implemented to 
radically reduce greenhouse gas emissions over the next few decades. 
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3.2.  Evaluation of Localized Downscaling Results 
Several improvements were made to the downscaling model in order to minimize the bias 
between observations and the downscaled product for both the training and evaluation periods. 
The following sub-sections describe some of these steps, in order to evaluate the skill of the 
downscaling method, by analyzing the resulting annual PDFs, the coefficient of determination, 
R
2
, between the observed and downscaled data, as well as the bias in nine separate quantiles 
representing the extremes as well as mean and sides of the distribution, as each improvement is 
incorporated into the downscaling model. Results are shown for two stations each for maximum 
daily temperature as well as daily precipitation amounts. Downscaled results for the successive 
improvements are shown for just one AOGCM and are for the historical period alone in order to 
have a set of observations against which to evaluate model skill.  
There are three possible factors that can cause a difference between the downscaling 
skill: the location (and hence climatology) of the station, the AOGCM being downscaled, and the 
downscaling method applied. Hayhoe (2010, Ph.D. dissertation) compared these different factors 
and their contribution to the variance among downscaled results. She found that the particular 
AOGCM being used as input has minimal effect on the results, whereas the downscaling method 
has the largest. Therefore, I am only showing the cross-validation for one AOGCM here, that 
model being CCSM3. 
The AOGCM simulation is the historical run matching the A2 future scenario; however, 
the particular historical run should not have a noticeable impact in difference between any other 
historical runs since all 20
th
 century simulations have been created using the same settings, with 
the particular scenario characteristics not beginning until the year 2000. There is some overlap 
for the years 2000-2009 where the output from the AOGCM is actual A2 output, however, 
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during the first decade of the 21
st
 century the differences between future scenarios are minimal 
and any differences over the first decade are due to internal variability, not due to the scenario 
(Hawkins and Sutton, 2009; Hawkins and Sutton, 2010). 
 
3.2.1.  Maximum Temperature – Cross-Validation at Two Stations 
Successive improvements to the temperature downscaling model for two stations out of 
the 20 North American stations included in this study are shown here. The two stations are Half 
Moon Bay, California, and Bridgeport, West Virginia. These two stations were chosen because 
they have very different climates, the first being located on the West Coast of the United States, 
just south of San Francisco, in a mild Mediterranean-like climate at an elevation of about 5m; 
whereas the second station is in a temperate region about 400km inland from the United States 
East Coast and at an elevation of about 361m.  
I here show the successive results of seven different versions of the temperature 
downscaling model; each new step includes one further improvement to the model. Table 3.2 
illustrates the differences between each version of the model.  
Although the downscaling method in fact builds a separate model for each of the 12 
months in the year, results shown here are for the full dataset, comprised of the recombined 
monthly downscaled outputs. This is in order to show the overall skill of the downscaling model, 
rather than showing results for the 12 months individually.  
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Table 3.2. Characteristics of the seven temperature models used for evaluating the downscaling 
model. 
Model Characteristics Model Version 
1 2 3 4 5 6 7 
Linear regression model X X X     
EOF pre-processing  X X X X X X 
AOGCM Regridding   X X X X X 
Piecewise linear regression model    X X X X 
Narrower moving window near tails of distribution     X X X 
Removal of flat or negative slopes      X X 
Bias correction of low and high extremes       X 
 
Three quantities will be used here to evaluate the skill of the downscaling model for each 
station. One is PDFs, which give a visual image of the skill of the model, comparing the raw
2
 
CCSM3 distribution with that for observations and trained or downscaled temperatures. The 
second is the coefficient of determination, R
2
, which is a quantitative measure of the portion of 
variance in the observations that is reproduced by the downscaled results. An R
2
 value of 0 
means none of the variance seen in observations is reproduced by the regression, whereas an R
2
 
value of 1 means a perfect fit with all variance in the observations being reproduced by the 
downscaling process. The third is bias in nine separate quantiles, namely the 0.01
st
, 1
st
, 10
th
, 25
th
, 
50
th
, 75
th
, 90
th
, 99
th
, and 99.9
th
 quantiles. These three quantities give a broad view of the success 
of the downscaling at each station. 
                                                          
2
 Only the top panel shows the raw CCSM3 output (red line), the second panel shows EOF filtered CCSM3 output, 
and the third to seventh panels show CCSM3 output that has been both EOF filtered and regridded. This is the cause 
of the differences between the first and second CCSM3 distribution, and between the second and third to seventh 
CCSM3 distributions. 
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Temperature cross-validation is only shown here for daily maximum temperature. The 
downscaling model for minimum temperature is identical to that for maximum temperature, and 
the results and performance are very similar. 
 
3.2.1.1.  Half Moon Bay, California 
Figure 3.3 shows the PDFs of the seven successive improvements for maximum 
temperature for the Half Moon Bay, California site. The first panel shows that the downscaling 
results from a simple linear regression model between the raw CCSM3 grid cell and observed 
maximum temperature is a vast improvement over the raw CCSM3 output, especially for 
stations, such as this one, where the CCSM3 output is not representing the station observations 
very well. The CCSM3 model simulates the annual temperature distribution being much wider 
than the actual observed annual temperature distribution, and furthermore simulates two peaks in 
the distribution near 13°C and 27°C, whereas the observations only have one distinct peak near 
17°C. 
The straight linear model is able to capture the overall shape of the observed PDF, 
however, the fitted curve (blue) is much smoother than the actual observed curve (black), and the 
right-hand-side tail is not very well resolved, underestimating the high extremes by more than 
10°C, hence this simple model is most likely not capable of providing reasonable estimates of 
changes to future extreme high temperatures and therefore not a good choice in impact studies 
that precisely require fair estimates of changes to extremes. 
Visually, from the PDFs, adding EOF filtering (Figure 3.3, panel 2), but keeping the 
regression model a simple linear model, seems to slightly degrade the performance of the  
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Figure 3.3. (above) Probability density functions for daily maximum temperature downscaled 
from CCSM3 to Half Moon Bay, California. Left panel is for the training period based on all 
even years for the period 1960-2009. Right panel is for the evaluation period based on all odd 
years during the same period. Each horizontal panel is for each successive improvement to the 
temperature downscaling model. Black lines are PDFs for observed daily maximum 
temperature, red lines are those for the simulated daily maximum temperature, and blue and 
green lines are trained and downscaled daily maximum temperature, respectively. 
 
 
 
 
 
Figure 3.4. Coefficient of determination, R
2
, for the evaluation period for Half Moon Bay, 
California, downscaled daily maximum temperature. Version 1-7 corresponds to the different 
versions of the temperature downscaling model used for evaluating the model (e.g. Version 1 is 
the simplest possible model using linear regression, and Version 7 is the most advanced version 
incorporating all changes to the model). 
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downscaling model for this particular station. This is also evident from the R
2
 value (Figure 3.4) 
which decreases from 0.907 to 0.889. The biases in the nine quantiles shown in Figure 3.5, 
reveal that the negative effect of EOF filtering of the AOGCM is mostly at the two highest 
quantiles, whereas it has minimal effect on the biases of the rest of the quantiles. Each of the 
changes to the downscaling model is not meant to aid in the downscaling for a particular station, 
but rather when averaged over many stations, for which this step proves beneficial. 
The third version of the downscaling model adds regridding of the AOGCM from the 
coarse grid the output is provided on to a finer grid 1/8° by 1/8° resolution. This step was added 
in order to obtain a more uniform and coherent spatial field from the AOGCM output more 
similar to the spatial distribution of observed temperature. Regridding the AOGCM (Figure 3.3, 
panel 3) does not have an impact on the fit of the regression model in this case. Neither the 
PDFs, R
2
 values, nor the biases in quantiles show much improvement to this modification. 
However, as will be shown later, results for the overall picture does indeed benefit from this 
addition. 
The fourth version of the downscaling model incorporates the piecewise linear regression 
technique explained in detail in Chapter 2. This step allows the downscaling model to account 
for obvious differences between distributions of observed and simulated temperature and makes 
the model capable of capturing some of the unique aspects pertaining to the climatic variability 
that can often vary significantly between two stations falling within the same AOGCM grid cell, 
e.g., in mountainous or coastal regions where the climate can vary abruptly within a short 
distance due to changes in topography or effectiveness of sea breezes.  
Adding piecewise linear regression (Figure 3.3, panel 4), as opposed to a straight linear 
model, greatly improves the fit for the training period. The fitted curve for the training period 
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(blue) now fits more closely to the observed curve (black), and the right-hand-side tail is better 
resolved, extending much further toward warmer temperatures similarly with observations. This 
modification also has a positive impact on nearly all of the nine quantiles shown for the 
evaluation period (Figure 3.5), but especially for the low and high quantiles (low and high 
extreme temperatures), which more than halve their biases. The R
2
 value (Figure 3.4) has also 
increased from 0.889 to 0.921, the largest increase in R
2
 of any of the model versions for this 
station. This result indicates that adding piecewise regression has a tremendous effect on the 
ability of the downscaling model to simulate extreme temperature events, one of the main 
features rendering this study unique. 
Advancing the model further by adding even more focus to the extremes by narrowing 
the moving window, used in locating break points near the tails of the distribution (Figure 3.3, 
panel 5), has a slightly positive effect on the R
2
 value. However, this is not evident from the 
PDFs, and the change in biases is very minimal in all cases (on the order of 0.1°C difference). 
The sixth version of the temperature downscaling model incorporates the removal of 
negative or flat slopes in segments of the piecewise linear regressions. This step was added in 
order to account for any unnatural estimation caused by the fact that this is a statistical method 
that does not account for whether an event is scientifically sound or not, such as would be the 
result of negative slopes in the downscaling regression. For this particular station, removal of 
negative or flat slopes has no effect (Figure 3.3, panel 6), simply indicating that no negative or 
flat slopes are present for this station.  
The final version of the temperature downscaling model incorporates bias correction of 
low and high extreme temperatures. This is another unique feature accounting for any unnatural 
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estimation of temperature by a statistical model with no use of dynamical meteorology. For this 
station, adding bias correction for low and high extremes (Figure 3.3, panel 7) has a positive 
impact on the high extremes by lowering the bias for the 99.9
th
 quantile from -3.8°C to 0.7°C 
(Figure 3.5). This can also be seen in the Figure 3.3, panel 7, showing the PDF for model version 
7 for the evaluation period (green line), which shows the right-hand-side tail of the distribution 
including warmer temperatures than for the other model versions, similar to observations.  The 
final downscaled results for this station have less than 1°C bias in eight of the nine quantiles 
portrayed for the evaluation period, with the 90
th
 quantile having a bias of -1.3°C, which is very 
low for an event occurring as rarely as the 90
th
 quantile does (in this case 25 years of data was 
used in the evaluation period, hence the 90
th
 quantile describes a temperature event occurring 
roughly every 2.5 years). 
 
 
Figure 3.5. Bias in nine different quantiles of downscaled daily maximum temperature for Half 
Moon Bay, California. The versions numbers are as for Figure 3.4. 
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3.2.1.2.  Bridgeport, West Virginia 
Daily maximum temperature PDFs for Bridgeport, West Virginia, are shown in Figure 
3.6. As for Figure 3.3, this figure includes the seven successive changes to the temperature 
downscaling model. The top panel shows that for this location the raw CCSM3 grid cell is more 
successful at capturing the annual range of variability in daily maximum temperature than for 
Half Moon Bay, California; however, it similarly overestimates the extremes, adding 
approximately 10°C to either side of the PDF, and also has two peaks in the distribution whereas 
the observations only have one peak. 
Applying a simple downscaling model, only incorporating straight linear regression 
between the raw CCSM3 grid cell and the station observations, corrects for the majority of 
overestimation of extremes. However, the general shape of the CCSM3 curve is still retained 
resulting in a peak in the PDF near 5°C that is not seen in observations. The R
2
 value, shown in 
Figure 3.7 (blue bar), is also rather low for this version of the model, at 0.896, reflecting this 
disagreement. 
Adding the removal of noise in the CCSM3 model by EOF filtering gives a slight 
improvement to the fit during the training period (Figure 3.6, panel 2), the peak near 5°C is 
smaller and the correlation between downscaled temperatures and observations during the 
evaluation period is higher, with an R
2
 value of 0.952. The bias in the 0.01
st
 quantile is reduced 
by over half (Figure 3.8), from -2.1°C to -0.9°C, however, some of the other quantiles see a 
slight increase in the bias, but only by 0.2°C or less. 
Reducing the grid cell size by linear interpolation has a minimal effect in this case, 
resulting in an increase of only 0.003 in the R
2
 value. For the bias in quantiles, the largest effect  
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Figure 3.6. As for Figure 3.3. but for Bridgeport, West Virginia. 
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Figure 3.7. As for Figure 3.4, but for Bridgeport, West Virginia. 
 
 
Figure 3.8. As for Figure 3.5, but for Bridgeport, West Virginia. 
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of this change is seen in the 0.01
st
 quantile, for which the bias is reduced by another 0.6°C. 
As for the Half Moon Bay, California, site, adding in the fourth change, which is 
replacing the linear regression with piecewise linear regression, again has a positive effect on the 
fit of the regression model. The trained CCSM3 temperatures (Figure 3.6, panel 4, blue line) are 
now very close to observations (black line). This improvement is reflected in the correlation 
between downscaled values and observations during the evaluation period, which now have an 
R
2
 value of 0.992. Figure 3.8 shows that piecewise linear regression mainly has a positive effect 
on the biases of the middle quantiles, with the bias in extreme quantiles being slightly worsened. 
The bias is now largest for the 0.01
st
 quantile at 1.8°C.Adding focus on the tails of the 
distribution, by narrowing the moving window when locating break points, does not have a large 
effect on the downscaled output. In fact the PDF and R
2
 value remain largely unchanged. The 
bias in the 75
th
 quantile has decreased very slightly, but this is outweighed by a slight increase in 
the biases of the 99
th
 and 99.9
th
 quantiles. 
As for the Half Moon Bay, California, site, removal of negative or flat slopes does not 
have an effect, only because there are no negative or flat slopes to be removed. Similarly for bias 
correction of the low and high extremes, which are already within 30% of observations for the 
training period, so no correction is necessary, and hence no change is seen in the R
2
 value nor in 
the biases in quantiles for these changes to the model. 
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3.2.1.3.  Temperature Downscaling Model Performance for the 20 Station Average 
Figures 3.9 and 3.10 show the R
2
 values and absolute
3
 quantile biases for the seven 
versions of the temperature downscaling model, averaged over all 20 North American stations 
included in this study. From those two figures it appears that EOF filtering (added in model 
version 2) is beneficial over all the 20 stations, whereas regridding (added in model version 3) 
has no effect, at least for the average of the 20 stations; however, when the stations are divided 
into inland and coastal stations as listed in Table 3.3 the picture is somewhat different (Figures 
3.11 a, b, and 3.12 a, b).  
Inland stations benefit from EOF filtering, whereas the opposite is the case for coastal 
stations. For the 20 stations included in this study, about a third (7 out of 20) is located on the 
coast. It is worth noting that, here, coastal stations only include stations that are located right on 
the coast, less than 10km from the shore, all other stations are selected as being inland. 
Dividing the stations into northern and southern stations, separated by the 38°N latitude 
band as listed in Table 3.4, shows that northern stations in general benefit from EOF filtering, 
whereas southern stations do not (Figures 3.11 c, d, and 3.12 c, d), it should be noted here that 
five of the nine southern stations are also coastal stations, which might be the cause of the 
decrease in the R
2
 value. The differences in quantile biases shown in Figure 3.12, panels c and d, 
however show that the extreme low and high quantiles for both northern and southern stations 
have decreased biases following EOF filtering, whereas the middle set of quantiles have very 
minimal increases in biases, and since the majority of the distribution is concentrated around the 
50
th
 quantile, even minimal changes in the biases for this quantile, and the ones near it, can affect  
                                                          
3
 Values shown for quantile biases are absolute in order to avoid positive and negative biases cancelling each other 
out when averaging over the 20 stations. 
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Figure 3.9. As for Figures 3.4 and 3.7, but averaged over all 20 North American stations. 
 
 
 
Figure 3.10. As for Figures 3.5 and 3.8, but averaged over all 20 North American stations. 
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the R
2
 value. 
Furthermore, the final R
2
 value for the inland stations is generally lower than that for the 
coastal stations, with the inland average R
2
 value equaling 0.927 for the average of these stations, 
whereas the final R
2
 value for the coastal stations is 0.981. The biases in the nine quantiles are 
also lower for the final version of the model for coastal stations for all nine quantiles. This 
indicates that the temperature downscaling model is more successful at downscaling coastal 
stations compared with inland stations. 
Regridding seems to have a minimal effect on the overall results from all four regions, 
this is evident from both the R
2
 values as well as the biases in quantiles (Figures 3.11 and 3.12). 
Incorporating piecewise linear regression instead of straight linear regression, has an 
overall positive effect in all four regions, with the R
2
 values being lower in all cases and the 
biases in quantiles lower for the most part. For the inland and northern stations (Figure 3.12 a, c) 
the biases in the extreme low quantiles are slightly increased, whereas the biases in the extreme 
high quantiles are lower in all cases after incorporating this change to the downscaling model. 
Narrowing the regression window at the tails of the distribution (model version 5) has 
minimal effect on the averaged R
2
 value in any of the regions, however there is some difference 
to be seen in the quantile biases (Figure 3.12 a-d); the 0.01
st
 quantile generally sees a slight 
increase in the temperature biases (by less than 0.3°C), whereas for the 99.9
th
 quantile there is a 
slight decrease in the biases (less than 0.2°C). 
Removal of negative slopes (model version 6) similarly has no effect on the R
2
 value 
since very few stations have negative or flat slopes to be removed, and the only quantiles 
affected by this change is the 0.01
st
 and 0.1
st
 quantiles for the coastal and southern region, which  
66 
 
 
 
Table 3.3. Inland and coastal stations. 
Inland Stations Coastal Stations 
Lind, WA Vancouver, BC 
Pitt-Taylor Reservoir, NV Half Moon Bay, CA 
Phoenix, AZ Cameron, LA 
Colorado National Monument, CO Wilmington, NC 
Plentywood, MT Garden City, NY 
Dumas, TX Hialeah, FL 
Kansas City, MO Loreto, MX 
Kentland, IN  
Vernon, AL  
Atlanta, GA  
Toronto, ON  
Moosehead Lake, ME  
Bridgeport, VW 
 
 
 
 
 
 
 
 
Table 3.4. Northern and southern stations. 
Northern Stations Southern Stations 
Vancouver, BC Half Moon Bay, CA 
Toronto, ON Phoenix, AZ 
Lind, WA Loreto, MX 
Plentywood, MT Dumas, TX 
Pitt-Taylor Reservoir, NV Cameron, LA 
Colorado National Monument, CO Vernon, AL 
Kansas City, MO Atlanta, GA 
Kentland, IN Wilmington, NC 
Bridgeport, VW Hialeah, FL 
Garden City, NY  
Moosehead Lake, ME  
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both see a minimal increase in the biases (less than 0.2°C), most likely due to one station having 
a slope removed that is included in both the coastal and southern regions, thus having a slight 
impact on both. 
The R
2
 value for the final model again sees no difference from the previous model 
versions due to very few tails needing bias correction. The lowest two quantiles see slightly 
higher biases, however, the increase is less than 0.1°C in all cases. For the coastal and southern 
stations the 99.9
th
 quantile bias is about 0.5°C less for the final version of the model, indicating 
that one or more stations benefit from bias correction of the high extremes. 
 
  
  
Figure 3.11. As for Figure 3.9, but for (a) inland stations, (b) coastal stations, (c) northern 
stations, and (d) southern stations. 
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Overall, the inland stations have markedly lower R
2
 values than the coastal, northern, and 
southern regions, with the final model average R
2
 value for the inland stations equaling 0.922, 
whereas the R
2
 values for the other three regions are 0.984, 0.992, and 0.988, respectively, 
indicating that the downscaling model is less able to reproduce the observed maximum 
temperature variability of the inland stations than for coastal stations, and that it is about equally 
good at reproducing the observed variability for northern and southern stations. 
 
  
  
Figure 3.12. As for Figure 3.10, but for (a) inland stations, (b) coastal stations, (c) northern 
stations, and (d) southern stations. 
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Generally, the biases are highest for extreme low temperatures, lowest near the center of 
the distributions and slightly higher for the high extremes. The quantile biases are slightly higher 
for inland and northern stations than for coastal and southern stations. However, for all nine 
quantiles, and for all four regions, the highest bias is 2°C or less, meaning that the downscaling 
model is very successful at reproducing the observed distribution of daily maximum temperature 
in all four regions. 
 
3.2.2.  Precipitation – Cross-Validation at Two Stations 
In this sub-section I investigate the impact of changes to the precipitation downscaling 
model for two stations: Lind, Washington, and Colorado National Monument, Colorado. The 
first being located in the United States Northwest, east of the Cascade Mountain range, whereas 
the second station is located in the desert region of Western Colorado. Lind, Washington, is 
approximately 412km from the Pacific Ocean and is at an elevation of 497m, whereas Colorado 
National Monument, Colorado, is approximately 1070km from the Pacific Ocean, and is at an 
elevation of 1762m.  
I here show the successive results of eight different versions of the precipitation 
downscaling model; each new step includes one further improvement or change to the model. 
Table 3.5 illustrates the differences between each version of the model. As with temperature the 
downscaling model is built to create a separate model for each month, but I here show the results 
for the full dataset, compiled from the recombined monthly downscaled outputs to create a 
continuous chronological time series.  
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Table 3.5. Characteristics of the eight precipitation models used for evaluating the downscaling 
model. Conv: convective precipitation, Lgscl: large scale precipitation. 
Model Characteristics Model Version 
1 2 3 4 5 6 7 8 
Predictor: Total Precipitation  X X       
Linear regression model X X X      
AOGCM Regridding  X X X X X X X 
Predictor: Total, Conv, or Lgscl precip   X X X X X X 
Piecewise linear regression model    X X X X X 
Narrower moving window near tails of 
distribution 
    X X X X 
Removal of flat or negative slopes      X X X 
Bias correction of low and high extremes       X X 
Removal of drizzle (pr < 0.05” = 0.127mm)        X 
 
As for temperature, in order to evaluate the skill of the precipitation downscaling model, 
we again make use of the same three quantities: PDFs showing the distributions of the CCSM3 
output, station observations, as well as PDFs for the downscaled precipitation for the training and 
evaluation periods; the coefficient of determination, R
2
; and bias in nine separate quantiles, 
namely the 0. 1
st
, 1
st
, 10
th
, 25
th
, 50
th
, 75
th
, 90
th
, 99
th
, and 99.9
th
 quantiles. Each quantity is 
calculated for the wet values only, excluding dry days in order to avoid a misleadingly high 
correlation between observations and downscaled product. PDFs are shown for the logarithm of 
precipitation in mm, which facilitates the analyses by spreading out the curve and making it more 
symmetrical, which otherwise tends to be strongly skewed toward low values due to low 
precipitation amounts being much more frequent than higher amounts. Usually the area under the 
probability density curves add up to 1, however, due to these values being the logarithm of 
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precipitation, that is not the case here, which can be seen in that the area under the CCSM3 
curves (red) often are larger than the area under the curves of observed and trained or 
downscaled precipitation. 
 
3.2.2.1.  Lind, Washington 
The eight panels in Figure 3.13 show the successive changes to the precipitation 
downscaling model for the site of Lind, Washington. Since the scale on the x-axis is logarithmic, 
values below 0 correspond to precipitation amounts below 1mm.  
Weather stations set a limit to the lowest amount of rainfall they record; this limit in the United 
States is 0.05 inches, equaling 0.127mm (the natural logarithm of that is approximately    -2). 
Anything below that threshold is recorded as trace amount, which does not contribute to daily or 
monthly total precipitation accumulations. However, from the red curves in the PDF plots 
(Figure 3.13), it can be seen that AOGCMs, or at least CCSM3, which is the only model shown 
here, has a large portion of its precipitation falling below that threshold for the grid cell covering 
this particular station. The curves shown for observations (black lines) also have part of its 
precipitation falling below this value, however, that is merely due to smoothing built into the 
density function. 
The precipitation density for the CCSM3 grid cell has a pronounced peak between 1 and 
2 (2.7-7.4mm), which is not nearly as distinct in the observations that instead have a pronounced 
peak at lower precipitation amounts, between -2 and -1 (0.14-0.37mm). 
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Figure 3.13. (here and above) Probability density functions for the logarithm of daily 
precipitation acumulation downscaled from CCSM3 to Lind, Washington. Left panel is for the 
training period based on all even years for the period 1960-2009. Right panel is for the 
evaluation period based on all odd years during the same period. Each horizontal panel is for 
each successive improvement to the precipitation downscaling model. Black lines are PDFs for 
observed daily precipitation amounts, red lines are those for the simulated daily precipitation 
amounts, and blue and green lines are trained and downscaled daily precipitation amounts, 
respectively. The small difference in the CCSM3 PDF curves (red lines) between the 1st and 
2nd-8th panels is due to the regridding procedure. 
 
Panel 1 in Figure 3.13 shows that a straight linear downscaling model, using total 
precipitation as the only predictor variable, results in trained and downscaled output that have a 
range of precipitation corresponding to that of observations, however it does not capture the 
shape of the observed curve and hence the natural distribution of observed precipitation events 
for this station. R
2
 values are given in Figure 3.14 and show that for this simple version of the 
model the correlation is fairly good with an R
2
 value of 0.916. The biases in the nine quantiles, 
shown in Figure 3.15, show that for the 50
th
, 75
th
, and 90
th
 quantiles the biases are fairly low, 
being less than 10%; however, close to the tails of the distribution, the biases are larger. Large 
biases near the low tail is due to the precipitation values being very low, less than 1mm, and very 
little bias, in terms of mm, will naturally appear as large biases in terms of percent bias. 
Table 3.6 shows the actual precipitation amounts at the nine quantiles for observations, 
and that up to the 50
th
 quantile precipitation amounts are all below 1mm for the quantiles 
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examined. This illustrates the skewness in the non-logarithmic density distribution of daily 
precipitation amounts at Lind, Washington, with the majority of precipitation events 
accumulating very little total precipitation. 
 
 
Figure 3.14. Coefficient of determination, R
2
, for the evaluation period for Lind, Washington, 
downscaled daily precipitation accumulation, wet days only. Version 1-8 corresponds to the 
different versions of the precipitation downscaling model used for evaluating the model (e.g. 
Version 1 is the simplest possible model using linear regression and total precipitation as the 
only predictor, and Version 8 is the most advanced version incorporating all changes to the 
model). 
 
Incorporating bilinearly interpolated regridding of the CCSM3 model (model version 2) 
does not seem to have much of an effect on the PDF (Figure 3.13, panel 2), however, the R
2
 
value (Figure 3.14, dark red bar) shows that some improvement has occurred in how much of the 
observed variance is reproduced by the downscaled product, with an increase in the R
2
 value 
from 0.916 to 0.934. The bias in the lower first eight quantiles is largely unchanged; but for the 
99
th
 and 99.9
th
 quantiles there are a noticeable improvements in the biases, with a bias reduction 
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from 44% to 25% for the 99
th
 quantile and from 106% to 30% for the 99.9
th
 quantile, which is 
what is being reflected in the higher R
2
 value. This indicates that for this inland station, making 
the AOGCM output become smoother and more coherent, spatially, as achieved by rescaling the 
output to a finer grid results in better estimation of downscaled precipitation output. 
The third version of the precipitation downscaling model makes use of the fact that some 
AOGCMs divide their precipitation into convective and large scale precipitation. This makes the 
downscaling model able to account for differing types of precipitation prevailing in certain 
regions for certain times of the year, hence incorporating climatic differences and allowing the 
downscaling model to differ for different regions where this enhancement might be of benefit. 
Adding the option of letting the downscaling model choose between having the predictor 
variable be either convective, large scale, or total precipitation (model version 3) does not have a 
large impact for this station, in fact the R
2
 value is slightly lowered and the bias in the 99.9
th
 
quantile is increased to 93%. This indicates that partial precipitation predictors, for this station, 
are not sufficient enough to explain the precipitation patterns observed, or that the training period 
used here, which only incorporates half of the data for the historical period, is too short to train 
using a choice of partial precipitation predictors. 
The fourth version of the precipitation downscaling model incorporates our newly 
developed technique to perform piecewise linear regressions, described in Chapter 2. As for 
temperature this unique aspect of the downscaling model accounts for some asymmetry of either 
the observed or simulated log-precipitation distributions (although as shown in Chapter 2, is not 
able to correct for the severe skewness of non-log precipitation). 
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Once piecewise linear regression replaces straight linear regression in the downscaling 
model is when improvements to the PDF become obvious (Figure 3.13, panel 4). For the training 
period the fitted curve (blue) is now very close to density curve for observations. This 
improvement in the fit is reflected in the downscaled PDF of the evaluation period (green line), 
which also follows the observations more closely. There is an increase in the R
2
 value, although 
not as large as one might expect, again due to the PDF showing logarithmic values of 
precipitation, with the left half of the curve being very small numbers once converted to actual 
precipitation amounts; hence any change in the density of the curve on that side is simply 
changes to the first or second decimal in the low precipitation amounts, which will not have a 
large impact in the overall R
2
 value. The quantile biases for this version of the model and this 
particular station show significant decreases in the majority of the nine quantiles, however, a 
slight increase is in the bias of the 99
th
 quantile to 44%, but overall improving the estimation of 
the precipitation distribution. 
Adding focus to the tails of the distribution by allowing the moving window to decrease near the 
tails when locating break points, further improves the downscaling results, especially in the PDF 
of the evaluation period (Figure 3.13, panel 5). The left side of the curve shows the difference 
between the observations and downscaled results to be almost indiscernible, whereas the right 
side of the curve does not see that much improvement. The R
2
 value is increased to 0.942 and the 
bias in the 99
th
 quantile is reduced, although the 99.9
th
 quantile does see an increase in the bias of 
about 20 percentage points. 
Incorporating the removal of unnatural negative or flat slopes in the regression (model 
version 6) has a positive effect for this station, perhaps not as evident from the PDFs, but 
reflected in an increased R
2
 value and decreased bias in the 99
th
 and 99.9
th
 quantiles.  
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Figure 3.15. Bias in nine different quantiles of downscaled daily precipitation amounts for Lind, 
Washington. The version numbers are as for Figure 3.10. 
 
 
 
 
 
Table 3.6. Observed and downscaled precipitation values at the 9 quantile levels for the 
evaluation period and model version 8. Lind, Washington. Only days with precipitation are 
included. 
Quantile 0.1st 1st 10th 25th 50th 75th 90th 99th 99.9th 
Observed Precipitation [mm] 0.2 0.2 0.2 0.2 0.8 2.8 5.8 13.5 22.4 
Downscaled precipitation [mm] 0.1 0.2 0.2 0.2 0.5 2.3 6.0 16.5 43.4 
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Further improvement to the downscaling model by correcting for high biases exceeding 
30% of historically observed extremes (model version 7) slightly increases the R
2
 value, which is 
now at 0.947. However, although this might have a positive effect during the training period it 
actually increases the bias of the large quantiles during the evaluation period, so that the bias of 
the 99
th
 and 99.9
th
 quantiles are now 22% and 93%, respectively, indicating that higher 
precipitation events are observed during the evaluation period, than those seen in the training 
period. Had the entire historical period been used for training, which is what is being done when 
applying the model for future downscaling, this would most likely have been corrected, since the 
higher precipitation amounts observed during the evaluation period, in this case, would have 
been incorporated into the training period. 
The last improvement or change to the precipitation model is setting downscaled 
precipitation amounts below trace amount (less than 0.127mm) to zero (model version 8), since 
values below this level are not included in actual measurements, there is no reason they should 
be included in the downscaled output, since many days with precipitation below trace amount 
will eventually add to the monthly or yearly total, thus overestimating the amount of 
precipitation accumulated over a longer period, when compared to observations. For this station 
the downscaling model in itself is successful at correcting for the drizzle recorded in the CCSM3 
output, hence this addition to the downscaling model does not have an effect on the downscaled 
product. Precipitation amounts for the nine quantiles for this last model version are shown in 
Table 3.6 together with those for observations. 
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3.2.2.2.  Colorado National Monument, Colorado 
Successive improvements to the precipitation downscaling model are shown for Colorado 
National Monument, Colorado, in Figure 3.16. The panels include the same changes to the model 
as those shown for Lind, Washington. Again, for this station, we see that the CCSM3 model 
overestimates the amount of drizzle, or values below trace amounts, compared to observations.  
Downscaling the CCSM3 grid cell using the simplest model with total precipitation as the 
only possible predictor variable and straight linear regression corrects for this problem. However, 
the shapes of the trained and downscaled PDFs are still not as close to that for observations as 
could be hoped for. The R
2
 value for this model version is fairly high (Figure 3.17), at 0.946, 
indicating that the variance in the observations is reasonably well reproduced in the downscaled 
output. The biases in the nine quantiles are low, except for the 10
th
 and 99.9
th
 quantiles, for 
which the biases are 48% and 108%, respectively (Figure 3.18), however, as shown in Table 3.7, 
the actual observed precipitation value at the 10
th
 quantile is only 0.2mm, thus 48% difference is 
a minimal bias for this quantile.  
Table 3.7 shows the distribution of the precipitation quantiles for this station with the 
precipitation amounts for each quantile included here. Again, the table shows the skewness of the 
precipitation distribution with the first four quantiles studied here being located at precipitation 
amounts lower than 1mm. 
According to the PDF curves regridding of the CCSM3 model (Figure 3.16, panel 2) does not 
have a large impact on the downscaling results; however, the R
2
 value is slightly increased 
(Figure 3.17), demonstrating that regridding has a small positive effect on the downscaled output 
being able to reproduce more of the observed variance. The biases in the 99
th
 and 99.9
th
 quantiles 
are increased, nevertheless, to 77% and 196%, respectively (Figure 3.18). 
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Figure 3.16. (here and above) As for Figure 3.13, but for Colorado National Monument, 
Colorado. 
 
 
 
Figure 3.17. As for Figure 3.14, but for Colorado National Monument, Colorado. 
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Figure 3.18 As for Figure 3.15, but for Colorado National Monument, Colorado. 
 
 
 
Table 3.7. Observed and downscaled precipitation values at the 9 quantile levels for the 
evaluation period and model version 8. Colorado National Monument, Colorado. Only days with 
precipitation are included. 
Quantile 0.1st 1st 10th 25th 50th 75th 90th 99th 99.9th 
Observed Precipitation [mm] 0.2 0.2 0.2 0.5 1.8 4.8 9.7 23.1 40.8 
Downscaled precipitation [mm] 0.1 0.1 0.2 0.4 1.4 3.9 8.7 28.0 41.8 
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Adding the option for the precipitation downscaling model to be able to choose from 
three different predictor variables has a slight positive effect for this station. Although not visible 
from the PDFs the R
2
 value is very slightly increased, and the biases in the 99
th
 and 99.9
th
 
quantiles is reduced to 40% and 106%, respectively. 
Further improving the model by incorporating piecewise linear regression, as shown in 
Figure 3.16, panel 4, has a positive effect on the fit during the training and evaluation periods. 
The bias in the 99
th
 and 99.9
th
 quantiles are dramatically reduced to 2% and -9%, respectively; 
however, this improvement in the model is not reflected in the R
2
 value, which decreases to 
0.926 (Figure 3.17) for this version of the model, indicating that the variance for the downscaled 
output is less similar to that of the observations for the evaluation period. 
Adding focus to the tails of the distribution by narrowing the moving window near the 
tails has a positive effect on the PDF for the training period (Figure 3.16, panel 5), however, 
again this change is not reflected in the R
2
 value between observations and downscaled output 
during the evaluation period, which is slightly lower than for the previous version of the model. 
The biases in quantiles remain very low, on the order of a few millimeters for all nine quantiles. 
From the PDFs removal of negative or flat slopes (Figure 3.16, panel 6) seems to have an 
adverse effect during the training period; however the downscaled PDF for the evaluation period 
is unchanged from the previous version of the model. There is a slight increase in the R
2
 value 
(Figure 3.17), and the bias in quantiles (Figure 3.18) is minimally decreased. 
Correcting for bias in the extremes larger than 30% compared to the training period 
(model version 7) has a positive effect on the downscaled result in this case. The PDF has a 
tighter fit between the observations and trained AOGCM during the training period (Figure 3.16, 
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panel 7), however, the improvement is somewhat harder to discern for the evaluation period, 
since the left part of the downscaled curve seems to have a better fit when compared to 
observations, but the center trough is less well reproduced. The R
2
 value shows a slight 
improvement in the reproduction of observed variance, with a value of 0.929. The bias in 
quantiles remains very low for the majority of the quantiles, although the bias is slightly 
increased to 21% for the 99
th
 quantiles and reduced to 2% for the 99.9
th
 quantile. 
The final version of the precipitation downscaling model (model version 8) incorporates 
the removal of precipitation below the trace amount, but as in the previous case, the downscaling 
model has already accounted for this anomaly, so this addition does not have an effect in this 
case on either the PDF, R
2
 value, or the bias in quantiles.  
Table 3.7 shows the precipitation levels for the final model at the nine quantile levels 
included here. As shown in Figure 3.18, the bias is very small for these quantiles for the final 
version of the precipitation downscaling model. 
Generally, most AOGCMs lack the correct cloud parameterization, mostly due to the 
majority of cloud processes occurring on such small scales that they are impossible resolve 
adequately in an AOGCM with fairly low resolution, and cloud process parameterization simply 
cannot account for these, often micro-scale, processes (e.g., Randall et al., 2007). Furthermore, 
cloud parameterization differ among AOGCMs, hence biases between precipitation simulations 
from a suite of AOGCMs can be substantial (Randall et al., 2007). Therefore it is not surprising 
that the downscaling of precipitation is slightly less successful than that for temperature, since 
the precipitation information from the AOGCM used as input to the downscaling model is of a 
poorer quality than that for temperature. Other downscaling methods use different fields, such as 
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850mb dewpoint temperature or sea-level pressure, to downscale precipitation, however 
AOGCM output for these fields are not always available at the daily scale needed here. 
 
3.2.2.3.  Precipitation Downscaling Model Performance for the 20 Station Average  
Figures 3.19 and 3.20 together show the average R
2
 values and absolute quantile biases 
for all 20 North American stations for the eight versions of the precipitation downscaling model. 
Downscaling using a straight linear model and total precipitation as the only option for 
predictor variables gives an average R
2
 value of 0.917. The biases in the 0.01
st
 to 90
th
 quantiles 
are all on the order of a few millimeters or less, although this shows up high as percent values, 
due to low precipitation amounts for this station, whereas the biases for the 99
th
 and 99.9
th
 
quantiles are much higher at 53% and 172%, respectively, corresponding to 32mm and 196mm. 
From Figure 3.19 it can be seen that regridding (model version 2) has a slightly positive 
effect on the ability of the downscaling model to reproduce the variability seen in observations, 
however, the biases for the 99
th
 and 99.9
th
 quantiles are both increased to 62% and 291%, 
respectively. 
Dividing the 20 stations into inland and coastal as well as northern and southern stations, 
according to Table 3.3, and plotting the R
2
 values for each group of stations individually (Figure 
3.21 a-d), generally shows the same thing as the 20 station average; regridding has a slight 
positive effect on the R
2
 value in all regions, whereas the biases in the 99
th
 and 99.9
th
 quantiles 
become very large, especially for the southern stations for which the bias in the 99.9
th
 quantile 
increases to 476%.  
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Figure 3.19. As for Figures 3.14 and 3.17, but averaged over all 20 North American Stations. 
 
 
 
 
 
 
Figure 3.20. As for Figures 3.15 and 3.18, but averaged over all 20 North American stations. 
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Adding the option of letting the downscaling model choose from three predictors, does 
not seem to have an overall good effect on the R
2
 value of the inland and northern stations, 
whereas the opposite can be seen for the southern stations (Figure 3.21 a, b, d, green bar). 
However, the biases in the 99
th
 and 99.9
th
 quantiles are lower following this addition to the 
model in all four regions. 
Figure 3.19 shows that averaged over all 20 stations the R
2
 value decreases slightly when 
incorporating piecewise linear regression (model version 4) instead of straight linear regression. 
Figure 3.21 shows that this step increases the R
2
 value for inland and northern stations, whereas 
the R
2
 value is decreased for coastal and southern stations. However, Figures 3.20 and 3.22, 
showing bias in quantiles clearly show that adding piecewise linear regression has a positive 
effect on the high end, with the bias in the 99
th
 and 99.9
th
 quantiles being dramatically reduced 
both averaged over the 20 stations as well as within each of the four regions separately. The 20 
station average bias decreases from 134% to 23% and similar results can be seen in the four 
regions. 
The last four changes to the downscaling model (adding focus on the tails, removal of 
negative or flat slopes, bias correction of high end precipitation, and removal of drizzle) all have 
small effects on the average R
2
 value, and the change in biases of the 99
th
 and 99.9
th
 quantiles are 
minimal. 
Generally, the R
2
 value for the final version of the model is slightly larger for the inland 
and northern stations, with an average R
2
 of 0.919 and 0.918, respectively; whereas for the 
coastal and southern stations this average is 0.911 and 0.915, respectively. These results suggest 
that the precipitation downscaling model is slightly more successful at reproducing the 
variability for inland and northern stations than for stations located in coastal and southern 
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regions; however, the difference in R
2
 is so small and the sample size might not be large enough 
to put much weight to this conclusion. 
The biases in the nine quantiles for the 20 station average and four regions are small for 
the final version of the model. For the 0.01
st
 to the 90
th
 quantiles the biases are less than 2mm in 
all cases. For the 99
th
 and 99.9
th
 quantiles the biases are 12% and 34%, respectively, 
corresponding to 6mm and 22mm. These results are very similar for the four regions separately. 
 
  
  
Figure 3.21. As for Figure 3.19, but for (a) inland stations, (b) coastal stations, (c) northern 
stations, and (d) southern stations. 
0.880
0.900
0.920
0.940
R
2
 
Precip Coefficient of Determination, R2 
Evaluation Period 
Inland Stations 
(a) 
0.88
0.90
0.92
0.94
R
2
 
Precip Coefficient of Determination, R2 
Evaluation Period 
Coastal Stations 
(b) 
0.880
0.900
0.920
0.940
R
2
 
Precip Coefficient of Determination, R2 
Evaluation Period 
Northern Stations 
(c) 
0.880
0.900
0.920
0.940
R
2
 
Precip Coefficient of Determination, R2 
Evaluation Period 
Southern Stations 
(d) 
89 
 
  
  
Figure 3.22. As for Figure 3.20, but for (a) inland stations, (b) coastal stations, (c) northern 
stations, and (d) southern stations. 
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stations representing a broad region. Hence, some improvements to the model might not benefit a 
particular station, but averaging over several stations the changes in the model prove beneficial. 
If one wishes to study a single station or a smaller region by itself, it would perhaps be useful to 
apply these versions of the downscaling model shown above to determine whether any of the 
steps would be better left out of the model in order to obtain optimal fits. 
 
3.2.3.  Bias in Extremes 
One of the unique aspects of this downscaling method is its ability to capture extreme 
events, which most often are the sole focus of local and regional impact assessment studies. 
Figure 3.23 shows the bias in six extremes for each of the 20 stations as well as the station 
average, as simulated by the final version of the downscaling model for the 1960-2009 odd year 
evaluation period. The six events are  
 average days per year with temperatures below -10°C 
 average days per year with temperatures below 0°C 
 average days per year with temperatures above 35°C 
 average days per year with temperatures above 40°C 
 average days per year with precipitation below 0.1mm (number of dry days per year) 
 average days per year with precipitation above 50mm 
Whether these events are “extreme” or not naturally depend on the location of the station, 
however, these numbers give an overall view of the ability of the downscaling model to capture 
events such as these. 
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Figure 3.23 shows that for all six categories biases are generally higher for the frequency 
of low temperatures than for high temperatures. The highest biases show up in the dry days, 
however there are many more dry days per year than extreme low or high temperature days, so 
the bias is expected to be higher. 
Another thing to notice is that the bias is generally negative, indicating that the 
downscaling model generally simulates less days than observed for these six categories and these 
locations. 
 
 
Figure 3.23. Biases in extremes for the 1960-2009 odd year evaluation period given as the bias 
in average number of days per year falling within each of the six categories listed on the right-
hand side of the figure. 
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The average bias of the 20 stations shows only four days or less of bias for the number of 
days with temperatures falling below -10°C, 17 days of bias for the number of days with 
temperatures below 0°C, less than one day of bias for each of the two high temperature 
categories, about 52 days of bias for the number of dry days, and less than half a day of bias for 
precipitation events with accumulation above 50mm. These results indicate that this downscaling 
model is largely able to capture the frequency of extreme events, and being more accurate for 
higher temperatures than lower temperatures. 
 
3.3.  Assessment of Large Scale Downscaling Results 
As discussed in Chapter 2, the same temperature and precipitation downscaling models, 
built for station downscaling, can be applied to large scale downscaling of a two dimensional 
field, rendering it extremely useful for studies requiring high-resolution output of temperature 
and precipitation for analysis of impacts of future climate change. Instead of training the 
downscaling model with localized station observations, a set of high-resolution gridded 
observations is used. I here show results for the continental United States, using the VIC gridded 
observations with a resolution of 1/8° x 1/8° to train the model.  
Downscaling for a spatial field with as high a resolution as the VIC dataset used here 
requires much longer processing time than downscaling individual stations. Each grid cell takes 
the same amount of computational time as one single station, and for the continental United 
States dataset there are 102,564 grid cells, hence the total processing time required to downscale 
one variable for one AOGCM and one scenario can take many hours, if not days, depending on 
the computing resources available. For that reason, to save on computer resources and time, the 
downscaling for those fields have not been divided into a training and evaluation period first, as 
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shown for the stations above, but instead the training period consists of the entire historical 
period (1960-2009), in order to have as large a training period as possible when applying the 
model to AOGCM output for the future.  
The downscaling model used for spatial fields is the most advanced of the models 
mentioned above, incorporating all changes or improvements to the model, which overall has 
shown to be successful when applied to station downscaling. AOGCM output has been regridded 
to the scale of the VIC dataset; we found that to minimize, or in most cases completely eliminate, 
transitions between AOGCM grid cells in the results, which were otherwise present in many 
cases. 
Results are shown in the form of bias plots for the training period for maximum 
temperature and precipitation for the same nine quantiles examined for the stations above, 
namely the 0.1
st
, 1
st
, 10
th
, 25
th
, 50
th
, 75
th
, 90
th
, 99
th
, and 99.9
th
 quantiles. Biases are naturally 
lower for the training period than they would have been for an independent evaluation period. 
 
3.3.1.  Bias in Daily Maximum Temperature – Continental United States 
Figure 3.24 shows the biases in daily maximum temperature over the continental United 
States for the training period (1960-2009). The model being downscaled in these figures is the 
CCSM3 model, again with the historical run corresponding to the A2 future scenario. The units 
in the figure is degrees Celsius and the largest bias for all nine quantiles is less than 2.5°C, 
demonstrating that the downscaling model captures the distribution of maximum temperature 
very well. Biases are slightly higher for the 0.1
st
, 1
st
, and 99.9
th
 quantile than for the rest of the 
quantiles, indicating that the middle of the distribution is slightly better reproduced than the tails,  
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Figure 3.24. Bias in large scale daily maximum temperature for the 1960-2009 training period. 
The AOGCM downscaled here is CCSM3 with the historical run corresponding to the A2 future 
scenario. Biases are in degrees Celsius. The west-east striation in the figures is an artifact from 
the program used to plot the figures and not in the downscaled data or biases. 
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which is what can be expected since the density in the middle of the distribution is much higher 
than near the tails, allowing more points to train on for the downscaling model. However, even 
the bias in the extremes is indeed very low. 
Bias in the lower quantiles (0.1
st
 and 1
st
 quantiles) seems to be distributed throughout the 
continent, whereas bias in the higher quantiles (99
th
 and 99.9
th
 quantiles) is located more along 
the coastal regions (although there are some areas of larger bias in the Central Plains and Rocky 
Mountain regions for the 99.9
th
 quantile). One explanation for the increased bias in the high 
quantiles near coastal regions could be that AOGCM grid cells covering those regions has both 
ocean and land surface within the grid cell, most likely misrepresenting both, being a 
combination of the two, and when high temperatures are present over the land surface the 
difference between the ocean and land temperature is large, since the temperatures over the 
ocean do not fluctuate as much as those over land.  
For the lower quantiles, especially in the coastal regions that do not experience extremely 
cold temperatures, the difference between the temperatures over the ocean and land are not as  
pronounced, so the fact that the AOGCM grid cell represents both surfaces does not have as 
large an effect as for higher temperatures.  
The fact that biases are higher for higher quantiles near the coastal regions is the opposite 
as what was seen for the station downscaling, however, the coastal areas of higher bias are 
mainly in the tropical region, where only two stations were located. Hence the set of coastal 
stations are not representative of the regions on the maps with higher quantile biases. 
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3.3.2.  Bias in Daily Maximum Temperature – Alaska 
Biases in daily maximum temperatures over Alaska are shown in Figure 3.25 for the 
same nine quantiles presented above. Again biases are very low for all nine quantiles, all being at 
or below 2°C, with biases slightly higher for the low and high quantiles. Some artifact from the 
low-resolution CCSM3 model are present, especially visible for the 75
th
 quantiles that have some 
abrupt changes in bias surrounding one such grid cell. For this region regridding of the AOGCM 
apparently is not as effective as for the continental United States, both because the observations 
are here on a 0.5° x 0.5° grid, rather than the 1/8° x 1/8° grid over the continental United States, 
and most likely also because ocean grid cells weigh more into the bilinear regridding procedure 
for this region. 
From this figure it can also be seen that for the higher quantiles biases are generally lower 
near coastal regions and higher further inland, however, this is not the case for the low quantiles. 
One reason for this is that the inland parts of Alaska experience much colder temperatures than 
coastal regions, and the downscaling model is not quite able to fully distinguish between the two 
different climates due to AOGCM grid cells covering much of the same areas. 
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Figure 3.25. Bias in large scale daily maximum temperature for the 1960-2009 training period 
for Alaska. The AOGCM downscaled here is CCSM3 with the historical run corresponding to 
the A2 future scenario. Biases are in degrees Celsius. The west-east striation in the figures is an 
artifact from the program used to plot the figures and not in the downscaled data or biases. 
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3.3.3.  Bias in Daily Precipitation Amounts – Continental United States 
Biases in the nine before mentioned quantiles are shown for downscaled precipitation for 
CCSM3 in Figure 3.26. The historical CCSM3 run again corresponds to the A2 future scenario. 
The biases are given in units of millimeters, but in order to show the differences in bias between 
the low and high quantiles the scale is different for each figure. 
As seen for the evaluation of localized precipitation downscaling above, the biases for 
spatial precipitation downscaling are very low for the low quantiles, not exceeding 1mm until the 
50
th
 quantile, indicating that the precipitation downscaling model is very successful at 
reproducing the densest part of the distribution during the training period, whereas for the higher 
quantiles, the bias is larger and for the 99.9
th
 quantile in some places exceeding 20mm.  
For the 99.9
th
 quantile the bias in the coastal regions is higher than for the other quantiles 
over the same region. This corresponds to the findings from the localized precipitation 
downscaling. This could again be due to the AOGCM grid cells covering partly ocean and partly 
land, thus most likely misrepresenting both. There are, however, other regions with higher bias  
for the 99.9
th
 quantile, notably the South-Central United States. This region often experiences 
convective precipitation, which could be difficult for both the AOGCM and subsequently the 
downscaling model to properly resolve. 
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Figure 3.26. Bias in large scale daily precipitation amounts for the 1960-2009 training period. 
The AOGCM downscaled here is CCSM3 with the historical run corresponding to the A2 future 
scenario. Biases are in millimeters. The west-east striation in the figures is an artifact from the 
program used to plot the figures and not in the downscaled data or biases. 
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3.3.4.  Bias in Daily Precipitation Amounts – Alaska 
Figure 3.27 shows the biases in the same nine quantiles for downscaled precipitation over 
the Alaska region. Again the units on the color bars are different for each figure in order to show 
the biases in the low quantiles. 
For the first five quantiles, up to the 50
th
 quantile, biases are below 1mm in all cases, 
however for higher quantiles the biases naturally increase, in areas reaching up to 20mm for the 
99.9
th
 quantile. For the 99.9
th
 quantile the bias is slightly higher in the southern coastal areas of 
Alaska compared with other parts of the region, this is most likely due to poor representation in 
the AOGCM, with grid cells covering both land and ocean. 
Cross-validation for an independent evaluation period, which will be incorporated in 
another study, will show how independent downscaling results for this region compare to 
observations. 
 
3.3.5.  Reasons for Bias in Large Scale Datasets 
As mentioned previously there are three main sources for bias in the downscaled product: 
bias in the AOGCM, bias in observations, and bias due to the downscaling method used. Figure 
3.28 (a-d), showing the bias in the number of wet days for four different AOGCMs, illustrate all 
three of these sources of bias. 
Bias in the AOGCM can be seen as differences between the four plots. The downscaled 
output for the CCSM3 model has large biases over the Rocky Mountain region, which is not seen 
in the other models, indicating that this model produces far more precipitable days than the  
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Figure 3.27. Bias in large scale daily precipitation amounts for the 1960-2009 training period 
for Alaska. The AOGCM downscaled here is CCSM3 with the historical run corresponding to 
the A2 future scenario. Biases are in millimeters. The west-east striation in the figures is an 
artifact from the program used to plot the figures and not in the downscaled data or biases. 
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others in this region. This could be either represented as drizzle or heavier rainfall, which these 
plots do not distinguish between. 
Another artifact resulting from differences in the AOGCM can be seen for the GFDL-
CM2.1 model, which has larger bias in wet days over the Gulf Coast near the Texas / Louisiana 
border. This bias is not visible in any of the other three AOGCMs. 
Furthermore, for three of the models (GFDL-CM2.1, PCM, and HadCM3) there are a few 
abrupt transitions in the wet day bias, particularly in the Southwest region. This is also due to the 
AOGCM models, which have large differences between precipitation values of neighboring grid 
cells in this region, and the downscaling model is not capable of completely eliminate this 
transition. 
Bias in observations is also evident from these figures, especially for two regions: 
California and in the United States / Canada border region. Both regions have particularly low 
biases compared with the rest of the continental United States. The reason for the low bias in 
California could be due to the fact that the VIC gridded observational dataset was initially 
developed to study hydrological land-surface fluxes in California (Maurer et al., 2002), hence the 
emphasis was evidently to minimize the bias for that particular region, whereas not as much 
effort was done to achieve similar results for the rest of the country when creating the gridded 
dataset. This bias also shows up in Figure 3.26 for the 0.1
st
 and 1
st
 quantiles.  
Artifacts from the downscaling method used are visible as patterns in the bias that are 
consistent between AOGCMs, such as increased biases in towards the north, especially in the  
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Figure 3.28. Bias in number of wet days over the continental United States for 4 different 
AOGCMs: CCSM3, GFDL-CM2.1, PCM, and HadCM3. The west-east striation in the plots is an 
artifact from the program used to create the plots. 
 
upper Central Plains, around the Great Lakes region, and in the Northeast, compared with biases 
further south of these areas. These regions are all similar for the four AOGCMs analyzed here. 
 
3.4.  Conclusions 
Several changes or improvements were made to the SAR downscaling method in order to 
improve the downscaling results for temperature and precipitation simulations from AOGCMs. 
The improvement with the largest positive impact was shown to be the addition of piecewise 
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linear regression for both the temperature and precipitation downscaling models. Naturally, the 
largest biases for the evaluation period is near the tails of the distributions, due to limited 
amounts of data points available to train the downscaling model on for extreme values, however, 
the addition of piecewise regression greatly reduces the size of the biases at the tails. 
For temperature the downscaling model is more successful over coastal stations 
compared with inland stations, in terms of the R
2
 value and biases in quantiles, whereas the 
biases are slightly larger for northern than southern stations. 
The precipitation downscaling model is slightly more successful for inland and northern 
stations, in terms of the R
2
 value, however, the sample size is small when the 20 stations are 
divided into these groups, so the uncertainty is large. 
Downscaling to high-resolution gridded observations proved successful for the training 
period (which is the only period shown here) for both maximum temperature and precipitation. 
Biases are slightly higher for the low and high extremes for temperature and high extremes for 
precipitation (since there is no such thing as extreme low precipitation amounts), but this is as 
expected, again due to fewer data points being available near the tails. 
For temperature high extreme biases are larger in coastal regions at low latitudes, most 
likely due to AOGCM grid cells covering both land and ocean surface, misrepresenting both. 
For spatially downscaled precipitation biases are very low for most quantiles and highest 
for the 99.9
th
 quantile, again due to lack of data points to train the downscaling model on. As for 
temperature, biases are higher in tropical coastal regions. 
Some biases are unavoidable, such as biases in observations and AOGCMs, which both 
relay biases to the downscaling results on one way or another as shown in the previous section.   
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CHAPTER 4 
APPLICATION 
The idea of developing a new statistical downscaling method is to be able to produce 
robust localized and detailed spatial projections of future climate change for use in further 
research and assessments. In this chapter I focus on the application aspect of downscaling, 
discussing 2070-2099 projections of minimum and maximum temperature and precipitation for 
the 20 North American stations included in the study, as well as for spatial fields. The results 
included here consist of AOGCM output from the four models and for the four future scenarios, 
mentioned in Chapter 3, downscaled to the scale of the observations. 
 
4.1.  Station-Based Downscaled 2070-2099 Projections 
4.1.1.  Maximum Temperature 
Time series for downscaled daily maximum temperature are shown for the 20 stations in 
Appendix A, Figures A1 through A20, for the time period 2070-2099. The figures show the 
downscaled daily maximum temperature projections for the four AOGCMs: CCSM3, GFDL-
CM2.1, HadCM3, and PCM, described in Chapter 3, each following four different future 
scenarios, ranging from low emissions to high emissions, according to the A1B, A1FI, A2, and 
B1 storylines also described in Chapter 3.  
The 20 stations have been downscaled using the entire historical period (1960-2009) to 
train the model and then using the found regression coefficients for each month to downscale 
future AOGCM output. 
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One of the clearest aspects of these figures is that the downscaling method is able to 
produce a continuous time series with a pronounced annual cycle, as would be expected. Also, 
the amplitude of the time series varies from site to site, depending on the location and 
climatology of the stations. For example, Plentywood, Montana (Figure A.14), which is located 
far away from the coast, and in the northern part of the United States, both facts contributing to 
large temperature differences between summer and winter, has an annual cycle with an 
amplitude of roughly 50°C; whereas Half Moon Bay, California (Figure A.6), which is located 
right on the coast just south of San Francisco and has a very mild climate with very little 
variation between summer and winter, has an amplitude of less than 20°C. 
To the naked eye there is little variability between outputs from the four AOGCMs and 
between the future scenarios for each station. The blue line in each panel shows the 1980-2009 
average maximum temperature, whereas the red line shows the 2070-2099 average. Common for 
all locations and all AOGCMs and scenarios is that the red line is above the blue line, indicating 
that higher daily maximum temperatures are projected, to a lesser or greater degree, no matter 
which scenario is used and which AOGCM is downscaled. 
Another fact that is evident from these figures is that the distance between the blue and 
red lines are generally higher for the A1FI and A2 scenarios, which are both higher emission 
scenarios, whereas the distance is generally the smallest for the low-emission scenario B1. This 
is also as could be expected since warming is likely to be higher for the high-emission scenarios 
than for low-emission scenarios (Meehl et al., 2007). 
The panels in Figure B.1 in Appendix B show differences in maximum temperature 
between the 2070-2099 and 1980-2009 average maximum temperatures for the four AOGCMS 
and future scenarios for each of the 20 stations. The differences are shown for each of the four 
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seasons December-January-February (DJF), March-April-May (MAM), June-July-August (JJA), 
and September-October-November (SON), as well as for the entire year (ANN). From these 
figures is also appears that all changes in temperature are positive, indicating warming during all 
seasons and for all AOGCMs and scenarios. It is also clear from these figures, that warming is 
projected to be higher for the higher-emission scenario (A1FI), not as great for the two mid-
range scenarios (A2 and A1B), and lower for the lower (B1) scenarios 
Projected warming is generally much higher for the HadCM3 model (green bars) than the 
other three AOGCMs, often more than twice the warming, and sometimes even more, for 
example for the Toronto, Ontario, station for the A1FI scenario, the HadCM3 model projects 
warming in spring (MAM) of about 8°C, whereas the other models project warming of 3-4.7°C. 
The PCM model (purple bars) in general projects the least warming; however it is not as 
different from the CCSM3 and GFDL-CM2.1 models as many of the HadCM3 projections are. 
This corresponds to differences in climate sensitivity for different AOGCMs, as reported in the 
Intergovernmental Panel on Climate Change Assessment Report 4 (Randall et al., 2007). They 
define climate sensitivity in transient AOGCMs as “the global annual mean surface temperature 
change, with respect to a control run, averaged over a 20-year period centered at the time of CO2 
doubling in a 1%/year compound CO2 increase scenario” (Randall et al., 2007; Cubash et al., 
2001). The climate sensitivities listed in the IPCC AR4 for the four AOGCMs used here are 
shown in Table 4.1. 
When averaging over all 20 stations the HadCM3 model also shows the largest warming 
over all seasons and scenarios; the PCM model has the least amount of warming over all for the 
A1B, A1FI, and A2 scenarios, whereas the CCSM3 and PCM models are comparable in 
projecting the least amount of warming in the B1 scenario. Together these results suggest that, as 
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Table 4.1. Climate sensitivity for the four AOGCMs: CCSM3, GFDL-CM2.1, HadCM3, and 
PCM, for a doubling of CO2, as projected in the IPCC AR4 (from Randall et al., 2007). 
 CCSM3 GFDL-CM2.1 HadCM3 PCM 
Climate Sensitivity 1.5°C 1.5°C 2.0°C 1.3°C 
 
a general rule, it is a good idea to include a selection of several AOGCMs when conducting 
studies focusing on future climate change in order to have a spectrum of projected temperatures, 
since there is no way of knowing if one AOGCM is more correct than another, other than 
investigating whether each model shows appropriate performance over the historical period for 
which we have observations to compare with (Raisanen, 2007; Knutti et al., 2010;, Knutti 2011). 
The 20 station average for 2070-2099 shows no consensus among the AOGCMs as to 
whether a particular season is likely to experience more warming than other seasons. However, 
the GFDL-CM2.1 model does have more warming during the summer (JJA) season, for all four 
scenarios, when averaged over the 20 stations. The remaining three AOGCMs generally do not 
show any season as likely to experience more warming than others. 
When divided into inland and coastal stations (Figure B.1) as depicted in Table 3.3 in 
Chapter 3, there is some agreement among the AOGCMs, and across the four scenarios, that 
inland stations are likely to experience more warming than coastal stations. This makes 
reasonable sense, since the stations near the ocean have milder climates due to the ocean 
moderating air temperatures, even if warming is bound to occur. These results are in agreement 
with the study done by Sutton et al. (2007) who investigated the land/sea contrast in warming in 
response to climate change for 20 AOGCMs from the IPCC AR4 database, and found all models 
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to have a land/sea warming ratio greater than 1, ranging from 1.36 to 1.84 depending on the 
AOGCM.  
There is also some agreement among the four models that northern stations are more 
likely to experience more warming than southern stations (stations included in each group are 
listed in Table 3.4); however, again the difference is minimal. The spans in temperatures for the 
four regions for the annual 20 station 2070-2099 average are shown in Table 4.2. 
 
Table 4.2. Spans in 20 station average difference in maximum temperature across the four 
AOGCMs for the 20 station average, inland, coastal, northern, and southern stations; for the 
four SRES scenarios, for the 2070-2099 – 1980-2009 difference. 
 A1B A1FI A2 B1 
20 Station Average 2.0 – 4.2°C 2.1 – 5.5°C 2.3 – 4.4°C 1.4 – 3.1°C 
Inland Stations 2.0 – 4.4°C 3.3 – 5.9°C 2.4 – 4.7°C 1.6 – 3.2°C 
Coastal Stations 1.9 – 3.7°C 2.7 – 4.6°C 2.1 – 3.7°C 1.2 – 2.8°C 
Northern Stations 2.0 – 4.7°C 3.1 – 6.2°C 2.2 – 4.7°C 1.6 – 3.3°C 
Southern Stations 2.0 – 3.5°C 3.0 – 4.6°C 2.2 – 3.8°C 1.3 – 2.7°C 
 
4.1.2.  Minimum Temperature 
Time series for 2070-2099 downscaled daily minimum temperature are shown for the 20 
stations in Appendix A, Figures A21 to A40. These figures show the results of downscaling 
2070-2099 projections of daily minimum temperature from the four AOGCMs run with the four 
future scenarios mentioned in Chapter 3. 
Similar to the time series for maximum temperature, the figures show a pronounced 
annual cycle as expected with amplitudes and means varying among the sites according to their 
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location and climatology. The 1980-2009 average for each station is shown as the blue line in 
each time series and the 2070-2099 average minimum temperature is illustrated by the red line. 
Again we see that warming is expected to occur (i.e., the 2070-2099 average is above the 1980-
2009 average) at all 20 stations for all AOGCMs and future scenarios, with varying degrees of 
warming depending on the AOGCM being downscaled and the emission levels set by the future 
scenarios. 
The panels in Figure B.2 in Appendix B show the seasonal and annual differences 
between the 2070-2099 and 1980-2009 average minimum temperatures, and again we see that all 
changes in temperature are positive for all AOGCMs and scenarios, and even for all four seasons 
for these 20 stations.  
The HadCM3 model again projects the highest degree of warming for most stations and 
scenarios; however, the difference between this and the other models is not as pronounced as for 
maximum temperature. 
The GFDL-CM2 model again projects most warming during the summer (JJA) season for 
the 20 station average; the PCM model also shows slightly more warming during this season 
than for the other seasons for all scenarios except the B1 scenario, for which PCM has little 
variation between seasons. For the fall season (SON) the CCSM3 model projects slightly more 
warming for the two high-emission scenarios (A1FI and A2), however there is little difference 
between the seasons for the two lower emission scenarios (A1B and B1). For the B1 scenario the 
HadCM3 model projects the most warming during the spring (MAM) season, with minimal 
difference between the seasonal warming for the other scenarios. 
When the stations are divided into inland and coastal stations according to Table 3.3 we 
again see that inland stations show a slightly higher degree of warming than coastal stations for 
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the A1B, A1FI, and A2 scenarios. For the B1 scenario only HadCM3 shows slightly higher 
warming for the inland stations whereas the remaining three models have little to no difference 
in projected warming between these regions. When divided into northern and southern stations, 
according to Table 3.4, we see that there is less difference between the projected warming of 
minimum temperature for these two regions. Table 4.3 lists the ranges of warming between for 
these regions. When compared with the spans for maximum temperature between AOGCMs, 
listed in Table 4.1, we see that there is generally more agreement among the models for 
minimum temperature, mainly due to the difference between the projections of HadCM3 and the 
other three AOGCMs not being as large as for maximum temperature. The overall degree of 
projected minimum temperature warming is on the same order as that for daily maximum 
temperature when averaged over the 20 stations. 
 
Table 4.3. Spans in 20 station average difference in minimum temperature across the four 
AOGCMs for the 20 station average, inland, coastal, northern, and southern stations; for the 
four SRES scenarios, for the 2070-2099 – 1980-2009 difference. 
 A1B A1FI A2 B1 
20 Station Average 2.1 – 3.9°C 3.3 – 5.0°C 2.5 – 3.9°C 1.3 – 2.8°C 
Inland Stations 2.2 – 4.1°C 3.6 – 5.3°C 2.7 – 4.2°C 1.4 – 2.9°C 
Coastal Stations 1.9 – 3.5°C 2.8 – 4.3°C 2.2 – 3.5°C 1.1 – 2.7°C 
Northern Stations 2.2 – 4.0°C 3.4 – 5.3°C 2.4 – 3.8°C 1.5 – 2.9°C 
Southern Stations 2.0 – 3.7°C 3.2 – 4.5°C 2.3 – 3.8°C 1.1 – 2.7°C 
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4.1.3.  Precipitation 
Downscaled daily precipitation amounts for the period 2070-2099 are shown in Figures 
A41 through A60 in Appendix A. Time series are plotted for each station for the four AOGCMs 
and future scenarios mentioned in Chapter 3. For the HadCM3 model 10 years of data for the 
period 2080-2089 are missing for the A1B scenario. 
The difference in climatology of each site is evident in the differences in the temporal 
precipitation patterns of each station. Stations such as Vancouver, British Columbia (Figure 
A.41), receive much precipitation throughout the year with few extreme events, indicating most 
of the precipitation falls in the form of large scale precipitation; whereas stations such as Loreto, 
Mexico (Figure A.43), receive little precipitation throughout the year, however, the few 
precipitation events occurring are often of very high amounts, indicating that precipitation is 
most likely to fall in the form of convective precipitation. The temporal precipitation pattern for 
Loreto, Mexico, could be due to passages of hurricanes, which often cause a large amount of 
rainfall to fall within a short time frame. 
For some stations an annual cycle is noticeable in the precipitation time series, for 
example for Half Moon Bay, California (Figure A.46), one sees that the majority of the 
precipitation falls during the fall, winter, and spring months, with summer months being 
relatively dry; whereas precipitation in Plentywood, Montana (Figure A.54), falls mostly during 
the spring, summer, and fall months, with winters being relatively dry due to dry Chinook winds 
blowing down from the Rocky Mountains during December to March. Precipitation patterns 
such as these are resolved by the downscaling method, indicating that it is successful at 
reproducing temporal patterns in precipitation that differs from region to region. 
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Precipitation amounts for each station have been summed for each year and averaged 
over the 2070-2099 period and the difference between these values and the 1980-2009 average 
are shown in Appendix B, Figure B.3. These plots illustrate that, there is much disagreement 
between AOGCMs: for many stations one AOGCM project drying in the 2070-2099 period, 
relative to the 1980-2009 period, whereas other models project an increase in precipitation (e.g., 
Half Moon Bay, CA). This difference is most likely due to differences in the cloud 
parameterization within each AOGCM. Generally each AOGCM is consistent across the four 
scenarios, with more or less increase or decrease in precipitation depending on the scenario. 
Over all, precipitation amounts are projected to change the most under the two higher-
emission scenarios (A2 and A1FI), and least for the lower-emission B1 scenario. Table 4.4 
shows that the range of change in precipitation amounts for the 20 station average are between 7-
13% increase for the B1 scenario for the four AOGCMs, whereas for the A1FI scenario this 
range is -4% – 24%. 
When the stations are divided into inland and coastal stations, as listed in Table 3.3, one 
sees that the change projected in annual precipitation amounts is generally larger for the inland 
stations than for coastal stations, this can also be seen in the spans in precipitation increases 
across AOGCMs listed in Table 4.4. 
Likewise, when divided into northern and southern stations, as listed in Table 3.4, there 
is also some evidence that northern stations are more likely to experience larger increases in 
precipitation amounts than southern stations.  
For the changes in minimum and maximum temperature we saw that one AOGCM tends 
to project higher increases in temperature, compared with the other three models, however, for  
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Table 4.4. Spans in average difference in precipitation amounts across the four AOGCMs for the 
20 station average, inland, coastal, northern, and southern stations; for the four SRES scenarios, 
for the 2070-2099 – 1980-2009 difference. 
 A1B A1FI A2 B1 
20 Station Average -19% – 19% -4% – 24% 2% – 25%  7% – 13%  
Inland Stations -14% – 24% -1% – 31% 1% – 30% 9% – 16% 
Coastal Stations -28% – 13% -11% – 12% 2% – 15% 3% – 11% 
Northern Stations -16% – 23% 2% – 30% 2% – 26% 8% – 16% 
Southern Stations -22% – 14% -16% – 17% -6% – 21% 5% – 11% 
 
precipitation we do not see a similar pattern. The AOGCM projecting the largest change depends 
on the both the season as well as the location of the station.  
There is no general agreement as to whether a particular season is likely to experience a 
larger change in precipitation that similarly depends on the location, for example, Vancouver, 
BC, is projected to have a decrease in precipitation of during the summer months, whereas for 
example Phoenix, AZ, is projected to have an increase in precipitation during the summer for 
some AOGCMs, while others project a drying. 
Some AOGCMs project quite substantial increases or decreases in precipitation for 
certain stations. For example, the HadCM3 model projects that for the A1FI scenario Phoenix, 
AZ, will see an increase in precipitation of 268% during the summer, although other models 
project up to 71% drying for the same scenario, season, and station, relative to the 1980-2009 
average. 
These results are dependent on the quality of the output from the AOGCMs, which we 
know are somewhat less reliable at simulating precipitation than temperature (e.g. Perkins et al., 
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2007; Sun et al., 2006; Chen et al., 1996). Furthermore, results from evaluating the downscaling 
method, shown in Chapter 3 also indicate that the method of downscaling is not quite as 
successful for precipitation as for temperature, with a lower R
2
 value when averaged over the 20 
stations, hence there is more uncertainty associated with the downscaling results for 
precipitation. Hawkins and Sutton (2010) studied reasons for uncertainty in projections of 
regional precipitation change and found that the majority of the uncertainty is due to variability 
between AOGCMs and not so much between the particular scenarios.  
 
4.2.  Spatially Downscaled 2070-2099 Projections 
4.2.1.  Maximum Temperature 
Downscaled daily maximum temperatures are shown in Appendix C Figures C1 to C4 for 
the four AOGCMs and four future scenarios. The left set of panels show the 1980-2009 average 
maximum temperature, the middle panels show the 2070-2099 average maximum temperature, 
and the right set of panels show the difference between the two. The downscaling model has in 
each case been trained on the full historical period (1960-2009) in order to get as well trained a 
model as possible. 
The figures in the left panels are all nearly identical since they show the output for a time 
period included in the training period, which are very close to observations. The fact that there is 
so little variability between the figures for the 1980-2009 between AOGCMs and between the 
scenarios used (these are historical runs of each AOGCM, using the run corresponding to each 
future scenario, and are not the actual scenarios) is a good test of the quality of the downscaling 
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method and shows that no matter which AOGCM is being trained, the output for the training 
period is constant between models. 
Evident in the figures is the enhanced detail of the spatial temperature variations, 
compared with gridded output from a raw AOGCM (not shown). Especially for mountain 
regions such as over the Rocky Mountains, it is obvious that downscaling aids in enhancing the 
output of the AOGCMs. 
The middle sets of panels, showing the 2070-2099 average maximum temperature, are 
plotted on the same scale as the 1980-2009 figures. It can be seen that for all four AOGCMs 
applied in this study, and for each of the future scenarios included, the colors in the figures are 
generally warmer for the 2070-2099 average than for the 1980-2009 average.  
The difference between the two figures is shown in the right sets of panels, with positive 
values indicating higher temperatures for the 2070-2099 average than for the 1980-2009 average. 
From these figures it is obvious that warming is projected throughout the continental United 
States, no matter which AOGCM and future scenario is applied.  
As seen for the station-based downscaling, the degree of warming depends greatly on 
which AOGCM is being downscaled and which future scenario is considered, but generally we 
again see that the HadCM3 model projects a higher degree of warming than the remaining three 
AOGCMs for all four scenarios; whereas PCM is the model being the most conservative in its 
warming projections, similar to the climate sensitivity projections listed in Table 4.1 (Randall et 
al., 2007). 
From the figures showing the difference in maximum temperature between the two 
periods it is evident that there is a general agreement among the AOGCMs with respect to higher 
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latitudes experiencing more warming than areas at lower latitudes. Furthermore, warming is 
generally also higher for inland regions than for coastal regions at the same latitude. This is 
especially evident in Figures C2 and C3 showing results for the two higher-emission scenarios 
(A1FI and A2), which also are the scenarios projecting the most warming. These results similarly 
correspond to what was found for station-based downscaling of daily maximum temperature. 
Although the AOGCMs generally agree that warming is likely to occur, and that northern 
latitudes are likely to experience more warming than southern latitudes, there is however some 
disagreement between the AOGCMs as to which regions are likely to experience the most 
warming; however, for each model these regions vary little between future scenarios. The 
CCSM3 and GFDL-CM2.1 models tend to project more warming in the desert region west of the 
Rocky Mountains and also in a region surrounding James Bay (the southern bay within Hudson 
Bay) in Canada than over other regions. The HadCM3 model generally projects higher warming 
in the region east of the Rocky Mountains as well as in the United States Great Lakes region and 
the region surrounding James Bay in Canada. The more conservative PCM model generally 
projects the most warming west of the Rocky Mountains but also in the Northern Central Plains 
region as well as surrounding James Bay in Canada. 
 
4.2.2.  Minimum Temperature 
Daily minimum temperatures were downscaled for the 2070-2099 period and average 
minimum temperatures are shown in Figures C5 to C8 in Appendix C for the periods 1980-2009 
and 2070-2009 as well as the difference in average minimum temperature between the two 
periods. 
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Again we see the detailed spatial variability achieved by this method of statistical 
downscaling, especially over the mountainous regions, which is impossible to achieve from raw 
AOGCM output at higher resolutions. 
Similarly to the figures showing downscaled maximum temperature the plots in the left-
hand-side panels, showing the 1980-2009 average minimum temperature, show little variability 
between AOGCMs and scenarios. Again, this is a good quality check of the downscaling method 
since we would expect the historical period to be almost identical for each model. 
The 2070-2099 average minimum temperatures (middle panels) all show some warming 
of a lesser or higher degree depending on AOGCM and future scenario being downscaled. The 
right-hand-side figures show the difference between the average temperatures of the two periods, 
again with positive numbers indicating warming. 
As for maximum temperature projections the HadCM3 model again show the highest 
degree of warming among the four AOGCMs, whereas the PCM model projects the least 
warming for the 2070-2099 period. However, the differences are not quite as pronounced as they 
are for maximum temperature. The regions of the highest degree of warming are generally the 
same for each model as for maximum temperature. 
Warming is similarly expected to be higher for the A1FI and A2 scenarios, which are the 
two high-emission scenarios. 
 
4.2.3.  Precipitation 
Daily precipitation amounts were likewise downscaled for the 2070-2099 period, using 
the complete 1960-2009 historical period for training the downscaling model. Figures C9 to C12 
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in Appendix C show the 1980-2009 as well as the 2070-2099 average annual precipitation 
amounts along with the difference between the two. 
The left-hand-side figures for the 1980-2009 average, which is a time period included in 
the training period of the downscaling model, are again nearly identical; however there are some 
minor differences between the AOGCMs both due to AOGCMs being slightly less reliable for 
their precipitation output, but also due to the downscaling method being somewhat less 
successful for precipitation compared with temperature. 
The middle and right-hand-side panels of the precipitation figures show considerable 
disagreement for 2070-2099 projected precipitation amounts between AOGCMs and the 
differences between the 2070-2099 and 1980-2009 averages.  
The CCSM3 model generally projects increases in precipitation in most of the United 
States, with the exception of the desert Southwest and Southern Florida. The highest increases in 
precipitation for the CCSM3 model are in the Central and Eastern United States, as well as the 
Pacific Northwest for the A1B, A1FI, and A2 scenarios, whereas the highest precipitation 
increases are in the United States Southeast for the B1 scenario, with slight decreases in 
precipitation in the desert Southwest for all scenarios.  
The GFDL-CM2.1 model generally shows some increases in precipitation over the 
United States Northeast as well as eastern Canada and northern Rocky Mountains, whereas 
pronounced decreases in precipitation are projected over the United States West Coast and 
Florida for all scenarios as well as in the Gulf Coast region for the A1B, A1FI, and A2 scenarios. 
The HadCM3 model generally projects increased precipitation in the eastern United 
States as well as over the Rocky Mountains and in the desert Southwest, which is contradictory 
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to projections derived from the remaining three AOGCMs. The HadCM3 model projects drying 
over the United States West Coast for all four scenarios, and for the A1B, A1FI, and A2 
scenarios also drying in the Gulf Coast region and southern Florida, whereas it projects a slight 
increase in precipitation over the Florida Peninsula for the B1 scenario. 
For the A1B, A1FI, and A2 scenarios PCM simulates increases in annual precipitation for 
the majority of Central North America, with the highest increases in precipitation over the 
Southeast region, and more so for the A1FI scenario than the other three scenarios. For all 
scenarios, except the B1 scenario, the PCM model projects drying along the West Coast, 
especially for the A1FI scenario; whereas for the B1 scenario PCM projects high increases in 
annual precipitation along the West Coast, contradictory to the remaining three AOGCMs, which 
all project either drying or little change for this scenario. 
The downscaled results from the spatial downscaling are in agreement with those for the 
station-based downscaled results for the 2070-2099 period.  
 
4.3.  Conclusions 
Apparent in the time series figures for both maximum and minimum temperature as well 
as precipitation, it is evident that the downscaling method is able to produce annual variability, 
and differences between locations of different climatology. 
From the station-based downscaling we saw that generally there is no agreement among 
AOGCMs as to whether a particular season is more likely to experience warming than other 
seasons. 
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As expected, warming is projected to be higher for all four AOGCMs for the two higher-
emission scenarios (A1FI and A2) than for the two lower emission scenarios (A1B and B1), 
however the degree of projected warming depends greatly on which AOGCM is being 
downscaled. 
When averaged over inland and coastal stations, respectively it is somewhat evident that 
inland stations are likely to experience more warming than coastal stations for the same latitude. 
This is confirmed by the spatial downscaling results. Similar agreements between station-based 
downscaling and spatial downscaling are that northern areas are likely to experience more 
warming than southern locations. 
Results from both the localized and spatially downscaled precipitation show that there is 
much disagreement between AOGCMs as to the decreases or increases in projected precipitation 
amounts. 
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CHAPTER 5 
COMPARISON WITH OTHER DOWNSCALING METHODS 
In the previous chapters I have shown that the quantile-based piecewise regression 
downscaling method developed in this study is capable of reproducing results similar to 
observations during the historical period. However, it is also important to evaluate how the 
method compares with other statistical downscaling techniques, in order to render it successful. 
I here compare the downscaling method with two other statistical downscaling methods: 
the Delta Change approach and Quantile Mapping. These methods are both widely used in the 
climate science community to study localized climate change impacts for the use of city planning 
and constructional developments.  
The Delta Change approach simply calculates the average difference between present and 
future AOGCM simulations, for the future time period of interest, and adds that difference to the 
observed time series for a particular station (Hay et al., 2000). This assumes that AOGCMs more 
successfully simulate changes in climate rather than actual values for localized stations, and 
assumes stationarity in climate variability for a particular station. 
The Quantile Mapping approach is more advanced than the Delta Change method. It uses 
a statistical technique called quantile mapping to project PDFs for monthly simulated AOGCM 
variables onto historically observed data (Wood et al., 2004; Maurer and Hidalgo, 2008), thus 
changing the shape of the simulated PDF to appear more like the observed PDF, but allowing the 
mean and variance of the AOGCM to change in accordance with AOGCM future simulations. 
Daily values can be obtained by sampling the observations from a randomly selected year and 
adjusting the average to match the simulated monthly data. 
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I here show downscaling results comparing downscaled maximum temperature for the 
quantile-based piecewise regression downscaling method, described in previous chapters, with 
both the Delta Change approach and quantile mapping. Since the Delta Change approach is 
merely a shift in the observations on the order of the change in temperature projected by the 
AOGCM, I have chosen the training and evaluation periods to be 1960-1989 and 2000-2009, 
respectively, in order to have an actual difference in the time period between the two and a shift 
in AOGCM projected temperature is possibly present, although small. I show results from one 
AOGCM, namely the CCSM3 model using the historical run matching the A2 future scenario for 
two sites: Colorado National Monument, Colorado, and Phoenix Arizona. 
Figure 5.1 illustrates the PDFs during the evaluation period for the two stations and the 
three downscaling methods, the black line is observations, red is CCSM3 simulations, green in 
the downscaled temperature for the 1990-1999 evaluation period, and blue is the downscaled 
temperature for 2070-2099. We see that the fit for the evaluation period (green line matching 
black) is good for both stations for piecewise quantile regression, whereas the fit for the Delta 
Change method is slightly less successful for Colorado National Monument, especially in the 
high end of the spectrum, than the other methods, and the fit for the quantile mapping method is 
not quite as good as the other methods for Phoenix. The fact that the Delta Change method is not 
as successful for Colorado National Monument is due to a difference between the shape of the 
distribution in the observations for the training period and the evaluation period, since the this 
method does not change the shape of the distribution from the training period.  
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(b) 
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Figure 5.1. Maximum temperature probability density functions for the 1990-1999 evaluation 
period for Colorado National Monument, CO, and Phoenix, AZ. The AOGCM being downscaled is 
the CCSM3 model with the historical run corresponding to the A2 future scenario using three 
different downscaling approaches: (a) quantile-based piecewise regression, (b) Delta Change, and 
(c) quantile mapping. 
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The largest difference between the three downscaling methods is in the PDF curves for 
the 2070-2099 period (blue lines), where the Delta Change method retains the shape of the 
distribution during the historical period and the other two methods allow the shape to change, the 
piecewise regression method more so than the quantile mapping method. That the shape of the 
observed PDF actually changes over time is somewhat visible in the PDF figure for the Delta 
Change approach for Colorado National Monument (Figure 5.1, panel b, left figure). The green 
line in this panel is identical to the shape of observations during the training period, which is 
slightly different from the black line showing the shape during the evaluation period, for the 
same station. This suggests that the shape of the maximum temperature PDF for future 
observations could change even more; therefore, allowing the shape of the PDF to change is 
most likely beneficial for downscaling of future projections. 
For both stations the PDF is shifted toward higher temperatures for all three downscaling 
methods, indicating warming. For both stations, the Delta Change and quantile mapping methods 
project more warming than the piecewise regression downscaling method. This is shown in the 
right-hand side of the figure, which is shifted further to the right than for the other two methods. 
The Delta Change and quantile mapping methods project a roughly linear shift in the 
distribution, with maximum temperatures reaching up to 53°C and 60°C, respectively for 
Colorado National Monument and Phoenix, by the 2070-2099 period, whereas the piecewise 
regression method does not show an increase in the maximum temperature, but more days with 
very high temperatures, as shown by the elevated peak near the high-end tail of the distribution 
for both stations. This is probably more likely, since there is a natural limit to how hot it can 
possibly become, which is not factored into the Delta Change and quantile mapping methods, as 
it is with the bias correction factor in the piecewise regression method. 
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Figure 5.2 shows the biases in temperature extremes for the 20 stations as well as the 
average
4
. The four extreme temperature categories are number of days per year with minimum 
temperature below -10°C, below 0°C, above 35°C, and above 40°C. This figure shows that the 
Delta Change method (panel b) has higher biases for the high extremes than low extremes, and 
furthermore, that all high extreme biases are all positive while low extreme temperature biases 
are mostly negative; whereas for the quantile-based piecewise regression method (panel a) and 
quantile mapping method (panel c) the biases are both for the low and high extremes, and there is 
no general preference as to whether biases are positive or negative. 
This indicates that the shape of the distribution of especially maximum temperature has 
changed between the 1960-1989 and 2000-2009 periods, and the Delta Change method is not 
capable of capturing this change since it is forced to use the same general shape of the 1960-
1989 distribution. 
As for bias in extreme temperatures, the quantile-based piecewise regression and quantile 
mapping methods are comparable for the first 3 categories, however, the former downscaling 
method is superior when it comes to bias in number of days exceeding 40°C, indicating that with 
regards to future climate change, for which is very likely to see increases in extreme high 
temperatures, the quantile-based piecewise regression method is more likely to capture these 
events accurately. 
  
                                                          
4
 The biases in the 20 station average are based on absolute values from each station in order to avoid positive and 
negative biases cancelling each other out. 
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(b) 
 
(c) 
 
 
 
 
 
 
Figure 5.2. Bias in extreme temperature events, given in average days per year difference 
relative to observations, for (a) the quantile-based piecewise regression downscaling method, (b) 
the Delta Change method, and (c) Quantile Mapping, for the evaluation period 2000-2009. 
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I have not compared this method with the downscaling methods evaluated in the 
STARDEX study since all of those methods were evaluated over Europe (Goodess et al., 2007). 
They found that no particular method reigned superior over another, and that they all had one 
thing in common, which was high biases for extreme temperature and precipitation projections 
(Goodess et al., 2007). 
None of the STARDEX methods are operational in North America, i.e., none of these 
methods have been used to develop large high-resolution datasets of future climate change over 
North America, with respect to temperature and precipitation, hence another unique aspect of 
this method is that it is the first operational downscaling method in North America to explicitly 
solve the tails of the temperature and precipitation distributions and produce a high-resolution 
dataset available to the science community for impact assessment studies. 
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CHAPTER 6 
DISCUSSION AND CONCLUSIONS 
6.1.  Discussion and Conclusion 
This study focuses on the enhancement of a previously build downscaling method, 
initially developed in the field of space science (O‟Brien et al., 2001), in order to create a robust 
statistical downscaling method capable of bridging the gap between the low-resolution AOGCM 
output and the need for high-resolution projections for climate change impact and assessment 
studies.  
The method is unique with respect to several aspects in that it builds a regression model 
based on matching the quantiles of the observed and simulated time series as opposed to 
matching corresponding day-to-day data points, which is the basis for many other regression-
based statistical downscaling studies (Huth, 1999, 2002; Huth et al., 2001; Wilby et al., 1999, 
2000; Boé et al., 2007; Kostopoulou et al., 2007). Furthermore, the same method can be applied, 
with few adjustments, to both temperature and precipitation, as well as any other climate variable 
observed and simulated at a daily scale, as long as they have a Gaussian-like distribution, or can 
be transformed into one, as done here for temperature. Additionally, the method is applicable to 
both station-based observations and spatially gridded observations, rendering it suitable for many 
aspects of statistical downscaling. The most unique aspect of this method, however, is that 
proves very good at simulating high extreme temperatures and precipitation, which has been one 
of the major faults of other downscaling methods (Goodess et al., 2007; Huth et al., 1999). 
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The downscaling method was evaluated based on seven different versions of the 
temperature model and eight versions for the precipitation model, each successive version having 
one added change or improvement to the downscaling process. Each version was evaluated in 
terms of three different quantities: the PDFs, giving a visual image of the skill each model; the 
coefficient of determination, R
2
, which is a measure of the portion of variance in observations 
that is reproduced by downscaling; and bias in nine quantiles distributed in order to evaluate both 
the central part of the distribution as well as the extremes.  
The addition of piecewise regression, instead of straight linear regression, was found to 
have the largest impact on the performance of the method, both in the temperature model as well 
as the precipitation model. 
The largest biases were found to be near the tails of the distribution, simply due to the 
fact that less data points are available at extreme values to train the downscaling model on. 
Downscaling results for both stations and gridded observations show that biases are 
slightly higher near coastal regions for both temperature and precipitation, most likely due to 
AOGCM grid cells covering both ocean and land, misrepresenting both. Furthermore, the 
temperature model showed higher biases when moving towards higher latitudes for both station-
based and gridded downscaling. 
As for future projections, all AOGCMs and scenarios project increases in both maximum 
and minimum temperature, although there are differences in the amount of heating, both 
seasonally and annually among the models. Generally there is consensus among the AOGCMs 
that inland areas are likely to experience more warming than coastal areas at the same latitude, 
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and similarly do they agree that northern regions are likely to see more warming than lower 
latitudes; however, the regions of highest warming differ between AOGCMs. 
Results from locally and spatially downscaled precipitation show that there is much 
disagreement between AOGCMs as to the decreases or increases in projected precipitation 
amounts, however, this was somewhat anticipated since that has been found in other studies as 
well (Russell et al., 2007; Hawkins and Sutton, 2010). 
 
6.2.  Future Work and Publications 
The downscaling method has been automated to a large extent; however, further 
improvements will need to be done in order to render the downscaling model user friendly for 
users not familiar with the code. As the code is set up now the user only has to make changes to a 
short input file containing information individual to each AOGCM and the set of station or 
gridded observations of interest, such as units, length of the dataset, and whether the AOGCM 
has 360 or 365 days, along with other details. This input file then runs the actual downscaling 
code. However, the results in Chapter 3 indicate that it would be useful if the input file contains 
choices as to whether some steps should be left out, such as removal of negative slopes or 
allowing for multiple predictors (EOF filtering and regridding are done beforehand and are thus 
already optional). This is work still to be completed. 
Several journal articles are in the process of being written as part of this project in 
coordination with other authors. The focus of one article is on introducing the quantile-based 
piecewise regression method to station based observations (Stoner et al., in process), another 
focuses on applying the downscaling method to spatial fields (Hayhoe et al., in process), whereas 
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two journal articles delve into the application of the downscaling method, focusing on two 
separate regions, namely, the Eastern Mediterranean (Hayhoe et al., in process) as part of the 
Eastern Mediterranean Assessment Study, which applies both station-based and gridded 
downscaling; and a case study over the Mobile, Alabama, region (Stoner et al., in process), 
looking at changes to extreme events with respect to both temperature and precipitation 
projections; this study is done in cooperation with the Department of Transportation and Parsons 
Brinkerhoff, a constructional engineering consulting firm. 
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APPENDIX A 
2070-2099 STATION TIME SERIES 
A.1. Maximum Temperature 
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Figure A.1. 2070-2099 downscaled daily maximum temperature time series for Vancouver, 
British Columbia, for CCSM3, GFDL-CM2.1, HadCM3, and PCM, for the four future 
scenarios: A1B, A1FI, A2, and B1. 
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Figure A.2. As for Figure A.1, but for Toronto, Ontario. 
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 Loreto, MX 
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Figure A.3. As for Figure A.1, but for Loreto, Mexico. 
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Figure A.4. As for Figure A.1, but for Vernon, Alabama. 
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Figure A.5. As for Figure A.1, but for Phoenix, Arizona. 
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 Half Moon Bay, CA 
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Figure A.6. As for Figure A.1, but for Half Moon Bay, California. 
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 Colorado National Monument, CO 
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Figure A.7. As for Figure A.1, but for Colorado National Monument, Colorado. 
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 Hialeah, FL 
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Figure A.8. As for Figure A.1, but for Hialeah, Florida. 
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Figure A.9. As for Figure A.1, but for Atlanta, Georgia. 
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 Kentland, IN 
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Figure A.10. As for Figure A.1, but for Kentland, Indiana. 
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 Cameron, LA 
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Figure A.11. As for Figure A.1, but for Cameron, Louisiana. 
 
  
154 
 
 Moosehead Lake, ME 
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Figure A.12. As for Figure A.1, but for Moosehead Lake, Maine. 
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 Kansas City, MO 
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Figure A.13. As for Figure A.1, but for Kansas City, Missouri. 
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 Plentywood, MT 
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Figure A.14. As for Figure A.1, but for Plentywood, Montana. 
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 Pitt-Taylor Reservoir, NV 
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Figure A.15. As for Figure A.1, but for Pitt-Taylor Reservoir, Nevada. 
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Figure A.16. As for Figure A.1, but for Garden City, New York. 
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 Wilmington, NC 
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Figure A.17. As for Figure A.1, but for Wilmington, North Carolina. 
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 Dumas, TX 
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Figure A.18. As for Figure A.1, but for Dumas, Texas. 
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Figure A.19. As for Figure A.1, but for Lind, Washington. 
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 Bridgeport, WV 
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Figure A.20. As for Figure A.1, but for Bridgeport, West Virginia. 
 
 
  
163 
 
A.2. Minimum Temperature 
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Figure A.21. 2070-2099 downscaled daily minimum temperature time series for Vancouver, 
British Columbia, for CCSM3, GFDL-CM2.1, HadCM3, and PCM, for the four future 
scenarios: A1B, A1FI, A2, and B1. 
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Figure A.22. As for Figure A.21, but for Toronto, Ontario. 
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Figure A.23. As for Figure A.21, but for Loreto, Mexico. 
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Figure A.24. As for Figure A.21, but for Vernon, Alabama. 
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Figure A.25. As for Figure A.21, but for Phoenix, Arizona. 
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Figure A.26. As for Figure A.21, but for Half Moon Bay, California. 
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Figure A.27. As for Figure A.21, but for Colorado National Monument, Colorado. 
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Figure A.28. As for Figure A.21, but for Hialeah, Florida. 
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Figure A.29. As for Figure A.21, but for Atlanta, Georgia. 
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Figure A.30. As for Figure A.21, but for Kentland, Indiana. 
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Figure A.31. As for Figure A.21, but for Cameron, Louisiana. 
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Figure A.32. As for Figure A.21, but for Moosehead Lake, Maine. 
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Figure A.33. As for Figure A.21, but for Kansas City, Missouri. 
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Figure A.34. As for Figure A.21, but for Plentywood, Montana. 
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Figure A.35. As for Figure A.21, but for Pitt-Taylor Reservoir, Nevada. 
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Figure A.36. As for Figure A.21, but for Garden City, New York. 
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Figure A.37. As for Figure A.21, but for Wilmington, North Carolina. 
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Figure A.38. As for Figure A.21, but for Dumas, Texas. 
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Figure A.39. As for Figure A.21, but for Lind, Washington. 
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Figure A.40. As for Figure A.31, but for Bridgeport, West Virginia. 
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A.3. Precipitation 
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Figure A.41. 2070-2099 downscaled daily precipitation time series for Vancouver, British 
Columbia, for CCSM3, GFDL-CM2.1, HadCM3, and PCM, for the four future scenarios: 
A1B, A1FI, A2, and B1. 
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Figure A.42. As for Figure A.41, but for Toronto, Ontario. 
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Figure A.43. As for Figure A.41, but for Loreto, Mexico. 
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Figure A.44. As for Figure A.41, but for Vernon, Alabama. 
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Figure A.45. As for Figure A.41, but for Phoenix, Arizona. 
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Figure A.46. As for Figure A.41, but for Half Moon Bay, California. 
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Figure A.47. As for Figure A.41, but for Colorado National Monument, Colorado. 
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Figure A.48. As for Figure A.41, but for Hialeah, Florida. 
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Figure A.49. As for Figure A.41, but for Atlanta, Georgia. 
 
  
192 
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Figure A.50. As for Figure A.41, but for Kentland, Indiana. 
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Figure A.51. As for Figure A.41, but for Cameron, Louisiana. 
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Figure A.52. As for Figure A.41, but for Moosehead Lake, Maine. 
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Figure A.53. As for Figure A.41, but for Kansas City, Missouri. 
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Figure A.54. As for Figure A.41, but for Plentywood, Montana. 
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Figure A.55. As for Figure A.41, but for Pitt-Taylor Reservoir, Nevada. 
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Figure A.56. As for Figure A.41, but for Garden City, New York. 
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Figure A.57. As for Figure A.41, but for Wilmington, North Carolina. 
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Figure A.58. As for Figure A.41, but for Dumas, Texas. 
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Figure A.59. As for Figure A.41, but for Lind, Washington. 
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Figure A.60. As for Figure A.41, but for Bridgeport, West Virginia. 
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APPENDIX B 
2070-2099 SEASONAL AND ANNUAL DIFFERENCES IN TEMPERATURE AND PRECIPITATION RELATIVE TO THE 1980-
2009 MEAN 
B.1.  Maximum Temperature 
A1B A1FI A2 B1 
    
    
Figure B.1. 2070-2099 biases in maximum temperature, relative to the 1980-2009 mean, for the 20 stations, four AOGCMs, Blue: 
CCSM3, Red: GFDL-CM2.1, Green: HadCM3, and purple: PCM) and four future scenarios (A1B, A1FI, A2, and B1). 
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Figure B.1.Cont. 
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Figure B.1. Cont. 
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Figure B.1. Cont. 
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Figure B.1. Cont. 
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Figure B.1. Cont. 
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Figure B.1. Cont. 
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Figure B.1. Cont. 
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B.2.  Minimum Temperature 
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Figure B.2. 2070-2099 biases in minimum temperature, relative to the 1980-2009 mean, for the 20 stations, four AOGCMs, Blue: 
CCSM3, Red: GFDL-CM2.1, Green: HadCM3, and purple: PCM) and four future scenarios (A1B, A1FI, A2, and B1). 
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Figure B.2. Cont. 
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B.3.  Precipitation 
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Figure B.3. 2070-2099 biases in annual precipitation amounts, relative to the 1980-2009 mean, for the 20 stations, four AOGCMs, Blue: 
CCSM3, Red: GFDL-CM2.1, Green: HadCM3, and purple: PCM) and four future scenarios (A1B, A1FI, A2, and B1). 
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APPENDIX C 
SPATIALLY DOWNSCALED OUTPUTS FOR 2070-2099 AND CHANGES IN 
TEMPERATURE AND PRECIPITATION RELATIVE TO THE 1980-2009 AVERAGE 
C.1. Maximum Temperature 
 
1980-2009 Tmax Average 2070-2099 A1B Tmax Average 
(2070-2099)-(1980-2009) A1B 
Difference 
   
   
   
   
Figure C.1. Downscaled maximum temperature for 1980-2009 average, 2070-2099 average, and 
difference between the two, for four AOGCMs (CCSM3, GFDL-CM2.1, HadCM3, and PCM for 
the A1B future scenario. 
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1980-2009 Tmax Average 2070-2099 A1FI Tmax Average 
(2070-2099)-(1980-2009) A1FI 
Difference 
   
   
   
   
Figure C.2. Downscaled maximum temperature for 1980-2009 average, 2070-2099 average, and 
difference between the two, for four AOGCMs (CCSM3, GFDL-CM2.1, HadCM3, and PCM for 
the A1FI future scenario. 
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1980-2009 Tmax Average 2070-2099 A2 Tmax Average 
(2070-2099)-(1980-2009) A2 
Difference 
   
   
   
   
Figure C.3. Downscaled maximum temperature for 1980-2009 average, 2070-2099 average, and 
difference between the two, for four AOGCMs (CCSM3, GFDL-CM2.1, HadCM3, and PCM for 
the A2 future scenario. 
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1980-2009 Tmax Average 2070-2099 B1 Tmax Average 
(2070-2099)-(1980-2009) B1 
Difference 
   
   
   
   
Figure C.4. Downscaled maximum temperature for 1980-2009 average, 2070-2099 average, and 
difference between the two, for four AOGCMs (CCSM3, GFDL-CM2.1, HadCM3, and PCM for 
the B1 future scenario. 
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C.2. Minimum Temperature 
 
1980-2009 Tmin Average 2070-2099 A1B Tmin Average 
(2070-2099)-(1980-2009) A1B 
Difference 
   
   
   
   
Figure C.5. Downscaled minimum temperature for 1980-2009 average, 2070-2099 average, and 
difference between the two, for four AOGCMs (CCSM3, GFDL-CM2.1, HadCM3, and PCM for 
the A1B future scenario. 
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1980-2009 Tmin Average 2070-2099 A1FI Tmin Average 
(2070-2099)-(1980-2009) A1FI 
Difference 
   
   
   
   
Figure C.6. Downscaled minimum temperature for 1980-2009 average, 2070-2099 average, and 
difference between the two, for four AOGCMs (CCSM3, GFDL-CM2.1, HadCM3, and PCM for 
the A1FI future scenario. 
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1980-2009 Tmin Average 2070-2099 A2 Tmin Average 
(2070-2099)-(1980-2009) A2 
Difference 
   
   
   
   
Figure C.7. Downscaled minimum temperature for 1980-2009 average, 2070-2099 average, and 
difference between the two, for four AOGCMs (CCSM3, GFDL-CM2.1, HadCM3, and PCM for 
the A2 future scenario. 
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1980-2009 Tmin Average 2070-2099 B1 Tmin Average 
(2070-2099)-(1980-2009) B1 
Difference 
   
   
   
   
Figure C.8. Downscaled minimum temperature for 1980-2009 average, 2070-2099 average, and 
difference between the two, for four AOGCMs (CCSM3, GFDL-CM2.1, HadCM3, and PCM for 
the B1 future scenario. 
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C.3. Precipitation 
 
1980-2009 Precip Average 2070-2099 Precip Average 
(2070-2099)-(1980-2009) 
Difference 
   
   
   
   
Figure C.9. Downscaled precipitation for 1980-2009 average, 2070-2099 average, and 
difference between the two, for four AOGCMs (CCSM3, GFDL-CM2.1, HadCM3, and PCM for 
the A1B future scenario. 
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1980-2009 Precip Average 2070-2099 Precip Average 
(2070-2099)-(1980-2009) 
Difference 
   
   
   
   
Figure C.10. Downscaled precipitation for 1980-2009 average, 2070-2099 average, and 
difference between the two, for four AOGCMs (CCSM3, GFDL-CM2.1, HadCM3, and PCM for 
the A1FI future scenario. 
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1980-2009 Precip Average 2070-2099 Precip Average 
(2070-2099)-(1980-2009) 
Difference 
   
   
   
   
Figure C.11. Downscaled precipitation for 1980-2009 average, 2070-2099 average, and 
difference between the two, for four AOGCMs (CCSM3, GFDL-CM2.1, HadCM3, and PCM for 
the A2 future scenario. 
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1980-2009 Precip Average 2070-2099 Precip Average 
(2070-2099)-(1980-2009) 
Difference 
   
   
   
   
Figure C.12. Downscaled precipitation for 1980-2009 average, 2070-2099 average, and 
difference between the two, for four AOGCMs (CCSM3, GFDL-CM2.1, HadCM3, and PCM for 
the B1 future scenario. 
 
 
