C o m m u n .Fa c .S c i.U n iv .A n k .S e rie s A 1 Vo lu m e 6 2 , N u m b e r 2 , P a g e s 1 -1 1 (2 0 1 3 ) IS S N 1 3 0 3 -5 9 9 1 Abstract. By the help of upper and lower solutions, the monoton iterative technique is applied to a coupled system of …rst order ordinary di¤erential equations with initial conditions depending on a function of end points. Some existence and uniqueness results are obtained. An example for a predator-prey system is given.
Introduction
It is well known that one of the most e¤ective methods of estimating the solutions of di¤erential equations and systems with initial conditions is monotone iterative technique (for details see [2] ). In [1] , an existence result is given for the problem x 0 (t) = f (t; x(t)); t 2 J = [0; T ]; T > 0;
x(0) = g(x(T )):
by using a monotone technique. Here f 2 C(J R; R); g 2 C(R; R): This technique was also applied to above problem with special cases of the function g (See, [3] [9] ). For application of monotone iterative techniques to higher order equations see, for example, [2] and [10] . In this paper, we consider the following coupled system of di¤erential problem. u(0) = u 1 (0) u 2 (0) = g 1 (u 1 (T ); u 2 (T )) g 2 (u 1 (T ); u 2 (T )) = g(u(T ));
(1)
where f 2 C(J R 2 ; R 2 ), g 2 C(R 2 ; R 2 ). The purpose of this paper is to prove that monotone technique can be applied successfully to problems of type (1) with some assumptions on f and g. A predatorprey example satisfying the conditions given on f and g is also stated.
Existence and Uniqueness Results
Theorem 2.1. Let f 2 C( ; R 2 ), g 2 C( ; R 2 ). Moreover, we assume that there exists functions v; w 2 C 1 (J;
Then problem (1) has at least one solution in :
Then f (t; P (t; u(t))) de…nes a continuous extension of f to J R 2 . Because of the fact that f is bounded on , f (t; P (t; u(t))) is bounded on J R 2 . Similarly, g(P (t; u(t))) is a continuous extension of g(u(t)) to R 2 . Therefore, the problem
has a solution de…ned on J (see [2] ). For " i > 0, i = 1; 2, we consider
Let v i (T ) u i (T ) w i (T ). We have
We want to show that
Suppose that t i 2 (0; T ] is such that, for i = 1; 2,
2 from the de…nition of P . We can also write
i (t i ) 0 and z i (t i ) = 0; i = 1; 2: By using the de…nition of derivative, we have
The functions v; w 2 C 1 (J; R 2 ) are said to be a lower and an upper solution of
, v 0 , w 0 be lower and upper solutions of (1) such that v 0i w 0i on J for i = 1; 2 and let g i be nondecreasing on J for i = 1; 2. Suppose further that
Then there exists monotone sequences fv n g, fw n g such that v n ! v, w n ! w as n ! 1 monotonically and uniformly on J and that v and w are minimal and maximal solutions of (1), respectively.
Proof. For any 2 C(J; R 2 ) such that v 0i i w 0i , i = 1; 2, we consider the following problem:
For every such , problem (2) has a unique solution u on J. De…ne a mapping A as A i = u i , i = 1; 2. This mapping will be used to de…ne the sequences fv ni g and fw ni g, i = 1; 2: First, we will prove that
and
Here, u 1i and u 2i are the unique solutions of (2) for and~ , respectively. Set
As a result of (a) and (b), the sequences v ni = A i v n 1 and w ni = A i w n 1 can be de…ned. We can also show, by using mathematical induction, that 
To prove that v and w are minimal and maximal solutions of (1), we have to show that if u is any solution of (1) such that v 0i u i w 0i on J, i = 1; 2; then, v 0i v i u i w i w 0i on J f or i = 1; 2:
Suppose that for some n, v ni u i w ni on J and set p i = u i v (n+1)i , then we have
These inequalities give us that p i (t) 0: So, u i v (n+1)i on J for i = 1; 2: Similarly it can be shown that u i w (n+1)i on J for i = 1; 2: Hence, v (n+1)i u i w (n+1)i on J for i = 1; 2: By using mathematical induction, this proves that for all n, v ni u i w ni . Taking the limit as n ! 1 gives us that v i u i w i on J for i = 1; 2:
We note that, every element of the sequence fv n g is a lower solution and every element of the sequence fw n g is an upper solution for problem (1). Theorem 2.3. Let the conditions of Theorem 1 hold and moreover let
where h i : J ! R are integrable functions on J and L i : J ! R + are nonnegative functions for i = 1; 2 such that
Then the problem (1) has a unique solution in the set .
Proof. The existence of the solution of the problem (1) follows from Theorem 1. So, we need to prove the uniqueness of the solution. Let y; z 2 be two arbitrary solutions of (1). Without loss of generality we can assume y and z satisfy the conditions y i (t) > z i (t) f or t 2 J = [0; T ] ; i = 1; 2:
Set p i = y i z i , i = 1; 2: Hence,
If we integrate (6) on the interval [0; T ], we get
Using (5) and (7), we have
By the condition given in (4) ; this inequality yields p i (0) = 0 which contradicts with the assumption
So, there exists a t 0 2 J such that y i (t 0 ) = z i (t 0 ), i = 1; 2: If t 0 = T or t 0 = 0, then y i (0) = g i (y (T )) = g i (z (T )) = z i (0) ; i = 1; 2: This and (6) yields
which is a contradiction. Let t 0 2 (0; T ) : Then, y i (t) = z i (t) on [t 0 ; T ], since y i (T ) = z i (T ) and y i (0) = z i (0). So, y i (t) = z i (t) on J for i = 1; 2: This is also a contradiction. Consequently, (1) has a unique solution in the set .
Note that if f and g satisfy the conditions of Theorem 2 besides the conditions of Theorem 3, the sequences fv n g and fw n g converge to the unique solution u, uniformly as n ! 1.
Functions v; w 2 C 1 J; R 2 are called weakly coupled lower and upper solutions of
If the inequalities are converted to equalities in (8) and (9), v and w are called coupled quasisolutions of (1).
Theorem 2.4. Let f 2 C(J R 2 ; R 2 ), g 2 C(R 2 ; R 2 ), y 0 , z 0 be weakly coupled lower and upper solutions of (1) such that y 0i (t) z 0i (t) on J for i = 1; 2 and let g be nonincreasing. Suppose further that
Then there exists monotone sequences fy n g and fz n g such that y n ! y, z n ! z monotonically and uniformly on J. Moreover, y and z are coupled quasisolutions of (1).
Proof. For any ; 2 C(J; R 2 ) such that y 0i i z 0i , y 0i i z 0i i = 1; 2, we consider the following problems:
For every such , , problem (10) has unique solution u on J. De…ne a mapping A as A i [ ; ] = u i , i = 1; 2. This mapping will be used to de…ne the sequences fy n g and fz n g. First, we will prove that (a) y 0i A i [y 0 ; z 0 ], z 0i A i [z 0 ; y 0 ], i = 1; 2: (b) A i are monotone operators on , i = 1; 2:
To prove (a), set A i [y 0 ; z 0 ] = y 1i where y 1 is the unique solution of (10), for i = y 0i , i = z 0i , i = 1; 2: Setting p i = y 1i y 0i , we have
and p i (0) = y 1i (0) y 0i (0) g i (z 0 (T )) g i (z 0 (T )) = 0:
This gives us that p i (t) 0, so y 0i A i [y 0 ; z 0 ], i = 1; 2. Similarly, it can be proven that z oi A i [z 0 ; y 0 ]; i = 1; 2:
Here, u 1i and u 2i are the unique solutions of (10) for [~ ; ] and [ ; ], respectively. Set p i = u 2i u 1i , i = 1; 2; then, Set p i = u 1i u 2i , i = 1; 2; then,
As a result of (a) and (b), the sequences y n = A [y n 1 ; z n 1 ] and z n = A [z n 1 ; y n 1 ] can be de…ned. We can also show, by using mathematical induction, that y 0i y 1i ::: y ni z ni ::: z 2i z 1i z 0i on J f or i = 1; 2:
It then follows lim n!1 y ni = y i and lim n!1 z ni = z i monotonically and uniformly on J for i = 1; 2: It is clear that y and z are coupled quasisolutions of (1), since y ni and z ni satisfy
z ni (0) = g i y (n 1)i (T ) ; t 2 J; i = 1; 2:
. Let the functions y 0 ; z 0 2 C 1 J; R 2 be weakly coupled lower and upper solutions of (1) satisfying y 0i (t) z 0i (t) ; t 2 J; i = 1; 2. Moreover, assume that there exists nonnegative constants M i , integrable functions K i : J ! R and nonnegative functions N i : J ! R + for i = 1; 2 such that
Then problem (1) has a unique solution u 2 , y 0i y 1i ::: y ni z ni ::: z 2i z 1i z 0i on J f or i = 1; 2:
and fy n g and fz n g converge to u uniformly, for n ! 1, on J.
Proof. Since the assumptions of Theorem 3 are satis…ed, problem (1) has a unique solution, u 2 . It is known from Theorem 4 that fy n g and fz n g converge to their limit functions uniformly and monotonically as n ! 1. Let lim n!1 (y n ) (t) = y (t) ;
Then, y and z satisfy
Set p i = z i y i so, p i (t) 0; t 2 J; i = 1; 2: So,
Using (14), we have
(15) and (16) give us
Condition (12) yields to p i (0) = 0; i = 1; 2: So, p i (t) = 0; t 2 J; i = 1; 2: Since the problem (1) has a unique solution on , u i = y i = z i ; i = 1; 2:
Example 2.6. Consider
x 1 (0) = 1 2e 20 x 1 (2) 0 x 2 (0) = x 1 (2) + 1 6
x 2 (2) 0; t 2 [0; 2] : v i (t) 0 is a lower solution of (17) : The solution of the system w 0 1 = w 1 (10 2w 1 ) w 0 2 = w 2 ( 3 + 5w 1 ) (18) w 1 (0) = 1 2e 20 w 1 (2) = g 1 (w (2)) 0 w 2 (0) = w 1 (2) + 1 6 w 2 (2) = g 2 (w (2)) 0;
is an upper solution of (17) : We note that, the functions on the right-hand side of the system (18) are obtained by (1 e 2 ) 1 10
is an upper solution of (17) : From Theorem 1, (1) has a solution u satisfying the condition v i (t) u i (t) w i (t), t 2 J; i = 1; 2: Since the functions g i are nondecreasing for the i th component, Theorem 2 gives us that (17) has a minimal and a maximal solution on . Moreover, L 1 , L 2 , M 1 and M 2 constants for g 1 , g 2 , f 1 and f 2 are 1 2e 20 , 1 6 , 10 and 1, respectively. Since 1 2e 20 exp (17) has a unique solution.
