A method for structural matrix identification is presented that uses microtremor measurements based on the canonical variate analysis (CVA), one of the subspace methods that enable the simultaneous identification of parameters under the multi-input-multi-output (MIMO) system. In the case where the structural responses at all nodes can be measured as well as the vibration at the basement, the damping and stiffness matrices can be obtained using the proposed method. Compared to the methods that tries to identify directly the element stiffness and element damping based on least squares method and prediction error method, the proposed method does not need to assume any distribution of stiffness and damping matrices, and identifies directly the total stiffness and damping matrices. The method is validated with the numerical simulation using a four-story structure.
Introduction
Presently it is predicted that a large earthquake will hit the area along the Nankai trough in Japan in near future, government, engineers, and researchers are responsible to enhance the earthquake-resistance of various types of structures.
In this view of needs, the establishment of structural health monitoring system is a pressing task.
With improvements in measuring apparatuses and technology, various new structural identification and damage identification techniques have been developed through vibration measurements1)-11). Artificial vibration using exciters or actuators is advantageous in that both input and output data can be used for identification, therefore identification accuracy is supposed to be high. Artificial vibration, however, is expensive and impractical, and sometimes infeasible due to the condition and scale of structures. In contrast, microtremor mcasurcmcnts using ground motion are freely available, and turn out to be useful alternatives to the artificial excitation. Therefore, this study proposes the structural identification method using the microtremor measurement from the ground motion.
Model-updating-based structural identification methods are based on the first order perturbation methods. They are based on the assumptions that the difference between the analytical model from the design drawing and the real structure is small. When the structural parameters change drastically between the analytical and real structures, this method fails. In such cases, we should identify directly the whole structural parameters of the structure not the change from the analytical model. Most structural identification methods assume that the total structural matrix is the summation of the elemental structural matrices for all elements, assume the distribution of element matrices, and try to identify element stiffness and element damping. These assumptions, however, are not always true in the real situation, therefore the development of methods to identify total stiffness and damping matrices are important.
Recently, the subspace identification method attracts attentions in the field of system identification12)-19). It identifies discrete-time, linear, and time invariant state space models. The advantages are as follows. It has mathematical stabilities because it adopts singular value decomposition or QR decomposition. The results will not drop into the localized optimization point. Also it enables identification problem of multi-input-multioutput (MIMO) data because it is based on the state space models, and this is the important merit over the other system identification techniques such as prediction error method. In this study, we propose the structural identification method, which identify whole stiffness and damping matrices from microtremor measurements based on the CVA. We first identify the two products between the inverse of mass matrix and the damping matrix, and the inverse of mass matrix and the stiffness matrix using the CVA. We assume that the mass matrix is known priori, then the stiffness and damping matrices are obtained. The method is validated with numerical simulation using a four-story structure.
Proposed method for total structural matrices identification

The canonical variate analysis (CVA)
The subspace identification methods recently attract attentions in the field of system identification and are now applied for modal parameter identification as substitute for the conventional peak-picking method with visual estimation from Fourier transforms. Canonical variate analysis (CVA) is one of the subspace methods, initially applied to time series by Akaike13), 14) and improvements for general linear systems were made by Larimore16), 17) .
A finite dimensional, discrete-time, linear, time-invariant dynamical system is modeled as the state-variable equations ( The problem of system realization is to estimate state matrices ] from given input and output vectors, u(t) and y(t).
There exist infinite number of realizations that will meet this condition. The triple [TADT1 , TBD, CT1] are also the realization (T is the transfer matrix), however, the eigenvalues of the matrix AD always are the same. The algorithm is as follows; Step 1: Define the two new state vector, p(t) and At); p(t) represents the past information and At) represents the future information as (3) (4) where 1 and k are the integer indicating the considered length of time history for past and future data. The dimensions of p(t) and respectively are l(p+m)•~ 1, and kp•~1. Assume that we have N data for both u(t) and y(t), and define N'=N-k-1+1, l'=l(p+m),
Step 2: Calculate the covariance matrices among vectors p(t) and f(t), and define them as
Step 3: Calculate the eigenvalues and eigenvectors of ƒ°pp and
where ƒ°PP- Then define (13) In CVA, U indicates the matrix which converts p(t) into the vector which has the highest correlation with f(t) we want to predict.
Step 5: Determine an optimal n-order memory function ƒÊ(t) (14) where In is respectively n-th order identity matrices. Since ,u(t) has the condensed information to predict future, it is regarded as the state vector at time t. Noting that the covariance matrix of identity matrix, the state vectors ƒÊ(t) and x(t) are connected with appropriate transter matrix as (15) Step 6 : Substituting Eq.(15) into Eqs. (1) and (2), we obtain
Matrices AD BD C depend on the transfer matrix T, but eigenvalues of matrix AD is independent from transfer matrix T.
Step 7: The state matrices [T'ADT, T1BD, CT] are estimated using least squares method (18) (19) where we define [ A, B, C ]=[T1ADT,T1BD,CT]
The above is the algorithm when we know the dimension of n, 1 and k We determined the dimension of state matrix, n, according to the number of nodes of the structural model.
We also have to determine the value of 1 and k, the length of time history of past and future. In this study, we decided the 1 and k in order that they minimize the residual error covariance matrix R. Table. 1 . The mass, damping, and stiffness matrices respectively are as follows.
The natural frequencies and damping ratios are shown in Table. 2.
Analytical conditions
We assumed that the structure is affected by the ground motion with very small amplitudes at the basement. The time history of the input ground motion, which was generated using random numbers between -5 to 5 cm/sec2, as well as its Fourier amplitude are shown in Fig.2 . We assumed that the displacement and velocity response at all floors are measured, as well as the input ground motion. The noise u(t) in Eq. (1) was neglected, and the noise v(t) in Eq. (2) was only considered.
The noise ratio was defined as, 
Identified results
(1) Identified natural frequency and damping ratio The Fourier amplitudes of velocity and transfer functions for noise free case are shown in Figs. 5 and 6. In this study, the transfer function is obtained by dividing the Fourier spectrum of response at each floor by that of the input ground motion. Most popular method that identifies natural frequencies is the peak-picking method from the transfer function by the eye inspection. As for identifying damping ratios, the methods commonly in use are half power method and curve fitting method done by eye inspection. These methods regard the frequencies whose transfer function takes the peak values, and estimate damping from the shapes of the transfer function around the natural frequencies. In this case, however, it seems very difficult to estimate them from the transfer function shown in Fig.6 because there are many frequencies that take peaks corresponding to the peaks of input ground motion.
In this situation where traditional eye inspection method are infeasible, the subspace-based technique 
where D(0%) , D(1%) , D(3%) and D(5%) are the identified damping matrices with 0%, 1%, 3% and 5% noise. Identification for stiffness was described in the same way. The identification error (ERR) was estimated in the following equation. 
where atrueij and aidentifiedij are true and identified value of the (i, j) component of matrix A . The ERR of identified stiffness and damping matrices for each noise level are shown in Table 4 . (36), the results for stiffness have good agreement in the case of 5% case, and the results for damping are not good. This is corresponding to the accuracy of natural frequencies and damping ratio stated in the previous section.
The structural matrices of real structure are not always the symmetric and cannot be separated into each element matrices. The proposed method directly identifies the total stiffness and damping matrices simultaneously that represent the relationship between input and output best. 
Conclusions
A vibration-based structural identification method is proposed that evaluates the total structural matrices by use of microtremor measurements. It is based on the CVA, one of the subspace identification methods that identify the discrete-time, linear, and time invariant state space models. We first identify the state matrix of the discrete-time system, and obtain eigenvalues and eigenvectors of the state matrix. Next, we obtain the mode shapes and convert the eigenvalues of the state matrix of discrete-time system to those of continuous-time system. At this point, natural frequencies and damping ratios can be obtained from the eigenvalues. Then, we can identify the state matrix of the continuous-time system using the converted eigenvalues and mode shapes. Finally, stiffness and damping matrices can be obtained by multiplying the mass matrix with the continuous-time state matrix. We conducted the numerical simulation using the 4 degrees of freedom mass-damping-stiffness system. The CVA-based technique could identify natural frequencies and damping ratios with higher accuracy than visual estimation method. Identified natural frequencies have a high degree of accuracy. All damping ratios were overestimated. The identified stiffness matrix also had good accuracy in the case of 5% noise. The accuracy of damping matrices is inferior to that of stiffness and this is because of the identification error in damping ratios. The reconstructed responses had a good agreement with the true values both in the time and the frequency domain.
The proposed method assumed the linear and time-invariant system. For the future work, we want to develop the method to identify a nonlinear system.
