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Abstract
Let k be an algebraically closed field of characteristic p > 0. Let c, d ∈ N be such
that h = c+ d > 0. Let H be a p-divisible group of codimension c and dimension
d over k. For m ∈ N∗ let H [pm] = ker([pm] : H → H). It is a finite commutative
group scheme over k of p power order, called a Barsotti-Tate group of level m.
We study a particular type of p-divisible groups Hπ, where π is a permutation
on the set {1, 2, . . . , h}. Let (M,ϕπ) be the Dieudonne´ module of Hπ. Each Hπ is
uniquely determined by Hπ[p] and by the fact that there exists a maximal torus
T of GLM whose Lie algebra is normalized by ϕπ in a natural way. Moreover, if H
is a p-divisible group of codimension c and dimension d over k, then H [p] ∼= Hπ[p]
for some permutation π. We call these Hπ canonical lifts of Barsotti–Tate groups
of level 1. We obtain new formulas of combinatorial nature for the dimension of
Aut(Hπ[p
m]) and for the number of connected components of End(Hπ[p
m]).
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3
Introduction
Let k be an algebraically closed field of characteristic p > 0. Let c, d ∈ N be such
that h := c+ d > 0. Recall that
Definition 0.1. A p-divisible group over k of height h is an inductive system
H = (Gn, in)n≥0, where Gn is a finite group scheme over k of order p
nh, such that
the sequences 0→ Gn
in−→ Gn+1
pn
−→ Gn+1 are exact for all n ≥ 0.
Each Gm = H [p
m] := ker([pm] : H → H) is called a Barsotti–Tate group of
level m.
An important tool for studying p-divisible groups is the Dieudonne´ theory.
Let W (k) be the ring of Witt vectors over k. Let σ be the Frobenius of W (k).
A Dieudonne´ module over k is a pair (M,ϕ) where M is a free W (k)-module of
finite rank and ϕ is a σ-linear endomorphism such that pM ⊆ ϕ(M) ⊆ M . It is
well known that the category of p-divisible groups over k is anti-equivalent to the
category of Dieudonne´ modules over k. Let (M,ϕ) be the Dieudonne´ module of H .
The dimension of H is dimkM/ϕ(M), the codimension of H is dimk ϕ(M)/pM .
LetH be a p-divisible group over k of codimension c and dimension d. Its height
is h. It is well-known that H is determined by some finite truncation H [pm] of
sufficiently large levelm. This allows us to associate toH two numerical invariants:
the isomorphism number nH is the least level m such that H [p
m] determines H
up to isomorphism, and the isogeny cutoff bH is the least level m such that H [p
m]
determines H up to isogeny. More preciously, we have
Definition 0.2. Let H be a p-divisible group over k of dimension d and codimen-
sion c. The isomorphism number nH (resp. the isogeny cutoff bH) is the smallest
nonnegative integer m with the following property: If H ′ is a p-divisible group
over k of dimension d and codimension c such that H ′[pm] is isomorphic to H [pm],
then H ′ is isomorphic (resp. isogenous) to H .
For the existence of nH , we refer to [Man63, Chapter III, Section 3], [Tra69,
Theorem 3], [Tra73, Theorem 1], [Oor04, Corollary 1.7] or [Vas06, Corollary 1.3].
Traverso’s truncation conjecture [Tra81] predicts that nH ≤ min {c, d}. This pre-
diction turned out to be true only for certain values of c and d and other special
cases. Such cases were first proved in [NV07, Corollary 3.2] and [Vas10b, Theorem
1.5.2]. Recently, E. Lau, M. Nicole and A. Vasiu have found that nH ≤ ⌊
2cd
c+d
⌋
and shown that this is optimal if the Dieudonne´ module corresponding to H is
isoclinic (means that Newton slopes of the Dieudonne´ module are all equal); see
[LNV13, Theorem 1.4, Proposition 9.16]. They even proved a stronger statement
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that nH ≤ ⌊2ν(c)⌋ where ν is the Newton polygon of H . Their results disprove
Traverso’s conjecture as ⌊ 2cd
c+d
⌋ is in general greater than min {c, d}.
Thus to classify p-divisible groups H over k, one is led to consider four basic
questions.
(1) Determine the set Nc,d of possible values of nH .
(2) For 1 ≤ m ≤ Nc,d classify all Barsotti–Tate groups of level m over k.
(3) Find invariants that go up under specializations.
(4) Find principles that govern group actions whose orbits parametrize the
isomorphism classes of Barsotti–Tate groups of level m over k.
Let Aut(H [pm]) be the automorphism group scheme of H [pm] over k and let
γH(m) := dim(Aut(H [p
m])). The importance of the number γH(m) stems out
from the following three main facts (cf. [GV13]):
(i) They are codimension of the versal level m strata.
(ii) They can compute the isomorphism number nH .
(iii) They are a main source of invariants that go up under specializations.
We call (γH(m))m∈N the centralizing sequence of H and we call sH := γH(nH)
the specializing height of H .
The classification of Barsotti–Tate groups of level 1 over k is well-known. In
the unpublished manuscript [Kra75] H. Kraft showed that fixing h := c+ d, there
are only finitely many such group schemes up to isomorphism. This result was re-
obtained independently by Oort. Together with Ekedahl he used it to define and
study a stratification of the moduli space of principally polarized abelian varieties
over k. Their results can be found in [Oor01].
A. Vasiu provided another way to parameterize Barsotti–Tate groups of level
1 over k . Let c, d and h be as before. Let π be a permutation of J = {1, 2, . . . , h}.
Let Hπ be the p-divisible group whose Dieudonne´ module is (M,ϕπ), where
ϕπ(ei) =
{
peπ(i) 1 ≤ i ≤ d,
eπ(i) d < i ≤ r.
Then we have the following:
Theorem 0.3 (Vasiu). Let H be a p-divisible group of codimension c and dimen-
sion d over k. Then H [p] ∼= Hπ[p] for some permutation π.
The Hπ’s are called the canonical lifts of Barsotti–Tate groups of level 1 over
k. Each Hπ is uniquely determined by Hπ[p] and by the fact that there exists
a maximal torus T of GLM such that ϕπ(Lie (T )) = Lie (T ). Hence ϕπ acts on
End(M)[1
p
] and Lie (T ) ⊆ End(M) ⊆ End(M)[1
p
]; cf. [Vas10a, Corollary 11.1(d)].
It turns out that some of the invariants of Hπ[p
m] can be calculated using the
permutation π. To describe this, we use the following notations.
Let J+ = {(i, j) ∈ J
2|i ≤ d < j}, J0 = {(i, j) ∈ J
2|i, j ≤ d or i, j > d} and
J− = {(i, j) ∈ J
2|j ≤ d < i}, as illustrated by the following diagram(
J0 J+
J− J0
)
.
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For each pair (i, j) ∈ J2, we assign a number εi,j ∈ {−1, 0, 1} according to the
rule
εi,j =


1 if (i, j) ∈ J+,
0 if (i, j) ∈ J0,
−1 if (i, j) ∈ J−.
Let O = ((i1, j1), . . . , (il, jl)) be an orbit of (π, π) on J
2. For simplicity we
write εs = εis,js. Let εO = (ε1, . . . , εl). We make the following definition.
Definition 0.4. Let O = ((i1, j1), (i2, j2), . . . , (il, jl)) be an orbit and εO =
(ε1, ε2, . . . , εl) as before. Let n ∈ N∗. A segment < εs, εs+1, . . . , εt > of εO is
called a free linear segment of level n if it satisfies the following conditions.
• We have εs = −1, εt = 1.
• We have
∑t
i=s εi = 0.
• For all s ≤ j < t , we have −n ≤
∑j
i=s εi < 0.
• There exists a j0, s ≤ j0 < t, such that
∑j0
i=s εi = −n.
We write an(O) for the number of free linear segments of level n in εO.
Definition 0.5. Let O = ((i1, j1), (i2, j2), . . . , (il, jl)) be an orbit and εO =
(ε1, ε2, . . . , εl) as before. Let n ≥ 0. Then O is called a circular orbit of level
n if εO satisfies the following conditions.
•
∑l
i=1 εi = 0.
• For all u, v ∈ {1, 2, . . . , l}, |
∑v
i=u εi| ≤ n.
• There exist u, v ∈ {1, 2, . . . , l} such that |
∑v
i=u εi| = n.
We write Cπ(n) for the set of circular orbits of level n.
Our main results are
Theorem 0.6. Let π, Hπ be as before, then
γHpi(m) =
∑
O
m∑
n=1
an(O).
Theorem 0.7. Let π, Hπ be as before, then the number of connected components
of End(Hπ[p
m]) is pcm where
cm =
m−1∑
n=0
∑
O∈Cpi(n)
(m− n)|O|.
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The case m = 1 is a special case of [Vas10a, 1.2. Basic Theorem A].
The first three chapters give a (mostly) self-contained introduction to finite
flat group schemes over k, the ring of Witt vector W (k) over k and the Dieudonne´
theory. Our new results are proved in the last chapter.
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Chapter 1
Group Schemes
This chapter has essentially the character of a survey of group schemes. Its aim is
to review basic definitions and related concepts within the framework of algebraic
geometry, as well as to give a brief account of the fundamental result of P. Gabriel
on the structure of finite commutative group schemes over perfect fields. At the end
of this chapter, we will give the motivation and definition of a p-divisible group.
We begin by introducing the categorical language of describing group structures
in various categories.
1.1 Groups in categories
Let C be a category and S an object of C. Let CS be the category of S-objects. Its
objects are pairs (X, f) where X is an object of C and f : X → S is a morphism
in C. A morphism from the pair (X, f) to the pair (Y, g) is a morphism h : X → Y
in C such that the diagram
X
h //
f ❅
❅❅
❅❅
❅❅
❅ Y
g
⑧⑧
⑧⑧
⑧⑧
⑧⑧
S
commutes.
Sometimes it is useful to consider the following more general situation. Let
Γ ⊂ Hom(S, S) be a monoid with unit. That is to say, Γ is a subset of the set of
endomorphisms of S such that: (1) it contains the identity morphism 1S : S → S;
(2) the composition of two endomorphisms in Γ is again in Γ. Let σ ∈ Γ. A σ-
morphism from (X, f) to (Y, g) is a morphism h : X → Y in C such that the
diagram
X
h //
f

Y
g

S σ
// S
commutes. The composition of a σ-morphism by a τ -morphism is clearly a τ ◦ σ-
morphism. Therefore, we can modify CS by defining Hom((X, f), (Y, g)) to be the
set of all σ-morphisms from (X, f) to (Y, g) for some σ ∈ Γ. Note that if Γ contains
only the identity morphism, then this generalization reduces to the previous one.
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Suppose that CS is a category with products. Let (Z, h) = (X, f)× (Y, g) be a
product of (X, f) and (Y, g) in CS . Then the object Z is called a fibre product of
X and Y in the original category C and is denoted by X×S Y . If for each object S
in C there is a product defined on CS, we say C is a category with fibre products.
An object e is called a final object in C if for any object X in C there is a
unique morphism from X to e. Since all final objects are canonically isomorphic,
we may therefore consider the final object to be unique. If e is a final object, the
category Ce is equivalent to C. The category CS has a final object: the pair (S, 1S).
In what follows we focus on concrete categories C that satisfy the following
two axioms: (1) C is a category with products; (2) C has a final object e.
Let X be an object in C. In the formulation of the next definition we denote
by d : X → X × X the diagonal morphism, by ǫ : X → e the unique morphism
from X to e, and by s : X × X → X × X the morphism that interchanges the
two factors.
A group law on X is a morphism c : X ×X → X that satisfies the following
three axioms:
• Axiom of associativity. The diagram
X ×X ×X
c×1 //
1×c

X ×X
c

X ×X c
// X
commutes.
• Axiom of a left unit. There is a morphism η : e→ X such that the diagram
X ×X
(η◦ǫ)×1X // X ×X
c
{{✈✈
✈✈
✈✈
✈✈
✈
X
d
cc❍❍❍❍❍❍❍❍❍
commutes.
• Axiom of a left inverse. There is a morphism a : X → X such that the
diagram
X ×X
a×1 //X ×X
c

X η◦ǫ
//
d
OO
X
commutes.
One can formulate the axiom of a right unit and of a right inverse in the
obvious way. It is not hard to check that the ‘left unit’ morphism is also a ‘right
unit’, and is uniquely determined. Similarly, the ‘left inverse’ morphism is also a
‘right inverse’ and is unique.
The group law c is said to be commutative or abelian if moreover it satisfies
the following axiom:
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• Axiom of commutativity. The diagram
X ×X
s //
c
##❍
❍❍
❍❍
❍❍
❍❍
X ×X
c
{{✈✈
✈✈
✈✈
✈✈
✈
X
commutes.
The object X in the category C together with a group law c defined on it is
called a C-group. It is called a commutative C-group if c is commutative. We often
denote the C-group simply by X if the group law c is subunderstood.
A morphism of C-groups from (X, cX) to (Y, cY ) is a morphism f : X → Y
such that the diagram
X ×X
f×f //
cX

Y × Y
cY

X
f
// Y
commutes.
Starting from the axioms, it is not hard to show that C-group morphisms
commute not only with group laws, but also with the unit and inverse morphisms.
The class of C-groups with these morphisms form a category. The class of
commutative C-groups form a full subcategory. For example, if C is the category
of sets, topological spaces or analytic manifolds, then the corresponding C-groups
are represented by abstract groups, topological groups or Lie groups respectively.
1.2 Schemes
There are essentially two ways to define a scheme in modern algebraic geometry:
(1) the geometric method in which one defines schemes to be topological spaces
with structure sheaves of rings that are locally affine, a definition that is given in
most books, cf. [Har77, Chapter 2]; (2) the functorial method in which one defines
schemes in terms of certain functors, cf. [DG70, Chapter 1]. Both definitions are
important. In the theory of algebraic groups however, the functorial point of view
is often more beneficial for different group theoretical constructions. We will briefly
recall the definition of schemes as functors in this section.
The following are the notations we will use for some categories in this section:
• S: the category of sets.
• R: the category of rings. By a ring we will always mean a commutative ring
with unit.
• Rk: the category of k-algebras. Here k will be some base field. A k-algebra
is a ring R with a ring homomorphism k → R.
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• G: the category of geometric spaces. A geometric space is a pair (X,OX)
where X is a topological space and OX is a sheaf of local rings on X (i.e.,
OX is a ring sheaf such that for each x ∈ X , the stalk OX,x is a local
ring). We often write X instead of (X,OX) if the structural ring sheaf OX
is implied.
1.2.1 Affine schemes
A Z-functor is a (covariant) functor from R to S. As a trivial but important
example, the forgetful functor O that takes R ∈ R to the underlying set O(R) = R
, is a Z-functor.
The Z here refers to the base ring Z, as every ring is a Z-algebra in a unique
way. Later on we will extend base ring from Z to k, and define k-functors in the
same way.
Example 1.1. Let A ∈ R. Let SpA be the functor that takes R ∈ R to SpA(R) =
HomR(A,R), the set of ring homomorphisms from A to R. If R
f
−→ S is a ring
homomorphism, SpA(f) takes φ ∈ SpA(R) to f ◦ φ ∈ SpA(S). We call SpA the
Z-functor represented by A. This functor is sometimes denoted by HomR(A, ∗).
Example 1.2. Let X ∈ G be a geometric space. Define S(X) to be the Z-functor
that takes a ring R to HomG(SpecR,X), where SpecR = (SpecR,OSpecR) is the
prime spectrum of R. In particular, S(SpecA)(R) = HomG(SpecR, SpecA) =
HomR(A,R) = SpA(R).
Definition 1.3. An affine scheme is a Z-functor that is isomorphic to the functor
SpA for some A ∈ R.
For example, O is an affine scheme because O(R) = R ∼= SpZ[x](R).
1.2.2 Schemes
Loosely speaking, a scheme is a Z-functor that has an open covering by affine
schemes. To define this, first we need to define what it means for a subfunctor to
be open.
Let A ∈ R. Recall that as a topological space, SpecA has a basis of closed
sets of the form V (I) = {P a prime ideal of A|I ⊆ P} for some ideal I of A. Let
D(I) be the open set SpecR\V (I).
If φ : A → R is a morphism in R, we have a continuous map φ˜ : SpecR →
SpecA, and it is easy to check that φ˜−1(D(I)) = D(Rφ(I)). So φ˜ factors through
D(I) if and only ifRφ(I) = R. As a result, we have S(D(I))(R) = HomG(SpecR,D(I)) =
{φ ∈ HomR(A,R)|Rφ(I) = R}. We denote this functor by (SpA)I and call it the
subfunctor defined by I.
Definition 1.4. Let X be a Z-functor and Y a subfunctor of X . We say Y is an
open subfunctor of X if for each A ∈ R and every morphism f : SpA → X , the
subfunctor f−1(Y ) of SpA is defined by some ideal I of A.
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In particular, take X = SpA and f = id, one easily gets that the open sub-
functors of SpA are exactly those of the form (SpA)I for some ideal I.
Example 1.5. Let X ∈ G, let Y be an open subspace of X . Then S(Y ) is an
open subfunctor of S(X) because if α : SpecA→ X is an element of S(X)(A) =
HomG(SpecA,X), α
−1(Y ) is an open subset of SpecA and therefore it is of the
form D(I) for some ideal I.
Definition 1.6. Let X be a Z-functor. A family of subfunctors (Yi)i∈Λ is said to
cover X if for any field k, we have X(k) = ∪
i∈Λ
Yi(k).
Example 1.7. Let X ∈ G, let (Yi)i∈Λ be an (open) covering of X , then (S(Yi))i∈Λ
is an (open) covering of S(X). In particular, let A ∈ R and let (fi, xi)i∈Λ be a
partition of unity in A. That is, Λ is finite and fi, xi are elements of A such that
1 =
∑
i∈Λ
fixi. Then (S(D(Afi)))i∈Λ is an open covering of S(SpecA) = SpA.
Next we shall need the notion of a local functor.
Let X be a Z-functor, R ∈ Ob(R) and 1 =
∑
i∈Λ
fixi a partition of unity in R.
We associate to R the sequence of maps
X(R)
f
−→
∏
i
X(Rfi)
g
⇒
h
∏
i,j
X(Rfifj) (∗)
defined as follows: if αi (resp. αji) denotes the canonical homomorphisms from R
to Rfi (resp. from Rfi to Rfifj ), we set
Pri ◦ f = X(αi),
Pri,j ◦ g = X(αji) ◦ Pri,
Pri,j ◦ h = X(αij) ◦ Prj.
where Pri (resp. Pri,j ) is the projection from the first (resp. second) product to
the i (resp. i, j) factor.
Definition 1.8. A Z-functor X is said to be local if for each R ∈ R and each
partition of unity 1 =
∑
i∈Λ
fixi in R, the sequence (∗) is exact.
Definition 1.9. A Z-functor is called a scheme if it is local and has a covering
by affine open subfunctors.
Remark 1.10. Some readers are probably more familiar with the following defi-
nition.
• An affine scheme is a geometric space (X,OX) which is isomorphic to the
prime spectrum of some ring A.
• A scheme is a geometric space (X,OX) in which every point has an open
neighborhood U such that the topological space U , together with the re-
stricted sheaf OX |U is an affine scheme.
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Our definition is equivalent to this one in the following sense.
We have seen in a previous example that there is a functor S from the category
of geometric spaces to the category of Z-functors. This functor S has a left adjoint
functor, usually denoted by | ∗ |, called the geometric realization functor. Under
these two, the Z-functors that satisfy our definition of schemes correspond exactly
to the geometric spaces that satisfy the above definition in the remark. Also,
SpA corresponds to SpecA, the prime spectrum of the ring A, and we will not
distinguish between these two.
Example 1.11. Let X ∈ G, then S(X) is local. We have:
S(X)(R) = G(SpecR,X),
S(X)(Rfi) = G(SpecRfi , X) = G(D(fi), X),
S(X)(Rfifj ) = G(SpecRfifj , X) = G(D(fi) ∩D(fj), X) = G(D(fifj), X).
The exactness of (∗) means that a morphism α : SpecR → X is determined by
its restrictions to the open sets D(fi) and that these restrictions satisfy the usual
matching conditions. It follows that S(X) is a scheme if X is a scheme in terms
of the definition in the remark.
Let k be a field. By replacing the category of rings R with the category of
k-algebras Rk, we can easily generalize the definitions above to k-functors, affine
schemes over k and schemes over k.
1.3 Affine group schemes
From now on we shall fix a base field k.
Definition 1.12. An affine (resp. affine commutative) group scheme over k (or
over Spec k) is an affine scheme G over k with a group law (resp. commutative
group law).
Unless otherwise stated, all group schemes in this paper are assumed to be
affine and commutative.
Definition 1.13. Let G = SpecA be a group scheme over k. We say G is finite
if A is a finite dimensional k-vector space . We say G is algebraic if A is a finitely
generated k-algebra.
Definition 1.14. Let G = SpecA be an algebraic group scheme over k. The
dimension of G, denoted by dimG, is the Krull dimension of A.
When A is an integral domain, this is equal to the transcendence degree of the
field of fractions of A over k.
Definition 1.15. Let G = SpecA be a finite group scheme over k. The order (or
rank) of G, denoted by |G|, is the dimension of A as a k-vector space.
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The significance of the order is shown in the following
Theorem 1.16 (Deligne). Let G = SpecA be a finite group scheme over k. Let
m = |G|. Then [m] annihilates G, i.e., repeating the group law m times gives a
form vanishing identically on the scheme (the neutral element).
Proof. [TO70, p. 4]
Group schemes, algebraic group schemes and finite group schemes over k all
form categories with fibre products and final object Spec k.
Let G = SpecA be an affine group scheme over k (not necessarily commu-
tative). According to Yoneda’s lemma, to give a group law πG : G × G → G is
the same as to give a k-algebra homomorphism ∆ : A → A ⊗k A satisfying the
following dual axioms:
• The diagram
A⊗A⊗ A A⊗A
∆⊗1Aoo
A⊗ A
1A⊗∆
OO
A
∆
oo
∆
OO (Coassociativity)
commutes.
• There is a k-algebra homomorphism ε : A→ k such the diagram
k ⊗k A A⊗k A
ε⊗1Aoo
A
∆
OO
∼=
ff▲▲▲▲▲▲▲▲▲▲▲
(Left Counit)
commutes.
• There is a k-algebra homomorphism s : A→ A such the diagram
A A⊗k A
s⊗1Aoo
k
OO
Aε
oo
∆
OO (Left Coinverse)
commutes.
This simple observation leads to the following definition:
Definition 1.17. A Hopf algebra over k (or a Hopf k-algebra) is a k-algebra A
with k-algebra homomorphisms ∆ : A → A ⊗k A, ε : A → k and S : A → A
satisfying the above three axioms.
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Hopf algebras are also called bialgebras in some books.
From the above discussion, we have an anti-equivalence between the category
of affine group schemes over k and the category of Hopf k-algebras. Here are some
first examples of affine group schemes over k.
Example 1.18. 1. Consider the functor SLn that takes a k-algebra R to SLn(R),
the set of n by nmatrices with entries in R and determinant 1. Usual matrix multi-
plication makes SLn into an affine group scheme over k. This group is represented
by
k[xij |1 ≤ i, j ≤ n]/(det(xij)1≤i,j≤n − 1)
, with
∆(xij) =
n∑
k=1
xik ⊗ xkj,
ε(xij) = δij ,
S(xij) = (−1)
i+jdet(xst)s 6=j,t6=i.
2. Similarly, one can define the group of invertible matrices GLn, the group of
upper triangular invertible matrices Tn and the group of upper triangular unipo-
tent matrices Un. Their names are fairly self-explanatory. They are represented
by
k[xij ,
1
det(xij)1≤i,j≤n
|1 ≤ i, j ≤ n],
k[xij ,
1
x11 · · ·xnn
|1 ≤ i, j ≤ n],
k[xij |1 ≤ j < i ≤ n],
respectively. In particular, GL1 is an important group and is usually denoted by
Gm. It is represented by
k[x, y]/(xy − 1) = k[x,
1
x
]
with
∆(x) = x⊗ x,
ε(x) = 1,
S(x) =
1
x
.
3. The functor µn that takes R to µn(R) = {x ∈ R|x
n = 1}, the group of n-th
roots of unity in R, is represented by k[x]/(xn − 1) with
∆(x) = x⊗ x,
ε(x) = 1,
S(x) =
1
x
.
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4. If char(k)=p > 0, let αp be the functor that takes R to αp(R) = {x ∈
R|xp = 0}. It is a group under addition. This functor is represented by k[x]/(xp)
with
∆(x) = x⊗ 1 + 1⊗ x,
ε(x) = 0,
S(x) = −x.
Example 1.19 (Diagonalizable Group schemes). The anti-equivalence of cate-
gories discussed above allows us to define affine group schemes by constructing
Hopf algebras. Let M be an abelian group, let k[M ] be the group algebra (k-
vector space with basis the elements of M , multiplication induced by that of M
on elements of the basis). For m ∈M let ∆(m) = m⊗m, ε(m) = 1, S(m) = m−1.
This does give a Hopf algebra since the required identities are satisfied on the
elements of the basis. The corresponding group schemes are called diagonalizable
group schemes.
For example, Gm and µn defined in 1.18 are diagonalizable group schemes.
It is not hard to see that Gm corresponds to the infinite cyclic group Z, and
µn corresponds to the finite cyclic group Z/nZ. Actually, we have the following
simple fact.
Fact. Let G = SpecA be an algebraic group scheme over k. If G is diagonalizable
and k is algebraically closed, then G is a finite product of copies ofGm and various
µn.
Example 1.20 (Constant group schemes). Let Γ be a finite group. In general,
the functor that assigns Γ to every k-algebra R is not an affine group scheme.
However, something very close to this functor can be made to be representable,
hence the name of constant group schemes.
Let A = kΓ be the set of all functions from Γ to k. The addition and multi-
plication of k make A into a ring in the obvious way. Furthermore, given σ ∈ Γ
let eσ be the function that is 1 on σ and 0 elsewhere, then {eσ} is a basis of A
over k. As a ring kΓ ∼= k × · · · × k and {eσ} is a set of orthogonal idempotents.
Suppose R is a k-algebra with no nontrivial idempotents, than a homomorphism
ϕ : A → R must send one eσ to 1 and all others to 0, and thus can be identified
naturally with σ. In other words, we have SpecA(R) ∼= Γ as sets.
Define ∆(eρ) =
∑
σδ=ρ(eσ⊗eδ), S(eσ) = eσ−1 and ε(eσ) be 1 if σ is the identity
and 0 otherwise. This gives us a Hopf algebra structure on A for which the induced
group structure matches with the multiplication in Γ. The group scheme defined
above is called constant group scheme associated to Γ and is denoted by Γ.
Next, we make the construction of duals explicit for finite commutative groups
schemes.
Let G = SpecA be a finite commutative group scheme over k. Let A∨ =
Homk(A, k) be the space of linear forms on A. From A we have the following list
of maps defining its Hopf k- algebra structure:
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∆ : A→ A⊗k A, comultiplication
ε : A→ k, counit
s : A→ A, coinverse
m : A⊗k A→ A, multiplication in A
φ : k → A. k-algebra structure map
Passing to the duals, we get a similar list of maps:
m∗ : A∨ → A∨ ⊗k A
∨,
φ∗ : A∨ → k,
s∗ : A∨ → A∨,
∆∗ : A∨ ⊗k A
∨ → A∨,
ε∗ : k → A∨.
Naturally one would ask the following question: is A∨ with the above list of
maps also a Hopf k-algebra? For this we have the following:
Theorem 1.21. (Cartier Duality) Let G = SpecA be a finite commutative group
scheme over k. Then A∨ also represents a finite commutative group scheme over
k to be denoted by G∨.
We call A∨ the (linear) dual of the Hopf k-algebra A, and G∨ = SpecA∨ the
(Cartier) dual of G.
Proof. We need to verify that A∨ with the above maps satisfies the axioms of a
commutative Hopf k-algebra. We shall present here the verification of only one
axiom to show that the commutativity assumption on SpecA is truly needed.
We will check that s∗ is a k-algebra homomorphism. Thus we have to check
that we have a commutative diagram (note that the multiplication in A∨ is given
by ∆∗)
A∨ ⊗A∨
∆∗ //
s∗⊗s∗

A∨
s∗

A∨ ⊗A∨
∆∗
// A∨
which is equivalent to
A⊗ A A
∆oo
A⊗ A
s⊗s
OO
A.
∆
oo
s
OO
In terms of the group law it means that we have a commutative diagram
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G×G
π //
(τ,τ)

G
τ

G×G
π // G,
i.e., for each R and a, b ∈ G(R), we have (ab)−1 = a−1b−1. This is true only when
G is commutative.
Example 1.22. Let Γ is a finite abelian group. From the two examples above,
we have the diagonalizable group scheme given by k[Γ] and the constant group
scheme given by kΓ. These are dual to each other. By definition k[Γ]∨ is the set of
all k-linear maps from k[Γ] to k. Since Γ is a basis for k[Γ], we have a dual basis
{σ∗|σ ∈ Γ} of k[Γ]∨.
The multiplication on k[Γ]∨ is given by ∆∗. Thus
σ∗δ∗ = ∆∗(σ∗ ⊗ δ∗) = (σ∗ ⊗ δ∗)∆.
So for any ρ ∈ Γ, we have
σ∗δ∗(ρ) = (σ∗ ⊗ δ∗)∆(ρ) = (σ∗ ⊗ δ∗)(ρ⊗ ρ) = σ∗(ρ)δ∗(ρ)
=
{
0 if σ∗ 6= δ∗,
σ∗(ρ) if σ∗ = δ∗.
So {σ∗|σ ∈ Γ} is a set of orthogonal idempotents of k[Γ]∨ and k[Γ]∨ is isomor-
phic to kΓ as k-algebras under the map σ∗ 7→ eσ.
Similarly by looking into the comultiplication one can show that k[Γ]∨ is iso-
morphic to kΓ as Hopf k-algebras. This proves that the dual of a diagonalizable
group scheme is a constant group scheme.
In particular, (Z/nZ)∨ = µn.
We end this section with the notion of a closed subgroup.
Let G = SpecA. A group scheme H is called a closed subgroup of G if H =
SpecA/I for some ideal I of A. Intuitively, this means H is defined by polynomial
equations defining G plus some additional ones corresponding to the ideal I. If
one chooses additional equations randomly, the result cannot be expected to form
a group. Thus the ideal I has to satisfy certain conditions.
First, homomorphisms that factor through A/I must be closed under mul-
tiplication. If f, g : A → R are two morphisms vanishing on I, their product
g · h = (g, h)∆ in SpecA(R) must also vanish on I. This means that ∆(I) is
mapped to 0 under the epimorphism A ⊗k A → A/I ⊗k A/I, hence is contained
in I ⊗k A+A⊗k I. Also, we need s(I) ⊆ I since if g is in SpecA(R), g
−1 = g ◦ s
must also be in it. Finally, we need ε(I) = 0 since the unit must be in SpecA(R).
Ideals I of A satisfying these three conditions are called Hopf ideals of A. If I is a
Hopf ideal, then A/I with the induced maps of ∆, ε, s on the quotients is as well
a Hopf k-algebra.
18
For example, the kernel IA of ε : A→ k is a Hopf ideal, called the augmentation
ideal of A. It corresponds to the trivial subgroup.
An important source of examples of closed subgroups is the kernels of homo-
morphisms. Let G = SpecA, H = SpecB, let Φ : G → H be a homomorphism
and φ : B → A be the corresponding Hopf k-algebra homomorphism. For any
k-algebra R, let Ker(Φ)(R) be the kernel of Φ(R) : G(R)→ H(R). The elements
of Ker(Φ)(R) can be described as pairs in G(R)× Spec k(R) having the same im-
age in H(R), i.e., Ker(Φ) = G×H Spec k. Thus Ker(Φ) is represented by A⊗B k,
where A and k are viewed as B-algebra via the maps φ : B → A and εB : B → k.
Tensoring the exact sequence IB → B
εB−→ k with A over B, we see that Ker(Φ)
is represented by A/IBA. In particular, Ker(Φ) is a closed subgroup of G which
is a normal subgroup.
Example 1.23. Recall that Gm is represented by k[x,
1
x
] and ε(x) = 1. Thus ε is
essentially the evaluation map and its kernel is generated by x− 1. Now consider
the squaring homomorphism ( )2 : Gm → Gm. Here we have A = k[x,
1
x
] and B =
k[y, 1
y
], and the squaring map corresponds to the Hopf k-algebra homomorphism
k[y, 1
y
] → k[x, 1
x
] sending y to x2. Therefore, we have IBA = (x
2 − 1)A and
A/IBA = A/(x
2−1)A, which is the same as k[x]/(x2−1). Thus we conclude that
the kernel is µ2, which is what we naturally expected.
1.4 E´tale and connected group schemes
There are some important types of finite group schemes that we need to discuss
before we can jump into the structure theorem of general finite group schemes
over k. Recall that SpecA is connected if A has no non-trivial idempotents. A
more subtle question arise when we take base extension into account. For exam-
ple, take µ3 which is represented byA = k[x]/(x
3 − 1). If k = R, then SpecA
consists of two points, reflecting the decomposition x3 − 1 = (x− 1)(x2 + x+ 1).
However, if we extend k from R to C, then x3−1 splits completely; therefore µ3 is
isomorphic to the constant group scheme Z/3Z, and we get three connected com-
ponents. Extensions of the base field may result in additional idempotents. Thus
we need something that can detect potential idempotents. This can be handled
using separable algebras, which generalize the notion of separable field extensions.
Theorem 1.24. Let k¯ be an algebraic closure of k, let ks be the separable closure
of k in k¯, and let A be a finite dimensional k-algebra. Then the following five
statements are equivalent:
(1) the ring A⊗k k¯ is reduced.
(2) A⊗k k¯ ∼= k¯ × k¯ × · · · × k¯.
(3) the number of k-algebra homomorphisms A→ k¯ is equal to the dimension
of A over k.
(4) A is a product of separable field extensions of k.
(5) A⊗k ks ∼= ks × ks × · · · × ks.
If k is perfect, these statements are also equivalent to the following one
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(6) the ring A is reduced.
Proof. [Wat79, p. 47]
Definition 1.25. A finite dimensional k-algebra A satisfying the equivalent con-
ditions (1) to (5) of Theorem 1.24 is called a separable k-algebra.
Corollary 1.26. Sub-algebras, quotients, products and tensor products of separa-
ble k-algebras are separable.
Proof. If B is a sub-algebra of A, B ⊗k k¯ is a sub-algebra of A⊗k k¯. If A⊗k k¯ is
reduced, so is B ⊗k k¯. Hence B is separable.
Using (2) of Theorem 1.24, we can prove the case of quotients, products and
tensor products similarly.
Definition 1.27. A finite group scheme G = SpecA is called e´tale if A is sepa-
rable.
Let A be a finitely generated k-algebra. If B is a separable sub-algebra of A,
then B⊗k k¯ is a separable sub-algebra of A⊗k k¯. Since it is spanned by idempotents,
its dimension is bounded by the number of connected components of SpecA⊗k k¯,
which is finite. Also, if B1 and B2 are two separable sub-algebras of A, then the
composite B1B2 is also separable, since it is a quotient of B1 ⊗k B2. Hence there
exists a largest separable sub-algebra inside A. We denote this by π0A.
Theorem 1.28. Let k ⊆ K be fields, A, B finitely generated k-algebras.
(1) π0A⊗k K = π0(A⊗k K).
(2) π0(A×B) = π0A× π0B.
(3) π0(A⊗k B) = π0A⊗k π0B.
Proof. [Wat79, p. 49-50]
If G = SpecA, we write π0G = Spec π0A. Each idempotent of A is in π0A.
There may also be nontrivial fields in π0A, but since π0A⊗k k¯ ∼= k¯ × k¯ × · · · × k¯,
these fields reflect potential idempotents, which yields connected components of
X after performing base extension. The above theorem shows that π0A indeed
captures all such potential idempotents.
Theorem 1.29. Let G = SpecA be an affine algebraic group scheme. Then the
following four statements are equivalent:
(1) π0G is trivial (i.e., π0A = k).
(2) SpecA is connected.
(3) SpecA is irreducible.
(4) A/nil(A) is an integral domain.
Proof. [Wat79, p. 51]
Definition 1.30. An affine algebraic group scheme G is said to be connected if it
satisfies anyone of the above four equivalent conditions.
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Let G = SpecA be an algebraic group scheme over k. Since the image of a
separable k-algebra under any k-algebra homomorphism must again be separable,
∆ must map π0A into π0(A ⊗k A) = π0A ⊗k π0A. Similarly, s maps π0A into
π0A. Thus, π0A with ∆, ε, s of A restricted to π0A is a Hopf sub-algebra of A,
or equivalently, π0G is an e´tale group scheme. Note that the augmentation ideal
Iπ0A = IA ∩ π0A.
Let H = SpecB be an e´tale group scheme. Each k-homomorphism B → A
has image in π0A hence can be decomposed as B → π0A →֒ A. Correspondingly,
any homomorphism G→ H factors through π0G as G→ π0G→ H .
Let G0 be the kernel of G→ π0G. By the discussion at the end of Section 1.3,
we know that it is a closed normal subgroup represented by A/(IA∩π0A)A. Using
a set of orthogonal idempotents {fi} corresponding to the decomposition of π0A
into fields, we can write A = ⊕fiA. The map ε : A→ k must send exactly one fi,
say f0, to 1, and all other fi’s to 0. Set A
0 = f0A. Then π0(A
0) = k, IA ∩ π0A is
generated by 1 − f0, and the quotient representing G
0 is just A0. To sum up, we
have:
Theorem 1.31. Let G = SpecA be an algebraic group scheme over k. Then π0A
represents an e´tale group π0G. The kernel G
0 of G → π0G is a connected closed
normal subgroup of G represented by the factor of A on which ε is nonzero.
This G0 is called the connected component of G.
1.5 Finite group schemes over perfect fields
Now assume k is perfect.
Lemma 1.32. Let A be a finitely generated k-algebra. If A/nil(A) is separable,
then π0A ∼= A/nil(A).
Proof. [Wat79, p. 52]
Theorem 1.33. Let G be a finite group scheme over a perfect field. Then G is
the semi-direct product of G0 and π0G.
Proof. Since k is perfect, we know from Theorem 1.24 that a k-algebra is separable
if and only if it is reduced.
Let G = SpecA. Then A/nil(A) is separable. Further, A/nil(A) ⊗k A/nil(A)
is separable, hence reduced. Therefore, the k-homomorphism
A
∆
−→ A⊗k A→ A/nil(A)⊗k A/nil(A)
vanishs on nil(A), hence factors through A/nil(A). Thus A/nil(A) defines a closed
subgroup H of G. By the above lemma this subgroup is isomorphic to π0G via
the composite homomorphism H → G→ π0G.
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IfG is commutative, then the semi-product of Theorem 1.33 is a direct product.
If moreover G is e´tale, then the decomposition of G∨ = G∨0×π0G
∨ induces a dual
decomposition G ∼= G∨∨ = (G∨0)∨ × (π0G
∨)∨. The two factors are e´tale groups
(being subgroups of G) with a connected dual and an e´tale dual respectively.
Similarly, if G is connected, it factors into a product of two connected groups
with a connected dual and an e´tale dual respectively. Thus for a general finite
commutative group G, we have a four-fold decomposition.
Corollary 1.34. A finite group scheme over a perfect field k splits canonically
into four direct factors of the following disjoint type:
(1) e´tale with e´tale dual,
(2) e´tale with connected dual,
(3) connected with e´tale dual,
(4) connected with connected dual.
1.6 Finite group schemes over perfect fields of
positive characteristic
Let X be a scheme over Fp. The absolute Frobenius morphism σX : X → X is the
identity on points and the map a 7→ ap on sections. Now suppose k is a perfect
field of positive characteristic p. For any scheme X over Spec k define X(p) as
the fibre product and FX as the induced morphism in the following commutative
diagram:
X

σX
&&
FX
##
X(p)

// X

Spec k
σ // Spec k
This FX is called the relative Frobenius morphism of X over Spec k. Note that
this FX is functorial. For any group scheme G over k, the morphism FG : G→ G
(p)
is a homomorphism and if G is commutative, (G∨)(p) = (G(p))∨.
For any finite group G over k and FG∨ : G
∨ → (G∨)(p) = (G(p))∨, define
VG = (FG∨))
∨ : G(p) → G. The homomorphism VG dual to FG∨ is called the
Verchiebung homomorphism of G. This VG is also functorial and compatible with
products and base extensions. In fact, we have:
Theorem 1.35. For any finite group scheme G over k,
VG ◦ FG = p · idG,
FG ◦ VG = p · idG(p).
Proof. [Pin04, p. 31]
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Example 1.36. • FG and VG are zero for G = αp.
• FG is zero and VG is an isomorphism for G = µp.
• VG is zero for G = Z/nZ.
We have seen that when k is a perfect field, G = SpecA is e´tale if and only if
A is reduced. Also, it is true that when A is finite dimensional over k, A has no
nontrivial idempotents if and only it A is local. We say G is local if G = G0 and
reduced if G = Gred. We say G is of x-y type if G is x and G
∨ is y, x,y∈{local,
reduced}. Thus Corollary 1.34 can be phrased as the following:
Corollary 1.37. There is a unique and functorial decomposition of G as
G = Grr ⊕Grl ⊕Glr ⊕Gll.
where the direct summands are of reduced-reduced, reduced-local, local-reduced, and
local-local type respectively.
The functoriality implies the fact that any homomorphism between groups of
different types is zero. This decomposition is also compatible with base extension.
The n-th iterations of Frobenius and Verschiebung are defined as the compo-
sitions of homomorphisms
F nG : G
FG−→ G(p)
F
G(p)−−−→ G(p
2) → · · · → G(p
n),
V nG : G
(pn) → · · · → G(p
2)
V
G(p)−−−→ G(p)
VG−→ G.
We say FG (resp. VG) is nilpotent if F
n
G = 0 (resp. V
n
G = 0) for some n ≥ 0.
Theorem 1.38. For affine commutative group schemes G we have the following
equivalences:
• G is reduced-reduced ⇔ both FG and VG are isomorphisms.
• G is reduced-local ⇔ FG is an isomorphism and VG is nilpotent.
• G is local-reduced ⇔ FG is nilpotent and VG is an isomorphism.
• G is local-local ⇔ both FG and VG are nilpotent.
Also, in the decomposition
G = Grr ⊕Grl ⊕Glr ⊕Gll,
the orders of the four groups are: prime to p for Grr, and a power of p for Grl,
Glr and Gll.
Proof. [Pin04, 34-36]
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Example 1.39. If k = k¯, we have the following table for the category of finite
group schemes over k:
Type Order F V Simple Group
reduced-reduced prime to p isom isom Z/lZ, µl, l is a prime 6= p, order = l
reduced-local p power isom nilp Z/pZ, order = p
local-reduced p power nilp isom µp, order = p
local-local p power nilp nilp αp, order = p
1.7 p-Divisible groups
Let k be a field of characteristic p > 0. The concept of p-divisible groups over
k were historically first introduced by Barsotti under the name equi-dimensional
hyperdomain, cf. [Bar62]. In a 1966 paper [Tat66b], Tate called them p-divisible
groups. Later in 1970, Grothendieck referred to them as Barsotti–Tate groups in
[Gro70]. They are characteristic p analogues of points of order a power of p on an
abelian variety.
To give the motivation of p-divisible groups, consider an elliptic curve E/k.
When we study the arithmetic of E, there is an object of great importance: the
Tate module. Recall that if l a prime number, the l-adic Tate module of E is
Tl(E) := lim←−
n
E[ln](k¯)
where E[ln] is the kernel (a group scheme) of the multiplication map [ln] : E → E
and the transition maps are the multiplication maps l : E[ln+1]→ E[ln].
Since each E[ln] is a Z/lnZ-module, we see that the Tate module has a natural
structure as a Zl-module. But more importantly, it is a Zl representation of the
Galois group Gk¯/k since Gk¯/k acts compatibly on E[l
n](k¯).
The Tate module contains a great amount of information about E. To illustrate
this, we collect some nice results below.
To begin with, we have the following
Theorem 1.40. Let k be a finite field or a number field. Let E1, E2/k be two
elliptic curves. Let l be a prime not equal to the characteristic of k. Then the
natural map
Homk(E1, E2)⊗ Zl → HomGk¯/k(Tl(E1), Tl(E2))
is an isomorphism.
This was proven by Tate (cf. [Tat66a] ) for finite fields and by Faltings for
number fields (cf. [Fal83]).
Also, we have the following amazing theorem:
Theorem 1.41 (Ne´ron-Ogg-Shafarevich). Let k be a p-adic local field, l 6= p a
prime and E/k an elliptic curve. Then E has good reduction if and only if the
Gk¯/k-representation Tl(E) is unramified.
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Recall that E/k has good reduction if and only if there is an elliptic curve
E/Ok whose generic fiber is E. Thus Tl(E) is able to detect the ability to lift E
to an elliptic curve over the ring of integers.
Lastly, we have the following standard theorem of Tate:
Theorem 1.42 (Tate’s isogeny theorem). Let E1, E2/Fq be elliptic curves over
finite fields and l a prime coprime to q. Then E1 and E2 are isogenous if and only
if Tl(E1) ∼= Tl(E2).
Thus the Tate module captures the isogeny class of an elliptic curve over a finite
field. Moreover, one can show that Tl(E1) ∼= Tl(E2) if and only if E1(Fpr) = E2(Fqr)
for all r ≥ 1. So the Tate module also captures the number of points of an elliptic
curve over all finite fields.
Note that in above applications we require that l 6= p = char(k). The p-adic
Tate module, however, is in many respects not the right object to consider. For
instance, let E/Fq be an elliptic curve, the p-adic Tate module is extremely simple:
if E is supersingular then Tp(E) = 0; if E is ordinary then Tp(E) is Zp with the
action of some character.
We have seen that for l 6= p, the l-adic Tate-module captures the full system
of group schemes E[ln]. The fact that this system can be encoded into a single
Zl-module with Galois action is due to the fact that E[ln] is e´tale for every n. But
for E[pn] it is never e´tale, and as such, the geometric points do not capture much
of the information. So we should really consider the full system of group schemes
E[pn]. It turns out that it is most convenient to put these into an inductive system,
and in this way we arrive at the p-divisible group of an elliptic curve ( or abelian
variety in general).
Let us now give the definition of a p-divisible group in a general setting.
Definition. Let p be a prime number and h an integer ≥ 0. A p-divisible group
over k of height h is an inductive system H = (Gn, in), n ≥ 0, where Gn is a finite
group scheme over k of order pnh, such that the sequences
0→ Gn
in−→ Gn+1
pn
−→ Gn+1
are exact for all n ≥ 0.
A homomorphism of p-divisible groups from H = (Gn, in) to H
′ = (G′n, i
′
n)
is a collection of morphisms (fn : Gn → G
′
n) compatible with the structure of
p-divisible groups: fn+1 ◦ in = i
′
n ◦ fn for all n ≥ 0.
Here are some basic properties of p-divisible groups over k.
(1) The group Gm can be identified with the kernel of Gm+n
pn
−→ Gm+n. Let
im,n : Gn → Gm+n be the closed immersion in+m−1◦· · ·◦in+1◦in. An easy induction
shows that Gm+n
pm
−→ Gm+n can be factored uniquely through in,m via a morphism
jm,n : Gm+n → Gn. In other words, we have a commutative diagram
Gm+n
pm //
jm,n ##❋
❋❋
❋❋
❋❋
❋
Gm+n
Gn
in,m
;;①①①①①①①①
.
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(2) The sequence 0 → Gm
im,n
−−→ Gm+n
jm,n
−−→ Gn → 0 is exact: It is clearly left
exact. But since orders are multiplicative in exact sequences, a consideration of
orders shows that it is exact.
(3) Let m = 1 in (2). We have an exact sequence
0→ G1
i1,n
−−→ G1+n
j1,n
−−→ Gn → 0.
Taking Cartier duals gives the dual exact sequence
0→ G∨n
j∨1,n
−−→ G∨1+n
i∨1,n
−−→ G∨1 → 0.
The morphisms j∨1,n are the kernels of G
∨
1+n
pn
−→ G∨1+n. Also, since duality preserves
the order of finite groups, we get that H∨ = (G∨n , j
∨
1,n) is a p-divisible group of the
same height h. This H∨ is called the dual p-divisible group of H .
Example 1.43. Let char(k) = p > 0. Let A be an abelian variety of dimension
g over k. For n ≥ 0, let Gn = A[p
n] be the kernel of [pn] : A
pn
−→ A. It is well
known that Gn is a finite flat group scheme over k of order p
2gn. They fit in exact
sequences
0→ Gn
in−→ Gn+1
pn
−→ Gn+1
where Gn
in−→ Gn+1 is the natural inclusion. Therefore, we get a p-divisible group
of height 2g, called the p-divisible group of A, and denoted by A[p∞].
In fact, if k is algebraically closed, then each p-divisible group H over k is a
direct summand of A[p∞] for some abelian variety A over k.
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Chapter 2
The Ring of Witt Vectors
The theory of Witt vectors, while mostly elementary, shows up in many areas
of mathematics. There are two classical references for the basic theory of Witt
vectors: some exercises in Lang’s book Algebra (cf. [Lan02, p. 330-332]) and a
section in Serre’s book Local Fields (cf. [Ser79, Chapter 2, Section 6]). Loosely
speaking, a Witt vector is an infinite sequence of elements of a commutative ring.
Ernst Witt put a ring structure on the set of Witt vectors, creating a ring of
characteristic zero from a ring of positive characteristic. For example, the ring of
Witt vectors over the finite field Fp is Zp, the ring of p-adic integers.
In this chapter, we attempt to give a self-contained introduction to the theory
of Witt vectors. We will show how Witt vectors arise naturally in studying the
structure of complete discrete valuation rings. We begin by reviewing basic results
about discrete valuation rings.
2.1 Absolute values and valuations
Let K be a field. An absolute value | · | on K is a real-valued function x 7→ |x| on
K satisfying the following three properties:
(1) |x| ≥ 0, ∀x ∈ K; |x| = 0 if and only if x = 0.
(2) |xy| = |x||y|, ∀x, y ∈ K.
(3) |x+ y| ≤ |x|+ |y|, ∀x, y ∈ K.
If instead of (3) the absolute value satisfies the stronger condition
(3)∗ |x+ y| ≤ max{|x|, |y|}, ∀x, y ∈ K,
then we say it is non-archimedean.
The absolute value that assigns 1 to every x 6= 0 is called the trivial absolute
value.
Let K be a field with a non-trivial absolute value. We can define in the usual
manner the notion of a Cauchy sequence: a sequence (xn)n≥0 of elements in K is
a Cauchy sequence if for every ε > 0, there exists an integer N such that for all
m,n > N , |xm − xn| < ε.
We say K is complete if every Cauchy sequence in K converges.
It is a standard fact that every field with an absolute value can be made
complete:
Proposition 2.1. Let K be a field with a non-trivial absolute value | · |K. There
exists a pair (Kˆ, i) consisting of a field Kˆ, complete under an absolute value | · |Kˆ,
27
and an embedding i : K → Kˆ such that | · |K is induced by | · |Kˆ and i(K) is dense
in Kˆ. If (Kˆ ′, i′) is another such pair, then there exists a unique isomorphism
ϕ : Kˆ → Kˆ ′ preserving the absolute values, and making the following diagram
commutative:
Kˆ
ϕ // Kˆ ′
K.
i
OO
i′
>>⑤⑤⑤⑤⑤⑤⑤⑤
Proof. The uniqueness is obvious. The existence is also a well-known fact which
we shall briefly recall here.
The Cauchy sequences in K form a ring with addition and multiplication
defined component-wise. One defines a null sequence to be a sequence (xn)n≥0
such that lim
n→∞
xn = 0. The null sequences form a maximal ideal in the ring of
Cauchy sequences.
We take Kˆ to be the residue field of Cauchy sequences modulo null sequences.
We embed K in Kˆ diagonally by sending x ∈ K to the constant sequence (x)n≥0
modulo the null sequences.
We extend the absolute value | · |K to Kˆ by continuity. Let ξ be an element
of Kˆ and let (xn)n≥0 be a representative of ξ. Define |ξ|Kˆ = limn→∞
|xn|K . It can be
verified easily that | · |Kˆ is an absolute value which is independent of the choice of
(xn)n≥0, and which induces | · |K on K. Also K is dense in Kˆ.
Finally we verify that Kˆ is complete. Let (ξn)n≥0 be a Cauchy sequence in Kˆ.
Since K is dense in Kˆ, we can find for each n an xn ∈ K such that |ξn− i(xn)|Kˆ <
1/n. By a standard 1
3
ε argument, we see that (xn)n≥0 is a Cauchy sequence in
K. More precisely, for every ε > 0, there exists an integer N such that for all
m,n > N , we have
|ξm − i(xm)|Kˆ <
1
m
<
1
3
ε;
|ξn − i(xn)|Kˆ <
1
n
<
1
3
ε;
|i(xm)− i(xm)|Kˆ = |xm − xn|K <
1
3
ε.
Thus |ξm − ξ)|Kˆ ≤ |ξm − i(xm)|Kˆ + |i(xm)− i(xn)|Kˆ + |i(xn)− ξn|Kˆ < ε.
Let ξ be the class of (xn)n≥0 in Kˆ. One can verify easily that (ξn) converges
to ξ.
A pair (Kˆ, i) as in the proposition is called a completion of K. The standard
pair obtained by the previous construction is usually called the completion of K.
Now we review some basic facts about discrete valuation rings.
Let R be a discrete valuation ring, π a uniformizer of R, m = πR the maximal
ideal of R and k = R/m the residue field. If x 6= 0 is an element of R, we can
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write x = uπn, with n ∈ N and u a unit of R. The integer n does not depend on
the choice of π; it is called the valuation of x and denoted by v(x).
Let K be the field of fractions of A. Let K∗ = K \ {0} be the multiplicative
group of non-zero elements of K. Now for x ∈ K∗ we can write x = uπn, with u
a unit of A and n ∈ Z. By defining v(x) = n for x ∈ K∗ and v(0) = +∞, we get
a map v : K → Z ∪ {+∞} with the following property:
(a) v : K∗ → Z is a surjective homomorphism.
(b) ∀x, y ∈ K, v(x+ y) ≥ min{v(x), v(y)}.
Note that R = {x ∈ K|v(x) ≥ 0} and m = {x ∈ K|v(x) > 0}. Therefore we
can begin with a field K and with a map v as above and recover the ring R from
them by the above recipe. More precisely:
Proposition 2.2. Let K be a field and let v : K∗ → Z be a homomorphism
satisfying (a) and (b) above. Then the set R = {x ∈ K|v(x) ≥ 0} is a discrete
valuation ring having v as its associated valuation.
Now we fix a real number a between 0 and 1, and put
|x|v = a
v(x), x ∈ K∗,
|0|v = 0.
We can verify easily that | · |v is a (non-archimedean) absolute value on K.
Let Kˆ be the completion of K for the absolute value | · |v (the topology of
K does not depend on the choice of the number a). From previous discussion we
know that Kˆ is a valued field whose absolute value extends that of K. If we write
the absolute value in the form
|x|Kˆ = a
vˆ(x), x ∈ Kˆ,
then the function vˆ on Kˆ is integer valued, and we can verify immediately that it
is a discrete valuation on Kˆ, whose valuation ring Rˆ is the closure of R in Kˆ.
The ideals mn = πnA form a base for the neighborhoods of zero in K, hence
also in R. This means that the topology of R defined by v coincide with the
natural topology on R as a local ring. Thus we have
Rˆ = lim
−→
n∈N
R/πnR.
The element π is a uniformizer of Rˆ, and we have Rˆ/πnRˆ = R/πnR for all
n ∈ N.
We say R is a complete discrete valuation ring if the field K is complete (i.e.,
if R = Rˆ).
2.2 Motivation for Witt vectors
Let us keep the same notation as before: R a discrete valuation ring, K its field
of fractions, π a uniformizer and k = R/πR the residue field.
Let s : k → R be a section of the canonical projection R ։ k. We have the
following:
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Proposition 2.3. Every element a ∈ R can be written uniquely as a convergent
series
a =
∞∑
n=0
s(xn)π
n, xn ∈ k.
Similarly, every element x ∈ K can be written as
x =
∞∑
n=n0
s(xn)π
n, n0 ∈ Z, xn ∈ k.
Proof. The second assertion follows from the first one because for x ∈ K we can
write x = πn0a with n0 ∈ Z and a ∈ R.
Now let a ∈ R. Because s is a section, there is x0 ∈ k such that a ≡ s(x0)
mod π. So we can write a = s(x0) + a1π. Repeating the argument with a1 we get
x1 ∈ k with a1 = s(x1) + a2π, a = s(x0) + s(x1)π + a2π
2, and so on.
The series
∑
snπ
n we get above is obviously unique and converges to a.
Conversely, every series of the form
∑
s(xn)π
n converges in R because R is
complete.
Therefore we have a bijection of sets
∞∏
0
k → R, (xn) 7→
∞∑
n=n0
s(xn)π
n.
A natural problem is then to describe the ring structure of R in terms of the
coefficients (xn). This of course depends on the choice of s, so a better question
is: Can this be done canonically? For the following we shall again assume that k
is a perfect field.
Proposition 2.4. Let R be a complete noetherian local ring with maximal ideal m
and perfect residue field k of positive characteristic p. Then there exists a unique
section τ : k → R which satisfies the following equivalent properties:
(1) τ(xy) = τ(x)τ(y), ∀x, y ∈ k,
(2) τ(x) = lim
n→∞
s(xp
−n
)p
n
for any section s and any x ∈ k.
The following lemma is important in proving the proposition and later on the
p-integrality of certain polynomials.
Lemma 2.5. For all n ≥ 1 and a, b ∈ R, if a ≡ b mod m, then ap
n
≡ bp
n
mod mn+1.
Proof. First we notice that if a ≡ b mod mn, then ap ≡ bp mod mn+1. To see
this, let c := a− b ∈ mn. The binomial formula implies that
ap − bp = (c+ b)p − bp = cp +
p−1∑
i=1
cp−ibi ∈ (cp, pc) ⊆ mn+1.
The lemma follows by induction on n.
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Proof of 2.4. The main point is to show that the limit in (2) is well-defined. Con-
sider any section s : k → R. For all x ∈ k we have s(xp
−n
)p ≡ s(xp
1−n
) mod m.
Therefore by previous lemma s(xp
−n
)p
n
≡ s(xp
1−n
)p
n−1
mod mn. This shows that
the sequence in (2) converges.
If s′ : k → R is another section, we have s(xp
−n
) ≡ s′(xp
−n
) mod m. Hence
s(xp
−n
)p
n
≡ s′(xp
−n
)p
n
mod mn+1. This shows that the limits defined in (2) coin-
cide.
Similarly one proves that (2) is equivalent to (1).
In order to reconstruct the ring R from k, we need to understand the addition
and multiplication laws in terms of the arithmetic of k. If
∑
τ(xn)p
n+
∑
τ(yn)p
n =∑
τ(sn)p
n, we need to write sn in terms of the xn and yn. Once this is done, the
multiplication can be deduced from 2.4 (a) and the distributive law:
(
∑
m
τ(xm)p
m) · (
∑
n
τ(yn)p
n) =
∑
m,n
τ(xmyn)p
m+n.
To calculate the sn, we proceed inductively.
For s0 note that
τ(x0) + τ(y0) ≡ τ(s0) mod p.
Since x = τ(x) mod p, we have
s0 = x0 + y0.
Similarly from
τ(x0) + τ(x1)p+ τ(y0) + τ(y1)p ≡ τ(s0) + τ(s1)p mod p
2
we get that
τ(s1)p ≡ τ(x0) + τ(y0)− τ(s0) + (τ(x1) + τ(y1))p mod p
2.
Although we know τ(x0) + τ(y0) − τ(s0) ≡ 0 mod p, we have no idea what the
residue is mod p2. The trick to calculate s1 is to use the fact that k is perfect. Let
x1/p be the unique p-th root of x in k. Since x0+y0 = s0, we have x
1/p
0 +y
1/p
0 = s
1/p
0 .
By Lemma 2.5 and Proposition 2.4 (a) we have
τ(s0) = τ(s
1/p
0 )
p = τ(x1/p + y1/p)p ≡ (τ(x
1/p
0 ) + τ(y
1/p
0 ))
p mod p2.
Therefore
τ(s1)p ≡ τ(x
1/p
0 )
p + τ(y
1/p
0 )
p − (τ(x
1/p
0 ) + τ(y
1/p
0 ))
p + (τ(x1) + τ(y1))p mod p
2.
Using binomial expansion and dividing by p, we obtain
τ(s1) ≡ τ(x1) + τ(y1)−
1
p
p−1∑
i=1
(
p
i
)
τ(x
i/p
0 )τ(y
(p−i)/p
0 ) mod p,
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and therefore
s1 = x1 + y1 −
1
p
p−1∑
i=1
(
p
i
)
x
i/p
0 y
(p−i)/p
0 .
The above calculation does not depend on k. Let X0, X1, Y0, Y1, S0, S1 be vari-
ables and define ω0(X0) = X0, ω1(X0, X1) = X
p
0 + pX1. Solving the polynomial
equations
ω0(S0) = ω0(X0) + ω0(Y0)
ω1(S0, S1) = ω1(X0, X1) + ω1(Y0, Y1)
yields
S0 = X0 + Y0,
S1 = X1 + Y1 −
1
p
p−1∑
i=1
(
p
i
)
X i0Y
p−i
0 .
In particular, S0 ∈ Z[X0, Y0], S1 ∈ Z[X0, X1, Y0, Y1], and by substituting
τ(x
1/p
0 ) forX0 and τ(y
1/p
0 ) for Y0, we have s0 = S0(x0, y0) and s1 = S1(x
1/p
0 , x1, y
1/p
0 , y1).
By studying the patterns, Witt proposed the following:
Definition 2.6. Let p be a prime number. Let (X0, X1, . . . , Xn, . . . ) be a sequence
of variables. The Witt polynomials are defined as follows:
ω0 = X0,
ω1 = X
p
0 + pX1,
ω2 = X
p2
0 + pX
p
1 + p
2X2,
...
ωn = X
pn
0 + pX
pn−1
1 + · · ·+ p
n−1Xpn−1 + p
nXn =
n∑
i=0
piXp
n−i
i .
Let (Y0, Y1, . . . , Yn, . . . ) be another sequence of variables. Inductively find Sn’s
that solve the polynomial equations
ωn(S0, S1, . . . , Sn) = ωn(X0, X1, . . . , Xn) + ωn(Y0, Y1, . . . , Yn).
Clearly Sn are polynomials with rational coefficients. Witt showed in [Wit36] that
in fact Sn ∈ Z[X0, X1, . . . , Xn, Y0, Y1, . . . , Yn].
This result actually turns everything around and defines a natural ring struc-
ture on
∏∞
i=0 k without the prior presence of R. This produces a ring of charac-
teristic zero from a field of characteristic p.
This construction is related to the fact that, although the additive group of
the ring of the power series k[[t]] has characteristic p, its multiplicative group of
1-units 1 + tk[[t]] is torsion free.
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2.3 The Artin-Hasse exponential
Recall that the Mo¨bius function is the function µ(n) defined on positive integers
as
µ(n) =
{
(−1)the number of prime factors of n, n is square free;
0 otherwise.
Lemma 2.7. For all n ≥ 1, ∑
d|n
µ(d) = 0.
Proof. Let n = p1p2 · · · pk be square free. It’s easy to see that
∑
d|n
µ(d) =
k∑
i=0
(
k
i
)
(−1)i = (1− 1)k = 0.
In general, if m = pe11 p
e2
2 · · · p
ek
k , then
∑
d|m
µ(d) =
∑
d|n
µ(d) = 0.
Lemma 2.8. In Q[[t]] we have the equality
exp(−t) =
∏
n≥1
(1− tn)
µ(n)
n .
Proof. By taking the logarithm we have
log(
∏
n≥1
(1− tn)
µ(n)
n ) =
∑
n≥1
µ(n)
n
log(1− tn)
=
∑
n≥1
µ(n)
n
∑
m≥1
(−
tnm
m
)
= −
∑
g≥1
(
∑
n|d
µ(n))
td
d
= −t.
by using the fact that log(1− t) = −
∑
m≥1
tm
m
and by letting d = nm.
Recall that for any nonzero rational number r, the primes in the denominator
of
(
r
i
)
are limited to the primes in the denominator of r by p-adic continuity of the
binomial coefficient polynomials. Therefore the denominators of the coefficients in
(1 − tn)
µ(n)
n come from factors of n. The following definition separates the p-part
of those denominators from the non-p-part.
Definition 2.9. Let F (t) :=
∏
p∤n
(1− tn)
µ(n)
n ∈ Q[[t]].
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Clearly F (t) ∈ 1+ tZ(p)[[t]]. The interesting fact is the following lemma, which
shows that although F (t) is a power series without p in the denominators, its
logarithm has only powers of p in the denominators.
Lemma 2.10. We have F (t) = exp(−
∑
m≥0
tp
m
pm
).
Proof. By taking the logarithm again we have
logF (t) =
∑
p∤n
µ(n)
n
log(1− tn)
= −t−
∑
p|n
µ(n)
n
log(1− tn)
n=mp
= −t−
∑
m
µ(mp)
mp
log(1− tmp)
= −t +
1
p
∑
p∤m
µ(m)
m
log(1− tmp)
= −t +
1
p
logF (tp).
Here we used the fact that if p|m, then µ(mp) = 0. The lemma follows by iterating
this formula.
Lemma 2.11. There exist unique polynomials ψn ∈ Z[x, y] such that
F (xt) · F (yt) =
∏
n≥0
F (ψn(x, y)t
pn).
Proof. Since F (t) = 1−t+· · · is invertible and has coefficients in Z(p), by induction
on d we can find unique polynomials λd ∈ Z(p)[x, y] such that
F (xt) · F (yt) =
∏
d≥1
F (λd(x, y)t
d).
The goal is to show that λd(x, y) vanishes for all d which is not a power of p.
Taking logarithm on both sides and apply Lemma 2.10, we get
−
∑
m≥0
(xp
m
+ yp
m
)
tp
m
pm
= −
∑
d≥1
∑
m≥0
λd(x, y)
pm t
dpm
pm
.
Suppose λd 6= 0 for some d which is not a power of p. Let d0 be the smallest such
d. Comparing the coefficients for td0 we get that λd0 = 0, yielding a contradiction.
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Therefore λd = 0 whenever d is not a power of p. Let ψn(x, y) = λpn(x, y), we get
that
F (xt) · F (yt) =
∏
n≥0
F (ψn(x, y)t
pn).
Moreover, each ψn(x, y) is given recursively as a polynomial over Z[1p ] in x, y,
and ψn′(x, y) for n
′ < n. By induction on n we conclude that ψn(x, y) ∈ Z[1p ][x, y].
Since we also know ψn(x, y) ∈ Z(p)[x, y], we conclude that ψn(x, y) ∈ Z[x, y], which
proves the lemma.
Now for any ring Γ, let ΛΓ be the affine Γ-group which associates with an
Γ-algebra R the multiplicative group 1 + tR[[t]] of formal power series in R with
constant term 1. Let WΓ =
∏
n≥0
A1Γ = Spec Γ[X0, X1, . . . ].
Definition 2.12. Let x = (x0, x1, . . . ). The Artin-Hasse exponential is defined as
the morphism
E : WZ(p) → ΛZ(p),
x 7→ E(x, t) :=
∏
n≥0
F (xnt
pn).
Proposition 2.13. There exist unique polynomials sn ∈ Z[x0, . . . , xn, y0, . . . , yn]
such that E(x, t)E(y, t) = E(s(x, y), t) with s(x, y) = (s0(x0, y0), s1(x0, x1, y0, y1), . . . ).
Moreover, the morphism s : WZ × WZ → WZ makes WZ a commutative group
scheme over Z.
Proof. The first part is proved by successive approximation using Lemma 2.11.
Thus we just need to find the identity and the inverse morphism. The identity is
given by 0 = (0, 0, . . . ). To find the inverse, first it is not hard to check that
F (t)−1 =
{
F (−t) if p 6= 2,∏
n≥0 F (−t
pn) if p = 2.
Again by successive approximation we can find unique morphism i : WZ → WZ.
The group axioms follow from the facts that over Z(p), the morphism E : WZ(p) →
ΛZ(p) is a closed embedding and that E(0, t) = 1 and that E(x, t)
−1 = E(i(x), t).
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2.4 The ring of Witt vectors over Z
Recall that E(x, t) =
∏
n≥0 F (xnt
pn). Using Lemma 2.10, we can write
E(x, t) =
∏
n≥0
F (xnt
pn)
=
∏
n≥0
exp
(
−
∑
m≥0
(xnt
pn)p
m
pm
)
= exp
(
−
∑
n,m≥0
pnxp
m
n
tp
n+m
pn+m
)
= exp
(
−
∑
l≥n≥0
pnxp
l−n
n
tp
l
pl
)
.
Let Φl(x) = x
pl
0 + px
pl−1
1 + · · ·+ p
lxl =
∑l
n=0 p
nxp
l−n
n , we have
E(x, t) = exp(−
∑
l≥0
Φl(x)
tp
l
pl
).
Apply logarithm to E(x, t)E(y, t) = E(s(x, y), t) we get
logE(x, t) + logE(y, t) = logE(s(x, y, t),
which is equivalent to
−
∑
l≥0
Φl(x)
tp
l
pl
−
∑
l≥0
Φl(y)
tp
l
pl
= −
∑
l≥0
Φl(s(x, y)))
tp
l
pl
.
Therefore we have
Φl(x) + Φl(y) = Φl(s(x, y)).
This proves the following
Proposition 2.14. The above group law on WZ is the unique one such that for
each l, Φl : WZ → (A1Z,+) = GaZ is a homomorphism.
Remark 2.15. Let R be a ring. An element x = (x0, x1, . . . ) ∈ W (R) is called a
Witt vector. The x0, x1, . . . are called components of x, and the Φ0(x),Φ1(x), . . .
are called phantom components of x. Note that (Φl ⊗Z Z[1p ])l≥0 defines an isomor-
phism
WZ[ 1
p
] →
∏
l≥0
A1Z[ 1
p
]
,
x 7→ (Φl(x))l≥0.
But this isomorphism reduces to Φl(x) ≡ x
pl
0 mod p.
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Definition 2.16. The Teichmu¨ller lift is the morphism
τ : A1Z →WZ, x 7→ τ(x) = (x, 0, . . . ).
Proposition 2.17. The Teichmu¨ller lift is multiplicative.
Proof. Over Z[1
p
] we have Φl(τ(x)) = x
pl and E(τ(x), t) = F (xt), which is clearly
multiplicative.
Theorem 2.18. There exists a unique ring-structure on the Z-group WZ such
that each Φl :WZ → A1Z is a ring homomorphism.
Proof. The isomorphism in Remark 2.15 shows that the theorem is true over Z[1
p
].
Therefore we need to show that the addition and multiplication, as well as the
identities and the additive inverse, are morphisms defined over Z. It’s easy to check
that τ(0) = (0, 0, . . . ) and τ(1) = (1, 0, . . . ) are the additive and multiplicative
identities. Others follow from the lemma below.
Lemma 2.19. For every morphism u : A1Z × A
1
Z → A
1
Z there exists a unique
morphism v : WZ × WZ → WZ such that for all l ≥ 0, the following diagram
commutes:
WZ ×WZ
Φl×Φl //
v

A1Z × A
1
Z
u

WZ Φl
// A1Z.
Proof. By the isomorphism in Remark 2.15 there exist unique v = (v0, v1, . . . )
with vn ∈ Z[1p ][x0, . . . , xn, y0, . . . , yn] satisfying the desired conditions. We show
by induction on n that vn have integer coefficients.
Let A = Z[x0, x1, . . . , y0, y1, . . . ]. Since Φ0(x) = x0, we have v0 = u(x0, y0) ∈ A.
Now fix n ≥ 0 and assume that for all i ≤ n, vi ∈ A. For any x = (x0, x1, . . . ), let
x(p) = (xp0, x
p
1, . . . ). One can check easily from the definition that
Φn+1(x) = Φ(x
(p)) + pn+1xn+1.
Using this and the property of v we have
Φn(v(x, y)
(p)) + pn+1vn+1(x, y) = Φn+1(v(x, y))
= u(Φn+1(x),Φn+1(y))
= u(Φn(x
(p)) + pn+1xn+1,Φn(y
(p)) + pn+1yn+1).
Since Φn(v(x, y)
(p)) and u(Φn(x
(p)) + pn+1xn+1,Φn(y
(p)) + pn+1yn+1) are in A
by assumption, we have pn+1vn+1(x, y) ∈ A. Moreover, we have
pn+1vn+1 ≡ u(Φn(x
(p)),Φn(y
(p)))− Φn(v
(p)) mod pn+1A
= Φn(v(x
(p), y(p)))− Φn(v
(p)).
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Also, vi ∈ A implies that vi(x
(p), y(p)) ≡ vi(x, y)
(p) mod pA. Therefore we have
vi(x
(p), y(p))p
n−i
≡ (vi(x, y)
(p))p
n−i
mod pn−i+1A,
hence
pivi(x
(p), y(p))p
n−i
≡ pi(vi(x, y)
(p))p
n−i
mod pn+1A,
and consequently
Φn(v(x
(p), y(p))) ≡ Φn(v
(p)) mod pn+1A.
Therefore we have pn+1vn+1 ∈ p
n+1A and hence vn+1 ∈ A.
Example 2.20. Let s = (s0, s1, . . . ) and p = (p0, p1, . . . ) be the morphisms that
correspond to the addition and multiplication respectively. We can compute the
following:
s0(x, y) = x0 + y0,
s1(x, y) = x1 + y1 +
xp0 + y
p
0 − (x0 + y0)
p
p
,
s2(x, y) = x2 + y2 +
xp1 + y
p
1 − s
p
1
p
+
xp
2
0 + y
p2
0 − (x0 + y0)
p2
p2
,
...
p0(x, y) = x0y0,
p1(x, y) = y
p
0x1 + y1x
p
0 + px1y1,
p2(x, y) =
1
p
((xp
2
0 y
p
1 + x
p
1y
p2
0 )− (y
p
0x1 + y1x
p
0 + px1y1)
p)
+ (xp
2
0 y2 + x
p
1y
p
1 + x2y
p2
0 ) + p(x
p
1y2 + x2y
p
1) + p
2x2y2,
...
As one can see, the formulas are becoming complicated very quickly but all
have integer coefficients.
Finally, let n ≥ 1, we introduce Witt vectors of finite length n. For this recall
that the i-th components of x+y, x·y and−x depend only on the first i components
of x and y. Thus the same formulas define a ring structure onWn,Z(A) :=
∏n−1
i=0 A
1
A
for any ring A, such that the truncation map
W (A)→ Wn(A), x 7→ (x0, x1, . . . , xn−1)
is a ring homomorphism.
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2.5 The ring of Witt vectors over k
Let k be a field of characteristic p > 0. Let Wk = WFp ×Spec Fp Spec k. Let F and
V be the Frobenius and Verschibung for the additive group Wk. They are group
endomorphisms satisfying F ◦V = V ◦F = p·id. The following proposition collects
some of their properties.
Proposition 2.21. (i). F ((x0, x1, . . . )) = (x
p
0, x
p
1, . . . ).
(ii). V ((x0, x1, . . . )) = (0, x0, x1, . . . ).
(iii). p((x0, x1, . . . )) = (0, x
p
0, x
p
1, . . . ).
(iv). F (x+ y) = F (x) + F (y).
(v). F (x · y) = F (x) · F (y).
(vi). x · V (y) = V (F (x) · y).
(vii). E(x · V (y), t) = E(F (x) · y, tP ).
Proof. [Pin04, p. 45]
Theorem 2.22. The ring of Witt vectors W (k) is a complete discrete valuation
ring with uniformizer p and residue field k.
Proof. Since k is perfect, we have pnW (k) = V n(W (k)) for all n ≥ 1. Thus
W (k)/pnW (k) ∼= Wn(k) and W (k)/pW (k) ∼= W1(k) = k. Using this, by induction
on n one shows thatWn(k) is aW (k)-module of length n. SinceW (k) ∼= lim←−
n
Wn(k),
the theorem follows.
Theorem 2.23 (Witt). Let R be a complete noetherian local ring with residue
field k.
(i) There is a unique ring homomorphism u :W (k)→ R such that the follow-
ing diagram commutes:
W (k)
u //
!!❉
❉❉
❉❉
❉❉
❉
R
  ✁✁
✁✁
✁✁
✁✁
k .
(ii) If R is a complete discrete valuation ring with uniformizer p, then u is an
isomorphism.
Proof. [Pin04, p. 47]
Example 2.24. W (Fp) = Zp, Wn(Fp) = Z/pnZ.
We conclude this section by stating without proof the classification theorem
of complete discrete valuation rings with perfect residue field k in [Ser79]. Let R
be a complete discrete valuation ring with residue field k. Suppose k is perfect. In
the case that R and k have the same characteristic, we have:
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Theorem 2.25 (Equal Characteristic Case). Let R be a complete discrete valua-
tion ring with residue field k. Suppose that R and k have the same characteristic
and that k is perfect. Then R is isomorphic to k[[t]], the ring of formal power
series with coefficients in k.
Proof. [Ser79, p. 33]
Now suppose the characteristic of R is not equal to that of k, i.e. R has
characteristic zero and k has characteristic p > 0. Let v be the discrete valuation
associated to R. We can identify Z as a sub-ring of R. Since p goes to zero in k,
p is in the maximal ideal m of R and v(p) > 0. The integer e = v(p) is called the
absolute ramification index of R. We say R is absolutely unramified if e = 1, i.e.,
if p is a uniformizer of R. For such rings we have the following structure theorem:
Theorem 2.26 (Unequal Characteristic Case). Let k be a perfect field of charac-
teristic p > 0. There exists a complete discrete valuation ring which is absolutely
unramified and has k as its residue field. Such a ring is unique up to unique
isomorphism.
Proof. [Ser79, p. 36]
This ring is none other than W (k).
Finally in the ramified case, we have:
Theorem 2.27. Let R be a discrete valuation ring of characteristic unequal to that
of its residue field k. Let e be its absolute ramification index. Then there exists
a unique homomorphism from W (k) to R which makes the following diagram
commutative:
W (k) //
!!❉
❉❉
❉❉
❉❉
❉
R
  ✁✁
✁✁
✁✁
✁✁
k .
This homomorphism is injective, and R is a free W (k)-module of rank e.
Proof. [Ser79, p. 37]
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Chapter 3
Dieudonne´ Theory
In this chapter we give a (mostly) self-contained account of the fundamental re-
sults of Dieudonne´ Theory. We explicitly construct the (contravariant) Dieudonne´
functor, starting with finite group schemes of local-local type first, then expanding
to include all finite group schemes of p-power order. Many of the proofs use ideas
found in [Pin04].
3.1 Finite Witt group schemes
Let k be a field. From now on we abbreviate W =Wk, restoring k only when the
dependence on the field k is discussed.
For any integer n ≥ 1, let Wn = W/V
nW be the additive group scheme of
Witt vectors of length n over k. Truncation induces natural epimorphisms r :
Wn+1 ։Wn, and Verschiebung induces natural monomorphisms v : Wn →֒ Wn+1,
such that r ◦ v = v ◦ r = V . For any n, n′ > 1 they induce a short exact sequence
0→Wn′
vn
−→Wn+n′
rn
′
−→Wn → 0.
Together with the natural isomorphism W1 ∼= Ga, these exact sequences describes
Wn as a successive extension of n copies of Ga.
For any integers n,m ≥ 1, let Wmn be the kernel of F
m on Wn. As above,
truncation induces natural epimorphisms r : Wmn+1 ։ W
m
n , and Verschiebung
induces natural monomorphisms v : Wmn →֒ W
m
n+1, such that r ◦ v = v ◦ r = V .
Similarly, the inclusion induces natural monomorphisms i : Wmn →֒ W
m+1
n , and
Frobenius induces natural epimorphisms f : Wm+1n ։ W
m
n , such that i ◦ f =
f ◦ i = F . For any n, n′, m,m′ ≥ 1 they induce short exact sequences
0→Wmn′
vn
−→Wmn+n′
rn
′
−→Wmn → 0.
0→Wmn
im
′
−−→Wm+m
′
n
fm
−→Wm
′
n → 0.
Together with the natural isomorphism W 11
∼= αp, these exact sequences describe
Wmn as a successive extension of nm copies of αp.
For later use we note the following fact:
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Lemma 3.1. Let G be a finite commutative group scheme with FmG = 0 and
V nG = 0. Then any homomorphism φ : G→W
m′
n′ with m
′ ≥ m and n′ ≥ n factors
uniquely through the embedding im
′−m ◦ vn
′−n : Wmn →W
m′
n′ .
Proof. By the functoriality of Frobenius we have the following commutative dia-
gram
G
FmG //
ϕ

G(p
m)
ϕ(p
m)

Wm
′
n′
Fm
Wm
′
n′ //Wm
′
n′
.
Therefore the assumption implies that Fm
Wm
′
n′
◦ φ = φ(p
m) ◦Fmg = 0. Thus φ factors
through the kernel of Fm on Wm
′
n′ , which is the image of i
m′−m : Wmn′ →֒ W
m′
n′ .
Similar argument with V nG in place of F
m
g shows the rest.
3.2 The Dieudonne´ functor in the local-local case
We will show that all commutative finite group schemes of local-local type can be
constructed from the Witt group schemes Wmn . The main step towards this is the
following results on extensions:
Proposition 3.2. For any short exact sequence 0 → Wmn → G → αp → 0 there
exists a homomorphism ϕ making the following diagram commutative:
0 //Wmn //
_

G //
ϕ}}③③
③③
③③
③③
③
αp // 0
Wm+1n+1
.
Proof. [Pin04, 49-53]
Proposition 3.3. Every commutative finite group scheme G of local-local type
can be embedded into (Wmn )
⊕r for some n,m and r.
Proof. To prove this by induction on |G|, we consider a short exact sequence
0 → G′ → G → αp → 0 and assume that there exists an embedding ϕ =
(ϕ1, . . . , ϕr) : G
′ →֒ (Wmn )
⊕r. For 1 ≤ i ≤ r define Gi such that the upper left
square in the following commutative diagram with exact rows is a pushout:
0 // G′ //
ϕi

G //

αp // 0
0 //Wmn //
i◦v

Gi //
||
αp // 0
Wm+1n+1
.
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The dashed arrow, which exists by Proposition 3.2, determines an extension of
the composite embedding i ◦ v ◦ φ : G′ →֒ (Wm+1n+1 )
⊕r to a homomorphism G →
(Wm+1n+1 )
⊕r. The direct sum of this with the composite homomorphism G։ αp =
W 11 →֒ W
m+1
n+1 is an embedding G →֒ (W
m+1
n+1 )
⊕r+1.
Proposition 3.4. Every commutative finite group scheme G with FmG = 0 and
V nG = 0 fits in an exact sequence
0→ G→ (Wmn )
⊕r → (Wmn )
⊕s
for some r, s ≥ 1.
Proof. By Proposition 3.3 there exists an embedding G →֒ (Wm
′
n′ )
⊕r for some
n′, m′, and r. After composing it in each factor with the embedding i◦ v : Wm
′
n′ →֒
Wm
′+1
n′+1 , if necessary, we may assume that n
′ ≥ n and m′ ≥ m. Then Lemma
3.1 implies that the embedding factors through a homomorphism G → (Wmn )
⊕r,
which is again an embedding. Let H denote its cokernel. Since Fm = 0 and V n = 0
on Wmn , the same is true on (W
m
n )
⊕r and hence on H . Repeating the first part of
the proof with H in the place of G, we therefore find an embedding H →֒ (Wmn )
⊕s
for some s. The proposition follows.
Now we describe the Dieudonne´ functor in the local-local case.
Note that Wn form a directed system under the morphisms v : Wn → Wn+1,
which takes (a0, . . . , an−1) to (0, a0, . . . , an−1). Furthermore, the collection of all
Wmn form a directed system via the homomorphisms v and i:
Wmn _
v

  i //Wm+1n  _
v

Wmn+1
  i //Wm+1n+1
.
Example 3.5. Over Fp we have
W (Fp) = Zp, Wn(Fp) = Z/p
nZ, lim
−→
Wn(Fp) ∼= Qp/Zp,
and in general,
Wn(k) =W (k)/p
nW (k), lim
−→
Wn(k) ∼= Frac(W (k))/W (k) = W (k)[
1
p
]/W (k).
Let σ : W (k)→W (k) be the ring endomorphism induced by F .
Definition 3.6. Denote by D = Dk the ring of “non-commutative polynomials”
over W (k) in two variables F and V , subject to the following relations:
(1) Fξ = σ(ξ)F, ∀ξ ∈ W (k),
(2) V σ(ξ) = ξV, ∀ξ ∈ W (k),
(3) FV = V F = p.
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Note that D as a W (k) module is free with a basis {. . . , V 2, V, 1, F, F 2, . . . }.
Definition 3.7. Let G be a finite commutative group scheme of local-local type.
We define the (contravariant) Dieudonne´ module of G to be
M(G) = lim
−→
m,n
Hom(G,Wmn ),
with its induced left Dk-module structure via the actions of Dk on W
m
n .
Remark 3.8. The action of W (k) on Wmn needs to be modified so that it is
compatible with the transition maps between the Wmn ’s. Namely, the action of
x ∈ W (k) on Wmn is modified to be multiplication by σ
−n(x).
Theorem 3.9. The functor G 7→ M(G) gives an exact anti-equivalence of cat-
egories between finite k-group schemes of local-local type and left Dk-modules of
finite W (k)-length with F , V nilpotent.
This “main theorem of contravariant Dieudonne´ theory in the local-local case”
is essentially a formal consequence of the results obtained thus far. Let Dmn =
D/(DFm+DV n). By definition we have homomorphisms Dmn → End(W
m
n ). Also
recall that asM(Wmn ) = lim−→
u,v
Hom(Wmn ,W
u
v ), we have homomorphisms End(W
m
n )→
M(Wmn ).
Proposition 3.10. (1) Dmn
∼=
−→ End(Wmn )
∼=
−→M(Wmn ).
(2) lengthW (k)(M(G)) = logp |G|.
Proof. We prove the second isomorphism in (1), then (2), then finally the first
isomorphism in (1).
For (1) since Wmn →֒ W
m′
n′ is a monomorphism for all n ≤ n
′ and m ≤ m′, the
map Dmn → End(W
m
n ) is injective. By lemma it is also surjective. This proves the
second isomorphism of (1).
Now for (2) we prove this using induction on |G|. The assertion is trivial for
|G| = 1. For G = αp = W
1
1 , we have M(αp) = M(W
1
1 ) = End(αp)
∼= k has
W (k)-length 1.
If |G| > 1, there exists a short exact sequence
0→ G′ → G→ αp → 0.
Assume the assertion holds for G′. The induced sequence
0← M(G′)← M(G)←M(αp)← 0
is exact except possibly at M(G′). To prove exactness, consider [ϕ] ∈ M(G′)
represented by a homomorphism ϕ : G′ → Wmn for some m,n. Consider the
morphism of short exact sequences
0 // G′ //
ϕ

G //

αp // 0
0 //Wmn // H // αp // 0
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where H is the pushout of the left hand square.
Apply Proposition 3.2 to the lower exact sequence yields a homomorphism
H →Wmn extanding the homomorphism i ◦ v : W
m
n →W
m+1
n+1 :
0 // G′ //
ϕ

G //

αp // 0
0 //Wmn
//
iv

H //
||
αp // 0
Wm+1n+1
.
The composite homomorphism ψ : G → H → Wm+1n+1 defines an element [ψ] ∈
M(G) which maps to [ϕ]. This proves the exactness of the sequence, therefore
lengthW (k)M(G) = lengthW (k)M(G
′) + lengthW (k)M(αp)
= logp |G
′|+ 1
= logp |G|.
Returning to (1) one easily checks that every non-trivial D-submodule of Dmn
contains the residue class of Fm−1V n−1. Since the image of Fm−1V n−1 in End(Wmn )
is non-zero, we deduce that the map Dmn → End(W
m
n ) is injective.
One directly calculates that lengthW (k)D
m
n = nm. By (2) we also have lengthW (k)M(W
m
n ) =
nm. Thus Dmn → End(W
m
n ) is an injective homomorphism of D-modules of equal
finite length, hense it is an isomorphism.
Lemma 3.11. The functor M is exact.
Proof. The functor M is left exact by construction. For any exact sequence 0 →
G′ → G→ G′′ → 0, Proposition 3.10 (2) and the multiplicativity of group orders
imply that the image of the induced map M(G) → M(G′′) has the same finite
length over W (k) as M(G′) itself. Thus the map is surjective, and M is exact.
Lemma 3.12. If FmG = 0 and V
n
G = 0, then F
m and V n annihilates M(G). In
particular, the functor M lands in the indicated subcategory.
Proof. This is clear from the definition of M(G), the functoriality of F and V ,
and Proposition 3.10 (2).
Lemma 3.13. The functor M is fully faithful.
Proof. Let G and H be finite commutative group schemes over k of local-local
type. Choose m,n such that Fm, V n annihilate G, H . For convenience, we abbre-
viate U := Wmn in this proof. By Proposition 3.4, we may choose a copresentation
0→ H → U r → Us
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for some r and s. By exactness of M , we obtain a presentation of D modules
0←M(H)←M(U)r ←M(U)s.
Applying the left exact functor Hom(G,−) and HomD(−,M(G)), we obtain a
commutative diagram with exact rows
0 // Hom(G,H) //
M

Hom(G,U r) //
M

Hom(G,Us)
M

0 // HomD(M(H),M(G)) // HomD(M(U
r),M(G)) // HomD(M(U
s),M(G))
where the vertical arrows are induced by the functor M . We must prove that
the left vertical arrow is bijective. By the 5-Lemma it suffices to show that the
other two vertical arrows are bijective. Since M is an additive functor, this in
turn reduces to direct summands for U r and Us. All in all, it suffices to prove the
bijectivity in the case H = U = Wmn , which is clear from Proposition 3.10 (1).
Lemma 3.14. The functor M is essentially surjective.
Proof. Let N be a left D-module of finite length with F and V nilpotent. Suppose
that Fm and V n annihilate N . Then there exists an epimorphism of D modules
(Dmn )
⊕r
։ N for some r. Its kernel is again annihilated by Fm and V n; hence
there exists a presentation
(Dmn )
⊕s ϕ−→ (Dmn )
⊕r → N → 0.
Since Dmn = M(W
m
n ) and M is fully faithful, we have ϕ = M(ψ) for a unique
homomorphism (Wmn )
⊕r ψ−→ (Wmn )
⊕s. Setting G(N) := ker(ψ), the 5-Lemma shows
that N ∼= M(G(N)).
Putting the above results together, we see that Theorem 3.9 is proven.
3.2.1 A duality theorem of Dieudonne´ modules
Let k be a perfect field of characteristic p > 0, and consider the torsion W (k)-
module W (k)[1
p
]/W (k). Let M be a finite length W (k)-module, define
M∨ := HomW (k)(M,W (k)[
1
p
]/W (k)).
Proposition 3.15. The functor M 7→ M∨ defines an equivalence from the cate-
gory of finite length W (k)-modules to itself, and there is a functorial isomorphism
M ∼= (M∨)∨.
Proof. Since the functor is additive, and everyM is a direct sum of cyclic modules,
it suffices to prove the isomorphism in the case M = W (k)/pnW (k), which is
clear.
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Now suppose M is a D-module, define maps F ∗, V ∗ : M∨ → M∨ by
(F ∗m∗)(m) := σ(m∗(V m))
(V ∗m∗)(m) := σ−1(m∗(Fm))
for m ∈ M and m∗ ∈ M∨. Together with the action of W (k) on M∨ through its
action on lim
−→
Wn(k), this turns M
∨ into a D-module.
Corollary 3.16. The functor M 7→M∨ defines an equivalence from the category
of finite length D-modules to itself, and there is a functorial isomorphism M ∼=
(M∨)∨.
Proof. This is a direct consequence of Proposition 3.15.
Proposition 3.17. For any finite commutative group scheme G over k of local-
local type, there is a functorial isomorphism of D-modules
M(G∨) ∼= M(G)∨.
Proof. Recall that Dmn := D/(DF
m +DV n) ∼= End(Wmn )
∼= M(Wmn ). This essen-
tially reduces to the duality between Wmn and W
n
m.
3.3 The Dieudonne´ functor in the e´tale case
Let D act on Wn on the left, where F and V act as such and ξ ∈ W (k) through
multiplication by σ−n(ξ). Then the monomorphisms v : Wn →֒ Wn+1 are D-
equivariant. Also, the Wmn form a fundamental system of infinitesimal neighbor-
hoods of zero in all Wn. Thus for any finite commutative group scheme G of
local-local type, we have
M(G) = lim
−→
m,n
Hom(G,Wmn ) = lim−→
n
Hom(G,Wn).
Using the latter description we now give a similar results for finite commutative
group schemes of reduced-local type:
Theorem 3.18. The functor G 7→ M(G) = lim
−→n
Hom(G,Wn) induces an anti-
equivalence from the category of finite commutative e´tale group schemes over k
of p-power order to the category of left D-modules of finite length with F an
isomorphism. Moreover, lengthWkM(G) = logp |G|.
Proof. The idea is to prove this over algebraically closed field k¯ first, then use
Galois decent and functoriality of M to prove the general case. See [Pin04, p.71].
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3.4 The Dieudonne´ functor in the general case
Recall from Chapter 2 that any finite commutative group scheme G of p-power
order admits a unique decomposition
G = Grl ⊕Glr ⊕Gll.
Previously we have already defined M(Gll) and M(Grl). Since G
∨
lr is of reduced-
local type, we can define
M(Glr) := M(G
∨
lr)
∨
and thus
M(G) := M(Grl)⊕M(G
∨
lr)
∨ ⊕M(Gll).
By construction this is a finite length left D-module, and we have
lengthW (k)M(G) = logp |G|.
Lemma 3.19. Every finite length left D-module has a unique and functorial de-
composition
M = Mrl ⊕Mlr ⊕Mll
where F is isomorphic (resp. nilpotent, nilpotent) and V is nilpotent (resp. iso-
morphic, nilpotent) on Mrl (resp. Mlr, Mll).
Proof. The images of F n :M →M form a descending sequence of D-submodules
of M . Since M has finite length, this sequence stabilizes, say with F nM =M ′ for
all n≫ 0. Then F :M ′ → M ′ is an isomorphism, and by looking at the length we
have M = M ′ ⊕ ker(F n). Repeating the argument with V on ker(F n) we obtain
the desired decomposition. Uniqueness and functoriality are clear.
Recall from Proposition 3.17 that there is a functorial isomorphism M(G∨ll)
∼=
M(Gll)
∨. This isomorphism extends to G. We have now proven:
Theorem 3.20. The above functor M induces an anti-equivalence of categories
between finite commutative groups schemes over k of p-power order and left D-
modules of finite length. Moreover, lengthWkM(G) = logp |G|, and there is a func-
torial isomorphism M(G∨) ∼= M(G)∨.
3.5 The Dieudonne´ functor for p-divisible groups
First let us prove a lemma.
Lemma 3.21. Let · · · → Mn+1
πn−→ Mn → · · · → M1 be a projective system of
W (k)−modules with the following properties.
(1) The sequence Mn+1
pn
−→ Mn+1
πn−→ Mn → 0 is exact for all n.
(2) Mn is of finite length for all n.
Let M = lim
←−n
Mn. Then M is a finitely generatedW (k)-module and the canon-
ical map M →Mn identifies Mn with M/p
nM for all n.
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Proof. From (1) it follows that
Mn+m
pn
−→Mn+m
πn◦···◦πn+m−1
−−−−−−−−→ Mn → 0
is exact for all n and m. Taking the inverse limit over m, we obtain an exact
sequence
M
pn
−→M →Mn → 0
where the second map is the canonical projection, hence the last assertion.
Now let m1, . . . , mr be elements in M generating M/pM = M1; consider the
W (k)-module homomorphism ϕ : W (k)r → M such that ϕ(a1, . . . , ar) = a1m1 +
· · ·+armr. It induces surjective maps W (k)
r/pnW (k)r →M/pnM for all n, hence
is surjective as an inverse limit of surjective maps of finite length modules.
Definition 3.22. Let H = (Gn, in) be a p-divisible group over k. Define
M(H) := lim
←−
n
M(Gn).
Combining previous results, we have the following:
Theorem 3.23. The functor H 7→ M(H) induces an anti-equivalence between
the category of p-divisible groups over k and the category of D-modules which are
free of finite rank over W (k).
Furthermore, we have:
(1) For any perfect extension K/k, there is a functorial isomorphism of D-
modules
M(H ⊗k K) ∼= W (K)⊗W (k) M(H).
(2) If H∨ is the dual of H, then
M(H∨) = HomW (k)(M(H),W (k)),
with (FM(H∨)(f))(m) = f(VM(m))
(p), (VM(H∨)(f))(m) = f(FM(m))
p−1.
We call M(H) the Dieudonne´ module of H . Recall that D is the ring of “non-
commutative polynomials” over W (k) in two variables F and V , subject to the
following relations:
(1) Fξ = σ(ξ)F , ∀ξ ∈ W (k),
(2) V σ(ξ) = ξV , ∀ξ ∈ W (k),
(3) FV = V F = p.
To give a free D-module M of finite rank over W (k) is equivalent to give a
free W (k)-module M of finite rank together with two maps F : M → M and
V : M → M , such that
(1) F is σ-linear: F (ξm) = σ(ξ)F (m), ∀ξ ∈ W (k), m ∈M ,
(2) V is σ−1-linear: V (ξm) = σ−1(ξ)V (m), ∀ξ ∈ W (k), m ∈M ,
(3) F ◦ V = V ◦ F = p.
Furthermore, write F = ϕ and V = p ◦ ϕ−1, the triple (M,F, V ) is equivalent
to the pair (M,ϕ) where M is as before and ϕ : M → M is σ-linear such that
pM ⊆ ϕM ⊆M . Thus (M,ϕ) is an F -crystal with all Hodge slopes equal to 0 or
1.
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Definition 3.24. Let H be a p-divisible group over k. Let (M,F, V ) be its
Dieudonne´ module. The dimension of H is dimk(M/FM), the codimension of
H is dimk(FM/pM).
Let d be the dimension of H and c the codimension of H . It is not hard to
check that c+ d is the rank of M , which is also the hight of H . Furthermore, the
number c is the dimension of H∨, the dual p-divisible group of H .
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Chapter 4
Truncated Barsotti–Tate Groups
Through out this chapter, let k be an algebraically closed field of characteristic
p > 0. Let c, d ≥ 0 be such that h := c + d > 0.
4.1 Barsotti–Tate groups of level 1
Let H be a p-divisible group of height h over k. Let H [p] be its p-kernel, which
is a finite group scheme over k of order ph. Kraft showed in the unpublished
manuscript [Kra75] that, fixing h, there are only finitely many such group schemes
up to isomorphism. This result was re-obtained, independently, by Oort. Together
with Ekedahl he used it to define and study a stratification of the moduli space
of principally polarized abelian varieties over k. Their results can be found in
[Oor01]. We will review Kraft’s result in this section.
Let C (1)k be the category of finite group schemes over k which are annihilated
by p. Note that W (k)/pW (k) = k, Dieudonne´ theory tells us that this category
is equivalent to the category of triples (M,F, V ) where
• M is a finite dimensional k-vecter space,
• F : M → M is a σ-linear endomorphim,
• V : M → M is a σ−1-linear endomorphim,
such that F ◦ V = V ◦ F = 0.
A necessary and sufficient condition for G ∈ C (1)k to be a Barsotti–Tate group
of level 1 (i.e. p-kernel of a p-divisible group) is that the sequence
G
FG−→ G(p)
VG−→ G
is exact. On the Dieudonne´ module this means that we have
ker(F ) = Im(V ) and ker(V ) = Im(F ).
In the unpublished manuscript [Kra75], Kraft showed that the objects of C (1)k
admit a normal form. To describe this, one distinguished two types of group
schemes.
(1) Linear type. Consider a linear graph Γ:
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V F F V
with all edges labeled either by F (drawn as
F
−→) or by V (drawn as
V
←−).
We associate to Γ a Dieudonne´ module (M,F, V ) in the following way. For each
vertex v we have a base vector ev. Define F and V according to the arrows in Γ.
So F (ev) = ew if there is an F -arrow from v to w, and F (ev) = 0 is there is not
an F -arrow starting at v. Similarly, V (ev) = ew if there is a V -arrow from v to w,
and V (ev) = 0 is there is not a V -arrow starting at v.
One readily checks that this defines a Dieudonne´ module MΓ = (MΓ, F, V ).
Write GΓ for the corresponding group scheme.
(2) Circular type. Consider a circular graph Γ:
V
F
FV
where again all edges are labeled by F or V . We require that the F − V pattern
is not periodic, i.e., Γ is not invariant under a non-trivial rotation. Two circular
diagrams which differ by a rotation will be considered equivalent. By the same
rules as in the linear case, we obtain a Dieudonne´ module MΓ = (MΓ, F, V ) and
write GΓ for the corresponding group scheme.
Example 4.1. The category C (1)k has three simple objects: Z/pZ, µp and αp.
The corresponding graphs are :
F
Z/pZ
V
µp
(no arrow)
αp
Theorem 4.2 (Kraft). (i) If Γ is a diagram of the type described as above then GΓ
is indecomposable. If GΓ ∼= GΓ′, then Γ and Γ
′ are equivalent, i.e., either Γ = Γ′
of linear type or Γ and Γ′ are of circular type and differ by a rotation.
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(ii) Every indecomposable object G in C (1)k is isomorphic to some GΓ.
(iii) The group scheme GΓ is a BT1 if and only if Γ is a circular diagram.
(iv) The Cartier dual of GΓ is isomorphic to GΓ∨ where Γ
∨ is the diagram
obtained by changing all F -arrows into V -arrows and vice versa.
Let H be a p-divisible group over k with codimension c and dimension d. Apply
Theorem 4.2, we can see that H [p] can be represented by a (circular) word with
F appearing c times and V appearing d times. Let h = c+ d be the height of H .
Then H [p] can be parameterized by the cosets of Sh/Sc × Sd. In particular, the
number of isomorphism classes of such H [p] is h!
c!·d!
.
This observation also motivates the following definition. Let c, d ≥ 0 be two
integers such that h = c + d > 0. Let π ∈ Sh be a permutation on J =
{1, 2, . . . , h}. Define a Dieudonne´ module (M,ϕπ) as follows. Let M = W (k)
h.
Let {e1, e2, . . . , eh} be a W (k)-basis of M . Define ϕπ : M →M on basis elements
as
ϕπ(ei) =
{
peπ(i), 1 ≤ i ≤ d;
eπ(i), d < i ≤ h.
and extend ϕπ to M σ-linearly. Write Hπ for the corresponding p-divisible group.
Then Hπ is a p-divisible group of codimension c and dimension d.
Definition 4.3. The p-divisible groups Hπ defined as above are called canonical
lifts of Barsotti–Tate groups of level 1.
Theorem 4.4 (Vasiu). Let c, d, h be as before. For every p-divisible group (M,ϕ)
with dimension d and height h, there is π ∈ Sh and g ∈ GLM(W (k)) with g ≡ 1m
mod p, such that (M,ϕ) is isomorphic to (M, gϕπ).
In particular, we have that every BT1 is isomorphic to some Hπ[p], which
justifies the name.
4.2 Automorphism group schemes
Let U be a finite dimensional vector space over k. Then the functor
GLU(R) = AutR(U ⊗k R)
that associates to every k-algebra R the group ofR-linear automorphisms of U⊗kR
is representable by a scheme, and so is a group scheme. In fact suppose that
e1, . . . , en is a basis of U . Then every f ∈ AutR(U ⊗k R) is determined by
f(ei) =
n∑
i=1
λijej .
So giving a R-linear automorphism of U ⊗k R is the same as to give a matrix
[λij ]i,j with determinant in S
×. So GLU is represented by the localization of k[xij ]
at det(xij). If U = k
n, then GLU is just GLn in example 1.18.
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Now assume U has some sort of algebraic structure, for instance a bilinear mul-
tiplication, or even a whole Hopf k-algebra structure. Let F (R) be those R-linear
endomorphisms U ⊗k R→ U ⊗k R that preserve the given structure. The condi-
tion that an R-linear endomorphism preserve the structure is given by polynomial
equations in the matrix entries: for multiplication, e.g., we only need the equations
saying that the product is preserved for basis elements. Thus F is representable
and we call it End(U), the endomorphism group scheme of U . Similarly, we can
define Aut(U), the automorphism group scheme of U , by taking the invertible
R-linear automorphisms preserving the structure.
It is clear that Aut(U) is an open subscheme of End(U). Also Aut(U) is a
closed subgroup scheme of GLU .
If G = SpecA is a finite group scheme over k, we write Aut(G) := Aut(A)
and End(G) := End(A).
Definition 4.5. Let H be a p-divisible group over k of codimension c and dimen-
sion d, and m ∈ N∗. We write
γH(m) := dim(Aut(H [p
m])).
We call (γH(m))m≥1 the centralizing sequence of H and we call sH := γH(nH)
the specializing height of H , where nH is the isomorphism number of H .
The importance of the number γH(m) stems out from the following three main
facts (cf. [GV13]):
(i) They are codimension of the versal level m strata.
(ii) They can compute the isomorphism number nH .
(iii) They are a main source of invariants that go up under specializations.
Theorem 4.6 (Gabber–Vasiu). The centralizing sequence of H has the following
three basic properties: (a) The sequence (γH(m))m≥1 is an increasing sequence in
N.
(b) For each l ∈ N∗, the sequence (γH(m + l) − γH(m))m≥1 is a decreasing
sequence in N.
(c) If cd > 0, then we have γH(1) < γH(2) < · · · < γH(nH).
(d) For m ≥ nH we have γH(m) = γH(nH) ≤ cd.
Proof. See [GV13, Theorem 1].
We can associate another automorphism group scheme to H [pm] by using
the Dieudonne´ module of H , cf. [Vas08]. Let (M,ϕ, ϑ) be the Dieudonne´ mod-
ule of H . Let Aut(H [pm])crys be the group scheme over k of automorphisms of
(M/pmM,ϕm, ϑm). Thus, if R is a k-algebra and if σR is the Frobenius endomor-
phism ofWm(R), thenAut(H [p
m])crys is the subgroup ofDm(R) = GLM(Wm(R))
formed by those Wm(R)-linear automorphisms f of Wm(R)⊗Wm(k) M/p
mM that
satisfy the identities (1Wm(R)⊗ϕm)◦f
(σ) = f ◦ (1Wm(R)⊗ϕm) and f
(σ) ◦ (1Wm(R)⊗
ϑm) = (1Wm(R) ⊗ ϑm) ◦ f); here ϕm and ϑm are viewed as Wm(k)-linear maps
(M/pmM)(σ) →M/pmM andM/pmM → (M/pmM)(σ) respectively. We similarly
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define the group scheme End(H [pm])crys of endomorphisms of (M/p
mM,ϕm, ϑm).
We will see in the next section that there is a close relation between Aut(H [pm])
and Aut(H [pm])crys.
4.3 Orbit spaces of truncated Barsotti–Tate groups
In this section we include the group action Tm introduced in [Vas10b, Section 5].
Its set of orbits parametrizes the isomorphism classes of truncated Barsotti–Tate
groups of level m over k that have codimension c and dimension d.
Let H be a p-divisible group of codimension c and dimension d. Let (M,ϕ) be
the Dieudonne´ module of H . Let ϑ = p ◦ ϕ : M → M be the Verschiebung map
of (M,ϕ).
4.3.1 The scheme H
The classification of F -crystals over k by Dieudonne´ (see [Dem72], Ch. IV) implies
that we have a direct sum decomposition (M [1
p
], ϕ) = ⊕(Ws, ϕ) into simple F -
isocrystals over k. Since the Newton slopes of a Dieudonne´ module is 0 or 1, we
have a direct sum decomposition M = F 1⊕F 0 such that F 1/pF 1 is the kernel of
the reduction modulo p of ϕ. This naturally gives a direct sum decomposition of
W (k)-modules
End(M) = Hom(F 0, F 1)⊕ End(F 1)⊕ End(F 0)⊕Hom(F 1, F 0).
Let W+ be the maximal subgroup scheme of GLM that fixes both F
1 and
M/F 1; it is a closed subgroup scheme of GLM whose Lie algebra is the direct
summand Hom(F 0, F 1) of End(M) and whose relative dimension is cd. LetW0 :=
GLF 1 ×W (k) GLF 0; it is a closed subgroup scheme of GLM whose Lie algebra is
the direct summand End(F 1)⊕End(F 0) of End(M) and whose relative dimension
is d2 + c2. Let W− be the maximal subgroup scheme of GLM that fixes both F
0
and M/F 0; it is a closed subgroup scheme of GLM whose Lie algebra is the direct
summand Hom(F 1, F 0) of End(M) and whose relative dimension is cd. Let
H :=W+ ×W (k)W0 ×W (k) W−;
it is a smooth, affine scheme over Spec (W (k)) of relative dimension cd+d2+ c2+
cd = h2.
4.3.2 The functor Wm
Let m ≥ 1. Let G be a smooth affine group scheme over Spec (W (k)). LetWm(G)
be the contravariant functor from the category of affine schemes over k to the
category of sets groups such that
Wm(G)(SpecR) := G(Wm(R)).
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It is well known that this functor is representable by an affine group scheme over
k of finite type to be denoted also by Wm(G), cf [Gre61, Sect. 4, Cor. 4, p. 641].
We have Wm(G)(k) = G(Wm(k)) and a natural identification W1(G) = Gk.
If I is an ideal of R of square 0, then the ideal ker(Wm(R) ։ Wm(R/I)) is
nilpotent and thus the reduction map G(Wm(R)) → G(Wm(R/I)) is surjective
(cf. [BLR90, Chapter 2, Prop. 6]). From this and loc. cit. we get that the scheme
Wm(G) is smooth.
Suppose now that G is a smooth, affine group scheme over SpecW (k). Then
Wm(G) is a smooth affine group over k. The length reduction W (k)-epimorphisms
Wm+1 ։Wm(R) define naturally a smooth epimorphism
Redm+1,G :Wm+1(G)։Wm(G)
of affine group schemes over k. The kernel of Redm+1,G is the vector group over
k defined by the Lie algebra Lie (Gk)
σm , and thus it is a unipotent commutative
group isomorphic to Gdim(Gk)a . Using this and the identification W1(G) = Gk, by
induction on m ∈ N∗ we get that:
(1) we have dim(Wm(G)) = m dim(Gk);
(2) the group Wm(G) is connected if and only if Gk is connected.
4.3.3 The group action Tm
Let σϕ : M −→ M be the σ-linear automorphism such that
σϕ(m) =
{
1
p
ϕ(m), m ∈ F 1;
ϕ(m), m ∈ F 0.
Let σϕ act on the sets underlying the groups GLM(W (k)) and GLM(Wm(k)) in
the natural way: if g ∈ GLM(W (k)), then
σϕ(g) = σϕ ◦ g ◦ σ
−1
ϕ , σϕ(g[m]) = (σϕ ◦ g ◦ σ
−1
ϕ )[m].
For g ∈ W+(W (k)) (resp. g ∈ W0(W (k)) or g ∈ W−(W (k)) ) we have ϕ(g) =
σϕ(g
p) (resp. ϕ(g) = σϕ(g) or ϕ(g
p) = σϕ(g)).
Let Hm :=Wm(H) and Dm :=Wm(GLM). We have a natural action
Tm : Hm ×k Dm → Dm
defined on k-valued points as follows. If h = (h1, h2, h3) ∈ H(W (k)) and g ∈
GLM(W (k)), then the product of h[m] = (h1[m], h2[m], h3[m]) ∈ Hm(k) =
H(Wm(k)) and g[m] ∈ Dm(k) = GLM(Wm(k)) is the element
Tm(hm, gm) : = (h1h2h
p
3gϕ(h1h2h
p
3)
−1)[m]
= (h1h2h
p
3gϕ(h
p
3)
−1ϕ(h2)
−1ϕ(h1)
−1)[m]
= (h1h2h
p
3gσϕ(h3)
−1σϕ(h2)
−1σϕ(h1)
−1)[m]
= h1[m]h2[m]h3[m]
pg[m]σϕ(h3[m])
−1σϕ(h2[m])
−1σϕ(h1[m])
−1 ∈ Dm(k).
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The formula Tm(hm, gm) = (h1h2h
p
3gϕ(h1h2h
p
3)
−1)[m] shows that the action
Tm is intrinsically associated to D, i.e., it does not depend on the choice of the
direct sum decomposition M = F 1 ⊕ F 0. For later use we mention that
T1(h1, g1) = h1[1]h2[1]g[1]σϕ(h3[1])
−1σϕ(h2[1])
−1 ∈ D1(k) = GLM(k).
We have the following
Lemma 4.7. Let g1, g2 ∈ GLM(W (k)). Then the points g1[m], g2[m] ∈ Dm(k)
belong to the same orbit of the action Tm if and only if the following two Dieudonne´
modules (M/pmM, g1[m]ϕm, ϑmg1[m]
−1) and (M/pmM, g2[m]ϕm, ϑmg2[m]
−1) are
isomorphic.
Proof. [Vas08, Ch 2, Sect. 2.2]
Corollary 4.8. The set of orbits of the action Tm are in natural bijection to the
set of isomorphism classes of truncated Barsotti–Tate groups of level m over k
which have codimension c and dimension d.
Let Om be the orbit of 1M [m] ∈ Dm(k) under the action of Tm. Let Sm be the
subgroup scheme of Hm which is the stabilizer of 1M [m] under the action Tm. Let
Cm be the reduced group of Sm. Let C
0
m be the identity component of Cm. Then
we have
Theorem 4.9 (Vasiu). Let m ∈ N∗. With the above notations, the following three
properties hold:
(a) the connected smooth affine group C0m is unipotent;
(b) there exist two finite homomorphisms
ιm : Sm → Aut(H [p
m])crys
and
ζm : Aut(H [p
m])→ Aut(H [pm])crys
which at the level of k-valued points induce isomorphisms
ιm(k) : Sm(k)→ Aut(H [p
m])crys(k)
and
ζm(k) : Aut(H [p
m])(k)→ Aut(H [pm])crys(k);
(c) we have dim(Sm) = dim(Cm) = dim(C
0
m) = γH(m).
Proof. [Vas08, Theorem 5].
Corollary 4.10. The following properties hold:
(a) The open embeddingsAut(H [pm]) →֒ End(H [pm]) andAut(H [pm])crys →֒
End(H [pm])crys are also closed.
(b) The identity component Aut(H [pm])0 (resp. Aut(H [pm])0
crys
) is the trans-
lation of the identity component End(H [pm])0 (resp. End(H [pm])0
crys
) via the
k-valued point 1H[pm] (resp. 1M/pmM).
(c) Each k-valued point of End(H [pm])0
crys
is a nilpotent endomorphism of
M/pmM .
Proof. [Vas08, Corollary 6].
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4.4 Endomorphisms of truncated Barsotti–Tate
groups
Let H1 and H2 be two p-divisible groups over k. Let (M1, F, V ) and (M2, F, V ) be
the Dieudonne´ modules ofH1 andH2 respectively. LetHH1,H2 = HomW (k)(M1,M2).
Let (HomW (k)(M1,M2)[
1
p
], F ) be the F -isocrystal defined by the rule
F (g) = F ◦ g ◦ F−1 = V −1 ◦ g ◦ V.
The classification of F -isocrystals over k (see [Man63, Ch.2, Sect. 4], [Dem72],
etc.) implies that we have a direct sum decomposition HomW (k)(M1,M2)[
1
p
] =
⊕α∈QW (α) that is left invariant by F and that has the property that all Newton
polygon slopes of (W (α), F ) are α. Write
HomW (k)(M1,M2)[
1
p
] = N+ ⊕N0 ⊕N−
where all slopes of (N+, F ) are positive, all slopes of (N0, F ) are 0 and all slopes
of (N−, F ) are negative.
Lemma 4.11 (Vasiu). Let m be a positive integer. Each homomorphism of trun-
cated Dieudonne´ modules
ξm : (M1/p
mM1, F, V )→ (M2/p
mM2, F, V )
can be lifted to aW (k)-linear map ξ : M1 →M2 such that F (ξ)−ξ ∈ p
mHomW (k)(M1,M2).
Proof. [LNV13, p. 822]
Let h = c + d > 0. Let π be a permutation on J = {1, 2, . . . , h}. Recall that
Hπ is the p-divisible group whose Dieudonne´ module (M,ϕπ) is defined as follows.
Let {e1, e2, . . . , eh} be a W (k)-basis of M . We have
ϕπ(ei) =
{
peπ(i), 1 ≤ i ≤ d;
eπ(i), d < i ≤ h.
Therefore we haveM = F 1⊕F 0 where F 1 = ⊕di=1W (k)ei and F
0 = ⊕hi=d+1W (k)ei.
Let ei,j : M → M be the W (k)-linear map such that for each l ∈ J we have
ei,j(el) = δj,lei. Then {ei,j|i, j ∈ J} form a W (k)-basis of End(M).
Recall that ϕπ acts on EndW (k)(M)[
1
p
] σ-linearly by the rule ϕπ(g) = ϕπ◦g◦ϕ
−1
π .
In particular, we have
ϕπ(ei,j) =


peπ(i),π(j) if (i, j) ∈ J+,
eπ(i),π(j) if (i, j) ∈ J0,
1
p
eπ(i),π(j) if (i, j) ∈ J−.
where J+ = {(i, j) ∈ J
2|i ≤ d < j}, J0 = {(i, j) ∈ J
2|i, j ≤ d or i, j > d} and
J− = {(i, j) ∈ J
2|j ≤ d < i}, as illustrated by the following diagram
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(
J0 J+
J− J0
)
.
Let
εi,j =


1 if (i, j) ∈ J+,
0 if (i, j) ∈ J0,
−1 if (i, j) ∈ J−.
Then we can write
ϕπ(ei,j) = p
εi,jeπ(i),π(j).
Now let g ∈ EndW (k)(M), write g =
∑
(i,j)∈J2 xi,jei,j with xi,j ∈ W (k). We
have
ϕπ(g) =
∑
(i,j)∈J2
σ(xi,j)p
εi,jeπ(i),π(j).
In order for ϕπ(g) ∈ EndW (k)(M), we need σ(xi,j) ∈ pW (k), or equivalently
xi,j ∈ pW (k), for all (i, j) ∈ J−. Write
µi,j =
{
1 if (i, j) ∈ J−,
0 if (i, j) ∈ J+ ∪ J0.
Then we have ϕπ(g) ∈ EndW (k)(M) if and only if g =
∑
(i,j)∈J2 p
µi,jxi,jei,j,
where xi,j ∈ W (k) is arbitrary.
Now let g ∈ EndW (k)(M) be such that ϕπ(g) − g ∈ p
mEndW (k)(M), then we
have ∑
(i,j)∈J2
pµi,j+εi,jσ(xi,j)eπ(i),π(j) ≡
∑
(i,j)∈J2
pµi,jxi,jei,j mod p
m.
Thus by comparing coefficients, we get
pµi,j+εi,jσ(xi,j) ≡ p
µpi(i),pi(j)xπ(i),π(j) mod p
m, ∀(i, j) ∈ J2. (4.1)
4.4.1 Endomorphisms of Hpi[p]
When m = 1, the equation 4.1 becomes
pµi,j+εi,jxpi,j = p
µpi(i),pi(j)xπ(i),π(j), ∀(i, j) ∈ J
2 (4.2)
where xi,j ∈ W1(k) = k.
We can break this system of equations into smaller systems, one for each
orbit of (π, π) on J2. Let O = ((i1, j1), (i2, j2), . . . , (il, jl)) be such an orbit, i.e.,
(π(i1), π(j1)) = (i2, j2), (π(i2), π(j2)) = (i3, j3), . . . , (π(il), π(jl)) = (i1, j1). For
simplicity we write xs = xis,js, εs = εis,js and µs = µis,js. Let εO = (ε1, ε2, . . . , εl)
and µO = (µ1, µ2, . . . , µl). Here and in what follows all indices are taken modulo
the size of the orbit |O| = l.
If |O| = 1, then we have xp1 = x1 when ε1 = 0, or x1 = 0 when ε1 = ±1.
The former contributes a factor of p to the number of connected components of
End(Hπ[p]).
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Assume |O| ≥ 2. Let us first examine the case where O ⊆ J0. In this case, we
have εO = (0, 0, . . . , 0) and µO = (0, 0, . . . , 0). The equation 4.2 becomes
xp1 = x2,
xp2 = x3,
· · ·
xpl = x1.
Thus we have xp
l
1 = x1. This equation has p
l distinct solutions in k. The polynomial
xp
l
1 − x1 give rise to p
l connected components of End(Hπ[p]).
Now assume O * J0. Then εO contains non-zero numbers, say εs. If εs = 1,
then we have 0 = pµs+1xs+1. Unless µs+1 = 1 (i.e., εs+1 = −1), we get xs+1 = 0.
Let u be the smallest positive integer such that εs+u = −1 or∞ if no such integer
exists, then by repeating the previous argument, we get that xs+i = 0 for all
0 < i < u.
Similarly, if εs = −1, then we have p
εs−1xps−1 = 0. Unless εs−1 = 1, we get
xs−1 = 0. Let v be the smallest positive integer such that εs−v = 1 or∞ if no such
integer exists, then by repeating the previous argument, we get that xs−i = 0 for
all 0 < i < v.
Therefore, only segments of the form < −1, 0, . . . , 0, 1 > in εO produce non-
trivial equations. Let < εs, . . . , εt > be such a segment, then we have
xps = xs+1,
xps+1 = xs+2,
· · · ,
xpt−1 = xt,
0 = pµt+1xt+1,
· · · .
Therefore we have xs+1 = x
p
s, . . . , xt = x
pt−s
s and a free variable xs which adds
1 to γHpi(1).
To sum up, we have the following
Theorem 4.12. Let the notations be as before. Then
(1) γHpi(1) is the number of segments of the type < −1, 0, . . . , 0, 1 > that appear
in εO as O ranges through all the orbits.
(2) The number of connected components of End(Hπ[p]) is p
c1 where c1 =∑
εO=(0,0,...,0)
|O|.
Part (1) of this theorem is a special case of [Vas10a, 1.2. Basic Theorem A].
Example 4.13. In this example all induces i, j ∈ J = {1, 2, . . . , h} are taken
modulo h. Suppose that g.c.d(c, d) = 1 and that H is minimal in the sense of
[Oor05, Sect. 1.1]. We can assume that we have π(i) = i+d for all i ∈ J , cf. [Oor05,
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Sect 1.4]. The p-divisible group H is uniquely determined up to isomorphism by
H [p], cf. [Vas06, Example 3.3.6]. Therefore we can assume (M,ϕ) = (M,ϕπ).
In particular, let c = 2, d = 3. Then π has five orbits on J2. They are
O1 = [(1, 1)] = ((1, 1), (4, 4), (2, 2), (5, 5), (3, 3)), εO1 = (0, 0, 0, 0, 0);
O2 = [(1, 2)] = ((1, 2), (4, 5), (2, 3), (5, 1), (3, 4)), εO2 = (0, 0, 0,−1, 1);
O3 = [(1, 3)] = ((1, 3), (4, 1), (2, 4), (5, 2), (3, 5)), εO3 = (0,−1, 1,−1, 1);
O4 = [(1, 4)] = ((1, 4), (4, 2), (2, 5), (5, 3), (3, 1)), εO4 = (1,−1, 1,−1, 0);
O5 = [(1, 5)] = ((1, 5), (4, 3), (2, 1), (5, 4), (3, 2)), εO5 = (1,−1, 0, 0, 0).
Therefore γH(1) = 0 + 1 + 2 + 2 + 1 = 6.
In general, for minimal p-divisible groups H we have γH(1) = cd.
4.4.2 Endomorphisms of Hpi[p
2]
Now let m = 2. Recall that for x = (a, b) ∈ W2(k), we have σ(x) = (a
p, bp) and
px = (0, ap). Write xi,j = (ai,j, bi,j), the equation 4.2 becomes
pµi,j+εi,j(api,j, b
p
i,j) = p
µpi(i),pi(j)(aπ(i),π(j), bπ(i),π(j)), ∀(i, j) ∈ J
2 (4.3)
where ai,j, bi,j ∈ k.
As before, let O = ((i1, j1), (i2, j2), . . . , (il, jl)) be an orbit. For simplicity we
write εs = εis,js, µs = µis,js, as = ais,js and bs = bis,js, with the understanding that
all indices are taken modulo |O|. Let εO = (ε1, ε2, . . . , εl) and µO = (µ1, µ2, . . . , µl).
If |O| = 1, then we have
(ap1, b
p
1) = (0, a
p
1), if ε1 = −1,
(ap1, b
p
1) = (a1, b1), if ε1 = 0,
(0, ap
2
1 ) = (a1, b1), if ε1 = 1.
Therefore, we get a1 = b1 = 0 when ε1 = ±1, and a
p
1 = a1, b
p
1 = b1 when ε1 = 0.
The latter contributes a factor of p2 to the number of connected components of
End(Hπ[p
2]).
Now assume |O| ≥ 2. The relation between (as, bs) and (as+1, bs+1) is given by
εs and µs+1. By checking all six possible combinations of εs and µs+1, we get the
following four disjoint cases.
• If εs ∈ {−1, 0} and µs+1 = 0, then
(aps, b
p
s) = (as+1, bs+1).
• If εs = 1 and µs+1 = 1, then
(0, ap
2
s ) = (0, a
p
s+1).
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• If εs = 1 and µs+1 = 0, then
(0, ap
2
s ) = (as+1, bs+1).
• If εs ∈ {−1, 0} and µs+1 = 1, then
(aps, b
p
s) = (0, a
p
s+1).
Since µs+1 depends on εs+1, these relations ultimately come from εO. If we
draw a line x − y when y = x, a single headed arrow x → y when y = xp and
a double headed arrow x ։ y when y = xp
2
, then we can use the following four
diagrams to represent the four types of relations between (as, bs) and (as+1, bs+1)
according to < εs, εs+1 >:
• < −1, 0 > or < −1, 1 > or < 0, 0 > or < 0, 1 >:
❴❴❴ as // as+1 ❴❴❴
❴❴❴ bs // bs+1 ❴❴❴
• < 1,−1 >:
❴❴❴ as // as+1 ❴❴❴
❴❴❴ bs bs+1 ❴❴❴
• < 1, 0 > or < 1, 1 >:
❴❴❴ as
!! !!❈
❈❈
❈❈
❈❈
❈
0 ❴❴❴❴
❴❴❴ bs bs+1 ❴❴❴
• < −1,−1 > or < 0,−1 >:
❴❴❴ 0 as+1 ❴❴❴
❴❴❴ bs
⑤⑤⑤⑤⑤⑤⑤⑤
bs+1 ❴❴❴
By putting these diagrams together, we can represent the equations 4.3 on O
by a graph ΓO. Here and in what follows by graph we mean an oriented graph
which has some vertices marked as 0 and which has multiple types of edges (like
−, →, ։, etc.).
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Example 4.14. (a) Let εO = (−1,−1, 1, 1). Then ΓO is:
0 a2 // a3
    ❆
❆❆
❆❆
❆❆
0uu
b1
⑧⑧⑧⑧⑧⑧⑧
b2 // b3 b4.
Therefore we get a1 = a4 = 0 and two free variables b1 and b2.
(b) Let εO = (−1, 1,−1, 1). Then ΓO is:
a1 // a2 // a3 // a4
tt
b1 // b2 b3 // b4.
There are two free variables b1 and b3. Combining the four equations in the
first row, we get a1 = a
p4
1 .
(c) Let εO = (0, 0, 0, 0). Then ΓO is:
a1 // a2 // a3 // a4
tt
b1 // b2 // b3 // b4.jj
This gives a1 = a
p4
1 and b1 = b
p4
1 .
(d) Let εO = (−1, 0,−1,−1, 1, 1, 0, 1). We use ∗, ◦ and • to represent variables.
We use ◦ for a variable ys that doesn’t depend on as−1 or bs−1 (an “open start”),
use • for a variable ys that has no relation with as+1 or bs+1 (an “open end”), and
use ∗ for other variables. Then we can draw ΓO as follows:
∗ // 0 0 ∗ // ∗
 ❃
❃❃
❃❃
❃❃
❃ 0
 ❃
❃❃
❃❃
❃❃
0 // ∗uu
◦ // ∗
       
◦
        
◦ // • • ∗ // •.
From above examples, we can see that for an orbit O with |O| ≥ 2, the graph
ΓO further decomposes into linear graphs and circular graphs which are connected
components. It is clear that a zero vertex in a linear graph will make all variables
zero, and a zero vertex cannot belong to a circular graph. We call linear graphs
that have no zero vertices free linear graphs.
Lemma 4.15. Let O and ΓO be as before. Then we have the following.
(a) Each circular graph in ΓO contributes a factor of p
|O| to the number of
connected components of End(Hπ[p
2]).
(b) Each free linear graph in ΓO adds 1 to the dimension of Aut(Hπ[p
2]).
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Proof. (a) Take a circular graph in ΓO. If we assign weight 0 to arrows with no
heads, 1 to single-headed arrows and 2 to double-headed arrows, then we get an
equation yp
w
s = ys, where w is the sum of the weights of all arrows in the circular
graph. Since the number of weight 0 arrows is equal to the number of weight 2
arrows in a circular graph, we have that w = |O|.
(b) It is obvious that a free linear graph produces 1 free variable, namely, the
one that corresponds to the open start of the free linear graph.
To track the free linear graphs in ΓO, we make the following observation.
1. All zero vertices are in the first row. All free linear graphs start and end in
the second row. Moreover, let bs (resp. bt) be the variable corresponding to the
start (resp. the end) of the free linear graph, then we have εs = −1 and εt = 1.
Indeed, the only way to get an open start (◦bs) is to use the following two
diagrams. They correspond to εs = −1
❴❴❴ 0 ∗ ❴❴❴
❴❴❴ ∗
⑦⑦⑦⑦⑦⑦⑦⑦
◦bs ❴❴❴
❴❴❴ ∗ // ∗ ❴❴❴
❴❴❴ • ◦bs ❴❴❴
Similarly, the only way to get an open end (•bt) is to use the following two
diagrams. They correspond to εt = 1.
❴❴❴ ∗
 ❅
❅
❅
❅ 0 ❴❴❴
❴❴❴ •bt ∗ ❴❴❴
❴❴❴ ∗ // ∗ ❴❴❴
❴❴❴ •bt ◦ ❴❴❴
2. Let us study the effect of 0’s in εO. Take a segment of the form< εi−1, 0, εi+1 >.
By combining the diagrams earlier, we get four cases depending on< εi−1, 0, εi+1 >:
• < −1, 0, 0 > or < −1, 0, 1 > or < 0, 0, 0 > or < 0, 0, 1 >:
❴❴❴ ∗ // ∗ // ∗ ❴❴❴
❴❴❴ ∗ // ∗ // ∗ ❴❴❴
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• < 1, 0,−1 >:
❴❴❴ ∗
 ❃
❃❃
❃❃
❃❃
❃ 0 ∗
❴❴❴
❴❴❴ ∗ ∗
        
∗ ❴❴❴
• < 1, 0, 0 > or < 1, 0, 1 >:
❴❴❴ ∗
 ❃
❃❃
❃❃
❃❃
❃ 0
// ∗ ❴❴❴
❴❴❴ ∗ ∗ // ∗ ❴❴❴
• < −1, 0,−1 > or < 0, 0,−1 >:
❴❴❴ ∗ // 0 ∗ ❴❴❴
❴❴❴ ∗ // ∗
        
∗ ❴❴❴
By Comparing these diagrams with the diagrams of < εi−1, εi+1 >:
• < −1, 0 > or < −1, 1 > or < 0, 0 > or < 0, 1 >:
❴❴❴ ∗ // ∗ ❴❴❴
❴❴❴ ∗ // ∗ ❴❴❴
• < 1,−1 >:
❴❴❴ ∗ // ∗ ❴❴❴
❴❴❴ ∗ ∗ ❴❴❴
• < 1, 0 > or < 1, 1 >:
❴❴❴ ∗
 ❃
❃❃
❃❃
❃❃
❃ 0 ❴❴❴
❴❴❴ ∗ ∗ ❴❴❴
• < −1,−1 > or < 0,−1 >:
❴❴❴ 0 ∗ ❴❴❴
❴❴❴ ∗
        
∗ ❴❴❴
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we see that deleting the zeros from εO does not affect the type of graphs we get
from ΓO (it will make some graphs shorter of course). To keep track of the number
of free linear graphs in ΓO, we can therefore ignore the zeros in εO.
Assume that εO has no zero. Let bs be a free variable. Let us examine what
the segment < εs, εs+1, . . . , εt > that corresponds to the linear graph staring with
bs is like.
We know that εs = −1. If εs+1 = 1, then the segment ends and we get a free
linear graph from < εs, εs+1 >=< −1, 1 >:
❴❴❴ ∗ // ∗ ❴❴❴
◦bs // • .
If εs+1 = −1, then we have
❴❴❴❴ 0 ∗ ❴❴❴
◦bs
⑦⑦⑦⑦⑦⑦⑦⑦
◦ ❴❴❴ .
(Diag. 1)
In order for bs to be free we must have εs+2 = 1, for three consecutive −1
produces a diagram
❴❴❴ 0 0 ∗ ❴❴❴
◦bs
⑦⑦⑦⑦⑦⑦⑦⑦
◦
✂✂✂✂✂✂✂✂
◦ ❴❴❴
forcing bs = 0.
For εs+3, we can have two choices. If εs+3 = 1, then the segment ends and we
have a free linear graph from < εs, εs+1, εs+2, εs+3 >=< −1,−1, 1, 1 >:
❴❴❴ 0 ∗ // ∗
 ❁
❁❁
❁❁
❁❁
❁ 0
❴❴❴
◦bs
⑦⑦⑦⑦⑦⑦⑦⑦
◦ // • • .
(We have another one but that is counted by the segment < εs+1, εs+2 >=<
−1, 1 >.)
If εs+3 = −1. Then we have a segment < −1,−1, 1,−1, εs+4, · · · >, which
produce the diagram
❴❴❴ 0 ∗ // ∗ // ∗ ❴❴❴
◦bs
⑦⑦⑦⑦⑦⑦⑦⑦
◦ // • ◦ ❴❴❴ .
(Diag. 2)
Comparing Diag. 1 with Diag. 2, we see that deleting εs+2 = 1 and εs+3 = −1
does not affect the type of the graph starting with bs. Therefore we can remove
εs+2 and εs+3 and examine < −1,−1, εs+4, · · · >.
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Repeating the arguments, we see that we can have some pairs of 1 and -1, then
eventually two consecutive 1’s to terminate the segment.
Therefore, if bs be a free variable, then the segment < εs, εs+1, . . . , εt > that
corresponds to the free linear graph staring with bs is either < −1, 1 > or <
−1,−1, . . . , 1, 1 > where . . . can be any number of pairs of 1 and -1.
Factoring in the zeros we could have in εO, we can see that such a segment
< εs, εs+1, . . . , εt > can be described by the following three properties:
• We have εs = −1, εt = 1.
• We have
∑t
i=s εi = 0.
• For all s ≤ j < t, we have −2 ≤
∑j
i=s εi < 0.
This motivates the following definition.
Definition 4.16. Let O = ((i1, j1), (i2, j2), . . . , (il, jl)) be an orbit and εO =
(ε1, ε2, . . . , εl) as before. Let n ∈ N∗. A segment < εs, εs+1, . . . , εt > of εO is called
a free linear segment of level n if it satisfies the following conditions.
• We have εs = −1, εt = 1.
• We have
∑t
i=s εi = 0.
• For all s ≤ j < t , we have −n ≤
∑j
i=s εi < 0.
• There exists a j0, s ≤ j0 < t, such that
∑j0
i=s εi = −n.
We write an(O) for the number of free linear segments of level n in εO.
Thus we have
Theorem 4.17. Let O and εO be as before. Then the number of free linear graphs
in ΓO is a1(O) + a2(O).
Proof. From definition 4.16, it is clear that no two free linear segments start with
the same εs. The theorem follows from the above consideration.
Corollary 4.18. Let π, Hπ be as before, then
γHpi(2) =
∑
O
a1(O) + a2(O).
Proof. This is a direct consequence of Theorem 4.17 and Lemma 4.15.
Next we examine the circular graphs in ΓO.
First note that an orbitO = (0, 0, . . . , 0) ⊆ J0 will produce two circular graphs,
as shown below.
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∗ // ∗ // ∗ ❴❴❴ ∗ // ∗
yy
∗ // ∗ // ∗ ❴❴❴ ∗ // ∗.ee
Now assume O * J0. Note that in this case ΓO can have at most 1 circular
graph, because each circular graph uses |O| distinct vertices and having ±1 in εO
makes some vertices zero.
Ignore the zeros first in εO as before, we see that the orbits that produce
circular graphs are such that εO = (−1, 1,−1, 1, . . . ,−1, 1), as shown below.
∗ // ∗ // ∗ // ∗ ❴❴❴ ∗ // ∗
ww
◦ // • ◦ // • ◦ // •.
Factoring in the zeros we could have in εO and taking into account the number
of circular graphs, we make the following definition.
Definition 4.19. Let O = ((i1, j1), (i2, j2), . . . , (il, jl)) be an orbit and εO =
(ε1, ε2, . . . , εl) as before. Let n ≥ 0. Then O is called a circular orbit of level n if
εO satisfies the following conditions.
•
∑l
i=1 εi = 0.
• For all u, v ∈ {1, 2, . . . , l}, |
∑v
i=u εi| ≤ n.
• There exist u, v ∈ {1, 2, . . . , l} such that |
∑v
i=u εi| = n.
We write Cπ(n) for the set of circular orbits of level n.
Therefore, circular orbits of level 0 are those O with εO = (0, 0, . . . , 0). They
each produce two circular graphs. Circular orbits of level 1 are those O whose εO
contains the same number of −1’s and 1’s, alternating with 0’s in between. They
each produce one circular graph. Also, note that circular orbits of level 2 or above
have 2 or more consecutive −1’s and don’t produce circular graphs.
Theorem 4.20. Let the notations be as before. Then the number of connected
components of End(Hπ[p
2]) is pc2 where
c2 =
∑
O∈Cpi(0)
2|O|+
∑
O∈Cpi(1)
|O|.
Proof. This is a direct consequence of Lemma 4.15.
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4.4.3 Endomorphisms of Dpi[p
m]
We can add more rows to the diagrams to represent equations 4.1 when m ≥ 3.
For example, when m = 3, write x = (a, b, c) ∈ W3(k). The effects of −1, 0 and 1
in εO can be represented by the following diagrams.
• < 0, 0 > or < −1, 0 > or < 0, 1 > or < −1, 1 >:
❴❴❴ ∗ // ∗ ❴❴❴
❴❴❴ ∗ // ∗ ❴❴❴
❴❴❴ ∗ // ∗ ❴❴❴
• < 1,−1 > :
❴❴❴ ∗ // ∗ ❴❴❴
❴❴❴ ∗ // ∗ ❴❴❴
❴❴❴ • ◦ ❴❴❴
• < −1,−1 > or < 0,−1 >:
❴❴❴ 0 ∗ ❴❴❴
❴❴❴ ∗
        
∗ ❴❴❴
❴❴❴ ∗
        
◦ ❴❴❴
• < 1, 1 > or < 1, 0 >:
❴❴❴ ∗
 ❃
❃❃
❃❃
❃❃
❃ 0
❴❴❴
❴❴❴ ∗
 ❃
❃❃
❃❃
❃❃
❃ ∗ ❴❴❴
❴❴❴ • ∗ ❴❴❴
By combining the diagrams above and using a similar argument, we get that
for m = 3 each free linear segment of level n ≤ 3 produces a free linear diagram.
In general, we get the following:
Theorem 4.21. Let π, Hπ be as before, then
γHpi(m) =
∑
O
m∑
n=1
an(O).
69
As for the number of connected components, we note that each circular orbit
of level 0 produces m circular graphs in ΓO, each circular orbits of level 1 produces
m− 1 circular graphs, and each circular orbits of level m− 1 produces 1 circular
graph. Circular orbits of level m or above don’t produce any circular graphs.
Therefore, we have the following
Theorem 4.22. Let π, Hπ be as before, then the number of connected components
of End(Hπ[p
m]) is pcm where
cm =
m−1∑
n=0
∑
O∈Cpi(n)
(m− n)|O|.
Corollary 4.23. Let γHpi(m) = dimAut(Hπ[p
m]) be as before. Then
(1) The sequence (γHpi(m))m≥1 is increasing.
(2) The sequence (γHpi(m+ 1)− γHpi(m))m≥1 is decreasing.
Proof. By Theorem 4.21 we have
γHpi(m+ 1)− γHpi(m) =
∑
O
am+1(O).
Therefore, γHpi(m+ 1)− γHpi(m) ≥ 0, which proves (1).
For each orbit O, let LO(m) be the set of free linear segments of level m in
εO. Then by definition am(O) = |LO(m)|. We show that there is an injective map
LO(m+ 1) →֒ LO(m).
First we claim that the (indices of) segments in LO(m + 1) are disjoint. If
this is not the case, then since all indices are taken modulo |O| and no two free
linear segments start or end at the same index, we can assume that there are two
distinct segments < εs1, . . . , εt1 > and < εs2, . . . , εt2 > in LO(m + 1) such that
s1 < s2 < t2 < t1 or s1 < s2 < t1 < t2.
Assume s1 < s2 < t2 < t1. Since < εs2, . . . , εt2 > is a segment in LO(m + 1),
there is s2 < j0 < t2 such that
∑j0
i=s2
εi = −(m+ 1). Then
∑j0
i=s1
εi =
∑s2−1
i=s1
εi +∑j0
i=s2
εi < 0−(m+1) ≤ −(m+2), a contradiction to the fact that < εs1, . . . , εt1 >
is in LO(m+ 1).
Assume s1 < s2 < t1 < t2. Since
∑t1
i=s1
εi = 0 and
∑s2−1
i=s1
εi < 0, we must have∑t1
i=s2
εi > 0, which is not allowed. This proves the claim.
Now let m ≥ 2 and let < εs, εs+1, . . . , εt−1, εt > be a segment in LO(m + 1).
We may assume < εs, εs+1, . . . , εt−1, εt >=< −1,−1, . . . , 1, 1 >. Remove εs = −1,
εt = 1 and consider the segment < εs+1, . . . , εt−1 >. This segment may decompose
into several free linear segments. Let s < j0 < t be such that
∑j0
i=s εi = −(m+1).
Since εs = −1, we have
∑j0
i=s+1 εi = −m. Let u be the maximum of the integers
s < j < j0 such that
∑j
i=s+1 εi = 0 or s if such j does not exist. Let v be the
minimum of the integers j0 < j < t such that
∑t−1
i=j εi = 0 or t if such j does not
exist. We claim that the segment < εu+1, . . . , εv−1 > is a segment in LO(m).
70
1. We check that
∑v−1
i=u+1 εi = 0. Indeed, this follows from the facts
∑t−1
i=s+1 εi =
0,
∑u
i=s+1 εi = 0 and
∑t−1
i=v εi = 0.
2. We check that for u + 1 ≤ j < v − 1, we have
∑j
i=u+1 εi < 0. Assume by
contradiction that there is a j such that
∑j
i=u+1 εi ≥ 0. If
∑j
i=u+1 εi > 0, then∑j
i=s εi = εs +
∑u
i=s+1 εi +
∑j
i=u+1 εi = −1 + 0 +
∑j
i=u+1 εi ≥ 0, which is not
allowed. Now assume
∑j
i=u+1 εi = 0. By the maximality of u we must have j ≥ j0.
Similarly, by the minimality of v we must have j+1 ≤ j0. Such j does not exists.
3. Clearly, for u + 1 ≤ j < v − 1, we have
∑j
i=u+1 εi ≥ −m as
∑j
i=s εi =
εs +
∑u
i=s+1 εi +
∑j
i=u+1 εi = −1 + 0+
∑j
i=u+1 εi ≥ −(m+ 1). Moreover, we have∑j0
i=u+1 εi = −m.
Therefore, we conclude that < εu+1, . . . , εv−1 > is a segment in LO(m). Hence
we get a map LO(m+1)→ LO(m). This map is injective because the segments in
LO(m+1) are disjoint. Thus we have am+1(O) = |LO(m+1)| ≤ |LO(m)| = am(O).
Therefore,
γHpi(m+ 1)− γHpi(m) =
∑
O
am+1(O) ≤
∑
O
am(O) = γHpi(m)− γHpi(m− 1).
Remark 4.24. Corollary 4.23 is a particular case of Theorem 4.6 (a) and (b).
But for the particular case of Hπ’s, Corollary 4.23 is a refinement of Theorem 4.6
(a) and (b) and its proof.
Since End(H) ∼= End(H∨), we have γH(m) = γH∨(m). Therefore in the fol-
lowing examples we can assume d ≤ c. For simplicity we write γ(m) = γHpi(m)
and β(m) = βHpi(m) for the number of connected components of End(Hπ[p
m]).
Example 4.25. Let c = d = 2 and π = (1234). There are 4 orbits:
• O1 = [(1, 1)] = ((1, 1), (2, 2), (3, 3), (4, 4)), εO1 = (0, 0, 0, 0).
This is a circular orbit of level 0. It has no free linear segments.
• O2 = [(1, 2)] = ((1, 2), (2, 3), (3, 4), (4, 1)), εO2 = (0, 1, 0,−1).
This is a circular orbit of level 1. It has one free linear segment < −1, 0, 1 >
of level 1.
• O3 = [(1, 3)] = ((1, 3), (2, 4), (3, 1), (4, 2)), εO3 = (1, 1,−1,−1, );
This is a circular orbit of level 2. It has one free linear segment < −1, 1 >
of level 1 and one free linear segment < −1,−1, 1, 1 > of level 2.
• O4 = [(1, 4)] = ((1, 4), (2, 1), (3, 2), (4, 3)), εO4 = (1, 0,−1, 0).
This is a circular orbit of level 1. It has one free linear segment < −1, 0, 1 >
of level 1.
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Therefore we have
γ(1) =
∑
O
a1(O) = 0 + 1 + 1 + 1 = 3,
γ(m) =
∑
O
(a1(O) + a2(O)) = 0 + 1 + 2 + 1 = 4, ∀m ≥ 2.
β(1) = p4,
β(m) = p(m+2(m−1)+(m−2))4 = p16(m−1), ∀m ≥ 2.
Since γ(m) stops at m = 2, we get that nHpi = 2 by Theorem 4.6.
Example 4.26. Let d = 1 and c ≥ 1. Let h = c+ d and π = (12 · · ·h). There are
h orbits of size h:
O1 = [(1, 1)], εO1 = (0, 0, . . . , 0, 0);
O2 = [(1, 2)], εO2 = (1, 0, . . . , 0,−1);
O3 = [(1, 3)], εO3 = (1, 0, . . . ,−1, 0);
...
Oh = [(1, h)], εOh = (1,−1, . . . , 0, 0).
All orbits except O1 are circular of level 1 with one free linear segment. Simple
calculation shows that we have
γ(m) = h− 1 = c, ∀m ≥ 1
and
β(m) = pmh
2−h2+h = pm(c+1)
2−c(c+1), ∀m ≥ 1.
We also get that nHpi = 1.
Example 4.27. Let d ≤ c be arbitrary positive integers. Let h = c + d and
π = (12 · · ·h). As before there are h orbits of size h. Choose the order of the
orbits and the starting element in each orbit as follows:
O1
O2
Oc Oh
J0
J0 J+
J−
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Then we have the following:
O1 = [(h, 1)], εO1 = (−1, 0, . . . , 0︸ ︷︷ ︸
d−1
, 1, 0, . . . , 0︸ ︷︷ ︸
c−1
);
O2 = [(h− 1, 1)], εO2 = (−1,−1, 0, . . . , 0︸ ︷︷ ︸
d−2
, 1, 1, 0, . . . , 0︸ ︷︷ ︸
c−2
);
...
Od−1 = [(c + 2, 1)], εOd−1 = (−1, . . . ,−1︸ ︷︷ ︸
d−1
, 0, 1, . . . , 1︸ ︷︷ ︸
d−1
, 0, . . . , 0︸ ︷︷ ︸
c−d+1
);
Od = [(c+ 1, 1)], εOd = (−1, . . . ,−1︸ ︷︷ ︸
d
, 1, . . . , 1︸ ︷︷ ︸
d
, 0, . . . , 0︸ ︷︷ ︸
c−d
);
Od+1 = [(c, 1)], εOd+1 = (−1, . . . ,−1︸ ︷︷ ︸
d
, 0, 1, . . . , 1︸ ︷︷ ︸
d
, 0, . . . , 0︸ ︷︷ ︸
c−d−1
);
...
Oc = [(d+ 1, 1)], εOc = (−1, . . . ,−1︸ ︷︷ ︸
d
, 0, . . . , 0︸ ︷︷ ︸
c−d
, 1, . . . , 1︸ ︷︷ ︸
d
);
Oc+1 = [(d+ 1, 2)], εOc+1 = (−1, . . . ,−1︸ ︷︷ ︸
d−1
, 0, . . . , 0︸ ︷︷ ︸
c−d+1
, 1, . . . , 1︸ ︷︷ ︸
d−1
, 0);
Oc+2 = [(d+ 1, 3)], εOc+2 = (−1, . . . ,−1︸ ︷︷ ︸
d−2
, 0, . . . , 0︸ ︷︷ ︸
c−d+2
, 1, . . . , 1︸ ︷︷ ︸
d−2
, 0, 0);
...
Oh−1 = [(d+ 1, d)], εOh−1 = (−1, 0, . . . , 0︸ ︷︷ ︸
c−1
, 1, 0, . . . , 0︸ ︷︷ ︸
d−1
);
Oh = [(d+ 1, d+ 1)], εOh = (0, . . . , 0).
Ignoring the zeros, we have
εOi = εOh−i = (−1, . . . ,−1︸ ︷︷ ︸
i
, 1, . . . , 1︸ ︷︷ ︸
i
), 1 ≤ i < d,
and
εOi = (−1, . . . ,−1︸ ︷︷ ︸
d
, 1, . . . , 1︸ ︷︷ ︸
d
), d ≤ i ≤ c.
From this we have an(Oh) = 0, ∀n > 0;
an(Oi) =
{
1, n ≤ i,
0 n > i,
when 1 ≤ i < d or c < i ≤ h− 1;
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and
an(Oi) =
{
1, n ≤ d,
0 n > d,
when d ≤ i ≤ c.
Therefore we have
γ(1) =
h∑
i=1
a1(Oi) = (h− 1),
γ(2) = γ(1) +
h∑
i=1
a2(Oi) = (h− 1) + (h− 3),
γ(3) = γ(2) +
h∑
i=1
a3(Oi) = (h− 1) + (h− 3) + (h− 5),
...
γ(d) = γ(d− 1) +
h∑
i=1
ad(Oi) = (h− 1) + (h− 3) + · · ·+ (h− 2d+ 1)
γ(m) = γ(d), ∀m > d.
Equivalently,
γ(m) =


m∑
i=1
(h− 2i+ 1) = m(h−m), 1 ≤ m ≤ d;
cd, m > d.
For the number of connected components, note that there is 1 circular orbit
of level 0, namely Oh. There are 2 circular orbits of level i for each 1 ≤ i ≤
d− 1, namely, Oi and Oh−i. There are c− d+ 1 circular orbits of level d, namely,
Od,Od+1, . . . ,Oc. Some calculation shows that
β(m) =
{
pmh+2(m−1)h+2(m−2)h+···+2h, 1 ≤ m ≤ d;
pmh+2(m−1)h+2(m−2)h+···+2(m−d+1)h+(c−d+1)(m−d)h , m > d.
Equivalently,
β(m) =
{
pm
2h, 1 ≤ m ≤ d;
pmh
2−cdh, m > d.
From the formula for γ(m), we get that nHpi = d = min{c, d}.
Remark 4.28. By Theorem 4.6 or Corollary 4.23 we have γ(2) − γ(1) ≤ γ(1)
and thus γ(2) ≤ 2γ(1). Also, we have γ(3)− γ(2) ≤ γ(2)− γ(1) and therefore
γ(3) ≤ 2γ(2)− γ(1) ≤ 2γ(2)−
1
2
γ(2) =
3
2
γ(2).
By induction we have
γ(m) ≤
m
m− 1
γ(m− 1), ∀m > 1,
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and more generally
γ(m) ≤
m
n
γ(n), ∀m > n ≥ 1.
The formula
γ(m) =
{
m(h−m), 1 ≤ m ≤ d,
cd, m > d,
in Example 4.27 show that we have
lim
h→∞
γ(m)
γ(n)
=
m
n
, ∀1 ≤ m,n ≤ d.
It is not clear if this equality can be obtained at finite heights.
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