Abstract-Recently, Deep Learning has been applied in the techniques of artificial intelligence. Especially, Deep Learning performed good results in the field of image recognition. Most new Deep Learning architectures are naturally developed in image recognition. For this reason, not only the numerical data and text data but also the time-series data are transformed to the image data format. Multi-modal data consists of two or more kinds of data such as picture and text. The arrangement in a general method is formed in the squared array with no specific aim. In this paper, the data arrangement are modified according to the similarity of input-output pattern in Adaptive Structural Learning method of Deep Belief Network. The similarity of output signals of hidden neurons is made by the order rearrangement of hidden neurons. The experimental results for the data rearrangement in squared array showed the shortening time required for DBN learning.
I. INTRODUCTION
Recently, Deep Learning has been applied in the techniques of artificial intelligence [1] , [2] . Especially, Deep Learning performed good results in the field of image recognition [3] , [4] , [5] , [6] , [7] , [8] . Most new Deep Learning architectures are naturally developed in image recognition. For this reason, not only numerical data, text data, and binary data but also the time-series data are transformed to the image data format which is trained by Deep Learning.
The various data are collected from all over the world nowadays, because the Internet of Things (IoT) refers to devices that are connected to the Internet and can send and receive data. Their collected data can be seen as a kind of multi modal data. Multi-modal data consists of two or more kinds of data such as picture and text. For example, a twitter user can post a picture and the message at once. The posted c 2017 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted component of this work in other works. data are displayed on the time line. The collection of such data and its analysis discovers a new knowledge and information to deliver to you [9] .
However, the data arrangement in a general Deep Learning method is formed in the squared array with no specific aim. In other words, we may meet a problem of the combination of two or more kind of data in data arrangement, because we have to compose a new arrangement which represents the relation among two or more data having the feature of the respective original data.
A framework for encoding time series into different types of images has been proposed [10] . The method is Gramian Angular Summation/ Difference Fields (GASF/GADF) and Markov Transition Fields (MTF) to classify time series images by polar coordinate.
Topological data analysis (TDA) is an approach to the analysis of datasets using techniques from topology. TDA can extract robust topological features from data and use these summaries for modeling the data. Fujitsu Co.Ltd. develops a representing method of a feature of time series data by using the chaos theory and TDA [11] .
However, their frameworks should be required to analyze the data before training on Deep Learning, and then the analysis takes long time and the reconstruction of an image is not executable. We consider a data arrangement method which is modified according to the similarity of input-output pattern in Adaptive Structural Learning method of Deep Belief Network (DBN) [5] , [6] , [7] , [8] . DBN [12] can be viewed as a composition of simple, unsupervised networks such as Restricted Boltzmann Machines (RBMs) [13] . The adaptive learning method can generate a new neuron of RBM, if the classification power is insufficient in the RBM structure. The similarity of output signals of hidden neurons is made by the order rearrangement of hidden neurons. The experimental results for the data rearrangement in squared array showed the shortening time required for DBN learning.
II. ADAPTIVE LEARNING METHOD OF DBN
RBM [13] is a stochastic unsupervised learning model. The network structure of RBM consists of two kinds of binary layers: one is a visible layer v ∈ {0, 1} I with the parameter b ∈ R I for input patterns, and the other is a hidden layer h ∈ {0, 1} J with the parameter c ∈ R J to represent the feature of input space. I and J are the number of visible and hidden neurons, respectively. The connection between a visible neuron v i and a hidden neuron h j is represented as the weight W ij . There are not any connections among the neurons in the same layer. The objective of RBM learning is to minimize the energy function E(v, h) that is defined as follows, with the learning parameters θ = {b, c, W }.
We have already proposed the adaptive structure learning method of RBM (Adaptive RBM) by self-organizing the network structure for a given input data [5] , [6] . The method improved the problem that the traditional RBM cannot change its network structure of hidden neurons during the training. The neuron generation / annihilation algorithm of Adaptive RBM ( Fig.1) can determine the suitable number of hidden neurons by monitoring WD (Walking Distance) that is the variance of the parameters during the training.
The classification accuracy of a single RBM can be improved by building two or more pre-trained RBMs hierarchically in the DBN architecture [12] as shown in Fig.2 . We also proposed the adaptive structure learning method of DBN (Adaptive DBN) that can determine the optimal number of hidden layers for a given input data. The developed Adaptive DBN can get obtain higher classification accuracy than the traditional models [7] . In this section, we explain our proposed method that arrange an input sequence based on the relation among the multimodal data in the training process of Adaptive RBM. First, the structure of multi-modal data which consists of both image data and CSV data such as numerical data, text data, and so on is defined in Section III-A. Second, the algorithm of the proposed method is described in Section III-B.
A. Data Structure Fig. 3 shows the data structure of a pair of image data and CSV data. Let an image data be a pixel array with size N × N . Since the visible layer of RBM is represented as one dimensional array, we have to regard two dimensional pixel array as one dimensional array in the training of RBM. In this paper, the sequence of the image data is drawn like a horizontal line from left to bottom right. To be described in Section III-B, each horizontal line is divided into multiple blocks with the fixed length. Therefore, an image data is defined as
where K is the number of image blocks.
Let a CSV data be L numeric items. The value of each item can be converted into a binary pattern with two or more size by cut-off value. Therefore, the CSV data can be represented as a binary vector with size M (L <= M ) as shown in Fig. 3 . By assuming that each numeric item is a CSV block as well as the Image block, the CSV data can be also represented as
There may be some implicit relation between an Image block and a CSV block for various kinds of data where 2 or more formats data are recorded separately. Generally, the random sequence of data is given in the learning of big data, but the giving data should be ordered by the implicit relation in sequence. In this paper, the data arrangement method of RBM for an Image block and a CSV block is proposed by following the relation in the training process. RBM trains a binary pattern of input data on some hidden neurons by CD method [14] , where the difference between a given binary pattern and the represented pattern from the network is trained such as a sensitivity analysis. We consider that the training works for the specific pattern of difference separately. The neuron generation occurs related to such "sensitive analysis" of minute change. If the data arrangement is not random sequence, the change itself will depend on the specification of data pattern. Therefore, the data arrangement and neuron generation can find the implicit relation among multi modal data. We will give the mathematical proof in near future. Fig. 4 shows the initial arrangement of input sequence. To maintain a natural shape of original image data, a line of image data and a block of CSV data are arranged to be select alternately at the initial. Of course, this arrangement is always not the optimal sequence for a given data set. We should consider the method to form the optimal arrangement according to the training situation by sorting them. In Section III-B, we explain the algorithm of the proposed method that can determine the suitable arrangement during the training. pre-training between 1st and 2nd layers pre-training between 2nd and 3rd layers pre-training between 3rd and 4th layers pre-training between 4th and 5th layers, and fine-tuning V (1) b (1) , c (1) , W (1) H (1) = V (2) b (2) , c (2) , W (2) H (2) = V (3) b (3) , c (3) , W (3) H (3) = V (4) b (4) , c (4) , W (4) H ( 
B. Algorithm
The basic idea of the sorting process is monitoring which visible neurons are fired as the results of the calculation from hidden neurons to visible neurons followed by CD sampling method. Then, if an image block and a CSV block are fired simultaneously, there will be a relation between their blocks. The neuron fires when the output value of the neuron becomes 1. Because the fired combination can be seen as an occurrence Table   pattern in the input data for the hidden neuron, we can change the sequence of visible neurons that the corresponding visible neurons to be located at more neighborhood position. However, the hidden neuron may have already learned a feature of input during training phase before applying the sorting process. Otherwise, an occurrence pattern acquired from the hidden neuron may not have any meaning relationship. Therefore, our method determines the hidden neuron by monitoring the variance of output value for the hidden neuron. This idea is based on WD of Adaptive RBM. Algorithm 1 and Algorithm 2 show the algorithms of our proposed method. The initial arrangement of visible neurons at the beginning is defined as shown in Fig. 4 . Please refer our other papers [5] , [7] , [8] for neuron generation / annihilation algorithms of RBM and layer generation condition of DBN for details.
After the sorting process was applied in the algorithm, a table which maps the initial arrangement of input sequence to the converted arrangement is recorded to 'Look up Table' . When doing the inference with the trained network, the arrangement of a test data is converted through 'Look up Table' as shown in Algorithm 3 and Fig. 5 .
IV. EXPERIMENTAL RESULTS

A. Data Sets
In order to evaluate our proposed method, 3 kinds of data sets, 'Medical Data', 'CIFAR-10', and 'CIFAR-100' were used in the experiment. 'Medical Data' is a data set for health check which is provided from 'Hiroshima Environment and Health Association [15] Update the learning parameters θ for given input data by CD method. 5: Calculate the WD of the learning parameters θ and h.
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Update LookupT able according to the current arrangement. items and medical image data such as chest X-ray. 'CIFAR-10' and 'CIFAR-100' [16] are major image benchmark data sets for classification task. They have 50,000 training records and 10,000 test records of 32 × 32 color image. Each image is categorized into one of 10 classes on CIFAR-10, and 100 classes on CIFAR-100. For all the data sets, we made a 10-fold cross validation data set from these data and evaluated them.
For these data sets, the classification accuracy and computational speed (CPU time: sec) were calculated with 3 kinds of methods, 'Traditional DBN', 'Adaptive DBN', and 'Adaptive DBN with Multi-Modal Learning'. For 'Medical Data' in the Multi-Modal Learning, the data arrangement of input sequence is arranged based on the relation between an Image block and a CSV block. For 'CIFAR-10' and 'CIFAR-100', it is arranged based on the relation among Image blocks. The initial arrangement of input sequence is followed in Fig. 4 . The following parameters were used for training. The training algorithm is Stochastic Gradient Descent (SGD) method, the batch size is 100, the learning rate is 0.01, and the initial number of hidden neurons is 300. The following GPU workstation was used for training and test. CPU: Intel(R) 24 Core Xeon E5-2670 v3 2.3GHz, GPU: Tesla K80 4992 24GB × 3, Memory: 64GB, and OS: Cent OS 6.7 64 bit. In addition, the computational speed was also evaluated on a low-end machine to show how our proposed method cuts the time on it. The specification of this machine is as follows. CPU: Intel(R) Core(TM) i5-4460 @ 3.20GHz, GPU: GTX 1080 8GB, Memory: 8GB, and OS: Fedora 23 64 bit. Table I, Table II, and Table III show the experimental results on 'Medical Data', 'CIFAR-10', and 'CIFAR-100'. Each table shows the value of average, standard deviation, maximum, and minimum for test classification accuracy on 10 trials cross validation. 'Iterations' is the number of repetitions for training which means the model becomes to satisfy the terminal condition at the value. 'Time (Tesla K80)' and 'Time (GTX 1080)' show the CPU Time (sec) for training on the two kinds of computers, one is 'Tesla K80' and the other is 'GTX 1080', respectively.
B. Experimental Results
In the adaptive DBN, 6 layers were automatically generated for the given data set. The classification accuracy (Ave.) at final layer were 0.944, 0.974, and 0.812 for 'Medical Data', 'CIFAR-10', and 'CIFAR-100', respectively. Adaptive DBN obtained higher classification accuracy than Traditional DBN. On the other hand, there was not much difference between Adaptive DBN and the proposed method.
The number of sorting processes in the proposed method was decreased as the layer is generated. Especially, the process was not applied at more 4th layer. We consider that the suitable arrangement for the given data set were almost determined at lower layer. As a result, the proposed method at the higher layer was able to get the fastest computational speed in all the methods even though the lower layer took a much time due to sorting process. To sum up with the total computational speed, the proposed method was able to reduce the speed to 29.4%, 27.1%, and 28.0% for 'Medical Data', 'CIFAR-10', and 'CIFAR-100' compared with Traditional DBN. To translate them to CPU time, they were 67. 
V. CONCLUSION
Recently, the techniques of artificial intelligence such as Deep Learning is attracting a lot of attention in not only the research field of computer science but also industrial worlds for applications. Moreover, various kinds of data sets are collected through the Internet with the idea of data collection from IoT devices. In this sense, we have to tackle with the issue of the processing of multi-modal data, which consists of different type of data such as image data, numeric data, and so on. In this paper, the data arrangement are modified according to the similarity of input-output pattern in Adaptive DBN. The similarity of output signals of hidden neurons is made by the order rearrangement of hidden neurons. The experimental results showed that the proposed method realized faster computational speed without decreasing the classification accuracy than the traditional model. In future, the proposed sorting method will be applied to our proposed recurrent model for time-series data set. 
