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1. Introduction
Let R be a commutative Noetherian ring and I an ideal of R . It is a well-known result of M. Brod-
mann [1] that the sequence {Ass(R/In)}n∈N is stationary for large n. The behavior of this sequence is
quite subtle. S. McAdam and P. Eakin [6] gave an example to show that this sequence need not be
monotone. R. Sharp [9] has studied the way this sequence converges and posed the following prob-
lem: For every prime ideal p of R belonging to the ultimate value of the sequence {Ass(R/In)}n∈N ,
determine the least number np such that p ∈ Ass(R/In) holds if n  np . For certain p, Sharp gave an
upper bound for np , see [9, Theorem 2.10]. Inspired by R. Sharp’s result, it is natural to ask whether
we can bound the number
n(I) = min{t ∣∣ Ass(R/In)= Ass(R/It) for all n t}.
For integral closures, S. McAdam and P. Eakin [6] showed that the sequence {Ass(R/In )}n∈N sta-
bilizes. Furthermore, M. Herrmann, S. Ikeda and U. Orbanz [4, Proposition 16.3] proved that this
sequence is monotone, in contrast to McAdam and Eakin’s already mentioned result. Hence we are
also interested in bounding the number
n(I) = min{t ∣∣ Ass(R/In )= Ass(R/It ) for all n t}.
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tary case, that of I being a monomial ideal of a polynomial ring over a ﬁeld. In this case we will
show that n(I)  O (d(I)r−2), where d(I) is the maximal degree of minimal generators of I and r is
the number of variables. Moreover this bound is almost optimal (see Theorem 16 and Proposition 17).
The problem of bounding n(I) for monomial ideals was recently solved by L.T. Hoa [5] by a different
method than that presented here.
Our approach is based on the description of a monomial ideal I by its Newton polyhedron NP(I),
and on the simple structure of associated primes of monomial ideals. Then a careful analysis shows
that we can get good information on Ass(R/In ) by looking at the shape of its Newton polyhedron
(Lemmas 13 and 14).
The paper is organized as follows. In Section 2, we give some preliminaries on Newton polyhedra
and recall some well-known results on associated prime ideals. There we also develop a technique
which will enable us to do induction on the number of variables. The core of the paper is Section 3.
There we ﬁrst give a geometric criterion for the maximal irrelevant ideal to be an associated prime of
R/In for all large n. Then by induction we can prove the main result. In the last section, we construct
examples to show that our bound is almost optimal.
2. Preliminaries
From now on, let R denote the polynomial ring K [X1, . . . , Xr] over a ﬁeld K , m= (X1, . . . , Xr)—the
maximal homogeneous ideal and R+—the set of nonnegative real numbers. All monomial ideals are
assumed to be non-zero.
Deﬁnition 1. Let I be a monomial ideal of R . We deﬁne
(a) For a subset A ⊆ R , the exponent set of A is E(A) := {α | Xα ∈ A} ⊆ Zr .
(b) The Newton polyhedron of I is NP(I) := Conv{E(I)}, the convex hull of the exponent set of I in
the space Rr .
The following results are well known and provide the bridge between the Newton polyhedron of I
and its integral closure.
Lemma 2. Let I be a monomial ideal of R. Then the integral closure I of I is a monomial ideal with the exponent
set E(I) = NP(I) ∩ Zr . Furthermore
E(I) = {α ∣∣ nα ∈ E(In) for some n 1}.
Proof. See Exercises 4.22, 4.23 in [2]. 
Corollary 3. I = (Xα | Xnα ∈ In for some n 1).
Using Corollary 3 we get the following result which does not hold for arbitrary ideals. It says
that the stability of the sequence {Ass(R/In )}n∈N is the same as the stability of the sequence
{Ass(In−1/In )}n∈N for monomial ideals.
Proposition 4. Let I be a monomial ideal of R. Then for all n 2, we have
Ass
(
R/In
)= Ass(In−1/In ).
Proof. Since In−1/In ⊆ R/In , we have Ass(In−1/In ) ⊆ Ass(R/In ). Conversely, let p be an arbitrary
prime ideal of Ass(R/In ). Then p = (In : Xα) for some monomial Xα /∈ In . It is suﬃcient to show
that Xα ∈ In−1. Note that p is generated by a subset of variables. One can assume that X1 ∈ p. Since
X1Xα ∈ In , by Corollary 3, we have Xk1Xkα ∈ Ikn for some k 1. Hence, Xk1Xkα can be written as
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kα =m1m2 · · ·mkn,
where m1,m2, . . . ,mkn are monomials of I . We may assume that m1,m2, . . . ,mj are the only mono-
mials which contain the variable X1. Then Xk1 | m1m2 · · ·mj . Setting i := min{ j,k}, this implies Xk1 |
m1m2 · · ·mi , i.e., m1m2 · · ·mi = Xk1 · m, for some monomial m. Therefore Xkα = mmi+1mi+2 · · ·mkn ∈
Ikn−i ⊆ Ik(n−1) . By Corollary 3, we have Xα ∈ In−1, as required. 
For a monomial ideal I of R , let G(I) denote the minimal system of monomial generators of I . For
two vectors α = (α1, . . . ,αr),β = (β1, . . . , βr) ∈ Rr , we write α  β if αi  βi for all i = 1, . . . , r, and
α > β if αi > βi for all i = 1, . . . , r. Let e1, . . . ,er be the canonical basis of Rr .
Lemma 5. (See [7, Lemma 2.5].) Let I = (Xα1 , . . . , Xαk ) be a monomial ideal, let n  1, and J = (Xnα1 , . . . ,
Xnαk ). Then
NP( J ) = NP(In)= n · NP(I) = n · Conv{α1, . . . ,αk} + Rr+.
From this lemma it immediately implies that if α ∈ NP(I) then β ∈ NP(I) for all β  α.
Lemma 6. The Newton polyhedron NP(I) is the set of solutions of a system of inequalities of the form{
x ∈ Rr ∣∣ 〈ai,x〉 bi, i = 1, . . . ,q},
such that each hyperplane with the equation 〈ai,x〉 = bi deﬁnes a facet of NP(I), which contains ti aﬃnely
independent points of E(G(I)) and is parallel to r − ti vectors of the canonical basis. Furthermore, we can
choose 0 = ai ∈ Rr+ and bi ∈ R+ for all i = 1, . . . ,q. In this case, ti is the number of non-zero coordinates
of ai .
Proof. By Lemma 5, we have
NP(I) = Conv{E(G(I))}+ Cone{e1, . . . ,er}.
By the Decomposition Theorem for polyhedra (see [8, Corollary 7.1.b]), NP(I) is a polyhedron generated
by the set E(G(I)) and by the extreme directions e1, . . . ,er . Hence, it is the set of solutions of a
system of inequalities as above. By [8, Theorem 8.1], we may assume that each hyperplane Hi :=
{x ∈ Rr | 〈ai,x〉 = bi} deﬁnes a facet of NP(I). For each i = 1, . . . ,q, ai  0 follows from the fact that if
α ∈ NP(I) then β ∈ NP(I) for all β  α. Note that each hyperplane Hi contains a point αi ∈ E(G(I)).
Therefore bi = 〈ai,αi〉 0.
Fix an index 1 i  q. Let F := Hi ∩ NP(I)—the facet deﬁned by Hi . By [8, Formula (30), p. 107],
we have
F = Conv{A} + Cone{D} where A ⊆ E(G(I)) and D ⊆ {e1, . . . ,er}.
In this case Hi is parallel to all vectors of D . We may assume that D = {et+1, . . . ,er} for some 1 
t  r. Let ai = (ai1, . . . ,air). Note that e j ∈ D if and only if α + λe j ∈ Hi for all α ∈ A and all λ ∈ R.
This is equivalent to ai j = 0. Hence t is the number of non-zero coordinates of ai . Further, ﬁx a point
α ∈ A. Since dim(F ) = dim(Hi) = r−1, D ∪{α′ −α | α′ ∈ A} is a generating set of the difference space
V of Hi . Hence we may choose t − 1 points α1, . . . ,αt−1 ∈ A such that D ∪ {α1 − α, . . . ,αt−1 − α}
forms a basis of V . In this case α,α1, . . . ,αt−1 are aﬃnely independent and together with D they
completely deﬁne Hi . 
Note that the subset of all isolated primes of R/In coincides with that of R/I . The following result
holds true for any ideal.
Lemma 7. (See [6, Proposition 16].) If r  2, we have Ass(R/In ) = Ass(R/I) for all n 1.
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the number of variables. For a vector α = (α1, . . . ,αr) ∈ Nr and for each i = 1, . . . , r, let Xα[i] denote
the monomial Xα11 · · · X̂αii · · · Xαrr , where the term Xαii of Xα is omitted.
Deﬁnition 8. Let I be a monomial ideal of R . For each i = 1, . . . , r, put
I[i] = (Xα[i] ∣∣ Xα ∈ I).
Remark 9. We have
(1) I[i] = I R Xi ∩ R, where RXi is the localization of R with respect to Xi .
(2) I[i] = (I : X∞i ) =
⋃∞
n=1(I : Xni ).
The following lemma is immediate from Remark 9.
Lemma 10. Let I and J be monomial ideals of R. For all i = 1, . . . , r, we have
(a) (I : J )[i] = (I[i] : J [i]), and
(b) In[i] = I[i]n, ∀n 1.
Lemma 11. Let I be a monomial ideal. For an integer n 1, we have
Ass
(
R/In
) \ {m} = r⋃
i=1
Ass
(
R/I[i]n).
Proof. By Lemma 10, we can reduce to the case n = 1. Letting p ∈ Ass(R/I) \ {m}, we may assume
that Xr /∈ p. Then p= (I : Xα) for some monomial Xα /∈ I . Applying Lemma 10 again, we have
p= p[r] = (I : Xα)[r] = (I[r] : Xα[r]).
In other words, p ∈ Ass(R/I[r]).
Conversely, let p ∈ Ass(R/I[i]) for some i. Then p = (I[i] : Xα) for some monomial Xα =
Xα11 · · · Xαrr /∈ I[i]. This implies Xα Xi /∈ I[i] = I[i]. Hence Xi /∈ p and p = m. We can write Xα =mXαii ,
where m = Xα[i]. By Remark 9, we have I[i] = (I : X∞i ). Hence
p= (I[i] : Xα)= (I[i] :mXαii )= ((I[i] : Xαii ) :m)
= (((I : X∞i ) : Xαii ) :m)= ((I : X∞i ) :m)= (I[i] :m).
This implies that, there is a positive integer s such that mXsi p ⊆ I , or equivalently, p ⊆ (I : mXsi ). On
the other hand, by Lemma 10, we have(
I :mXsi
)⊆ (I :mXsi )[i] = (I[i] :m)= p.
Thus p= (I :mXsi ) ∈ Ass(R/I) \ {m}, as required. 
Remark. Proposition 4 and Lemma 11 also hold for powers of monomial ideals I . Namely,
(1) Ass(R/In) \ {m} =⋃ri=1 Ass(R/I[i]n) for all n 1.
(2) Ass(R/In ) = Ass(In−1/In ) for all n 2.
These facts were used in the proof of [5, Lemma 2.1].
In the sequel we also need the following result.
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increasing.
3. The stability of Ass(R/In )
From now on, we assume r  3. Let I be a monomial ideal of R . We assume that the Newton
polyhedron NP(I) can be represented by a system of inequalities as in Lemma 6:
{
x ∈ Rr ∣∣ 〈ai,x〉 bi, i = 1, . . . ,q},
where ai  0 and bi  0.
The following result gives a necessary condition for m ∈ Ass(R/In ).
Lemma 13. Let I be a monomial ideal of R. If m ∈ Ass(R/In ) for some n 1, then ai > 0 for some i.
Proof. Assume that m ∈ Ass(R/In ). By Lemma 5, NP(In) is deﬁned by the system
{
x ∈ Rr ∣∣ 〈ai,x〉 nbi, i = 1, . . . ,q}.
Hence we may assume w.l.o.g. that n = 1. Since m ∈ Ass(R/I), there is a monomial Xα /∈ I such that
m = (I : Xα). By Lemma 2,
α /∈ NP(I) and α + e1, . . . ,α + er ∈ NP(I).
Hence 〈ai,α + e j〉  bi for all i = 1, . . . ,q and j = 1, . . . , r. If each ai has a zero coordinate, say
ai,mi = 0, where 1  mi  r, then 〈ai,emi 〉 = 0. Since α + ei ∈ NP(I), this equality implies 〈ai,α〉 =〈ai,α〉 + 〈ai,emi 〉 = 〈ai,α + emi 〉 bi, which contradicts α /∈ NP(I). 
The above condition is, of course, not suﬃcient. For example, the ideal I = (X1X2, X1X3, X2X3) ⊂
R = K [X1, X2, X3] satisﬁes it, but m /∈ Ass(R/I). It turns out that this necessary condition is almost
suﬃcient. Namely,
Lemma 14. Let I be a monomial ideal of R. Let d(I) denote the largest degree of monomials in G(I). Let
δ = r2r−1[d(I)]r−2. If there is an index i such that ai > 0, then m ∈ Ass(R/In ) for all n δ.
To prove this lemma, we need an auxiliary result from linear algebra. In the Euclidean space Rr , we
consider two norms: |α| = |α1| + · · · + |αr | and ‖α‖ =
√
α21 + · · · + α2r , where α = (α1, . . . ,αr) ∈ Rr .
For s aﬃnely independent points α1, . . . ,αs ∈ Rr , the convex hull Conv{α1, . . . ,αs} is the so-called
(s − 1)-dimensional simplex and will be also denoted by [α1, . . . ,αs]. For a point α and a sub-
set A of Rr , the distance of α from A is deﬁned by dist(α, A) := inf{‖α − β‖ | β ∈ A}. For p vectors
v1, . . . ,vp ∈ Rr , let Gr(v1, . . . ,vp) denote the Gram determinant of these vectors.
Lemma 15. Let α1, . . . ,αs be aﬃnely independent points in Rr . For any point α in Rr , we have
dist
(
α, [α1, . . . ,αs]
)2  Gr(α − α1,α2 − α1, . . . ,αs − α1)
Gr(α2 − α1, . . . ,αs − α1) .
Proof. Letting vi = αi −α1, i = 2, . . . , s, and v = α −α1, we have dist(α, [α1, . . . ,αs]) = dist(v, [0,v2,
. . . ,vs]). It is well known that the Gram determinant Gr(v,v2, . . . ,vs) is the square of the volume
of the s-dimensional parallelepiped spanned by the vectors v,v2, . . . ,vs , see [3, Section 7.14, For-
mula (7.29)]. Expressing this volume as the product of the volume of the ﬁrst base (the parallelepiped
spanned by v2, . . . ,vs) and the corresponding height h (see the last formula in [3, Section 7.15]), we
obtain
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Gr(α2 − α1, . . . ,αs − α1) .
Since h is the distance of v from the aﬃne subspace of Rr spanned by 0,v2, . . . ,vs , we have h 
dist(v, [0,v2, . . . ,vs]). Together with the above equality we get the claim. 
Proof of Lemma 14. Let ai = (a1, . . . ,ar) > 0. We may assume that ar = min{a1, . . . ,ar}. By Lemma 6,
the hyperplane H := {x ∈ Rr | 〈ai,x〉 = bi} is determined by r aﬃnely independent points of E(G(I)),
say α1, . . . ,αr . Consider the barycenter c = 1r (α1 + · · · + αr) of the simplex [α1, . . . ,αr]. Let c =
(c1, . . . , cr) 0. If cr = 0, it would imply that all rth coordinates of α1, . . . ,αr are 0, or equivalently,
these points also lie in the hyperplane xr = 0. Then these points would be aﬃnely dependent, a
contradiction. Hence cr > 0, which then yields cr  1/r. We have
δc = 2r−1[d(I)]r−2(α1 + · · · + αr) ∈ Nr .
Since δc ∈ δ · [α1, . . . ,αr] ⊆ δ · H , the point δc lies in the hyperplane 〈ai,x〉 = δbi . Let β = δc − er .
Since c 0 and cr  1/r,β ∈ Nr . We have
〈ai,β〉 = 〈ai, δc− er〉 = 〈ai, δc〉 − 〈ai,er〉 = δbi − ar < δbi . (1)
Therefore
β /∈ δ · NP(I) = NP(Iδ). (2)
Next, we prove that
β + e1, . . . ,β + er ∈ NP
(
Iδ
)
. (3)
It is obvious that β + er = δc ∈ δ · NP(I) = NP(Iδ). For each j = 1, . . . , r − 1, by the minimality of ar ,
we have t j := ar/a j  1. Since β + e j  β + t je j , in order to show β + e j ∈ δ · NP(I), by the remark
after Lemma 5, it will suﬃce to prove that
β + t je j ∈ δ · [α1, . . . ,αr] ⊂ δ · NP(I). (4)
For that we use geometric arguments. Now we estimate the distance from c to the boundary
∂[α1, . . . ,αr] of the simplex [α1, . . . ,αr] in the hyperplane H . First we estimate the distance from
c to a facet, say [α1, . . . ,αr−1]. By Lemma 15, we have:
dist
(
c, [α1, . . . ,αr−1]
)2  Gr(c− α1,α2 − α1, . . . ,αr−1 − α1)
Gr(α2 − α1, . . . ,αr−1 − α1)
= Gr(αr − α1,α2 − α1, . . . ,αr−1 − α1)
r2Gr(α2 − α1, . . . ,αr−1 − α1) .
For each i = 2, . . . , r − 1, we have ‖αi − α1‖ |αi − α1| |αi | + |α1| 2d(I). By a property of Gram
determinant (see [3, Chapter VII, §3, Exercise 12]),
Gr(α2 − α1, . . . ,αr−1 − α1) ‖α2 − α1‖2 · · · ‖αr−1 − α1‖2 
(
2r−2
[
d(I)
]r−2)2
.
Note that α2 − α1, . . . ,αr − α1 are integer vectors and linearly independent in Rr . Therefore
Gr(αr − α1,α2 − α1, . . . ,αr−1 − α1) 1.
This yields
dist
(
c, [α1, . . . ,αr−1]
)
 1
r2r−2[d(I)]r−2 .
The same holds true for other facets of the simplex [α1, . . . ,αr]. Hence
dist
(
c, ∂[α1, . . . ,αr]
)
 1
r−2 r−2r2 [d(I)]
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dist
(
δc, ∂
(
δ · [α1, . . . ,αr]
))
 δ
r2r−2[d(I)]r−2 = 2. (5)
Further, recall that β = δc− er . Since 0< t j  1, the above inequality implies∥∥δc− (β + t je j)∥∥=√1+ t2j < 2 dist(δc, ∂(δ · [α1, . . . ,αr])). (6)
On the other hand, from (1), we get
〈ai,β + t je j〉 = 〈ai,β〉 + t j〈ai,e j〉 = δbi − ar + t ja j = δbi .
Hence β + t je j ∈ δ · H . Note that the aﬃne hull of the simplex δ · [α1, . . . ,αr] is the hyperplane δ · H .
Since δc is the barycenter of the simplex δ · [α1, . . . ,αr], this point lies in its relative interior. Consider-
ing in the hyperplane δ ·H , the inequality (5) implies that the simplex δ · [α1, . . . ,αr] contains the ball
B(δc,2) with the center δc and the radius 2, while the inequality (6) implies that β + t je j ∈ B(δc,2).
Hence β + t je j ∈ δ · [α1, . . . ,αr]. Thus, (4) and hence (3) are proved. Finally, by (2) and (3), there is
β ∈ Nr , such that
β /∈ NP(Iδ) and β + e1, . . . ,β + er ∈ NP(Iδ).
This means m = (Iδ : Xβ), i.e., m ∈ Ass(R/Iδ). By Lemma 12, m ∈ Ass(R/In ) for all n  δ, as re-
quired. 
We are now in position to prove the main result of this paper.
Theorem 16. Let I be a monomial ideal of R and
n0 :=
{
1 if r  2,
r2r−1[d(I)]r−2 if r > 2.
Then for all n n0 , we have Ass(R/In ) = Ass(R/In0 ).
Proof. We prove by induction on r. By Lemma 7, we may assume that r  3. By Lemma 11, we have
Ass
(
R/In
) \ {m} = r⋃
i=1
Ass
(
R/I[i]n ). (7)
For each i = 1, . . . , r, we may consider I[i]n as a monomial ideal in the polynomial ring Ri =
K [X1, . . . , Xi−1, Xi+1, . . . , Xr]. Note that n0 > (r − 1)2r−2[d(I)]r−3. Then, by the induction hypothesis,
for all n n0, we have
r⋃
i=1
Ass
(
R/I[i]n )= r⋃
i=1
Ass
(
R/I[i]n0 ). (8)
Let n n0. We distinguish two cases:
Case 1. m ∈ Ass(R/In0 ). By Lemma 12, m ∈ Ass(R/In ). Hence
Ass
(
R/In
)= {m} ∪ [Ass(R/In ) \ {m}]= {m} ∪ r⋃
i=1
Ass
(
R/I[i]n )
= {m} ∪
r⋃
i=1
Ass
(
R/I[i]n0 )= Ass(R/In0 ).
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form 〈a,x〉 = b, such that a has at least one zero-coordinate. But then, by Lemma 13, we have m /∈
Ass(R/In ). Again by (7) and (8), we have
Ass
(
R/In
)= Ass(R/In ) \ {m} = r⋃
i=1
Ass
(
R/I[i]n )= r⋃
i=1
Ass
(
R/I[i]n0 )= Ass(R/In0 ). 
4. Examples
Let R = K [X1, . . . , Xr] be the polynomial ring over a ﬁeld K , r  3, and I a monomial ideal of R .
Recall that
n(I) =min{t ∈ N ∣∣ Ass(R/In )= Ass(R/It ), ∀n t}.
By Theorem 16, n(I) r2r−1d(I)r−2. The following examples show that this bound is essentially opti-
mal when r is ﬁxed.
Let d, r be integers such that r  4 and d > r − 3. We put
u = X(
r−3
0 )
1 X
(r−31 )
2 · · · X
(r−3r−4)
r−3 and v = Xβ01 Xβ12 · · · Xβr−4r−3 Xd−r+2r−2 ,
where
βi =
{
0 if r − 3− i is even,
2
(r−3
i
)
if r − 3− i is odd.
Clearly, deg(u) = 2r−3 − 1. Since
r−4∑
i=0
(
βi −
(
r − 3
i
))
= −
r−4∑
i=0
(
r − 3
i
)
(−1)r−3−i = −(1− 1)r−3 + 1 = 1,
we have
deg(v) = deg(u) + 1+ d − r + 2= d + 2r−3 − r + 2.
Proposition 17. The monomial ideal
I = (uXd1,uXd−12 Xr, . . . ,uXd−r+3r−2 Xr−3r ,uXr−1Xd−1r , v Xr−3r )
is generated by r monomials of the same degree d + 2r−3 − 1. Setting δ := d(d−1)···(d−r+3)
(r−3)! , we have n(I) δ.
Before proving this proposition, we need some auxiliary results.
Remark 18. Let I = (Xα1 , . . . , Xαr ) be a monomial ideal such that α1, . . . ,αr are aﬃnely independent
points of Rr and |α1| = · · · = |αr | = d. Then the hyperplane H := {x ∈ Rr | x1 +· · ·+ xr = d} is spanned
by α1, . . . ,αr and deﬁnes a facet of NP(I). This follows from the fact that α1, . . . ,αr deﬁne the
hyperplane H , and α1 + · · · + αr  d for all α = (α1, . . . ,αr) ∈ NP(I).
Lemma 19. For each integer i = 0,1, . . . , r − 3, let Ai := −(−1)r−3−i
(r−3
i
)
. Then
A0
d
+ A1
d − 1 + · · · +
Ar−3
d − r + 3 = −1/δ,
where δ is deﬁned as in Proposition 17.
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r−3∑
i=0
Aix(x− 1) · · · (̂x− i) · · · (x− r + 3) + (r − 3)! = 0.
The left side is a polynomial of x of degree at most r − 3 and vanishes at r − 2 distinct values:
0,1, . . . , r − 3. Hence it is identically equal to zero. 
For a vector α = (α1, . . . ,αr) and a subset A of Rr , we put α′ = (α1, . . . ,αr−1) and A′ = {α′ | α ∈
A}. If α1, . . . ,αs ∈ Rr , it is clear that Conv{α1, . . . ,αs}′ = Conv{α′1, . . . ,α′s}.
Lemma 20. Let I = (Xα1 , . . . , Xαr ) be a monomial ideal such that α1, . . . ,αr are aﬃnely independent points
of Rr and |α1| = · · · = |αr |. If m ∈ Ass(R/I) then there is an integer point β ′ ∈ Rr−1 such that
β ′,β ′ + e′1, . . . ,β ′ + e′r−1 ∈ Conv
{
α′1, . . . ,α′r
}
.
Proof. Since m ∈ Ass(R/I), m = (I : Xα) for some monomial Xα /∈ I . Then Xα X1, . . . , Xα Xr ∈ I .
By Lemma 2, we have α + e1, . . . ,α + er ∈ NP(I). It suﬃces to show that α + e1, . . . ,α + er ∈
Conv{α1, . . . ,αr}, because then α′,α′ + e′1, . . . ,α′ + e′r−1 ∈ Conv{α′1, . . . ,α′r} and we can take β ′ = α′ .
Assume that |α1| = · · · = |αr | = d. First we show that |α|  d − 1. Assume on the contrary that
|α| d. By Lemmas 6 and 13, the Newton polyhedron NP(I) can be given by a system of inequalities:
{
x ∈ Rr ∣∣ 〈ci,x〉 di, i = 1, . . . ,q},
where ci  0. By Remark 18, we may assume that c1 = (1,1, . . . ,1) and d1 = d. The condition |α| d
gives 〈c1,α〉 d1. Since α /∈ NP(I), there is an index j > 1 such that 〈c j,α〉 < d j . Let c j = (c1, . . . , cr).
If c j > 0, by Lemma 6, the hyperplane H j := {x ∈ Rr | 〈c j,x〉 = d j} contains r aﬃnely independent
points α1, . . . ,αr . Hence it is exactly the hyperplane H1 := {x ∈ Rr | 〈c1,x〉 = d1}, a contradiction.
Therefore c j has a zero coordinate, say ck = 0,1 k r. Then
〈c j,α + ek〉 = 〈c j,α〉 < d j .
This contradicts the fact that α + ek ∈ NP(I). Thus |α| d − 1.
Since α + e1 ∈ NP(I), by Lemma 5, we can write
α + e1 = λ1α1 + · · · + λrαr + v,
where λi  0, λ1 + · · · + λr = 1 and v ∈ Rr+ . This yields
d |α| + |e1| = |α + e1| =
r∑
s=1
λs|αs| + |v| = d + |v|.
Therefore v = 0 and α + e1 = λ1α1 + · · · + λrαr ∈ Conv{α1, . . . ,αr}. Similarly, we get α + e2, . . . ,α +
er ∈ Conv{α1, . . . ,αr}, as required. 
Proof of Proposition 17. For simplicity, we put
α1 = (d,0,0, . . . ,0,0,0), α2 = (0,d − 1,0, . . . ,0,0,1),
.
.
.
αr−2 = (0,0,0, . . . ,d − r + 3,0, r − 3), αr−1 = (0,0,0, . . . ,0,1,d − 1),
αr =
(
0
(
r − 3
0
)
, 1
(
r − 3
1
)
, . . . , r−4
(
r − 3
r − 4
)
,d − r + 2,0, r − 3
)
,
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in Rr−1, whose equation is
〈a′,x〉 = 1, (9)
where
a′ =
(
1
d
,
1
d − 1 , . . . ,
1
d − r + 3 ,1
)
∈ Rr−1. (10)
By Lemma 19, we have〈
a′,α′r
〉= 1− 1/δ. (11)
Thus α′r /∈ L. Assume that α1, . . . ,αr−1,αr lie in an (r − 2)-dimensional plane P . Then α′1, . . . ,α′r−1,
α′r ∈ P ′ ⊂ Rr−1 and dim(P ′) r − 2. Since the points α′1, . . . ,α′r−1 span L, we must have L = P ′ and
α′r ∈ L, a contradiction. Therefore, α1, . . . ,αr−1,αr are aﬃnely independent in Rr and so are
E
(
uXd1
)= E(u) + α1, . . . , E(uXr−1Xd−1r )= E(u) + αr−1, E(v Xr−3r )= E(u) + αr .
Note that |E(u) + α1| = · · · = |E(u) + αr | = d + 2r−2 − 1. By Remark 18, the hyperplane x1 + · · · +
xr = d + 2r−3 − 1 deﬁnes a facet of NP(I). By Lemma 14, m ∈ Ass(R/In ) for all n  0. Assume that
m ∈ Ass(R/In ) for some integer n. In order to show n(I) δ, it suﬃces to show n δ. By Lemmas 2
and 5, we have
In = ((uXd1)n, . . . , (uXd−r+3r−2 Xr−3r )n, (uXr−1Xd−1r )n, (v Xr−3r )n).
By Lemma 20, there is an integer point β ′ ∈ Rr−1 such that
β ′,β ′ + e′r−1 ∈ Conv
{
E
((
uXd1
)n)′
, . . . , E
((
uXr−1Xd−1r
)n)′
, E
((
v Xr−3r
)n)′}
= Conv{nE(u)′ + nα′1, . . . ,nE(u)′ + nα′r}
= nE(u)′ + Conv{nα′1, . . . ,nα′r}.
Put α′ = β ′ − nE(u)′ . Then α′,α′ + e′r−1 ∈ Conv{nα′1, . . . ,nα′r}. Note that nα′1, . . . ,nα′r−1 deﬁne the
hyperplane Ln ⊂ Rr−1, whose equation is 〈a′,x〉 = n. By (11),〈
a′,nα′r
〉= n〈a′,α′r 〉= n − n/δ < n.
Together with (9), this gives
〈a′,v′〉 n for all v′ ∈ Conv{nα′1, . . . ,nα′r}. (12)
Let
α′ = λ1
(
nα′1
)+ · · · + λr(nα′r), where λ1, . . . , λr  0 and λ1 + · · · + λr = 1.
Since α′ + e′r−1 ∈ Conv{nα′1, . . . ,nα′r}, by (9)–(12), we have
n
〈
a′,α′ + e′r−1
〉= r−1∑
i=1
λi
〈
a′,nα′i
〉+ λr 〈a′,nα′r 〉+ 〈a′,e′r−1〉
= n(1− λr) + nλr
(
1− 1
δ
)
+ 1 = n − λr n
δ
+ 1
 n − n
δ
+ 1.
This yields n δ, as required. 
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n(I) = O ([d(I)]r−2). This shows that the bound in Theorem 16 is near to the true value of n(I).
The following example shows that the same is true in the case r = 3.
Example. Let d be an integer such that d  3 and I = (Xd1, X1Xd−22 X3, Xd−12 X3) ⊂ R = K [X1, X2, X3].
Then
n(I) = d.
Proof. The proof of the inequality n(I) d is the similar to that of Proposition 17. Now we prove the
converse inequality. Let m = (X1Xd−22 )d Xd−13 . Since deg(m) = d2 − 1, m /∈ Id . Note that:
mX1 = Xd+11 Xd(d−2)2 Xd−13 = Xd1
(
X1X
d−2
2 X3
)(
Xd−12 X3
)d−2 ∈ Id,
mX2 = Xd1 Xd
2−2d+1
2 X
d−1
3 = Xd1
(
Xd−12 X3
)d−2 ∈ Id,
mX3 =
(
Xd−21 X3
)d ∈ Id.
Hence m ∈ Ass(R/Id ). Let n  d. By Lemma 12, m ∈ Ass(R/In ). On the other hand, by Lemmas 11
and 7, we have
Ass
(
R/In
)= {m} ∪ 3⋃
i=1
Ass
(
R/I[i]n )= {m} ∪ 3⋃
i=1
Ass
(
R/I[i]d )= Ass(R/Id ).
This means that n(I) d, as required. 
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