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Zusammenfassung
I. Erkennung der domainspeziﬁschen Terme im jeweiligen Bereich durch
EGT (Elementare Generische Terme) und domainspeziﬁsche Listen
II. Erstellung des Terminologie-Extraktionssystems AGBV:
Automatische Gewinnung von Branchenspeziﬁschem Vokabular aus den erstellten
Korpora
Die vorliegende Arbeit ist den beiden oben genannten Zielsetzungen gewidmet. Um
Webseiten für E-Commerce inhaltlich zu erfassen, wird branchenspeziﬁsches Vokabular für
die jeweiligen Bereiche (z.B. Auto, Computer, Lebensmittel) automatisch gewonnen und
semantisch analysiert. Durch AGBV werden domainspeziﬁsche Wörter in den jeweili-
gen Bereichen extrahiert. Die folgende Grundannahme für domainspeziﬁsche Terme wird
getroﬀen:
Ein Term wird als domainspeziﬁsch betrachtet, wenn er in einem Bereich
öfter als andere Terme vorkommt und seltener in anderen Bereichen.
Ein domainspeziﬁscher Term beinhaltet mindestens einen domainspeziﬁschen
Teil als Elementaren Generischen Term (EGT, z.B. Wagen, Auto).
Zur Erkennung der KGT (Komplexe Generische Terme) wird die Aﬃx-Anwendung von
EGT in dieser Arbeit genannt und gebraucht. Bei der Aﬃxanwendung von EGT gibt es
Präﬁx-, Inﬁx- und Suﬃxanwendung ähnlich zum Derivationsprozess:
Suﬃx- W = W1...Wn Wn ist ein EGT (z.B. Auto). Renault-Autos
Präﬁx- W = W1...Wn W1 ist ein EGT. Autoverkauf
Inﬁx- W = W1...Wn W1+1...Wn−1 beinhaltet ein EGT. Gebrauchtautomarkt
Einwortterme werden durch EGT mit Hilfe der Aﬃxanwendung erkannt. Dann kön-
nen Mehrwortterme aus den erkannten bereichsspeziﬁschen Einworttermen schrittweise
richtig identiﬁziert werden. Dieses Verfahren wird in der Arbeit Bootstrapping-Verfahren
mit EGT genannt. E-Commerce-relevante Webseiten können den jeweiligen Branchen mit
Hilfe von EGT (Elementare generische Terme) maschinell zugeordnet werden, was EGT-
Klassiﬁkator genannt wird. Die Qualität der EGT spielt eine entscheidende Rolle dafür.
Das automatisch erkannte branchenspeziﬁsche Vokabular durch die AGBV in den jeweili-
gen Branchen ist eine qualiﬁzierte Basis für einen Grundwortschatz, um manuelle Arbeiten





Die Goldsucher lernen, was Gold ist und wie man Gold suchen kann. Dann suchen sie eine
Fundstelle mit der besten Qualität, um Gold zu extrahieren. Sie extrahieren das Gold,
indem sie es säubern und auswählen. Man braucht für jedes Mineral eine andere Fundstel-
le. Auf dieser Grundlage will ich domainspeziﬁsche Korpora z.B. im E-Commerce-Bereich
aufbauen. Anschließend können domainspeziﬁsche Terme in den jeweiligen E-Commerce-
Bereichen aus den Korpora erkannt und für Automatische Webseitenklassiﬁkation ange-
wendet werden.
Durch statistische, linguistische und hybride Verfahren für Schlüsselwort-Extraktion
(Keyword Extraction) können wichtige Wörter aus einem Text extrahiert werden. Dabei
spielt die Worthäuﬁgkeit eine entscheidende Rolle für die Keyword Extraction. Aber
mit den statistischen Verfahren allein kann man die Worthäuﬁgkeit in einem Text nicht
exakt genug kalkulieren. Für die korrekte Berechnung der Worthäuﬁgkeit braucht man
mindestens noch die folgenden allgemeinen linguistischen Betrachtungen:
• Eliminierung der Stoppwörter (bzw. nicht sinntragenden Wörter)
(der, mit, EUR, kaufen, deutsch, regelmäßig und aktuell, Preis, ...)
• Lemmatisierung (Stemming, Grundformreduktion)
(Autos → Auto, Häuser → Haus, Händler → Händler, ...)
• Kompositazerlegung
(Autohändler → Auto + Händler, Hausvermietung → Haus + vermietung, ...)
• Phrasen (bzw. Mehrwortbegriﬀe) erkennen
(Information Retrieval, ALFA ROMEO, ...)
• Linguistische bzw. orthographische Varianten
(Gebrauchtwagenmarkt/ gebrauchtwagenmarkt/ GEBRAUCHTWAGENMARKT/ Gebrauchtwagen-
Markt/ gebraucht-wagenmarkt/ GEBRAUCHTWAGEN-MARKT/ gebrauchtwagen-markt, ...)
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• Lexika (z.B. CISLEX) und domainspeziﬁsche Listen (z.B. Automarken)
in den jeweiligen Bereichen
• Pronomina-Analysen (Pronomina korrekt zuorden)
(Sie sind Luxusautos. Ich möchte gerne eins1 haben.)
Der Hauptteil dieser Arbeit handelt von linguistischen Verfahren.
Nach der Keyword Extraction können wir überlegen, welche Schlüsselwörter domain-
speziﬁsch sind. Solche Wörter (z.B. Auto, Fahrzeug, Wagen, Car, BMW, VW) sind bran-
chenspeziﬁsch im Automobilbereich. Aber sie sind nicht domain-speziﬁsch in anderen Bran-
chen (z.B. Wein, Computer, Musik, Schmuck, Kleidung). Die auf Dienstleistungen bezo-
genen Wörter (z.B. Verkauf, Tuning, Finanzierung, Verkauf, Verleih) sind domain-neutral.
Auf natürliche Weise versucht man, domainspeziﬁsche Schlüsselwörter in den jeweiligen
Bereichen zu extrahieren und semantisch zu klassiﬁzieren. Dafür werden domainspeziﬁsche
Korpora in den jeweiligen Bereichen verwendet.
Wenn man domainspeziﬁsche Terme in den jeweiligen Bereichen erkennen kann, können
sie für die folgenden signiﬁkanten Anwendungen eﬃzient eingesetzt werden:
• Erstellung von Fachwörterbüchern
• Verbesserung von Suchmaschinen: z.B. fokussiertes Web-Crawling
• Verbesserung der maschinellen Übersetzung
• Automatische Klassiﬁkation von Webseiten
Dafür wird in dieser Arbeit die Aﬃxanwendung (Suﬃx-, Präﬁx- und Inﬁx-Anwendung)
mit den Elementaren Generischen Termen (EGT), z.B. Auto, Fahrzeug, Wagen, Wein,
Rotwein, Handschuhe, Möbel, Jeans verwendet.
Die Qualität der verwendeten EGT für die Aﬃxanwendung ist absolut wichtig für die Er-
kennung der domainspeziﬁschen Terme im jeweiligen Bereich. EGT können automatisch
erweitert werden. Aber die EGT sollten mit nötigen Fachkenntnissen zur Qualitätsverbes-
serung schließlich manuell verbessert werden.
Die folgenden zwei Zielsetzungen sind die Hauptaufgaben dieser Arbeit:
I. Erkennung der domainspeziﬁschen Terme im jeweiligen Bereich durch
EGT und domainspeziﬁsche Listen (z.B. Firmennamen)
II. Erstellung des Terminologie-Extraktionssystems AGBV:
Automatische Gewinnung von Branchenspeziﬁschem Vokabular aus den erstellten
Korpora
1Indeﬁntpronomen (einer, ein[e]s, ...), Personalpronomen (Sie, ich, er, ...)
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1.2 Semantische Analyse
Ein Wort in einem Text ist für eine Branche entweder ein branchenspeziﬁ-
sches Wort oder ein Stoppwort (bzw. branchenneutrales Wort).
Ein Wort kann in einer Branche unter der in Kapitel 9.1. genannten Annahme seman-
tisch überprüft werden. Damit können domainspeziﬁsche Terme den jeweiligen semanti-
schen Klassen (z.B. Autobranche, Computer) automatisch zugeordnet werden. Das ist die
Hauptaufgabe der semantischen Analyse.
1.2.1 Semantische Klassen für einfache Nomina im CISLEX
Die Wortliste, die von Stefan Langer semantisch manuell kodiert wurde, enthält 41.528
Lexeme für einfache Nomina im CISLEX. Die Lexeme werden als Grundform eingetragen.
Insgesamt sind sie in 429 semantischen Klassen hierarchisch gegliedert. Davon werden 236
Klassen für E-Commerce manuell ausgewählt. In diesen 236 Klassen werden 23.921 Le-
xeme, die schon semantisch kodiert wurden, identiﬁziert. Die 23.921 Lexeme können als
Elementare generische Terme (EGT) für die Erkennung der DST verwendet werden, wenn
sie den entsprechenden E-Commerce-Bereichen richtig zugeordnet sind.
Solche kommerziellen EGT (z.B. Notebook, Laptop, Bildschirm, Keybords, DVD, PC,
MP3) sind im CISLEX noch nicht semantisch kodiert, weil sie dort noch nicht vorhanden
sind. Neue EGT für E-Commerce müssen erweitert werden. Sie können in zwei typischen
Bereichen - Produktnamen und Dienstleistungen - sowie in Sektoren und Branchen se-
mantisch kodiert werden. Damit kann man domainspeziﬁsche Terme (DST) im jeweiligen
Bereich identiﬁzieren und semantisch analysieren, ob ein Term zu Produktnamen, Dienst-
leistungen oder zu einer anderen Branche gehört. Die automatisch erstellten Kandidaten
für die Erweiterung von EGT in den jeweiligen E-Commerce-Branchen für CISLEX können
schließlich zur Qualitätsoptimierung manuell ausgewählt werden.
1.3 Übersicht der einzelnen Kapitel
Es folgt eine kurze Beschreibung der einzelnen Kapitel:
• 1. Einleitung
• 2. Grundlagen der automatischen Terminologie-Extraktion (TE)
Eine Übersicht der automatischen Terminologie-Extraktion wird beschrieben. Die
statistischen Verfahren 'Zipfsches Gesetz', 'TF-IDF-Gewichtung' und 'N-Gramme'
werden als Grundlagen für diese linguistische Arbeit vorgestellt. In den statistischen
Verfahren wird die Betrachtung der linguistischen Eigenschaften fast nicht einge-
setzt. Der Porter-Stemmer-Algorithmus (Porter 1980) für die Lemmatisierung im
Englischen wird erklärt.
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• 3. TE domainspeziﬁschen Vokabulars mittels eines Vergleichs von Korpora
Allgemeine Korpora (bzw. nicht-technische Korpora) werden zur Entfernung der
branchenneutralen Wörter (z.B. Umsatz, Baubeginn) verglichen, um domainspeziﬁ-
sches Vokabular in den jeweiligen Bereichen zu erkennen. Die drei wichtigen Anwen-
dungen von TE domainspeziﬁschen Vokabulars, nämlich die Erstellung von Fachwör-
terbüchern, die Verbesserung von Suchmaschinen (fokussiertes Web-Crawling) und
die Verbesserung der maschinellen Übersetzung werden dargestellt.
• 4. Domainspeziﬁsche Terme (DST) und ihre Relationen
Die Deﬁnitionen und Konventionen für Einwort- und Mehrwortterme, Elementare
generische Terme (EGT) und Komplexe generische Terme (KGT) werden vorge-
stellt. Die folgende Grundannahme für domainspeziﬁsche Terme im E-Commerce-
Bereich wird in dieser Arbeit verwendet:
Ein Term wird als domainspeziﬁsch betrachtet, wenn er in einem Be-
reich öfter als andere Terme vorkommt und seltener in anderen Bereichen.
Ein domainspeziﬁscher Term beinhaltet mindestens einen domainspeziﬁschen
Teil als Elementaren Generischen Term (EGT).
'KFIDF' ist eine Modiﬁkation von TFIDF (term frequency inverted document fre-
quency). 'KFIDF' ist für schon kategorisierte Dokumente besser geeignet als das
TFIDF-Maß, um domain-relevante Einwortterme automatisch aufzuﬁnden. In dieser
Methode wird das sogenannte Ontologie-Netz GermaNet für lexikal-semantische In-
formationen angewendet, um semantische Relationen zwischen extrahierten Termen
zu erkennen.
• 5. TE domainspeziﬁschen Vokabulars aus einer Webseite
In dieser Arbeit werden domainspeziﬁsche Terme aus sechs verschiedenen Quel-
len innerhalb einer Webseite extrahiert. Zur Erkennung der KGT wird die Aﬃx-
Anwendung von EGT in dieser Arbeit genannt und gebraucht. Bei der Aﬃxanwen-
dung von EGT gibt es Präﬁx-, Inﬁx- und Suﬃxanwendung ähnlich zum Derivations-
prozess:
Suﬃx- W = W1...Wn Wn ist ein EGT (z.B. Auto). Renault-Autos
Präﬁx- W = W1...Wn W1 ist ein EGT. Autositze
Inﬁx- W = W1...Wn W1+1...Wn−1 beinhaltet ein EGT. Gebrauchtautomarkt
Die zwei CGI-Programme, nämlich CGI-Programm 1 mit sechs verschiedenen Quel-
len und N-Grammen und CGI-Programm 2 mit Unitex, Bootstrapping-Verfahren
und phpMyAdmin (MySQL) werden von mir erstellt, um domainspeziﬁsche Terme
aus einer Seite ohne Vergleich mit Korpora zu erkennen und in Datenbanken zu spei-
chern. E-Commerce-relevante Webseiten können den jeweiligen Branchen mit Hilfe
von EGT maschinell zugeordnet werden.
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• 6. Domainspeziﬁsche Korpora aus dem Web
Das Ziel der Korpora aus dem Web ist, dass domainspeziﬁsche Korpora für die
deutsche Sprache aus dem Web automatisch erstellt werden, um Einwortterme und
Mehrwortterme (bzw. Phrasen) zu erkennen und zu erweitern.
Folgende zwei Methoden für die Dokumentensammlung bzw. URL-Sammlung können
angewendet werden:
a. Extraktion aus Startseiten (z.B. www.autoscout24.de, www.vodafone.de)
b. Extraktion mit Suchmaschinen (z.B. Google, Yahoo)
Die Schwierigkeiten beim Aufbau der Korpora (z.B. Duplikate, komprimierte Web-
seiten, Cookie-Seite) werden aufgrund meiner empirischen Untersuchung erwähnt.
Die Erkennungsmethoden für Einwortterme werden im Automobilbereich als Expe-
riment durchgeführt. Für die semantische Annotation der Einwortterme in der Au-
tobranche werden EGT, domainspeziﬁsche Listen (z.B. Automarken, Abkürzungen,
Automodelle) und drei Korpora (Schmuck, Wein, Kleidung) als Background Filter
zur Entfernung der unnötigen Wörter verwendet. Die Normalisierung der Terme wird
vorgestellt.
• 7. Extraktion der Mehrwortterme in NLP
Dafür werden Lokale Grammatiken mit Unitex, LEXTER (Bourigault, 1994), FA-
STR (C. Jacquemin), Mustererkennung in Perlund N-Gramme mit Wortfolgen in
dieser Arbeit vorgestellt.
• 8. Erkennung der Produktterme (PT) für E-Commerce
Wegen der allgemeinen Unterscheidung zwischen Eigennamen und Appellativa wer-
den die auf Produkte bezogenen Terme in dieser Arbeit als Produktterme (PT) be-
zeichnet, z.B. Tempo, Rama, Margarine, Handschuhe, Lederhandschuhe. Es geht um
die Erkennung der PT. Die Struktur und die semantischen Merkmale der PT wer-
den vorgestellt. Zur Erkennung der PT spielt die Aﬃxanwendung von EGT eine
entscheidende Rolle. Das CGI-Programm (Hierarchieextraktor) für die Extraktion
der hierarchischen Struktur von Produkttermen wird von mir erstellt. Semantische
Klassen für E-Commerce im CISLEX und Erknennung der auf Dienstleistungen
bezogenen Terme werden vorgestellt.
• 9.Automatische Gewinnung von branchenspeziﬁschem Vokabular (AGBV)
In diesem Kapitel werden die folgenden Zielsetzungen experimentell durchgeführt:
i. Automatische Erstellung der deutschen Korpora für E-Commerce-
Branchen
ii. Erstellung des Terminologie-Extraktionssystems AGBV:
AutomatischeGewinnung von branchenspeziﬁschem Vokabular aus den erstell-
ten Korpora
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Die Überprüfung der erkannten Wörter in einer Branche wird vorgestellt. Zur 'AGBV'
werden 20 E-Commerce-Branchen für Test 1 und Test 2 ausgewählt. Die zwei
Masterprogramme zum Aufbau der Korpora, nämlich Extraktion mit Suchmaschi-
nen und Extraktion aus Startseiten werden verbessert. Das automatisch erkannte
branchenspeziﬁsche Vokabular durch die AGBV kann als Basis für einen Grund-
wortschatz in den jeweiligen E-Commerce-Branchen sehr eﬃzient benutzt werden. In
dem von mir erstellten CGI-Programm AGBV aus einer Webseite werden die
20 automatisch erstellten Korpora verglichen, um domainspeziﬁsche Terme aus einer
Webseite zu erkennen.
• 10. Vergleich mit allgemeinen Korpora für AGBV
Im Test wurden insgesamt 25 normalisierte Datenbanken aus den 20 ausgewählten
E-Comerce-Branchen, den vier zusätzlichen allgemeinen Korpora (Bibel, Politik, Ge-
dicht, Zeitung) und www.vodafone.de für die Entfernung der branchenneutralen
Wörter verwendet. Trotzdem bleiben unnötige und branchenneutrale Wörter (z.B.
Hilfe, Kontakt) übrig. Bei der manuellen Auswahl können solche branchenneutralen
Wörter gesammelt und eliminiert werden.




Data Mining beschäftigt sich mit strukturierten Datenbanken (structured databases).
Aber es gibt große Mengen von Informationen in unstrukturierter natürlichsprachlicher
Form, wie z.B. aus Webseiten oder elektronischen Texten, die sehr schnell wachsen. Bei
Text Mining handelt es sich um Bearbeitungstechniken, die aus solchen Datenmengen In-
formationen suchen. Automatische Terminologie-Extraktion, die durch verschiedene sta-
tistische und musterbasierte Methoden erreicht wird, spielt eine wichtige Rolle im Bereich
von Text Mining (TM), Information Retrieval (IR), Information Extraction (IE), Natural
Language Processing (NLP) und Machine Learning (ML).
Heutzutage gibt es zahlreiche aktive Forschungen und Projekte für die Extraktion der signi-
ﬁkanten Terme und domain-speziﬁschen Fachbegriﬀe aus z.B. Fachtexten und Webseiten
der jeweiligen Domäne. Wegen der hohen Kosten und Aktualisierungsprobleme der neuen
Daten kann man manuelle Terminologie-Extraktion von Experten nicht mehr leisten. Ei-
ne ideale Kombination ist, dass zunächst automatisch erstellte domain-speziﬁsche Terme in
den jeweiligen Bereichen zur Qualitätsverbesserung zusätzlich manuell verbessert werden
können.
2.1 Deﬁnition von Terminologie und Term
Die folgenden zwei Deﬁnitionen von Terminologien werden erwähnt:
• ACHMANOVA (1966) deﬁniert Terminologien als die Gesamtheit der Termini eines
bestimmten Produktionszweiges, Tätigkeitsbereichs oder Wissenschaftsgebietes, die
einen besonderen Sektor (eine besondere Schicht) der Lexik bilden, der sich am ehe-
sten bewußt regulieren und ordnen läßt.
[Sch92, S. 230]
• Als Terminologie1 wird die Gesamtheit aller Begriﬀe und Benennungen (Fachwörter
1Stand: 24.07.2007 - de.wikipedia.org/wiki/Terminologie
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bzw. Termini) einer Fachsprache bezeichnet.
Eine Terminologie - das System der Termini einer Wissenschafts oder Fachsprache - ist
die Gesamtheit aller Begriﬀe und Benennungen (Termini) einer Fachsprache.
Das systematische Sammeln von Fachausdrücken und Nomenklaturen2 in einer oder meh-
reren Sprachen ist die wichtigste Aufgabe.
Ein Term ist ein speziﬁscher Begriﬀ (bzw. Fachbegriﬀ) in einem Bereich. Die Gesamt-
heit der bereichsspeziﬁschen Terme ist die Terminologie in einem Bereich. Innerhalb einer
Terminologie wird ein Term wie folgt deﬁniert:
In terminology (the study of language terms), a term3 is a word, word
pair, or word group, that is used in speciﬁc contexts for a speciﬁc meaning.
Terme beinhalten wissenschaftliche und technische Informationen.
Otman(1995) unterscheidet zwei Typen von Termen im Wörterbuch [Jac01, S. 10]:
• Technical terms, which denote instruments, artifacts, observations, experiments,
measures.
• Scientiﬁc terms, which denote theoretical concepts in scientiﬁc doamins.
In diesem Kapitel werden international verbreitete Methoden für automatische Terminologie-
Extraktion, die für diese ganze Arbeit nötig sind, zusammengefasst.
Im dritten Kapitel wird automatische Terminologie-Extraktion zum domain-speziﬁschen
Aspekt mittels Vergleich von Korpora dargestellt.
2.2 Automatische Verfahren
Bereichsspeziﬁsche Terme können durch die Automatische Terminologie-Extraktion ma-
schinell erkannt werden. Es gibt schon bekannte bestehende Ansätze zum Thema der
Terminologie-Extraktion bzw. des automatischen Indexierens (Automatic Indexing).
Die Suche nach guten Termen bzw. Indextermen ist die wichtigste Aufgabe, um unstruk-
turierte natürlichsprachliche Dokumente zu analysieren. Am wichtigsten ist Automatische
Indexierung im Bereich des Information Retrieval, das heißt für die Auﬃndung der re-
levanten Dokumente aus einer Dokumentensammlung. Die folgenden drei automatischen
Verfahren gelten sowohl für Terminologie-Extraktion als auch für Automatische Inde-
xierung. Dabei geht es um die Berechnung der Worthäuﬁgkeit von Wörtern bzw. Wort-
gruppen:
• Statistische Verfahren: Zipfs Gesetz, TF, IDF, TF-IDF, Cosinus-Maß, N-Gramme
• Linguistische Verfahren: Lemmatisierung, Phrasenerkennung, POS-Mustern
• Hybride Verfahren: GERHARD
2Die Systematik einer Namensgebung (Benennung) in einem bestimmten Fachgebiet.
3Stand: 24.07.2007 - en.wikipedia.org/wiki/Term
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2.3 Statistische Verfahren
The signiﬁcance factor of a sentence is derived from an analysis of its
words. It is here proposed that the frequency of word occurrence in an article
furnishes a useful measurement of word signiﬁcance [Luh58, S. 160].
In den 50er Jahren haben Wissenschaftler wie LUHN, SALTON und SPARCK JONES
mit statistischen Verfahren experimentiert.
Die Worthäuﬁgkeit eines Wortes im Text ist ein gutes Maß für wichtige Wörter, ge-
nannt Indexterme oder Schlüsselwörter. Dabei werden unterschiedliche Berechnungen für
die Worthäuﬁgkeiten aus den statistischen Verfahren ohne linguistische Überlegungen be-
handelt.
2.3.1 Zipfsches Gesetz
Von dem amerikanischen Philologen G.K. Zipf wird das bekannte sogenannte Zipfsche
Gesetz formuliert. Das Gesetz von Zipf lautet wie folgt:
r ∗ f = c
r (Rang eines Wortes in einer Frequenzliste), f (Frequenz in einem
Text), c (eine konstante Beziehung zwischen r und f / constant)
Dabei wird der umgekehrte Zusammenhang zwischen Länge und Frequenz eines Wortes
betrachtet. Die am häuﬁgsten gebrauchten Wörter sind meist sehr kurze und inhaltsleere
Funktionswörter (z.B. Artikel, Konjunktionen, Präpositionen, Adverbien, Personalprono-
men, Hilfsverben). Diese sind sogenannte Stoppwörter (stop words), die nicht als Index-
terme gebraucht werden können. Im Deutschen sind das zum Beispiel der, die, und,
oder, im Englschen the, a, is.
Zipf stellt eine Verteilung auf, in der die Wörter nach ihrer Häuﬁgkeit geordnet werden
und zwei Grenzen festgelegt werden. Diese nennt er upper cut-oﬀ und lower cut-oﬀ.
Häuﬁge Terme, deren Rang links der upper cut-oﬀ liegt, werden meist als Stoppwörter
bzw. nicht signiﬁkante Terme betrachtet. Seltene Terme, deren Rang der Wörter rechts
der lower cut-oﬀ liegt, sind als Indexterme ebenfalls nicht geeignet, weil sie in Anfragen
wenig benutzt werden. Dazwischen liegen nach dem Zipfschen Gesetz die signiﬁkanten
Terme (signiﬁcant words).
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Abbildung 2.1: Verteilung der Termhäuﬁgkeiten nach dem Zipfschem Gesetz
2.3.2 TF-IDF-Gewichtung
Nachdem Stoppwörter eliminiert wurden, ist die Worthäuﬁgkeit ein wichtigr Faktor für die
Term Gewichtung (term weighting).
Wenn das Wort T öfter in einem Dokument und selten in anderen Dokumenten vorgekom-
men ist, wird das Wort T als ein signiﬁkanter Term betrachtet und bewertet. Das ist der
Grundgedanke von 'TF-IDF-Gewichtung'.
Die Termfrequenz (term frequency) wird allgemein verwendet, um das Gewicht eines Wor-
tes für ein Dokument zu ermitteln.
tf = ni∑
k nk
ni (Häuﬁgkeit eines Wortes im Dokument)∑
k nk (Anzahl aller Wörter des Dokuments)
Die inverse Dokumentenhäuﬁkeit (inverse document frequence / IDF) wird gebraucht,
um signiﬁkante Terme, die in möglichst wenigen Dokumenten vorkommen, zu ﬁnden. Damit
kann man die Worthäuﬁgkeit in einer Dokumentensammlung berechnen.
idf = log |D||(di⊃ti)|
|D| (total number of document in the corpus)
|(di ⊃ ti)| (number of documents where the term ti appears - that is ni 6= 0.)
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Die TF-IDF-Gewichtung (tfidf = tf ∗ idf) wird oft für Information retrieval und
Text Mining verwendet, um die Gewichtung der signiﬁkanten Terme zu berechnen. Im
bekannten experimentellen System SMART (Salton und McGrill, 1983) wurde die TF-IDF-
Gewichtung mit Cosinus-Maß als Ähnlichkeitsmaß (Skalarprodukt) [SB87, S. 3] erfolgreich
eingesetzt, um relevante Dokumente in Anfragen zu ermitteln (Relevanz-Feedback4).
2.3.3 Vektorraummodell
Das Vektorraummodell (engl.: Vector Sprace Model (VSM)) wurde Anfang der 70er Jahre
im Rahmen des SMART5-Projektes im Bereich von Information Retrieval entwickelt. Im
SMART-System werden Anfragevektoren mit Dokumentvektoren mittels Ähnlichkeitsma-
ßen verglichen. Das einfachste Ähnlichkeitsmaß ist das folgende Cosinusmaß:
Ähnlichkeitsmaß: Cosinus eines Winkels zwischen zwei Vektoren
~X·~Y










Wertebereich: [-1 (Winkel:180◦); 1 (Winkel:0◦)]
Je kleiner der Winkel zwischen zwei Vektoren, desto größer der Ähnlichkeitswert. Die
Skalarprodukte (z.B. ~X · ~Y ) sind die Länge der Vektoren
2.3.4 N-Gramme
Ein N-Gramm ist die Zeichenfolgen einer Länge N. Die N-Gramme z.B von







Wichtige N-Gramme sind das Uni-, Bi- und, Tri-Gramm. Zeichenfolgen
werden in 'N-Gramme' mit einer bestimmten Anzahl von Zeichen zerlegt (z.B.
4Relevanz-Feedback (relevance feedback) ist eine Technik der query expansion, die der Erweiterung
einer Suchanfrage dient.
5SMART steht für System for Mechanical Analysis and Retrieval of Text
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Trigramme / N = 3 : Wagen → wag, age, gen). Für die Korrektur von Tipp-
fehlern ist dies eﬃzient.
Nicht als Zeichenfolge sondern als Wortfolgen können diese N-Gramme in Ka-
pitel 5.6.2.2. N-Gramme mit Wortfolgen für Mehrwortterme berücksichtigt
und eingesetzt werden.
2.4 Linguistische Verfahren
In den statistischen Verfahren wird die Betrachtung der linguistischen Eigen-
schaften fast nicht eingesetzt. Vor einer statistischen Berechnung für korrek-
te Worthäuﬁgkeit müssen alle Wörter auf ihre Grundform reduziert werden
(Grundformreduktion). Die linguistischen Verfahren bemühen sich meist um
Lemmatisierung (stemming) eines Wortes, um die Erkennung der Mehrwort-
terme und um die Relationen zwischen Termen mit Hilfe einer morpholo-
gischen, syntaktischen und semantischen Analyse. Sie haben die folgenden
typischen Aufgaben nach Stock, W.G. [Sto58, S. 23]:
• Eliminierung der Stoppwörter
(der, mit, EUR, kaufen, deutsch, regelmäßig und aktuell, Preis, ...)
• Lemmatisierung (Stemming, Grundformreduktion)
(Autos → Auto, Häuser → Haus, Händler → Händler, ...)
• Kompositazerlegung
(Autohändler → Auto + Händler, Hausvermietung → Haus + vermie-
tung, ...)
• Phrasen (bzw. Mehrwortbegriﬀe) erkennen
(Information Retrieval, ALFA ROMEO, ...)
• Pronomina-Analysen (Pronomina korrekt zuorden)
(Sie sind Luxusautos. Ich möchte gerne eins6 haben.)
6Indeﬁntpronomen (einer, ein[e]s, ...), Personalpronomen (Sie, ich, er, ...)
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2.4.1 Automatische Lemmatisierung
Wie ich oben erwähnt habe, ist die Worthäuﬁgkeit ein wichtiges Maß für die
Extraktion der signiﬁkanten Terme. Diese können in verschiedenen Formen
im natürlichsprachlichen Text auftauchen.
Automatische Lemmatisierung (automatic stemming) muß für die statisti-
schen Verfahren vorher durchgeführt werden, um Worthäuﬁgkeit exakt zu
berechnen. Die Tabelle 2.2 zeigt die Notwendigkeit genauerer Berechnung der
Worthäuﬁgkeit. Aus einer Wortliste im Bereich Autobranchen werden die
Top34-Terme, die ohne Manipulation den Ausdruck Auto beinhalten, nach
den Worthäuﬁgkeiten sortiert. Die 4 Terme (Auto, Autos, auto, autos) sollten
zum gleichen Lemma Auto zusammengefasst werden. Die jeweilige Wort-
häuﬁgkeit für dasselbe Lemma Auto muss addiert werden, um die Worthäu-
ﬁgkeiten korrekt zu berechnen. Auto und Automobil sollen als Synomym
behandelt werden und ihre Worthäuﬁgkeiten addiert werden.
Die Groß-/Klein-Schreibung der Wörter soll nicht als großes Problem behan-
delt werden. Aber in einer Sprache können Wörter in verschiedenen Formen
(Einzahl/Mehrzahl, Konjugation, Deklination) geschrieben werden. Sie soll-
ten entsprechend automatisch lemmatisiert und ermittelt werden. Außerdem
gibt es auch viele Varianten der Wörter, z.B. mit Bindestrich zusammenge-
setzte Wörter (z.B. Auto-Reparatur für Autoreparatur ) oder mit deutschen
Umlauten (z.B. Autohändler für Autohaendler).
Ein Lemmatisierer, der das Lemma des jeweiligen Wortes ermittelt, sollte sol-
che Variationen verstehen und erkennen. Bei dieser Grundformreduktion gibt
es grundsätzlich zwei verschiedene Verfahren:
• Regelbasierte Verfahren
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Regelbasierte Verfahren / Porter-Stemmer
Porter-Stemmer-Algorithmus (Porter 1980)
Für die Lemmatisierung der englischen Wörter werden der Lovins-Stemmer-
Algorithmus (Lovins 1968) und der Porter-Stemmer-Algorithmus (Porter 1980)
häuﬁg gebraucht. Der Porter-Algorithmus beschäftigt sich nicht mit einer
100% richtigen linguistischen Grundformreduktion, sondern mit einer eﬃzi-
enten Berechenbarkeit der Grundformreduktion.
Stemming algorithms perform basically two operations: suﬃx
stripping and recoding. The suﬃx stripper removes from each word
a word ending that is expected to be the longst suﬃx [Jac01, S. 17].
Die beiden oben erwähnten Stemming-Transformationen - suﬃx stripping
and recoding - werden beim Porter-Stemmer-Algorithmus im Gegensatz zum
Lovins-Stemmer-Algorithmus gleichzeitig ausgeführt.
Der Porter-Stemmer-Algorithmus besteht aus den folgenden 5 Transforma-
tionsregeln, die schrittweise durchgeführt werden.
Step Condition Input/output Sample input/output
1  -ies → -i ponies → poni
1 *v* -y → -i pony → poni
2 m > 0 -ational → -ate relational → relate
3 m > 0 -icate → -ic triplicate → triplic
4 m > 1 -ate → ∅ activate → activ
5 m > 1 -e → ∅ probate → probat
Tabelle 2.1: Some sample rules of Porter's algorithm [Jac01, S. 18]
Die Bedingung *v* bedeutet, daß der Stamm einen Vokal beinhalten
muß. Die Bedingung m > α ist ein Maß für die Anzahl der Konsonant-
Vokal-Gruppen. Jedes Wort hat die folgende Single-Form:
[C](VC)m[V]
C (consonat), V (vowel), [...] (optional), (VC)m (VC wiederholt m-
mal.) [Por80, S. 132]
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Der Porter-Stemmer assoziiert deny mit dem Stamm deni, obwohl der
Stamm deny ist. Er ermittelt nicht den linguistisch richtigen Stamm, sondern
einen Pseudostamm. Er bemüht sich nur um eﬃziente Berechenbarkeit für
Grundformreduktion ohne Wörterbuch.
Wörterbuch-basierte Verfahren
Regelbasierte Verfahren sind für Englisch angemessen geeignet, aber für Spra-
chen wie Deutsch, die stark konjugieren und deklinieren, nicht geeignet, um
Grundformreduktion automatisch durchzuführen. Deswegen versuchen Wörterbuch-
basierte Verfahren (bzw. lexikonbasierte Grundformreduktion) eine lingui-
stisch korrekte Grundformreduktion mit Hilfe eines elektronischen Wörter-
buchs zu ermitteln.
Lexikalische semantische Wortnetze - WordNet, GermaNet und EuroNet -
stellen lexikalisch-semantische Informationen für Linguistische Verfahren zur
Verfügung. Die Tabelle 2.2 zeigt die Notwendigkeit exakter Berechnung der
Worthäuﬁgkeit mittels Automatischer Lemmatisierung:
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2.4.2 Mehrwortgruppenerkennung / Phrasenerkennung
Die Mehrwortgruppenerkennung (Phrasenerkennung) ist die Hauptaufgabe
für linguistische Verfahren. Im Artikel Natürlichsprachige Suche von W.G.
Stock [Sto58, S. 23] wird eine Phrasenerkennung wie folgt erklärt:
Eine Phrase ist ein Ausdruck, der aus mehreren einzelnen Wör-
tern besteht. Hier gilt nicht das einzelne Wort (oder dessen Wort-
stamm) als Schlagwort, sondern die Phrase als Ganzes.
Ein System für die Phrasenerkennung sollte z.B. Information Retrieval
und Alfa Romeo als eine Einheit erkennen. Für die Suche nach Mehrwort-
gruppen (bzw. Phrasen) werden die folgenden vorhandenen Methoden im Be-
reich der Computerlinguistik oft verwendet:
• POS-Muster mit Hilfe von POS-Taggern (Part-of-speech)
'NPtool' von Arppe [Arp95, S. 5]
• NLP-Techniken (Natural language processing)
LEXTER, FASTR und Lokale Grammatiken mit Unitex
UmMehrwortgruppen zu erkennen, werden in LEXTER (Bourigault, 1994)
kategorisierte Texte in maximalen Nominalphrasen durch endliche Automa-
ten zerlegt. Nach W.G. Stock wird ein Text in Textklumpen, die zwischen
Stoppwörtern oder Satzzeichen stehen, zerlegt. Stoppwörter und Satzzeichen
2.5 Hybride Verfahren 17
werden als Begrenzer für Klumpen (Chunks) benutzt.
Die wichtigsten Mehrwortgruppen kommen aus Nominalphrasen und Nominal-
Chunks. Die Suche in wichtigen Nominalphrasen und Nominal-Chunks spielt
eine große Rolle dabei. In Kapitel 7 Extraktion der Mehrwortterme in NLP
werden unterschiedliche Techniken vorgestellt.
2.5 Hybride Verfahren
Bei den statistischen Verfahren handelt es sich um die Berechnungen der
Häuﬁgkeiten von Wörtern ohne linguistische Aspekte (z.B. Lemmatisierung,
Mehrwortlexeme und semantische Relationen zwischen Wörtern). Bei den hy-
briden Verfahren handelt es sich um die Berechnungen von Worthäuﬁgkeiten
mit linguistischen Aspekten.
Hybride Verfahren in Automatische Terminologie-Extraktion (TE) werden
mit statistischen und linguisitischen Verfahren kombiniert, um sinnvolle Schlüs-
selwörter in einem Text zu ermitteln.
Ein Beispiel ist die Spezial-Suchmaschine 'GERHARD' für deutsche wissen-
schaftliche Webseiten im Rahmen eines DFG7-Projekts (1996-1998). GER-
HARD (GERman Harvest Automated Retrieval and Directory) entstand 1996
an der Universität Oldenburg mit dem Ziel, eine ﬂächendeckende, roboterba-
sierte Suchmaschine für den deutschsprachigen Raum zu entwickeln. Die auto-
matische Indexierung in 'GERHARD' basiert auf hybriden Verfahren. Danach
versucht GERHARD eine automatische Klassiﬁkation anhand der UDK (Uni-
versal Dezimal Klassiﬁkation). Z.B. würde dann der Themenbereich Umwelt
und Frauen in der UDK (mit Nummer 396,5.000.504) in dem erzeugten Le-
xikon folgendermaßen repräsentiert:
Umwelt#Frauen#:396,5.000.504
Das # (Trunkierungssymbol) ist dabei ein Kennzeichen für das Wortende.
Der Zahlenwert symbolisiert die Klassenzuordnung.
Je länger die Notation, desto speziﬁscher bzw. genauer ist die Zuordnung.
7DFG - Deutsche Forschungsgemeinschaft
18 2. Grundlagen der automatischen Terminologie-Extraktion (TE)
Kapitel 3
TE domainspeziﬁschen Vokabulars
mittels eines Vergleichs von Korpora
Im vorherigen Kapitel Automatische Terminologie-Extraktion (TE) wurden
grundlegende international bekannte Techniken erklärt. Dabei handelt es sich
um die Extraktion von wichtigen Termen, genannt Indexterme oder Schlüs-
selwörter, aus einem Dokument oder einer Dokumentensammlung. Die auto-
matische TE ist die Basis für Indexierung und Klassiﬁkation.
In diesem Kapitel werden die schon vorhandenen Techniken für TE domain-
speziﬁschen Vokabulars mittels eines Vergleichs von Korpora vorgestellt.
Der neue Trend ist die Nutzung des Korpora-Vergleichs, um domainspeziﬁ-
sche Terme in den jeweiligen Bereichen zu erkennen. Meine eigenen Methoden
dazu werden in weiteren Kapiteln, besonders in Kapitel 9, vorgestellt.
Die Suche nach Schlüsselwörtern wird zum domain-speziﬁschen Aspekt hin
geändert und entwickelt, um bessere Schlüsselwörter in einem Dokument bzw.
Bereich zu identiﬁzieren. Nicht alle Schlüsselwörter sind domainspeziﬁsch. Die
Erkennung der domainspeziﬁschen Terme ist die Hauptaufgabe im Bereich
Domain Speciﬁc Terminology, um z.B. domainspeziﬁsche Lexika in den je-
weiligen Bereichen zu erstellen.
Bei der automatischen Erkennung der domainspeziﬁschen Terme in den jewei-
ligen Bereichen ist der Vergleich von Korpora sehr nützlich.
Durch den Vergleich der Korpora können unwichtige Wörter unter den Term-
kandidaten identiﬁziert und entfernt werden. Diese Idee liegt dieser Arbeit
zugrunde. In diesem Kapitel werden die folgenden vier unterschiedlichen Ver-
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gleichsmethoden von Korpora, die bisher schon verwendet wurden, vorgestellt:
a. Technisches Korpus versus Nicht-technisches Korpus
b. Allgemeines Korpus als Background Filter
c. Schlüsselwortextraktion zwischen Korpora
d. Ähnlichkeit zwischen Korpora
3.1 Vorherige Arbeiten ohne Vergleich von Korpora
Die folgenden bekannten vorherigen Arbeiten ohne Vergleich von Korpora
beschäftigen sich mit der Berechnung der Worthäuﬁgkeiten von Wörtern und
Wortgruppen in einem Korpus bzw. einer Dokumentensammlung.
• TF-IDF-Gewichtung: Der Grundgedanke von 'TF-IDF-Gewichtung'
basiert auf statistischen Verfahren (Term Frequency, Inverse Document
Frequence).
• Mutual Information (MI): I(x,y) = log2 P (x,y)P (x)P (y)
(where P (x, y) denotes the joint probability and P (x) and P (y) denote
the probability of x and y separately.)
Beispiel: Das Korpus enthält 387267 Wörter. Der Ausdruck Mutual In-
formation kommt 28 mal vor. Der Ausdruck Mutual kommt 134 mal
vor. Der Ausdruck Information kommt 567 mal vor. Die Mutual Infor-
mation im Korpus wird in Perl wie folgt berechnet:
4.96087506310197 = log ((28/387267)/((134/387267)*(567/387267)))
• LogLike (x, y) = a log a+ b log b+ c log c+ d log d
− (a+ b) log(a+ b)− (a+ c) log(a+ c)
− (b+ d) log(b+ d)− (c+ d) log(c+ d)
+ (a+ b+ c+ d) log(a+ b+ c+ d)
Der Begriﬀ 'Kollokation' ist im Bereich von Automatische Terminologie-
Extraktion allgemein wie folgt deﬁniert.
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Kollokation ist ein statistisch assoziiertes Wortpaar - d.h. der Be-
griﬀ wird synonym zu Assoziationspaar verwendet (etwa in Quast-
hoﬀ/Wolﬀ 2002)
Üblicherweise werden öfter gemeinsam auftretende Wortpaare (z.B. In-
formation Retrieval) als Kollokationen in einem Textkorpus bezeichnet. Die
oben erwähnten zwei Assoziationsmaße Mutual Information (MI) und Log-
Likelihood zur Berechnung von Kollokationen werden oft bevorzugt.
Die am häuﬁgsten untersuchten Phänomene für assoziierte Wortpaare be-
schäftigen sich mit seltenen Ereignissen im Korpus. Im Gegensatz zu anderen
Assoziationsmaßen, z.B. MI, T-Score (T-Test), Chi-Quadrat-Test ist das As-
soziationsmaß Log-Likelihood von Dunning (1993) für die Berechnung der
Signiﬁkanz seltener Ereignisse besonders geeignet.
Schlußfolgerung
Die statistischen Berechnungen von Worthäuﬁgkeiten und Kollokationen wer-
den ohne Vergleich von Korpora verwendet, um wichtige Terme in einem Text-
korpus zu erkennen. Die dadurch erkannten Terme beinhalten viele unwichti-
ge Wörter. Um solche unwichtigen Wörter zu entfernen, werden verschiedene
Korpora verglichen.
Diese Arbeit stützt sich sowohl auf die grundlegenden Ansätze der statisti-
schen Berechnungen, als auch auf die unterschiedlichen Nutzungen von Korpo-
ra für die Erkennung der domain-speziﬁschen Einwortterme (bzw. uniterms).
Für die domainspeziﬁschen Mehrwortterme (z.B. Information Retrieval) wer-
den linguistische Verfahren, z.B. NLP-Techniken (Natural Lauguage Proces-
sing) oder lokale Grammatiken verwendet. Die Deﬁnitionen von Kollokati-
on und Mehrworttermen sind nicht gleich. In dieser Arbeit wird der Begriﬀ
Mehrwortterme als Synonym von complex terms benutzt.
3.2 Technisches Korpus versus Nicht-technisches Kor-
pus
Hier wird die Technik von Patrick Drouin mit dem Artikel Detection of Do-
main Speciﬁc Terminology Using Corpora Comparision (2004) [Dro04] vor-
gestellt. Die Technik arbeitet mit dem Vergleich der Korpora, um domain-
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speziﬁsche Terme, z.B. im Bereich Telekommunikation, zu identiﬁzieren. Da-
für wird ein technisches Korpus mit einem nicht-technischen Korpus vergli-
chen, um unwichtige Wörter aus automatisch erkannten Termkandidaten zu
entfernen. Dieses nicht-technische Korpus besteht aus 13736 Artikeln der eng-
lischen Zeitung 'Gazette'. Die Anzahl der verschiedenen Wörter (Word forms)
ist ca. 82700. Alle verwendeten Korpora wurden zuerst tokenisiert und durch
Brill's rule-based part-of-speech tagger (Brill 1992, 1994) getaggt. Alle No-
men als headwords wurden zuerst erkannt. Die Termextraktion wird mit
headwords begonnen und im Korpus von rechts nach links analysiert. Durch
den folgenden regulären Ausdruck wurden domain-speziﬁsche Termkandida-




A is an adjective,
N is a noun,
(A|N) is a noun or an adjective,
? represents zero or one occurrence fo the element,
is an element that belongs to the SLP set. (Specialized Lexical Pivot)
Tabelle 3.1: Regulärer Ausdruck für 'TermoStat' von Patrick Drouin
Das Termextraktionssystem 'TermoStat' von Patrick Drouin ist eine neue
hybride Termextraktionstechnik für technische Korpora. Dadurch werden Einwort-
und Mehrwortterme, die aus Nomen als Basis und optional aus Adjektiven
bestehen, erkannt. Nach der maschinellen Erkennung der Terme gibt es die
zwei Bewertungsprozesse , nämlich automatic validation und human va-
lidation im 'TermoStat'. Zuerst wird automatic validation mit den schon
gefunden Termen durchgeführt. Dann wird human validation mit den drei
Spezialisten im Bereich Telekommunikation durchgeführt.
Zum Vergleich von technischem Korpus und nicht-technischem Korpus wur-
den die zwei Werte test-value und probability-value verwendet. Wenn die
Worthäuﬁgkeit des Wortes T im nicht-technischen Korpus gleich oder höher
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als im technischen Korpus ist, wird sie als probability-value bewertet. Im
umgekehrten Fall wird die Worthäuﬁgkeit des Wortes T als test-value be-
wertet und als Termkandidat erkannt. Diese Werte sind keine booleschen1
Werte (domainspeziﬁsch oder nicht domainspeziﬁsch). Die Werte für 'test-
value' werden in die folgenden drei Gruppen eingeteilt:
• signiﬁcantly higher (SP+): gleich oder höher (+3.09)
• lower (SP-): gleich oder niedriger als '-3.09'
• theoretical frequency (SP0): zwischen '+3.09' und '-3.09'
Im Artikel wird geschrieben, dass SP+ und SP- für die Erkennung der
domainspeziﬁschen Terme sehr hilfreich sein kann.
Schlußfolgerung
Die unterschiedlichen Häuﬁgkeiten der jeweiligen Wörter in zwei unterschied-
lichen Korpora werden verwendet, um unwichtige Wörter aus den erkannten
Termkandidaten zu entfernen.
3.3 Allgemeines Korpus als Background Filter
Die wesentlichen Aspekte des Artikels Using Generic Corpora to Learn Domain-
Speciﬁc Terminology (D. Vogel 2003) [Vog03] werden hier vorgestellt. Es gibt
nach Vogel beim Korpora-Vergleich keine Untersuchung für die Häuﬁgkeiten
der jeweiligen Wörter in unterschiedlichen Korpora. Ein allgemeines Korpus
nur als Background Filter wird mit einem Target-Korpus verglichen, um un-
wichtige Wörter aus dem Target-Korpus zu beseitigen. Das bedeutet, dass die
Überlappung zwischen einem allgemeinen Korpus und einem Target-Korpus
als nicht domain-speziﬁscher Teil betrachtet werden. Dieser Teil wird aus
dem Target-Korpus entfernt.
In dem Artikel wird die folgende Abbildung erklärt:
Figure 2 represents terms in a target corpus as white oval and
those in a background corpus as a gray oval. We are interested only
1engl. boolean
24 3. TE domainspeziﬁschen Vokabulars mittels eines Vergleichs von Korpora
in the part of the white oval not overlapped by the gray. The gray
oval ﬁlters out common terms.
Abbildung 3.1: Figure 2. Background ﬁlters out common terms. (D. Vogel 2003)
Die drei Target-Korpora im Artikel werden zuerst wie folgt transformiert.
Dann werden die zwei Background-Korpora, von denen eines 631443 Wörter
und das andere 2796354 Wörter enthält, transformiert.
Die Interpunktionen im Text werden dabei ignoriert. Stoppwörter werden
durch den Token '<X>' ersetzt und später für Bi- und Trigramme wieder
verwendet.
Vor der Transformation:
General Motors Corp. unveiled a prototype electric car it says outpaces some gas-burning
sports cars and runs twice as far between charges than previous electric models. The two-
seater Impact, which tapers at the rear like a Citroen, can travel 120 miles at 55 mph
before recharging and zooms from 0 to 60 mph in eight seconds, GM Chairman Roger
Smith said at a news conference Wednesday.
Nach der Transformation:
generic motor corp unveiled <X> prototype electric car <X> <X> outpaces <X> gas
burn sport car <X> run <X> <X> <X> <X> charge <X> <X> electric model <P>
<X> two-seater impact <X> taper <X> <X> rear <X> <X> citroen <X> travel <X>
mile <X> <X> mph <X> recharge <X> zoom <X> <X> <X> mph <X> <X> <X>
<X> chairman roger smith <X> <X> <X> new conference <X>
Tabelle 3.2: Vor und Nach der Transformation (D. Vogel 2003)
Mit Bindestrich zusammengesetzte Wörter werden getrennt. Wörter wer-
den durch Porter Stemmer lemmatisiert, der in Kapitel 2.4.1. (Automa-
tische Lemmatisierung) vorgestellt wurde. Die längste Wortform von dem-
selben Stamm (z.B. (stem) announc: announcing, announcement, announced,
announcements, announc) wird dabei als das Lemma (z.B. announcement)
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ausgewählt. Getrennte Wörter (z.B. auto maker) werden durch zusammenge-
setzte Wörter (z.B. automaker) ersetzt, wenn die Punktbewertung des Uni-
grammes höher als die des Bigramms ist.
Uni-, Bi-, und Trigramme werden im System erstellt. Durch das Assoziati-
onsmaß Log Likelihood Ration (LLR) wird die Term-Scoring Statistic be-
wertet. Im Hintergrund werden die zwei genannten Background-Korpora als
Filter benutzt, um nicht benötigte Wörter in einem Target-Korpus zu identi-
ﬁzieren und zu entfernen.
Schlußfolgerung
Im Artikel wurde geschrieben, dass die Nutzung eines allgemeinen Korpus als
Background Filter für die Erkennung der wichtigen Terme in einem doma-
inspeziﬁschen Korpus eine sehr gute Idee ist.
Zusätzlich sollte man dabei bedenken, dass auch in der Überlappung zwischen
einem allgemeinen Korpus und einem Target-Korpus domainspeziﬁsche Terme
mit unterschiedlichen Worthäuﬁgkeiten enthalten sein können. Deshalb sind
die unterschiedlichen Worthäuﬁgkeiten zwischen Korpora für die Erkennung
der domainspeziﬁschen Terme sehr nützlich.
3.4 Schlüsselwortextraktion zwischen Korpora
In Comparing Corpora using Frequency Proﬁling (P. Rayson und R. Garsi-
de) [RG00] wird gezeigt, dass Schlüsselwörter (key words) durch Frequency
Proﬁling mit Hilfe der unterschiedlichen Worthäuﬁgkeitslisten aus den ge-
wünschten zwei Korpora erkannt werden können. Als Vergleichsbeispiele die-
nen hierbei die folgenden drei bekannten annotierten Korpora:
• Brown corpus (one million words of American English)
• LOB corpus (Hoﬂand & Johansson 1982 - one million words of British
English)
• BNC (British National Corpus)
(Aston & Burnard 1998 - one hundred million words)
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Jedes Wort in den zwei Frequenzlisten aus den gewünschten zwei Korpora
wird durch das Assoziationsmaß log-likelihood berechnet. Dies wird durch
die folgende Tabelle 3.3 ausgeführt.
CORPUS ONE CORPUS TWO TOTAL
Freq of word a b a+ b
Freq of other words c− a d− b c+ d− a− b
TOTAL c d c+ d
Tabelle 3.3: Contingency table for word frequencies (P. Rayson und R. Garside)
'E' steht dabei für die Erwartungswerte. 'E1' für ein Korpus und 'E2' für
ein anderes Korpus:
E1 = c ∗ (a+ b)/(c+ d) und E2 = d ∗ (a+ b)/(c+ d)
Jedes Wort wird durch log-likelihood (LL) wie folgt berechnet:
LL = 2 ∗ ((a ∗ log(a/E1)) + (b ∗ log(b/E2)))
Schlußfolgerung
Wenn es zwei (oder mehrere) Korpora in einem domainspeziﬁschen Bereich
gibt, können Schlüsselwörter durch die oben genannte Berechnung mit Hilfe
der jeweiligen erstellten Worthäuﬁgkeitslisten erkannt werden.
3.5 Ähnlichkeit zwischen Korpora
Im Artikel Comparing Corpora (A. Kilgarriﬀ 2001) [Kil01] werden die ver-
schiedenen Berechnungen (z.B.X2-test, Mann-Whitney ranks test, Log-likelihood
(G2)) zur Ähnlichkeit zwischen Korpora (corpus similarity) vorgestellt. Zuerst
werden Schlüsselwörter in einem Korpus (oder Text) durch die folgende Ab-
bildung Basic contingency table erkannt:
There are 'a' occurrences of 'w' in text X (which contains a+ c
words) and b in Y (which has b+ d words).
Das beste Resultat für die Berechnung zur Ähnlichkeit zwischen Korpora
(corpus similarity) lieferte der Mann-Whitney ranks test und das zweit-beste
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X Y
w a b a+ b
not w c d c+ d
a+ c b+ d a+ b+ c+ d = N
Tabelle 3.4: Basic contingency table (A. Kilgarriﬀ)
der X2-test.
Schlußfolgerung
Bei dem im Artikel Comparing Corpora vorgestellten Verfahren handelt es
sich um Berechnungen zur Ähnlichkeit zwischen Korpora (corpus similarity).
In dieser Arbeit geht es jedoch um die Extraktion und Erkennung von doma-
inspeziﬁschem Vokabular aus den jeweiligen Korpora.
3.6 Anwendungen der TE domainspeziﬁschen Vokabu-
lars
Ohne die zugehörige Terminologie kann man die jeweiligen Fachkenntnisse
nicht verstehen und erweitern. Die wichtigsten Anwendungen der Terminologie-
Extraktion (TE) domainspeziﬁschen Vokabulars sind die folgenden:
• Erstellung von Fachwörterbüchern
• Verbesserung von Suchmaschinen: fokussiertes Web-Crawling (Fo-
cused Web Crawling), Indexierung, Klassiﬁkation
• Verbesserung der maschinellen Übersetzung
Erstellung von Fachwörterbüchern
Jedes Fachwörterbuch besteht aus einem zugehörigenWortschatz. Dieser Wort-
schatz muss ständig geändert und verbessert werden, um neue Fachbegriﬀe in
dem jeweiligen Bereich zu erfassen. Dafür ist das Web als Korpus sehr hilf-
reich. Nach der schon genannten Annahme in Kapitel 3 wird ein Korpus als
eine Quelle für das bereichsspeziﬁsche Vokabular in den jeweiligen Bereichen
betrachtet. Ein Korpus kann aus dem Web leicht erstellt und aktualisiert wer-
den, um öfter vorkommende wichtige und neue Fachbegriﬀe zu extrahieren.
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Dies stellt eine Hauptmotivation dieser Arbeit dar.
Verbesserung von Suchmaschinen
Eine schnell wachsende Anzahl an Webseiten muss klassiﬁziert werden. Die
Klassiﬁkation der Webseiten ist die aktuell relevante Aufgabe von Suchma-
schinen. Die manuelle Themenzuordnung für die ständig zunehmende Anzahl
von Webseiten ist unmöglich. Deshalb ist die automatische Klassiﬁkation un-
vermeidlich. Webseiten, die zu einem Thema gehören, können durch Ähnlich-
keitsmaße automatisch erkannt und zugeordnet werden.
Fokussiertes Web-Crawling ist die Suche nach domainspeziﬁschen Websei-
ten. Die Qualität von fokussiertem Web-Crawling sollte einen großen Einﬂuß
auf die Klassiﬁkation haben. Die automatische TE domainspeziﬁschen Voka-
bulars ist die Basis für fokussiertes Web-Crawling, Indexierung und Klassiﬁ-
kation.
Verbesserung von maschineller Übersetzung (Machine Transla-
tion)
'SYSTRAN' ist der weltweit führende Hersteller von Übersetzungssoftware.
Die folgenden acht Wörter für einen Test mit SYSTRAN wurden vom Eng-









domain speciﬁc terminology Gebietsbesondereterminologie
domain speciﬁc terminology speziﬁsche Terminologie des Gebietes
Tabelle 3.5: Test mit 'SYSTRAN' (Stand: 03.08.2007 / www.systran.de)
Es gibt verschiedene deutsche Übersetzungen von black box z.B. Black
Box, Fahrdatenschreiber, Flugschreiber, Unfallschreiber. Die Demo-Version
von 'SYSTRAN' im Internet liefert nur eine Übersetzung.
Die Übersetzung von black box ist hierbei keine Bedeutungszusammenset-
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zung von 'black' und 'box'. Das bedeutet, dass das System den Term black
box als Mehrwortlexem bzw. Mehrwortterm mit Hilfe von verwendeten Lexi-
ka erkennt. Die deutschen Übersetzungen von domain speciﬁc und domain
speciﬁc terminology sind aber eine Bedeutungszusammensetzung wie 'Ge-
bietsbesondere' und 'Gebietsbesondereterminologie' und falsch übersetzt. Die
Suchmaschine Google liefert keinen Treﬀer für Gebietsbesondere und Ge-
bietsbesondereterminologie. Das bedeutet, dass der Term domain speciﬁc
terminology als Mehrwortlexem mit Hilfe von verwendeten Lexika nicht er-
kannt werden kann.
Die alternative deutsche Übersetzung mit Anführungszeichen ist speziﬁsche
Terminologie des Gebietes. Die Übersetzung in SYSTRAN muss eine richti-
ge Entwicklung sein, obwohl die deutsche Übersetzung nicht zufriedenstellend
ist.
Als deutsche Übersetzung von domain speciﬁc im Bereich der Computer-
linguistik sollte domänenspeziﬁsch oder domain-speziﬁsch (bzw. bereichs-
speziﬁsch, branchenspeziﬁsch) erwartet werden. In diesem Fall sollte der Aus-
druck domain speciﬁc als eine Einheit übersetzt werden.
Ein zukünftiges System für maschinelle Übersetzungen muß in der Lage
sein, solche Mehrwortterme als eine Einheit bzw. Mehrwortlexeme zu erken-
nen und z.B. durch Maximum-Matching mit Hilfe von allgemeinen Lexika und
domainspeziﬁschen Lexika richtig zu übersetzen.
Für vorhandene und ständig neu entstehende Fachtermini müssen Überset-
zungssysteme ständig aktualisiert und verbessert werden. Bei den maschinen-
lesbaren Lexika für die maschinelle Übersetzung gibt es jedoch einen Mangel
an domainspeziﬁschen Fachbegriﬀen, die als eine Einheit bzw. Mehrwortlexe-
me erkannt und übersetzt werden. Die automatische TE domainspeziﬁschen
Vokabulars wird dafür sehr nützlich sein.
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Kapitel 4
Domainspeziﬁsche Terme (DST) und
ihre Relationen
Es gibt uneinheitliche Deﬁnitionen von 'Wort' [Buß90, S. 849]. Besonders
die Zählung der Wörter ist nicht eindeutig. Nach H. Bergenholtz/J. Mugdan
(2000) [Mug00] herrscht in folgenden Fällen Uneinigkeit:
• bei Komposita (Samstagnachmittag, Tränengasgranaten),
• bei Schreibungen mit Bindestrich oder Gedankenstrich
(Rugby-Nationalmannschaft, Rugby-Fans, Nizza-Paris),
• bei Abkürzungen (dpa, CRS),
• bei Zahlen (18.),
• bei Präpositionen mit enklitischem Artikel (ins, zum, im),
• bei zusammengesetzten Verbformen (hat ... gezogen),
• bei Verben mit abgetrenntem Präﬁx (stiegen aus).
Schließlich ist ungeklärt, ob Interpunktionszeichen als Wörter oder Teil von
Wörtern gelten sollen. Beispielsweise ist die Tokenisierung von Abkürzungen
(z.B. Prof., Dr., bzw., W. Bergenholtz) sehr problematisch.
Die Komposita sind eine wichtige Quelle für domainspeziﬁsche Terme im
Deutschen. Die Tendenz bei deutschen Fachausdrücken geht dahin, zusam-
mengehörende Wörter als Einwort zu schreiben. Mit Bindestrich zusammen-
gesetzte Wörter (z.B. Hals-Nasen-Ohren-Klinik) kann man als Einwort oder
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Mehrwort zählen. Aber das ist ein Konventionsproblem. Sie werden als Ein-
wort bzw. Einwortterm betrachtet, weil sie kein Leerzeichen beinhalten. In
dieser Arbeit ist ein Wort eine Folge von Zeichen, die nicht durch Leerzeichen
getrennt sind. Durch Leerzeichen werden Einwortterme und Mehrwortterme
unterschieden:
• Einwortterm: Hals-Nasen-Ohren-Klinik, Information-Retrieval-System,
Informationsgewinnung, Informationsrückgewinnung
• Mehrwortterm: Hals-Nasen-Ohren Klinik, Information Retrieval Sy-
stem, Information Retrieval
4.1 Einwortterme
Die Hauptzielsetzung dieser Arbeit ist die Erkennung der domainspeziﬁschen
Terme bzw. Einwort- und Mehrwortterme in den jeweiligen Bereichen. Die
Erkennung der Einwortterme wird zuerst durchgeführt. Dann können Mehr-
wortterme daraus erkannt werden.
Laut Hoﬀmann [Hof88] werden sie auf der linguistischen Ebene in Simplizia,
Derivationen, Komposita, Abkürzungen und Kurzwörter unterschieden:
• Simplizia sind in der Wortbildung nicht zusammengesetzte oder abgelei-
tete Wörter, die als Ausgangsbasis für Neubildungen verwendet werden
können, z.B. Hund zu Hundesteuer, mies zu Miesling. [Buß90, S. 686].
Sie sind ein sehr großer Teil der Fachtermini, meist Nomina und Adjek-
tive. Elementare Generische Terme (EGT) in dieser Arbeit haben fast
gleiche Eigenschaften wie Simplizia.
• Derivationen bezeichnen sogenannte Präﬁx- und Suﬃxbildungen bzw.
Aﬃxbildungen. Z.B. Verkauf, Versicherung, Schönheit. Wörter wie z.B.
Hepatitis, die auf das Suﬃx -itis enden, sind meist medizinische Fach-
termini.
• Komposita sind zusammengesetzte Wörter. Unter Komposita verstehen
wir Wörter, die ohne Ableitungsmittel aus zwei oder mehreren selbstän-
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dig vorkommenden Wörtern gebildet sind [Dro84, S. 401]. Die Bestim-
mungswörter stehen links, sie erklären das Grundwort näher. Das letz-
te Wort ist das Grundwort, das die Wortart der ganzen Zusammenset-
zung festlegt. Die Beziehung zwischen Bestimmungswort und Grundwort
hängt von der Bestimmung des Grundwortes ab, das selbst Kompositum
sein kann. Z.B. (Informationsgewinnung, Informationsrückgewinnung /
information retrieval), (Betriebssystem / operating system, system soft-
ware), (Recyclingpapier / recycling paper)
• Abkürzungen (abbreviation, acronym) sind Initialwörter. Sie kommen
in Fachtexten sehr oft vor und sind sehr bereichsspeziﬁsch. Sie entstanden
aus einem Wort, z.B. PS (Pferdestärke), PKW (Personenkraftwagen),
LKW (Lastkraftwagen), Kfz (Kraftfahrzeug) oder einer Wortgruppe z.B.
ADAC (Allgemeiner Deutscher Automobil-Club). Sie sind fast immer
mehrdeutig.
• Kurzwörter können aus den drei folgenden Arten bestehen [Fle92, S.
218-221]:
(a) aus Anfangssegmenten: Akku (Akkumulator), Auto (Automobil), Fo-
to (Fotograﬁe), Lok (Lokomotive), Taxi (Taxameter)
(b) aus Endsegmenten: Bus (Autobus / Omnibus), Rad (Fahrrad)
(c) aus mittleren Segmenten: Basti (Sebastian), Lisa (Elisabeth)
Sie werden im CISLEX-Wörterbuchsystem als einfache Formen bzw. No-
men wie Simplizia behandelt.
4.2 Mehrwortterme
In dieser Arbeit wird bei Mehrworttermen (multi-word terms) angenom-
men, dass sie mindestens ein Leerzeichen zwischen den Teiltermen enthalten.
Sie bestehen terminologisch aus mehreren getrennten Worten, bzw. zusam-
mengesetzten Wortgruppen (word groups), die interne syntaktische Struktu-
ren bzw. Phrasen haben, und als Einheit betracht werden sollten (z.B. ALFA
ROMEO, MERCEDES-BENZ Sprinter 31).
Die meisten terminologischen Mehrwortterme sind Nominalphrasen. Bei der
Nominalphrasenerkennung werden im allgemeinen 'Part-of-Speech-Muster' (POS-
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Muster) verwendet. Die wichtigsten POS-Muster für Mehrwortterme sind Adjektiv-
Nomen (A+N), Nomen-Nomen (N+N) und Nomen-Präposition-Nomen (N+P+N).
In NPtool von Arppe [Arp95, S. 5] werden syntaktische Muster erfolgreich
für die Erkennung der englischen Nominalphrasen eingesetzt, was zu der Er-
kenntnis führt, dass ca. 80% aller 3.137 untersuchten Terme einem der Muster
Nomen (N) (45%), Nomen-Nomen (N+N) (19%) und Adjektiv Nomen
(A+N) (17%) zuzuordnen sind. Für die POS-Muster wird ein POS-Tagger
verwendet.
4.3 Grundannahme für domainspeziﬁsche Terme
Die folgenden Beispiel-Terme bzw. Stichwörter können durch die Terminologie-
Extraktion automatisch erkannt werden:
Neuheiten, BMW, Vergleichstest, Audi, Sportwagen
Die domainspeziﬁschen Terme hierbei sind BMW, Audi und Sportwagen.
BMW und Audi sind international bekannte Automarken. Terme wie z.B.
Sportwagen werden als Komplexe Generische Terme (KGT) in dieser Arbeit
betrachtet. Das Kompositum 'Sportwagen' besteht aus zwei Wörtern, näm-
lich Sport und Wagen. Das Wort 'Sport' kann domainspeziﬁsch im Bereich von
Sport sein. Aber das Wort 'Sport' ist nicht domainspeziﬁsch im Automobil-
bereich. Das Wort 'Wagen' ist domainspeziﬁsch im Automobilbereich. Solche
Terme (z.B. Wagen, Auto) sind Elementare Generische Terme (EGT). Die
EGT sind eine Basis für die Kompositabildung. Sie haben prinzipiell die glei-
chen Eigenschaften wie Simplizia. Sie sind Kernwörter (bzw. Grundwörter)
für Komplexe Generische Terme (KGT).
Die Hauptzielsetzung dieser Arbeit ist, domainspeziﬁsche Terme im E-Commerce-
Bereich für die deutsche Sprache zu erkennen.
Die folgende Grundannahme für domainspeziﬁsche Terme im E-Commerce-
Bereich gilt in dieser Arbeit:
Ein Term wird als domainspeziﬁsch betrachtet, wenn er in ei-
nem Bereich öfter als andere Terme vorkommt und seltener in ande-
ren Bereichen. Ein domainspeziﬁscher Term beinhaltet mindestens
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einen domainspeziﬁschen Teil als Elementaren Generischen Term
(EGT).
4.4 Elementare Generische Terme (EGT)
Elementare Generische Terme können nicht sinnvoll zerlegt werden (z.B.
Wein, Auto, Schmuck, Möbel). Im CISLEX werden zwei Deﬁnitionen für ein-
fache und komplexe Formen (bzw. Nomen) verwendet [MM05, S. 31-32]. Diese
Deﬁnitionen für Elementare Generische Terme (EGT) und komplexe Gene-
rische Terme (KGT) übernehme ich in dieser Arbeit. 'EGT' werden wie folgt
deﬁniert:
Ein Wort W ist ein EGT genau dann, wenn es keine sinnvolle
Zerlegung W = W1W2 gibt, so daß W1 eine Folge von Morphemen
ist und W2 ein EGT.
'EGT' sind keine Abstrakta (z.B. Service, Tuning, Informationen) sondern
Konkreta bzw. Basis-Wörter zur Erkennung produktbezogener Terme im E-
Commerce (z.B.Auto, Wein, Handschuhe, Möbel, Jeans). Produktbezogene
Terme (z.B. Wein, Weinöﬀner) können durch die EGT mit Hilfe von Aﬃxan-
wendung automatisch erkannt werden. Dabei ist die Qualität der EGT sehr
wichtig für die Erkennung der domainspeziﬁschen Terme in den jeweiligen Be-
reichen.
Zum Beispiel können solche domainspeziﬁschen Terme (Auto, Wagen, usw.)
als EGT und semantische Klasse von 'Auto' betrachtet und kodiert werden.
Bekannte domainspeziﬁsche Abkürzungen (z.B. PKW, LKW, KFZ) gehören
zu EGT. Marken bzw. Firmennamen (z.B. BMW, VW, Audi) sind abstrakt
wie Organisationsnamen. Sie sollten ähnlich wie EGT behandelt werden.
4.4.1 Eigenschaften der EGT
Elementare generische Terme sind meist Einwortterme. Es gibt verschiedene
Übersetzungsvarianten für ein Wort (z.B. Flugschreiber, Fahrdatenschreiber,
Black Box, Unfallschreiber für Black Box). International anerkannte Aus-
drücke können in den deutschen oder internationalen Webseiten häuﬁg vor-
kommen. Die Übersetzungsvarianten und jeweiligen international anerkannten
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Ausdrücke (z.B. Black Box) können als Synonym behandelt werden, wenn sie
auf dasselbe Lemma bei der semantischen Kodierung wie folgt referiert werden
können:






Tabelle 4.1: Semantische Kodierung
Mehrwortterme (z.B. Black Box) müssen als EGT betrachtet werden, weil
sie nach der schon genannten Grundannahme (in Kapitel 4.3.) mindestens
einen domainspeziﬁschen Teil beinhalten. International verbreitete Englische
Terme (z.B. automobile, car, motorcar, USB, PC) gehören deshalb zu EGT
für die deutsche Sprache. Sie und jeweilige Übersetzungsvarianten können se-
mantisch verschieden annotiert und auf dasselbe Lemma referiert werden, um
die automatische Terminologie-Extraktion (TE) domain-speziﬁschen Vokabu-
lars in den jeweiligen Bereichen signiﬁkant zu verbessern.
Die typischen weiteren Eigenschaften der EGT sind die folgenden:
• elementar, generisch: z.B. Öl, Schuh, Wein, Auto, Platte, Apfel
• Material: z.B. Öl, Wasser, Air, Gold, Eisen
• käuﬂich: z.B. Auto, Kleid, Tasche
Die EGT können für einen Bereich, z.B. Automobil, Wagen, Fahrzeug (Au-
tomobilbereich), oder für mehrere Bereiche, z.B. Sitz (Automobilbereich, Mö-
bel), Reifen (Automobilbereich, Schmuck), erfasst werden. Bei der semanti-
schen Annotation können EGT unterschiedlich gekennzeichnet werden.
4.5 Komplexe Generische Terme (KGT)
Ein komplexer generischer Term (KGT) beinhaltet mindestens einen EGT.
Es gibt ca. 70.000 - 100.000 EGT und ca. 12.000.000 KGT für die deutsche
Sprache. Im Allgemeinen ist der am Ende stehende 'EGT' der Kopf der 'KGT'.
Er kann auch das Grundwort der Komposita benennen, das die Wortart der
ganzen Zusammensetzung festlegt. KGT werden wie folgt deﬁniert:
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Ein morphologisch-komplexes Wort W = W1...Wn ist ein KGT
genau dann, wenn W1, ...,Wn−1 Morpheme sind und Wn ein Wort
mit denselben morphologischen Eigenschaften wie W ist. W bein-
haltet mindestens einen EGT.
Beispiele für KGT:
Autofahrerbrille, Autofahreratlas, Funkautos, Ein-Liter-Auto, ADAC-Autositze, Autohändler, Autover-
mietung, Einsteigerkletterschuh, Sportkletterschuh, Fußballschuhe
Schlußfolgerung: KGT müssen mindestens einen EGT beinhalten. Die
EGT sind eine Teilmenge von KGT. Ein EGT kann einem oder mehreren
Bereichen zugeordnet werden. In den jeweiligen Bereichen gibt es eine endliche
Menge (z.B. 10000) von EGT, um domainspeziﬁsche Terme bzw. KGT für E-
Commerce-Branchen zu erkennen und zu klassiﬁzieren.
4.6 Wortformen im CISLEX
Das DELA-System (Dictionnaire électronique du LADL) ist das elektroni-
sche Wörterbuch des Französischen, das nach den Kriterien der Vollständig-
keit, Korrektheit und Abgeschlossenheit entwickelt wurde [GM94, S. 3].
Das System wurde am LADL (Laboratoire d'Automatique Documentaire et
Linguistique, Universität Paris 7) unter Leitung von Prof. Maurice Gross ent-
wickelt. Man nennt das System auch das LADL-Format. Zur Zeit wird das
LADL-Format für fünf europäische Sprachen verwendet.
Das deutsche CISLEX-Wörterbuchsystem
Das CISLEX ist ein elektronisches Wörterbuch des Deutschen, ähnlich wie
das DELA-System für Französisch. Das am CIS entwickelte elektronische
CISLEX-System wurde gemäß dem LADL-Format entworfen. Im CISLEX
wurden die folgenden fünf Wortformen verwendet:
• einfache Formen (EF)
• komplexe Formen (KF)
• Eigennamen oder EN-Formen
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• Fremd- und Fachwörter oder F-Formen
• Abkürzungen und Morpheme oder S-Formen
Lexeme sind Lexikoneinträge. Einwortlexeme spielen eine wichtige Rolle in
der deutschen Sprache. Im CISLEX werden die folgenden Wortarten unter-
schieden:
Nomen (N) Pronomen (PRON) Präposition (PRAEP)
Adjektiv (A) Adverb (ADV) Konjunktion (KONJ)
Verb (V) Partikel (PART) Interjektion (INTJ)
Determinatoren (DET) Verbpartikel (VPART)
Das deutsche Kernlexikon (CISLEX-DKL) beinhaltet einfache Formen und
komplexe Formen, so wie das DELA-System. Diese Deﬁnitionen von EF und
KF entsprechen den Deﬁnitionen für Elementare Generische Terme (EGT)
und Komplexe Generische Terme (KGT) in dieser Arbeit.
4.7 KFIDF: TFIDF-based single-word term classiﬁer
In der Trendanalyse werden domain-speziﬁsche Terme und ihre semantischen
Relationen aus Webseiten und Fachtexten der jeweiligen Domäne extrahiert.
'KFIDF' ist eine Modiﬁkation von TFIDF (term frequency inverted document
frequency). 'KFIDF' ist für schon kategorisierte Dokumente besser geeignet
als das TFIDF-Maß, um domain-relevante Einwortterme automatisch aufzu-
ﬁnden. Das KFIDF-Maß ist deﬁniert wie folgt [Xea02]:
KFIDF (w, cat) = docs (w, cat) * LOG( n∗|cats|cats(word) + 1)
docs (w, cat) = number of documents in the category cat containing
the word w, n = smoothing factor
cats (word) = the number of categories in which the word occurs
Die Grundannahme von 'KFIDF' ist wie folgt:
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Ein Term wird als relevant betrachtet, wenn er in einer bestimm-
ten Kategorie öfter als andere Terme vorkommt und in allen anderen
Domänen seltener.
Domain-relevante Einwortterme (domain relevant single-word terms) aus
kategorisierten Dokumenten können durch das oben erwähnte KFIDF-Maß
besser extrahiert werden. In dieser Methode werden verschiedene assoziati-
ve Maße, nämlich Mutual Information, 'Log-Likelihood' und 'T-Test' (bzw.
T-Score) für Term-Kollokationen (term collocations), z.B. zur Verfügung ste-
hen, angewendet, um Mehrwortterme aus extrahierten Einworttermen zu er-
kennen. Das Log-Likelihood-Maß lieferte das beste Resultat für low-frequency
data und Adjektiv-Nomen-Kombinationen.
In dieser Methode wird das sogenannte Ontologie-Netz GermaNet für lexikal-
semantische Informationen angewendet, um semantische Relationen zwischen
extrahierten Termen zu erkennen.
4.8 GermaNet - Semantisches Wortnetz
Die bekanntesten Wortnetze sind WordNetz (1985), GermaNet (1996) und
EuroWordNet (1996). Wortnetze bzw. Thesauri sind lexikalische Datenbanken
im Web, in der die semantischen und lexikalischen Beziehungen zwischen den
Wörtern erstellt werden.
GermaNet is a lexical-semantic net that has been developed wi-
thin the LSD Project at the Division of Computational Linguistics
of the Linguistics Department at the University of Tübingen. It
has been integrated into the EuroWordNet (EWN), a multilingual
lexical-semantic database. (von der GermaNet-Homepage1)
GermaNet (Hamp und Feldweg (1997)) ist ein lexikal-semantisches Wort-
netz für die deutsche Sprache wie WordNet für Englisch (Miller et al.(1993))
und EuroWordNets für 8 europäische Sprachen (Vossen 1998). Es ist eine le-
xikalische Taxonomie für den deutschen Grundwortschatz und ein von Hand
1GermaNet: www.sfs.uni-tuebingen.de/lsd [13.12.2006]
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erstellter Thesaurus, in dem Wörter und ihre Relationen strukturiert wer-
den. Lexeme2 mit gleicher Bedeutung bzw. Synonyme sind zu semantischen
Konzepten (Gruppen) zusammengefasst und werden als Synsets (set of syn-
onyms) bezeichnet. Sie sind das zentrale Konzept der lexikalischen Kodierung.
Zur Zeit gibt es 53.312 Synsets für die semantische Klassiﬁkation der Wör-
ter in GermaNet (Stand 13.12.2006, GermaNet-Homepage). Diese werden wie
bei 'WordNet' sehr fein verarbeitet. Die Konzepte der Synsets werden für die
Klassiﬁkation verwendet.
Zwischen Synsets gibt es semantische Relationen, innerhalb derer zwei ver-
schiedene Relationstypen unterschieden werden:
• Lexikalische Relationen (Synonymie, Antonymie (Ist-Gegenteil-
Von)3) sind bidirektionale Beziehungen. (z.B. Synonymie (öﬀnen -><-
aufmachen, Auto -><- Wagen), Antonymie (kalt <-> warm))
• Konzeptuelle Relationen sind Hyponymie ('is-a'), Hyperonymie, Me-
ronymie (Teil-Ganzes-Relation / part-whole relation), Holonymie (Um-
kehrung der Meronymie), Implikation (Verbkonzepte in einem logischen
Zusammenhang) und Kausation.
Z.B. ist Frucht ein Hyperonym (Oberbegriﬀ) zu Apfel. Apfel ist ein Hy-
ponym (Unterbegriﬀ) zu Frucht.
Arm ist ein Meronym zu Körper. Körper ist ein Holonym zu Arm.
Schnarchen impliziert schlafen (Implikation), öﬀnen verursacht of-
fen (Kausation).
Die Hyponymie-Beziehung ist die zentrale Relation für die hierarchische
Struktur des Wortschatzes.
Eigennamen und Abkürzungen sind in GermaNet nicht integriert. Bei GermaNet-
Anfragen kann man für ein Wort alle Bedeutungen und für zwei Wörter ihre
Relationen ﬁnden:
Z.B. Bank - Sitzmöbel, Geldinstitut und wirtschaftliche Institution
2Lexeme haben untrennbar miteinander verbundene Funktionen [Sch92, S. 2]. Wort als lexikalische
Einheit bzw. Element des Wortschatzes [Buß90].
3Synonymie (Bedeutungsgleichheit), Antonymie und Opposition (Bedeutungsgegensatz), Homonymie
(Ein Homonym ist ein Lexem, das für unterschiedliche Bedeutungen haben. - gleiches Wort, aber verschie-
dene Bedeutungen wie Bank (Sitzmöbel) und Bank (Geldinstitut) -
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Internet-Service-Provider Firma - Internet-Service-Provider ist ein Hypo-
nym zu Firma [Xea02].
Kapitel 5
TE domainspeziﬁschen Vokabulars aus
einer Webseite
5.1 WWW und HTML
Der Begriﬀ World Wide Web wird häuﬁg als Web, WWW oder W3 ab-
gekürzt. Das WWW besteht aus Webseiten (Dokumenten), die in Markup-
Sprachen (z.B. SGML, HTML und XML) geschrieben werden. HTML (Hy-
perText Marktup Language) ist eine Teilmenge von SGML (Standard Gene-
ralized Markup Language). HTML ist einfacher und deutlicher als SGML.
Es ist die international anerkannte Textbeschreibungssprache, mit der Texte
formatiert werden sollen. XML (Extensible Markup Language) ist auch eine
Teilmenge von 'SGML' und eine erweiterbare Auszeichnungssprache, in der
Tags und Dokumententypen selbst deﬁniert werden können. Diese Arbeit be-
handelt hauptsächlich Webseiten, die in HTML geschrieben sind.
Eine Webseite beinhaltet einen Inhalt (bzw. Text), HTML-Tags und Enti-
ties1. In HTML-Tags gibt es Anfangstags (z.B. <p>, <i>, <b>) und Endtags
(z.B. </i>, </b>, </table>). Endtags sind nicht immer obligatorisch son-
dern manchmal optional (z.B. <p>, <td>, <br>, <img>). Zwischen Groß-
und Kleinschreibung wird nicht unterschieden.
1Das sind Steuersequenzen für Sonderzeichen z.B. &ouml; (ö), &szlig; (ß), &lt; (<), &gt; (>).
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5.2 Meta-Keywords und Titelangaben
Ein HTML-Dokument wird zwischen <html>...</html> eingeschlossen und
besteht aus zwei Teilen: Kopf (head) und Körper (body). Im Kopf werden
Titel-Angaben und Meta-Angaben für Web-Server, Web-Browser und Such-
maschinen erstellt. Im Körper kann man den Inhalt des Dokuments mit Hilfe
von HTML-Tags darstellen.
Im allgemeinen sind die Titel-Angaben die wichtigste Stelle für Suchbegriﬀe.
Deshalb müssen domainspeziﬁsche Terme, die aus Titel-Angaben extrahiert
wurden, zur Termgewichtung besonders behandelt werden.
Beim Google Ranking-Algorithmus wird das Title-Tag bedeutend gewichtet,
weil relevante Terme direkt im 'Title' vorkommen sollten.
Im Kopf gibt es verschiedene Meta-Angaben. In dieser Arbeit werden nur
zwei Meta-Tags, nämlich Meta-Keyword-Tag und Meta-Description-Tag be-
handelt, weil sie eine relevante Quelle für domain-speziﬁsche Terme sein kön-
nen.
Meta-Keywords sind Schlüsselbegriﬀe in Meta-Tags. Sie können für höhere
Suchmaschinen-Platzierungen (bzw. Suchmaschinen-Optimierung2) eﬃzient
gebraucht werden und gleichzeitig auf eine andere Art mißbraucht werden.
Durch den 'Meta-Keyword-Tag' kann man Stichwörter (Keywords) für eine
Webseite erstellen. Durch den 'Meta-Description-Tag' kann man eine zusam-
mengefasste Beschreibung für eine Webseite in 2-3 Sätzen erstellen. Ein Bei-
spiel für den 'Head-Teil' aus einer E-Commerce-Seite (www.autoscout24.de
[Stand: 27.11.2006]) aus dem Bereich Autobranchen ist hier zu sehen:
<head>
<title>AutoScout24 Europas Automarkt f&uuml;r Gebrauchtwagen und Neuwagen</title>
...
<meta name = description content = AutoScout24 Ihr grosser Automarkt mit
ueber 1,4 Millionen aktuellen Angeboten die groesste Auswahl in Europa>
<meta name = KEYWORDS content = Automarkt, Autoboerse, Autohaendler,
Gebrauchtwagen, Alfa Romeo, anbieten, Anhaenger, Ankauf, Audi, Austin, Auto,
BMW, Cabrio, Caravan, Chevrolet, Chrysler, Citroen, Daimler, EU, EU-Neuwagen,
Fahrzeug, Ferrari, Fiat, Finanzierung, Ford, Frankfurt, Gebrauchtwagen, Gelaende-
wagen, Golf, Gutachten, Haendler, Hamburg, Harley, Honda, Jahreswagen, Kfz, Kia,
2Als Suchmaschinenoptimierung bezeichnet man die Anpassung einer Webseite, um bessere Positionen
in den Suchergebnissen einer Suchmaschine zu erreichen und somit mehr Besucher zu erhalten. (Quelle:
www.informationsarchiv.net/lexikon/850.suchmaschinenoptimierung.html [27.11.2006])
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Koeln, kostenlos, Lada, Leasing, Limousine, Lkw, Mazda, Mercedes, Mitsubishi, au-
toscout24, autoscout, autoscout24.de, Motorrad, Muenchen, Neuwagen, Neufahrzeug,
Nissan, Oldtimer, Opel, Peugeot, Pickup, Polo, Porsche, Pkw, Renault, Rover, suchen,
Verkauf, Volvo, VW, Wagen, Wohnwagen, Wohnmobil>
...
</head>
Gute Termkandidaten stammen aus Titel- und Meta-Angaben. Und sie
müssen bei der Gewinnung der domain-speziﬁschen Termen besonders beach-
tet werden.
5.3 Terme aus sechs verschiedenen Quellen
In dieser Arbeit werden domainspeziﬁsche Terme aus den folgenden sechs
verschiedenen Quellen innerhalb einer Webseite extrahiert:
• Terme aus der URL-Adresse
• Terme aus der Titelangabe
• Terme aus den Meta-Keywords
• Terme aus der Meta-Description
• Terme aus dem Ankertext
• Terme aus dem Body-Teil (bzw. Inhalt einer Webseite)
Terme aus dem Body-Teil
Der Inhalt eines Dokuments wird im Body-Teil in HTML dargestellt. Meta-
und Titel-Angaben sollten auch im Body-Teil vorkommen. Dadurch kann man
domainspeziﬁsche Terme erkennen und erwerben.
Terme aus dem Ankertext
Der Begriﬀ Ankertext (Link-Text, anchor text) bezeichnet den anklickbaren
Text mit einem Verweis (Hyperlinks) auf eine andere Webseite. Zwischen den
HTML-Tags <a> und </A> können Ankertexte geschrieben werden.
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<a href=http://.../default.asp>H&auml;ndlerbereich3</a>
<a href=...><img ...>Europas Automarkt für Gebrauchtwagen</a>
Ein Ankertext sollte meist phrasenweise wie oben für eine kurze Beschrei-
bung einer Webseite erstellt werden. Daraus können gute Terme erworben
werden. Es gibt typische unwichtige Ankertexte (z.B. home, next, zurück),
die beim Termerwerb (term acquisition) genau wie Stoppwörter eliminiert
werden müssen.
Terme aus der URL-Adresse
Eine URL-Adresse4 verweist auf eine Webseite. Die meisten bekannten URL-
Adressen für internationale Firmen können Firmennamen und Haupttätig-
keiten für die kommerzielle Bekanntmachung beinhalten. Daraus kann man
Firmennamen in Kombination mit den Titelangaben und gute Terme identi-
ﬁzieren und erwerben.
Eine URL wird von hinten nach vorne gelesen. Sie setzt sich zusammen aus
TLD (Top-Level-Domain), SLD (Second-Level-Domain), Subdomain und dem
Protokolltyp:
http:// www. bmw. de
Protokoll Subdomain SLD TLD
Die Subdomain ist nicht immer obligatorisch (z.B. http://antennewest.de).
Die SLD kann gute Kandidaten für Firmennamen oder domainspeziﬁsche Ter-
me beinhalten.
Vorstellbare Firmennamen innerhalb einer URL-Adresse können in drei Grup-
pen eingeteilt werden:
• Vollständige Firmennamen: Bei der Abstimmung mit Titel-Angaben
muß er caseinsensitiv behandelt werden.
• Variationen der Firmennamen: z.B. wegen Umlauten (ä, ö, ü), Bin-
destrich (-) und Sonderzeichen (&)
• Abkürzungen der Firmennamen: z.B. GM, IBM
3Händlerbereich (Entity: &auml; → ä)
4URL (Uniform Resource Locator)
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Die Tabelle 5.1 zeigt signiﬁkante Terme aus URL- und Titel-Angaben. Mit
verschiedenen Methoden können Firmennamen ebenfalls mit Hilfe von Fir-
mennamenslisten erkannt werden, die Firmennamen, Abkürzungen und Va-
riationen beinhalten sollten.
URL Terme aus URL Original-Titel-Angaben
http://www.bmw.de bmw BMW
http://www.autoscout24.de autoscout24 AutoScout24 Europas Automarkt
f&uuml;r5 Gebrauchtwagen und
Neuwagen
http://www.citroen.de citroen CITROËN AG
http://www.gm.com gm GM Cars - General Motors Corporate
Website - GM Customer Service
http://www.ibm.com/de/ ibm IBM Deutschland
Tabelle 5.1: Beispiele für signiﬁkante Terme aus URL und Title-Angaben
5.4 Aﬃxanwendung zur Erkennung der KGT
Zur Erkennung der KGT (Komplexe Generische Terme) wird in dieser Arbeit
die Aﬃx-Anwendung von EGT (Elementare Generische Terme) genannt und
gebraucht. Bei der Aﬃxanwendung gibt es Präﬁx-, Inﬁx- und Suﬃxanwen-
dung, ähnlich wie beim Derivationsprozess. Durch die Aﬃxanwendung mit
EGT können domainspeziﬁsche Terme identiﬁziert werden.
EGT müssen konkret (z.B. Auto, Wein, Banane) sein. Die Aﬃxanwendung
deﬁniert mit einem Beispiel-Term 'Auto' wie folgt:
Suﬃx- W = W1...Wn Wn ist ein EGT (z.B. Auto). Renault-Autos
Präﬁx- W = W1...Wn W1 ist ein EGT. Autositze
Inﬁx- W = W1...Wn W1+1...Wn−1 beinhaltet ein EGT. Gebrauchtautomarkt
Tabelle 5.2: Deﬁnitionen von Aﬃxanwendung
Zur Erkennung der domainspeziﬁschen Terme (DST) können diese in den
folgenden Punkten betrachtet und erkannt werden:
• selber EGT (z.B. Wagen, Auto)
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• DST durch Suﬃxanwendung (z.B. Luxuswagen, Polizeiauto)
• DST durch Präﬁxanwendung (z.B. Wagenmiete, Autokonzern)
• DST durch Inﬁxanwendung (z.B. Altautoentsorgung, Altautorecycling)
• DST durch die Erkennung mit Hilfe domainspeziﬁscher Listen (z.B. Fir-
mennamen: VW, Modellnamen: Golf)
Die Inﬁxanwendung erzeugt mehr Fehltreﬀer als die Suﬃx- und Präﬁxan-
wendung. Trotzdem kann sie eine nützliche Methode zur Erkennung von DST
sein.
Zusammengesetzte Einwortterme für die deutsche Sprache sind ein signiﬁ-
kanter Teil der DST, z.B. Mietwagen, Rent-A-Car. Solche domainspeziﬁschen
Einwortterme, z.B. 'Rent-A-Car', 'Car-Hiﬁ' aus den englischen Mehrwortter-
men rent a car und car hiﬁ werden im Deutschen meist mit Bindestrich
zusammengesetzt. Nach diesen Betrachtungen wird die sogenannte Aﬃxan-
wendung entworfen und zur Erkennung der DST eingesetzt. Für die englische
Sprache kann sie auch nützlich sein. Durch die erwähnte Aﬃxanwendung kann
'car' im englischen Mehrwortterm rent a car als ein domain-speziﬁscher Teil
erkannt werden.
Bei der Aﬃxanwendung werden zuerst die Suﬃxanwendung, zweitens die
Präﬁxanwendung und drittens die Inﬁxanwendung überprüft - nicht rekur-
siv innerhalb eines Einworttermes. Die folgende Tabelle zeigt das Ergebnis
(www.auto.de Stand: 22.08.2007) der Terminologie-Extraktion CGI-Programm
1 mit sechs verschiedenen Quellen, die im Kapitel 5.6.2. vorgestellt werden:
S: Suﬃx-Anwendung, P: Präﬁx-, I: Inﬁx-, Marke: Automarke
<Title, Metakeyword, Metadescription, Ankertext, Body, URL>
aus sechs verschiedenen Quellen in einer Webseite (z.B. <1,1,1,0,0,0>)
[3] Gebrauchtwagen <1,1,1,0,0,0> [wagen;S]
[2] Pkw/ PKW <0,1,0,1,0,0> [Pkw;Acronym/Persoanlkraftwagen]
[2] Deutschlands grosses Autoportal <1,0,1,0,0,0> [Auto;P ]
[2] Suzuki Splash <0,0,0,0,2,0> [Suzuki;Marke]
[2] Autoverkauf <0,2,0,0,0,0> [Auto;P ]
[2] Neuwagen <1,1,0,0,0,0> [wagen;S]
[1] kompakte Schräghecklimousine <0,0,0,0,1,0> [limousine;S]
[1] Gebrauchtwagenmarkt <0,0,1,0,0,0> [wagen; I]
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5.4.1 Suﬃx-, Präﬁx- und Inﬁxanwendung
Die Suﬃxanwendung ist der Kern der Aﬃxanwendung.
Durch die Suﬃxanwendung können die auf Produkte bezogenen Terme (z.B.
Renault-Autos, Ein-Liter-Auto) eﬃzient erkannt werden, weil EGT wie ein
Grundwort bei den Komposita behandelt werden können.
Damit können hierarchische Strukturen zwischen Termen - Oberbegriﬀe und
Unterbegriﬀe - identiﬁziert werden. Also ist 'Luxuswagen' beispielsweise ein
Hyponym (Unterbegriﬀ) von 'Wagen'. Co-Hyponyme von 'Wagen' sind z.B.
Luxuswagen, Gebrauchtwagen, Neuwagen, Mietwagen, usw.
Die Struktur von Aﬃxanwendung wird wie folgt dargestellt:
Abbildung 5.1: Struktur der Aﬃxanwendung
Die Präﬁxanwendung kann für die Erkennung der auf Dienstleistungen
bezogenen Terme unter der folgenden Voraussetzung signiﬁkant angewendet
werden. Solche Wörter, die aus einem EGT im Vorfeld- oder Mittelfeld und
aus einem abstrakten Nomen für Dienstleistungen im Nachfeld bestehen, kön-
nen als domainspeziﬁsch für die auf Dienstleistungen bezogenen Terme stark
berücksichtigt werden (z.B. Autovermietung, Autotuning, Autoteileverkauf,
Auto-Truck-Service). 'X' bedeutet hier ein abstraktes Nomen für Dienstlei-
stungen (z.B. Vermietung, Service, Tuning, Verkauf):
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Präﬁx- W = W1...Wn W1...Wn−1 beinhaltet ein EGT. Wn ist ein X. z.B. Autotuning
Tabelle 5.3: Präﬁxanwendung für die auf Dienstleistungen bezogenen Terme
Einwortterme mit Inﬁxgebrauch von Auto
4149 Klimaautomatik/ KLIMAAUTOMATIK/ klimaautomatik/ [auto;I]
345 altautoannahme/ Altautoannahme/ ALTAUTOANNAHME [auto;I]
278 Altautoverwertung/ altautoverwertung/ ALTAUTOVERWERTUNG [auto;I]
252 Altautorecycling/ altautorecycling/ alt-auto-recycling [auto;I]
241 Altautoentsorgung/ altautoentsorgung/ Altauto-Entsorgung/ [auto;I]
169 Unfallautoverkauf/ UNFALLAUTOVERKAUF [auto;I]
140 Geldautomaten/ geldautomaten [auto;I]
128 Altautoverordnung/ altautoverordnung [auto;I]
125 Gebrauchtautomarkt/ gebrauchtautomarkt/ Gebraucht-Automarkt [auto;I]
113 Gebrauchtautoboerse/ GebrauchtautobÖRse/ GEBRAUCHTAUTOBOERSE [auto;I]
Die Annotation [auto;I] bedeutet, dass der EGT Auto als Inﬁx ver-
wendet wird. Die obigen Top10-Einwortterme mit Inﬁxgebrauch von Auto
aus dem im Experiment erstellten Korpus im Automobilbereich werden als
domainspeziﬁsch erkannt. Der Inﬁxgebrauch bringt mehr Fehltreﬀer als der
Suﬃx- und Präﬁxgebrauch (z.B. Geldautomaten). Aber solche Fehltreﬀer kön-
nen leicht korrigiert und verbessert werden. Mit dem Inﬁxgebrauch können die
domainspeziﬁschen Einwortterme (z.B. Altautoannahme, Unfallautoverkauf)
erkannt werden. Der Inﬁxgebrauch wird im Experiment versuchsweise verwen-
det.
5.4.2 Aﬃxanwendung für Mehrwortterme
Die Aﬃxanwendung wird jetzt nur für Einwortterme betrachtet. Für Mehr-
wortterme ist sie prinzipiell gleich.
Zusammengesetzte Wörter mit Bindestrich werden als Einwortterme nach der
Deﬁnition der Einwortterme in Kapitel 4.1. behandelt, weil sie kein Leer-
zeichen beinhalten. Im Deutschen gibt es eine starke Tendenz zu Kompo-
sitabildungen mit Hilfe von 'Bindestrich' für die Fachtermini. Obwohl die
Fragestellung der zusammmengeschriebenen Wörter mit Bindestrich umstrit-
ten ist, werden in dieser Arbeit z.B. 'MERCEDES-BENZ' und MERCEDES
BENZ als Einwort und Zweiwort unterschiedlich gezählt. Einwort-Termini
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und Zweiwort-Termini spielen eine große Rolle für die deutsche Terminologie.
Die meisten terminologischen Mehrwortterme sind Nominalphrasen:
Autositz (Nomen)
billige Autoversicherungen (Adjektiv + Nomen)
Baby Autositz (Nomen + Nomen)
ADAC Autositze (Abkürzung + Nomen)
Autositz für Kinder (Nomen + Präposition + Nomen)
Antennen für Autotelefone (Nomen + Präposition + Nomen)
Auto-Klimaanlagen und Heizungssysteme (Nomen + Konjunktion + Nomen)
Die Aﬃxanwendung wird für jedes Wort in einem Mehrwortterm durch-
geführt. Der Mehrwortterm wird nach domain-speziﬁschen Teilen abgesucht.
Der domain-speziﬁsche Teil von Autositz für Kinder kann im Automobilbe-
reich Auto sein. Im Bereich Möbel kann Sitz als ein domain-speziﬁscher
Teil betrachtet werden.
Wenn das Wort Autositz als EGT betrachtet wird, kann es durch Maximum-
Matching als domain-speziﬁscher EGT erkannt werden.
Solche Wörter (z.B. Autositz, Autohaus), sollten als EGT behandelt und nicht
weiter zerlegt werden, obwohl sie zum Komplex Auto gehören.
5.4.3 Aﬃxanwendung mit Maximum-Matching
Die Aﬃxanwendung mit Maximum-Matching bedeutet, daß längere EGT zur
Erkennung der KGT bei der Aﬃxanwendung zuerst benutzt werden.
Angenommen, beide Wörter Autositz und Auto sind EGT im Automobil-
bereich. Das Wort Autositz ist länger als das Wort Auto. Deshalb wird das
Wort Autositz als EGT im Ausdruck Autositz für Kinder identiﬁziert und
nicht rekursiv weiterbearbeitet. Es wird durch syntaktische Analyse als Kopf
der Mehrwortgruppe Nomen_Präposition_Nomen identiﬁziert.
Die Aﬃxanwendung mit Maximum-Matching kann auf der folgenden Ebene
sehr eﬃzient verwendet werden:
• Bei der Kompositazerlegung der domainspeziﬁschen Terme
(z.B. Autositz, Babyautositz, Handschuhe)
• Bei der Erkennung des Kopfteils von domainspezifschen Termen
(z.B. Lederhandschuhe, Gebrauchtwagen)
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5.5 Abkürzungen und Firmennamen
Es gibt domainspeziﬁsche Listen, z.B. für Abkürzungen und Firmennamen
(bzw. Marken), zur Erkennung der domainspeziﬁschen Terme in allen Berei-
chen. Sie werden nicht durch die Aﬃxanwendung, sondern durch die 'Lookup-
Methode' erkannt, um Fehltreﬀer wegen Mehrdeutigkeiten zu vermeiden. Die
'Lookup-Methode' ist einfach: Wenn ein Term in einer Liste für Abkürzungen
oder Firmennamen enthalten ist, ist er als bereichsspeziﬁsch erkannt.
Verbreitete domainspeziﬁsche Abkürzungen (z.B. ADAC, Pkw, Lkw, PS, Kfz),
die bei Kompositabildungen (z.B. Lkw-Kombi, Kfz-Technik) wie EGT benutzt
werden, müssen für diese Aﬃxanwendung zur Erkennung der KGT verwen-
det werden. Sie gehören zu EGT in dieser Arbeit und können semantisch
unterschiedlich kodiert werden.
Wenn ein Term Kfz-Technik ein DST ist, muß die Abkürzung Kfz als EGT
nach der Grundannahme der domainspeziﬁschen Terme behandelt werden,
weil das Wort Technik kein EGT ist. Solche Wörter (z.B. Technik, Test,
Service, Dienst) sind domainneutral.
Firmennamen bzw. Marken (BMW, VW, Audi) sind abstrakt und domain-
speziﬁsch. Sie sollten ähnlich wie EGT behandelt werden.
BMW Deutschland abgekürzte Marke von Bayerische Motoren Werke AG
VW Golf abgekürzte Marke von Volkswagen AG
Fiat in Bayern abgekürzte Marke von Fabbrica Italiana Automobili Torino, was
übersetzt bedeutet Italienische Automobilfabrik
Mercedes-Benz Pkws Marke und die Pluralform von 'Pkw'
Kfz Technik Abkürzung von 'Kraftfahrzeug'
ADAC-Test Die Abkürzung ADAC muss als EGT behandelt werden.
5.6 Zwei CGI-Programme im Automobilbereich
Die typischen Aufgaben der Terminologieextraktion sind Termerwerb (term
acquisition) und Termerweiterung (term enrichment). Die von mir geschrie-
benen CGI6-Programme in Perl werden dafür verwendet, domain-speziﬁsche
Terme zu erwerben und zu erweitern. Damit können Webseiten (bzw. Doku-
mente) in ihrem jeweiligen Bereich klassiﬁziert werden.
Die zwei CGI-Programme werden bisher in verschiedenen Bereichen, nämlich
6CGI / Common Gateway Interface
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Autobranchen, Kosmetik, Schmuck, Wein, Möbel, Gastronomie (Restaurant),
Kleidung, Büroartikel und Haushaltsgeräte experimentell eingesetzt. Daraus
werden gute Ergebnisse für die Verbesserung gesammelt.
Wichtige Punkte für die Extraktion der DST werden am Beispiel des Auto-
mobilbereiches beschrieben.
5.6.1 EGT aus den semantischen Klassen im CISLEX
Die Qualität der EGT ist entscheidend für die Aﬃxanwendung in allen Berei-
chen. Wie schon erwähnt sind die Eigenschaften von EGT domain-speziﬁsch
und fast Einwortterme. Natürlich gibt es verschiedene Quellen für die EGT-
Suche, z.B. Webseiten und Fachtexte im Automobilbereich.
Das CISLEX-Wörterbuchsystem wird für ein vollständiges, theorieneutra-
les elektronisches Wörterbuch des Deutschen von unserem Institut CIS (Cen-
trum für Informations- und Sprachverarbeitung) erstellt. Im CISLEX wurden
41.528 Lexeme für einfache Nomina von Stefan Langer semantisch manuell ko-
diert [Lan96]. Die Lexeme werden als Grundform eingetragen. Insgesamt sind
sie in 429 semantischen Klassen hierarchisch gegliedert.
Die Klasse FAHRZEUGE (Unterklasse von ARTEFAKTE) umfaßt ca. 300
Lexeme [Lan96, S. 137].
Das Merkmal 'FZA' wird für Autos, PKWs und LKWs bei der semantischen
Kodierung im CISLEX gebraucht. Durch dieses Merkmal werden 80 Lexeme
identiﬁziert. Einige Wörter (z.B. Ambulanz, Deichsel, Vierspänner, Überwöl-
bung) sind nicht ganz deutlich, aber sie können auf 'Autobranche' im über-
tragenen Sinn bezogen werden. Das Wort 'Ambulanz' kann auf Krankentrans-
portwagen oder Rettungswagen referenziert werden. Für 'DST-Finder' werden
die folgenden 80 Lexeme als EGT im Automobilbereich ausgewählt und für
die Demoversion verwendet:
Auto, Wagen, Bus, Taxi, Automobil, Mini, Mobil, Diesel, Limousine, Käfer, Ente, Kom-
bi, Konvoi, Laster, Cabrio, Car, Wrack, Wrack, Jeep, Wohnmobil, Oldtimer, Jaguar, Ca-
briolet, Gespann, Karre, Kutsche, Karren, Ambulanz, Landauer, Truck, Trabant, Armatur,
Spider, Karosse, Bolide, Bolid, Brummi, Pneu, Minna, Fuhre, Droschke, Cab, Landrover,
Hardtop, Bulk, Deichsel, Borgia, Einsitzer, Anlasser, Zweitakter, Kabriolett, Sanka, Kabrio,
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Viertakter, Vierspänner, Einspänner, Zweispänner, Sechsspänner, Überwölbung, Dreiachser,
Kalesche, Camion, Kupee, Skooter, Achtachser, Achttonner, Autocar, Barutsche, Britschka,
Coupé, Dreispänner, Fünfachser, Fourgon, Halbspänner, Sankra, Töﬀtöﬀ, Triga, Vollspänner,
Zweiachser
5.6.2 CGI-Programm 1 mit sechs verschiedenen Quellen
Domainspeziﬁsche Terme (DST) aus den schon erwähnten sechs verschiede-
nen Quellen in einer Webseite werden mit der schon vorhandenen Datenbank
verglichen, die 2.988.819 Einträge (Metakeywords) beinhaltet. Neu gefundene
Terme für die Erweiterung der DST werden in der jeweiligen neuerstellten
DBM-Datenbank in Perl gespeichert.
Die aus sechs verschiedenen Quellen erkannten DST werden mit dem 6-dimensionalen
Vektor wie folgt angezeigt:
[Frequenz] Term <Title, Metakeyword, Metadescription, Ancker-
text, Body, URL> [Semantische Annotation]
(z.B. [5] Gebrauchtwagen <1,1,1,1,1,0> [wagen;S])
Der Input des Programms 7 ist eine URL-Adresse. Der Output des Pro-
gramms sind die erkannten DST mit verschiedenen Quellen und semantischen
Annotationen. Durch das Programm wurden 156 DST aus 245 Wörtern in der
Webseite - www.autoscout24.de - erkannt. Ein Term aus der URL-Adresse ist
'autoscout'. Die Top20-DST, die nach den Worthäuﬁgkeiten sortiert wurden,
werden im folgenden Beispiel gezeigt:
7CGI-Programm 1:
http://knecht.cis.uni-muenchen.de/cgi-bin/kimda/k04/mkw/termExtraction2WB_domain2_unitex_New2.pl
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S: Suﬃx-Anwendung, P: Präﬁx-Anwendung, I: Inﬁx-Anwendung, '= A': EGT
[5] Gebrauchtwagen <1,1,1,1,1,0> [wagen;S]
[4] Opel <0,0,0,0,4,0> [Opel;Marke]
[4] Automarkt <1,1,1,0,1,0> [Auto;P ]
[4] AutoScout/ autoscout <1,0,0,0,2,1> [Auto;P ]
[3] Autoverkauf <0,1,1,0,1,0> [Auto;P ]
[3] Autokauf Autoverkauf <0,1,1,0,1,0> [Auto;P ][Auto;P ]
[3] Autokauf <0,1,1,0,1,0> [Auto;P ]
[3] BMW <0,0,0,0,3,0> [BMW ;Marke]
[3] Neuwagen <1,0,1,1,0,0> [wagen;S]
[3] Europas großer Automarkt <0,0,1,0,2,0> [Auto;P ]
[2] Kia <0,0,0,0,2,0> [Kia;Marke]
[2] Toyota <0,0,0,0,2,0> [Toyota;Marke]
[2] großer Automarkt <0,0,1,0,1,0> [Auto;P]
[2] Gebrauchtwagen und Neuwagen <1,0,1,0,0,0> [wagen;S][wagen;S]
[2] Automarkt für Gebrauchtwagen <1,0,1,0,0,0> [Auto;P ][wagen;S]
[2] Nissan <0,0,0,0,2,0> [Nissan;Marke]
[2] Auto <0,1,1,0,0,0> [Auto; = A]
[2] Peugeot <0,0,0,0,2,0> [Peugeot;Marke]
[2] Peugeot 308 RC Z <0,0,0,0,2,0> [Peugeot;Marke][Z;Marke]
[2] Skoda <0,0,0,0,2,0> [Skoda;Marke]
Tabelle 5.4: Top20-DST aus www.autoscout24.de (Stand:10.08.2007)
Algorithmus von CGI-Programm 1
Der folgende Algorithmus von CGI-Programm 1 zeigt die wichtigen sechs
Schritte von i nach vii zur automatischen TE domainspeziﬁschen Vokabulars
aus einer Webseite und die Nutzung der vier verwendeten Listen für Stopp-
wörter, Firmennamen, Abkürzungen, EGT:
i. Eingabe einer oder mehrerer URL-Adressen
ii. Terme aus den fünf verschiedenen Quellen (außer Body-Teil) werden zu-
erst extrahiert.
iii. Nach der Entfernung von HTML-Tags und Skripten (z.B. JavaScript,
Stylesheets) werden Terme aus dem Body-Teil extrahiert
iv. Stoppwörter werden durch die Stoppwortliste, die 1220 Stoppwörter für
Deutsch und Englisch beinhaltet, eliminiert.
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v. Firmennamen werden durch die Firmennamensliste, die 654 international
bekannte Automarken beinhaltet, geprüft und annotiert.
vi. Abkürzungen werden durch die Abkürzungsliste, die 1692 domainspezi-
ﬁsche Abkürzungen beinhaltet, geprüft und annotiert.
vii. Termkandidaten werden durch die Aﬃxanwendung von den aus CISLEX
ausgewählten 80 Lexemen überprüft und annotiert.
viii. Für erkannte domainspeziﬁsche Terme wird der 6-dimensionale Vektor
erstellt und nach Frequenz sortiert.
N-Gramme mit Wortfolgen für Mehrwortterme
In der Tabelle 5.4 stehen erkannte DST für Mehrwortterme (z.B. Europas
großer Automarkt). Für die Erkennung der Mehrwortterme im CGI-Programm
1 werden Satzzeichen und HTML-Tags als Begrenzer für Klumpen (Chunk,
bzw. Nominalchunk) der Mehrwortgruppen benutzt.
Nicht als Zeichenfolge, sondern als Wortfolgen kann dieses N-Gramm in dieser
Arbeit berücksichtigt und eingesetzt werden, um Mehrwortterme bzw. Nomi-
nalphrasen zu ﬁnden. Natürlich gibt es zahlreiche falsche Treﬀer dabei. Man
kann solche falschen Treﬀer mit den folgenden strengen Betrachtungen erken-
nen und beseitigen:
a. Falsche Treﬀer, die mit Stoppwörtern oder Verben beginnen.
b. Falsche Treﬀer, die mit Stoppwörtern oder Verben enden.
c. Gute Treﬀer, die mit Nomen enden. (z.B. Ausnutzung der Groß- und
Kleinschreibung für Deutsch)
Die Bi-, Tri- und Tetragramme innerhalb von Klumpen der Mehrwortgrup-
pen werden für Mehrworttermextraktion in dieser Arbeit berücksichtigt. Nach
den oben erwähnten Betrachtungen können folgende N-Gramme aus dem Bei-
spielsatz
Auf Europas großem Automarkt ﬁndet jeder das passende Auto. extrahiert
werden:
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a. großem Automarkt (Bigramm)
b. passende Auto (Bigramm)
c. Europas großem Automarkt (Trigramm)
Damit kann man zumindest wichtige Kandidaten für Mehrwortterme ex-
trahieren, indem zahlreiche falsche N-Gramme eliminiert werden.
5.6.3 CGI-Programm 2 mit Unitex für Einwort- und Mehrwort-
terme
Das Ergebnis für automatisch erkannte Einwortterme aus CGI-Programm 1
und CGI-Programm 2 kann wegen des gleichen Konzepts nicht unterschied-
lich sein. Aber das Ergebnis für erkannte Mehrwortterme ist sehr unterschied-
lich. Die statistischen Erkennungsmethoden und POS-Muster für Mehrwort-
terme bzw. Kollokationen erzeugen viel unnötige Termkandidaten und Fehl-
treﬀer. Bei den POS-Mustern geht es um die Qualität von POS-Taggern. Die
Mehrdeutigkeiten von POS-Mustern (z.B. N/Nomen, A/Adjektiv) sind pro-
blematisch. Lokale Grammatiken mit Unitex für die Erkennung der domain-
speziﬁschen Einwort- und Mehrwortterme erzeugen wesentlich weniger unnö-
tige Termkandidaten und Fehltreﬀer.
Die Zielsetzungen von CGI-Programm 2 mit Unitex ist, dass alle
domain-speziﬁschen Einwort- und Mehrwortterme nach der Grundannahme
von DST (Kapitel 4.3) in einem Text bzw. Korpus durch das Bootstrapping-
Verfahren mit EGT fast ohne Fehltreﬀer erkannt werden können:
I. Domainspeziﬁsche Einwortterme können durch die Aﬃxanwendung
mit EGT und Überprüfung der domainspeziﬁschen Listen erkannt wer-
den.
II. Domainspeziﬁsche Mehrwortterme können durch die domain-speziﬁschen
Graphen mit EGT erkannt werden.
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Lokale Grammatiken mit Unitex
Local grammars are ﬁnite-state grammars or ﬁnite-state automa-
ta8 that represent sets of utterances of a natural languge. [Gro99,
S. 229]
Lokale Grammatiken (Gross, 1997) werden durch endliche Automaten bzw.
Transduktoren beschrieben. Sie werden nicht nur für die lexikalische Disam-
biguierung eingesetzt, sondern auch für die Erkennung von Mehrwortlexemen
und Komposita genutzt[Bla97, S. 92].
Beispielsweise ist das Wort 'Golf' ambig, wenn man es ohne seinen Kontext
betrachtet. Es ist unklar, ob es sich um Golfspiel, Automodell, Nachname usw.
handelt. Deswegen sollte ein entsprechender Kontext für diese Disambiguie-
rung im Text verwendet werden. Solche verschiedenen Umgebungen zu dem
Wort 'Golf' können durch endliche Automaten erstellt werden:
Kontext mit 'Golf' Bedeutung
Golf für Einsteiger Golfspiel
Golf-Legende Arnold Palmer Golfspiel
der neue Golf Plus bei VW Automodell
VW Golf Automodell
BMW Golf Cup Golfspiel
Dr. S. Golf Nachname
Diese oben erwähnten Umgebungen können durch lokale Grammatiken un-
terschiedlich typisiert werden.
Lokale Grammatiken können nicht nur für diese Disambiguierung, sondern
auch für die Mehrworterkennung eﬃzient eingesetzt werden.
Unitex
Unitex is a corpus processing system, based on automata-oriented
technology. The concept of this software was born at LADL (La-
boratoire d'Automatique Documentaire et Linguistique), under the
direction of its director, Maurice Gross. (aus UNITEX Homepage9)
8Equivalent to regular or rational expressions, or Kleene languages.
9www-igm.univ-mlv.fr/~unitex [27.11.2006]
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Unitex ist ein Korpusverarbeitungssystem und eine Sammlung von Pro-
grammen für die Behandlung eines natürlichsprachigen Korpustextes auf der
linguistischen Ebene. Lokale Grammatiken werden mit Hilfe von Graphen vi-
sualisiert. Diese Graphen für lokale Grammatiken können durch das System
'Unitex' (oder INTEX10) erstellt werden.
Jeder Graph hat einen Anfangszustand, einen Endzustand, Zustandsübergän-
ge und Aktionen (bzw. Ausgaben) wie bei endlichen Automaten. Diese Gra-
phen werden von links nach rechts interpretiert, um bestimmte Sequenzen von
Wörtern im Korpustext zu erkennen.
Unitex arbeitet mit Unicode, nämlich UTF-16 Little Endian.
Bootstrapping-Verfahren
Im Jahr 1999 erklärte M. Gross in seinem Artikel A Bootstrap Method for
Constructing Local Grammars:
A method for constructing local grammars around a keyword or
equivalently around a semantic unit is presented. [Gro99, S. 229]
Im Artikel wurde der Schlüsselbegriﬀ 'health' als ein Beispiel gebraucht.
Empirische Kandidaten für Nominalphrasen aus einem Korpus, die auf einen
Schlüsselbegriﬀ 'health' bezogen sind, wurden für die Erstellung der lokalen
Grammatiken schematisiert, um alle gesuchten Phrasen zu erkennen. Z.B.
Hum (an individual human - z.B. a health minister), HumColl (a collective
human body - z.B. a ministry fo health)[Gro99, S. 237].
Für unterschiedliche Bedeutungen der Schlüsselbegriﬀe 'health' wurden die
folgenden acht Graphen im Artikel veröﬀentlicht:
HealthHum (humans and collective humans) HealthFood
HealthPol (political activities involving health) HealthOther
HealthMed (medicine and related activities) HealthAndN
HealthEco (economic aspects of health)
HealthPlace (places, texts, people)
10 INTEX (1994) is a linguistic development environment that includes large-coverage dictionaries and
grammars, and parses texts of several million words in real time. (aus INTEX Homepage: http://intex.univ-
fcomte.fr [27.11.2006])
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Der Graph in der Abbildung 5.2 zeigt beispielsweise, dass das Wort 'he-
alth' als Schlüsselbegriﬀ gebraucht werden kann und Nominalphrasen, die den
Schlüsselbegriﬀ 'health' beinhalten, durch das Muster health and <N> iden-
tiﬁziert werden können. Die Notation '<N>' bedeutet eine grammatikalische
Kategorie des Nomens.
Abbildung 5.2: HealthAndN.grf aus Gross, 1999 [Gro99, S. 249]
Bootstrapping-Verfahren mit Automarken
Wie erwähnt sind Automarken domainspeziﬁsch in der Automobilbranche.
Sie spielen eine bedeutende Rolle in Fachtexten des Automobilbereichs. Im
Folgenden werden die Nominalphrasen, die Automarken beinhalten, benutzt,
um domainspeziﬁsche Mehrwortterme zu extrahieren. Dabei gehen wir von
folgender Annahme aus:
Eine Phrase mit Automarken ist domainspeziﬁsch, weil Auto-
marken domainspeziﬁsch sind.
Um Qualität und Eﬃzienz der Phrasen-Extraktion zu verbessern, können
alle möglichen Kandidaten aus einem Korpus zuerst extrahiert und dann die
Strukturen und Umgebungen der Phrasen schrittweise ermittelt werden. Auf-
grund aller dieser möglichen Strukturen können dann weitere Kandidaten
identiﬁziert werden. Diese Methode ist das schon genannte Bootstrapping-
Verfahren.
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Erstellung eines eigenen Lexikons für Automarken und Automo-
delle
Für das Bootstrapping-Verfahren wird eine semantische Einheit für Automar-
ken in diesem Experiment berücksichtigt und verwendet.
Die 628 internationalen Automarken, die aus dem Web extrahiert und manu-
ell nachgeﬁltert wurden, werden zuerst in einer Datei wie folgt deﬁniert, um










Mehrwortlexeme (z.B. Mercedes Benz, ALFA ROMEO) können im Lexi-
kon direkt eingetragen werden. Das Metazeichen '=' bedeutet entweder einen
Bindestrich oder ein Leerzeichen. Die Varianten für Automarke (z.B. VW,
Volkswagen) werden wie ﬂektierte Formen im Lexikon behandelt. Vor dem
Komma stehen ﬂektierte Formen (bzw. Varianten). Nach dem Komma stehen
Lemmaformen (Grundformen). Wenn ﬂektierte Form und Lemmaform gleich
sind, kann die Lemmaform weggelassen werden (z.B. BMW,.AM). Nach dem
Punkt steht eine semantische Einheit, in diesem Beispiel die Annotation AM
für Automarken. Diese semantische Einheit wird bei der Erstellung von Gra-
phen für diese erwähnte Nominalphrasen-Extraktion obligatorisch gebraucht.
Durch den folgenden Graph können alle Treﬀer für AM (Automarke) aus
dem Korpus extrahiert werden, um Umgebungen für AM zu beobachten:
Abbildung 5.3: eine semantische Einheit <AM> für Automarke (AM.grf)
64 5. TE domainspeziﬁschen Vokabulars aus einer Webseite
Innerhalb der spitzen Klammern (z.B. <N>, <DET>, <ADJ>) kann man
syntaktisch kategorisierte Einheiten eines Lexikons in Unitex verwenden. Weil
falsche Annotationen und Mehrdeutigkeiten nicht ausgeschlossen werden kön-
nen, müssen sie bei der Graphen-Erstellung sehr vorsichtig verwendet werden.
Phrase für Automarken und Automodelle (bzw. konkrete Pro-
duktnamen)
In den meisten Fällen werden Automarken und Automodelle zur Verdeutli-
chung nacheinander im Text geschrieben (z.B. VW Golf). Mit der folgenden
Struktur können Phrasen für Automarken und Automodelle erkannt werden:
<Automarke> + <Automodell> + <Zusatzinformationen für Automodell>
VW Golf Plus TDI
VW<Automarke> Golf<Automodell> Plus TDI <Zusatzinformationen für Automodell>
Tabelle 5.5: Struktur für Automarken und Automodelle
Zusatzinformationen für Automodell ist in dieser Struktur optional. Au-
tomarken und Automodelle sind obligatorisch. Diese Phrasen sind stark domain-
speziﬁsch. Im Experiment wurden die Phrasen, die mit einer Automarke be-
ginnen und mit einem Automodell kombiniert sind, wie folgt extrahiert:
• Alfa 159, Audi A2, BMW 3er, Alpina B6 Cabrio, BMW 325Ci Cabrio,
Fiat 124 Sport Coupé
• Mercedes A-Klasse, Mercedes R-Klasse, Mercedes S-Klasse
• Porsche Carrera 4, Mitsubishi Lancer Evolution VIII, VW Golf Plus
TDI
• Ford C-MAX Ambiente, Ford Focus Sport TDCi, Ford Galaxy Trend
• VW Transporter T3, VW T4/T5
• BMW X5 4.8i, OPEL ASTRA 1.7 DTL, VW Golf 2.0 TDI
• Seat Leon, VW Fox, VW Polo
Für die Erkennung der letzten Fälle werden die 339 internationalen Auto-
modelle, die im Internet sehr oft vorgekommen sind, für die Erstellung eines
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Graph für Automarken und Automodelle
Durch den Graph in der Abbildung 5.4 (am Ende dieses Kapitels) wurden die
637 signiﬁkanten Nominalphrasen, die die oben erwähnten Phrasen beinhal-
ten, für Automarken und Automodelle aus dem kleinen Test-Korpus erkannt.
Die semantische Einheit '<AMO>' steht für Automodelle.
Graph mit Konjunktion und Präposition
Der bereits oben erwähnte Graph AMAMO.grf in der Abbildung 5.4 wird
in dem Graphen mit Konjunktion und Präposition in der Abbildung 5.5 (am
Ende dieses Kapitels) als Sub-Graph eﬃzient verwendet. Die syntaktische Ein-
heit <DET> steht für Determinator (engl. determiner). Sie wird optional im
Graphen angewendet. AMAMO im Graphen verweist auf den Sub-Graphen
AMAMO.grf.
Dadurch wurden die erkannten folgenden 15 Treﬀer aus dem Test-Korpus
fehlerfrei gefunden:
lus TDI DSG: Praxistest|Vergleichstest: Alfa 147 vs. Seat Leon|Opel Astra GTC Turbo: Test|Mitsu
nder: Fahrbericht|Nissan 350Z: Kurztest|Alpina B3 S gegen BMW M3 |Smart Roadster Coupé: Fahrberi
: Cabrio gegen Motorrad|Vergleichstest: BMW 325i vs. Audi A4 TFSI |Vergleichstest: BMW 630i vs.
e-Modell.{S} Auf den Plätzen folgen der BMW 3er und der Audi A4 .{S} Der Vorjahressieger Mazda 6
W 325i vs. Audi A4 TFSI|Vergleichstest: BMW 630i vs. Mercedes CLS 350 |Geländetest: Nissan Pathf
bisher klar die Domäne der Konkurrenten BMW 7er und Audi A8 .{S} Die neue S-Klasse hat mehr als
xus RX 400h: Praxistest|Vergleichstest: BMW X3 vs. Alfa Crosswagon Q4 |BMW 525d touring: Test|Um
ahressieger, die Mercedes A-Klasse, der Ford Focus und der Toyota Corolla ﬁelen dagegen ins Mi
nkt Arjeplog|Suzuki Grand Vitara : Test|Mitsubishi Grandis vs. Mazda 5 MZR: Vergleichstest|Pors
den wichtigsten Volumenmodellen wie dem Opel Astra und Ford Focus ist der Russﬁlter schon seit
A3 Sportback 2.0 TDI, dem BMW 120d, dem Opel Astra 1.9 CDTI und dem VW Golf 2.0 TDI messen
a Octavia vs. VW Passat|Vergleichstest: Opel Zaﬁra vs. Ford Focus C-Max|Audi A4 Avant: Test|Me
nde im Crashtest: Topergebnisse für den Peugeot 207 und den Alfa Romeo 159 . Der Chevrolet Aveo
t|Smart Roadster Brabus: Abschiedsfahrt|Smart fortwo vs. Toyota Aygo: Vergleichstest|Alfa 159:
t (Mercedes GST), erste Serienautos wie Toyota Prius und Honda Civic IMA werden bereits verkauf
Die Markierung {S} in Unitex bedeutet Phrase Separator Symbol.
Die Abkürzung vs. steht für versus als Präposition (lateinisch für gegen). In
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Unitex wurde diese Abkürzung als Satzendzeichen, nämlich Punkt(.), wie folgt
fälschlich markiert:
Opel Zaﬁra vs.{S} Ford Focus C-Max
In Unitex kann man solche falschen Markierungen verbessern, z.B. in dem Gra-
phen 'abbreviation.grf' unter dem Unterverzeichnis Graphs/Preprocessing/Sentence.
Master-Graph für Automarken und Automodelle
Die beiden schon erstellten Graphen AMAMO.grf und AMAMOKonj.grf
werden im sogenannten Master-Graphen (Abbildung 5.6 - am Ende dieses
Kapitels) für Automarken und Automodelle zusammengeführt. Dadurch wur-
den die insgesamt 653 qualiﬁzierten Nominalphrasen aus dem Test-Korpus für
die Gewinnung der Mehrwortterme in guter Qualität erkannt.
Bootstrapping-Verfahren mit EGT
In Kapitel 5.6.1. (EGT aus den semantischen Klassen im CISLEX) wurden
die 80 Lexeme als EGT aus CISLEX im Automobilbereich ausgewählt. Die in
Kapitel 5.4. erklärte Aﬃxanwendung mit EGT wurde für die Erkennung der
domain-speziﬁschen Einwortterme eﬃzient genutzt.
Diese Aﬃxanwendung mit EGT wird für lokale Grammatiken verwendet, um
domainspeziﬁsche Mehrwortterme zu erkennen.
Tokenisierung in Unitex
Die Tokenisierung bedeutet, dass ein Prozeß einen Text in Wörter und son-
stige Texteinheiten aufspaltet. Tokens sind Grundeinheiten, die nicht zerteilt
werden können. Die Extraktion der wort-ähnlichen Einheiten (word-like units)
aus einem Text nennt man Tokenisierung [GT94].
Eine bekannte Schwierigkeit der Tokenisierung ist die Satzenderkennung, weil
das Satzende oft nicht einheitlich ist:
• Abkürzungen (z.B., vs., Aug., U.S.A., Ltd., Inc.)
• Datum und Zeitangaben (07.12.2006, Do, 07.Dez.2006, 9.20 Uhr bis 13.25
Uhr)
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• URLs und E-Mail-Adressen (http://www.autoscout24.de, info@tz-online.de)
• Zahlenangaben (1.200.200, 5.1.5.1.1.1 Kollokationen, 77.99e, 1.000 - 10.000
e, 99.50 Euro, 1 EUR = 0.7028 LVL, 12.30% = 0.123)
Ein Token kann z.B. mit Bindestrich zusammengesetzte Wörter unter-
schiedlich deﬁnieren. Nach der Deﬁnition der Einwortterme in Kapitel 4.1.
wurden zusammengesetzte Wörter mit Bindestrich als ein Token bzw. ein
Wort in dieser Arbeit erkannt.
In Unitex werden die folgenden Tokens gezählt:
Einheit Anzahl der Tokens
Mineralöl-Diesel 3 (Mineralöl, -, Diesel)
VW-Käfer-Seife 5 (VW, -, Käfer, -, Seife)
AutoScout24 2 (AutoScout, 24)
Für die Identiﬁzierung des Ausdrucks 'AutoScout24' werden die zwei ver-
schiedenen Typen von Token, nämlich Wort (z.B. AutoScout) und Nummer
(z.B. 24) in Unitex verwendet. Auf diese Zerlegung der Tokens in Unitex sollte
bei der Graphenerstellung für die genannte Aﬃxanwendung mit EGT geach-
tet werden.
Graphen für die Aﬃxanwendung mit EGT in Unitex
Die Grundidee der Aﬃxanwendung mit EGT ändert sich nicht. Beispielsweise
wird der Graph für Präﬁx-Anwendung in der Abbildung 5.7 (am Ende dieses
Kapitels) erstellt ('EDST' ist gleich 'EGT'). Die Struktur zwischen Präﬁx-,
Suﬃx- und Inﬁx-Anwendung ist gleich.
Die folgenden unterschiedlichen regulären Ausdrücke für die 80 ausgewähl-
ten EDST wurden bei Morphological ﬁlters in Unitex wie folgt verwendet:
Reguläre Ausdrücke Aﬃxanwendung
<MOT><<^auto.*>>+<MOT><<^wagen.*>>+... Präﬁx (z.B. Autogas)
<MOT><<auto.{0,2}$>>+<MOT><<wagen.{0,2}$>>+... Suﬃx (z.B. Gebrauchtwagen)
<MOT><<auto>>+<MOT><<wagen>>+... Inﬁx (z.B. Gebrauchtwagenbörse)
Tabelle 5.6: Reguläre Ausdrücke für die Aﬃxanwendung mit EGT
Das Pluszeichen im Ausdruck <MOT><<...>>+<MOT><<...>>+ in Unitex
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steht für Vereinigung (Union). Durch den Ausdruck <MOT><<auto>> kön-
nen Wörter, die das Wort 'auto' beinhalten, erkannt werden. Beide Ausdrücke,
nämlich <MOT>wagen als 'case-insensitive' und <MOT>Wagen als
'case-sensitive' werden unterschiedlich behandelt.
Diese drei Graphen (EGTpreﬁx, EGTsuﬃx, EGTinﬁx) erkennen die domain-
speziﬁschen Einwortterme (z.B. Gebrauchtwagen) und die folgenden Kombi-
nationen mit Zahlen (z.B. ADAC-AutoMarxX 2006, Autohandel 50, Carrera 4
). Damit können alle möglichen Umgebungen für wichtige domain-speziﬁsche
Nominalphrasen berücksichtigt werden.
Master-Graph mit EGT für die Erkennung der Einwort- und
Mehrwortterme
Durch den Master-Graph in der Abbildung 5.8 (am Ende dieses Kapitels)
können folgende signiﬁkante Nominalphrasen mit Hilfe der Aﬃxanwendung
mit den 80 ausgewählten EGT erkannt werden, um domain-speziﬁsche Mehr-
wortterme zu extrahieren.
Dadurch wurden die 2274 Nominalphrasen aus dem Test-Korpus wie in
folgenden Beispielen erkannt:
{S} Es ist erstaunlich, wie langsam ein Auto an Schwung verliert - und wie weit man so kommt.{S
beeinﬂussen den Fahrstil.|Jedes fünfte Auto auf Deutschlands Straßen ist ein rollender Schrott
Holland Schweden|Top| Anbieten| Um ein Auto in unserer Datenbank zu inserieren, müssen Sie ein
.{S} Viele Kraftfahrer rüsten daher ihr Auto mit einer Freisprechanlage aus dem Zubehörregal na
|Flüssiggas zum Umbauen|Wer bereits ein Auto mit Ottomotor hat und die Umwelt schonen möchte, k
er Messerundgang:| AMI Leipzig 2005|15. Auto Mobil International in Leipzig |2. 10. April 2005|Ö
s Full-Service-Portal rund um das Thema Auto und Motorrad bringt AutoScout24 Verbraucher, Fahrz
er auch daran halten, wird es Zeit, das Auto vom Winter-Dreck zu reinigen.|Moderne Autos strotz
rkt vorbeisurfen.{S} Um möglichst viele Auto-Anschaﬀungsplaner auf unser Portal aufmerksam zu
uﬁnteressenten?| Über die Hälfte aller Auto-Anschaﬀungsplaner in Deutschland nutzen das Inter
Man kann unterschiedliche Tagging-Probleme aufzeigen, z.B. aus falsch ge-
taggten Wörtern, unbekannten Wörtern und Wörtern, die verschiedenen Ka-
tegorien zuzuordnen sind. Mit Hilfe von CISLEX wurden beispielsweise die
beiden Wörter 'nutzen' und 'ein' in den verschiedenen Kategorien (z.B. No-
men, Verben) grammatikalisch wie folgt in Unitex getaggt:








Daraus können unerwartete falsche Treﬀer gematcht werden. Deswegen
sollte man bei der Graphen-Erstellung in Unitex darauf achten, die sog. POS-
Muster anzuwenden. Die folgenden Wörter sind als '<EN>' (für Eigennamen)
annotiert:
A, Aber, Alle, Als, Auch, Aus, Anfang, Bank, Beginn, Bei, Das,
Der, Die, Doch, Ein, Ende, Er, Firma, Geld, Glas, Im, In, Luft,
Mit,...
Die Annotation '<EN>' erbrachte in Unitex 1.032 Treﬀer aus einer Test-
Webseite (de.wikipedia.org/wiki/BMW), weil diese Annotation sehr mehrdeu-
tig ist. Diese Annotation '<EN>' bei der Graphenerstellung sollte man daher
beispielsweise wie '<EN+GEO>' in der Abbildung 5.8 (am Ende dieses Ka-
pitels) nur für geographische Eigennamen (z.B. Berlin, China, Deuschland,
Genf, Graz) eingrenzen.
Algorithmus von CGI-Programm 2 mit Unitex
Mit den Graphen 'AMAMOMaster.grf' für Automarken und Automodelle
(Abbildung 5.6) und 'EGTmaster.grf' für die Aﬃxanwendung (Abbildung
5.8) können signiﬁkante Nominalphrasen im Automobilbereich erkannt wer-
den. Um sonstige wichtige Nominalphrasen zu erkennen, wurde der schon ver-
wendete Graph 'AM.grf' in der Abbildung 5.3 nach der folgenden Deﬁnition
erweitert.
Eine domainspeziﬁsche Nominalphrase beinhaltet zumindest ein
EGT (z.B. BMW, Audi, Wagen, PKW).
Damit erhalten wir AMnew.grf in Abbildung 5.9 (am Ende dieses Kapi-
tels) und können die folgenden Ausdrücke erkennen:
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• Golf Plus bei VW, Golf Plus bei den VW Händlern, Abenteuer mit dem
kleinen Cabrio, Ausblick auf die Kleinwagenzukunft, Autogas im ﬂüssi-
gen Zustand wie Benzin oder Diesel, Strecken bei höherem Tempo, Auto-
Bosse von Volkswagen
• Audi Gebrauchtwagen, TruckScout24 GmbH, AutoScout24 GmbH für den
Automarkt, Stars der Leipziger Automesse
Mit diesen oben erwähnten drei Graphen wird das CGI-Programm ver-
bunden, um Einwort- und Mehrwortterme aus Webseiten im Internet zu ex-
trahieren. Der Algorithmus von CGI-Programm 2 mit Unitex wird wie folgt
konzipiert:
a. Eingabe einer oder mehrerer URL-Adressen
b. Erstellung eines Input-Textes für Unitex
c. Verbindung mit Unitex für EGT
d. Erstellung von zwei Tabellen als Ausgabe für Einwort- und
Mehrwortterme
In den beiden Abbildungen 5.10 und 5.11 (am Ende dieses Kapitels) wer-
den die Eingabemaske für URL-Adressen und ein Ergebnis aus dem CGI-
Programm 2 mit Unitex11 als Beispiel präsentiert.
CGI-Programm 2 mit Unitex und 'phpMyAdmin'
Das CGI-Programm 2 mit Unitex wird verbessert und mit der MySQL-
Datenbank verbunden. SQL (Structured Query Language) bedeutet struktu-
rierte Abfragesprache. In einer relationalen Datenbank werden Informationen
in Tabellen gespeichert. Primärschlüssel (primary key) sind eindeutig, um rela-
tionale Verknüpfungen zwischen verschiedenen Tabellen herstellen zu können.
Nutzung von 'phpMyAdmin'
11CGI-Programm 2 mit Unitex liegt unter der URL-Adresse: http://knecht.cis.uni-muenchen.de/cgi-
bin/kimda/k04/mkw/termExtraction2WB_domain2_unitex.pl
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phpMyAdmin is a tool written in PHP intended to handle the ad-
ministration of MySQL over theWeb. (Stand: 14.08.2007 [www.phpmyadmin.net/home_page/index.php])
Die Nutzung von 'phpMyAdmin' ist sehr nützlich bei der Verbindung mit
dem CGI-Programm, um Daten aus Datenbanken im Web anzuzeigen und
zu manipulieren. Damit können domainspeziﬁsche Terme aus mehreren Be-
reichen in den jeweiligen Datenbanken gespeichert werden und neu erkannte
Termkandidaten im Web zugeordnet und gespeichert werden.
Der Algorithmus von CGI-Programm 2 mit Unitex und 'php-
MyAdmin' wird in den zwei Schritten d und e wie folgt zusätzlich verar-
beitet:
a. Eingabe einer oder mehrerer URL-Adressen
b. Erstellung eines Input-Textes für Unitex
c. Verbindung mit Unitex für EGT
d. Bewertung in Prozent, um Webseiten zu klassiﬁzieren
e. Wird eine Webseite durch die Bewertung als domainspeziﬁsch
in einer Branche erkannt, so wird sie mit den MySQL-Datenbanken
bzw. 'phpMyAdmin' verbunden, und es werden neue erkannte
Terme im jeweiligen Bereich eingefügt.
f. Erstellung von zwei Tabellen als Ausgabe für Einwort- und
Mehrwortterme
Die zusätzlichen zwei Schritte (d und e) müssen vor der Verbindung mit
den MySQL-Datenbanken bzw. 'phpMyAdmin' durchgeführt werden, um die
Erkennung der domainspeziﬁschen Terme aus EGT zu verbessern.
Die in Unitex erstellten Graphen für die Erkennung von Einwort- und Mehr-
worttermen mit EGT werden mit dem jeweiligen Fachtext entwickelt und
verarbeitet. Diese domainspeziﬁschen Graphen mit EGT können in einem do-
mainneutralen Text mehr Fehltreﬀer erzeugen. Deshalb sollte eine Webseite
für einen Bereich vorher durch solche Terme klassiﬁziert werden, die aus do-
mainspeziﬁschen Graphen mit EGT erkannt wurden. Dieses Verfahren wird
in dieser Arbeit EGT-Klassiﬁkator genannt.
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5.6.4 EGT-Klassiﬁkator
E-Commerce-relevante Webseiten können den jeweiligen Branchen mit Hilfe
von EGT (Elementare generische Terme) maschinell zugeordnet werden. Die
Qualität der EGT spielt eine entscheidende Rolle dafür. Im Kapitel 4.4 (Ele-
mentare generische Terme (EGT)) wurden die Deﬁnition und Eigenschaften
der EGT erklärt. Ein EGT kann zu einer Branche (z.B. Autobranche: Auto-
mobil, Fahrzeug, Wagen, Car) oder zu mehreren Branchen (z.B. Autobranche,
Schmuck: Reifen) gehören.
Die jeweiligen domainspeziﬁschen Graphen mit EGT für den EGT-Klassiﬁkator
in den zwei Branchen, nämlich Autobranchen und Haushaltsgeräte, werden im
CGI-Programm 2 mit Unitex und phpMyAdmin12 als Test erstellt und zur
Erkennung der domainspeziﬁschen Terme in einer Webseite durchgeführt. Da-
durch wird die Prozentangabe zur Klassiﬁkation der Webseiten berechnet.
Die Entscheidung des EGT-Klassiﬁkators ist boolesch13 (domainspeziﬁsch
oder nicht domainspeziﬁsch), weil die Grenze dazwischen deutlich genug ist.
Beim Test wird der Betrag von 3 Prozent für beide Bereiche als Grenze ein-
gestellt. Sie ist beliebig einstellbar. Die Prozentangabe für eine Webseite wird
wie folgt berechnet:
Die Anzahl der gesamten Wörter aus einer Webseite (GW)
Die Anzahl der erkannten Terme (ET)
Prozent = (100/GW ) ∗ ET
Eine höhere Prozentangabe bedeutet domainspeziﬁscher.
Bei fokussiertemWeb-Crawling (FocusedWeb Crawling) kann der EGT-Klassiﬁkator
eﬃzient eingesetzt werden.
In der Abbildung 5.12 wird das Ergebnis der Webseite - www.auto.de -
gezeigt. Die 49 domainspeziﬁschen Terme aus den 365 Wörtern in der Auto-
branche werden durch das CGI-Programm 2 mit Unitex und phpMyAdmin
12CGI-Programm 2 mit Unitex und phpMyAdmin liegt unter der URL-Adresse: http://knecht.cis.uni-
muenchen.de/cgi-bin/kimda/k04/mkw/termExtraction2WB_domain2_unitex_New3Lynx2sql.pl
13engl. boolean
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erkannt (Stand: 14.08.2007). Die Prozentangabe ist 13,42 %. Die Webseite
wurde als domainspeziﬁsch in der Autobranche betrachtet, weil die Prozent-
angabe höher als 3 % ist. Dann wird sie mit den MySQL-Datenbanken bzw.
phpMyAdmin verbunden. Die durch die domainspeziﬁschen Graphen mit
EGT neu erkannten 15 Terme in der Autobranche werden mit der eckigen
Klammer [New] im Web gekennzeichnet und in die entsprechende MySQL-
Datenbank eingefügt.
5.6.5 Grundlagen der automatischen Klassiﬁkation von Webseiten
Ein Klassiﬁkationssystem ist die strukturierte Darstellung von
Klassen und der zwischen ihnen bestehenden Begriﬀsbeziehungen.
Eine Klasse ist die Zusammenfassung derjenigen Begriﬀe, die minde-
stens ein identisches Merkmal (Klassem) haben. Ein Klassem (oder
klassiﬁkatorisches Merkmal) ist dasjenige Merkmal von Begriﬀen,
das zur Bildung einer Klasse benutzt wird, und diese von anderen
Klassen unterscheidet. Jede Klasse muss verbal durch eine Klassen-
benennung bezeichnet werden. [Holger Nohr]
Schnell wachsende Webseiten, die in HTML geschrieben sind, stellen ei-
ne unvermeidlich unstrukturierte Informationsquelle dar. Das bedeutet, dass
Webseiten in einer natürlichen Sprache (z.B. in Englisch, Deutsch, Französisch
und Koreanisch) geschrieben sind.
Ein Klassiﬁkationssystem ist absolut nötig, um relevante Informationen aus
riesigen Webseiten zu ﬁnden. Durch Klassiﬁkationssysteme können Webseiten
jeweils entsprechenden Klassen zugeordnet werden, in denen gleichartige Ob-
jekte und Themen zusammengefasst sind. Die Zuordnung zu Klassen nennt
man auch eine Gruppierung von verwandten Webseiten bzw. Dokumenten.
Dafür werden die vier wichtigsten Komponenten - Baumindexierung, Vokabu-
la (Lexikon), Morphologie, Semantik - verwendet.
Manuelle Klassiﬁkation von Webseiten ist sehr zeitaufwendig und teuer, wie
z.B. der Yahoo-Katalog. Menschen beurteilen die Webseiten und klassiﬁzieren
sie von Hand. Etwa 1,5 Millionen Webseiten kommen jeden Tag im WWW
hinzu.
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Die zunehmende Information kann nicht mehr manuell, sondern muss au-
tomatisch verarbeitet werden. Über die Notwendigkeit einer automatischen
Klassiﬁkation in Verbindung mit einer Suchmaschine schreibt T. Koch:
Automatische Klassiﬁkationsprozesse werden notwendig, wenn
große robotergenerierte Dienste eine gute Navigationsstruktur für
ihre Dokumente oder erweiterte Filtertechniken, sowie geeignete An-
fragemöglichkeiten zur Verbesserung des Suchprozesses anbieten wol-
len. [Desire 1997]
Diese automatische Zuordnung von Objekten zu vorgegebenen Kategorien
nennt man automatische Klassiﬁkation (supervised learning)14.
Kommerzielle Webseiten können inhaltlich automatisch analysiert werden
und mit Hilfe von EGT zu vorher festgelegten Branchen automatisch zuge-
ordnet werden.
Klassiﬁkationsverfahren
Es gibt im wesentlichen folgende 3 Verfahren zur Dokumentklassiﬁkation:
• Statistische Verfahren beschäftigen sich nur mit der Häuﬁgkeit der
Worte bzw. deren Position im Text.
• Linguistische Verfahren beschäftigen sich fast alle mit dem Auﬃn-
den von Phrasen bzw. Mehrworttermen. Sie sind morphologische, syn-
taktische sowie semantische Verfahren. Dafür werden Lemmatisierung
(Grundformreduktion), Kompositazerlegung und Phrasenerkennung all-
gemein verwendet.
• Begriﬀsorientierte Verfahren abstrahieren nun die Bedeutung der
vorgefundenen Wörter und versuchen, den Inhalt eines Textes zu erfas-
sen. Es handelt sich z.B. bei den Termen Computer und Rechner
um die sprachliche Repräsentation einer Bedeutung. Begriﬀsorientierte
Verfahren spielen zur Zeit in der Praxis noch keine große Rolle [Nohr].
14Aufgabe des Clusterung:
automatische Gruppierung von Objekten zu vorher unbekannten Kategorien (unsupervised learning).
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Die linguistischen und begriﬀsorientierten Verfahren sind mit hohem Im-
plementierungsaufwand wegen des großen Speicherplatzbedarfs verbunden.
Statistische Klassiﬁkationsalgorithmen
Es gibt mehrere Verfahren mit verschiedenen Vor- und Nachteilen:
• Maximum Entropy Modelling
• Decision Trees
• Vector Space Model
• Support Vector Machines (SVM)
• Entscheidungsbäume
• Neuronale Netze
• Latent Semantic Analysis (LSA)
• Bayes-Klassiﬁkator (Naive Bayes)
• K-Nearest-Neighbour-Verfahren (KNN)
5.7 Schlußfolgerung
Bei dem CGI-Progrmm 2 mit Unitex für Einwort- und Mehrwortterme
sind die verwendeten EGT in den jeweiligen Bereichen schon festgelegt, um
domainspeziﬁsche Graphen zur Termerkennung zu erstellen. Dadurch kön-
nen domainspeziﬁsche Terme aus EGT bei der Verbindung mit den MySQL-
Datenbanken bzw. 'phpMyAdmin' in einer Webseite erkannt werden, um eine
Terminologie in den jeweiligen Bereichen zu erstellen.
Die Anzahl der EGT in den jeweiligen Bereichen muss abzählbar sein.
Schätzungsweise können es 5000 - 10000 EGT pro Bereich sein. Keine Aus-
wertung von Precision und Recall wird ausgeführt, weil die als Test verwen-
deten ca. 90 EGT verbessert und erweitert werden müssen.
76 5. TE domainspeziﬁschen Vokabulars aus einer Webseite
Im Test wird gezeigt, dass domainspeziﬁsche EGT in den jeweiligen Be-
reichen eine Basis sind für die in Kapitel 3.6 erwähnten drei Anwendungen,
nämlich Erstellung von Fachwörterbüchern, Verbesserung von Suchmaschinen
und Verbesserung der maschinellen Übersetzung.
Durch EGT und Firmennamen können domainspeziﬁsche Terme in den je-
weiligen Bereichen erfasst werden.
Das CGI-Programm 1 mit sechs verschiedenen Quellen ist eine dynami-
sche TE domainspeziﬁschen Vokabulars aus einer Webseite. Durch die unter-
schiedliche Termgewichtung für Einwort- und Mehrwortterme aus den ver-
schiedenen Quellen können EGT dynamisch erkannt und erweitert werden.
Eine Kombination von CGI-Programm 1 und CGI-Programm 2 ist zur Qua-
litätsverbesserung und dynamischen Erkennung von EGT sehr hilfreich.
5.7 Schlußfolgerung 77
Abbildung 5.4: eine semantische Einheit <AMO> für Automodelle (AMAMO.grf)
Abbildung 5.5: Graph mit Konjunktion u. Präposition (AMAMOKonj.grf)
Abbildung 5.6: Master-Graph für Automarken und Automodelle (AMAMOMaster.grf)
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Abbildung 5.7: EGTpreﬁx.grf: Graph für die Präﬁx-Anwendung von EGT
Abbildung 5.8: Graph für die Extraktion der Mehrwortterme (EGTmaster.grf)
Abbildung 5.9: Graph für sonstige wichtige NP (AMnew.grf)
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Kapitel 6
Domainspeziﬁsche Korpora aus dem
Web
6.1 Deﬁnition des Korpus
Es gibt verschiedene Deﬁnitionen für Korpus. Nach McEnery und Wilson
wird der Korpus wie folgt deﬁniert:
In principle, any collection of more than one text can be cal-
led a corpus. But the term corpus when used in the context of
modern linguistics tends most frequently to have more specic con-
notations than this simple deﬁnition. These may be considered un-
der four main headings: sampling and representativeness, ﬁnite size,
machine-readable form, a standard reference. [KG03]
Für meinen Zweck kann ein Korpus als eine Dokumentensammlung aus
einem Bereich betrachtet werden, um domainspeziﬁsche Einwortterme und
Mehrwortterme in diesem Bereich zu erkennen und zu erweitern. Ein Korpus
wird in dieser Arbeit wie folgt deﬁniert:
Ein Korpus ist eine Dokumentensammlung in einem Bereich. Sie
beinhaltet eine Menge von bereichsspeziﬁschem Vokabular, das in
den jeweiligen Bereichen verschieden ist.
Das Web als Korpus für linguistische Daten ist zur Zeit sehr nützlich, weil
es sich stetig verändert, sehr groß, maschinenlesbar und frei zugänglich ist. Die
Anzahl der Webseiten (Hypertextdokumente) und Publikationen im Internet
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wächst sehr schnell.
Das Web erfüllt also die vier oben erwähnten Hauptpunkte.
In den 60er Jahren wurde das erste bekannte Computerkorpus Brown Cor-
pus aus 500 englischen Texten erzeugt. Es bestand aus 15 verschiedenen
Bereichen (Genres), die ungefähr eine Millionen Wörter beinhalteten. Seine
linguistischen Informationen wurden manuell annotiert. Wegen dieses hohen
Aufwands war es fast fehlerfrei. Im Gegensatz dazu können domain-speziﬁsche
Korpora aus demWeb mit Hilfe von Tokenisierung, Lemmatisierung und POS-
Tagging (engl. part-of-speech tagging / oder POS-Annotation) mühelos auto-
matisch annotiert werden.
6.2 Aufbau der Korpora
Im Internet verfügbare Zeitungen ('news.google.de', 'de.news.yahoo.com' und
'de.news.yahoo.com'), Zeitschriften ('www.spiegel.de', 'focus.msn.de') und Facht-
exte können für die deusche Sprache verwendet werden.
Das Ziel der Korpora aus dem Web ist, domainspeziﬁsche Korpora für
die deutsche Sprache aus dem Web automatisch zu erstellen, um Einwort- und
Mehrwortterme (bzw. Phrasen) zu erkennen und zu erweitern. Die Webseiten
eines Korpus haben die folgenden Eigenschaften:
• In HTML strukturiert




Die vier häuﬁgsten MIME-Typen1 sind 'text/html', 'image/gif', 'image/jpeg'
und 'text/plain'.
1Multipurpose Internet Mail Extensions (MIME) ist ein Kodierstandard, der die Struktur und den
Aufbau von E-Mails und anderer Internetnachrichten festlegt. MIME ermöglicht es, zwischen Sender und
Empfänger Informationen über den Typ der übermittelten Daten auszutauschen (Content-Type) und
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Im Experiment werden Webseiten mit dem Typ 'text/html' lokal herunterge-
laden, um domainspeziﬁsche Terme (DST) zu extrahieren.
Die unterschiedlichen Kodierungen und HTML-Entitäten werden in der Ko-
dierung ISO 8859-1 (ISO Latin 1) normalisiert.
Webseiten werden case sensitive für die deutsche Sprache lokal gesammelt
und bearbeitet. Zahlreiche signiﬁkante Nominalphrasen, die für Werbung und
Produktnamen manuell verarbeitet werden, können in Webseiten zwischen
HTML-Tags extra betont werden. Um solche manuell bearbeiteten Nomin-
ralphrasen in Webseiten zu erkennen, werden HTML-Tags beispielsweise wie
folgt durch das Senkrecht-Zeichen '|' im Korpus ersetzt und können als Deli-
miter (Trennsymbol) neben Satzendzeichen (., ?, !) nützlich gebraucht werden.
Sie sind gute Kandidaten für DST. Solche HTML-Strukturen können bei der
Terminologie-Extraktion ausgenutzt werden.
<b>Facelift BMX2X3</b> |Facelift BMX X3|
<a href=...>BMW 525 eA mit G-Kat</a> |BMW 525 eA mit G-Kat|
<td ...>DTM3-Saison 2006</td> |DTM-Saison 2006|
Eigene Methoden zur Erkennung der verschiedenen Typen von Entitäten (Per-
sonen, Organisationen/Produktnamen, Lokationen, Temporalia und Ereignis-
se) können dann zusätzlich entwickelt werden.
Durch eine URL-Adresse wird auf eine HTML-Seite verwiesen. Das bedeu-
tet, dass man diese Art von Korpus auch als Sammlung von URL-Adressen
betrachten kann. Die folgenden zwei Methoden für Dokumentensammlung
bzw. URL-Sammlung können angewendet werden:
a. Extraktion aus Startseiten (z.B. www.autoscout24.de, www.schmuck.de)
b. Extraktion mit Suchmaschinen (z.B. Google, Yahoo)
gleichzeitig eine für den verwendeten Übertragungsweg sichere Kodierung (Content-Transfer-Encoding)
festzulegen. (aus 'Wikipedia')
3'BMX' ist ein Automodell von 'BMW'.
3DTM für Deutsche Tourenwagen Masters
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6.3.1 Extraktion aus Startseiten
Ein Crawler (auch Spider oder Robot) braucht mindestens eine Startseite oder
eine Liste für 'Start-Urls', um Daten aus dem Internet z.B. für Suchmaschinen
zu sammeln.
Das Hauptziel der von mir erstellten speziellen Spider ist es, verschiedene
URL-Adressen aus einem speziﬁschen Bereich zu sammeln und Webseiten oh-
ne HTML-Tags nur inhaltlich in Dateien, in denen die Anzahl der Webseiten
freilich beschränkt wird, zusammen zu setzen. Damit kann man identiﬁzie-
ren, aus welchen Seiten und welchen Teilen der Webseiten Terme aufgefunden
wurden.
Der Spider mit einer Startseite besteht aus zwei Teilen, nämlich der Sammlung
der verschiedenen URLs einerseits und der HTML-Analyse anderseits:
a. Sammlung der verschiedenen URLs
• Eine Startseite einlesen und Links crawlen
• Relative Linkpfade in absolute Linkpfade umwandeln
• Interne Links unter einer bestimmten Pfadangabe werden weiter ver-
folgt, indem verschiedene URLs aus einem gesuchten Bereich gesam-
melt werden.
• Webseiten können durch diese ausgewählten URLs nach Bedarf lokal
heruntergeladen werden.
b. HTML-Analyse
• HTML-Tags werden durch das Senkrecht-Zeichen '|' im Korpus er-
setzt, um als Trennsysmbol neben Satzendzeichen (.,?,!) zu dienen.
• Jede Webseite wird durch die o.g. 'HTML-Analyse' nach sechs schon
beschriebenen Quellen einer Webseite analysiert und HTML-Tags
werden entfernt.
• Webseiten ohne HTML-Tags werden inhaltlich in ein XML-ähnliches
Format gebracht. Innerhalb dieser Dateien kann die Anzahl der Web-
seiten auf zum Beispiel 100.000 begrenzt werden.
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6.3.2 Extraktion mit Suchmaschinen
Suchmaschinen liefern allgemein Suchergebnisse auf Grundlage von Suchbe-
griﬀen. Man braucht also speziﬁsche Suchbegriﬀe, um domain-speziﬁsche Do-
kumente mit Hilfe der bekannten Suchmaschinen zu sammeln.
Der Spider auf Basis von bekannten Suchmaschinen besteht auch aus zwei
Teilen:
a. Sammlung der verschiedenen URLs
• Eine Datei, die ausgewählte Schlüsselwörter aus einem speziﬁschen
Bereich beinhaltet, wird eingelesen, um domainspeziﬁsche Abfragen
für Suchmaschinen automatisch zu erstellen, die z.B. aus zwei bis
sechs Wörtern bestehen sollten.
Beispielhafte Suchbegriﬀe im Automobilbereich:
Autobranche Fahrzeuge
Autobranche Fahrzeuge BMW
Autobranche Fahrzeuge BMW KFZ
Autobranche Fahrzeuge BMW KFZ PKW
Autobranche Fahrzeuge BMW KFZ PKW LKW
(N-Gramme mit dem Basiswort Autobranche)
• Verschiedene URL-Adressen werden aus Suchergebnissen, die von be-
kannten Suchmaschinen geliefert werden, in einer Datei gesammelt.
• Webseiten können über gesammelte URLs nach Bedarf lokal gespei-
chert werden.
b. Die HTML-Analyse bleibt gleich.
Diese zweite Methode auf Basis von bekannten Suchmaschinen kann für die
Anwendung der HTML-Analyse angemessen sein, weil die sechs Quellen der
Webseiten vielseitiger sind als die der ersten Methode. Aber die erste Methode
mit einer Startseite oder einer Liste für Startseiten ist einfach und zielgerich-
tet, um Korpora automatisch aufzubauen.
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6.4 Beispiel für lokal gespeicherte Webseiten
Mit der HTML-Analyse können Wörter aus den folgenden sechs Quellen ei-
ner Webseite erkannt und im Korpus wie folgt gekennzeichnet werden. Dafür
werden die folgenden Bezeichnungen deﬁniert:
Bezeichnungen der HTML-Analyse
<id...> für ID-Nummer der Webseiten
<u>...</u> für URL-Adresse und Größe einer Webseite
<t>...</t> für Titelangabe
<mk>...</mk> für Metakeywords
<md>...</md> für Meta Description
<at>...</at> für Ankertext
<b>...</b> für Inhalt von 'HTML-Body'
</id> für Ende-Tag einer Webseite
HTML-Tags in der Original-Webseite werden durch das Zeichen '|', das
als Satzendezeichen interpretiert werden kann, ersetzt.
Tabelle 6.1: Bezeichnungen der HTML-Analyse
<id="2">
<u>http://www.wlw.de/rubriken/laptop.html [Size: 12902 Bytes]</u>







<b>|Die Lieferanten- suchmaschine|Sie suchen|beruflich|nach|Laptop|? Bei uns finden Sie|
umfassende Anbieterinformationen|inklusive Angaben zur persönlichen Kontaktaufnahme.




6.5 Schwierigkeiten beim Aufbau der Korpora
Die folgenden Schwierigkeiten beim Aufbau der Korpora sind in diesem Ex-
periment aufgetaucht:
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• Entfernung von Duplikaten und Quasi-Duplikaten
• Komprimierte Dateien aus dem Netz herunderladen
• Erkennung einer Cookie-Seite beim Herunterladen
6.5.1 Entfernung von Duplikaten und Quasi-Duplikaten
Die Vermeidung von Duplikaten ist für Suchmaschinen eine wichtige Aufgabe.
In einem Korpus bzw. einer Dokumentensammlung sollte man diese zur Qua-
litätsverbesserung eines Korpus beseitigen. Die Deﬁnitionen von 'Duplikaten'
und 'Quasi-Duplikaten' in dieser Arbeit sind folgende:
• Gleiche URL-Adressen sind 'Duplikate'.
• Gleiche Dateinamen und Größe sind 'Duplikate'.
• Fast ähnliche Webseiten, z.B. automatisch erstellte Serienbriefe mit zahl-
reichen verschiedenen Usernamen oder Produktnamen, werden als 'Quasi-
Duplikate' betrachtet.
Eine Webseite hat mindestens eine URL-Adresse. Mehrere URL-Adressen
können auf eine Webseite verweisen. Um Duplikate zu entfernen, wird folgende
Überprüfung in drei Schritten durchgeführt:
a. Pfad-Alias und Links innerhalb von Webseiten werden normalisiert.
z.B. gleiche Domainadressen mit verschiedenen Postﬁxen wie index.html, default.html, welcome.html,
index.htm, index.asp, index.shtml, index.htm#ﬁrmennamen, etc.
b. URL-Adressen auf Gleichheit prüfen.
c. Bei gleichen Dateinamen auf gleiche Größe prüfen.
Mit dem Zugriﬀ auf die HTTP4-Header mit LWP5-Methoden kann man
die jeweilige Größe einer Datei wissen, wenn sie in der Header-Information
vorhanden sind. Keine Angabe bedeutet keine Größe. Deshalb wird eine
Datei lokal temporär gespeichert, um ihre Größe sicher zu bestimmen.
4HTTP (HyperText Transfer Protocol)
5LWP (Library for WWW in Perl)
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Bei der Entfernung der 'Quasi-Duplikate' müssen ähnliche für die Termex-
traktion unwichtige Pfadangaben z.B. bei Serienbriefen oder fast gleichen Mit-
teilungen berücksichtigt werden. (z.B. xxxlogin.asp?xxx, xxxsearch.asp?xxx,...)
Nach dem Herunterladen der Webseiten kann man die Ähnlichkeit der Web-
seiten mit verschiedenen Algorithmen ausführlich vergleichen.
6.5.2 Komprimierte Dateien aus dem Netz herunderladen
Im Paket LWP (Library for WWW in Perl) gibt es zwei bekannte Module,
um auf Webseiten zuzugreifen: LWP::Simple und LWP::UserAgent
LWP::Simple stellt nur drei Funktionen (get, getprint und getstore) zur Verfü-
gung. Der erweiterte Zugriﬀ mit LWP::UserAgent hat mehrere nützliche Funk-
tionen. Deshalb wurde das Programm in dieser Arbeit mit LWP::UserAgent
programmiert, um Dokumente aus dem Web lokal zu speichern. Der MIME-
Typ 'text/html', der auf Webseiten angegeben ist, stellt sicher, daß es sich bei
der jeweiligen Seite um eine HTML-Seite handelt (nicht um eine PDF- oder
PS-Seite6). Nur die HTML-Seiten werden gecrawlt. Da HTML-Seiten auch
komprimiert auftreten können, müssen sie vor dem Herunterladen dekompri-
miert werden. Danach können die regulären Ausdrücke ausgeführt werden.
6.5.3 Erkennung einer Cookie-Seite beim Herunterladen
Cookies7 sind Dateien, die beim Besuch mancher Websites auf
der Festplatte des Besuchers abgelegt werden. Cookies sind Text-
Dateien und dienen der (Zwischen-)Speicherung von Daten. Cookies
dürfen eine maximale Größe von 4 KB nicht uberschreiten.
Webseiten, die Cookies verlangen, stellen folgendes Problem dar:
Wenn der Webbrowser oder Crawler die Cookies nicht akzeptiert, kann nicht
in die tieferliegende Seitenstruktur dieser Webseite vorgedrungen werden. Die
Informationen auf den tieferliegenden Seiten gehen so verloren. Um dieses Pro-
blem zu beheben, muß der Crawler die Cookies erkennen und akzeptieren. Ex-
trahierte URLs für ein Korpus aus dem Web können auf HTML-Seiten verwei-
sen, die Cookies verwenden. Beim Herunderladen sollten sie erkannt werden,
6PDF (Portable Document Format), PS (PostScript)
7Stand: 19.12.2006 http://www.lexikon-suchmaschinenoptimierung.de/c.htm
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um die HTML-Seite lokal zu speichern. Mit dem Perl-Modul HTTP::Cookies
kann man Cookies erkennen und verarbeiten.
6.6 Extraktion der Einwortterme
Signiﬁkante Einwortterme und Mehrwortterme aus einem Bereich (z.B. Au-
tomobilbereich) ergeben domain-speziﬁsche Informationen, die manuell oder
automatisch annotiert werden können. Diese Informationen (z.B. Automar-
ken, Produktnamen, Abkürzungen und EGT) sollten automatisch erstellt und
manuell verbessert werden. Sie können zur Dokumentenklassiﬁkation und se-
mantischen Analyse von Dokumenten sehr nützlich sein.
Einfache Worthäuﬁgkeitsliste für Einwortterme:
Für das Experiment werden Korpora in den verschiedenden Bereichen aus dem
WWW mit den zwei obengenannten Methoden automatisch erstellt. Einfache
Worthäuﬁgkeitslisten für Einwortterme werden mit Hilfe der Linux-Befehle
angelegt.
Ein Programm 'frequence.pl', das von mir erstellt wurde, kann ein Korpus
einlesen und tokenisieren, indem Stoppwörter eliminiert werden. Das Ziel des
Programmes ist es, Kandidaten für Einwortterme als Output zeilenweise an die
Shell zu liefern. Beispielweise wird der Befehl frequence.pl ./ein_Korpus | sort
| uniq -c | sort -n -r | less in der Shell ausgeführt, um einfache Frequenzlisten
zu erstellen.
6.6.1 Worthäuﬁgkeitsliste mit Varianten
Die Worthäuﬁgkeit spielt eine wichtige Rolle für die Termgewichtung auf sta-
tistischer und lingustischer Ebene. Zur richtigen Berechnung der Worthäuﬁg-
keit sollten mindestens Lemmatisierung und orthographische Varianten eines
Wortes angewandt werden. Für die Lemmatisierung im Deutschen verwen-
det man allgemein Wörterbuch-basierte Verfahren, um linguistisch korrekte
Grundformreduktion zu erreichen. In der folgenden Wortliste aus dem Auto-
mobilbereich, die mit Hilfe der oben beschriebenen einfachen Worthäuﬁgkeits-
liste automatisch erstellt wurde, werden Frequenzen der Varianten, bestehend
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aus unterschiedlichen Schreibweisen, Umlauten und Bindestrichkomposita, ad-
diert. Dabei wird kein Wörterbuch-basiertes Verfahren für die Grundformre-
duktion ausgeführt.
137192 Auto/ auto/ AUTO/ AUto
91348 BMW/ bmw/ Bmw/ BMw/ B-M-W/ bMW/ BmW
45343 Golf/ golf/ GOLF/ GOlf/ gOLF
36675 Gebrauchtwagen/ gebrauchtwagen/ GEBRAUCHTWAGEN/ gebraucht-
wagen/ GEBRAUCHT-WAGEN/ Gebraucht-Wagen
36253 KFZ/ kfz/ Kfz/ KfZ/ KFz/ k-f-z/ K-F-Z
32128 Mini/ MINI/ mini/ mi-ni/ MiNi/ MI-NI
32112 Citroen/ CITROEN/ citroen/ Citrön/ citrön/ CITRÖN/ CItroen
Die ersten Wörter (z.B. Auto, BMW, Golf) sind die mit den höchsten Häu-
ﬁgkeiten. Sie sind Kandidaten für Grundformen der Varianten, denn richtige
Grundformen werden allgemein öfter als andere gebraucht.
6.6.2 Eigenschaften der Worthäuﬁgkeitsliste
Typische Eigenschaften der Worthäuﬁgkeitsliste für die deutsche Sprache wer-
den im Automobilbereich experimentell betrachtet, und sie können für Einwort-
und Mehrwortterme in allen Bereichen des E-Commerce gültig sein. Eine
Worthäuﬁgkeitsliste im Automobilbereich kann typischerweise aus den fol-
genden Wortgruppen bestehen:
a. Stoppwörter und unwichtige Wörter
(war, dann, wurde, EUR, Artikel, Preis, Deutschland, online,...)
b. Geograﬁsche Namen und darauf bezogene Wörter
(Deutschland, Berlin, Berlinerin, berliner-woche, Berlina,...)
c. Automarken und darauf bezogene Terme
(BMW, BMW Service, VW, Opel, ALFA ROMEO, Jaguar,...)
d. Automodelle und darauf bezogene Terme
(VW Golf, VW Golf Plus, VW Golf FanPage, VW Passat,...)
e. Abkürzungen und darauf bezogene Terme
(KFZ, KFZ-Service, LKW, PKW, ABS, Hiﬁ, ADAC,...)
f. Überprüfte EGT
(Auto, Wagen, Bus, Taxi, Automobil, Mini, Mobil, Diesel,...)
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g. Aus überprüften EGT zusammengesetzte Terme
(Gebrauchtwagen, Autoteile, Neuwagen, Jahreswagen, Mietwagen,...)
h. Kandidaten für DST
(Fahrzeuge, Fahrzeug, Motor, Motorrad, Reifen, Tuning, Kadett...)
Mit Hilfe der automatisch erkannten Kandidaten für DST können kontrol-
lierte EGT automatisch und manuell erweitert werden, ebenso wie Automar-
ken, Automodelle und Abkürzungen im jeweiligen Bereich.
Erkannte Terme, die durch die oben erwähnten Wortgruppen von 'c' bis 'h'
identiﬁziert werden, können als domain-speziﬁsche Terme (DST) in diesem
Experiment betrachtet werden.
6.6.3 Korpus aus dem Web im Automobilbereich
Ein Korpus aus dem Web im Automobilbereich wird erstellt, wie es in 6.2.2.
Extraktion mit Suchmaschinen beschrieben wird. Die im Experiment be-
nutzten EGT sind 80 Terme, die von Stefan Langer im CISLEX semantisch
manuell kodiert wurden. Daraus werden die 1.471 Suchbegriﬀe, die aus drei
bis sechs Wörtern zusammengesetzt sind, für die internationalen Suchmaschi-
nen Google und Yahoo zusätzlich mit vier Termen nämlich kfz, pkw, lkw und
Fahrzeug, automatisch erstellt. Durch Ergebnisse der Suchmaschinen werden
82.930 verschiedene URL-Adressen extrahiert, die domain-speziﬁsch für den
Automobilbereich sein können. Davon werden 24.109 Webseiten des Content-
Typs 'text/html' und einer Dateigröße von weniger als 20 Megabyte als Korpus
in den Dateien gespeichert. Die folgende Anzahl der verschiedenen Wörter ist
für Einwortterme in der Worthäuﬁgkeitsliste.
Einfache Worthäuﬁgkeitsliste mit Varianten 1.945.764 Wörter
Worthäuﬁgkeitsliste ohne Varianten 1.559.567 Wörter
Etwa 400.000 Wörter in der Liste sind orthographische Varianten.
Linguistische Lemmatisierung wurde dabei nicht ausgeführt. Das bedeutet,
dass grammatikalische Grundformreduktion und Varianten zur besseren Kal-
kulation der Worthäuﬁgkeiten durchgeführt werden sollten.
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6.6.4 Vergleich der Korpora als Background Filter
Um Stoppwörter und unwichtige Wörter zu entfernen, werden die folgenden
drei Korpora, nämlich Schmuck, Wein und Kleidung, mit der bereits vorge-
stellten Methode Extraktion aus Startseiten erstellt und verglichen.
In den Worthäuﬁgkeitslisten werden die Wörter, die durch die 1220 Stopp-
wörter als Stoppwort identiﬁziert werden, zuerst eliminiert. Die folgenden drei
Startseiten für die jeweiligen Korpora wurden für das Experiment verwendet:
• Schmuck - http://www.schmuck.de (Stand:18.10.2006) -
• Wein - http://www.germanwine.de (Stand:18.10.2006) -
• Kleidung - http://www.dooyoo.de/kleidung (Stand:18.10.2006) -
Domain W (Worthäuﬁgkeitsliste) Anzahl der Wörter
Schmuck Einfache W mit Varianten 16.509
W ohne Varianten 16.292
Wein Einfache W mit Varianten 18.176
W ohne Varianten 16.757
Kleidung Einfache W mit Varianten 23.794
W ohne Varianten 21.188
Jede Worthäuﬁgkeitsliste kann im jeweiligen Bereich übliche Stoppwörter,
unwichtige und wichtige Wörter beinhalten. Zur Eliminierung der unwichti-
gen Wörter wird die folgende Annahme nach dem Kapitel 3.3. Allgemeines
Korpus als Background Filter verwendet:
Die Überlappung zwischen einem Korpus (z.B. Wein) und ei-
nem Target-Korpus (z.B. Automobilbranche) wird als domainneu-
tral identiﬁziert und eliminiert. Dieses Verfahren wird Korpora als
Background Filter genannt.
HäuﬁgeWörter, die nur in einem Bereich vorgekommen sind, können domain-
speziﬁsch sein. Aber sie können zahlreiche falsche Wörter, z.B. Tippfehler,
enthalten. Darauf sollte man achten.
Unwichtige Wörter können in mehreren Bereichen domain-neutral häuﬁg vor-
kommen. Manche Automarken (z.B. Volkswagen), Automodelle (z.B. Golf,
6.6 Extraktion der Einwortterme 95
Kadett) und Abkürzungen (z.B. PS, ABS) können in mehreren Bereichen
auftauchen, weil sie mehrdeutig sind. Deshalb werden sie in den domainspe-
ziﬁschen Listen für den jeweiligen Bereich gesammelt, um domain-speziﬁsch
behandelt werden zu können.
Die gesamten von mir erstellten Perl-Programme werden schrittweise durch-
geführt, um domain-speziﬁsche Terme zu erkennen:
a. Aufbau der Korpora
b. Einlesen eines Korpus
c. Tokenisierung, dann Eliminierung der Stoppwörter
d. Erstellung der einfachen Frequenzliste mit Varianten für Einwortterme
e. Erstellung der Frequenzliste ohne Varianten für Einwortterme
f. Semantische Annotation der Frequenzliste für Einwortterme ohne Vari-
anten
g. Erweiterung der EGT und der domain-speziﬁschen Wortlisten
Die beiden Schritte (f) und (g) können rekursiv ausgeführt werden. Die
Qualität der EGT und der domain-speziﬁschen Wortlisten spielt eine wichtige
Rolle zur Erkennung der DST.
Der Schritt (f) wird in drei weiteren Schritten überprüft:
1. Überprüfung der domain-speziﬁschen Wortlisten darauf, ob ein Term vor-
handen ist.
2. Matching mit Hilfe der Aﬃxanwendung von EGT.
3. Vergleich mit verschiedenen Korpora als Background Filter, um Kan-
ditaten für DST zu erkennen.
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6.6.5 Semantische Analyse der Einwortterme im Automobilbe-
reich
Das Ziel der semantischen Analyse von Einworttermen ist die Überprüfung,
ob ein Term in einem Bereich domainspeziﬁsch ist. Damit können Dokumente
zu den jeweiligen Themenbereichen eﬃzient klassiﬁziert werden.
Die beiden schon beschriebenen Wortgruppen Stoppwörter und unwichti-
ge Wörter und Geograﬁsche Namen und darauf bezogene Wörter gehören
nicht zu den domainspeziﬁschen Termen (DST). Deshalb müssen sie zur Ex-
traktion der DST identiﬁziert und eliminiert werden.
Stoppwörter und unwichtige Wörter
Die Stoppwortliste, die 1220 Stoppwörter für Deutsch und Englisch beinhal-
ten, wird zuerst verwendet, um Stoppwörter zu entfernen. Trotzdem bleiben
übliche Stoppwörter und unwichtige Wörter übrig. Ein Teil der unwichtigen
Wörter ist die Wortgruppe Geograﬁsche Namen und darauf bezogene Wör-
ter. Sie sind domainneutral und somit keine DST. Um sie zu eliminieren, wird
eine Liste, in der 13.987 verschiedene Stadtnamen (z.B. Berlin, München) in
Deutschland eingetragen wurden, gebraucht.
Indem verschiedene Worthäuﬁgkeitslisten aus den jeweiligen Bereichen vergli-
chen werden, können fast alle Stoppwörter und unwichtige Wörter identiﬁziert
werden.
Automarken und darauf bezogene Terme
Mit dem Vergleich der unterschiedlichen Korpora können domainspeziﬁsche
Terme im jeweiligen Bereich (z.B. Autobranche) erkannt werden. Automarken
sind stark domain-speziﬁsch. Sie können deshalb speziell behandelt werden.
Manche Automarken (z.B. Jaguar, Volkswagen) sind mehrdeutig, aber relativ
deutlich dem Automobilbereich zuzuordnen. Der bekannte Autohersteller 'Ja-
guar' ist im Automobilbereich kein Tiername, sondern sicher eine Automarke.
Aus Webseiten werden 653 international anerkannte Automarken extrahiert
und in einer Liste gesammelt, um einen Term als Automarke annotieren zu
können. Abgekürzte und oﬃzielle Formen, z.B. VW (Volkswagen) sind in der
Liste enthalten.
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Automodelle und darauf bezogene Terme
Internationale Automarken haben auf dem Markt ständig zahlreiche neue Au-
tomodelle herausgegeben. International bekannte Automodelle, die auf deu-
schen Webseiten öfter gebraucht werden, können in einer Liste wie Automar-
ken gesammelt werden. Sie sind auch domainspeziﬁsch. Die bekanntesten Au-
tomodelle der deutschen Autohersteller VW (Volkswagen) sind beispielweise
Golf, Golf Plus, Golf III, Passat,etc. Mit der Liste für Automodelle können
solche Terme als Automodell im Automobilbereich identiﬁziert werden. Auto-
modelle können auf deutschen Webseiten sehr oft mit Automarken verbunden
sein (z.B. VW Golf, Opel Arena). Mit Hilfe der beiden Listen für Automarken
und Automodelle können solche Phrasen semantisch analysiert werden und als
Automarke oder Automodell annotiert werden.
Abkürzungen und darauf bezogene Terme
Abkürzungen sind sehr mehrdeutig. Wichtige Abkürzungen im Automobilbe-
reich sind domainspeziﬁsch. Aus Webseiten werden 1.692 domainspeziﬁsche
Abkürzungen extrahiert und in einer Liste gesammelt.
Abkürzungen (z.B. KFZ, LKW, PKW), die zur Kompositabildung (z.B. Kfz-
Service, Kfz-Werkstatt, Kfzwerkstatt, PKW-Reifen, Gebrauchtpkw) fähig sind,
gehören zu 'EGT' für die Aﬃxanwendung.
Überprüfte EGT und darauf bezogene Terme
Überprüfte EGT sind ein Kernteil der domainspeziﬁschen Phrasen.
Domainspeziﬁsche Phrasen nach der Deﬁnition der DST beinhalten minde-
stens ihre domainspeziﬁschen Teile.
Für die folgende semantische Annotation wurden die semantisch schon an-
notierten 80 Lexeme aus CISLEX als überprüfte EGT im Automobilbereich
ausgewählt. Aus EGT zusammengesetzte Terme sind domain-speziﬁsch.
Die Erweiterung der EGT ist notwendig zur Extraktion der DST. Die Quali-
tät der EGT ist sehr wichtig.
Falsche EGT (z.B. Service, Dienst, Verkauf, Ankauf, Händler, Werbung) brin-
gen viele falsche Treﬀer beim Gebrauch der Aﬃxanwendung.
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Kandidaten für DST
Wenn ein Term in den domainspeziﬁschen Listen z.B. für Automarken, Au-
tomodelle und Abkürzungen im jeweiligen Bereich nicht vorhanden ist, durch
die Aﬃxanwendung von EGT nicht erkannt wird und nach dem Vergleich der
verschiedenen Korpora nicht als unwichtiger Term erkannt wird, ist er ein
Kandidat für DST.
Aus Kandidaten für DST können EGT im jeweiligen Bereich erweitert werden
und nötige domainspeziﬁsche Listen zur Extraktion der DST erstellt werden.
Die Erweiterung der EGT ist z.B. Fahrzeug, Kfz, PKW, LKW, Motor, Mo-
torrad, Reifen. Die Erweiterung der domainspeziﬁschen Listen ist z.B. Golf,
Kadett, Corsa, Polo (als Automodell).
Semantische Annotation der Einwortterme
DST können durch die Aﬃxanwendung der aus CISLEX ausgewählten 80
EGT mit Hilfe der oben genannten domainspeziﬁschen Wortlisten und dem
Vergleich der unterschiedlichen Korpora für die Eliminierung der weiteren
Stoppwörter und unwichtigen Wörter erkannt und erweitert werden.
Automobilbereich (Korpus)
Einfache Worthäuﬁgkeitsliste mit Varianten 1.945.764 Wörter
Worthäuﬁgkeitsliste ohne Varianten 1.559.567 Wörter
Diese Worthäuﬁgkeitslisten ohne Varianten für Einwortterme im Auto-
mobilbereich werden experimentell semantisch annotiert. Ohne manuelle Ma-
nipulationen wird die Liste automatisch erstellt und nach Häuﬁgkeit sortiert.
Die weiteren Terme sind im Anhang A eingefügt. Die ersten Top-30 Terme
werden nachfolgend aufgeführt. Die ersten Wörter (z.B. EUR, Auto, GmbH)
mit den höchsten Vorkommen sind Kandidaten für Grundformen der jeweili-
gen Varianten:
Tabelle 6.2: semantische Annotation im Automobilbereich
Frequenz Varianten [semantische Annotation]
368318 EUR/ Eur/ eur/ EuR [NO]
137192 Auto/ auto/ AUTO/ AUto [Auto;EDST]
131216 GmbH/ GMBH/ gmbh/ Gmbh/ gmbH/ GmBH/ GMbH [NO]
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Tabelle 6.2: semantische Annotation im Automobilbereich
Frequenz Varianten [semantische Annotation]
112108 war/ War/ WAR/ wAr/ WAr [NO]
98822 Audi/ AUDI/ audi/ AUdi/ AuDi [Audi;Automarke]
91348 BMW/ bmw/ Bmw/ BMw/ B-M-W/ bMW/ BmW [BMW;Automarke]
91158 dann/ Dann/ DANN/ DAnn [NO]
79255 www/ Www/ WWW/ wWW/ WwW [NO]
75382 dass/ Dass/ DASS/ daSS [NO]
71071 eBay/ ebay/ Ebay/ EBAY/ e-bay/ E-Bay/ EBay/ E-bay/ ebaY/ e-Bay/ E-BAY/ eBAY
[NO]
67945 Renault/ RENAULT/ renault/ REnault [Renault;Automarke]
60709 Artikel/ artikel/ ARTIKEL [NO]
60040 Ford/ FORD/ ford/ FOrd [Ford;Automarke]
56591 Preis/ preis/ PREIS [NO]
55456 Fiat/ ﬁat/ FIAT [Fiat;Automarke]
53758 Alfa/ ALFA/ alfa/ ALfa [Alfa;Automarke]
53700 Opel/ OPEL/ opel/ OPel/ O-P-E-L [Opel;Automarke]
52495 Deutschland/ deutschland/ DEUTSCHLAND/ Deutsch-land/ DEutschland [NO]
51886 Uhr/ uhr/ UHR/ UHr [NO]
51764 ﬁnden/ Finden/ FINDEN [NO]
49113 wurde/ Wurde/ WURDE/ wur-de [NO]
46459 Mercedes/ mercedes/ MERCEDES [Mercedes;Automarke]
45343 Golf/ golf/ GOLF/ GOlf/ gOLF [vw;Automodell]
44947 Euro/ EURO/ euro/ EURo/ EUro/ EU-RO [NO]
43915 OLDTIMER/ Oldtimer/ oldtimer/ OLDTiMER/ OldTimer/ old-timer/ Old-Timer [OLD-
TIMER;EDST]
42835 Suche/ suche/ SUCHE/ SUche [NO]
42576 Fahrzeuge/ fahrzeuge/ FAHRZEUGE/ Fahr-zeuge [ET]
39174 Motor/ motor/ MOTOR/ MOtor [ET]
38708 Autos/ autos/ AUTOS/ aut-os/ auto-s/ Auto-S/ Au-tos/ AUTOs [auto;=A]
38601 online/ Online/ ONLINE/ on-line/ ON-Line/ On-Line/ ON-LINE/ OnLine/ On-line/ ON-
line [NO]
Weitere Stoppwörter und unwichtige Wörter werden durch Vergleich der
unterschiedlichen Korpora identiﬁziert und z.B. [NO] annotiert.
Überprüfte EGT und darauf bezogene Terme werden durch die Aﬃxanwen-
dung von EGT erkannt und z.B. in der Form [Auto;EDST], [auto;=A] an-
notiert. EDST und EGT sind gleich. Automarken und darauf bezoge-
ne Terme werden mit Hilfe der Liste für Automarken erkannt und anno-
tiert (z.B. [Audi;Automarke]). Automodelle und darauf bezogene Terme wer-
den auch mit Hilfe der Liste für Automodelle erkannt und festgehalten (z.B.
[vw;Automodell]). Nach dem domainspeziﬁschen Listen-Lookup und der Aﬃ-
xanwendung von EGT können Termkandidaten, die nur in einem bestimmten
Korpus vorgekommen sind, durch den Vergleich von Korpora als Background
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Filter domainspeziﬁsch erkannt und in der Form [ET] annotiert werden. Sie
sind eine gute Basis für die Erweiterung von 'EGT' und domainspeziﬁschen
Listen (z.B. Automarken).
Wenn die oben gezeigte Liste fehlerfrei ist, ist die Qualität für diese semanti-
sche Annotation im Automobilbereich sehr gut.
6.7 Termgewichtung
Die bekannte TFIDF-Gewichtung wird wie folgt berechnet [Sal89]:
Wij = tf ∗ idf = tfij ∗ log2 Ndfi
wobei gilt:
• Wij ist das berechnete Gewicht des Terms i im Dokument j
• tfij ist die Häuﬁgkeit des Terms i im Dokument j
• N ist die Gesamtzahl an Dokumenten
• dfi ist die Anzahl der Dokumente, die den Term i enthalten
Ein Term, der öfter in einem Dokument vorkommt, andererseits jedoch
seltener in einer Dokumentenkollektion auftaucht, wird als signiﬁkanter Term
durch diese 'TFIDF-Gewichtung' statistisch gewichtet. Beispielsweise bedeu-
tet der 'TFIDF-Wert' 0, daß ein Term in allen Dokumenten vorkommt.
Für diese Termgewichtung habe ich selbst ein Perl-Programm entwickelt. Al-
le heruntergeladenen Webseiten (bzw. Dateien) unter einem oder mehreren
Verzeichnissen werden somit rekursiv verfolgt und verarbeitet. Extrahierte
Einwortterme werden durch diese 'TFIDF-Gewichtung' bewertet.
Zipfsches Gesetz und Wortlänge
Nach dem Zipfschen Gesetz (1949), das im Kapitel 2.3.1. erwähnt wird, kön-
nen sowohl sehr häuﬁge als auch sehr seltene Wörter als unwichtige Wörter
betrachtet werden. Dabei wird der umgekehrte Zusammenhang zwischen Län-
ge und Häuﬁgkeit eines Wortes betrachtet. Für die Termgewichtung kann das
Zipfsche Gesetz beeinﬂußt von der Wortlänge beispielsweise in Perl wie folgt
kombiniert werden, so wie ich es in diesem Experiment eingesetzt habe:
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$termgewichtung = $frequenz * $rang * (length ($term) / 1000);
$ran (Rang eines Wortes in einer Frequenzliste)
length ($term) (Wortlänge eines Terms)
6.8 Normalisierung der Terme
Die Normalisierung der Terme kann auf folgenden drei Ebenen betrachtet
werden:
a. Eliminierung der Stoppwörter und unwichtigen Wörter
b. Grammatikalische Grundformreduktion
c. Erkennung der orthographischen Varianten eines Wortes
Für die Ebene (a) wird i.a. eine Stoppwortliste eingesetzt, für die Ebene
(b) i.a. wörterbuch- oder regelbasierte Verfahren.
Im folgenden wird die dritte Ebene (c) behandelt.
Orthographische Varianten, die aus unterschiedlichen Schreibweisen, Umlau-
ten und Bindestrichkomposita bestehen, werden bisher in diesem Experiment
wie folgt erkannt:
Häuﬁgkeit Varianten
36253 KFZ/ kfz/ Kfz/ KfZ/ KFz/ k-f-z/ K-F-Z
1009 Kraftfahrzeug/ KRAFTFAHRZEUG/ kraftfahrzeug/ KRAFTfahrzeug
34158 LKW/ lkw/ Lkw/ LkW/ LKw/ lKW
538 Lastkraftwagen/ LASTKRAFTWAGEN/ lastkraftwagen
46459 Mercedes/ mercedes/ MERCEDES
16793 Benz/ BENZ/ benz
29643 Mercedes-Benz/ MERCEDES-BENZ/ mercedes-benz/ Mercedesbenz/ MER-
CEDESBENZ/ mercedesbenz/ Mercedes-benz/ MercedesBenz/ mercedes-
Benz/ Merce-des-Benz/ Mercedes-BEnz/ Mer-cedes-Benz
Die jeweils ersten Wörter (z.B. KFZ, Kraftfahrzeug, Mercedes-Benz) mit
dem höchsten Vorkommen sind Kandidaten für Grundformen der jeweiligen
Variationen. Die Kurzform MB steht im Automobilbereich für Mercedes-
Benz (z.B. MB-Truck, MB Autos). In der Worthäuﬁgkeitsliste für Einwort-
terme werden in dieser Arbeit wegen der Ambiguität die Wörter aus einem
oder zwei Buchstaben als Stoppwort erkannt. Aber solche Varianten wie z.B.
Mercedes, Benz, Mercedes-Benz, MB referenzieren auf ein gleiches Objekt im
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Automobilbereich. Deshalb können sie untereinander als Varianten behandelt
und die jeweilige Worthäuﬁgkeit zur korrekten Berechnung addiert werden.










Verschiedene Kurzformen für 'Mercedes-Benz' kann man in einer Zeile wie
folgt erstellen:
Langform Kurzform
Mercedes-Benz Mercedes/ Benz/ MB
Synonyme zwischen Termen können als Varianten betrachtet werden:
Häuﬁgkeit Varianten
137192 Auto/ auto/ AUTO/ AUto
38708 Autos/ autos/ AUTOS/ aut-os/ auto-s/ Auto-S/ Au-tos/ AUTOs
16764 Automobile/ AUTOMOBILE/ automobile/ AUTO-MOBILe/ Auto-mobile/
Automo-bile/ AUtomobile
5960 Automobil/ automobil/ AUTOMOBIL/ Auto-Mobil/ AUTO-MOBIL/ Auto-
Mobil/ auto-mobil/ Auto-mobil/ AUTOmobil
16645 Wagen/ wagen/ WAGEN
29748 car/ Car/ CAR
42576 Fahrzeuge/ fahrzeuge/ FAHRZEUGE/ Fahr-zeuge
3 motorcars
Zur korrekten Berechnung der Worthäuﬁgkeiten sollten zusätzlich Grund-
formreduktionen durchgeführt werden und Synonyme (bzw. Quasi-Synonyme)
erkannt und ihre Häuﬁgkeit addiert werden.
Eine Liste für Synonyme (bzw. Quasi-Synonyme) kann dafür sehr nützlich
sein.
Das Beispielwort 'Auto' ist mehrdeutig, trotzdem läßt es sich relativ deutlich
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dem Automobilbereich zuordnen. Es ist das Kurzwort für 'Automobil'. Eine
sehr enge Synonymbeziehung im Deutschen haben Automobil, Fahrzeug, Ge-
fährt, Wagen, Personenkraftwagen (PKW), Car, Vehikel, Karre und Schlitten.
Ebenfalls als EGT für die deutsche Sprache müssen die englischen Synonyme
automobile, car, motorcar (motor car) betrachtet werden, weil sie häuﬁg auf
deutschen bzw. internationalen Webseiten vorkommen. Die oben erwähnten
Synonyme von 'Auto' können in dieser Arbeit als EGT betrachtet werden.
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Kapitel 7
Extraktion der Mehrwortterme in NLP
7.1 Mehrwortterm versus Kollokation
Der Begriﬀ der Kollokation ist sehr mehrdeutig. In der Statistik wird die
Kollokation als ein statistisch assoziiertes Wortpaar allgemein verwendet. Sie
zeigt an, welche Wörter in einem Korpus öfter in Kombination vorkommen.
Die zwei bekannten Assoziationsmaße Mutual Information (MI) und Log-
Likelihood wurden in Abschnitt 3.1. erwähnt.
In verschiedenen linguistischen Phänomenen können Mehrwortausdrücke er-
scheinen:
• Eigennamen und dazugehörige Umgebungen
New York, Frankfurt am Main, ALFA ROMEO, AutoScout24 GmbH,
Ford Galaxy und VW Sharan
• Kollokation
Nicht einfach zusammengesetzte Wörter (z.B. Automobilsalon in Genf),
sondern häuﬁg zusammen auftretende Wörter (z.B. Schwarzes Brett) in
verschiedenen Umgebungen werden i.a. als Kollokation betrachtet. Es
gibt drei Arten von Kollokationen, die aus zwei oder mehreren Wörtern
zusammengesetzt einen Sinn ergeben, [WM06, S. 23-24]:
a. Nominalphrasen (hellichter Tag, maschinelle Übersetzung)
b. Verbalphrasen 1 (Kritik üben, Abschied nehmen)
c. feste Wendungen (hin und wieder, an und für sich)
1bzw. Stützverbkonstruktionen und Funktionsverbgefüge
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• Selektionspräferenzen in freien Syntagmen
drei Diesel (Adj_N), Flugmotor BMW (N_N), Wagen mit Vierzylinder-
Motor (N_Präp_N)
• Idiome
Jacke wie Hose, Morgenstund Gold im Mund
Mehrwortterm
In dieser Arbeit wird der Begriﬀ Kollokation wegen dieser Mehrdeutigkeit
nicht verwenden. Neben den Einworttermen sollte man die bereits erwähnten
Mehrwortterme (bzw. Wortgruppen) erkennen, welche mehrere Wörter zu ei-
nem Ausdruck (z.B. AutoScout24 GmbH, Audi A4 2.7 TDI) zusammenfassen.
Mehrwortterme können aus Mehrwortausdrücken extrahiert werden.
Aus Nominalphrasen werden im allgemeinen signiﬁkante Mehrwortterme ex-
trahiert. In dieser Arbeit wurde bereits die Termextraktion aus Nominal-
phrasen erwähnt. Die Extraktion der Mehrwortterme ist ein weiteres wich-
tiges Gebiet des linguistischen Ansatzes. Die POS-Muster mit Hilfe von POS-
Taggern werden häuﬁg zur Phrasenerkennung für Mehrwortterme gebraucht.
Im 'NPtool' von Arppe [Arp95, S. 5] werden sie erfolgreich für die Erkennung
der englischen Nominalphrasen eingesetzt. Die Qualität der POS-Tagger spielt
eine entscheidende Rolle dabei. Zahlreiche unerwartete Nominalphrasen kön-
nen durch solche syntaktischen Muster (POS-Muster) gefunden werden. Des-
halb benötigt man innovative linguistische Methoden der Phrasenerkennung,
um falsche Treﬀer eﬃzient zu vermindern.
Es sind eﬃziente NLP-Techniken (Natural language processing) entwickelt
worden. Sie sind dazu da, signiﬁkante Mehrwortterme zu erkennen und zu
erweitern. Im Bereich von 'NLP' werden die zwei eﬀektivsten NLP-Tools für
Termextraktion, nämlich LEXTER und FASTR vorgestellt, neben Lokale
Grammatiken mit Unitex. Die zwei eigenen Methoden Mustererkennung in




• Lokale Grammatiken mit Unitex
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• POS-Muster (Part-of-Speech-Muster)
• Mustererkennung in Perl
• N-Gramme mit Wortfolgen
Lokale Grammatiken mit Unitex und N-Gramme mit Wortfolgen wur-
den für Zwei CGI-Programme im Automobilbereich im Kapitel 5.6. verwen-
det und vorgestellt. Die Grundideen dieser NLP-Tools können für die Erken-
nung und Erweiterung der Mehrwortterme im praktischen Teil dieser Arbeit
angewendet werden.
7.2 LEXTER in NLP
LEXTER (Bourigault, 1994) ist die Abkürzung von Logiciel d'EXtraction
de TERminologie. 'LEXTER' ist ein Terminologie-Extraktionssystem für die
automatische Erstellung von Terminologie aus französischen Fachtexten, die
durch grammatikalische Kategorien (Nomen, Verben, Adjektive, etc.) getaggt
wurden. Potentielle terminologische Einheiten (terminological units) sind No-
minalphrasen (z.B. nom adj, nom de nom2).
'LEXTER' untersucht nur diese Nominalphrasen weiter.
Die Extraktion mit 'LEXTER' wird in zwei Schritten erarbeitet, um potenti-
elle terminologische Einheiten zu extrahieren [Bou92, S. 979]:
a. Analyse (Splitting)
Kategorisierte Texte werden durch endliche Automaten in maximalen
Nominalphrasen (maximal-length noun phrases through ﬁnite state ma-
chines) zerlegt. Dabei werden Verben, Pronomen, Konjunktionen und
Determinator als Grenze zwischen Nominalphrasen verwendet.
<Kategorisierte Texte>
UN TRAITEMENT DE TEXTE EST INSTALLE SUR LE
2
Kategorie Erklärung
nom Nomen und unbekannte Wörter
adj Adjektive, sowie Partizip Perfekt und Partizip Präsens
de die Präposition 'de'
prep die Präpositionen (avec, contre, dans, par, pour, sous, sur, vers)
det Determinator (la)
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DISQUE DUR DE LA STATION DE TRAVAIL
<Analyse>
rules of frontier marker identiﬁcation (z.B. verb, prep. (except 'de' et 'a') + det.)
<Maximale Nominalphrase>
TRAITEMENT DE TEXTE
DISQUE DUR DE LA STATION DE TRAVAIL
b. Parsing
Beim Parsing (zweite Phase) werden die maximalen Nominalphrasen mit Hilfe einer Regel-
basis in kleinere Teilphrasen zerlegt und nach Head(H) und Modiﬁer(M) analysiert. Die-
se Nominalphrasen sind entweder schon potentielle Fachtermini (z.B. TRAITEMENT DE
TEXTE) oder sie enthalten Teilphrasen, die potentielle Fachtermini sind (z.B. DISQUE
DUR DE LA STATION DE TRAVAIL enthält DISQUE DUR und STATION DE TRA-
VAIL. [Bla97, S. 68]
<Parsing rules>
noun1 adj prep det noun2 prep noun3 → noun1 adj
noun2 prep noun3
DISQUE DUR DE LA STATION DE TRAVAIL → DISQUE DUR
(H: DISQUE, M: DUR)
STATION DE TRAVAIL
(H: STATION, M: TRAVAIL)
<likely terminological units>
TRAITEMENT DE TEXTE
DISQUE DUR DE LA STATION DE TRAVAIL
DISQUE DUR
STATION DE TRAVAIL
7.3 FASTR in NLP
'FASTR' von Christian Jacquemin ist ein NLP-Tool für die automatische Ex-
traktion der Mehrwortterme aus großen Korpora. Damit können Terme nor-
malisiert sowie Varianten erkannt und erweitert werden. Der Formalismus von
'FASTR' ist uniﬁkations-basiert. Das Ziel ist, morphologische, syntaktische,
semantische und pragmatische Term-Variationen durch kontrollierte Terme
mit Hilfe einer Metagrammatik zu erkennen.
The basic component of the parser is a metagrammar, which is
a set of metarules describing acceptable linguistic transformations
of terms.
[Jac01, S. 2]
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Die Termerkennung in 'FASTR' beruht nur auf einer partiellen und lokalen
Analyse der Sätze wie folgt [Jac01, S. 161-167]:
Controlled term Variant Metarule
Beta eﬀect eﬀect between beta Permutation
Beta eﬀect eﬀect on beta Perm (X1 → X2X3) ≡ X1 → X3P4X2
Beta eﬀect eﬀect of beta
Adult animal adult obese animals Modiﬁcation or substitution
Adult animal adult transgenic animals Modif (X1 → X2X3) ≡ X1 → X2X4X3
Blood plasma blood ﬂow and plasma Coordination
Blood plasma blood GPX and plasma Modif (X1 → X2X3) ≡ X1 → X2X4C5X3
Anal sphincter anal and urethral sphincter Modif (X1 → X2X3) ≡ X1 → X2C4X5X3
7.4 Mustererkennung in Perl
Die Programmiersprache 'Perl' steht für Practical Extraction and Report
Language. Die Stärke von 'Perl' ist die hervorragende Mustererkennung (engl.
pattern matching) mit regulären Ausdrücken (engl. regular expressions). Da-
mit kann man Informationen aus Texten leicht extrahieren und manipulieren.
Zur Extraktion der Mehrwortterme kann diese Mustererkennung gebraucht
werden.
7.4.1 Phrasen für Automarken und Automodelle
Phrasen, die sich auf Automarken und Automodelle beziehen, sind sehr signi-
ﬁkant. Sie werden als Konkrete Produktnamen (KPN) im Kapitel 5.6.3.4.
(Bootstrapping-Verfahren mit Automarken) in dieser Arbeit berücksichtigt.
Die folgenden Kombinationen von Automarken, Automodellen und dazugehö-
rigen Zusatzinformationen können in kommerziellen Webseiten öfter vorkom-
men, um ein Automodell einer Automarke darzustellen:
<b>FORD Mondeo 2.0 TDCi NAVI</b>
<b>VW Sharan 1.9 TDI Comfort</b>
<b>AUDI A4 2.5 TDI</b>
<b><font size=4>BMW M3 GTR (E46) </font></b>
<b><a href=...>Opel Speedster 2.2</a></b>
<b>BMW 323i, weiß </b>
<a href=...>VW Multivan T5 2.5 TDI</a>
Solche manuell fein verarbeiteten Phrasen für Automarken und Automo-
delle können bei der HTML-Analyse als Nominalphrasen besonders behandelt
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und erkannt werden, weil die HTML-Tags durch das Senkrecht-Zeichen '|' im
Korpus ersetzt und als Trennsysmbol neben Satzendzeichen (.,?,!) eﬃzient ge-
braucht werden. Automarken stehen vor Automodellen. Wir sehen z.B. bei
(BMW 323i, weiß), dass die Kombination von Automarke und Automodell
mit Hilfe eines Kommas von weiterer Information (z.B. weiß) getrennt und
als eine Einheit behandelt wird. Diese Nominalphrasen (NP) für Automarken
und Automodelle sind wie folgt deﬁniert:
a. NP beginnen mit einer Automarke.
b. Automodelle und die dazugehörigen Zusatzinformationen haben eine an-
gemessene Länge. (z.B. nicht mehr als 30 Zeichen)
Die beiden Schritte werden nacheinander überprüft. Die zwei folgenden
Test-Korpora aus dem WWW werden dafür verwendet. Methode A steht für
Extraktion aus Startseiten, Methode B für Extraktion mit Suchmaschinen:
Anzahl d. Webseiten Korpus-Größe gefundene Phrasen Erstellungsmethode
2.930 15.287.372 Bytes 973 Methode A
24.109 459.140.633 Bytes 59.784 Methode B
Die 60.040 verschiedenen Phrasen, die aus den beiden Korpora erkannt
wurden, sind von sehr guter Qualität. Damit kann man ein interessantes Ab-
fragesystem für Automarken und Automodelle sowie deren Häuﬁgkeiten leicht
erstellen. Welche Automarken und Automodelle im Web kommen häuﬁg vor?
Welche Automodelle gibt es von VW, BMW oder Opel? Welche Automodelle
von 'VW' sind populär im WWW?
Ebenfalls kann es nützlich sein, z.B. einen neuen Namen für ein neues Auto-
modell zu konzipieren. Beispielsweise kann man mit Hilfe der Linux-Befehle
'grep' und 'head' die Liste, welche die 60.040 verschiedenen Phrasen enthält,
wie folgt abfragen:
Lists_auto> grep -i "\[VW\]" automarkeModelle_both_2.list | head -10
1015 [VW] Bora Achsschenkel hi





7.4 Mustererkennung in Perl 111
404 [VW] Bus
381 [VW] Golf III
358 [VW] Bora
342 [VW] Golf IV
Lists_auto> grep -i "\[vw\] golf" automarkeModelle_both.list | head -10
679 [VW] Golf
381 [VW] Golf III
342 [VW] Golf IV
236 [VW] Golf II
124 [vw] golf
115 [VW] Golf 3
107 [VW] Golf V
98 [VW] Golf Diesel
97 [VW] Golf 4
95 [VW] Golf I
Lists_auto> grep -i "\[BMW\]" automarkeModelle_both_2.list | head -10
1190 [BMW] Z8
1090 [BMW] 6








In eckigen Klammern, z.B. [Fiat], [Maserati] werden Automarken formu-
liert. Zwischen VW und BMW ist der Unterschied der Automodelle leicht
zu erkennen. Es gibt einige falsche Automodelle, z.B. [VW] Transporter, [BMW]
Motorrad, [BMW] Gebrauchtwagen. Solche falschen Automodelle können au-
tomatisch erkannt und eliminiert werden, weil sie für alle Automarken gleich
oft vorkommen. Einige Automodelle, z.B. [Opel] Corsa können von mehreren
Firmen (z.B. [Maserati] MC12 Corsa, [Vauxhall] Corsa, [Fiat] 501 SS Corsa)
sein. Aber Autohersteller versuchen natürlich, verschiedene Automodelle für
ihre Firmen zu erﬁnden.
Für die genannte semantische Annotation werden die häuﬁgsten 338 Auto-
modelle, die als solche semantisch gekennzeichnet werden können, nach dem
folgenden Kriterium aus diesen schon erwähnten 60.040 Phrasen für Auto-
marken und Automodelle automatisch extrahiert:
Automodelle, die nur für einen Autohersteller oder selten für
zwei Autohersteller gültig sind, werden nach den häuﬁgeren Vor-
kommnissen ausgewählt.
Z.B. golf [vw], bora [vw/ maserati], boxer [peugeot/ bmw], campo [isuzu/ opel], clk [mercedes/ brabus],
crv [honda/ toyota], dino [ﬁat/ ferrari], ﬁesta [ford/ ﬁat], forfour [smart/ brabus], fox [vw/ nsu], kadett
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[opel/ chevrolet], kalos [chevrolet/ daewoo], lupo [vw/ seat], panda [ﬁat/ seat], stratus [dodge/ chrysler],
sunny [nissan/ datsun], vento [vw/ mercedes], viper [dodge/ chrysler], wrangler [jeep/ chrysler], abarth
[ﬁat], accord [honda], actros [mercedesbenz], agila [opel], aklasse [mercedes]
Kapitel 8
Erkennung der Produktterme (PT) für
E-Commerce
8.1 E-Commerce
E-Commerce steht für Electronic Commerce. Zahlreiche Unternehmen inve-
stieren zunehmend in elektronischen Marktplätzen im Word Wide Web, um
mehr Kunden zu gewinnen und so den Umsatz wesentlich zu erhöhen. Die
zwei Akteure bzw. Rollen, nämlich Käufer1 und Verkäufer2 sind hierbei maß-
geblich am Internet-Handel beteiligt. Dem elektronischen Handel können im
allgemeinen die sechs Typen B2B3, B2C4, B2A5, A2C6, A2A7, C2C8 zugeord-
net werden.
Beim Internet-Handel kommen überwiegend die beiden Typen B2B und B2C
zur Anwendung. Die Entwicklung der elektronischen Handelstransaktionen ist
in diesem Bereich besonders interessant.
Für den Erfolg einer E-Commerce-Plattform spielen Produktsuche und Kate-
gorisierung eine wichtige Rolle. Für die Kommunikation zwischen Käufern und
Verkäufern muss man domainspeziﬁsche Terme im jeweiligen E-Commerce-
Bereich erfassen. Damit können sich Käufer u. Verkäufer gegenseitig informie-
1Käufer (bzw. Kunde oder Konsument)
2Verkäufer (bzw. Händler oder engl. Merchant)
3Business-to-Business: Handel zwischen Unternehmen
4Business-to-Consumer: Handel zwischen Unternehmen und Privatkunden
5Business-to-Administration: Handel zwischen Unternehmen und Staat (bzw. öﬀentlicher Verwaltung)
6Administration-to-Consumer (A2C): Handel zwischen Staat und Privatkunden
7Administration-to-Administration: Handel zwischen Staaten
8 Consumer-to-Consumer: Handel zwischen Privatkunden
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ren bzw. abfragen. Z.B. können Produkte (z.B. Wagen, Computer), Dienstlei-
stungen (z.B. Autoteileverkauf, Auto-Truck-Service), semantische Beziehun-
gen zwischen Termen (z.B. USB-Stick, USB Stick, Stick Usb, USB-memory,
Speichersticks) und Preise eﬃzient ermittelt werden.
8.2 Quellen der domainspeziﬁschen Terme im E-Commerce-
Bereich
Domainspeziﬁsche Terme (DST) im E-Commerce-Bereich können allgemein
aus den folgenden 4 Quellen extrahiert werden:
• Webseiten: z.B. Title, Metakeywords, Ankertext, Inhalt der Webeite
• Query Logs
• Produktklassiﬁkationssysteme: z.B. wand.com, gelbeseiten.de
• Oine-Kataloge: z.B. Yahoo, Open Directory Project (dmoz.de)
8.3 Eigenschaften der domainspeziﬁschen Terme im E-
Commerce-Bereich
Terme, die auf Produkte bezogen sind, werden in dieser Arbeit Produktterme
(PT) genannt. Die Erkennung der Produktterme bzw. Produktnamen und
Marken für E-Commerce ist die Hauptzielsetzung in dieser Arbeit.
DST im E-Commerce-Bereich können auf die folgenden 4 Ebenen bezogen
werden:
• Produkte: z.B. Funkautos, Leichtauto, Renault-Autos, Ein-Liter-Auto,
3-Liter-Auto, ADAC Autositze
• Dienstleistungen: z.B. Autohändler, Autovermietung, Autoteilverkauf,
Auto-Truck-Service, ADAC Autoverleih
• Marken: z.B. Mercedes, BMW, Audi, VW, Porsche, Ford, Opel, Nissan,
Saab, Smart, Rolls-Royce, Land Rover, Jaguar
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Ausgenommen hiervon sind weniger abstrakte Branchenbezeichner (z.B.
Auto, Computer).
8.4 Eigennamen
Gattungsnamen (Appellativa) verweisen auf eine Klasse, die gleichartige Ob-
jekte (z.B. Tier, Haus) beinhaltet. Im Gegensatz dazu können Eigennamen
(Propria) eine Referenz auf einzelne Objekte sein. In den Zweifelsfällen ist es
schwierig, sie zu unterscheiden. Die bekannten Produktnamen 'Tempo' und
'tesa' können im Text z.B. Bitte ein Tempo! anstelle der Gattungsnamen
'Papiertaschentuch' und 'Klebeband' einfach verwendet werden. Für die Ein-
ordnung der Eigennamen gibt es folgende bekannte unterschiedliche Klassen:
• Eigennamen und Gattungsnamen sind die direkten Unterklas-
sen der Substantive.
Konkreta und Abstrakta sind die direkten Unterklassen der Gattungsna-
men (nach Helbig/Buscha9 2001, S. 206).
• Eigennamen und Gattungsnamen sind die direkten Unterklas-
sen der Konkreta.
Konkreta und Abstrakta sind die direkten Unterklassen der Substantive.
Siehe hierzu Tabelle ?? aus der traditonellen Grammatik nach WIMMER
1973 und Duden 4 (1984) [Koß96, S. 35]:
Bei der Eigennamenerkennung (engl. Named Entity Recognition) können
die folgenden Kategorien erkannt werden:
9Helbig, G./ Buscha, J: Deutsche Grammatik. Ein Handbuch für den Ausländerunterricht. Leipzig 2001,
Langenscheidt
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Abbildung 8.1: Klasse der Substantive (nach WIMMER 1973 u.a.)







Firmennamen sind im Allgemeinen eine Unterklasse der Organisationsna-
men. Firmennamen und PT sind domainspeziﬁsch im E-Commerce-Bereich.
Sie können durch EGT und domainspeziﬁsche Listen (z.B. Firmennamen)
in den jeweiligen E-Commerce-Bereichen erkannt werden (z.B. AEG FOEN
1600 Pianissimo, BMW AG). Bekannte Firmennamen, die für die Komposita-
bildung (z.B. BMW-Hersteller, Audi-Kunden) möglich sind, können wie EGT
behandelt werden. Firmennamen sind abstrakt, sie können Produkttermen
zugeordnet werden.
8.5 Produktterme (PT)
Eigennamen bzw. Produktnamen sind nach der Klassiﬁkation der Substantive
nach WIMMER 1973 und Duden 4 (1984) etwas Konkretes.
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Konkrete Produktnamen (z.B. Rama, AEG FOEN 1600 Pianissimo) und pro-
duktbezogene Terme (z.B. Margarine, Haartrockner) im E-Commerce können
anhand von EGT erkannt werden. Wegen der allgemeinen Unterscheidung
zwischen Eigennamen und Appellativa werden PT in dieser Arbeit bezeich-
net, weil es sich um die Erkennung der PT in dieser Arbeit handelt.
Das Wort 'Rama' alleine hat keine Bedeutung und kann vielseitig (z.B. Casino
Rama, Lord Rama) gebraucht werden. Im folgenden Werbetext im Internet
kann 'Rama' als Margarine und Produktname durch den Ausdruck Rama
Margarine bzw. Margarine Rama erkannt werden.
Rama Margarine, 500g
Rama - gut, gesund und mit dem bewährt guten Geschmack - nun
erhältlich im preisgünstigen 500g Behälter.
Mit Hilfe der produktbezogenen Terme bzw. EGT (z.B. Margarine) kön-
nen solche Ausdrücke (z.B. Rama Margarine) im Text maschinell dahingegend
identiﬁziert werden, ob ein Wort (z.B. Rama) als Produktname, Dienstleistung
oder Branchenbezeichner verwendet wird.
Produktnamen und produktbezogene Terme sind der Hauptbestandteil der
domainspeziﬁschen Terme in den jeweiligen E-Commerce-Bereichen. In den
kommerziellen Webseiten, Produktklassiﬁkationssystemen und Oine Kata-
logen wird ermittelt, wer was liefert. Zur Zeit gibt es tatsächlich verschie-
dene Lieferantensuchmaschinen, z.B. Wer liefert Was?10 für deutsche Fir-
men, Local.com11 für amerikanische und englische Firmen, um dazu eﬃzi-
ente Kommunikation zwischen Unternehmen und Kunden im E-Commerce zu
ermöglichen. Es handelt sich um die Erkennung der Produktterme. Die pro-
duktbezogenen Terme bzw. EGT werden in dieser Arbeit der Unterklasse der
Generischen Produktterme zugeordnet. Die Produktterme werden in zwei
Unterklassen aufgeteilt:
• Generische Produktterme (GPT): z.B. Wein, Rotwein, Handschuhe
• Konkrete Produktnamen (KPN): z.B. BMW 645 Ci
10Wer liefert Was? : http://www.wlw.de [27.03.2007]
11Local.com: http://www.local.com [27.03.2007]
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Einfache und komplexe GPT (z.B. Wein, französischer Wein, Handschuhe,
Lederhandschuhe, Auto, Luxus-Auto) beinhalten mindestens einen EGT.
Die GPT können durch die Aﬃxanwendung von EGT automatisch erkannt
werden. Man kann domainspeziﬁsche Lexika (z.B. Firmennamen, Abkürzun-
gen und Modellnamen) in den jeweiligen Bereichen gebrauchen, um konkrete
Produktnamen (z.B. BMW 645 Ci, Mercedes-Benz 280 SL) zu identiﬁzieren.
8.5.1 Struktur der Pruduktterme
Die Elementaren Generischen Terme (EGT) sind eine signiﬁkante Basis für die
Erkennung der Produktterme (PT). Generische Produktterme (GPT) werden
in zwei Unterklassen, nämlich EGT und Komplexe Generische Terme (KGT)
wie folgt eingeteilt:
Abbildung 8.2: Struktur der Produktterme
8.5.2 Konkrete Produktnamen (KPN)
Während ein GPT auf mehrere Dinge referenziert, bezieht sich ein KPN auf
ein Ding. Konkrete Produktnamen (KPN) sind nicht generisch und auf ein
Produkt bezogen (z.B. BMW 645 Ci Cabrio, Mercedes Benz 280 SL Pagode
Hardtop). Heutzutage nimmt die Anzahl der KPN von Firmen sehr schnell zu.
Alle Firmen wollen ihre Produkte mit Namen, die sehr kommerziell, attraktiv
und verkaufsfördernd sind, beim Kunden bekanntmachen und verkaufen. Da-
für gibt es schnell wachsende Webseiten für E-Commerce. KPN spielen eine
große Rolle dabei.
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Suchmaschinen und Webkataloge für E-Commerce (z.B. wand.com, gelbsei-
ten.de, goyellow.de) werden im Internet erstellt, um elektronische Kommuni-
kationsbeziehungen (z.B. B2B, B2C, C2C, C2B) eﬃzient und qualitativ zu
ermitteln. Die KPN können dazu beitragen, dass ein Produkt eindeutig iden-
tiﬁziert werden kann.
Ein KPN als Eigenname referenziert auf ein einzelnes Produkt. Wenn man ins
Suchfeld Auto eintippt, ist das mehrdeutig. Aber wenn der Name BMW 645
Ci Cabrio ins Suchfeld eingetippt wird, ist das eindeutig. BMW (Bayerische
Motoren Werke AG) ist ein bedeutender deutscher Hersteller von Autos, Mo-
torrädern und Motoren in Bayern. Der KPN BMW 645 Ci Cabrio wird auf
einen speziellen Artikel (hier Auto) referenziert. Man benötigt domainspe-
ziﬁsche Listen (bzw. Lexika) für die Erkennung von KPN (z.B. Listen für
Automarken, Automodelle, Abkürzungen etc.). Die KPN in der Autobran-
che wurden in Kapitel 5.6.3.4. Bootstrapping-Verfahren mit Automarken
vorgestellt. Sie können Marken, Modelle und dazugehörige Zusatzinfor-
mationen beinhalten (z.B. BMW 645 Ci, BMW 645 Ci Cabrio, BMW 645
Ci Cabrio Schwarz Welly, BMW 645 Ci Cabrio silber, BMW 645 Ci Cabriolet
blau Maisto, BMW 645 Ci Coupe Safetycar Moto GP, BMW 645 Ci silber).
8.5.3 Erkennung der Produktterme
Im Bereich der Eigennamenerkennung werden hauptsächlich Personen-, Firmen-
und Produktnamen erkannt. Für die Erkennung der KPN kann man konven-
tionelle Methoden für Eigennamenerkennung (z.B. Mustermatching, Namens-
listen) anwenden. Im vorherigen Kapitel 5.6.3.4. (Lokale Grammatiken mit
Unitex) wurden die Kombinationen mit Automarken und Automodellen (z.B.
BMW 645 Ci) in einem Text erkannt.
Die folgende Grammatik wird verwendet, um die Generischen Produktterme
(GPT) zu erkennen. GEO steht für geograﬁsche Namen:
• x ist ein GPT, wenn:
i. x ∈ EGT (z.B. Wein, Handschuhe)
ii. x ∈ KGT (z.B. Weinaromen, Lederhandschuhe)
• x ist ein möglicher GPT, wenn:
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a. Suﬃxanwendung: x hat die Form AB und B ist ein EGT.
Z.B. Lederjacke (Jacke), französicher Wein (<GEO> EGT)
b. Präﬁxanwendung: x hat die Form AB und A ist ein EGT.
Z.B. Autohersteller (Auto), BMW München (EGT <GEO>)
c. Inﬁxanwendung: x hat die Form ABC und B ist ein EGT.
Z.B. Altautoannahme (Auto), Unfallautoverkauf (Auto)
• In EGT gibt es eine Regel zum Generieren: x > y (x generiert y.)
Z.B. Wagen > Gebrauchtwagen, Wein > Rotwein, Wein > Weißwein
Solche Terme, die nicht weiter zerlegt werden können (z.B. Wagen, Hand-
schuhe, Autohaus), werden als EGT in dieser Arbeit betrachtet. Andere Ter-
me, wie z.B. Rotwein, Weißwein, werden als KGT in dieser Arbeit betrachtet,
weil sie als Hyponyme von Wein berücksichtigt werden können und zum Be-
reich Wein gehören. Dies ist eine Konvention. Die folgende hierarchische





Tabelle 8.1: Struktur von Wein und Rotwein
8.6 Nicht-domainspeziﬁsche Terme
Die folgenden domainneutralen Terme werden in dieser Arbeit als nicht do-
mainspeziﬁsch betrachtet, weil sie nicht auf den vier Ebenen - Produktnamen,
Dienstleistungen, Marken und Branchenbezeichner - bezogen sind:
• Berufsbezeichner: z.B. Projektleiter/in, Sales Assistent, Vorstandsas-
sistent/in, Sekretärin der Geschäftsleitung, Vertriebsmitarbeiter - Auto-
motive, Niederlassungsleiter/in, Betriebsleiter/in
8.7 Semantische Merkmale von Produkttermen 121
• Abteilungsnamen von Firmen: z.B. Entwicklungsabteilung, Abtei-
lung Business Cooperations, Abteilung Customer Care, Abteilung Ge-
bäudemanagement
• Geographische Namen: z.B München, Deutschland
8.7 Semantische Merkmale von Produkttermen
Die folgenden semantischen Merkmale von PT können verwendet werden:
Abbildung 8.3: Semantische Merkmale von Produkttermen
8.8 Erkennung der Produktterme in der Autobranche
Im Kapitel 6 (Domainspeziﬁsche Korpora aus dem Web) wurden die ge-
nannten zwei Methoden schon vorgestellt und von mir selbst programmiert,
um domainspeziﬁsche Korpora aufzubauen. DST der Autobranche werden aus
dem automatisch erstellten Korpus als Test erkannt, weil Autobranche zu
den E-Commerce-Bereichen gehört.
Die Art der Extraktion von DST in der Autobranche in Kapitel 6. wird über
wichtige Verfahren zur Erkennung von Einworttermen übersichtlich zusam-
mengefasst. Die Methode für die Erweiterung der neuen EGT wird vorgestellt:
i. Ein Korpus (z.B. Automobilbereich) aufbauen:
a. Extraktion aus Startseiten (z.B. www.autoscout24.de, www.schmuck.de)
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b. Extraktion mit Suchmaschinen (z.B. Google, Yahoo)
ii. Frequenzliste 1 mit Varianten erstellen:
Die Stoppwortliste, die 1220 Einträge enthält, wird dabei zuerst verwen-





iii. Frequenzliste 2 ohne Varianten aus Frequenzliste 1 erstellen:
Die Lemmatisierung wird im Test nicht durchgeführt. Nur einfache or-
thographische Varianten eines Wortes werden betrachtet. Die getroﬀenen
Frequenzen werden entsprechend addiert:
137192 Auto/ auto/ AUTO/ AUto
131216 GmbH/ GMBH/ gmbh/ Gmbh/ gmbH/ GmBH/ GMbH
98822 Audi/ AUDI/ audi/ AUdi/ AuDi
91348 BMW/ bmw/ Bmw/ BMw/ B-M-W/ bMW/ BmW
vi. Frequenzliste 3 mit der semantischen Annotation aus Fre-
quenzliste 2 erstellen: Die Überprüfung der domainspeziﬁschen Listen,
die Aﬃxanwendung von EGT und drei andere Korpora als Background
Filter werden zur semantischen Annotation für die Erkennung der DST
schrittweise von a nach g wie folgt verwendet:
a. 652 Automarken (z.B. BMW, Audi, VW)
b. 1692 Abkürzungen (z.B. PKW, ADAC)
c. Suﬃxanwendung von EGT (z.B. Gebrauchtwagen)
d. Präﬁxanwendung von EGT (z.B. Wagenheber)
e. Inﬁxanwendung von EGT (z.B. Mietwagenservice)
f. 471 im Internet bekannte Automodelle (z.B. Golf, Astra)
g. Danach werden Termkandidaten mit den unterschiedlichen Korpora
verglichen, um weitere Stoppwörter und domainneutrale Wörter zu
beseitigen. In diesem Experiment wurden die drei Korpora - Wein,
Schmuck und Kleidung als Background Filter - erstellt.
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Bei der Annotation wurden weitere Stoppwörter und unnötige Wör-
ter mit 'NO' markiert:
368318 EUR/ Eur/ eur/ EuR [NO]
131216 GmbH/ GMBH/ gmbh/ Gmbh/ gmbH/ GmBH/ GMbH [NO]
112108 war/ War/ WAR/ wAr/ WAr [NO]
91158 dann/ Dann/ DANN/ DAnn [NO]
79255 www/ Www/ WWW/ wWW/ WwW [NO]
75382 dass/ Dass/ DASS/ daSS [NO]
71071 eBay/ ebay/ Ebay/ EBAY/ e-bay/ E-Bay/ EBay/ E-bay/ ebaY/e-Bay/E-BAY/ [NO]
60709 Artikel/ artikel/ ARTIKEL [NO]
56591 Preis/ preis/ PREIS [NO]
52495 Deutschland/ deutschland/ DEUTSCHLAND/ Deutsch-land/ DEutschland [NO]
v. Erweiterung von EGT: Nach dem Vergleich der Korpora werden Term-
kandidaten für neue DST ausgewählt und 'ET' bei der Annotation mar-
kiert. Sie sind eine gute Basis für die Erweiterung der 'EGT'. Die Top10-
Termkandidaten werden wie folgt angezeigt:
42576 Fahrzeuge/ fahrzeuge/ FAHRZEUGE/ Fahr-zeuge [ET]
39174 Motor/ motor/ MOTOR/ MOtor [ET]
34748 Motorrad/ motorrad/ MOTORRAD/ Motor-rad [ET]
29735 Ersatzteile/ ersatzteile/ ERSATZTEILE/ Ersatz-Teile/ ErsatzTeile/ ErsatZteile [ET]
25762 Fahrzeug/ fahrzeug/ FAHRZEUG/ FAhrzeug/ Fahr-zeug [ET]
24455 inserieren/ Inserieren/ INSERIEREN [ET]
23539 AMG/ amg/ Amg/ am-g [ET]
21914 Coupe/ coupe/ COUPE [ET]
21289 Tuning/ tuning/ TUNING [ET]
20682 Romeo/ ROMEO/ romeo [ET]
8.8.1 Erweiterung von EGT
In diesem Experiment wurden nur die 80 EGT, die von Stefan Langer mit dem
semantischen Merkmal 'FZA' für Autos, PKWs und LKWs manuell kodiert
wurden, automatisch selektiert und für die Aﬃxanwendung von EGT verwen-
det. Diese 80 EGT im Automobilbereich genügen nicht und müssen erweitert
werden. Die Qualität der verwendeten EGT für die Aﬃxanwendung ist abso-
lut wichtig für die Erkennung von jeweiligen DST. EGT können automatisch
erweitert und mit Fachkenntnissen manuell verbessert werden.
Die zwei folgenden Punkte werden gemäß den Eigenschaften von EGT berück-
sichtigt, um Termkandidaten für die Erweiterung von EGT automatisch zu
erstellen. Dann können die automatisch erkannten Termkandidaten für neue
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EGT manuell ausgewählt werden.
a. nicht zerlegbar und generisch (z.B. Fahrzeug, Motor)
b. geeignet als Grundwort zur Kompositabildung (z.B. Nutzfahrzeuge)
Dafür wird der reguläre Ausdruck für die Suﬃxanwendung beim Perl-
Programm verwendet. Die Pluralbildung (z.B. Fahrzeug, Fahrzeuge, Firmen-
fahrzeugen) werden dabei beachtet. Die Inputdatei im Experiment enthält die
als 'ET' annotierten 190.689 Wörter aus den 224.292 semantisch annotierten
Termen im Beispiel-Korpus Autobranche. Durch das Beispielwort 'Fahrzeu-
ge', das nicht zu den 80 EGT gehört, wurden die 199 zusammengesetzten
Wörter wie folgt getroﬀen. Das Wort 'Fahrzeuge' wird wegen der oben ge-
nannten zwei Punkte als Termkandidat für neue EGT im Automobilbereich
ausgewählt:
1325 Neufahrzeuge/ neufahrzeuge/ NEUFAHRZEUGE/ Neu-Fahrzeuge [ET]
1188 Gebrauchtfahrzeuge/ GEBRAUCHTFAHRZEUGE/ gebrauchtfahrzeuge/ Gebraucht-Fahrzeuge [ET]
1101 Schlachtfahrzeuge/ schlachtfahrzeuge [ET]
990 Kraftfahrzeuge/ KRAFTFAHRZEUGE/ kraftfahrzeuge [ET]
903 Fahrzeuges/ fahrzeuges/ FAhrzeuges [ET]
665 Erdgasfahrzeuge/ erdgasfahrzeuge/ ERDGASFAHRZEUGE/ Erdgas-Fahrzeuge [ET]
502 Unfallfahrzeuge/ unfallfahrzeuge/ UNFALLFAHRZEUGE/ Unfall-Fahrzeuge [ET]
429 Unfallfahrzeugen/ UNFALLFAHRZEUGEN/ unfallfahrzeugen/ Unfall-Fahrzeugen [ET]
331 Kraftfahrzeugen/ KRAFTFAHRZEUGEN/ kraftfahrzeugen [ET]
314 Einsatzfahrzeuge/ einsatzfahrzeuge/ EINSATZFAHRZEUGE [ET]
Als Resultat wurden 2.769 Termkandidaten der neuen EGT aus den 190.689
Wörtern, die als 'ET' annotiert sind, automatisch erstellt.
Die Top17-Termkandidaten für neue EGT werden wie folgt angezeigt. In der
linken Klammer steht keine Worthäuﬁgkeit, sondern die Häuﬁgkeit der zu-
sammengesetzten Wörter:



















Die oben automatisch erstellte Liste für die Kandidaten der neuen EGT
kann bei der manuellen Auswahl für die Erweiterung der EGT sehr nützlich
sein (z.B. Fahrzeug, Motor, Motorrad, Getriebe, Trans, Transporter, Felgen).
Die Wörter 'Tuning' und 'Finanzierung' sind auf Dienstleistungen bezogene
Wörter, die bei der manuellen Auswahl auch gesammelt werden können. Sol-
che Wörter (z.B. Ersatzteile, Computer, Fahrer, Polizei) sind unwichtig in der
Autobranche. Bei der manuellen Auswahl für EGT kann man zusätzlich auf
zwei Punkte achten:
• Auf Dienstleistungen bezogene Wörter sammeln
• weitere Stoppwörter und domainneutrale Wörter sammeln
8.8.2 Ergebnisse des Autobranche-Korpus
In der folgenden Tabelle 8.2 werden die Ergebnisse dieses Experiments im
Automobilbereich angezeigt:
Bei der Erstellung von Frequenzliste 3 wurde die Worthäuﬁgkeit be-
schränkt. Wenn die Worthäuﬁgkeit eines Wortes kleiner als 6 ist, wird es
nicht verarbeitet. Wenn Wörter Nicht-Wortzeichen beinhalten, werden sie als
Stoppwörter betrachtet und nicht verarbeitet. Die 25.256 Wörter unter den
224.292 semantisch annotierten Termen aus der Frequenzliste 3 im Beispiel-
Korpus Automobilbereich werden bei der semantischen Annotation 'NO' ge-
kennzeichnet. Während die 'ET'-annotierten Wörter eine gute Quelle für die
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Korpus (Mit Suchmaschinen) 24.109 Webseiten
Frequenzliste 1 1.945.764 Terme
Frequenzliste 2 1.559.567 Terme
Frequenzliste 3 224.292 Terme
'NO' annotiert (Frequenzliste 3) 25.256 Terme
'ET' annotiert (Frequenzliste 3) 190.689 Terme
Kandidaten für EGT 2.769 Terme
Tabelle 8.2: Erkennung der Einwortterme im Autobranche-Korpus
neuen DST und EGT sind, stellen die 'NO'-annotiertenWörter eine gute Quel-
le für weitere Stoppwörter und unwichtige Wörter dar. Die Aﬃxanwendung
von EGT spielt eine entscheidende Rolle für die Erkennung der domainspezi-
ﬁschen Terme in den jeweiligen Bereichen.
Die Frequenzliste 3 mit der semantischen Annotation ist von guter Qualität.
Die ersten Top-30 Terme wurden im Kapitel 6.4.5. (Semantische Annotation
der Einwortterme) angezeigt.
8.9 Hierarchische Struktur der Produktterme (PT)
Im Kapitel 4.8 (GermaNet - Semantisches Wortnetz) wurden die folgenden
zwei unterschiedlichen semantischen Relationen erklärt:
• Lexikalische Relationen: Synonymie, Antonymie (Ist-Gegenteil-Von)12
• Konzeptuelle Relationen: Hyponymie ('is-a'), Hyperonymie, Merony-
mie (Teil-Ganzes-Relation), Holonymie
Hyponymie/Hyperonymie
Die Hyponymie ist die wichtigste konzeptuelle Relation für Nomina und bil-
det eine hierarchische Struktur. Die hierarchische Struktur zwischen Wörtern
(z.B. Autositz, Babyautositz, Autokindersitz, Kinderautositz, Baby adac au-
tositz) kann durch den schon erwähnten 'Suﬃx-Gebrauch' zum Beispiel wie
folgt festgestellt werden, wenn die Wörter einen gemeinsamen Kopf (z.B. Sitz)
haben. Im Automobilbereich sollten solche Wörter (z.B. Autositz) als EGT
12Synonymie (Bedeutungsgleichheit), Antonymie und Opposition (Bedeutungsgegensatz), Homonymie
(Ein Homonym ist ein Lexem, das unterschiedliche Bedeutungen haben kann, wie z.B. Bank (Sitzmöbel)
und Bank (Geldinstitut).)
8.9 Hierarchische Struktur der Produktterme (PT) 127
behandelt werden, nach der Grundannahme für domainspeziﬁsche Terme in
Kapitel 4.3. Das bedeutet, dass der EGT 'Autositz' selber ein Kopf ist, also
nicht weiter zerlegt werden kann.
A Kopf (z.B. Sitz) 'A' ist ein Hyperonym von 'BA'.
BA (Autositz) 'BA' ist ein Hyponym von 'A'.
BEA 'E' für eine Ergänzung (z.B. Autokindersitz) 'BEA' ist ein Hyponym von 'BA'.
EBA (Kinderautositz) 'EBA' ist ein Hyponym von 'BA'.
Tabelle 8.3: Hyponymie-Beziehung mit dem Suﬃx-Gebrauch
Die drei Terme Autokindersitz, Kinderautositz und Babyautositz sind
Unterunterbegriﬀe von Sitz. Außerdem sind sie untereinander synonym und
Kohyponyme von Autositz. Viele verschiedene Kohyponyme von Wagen aus
dem automatisch erstellten Korpus von Autobranche werden durch die Suﬃ-
xanwendung von Wagen beispielsweise wie folgt erkannt. Dieses Korpus aus
dem Web ist dafür sehr nützlich:
Gebrauchtwagen, Gebraucht-Wagen, Neuwagen, Jahreswagen, Wohnwagen, Mietwagen,
Sportwagen, Unfallwagen, Kleinwagen, Rennwagen, Kastenwagen, Lastwagen, Traumwagen,
Lieferwagen, Leihwagen, Kinderwagen, Personenwagen, Dienstwagen, Krankenwagen, Last-
kraftwagen, Streifenwagen, Abschleppwagen, Firmenwagen, Rettungswagen,...
Nach der folgenden Deﬁnition von John Lyons kann das Synonymiever-
hältnis als symmetrische Hyponymie deﬁniert werden (z.B. X = fabrikneuer
Wagen, Y = 0-km-Wagen) [Lyo68, S. 466]:
Wenn X ein Hyponym von Y ist und wenn Y auch ein Hyponym
von X ist, dann sind X und Y Synonyma.
Durch den Suﬃx-Gebrauch können Hyponyme, Hyperonyme und Kohypo-
nyme automatisch erkannt werden, wenn sie einen gemeinsamen Kopf haben.
8.9.1 Hierarchieextraktor
Ein CGI-Programm für die Extraktion der hierarchischen Struktur von Pro-
dukttermen wurde für diese Arbeit erstellt. Es wird Hierarchieextraktor13
13'Hierarchieextraktor' http://knecht.cis.uni-muenchen.de/cgi-bin/kimda/k04/mkw/egtHierarcy.pl
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Das Wort 'Reifen' als EGT und der Kopf der oben genannten Komposita
müssen bei der Zerlegung automatisch erkannt werden, weil KGT mindestens
einen EGT beinhaltet.
Sommerreifen, Winterreifen, Regenreifen und Autoreifen sind Kohyponyme
von 'Reifen'. Für das CGI-Programm über 'Hierarchieextraktor' (engl. hier-
archy extractor) werden die folgenden zwei Methoden entwickelt:
• Längste gemeinsame Zeichenkette im Suﬃxbereich
• Lexikon-Lookup mit Hilfe von Maximum-Matching14 im Suﬃxbereich
Die längste gemeinsame Zeichenkette zwischen Sommerreifen und Win-
terreifen ist erreifen. Nach der ersten Methode muss die zweite Methode
'Lexikon-Lookup' nochmal durchgeführt werden, um als ein Wort bzw. No-
men identiﬁziert zu werden. Deswegen ist der 'Lexikon-Lookup' für den Zweck
dieser Arbeit geeignet. In der Demo-Version werden die 41.528 einfache Nomen
von CISLEX beim Lexikon-Lookup verwendet, um die EGT der zusammen-
gesetzten Wörter im Suﬃxbereich zu erkennen.
Der folgende Algorithmus für 'Hierarchieextraktor' wird schritt-
weise im CGI-Programm ausgeführt:
a. Eingabetext in ISO-Latin normalisieren
b. Tokenisieren und dann Stopp-Wörter eliminieren
14Ein maximales Matching (Maximum-Matching) ist ein Matching, welches nicht mehr erweitert werden
kann.
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c. Um vorhandene EGT der jeweiligen zusammengesetzten Wörter im Ein-
gabetext zu erkennen und bis zur Stufe der Unterunterbegriﬀe zu suchen,
wird die folgende Annahme angewendet:
Wenn ein Wort die Form 'AB' hat und ein Wort der
Form 'B' im Eingabetext vorhanden ist, ist die Form
'B' ein EGT.
Z.B. Eingabetext: Autositz, Autokindersitz, Babyautositz, Kinderautositz, Sitz
[S] sitz [n] -> autositz [Kopf: sitz]
[S] sitz [n] -> autositz -> babyautositz [Kopf: sitz]
[S] sitz [n] -> autositz -> kinderautositz [Kopf: sitz]
[S] sitz [n] -> autositz -> autokindersitz [Kopf: sitz]
[S] für Suffixgebrauch, [n] für einfache Nomen, ' ->' für Hyponym-Relation
d. Lexikon-Lookup mit Hilfe von Maximum-Matching im Suﬃxbereich
Wenn ein Wort die Form 'AB' hat und ein Wort
der Form 'B' im Eingabetext nicht vorhanden ist, wird
die Form 'B' als ein EGT durch den Lexikon-Lookup
mit Hilfe von Maximum-Matching im Suﬃxbereich er-
kannt.
Z.B. Eingabetext: Autokindersitz, Babyautositz, Kinderautositz
[S] sitz [n] -> kinderautositz [Kopf: sitz]
[S] sitz [n] -> babyautositz [Kopf: sitz]
[S] sitz [n] -> autokindersitz [Kopf: sitz]
Ein Beispiel für 'Hierarchieextraktor':
Durch den Schritt [c] im oben genannten Algorithmus wurde der folgende
Fehltreﬀer im Beispiel getroﬀen:
[S] sitz [n] -> autositz -> autobesitzer [Kopf: sitz]
In solchen Fällen soll der Schritt [d] im oben genannten Algorithmus vor
dem Schritt [c] wie folgt durchgeführt werden:
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Ein Thesaurus15 bzw. Wortnetz ist in der Dokumentationswissenschaft ein
kontrolliertes Vokabular, dessen Begriﬀe durch Relationen miteinander ver-
bunden sind. Die Demo-Version soll mit Hilfe eines Thesaurus weiter ent-
wickelt werden:
[S] besitzer [N] -> autobesitzer [Kopf: besitzer]
Das Wort 'Autobesitzer' ist kein DST, weil es entweder auf Produktna-
men oder auf Dienstleistungen bezogen ist. Solche unwichtigen Wörter (z.B.
Besitzer, Fahrer, Inhaber, Liebhaber, Fan) können durch den Vergleich von
Korpora erkannt und entfernt werden. In der Abbildung 8.4 (am Ende des Ka-
pitels) wird ein Beispiel-Ergebnis des CGI-Programms 'Hierarchieextraktor'
gezeigt.
8.10 Semantische Klassen für E-Commerce im CISLEX
Die 41.528 Lexeme für einfache Nomina im CISLEX werden bei der semanti-
schen Kodierung anhand der Merkmale (z.B. FZA) von Stefan Langer manuell









Das Feld 5 (z.B. P6) steht für die Pluralbildung. Vom Feld 1 bis Feld 6 wer-
den morphosyntaktische Informationen annotiert. Im Feld 7 und 8 werden se-
mantische Informationen (z.B. FZA (Autos, PKWs und LKWs), XXX (nicht
klassiﬁziert, weil nicht bekannt)) annotiert.
Insgesamt sind ca. 429 semantische Klassen hierarchisiert, die für einfache
Nomina des CISLEX semantisch manuell kodiert wurden. Davon werden 236
Klassen für E-Commerce (z.B. abf (Abfälle), ael (Elektrische Bauteile), agt
15In Wikipedia - http://de.wikipedia.org/wiki/Thesaurus
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(Spektakel-/Theatertypen), ake (Kleineisenwaren), amb (Blasinstrumente),
amc (Schlagzeug)) manuell ausgewählt. In diesen 236 Klassen werden 23.921
Lexeme, die schon semantisch kodiert wurden, identiﬁziert.
Die 23.921 Lexeme können als EGT für die Erkennung der DST verwendet
werden, wenn sie den entsprechenden E-Commerce-Bereichen richtig zugeord-
net sind.
8.10.1 Zuordnung der semantischen Klassen durch die Suﬃxan-
wendung
Durch die Suﬃxanwendung von 23.921 EGT für E-Commerce, die im CISLEX
schon semantisch manuell kodiert wurden, können erkannte DST den jeweili-
gen semantischen Klassen zugeordnet werden. Dafür wird die Grammatik für
die Suﬃxanwendung benutzt:
Suﬃxanwendung: x hat die Form AB und B ist ein EGT. x
gehört zu einer oder mehreren semantischen Klassen von B.
Die verwendete Metakeyword-Liste enthält die automatisch gesammelten
4.778.097 Einträge für Einwortterme aus dem Web. Zum Experiment ohne
Inﬁxgebrauch wurden Suﬃx- und Präﬁx-Gebrauch mit den schon semantisch
kodierten 23.921 EGT bzw. einfache Nomina im CISLEX durchgeführt. Dabei
wird die folgende Idee umgesetzt, um gute Wörter zu erkennen:
Gute Wörter, die durch die Aﬃxanwendung von EGT bzw. ein-
fachen Nomina im Lexikon (z.B. CISLEX) erkannt werden.
Davon werden 2.125.737 Terme erkannt. Die 441.052 Terme darunter, die
durch die Suﬃx- und Präﬁxanwendung von 23.921 EGT für E-Commerce iden-
tiﬁziert wurden, werden als gute Termkandidaten wie im folgenden Beispiel
betrachtet:











Im Experiment wurden die 236 semantischen Klassen von Stefan Langer
verwendet, um die dazugehörigen semantischen Klassen eines Terms zu er-
mitteln. Das semantische Merkmal 'AKT' steht für Aktionen. Das Merkmal
'FZA' steht für Autos, PKWs und LKWs und FZH für Fahrzeuganhänger.
Wörter (z.B. Campingwagen), deren semantisch zusammengesetzte Bedeu-
tung (z.B. AKT und FZA|FZH) richtig ist, können durch die Methode den
jeweiligen semantischen Klassen (z.B. FZA|FZH) zugeordnet werden.
Solche Wörter wie Funkauto, Kinderwagen gehören nicht zur Autobranche.
Nach der Identiﬁzierung der Aﬃxanwendung von EGT können sie dann als
Fehltreﬀer geﬁltert werden. Das Wort 'Funkauto' wird durch Suﬃxgebrauch
von Auto erkannt und das Präﬁx [funk] wird auch als ein EGT erkannt. Das
Wort 'Funkauto' wird auf die zwei semantischen Klassen, nämlich FZA und
ITU (Institutionen) referenziert. Das Wort 'Funkauto' gehört zu der Klasse
FZA. In diesem Fall wird das Wort funk nicht richtig semantisch kodiert,
und die Analyse ist falsch.
Die zusammengesetzten Klassen von 'Autohändlern' sind FZA (Autos) und
BVK (Verkäufer).
Wenn die zusammengesetzte Bedeutung eines Wortes richtig ist, kann sie
wie ein Kompositum16 behandelt werden.
Solche kommerziellen EGT (z.B. Notebook, Laptop, Bildschirm, Keybords,
DVD, PC, MP3) sind im CISLEX noch nicht semantisch kodiert, weil sie dort
noch nicht vorhanden sind.
16Unter Zusammensetzung (Komposita) verstehen wir Wörter, die ohne Ableitungsmittel aus zwei oder
mehreren selbständig vorkommenden Wörtern gebildet sind. Die Bestimmungswörter stehen links, sie
erklären das Grundwort näher. Das letzte Wort ist das Grundwort, das die Wortart der ganzen Zusam-
mensetzung festlegt. [Duden 4]
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Neue EGT für E-Commerce müssen erweitert werden. Sie können in zwei ty-
pischen Bereichen - Produktnamen und Dienstleistungen - sowie in Sektoren
und Branchen semantisch kodiert werden. Damit kann man DST im jeweiligen
Bereich identiﬁzieren und semantisch analysieren, ob ein Term zu Produktna-
men, Dienstleistungen oder zu einer anderen Branche gehört.
8.11 Erkennung der auf Dienstleistungen bezogenen Ter-
me
Dienstleistungen im E-Commerce-Bereich sind persönliche Leistungen, um
Geld zu verdienen. Die Grammatik für Erkennung der auf Dienstleistungen
bezogenen Terme (z.B. Autovermietung, Autoversicherung, PKW-Service,
Autotuning, Schuhreparatur) sieht wie folgt aus:
x ist ein möglicher auf Dienstleistungen bezogener Term, wenn
x die Form AB hat. Wenn 'A' ein EGT oder KGT ist, ist 'B' ein
Abstraktum für Dienstleistungen (z.B. Service, Tuning).
Ein Beispiel mit dem EGT 'Schuh'
Die aktuell verwendete Metakeyword-Liste enthält 2.988.819 Einträge. Die
Einträge sind Unigramme. Durch Suﬃx- und Präﬁx-Gebrauch mit dem EGT
von Schuh wird die folgende Anzahl von Treﬀern in der Metakeyword-Liste
angezeigt:
EGT (Schuh) Treﬀeranzahl von 2.988.819
Suﬃx-Gebrauch 2.001
Präﬁx-Gebrauch 744
Der Präﬁx-Gebrauch ist gut geeignet für die Erkennung der auf Dienst-
leistungen bezogenen Terme (z.B. Schuhmacher, Schuhtechnik, Schuhmode,
Schuhgeschäft, Schuhpﬂege, Schuhreparatur, Schuheinlagen).
Der Suﬃx-Gebrauch ist geeignet zur Erkennung der Produktnamen (z.B.
Handschuhe, Damenschuhe, Herrenschuhe, Kinderschuhe, Sportschuhe, Sicher-
heitsschuhe, Maßschuhe, Mädchenschuhe)
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Abstrakte Basiswörter für Dienstleistungen
Die abstrakten Basiswörter für Dienstleistungen können für die Erkennung der
auf Dienstleistungen bezogenen Terme eﬃzient gebraucht werden. Im Gegen-
satz zu EGT sind sie in den jeweiligen Bereichen domainneutral. Sie müssen
für alle Domänen gleich verwendet werden, wie das folgende Beispiel zeigt:
M obilfunkservice, Pannenservice, Autoservice, Dolmetscherser-
vice, Aircraftservice, Elektroservice, Computer-Reinigungs-Service,
DVD-Brennservice, Notservice, Filmservice, EDV-Service
Um die abstrakten Basiswörter für Dienstleistungen zu extrahieren, kann
der Präﬁx-Gebrauch von EGT genutzt werden. Die 2.940 Terme aus den
224.292 semantisch annotierten Termen im Beispiel-Korpus von Autobran-
che wurden durch den Präﬁx-Gebrauch von EGT erkannt. Dadurch kann
die in Tabelle 8.4 dargestellte Wortliste mit den Frequenzen der Kandida-
ten für abstrakte Basiswörter (Dienstleistungen) aus einem Beispiel-Korpus
von Autobranche automatisch erstellt werden. Schließlich können qualiﬁzierte
Basiswörter für Dienstleistungen manuell wie EGT selektiert und verbessert
werden.
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Abbildung 8.4: Ein Beispiel von 'Hierarchieextraktor'(Stand: 29.03.2007)
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Webseiten in den jeweiligen E-Commerce-Branchen können durch domainspe-
ziﬁsche Ausdrücke bzw. Nominalphrasen automatisch klassiﬁziert werden. Die
domainspeziﬁschen Ausdrücke beinhalten mindestens einen domain-speziﬁschen
Bestandteil, der in dieser Arbeit EGT oder Marke genannt wurde. Wenn ei-
ne Webseite nur aus den folgenden zwei Sätzen besteht, können Schlüssel-
wörter (Keywords) durch statistische Verfahren für Schlüsselwortextraktion
(engl. keyword extraction) erkannt werden. Aber nicht alle Schlüsselwörter
sind domainspeziﬁsch. Durch den Abgleich der Frequenzlisten in den jeweili-
gen E-Commerce-Branchen und der semantischen Annotation für branchen-
speziﬁsches Vokabular können Wörter in einem Bereich als branchenspeziﬁsch
erkannt werden. Nur domainspeziﬁsche Nominalphrasen, wie zum Beispiel im
Bereich Automobil, werden in dieser Arbeit berücksichtigt:
Bei MAN und Scania stehen die Zeichen auf Fusion. Beim schwe-
dischen Lkw-Bauer Scania hat die Hauptversammlung VW-Chef
Martin Winterkorn wie erwartet zum Aufsichtsratschef gewählt.
Die folgenden branchenspeziﬁschen Nominalphrasen aus den oben genann-
ten Sätzen werden beispielsweise manuell erstellt:
• Schlüsselwörter:
MAN, Scania, Zeichen, Fusion, Lkw-Bauer, Hauptversammlung, VW-
Chef Martin Winterkorn, Aufsichtsratschef
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• branchenspeziﬁsche Nominalphrasen:
MAN und Scania, Lkw-Bauer Scania
Berufsbezeichner (z.B. Aufsichtsratschef) sind nicht branchenspeziﬁsch. Ei-
ne Nominalphrase wie z.B. VW-Chef Martin Winterkorn (Berufsbezeichner +
Personenname) ist zwar branchenspeziﬁsch, jedoch werden Personennamen in
dieser Arbeit nicht behandelt.
Branchenspeziﬁsches Vokabular, das auf Produkte und Dienstleistungen be-
zogen ist, kann in dieser Arbeit hauptsächlich automatisch identiﬁziert wer-
den. Ausdrücke wie z.B. myAudi, myBMW werden in dieser Arbeit nicht be-
handelt. In diesem Kapitel werden die folgenden Zielsetzungen experimentell
durchgeführt:
I. Automatische Erstellung der deutschen Korpora für E-Commerce-
Branchen
II. Erstellung des Terminologie-Extraktionssystems AGBV:
AutomatischeGewinnung von BranchenspeziﬁschemVokabular aus den
erstellten Korpora
9.1 Überprüfung der erkannten Wörter in einer Bran-
che
Branchenspeziﬁsche Wörter in den jeweiligen Bereichen maschinell zu erken-
nen ist das Hauptziel des Experiments. Dafür kann ein Wort in einer Branche
unter der folgenden Annahme überprüft werden:
Ein Wort in einem Text ist für eine Branche entweder ein bran-
chenspeziﬁsches Wort oder ein Stoppwort (bzw. branchenneutra-
les Wort).
Aufgrund der oben genannten Annahme wird die Struktur zur Überprü-
fung der erkannten Wörter in einer Branche abgebildet. Dabei werden die
folgenden Abkürzungen verwendet:
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Abkürzung Bemerkung
BW Branchenspeziﬁsches Wort
F falsch erkanntes BW
S1 allgemeine Stoppwortliste
S2 Stoppwortliste für geographische Namen
S3 Stoppwortliste für Branchenneutrale Stoppwörter
Abbildung 9.1: Überprüfung der erkannten Wörter in einer Branche
Branchenspeziﬁsche Wörter, die durch die 'AGBV' als 'branchenspe-
ziﬁsch' automatisch erkannt werden, sind Basis für die Erstellung der Bran-
chenspeziﬁschen Wortlisten in den jeweiligen Branchen.
Zur Qualitätsverbesserung sind die Branchenspeziﬁschen Wortlisten, die zu-
sätzlichen Wortlisten von BW / F (falsch erkanntes BW) und Stoppwörter
sehr nützlich.
BW / F (falsch erkanntes BW) wird ein Wort genannt, das in einer
Branche häuﬁg als Fehltreﬀer vorgekommen ist, aber als 'branchenspeziﬁsch'
in anderen Branchen betrachtet werden kann.
Die Liste von BW / F (falsch erkanntes BW) wird verwendet, um die kor-
rekten branchenspeziﬁschen Wörter in einer entsprechenden Branche zu er-
kennen. Diese Liste gilt für eine Branche.
Das Beispielwort 'Wagen' ist branchenspeziﬁsch und ein EGT in der Auto-
branche. In den anderen Bereichen, z.B. für Lebensmittel und Computer, ist
das Wort 'Wagen' nicht bereichsspeziﬁsch. Solche Wörter können zur Quali-
tätsverbesserung der Liste manuell korrigiert werden.
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Die Datei 'Computer_BVGap_2007-06-13_17.35.54_.list' im Beispielbe-
reich von 'Computer' enthält die besten automatisch erkannten branchen-
speziﬁschen Wörter mit Großschreibung, deren Abstandswert höher als '0.90'
ist. Bei der manuellen Verarbeitung dieser Datei können solche Fehltreﬀer als
BW / F (automatisch falsch erkanntes BW) gekennzeichnet und gesammelt
werden.
Die oben erwähnten drei Stoppwortlisten gelten für alle Branchen.
Sie werden in dieser Arbeit erfolgreich eingesetzt und können erweitert werden.
9.2 Branchenspeziﬁsche Wörter (BW) pro Branche
Nicht immer kann ein Wort einer Branche eindeutig zugeordnet werden. Ein
Beispielwort ist Reifen. Das Wort Reifen wird im Automobilbereich (z.B.
Winterreifen, Sommerreifen), aber auch z.B. in der Schmuckbranche als EGT
betrachtet (z.B. Armreifen, Stirnreif, Goldreifen, Haarreifen, Halsreifen, Jac-
quardstreifen, Magnetarmreifen, Metallreifen, Oberarmreifen, Omega-reifen,
Silberarmreifen).
Jede Branche (B) hat Branchenspeziﬁsche Wörter (BW), die zu dieser Bran-
che gehören. Die folgende Tabelle zeigt dafür:
Branchen B1 ... Bn
Branchenspeziﬁsche Wörter BW1 ... BWn
Tabelle 9.1: Branchenspeziﬁsche Wörter (BW) pro Branche
9.3 Branchenspeziﬁsche Wortlisten
In den in Kapitel 9. erwähnten zwei Beispielsätzen können MAN und Sca-
nia als Firmennamen erkannt werden, wenn die beiden Wörter in der Liste
von Firmennamen vorhanden sind.
MAN ist der größte deutsche Hersteller von LKWs und Spezialfahrzeugen
in der Autobranche. Scania ist ein schwedischer LKW-Hersteller.
Aber das Wort MAN könnte darüber hinaus auch ein Firmenname sein,
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z.B. für Möbel oder Computer, wenn das Wort MAN in der Firmenliste
(z.B. von Möbeln oder Computern) vorhanden ist. Firmennamen können also
auch mehrdeutig sein.
Jeder Bereich hat die jeweiligen branchenspeziﬁschen Wortlisten.
Die folgenden branchenspeziﬁschen Wortlisten werden in dieser Arbeit berück-
sichtigt. Sie können automatisch erkannt und zur Vermeidung von Fehltreﬀern
manuell korrigiert werden. Sie werden in folgende zwei Gruppen eingeteilt:
Unter der Gruppe Branchenspeziﬁsche Wörter in einer Branche (z.B. Auto-
branche) liegen vier Wortlisten, nämlich Marken- bzw. Firmennamen, EGT,
KPN und Abkürzungen, die für die automatische Erkennung von branchen-
speziﬁschen Einworttermen und Mehrworttermen nützlich sind. Sie sind eine
Basis für die semantische Analyse und Webseitenklassiﬁkation:
a. BW in einer Branche (z.B. Autobranche)
• Marken- bzw. Firmennamen: Opel, BMW, Audi, VW
• EGT: Wagen, Auto, Fahrzeug
• branchenspeziﬁsche Abkürzungen mit ähnlichen Eigenschaf-
ten wie EGT: KFZ, PKW, LKW, ADAC
• KPN (Konkrete Produktnamen): VW Polo 1.2
b. BW / F (automatisch falsch erkanntes BW)
KPN (Konkrete Produktnamen), die im Kapitel 8.5.2. beschrieben wur-
den, können Marken, Modelle und Zusatzinformationen beinhalten. Solche
konkreten Ausdrücke (z.B. BMW 116i Advantage, VW Polo 1.2) werden als
'KPN' erkannt. Branchenspeziﬁsche Abkürzungen mit ähnlichen Eigenschaf-
ten wie EGT (z.B. KFZ, PKW) werden in dieser Arbeit als 'EGT' behandelt,
weil sie fähig zur Kompositabildung sind.
Die manuell erstellte Wortliste für BW / F (falsch erkanntes BW) kann nur
in einer entsprechenden Branche (z.B. 'Autobranche') benutzt werden.
9.4 Branchenneutrale Stoppwörter
Es gibt verschiedene Stoppwort-Listen für die jeweiligen Anwendungen. In die-
ser Arbeit wurde die allgemeine Stoppwortliste, die 1220 Einträge enthält, bei
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der Erstellung von den jeweiligen Frequenzlisten in allen Bereichen verwendet.
Typische Elemente dieser allgemeinen Stoppwortliste sind die folgenden:
• Inhaltsleere (Funktions-)Wörter wie Artikel, Präpositionen, Prono-
mina und Konjunktionen für Deutsch und Englisch
• Branchenneutrale Wörter: Z.B. erhöht, gibt, kurz, Türen, Insassen,
reichen, Liter, bleibt, nennt, Euro, EUR
Diese 1220 Stoppwörter sind sehr nützlich für allgemeine Anwendungen.
Für die Terminologie-Extraktion von branchenspeziﬁschem Vokabular ist diese
Menge an Stoppwörtern zu gering. Nach der Nutzung von 1220 Stoppwörtern
werden Frequenzlisten für Einwortterme in allen Bereichen erstellt. Die Fre-
quenzlisten enthalten noch weitere Stoppwörter und branchenneutrale Wörter,
die nicht als branchenspeziﬁsch betrachtet werden können. Branchenneutrale
Stoppwortlisten können zur Beseitigung weiterer Stoppwörter und branchen-
neutraler Wörter eﬃzient eingesetzt werden. Die branchenneutralen Wörter
werden in dieser Arbeit behandelt wie Stoppwörter.
Branchenneutrale Stoppwörter gelten für alle Branchen.
Für das Experiment werden 20 E-Commerce-Branchen ausgewählt (vgl. Tab.
9.2). Im Experiment werden die branchenneutralen Stoppwörter, die mehr-
mals vorgekommen und in mehr als 15 Branchen aufgetaucht sind, in einer
Datei (z.B. 'Computer_Birrelevant_*' im Beispielbereich von 'Computer')
in den jeweiligen Branchen automatisch gesammelt, um bei der Eliminierung
der Stoppwörter verwendet zu werden. Die Qualität der branchenneutralen
Stoppwörter muss letztlich manuell verbessert werden.
9.5 Auswahl von E-Commerce-Branchen
Es gibt zahlreiche Branchen im Internet-Handel, die noch nicht vereinheitlicht
sind. Die Zuordnung von Waren zu Branchen ist deshalb ein großes Problem,
wenn Waren in den Produktklassiﬁkationssystemen und Oine-Katalogen
aufgefunden werden sollen. Für die automatische Gewinnung von branchen-
speziﬁschem Vokabular (AGBV) werden die zwei Kategorien Produkte und
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Dienstleistungen unterschieden. Die folgenden 20 E-Commerce-Branchen für
Produkte und Dienstleistungen sind in dieser Arbeit relevant. Mit dieser ex-
emplarischen Auswahl an Branchen wird das Experiment durchgeführt. Bei






















Tabelle 9.2: E-Commerce-Branchen für Produkte und Dienstleistungen
9.6 Korpora für E-Commerce-Branchen
Im Kapitel 6 (Domain-speziﬁsche Korpora aus dem Web) wurden die fol-
genden zwei Methoden für die Erstellung der domain-speziﬁschen Korpora
vorgestellt:
a. Extraktion aus Startseiten (z.B. www.autoscout24.de, www.schmuck.de)
b. Extraktion mit Suchmaschinen (z.B. Google, Yahoo)
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Die Methode [b] ist für das Experiment besser geeignet, weil mehr unter-
schiedliche Quellen für die HTML-Analyse, die im Kapitel 6.2. (Dokumen-
tensammlung) vorgestellt wurde, gefunden werden.
9.6.1 Masterprogramm für den Aufbau der Korpora
Auf der beigefügten DVD sind alle verwendeten Programme, die im Rah-
men dieser Arbeit implementiert werden, die verwendeten Korpora und Fre-
quenzlisten gespeichert.
Für die Methode [b] Extraktion mit Suchmaschinen (z.B. Google, Yahoo)
werden bisher Perl-Skripten und nützliche Linux-Befehle verwendet. Diese
Perl-Skripten sind als Standalone-Programme modular aufgebaut und erfor-
dern Eingaben bzw. Parameter. Die folgenden drei Programme erfüllen die
wichtigen Aufgaben von URL-Sammlung, Korpusbau und Erstellung der Fre-
quenzlisten:
Programm Eingabe (Parameter)
BV_urls_crawler.pl File Maximum DB1Zeitinterval Language Domain SE2
BVﬂoskelnCrawlerKorpus.pl File
BV_frequence.pl Directory_Name
Das Masterprogramm für den Aufbau der Korpora verbindet diese Perl-
Skripten durch Linux-Befehle. Folgende Einstellungen können anhand des Ma-
sterprograms vorgenommen werden:
• Datenbanken, um verschiedene und neue URL-Adressen zu sammeln.
• Sprache (z.B. 'a' für Any Language, 'g' für 'German')
• Domäne (z.B. 'any' für any domain, de, com)
• Suchmaschinen (z.B. 'A' für 'All', 'G'(Google), 'Y' (Yahoo))
Für mein Ziel werden Korpora für die deutsche Sprache im E-Commerce-
Bereich aufgebaut. Die folgenden zwei Voraussetzungen für das Masterpro-
gramm werden benötigt, um ein Korpus aufzubauen:
2'DB' für 'Datenbank'
2'SE' für 'Search Engine'
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• Eine Datei enthält branchenspeziﬁsche Wörter als Startwörter, um
ein Korpus aufzubauen. In dieser Datei steht in jeder Zeile ein Wort.
• Ein Wort wird für alle maschinell erstellten Suchbegriﬀe für Suchma-
schinen , die aus zwei und sechs Wörtern bestehen, gebraucht. Beispiels-
weise wird das Wort Haushaltsgeräte im Bereich Haushaltsgeräte als
ein Basis-Wort für alle Suchbegriﬀe verwendet, die wie folgt zusammen-
geschrieben werden: z.B. Haushaltsgeräte Miele.
Input und Output des Masterprogramms
Der Input für das Masterprogramm sind die oben erwähnten zwei Parameter,
nämlich ein Dateiname und ein Basis-Wort. Es folgt ein Beispiel für ein Kor-
pus im Bereich von 'Haushaltsgerät', um das Masterprogramm auszuführen:
BV_masterKorpus.pl ./suchbegriﬀe/Haushaltsgeraete Haushaltsgeräte
(Dateiname: './suchbegriﬀe/Haushaltsgeraete', Basis-Wort: 'Haushaltsgeräte')
Nach der Ausführung des Masterprogramms werden die elf Dateien im












Die folgenden sechs Dateien sind besonders relevant:
• 'allunique.urls': Sammlung der verschiedenen URLs
• 'korpus_suchbegriﬀeForComputer_*': Dateien für ein Korpus.
Verschiedene Webseiten werden mit Hilfe der gesammelten verschiede-
nen URLs in den Dateien lokal gespeichert, indem sie durch die 'HTML-
Analyse' analysiert werden. Es wird als Test beispielweise die Einschrän-
kung von 10000 HTML-Seiten pro Datei gemacht. Wenn diese Datei
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10000 HTML-Seiten beinhaltet, wird der Dateiname mit der Zeitangabe
wie folgt automatisch geändert:
korpus_suchbegriﬀeForComputer_2007-05-18_16.57.08_10000.urls_ﬁnished
korpus_suchbegriﬀeForComputer_2007-05-19_05.26.59_10001.txt
• 'runtime_doubles.info': Laufzeit des Korpusbaus und Informationen
für die Gesamtgröße der Original-Webseiten und Duplikate, die unter-
schiedliche Pfadangaben haben, wo aber Dateiname und Dateigröße gleich
sind.
• 'fre.list': Nach der Eliminierung der Stoppwörter, die durch die 1220
Einträge lange Stoppwortliste identiﬁziert wurden, wird die Frequenzli-
ste 'fre.list' für Einwortterme automatisch erstellt. Der Lemmatisierungs-
prozess wird für das Experiment nicht verwendet. Wörter werden case
sensitive behandelt, da auf diese Weise die für die weitere Verarbeitung
relevanten Nomen aufgrund der Großschreibung leichter erkannt werden
können. Die Worthäuﬁgkeit und das Wort mit orthographischen Varian-






• 'freVariation.list': Die Datei freVariation.list wird aus der Datei fre.list
erstellt, indem orthographische Varianten eines Wortes zusammengefaßt
werden. Die jeweilige Worthäuﬁgkeit wird addiert. Z.B. ist die Worthäu-
ﬁgkeit von 'laptop' höher als die Worthäuﬁgkeit von 'Laptop'. Dadurch
wird das Wort 'laptop' als Grundform nach dem Vergleich der Frequen-
zen vom Programm ausgewählt. Die Auswahl 'laptop' als Grundform ist
richtig. Wenn die Qualität des Korpus gut ist, muß die Auswahl für die
Grundform richtig sein. Die häuﬁgsten orthographischen Varianten wer-
den als Grundform (bzw. Normalform) eines Wortes ausgewählt und an
erster Stelle nach Worthäuﬁgkeit wie folgt geschrieben:
94359 Computer/ computer/ COMPUTER/ CompUTer/ COMputer/ COmputer/ com-puter
46547 laptop/ Laptop/ LAPTOP/ LapTop/ lap-top/ laPtoP/ lapToP/ Lap-top/ LAPtop
40699 Dell/ DELL/ dell/ DeLL/ DEll
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• 'SecondaryLevelUrlsForStarturls.urls': Für die Erweiterung des Kor-
pus werden gute Kandidaten von Start-Urls für die Methode [a] Ex-
traktion mit Startseiten (z.B. www.autoscout24.de, www.schmuck.de)
selektiert, indem Terme aus der jeweiligen URL mit dem verwendeten
branchenspeziﬁschen Vokabular für Suchmaschinen verglichen werden.






9.6.2 Algorithmus für Masterprogramme
Es folgt eine Grobdarstellung des Algorithmus für den Aufbau der Korpora:
Masterprogramm für die Methode [b] Extraktion mit Suchmaschinen
(a) Manuelle Erfassung der Startwörter
(b) maschinelle Erstellung der Suchbegriﬀe für Suchmaschinen
(c) Sammlung der verschiedenen URL mit Hilfe der Suchmaschinen
(d) lokale Speicherung der verschiedenen Webseiten
(e) automatische Erstellung der Frequenzlisten
(f) Liste für Secondary Level URLs maschinell erstellen
Masterprogramm für die Methode [a] Extraktion aus Startseiten , das von
Schritt (c) bis Schritt (e) gleich ist
(i) Manuelle Auswahl der Start-URLs
(ii) Extraktion der internen Links, dann verschiedene URL-Adressen sammeln
Tabelle 9.3: Algorithmus für den Aufbau der Korpora
9.6.3 Suchbegriﬀe für Suchmaschinen
Branchenspeziﬁsche Suchbegriﬀe in den E-Commerce-Branchen zu gewinnen,
ist nicht schwierig. Es gibt verschiedene Arten, dabei vorzugehen.
Ein Suchbegriﬀ ist der erste Schritt, um erwartete Webseiten mit Hilfe der
Suchmaschinen aufzuﬁnden. Deshalb sollte man einen relevanten Suchbegriﬀ
richtig auswählen. Die einfachste Lösung ist wohl mit Hilfe der bekannten
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Produktklassiﬁkationssysteme, Kataloge und Suchmaschinen, um schon er-
kanntes branchenspeziﬁsches Vokabular in den jeweiligen Bereichen zu ﬁnden.
Die Lieferantensuchmaschine Wer liefert Was?3 für deutsche Firmen ist ein
nützliches Hilfsmittel dafür. Damit kann man nach Produkten und Dienst-
leistungen suchen. Die Treﬀer eines Suchbegriﬀs werden den passenden bran-
chenspeziﬁschen Begriﬀen im Klassiﬁkationssystem maschinell zugeordnet, um
die erweiterte Suche zu präzisieren.
Branchenspeziﬁsche Wörter als Startwörter für die zweite Methode Extrakti-
on mit Suchmaschinen werden in den jeweiligen E-Commerce-Branchen be-
nötigt. Für die ausgewählten 20 E-Commerce-Branchen werden die folgenden
branchenspeziﬁschen Wörter für Test 1 verwendet. In Klammern steht die
Anzahl der verwendeten branchenspeziﬁschen Wörter:
Tabelle 9.4:Branchenspeziﬁsche Wörter als Startwörter für Test 1
Branche Startwörter für Test 1
P1 (14) Porsche, Fahrzeuge, BMW, KFZ, PKW, LKW, Auto, Wagen, VW, Automobil, Gebraucht-
wagen, Neuwagen, ADAC, Mercedes
P2 (35) Miele, Akkusauger, Bodenstaubsauger, Bügeleisen, Bügelstationen, Bosch, Dampfreiniger,
Handstaubsauger, Nähmaschinen, Trockner, Waschmaschinen, Privileg, Braun, Heizlüfter,
Klimageräte, Luftbefeuchter, Luftentfeuchter, Luftkühler, Luftreiniger, Ventilatoren, Al-
lesschneider, Brotbackautomaten, Dampfgarer, Elektro-Grills, Fondue-Geräte, Fritteusen,
Handrührer, Küchenmaschinen, Küchenwaagen, Mikrowellengeräte, Raclette-Grills, Sand-
wichtoaster, Stabmixer, Standmixer, Mixer
P3 (18) Schrank, Stuhl, Regal, Schubladen, Sofas, Schlafsofas, Sessel, Hocker, Esstische, Esszimmer-
stühle, Barstühle, Sideboards, Vitrinen, Betten, Nachttische, Kleiderschränke, Matratzen,
Kommode
P4 (23) T-Shirts, Hosen , Jeans , Bademode , Kleider , Röcke , Blusen, Jacken, Langarmshirts,
Tuniken, Babydolls, Hosenanzüge, Pullover, Poloshirts, Gürtel, Strickjacken, Shirtjacken,
Taschen, Sweatshirts, Kostüme, Hemden, Westen, Mäntel
P5 (21) Locher, Datenträger, Tacker, Heftgeräte, Heftklammern, Papierkörbe, Mappen, Scheren, Ka-
lender, Sichthüllen, Aktenhüllen, Ordner, Stifte, Bleistifte, Kugelschreiber, Textmarker, Ed-
ding, Lineale, Haftnotiz, Tinte, Toner
P6 (26) Eyeliner, Eyeshadow, Lipstick, Lipliner, Lipgloss, Cover, Mascara, Fluid, Powder, Brush,
Rouge, Eyefect, MakeUp, MakeUp-Entferner, Puder, Rouge, Fußnägel, Nagellacke, Nagel-
pﬂege, Lippen, Lippenpﬂege, Lippenstifte, Körperpﬂege, Haarpﬂege, Sonnenpﬂege, Damen-
duft
P7 (26) Rotwein, Weißwein, Winzer, Weingüter , Champagner, Sekt, Prosecco, Bordeaux-Weine,
Auxerrois, Bacchus, Chardonnay, Clevner, Ehrenfelser, Elbling, Freisamer, Gewürztraminer,
Grauburgunder, Gutedel, Huxelrebe, Kerner, Moriomuskat, Muskateller, Müller-Thurgau,
Weißburgunder, Acolon, Blauburger
3http://www.wlw.de/start/DE/de/index.html
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Tabelle 9.4:Branchenspeziﬁsche Wörter als Startwörter für Test 1
Branche Startwörter für Test 1
P8 (23) Notebook, Computerperipheriegeräte, Computer-Reinigungsmittel, Computer-Schriften,
Laptop, IBM, Dell, Samsung, Computertische, Computertomographen, Drucker, Rechner,
Militärcomputer, Minicomputer, Musikcomputer, Notebook-Akkus, Notebook-Halterungen,
Notebook-Koﬀer, Notebook-Ständer, Notebook-Taschen, Notepad-Computer, Maus, Tasta-
tur
P9 (35) Kaﬀee, Tee, Kakao, Säfte, Konzentrate, Wein, Spirituosen, Honig, Konﬁtüre, Zucker, Süss-
mittel, Müesli, Flocken, Getreide, Reis, Pasten, Dörrgemüse, Pilze, Gewürze, Kräuter, Öl,
Essig, Schokolade, Snacks, Nüsse, Dörrfrüchte, Lidl, Haribo, Gurken, Käse, Getränke, Milch,
Milchprodukt, Brot, Kartoﬀel
P10 (22) Anhänger, Armbänder, Armreife, Broschen, Colliers, Creolen, Ketten, Ohrhänger, Ohr-
stecker, Panzerketten, Piercing, Körperschmuck, Ringe, Schmucksets, Trauringe, Uhren, Ac-
cessoires, Edelsteine, Goldschmuck, Perlen, Silberschmuck, Modeschmuck
D1 (29) Pauschalreisen, Frühbucherreisen, Städtereisen, Länderinfos, Flughafeninfos, Währungsin-
fos, Partnerangebote, Kreuzfahrten, Ferienhäuser, Mietwagen, Flughafentransfer, Reiseshop,
Reiseversicherung, Reisedatum, Reiseziel, Reiseführer, Pauschalreisen, Lastminute-Reisen,
Reisesuchmaschine, Lastminute, Ferienwohnungen, Badeferien, Studienreisen, Sprachreisen,
Geschäftsausﬂüge, Mitsegeln, Reiseliteratur
D2 (38) Commerzbank, Konto, Privatkunden, Girokonten, Komfortkonto, Startkonto, Online, Kre-
ditkarten, Reisezahlungsmittel, Geschäftskunden, Business-Konto, TagesGeld-Konto, Ma-
sterCard, Kartenzahlungs-terminals, Kontostand, Dispokredit, BLZ, Stadtsparkasse, Ban-
kenautomation, Geldinstitute, Partnerkarte, Kontoauszug, Kreditkartenabrechnung, Gut-
habenverzinsung, Internet-Konto, Kredit, Postbank, KFZ-Leasing, Anlegen, Sparen, Bau-
sparen, Bauﬁnanzierung, Vermögensberatung, Zahlungsverkehr, Kartenakzeptanz, Leasing
D3 (34) Bauleistungsversicherungen, Betriebshaftpﬂichtversicherungen, Betriebsunterbrechungsver-
sicherungen, Elementarschadenversicherungen, Sozialversicherungsrecht, Gebäudeversiche-
rungen, Versicherungsschäden, Industrieversicherungen, Kraftfahrzeugversicherungen, Kran-
kenversicherungen, Kreditversicherungen, Lebensversicherungen, Gruppenversicherung, Ma-
schinenversicherungen, Rechtsschutzversicherungen, Reiseversicherungen, Rückversicherun-
gen, Sachversicherungen, Versicherungswesen, Versicherungsdienstleister, Transportver-
sicherungen, Unternehmensversicherungen, Vermögensschaden-Haftpﬂichtversicherungen,
Versicherungsformulare, Versicherungsmakler, Versicherungsvergleiche, KFZ-Versicherung,
Wohngebäudeversicherung, Unfallversicherung, Hausratversicherung, Haftpﬂichtversiche-
rung, Risiko-Lebensversicherung, Berufsunfähigkeit, Rentenversicherung, Tierhalterhaft-
pﬂicht
D4 (34) Gesundheitsberatung, Gesundheitswesen, Ernährung, Formuladiäten, Blut, Puls, Zucker-
messgeräte, Hörgeräte, Sehhilfen, Mundpﬂege, Atemwege, Akupunktur, Reizstrom, Ban-
dagen, Pﬂaster, Kissen, Matratzenauﬂagen, Fieberthermometer, Licht, Wärme, Bücher,
Fit, Schlank, Gewichtsreduktion, Fitness, Sport, Waagen, Fettanalysen, Pﬂege, WC-Hilfen,
Inkontinenz-Hilfen, Körperpﬂege
D5 (36) Hamburg, Container-Hotels, Garni-Hotels, Hotelbäder, Hotelbedarf, Hotelbetten, Hotelbus-
se, München, Hoteldrucksachen, Hotelgeräte, Hotelgeschirr, Hotelglas, Frankfurt, Hotel-
hygieneprodukte, Hotelkerzen, Hotelkleiderbügel, Hotelmarketing, Hotelpensionen, Hotel-
porzellan, Hotelreservierung, Hotelschiﬀe, Kaiserslautern, Hotel-TV-Systeme, Hotel-Video-
Systeme, Hotelwäsche, Hotelwäsche-Leasing, Kurhotels, Landhotels, Luxushotels, Düssel-
dorf, Messehotels, Sporthotels, Wellness-Hotels, Berlin, Stuttgart, Dresden
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Tabelle 9.4:Branchenspeziﬁsche Wörter als Startwörter für Test 1
Branche Startwörter für Test 1
D6 (29) Immobilienwirtschaft, Handelsvermittlung, gewerbliche, landwirtschaftliche, private, Immo-
bilienﬁnanzierung, Immobilienmarketing, Immobilienverkauf, Immobilienvermietung, Immo-
bilienverpachtung, Immobilienverwaltung, Immobilienverwertung, Leasing, Wohnung, Büro,
Immobilienmakler, Vermietung, Mieten, WGs, Kaufen, Versteigerungen, Wohnanlagen, Pro-
jekte, Bauen, Grundstücke, Typenhäuser, Fertighausanbieter
D7 (29) München, Finanzberatung, Unternehmen, Finanzdienstleistungen, Finanzplanung, Rech-
nung, Kredit, Steuern, Zoll, Dresden, BMF, Aktien, Anleihen, Genussscheine, Investment-
fonds, Spezialitätenfonds, Riester-Rente, Zertiﬁkate, Marktanalysen, Business, Stuttgart,
Börse, Branchen, Gewerbe, Buchhaltung, E-Commerce, Währungsrechner, Management,
Organisation, Steuererklärung, Berlin
D8 (21) München, Gastronomie, Betriebsrestaurants, Deutsche, Tresore, Vegetarische, Berlin, Frank-
furt/Main, Hamburg, Düsseldorf, Nürnberg, Dresden, Garmisch-Partenkirchen, Stuttgart,
Rothenburg, Heidelberg, Baden-Württemberg, Brandenburg, Bremen, Hansestadt, Ham-
burg, Hesse
D9 (41) München, Krankenhaus, Operationskleidung, Ärztebedarf, Kranken, Rettung, Notarztwa-
gen, Deutsche, Software, Tierärzte, Zahnarzt-Formulare, Zahnarztstühle, Allgemeinärzte,
Berlin, Augenärzte, Chirurgen, Frauenärzte, Internisten, Kinderärzte, Hamburg, Psychia-
ter, Krankheiten, Medizin, Medikamente, Frankfurt/Main, Düsseldorf, Nürnberg, Dresden,
Garmisch-Partenkirchen, Stuttgart, Rothenburg, Heidelberg, Baden-Württemberg, Bran-
denburg, Bremen, Hansestadt, Hamburg, Hesse
D10 (37) München, Krankenpﬂege, Hubbadewannen, Notrufsysteme, Pﬂegearbeitswagen, Senioren-
pﬂegemittel, Pﬂege, Berlin, Therapie, Ernährung, Textil, Bekleidung, Küche, Hauswirt-
schaft, Hamburg, Raumeinrichtungen, Gebäudetechnik, Dienstleistungen, Facility, Mana-
gement, Kommunikationstechnik, Organisation, Verwaltung, Frankfurt/Main, Düsseldorf,
Nürnberg, Dresden, Garmisch-Partenkirchen, Stuttgart, Rothenburg, Heidelberg, Baden-
Württemberg, Brandenburg, Bremen, Hansestadt, Hamburg, Hesse
Geographische Namen (z.B. Düsseldorf, Nürnberg, Dresden) sind eigent-
lich branchenneutral. Sie werden aber als Hilfsmittel für automatisch erstellte
branchenspeziﬁsche Suchbegriﬀe gebraucht (z.B. Restaurant Hamburg). Bran-
chenspeziﬁsche Suchbegriﬀe für Suchmaschinen mit den vorgestellten bran-
chenspeziﬁschen Wörtern werden in den jeweiligen E-Commerce-Branchen
automatisch erstellt.
9.7 Ergebnis der erstellten Korpora für Test 1
Das Ergebnis der erstellten Korpora für E-Commerce-Branchen ist für die
Ziele dieser Arbeit sehr geeignet. Die Größe der jeweiligen Korpora ist unter-
schiedlich. Wenn man ein sehr großes Korpus aufbauen will, sollten mehrere
9.7 Ergebnis der erstellten Korpora für Test 1 151
Suchbegriﬀe für Suchmaschinen ausreichend berücksichtigt werden. Die auto-
matisch erstellten Suchbegriﬀe für Suchmaschinen können z.B. mit Hilfe von
Großstadtnamen, geographischen Namen und Postleitzahl leicht maschinell
erweitert werden (z.B. Büroartikel Locher Tacker Berlin). Die Nutzung kann
für die Sammlung der einsprachigen Webseiten sehr geeignet sein.
Lokale Speicherung von Webseiten in den drei Branchen Lebensmittel, Ge-
sundheit und Altenpﬂege wurde nach zwei Wochen Laufzeit manuell abge-
brochen, weil bei der lokalen Speicherung Probleme auftraten. Eine Ursache
dafür war die Dateigröße. Deshalb wurde im Programm die Dateigröße auf
maximal 2 Megabyte beschränkt. Die bisher heruntergeladenen Webseiten in
den drei Branchen sind für das Experiment ausreichend.
Die Tabelle 9.5 faßt den grundsätzlichen Aufbau der Korpora übersichtlich
zusammen. In der Tabelle werden die folgenden Abkürzungen verwendet:
Abkürzung Bemerkung
B Kodierung der Branchen
BS Anzahl der verwendeten branchenspeziﬁschen Startwörter
BSS Anzahl der automatisch erstellten Suchbegriﬀe für Suchmaschinen
URL Anzahl der verschiedenen URL-Adressen
Web Anzahl der verschiedenen lokal gespeicherten Webseiten
OG Original-Größe der Gesamt-Webseiten
KG Größe des automatisch erstellten Korpus
F Anzahl der Einwortterme mit Varianten in einem Korpus
FV Anzahl der Einwortterme ohne Varianten in einem Korpus
BV Anzahl von automatisch erkanntem branchenspeziﬁschem Vokabular
Tabelle 9.5:Übersicht des grundsätzlichen Aufbaus der Korpora
B BS BSS URL Web OG KG F FV BV
P1 14 60 3664 2682 197 M 52 M 442491 362153 5069
P2 35 165 1684 1509 114 M 18 M 241215 198021 4052
P3 18 80 2757 2449 160 M 33 M 411234 337409 3616
P4 23 105 9958 8455 620 M 126 M 940058 753098 2887
P5 21 95 953 788 66 M 14 M 195474 155835 5010
P6 26 120 4468 3593 470 M 90 M 878788 708601 1952
P7 26 120 4606 4020 233 M 56 M 643837 536730 5805
P8 23 105 11110 10079 529 M 99.6 M 664111 528772 5028
P9 35 165 17446 6330 481 M 135 M 1145331 929442 2820
P10 22 100 7361 6477 346 M 47 M 418794 335210 4924
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Tabelle 9.5:Übersicht des grundsätzlichen Aufbaus der Korpora
B BS BSS URL Web OG KG F FV BV
D1 27 125 11537 10537 527 M 98.4 M 675152 534057 5983
D2 36 170 17592 14466 677 M 149 M 982488 787125 3173
D3 35 165 6128 4708 258 M 65 M 505532 416847 3887
D4 32 150 19657 5633 521 M 145 M 1080936 873649 1188
D5 36 170 11125 9317 602 M 140 M 1046519 835810 1459
D6 27 125 12956 10821 584 M 132 M 1091391 858839 2773
D7 31 145 21092 14148 1322 M 333 M 1955733 1562570 1330
D8 22 100 19142 16884 1131 M 266 M 1512645 1190338 2401
D9 38 180 24910 19446 1650 M 499 M 2386242 1911542 3979
D10 37 175 10639 1477 271 M 76 M 824740 670969 1195
9.8 Erweiterung des Korpus
Die Korpora in den E-Commerce-Branchen werden durch das vorgestellte Ma-
sterprogramm für die Methode[b] Extraktion mit Suchmaschinen (z.B. Goo-
gle, Yahoo) automatisch erstellt.
Für die Erweiterung des Korpus wird die Datei für Secondary Level URLs
zur Methode [a] Extraktion aus Startseiten erstellt. Zur Ausführung des Ma-
sterprogramms für die Methode [a] braucht man nur eine Datei, die eine oder
mehrere Start-URLs beinhaltet.
Die Korpusgröße im Bereich Büroartikel nach Ausführung der Methode[b]
beträgt ca. 14 Megabyte für die 788 verschiedenen Webseiten, die lokal ge-
speichert wurden. Zur Erweiterung des Korpus ist das Masterprogramm für
die Methode [a] Extraktion mit Startseiten nützlich.
Die Methode [a] wird wie folgt durchgeführt:
perl BVmasterMethodeA.pl ./startUrls.datei
(Dateiname: './startUrls.datei')
Dateien als Resultat pro URL-Adressen lokal speichern:
Durch die Methode [a] Extraktion mit Startseiten werden die schon vorge-
stellten Dateien als Resultat für ein Korpus und Frequenzlisten in den jewei-
ligen Startseiten pro URL-Adresse automatisch erstellt, indem Webseiten mit
Hilfe der internen URL-Adressen erfasst werden. Start-URL-Adressen müssen
eindeutig sein. Jede Start-URL-Adresse wird als Verzeichnisname für leichte
Markierung wie folgt umgeschrieben, um Startseiten nur jeweils einmal zu





9.8.1 Extraktion der internen Links
Die Extraktion der internen Links ist die wichtigste Aufgabe dieser Methode
[a] Extraktion mit Startseiten. Man unterscheidet zwei Arten der Verfolgung
von Links:
• Verfolgung interner Links:
Interne Links innerhalb des gesuchten Bereichs werden automatisch wei-
terverfolgt, um URL-Adressen zu sammeln.
Z.B. Startseite: http://www.otto-oﬃce.com/de







• Verfolgung externer Links:
Externe Links außerhalb des gesuchten Bereichs werden nicht weiterver-
folgt. Sie beinhalten keine Basis-Adresse, z.B. http://www.otto-oﬃce.com/de.
Die URL-Adresse 'http://www.otto-oﬃce.com' gehört im Beispielfall zu
externen Links. International bekannte Firmenseiten im Web bieten
Kunden die gewünschte Sprachauswahl. Die Firma 'http://www.otto-
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Für den Aufbau des deutschen Korpus wird die Basis-Adresse (http://www.otto-
oﬃce.com/de/) für interne Links ausgewählt und eingeschränkt. Dies
sollte man auch für die Struktur von Webseiten berücksichtigen, um be-
stimmte URL-Adressen zu sammeln. Andere URL-Adressen außerhalb
des gesuchten Bereichs sind externe Links (z.B. www.bmw.de).
9.9 Vergleich der Frequenzlisten aus Korpora
Die Grundannahme für domainspeziﬁsche Terme (DST) aus Kapitel 4.3. gilt
auch für branchenspeziﬁsches Vokabular in den jeweiligen E-Commerce-Branchen.
Die unterschiedlichen Frequenzlisten für Einwortterme aus den erstellten Kor-
pora werden untereinander verglichen, um automatisch branchenspeziﬁsches
Vokabular der jeweiligen Branche zu gewinnen.
9.9.1 Normalisierung der Frequenzen
Mit Hilfe des Linux-Befehls wc -l ./suchbegriﬀeFor*/freVariation.list4 wer-
den die 20 Frequenzlisten (freVariation.list) aus den Korpora für E-Commerce
wie folgt angezeigt. Die folgende Zeilennummer entspricht der Anzahl der ver-
schiedenen Wörter, weil eine Zeile nur ein Wort beinhaltet:
4wc - print the number of newlines, words, and bytes in ﬁles (man wc)






















Die jeweils häuﬁgste Wortvariante und die zugehörige Häuﬁgkeit aus den
o.g. 20 Frequenzlisten (freVariation.list) werden in die jeweiligen neuen Fre-
quenzlisten aufgenommen. Die jeweiligen Worthäuﬁgkeiten werden zum Ver-
gleich mit den neuen Frequenzlisten wie folgt normalisiert:
Normalisierung der Frequenzen
NF = ni ∗ 100/∑k nk
NF (Normalisierung der Frequenzen)
ni (Häuﬁgkeit eines Wortes in einer Branche)∑
k nk (Anzahl aller Wörter der Branche)
Tabelle 9.6: Normalisierung der Frequenzen
Die neue Frequenzliste im Computer-Bereich wird durch die o.g. Normali-
sierung der Frequenzen wie folgt automatisch erstellt und nach Worthäuﬁg-
keiten sortiert:
Solche domainneutralen Wörter (z.B. free, site, Internet) können nach dem
Vergleich mit den anderen Frequenzlisten als nicht branchenspeziﬁsch iden-
tiﬁziert werden. Das bedeutet, dass z.B. die Worthäuﬁgkeit von Internet
oder free im Computer-Bereich niedriger als oder fast gleich wie in anderen
Bereichen sein kann.
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17.8449312747271 = 94359 ∗ 100/528772 (Computer)
8.8028488649172 = 46547 ∗ 100/528772 (laptop)













Tabelle 9.7: Normalisierung der Frequenzen im Computer-Bereich
9.9.2 Berechnung der Worthäuﬁgkeit in branchenspeziﬁschem Vo-
kabular
Solche Wörter (z.B. Computer, Dell) sind speziﬁsch im Computer-Bereich
und können mit den unterschiedlichen Worthäuﬁgkeiten in allen o.g. Berei-
chen vorkommen. Die unterschiedlichen Häuﬁgkeiten eines Wortes aus den
Korpora werden verglichen, um branchenspeziﬁsches Vokabular der jeweiligen
Branche zu extrahieren.
Unter der oben erwähnten Grundannahme werden für Branchenspeziﬁsches
Vokabular mindestens die folgenden zwei Bedingungen [a.] und [b.] schritt-
weise ausgeführt:
a. Die Worthäuﬁgkeit des Terms T in einem Bereich ist höher als
in anderen Bereichen.
b. Die Worthäuﬁgkeit des Terms T in anderen Bereichen ist nied-
riger.
Die Berechnung von [a.] ist einfach, weil alle getroﬀenen Worthäuﬁgkeiten
eines Terms nach dem Vergleich der normalisierten Frequenzen in allen Bran-
chen ermittelt werden. Nach dem Vergleich der Frequenzlisten aus den erstell-
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17.8449312747271 Computer [D9:0.767286306029373 D2:1.05040495474035
D5:0.67742668788361 D6:0.689419087861636 P4:0.883019208655447 D1:0.7375617209399
D8:0.678042707197452 P10:1.09334447063035 D3:0.443088231413444
P5:1.29816793403279 P2:1.11149827543543 P1:0.582350553495346 P6:1.14831901168641
P7:0.169917835783355 D7:1.28000665570182 P3:0.474498309173733
P9:0.450377753533841 D4:0.528244180443176 D10:0.524316324599199 ]











P1:0.472176124455686 P6:1.18063621135166 P7:0.188176550593408 D7:2.28751351939433
P3:0.29400519843869 P9:0.442846352973074 D4:0.501002118699844
D10:0.914796361679899]
4.09666169918226 Web [D9:0.832050773668588 D2:1.96245831348261
D5:1.43334011318362 D6:1.05596043030184 P4:0.908513898589559
D1:1.81497480606003 D8:1.56442959898785 P10:0.933444706303511 D3:0.8420355670066
P5:0.479353161998267 P2:0.257043444887158 P1:0.703293911689258
P6:1.33742402282808 P7:0.403927486818326 D7:1.26778320331249 P3:0.32512470028956
P9:0.360646495424136 D4:0.580667979932444 D10:0.558893182844513 ]
Tabelle 9.8: Vergleich der normalisierten Frequenzen in allen Branchen
ten Korpora wurde eine entsprechende Datei (z.B. 'freVariation_ComputerAbgleich.list'
im Computer-Bereich) in der jeweiligen Branche wie in Tabelle 9.8 erstellt.
Vor dem Term steht die jeweilige Worthäuﬁgkeit in einem Beispiel-Bereich
Computer. Nach dem Term stehen alle Branchen mit Treﬀern (z.B. D9: Le-
bensmittel, D2: Haushaltsgeräte) und Worthäuﬁgkeiten des Terms in eckigen
Klammern.
Die unterschiedlichen Worthäuﬁgkeiten von Computer und Web in den
jeweiligen Branchen (aus der oben erstellten Tabelle 9.8) werden in der graﬁ-
schen Abbildung 9.2 dargestellt. Nach dem Vergleich der normalisierten Fre-
quenzen in allen Branchen wird das Wort Computer bereichsspeziﬁscher als
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Web im Computer-Bereich (P8) identiﬁziert.
Abbildung 9.2: Vergleich der Worthäuﬁgkeiten von Computer und Web
Im zweiten Schritt wird berechnet, dass die Worthäuﬁgkeit eines Terms
in anderen Bereichen niedriger ist. Die Worthäuﬁgkeiten der oben genannten
vier Terme - Computer, Dell, Software, Web - ist höher als in anderen Berei-
chen. Die beiden Terme Computer und Dell sind seltener als Software
und Web in anderen Bereichen vorgekommen. Mit Hilfe des Vergleichs der
Frequenzlisten aus erstellten Korpora können Computer und Dell als bran-
chenspeziﬁsch und Software und Web als branchenneutral erkannt werden.
Software und Web können als Schlüsselwörter (keywords) im Computer-
Bereich betrachtet werden. Aber sie können als branchenneutral nach der
Berechnung von [a.] und [b.] im Experiment maschinell identiﬁziert werden.
Die Berechnung von [b.] gibt den Abstand zwischen höheren und niedrigeren
Frequenzen eines Terms an. Die Formel zur Berechnung von [b.] ist die fol-
gende:
Die Datei ('freVariation_ComputerAbgleich.list') für den Beispiel-Bereich
Computer beinhaltet 528772 Einträge von allen getroﬀenen normalisierten
Frequenzen in allen Branchen und ist nach Frequenzen sortiert. Vom 1. bis
zum 23. Term werden die jeweiligen Abstandswerte nach der Berechnung von
[b.] in der folgenden Tabelle 9.11 angezeigt.
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AVERAGE DEVIATION - Mittelwert der Abweichung (Abstandswert)
HF (High Frequency), LF (Low Frequency), Dev (Deviation)
Normalisierungsfaktor = 1/HF






n = Anzahl der getroﬀenen Branchen
Tabelle 9.9: AVERAGE DEVIATION - Mittelwert der Abweichung (Abstandswert)
In Perl wird es wie folgt berechnet
$normalisierungsfaktor = 1/$highFrequence;
$normalisierteLF = $normalisierungsfaktor ∗ $lowFrequence;
$normalisierteDev = abs(1− $normalisierteLF );
$sumOfnormalisierteDev+ = $normalisierteDev;
# Nach dem Addieren von '$normalisierteDev'
$averageDeviation = $sumOfnormalisierteDev/$cBranchen;
Tabelle 9.10: AVERAGE DEVIATION - Mittelwert der Abweichung in Perl
Es folgt:
Je höher der Abstandswert eines Terms ist, desto bran-
chenspeziﬁscher ist dieser.
Für die Gewinnung von branchenspeziﬁschem Vokabular kann man einen
bestimmten Abstandswert festlegen. Im Experiment wurde der Abstandswert
'0.90' für qualiﬁziertes branchenspeziﬁsches Vokabular eingesetzt.
Die Terme, die klein geschrieben sind und deren Abstandswert höher als
'0.90' ist (z.B. laptop, computers, battery, use), werden in einer anderen Datei

























Tabelle 9.11: Berechnung von [b.] im Beispiel-Bereich Computer
in den jeweiligen Branchen getrennt gespeichert, um daraus wieder branchen-
speziﬁsches Vokabular zu erkennen. Die Terme (z.B. Computer, Dell), die groß
geschrieben sind und deren Abstandswert höher als '0.90' ist, werden im Ex-
periment als branchenspeziﬁsch betrachtet.
In der vorherigen Tabelle 9.5 (Übersicht des grundsätzlichen Aufbaus der
Korpora) wird die Anzahl von erkanntem branchenspeziﬁschem Vokabular mit
dem Abstandswert höher als 0.90 (branchenspeziﬁsch) in der letzten Spalte
BV angezeigt.
Die oben genannten Terme aus Tabelle 9.11 werden durch den Abstands-
wert '0.90' wie folgt maschinell erkannt:
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• höher als '0.90' (branchenspeziﬁsch):
Computer, Dell, Notebook, Memory, Windows, Samsung, Hardware, Mi-
crosoft
• niedriger als '0.90':
Software, Internet, Web, information, system, Business, News, Email,
Service, http, data
9.9.3 Ergebnis des Vergleichs der Frequenzlisten für Test 1
Groß- und Kleinschreibung eines Wortes hat bei Suchmaschinen imWWW i.a.
keine große Bedeutung. Aber sie spielt eine große Rolle bei deutschen Texten
im WWW, weil Substantive (Nomen) im Deutschen groß geschrieben werden.
Heute tendiert man dazu (z.B. im Deutschen und Englischen), Schlüsselwör-
ter im Web zur Verdeutlichung groß zu schreiben. Die erstellten Korpora aus
dem Web werden danach case sensitive lokal gespeichert.
Nach dem Vergleich der Frequenzlisten (Berechnung von [a.] nach [b.])
werden die folgenden acht Dateien in den jeweiligen Bereichen automatisch
erstellt. Im Beispiel-Bereich Computer sehen sie wie folgt aus:
Datei Bemerkung
Computer_BNeutral_* Branchenneutrale Stoppwörter
Computer_BVGapKleinschreibung_* Kleingeschriebene Wörter, deren Abstandswert höher als
'0.90' ist.
Computer_BVGap_* Großgeschriebene Wörter, deren Abstandswert höher als
'0.90' ist, werden als branchenspeziﬁsch optimal erkannt.
Computer_BV_* Der Abstandswert ist höher als '0.78'. Für mehr branchen-
speziﬁsches Vokabular mit Großschreibung kann man den
Abstandswert niedriger einstellen.
Computer_Birrelevant_* weitere Stoppwörter und branchenneutrale Wörter
Computer_kleinschreibung_* Kleingeschriebene Wörter, die als branchenneutral betrach-
tet werden können.
Computer_onlyB_* Wörter, die nur in einem bestimmten Bereich vorkommen.
freVariation_ComputerAbgleich.list Input-Datei für den Vergleich der Frequenzen
Für die zweite Berechnung [b.] zur Gewinnung von branchenspeziﬁschem
Vokabular ist die Einstellung von 'Abstandswert' sehr wichtig. Der Abstands-
wert höher als '0.90' für optimales branchenspeziﬁsches Vokabular ist eindeu-
tig genug zur Unterscheidung in den erstellten Frequenzlisten (z.B. die o.g.
Datei: Computer_BVGap_*). Der Abstandswert höher als '0.78' ist auch
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nützlich für weiteres branchenspeziﬁsches Vokabular. Die Einstellung des Ab-
standswerts kann im Programm beliebig geändert werden. Die folgende Tabel-
le 9.12 zeigt den Unterschied zwischen den Abstandswerten '0.90' und '0.78'.
Die Anzahl steht für das erkannte branchenspeziﬁsche Vokabular.
Branche höher als '0.90' höher als '0.78'
P1 / Autobranche 5069 15346
P2 / Haushaltsgeräte 4052 16249
P3 / Möbel 3616 10687
P4 / Kleidung 2887 10202
P5 / Büroartikel 5010 21998
P6 / Kosmetik 1952 6260
P7 / Wein 5805 14935
P8 / Computer 5028 14616
P9 / Lebensmittel 2820 10751
P10 / Schmuck 4924 14196
D1 / Reisen 5983 18107
D2 / Bank 3173 10458
D3 / Versicherung 3887 16046
D4 / Gesundheit 1188 6300
D5 / Hotel 1459 7367
D6 / Immobilien 2773 10673
D7 / Finanzen 1330 9861
D8 / Restaurant 2401 13766
D9 / Ärzte 3979 21805
D10 / Altenpﬂege 1195 6967
Tabelle 9.12: Unterschied zwischen den Abstandswerten '0.90' und '0.78'
Schlußbemerkung
Durch Schlüsselwortextraktion (engl. keyword extraction) können Schlüssel-
wörter automatisch identiﬁziert werden. Dabei handelt es sich um die Berech-
nung der Worthäuﬁgkeit. Aber nicht alle Schlüsselwörter sind branchenspezi-
ﬁsch.
Branchenspeziﬁsche Wörter der jeweiligen Branche werden durch den Ver-
gleich der verschiedenen Frequenzlisten aus Korpora durch die Berechnung
des Abstandswerts automatisch gewonnen.
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9.10 Neue Startwörter für Test 2
9.10.1 Erstellung der Startwörter
Um ein neues Korpus aufzubauen, wird das vorgestellte Masterprogramm mit
den zwei Parametern, nämlich ein Dateiname und ein Basis-Wort ausge-
führt. Durch die branchenspeziﬁschen Startwörter für Test 1 wurden die
besten branchenspeziﬁschen Wörter, deren Abstandswert höher als '0.90' ist,
in den jeweiligen E-Commerce-Branchen automatisch erkannt. In der Tabelle
9.12 wird die Anzahl der besten erkannten branchenspeziﬁschen Wörter in der
zweiten Spalte höher als 0.90 angezeigt.
Um neue branchenspeziﬁsche Startwörter für Test 2 zu erstel-
len, werden diese besten branchenspeziﬁschen Wörter aus Test 1 benutzt.
Die neuen Startwörter für Test 2 müssen als Startwörter für Test 1 nicht
verwendet werden. Dafür wird ein Programm mit den drei folgenden Parame-
tern, nämlich Datei 1, Datei 2, Anzahl benötigt:
• Datei 1, die Startwörter für Test 1 enthält, einlesen.
• Datei 2, die die jeweiligen branchenspeziﬁschen Wörter, deren Abstand-
wert höher als '0.90' ist, einlesen, um neue Startwörter für Test 2 nach
dem Vergleich mit den Startwörtern für Test 1 automatisch zu erstellen.
• Anzahl der gewünschten Kandidaten der neuen branchenspeziﬁschen
Startwörter für Test 2
Dafür wurde das von mir in Perl erstellte Programm mit der Anzahl '100'
in den jeweiligen Branchen wie folgt ausgeführt. Aus den besten 100 auto-
matisch erstellten Kandidaten werden neue Startwörter für Test 2 manuell
ausgewählt:
test2forSuchbegriﬀe.pl ./Altenpﬂege ../Altenpﬂege_BVGap_* 100
Datei 1: Altenpﬂege, Datei 2: Altenpﬂege_BVGap_*, Anzahl: 100
Die neuen Startwörter für Test 2 werden zum Vergleich der Ergebnisse
von Test 1 und Test 2 verwendet. Es sind die folgenden:
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Tabelle 9.13:Branchenspeziﬁsche Wörter als Startwörter für Test 2
Branche Startwörter für Test 2
P1 (14) Audi, Ford, Opel, Renault, Toyota, Alfa, Volvo, Fiat, Peugeot, Seat, Kia, Nissan, Rover,
Mazda
P2 (35) Staubsauger, AEG, Philips, Waschmaschine, Küchengeräte, Geschirrspüler, Klimaanlagen,
Kenwood, Krups, Electrolux, Dampfbügelstation, Klimagerät, Toaster, Tefal, Bauknecht,
Kleingeräte, Klimatechnik, Kühlschränke, Kärcher, CCD, Wasserkocher, Küchenmaschine,
Mikrowellen, Speichertakt, Einbauherd, Kaﬀeemaschinen, Herde, Entsafter, Dampfdruck,
Espressomaschinen, Nähmaschine, Ventilator, Backöfen, Spülmaschine, Brotbackautomat
P3 (18) Bett, Tisch, Stühle, Sofa, Tische, Holzmöbel, Schränke, Gartenmöbel, IKEA, Gartenwölfe,
Kinderzimmer, Schreibtisch, Esszimmer, Polstermöbel, Esstisch, Couchtisch, Massivholzmö-
bel, Kindermöbel
P4 (23) Bekleidung, Shirts, Damenmode, Dessous, Unterwäsche, Hose, Jacke, Kleid, Wäsche, Her-
renmode, Baumwolle, Blazer, Hemd, Socken, Klamotten, Shorts, Anzüge, Sportswear, Kin-
dermode, Bluse, Anzug, Handschuhe, Berufsbekleidung
P5 (21) Bürobedarf, Papier, Büromöbel, Schreibwaren, Werbeartikel, Druckerpatronen, Büroma-
terial, Schulbedarf, Kopierer, Etiketten, Bürotechnik, Schreibgeräte, Visitenkarten, Laser-
drucker, Büromaschinen, Leitz, Folien, Faxgeräte, Patronen, Briefpapier, Kopierpapier
P6 (26) Aloe, Aveda, Nail, Gel, Spray, Naturkosmetik, Parfum, Lotion, Shampoo, Toilette, Gesichts-
pﬂege, Fußpﬂege, Dior, Logona, Fecha, Pinsel, Kelompok, Nägel, Hauschka, Shave, Shadow,
Duschgel, Fingernägel, Frisur, Maniküre, Blush
P7 (26) Weingut, Riesling, Sauvignon, Pinot, Blanc, Cabernet, Bordeaux, Merlot, Weinbau, Cham-
pagne, Kabinett, Rebsorten, Auslese, Weinhandel, Weinshop, Gris, Qualitätswein, Bianco,
Rioja, Loire, Reben, Rheingau, Chianti, Weinberg, Weinkeller, Eiswein
P8 (23) Memory, Windows, Microsoft, Sony, Apple, ThinkPad, USB, Intel, Desktop, Toshiba, LCD,
Compaq, Monitor, Mac, RAM, Adapter, Mouse, Pentium, AMD, CPU, Monitors, Printers,
WLAN
P9 (35) Gemüse, Fleisch, Obst, Salz, Eier, Nahrung, Salat, Olivenöl, Pfeﬀer, Kalorien, Früchte, Nu-
deln, Mehl, Eiweiß, Wurst, Gentechnik, Naturkost, Joghurt, Teig, Sahne, Backwaren, Bröt-
chen, Süßwaren, Bohnen, Paprika, Fettsäuren, Suppe, Geﬂügel, Zimt, Zwiebeln, Süßigkeiten,
Weizen, Speichererweiterung, Soja, Salate
P10 (22) Silber, Gold, Ring, Armband, Kette, Jewelry, Swarovski, QVC, Juwelier, Diamanten, Edel-
stahl, Ohrschmuck, Tattoo, Silver, Goldschmiede, Mineralien, Titan, Schmuckstücke, Weiß-
gold, Edelstein, Perle, Kristall
D1 (29) Urlaub, Flüge, Mallorca, Yachtcharter, Ferien, Türkei, Kroatien, Spanien, Ferienwohnung,
Ferienhaus, Reisebüro, Griechenland, Ostsee, Reiseveranstalter, Tourismus, Unterkunft,
Ägypten, Buchung, Karibik, Australien, Tunesien, Inseln, Kanaren, Billigﬂüge, Asien, Fa-
milienurlaub, Reisebüros, Frühbucher, Rundreisen
D2 (38) Visa, Finance, Zinsen, Sparkasse, Volksbank, Geldanlage, PayPal, Citibank, Zins, Dresd-
ner, Bargeld, Fund, HSBC, IBAN, Rewards, Überweisung, Transaktionen, Volksbanken, Di-
rektbank, DKB, Guthaben, Landesbank, Geldautomaten, Sparbuch, Raiﬀeisenbank, TAN,
Hypo, Bankleitzahl, Banker, Bausparkasse, Internetbanking, Dispo, HypoVereinsbank, Di-
rektbanken, Eypo, Treasury, Tilgung, Kreissparkasse
D3 (34) Krankenversicherung, Versicherungsvergleich, Lebensversicherung, Krankenkassen, Rente,
Altersvorsorge, Autoversicherung, Haftpﬂicht, Krankenkasse, Vorsorge, Rechtsschutzversi-
cherung, Unfall, Versicherer, Risikolebensversicherung, Versicherten, Versicherungsschutz,
Kranken, PKV, Allianz, Absicherung, Gebäudeversicherung, Krankenzusatzversicherung,
Versicherungsnehmer, Versicherungsunternehmen, Privathaftpﬂicht, Sozialversicherung, Al-
tersversorgung, Versicherungswirtschaft, Zusatzversicherung, Direktversicherung, Versiche-
rungssumme, Kapitallebensversicherung, Rechtschutz, Versicherungsgesellschaften
9.10 Neue Startwörter für Test 2 165
Tabelle 9.13:Branchenspeziﬁsche Wörter als Startwörter für Test 2
Branche Startwörter für Test 2
D4 (34) DKK, Tomaten, Übergewicht, Diäten, Immunsystem, Gesundheitsförderung, Kursort, Vita-
lität, Strahlenbelastung, Schwankschwindel, Lahnstein, Gewaltmusik, Magnetfeldtherapie,
Muskulatur, Trampolin, Raucherentwöhnung, Glukosamin, Lebensenergie, Gewichtskontrol-
le, Krafttraining, Gewichtsreduzierung, Morna, Beweglichkeit, Gewichtsabnahme, Fußreﬂex-
zonenmassage, Bindegewebe, Dehnübungen, Fatburner, Halsschmerzen, Körperarbeit, Deh-
nung, Rückenschule, Körperfett, Gesundheitspolitk
D5 (36) Airport, Inn, Dusseldorf, Resorts, Stadthotel, Wellnesshotels, Kempinski, Brussels, Inter-
Continental, Hotelkritiken, Sheraton, Israelis, Americans, Hyatt, Chaska, Alster, Italie, Lis-
bon, Sporthotel, Hotelführer, Stadthotels, Charleston, Ferienhotel, Romantikhotel, Hotel-
verzeichnis, Businesshotels, Feuerwerkskörper, CNA, Starlight, Palestinian, Dolomites, Sa-
vannah, Arlington, Verdon, Tagungshotels, Flughafenhotel
D6 (29) Häuser, Grundstück, Miete, Makler, Gewerbeimmobilien, Einfamilienhaus, Hausverwaltung,
Bauträger, Immobilienmarkt, Fertighaus, Bauregister, Immobilienangebote, Immo, Wohnﬂä-
che, Einfamilienhäuser, Mietvertrag, Reihenhaus, Mehrfamilienhaus, Immobilienkauf, Immo-
biliensuche, Wohnimmobilien, Auslandsimmobilien, Wohnbau, GRUNDSTÜCKSWESEN,
Hochbau, Baugrundstück, Immobilienbewertung, Immobilienportal, Grundstücks
D7 (29) Bundesministerium, Steuerberatung, UStG, Anwaltskanzlei, Steuerkanzlei, WKN, Einkom-
mensteuer, Wirtschaftsprüfung, Optionsscheine, Jahresabschluss, Vorsteuerabzug, Steuer-
pﬂichtigen, Betriebswirtschaftslehre, Finanzverwaltung, Vertragsparteien, BFH, Finanz-
ministerium, Kapitalerhöhung, Steuerbefreiung, Auftragsbearbeitung, Marktberichte, Au-
ßenwirtschaft, WpHG, Finanzmärkte, EBIT, Steuereinnahmen, Finanzpolitik, Finanzplan,
Fondsmanager
D8 (21) Gasthof, Ibis, Parkhotel, Steigenberger, Vegetarian, Bistro, Cathedral, Tulip, Stralsund, Gar-
misch, Minibar, Biergarten, Oktoberfest, Nurnberg, Golfclub, Germans, Ostseebad, Minotel,
Mövenpick, Kantine, Banquet
D9 (41) Patienten, Behandlung, Klinik, Therapie, Chirurgie, Kliniken, Psychotherapie, Innere, Fach-
arzt, Psychiatrie, Homöopathie, Erkrankungen, Ärzten, Patient, Klinikum, Dosieraerosol,
Diagnostik, Klinische, Cor, Insulin, Erkrankung, Seitensprung, Symptome, Neurologie, Bai-
erbrunn, HCT, Zahnärzte, Orthopädie, Operationen, Ärztin, Aspirin, Fachärzte, Plastische,
Störungen, Brustkrebs, Kassenärztliche, Therapeuten, Medikament, Ärztekammer, Selbst-
hilfegruppen, INTERNIST
D10 (37) Altenheim, Ammersee, ALP, Detektivbüro, Facharbeiter, Altenhilfe, Altenheime, Senioren-
zentrum, Seniorenheim, Standardeinband, Volksschule, Religionsunterricht, Fachkraft, Lehr-
plan, Geschäftsgang, Jahrgangsstufe, Politikberatung, Dernier, Literaturangaben, Teilneh-
merkreis, Compostelle, Föderalismus, Dittmann, Verfassungsrecht, Schulstraße, Berufsfach-
schule, Fachwirt, Nachdr, HWO, Reformpolitik, Sozialstation, Feststehender, Seniorenresi-
denz, Föderalismusreform, Gesetzgebungskompeten, Jahrgangsstufen, Caritasverband
Bei den automatisch erkannten 100 Kandidaten, deren Abstandswert hö-
her als '0.90' ist, wurden in der Autobranche (P1) überwiegend Automarken
verwendet. Deshalb wurden sie als Startwörter in der o.g. Tabelle erstellt. Das
Wort Tomaten ist das dritthäuﬁgste Wort im Bereich Gesundheit (D4) in
der Datei ('Gesundheit_BVGap_*') - Abstandswert höher als '0.90' - siehe
unten. Die Worthäuﬁgkeit steht vor dem Term. Nach dem Term steht der
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Das bedeutet, dass das Wort Tomaten im Bereich Gesundheit (D4) sehr
häuﬁg verwendet wird. In der o.g. Tabelle gibt es deshalb das Wort 'Tomaten',
um interessante Webseiten für die Gesundheit mit dem Startwort Tomaten
zu ﬁnden.
9.10.2 Wortgruppen der Startwörter für Test 1 und Test 2
Um mit Hilfe von Suchmaschinen (z.B. Google, Yahoo) verschiedene bran-
chenspeziﬁsche Webseiten als Korpus zu sammeln, wurden die branchenspe-
ziﬁschen Startwörter für Test 1 und Test 2 verwendet. Sie sind in folgende
Wortgruppen eingeteilt:
a. Marken (bzw. Firmennamen): BMW, Audi, Porsche, Mercedes
b. Generische Terme (EGT und KGT): Hosen, Lederhosen
c. branchenspeziﬁsche Abkürzungen mit ähnlichen Eigenschaften
wie EGT: KFZ, PKW, LKW, ADAC
d. Geographische Namen als Hilfsmittel für Suchbegriﬀe: Hamburg,
München, Berlin, Stuttgart, Dresden
e. Branchenbezeichner: Damenmode, Herrenmode, Büromaterial, Schul-
bedarf
Die drei Wortgruppen von [a], [b] und [c] sind sehr wichtig für die schon
vorgestellten Zielsetzungen des Gesamtexperiments. Sie können automatisch
erkannt, manuell verbessert und bei der semantischen Annotation unterschied-
lich gekennzeichnet werden.
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9.10.3 Startbedingungen für Test 2
Die Startwörter für Test 2 werden under den folgenden Startbedingungen
verwendet, um neue Korpora in den 20 ausgewählten E-Commerce-Branchen
automatisch aufzubauen:
• Die Anzahl der Startwörter für Test 1 und Test 2 ist gleich.
• Die verwendeten Suchmaschinen (Google und Yahoo) sind gleich.
• Die verwendeten Basiswörter für alle Suchbegriﬀe in den jeweiligen
E-Commerce-Branchen sind gleich.
Das vorgestellte Masterprogramm für den Aufbau der Korpora
wird für die 20 ausgewählten Bereiche 20 mal verwendet. Dafür wird ein Shell-
Skript mit Hilfe des Linux/Unix-Befehls nohup5 wie folgt geschrieben, um
in der Shell das Masterprogramm 20 mal parallel zu starten:
Tabelle 9.14: paralleles Starten mit denselben Basiswörtern für Test 1 und Test 2
#!/bin/sh
# The Bourne shell, or sh, was the default Unix shell of Unix Version 7
nohup BV_masterKorpus.pl ./suchbegriffe/Autobranche Autobranche &
nohup BV_masterKorpus.pl ./suchbegriffe/Haushaltsgeraete Haushaltsgeräte &
nohup BV_masterKorpus.pl ./suchbegriffe/Moebel Möbel &
nohup BV_masterKorpus.pl ./suchbegriffe/Kleidung Kleidung &
nohup BV_masterKorpus.pl ./suchbegriffe/Bueroartikel Büroartikel &
nohup BV_masterKorpus.pl ./suchbegriffe/Kosmetik Kosmetik &
nohup BV_masterKorpus.pl ./suchbegriffe/Wein Wein &
nohup BV_masterKorpus.pl ./suchbegriffe/Computer Computer &
nohup BV_masterKorpus.pl ./suchbegriffe/Lebensmittel Lebensmittel &
nohup BV_masterKorpus.pl ./suchbegriffe/Schmuck Schmuck &
nohup BV_masterKorpus.pl ./suchbegriffe/Reisen Reisen &
nohup BV_masterKorpus.pl ./suchbegriffe/Bank Bank &
nohup BV_masterKorpus.pl ./suchbegriffe/Versicherung Versicherung &
nohup BV_masterKorpus.pl ./suchbegriffe/Gesundheit Gesundheit &
nohup BV_masterKorpus.pl ./suchbegriffe/Hotel Hotel &
nohup BV_masterKorpus.pl ./suchbegriffe/Immobilien Immobilien &
nohup BV_masterKorpus.pl ./suchbegriffe/Finanzen Finanzen &
nohup BV_masterKorpus.pl ./suchbegriffe/Restaurant Restaurant &
nohup BV_masterKorpus.pl ./suchbegriffe/Aerzte Ärzte &
nohup BV_masterKorpus.pl ./suchbegriffe/Altenpflege Altenpflege &
5nohup - run a command immune to hangups, with output to a non-tty [man nohup]
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9.10.4 Ergebnisse von Test 1 und Test 2
In Tabelle 9.15 werden die Ergebnisse von Test 1 und Test 2 für den
Aufbau der neuen Korpora in den 20 E-Commerce-Branchen zusammengelegt
und verglichen. Die zusätzlichen Abkürzungen in der neuen zweiten Spalte
T sind T1 für Test 1 und T2 für Test 2:
Tabelle 9.15: grundsätzliche Übersicht für Test1 und Test 2
B T BS BSS URL Web OG KG F FV BV
P1 T1 14 60 3664 2682 197 M 52 M 442491 362153 5069
T2 14 60 1501 945 48 M 11 M 121122 100183 5503
P2 T1 35 165 1684 1509 114 M 18 M 241215 198021 4052
T2 35 165 1101 851 39 M 7.6 M 127086 108572 3900
P3 T1 18 80 2757 2449 160 M 33 M 411234 337409 3616
T2 18 80 3065 2814 72 M 12 M 160732 132312 9539
P4 T1 23 105 9958 8455 620 M 126 M 940058 753098 2887
T2 23 105 18582 15110 1295 M 316 M 1874665 1498191 3839
P5 T1 21 95 953 788 66 M 14 M 195474 155835 5010
T2 21 95 2400 2010 172 M 31 M 402090 325913 3464
P6 T1 26 120 4468 3593 470 M 90 M 878788 708601 1952
T2 26 120 11909 9784 775 M 149.6 M 1173972 945253 4762
P7 T1 26 120 4606 4020 233 M 56 M 643837 536730 5805
T2 26 120 15073 12649 697 M 154 M 1178791 949604 9043
P8 T1 23 105 11110 10079 529 M 99.6 M 664111 528772 5028
T2 23 105 37629 33919 1732 M 288 M 663158 519403 12762
P9 T1 35 165 17446 6330 481 M 135 M 1145331 929442 2820
T2 35 165 21551 16376 1129 M 326 M 1738178 1426618 6860
P10 T1 22 100 7361 6477 346 M 47 M 418794 335210 4924
T2 22 100 11916 10212 827 M 172 M 1391082 1116506 3300
D1 T1 27 125 11537 10537 527 M 98.4 M 675152 534057 5983
T2 27 125 27308 24472 1224 M 230 M 1132610 911345 10334
D2 T1 36 170 17592 14466 677 M 149 M 982488 787125 3173
T2 36 170 42843 31668 1980 M 519 M 2387663 1905876 2943
D3 T1 35 165 6128 4708 258 M 65 M 505532 416847 3887
T2 35 165 18058 14057 649 M 160 M 941428 763612 5684
D4 T1 32 150 19657 5633 521 M 145 M 1080936 873649 1188
T2 32 150 19370 15110 963 M 261 M 1579143 1299417 2128
D5 T1 36 170 11125 9317 602 M 140 M 1046519 835810 1459
T2 36 170 34416 5796 555 M 118 M 891868 700104 3358
D6 T1 27 125 12956 10821 584 M 132 M 1091391 858839 2773
T2 27 125 16330 14567 571 M 104 M 727522 571201 7851
D7 T1 31 145 21092 14148 1322 M 333 M 1955733 1562570 1330
T2 31 145 14056 9065 678 M 183 M 1070813 884434 5103
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Tabelle 9.15: grundsätzliche Übersicht für Test1 und Test 2
B T BS BSS URL Web OG KG F FV BV
D8 T1 22 100 19142 16884 1131 M 266 M 1512645 1190338 2401
T2 22 100 24173 7373 734 M 156 M 980505 781498 3030
D9 T1 38 180 24910 19446 1650 M 499 M 2386242 1911542 3979
T2 38 180 31686 23298 1515 M 450 M 2047554 1652298 11884
D10 T1 37 175 10639 1477 271 M 76 M 824740 670969 1195
T2 37 175 4475 3037 319 M 100 M 872561 705746 4462
Die lokale Speicherung von Webseiten der beiden Branchen Hotel und
Restaurant wurde nach neun Tagen Laufzeit manuell abgebrochen. Die bis
dahin lokal gespeicherten Webseiten für Hotel und Restaurant sind ausrei-
chend für den Test. Für die Erstellung der Frequenzlisten werden die bereits
vorgestellten Standalone-Programme weiter durchgeführt.
Alle Suchbegriﬀe von Autobranche/P1 für Test 2 wurden aus internationa-
len Automarken ausgewählt. Deshalb kann die Anzahl der lokal gespeicherten
Webseiten wesentlich niedriger als die Anzahl für Test 1 sein.
Als Suchbegriﬀe für ein Korpus sollen Firmennamen und branchenspeziﬁsche
Wörter in den jeweiligen Bereichen angemessen gemischt werden, um mehrere
bereichsspeziﬁsche URL-Adressen aus Suchmaschinen zu extrahieren.
Die 23 neuen Suchbegriﬀe von Computer/P8 für Test 2 liefern die höchste
Anzahl (33919) der lokal gespeicherten Webseiten.
Die bereits vorgestellte Tabelle 9.12 zeigt den Unterschied zwischen den Ab-
standswerten '0.90' und '0.78'. Die Anzahl steht für das erkannte branchenspe-
ziﬁsche Vokabular. Die zusätzliche Bezeichnung 'S' bedeutet die Summe der
verschiedenen branchenspeziﬁschen Wörter von Test 1 und Test 2 in der
dritten Spalte von höher als 0.90. Die folgende Tabelle zeigt den Unterschied
zwischen Abstandswerten für Test 1 (T1) und Test 2 (T2):
Tabelle 9.16:Abstandswerte - '0.90' und '0.78'- für Test 1 und Test 2
Branche T höher als '0.90' höher als '0.78'
P1 / Autobranche T1 5069 15346
T2 5503 9816
S 9067
P2 / Haushaltsgeräte T1 4052 16249
T2 3900 11280
S 7461
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Tabelle 9.16:Abstandswerte - '0.90' und '0.78'- für Test 1 und Test 2
Branche T höher als '0.90' höher als '0.78'
P3 / Möbel T1 3616 10687
T2 9539 17950
S 11692
P4 / Kleidung T1 2887 10202
T2 3839 13186
S 5697
P5 / Büroartikel T1 5010 21998
T2 3464 19011
S 7444
P6 / Kosmetik T1 1952 6260
T2 4762 11183
S 5818
P7 / Wein T1 5805 14935
T2 9043 19443
S 11399
P8 / Computer T1 5028 14616
T2 12762 23411
S 15934
P9 / Lebensmittel T1 2820 10751
T2 6860 22990
S 8046
P10 / Schmuck T1 4924 14196
T2 3300 8256
S 6663
D1 / Reisen T1 5983 18107
T2 10334 27406
S 12900
D2 / Bank T1 3173 10458
T2 2943 9980
S 5256
D3 / Versicherung T1 3887 16046
T2 5684 17256
S 7713
D4 / Gesundheit T1 1188 6300
T2 2128 10620
S 3163
D5 / Hotel T1 1459 7367
T2 3358 15743
S 4633
D6 / Immobilien T1 2773 10673
T2 7851 26614
S 9216
D7 / Finanzen T1 1330 9861
T2 5103 22662
S 6076
D8 / Restaurant T1 2401 13766
T2 3030 15136
S 4915
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Tabelle 9.16:Abstandswerte - '0.90' und '0.78'- für Test 1 und Test 2
Branche T höher als '0.90' höher als '0.78'
D9 / Ärzte T1 3979 21805
T2 11884 33824
S 13689
D10 / Altenpﬂege T1 1195 6967
T2 4462 18004
S 5216
Die folgende graphische Abbildung 9.3 wird aus der dritten Spalte (höher
als 0.90) der Tabelle 9.16 hergeleitet. S steht für die Summe der verschie-
denen branchenspeziﬁschen Wörter von Test 1 und Test 2:
Abbildung 9.3: AGBV aus Test 1 (T1) und Test 2 (T2)
Das Ziel ist die Automatische Gewinnung von branchenspeziﬁschem Vo-
kabular (AGBV). Diese graphische Abbildung zeigt, dass die Gesamtzahl von
AGBV bei Test 2 wesentlich höher als bei Test 1 ist. Die AGBV bei Test 2
ist eﬃzienter als bei Test 1. Die verwendeten branchenspeziﬁschen Wörter als
Startwörter für Test 2 sind branchenspeziﬁscher als Startwörter für Test 1,
weil sie aus dem Teil von Test 1 mit der höchsten Frequenz ausgewählt wur-
den. Startwörter für Suchmaschinen sollten bereichsspeziﬁsch sein und sehr
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oft im Web vorkommen, um die AGBV zu verbessern. Die Korpusgröße spielt
keine große Rolle bei der AGBV. Im Bereich von Restaurant (D8) ist die
Korpusgröße von Test 1 266 Megabyte. Die Anzahl der Einwortterme ohne
Varianten ist 1190338. Davon wurden die 2401 branchenspeziﬁschen Wörter,
deren Abstandswert höher als '0.90' ist, maschinell identiﬁziert. Im Bereich
Finanzen (D7) bei Test 1 ist das Korpus 333 Megabyte groß und enthält
1562570 Wörter. Davon wurden die 1330 branchenspeziﬁschen Wörter nach
dem Vergleich der Frequenzlisten automatisch erkannt.
Der Vergleich der verschiedenen Frequenzlisten in den jeweiligen E-Commerce-
Branchen spielt eine wichtige Rolle für die AGBV.
Vor dem Testen wurde berücksichtigt, dass ca. 5000 - 10000 branchenspezi-
ﬁsche Wörter in den jeweiligen 20 ausgewählten E-Commerce-Branchen au-
tomatisch erkannt werden. In den drei Bereichen Gesundheit (D4), Hotel
(D5) und Restaurant (D8) ist die Gesamtzahl der branchenspeziﬁschen Wör-
ter niedriger als 5000. Die Anzahl kann je nach Bedürfnis ohne weiteres erhöht
werden. In den restlichen 17 Bereichen ist sie viel höher als 5000. Die höchste
Anzahl von automatisch erkanntem branchenspeziﬁschem Vokabular ist 15934
im Bereich von Computer (P8).
Schlußbemerkung
Das automatisch erkannte branchenspeziﬁsche Vokabular in den jeweiligen
Branchen ist eine qualiﬁzierte Basis, um manuelle Arbeiten für die lingui-
stische Analyse miteinander zu kombinieren. Im Kapitel 6.8.2 Wortgruppen
der branchenspeziﬁschen Wörter wurden die drei relevanten Wortgruppen -
Marken, EGT und KGT, branchenspeziﬁsche Abkürzungen - vorgestellt. Die
am häuﬁgsten im Web vorgekommenen Begriﬀe in den Wortgruppen können
durch die 'AGBV' gewonnen werden. Beispielsweise kann eine Liste der besten
Firmennamen, die am häuﬁgsten im Web aufgetaucht sind, nach der Wort-
häuﬁgkeit sortiert und erstellt werden.
Das automatisch erkannte branchenspeziﬁsche Vokabular durch die AGBV
kann als Basis für Grundwortschatz in den jeweiligen E-Commerce-Branchen
sehr eﬃzient benutzt werden.
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9.11 AGBV aus einer Webseite
Automatische Gewinnung von branchenspeziﬁschem Vokabular (AGBV)
ist das im Rahmen dieser Arbeit erstellte Terminologie-Extraktionssystem.
Bis jetzt wurde 'AGBV' aus den 20 erstellten Korpora für E-Commerce auf
Korpusebene implementiert. Dafür wurden die automatisch erstellten 20 Da-
tenbanken für den Vergleich der Frequenzlisten in den jeweiligen E-Commerce-
Branchen verwendet, um branchenspeziﬁsche Wörter maschinell zu erkennen.
Durch den Gebrauch von diesen unterschiedlichen Datenbanken für Test 1
und Test 2 wird automatische Gewinnung von branchenspeziﬁschem Voka-
bular (AGBV) aus einer Webseite gleich verwendet. Ergebnisse von Daten-
banken für Test 1 und Test 2 werden verglichen.
9.11.1 Erstellung des Masterprogramms
Das Masterprogramm für AGBV aus einer Webseite wird im Prinzip genau-
so wie die Programme für den Aufbau der Korpora und den Vergleich der
Frequenzlisten konstruiert. Durch die HTML-Analyse (siehe Kapitel 6.3.1.)
wurden lokal gespeicherte Webseiten für Korpora verarbeitet, um Wörter aus
sechs Quellen zu ﬁnden. Der Prozeß für HTML-Analyse wird hier nicht be-
nötigt, weil der Schwerpunkt des Masterprogramms der Vergleich von nor-
malisierten Worthäuﬁgkeiten mit Hilfe von Datenbanken von Test 1 und
Test 2 ist. Deshalb wird der textbasierte Browser lynx6 auf Shell-Ebene
einfach verwendet, um nur den Inhalt der HTML-Seite in ASCII-Format um-
zuwandeln. Bei der Eliminierung von Javascripten und Style Sheets für die
Verarbeitung des reinen Inhalts der HTML-Seite können manchmal Probleme
auftauchen, wenn ein Programm nicht sorgfältig programmiert ist. Es wird
HTML-Stripper zur Textbereinigung genannt. Beim Browser lynx gibt es
dafür die folgenden drei Optionen (-force_html, -nolist, -dump)7. Mit
Hilfe von backtik (`) wird es im Programm verwendet:
lynx -force_html -nolist -dump $url
6lynx - a general purpose distributed information browser for the World Wide Web [man lynx]
7-force_html: forces the ﬁrst document to be interpreted as HTML.
-nolist: disable the link list feature in dumps.
-dump: dumps the formatted output of the default document or one speciﬁed on the command line to
standard output.
1749. Automatische Gewinnung von branchenspeziﬁschem Vokabular (AGBV)
Der Input des Masterprogramms ist eine URL-Adresse.
Mit Hilfe von 'lynx' wird der reine Inhalt der HTML-Seite identiﬁziert. Die
folgende dreistuﬁge Untersuchung von a bis c wird schrittweise durchgeführt,
um branchenspeziﬁsches Vokabular aus einer Webseite automatisch zu erken-
nen:
a. Tokenisierung
b. Schlüsselwortextraktion (engl. keyword extraction)
c. AGBV aus einer Webseite
Tokenisierung ist die erste Stufe.
Durch das Verfahren Tokenisierung kann ein Text in Wörter und sonsti-
ge Texteinheiten zerlegt werden. Diese Aufgabe ist in der Praxis aber nicht
einfach, z.B. bei der Behandlung von Kontraktionen, Abkürzungen und mit
Bindestrich zusammengesetzten Wörtern. Letztere werden in dieser Arbeit als
ein Token behandelt. Das bedeutet, dass sie nicht weiter zerlegt werden. Es
folgt eine allgemeine Deﬁnition von Tokenisierung:
Tokenisierung bezeichnet in der Computerlinguistik die Segmen-
tierung eines Textes in Einheiten der Wortebene (manchmal auch
Sätze, Absätze o.ä.). Die Tokenisierung des Textes ist Vorausset-
zung für dessen Weiterverarbeitung, z.B. zur syntaktischen Analyse
durch Parser oder im Textmining.8
Schlüsselwortextraktion ist die zweite Stufe.
Es gibt verschiedene Berechnungen zur Termgewichtung, um Schlüsselwörter
aus einem Text automatisch zu erkennen. Die TF-IDF-Gewichtung, die im
Kapitel 2 vorgestellt wurde, ist eines der häuﬁgsten Verfahren zur Termge-
wichtung.
Für die Schlüsselwortextraktion werden folgende Wortgruppen im Masterpro-
gramm verwendet:
• 1220 Stoppwörter
• 13987 geographische Namen für Deutschland
8http://de.wikipedia.org/wiki/Tokenisierung [Stand: 03.07.2007]
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• 23729 branchenneutrale Stoppwörter, die durch Test 1 automa-
tisch gesammelt wurden. Im Kapitel 9.4. (Branchenneutrale Stoppwör-
ter) wurden sie erklärt.
AGBV aus einer Webseite ist die dritte Stufe.
Im Test 1 wurden bereits die 20 Datenbanken für den Vergleich der Fre-
quenzlisten in den jeweiligen E-Commerce-Branchen maschinell erstellt. Die-
se 20 Datenbanken werden zum Vergleich der Frequenzlisten für AGBV aus
einer Webseite auch experimentell wieder verwendet. Die AGBV aus einer
Webseite hängt von dem Vergleich der Frequenzlisten ab. Die folgenden zwei
Arten automatischer Gewinnung von branchenspeziﬁschem Vokabular werden
prinzipiell gleich behandelt:
I. AGBV aus den erstellten Korpora aus dem Web
II. AGBV aus einer Webseite
9.11.2 Ein Beispiel von AGBV aus einer Webseite
Die URL-Adresse de.wikipedia.org/wiki/BMW (Stand: 04.07.2007) zeigt ei-
ne Webseite zu Bayerische Motoren Werke AG (BMW). Die Webseite bein-
haltet viel gutes branchenspeziﬁsches Vokabular. Deswegen wird derjenige Teil
der automatisch erkannten branchenspeziﬁschen Wörter mit der höchsten Fre-
quenz als Beispiel (siehe unten) gezeigt. Um das Masterprogramm für AGBV
aus einer Webseite auszuführen, werden zwei Parameter, nämlich eine URL-
Adresse und ein Branchenname benötigt. Jeder Abstandswert der branchen-
speziﬁschen Wörter ist höher als '0.90'. Die normalisierte Worthäuﬁgkeit zum
Vergleich der Frequenzlisten steht direkt vor dem Wort. Und nach dem Wort





Tabelle 9.17: Beispiel von AGBV aus einer Webseite
0.90: 14.2061281337047 BMW [0.991524861070098]
0.90: 2.22841225626741 Motorrad [0.919268985149296]
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Tabelle 9.17: Beispiel von AGBV aus einer Webseite
0.90: 1.48560817084494 Sechszylinder-Reihenmotor [0.99986059404798]
0.90: 1.39275766016713 Zweizylinder-Boxermotor [0.999962438701321]
0.90: 1.29990714948932 Rover [0.985260711170038]
0.90: 1.20705663881151 Personenwagen [0.997674752470457]
0.90: 1.1142061281337 Automobile [0.937348904960906]
0.90: 1.0213556174559 Rolls-Royce [0.997674602571698]
0.90: 1.0213556174559 Flugmotor [0.999399177356128]
0.90: 0.928505106778087 Motoren [0.979915793036673]
0.90: 0.928505106778087 Fahrzeuge [0.93372948266612]
0.90: 0.835654596100279 Motorsport [0.971787120718969]
0.90: 0.74280408542247 Umsatz [0.920244026037079]
0.90: 0.557103064066852 Vierzylinder-Reihenmotor [0.999718290259905]
0.90: 0.557103064066852 Vorstandsvorsitzender [0.986487450957429]
0.90: 0.557103064066852 Automobilhersteller [0.996222663465486]
0.90: 0.464252553389044 CSL [0.998118592018757]
0.90: 0.371402042711235 Weltkrieges [0.983164525852041]
0.90: 0.371402042711235 Automobilen [0.996351516203289]
0.90: 0.371402042711235 Jahresumsatz [0.984972452780236]
0.90: 0.371402042711235 Motorbuch [0.998905158069696]
0.90: 0.371402042711235 Coup [0.978636175903457]
0.90: 0.371402042711235 Olympiaturm [0.998384443625789]
0.90: 0.371402042711235 Kuenheim [0.999264974066327]
0.90: 0.278551532033426 Baubeginn [0.985498029380388]
0.90: 0.278551532033426 Eisenacher [0.996488512842116]
0.90: 0.278551532033426 Vierzylinder [0.999290126750807]
0.90: 0.278551532033426 Mille [0.986526102552025]
0.90: 0.278551532033426 Vorstandsvorsitz [0.998523284363705]
0.90: 0.278551532033426 Nockenwelle [0.997474405371503]
0.90: 0.278551532033426 FIZ [0.995432503511843]
0.90: 0.278551532033426 BFW [0.992421527193507]
0.90: 0.278551532033426 V-Form [0.998722812554121]
0.90: 0.278551532033426 Stammwerk [0.998432384942972]
0.90: 0.278551532033426 Flugzeugmotoren [0.998914742700096]
0.90: 0.278551532033426 Innovationszentrum [0.994698974748456]
0.90: 0.278551532033426 Kleinstwagen [0.999209227755816]
0.90: 0.278551532033426 Produktionsstandorte [0.998048539951172]
0.90: 0.278551532033426 Tourenwagen [0.997962774909133]
0.90: 0.278551532033426 BMW-Motorräder [0.99930839154763]
Ergebnis von [de.wikipedia.org/wiki/BMW] im Bereich von [P1 / Autobranche]
Die erste Stufe ist Tokenisierung - Anzahl der gesamten Tokens: [5403]
Die zweite Stufe ist Schlüsselwortextraktion - Anzahl der erkannten Schlüsselwörter: [1077]
Die dritte Stufe ist Automatische Gewinnung von branchenspeziﬁschem Vokabular:
Anzahl der erkannten branchenspeziﬁschen Wörter: [369]
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9.11.3 CGI-Programm für AGBV aus einer Webseite
Das entsprechende CGI-Programm9 wird im WWW präsentiert.
Die Abbildung 9.4 zeigt das CGI-Programm für AGBV aus einer Websei-
te mit einer URL-Adresse beispielsweise in den erstellten 20 E-Commerce-
Branchen. Durch das CGI-Programm werden branchenspeziﬁsche Einwort-
terme aus einer Webseite erkannt. Als Zusatzergebnis wird der Inhalt der
Original-Webseite phrasenweise zerlegt. Bei jedem phrasenweise zerlegten Teil
wird überprüft, ob automatisch erkannte bereichsspeziﬁsche Einwortterme
enthalten sind. Die Phrasen, die automatisch erkannte bereichsspeziﬁsche Ein-
wortterme beinhalten, sind gute Kanditaten, um branchenspeziﬁsche Mehr-
wortterme maschinell zu identiﬁzieren. Es wird angenommen:
Ein branchenspeziﬁscher Mehrwortterm beinhaltet einen bran-
chenspeziﬁschen Teil des Terms. Der Teil muss zuerst erkannt wer-
den. Dann kann ein branchenspeziﬁscher Mehrwortterm auch er-
kannt werden.
9.11.4 Branchenneutrale Stoppwörter aus Test 1 und Test 2
Im Kapitel 6.3. wurden branchenneutrale Stoppwörter vorgestellt.
Im Experiment werden die branchenneutralen Stoppwörter, die öfter vorge-
kommen und sogar in mehr als 15 Branchen aufgetaucht sind, in einer Datei
(z.B. 'Computer_Birrelevant_*' im Beispielbereich von 'Computer') in den
jeweiligen Branchen automatisch gesammelt. Die Gesamtzahl der automatisch
erkannten branchenneutralen Stoppwörter aus Test 1 und Test 2 ist die fol-
gende:
Test 1 Test 2
23729 1259563
Tabelle 9.18: Branchenneutrale Stoppwörter aus Test 1 und Test 2
Die 23729 branchenneutralen Stoppwörter aus Test 1 wurden ohne manu-
elle Arbeit für das schon oben genannte CGI-Programm AGBV aus einer
9http://www.cis.uni-muenchen.de/ kimda/cgi-bin/AGBV/agbvLocaldbm.pl
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Webseite direkt gebraucht. Diese sind nützlich für die Schlüsselwortextrakti-
on und AGBV.
Beim CGI-Programm AGBV aus einer Webseite gibt es die folgenden drei
Auswahlmöglichkeiten als Update. Die Anzahl steht für verschiedene Stopp-
wörter:
• die 23729 branchenneutralen Stoppwörter aus Test 1
• die 1259563 branchenneutralen Stoppwörter aus Test 2
• die 1277559 branchenneutralen Stoppwörter aus Test 1 und Test 2
Dadurch kann der direkte Nutzen der drei branchenneutralen Stoppwörter
für AGBV ohne manuelle Arbeit überprüft werden.
Das entsprechende CGI-Programm10 für den direkten Nutzen der drei
branchenneutralen Stoppwörter wird zum Test im WWW präsentiert.
Nach dem Test wird festgestellt, dass die 1259563 (Test 2) und 1277559 (Test
1 und Test 2) branchenneutralen Stoppwörter nicht eﬃzient sind.
Viele branchenspeziﬁsche Wörter können nicht identiﬁziert werden, weil sie in
der riesigen Stoppwortliste vorhanden sein können.
Die beste Qualität haben die 23729 branchenneutralen Stoppwörter aus Test
1. Sie können manuell verbessert werden.
9.12 Teile von Test1 und Test2 mit der höchsten Fre-
quenz
Der Teil des automatisch erkannten branchenspeziﬁschen Vokabulars von Test2
mit der höchsten Frequenz in den jeweiligen ausgewählten 20 Branchen wird
im Anhang beigefügt.
Der Teil zwischen Test1 und Test2 mit der höchsten Frequenz in den je-
weiligen Bereichen beinhaltet viele gemeinsame Wörter. Die AGBV von Test1
und Test2 ist besonders optimal. Die Unterschiede sind gering.
Die Top40-Terme des automatisch erkannten branchenspeziﬁschen Vokabulars
10http://www.cis.uni-muenchen.de/ kimda/cgi-bin/AGBV/agbvLocalsto.pl
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mit Großschreibung - der Abstandswert ist höher als '0.90' - werden exempla-
risch in den jeweils ausgewählten 20 Branchen angezeigt.
Die Worthäuﬁgkeit steht vor dem Term. Nach dem Term steht der Abstands-
wert innerhalb der eckigen Klammer:
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Abbildung 9.4: CGI-Programm für AGBV aus einer Webseite (Stand: 29.08.2007)
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Kapitel 10
Vergleich mit allgemeinen Korpora für
AGBV
Im vorherigen Kapitel 9 wurden die 20 erstellten Korpora aus dem E-Commerce-
Bereich miteinander verglichen, um branchenspeziﬁsches Vokabular automa-
tisch zu erkennen. In diesem Kapitel werden allgemeine Korpora zur Automa-
tischen Gewinnung von branchenspeziﬁschem Vokabular (AGBV) verglichen,
um nicht benötige Wörter, die als nicht branchenspeziﬁsch betrachtet wer-
den, zu entfernen. Die Nutzung von allgemeinen Korpora für die AGBV wird
überprüft.
10.1 Erstellung von allgemeinen Korpora
Vier Bereiche, nämlich Bibel, Politik, Gedicht und Zeitung, wurden zum Auf-
bau der Korpora ausgewählt. Für den Aufbau der allgemeinen Korpora werden
nur die folgenden zwei Schritte a und b in dieser Arbeit benötigt. Die Anzahl
der verwendeten Suchbegriﬀe pro Korpus ist 30 für das Experiment:
a. Suchbegriﬀe als Startwörter für Korpora erstellen
b. Masterprogramm für den Aufbau der Korpora aufrufen
Die jeweiligen folgenden 30 Suchbegriﬀe für Bibel (A1), Politik (A2), Ge-
dicht (A3) und Zeitung (A4) werden verwendet. 'A' steht für allemeine Korpo-
ra. Zwischen der Klammerung steht die Anzahl der verwendeten Suchbegriﬀe:
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Tabelle 10.1: Suchbegriﬀe als Startwörter
Bereich Suchbegriﬀe als Startwörter
A1 (30) Jesus, Liebe, Predigt, Ehebrechen, Fasten, Immanuel, Heilung, Petrus, Gottesfurcht, Täufer,
Sabbat, Pharisäer, Senfkorn, Luther, Auferstehung, Vergebung, Nazareth, Segnung, Jerusa-
lem, Dreieinigkeit, Gott, Sohn, Geist, Abendmahl, Gethsemane, Lukas, Lobgesang, Selig-
preisung, Tempel, Römer
A2 (30) Lyrik, Abecedarium, Cento, Haiku, Ode, Terzine, Allegorie, Strophe, Hexameter, Pentame-
ter, Trochäus, Daktylus, Hymne, Reim, Versmaß, Alliteration, Distichon, Jambus, Rhyth-
mus, Anagramm, Elegie, Knittelvers, Schüttelreim, Anapäst, Limerick , Epigramm, Meta-
pher, Sonett, Figurengedicht, Ballade
A3 (30) Kommunalpolitik, Landespolitik, Bundespolitik, Europapolitik, Weltpolitik, Merkel, Ar-
beitsmarktpolitik, Außenpolitik, Behindertenpolitik, Bildungspolitik, Drogenpolitik, Ener-
giepolitik, Entwicklungspolitik, Familienpolitik, Finanzpolitik, Forschungspolitik, Frau-
enpolitik, Gleichstellungspolitik, Gesundheitspolitik, Innenpolitik, Internationale, Land-
wirtschaftspolitik, Stoiber, Kulturpolitik, Lohnpolitik, Medienpolitik, Minderheitenpolitik,
Schulpolitik, Sozialpolitik, Sprachpolitik
A4 (30) Tageszeitung, Sonntagszeitung, Wochenzeitung, Sonderausgabe, Abonnementzeitung, Ber-
lin, Boulevardzeitung, Anzeigenblatt, Oﬀertenblatt, Mitgliederzeitung, Firmenzeitung, Kom-
munikation, Betriebszeitung, Pressevertrieb, Zeitungsantiquariat, Archive, Pendlerzeitung,
Straßenzeitung, Zeitungsprojekte, Bild, Sport, München, Schülerzeitung, Abiturzeitung, Stu-
dentenzeitung, Parteizeitung, Kirchenzeitung, Hochzeitszeitung, Amtsblatt, Gefangenenzei-
tungen
10.2 Korpuserstellung aus einer Startseite
Im Kapitel 6 Domainspeziﬁsche Korpora aus dem Web wurde die Methode
Extraktion aus Startseiten vorgestellt, um domainspeziﬁsche Korpora zu er-
stellen. Dafür braucht man keine Suchbegriﬀe für Suchmaschinen sondern nur
eine Startseite oder mehrere Startseiten. Aus der Startseite - www.vodafone.de
(Stand: 07.08.2007) - wird ein Korpus für die Extraktion der domainspeziﬁ-
schen Terme in einem Bereich experimentell aufgebaut, indem die zwei inter-
nen Links nämlich www.vodafone.de und shop.vodafone.de verfolgt werden.
Die Top10-Wörter mit orthographischen Varianten sind:
Die ersten Wörter (z.B. Vodafone, BlackBerry) mit den höchsten Frequen-
zen sind Kanditaten für Grundformen der orthographischen Varianten. Black-
Berry bedeutet in diesem Kontext nicht Brombeere, sondern ein Handy-
Hersteller, weil 'Vodafone' ein international tätiges Mobilfunkunternehmen ist.
'BlackBerry' muss als Firmenname domainspeziﬁsch berücksichtigt werden.
Im automatischen Terminologie-Extraktionssystem AGBV wurde Black-
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Tabelle 10.2: Orthographische Varianten zur Berechnung der Worthäuﬁgkeiten
Berry als branchenspeziﬁsch erkannt. Solche Wörter (z.B. Zubehör) müssen
als domainneutral z.B. durch den Vergleich der Korpora oder die Nutzung der
domainneutralen Stoppwortliste erkannt und entfernt werden.
10.3 Erweiterung der normalisierten Datenbanken
Durch Test 2 wurden 20 Datenbanken für die 20 ausgewählten E-Commerce-
Branchen erstellt.
Die fünf Datenbanken, vier allgemeine Korpora und 'www.vodafone.de', wur-
den als Erweiterung den normalisierten Datenbanken hinzugefügt, um öfter
vorgekommene unnötige Wörter (z.B. Zubehör) zu entfernen. Zum Vergleich
der Korpora werden die Datenbanken normalisiert, um domainspeziﬁsche Ter-
me in den jeweiligen Branchen zu erkennen.
Der Bereich Bibel wird z.B. mit den 24 verschiedenen anderen Datenban-
ken im Experiment zur AGBV verglichen. Jeder Bereich hat speziﬁsches
Vokabular, das durch die AGBV erkannt wird.
10.4 Ergebnis der allgemeinen Korpora
Die Tabelle 10.3 fasst den grundsätzlichen Aufbau der allgemeinen Korpora
übersichtlich zusammen. In der Tabelle werden die folgenden Abkürzungen
verwendet:
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Abkürzung Bemerkung
B Kodierung der Branchen
BS Anzahl der verwendeten branchenspeziﬁschen Startwörter
BSS Anzahl der automatisch erstellten Suchbegriﬀe für Suchmaschinen
URL Anzahl der verschiedenen URL-Adressen
Web Anzahl der verschiedenen lokal gespeicherten Webseiten
OG Original-Größe der Gesamt-Webseiten
KG Größe des automatisch erstellten Korpus
F Anzahl der Einwortterme mit Varianten in einem Korpus
FV Anzahl der Einwortterme ohne Varianten in einem Korpus
BV Anzahl von automatisch erkanntem branchenspeziﬁschem Vokabular
Vo www.vodafone.de
B BS BSS URL Web OG KG F FV BV
A1 30 140 28429 21511 1675 M 678 M 2445477 1986708 12961
A2 30 140 31026 20551 1355 M 460 M 1812490 1499504 10722
A3 30 140 14163 11215 1027 M 342 M 2327805 1923599 4677
A4 30 140 16912 13296 898 M 250 M 1589052 1294069 3807
Vo 13364 12316 257 M 30.2 M 37220 34099 8474
Tabelle 10.3: Übersicht des grundsätzlichen Aufbaus der allgemeinen Korpora
10.4.1 Laufzeit von einem Korpusaufbau
Das Korpus 'Vodafone' wurde durch die Methode Extraktion aus Startseiten
aufgebaut. Die Laufzeit des Korpusbaus war ca. 90 Minuten. In der in Kapitel
9.6.1. vorgestellten Datei runtime_doubles.info steht die Laufzeit pro Bran-
che. Die andere Methode Extraktion mit Suchmaschinen dauert wesentlich
länger, für das Korpus Bibel ca 20 Stunden wie folgt:
Start: 2007-08-07_13:28:48
End: 2007-08-08_09:15:08
10.4.2 Top20-Terme der vier allgemeinen Korpora und Vodafone
Die automatisch erkannten Top20-Terme der vier allgemeinen Korpora und
des Vodafone-Korpus werden in der folgenden Tabelle angezeigt, um die Qua-
lität der AGBV zu demonstrieren. Sie enthalten wenige Fehltreﬀer (z.B. Hil-
fe, Kontakt). Im Test wurden insgesammt 25 normalisierte Datenbanken aus
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den 20 ausgewählten E-Commerce-Branchen, den vier zusätzlichen allgemei-
nen Korpora (Bibel, Politik, Gedicht, Zeitung) und www.vodafone.de für
die Entfernung der branchenneutralen Wörter verwendet. Trotzdem bleiben
unnötige und domainneutrale Wörter (z.B. Hilfe, Kontakt). Bei der manu-
ellen Auswahl können solche branchenneutralen Stoppwörter zur Entfernung
gesammelt werden.
Bei AGBV wird die Lemmatisierung nicht angewendet. Deshalb stehen z.B.
Jesus und Jesu1 oder Gott und Gottes getrennt in der Liste:































1die Genitiv-Form von Jesus
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Kapitel 11
Zusammenfassung und Ausblick
Um Webseiten für E-Commerce inhaltlich zu erfassen, wird in dieser Ar-
beit branchenspeziﬁsches Vokabular für die jeweiligen Bereiche (z.B. Auto,
Computer, Lebensmittel) automatisch gewonnen und semantisch analysiert.
E-Commerce-relevante Webseiten können jeweiligen Branchen mit Hilfe von
EGT (Elementare Generische Terme) maschinell zugeordnet werden. Die Qua-
lität der EGT spielt eine entscheidende Rolle dafür.
Die folgende Grundannahme für domainspeziﬁsche Terme (DST) ist die
Grundlage zur Überprüfung der erkannten Wörter in einer Branche:
Ein Term wird als domainspeziﬁsch betrachtet, wenn er in ei-
nem Bereich öfter als andere Terme vorkommt und seltener in ande-
ren Bereichen. Ein domainspeziﬁscher Term beinhaltet mindestens
einen domainspeziﬁschen Teil als Elementaren Generischen Term
(EGT).
Danach wurden die folgenden zwei Zielsetzungen dieser Arbeit realisiert:
I. Erkennung der domainspeziﬁschen Terme im jeweiligen Bereich
durch EGT und domainspeziﬁsche Listen (z.B. Firmennamen)
II. Erstellung des Terminologie-Extraktionssystems AGBV:
Automatische Gewinnung von branchenspeziﬁschem Vokabular aus den
erstellten Korpora
Domainspeziﬁsche Korpora aus dem Web werden erstellt und mit den nor-
malisierten Worthäuﬁgkeiten verglichen, um domainspeziﬁsche Terme in den
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jeweiligen Bereichen zu erkennen. Dabei handelt es sich um die vorgestellte
Berechnung für den Abstand zwischen höheren und niedrigeren Frequenzen
eines Terms in allen Bereichen (Abstandswert / Average Deviation). Der Ver-
gleich von Korpora ist sehr nützlich, um branchenneutrale Wörter zu entfer-
nen. Durch die AGBV wird branchenspeziﬁsches Vokabular als eine Basis für
die semantische Arbeit in den jeweiligen E-Commerce-Branchen gewonnen.
Bei der semantischen Annotation können EGT, Marken und branchenneu-
trale Stoppwörter im jeweiligen Bereich erkannt und abschließend manuell
überprüft werden. Die automatisch und manuell erstellten branchenneutralen
Stoppwortlisten werden für die Eliminierung der branchenneutralen Wörter
dringend benötigt. Die Aﬃxanwendung von EGT und die Überprüfung mit
Hilfe domainspeziﬁscher Listen (z.B. Marken) sind signiﬁkant zur Erkennung
der DST im jeweiligen Bereich. Webseiten können dadurch bewertet und klas-
siﬁziert werden.
11.1 EGT und KGT
Komplexe generische Terme (KGT) müssen mindestens einen EGT beinhal-
ten. Die EGT sind eine Teilmenge von KGT. Ein EGT kann einem Bereich
oder mehreren Bereichen zugeordnet werden. In den jeweiligen Bereichen gibt
es eine endliche Menge (z.B. 10000) von EGT, um domainspeziﬁsche Terme
bzw. KGT für E-Commerce zu erkennen und zu klassiﬁzieren.
11.2 Bootstrapping-Verfahren mit EGT und Marken
Verschiedene automatische Annotationsverfahren (bzw. POS-Tagger) werden
bei vielen NLP-Techniken (z.B. POS-Muster) eingesetzt, um Mehrwortterme
bzw. Phrasen zu erkennen.
Die wichtigsten POS-Muster für Mehrwortterme sind Adjektiv-Nomen, Nomen-
Nomen und Nomen-Präposition-Nomen. Automatisch annotierte Nomen und
Adjektive, die falsch oder unerwartet annotiert sind, bringen jedoch unver-
meidliche Fehltreﬀer. Die NLP-Techniken beschäftigen sich damit, solche Fehl-
treﬀer von POS-Muster zu verhindern. Hierfür sind lokale Grammatiken eine
Lösung. Durch sie können bestimmte Phrasen für Mehrwortterme z.B. mit-
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tels Bootstrapping-Verfahren mit EGT und Marken erkannt werden, indem
solche Fehltreﬀer von POS-Mustern verhindert werden. Die korrekt erkannten
Mehrwortterme (z.B. VW Golf) müssen bei der Bewertung domainspeziﬁscher
als Einwortterme (z.B. VW) sein.
Neue EGT können durch das im Rahmen dieser Arbeit erstellte Terminologie-
Extraktionssystem AGBV erkannt werden. Durch Kontextbetrachtung der
erkannten EGT und Marken können branchenspeziﬁsche Mehrwortterme mit
relativ wenig Fehltreﬀern gewonnen werden.
11.3 AGBV und semantische Kodierung
Durch die AGBV und semantische Kodierung können EGT, Marken und
branchenneutrale Wörter pro Branche unterschiedlich gekennzeichnet werden.
Die korrekt semantisch annotierten EGT und Marken sind die Basis für die
Erkennung der Einwort- und Mehrwortterme.
11.4 Im Rahmen der Dissertation erstellte Webdemon-
strationen und Informationen
Im Rahmen der Dissertation erstellte Webdemonstrationen und Informationen
kann man auf der Homepage (www.cis.uni-muenchen.de/~kimda) ﬁnden.






Tabelle A.1: Semantische Annotation im Automobilbereich
Frequenz Varianten [semantische Annotation]
368318 EUR/ Eur/ eur/ EuR [NO]
137192 Auto/ auto/ AUTO/ AUto [Auto;EDST]
131216 GmbH/ GMBH/ gmbh/ Gmbh/ gmbH/ GmBH/ GMbH [NO]
112108 war/ War/ WAR/ wAr/ WAr [NO]
98822 Audi/ AUDI/ audi/ AUdi/ AuDi [Audi;Automarke]
91348 BMW/ bmw/ Bmw/ BMw/ B-M-W/ bMW/ BmW [BMW;Automarke]
91158 dann/ Dann/ DANN/ DAnn [NO]
79255 www/ Www/ WWW/ wWW/ WwW [NO]
75382 dass/ Dass/ DASS/ daSS [NO]
71071 eBay/ ebay/ Ebay/ EBAY/ e-bay/ E-Bay/ EBay/ E-bay/ ebaY/ e-Bay/ E-BAY/ eBAY [NO]
67945 Renault/ RENAULT/ renault/ REnault [Renault;Automarke]
60709 Artikel/ artikel/ ARTIKEL [NO]
60040 Ford/ FORD/ ford/ FOrd [Ford;Automarke]
56591 Preis/ preis/ PREIS [NO]
55456 Fiat/ ﬁat/ FIAT [Fiat;Automarke]
53758 Alfa/ ALFA/ alfa/ ALfa [Alfa;Automarke]
53700 Opel/ OPEL/ opel/ OPel/ O-P-E-L [Opel;Automarke]
52495 Deutschland/ deutschland/ DEUTSCHLAND/ Deutsch-land/ DEutschland [NO]
51886 Uhr/ uhr/ UHR/ UHr [NO]
51764 ﬁnden/ Finden/ FINDEN [NO]
49113 wurde/ Wurde/ WURDE/ wur-de [NO]
46459 Mercedes/ mercedes/ MERCEDES [Mercedes;Automarke]
45343 Golf/ golf/ GOLF/ GOlf/ gOLF [vw;Automodell]
44947 Euro/ EURO/ euro/ EURo/ EUro/ EU-RO [NO]
43915 OLDTIMER/ Oldtimer/ oldtimer/ OLDTiMER/ OldTimer/ old-timer/ Old-Timer [OLDTIMER;EDST]
42835 Suche/ suche/ SUCHE/ SUche [NO]
42576 Fahrzeuge/ fahrzeuge/ FAHRZEUGE/ Fahr-zeuge [ET]
39174 Motor/ motor/ MOTOR/ MOtor [ET]
38708 Autos/ autos/ AUTOS/ aut-os/ auto-s/ Auto-S/ Au-tos/ AUTOs [auto;=A]
38601 online/ Online/ ONLINE/ on-line/ ON-Line/ On-Line/ ON-LINE/ OnLine/ On-line/ ONline [NO]
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Tabelle A.1: Semantische Annotation im Automobilbereich
Frequenz Varianten [semantische Annotation]
38589 neue/ Neue/ NEUE/ neü/ n-e-u-e/ Neü [NO]
38105 Rover/ ROVER/ rover [Rover;Automarke]
37007 links/ Links/ LINKS [NO]
36675 Gebrauchtwagen/ gebrauchtwagen/ GEBRAUCHTWAGEN/ gebraucht-wagen/ GEBRAUCHT-WAGEN/ Gebraucht-Wagen [wagen;S]
36474 Diesel/ diesel/ DIESEL/ DiESEL/ DIESEl/ DIesel [Diesel;EDST]
36253 KFZ/ kfz/ Kfz/ KfZ/ KFz/ k-f-z/ K-F-Z [Kraftfahrzeug;Abk.]
35304 Mazda/ MAZDA/ mazda/ MAzda [Mazda;Automarke]
35031 bitte/ Bitte/ BITTE/ BIT-TE [NO]
34748 Motorrad/ motorrad/ MOTORRAD/ Motor-rad [ET]
34192 gut/ Gut/ GUT [NO]
34158 LKW/ lkw/ Lkw/ LkW/ LKw/ lKW [Lastkraftwagen;Abk.]
33926 Beschreibung/ beschreibung/ BESCHREIBUNG/ BEschreibung [NO]
33491 kostenlos/ Kostenlos/ KOSTENLOS/ k-o-s-t-e-n-l-o-s [NO]
33334 Peugeot/ PEUGEOT/ peugeot [Peugeot;Automarke]
32645 kaufen/ Kaufen/ KAUFEN/ KAUFEn [NO]
32559 free/ Free/ FREE [NO]
32184 Forum/ forum/ FORUM/ FOrum [NO]
32128 Mini/ MINI/ mini/ mi-ni/ MiNi/ MI-NI [Mini;Automarke]
32112 Citroen/ CITROEN/ citroen/ Citrön/ citrön/ CITRÖN/ CItroen [Citroen;Automarke]
31815 rechts/ Rechts/ RECHTS [NO]
31678 gibt/ Gibt/ GIBT/ GiBT [NO]
31394 gebraucht/ Gebraucht/ GEBRAUCHT [NO]
31200 PKW/ Pkw/ pkw/ PkW/ PKw [Persoanlkraftwagen;Abk.]
30579 Berlin/ BERLIN/ berlin [NO]
30478 bin/ Bin/ BIN/ BIn/ biN [NO]
30362 http/ HTTP/ Http [NO]
30119 heute/ Heute/ HEUTE [NO]
29950 Stunden/ stunden/ STUNDEN/ STunden [NO]
29936 Porsche/ PORSCHE/ porsche/ POrsche [Porsche;Automarke]
29784 suchen/ Suchen/ SUCHEN [NO]
29748 car/ Car/ CAR [car;EDST]
Anhang B
Top40-Terme aller 20 Branchen im
Test2
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