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For any class Q of distributions on Rd, let -T(Q) be the class of limit distribu- 
tions of b;l(X, + *.. + X.) - a, , where {X,,} are independent Rd-valued 
random variables, each with distribution in Q, 6, > 0, a, E P’, and (b;;‘X,} is a 
null array. When Q is the class of all distributions on Rd. 9(Q) = Lo is the 
usual class L. Define L, = -Y(L,,,-1) and Lm = nL,,, . It is shown that this defini- 
tion of I,, is equivalent to Urbanik’s definition. Description of Levy measures 
and representation of characteristic functions of members in these classes are 
given. Other characterizations of the class Lm are made. Conditions for con- 
vergence in terms of the representations are given. Continuity properties of 
distributions of class L are studied. 
1. INTRODUCTION 
Let I be the class of infinitely divisible distributions on R1, and S be the class 
of stable distributions on RI. Between 1 and S, Urbanik [12, 131 introduces some 
classes of limit distributions of sequences of independent random variables: 
where L, is the class L. He gives representation of characteristic functions of 
distributions of these classes, showing, in particular, that L, is the smallest class 
containing S, closed under concolution and convergence. In the present 
paper we consider multivariate distributions with the purposes (i) to give new 
definitions of L,(Rd), m = 0, l,..., co, which reveal the essence of Urbanik’s 
definition, (ii) to give representation of characteristic functions of these classes, 
(iii) to describe convergence in terms of the representation, and (iv) to study 
continuity properties of distributions in L,(Rd). 
Let d 3 1 and let B(Rd) be the class of probability measures on Rd. I f  X is an 
Rd-valued random variable, we denote its distribution by p, . For any subclass 
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Q of B(Rd), we introduce the class S?(Q) of limit distributions de-rived from Q and 
define L,(Rd) using this operation dip. The definition of S?(Q) is as follows: 
p E S?(Q) if and only if there exist sequences {X,}, (a,J, and (b,} of Rd-valued 
random variables, d-vectors, and positive numbers, respectively, such that 
Px,EO for any 72, U-1) 
Xl , x2 ,--* are independent, (W 
PY,-f CL as n+co, where Y, = b,’ 2 Xi - a, , U-3) 
j=l 
max P(b;l 1 Xj / > 6) -+ 0 l<j<n as n + co for any E > 0. (1.4) 
Convergence of sequences in B(Rd) always means weak convergence. Define 
Zm(Q) inductively by 2@(Q) = 9(9-r(Q)), where 9(Q) = 2(Q). Using 
this, we define 
L,(Rd) = Tm+l(B(Rd)) (1.5) 
for any nonnegative integer m, and 
L,(Rd) = n L,(Rd). (1.6) 
OQn<m 
Distributions in L,(R”) are called distributions of class L. We let I(Rd) stand for 
the class of infinitely divisible distributions on Rd. Sometimes we write simply 
L, , L, , I for L,(lid), L,(Rd), I(Rd). 
2. THE CLASS OF LIMIT DISTRIBUTIONS DERIVED FROM A CLASS 
We begin investigation of the classes L,(Rd) by studying general properties 
of the operation 9. We say that a class Q C @(R”) is completely closed if it is 
closed under convergence, convolution, and type equivalence. The last condition 
means that p, EQ implies p,, E Q for any b > 0 and a E Rd. A probability 
measure concentrated at a point is called a delta measure. Every nonempty 
completely closed class contains all delta measures. We denote the characteristic 
function of p E 9(Rd) by p(z): 
$(x) = JR, eixzp(dx), x E Rd. 
For x, z E Rd, xx means the inner product of x and .a. 
The following theorem is a generalization of Levy’s result on univariate 
distributions of class L, and proof is similar. 
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THEOREM 2.1. Let Q be a completely closed class in 9(Rd). Then, TV E 9(Q) 
if and only if, for any OL satisfy’qg 0 < (Y < 1, there is a probability measure pa 
such that pa E Q and 
i-w = Pb4 li2&4, ZERd. (2.1) 
LEMMA 2.1. 5?(Q) C I(Re) f&r any Q C B(Rd). 
Proof. Since (1.4) means that (X,, = b$;yi; j = l,..., n; n = I,2 ,... } is a 
null array, the assertion is well known in the univariate case. For the correspond- 
ing result in the multivariate case, see Cuppens [2, p. 1011. 
LEMMA 2.2. If p, (XJ, (a,), and {b,) satisfy (1.2), (1.3), and (1.4), and if 
nk f Ooj mk t *, mk < nk, and b,,Jb,,, tends to some 01 (2.2) 
us k + 03, then, for an appropriate (uk>, the distrib&tn of 
(2.3) 
tends to a distribution pm satisfying (2.1). 
Proof. Let M-4 = PI-,< 1, h z w ere Y,, is defined in (1.3). We have 
uniformly on any compact set. (2.4) 
Decompose dn, as I$,&) = I/&Z) $sz.k(z), where 4r.k and $2,k are the charac- 
teristic functions of 
respectively. It follows from (2.2) and (2.4) that&&(z) tends to a(~) as k -+ co. 
Since our assumption implies that p E Z(9(Rd)), p is infinitely divisible by 
Lemma 2.1 and, hence, g(z) does not have zero points [2, p. 781. Thus &$(s) 
tends to @(z)/$(LYx). Since b(x)/@( adz is continuous, it is the characteristic )
function of a probability measure pal . 
Proof of Theorem 2.1. Suppose that p E Z(Q), that is, (1 .l)-( 1.4) hold. If p 
is a delta measure, then existence of pa is trivial. So, assume that p is not a delta 
measure. Then we have 
b,+ 03 and bn+A - 1, (2.5) 
because this is proved in [3, p. 1461 in the univariate case and the multivariate 
case is reduced to the univariate one by considering components. Hence, given 
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0 < (Y < 1, we can find sequences of positive integers {nk} and {mk} satisfying 
(2.2). By Lemma 2.2, there is a probability measure pa satisfying (2.1). It follows 
from (1.1) and complete closedness of Q that plr E Q. 
Conversely, suppose that, for any 0 < 01 < 1, we have (2.1) with par E Q. Using 
an inequality 
Re(1 - 9(22)) < 4 Re(l - c(z)) 
for every characteristic function 5 [2, p. 121, we can prove that F(z) # 0. For, 
if otherwise, choose z,, such that @(z,,) = 0 and /Z(z) # 0 when 1 z 1 < ) xs I. 
Then &(z,,) = 0 by (2.1) and 
1 = Re(l - &(z,J) < 4 Re( 1 - ~(2-1zs)/$(2-‘~0)), 
which is absurd since the last member tends to 0 as 01 t 1. Let (X,} be a sequence 
of independent random variables such that 
and let Y, = n-l Cj”=, Xi . Then 
$,(z) = fi &(n-lz) = jqn-l(n + l)z)/i;(n-‘z) * P(z). 
j=l 
Clearly (1.1) holds. We have 
which tends to 0 uniformly in z on any compact set. This implies (1.4) [2, 
p. 981. It follows that p E O(Q), completing the proof. 
COROLLARY 2.1. If Q is completely closed, then P(Q) is completely closed and 
-E"(Q) C 9. 
Proof. The inclusion Z(Q) C Q . 1s c ear 1 from complete closedness of Q. 
Let p,, E g(Q) and pL, ---f pm . Then ~1, E I by Lemma 2.1 and by closedness of I 
[2, p. 791. Hence /Z,(z) # 0. We have, by Theorem 2.1, &Jz) = &(a) &Jz) 
with pnSrr E Q. Hence $,Jz) tends to &(z)/&,(oLz), which is continuous. Thus 
am/&,, is a characteristic function, and the corresponding measure 
necessarily belongs to Q. Therefore pm E P(Q). By a similar argument, it is 
easy to check that Z(Q) is closed also under convolution and type equivalence. 
COROLLARY 2.2. L,(Rd), m = 0, l,..., co, are completely closed and 
I(Rd) 3 L,(Rd) 3 L,(Rd) 3 +-- 3 L,(Rd). 
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Proof is obvious, 
COROLLARY 2.3. 9(Ql n QJ = 9(Q1) n 9(QJ if Q1 and QB are completely 
closed. 
This is an immediate consequence of Theorem 2.1. 
COROLLARY 2.4. 9(Q) = 9(Q n I(Re)) if Q is completely closed. 
Proof. It is enough to prove that if TV E 9’(Q) then TV= E I for 0 < (Y < 1. 
The proof of Lemma 2.2 shows that cZ,(x) is the limit of &.&r) as K -+ co. It 
follows that pm is the limit of a null array of independent random variables, and 
hence, pm ~1 [2, p. 1011. 
The next corollary shows that, in the definition of 9(Q), we can fix (b,} and 
choose a, = 0. 
COROLLARY 2.5. Let Q be completely closed. Fix an itu-reasing sequence 
{b,) of positive numbers satisfying (2.5). Then, TV E 9(Q) if and only if there is a 
sequence {X,} of random variables satisfying (1 .l)-( 1.4) with a,, = 0. 
Proof. The “if” part is obvious. The “only if” part is proved by Theorem 2.1 
and by the proof of its “if” part, letting jr,(z) = /&,,lb,+l (b,++) and Y,, = 
b;;’ C;l=, X, . 
In view of Proposition 1 of [ 131 an our Theorem 2.1, our definition of L, d 
is equivalent to Urbanik’s original one for d = 1. Let us show the equivalence 
directly. Denote by [x] the greatest integer not exceeding x. 
COROLLARY 2.6. Let Q be completely closed. Then, p E 64(Q) if and only if 
there are sequences {X,) and {an) satisfying (1.2)-(1.4) with b, = n such that, 
for every c > 0, the distribution of n-l Cy=, X[nc~+j - a,(c) tends to some vC E Q 
for some choice of {a,(c)}. 
Proof. To see the “only if” part, use Lemma 2.2, letting mk = [Kc], nK = 
[kc] + k, and G,(z) = &((c + 1)x) with a = c/(c + 1). To see the “if” part, 
let c = a/(1 - a) for a given a, let 2, = ([WC] + n)-’ Cj”=, X[cnI+c , and note 
that, for some a; , the distribution of Z, - a; tends to plr by Lemma 2.2, while 
Z, - n([nc] + n)-la,(c) tends to the distribution with characteristic function 
P,((c + 1)-G). Hence par and vC are type equivalent, and pR EQ. 
THEOREM 2.2. L,(Rd) is invariant under the operation 9’. It is thegreatest class 
in S(Rd) having this property. 
Proof. Since L, is completely closed, 6p(Lm) is a subclass of it. Let t.~ EL, . 
Then, p EL, for any m, and, for any 0 < a < 1, pFLa in Theorem 2.1 belongs to 
Lmel . Since tag is uniquely determined by TV and a, this shows that pu EL, . 
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Hence p E 9(&J. For any Q C Y(Rd), we have P’“(Q) C Zp”(P(Rd)) = Lmml 
for all m. Hence, if P(Q) = Q, then Q CL, . 
A probability measure p on Rd is called stable if there are sequences {X,), 
{an}, and {b,} such that {X,) are independent identically distributed Rd-valued 
random variables, a, E Rd, b, > 0, and the distribution of b;‘Cj”=, Xj - a, 
converges to CL. As is well known, p is stable if and only if, for every cr > 0 and 
ca > 0, we can find c > 0 and a E Ra such that 
$(clz) jT.i(c,z) = @(cx) eta”, ZERd. (2.6) 
Here c is uniquely determined by c, and ca , 
c = (Cl= + CZya’, (2.7) 
where 01 is independent of c1 and c2 , and 0 < a < 2. The OL is called the exponent 
of p. We denote by S(ar, Rd) the class of stable distributions on Rd with exponent 
01, and by S(Rd) the class of all stable distributions on Rd. 
THEOREM 2.3. For any 0 < 01 < 2, the class S(ol, Rd) is completely closed and 
invariant under 9. S(Rd) is a subclass ofL,(Rd). 
Proof. Let Q = S(ol, Rd). It is closed under type equivalence by the defini- 
tion. It is closed under convolution by the property (2.6)-(2.7). If EL,, EQ and 
TV,, -+ CL, then, for c, > 0 and ca > 0, 
@,(clx) @,(czz) = Pn((cI + ci)l’Or z) eia*‘, 
and hence a, tends to some a, which shows that p E Q. Hence Q is completely 
closed. It follows that Z(Q) C Q. If p E Q, then (2.6) and (2.7) show that 1-1 
satisfies the condition in Theorem 2.1 to belong to P’(Q). Thus Q is invariant 
under 9. This combined with Theorem 2.2 shows that it is a subclass of L, . 
Given any measurable mapping T of Rdl into Rdz, we define T~L E B(Rdr) from 
p E B(Rdl) by (Tp)(*) = p(T-l( .)). The following result is proved inductively 
by the definition of 3’. 
THEOREM 2.4. Let m = 0, l,..., co. (i) If TV sL,(Rd), then Tp EL,(R~) for 
every linear transformation T of Rd into itself. (ii) Let T be the projection of Rd 
onto an l-dimensional linear subspace M of Rd. Iaktifr 9(M) with B(RJ) through 
a vector space isomorphism between M and RI. Then, T(L,(Rd)) = Lm(Rt). 
3. REPRESENTATION OF CHARACTERISTIC FUNCTIONS 
As distributions of the classes L,(Rd), m = 0, 1 ,..., co, are infinitely divisible, 
they have characteristic functions of Levy’s canonical form. We will characterize 
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their Levy measures and, as a consequence, show that L,(Rd) is the smallest 
class containing S(Rd), closed under convolution and convergence. Theorem 3.1 
is a refinement of a theorem of Wolfe [16]. Theorems 3.2-3.6 are multivariate 
generalization of Urbanik [12, 131. Our p roo is simpler than the proofs of f 
Urbanik and Kumar and Schreiber [4] in one dimension (cf. [7]). The repre- 
sentation of&,(P) in Urbanik [ll] is a special case of Theorem 3.6 for m = 0. 
Lt%y’s canonical form of characteristic functions of infinitely divisible distribu- 
tions. If p E I(P), then 
p(z) =: exp 1iy.z - A(z) + lRd (eizr - 1 - 1 3X ,a) v(dx)} for x E Rd, 
(3.1) 
where y E Rd, A(z) is a nonnegative quadratic form, and v is a measure on Rd 
such that ~((0)) = 0 and 
s 
I x I2 Rd 1 + 1 x 12 VW4 < O”- (3.2) 
Here y, A, and v are uniquely determined by CL. Conversely, given y, A, 
and Y, one can find a p E I(Rd) satisfying (3.1). The measure v is called the Levy 
measure of p. This result is given in Levy [5]. A detailed proof is found in [2]. 
Let S = S-l be the unit sphere in Rd, that is, (X E Rd; 1 x ) = 11, and let 
R, be the open interval (0, co). For E C R, and B C S, we denote by EB the 
set of points x such that z = u[, u E E, t E B. In general, denote by a(T) 
the class of Bore1 subsets of T. 
THEOREM 3.1. A probability measure p on Rd is of class L if and only if it is 
injinitely divisible and its L&y measure v is either zero or represented as 
v(EB) = s, h(d[) se k,(u) u-l du for E E&?(R+), B Ed?, (3.3) 
where h is a probability measure on S and k,(u) is, for any jixed E, a nonnegative 
nonincreasing right-continuous function of u satisfying 
0 < j-w k,(u) ~(1 + u2)-l du = c < oc), (3.4) 
0 
with c independent of .!j and, for any u, k,(u) is a measurable function of 6. This 
representation is unique in the sense that, if v # 0 and two pairs (h, kc) and (,$ &) 
both satisfy the above conditions, then h = x and kE( a) = &( *) for h-almost every [. 
LEMMA 3.1 (essentially Wolfe [16j). Let p E I(Rd), let v be the L&y measure 
of CL, and let N(u, B) = v((u, co)B). Then, TV ELM if and only if, for every 
B E g(S), N(e+, B) is a convex function of s E R1. 
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Proof. We have, for each 0 < 01 < I, 
where yU E Rd, A,(z) = A(z) - A(U), and v,(E) = v(E) - v(&E) for E E 
B(Rd). The measure p is of class L if and only if, for each 0 < 01 < 1, ,G(z)/~(Ez) 
is the characteristic function of an infinitely divisible distribution (Theorem 2.1, 
Corollary 2.4). A,(z) is always nonnegative. If an infinitely divisible distribution 
has representation (3.1) with a signed measure V, then v is nonnegative. Thus we 
see that p EJ&(R~) if and only if 
v(E) > v(cr-L7.q for EsS?‘(Rd), 0 < a < 1. (3.5) 
If (3.5) holds, then, letting H(S) = N(e+, B) for any fixed B, we have 
H(s + 6) - H(s) = v((e-8-s, e-“]B) 3 v((a-1e-s--6, a-le-S]B) 
= H(s + 8 + log a) - H(s + log a) 
for 6 > 0, which shows convexity of H(S). Conversely, if N(e@, B) is convex for 
every B, then (3.5) holds. 
Proof of Theorem 3.1. Assume that p EL, and v # 0. Let N(u, B) be as above 
and let 
v)=;JRB 1 i”,Lla v(&) 2zz - 1 
+ I 
m u2 
c 0 - Mu, B), 1+ua (3.6) 
where c is a normalizing constant. For each u > 0, N(u, *) is absolutely continu- 
ous with respect to h. Hence, for each s E R1, there is a nonnegative measurable 
function H,(S) of 5 such that 
We-‘, B) = lB f&(s) 44% B E c@(S). (3.7) 
If sr < S, , then 
Wl) G W2) (3.8) 
for X-almost every 4. If 0 < a! < 1, then, by Lemma 3.1, 
031,w + (1 - 4 fm2) 2 &(~l + (1 - 4 %) (3.9) 
for h-almost every 5. Choose a set El of X-measure one such that, if 5 E El, 
then (3.8) and (3.9) hold for all rational sl, s2 , and C& < s2 , 0 < O( < 1). 
For 5 E Er , define B&s) as the supremum of H&s’) taken over all rationals s’ < S. 
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Then, fit(s) is nondecreasing convex in s and measurable in 6, and (3.7) holds 
with fit in place of H, . It follows that fi&) tends to 0 as s --+ -co for A-almost 
every [ in El . Thus, for every t in a set E2 of X-measure one, there is a non- 
negative nondecreasing left-continuous function h,(s), measurable in 6, such that 
l?,(s) = Jtrn hp(t) dt. We get 
dN(u, B) = u-l du / &(-log U) h(d[). 
BnEz 
It follows that 
I 
m  
o + &(--log u) du = c 
for every 5 in a subset ES of h-measure one. Define K,(U) = &(-log U) for 
f E Es . This is a nonnegative nonincreasing right-continuous function of u 
satisfying (3.4), measurable in 5. Letting K,(U) be an arbitrary function with 
these properties for [ outside of ES , we obtain the desired k,(u). Conversely, 
if the Levy measure Y of TV is either zero or represented as (3.3) by h and k,(u), 
then N(e-8, B) is convex and it follows from Lemma 3.1 that p EL, . To prove 
the uniqueness, suppose that v is represented by X and &(t() as in (3.3). Then 
(3.6) follows from (3.4). Th us h is unique. From (3.3) we see that K,(U) is 
unique for h-almost every 8. The proof is complete. 
For p EL,(R~) with Y = 0 (that is, p is Gaussian), we let h = 0 and k,(u) 
arbitrary. Now, for p E L,(Rd), we call X and k,(u) the spherical component of the 
Lkvy measure of p and the k-function of p, respectively. We call the function 
h,(s) defined by 
h&l 5 Me-9, k&d) = &(-log U) (3.10) 
the h-function of p. In terms of the h-function, condition (3.4) is written as 
0 < -1 h,(s)(l + e2s)-1 ds = 
1 
c < co. (3.11) 
For 6 > 0, let A, be the difference operator, d,f(s) = f(s + 6) -f(s), and 
let A,” be its nth iteration. Clearly, 
danf(s) = i (-l)@ Q f(s + jS) 
j=O 
for any n > 0. We say that a function f  (s) is monotone of order n if 
&f(s) >, 0, for 8 > 0, s E R’, (3.12) 
for j = 0, I,..., n. When (3.12) holds for all nonnegative integers j, f  is called 
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absozutely monotone (Widder [14, p. 1471). The discussion on pp. 144-151 of 
[14] contains essentially the following result. 
LEMMA 3.2. (i) I f  f  (s) is monotone of order n, then, for every 6 > 0 and 
j = 0, I,..., n - 1, the function O,jf (.) is nondecreasing. (ii) Let n > 2. f(s) is 
monotone of order n if and only if f is n - 2 times continuously d$ferentiable, f(j) 
is nonnegative for j = 0, l,..., n - 2, and f  (n-P’ is nondecreasing and convex. 
As a consequence of (ii), f(s) is absolutely monotone if and only if f (i)(s) > 0 
for j = 0, I,... . Absolute monotonicity of f(s) is thus equivalent to complete 
monotonicity off (-s). 
Now we will give characterization of L,#P). 
THEOREM 3.2. Let m be a nonnegative integer. A probability measure TV belongs 
to L,(Rd) if and only ifp E L,(Rd) and the h-function hp(s) of p is monotone of order 
m + 1 for h-almost every 4, where h is the spherical component of the L&y measure 
oftL* 
Proof. When m = 0, the assertion is trivial. Let m > 1. We will show the 
validity of the assertion for m, assuming that it is valid for m - 1. Let TV EL,, 
with v # 0. For 0 < 01 < 1, the distribution pLor in Theorem 2.1 is infinitely 
divisible with Levy measure 
v&W) = s, h(d[) 1, (h,(u) - h&+u)) u-l du. 
Let b,(e) = J,” (KC(u) - &(a-4)) ~(1 + U~)-~ du. We have 0 < b,(f) < c. Let 
Ud5) = c,%d5) W5), k,(4 = ccxW)-;M4 - k(a’uN, 
h& = ~ol.p(e-s> = c,b,(5)-1(h&) - h,(s + log 4, 
where c, is determined so that h, is a probability measure. Suppose that p EL, . 
Then pa EL,-~ by Theorem 2.1 and the h-function h&s) of pLa is monotone of 
order m for h-almost every f. Hence 
d,ih,(s) - d,jhE(s + log a) = c,lb,([) &h,,,(s) > 0, j = 0, 1 ,..., m. 
It follows that d,jh,(s) > 0 for j = l,..., m + 1 and h, is monotone of order 
m + 1 for h-almost every 6. Conversely, if h, has this property, then, by Lemma 
3.2(i), d$h,(s) is nondecreasing ins forj = 0, l,..., m, and hence h,,, is monotone 
of order m, pL, EL,-, and TV EL, . This completes the proof. 
It is possible to characterize the h-functions of distributions in L, by a weaker 
property than that of Lemma 3.2(ii). Thus, p EL, if and only if p ELM and, for 
h-almost every [, h((s) is m - 1 times differentiable and hi”+“(s) is convex. 
This is suggested by a remark of Berman [I, p. 81. 
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THEOREM 3.3. p belongs to L,(Rd) if and only $ u E L,(R”) and the h-function 
he(s) of p is absolutely monotone fo1 h-almost every 4, where h is the spherkzl 
component of the Levy measure of CL. 
This is an immediate consequence of Theorem 3.2 and the definition of L, . 
We obtain another characterization of characteristic functions of L, , using 
Bernstein’s theorem on representation of completely monotone functions. We 
say that a family of measures (A,} is measurable in ol if, for every Bore1 set 
B, h,(B) is measurable in 01. Let 
a(a) = 2% cosec 2-%XY. (3.13) 
THEOREM 3.4. If  TV EL,(R~), then 
j?(z) = exp 
I 
iyz - A(z) 
where y  E Rd, A is a nonnegative quadratic form, P is a measure on the interval (0,2) 
satisfp’ng 
f  (0.2) 
a(a) P(dol) < co, (3.15) 
and h, is a probability measure -on S, measurable in (Y. Conversely, given y, A, I’, 
and h, , we can $nd u E L,(Rd) satisfring (3.14). These y, A, and P are un@uely 
determined by ~1, and h, is determined by p up to 01 of P-measure zero. 
LEMMA 3.3. A function he(s) is absolutely monotone in s E R1, measurable in f,  
and satisfies (3.11) with c independent of 5 if and only if 
(3.16) 
with a meaSure P,(doc) on (0,2) such that 
and I’, is measurable in .$. The correspondence is one-to-one. 
Proof. Suppose that a given hs(s) has the required properties. By Bernstein’s 
theorem, there is, for each f  and so, a unique finite measure I’? on [0, 00) such 
that 
h,(s, + s) = lo,a, e”‘PF(dol) for s < 0. 
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Set F&da) = e-Ors~~~(dor). Then I’, is to be independent of s0 and we have (3.16) 
for s E IP with [0, co) in place of (0,2). Now r, has no mass at the origin, since 
h,(s) tends to 0 as s + - co. Moreover, F, is concentrated on (0,2) since 
I,,,, r,(da) jam ecamz)’ ds = lOm em2’hC(s) ds < CO. 
We get (3.17) from (3.11) using J,” zP(1 + ua)-l du = a(a) for 0 < a < 2. 
We claim that r, is measurable in 5. If r, is a continuous measure for every 6, 
then it is proved by the inversion formula for Laplace transforms [14, p. 2951, 
If not, it is proved by approximating Fe with the convolutions with continuous 
measures. The converse and the one-to-one property are clear. 
Proof of Theorem 3.4. Suppose that TV EL, . Define r, by Lemma 3.3 from 
the h-function h, . We can find r and A, such that (3.15) holds, h, is measurable 
in a, and 
lo 2) Pa) s, W5) f(a, E) = s, Yd5) I, 2) r,(da) f  (01, 5) (3.18) 
for every nonnegative measurable function f(a, E). In fact, if v # 0, then it 
suffices to apply the existence theorem of conditional distributions to the proba- 
bility measure c%(a) X(d[) I’,(da) on (0,2) x S. We have 
IRd f  (4 v(d4 = ho 2) r(d4 s, UdO 6 f  (u5‘) u---l du (3.19) 
for every nonnegative measurable f(x), since, by (3.3), (3.16), and (3.18), this 
is true when f  is the indicator function of (u, co)B. It follows that (3.19) is valid 
for every complex-valued v-integrable function f .  Letting f(x) = erez - 1 - 
izx/(l + 1 x 12), we get (3.14). 
Conversely, given y, A, r, and A,, we can find X and I’, such that (3.18) holds. 
Define h, by (3.16) and k, by (3.10). Then we get a distribution TV in L, . The 
correspondence between (r, A,) and (A, r,) is one-to-one up to a in a set of I’- 
measure 0 and 5 in a set of h-measure 0. Hence the reconstruction procedure of p 
shows at the same time uniqueness of the representation. 
In order to clarify the relation of Lm(Rd> with stable distributions, we use the 
following representation. 
Lbvy’s representation of characteristic functions of stable distributions. Let 
p E I(P) with characteristic function (3.1). Let 0 < a < 2. 
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Then ~1 E S(OI, P) if and only if A = 0 and 
v(EB) = c s, X(df) s, u-=-l du for E E a(R+), B E g(S), (3.20) 
where c = const 3 0 and h is a probability measure on S. This is given in [5]. 
In other words, p E S(cz, Rd) if and only if p E L,(Rd) and, in its representation 
(3.14), A = 0 and P is concentrated at the point 0~. It is well known that p E 
S(2, Rd) if and only if Y = 0. 
THEOREM 3.5. The class Lm(Rd) is the smallest class containing the class S(Rd) 
of stable distributions, closed under convolution and convergence. 
Proof. It has already been shown that L, contains S(Rd) and is closed under 
convolution and convergence. Let Q be a class containing S(Rd) and closed under 
convolution and convergence. Let TV EL, and represent @ by Theorem 3.4. We 
claim that p EQ. The proof is given as follows. Suppose y = 0 and A = 0. 
First, assume that I’is supported by [E, 2 - c] for some E > 0. Let M(da do = 
r(dar) h,(d.$). It is a finite measure on [E, 2 - 61 x S. Choose M,, such that they 
converge to M and that each M, is supported by E, x S, where E,, is a finite set 
in [c, 2 - E]. We have M,(dor dt) = I’,(dol) h,,,(dt), where r, is supported 
by E, . Let 
g(a, 5) = Lrn (eiysz - 1 - *) --$ 
and let TV,, be the probability measure with characteristic function exp {J(,,,s) F,(da) 
Ss hz,,W) gb 6)). As ELM is a convolution of stable distributions, it belongs to Q. 
Since g(a, 5) is continuous in ((Y, I), $,(a) tends to c(z). Hence p EQ. Next, 
consider a general p. Restrict r to [n-l, 2 - n-l] and let pn be the corresponding 
distribution. Since j-(0,2) r(dol) Js h,(df) 1 g(a, t)\ is finite, /Z&(B) tends to a(z). 
Hence p E Q, which completes the proof. 
A representation of characteristic functions of L, for finite m is obtained from 
an integral representation of monotone functions of order m + 1. Let 
(3.21) 
We see that 
a,(v) N (m + l)-l(log v)m+l as v-co, (3.22) 
a,(v) N IO’ u (log z)m du = -$$ v2 as v 4 0. (3.23) 
68311012-6 
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THEOREM 3.6. Let 0 < m < co. If p gL,(Rd), then 
@s) = exp 1+x - A(x) 
+ I, ) r(dw) jsh,,(dg) & (eiucz - 1 - a)(log i)m $1, (3.24) 
.a 
where y E Re, A is a nonnegative quadratic form, P is a measure on (0, co) satisfp*ng 
I (0.d a,&) V4 -=c 00, 
and &, is a probability measure on S, measurable in v. Conversely, if y, A, P, and 
& satisfy these conditions, then (3.24) h o Id f s or some t.~ EL,(R~). These y, A, and P 
are uniquely determined by p, and A, is uniquely determined by t.~ up to v of r- 
measure zero. 
LEMMA 3.4. Let 0 < m < co. A function f(s) on R1 is monotone of order 
m + 1, left-continuous, and tends to 0 as s -+ - co, zf and only sf 
fW = I-,., (s - t)” ro(dt), 
where PO is a measure on R1 finite on any compact set and satisjies 
I c-m.-1) 
(-t)” ro(dt) < co. 
The measure I’0 is uniquely determined by f in such a way that 
J‘ Sl < $2 , [s 1. 
s3 r”(4 = W>-WY4 - f (mY4), 
where f (m) is the left-derivative off (*-l). 
Proof is easy by induction. 
Proof of Theorem 3.6. Let ~1 EL, . By Theorem 3.2, he(s) is monotone of order 
m + 1 for h-almost every 1. Hence, by Lemma 3.4, he(s) is represented by a 
measure rto on R1. This reo induces a unique measure rE on R, , finite on 
any compact set in R, and measurable in 6, such that 
@2dw)m r, 9 s ho) (log o)~ l-‘,(dv) < co. (3.26) 
It follows from (3.4) that 
s (0.4 a,(w) P,(dw) = c. (3.27) 
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As in the proof of Theorem 3.4, we can find r and X, such that (3.25) holds, h, 
is measurable in w, and r(dw) l\,(dt) = /\(@) r,(dw). It follows that 
for every nonnegative measurable f( x ), and hence for every v-integrable f(x). 
Taking f(x) = eizz - 1 - ixz/( 1 + 1 x I*), we see that (3.24) holds. Conversely, 
given y, A, I’, X, , we can make X and r, from r and X, . Noting (3.22), we can 
define &(II) by (3.26). Th is satisfies (3.4). The corresponding distribution 
p EL, belongs to L, by Theorem 3.2 and Lemma 3.4, and satisfies (3.24). 
Uniqueness of the representation is easily seen. 
4. CONDITIONS FOR CONVERGENCE IN TERMS OF REPRFSENTATIONS 
A necessary and sufficient condition for convergence of a sequence of univariate 
infinitely divisible distributions in terms of Levy’s canonical representation is 
well known and quite useful. See Gnedenko and Kolmogorov [3] for its impor- 
tance in the theory of limit distributions. The condition generalizes to higher 
dimensions. Since L,(Rd), m = 0, l,..., co, are closed subclasses of I(Re), it is 
natural to seek conditions for convergence in terms of their representations 
given in the preceding section. 
Condition for convergence of in$nitely divisible distributions on Rd. Let CL,, E I(Rd) 
for n = 1, 2,..., co, and let the elements in Levy’s canonical form of fin be y% , 
A vn . In order that CL,, converge to pco as n + co, it is necessary and sufficient 
th”a; the following conditions are satisfied: 
(i) I f  f(x) is a bounded continuous function that vanishes on a neigh- 
borhood of the origin, then 
(ii) For every x E Rd, 
where B,,&) = A,(z) + 2” SI=I<~ (xa)2vJW. 
(iii) EE Yn = Yrn . (4.3) 
A proof is found in [2, pp. 88-911. Th e conditions given below are analogs of 
this result. First, we treat sequences of distributions in L,(Rd). 
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THEOREM 4.1. Let p,, E L,(Rd), n = I,2 ,..., CC and let yn , A, , r, , X,,, 
be the elements of their representation in Theorem 3.4. Let a(a) be de$ned by (3.13). 
Then, pLn + p,, as n + 00, if and only if the following conditions are satisjied: 
(i) If f (o1, f) is a bounded continuous function on (0,2) x S that vanishes on 
[2 - t, 2) x Sfor some E > 0, then 
(ii) For every z E Rd, 
li~i liT+zp B,,,(z) = h&k liy+&f BsIE(z) = A,(x), 
where B,,,(z) = A,(z) + 2-l J-(2+2) 44 r&f4 .fs (h’z)” ~,,,W). 
(iii) lim Yn = Yrn . ?I’30 
Proof. Let 
g&a, 5) = a(a)-’ Lrn !ei., - 1 - -+$$-) -$- . 
Clearly, gJo1, E) is continuous in (a, 5‘) E (0, 2) x S. The integral is explicitly 
evaluated: 
gJa, 5) = -r(a + 1)-l / & I”(1 - i tan 2-%-a * sgn(&)) - i&z tan 2-%-a 
for 01 # 1. (4.4) 
Hence, for fixed z, g, is bounded and gz(a, .$) - -2-l(&~)~ uniformly in E as 
01 T 2. Suppose that (i), (ii), and (iii) hold. Let c(&) = a(a) m(da) and 
L(z) = --A&) + Jc~.~) CW4 Ss gda, 6) L&G). In order to prove A - pm , 
it is enough to show that l,(z) + &(a). Let PC(a) be a continuous function such 
that 0 < p<(a) < 1, p,(a) = 0 f or a < 2 - 25 and p<(a) = 1 for a 3 2 - e. Let 
I - J 
n*l - (0.2) 
cw4 f  &(a> E)(l - I&+ bwV5)~ L.2 = L(4 - A&.,. 
S 
Condition (i) implies that I,,r + 1,,1 . Suppose 8 > 0 is given. Then I,,, is 
within 6 of J(o,2) c(A) Js gz(a, 5) A,,,(dt) if E is small. Let c, = r$((O, 2)), and 
let c = supn c, . Then c is finite by (i) and (ii). We have 
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if E is small. Since, by (ii), 
for small E, we get 
and, similarly, 
liT+yp L(z) < L(z) + (c + 2)s 
liy+$f I,(z) > I,&) - (c + 2)6 
if E is small enough. Hence, I,(z) tends to I&z). 
Conversely, suppose that pn ---f pm . Then, (4.1)-(4.3) hold. The Levy 
measure V, of pn is of the form (3.19). Hence 
and we get supn J’c~,~) (a-r + (2 - a)-‘) r,(dor) < co from (4.1) and (4.2). 
Thus we get c < co. Hence a subsequence for n = n, , n2 ,... of the sequence of 
measures c(dcl) A,,,(@) converges to a finite measure M on [0,2] x S. This 
measure determines r*(dor) and h&de) such that r*([O, 21) = M([O, 21 x S), 
A,(S) = 1, A, is measurable in 01, and M(& &) = r*(dol) A,(&). We claim that 
r*({o)) = 0. (4.5) 
Choose a point a0 # 0 in Rd for which A,({(; &r. = 0}) = 0. For B E RI, 6 # 0, 
let g&,(a, 5) be an extension of goz,(ar, I) to [0,2] x S such that dzo(2, 5) = 
-2-1(8~zo)2 for all f and g&(0, 6) = 0 or --I according to whether or not 
fzo = 0. Let E be the set of points (OL, I) such that a! = 0 and &z. = 0. From 
(4.4) we see that every point outside of E is a continuity point of g&, . Since 
M(E) = 0, we have 
Since supn A,(z) < co by (4.2), there is a subsequence {mi} of {nj} such that, 
for all z E Rd, A,,(z) tends to some A(z). Thus p,i(Ozo) tends to 
224 KEN-IT1 SAT0 
On the other hand, the limit is @m(&,,), which tends to 1 as !3 + 0. It follows that 
exp(-I’*({O})) = 1, and (4.5) is obtained. Now we get, by a similar argument, 
i&(.4 = exp 1iy-x - A(z) - 2-1r*({2)) Js (5~)” A,(&) 
for all z. It follows from the uniqueness in Theorem 3.4 that r* coincides with 
c on (0,2) and h, = h,,, for c- a most 1 every 01. Thus we get (i) when n tends 
to infinity along the subsequence {nj}. Since such a subsequence can be chosen 
from any given subsequence, assertion (i) must hold. Define In(z), In,l , In,2 for 
n = 1, 2,..., 00 as before. Since ptLn --+ pm and (i) and (iii) hold, we have I,(z) -+ 
lm(z) and In,i + Im,r as n -+ co. Hence &,-+I,,, . Assertion (ii) follows from 
this, and the proof is complete. 
Conditions for convergence in L,(Rd) for finite m are analogous. 
THEOREM 4.2. Let 0 < m < co. Let p,, eL,(Rd), n = 1, 2 ,..., co, with yn , 
A, > r, , Lv as the elements of the representation in Theorem 3.6. DeJne a,(v) by 
(3.21). In order that pn + pLco as n --j 03, it is necessary and su$ici.ent that the 
following hold: 
(i) If f (v, 6) is bounded continuous on (0, co) x Sand vanishes on (0, l ] x S 
for some E > 0, then 
z lo 
.m 
) am(v) r&v) J‘, f  (v, 6) LAW. 
(ii) For every z E lid, 
li,i liF+yp B,,,(z) = li,i lim inf B,,,(z) = A,(z), 
n-m 
where %,(4 = 44 + 2-l S(O.~) am(v) r,ddv) SS (W2hAd5). 
(iii) lim n-x0 yn = Ym . 
LEMMA 4.1. Let 
gz(v, f) = a,(v)-l L’ (eiUCr - 1 - *) (log 3” $ . 
Then, fw $xed z, gz(v, 6) is bounded and continuous on (0, 00) x S. As v J 0, 
gz(v, s) tends to -2-1(&z)2 uniform& in 6. If 6.z # 0, then gz(v, 5) tends to -1 a~ 
v+ 03. 
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Proof. Continuity in (v, 5) is obvious. Proof of uniform convergence as 
v 4 0 is easy and is omitted. Let v > 1. We have 
a,(v)g (v, I) = I @;- l (logydu +I”q (logs)ffldu 
-( (log~)m~-ibJ-o~ (log&$-$. 
Denote the right-hand side by I1 + I, - 1s - I4 . Let v + 00. Then by (3.22), 
1, and I4 are o(a,(v)) uniformly in t. &/am(v) tends to 1. Noting that 
I2 = j; 0 (- l)j(log v)“+i I’ F (log u)i du, 
and using (3.22) and integration by parts, we see that I, = o(u~(v)) if & # 0. 
Hence gJv, 6) -+ - 1 if & # 0. Since each term of 1, is O((log w)“r) uniformly 
in 6, g, is bounded. 
Proof of Theorem 4.2. This is in principle the same as the proof of Theorem 
4.1. Especially, proof of the sufficiency works with trivial modification. To prove 
the necessity, assume that ptn tends to pFLm . Let c, = J(e,,,, am(v) m(dv) and let 
c = supn c, . Since the Levy measure V~ is of the form (3.28), we have 
s ,o,>l 4W = (m + 11-l jtlsm, (log V+l r&W, 
6.,, I x I2 in > 2-“94 j 
(0.11 
a2rn(W, 
noting the equality in (3.23). Th us we get c < cc by (3.22) and (3.23). Hence a 
subsequence of the sequence a,(v) I’,(dv) h,,,(df) converges to a finite measure 
M on [0, co] x S. M determines F* and A, in such a way that r*([O, co]) = 
M([O, ~01 x S), h(S) = 1, h is measurable in v, and M(dv d[) = r*(dv) X,(dt). 
Using Lemma 4.1, we can prove that r*((m}) = 0 by the same sort of argument 
as the proof of (4.5). Th e rest of the proof is an easy modification. 
Application of Theorem 4. I. Let E be closed in the relative topology of the 
interval (0,2), and let Q1 be the class of ,LL EL, such that its F-measure has 
support in E. Then Qr is a completely closed class invariant under 9. In fact, if 
pLla is a sequence in Q1 and pn + tag , then pm E Qr , because, by condition (i) of 
Theorem 4.1, J’to,z) a(a) I’,(dar) f (a) = 0 f or any bounded continuous function 
f(a) that vanishes on E and on (2 - E, 2). It is easy to see that Q1 is closed under 
convolution and type equivalence. We have 9(Q1) C Q1 by Corollary 2.1, and 
S(Qr) r) Qr by using Theorem 2.1. If, in addition, E C (0,2 - c) for some 
E > 0 and we define Q2 as the class of p EL, for which A = 0 and Supp(r) C E, 
then Q2 is also a completely closed class invariant under 9’. There are many 
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other classes invariant under 2. Such is the class Qs of p EL., whose &-measure 
equals a fixed X independently of (II. Such is Qi n Qa , consequently. 
5. CONTINUITY PROPERTIES OF DISTRIBUTIONS OF CLASS L 
In this section, absolutely continuous means absolutely continuous with respect 
to Lebesgue measure, if there is no other indication. A probability measure p 
on Rd is said to be genuinely d-dimensional if Supp(p), the support of ,u, is not 
contained in any (d - I)-dimensional hyperplane. In the univariate case, every 
genuinely one-dimensional distribution of class L is absolutely continuous, and 
its density is continuous except possibly at one point. Necessary and sufficient 
conditions for n times continuous differentiability are known [9, 15, 181. Many 
other properties are also being investigated [9, 17, etc.]. However, little is known 
on multivariate distributions of class L. Considering one-dimensional projec- 
tions, we see that every distribution of class L that is not a delta measure is 
continuous, that is, does not possess apoint mass. But, we do not know whether 
all genuinely d-dimensional distributions of class L are absolutely continuous. 
We can only give sufficient conditions for various continuity properties. We will 
state them as a series of propositions. 
In the following, let p E L,,(Rd) and let 
p(z) = exp [iyz - A(z) + L A(d.f) lm (eiutz - 1 - +f!&.) + du/ (5.1) 
0 
be its representation. Define po , the Gaussian part of EL, by k(z) = exp( --A(z)). 
Let HG = Supp(&. If A has rank 1, then HG is an Z-dimensional inear subspace 
of Rd. It is obvious that p is genuinely d-dimensional if and only if HG u Supp(,~) 
is not contained in any (d - I)-dimensional linear subspace. For any x E Rd, 
we denote by xo the projection of x to HG . We associate with p a nonnegative, 
possibly infinite, number /I as follows. For 5 ES and E > 0, let p(s(t;, 6) = 
SIPZI>~ MO+) 44 if I 50 I < c, and let B(L4 = 03 if I 50 I 3 E. Let 
PROPOSITION 5.1. ,B > 0 if and only if p is genuinely d-dimemimal. 
Proof. If p is not genuinely d-dimensional and H is the linear subspace 
spanned by HG u Supp(h), then /I((, e) = 0 for 5 orthogonal to H, and hence 
,l3 = 0. Conversely, suppose that /I = 0. Given c > 0, choose a sequence 5, 
on S such that #@Y, c) + 0. Let c(f) be a limit point of (L}. Then, 
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Choose E, + 0 such that [(+J tends to a point g(O). We see that 
I ,tt(o),>o MO+) 4dO = 0. 
If 1 [g’ 1 > 0 then 1 53) / > Ed for large n, which contradicts ,8([, , l ) -+ 0. 
Hence 6s) = 0. Thus [to) is orthogonal to the subspace spanned by Ho u 
SuPPN* 
PROPOSITION 5.2. Suppose that p is genuinely d-dimensional. For any oc 
satisfying 0 < (Y < p, there is a constant M such that 
I ,@)I < MI z I+ fog .z # 0. (5.3) 
Proof. It suffices to consider 1 z 1 > I. First step. Assume that Jr k,(O+)h(df) 
is finite. Let 5 = z/I z I. We claim that, if I co 1 < E, then 
( jZ(z)l < M, 1 z I-fi(r.r)K(( z I-l), (5.4) 
where K(t) = exp Ji ~-1 du sS (k&O+) - K,(U)) X(d[) and M, is independent of 
z. In fact, 
where 
We have exp I1 < I x J-fl(c*r)K( I z 1-l) and 
Thus (5.4) follows. If I [o 1 3 E, then 
where Y  is the smallest positive eigenvalue of A and Ml is a constant. Choose E 
satisfying infccs fi([, c) > 01. Then we get (5.3), noting that K(t) is slowly 
varying as t 4 0. 
Second step. Consider the case that & &(O+) X(df) is infinite. In general, 
denote a A b = min(a, b}. Define pLn by 
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This pn is of classL with X-measure b,(f) h(@) and k-function b,(&l(kp(u) A n) 
for some b,(f). So the result of the first step applies. Denote the quantities 
related to p,, by putting the subscript n. We claim that ,k?, tends to ,f3 as n -+ co. 
Suppose, on the contrary, that lim,,, /3n < p’ < /3 for some /3’. Given 6 > 0, 
let 5, be such that &(cn , 6) < /3’. Choose a subsequence (c,,) having a limit 
5, . We have lK& I < E and, for large nz, .~Ic+~~ MO+) A nz> h(df) is less 
than p’. Hence, /3(5,, 26) < j3’. Since E is arbrtrary, it follows that /3 < /?‘, 
a contradiction. Hence Ig,, - /3. We get (5.3), noting that 1 @(x)/ < 1 /&(z)I. 
PROPOSITION 5.3. If  /3 > d/2, then p is absolutely continuous and the density 
is square integrable. If /3 > d, then p has a continuous density f (x) that tends to 0 
as I x j + 00. If  /3 > d + n, then f (x) is of class C” and allpartial derivatives off 
oforder<ntendtoOasIxI+co. 
Proof. We use Proposition 5.2. If fi > d/2, then p(z) is square integrable and 
its Ls-Fourier transform is the density of p up to a constant factor. If /? > d, 
then b(z) is integrable, p has density 
f(x) = (2~r)-~ j e-izzfi(z) dz, 
Rd 
and the Riemann-Lebesgue theorem applies. By differentiation under the 
integral sign, we obtain the last sentence in the proposition. 
PROPOSITION 5.4. If  p EL,(@) and TV is genuinely d-dimemional, then p = co. 
Proof. By Theorem 3.2, the h-function of p is nondecreasing and convex. 
Hence hF(a) = 00, that is, k,(O+) = co, for X-almost all f. It follows that 
,$([, 6) = 0 or co. Hence B = 0 or co. But, ,8’= 0 is impossible since we have 
/3 > 0 by Proposition 5.1. 
PROPOSITION 5.5. Assume that Js k,(O+) h(de) < co and that 
p(z) = exp J,-, h(d[) la (eiufz - 1) F du. 
?f B > d - 1 ad Js 4dO J1” &lk,(u) du < co, then TV is absolutely continuous 
with a density f(x) that is continuous in x # 0 and converges to 0 as 1 x 1 - 03. 
Proof will be given in [8]. We only mention that we represent the value of p 
for rectangular sets by Levy’s inversion formula and make differentiation with 
respect to x1 , xs ,..., xd . 
PROPOSITION 5.6. Let p be genuinely d-dimensional and let 1 = dim Ho . I f  
E < d - 2, we assume that there exist d - 1 - 1 points zj(zflf,.. ., f(d-1) on 8 such 
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that eacy [(I) has apositive h-measure and HG u {[(l+l),..., t(d-l)} spans a (d - l)- 
dimensi~nal linear s&pace. Then, p is absolutely continuous. 
Proof. In one dimension, the assertion reduces to the known fact. Let us 
prove the proposition, assuming that it is true for lower dimensions. Consider 
the case 1 = 0. Decompose p as p = tar * ps , where 
&(z) = exp ]A ((5(l))) lrn ( eiup(“z - 1 - $$$-) k,o,(u) u-l du/ . 
0 
Let HI be the one-dimensional subspace spanned by t(l) and let Hz be the orthog- 
onal complement of HI . In general, we denote the projections of x E Rd 
to HI and H, by xi and x2 , respectively. Let E E .S?(Rd) with Lebesgue measure 0. 
We will prove that p(E) = 0. Since pi is a distribution of class L concentrated 
on HI , we can write ,ul(dx) = fi(x,) dx, with some fi . Hence 
There are a set E, E .%(Rd-‘) with (d - l)-dimensional Lebesgue measure 0 and 
a measurable function g(y) such that 
s 
R’ x&l + ~1, YJ f&J 4 = x&J &, 2 YZ). 
Let Y be a random variable with distribution p2 and let Y = Yr + Ys , Yr E HI , 
Ye E H, . Let pa be the distribution of Ya and let pi(- 1 ya) be the conditional 
distribution of Yr given Ya = ya . Then 
I-@) = s, Md.J lRl dy, 7 YJ P,W, I Y& 
By Theorem 2.4, p, is of class L. If p, is shown to be absolutely continuous with 
respect to (d - I)-dimensional Lebesgue measure on H, , then we get p(E) = 0. 
Let T, be the projection operator from Rd onto H, . Let va be the Levy measure 
of pa . Using the notation introduced before Theorem 2.4, we see that p, has 
Levy measure T,v, . It follows that the support of the h-measure of p, is not 
contained in any (d - 2)-dimensional linear subspace and has point masses 
at j ,$j’ \-l.$’ (j = 2,..., d - 1). These d - 2 points are linearly independent. 
Hence the absolute continuity of p, follows from the assumption. This completes 
the proof in the case I = 0. If 1 > 1, then we choose a unit eigenvector t(l) of A 
corresponding to a positive eigenvalue r, and we can give the same proof, letting 
&(z) = exp{--r(to)x)“}. 
PROPOSITION 5.7. If the absolutely continuous part of h with respect to the 
uniform measure on S is nontrivial, then p is absolutely continuous. 
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Proof. In general, if p ~1 and the absolutely continuous part of the Levy 
measure of p has infinite total mass, then p is absolutely continuous. In one 
dimension, this is a result of Tucker [lo] and Zolotarev [IS]. The proof of [18] 
is valid in general dimensions. Looking at (3.3) it is easy to check this condition 
in our case. 
If TV gL0(R2) with A = 0 and h being continuous and purely singular (with 
respect to the uniform measure on Sl), then we do not know whether p is ab- 
solutely continuous. All other genuinely two-dimensional distributions of class L 
on R2 are proved to be absolutely continuous by the last two propositions. We 
say that p E B(Rd) is rotation invariant if it is invariant under all rotations around 
the origin. If p ELM is rotation invariant, then p has a uniform h-measure, 
K,(u) does not depend on [, for h-almost all 5, and p is absohrtely continuous 
unless it is the delta measure at the origin. 
PROPOSITION 5.8. If p is rotation invariant and p > (d - 1)/2, then the 
density of p is continuous except possibly at the origin. 
Proof. Let 3, = (x E Rd; / x ) < u>. It is known that (see [6]) 
where Jdj2 is the Bessel function of order d/2. Note that Jn(t) = O(H2) as 
t -+ co for every 01 > -l/2 and, hence, the above integral exists by the 
assumption p > (d - 1)/2 and Proposition 5.2. By rotation invariance, p(z) = 
#(I z I) with a function (G and 
1 
k@~) = T(d/2) 
- 6 (;)(d-21’2Jd,2(v) $b (i) dv. 
We have 
$(v) = exp r (r ($(-2-)‘d-2”2 J(+.&uv) - 1) F du. 
with K(u) independent of 5. Using Lemma 2.1 of [9], we can rewrite this as 
Ijl(V) = exP 1-r d&‘) j=e@ (r ($(;)‘d-2”2 J(,&,2(uV) - 1) $1. 
It follows that tfi(v) is differentiable in v > 0 and 
l)‘(v) = - q % (I’ (;)(;)(d-2)‘2 J(d-2),2(UV) - 1) dk(u). 
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Now, assume that K(O+) < co. Then, 
and, hence, p(B,) is continuously differentiable in u > 0, which shows that ~1 
has a continuous density except at the origin. If k(O+) = co, then a stronger 
assertion is obvious (Proposition 5.3). The proof is complete. 
EXAMPLE. Let TV be a distribution with density 
f(x) = f(Xl ,***, Xd) = fi r(,)-l xye-“’ for xi > O,..., xd > 0 
j=l 
and f(x) = 0 otherwise. Here 01~ ,..., Q are positive constants. This p is a 
product of gamma distributions. It has K,(u) = re-“, r = const > 0, and Supp(h) 
consists of d points (1, O,..., 0) ,..., (0 ,..., 0, 1) with mass Y-%~ ,..., r-lad . Hence 
/3 = minj cuj . The following three conditions are equivalent in this example: 
(i) /I > 1; (ii) f(x) is continuous on Rd; (iii) f(x) is continuous on x # 0. This 
is not covered by our propositions. 
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Note added in proof. Kumar and Schreiber study in a recent paper (Representation 
of certain infinitely divisible probability measures on Banach spaces. J. Multivar. Anal. 
9 288-303) the classes L, on Banach spaces and give representation of the characteristic 
functions, using the definition of L, analogous to Urbanik’s original one. Our Theorems 
3.4, 3.5, and 3.6 are found there in a different form. The method of proof is quite different. 
Their paper contains a bibliography on related works in Banach and Hilbert spaces. 
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