In this work we first propose a heteroscedastic generalization to RVM, a fast Bayesian framework for regression, based on some recent similar works. We use variational approximation and expectation propagation to tackle the problem. The work is still under progress and we are examining the results and comparing with the previous works.
Introduction
The Relevance Vector Machines (RVM) [Tipping, 2001] are among the most popular fast Bayesian frameworks. In this model it is assumed that the output are contaminated with a Gaussian noise with constant variance. While simple and effective in some applications this assumption is not sufficient, and we need to assume variable variance noise processes, i.e. heteroscedastic models. Gaussian processes (GP) provide a rich nonparametric tools for modelling. There are interesting similarities between GP models and RVM; in [?, MacKay et al., 1997] it is shown that infinite equally spaced Gaussian kernel functions will converge to a Gaussian process model. Thus one may think of RVM as a fast sparsified GP.
Due to richness and flexibility of the GP models, there has been a surge of interests in using these model for different scenarios, especially for modelling output-heteroscedastic data.
1 A ground work by [Goldberg et al., 1997] assumes a model consisting of a Gaussian process for real prediction and the noise process (on the output), and evaluates the model using MCMC. Similar models are proposed in [Quadrianto et al., 2009] and [Kersting et al., 2007] , which have slow convergence. In [Lázaro-Gredilla and Titsias, 2011] an outputheteroscedastic GP via GP noise is introduced which uses a variational approximation to train. In the same model in [Munoz-Gonzalez et al., 2011 ] the approximate training is being done using Expectation Propagation [Minka, 2001] .
In this work follow a similar modelling to [Munoz-Gonzalez et al., 2011] and [Lázaro-Gredilla and Titsias, 2011 ] to impose heteroscedasticity in RVM using a GP model noise. Due to sparsification properties of RVM model over GP, our model has faster convergence comparing to [Munoz-Gonzalez et al., 2011, Lázaro-Gredilla and Titsias, 2011] . The simplified variational approximation simplification which is known as collapsed variational approximation is first introduced in [King and Lawrence, 2006, Teh et al., 2007] and analytically analyzed in [Hensman et al., 2012] . We implement the model on several applications and compare the practical result to several existing models.
The learning model
Consider we have the data-set D = {x i , y i } N i=1 = (X, y), and y is the model's scalar output, x is the input vector with length Q. Assume the following linear model similar to [Tipping, 2001] ,
T is the vector of weights and Φ(x) = [φ 1 (x), . . . , φ M (x)] is the vector of kernel function with length M. We also define N × M design matrix as
T T which will come handy later. We also put normal distribution over the weights,
which are not heteroscedastic are [Tresp et al., 1994 , Wright, 1999 , Dallaire et al., 2011 , McHutchon and Rasmussen, 2011 . In addition one other incentive to create outputheteroscedastic models, are input-uncertain data, i.e. one could approximate input noise by taking its effect in the variable-variance noise in the output into account, i.e. via output-heteroscedasity.
where A = diag {α 1 , . . . , α M }. The main difference of the above formulation with the one in [Tipping, 2001] is that in the above model, the noise term has a variable variance which is modelled with a GPR similar to [Lázaro-Gredilla and Titsias, 2011] ,
The hyper-parameters to be learnt in this model are Θ = {A, θ g }, in which θ g is set of parameters in the covariance function of g(x). The likelihood is,
Note that the above likelihood is only Gaussian with respect to w, not g. Considering that both priors are Gaussian, this causes the posterior of g in Eq.2 to become non-Gaussian, and need to approximated to become tractable. Also note that defining f = Φw, because of the deterministic relationship between f and w, having one, entails having the others distribution, and the model resulting model based on f is essentially the same as the one in [Lázaro-Gredilla and Titsias, 2011] . To keep everything simple here instead of writing the Bayes relation on f, we simply write it on w.
Approximate learning
In RVM training the parameters is achieved via maximizing the marginal likelihood, p(y|X, A, σ 2 ), in which σ 2 is a constant variance. While in out setting the variance e g(x) is not constant, and it not determined.
In this section we formulate the approximations to tackle the problem at hand. We'll first introduce the variational methods and then expectation propagation method.
Variational Approximation
In variable approximation we approximate the posterior distribution by factorizing the joint distribution of target parameters into independent distributions. We then lower bound the marginal likelihood, henceforth instead of maximizing the posterior, we maximize the lower bound. A comprehensive review of variational methods for several applications could be found in [Wainwright and Jordan, 2008] . We assume our approximate factorization as follows,
The optimization of the above independence approximation could be done using Kullback-Leibler divergence, KL (q (w) .q (g) p (w, g|y)), which at the same time maximizes the lower bound on the marginal likelihood,
which can be rewritten as log p(y) − F (q(w), q(g)) = KL (q (w) .q (g) p (w, g|y))
The solution to the about variational minimization is
As suggested in [Lázaro-Gredilla and Titsias, 2011] the above lower bound F , could be more simplified by exploiting the structure of the problem. It turns out that this method was previously introduced by [King and Lawrence, 2006, Teh et al., 2007] and known as collapsed variational inference. The recent work [Hensman et al., 2012] introduces a unified view of this model. Similarly we can analytically marginalize one variable and put in the lower bound to decrease a portion of the optimization process. We analytically compute q(w), q * (w) = arg max
where Z (q (w)) = p(w) exp q(g) log p(y|w, g)dg dw is the normalizing constant. Now we simplify the lower bound:
Which is what we expected, a new variational bound which is functional of only the distribution on g. Similar to [Hensman et al., 2012] we call this new bound F KL . Based on the assumptions of the problem now we can simplify the bound. Following [Lázaro-Gredilla and Titsias, 2011] we assume that q(g) = N (g|µ, Σ),
Substituting the term inside the exponential
ii /2 , which makes the bound as follows: 
Expectation Propagation Approximation
One could use [Minka, 2001 ] to do iterative approximation to g's posterior. We need to approximate the likelihood in Eq. 1a into factors using a Gaussian family, p(y n |w, g) ≈t yn =Z.N (y n |μ yn ,σ 2 yn ), The likelihood is,
Putting the prior and the likelihood into the Bayes formula in Eq. 2 we get the following relation for posterior,
. The normalizing constant for the above Bayes relation, Z EP is the EP approximation for marginal likelihood. In EP at each step we delete the i-th term from the posterior to get the gap distribution, and then we add the corresponding exact likelihood to the gap distribution. Then we minimize KL(,) for the resulted non-Gaussian distribution and a Gaussian distribution, and then based on the approximated Gaussian, we updatet yn .
Prediction
Note that using Eq. 4 we have
Comparing the above posterior mean and variance with that of Eq.6 in [Tipping et al., 2003 ] it reveals that the matrix R here acts like the σ 2 I noise matrix in RVM. Now we can find the predictive distribution by marginalizing the latent variables in model.
Notes on convergence
In conventional RVM, the prior p(w|α) acts to sparsify the model. During the update procedure of the model, some α i → ∞, then we put the corresponding w i = 0, and continue the training, and results in sparsity of RVM. In [Tipping et al., 2003] it's been showed that the local maxima of marginal likelihood for some values of α i happens in infinity.
Assume the lower bound in Eq.7; in this bound the first part is a function of α and need to be optimized. Comparing this with the likelihood in [Tipping et al., 2003 ]( Eq.7 ) we see that the factor C = σ 2 I + ΦA −1 Φ T defined in that work is equivalent to C ′ = R + ΦA −1 Φ T . Thus, similarly we could follow the Eq.15 to Eq.21 in [Tipping et al., 2003] to show that the local maxima of our lower bound happens when some α i go to infinity. So in experiments for a big enough α T h , for each α i > α T h we could put w i = 0 and get smaller model. Also note that due to sparsification properties of RVM, our model has faster convergence comparing to [Munoz-Gonzalez et al., 2011, Lázaro-Gredilla and Titsias, 2011] as we calculate α parameters analytically.
Conclusion and future work
We derived formulations of Heteroscedastic RVM which are similar to [Lázaro-Gredilla and Titsias, 2 and has interesting similarities with [Tipping et al., 2003] . This is a report of an ongoing work, and we are still experimenting and comparing methods. The final results will soon be published.
