This paper describes numerical techniques developed to determine the wellbore configuration that will optimize the life-time value of a property. The production history of a reservoir can be predicted by integrating a reservoir model, a well-bore flow model, a choke model, and a separator model. Changes in any production parameter, including the gas-lift configuration, will cause changes in the predicted production history. The numerical methods can find the combination of production parameters that optimizes the net present value of the flowstream. The control parameters sampled in this work include tubing diameter, separator pressures, depth of gas injection, and volume of gas injected. Each of these parameters can be variable with time. The influence of these parameters upon the net present value is complicated by the feed-back nature of the gas-injection loop. This nonlinearity requires robust, efficient routines for optimization. Genetic Algorithm optimization techniques are shown to be both stable and efficient when used to optimize these sorts of nonlinear problems.
Introduction
Petroleum engineers face a wide variety of parameter estimation and optimization problems. Every time a transient test is analyzed or a location for a well is chosen, an optimization or parameter estimation problem has been solved. Yet it is surprising how rarely a formal optimization technique is used to solve these problems. Mathematical and heuristic methods are available which can find optimal solutions for a given model. This paper describes the application of formal optimization techniques to a realistic petroleum engineering problem. With the improvement of computer modeling over time, it is now feasible to apply optimization techniques to petroleum engineering models.
In 1990, Carroll and Horne 1 applied multivariate optimization techniques to a model of a field produced by a single well. However, only the separator model was compositional, and no wellbore parameters were allowed to vary with time. Carroll and Horne used two types of optimization routines, gradient methods and polytope methods. In 1992, Ravindran 2 followed and allowed engineering parameters to be varied with time. Fujii 3 continued this line of study in 1993, by including a network of wells connected at the surface. Fujii also studied the utility of genetic algorithms for petroleum engineering optimization.
This project expands on Ravindran's work 2 by replacing all black-oil components with fully compositional models. In addition, all three major types of optimization techniques were considered.
Model Construction
The model developed for this project was designed to test optimization algorithms for petroleum engineering problems. In addition to being robust, the model is a simplification of a real petroleum engineering problem. If the tested optimization algorithms are to be useful for real applications, the test problem should include challenging nonlinear relationships. The field model constructed for this work provides these challenges.
The field model is an integration of smaller components. The complete model represents an oil reservoir with a single gas-lifted well. The individual components include: (1) reservoir model; (2) well model with gas lift; (3) choke model; (4) and separator model. Fig. 1 illustrates the fashion in which these components are combined.
In the integrated model, each component influences the other components. Produced fluid flows into the tubing. At the point where the lift gas enters the tubing, the two streams commingle, and the flow continues up the wellbore. At the surface, the commingled fluid passes through the choke into the first separator. Gas from the first separator goes into the gas line and the liquid phase moves into the second separator. Gas from the second separator passes into the gas line, and the liquid goes into the third separator. The gas in the third
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Notice the nonlinear relationships between the various components. The lift gas injection cycle creates a feedback loop in which the first separator pressure influences the composition and rate of inflow into the first separator in various ways. Many of the subtleties of how these components interact depend upon the composition of the fluids involved. For this reason, all of the component models are compositional.
An engineer given charge of a single gas-lift well would be expected to optimize the value or worth of that well by adjusting a variety of parameters. In this paper, these parameters are referred to as decision variables, and the net present value of the well is referred to as the objective function. The decision variables for this model include: (1) tubing diameter; (2) surface choke diameter; (3) lift gas injection rate; (4) lift gas injection depth; (5) choke diameter; (6) and separator pressures.
As reservoir conditions change, the engineer would be expected to change the value of these parameters, so the model allows the decision variables to change over time. The objective function is not only dependent upon the decision variables. There are also reservoir parameters and economic factors which influence the objective function. The reservoir factors include: (1) permeability; (2) fluid composition; (3) porosity; (4) thickness; (5) and areal extent of reservoir. The economic factors include: (1) price escalation; (2) cost escalation; (3) and discount factors.
The net present value depends upon the production schedule of the well, so the model determines the twenty year production stream based on a set of decision variables and the given reservoir and economic factors.
Compositional Modeling
Prior optimization studies used equation of state type flash calculations to model the separators 1, 2, 3 . Other component models, such as the reservoir and wellbore components used a black-oil framework. This work expands the use of compositional modeling into all the component models. Compositional modeling is included to capture any subtle compositional effects.
An equation of state (EOS) describes the mechanical state of a substance 4 . An EOS predicts the value of dependent physical properties given the values of other independent physical properties. For this work, EOS solutions provided densities and phase compositions at given temperatures, pressures, and mixture compositions. Using an EOS to model phase behavior eliminated the need for empirical black-oil phase behavior correlations. The EOS used in this work was proposed by Redlich and Kwong 5 .
Reservoir Component
The reservoir component model developed for this project is a simple, compositional, "tank" model. The model is limited by the following assumptions: (1) the reservoir is homogeneous, isotropic, and cylindrical; (2) the reservoir is horizontal and of constant thickness; (3) the boundaries of the reservoir are no-flow; (4) there is no aqueous phase, and the rock phase is incompressible; (5) both hydrocarbon phases are produced as if in pseudosteady state; (6) the reservoir is produced from a single well only; (7) and the effects of gravity and capillary pressure are neglected.
Wellbore Model
In order to realistically model the behavior of a well producing oil and gas, a multiphase flow model is necessary. For this work, the model must be capable of handling a wide variety of mixtures at highly variable rates. In order to achieve this, the multiphase flow model of Aziz, Govier, and Fogarasi 6 is used. For each step on the pressure traverse down the wellbore, the Aziz, Govier, and Fogarasi (AGF) method provides the flow regime, liquid holdup, and frictional pressure losses. For a given compositional flow rate beginning at a given wellhead pressure temperature, the pressure at a given depth is determined.
Choke Model
Surface chokes are flow restrictions placed between the top of the tubing and the separator in order to induce critical flow. In critical flow, the fluid flow rate across the choke is dependent only on the upstream pressure, and is independent of the downstream pressure. Critical flow has many advantages. Separator pressure can be changed, within reason, without altering the wellhead or sandface pressures. Critical flow occurs when the ratio of downstream to upstream pressures, y, falls below a critical value, usually near 0.5. Good practice calls for chokes to be small enough to cause critical flow, but large enough to avoid killing the well.
Many models have been developed to describe choke flow. Many of these, however, only describe single-phase flow. Additionally, most of the multiphase flow models specifically assume critical flow.
For this paper, the choke was modeled as proposed by Sachdeva, Schmidt, Brill, and Blais 7 . This model is sophisticated enough to cope with both multiphase flow and subcritical flow. It is necessary to describe its limitations: (1) flow is one dimensional; (2) phase velocities are equal at the throat; (3) the predominant pressure term is accelerational; (4) the quality is constant for high speed processes; (5) and the liquid phase is incompressible.
Separator Model
A separator is a vessel which takes a multiphase fluid stream, and separates it into two streams, each predominated by one phase. Separators are controlled by adjusting the internal pressure. The amount of each output stream depends upon the separator pressure. If the separator pressure is too high, the resultant oil will contain too much gas, which is likely to flash off in the stock-tank. If the pressure is too low, a great deal of medium-weight molecules (pentane, etc.) may flash into the gas phase, reducing the volume of the more valuable oil phase.
In the process of separation, a mixture of hydrocarbons is moved from wellhead pressure to stock tank pressure. Typically, it is economically desirable to reach stock tank conditions with as large a volume of liquid stream as is possible. The best way of doing so is to closely emulate a differential liberation process 8 . A differential liberation process is one where pressure is lowered in a stepwise fashion. After each pressure reduction, the resultant gas phase is removed. It can be shown that, in terms of maintaining liquid mass content, differential liberation is much more efficient than flash liberation.
In order to emulate differential liberation, several separators are connected in series. Each separator has a progressively lower pressure. The result is more efficient separation. For this study, a series of three separators are used. Fig. 2 illustrates the design of the separator system.
Economics
Any optimization requires an objective function. For this project, a net present value criterion was selected. Net present value provides the discounted value of a future cash flow 9 . Each simulated flow stream is converted into a discounted present value. Each time step includes charges for operating expense, separation cost, and a cost for the horse-power needed to compress the lift-gas. The net present value also depends on a wide variety of factors, such as the discount factors.
Difficulties in Implementation
Describing these models separately is somewhat difficult because they must be employed together in an iterative fashion. For example, the separator model determines the composition of the lift gas, but that composition is determined by the fluid which flows into the separator model. The composition entering the separator is partially determined by the composition of the produced fluid. The composition of the produced fluid, in turn, depends on lift gas performance, which is determined largely by the composition of the gas! There are other examples of such loops in the model. Implementing this model has entailed overcoming many difficulties. This is largely due to the connectivity of the various models. Most of the difficulties have regarded convergence and root finding. The best example is the process of finding the mass flow rate which produces the same sandface pressure for both the reservoir, and the tubing. This is a difficult problem to address, because unlike single phase flow cases, there may be more than one stable equilibrium rate. Fig. 3 This paper addresses three families of optimization techniques. These families include: Newton type techniques, polytope techniques, and genetic algorithms. Each of these families has advantages and disadvantages, and it may not be clear at the beginning of a project which technique will work best. In part, the purpose of this project was to determine which techniques work best for petroleum engineering optimization problems of this type.
Before describing these techniques, it is necessary to explain that it is conventional to assume that optimization refers to the minimization of an objective function. This being the case, maximization requires minimizing the negative of the objective function.
Newton Type Techniques
These techniques are the classic tools used to solve multivariate optimization techniques. The standard technique is the Newton method itself. Following the description of the Newton method, different modifications will be described.
Newton's Method
Newton's method is a technique whereby the local curvature of the objective function is used to approximate a quadratic function (a bowl in three dimensions). The next position in the optimization process is the bottom of the approximate quadratic function. Theoretically, the minimum is reached where the gradient is zero. After each move, the quadratic is solved again for another step.
Start with a vector of n decision variables ˜ x . The objective function is then F˜ x ( ). Newton's method creates a quadratic approximation of F by using the first three terms of the Taylor expansion of F. Using a step, ˜ p , towards the minimum.
Where, ˜ p is the step length to reach ˜ x k +1 :
and ˜ g is the gradient vector of the surface at ˜ x :
Additionally, G is the Hessian matrix of F.
Function F in Eqn. 1 is rearranged to form the quadratic function, Q, which has the form:
We wish to minimize Q, so we must differentiate with respect to ˜ p .
( )
The minimum must occur when the derivative goes to zero, so the solution must fit Eqn. 7.
Eqn. 7 can be rearranged into Eqn. 8.
After evaluating F, ˜ g , and G at ˜ x k , use Eqn. 8 to determine ˜ p . Given that ˜ x k +1 =˜ x k +˜ p , it is easy to find the next position in the optimization process. Eventually, the process reaches a point where convergence criteria are met. Typically, the process is discontinued when all elements of either ˜ p or ˜ g become sufficiently small. Newton's method usually converges very quickly. The convergence behavior is quadratic in nature 10 . If the initial starting point, ˜ x 0 , is sufficiently close to the minimum, convergence is guaranteed. However, as the minimum is typically unknown, this is of limited value.
One clear limitation of this technique is that it involves the calculation of numerous first and second derivatives. In cases where function evaluations are computationally expensive, and analytical derivatives are not available, each iteration of this technique can be very expensive. For n decision variables, n 2 + n 2 second derivatives are required,
Another limitation comes from the fact that the solution of p may not be a minimum. The quadratic function Q may have a stationary point at ˜
x k +1 +˜ p , but it is not necessarily a minimum. This point may be a maximum, or even a saddle point. To be sure that ˜ x k +˜ p is a minimum, G must be positive-definite.
Marquardt Modification
Because the convergence of Newton's method depends upon whether the Hessian matrix is positive-definite, many alternatives have been devised which assure a positivedefinite Hessian matrix. The simplest of these techniques is the method of steepest descent. In this method, the Hessian matrix is replaced by the identity matrix multiplied by a scalar. While this method exhibits tremendous stability, and always results in a downhill step, it is extremely slow. In any sort of an "ax-blade problem", i.e. an elongated valley, the method will "hemstitch" across the blade until it finally converges. This technique is rarely appropriate.
Rather than simply replacing the Hessian matrix, G, with the identity matrix, the Marquardt modification alters the Hessian by adding a positive constant µ to each element along the diagonal 10 .
Provided that the constant is sufficiently large, the Hessian matrix will be positive-definite, and a descent step is assured. The algorithm used in this paper starts with a small value of µ, and increases it by orders of magnitude until the step direction is in descent.
The Marquardt method tends to be very robust because it acts like the method of steepest descent in indefinite or negative-definite regions, and like Newton's method in positive-definite regions.
Line Search Procedures
One of the best refinements to Newton's method is to institute a line search. This procedure can be added to Newton's method, or to any of the modifications of Newton's method. The concept of the line search technique is to reduce the dimensions of the optimization problem at each iteration. After the step of Newton's method has been determined, the objective function will be optimized along the line ˜ x + ρ˜ p . The line search is implemented to find a value of ρ which minimizes F(˜ x + ρ˜ p ). The value of ρ returned by Newton's method is 1.0, and this may not be minimal, even along the line ˜ x + ρ˜ p . There are two philosophies for using line searches. The first is to conduct a thorough search to find the true local minimal along the line ˜ x + ρ˜ p . The other philosophy, used for this paper, is to only perform a cursory search along x + ρ˜ p . The logic of this second approach is that there is no guarantee that the true global minimum of F(˜ x ) for n decision variables lies along ˜ x + ρ˜ p , so devoting a lot of function calls to finding the minimum along ˜ x + ρ˜ p is probably not worthwhile.
An obvious flaw with this technique is that if the Newton step is not in a direction of descent, the method can fail. However, if it is used with a method that guarantees a descent direction, Marquardt or steepest descent, this procedure can enhance convergence considerably.
Polytope Optimization Algorithm
Unlike Newton type optimization methods, the polytope method does not require any gradient information. In fact, the polytope method was developed to cope with nonsmooth surfaces. The polytope constitutes a heuristic, common sense approach for optimization.
A polytope for n decision variables consists of n+1 points in a concave arrangement on the surface of the objective function. The polytope moves toward the minimum by flipping its worst point around the centroid of the other points. Aside from flipping, the polytope also expands, contracts, shrinks, and restarts. Each of these behaviors serves a purpose for the ultimate convergence of the polytope to the global minimum.
The polytope algorithm is as follows: 1.
Choose an initial n+1 points (˜ x 1 ,˜ x 2 ,…,˜ x n ,˜ x n +1 ). Evaluate the objective function at each of the n+1
2.
Order the points from best (least) to worst (greatest). 3.
Generate the centroid, ˜ c , of the first n points.
4.
Determine a point of reflection, ˜ x r , across the centroid from the worst point, ˜
x n +1 . x r, i =˜ c i + α˜ c i −˜ x n +1,i ( ).
5.
Evaluate F˜ x r ( ). 
with ˜ x c and return to Step 2.
further, with a smaller value of γ. Return to 8.a).
The contraction in this algorithm is a modification suggested by Gill, Murray, and Wright 10 . This contraction is toward the best point, while the unmodified polytope contracts toward the centroid.
There are other polytope operations that should be described. The first is shrinking. If the contraction step has failed twice, the polytope is shrunk. In shrinking, the best point is maintained, and all other points move closer to the best point. The polytope then begins moving again.
Another operation is the restart. In the restart operation, the best point is maintained, and the remainder of the polytope is replaced by a new, regular polytope. This prevents the polytope from becoming stretched and contorted. Restarts are performed after 2n iterations without the best point changing. If the restarted polytope goes 2n iterations without the best point changing, the best point is considered to be the global minimum, and the algorithm halts.
Genetic Algorithms
Genetic algorithms are a method of optimization that draw an analogy to the process of natural selection 11 . Variables are discretized, and converted into binary strings referred to as members.
Each member of a generation has a chance to breed with another member. The odds that a member is able to breed depends on its fitness, or objective function value. The next generation of members is composed of the "offspring" of the prior generation. Because the odds of a member being able to reproduce depend on that member's fitness, each progressive generation should be better than the last. In this fashion, the genetic algorithm should converge towards the global optimum.
The method is particularly apt for many petroleum problems, because the variables are discrete. Many petroleum engineering parameters are actually discrete, such as tubing diameter. For continuous variables, sufficient binary bits can be used to provide a reasonable approximation of continuity.
The first step of the genetic algorithm routine is to generate an initial population. Each generation has a number of members equal to the total number of bits in each member. In this study the initial population is generated entirely randomly. The value of each bit in each member is randomly chosen from [0,1]. There are, however, more rigorous methods for generating the initial population, such as the Fang (1980) algorithm which distributes the initial members as evenly spaced as is possible 12 . Each member of the population is converted into a decision variable vector, ˜
x , and the value of the objective function for each member, F˜ x ( ), is evaluated. When each member has been evaluated, the fitness of members must be ranked for reproduction. The ranking is performed by allotting each member space on a "roulette wheel". The size of each space depends on the members fitness. Breeding partners are drawn from the wheel at random.
When the breeding members have been selected, crossovers are performed. The crossover step starts by choosing a random bit. One new member will have the "genetic material" of the first breeding partner before the selected bit, and the "genetic material" of the second breeding partner in and after the selected bit. The other new member from this mating will be constructed from the remaining "genetic material".
When the new members have been generated, the process of mutation is begun. There is a probability for each new member that one or more bits, selected at random, will have their value changed. This measure is designed to introduce fresh material into the "gene pool". Without mutation, genetic algorithms are prone to prematurely converge upon suboptimal solutions 3 . There are modifications of the basic algorithm that can significantly improve performance. The Fang algorithm is one example.
Another modification that can significantly improve speed is the addition of "memory". Genetic algorithms can only produce a limited amount of possible points in the search space. Because "genetic material" is conserved at each mating, the algorithm is likely to repeat points that have already been evaluated. Thus, it is useful to store the results of previous function calls, and look them up rather than reevaluating them. This idea can be expanded to include windows surrounding points that have already been evaluated. In early generations, the genetic algorithm should explore as much space as is possible. In early generations any new population member sufficiently close to a previously evaluated member takes on the value of the previously evaluated member. As the generations proceed, and the genetic algorithm begins to converge, the windows shrink, until they only include single strings.
Another improvement is to always preserve the best member. It is possible for the best member's string to be absent from the next generation, especially when high mutation rates are used. Preserving the best string from one generation to the next assures that the genetic algorithm does not diverge.
Fitness scaling is a technique which can prove to be useful. In some cases, methods other than the simple linear creation of the "roulette wheel" may produce better convergence.
These and other modifications are studied in this paper. A great deal of time was spent studying genetic algorithms because of their great potential for this type of problem. However, genetic algorithms do have limitations. While genetic algorithms tend to be robust, they can require many function calls. Another problem with genetic algorithms is that there is no clear convergence criterion, excepting the passage of a given number of generations or function calls. The advantages include that genetic algorithms work well with nonsmooth surfaces, are capable of accommodating many variables, and easily deal with discrete variables.
Optimization Results
In this section, the effectiveness of the optimization techniques to application to Petroleum Engineering problems is described. For several cases, the methods are compared and contrasted, and considerable attention is given to fine tuning genetic algorithm parameters. After each problem is presented, the efficiency of the techniques is discussed.
Problem 1
The first problem addressed has two decision variables. The reservoir is described in Table 1 . The decision variables are the first separator pressure and the tubing diameter. There is no time dependence for these variables. All other operating parameters are also listed in Table 1 .
The surface of the objective function evaluated for this problem is illustrated in Fig. 4 . For this reservoir, with these conditions, an excessive tubing size prevents the well from flowing. Inspection of the surface also reveals that it is not very smooth. This is a good indicator that Newton's method is not likely to be effective.
The optimum solution for this problem is a tubing diameter of 2.69 inches combined with a first separator pressure of 164.1 psia. This combination corresponds to a NPV of $6,241,428. This combination was found with the polytope algorithm. With 12 bit strings, the genetic algorithm could only sample the objective function at 4,096 discrete locations, and this was not one of them. Of all the locations sampled by the genetic algorithm, the optimum tubing diameter was determined to be 3.10 inches, and the optimum separator pressure was determined to be 155.56 psia. This combination corresponds to a NPV of $6,233,859.
Newton Type Solution
The Newton type technique used in this project was the Marquardt modification of Newton's method, with a line search. The rough nature of this surface prevented this approach from being particularly successful. Table 2 describes each of five runs of this technique. Notice that the number of function calls was large due to the expensive Hessian matrix construction process using finite differences.
Note that the success rate was not high, as four of the five attempts failed. Only the second run converged to a nearoptimal solution. The paths followed during each of these five attempts is illustrated in Fig. 5 .
Polytope Algorithm Solution
The polytope algorithm was applied to the same five starting points as the Newton type method. The polytope did not succeed for all starting points, but it was much more successful than Newton's method. Three of the starting points climbed near the global optimum, while two points became stuck in local maxima. The paths of the best point for each polytope are shown in Fig. 6 . Each of these paths is further described in Table 3 .
Genetic Algorithm Solution
Each of the two variables was treated as a discrete variable with 64 evenly spaced possible values. Hence, there were two 6 bit variables, for a total string length of 12 bits. Each generation had a population of 12 members. For each case, the algorithm was tested with 5 different random seeds. The benchmarks used for comparison are the average final objective function value, and the number of function calls needed to converge. In the course of making these runs, the search space was sampled completely, and the optimum was found to occur at a tubing diameter of 3.10 inches and a first separator pressure of 155.56 psia. This combination of parameters produced a net present value of $6,233,859.
Mutation Rates
The first genetic algorithm parameter studied was the mutation rate. A variety of mutation rates were tested. Up to two mutations were allowed per member each generation. The first term in the mutation description is the probability that only one mutation will occur. The second term is the probability that two mutations will occur. The efficiency of different mutation rates is outlined in Table 4 .
In this case, the lowest mutation rate did not achieve the desired convergence within 100 generations. The rates higher than fifty percent chance of one mutation performed well, but they required a lot of function calls. Thus, the base rate used for the genetic algorithm cases was fifty percent chance for one mutation, no chance for two mutations.
Best Member Extrapolation
Another modification of genetic algorithms is best member extrapolation. This hybrid technique creates a member of a new generation by reflecting the second best member of the last generation across the best member of the last generation. The idea is that this will allow the genetic algorithm to capitalize on trends in the objective function surface. The idea is illustrated in Fig. 7 .
As Table 5 illustrates, extrapolation was not useful for the base mutation rate. At the base mutation rate, extrapolation was not beneficial. When tested at higher mutation rate, however, the technique did improve performance, at the cost of more function calls. Table 6 illustrates this.
Bit Crossover vs. Variable Crossover
Variable crossover was another genetic algorithm modification tested. The standard genetic algorithm allows crossover to occur at a random bit in the string. As the crossover may occur at any point in a variable, it amounts to a type of mutation. It is reasonable to believe that crossovers occurring after a randomly drawn variable, rather than a randomly drawn bit, might preserve good "genetic material". Table 7 compares the results for two types of crossover.
Because this problem has only two variables, the crossover always occurred at the end of the first variable (after the 6th bit). In this case, variable crossover caused distinctly worse results. Use of random variable crossover would probably have to be compensated for by increasing the rate of mutation.
Mutation Type
In addition to the mutation rate, there is also the question of mutation type. The standard genetic algorithm technique of switching the value of a random bit is a good method of exploring the search space, but it may waste function calls when the algorithm has already found the best region in which to concentrate. It is possible to change the way mutation occurs after a number of generations. Instead of changing a random bit, the binary value of a randomly selected variable will be increased or decreased by one. This allows for a more careful search around the already determined best region in the search space. Table 8 compares the results for different switch-over generation. Before the switch-over generation, mutation occurs in the classic fashion. After the switch-over generation, mutation occurs in the +/-1 fashion.
This modification is an improvement over the classic mutation. A switch-over at 25 generations provides sufficient function calls for exploration of the search space, and leads to good results with a low number of function calls. This is illustrated by Table 9 . Combining this type of mutation with best member extrapolation did not work with extrapolation for the base mutation rate. However, when the mutation rate was increased, results improved. These results are presented in Table 10 .
While the final results were perfect both with and without extrapolation, extrapolation reduced the number of function calls.
Culling
Another modification that focuses on improvement after an initial search of the space has been completed is culling. After a fixed number of generations have passed, the fitness table is modified to eliminate a fixed number of the members. In this project, the effects of culling 50 percent of the population was studied. Table 11 presents the culling results.
The culling results are ambiguous, but do not seem to be particularly promising. Culling was not considered further.
Fitness Scaling
Scaling the fitness of the members is a method of giving additional weight to the weakest members. This may prove beneficial in cases exhibiting premature convergence behavior, as it prevents the fittest members in early generations from monopolizing the breeding opportunities. In order to enact scaling a constant value was added to each member's fitness. In this scenario, even the worst member has a reasonable chance to breed. The constant value added was 25 percent of the total fitness of all members. Table 12 illustrates the results of scaling. No clear benefit of scaling was demonstrated. Scaling was not considered further.
Genetic Algorithm Parameters Summary
Studying all of these parameters and modifications resulted in the conclusion that, for this problem, a good set of genetic algorithm parameters includes a high mutation rate, mutation switching, and best member extrapolation. The paths of these solutions is illustrated in Fig. 8 (the paths shown are the best point from each generation). The set of parameters listed in Table 13 produced these paths, and was used for all other genetic algorithm runs in this project.
Problem 1, Comparison of Methods
For this problem, both the polytope and the genetic algorithm worked well. The Newton type method was not successful, largely due to the rough nature of the surface. The Newton type method was not used to solve other problems. The polytopes proved to be much quicker than the genetic algorithm, but not nearly as reliable. If a polytope starts at a good position, it will probably converge to the proper optimum. On the other hand, an engineer may not always know a good starting point for optimization algorithms. The other alternative is to start several polytopes from different positions. This approach would be more robust, but would probably be no cheaper than the genetic algorithm .
Problem 2
This problem is a modification of Problem 1. The reservoir fluid composition was altered to represent a lighter, more volatile fluid, and the optimization procedures were repeated. Specifically, the best combination of genetic algorithm parameters and the five polytope runs were repeated. The composition is described in Table 14 . The variables are first separator pressure and tubing diameter. There is no time dependence for these variables.
The surface of the objective function evaluated for this problem is illustrated in Fig. 9 . The surface is similar to the original surface. It is, however, much rougher in appearance than the surface of Problem 1. Additionally, the plateau in the region of the optimum is larger. The optimum, as determined by the polytope routine, now occurs at a tubing diameter of 2.98 inches, and a first separator pressure of 207.8 psia. This combination of parameters corresponds to a NPV of $7,114,896. Because the Newton technique had failed for Problem 1, it was not used on Problem 2.
Polytope Algorithm Solution
The polytope algorithm was applied to the same five starting points as in Problem 1. The polytope did not succeed for all starting points. Three of the starting points climbed to similar maxima, while two points became stuck in local maxima. Each of the polytope runs is described in Table 15 .
Genetic Algorithm Solution
The genetic algorithm was used with the parameters described in Table 13 . Each run converged to the same solution, which was better than any solution found by the polytope routine. Table 16 presents the genetic algorithm results for Problem 2.
Problem 2, Comparison of Methods
The genetic algorithms were again shown to be stable and efficient. While polytope solutions converged rapidly, they did not always converge to the correct solution. Again, the choice of genetic algorithm parameters seems to be very effective.
Problem 3
Problem 1 and Problem 2 had only two decision variables. However, many interesting petroleum engineering optimization problems deal with more than two decision variables. Problem 3 features the same reservoir as the first two problems, but has eight decision variables. In this case, the engineer is controlling tubing diameter and gas injection rate. There are four time periods, so the model must deal with a total of eight decision variables. All other features of the problem are enumerated in Table 17 . As in Problem 2, the Newton type technique was not used to solve this problem.
Polytope Algorithm Solution The polytope was run twice with no modification. The first run was from a completely random location. The second run was from a location exactly in the middle of the search space. The results are listed in Table 18 .
Notice that the two solutions vary considerably. By comparison to the genetic algorithm solution (presented next), these solutions are not nearly optimal. Part of the problem must be in selection of initial starting point. We may be able to relieve part of this problem by temporarily simplifying Problem 3. The problem was run without the time variability of the decision variables. The results of that two variable optimization were then used as the start of a four variable problem (two time periods). Finally, the results of the four variable optimization were used as the start of an eight variable problem (four time periods). The results of this optimization are shown in Table 19 .
Clearly this approach worked much better than simply starting the polytope with the full regimen of decision variables. However, this sort of strategy may not always be possible. If, for example, there are eight decision variables with no time dependence, there is no analogous strategy. Notice that the last step did not produce any improvement. This indicates that polytopes may be more appropriate for problems with a small number of decision variables.
Genetic Algorithm Solution
This problem was solved with the genetic algorithm one time. The solution is described in 
