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RESUMO
Para suprir a necessidade de poder computacional de aplicações cientı́ficas utilizam-se aglo-
merados de computadores. A comunicação das aplicações nesses aglomerados é feita usando
bibliotecas de troca de mensagens que utilizam normalmente os protocolos TCP/IP como meio
de transporte. Restringindo a rede do aglomerado de computadores a uma rede local é possı́vel
substituir os protocolos TCP/IP pelo protocolo LLC, com ganho de desempenho.
Este trabalho apresenta uma avaliação de desempenho de uma modificação da biblioteca
OPENMPI para trabalhar com o LLC, comparando-a com a implementação TCP/IP. Para a
avaliação de desempenho foram utilizados os aplicativos NETPIPE, MPPTEST, a Transfor-
mada Rápida de Fourier e a ordenação Radix.
Os resultados obtidos para o NETPIPE mostram que o LLC tem um desempenho de 16 a
21% superior ao TCP/IP; para o MPPTEST esse resultado varia na faixa de 3 a 12%, sendo que
os maiores ganhos ocorrem para mensagens pequenas. Os resultados da Transformada Rápida
de Fourier (FFT) mostram que o LLC é de 2.8 a 6.8% mais rápido que o TCP/IP variando
o número de processadores de 2 a 16. O resultado da ordenação Radix não aponta ganho




Clusters of PCs have been deployed to fulfill the computing demands of scientific appli-
cations. Applications are written so that communication is implemented with message passing
libraries, and in low cost installations these are based on the TCP/IP protocol suite. If the cluster
is physically constrained to the scope of an IEEE 802 local area network, the transport protocol
can be replaced by the Logical Link Control (LLC) protocol. Since LLC is far simpler than
TCP/IP performance gains can be archieved.
This work presents the performance evaluation of the OPENMPI library that has been adap-
ted to run on top of LLC, and a comparison of this version to the original TCP/IP based library.
In assessing the performance were employed the microbenchmarks NETPIPE and MPPTEST,
and two complete applications, Fast Fourier Transform and Radix sort.
The NETPIPE results have shown LLC’s performance to be 16 to 21% above TCP/IP’s.
For MPPTEST, the gains are from 3 to 12%, with short messages yielding the largest
gains. The results for Fast Fourier Transform have shown that LLC outperforms TCP/IP by
2.8 to 6.8%, as the number of processors varies from 2 to 16. The results for Radix sort are





A demanda por poder computacional em aplicações cientı́ficas tem sido crescentemente
suprida por aglomerados (clusters) de PCs, interligados por uma rede local. Bibliotecas de
troca de mensagens como MPI [1] e PVM [2] são usadas para a programação das aplicações
segundo o modelo de Troca de Mensagens em Multicomputadores [3].
As bibliotecas de comunicação são implementadas para executarem sobre os protocolos
TCP/IP [4]. O protocolo TCP [5] provê comunicação confiável entre computadores localizados
em quaisquer locais servidos por uma rede com protocolo similar ao IP. Por conta da incerteza
na localização dos computadores, o TCP incorpora uma série de mecanismos para garantir a en-
trega confiável das mensagens, bem como para manter a rede operando em condições razoáveis
de tráfego e sem congestionamento.
Se um aglomerado é instalado num único prédio ou numa sala, os computadores possivel-
mente estarão interligados por uma rede local, que na grande maioria dos casos é uma rede
Ethernet (ou IEEE 802.3*). O protocolo de enlace da Ethernet é o padrão IEEE 802.2 (Logical
Link Control - LLC), e este incorpora uma série de funcionalidades que são similares ou equi-
valentes a um sub-conjunto das funcionalidades do TCP. O escopo geográfico do LLC é, por
projeto, menor que o do TCP, e o meio no qual o LLC transmite seus dados (sub-camada MAC)
é implementado em hardware nos adaptadores de interface de rede. Em PCs de baixo custo,
a implementação do TCP (e do IP) é inteiramente em software. Por conta destas duas carac-
terı́sticas, é de se supor que um aglomerado de PCs construı́do sobre uma biblioteca que utilize
LLC como seu protocolo de transporte seja mais eficiente do que um aglomerado baseado na
mesma biblioteca mas com TCP como seu protocolo de transporte. Isso decorre das diferentes
implementações: os protocolos TCP/IP são implementados com funcionalidades para garantir
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entrega confiável através de redes diversificadas, enquanto que o LLC é restrito a uma rede lo-
cal e o controle da integridade dos dados é responsabilidade do adaptador de rede, que tem o
algoritmo de detecção de erros (CRC) implementado em hardware.
Independente da arquitetura empregada na construção de um aglomerado de computado-
res, e da técnica utilizada na aplicação, todas tem um ponto de convergência: a necessidade
de troca de mensagens entre as diferentes instâncias que estão executando a aplicação. Estas
instâncias podem ser computadores completos ou apenas processadores com memória compar-
tilhada, aonde todos tem que, em algum momento, se comunicar para trocar resultados e/ou
sincronizar o trabalho em algum ponto.
Tamanha é a necessidade de troca de informações que ela pode facilmente tornar-se o gar-
galo na computação do resultado. Têm-se procurado incessantemente reduzir a carga adicio-
nada à computação pelo número de troca de mensagens, ora procurando minimizar as trocas, ora
buscando reduzir o tempo agregado à passagem da mensagem de um ponto a outro do sistema.
Dessa maneira, os estudos voltaram-se para a tentativa de eliminar e/ou reduzir ao máximo
o tempo gasto na troca de mensagens. Alguns apontam para os protocolos intermediários como
sendo os grandes vilões na utilização do tempo necessário para a troca de mensagens [6–8],
enquanto outros apontam para o hardware, e partem em busca de melhorá-lo de maneira a
deixar o processador mais tempo livre para executar o processamento [9].
Porém em um ponto há convergência nas opiniões: reduzindo a sobrecarga imposta na troca
de mensagens e melhorando o sistema de comunicação haverá uma melhora significativa no
desempenho da aplicação.
Como melhorar o sistema de comunicação? Quais os fatores envolvidos na troca de mensa-
gens entre uma máquina e outra? As respostas a essas perguntas dependerão da abordagem a ser
utilizada: hardware, melhorando o hardware utilizado na comunicação dos nodos, ou software,
tornando-o mais eficiente.
Uma abordagem depende diretamente da outra e não é possı́vel simplesmente melhorar o
software sem levar em conta o hardware sob o qual o software executa. Da mesma maneira
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ocorre com hardware, aonde uma abordagem possı́vel de ser utilizada é especializar o hardware
para atuar em determinado tipo de aplicação [10] como, por exemplo, embutir na interface de
rede o processamento dos protocolos TCP/IP [11].
A abordagem utilizando o software tem se mostrado mais flexı́vel uma vez que procura tirar
proveito do hardware existente, não sendo necessariamente especı́fica a uma aplicação.
Para reduzir a sobrecarga imposta pelo software, é necessário verificar os protocolos que
transportam as mensagens. Aqueles que apontam para os protocolos como sendo os vilões
no consumo do tempo de processamento na troca de mensagens normalmente não o fazem
apontando para o protocolo como um todo, mas sim para a cópia de dados necessária no pro-
cessamento desses protocolos [11, 12].
O trabalho desenvolvido em [13] serviu de base para o presente estudo. As modificações
efetuadas no kernel do Linux, mais especificamente no protocolo LLC permitem que uma in-
terface de soquete que utilize o protocolo LLC seja criada no espaço de usuário. Antes desse
trabalho, somente protocolos de comunicação presentes no kernel do Linux, por exemplo X.25,
podiam utilizar-se do protocolo LLC como meio de transporte na rede local.
Para o presente estudo, foi necessário modificar a biblioteca paralela OPENMPI para que
esta tivesse suporte ao protocolo LLC. Um novo componente responsável pela comunicação de
dados, foi desenvolvido. O resultado desse desenvolvimento é um patch1 de 9464 linhas que
acrescenta o componente BTL LLC à lista de componentes da biblioteca OPENMPI.
Após o trabalho de desenvolvimento na biblioteca OPENMPI, foi efetuada a análise de de-
sempenho dos aplicativos NETPIPE, MPPTEST, FFT e Ordenação Radix variando-se apenas
o protocolo de comunicação subjacente (LLC e TCP/IP). Dessa avaliação obtemos resultados
que apontam ganhos de desempenho do protocolo LLC com relação ao TCP/IP da ordem de
3% para mensagens grandes e 15% para mensagens pequenas.




2.1 Troca de Mensagens
Os estudos efetuados por Jiuxing Liu et. al [14] mostram que, para se obter um maior
nı́vel de detalhe das caracterı́sticas de desempenho de interconexão de aglomerados de alta
velocidade é importante ir além de simples testes como os utilizados para medir a latência e
largura de banda, especificamente considerando certas caracterı́sticas como acesso à memória
remota e mecanismos de tradução de endereços na interface de rede.
A utilização do protocolo LLC pode ser entendida como um agente facilitador na comunica-
ção dentro de aglomerados, independentemente da arquitetura de rede utilizada. O objetivo dos
modelos existentes tem sido o de melhorar o desempenho especificamente reduzindo a latência,
a sobrecarga na comunicação, além de aumentar a largura de banda [14].
2.1.1 Caminho da mensagem entre duas aplicações
Na execução de diversas aplicações nota-se que a troca de mensagens entre os nodos do
aglomerado é um ponto muito importante e imprescindı́vel em aplicações que executam em
paralelo. Comparada à velocidade do processador, a troca de mensagens através da rede torna-
se um dos pontos de gargalo na execução das aplicações [3].
Se o processador do sistema for muito lento, esse gargalo pode ser transferido para o pro-
cessador. Como a velocidade de processamento cresce muito rapidamente, aproximadamente
a uma taxa de 35% a 55% ao ano [15], e embora a banda de rede cresça a uma taxa aproxi-
madamente igual, ainda há degraus na banda de rede mais acentuados que no desenvolvimento
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do hardware; e, no intervalo de transição de um degrau para o outro na tecnologia, a rede
torna-se novamente o gargalo na comunicação. Em sistemas com processadores rápidos, é
necessário melhorar o acesso/reduzir o tempo embutido na troca de mensagens de maneira a
utilizar efetivamente os processadores reduzindo o tempo de execução da aplicação. A partir
da observação do crescimento da velocidade dos processadores, conclui-se que é necessário
despender esforços no sentido de minimizar o tempo decorrido na troca de mensagens e o ca-
minho crı́tico da aplicação ao adaptador de rede. A seguir, descrevem-se as camadas por onde
passa uma mensagem e quais são algumas das melhorias possı́veis de serem executadas nessas
camadas.
Partindo da aplicação, a primeira interface por onde a mensagem passa é a interface de
soquete, aonde é feita a cópia dos dados do espaço de memória do usuário para o espaço de
memória do kernel quando enviando dados e, do espaço de memória do kernel para o espaço de
memória do usuário quando recebendo dados. Nesta cópia de dados de um espaço de memória
para o outro, ocorre uma troca de contexto (uma vez que é necessário mudar de um modo não
protegido, usuário, para um modo protegido, kernel), fato que é custoso em termos de tempo e
processamento porque perde-se todo o ganho obtido através das técnicas de localidade espacial e
localidade temporal utilizadas no preenchimento das memórias cache [15]. Um ponto agravante
nesse processo de troca de contexto é que o acesso aos dados localizados em dispositivos de
entrada/saı́da têm baixa localidade [16].
No momento em que acontece a troca de contexto o sistema operacional precisa guardar
os valores dos registradores, efetivar na memória e/ou disco as alterações efetuadas nas hierar-
quias de memória (caches e RAM) e, possivelmente, se o sistema estiver com uma carga alta,
movimentar a página de memória da aplicação da memória RAM para o disco rı́gido na área de
swap. Toda essa troca de contexto é gerenciada pelo sistema operacional e não haveria como
evitá-la sem reescrever partes do próprio sistema operacional.
A segunda camada onde a mensagem deve passar é a camada de processamento do proto-
colo. Nessa camada, que pode ser subdividida em diversas camadas menores, ocorre o proces-
samento dos diferentes protocolos. No caso especı́fico dos protocolos da famı́lia TCP/IP essa
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camada é subdividida em duas, uma para os protocolos TCP e/ou UDP, e outra para o proto-
colo IP. No processamento dos protocolos TCP/UDP ocorre a montagem do segmento TCP e
do datagrama UDP respectivamente, além de ser efetuado o cálculo da paridade do cabeçalho
dos segmentos/datagramas. Esse cálculo da paridade incorre em mais uma troca de contexto.
Independentemente dos protocolos TCP/UDP ocorre também a montagem dos pacotes IP e, se
necessária a fragmentação dos dados provindos da camada superior (TCP/UDP) e, o cálculo da
paridade do pacote IP.
Depois de percorrida a camada de processamento dos protocolos TCP/IP, a mensagem é
enviada diretamente ao controlador do dispositivo (device driver) para ser enviada à interface
de rede e ao meio fı́sico.
Usando o protocolo LLC, ao invés de montar um pacote como no caso do TCP/IP, monta-
se o quadro do protocolo LLC. Após montado o quadro LLC a mensagem é enviada para o
controlador do dispositivo, que irá enviá-la para a interface de rede a qual é responsável por,
em hardware, montar o quadro Ethernet [17], e calcular o CRC do quadro antes de enviá-lo. O
cálculo do CRC é feito diretamente no hardware do adaptador de rede. Por fim a mensagem
que chegou ao adaptador deve ser enviada ao meio fı́sico, e no caso da Ethernet ao cabo par
trançado que a conduz até a outra estação (ligação ponto a ponto) ou ao hub/switch que rotea-la
até a estação destino. A tabela 2.1 ilustra as camadas onde ocorrem os aumentos de carga do
sistema [18].
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Camada Sobrecarga Descrição Dispositivo
Soquete Muk(m) cópia de dados do espaço do usuário CPU
para o espaço do kernel
Mku(m) cópia de dados do espaço do kernel CPU
para o espaço do usuário
Protocolo CS(m) cálculo do checksum CPU
TCPin/TCPout processamento especı́fico ao protocolo TCP CPU
IPin/IPout processamento especı́fico ao protocolo IP CPU
Interface Mka(m) cópia de dados do espaço de kernel para CPU
de Rede o espaço de E/S (adaptador)
Mak(m) cópia de dados do espaço de E/S (adaptador) DMA
para o espaço de kernel
ETHout processamento do enlace CPU
Is interrupção de transmissão completa CPU
Ir interrupção de recebimento e CPU
processamento do enlace
Adaptador Tx(m) tempo de transmissão do pacote Adaptador
de Rede Rx(m) tempo de recepção do pacote Adaptador
Tabela 2.1: Carga na troca de mensagens dentro do Linux
Na camada fı́sica ainda devem ser considerados alguns pontos que interferem no tempo de
transmissão da mensagem entre uma estação e outra [19].
Tempo no Fio o tempo de transmissão do quadro no meio fı́sico.
Latência do Controlador o tempo gasto pode ser atribuı́do a dois fatores:
1. O tempo que o emissor demora para iniciar a transferência de dados na rede uma
vez que a estação disponibilizou os dados para o controlador, e
2. O intervalo de tempo entre a chegada dos dados no receptor e o tempo que ele leva
para disponibilizar esses dados para a estação/destino.
Tempo de Controle/Transferência de Dados Os dados são movidos ao menos uma vez entre
o barramento de rede e o barramento de memória.
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Embora esse tempo possa ser reduzido por controladores que utilizem DMA, existe uma
carga extra no controle da CPU porque devem ser alocados descritores de memória espe-
ciais para a transferência de dados. Utilizando essa técnica o tempo de transferência de
dados é absorvido pelo tempo de Latência do Controlador.
Vetoração de Interrupções No receptor o software deve organizar as interrupções de chegada
de pacote para o tratador de interrupções do device driver, permitindo que elas sejam
tratadas em seqüencia, ou respeitando o nı́vel de prioridade da interrupção.
Serviço de Interrupção Quando ocorre uma interrupção, o sistema operacional deve execu-
tar algumas ações importantes antes de atendê-la: salvar o conteúdo dos registradores,
apontadores, efetivar as modificações efetuadas na hierarquia de memória cache e tabela
de páginas de maneira a permitir que o estado atual da aplicação possa ser restaurado ao
retornar do tratamento da interrupção. Nesse momento ocorre outra troca de contexto,
tornando ainda mais custosa a operação de troca de mensagens.
O tempo que leva para a mensagem ir de uma estação a outra pode ser chamado de latência.
É, dentre outros, esse tempo que se deseja reduzir. Quanto menor a latência na troca de men-
sagens, maior a possibilidade de aumentar a largura de banda, e aumentar a quantidade de
informações trocadas em determinado perı́odo de tempo entre dois pontos.
O objetivo final é reduzir o tempo gasto na troca de mensagens entre as estações. Anali-
sando o caminho percorrido pela mensagem durante a sua recepção, observa-se que a cama-
da/protocolo LLC é a primeira camada atingı́vel via software que fornece os serviços mı́nimos
necessários para a comunicação na rede local. As demais camadas, IP, TCP/UDP, acrescentam
funcionalidades imprescindı́veis quando é necessária a comunicação inter-redes, porém para
uma rede local, o protocolo LLC pode ser utilizado como alternativa menos custosa/mais efici-
ente que os demais protocolos.
A figura 2.1 ilustra o caminho que a mensagem percorre quando é transmitida de um ponto
a outro da rede.
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Figura 2.1: Caminho de uma mensagem através do Kernel
O tempo que a mensagem leva para percorrer o meio fı́sico só pode ser reduzido com me-
lhorias no hardware do adaptador, e mesmo assim até certo limite.
Para avaliar o desempenho dos modelos existentes e simular variações nas propostas de
modelos possı́veis encontrou-se um modelo de avaliação. O modelo de avaliação LogP [14]
avalia os seguintes parâmetros da rede/do modelo:
L o limite máximo para a LATÊNCIA ou atraso na transmissão de uma ou mais palavras da
mensagem da origem até o destino.
o a sobrecarga ou OVERHEAD que define a quantidade de tempo que o processador trabalha na
transmissão ou recepção de uma mensagem. Tempo no qual o processador não faz nada
além de tratar a mensagem.
g o intervalo ou GAP; definido como sendo o menor intervalo de tempo entre a transmissão/re-
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cepção de duas mensagens consecutivas. A recı́proca do gap é a largura de banda dis-
ponı́vel ao processador.
P o número de processadores/módulos de memória do sistema.
Dos parâmetros utilizados pelo modelo LogP , o parâmetro a ser utilizado/mensurado nesse
trabalho é a sobrecarga (o). Pretende-se reduzir a sobrecarga imposta pelo sistema de camadas
e protocolos à transmissão de mensagens entre as estações da rede local através da eliminação
do tratamento das mensagens pelos protocolos TCP/IP.
Um dos desafios a serem resolvidos para que a troca de mensagens seja mais eficiente é: re-
duzir a sobrecarga imposta pelos protocolos para a transmissão de dados, uma vez que a grande
parte dos dados trafegados na rede são de controle dos protocolos das camadas intermediárias,
criando carga adicional para a transmissão de dados.
2.2 Transporte de Dados
Quando uma aplicação necessita comunicar-se com outra aplicação remota, que reside em
uma outra máquina de uma rede local, a primeira deve enviar uma mensagem para a segunda.
Essa mensagem terá que percorrer algumas camadas intermediárias para que consiga sair do
computador no qual está executando, trafegar na rede e chegar na outra máquina onde a segunda
aplicação está executando. Nesse texto é empregado o modelo estratificado (de 5 camadas),







Figura 2.2: Modelo Estratificado ou Modelo TCP/IP
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2.3 A Camada de Aplicação
A camada de aplicação é onde as aplicações estabelecem a comunicação, sem se preocupar
com a implementação das funcionalidades fornecidas pelas camadas inferiores.
Essa camada permite isolar a aplicação dos padrões fı́sicos, mecânicos e referentes ao trans-
porte de dados, permitindo assim que uma aplicação possa ser transportada de uma rede para a
outra rede com diferentes protocolos e meios fı́sicos sem perder suas funcionalidades.
Nessa camada encontramos várias áreas, dentre elas: a área de segurança, tratada por uma
gama de protocolos que podem ser utilizados para garantir a privacidade do usuário; a área de
manipulação de nomes, representada pelo DNS (Domain Name Service) [20, 21], e a área de
apoio ao gerenciamento de redes, representada pelo protocolo SNMP (Simple Network Mana-
gement Protocol) [22].
A comunicação da aplicação com as camadas inferiores é feita através de um mecanismo
chamado de soquetes, descritos a seguir.
2.3.1 Soquetes
Os soquetes são canais de comunicação entre processos e também os meios primários de
comunicação com outras máquinas [23]. É através de soquetes que a aplicação transmite os
dados que quer enviar através da rede.
No Linux é possı́vel utilizar os soquetes de diferentes maneiras, porém a padronização defi-
nida pela interface de programação (API) definida pela Berkeley Software Distribution (BSD) é
aceita como sendo a melhor maneira de se utilizar os soquetes. A forma como são definidas as
funções dessa padronização facilita a interoperabilidade da aplicação com o sistema. A seguir
são descritos alguns dos aspectos principais dos soquetes no contexto do sistema operacional.
A estrutura de comunicação do kernel consiste de três partes: a camada de soquete, a camada
do protocolo, e a camada de dispositivo. A camada de soquete fornece uma interface entre as
12
chamadas dos sistema e as camadas inferiores com a aplicação, a camada de protocolo contém
os módulos de protocolo utilizados para efetuar a comunicação (por ex. TCP e IP), e a camada
de dispositivo contém os device drivers que controlam os dispositivos de rede [23].
Os processos se comunicam utilizando a arquitetura cliente-servidor: um processo servidor
escuta em um soquete, e o processo cliente que se comunica com o servidor envia no soquete.
O kernel do sistema mantém internamente as conexões e rotas do cliente para o servidor.
Soquetes que compartilham propriedades de comunicação, como por exemplo convenções
de nomes e formatos de protocolos de endereço, são agrupados em domı́nios, como por exemplo
o domı́nio INET que agrupa os soquetes de protocolos Internet. Cada soquete tem um tipo
distinto, usa um circuito virtual (stream socket) ou um datagrama.
Um circuito virtual permite a entrega seqüencial e confiável dos dados. Um circuito virtual
cria a ilusão de que existe um meio fı́sico dedicado para a comunicação entre as duas aplicações.
Os datagramas não garantem seqüencia, entrega ou mesmo entrega única dos pacotes,
porém são menos onerosos que os circuitos virtuais porque não precisam executar operações
complexas de inı́cio e fim de conexão.
O sistema operacional contém um protocolo padrão para cada tipo de combinação
<domı́nio,soquete> permitida. Por exemplo, o protocolo Transport Connect Protocol (TCP)
fornece um serviço com circuito virtual e o protocolo User Datagram Protocol (UDP) fornece
um serviço de datagrama, ambos no domı́nio Internet.
A interface de soquete se utiliza de diversas chamadas ao sistema e dentre elas se destacam:
socket Utilizada para criar o descritor do soquete.
connect Utilizada para estabelecer a conexão entre o soquete cliente e o soquete servidor.
bind Responsável por associar um nome a um descritor de soquete.
listen Utilizada para estabelecer o tamanho da fila de requisições de conexão ao servidor
quando o servidor aceita conexões do tipo circuito virtual.
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accept Utilizada para receber as requisições de conexão ao processo do servidor e cria um novo
descritor de soquete para estabelecer a conexão.
send Envia dados através do soquete.
recv Responsável por receber os dados provenientes do soquete.
Informações mais detalhadas a respeito dos soquetes podem ser encontradas em [23, 24].
2.4 Protocolo TCP
A camada de transporte é responsável por organizar toda a hierarquia de protocolos, tendo
como função prover a transferência de dados entre a origem e o destino, independente do meio
fı́sico utilizado.
Na camada de transporte são oferecidos dois tipos de serviço à aplicação: não orientado à
conexão e orientado à conexão.
Um serviço orientado à conexão fornece um “caminho virtual” de uma máquina a outra
no qual as mensagens trafegam dados. A troca de mensagens envolve um procedimento de
abertura de conexão, transmissão de dados e fechamento de conexão. Usualmente um serviço
orientado à conexão é mais confiável que um serviço não-orientado à conexão pelo fato de ter
mecanismos de controle de entrega e sequënciamento de pacotes.
Em um serviço não-orientado à conexão não existe um circuito pré-definido para as men-
sagens. A mensagem é simplesmente enviada na rede e não existe garantia de entrega de men-
sagens, dessa maneira este serviço tem custo menor que o orientado à conexão que garante a
entrega das mensagens.
Outra caracterı́stica inerente à camada de transporte e conseqüentemente aos protocolos de
transporte é a multiplexação de serviços, que cria circuitos virtuais de modo que várias conexões
de transporte utilizem uma única conexão de rede permitindo um melhor balanceamento de
custo/utilização dos circuitos.
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A seguir é discutido o protocolo TCP que é um exemplo de protocolo orientado à conexão
amplamente utilizado.
O TCP garante a confiabilidade e a entrega ordenada dos fluxos de dados. O TCP é um
protocolo duplex que emprega um mecanismo de controle de fluxo de dados que permite ao
receptor limitar a quantidade de dados que o emissor pode transmitir. Outra funcionalidade
importante é que pacotes corrompidos ou perdidos são retransmitidos transparentemente.
O TCP suporta o mecanismo de endereçamento utilizando portas lógicas. Para identifi-
car unicamente uma aplicação, o protocolo TCP utiliza o par <porta,estação> (onde estação
se refere ao endereço IP) como chave de multiplexação. Dessa maneira, os processos são
endereçados/identificados localmente à cada estação. Como o tamanho dos campos Source
Port e Destination Port é de 16 bits, o número de portas fica limitado a um total de 65536.
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sequence number
acknowledgement number




Figura 2.3: Pacote TCP
Além dessas caracterı́sticas, o TCP implementa um mecanismo eficiente de controle de
congestionamento, que limita a velocidade de transmissão do TCP com o objetivo de não so-
brecarregar a rede no caso de possivel congestionamento.
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2.5 Protocolo IP
A camada de rede provê os recursos para a transferência de pacotes de uma origem para um
destino. Para percorrer esse caminho, que pode ter tamanhos máximos de pacotes (MTU1) de
diferentes tamanhos, passando por roteadores intermediários ou não, a camada de rede utiliza
e extende os serviços da camada de enlace. Enquanto a camada de enlace se limita a uma
única rede local, a camada de rede provê o transporte ponta a ponta, passando por diferentes
redes [25].
O protocolo de rede trata os recursos da camada de rede, criando a abstração necessária
para a utilização desta pela camada de transporte. Esse protocolo deve possuir caracterı́sticas
tais como:
• mapeamento entre endereços de rede e endereços de enlace,
• endereçamento e roteamento de pacotes,
• transmissão dos dados do serviço de rede.
O protocolo de rede mais comummente empregado é o Internet Protocol (IP), que é descrito
a seguir.
O elemento de interligação das diferentes redes que compõe a Internet é o protocolo IP,
através do qual todos os dados são transmitidos [26]. O protocolo IP foi projetado tendo em
vista a interligação de redes e tem como principal tarefa o fornecimento da melhor forma de
transporte de datagramas da origem para o destino, independente de onde essas máquinas esti-
verem; seja na mesma rede ou em redes distintas [27].
Como a arquitetura da Internet foi projetada para interligar redes das mais diferentes tecno-
logias, inevitavelmente deve lidar com diferentes tamanhos de quadros no nı́vel fı́sico. Como
exemplo observa-se que, enquanto na Ethernet os quadros podem transportar 1500 octetos de
dados, existem outros meios como a rede FDDI (fibra ótica), nos quais os quadros transportam
1Maximum Transfer Unit
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4470 octetos de dados. Essa diferença no tamanho dos quadros, faz com que seja necessária
a fragmentação de quadros [28] para que os pacotes IP sejam transportados em quadros com
MTUs diferentes, em redes distintas.
Devido às diferentes implementações de meios fı́sicos existentes, a fragmentação se faz
necessária quando o pacote está passando de uma rede com um tamanho de quadro maior para
uma rede que tenha um tamanho de quadro menor. O protocolo IP tem um campo no seu
cabeçalho, DF (don’t fragment) e MF (more fragments) que indica se um pacote não pode
ser fragmentado e se existem mais fragmentos daquele pacote. Caso o pacote não possa ser
fragmentado, e sua rota passe por uma rede onde o tamanho do quadro é menor que o atual, ele
deve ser roteado de maneira a contornar a rede, ou então ser descartado.
Para atender organizações de tamanhos diferentes, é necessário que o protocolo IP seja capaz
de endereçar as redes e máquinas de diferentes maneiras. Tendo em vista essa necessidade, os
endereços IP foram divididos em classes que abrigam diferentes tamanhos de redes.
A figura 2.4 mostra os campos de um datagrama IP.
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identification flags fragment offset
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source ip address
destination ip address
options (if any) padding
data
. . .
Figura 2.4: Datagrama IP
Mais detalhes a respeito do protocolo IP podem ser encontrados em livros didáticos tais
como [27, 29]. Os detalhes da fragmentação são importantes aqui uma vez que essa funciona-
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lidade está presente tanto no IP quando no LLC e a fragmentação tem uma influencia direta
na transmissão de mensagens. A fragmentação é a utilizada na explicação do comportamento
observado nos resultados do teste MPPTEST que será visto no capı́tulo 5.
2.6 A Camada de Enlace
A camada de enlace pode ser dividida em duas sub-camadas, controle lógico de enlace
(LLC) e acesso ao meio (MAC) [17]. Essa divisão é ilustrada na figura 2.5, sendo o “meio
fı́sico” representado pelo padrão Ethernet IEEE 802.3 [30].
A sub-camada LLC é responsável pela parte de gerenciamento do enlace de dados, sendo a
sub-camada MAC responsável pelo acesso ao nı́vel fı́sico.
Camada de Enlace
IEEE 802.2 Camada de Controle do Enlace Lógico (LLC)
Camada de Controle de Acesso ao Meio (MAC)
IEEE 802.3 CSMA/CD
Figura 2.5: Subdivisões da Camada de Enlace
A camada de enlace fornece serviços à camada de rede entre duas máquinas ligadas por
um enlace fı́sico. Para oferecer serviços à camada de rede, a camada de enlace deve usar os
serviços fornecidos pela camada fı́sica. A camada fı́sica aceita um fluxo contı́nuo de bits e tenta
entregá-lo no destino, sem contudo garantir a entrega e/ou corretude desses bits. A camada
de enlace é responsável por detectar e, se necessário, corrigir os erros que porventura tenham
ocorrido na camada fı́sica. A estratégia adotada pela camada de enlace para verificar a corretude
da transmissão dos dados é dividir o fluxo de bits em quadros e verificar se os dados contidos
nesse quadro estão corretos usando um dı́gito de verificação de corretude (também chamado de
checksum ou Cyclic Redundancy Check2) [31].
Quando um quadro chega no destino, o checksum dos dados presentes no quadro é calculado
e comparado com o checksum contido no quadro. Caso o checksum calculado no destino seja
2CRC
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diferente do checksum enviado pela origem, ocorreu um erro na transmissão. Dependendo do
tipo do erro, a camada de enlace pede a retransmissão do quadro.
2.6.1 A Sub-Camada LLC
A sub-camada LLC encontra-se na parte superior da camada de enlace de dados e executa
as seguintes funções:
• Gerenciamento do enlace de dados
• Endereçamento do enlace
• Definição dos pontos de acesso ao serviço (Service Access Points (SAPs))
• Seqüenciamento dos quadros
• Enquadramento
• Detecção de Erros
• Controle de Fluxo
A sub-camada LLC esconde os detalhes do meio fı́sico, que são do escopo da sub-camada
MAC, para as camadas superiores tratarem com qualquer tipo de camada MAC (por exemplo,
padrão Ethernet - IEEE 802.3 CSMA/CD ou padrão Token Ring IEEE 802.5). É possı́vel ob-







IEEE 802.2 Camada de Controle de Enlace Lógico (LLC)
Camada de Controle de Acesso ao Meio (MAC)
IEEE 802.3 CSMA/CD
Fı́sica 802.3 - 10Base5 802.3a - 10Base2 802.3i - 10BaseT
Tabela 2.2: Localização da Camada LLC
2.6.2 O protocolo LLC
O protocolo de nı́vel mais baixo que pode ser atingido a partir do espaço de usuário em
uma máquina com sistema operacional Linux é o protocolo de controle da camada de enlace ou
simplesmente LLC3.
O protocolo LLC suporta três tipo de serviços para o envio de dados:
LLC tipo 1 não-orientado à conexão e sem aviso de recebimento ou aceitação4,
LLC tipo 2 orientado à conexão e com aviso de recebimento,
LLC tipo 3 não-orientado à conexão e com aviso de recebimento.
Os tipos 2 e 3 de LLC são confiáveis e garantem que a mensagem chegue ao destino. Esses
dois tipos de transmissão utilizam a técnica de janelas deslizantes [27] para garantir que o pacote
chegue ao destino. Um fator limitante do LLC é que, por estar perto do hardware, o LLC tipo
2 consegue gerenciar apenas uma única conexão ao mesmo tempo dependendo do hardware
utilizado.
Além disso, os serviços fornecidos pelo protocolo LLC são divididos em quatro classes que
suportam esses três tipos de operação.




Tipos I II III IV
de Operação
1 x x x x
2 x x
Suportados 3 x x
Tabela 2.3: Divisão de Classes e Tipos do Protocolo LLC
O padrão IEEE 802.2 [17] identifica quatro classes distintas de operação do protocolo LLC.
A classe I fornece um serviço não orientado à conexão. A classe II fornece os serviços orientado
e não-orientado à conexão. A classe III fornece os serviços orientado à conexão com aviso
de recebimento e não-orientado à conexão. A classe IV fornece os serviços não-orientado à
conexão com aviso de recebimento, orientado à conexão e não-orientado à conexão.
Todas as classes de operação devem suportar pelo menos o tipo 1. Além disso, o suporte ao
tipo 1 em um protocolo LLC de classe II, III ou IV deve ser totalmente independente dos modos
ou da mudança dos modos de operação. Uma classe II, III ou IV deve ser capaz de alternar entre
os tipos de operação 1,2 e 3 tratando, se necessário, individualmente pacote a pacote.
Formato do Pacote LLC
Diferentemente do protocolo TCP, o protocolo LLC não identifica seus processos pelo uso
de portas lógicas, ao invés disso, são identificados através das portas de acesso a serviço (Service
Access Point – SAP). Uma porta de acesso ao serviço é um endereço de 8 bits que pode indicar
um único processo ou um grupo de processos.
A unidade de dados do protocolo (Protocol Data Unit – PDU) LLC consiste de quatro
campos, é mostrada na tabela 2.4.
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DSAP SSAP Controle Informação
8 bits 8 bits 8 ou 16 bits M*8 bits
Tabela 2.4: Formato do PDU do protocolo LLC
DSAP O primeiro campo, DSAP contém um endereço simples no formato SAP. Esse campo
identifica o destino ou grupo de destino da unidade de dados do protocolo. Para que
um PDU tenha mais de um destino, o campo DSAP deve especificar um grupo SAP que
indica todos os membros do grupo. Para identificar se um endereço DSAP especificado
nesse campo é um endereço individual ou o endereço de um grupo, é necessário verificar
o bit menos significativo do campo DSAP. Caso esse bit seja 1 no endereço, tem-se um
endereço de grupo SAP, caso contrário um endereço individual.
SSAP O segundo campo, SSAP também é um endereço de 8 bits no formato SAP. Esse
endereço identifica a porta de serviço de origem da PDU. O bit menos significativo desse
campo pode ser utilizado para enviar PDU’s de comandos e respostas para o receptor. Es-
ses comandos e respostas podem ser utilizados para negociar estado, desconexão e teste
de conexões entre outras coisas.
Controle Esse campo consiste de um ou dois octetos usados para designar comandos e funções
de resposta. O campo de controle contém os números de seqüência do quadro quando o
protocolo LLC emprega aviso de recebimento5.
Informação O último campo da PDU LLC é o campo de informação. Esse campo contém
um número variável de octetos (inclusive zero) utilizados para transportar os dados das
camadas superiores.
Uma porta de acesso a serviço é equivalente a uma porta para o protocolo da camada de
transporte. Se a rede usa múltiplos protocolos, cada protocolo da camada de rede terá a sua
própria SAP. Esse é o método utilizado pelo LLC para identificar qual protocolo está conver-
5Acknowledgements
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sando com qual outro. Por exemplo, TCP/IP, NetBIOS e IPX tem cada um a sua porta de acesso
(tabela 2.2).
As portas de acesso de serviço garantem que o protocolo da camada de rede na origem
converse com o mesmo protocolo na camada de rede no destino.A seguir veremos os tipos de
operação da camada LLC e uma breve descrição de cada um deles.
Tipos de operação da camada LLC
A camada LLC define dois tipos básicos de operação para comunicação de dados com
relação à conexão:
• Não orientado à conexão – tipos 1 e 3
• Orientado à conexão – tipo 2
Não Orientado à Conexão O serviço não orientado à conexão fornecido pelo protocolo
LLC é similar ao serviço fornecido pelo protocolo UDP, não havendo garantias de entrega dos
pacotes. Os pacotes simplesmente são enviados sem que haja nenhuma verificação e/ou aviso
de recebimento no destino ou de parte do destinatário.
Orientado à Conexão O serviço orientado à conexão é similar a um circuito virtual,
com seu ciclo de vida composto por três fases distintas, estabelecimento da conexão, transporte
de dados, encerramento da conexão. Os dados são transmitidos com garantias de entrega e
corretude.
A camada LLC provê quatro serviços quando opera em modo orientado à conexão:
1. Estabelecimento da Conexão
2. Confirmação e Aceitação do dado que foi recebido.
3. Recuperação de erros através de requisição de re-envio de dados recebidos com erro.
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A utilização da técnica de janelas deslizantes no protocolo LLC permite um aumento da taxa
de transferência de dados. Quando operando no modo orientado à conexão, todos os quadros
LLC (PDU’s) devem receber um aviso de recebimento (ACK), podendo este ser um aviso de
aceitação múltipla uma vez que o protocolo LLC implementado utiliza-se da técnica de janelas
deslizantes.
A camada LLC da estação receptora mantém um controle dos quadros que está recebendo,
se um quadro for perdido durante a transmissão, ela requisita à estação emissora que reinicie a
retransmissão a partir do quadro perdido, descartando todos os quadros subseqüentes anterior-
mente recebidos.
O número de quadros com recebimento não confirmado é determinado pelo tempo que eles
levam para chegar ao destino, adicionando-se o tempo que o destino leva para enviar o quadro
de recebimento. O tempo de ida e volta do quadro é dependente tanto da taxa de transmissão
quanto da distância que o quadro deve percorrer, e é atribuı́do automaticamente pelo protocolo.
2.6.3 A Sub-Camada MAC
Ethernet
A Ethernet [30] foi definida como um padrão para redes locais que utiliza o protocolo de
acesso ao meio Carrier Sense Multiple Access/Colision Detect (CSMA/CD), protocolo este que
permite múltiplos acessos de estações ao meio fı́sico compartilhado e detecção de colisão entre
tentativas de acesso. Essas caracterı́sticas influenciam na definição do quadro Ethernet, fazendo
com que determinados campos sejam fundamentais. O quadro Ethernet padrão é mostrado na
figura 2.6.
8 octetos 6 octetos 6 octetos 2 octetos 46–1500 octetos 4 octetos
Preâmbulo End. Destino End. Origem Tipo Dados CRC
Figura 2.6: Padrão de Quadro Ethernet
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O preâmbulo consiste de 64 bits que auxiliam na sincronização dos nodos. Os endereços de
origem e destino tem 48 bits que é o tamanho do endereço utilizado pelas interfaces de rede.
O MAC Address é um endereço único para cada interface, atribuı́do pelo fabricante da placa de
rede e tem o tamanho de 48 bits [27].
Os endereços de origem e destino no meio fı́sico são únicos. Isso se deve ao fato de existir
um órgão regulador, o IEEE, que controla a distribuição e venda de faixas de endereços. Para
atribuir um endereço Ethernet a uma placa de rede, os fabricantes compram blocos de endereços
e atribuem-nos seqüencialmente aos seus produtos. Dessa maneira, não deveria haver duas
interfaces Ethernet com o mesmo endereço fı́sico6.
O campo tipo do quadro contém um inteiro de 16 bits que identifica o tipo de dados que
estão sendo transportados no quadro. Por exemplo, o tipo 0x0800 indica que um datagrama IP
está sendo transportado pelo quadro Ethernet. Quando o quadro chega a uma estação, o sistema
operacional utiliza o campo tipo para identificar qual protocolo deve processá-lo. Esse campo
identifica o quadro Ethernet e o conteúdo por ele transportado. Por fim, o campo CRC de 32
bits é usado na verificação de integridade do quadro recebido.
2.6.4 Comparação dos protocolos LLC e TCP/IP
A seguir é estabelecida uma correlação entre as caracterı́sticas do TCP/IP e do LLC/MAC,
de maneira a esclarecer como é possı́vel, dentro dos limites de uma rede local, substituir os
protocolos TCP/IP pelo protocolo LLC/MAC. A tabela 2.7 mostra uma comparação entre o
modelo estratificado dos protocolos empregados na Internet e a implementação de ambos os
protocolos (LLC e TCP/IP) no kernel do Linux.
6Embora saiba-se de casos onde o mesmo endereço MAC foi atribuı́do a duas placas diferentes.
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Modelo TCP/IP Implementação no
Estratificado Kernel do Linux
Camada Protocolo TCP/IP LLC
Aplicação Aplicação
Transporte TCP Soquete TCP
Rede IP Soquete IP
Enlace LLC Soquete LLC
Device Driver
MAC
Fı́sica Dispositivo de Rede
Figura 2.7: Comparação Entre o Modelo Estratificado e a Implementação no Kernel
No tocante ao endereçamento de serviços através da interface de soquetes, o TCP/IP em-
prega pares <endIP, porta> para endereçar as duas pontas de um enlace lógico, enquanto que
LLC/MAC emprega pares <endMAC, SAP>. Para cada endereço IP de uma estação, utiliza-se
o endereço MAC da interface de rede associada àquela estação. Para cada porta de serviço TCP,
é utilizada uma porta de acesso a serviço do protocolo LLC, mantidas as devidas restrições
apontadas na tabela 2.5).
Funcionalidades TCP/IP LLC
Endereçamento de pacotes inter-redes rede local
Garantia de integridade checksum dos CRC do quadro
cabeçalhos TCP/IP Ethernet
Largura das janelas deslizantes 232 28
Número de portas 65536 128
Tamanho máx. do pacote de dados 65.535 bytes depende do MTU
Tabela 2.5: Comparação Funcionalidades TCP/IP e LLC
26
Embora o protocolo TCP/IP possa ser usado em praticamente qualquer tipo de rede, este es-
tudo limita-se à rede local, uma vez que a estrutura predominante nos clusters de computadores
é a rede local. A garantia de transferência ı́ntegra dos dados de ambos os protocolos de uma
estação à outra decorre do cálculo do CRC do quadro Ethernet. Assim, o cálculo do checksum
dos cabeçalhos TCP/IP é redundante (em se tratando de redes locais) porque a taxa de erros em
redes Ethernet é extremamente baixa.
Para aumentar a vazão obtida na transmissão de dados, ambos os protocolos implementam
a técnica de janelas deslizantes, embora os tamanhos de janela sejam muito diferentes.
Enquanto que no TCP/IP uma porta se refere a uma porta lógica, no LLC essa definição
é utilizada para porta de acesso a serviço. Independente da nomenclatura utilizada, ambas as
portas são utilizadas para multiplexação de serviços nas camadas superiores.
No TCP/IP é possı́vel enviar um pacote de tamanho maior que o MTU da rede, porque a
fragmentação dos pacotes é feita transparentemente pelo protocolo IP. Usando o LLC, o tama-
nho máximo de um pacote depende do MTU da rede utilizada, descontados os tamanhos do
cabeçalho do protocolo fı́sico e do LLC. Na implementação do LLC no kernel do Linux, o
próprio protocolo LLC implementa a fragmentação e controle de envio dos dados.
2.7 Implementação do Protocolo LLC no Kernel do Linux
O protocolo LLC está implementado no kernel do Linux desde 2001. Naquela versão não
existia a possibilidade de criar um soquete do protocolo LLC em espaço de usuário. Por isso, o
protocolo LLC era utilizado somente por outros protocolos presentes no kernel do Linux, como
por exemplo o protocolo X25.
No perı́odo de 2002 a 2003, Arnaldo Carvalho de Melo ficou responsável pelo desenvolvi-
mento do código do protocolo LLC no kernel do Linux quando escreveu o código necessário
para utilizar o protocolo LLC nı́vel 2 a partir de um socket em espaço de usuário, juntamente
com outras propostas de mudanças na estrutura de rede [13].
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Embora essas propostas de mudanças não tenham sido integradas totalmente na
árvore principal do kernel, seu código está disponı́vel na árvore de código de Arnaldo
C de Melo, em http://www.kernel.org/git/?p=linux/kernel/git/acme/
net-2.6.17.git;a=summary.
Neste trabalho utilizou-se a versão daquela árvore para o kernel 2.6.14-rc2. O protocolo
LLC implementado no kernel é o protocolo LLC tipo 2, cujas funcionalidades se assemelham
àquelas dos protocolos TCP/IP. Por conta da sua definição, o protocolo LLC tipo 2 é imple-
mentado no kernel através de um stream socket, que transmite dados através de um circuito
virtual.
A implementação do LLC contém algumas funcionalidades adicionais, tal como a frag-
mentação de dados. Por outro lado, devido à definição no protocolo da ordem dos bits do
campo de controle do PDU, mostrada na figura 2.8, mais especificamente devido ao bit P/F, na
implementação atual do protocolo somente as portas de acesso a serviço (SAP) com número par
podem ser utilizadas. Na figura 2.8 N(S) representa o número da sequência de envio e N(R) o
número da sequência de recebimento.
1 2 3 4 5 6 7 8 9 10–16
0 N(S) P/F N(R)
Figura 2.8: Information transfer command/response (I-format PDU)
Durante a fase de testes dos aplicativos que empregam a biblioteca OPENMPI, foi desco-
berta uma falha na implementação do protocolo. Essa falha não permitia que fossem abertas
mais de 16 conexões com a mesma máquina. O código com a correção desta falha foi agregado
ao código do kernel em http://www.kernel.org/git/?p=linux/kernel/git/
acme/net-2.6.17.git;a=summary.
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2.7.1 Acesso às estruturas do soquete LLC no Kernel do Linux
Como a estrutura do soquete LLC presente no kernel modificado não é acessı́vel diretamente
através da biblioteca padrão do sistema (glibc), é necessário utilizar arquivos de cabeçalho
especı́ficos, que incluem as informações necessárias ao uso do protocolo LLC.
Em conseqüência do fato de o protocolo LLC não ser suportado na glibc, algumas funções
de auxı́lio ao soquete tiveram que ser desenvolvidas à parte.
As seguintes funções foram desenvolvidas por Arnaldo Carvalho de Melo para servir de
suporte à utilização do protocolo LLC.
• int mygetaddrinfo(const char *node, const char *service, const struct addrinfo *hints,
struct addrinfo **res)
Implementa uma interface para chamada da função llcgetaddrinfo somente quando o pro-
tocolo LLC estiver sendo utilizado.
• int llcgetaddrinfo(const char *node, const char *service, const struct addrinfo *hints,
struct addrinfo **res)
Retorna o endereço MAC do destino com base nas informações fornecidas.
• int mygetnameinfo(const struct sockaddr *sa, socklen t salen, char *host, size t hostlen,
char *serv, size t servlen, int flags)
Implementa uma interface para a chamada da função llcgetnameinfo somente quando o
protocolo LLC estiver sendo utilizado.
• int llcgetnameinfo(const struct sockaddr *sa, socklen t salen, char *host, size t hostlen,
char *serv, size t servlen, int flags)
Retorna o nome do host associado ao endereço fornecido.
• static void get hwaddr (char *name, struct ether addr *addr, int *type)
Retorna o endereço MAC da interface de rede passada como parâmetro.
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A estrutura de soquete utilizada na codificação da versão LLC dos programas desenvolvidos
é mostrada na figura 2.9:
struct sockaddr_llc {
sa_family_t sllc_family; /* AF_LLC */
sa_family_t sllc_arphrd; /* ARPHRD_ETHER */
unsigned char sllc_test;
unsigned char sllc_xid;
unsigned char sllc_ua; /* UA data, only for SOCK_STREAM. */
unsigned char sllc_sap;
unsigned char sllc_mac[IFHWADDRLEN];
unsigned char __pad[__LLC_SOCK_SIZE__ -
sizeof(sa_family_t) * 2 -
sizeof(unsigned char) * 4 - IFHWADDRLEN];
};
Figura 2.9: Estrutura utilizada para definir o soquete LLC
Devido ao projeto do protocolo LLC o número de portas de acesso a serviço (SAP) é li-
mitado à 127 portas, entretanto, devido à ordem dos bits do quadro LLC e também devido à
implementação utilizada, esse número de portas é reduzido para 64 portas, onde somente as
portas pares podem ser utilizadas.
Uma caracterı́stica da implementação do protocolo LLC é que a interface de loopback
usando o protocolo LLC não foi implementada. Sendo assim, não existe nesta implementação,




Em um sistema operacional com uma arquitetura eficiente, o sistema de mensagens é for-
necido pelo núcleo do sistema operacional, que garante acesso protegido à interface de rede,
transpondo os limites do espaço de usuário e espaço de kernel utilizando chamada de sistema
para efetivar a comunicação. Freqüentemente os serviços de comunicação são acessados através
de um pequeno conjunto de chamadas de sistema leves.
Essas chamadas de sistema em conjunto com a definição de um protocolo de comunicação,
servem de base para os trabalhos discutidos no que se segue.
GAMMA O GAMMA (Genoa Active Message MAchine [32–34] é um conjunto de cha-
madas de sistema leves associado a uma biblioteca de programação em nı́vel de usuário. O
GAMMA foi desenvolvido substituindo toda a camada de comunicação de dados desde o espaço
de usuário até inclusive o device driver do kernel do Linux. Dessa maneira, todas as chamadas
de sistema para comunicação invocadas por programas que utilizem o GAMMA são desviadas
do fluxo normal do núcleo do sistema operacional e passam pelo código do GAMMA que copia
os dados diretamente do espaço de usuário para o buffer de transmissão da interface de rede,
enfileirando e tratando as requisições na ordem de chegada.
Algumas caracterı́sticas do GAMMA:
• Mensagens maiores que 110 bytes são fragmentadas em uma seqüência de quadros Ether-
net com tamanhos variando de 60 a 1536 bytes [34].
• A camada de comunicação GAMMA é inserida no kernel do Linux na forma de chamadas
de sistema e estruturas adicionais. Essas chamadas de sistema são encaminhadas para um
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endereço especı́fico do vetor de interrupções que desvia o fluxo do código para o código
GAMMA. O uso de um endereço especı́fico limita a portabilidade do sistema para outras
arquiteturas que porventura utilizem esse endereço para alguma outra finalidade.
• O protocolo GAMMA não fornece nenhum serviço de aviso de recebimento de qua-
dros porque o custo em termos de perda na largura de banda é alto e a probabilidade de
corrupção de um quadro Ethernet é muito pequena. Por outro lado, emprega um CRC nos
dados trafegados, além do CRC empregado pela Ethernet.
• O programa que faz a recepção dos dados é um device driver especialmente customizado
para utilizar o GAMMA. Essa abordagem implica necessariamente em se ter um device
driver especı́fico para um determinado adaptador de rede, limitando assim a utilização de
vários tipos de interfaces de rede.
• O GAMMA utiliza um sistema de comunicação que permite um máximo de 256 proces-
sos paralelos diferentes ativos em um único nodo. Essa limitação, imposta no dispositivo
impede uma escalabilidade maior do sistema.
• Cada quadro transmitido tem um cabeçalho de 20 bytes, e o tamanho mı́nimo de um
quadro transmitido é de 60 bytes, sendo que, no caso da transmissão de uma quantidade
de dados que seja menor que 40 bytes os bytes restantes do quadro serão preenchidos com
zeros até o tamanho mı́nimo do quadro.
• O Gamma é somente uma camada de Active Messages e não um ambiente MPI completo.
Em [33] é apresentada uma implementação da biblioteca MPICH sobre o GAMMA, con-
ferindo assim uma versão com um ambiente MPI completo sobre o GAMMA.
CLIC O CLIC (Communication for parallel programming on LInux Cluster) [35–37] se uti-
liza de chamadas leves do sistema para substituir a camada de comunicação de dados (soquetes
e protocolos TCP/IP), visando fornecer uma alternativa eficiente na comunicação de dados do
sistema operacional.
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O CLIC implementa uma camada de comunicação de dados que permite uma comunicação
eficiente dos computadores em um cluster, tendo como restrição a portabilidade do sistema entre
as diferentes plataformas suportadas pelo Linux [35]. Essa restrição de portabilidade permite
que seja utilizado o device driver presente no kernel do Linux.
As principais caracterı́sticas do projeto CLIC são:
• É embutido no kernel do Linux fornecendo uma interface de comunicação alternativa às
aplicações dos usuários.
• A melhoria na comunicação decorre da redução do número de camadas de protocolo, o
que reduz a sobrecarga de software e o número de cópias de dados efetuadas.
• O CLIC consiste de um protocolo de transporte confiável que interage com a interface de
rede utilizando o device driver presente no kernel.
Como pode-se observar, tanto no GAMMA quanto no CLIC utilizam a abordagem de subs-
tituir inteiramente a camada de comunicação do kernel do Linux, removendo a interface de
soquetes e os protocolos TCP/IP do caminho do fluxo de dados. O CLIC, por ter uma premissa
de portabilidade, não modifica o device driver da interface de rede, enquanto que o GAMMA, na
tentativa de reduzir ainda mais o número de cópias de dados modifica essa camada. A inserção
destes componentes no kernel é trabalhosa e demanda cuidado e atenção. A cada versão nova
do kernel esse trabalho deve ser re-feito aplicando-se as atualizações do sistema no kernel e
vice-versa. Por se tratar de uma abordagem bastante intrusiva, fica confinada especificamente
às aplicações de clusters de computadores aonde a especialização tem seu custo reduzido devido
aos ganhos em desempenho.
“Em um cluster de computadores aonde as máquinas estão na mesma rede, não é necessário
utilizar o protocolo IP para rotear os pacotes” [35].
Este trabalho emprega uma abordagem diferente daquelas do GAMMA e CLIC. O presente
trabalho mantém intacta a camada de soquetes e funções do sistema operacional para acesso aos
dispositivos, e substitui os protocolos TCP/IP pelo protocolo LLC. Dessa maneira, utilizando
33
um protocolo mais simples, porém eficiente para redes locais, é possı́vel obter um ganho de
desempenho na transmissão de dados. Cria-se assim uma alternativa de baixo custo, eficiente e
portável para transmissão de dados em uma rede local. Note-se que o escopo de aplicação deste
trabalho não é limitado a uma rede local, mas pode ser usado em qualquer aplicação cujo escopo





4.1 Bibliotecas Paralelas MPI e PVM
A troca de mensagens é o método de comunicação baseado no envio e recebimento de
mensagens através de uma rede de computadores seguindo as regras de um protocolo de
comunicação.
Os padrões de troca de mensagens MPI [1] e PVM [2, 38], são os padrões mais utilizados
na atualidade como frameworks para a criação e execução de aplicações paralelas.
A especificação PVM foi desenvolvida inicialmente por um único grupo de pesquisas, o
que permitiu uma grande flexibilidade no projeto e também uma resposta incremental às ex-
periências da comunidade de usuários. Além disso, o grupo que implementa a biblioteca PVM
é o mesmo grupo que define o projeto, dessa maneira ocorre uma rápida interação entre o projeto
e implementação do PVM.
Em contrapartida, a especificação MPI tem seu projeto definido pelo MPI Forum (que agrega
programadores e usuários finais), praticamente independente de qualquer implementação es-
pecı́fica.
4.1.1 Diferenças entre MPI e PVM
No PVM quem define as caracterı́sticas de cada implementação é o implementador, sendo
este livre pra incluir funcionalidades extras; sendo assim uma implementação PVM pode for-
necer determinadas caracterı́sticas em apenas algumas arquiteturas. Ao contrário do PVM, no
MPI, uma vez definido que determinada caracterı́stica está no padrão, todas as implementações
deverão fornecê-la.
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Provavelmente a maior diferença entre os padrões PVM e MPI se encontra no tratamento de
informações de recursos que são utilizados pra determinar aonde será criado um novo processo.
Essa diferença será explicada a seguir.
O PVM, através da sua máquina virtual implementada a partir de daemons PVM, fornece um
sistema operacional distribuı́do. Em contrapartida, o MPI não fornece uma máquina virtual, mas
sim uma maneira (através do objeto MPI MPI Info ) de se comunicar com qualquer mecanismo
que esteja fornecendo os serviços do sistema operacional distribuı́do.
Ambas as bibliotecas fornecem meios de comunicação entre os processos, porém utilizando-
se de diferentes abordagens. Uma situação na qual essa comunicação entre processos se faz ne-
cessária é na hora de definir, num sistema distribuı́do, quais recursos serão utilizados para uma
determinada aplicação, dadas as necessidades de execução desta aplicação. Como informar
aos nodos das necessidades que a aplicação precisa e como gerenciar esses recursos? Algu-
mas escolhas se mostram possı́veis: (a) separar um pequeno conjunto de recursos que todos
os sistemas possam suportar, (b) definir um sistema genérico, ou (c) fornecer uma interface
que permita que as informações dos recursos que a aplicação necessita sejam enviadas de uma
maneira especı́fica para o sistema.
O PVM optou por utilizar a abordagem (a) por entender ser a maneira mais conveniente para
a maioria dos usuários. Embora (b) seja a opção que forneça a maior portabilidade sem sacrificar
a expressividade, não é extensı́vel e necessita de uma interface bem definida e acordada entre
os usuários. Essas caracterı́sticas de (b) levaram o MPI Forum a optar por utilizar a opção (c).
4.1.2 Caracterı́sticas Comuns
Ambos, MPI e PVM são portáveis, sendo a especificação de cada máquina independente, e
podem ser encontradas implementações para uma grande variedade de máquinas, em particular
aquelas que mais são utilizadas em clusters de computadores.
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Uma vez que um sistema é portável, a caracterı́stica de homogeneidade pode ser associ-
ada a ele. Essa caracterı́stica indica que dois processos em máquinas de diferentes arquitetu-
ras, independente da diferença de byte order podem se comunicar. O PVM utiliza as funções
pvm pack/unpack e argumentos de tipos de dados, enquanto que o MPI utiliza-se de um argu-
mento genérico MPI Datatype para tratar dessa comunicação.
Uma última caracterı́stica [39] é a interoperabilidade que se refere à possibilidade de comu-
nicação entre processos ligados com duas implementações completamente diferentes da biblio-
teca.
4.2 Biblioteca MPI
A MPI é uma biblioteca que dá suporte à execução paralela (utilizando o modelo de troca
de mensagens) em ambientes heterogêneos.
Para este estudo, foi escolhido utilizar uma biblioteca de troca de mensagens (MPI) que
fornecesse uma abstração da realidade de hardware para que o software interagisse com todo o
conjunto de computadores (cluster).
Devido à limitação da implementação atual do protocolo LLC não fornecer a interface de
loopback, a escolha da biblioteca de troca de mensagens obedeceu à essa restrição.
Várias implementações do padrão MPI estão disponı́veis na Internet. Dentre as opções,
foram avaliadas as seguintes:
MPICH 1.2.7 A implementação do grupo MPICH na versão 1.2.7 pode ser encontrada no
endereço http://www-unix.mcs.anl.gov/mpi/mpich/ foi a primeira versão
escolhida para servir de base para a implementação e testes com o protocolo LLC. Como
sua implementação usa de maneira intrı́nseca e necessária um aspecto em que o protocolo
LLC é deficitário no presente momento (a conexão loopback) não foi possı́vel efetuar o
porte dessa versão da biblioteca para LLC.
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MPICH2 A versão 2 da implementação da biblioteca MPICH, que inclui o padrão MPI-2
( http://www-unix.mcs.anl.gov/mpi/mpich2/). Essa versão da biblioteca
paralela foi descartada porque o código é escrito em várias linguagens, sendo que uma
delas não é de domı́nio deste autor e por utilizar o mesmo princı́pio de utilização da
conexão loopback presente na versão 1.2.7 não disponı́vel para o protocolo LLC.
LAM/MPI 7.1.1 Uma versão bem organizada da implementação do padrão MPI, encontrada
em http://www.lam-mpi.org/, com farta documentação. Enquanto ainda em fase
de estudo dessa biblioteca, um dos desenvolvedores (Brian Barret) sugeriu que fosse uti-
lizada a versão OPENMPI, por ser uma versão mais nova e com mais facilidades de uso
que a biblioteca LAM/MPI.
OPENMPI 1.0 Essa implementação é produzida por um consórcio de vários grupos que imple-
mentam padrões MPI (FT-MPI, LA-MPI, LAM/MPI, and PACX-MPI), que se reuniram
de maneira a agregar suas tecnologias e recursos visando criar a melhor implementação
do padrão MPI. Pode ser encontrada em http://www.open-mpi.org/. Como essa
biblioteca utiliza um protocolo diferenciado para a conexão loopback(que implementa o
envio de mensagens através de referências à memória), essa implementação foi escolhida
para ser utilizada nesse trabalho.
4.2.1 OPENMPI 1.0
A implementação OPENMPI 1.0 [40, 41] foi o padrão MPI escolhido para ser portado para
utilização do protocolo LLC nesse estudo. Essa implementação foi escolhida por diferentes
fatores, como por exemplo, modularidade, flexibilidade, versão em constante desenvolvimento
e implementação que suporta os padrões MPI versões 1 e 2.
Porém, o fator decisivo para a escolha dessa implementação foi o fato de ela usar um proto-
colo diferenciado para conexões locais na máquina (especialmente desenvolvido para esse fim
e implementado no componente BTL self ), evitando a utilização de uma conexão loopback do
protocolo de rede.
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4.2.2 Estrutura da Biblioteca OPENMPI
A biblioteca OPENMPI é estruturada da seguinte forma:
OMPI Contém as funções da interface de programação MPI e a sua lógica de suporte.
ORTE Open Runtime Environment, é responsável pelo suporte a diferentes sistemas de
execução.
OPAL Open Portable Access Layer, é parte do código que faz a ligação entre OMPI e ORTE,
além de prover funcionalidades adicionais.
As seguintes definições são utilizadas no tocante à estrutura da biblioteca [42]:
MCA A arquitetura modular de componentes (Modular Component Architecture) é a base so-
bre a qual todo o projeto da biblioteca OPENMPI é construı́da. MCA fornece todos os
componentes de serviços que o resto do sistema utiliza. Embora esse seja o coração
do sistema, sua implementação é pequena e leve, pois foi concebida para ser pequena,
rápida e eficiente. Além disso, oferece alguns outros serviços, como localização, carga e
remoção de componentes.
Framework Estrutura que fornece uma interface pública utilizada pelo código externo e
também pelos próprios serviços internos. Um framework MCA utiliza os serviços MCA
para encontrar e carregar componentes em tempo de execução. Um exemplo é o fra-
mework MPI chamado BTL (Byte Transfer Layer), que é usado para enviar e receber
dados em diferentes tipos de redes. Por conseguinte, a biblioteca OPENMPI tem compo-
nentes BTL para memória compartilhada, TCP, Infiniband, Myrinet, etc.
Componente Um componente MCA é uma implementação da interface de um framework.
Outra denominação comumente utilizada para componente é “plugin”, que é uma porção
de código que pode ser inserido na biblioteca OPENMPI, tanto em tempo de execução
quanto em tempo de compilação. Um novo componente BTL foi implementado pelo autor
para acrescentar o suporte ao protocolo LLC na biblioteca.
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Módulo Um módulo MCA é uma instância de um componente (instância no sentido de uma
instância de uma classe C++). Por exemplo, se um nodo que está executando uma
aplicação OPENMPI tem várias interfaces de rede Ethernet, a aplicação OPENMPI con-
terá um componente BTL TCP, porém vários módulos BTL TCP. Essa diferença entre
componentes e módulos é importante porque os módulos tem um estado particular e os
componentes não.
Os frameworks, componentes e módulos podem ser dinâmicos ou estáticos. Assim sendo,
podem estar disponı́veis na forma de plugins ou ainda serem compilados estaticamente nas
bibliotecas.
Frameworks da Biblioteca OPENMPI
Existem três tipos de frameworks na biblioteca OPENMPI [4, 40, 41], aqueles que estão na
camada MPI (OMPI), os que se encontram na camada de execução (ORTE) e ainda os que estão
presentes na camada que fica em contato com o sistema operacional e a plataforma de destino
(OPAL). A seguir podemos localizar aonde na estrutura de frameworks foi inserido o módulo
BTL LLC codificado pelo autor:
Frameworks da camada OMPI
allocator Memory allocator
bml BTL Management Layer (managing multiple devices)
btl Byte Transfer Layer (point-to-point byte movement)
LLC responsável pelo transporte de dados utilizando o protocolo LLC. Foi desen-
volvido um novo componente desse framework especificamente para tratar do
protocolo LLC.
TCP responsável pelo transporte de dados utilizando os protocolos TCP/IP.
coll MPI collective algorithms
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io MPI-2 I/O functionality
mpool Memory pool management
pml Point-to-point Management Layer (fragmenting, reassembly, top-layer protocols,
etc.)
rcache Memory registration management
topo MPI topology information
O framework BTL é o responsável por criar a camada de abstração de transferência de
dados entre estações ponto-a-ponto. Todas as implementações do framework BTL que tratam
dos protocolos subjacentes, como por exemplo TCP/IP e LLC, são chamadas de componentes
BTL. O autor desenvolveu um componente BTL especı́fico para o protocolo LLC. Sendo que
esse componente é descrito a seguir.
4.2.3 Implementação do Componente BTL LLC
A interface de movimentação de bits (BTL) é responsável pela comunicação entre o proto-
colo MPI e o protocolo de rede subjacente. Essa interface é responsável por comunicar-se com
os outros nodos do cluster, independente do meio utilizado. Pelo fato de utilizar-se um novo
protocolo (LLC), foi necessário implementar um novo módulo BTL para o protocolo LLC. O
BTL LLC é descrito a seguir.
Inicialização
Durante a inicialização da biblioteca, todos os componentes BTL disponı́veis são carregados
e abertos através das suas funções mca_base_open_component_fn_t, onde fn refere-se
ao protocolo utilizado, por exemplo, llc ou tcp.
A função de inicialização do componente BTL deve registrar junto à camada MCA quais-





Uma caracterı́stica dessas funções é de que irão falhar no caso da falta de qualquer recurso
necessário para utilização do componente BTL não estar disponı́vel. Dessa maneira, por exem-
plo, caso o acesso ao protocolo LLC não esteja disponı́vel no sistema, o componente não será
carregado nem disponibilizado.
A seguir, a função mca_btl_base_component_init_fn_t é invocada para cada um
dos componentes que foi carregado com sucesso. A função component_init retorna um dos
seguintes valores:
1. Uma lista nula de módulos BTL, caso o meio (protocolo) de transporte utilizado não
esteja disponı́vel.
2. Uma lista contendo um único módulo BTL, que fornece uma camada de abstração sobre
múltiplos dispositivos fı́sicos (por exemplo, várias interfaces de rede).
3. Uma lista contendo vários módulos BTL, e cada módulo corresponde a um único dispo-
sitivo fı́sico.
Durante a inicialização, o módulo deverá comunicar quaisquer informações de endereça-
mento requisitadas pelos outros nodos, por exemplo, a porta de escuta aberta tanto pelo módulo
TCP como pelo módulo LLC para conexões de entrada. Essas informações são enviadas aos
outros nodos utilizando a interface fornecida pela função mca_pml_base_modex_send.
Embora essas informações possam não estar disponı́veis durante a inicialização do módulo,




A camada superior (MCA) cria uma lista ordenada dos módulos BTL disponı́veis, ordenados
pela sua classificação de exclusividade. Essa classificação relativa é utilizada para determinar o
conjunto de módulos BTL que será usado para atingir/comunicar-se com determinado destino.
Durante a inicialização dos módulos BTL, a função mca_btl_base_add_proc_fn_t de
cada módulo é responsável por informar quem é capaz de atingir determinado destino. O
módulo BTL com a maior pontuação (essa pontuação é retornada com base na latência ob-
tida pelo módulo na comunicação com o destino) que retornar com sucesso é selecionado. Os
módulos subseqüentes são selecionados somente se tiverem a mesma ordem de exclusividade.
BTL Exclusividade Comentários
LO 100 Selecionado exclusivamente para processos locais
SM 50 Selecionado exclusivamente para outros processos na máquina
LLC 0 Selecionado dependendo da acessibilidade através da rede
TCP 0 Selecionado dependendo da acessibilidade através da rede
Tabela 4.1: Classificação de Exclusividade de Seleção do Componente BTL
A tabela 4.1 mostra um exemplo de classificação de módulos BTL. Pode-se observar que,
para se comunicar localmente, o módulo que será utilizado é o módulo LO, uma vez que sua
classificação é a maior dentre os módulos listados. Da mesma forma, para acessar uma estação
remota, tanto o módulo LLC quanto o módulo TCP podem ser selecionados uma vez que ambos
tem a mesma classificação. É importante observar que essa classificação pode ser mudada pelo
usuário para favorecer a utilização de um ou outro módulo e que o valor inicial é obtido a partir
do código do módulo BTL.
Quando um módulo BTL é selecionado, ele retorna um ponteiro para uma estrutura de da-
dos mca_btl_base_endpoint_t para o framework PML. Esse ponteiro é utilizado como
um “tratador” (opaque handler) pelo framework PML e é retornado ao BTL em chamadas de
transferências de dados correspondentes ao processo de destino. O conteúdo da estrutura de
dados utilizada no módulo BTL é definido exclusivamente em cada implementação e é utili-
zado para armazenar informações de endereçamento e conexões ativas, como por exemplo, um
soquete LLC.
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Transferência de Dados BTL
Após selecionado o componente BTL responsável por transmitir os dados, é estabele-
cido o anel de comunicação do cluster. Após estabelecido o anel, todos os módulos trocam
informações necessárias para estabelecer a comunicação fim-a-fim de um nodo a outro no clus-
ter. Após essa troca de informações, todas as comunicações em nı́vel MPI ocorrem de maneira
transparente.
Finalização do BTL
Ao término da execução do programa MPI, os módulos BTL são informados para finaliza-
rem. Durante o processo de finalização, o anel de comunicação é desfeito e todos os recursos
alocados anteriormente (estruturas de dados, etc) são desalocados.
Comentários a Respeito do Componente BTL
Devido ao fato de o protocolo LLC utilizado (nı́vel 2) operar de maneira semelhante ao
protocolo TCP, a estrutura base da implementação do componente BTL LLC seguiu a estru-
tura existente do componente BTL TCP, observadas as necessárias modificações a respeito de
endereçamento e caracterı́sticas próprias de cada protocolo. Desta maneira, utilizando uma
estrutura comum, fica fácil estabelecer uma comparação entre os protocolos apresentados uti-
lizando aplicações que empreguem a biblioteca OPENMPI. Uma descrição mais detalhada da




Para avaliar a implementação do componente BTL LLC e a implementação do protocolo
LLC no kernel, optou-se por executar aplicações que empregam a biblioteca OpenMPI. Essas
aplicações compreendem dois grupos distintos: dois benchmarks de rede (NETPIPE e MPP-
TEST) e aplicações computacionalmente intensivas, uma com maior número de troca de men-
sagens (implementação da transformada rápida de fourier) e a outra com mais processamento
do que comunicação (radix sort). Estas são brevemente descritas a seguir.
NETPIPE – Network Protocol Independent Performance Evaluator É uma ferramenta de-
senvolvida para representar visualmente o desempenho da rede sob uma grande variedade
de condições [43]. Essa ferramenta executa um teste ping-pong entre duas máquinas, en-
viando mensagens cujos tamanhos crescem gradativamente, seja entre dois processos que
estão em máquinas separadas por uma rede, seja em uma máquina multiprocessada. Cada
ponto amostrado envolve vários testes ping-pong1 executados para medir com precisão o
tempo.
MPPTEST – Measuring MPI Performance O programa MPPTEST [44] tem a finalidade de
medir o desempenho de algumas rotinas de troca de mensagens do padrão MPI em uma
grande variedade de situações. Além do teste ping-pong, pode ser medido o desempenho
com vários processos participando do teste (expondo assim problemas de escalabilidade
e contenção) e pode-se adaptativamente escolher os tamanhos de mensagens de maneira
a isolar mudanças bruscas no desempenho.
1Em um teste ping-pong, uma mensagem é enviada da máquina A para a máquina B e, ao receber a mensagem,
a máquina B devolve-a para a máquina A.
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Fast Fourier Transform A implementação da transformada rápida de Fourier [45] utilizada
nesse estudo é a mesma utilizada no trabalho [46]. O objetivo aqui é comparar os tempos
obtidos na execução da aplicação, com os dois protocolos de comunicação TCP/IP ou
LLC, de forma a prover uma base de comparação para aplicações já existentes.
Ordenação Radix O algoritmo de ordenação radix [47] é muito utilizado para ordenar uma
grande quantidade de números em poucas passadas sobre os dados. É freqüentemente
utilizado em aplicações de banco de dados e aplicações espaciais, e esse algoritmo se
apresenta como uma alternativa a outros algoritmos de ordenação de alto desempenho
como, por exemplo, heapsort e o mergesort. Seguindo o mesmo princı́pio utilizado para o
FFT, pretende-se obter uma base de comparação para o desempenho dos dois protocolos.
5.1 Ambiente de Execução dos Testes
Os ambiente de testes utilizado nesse estudo compõe-se de um cluster de computadores
composto por 16 máquinas homogêneas com as seguintes caracterı́sticas:
Hardware
• Processador: AMD Athlon 1.2 GHz
• Memória Cache L1 Instruções: 64KBytes
• Memória Cache L1 Dados: 64KBytes
• Memória Cache L2: 64KBytes
• Memória RAM: 128 MBytes
• Placa de Rede: Realtek 8139 séries C/C+ 100Mbits/s
• Rede: Ethernet
• Switch: DLINK DES-3226 10/100Mbits
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Software
• Kernel Linux: 2.6.14-rc2-g8420e1b5 (modificado para suportar o socket LLC)
• OPENMPI: 1.0 stable + código BTL LLC escrito para esse estudo
• configurações especı́ficas para o roteamento de pacotes LLC
5.2 Análise Estatı́stica
Para a análise estatı́stica dos dados amostrais adquiridos com a execução dos testes, utiliza-
mos o teste da diferença entre duas médias utilizando as distribuições t de Student.
A hipótese nula (H0) foi estabelecida como sendo a igualdade das duas médias. A hipótese
alternativa (H1) foi definida então como a diferença entre as duas médias.
Segundo [48,49], uma maneira de obter uma forte evidência a partir dos dados com relação
à afirmação feita pela hipótese testada é utilizar o nı́vel de significância de 1%. Dessa maneira
foi escolhido o nı́vel de significância de 1% e o intervalo de confiança de 99% para a execução
do teste t de Student.
Embora [50] diga que “quando a diferença entre as duas médias é testada com o uso de
distribuições t, é necessária a suposição de que as variâncias das populações sejam iguais”;
o software estatı́stico R [51] permite estimar as variâncias independentemente uma da outra,
sendo que nesses casos, é utilizada a modificação de Welch para os graus de liberdade do teste
t de Student.
Do teorema do limite central [50]: À medida que se aumenta o tamanho da amostra, a
distribuição de amostragem da média se aproxima da forma da distribuição normal, qualquer
que seja a forma da distribuição da população. Em [50], é possı́vel encontrar: “Na prática,
a distribuição de amostragem da média pode ser considerada como aproximadamente normal
sempre que o tamanho da amostra for n ≥ 30”. Para que a distribuição das médias encontradas




Em um cluster Linux, assim como em qualquer multi-computador, a taxa de comunicação
entre processadores é o maior fator limitante para a utilidade do sistema. A taxa de comunicação
limita a eficiência de uso do poder de processamento disponı́vel e a capacidade das aplicações
de “escalarem” para um número maior de processadores.
O primeiro passo na direção de melhorar o desempenho geral de sistemas que se utilizam
de bibliotecas de troca de mensagens é identificar aonde o desempenho está sendo perdido e
determinar o por que dessa perda.
O NETPIPE tem com principal objetivo identificar aonde se encontram as ineficiências
na comunicação entre processadores e encontrar a sua causa, sendo utilizado para comparar a
latência e a vazão atingidas utilizando bibliotecas de troca de mensagens entre as diferentes
versões existentes dessas bibliotecas.
Utilizou-se o NETPIPE para comparar a eficiência dos protocolos subjacentes à biblioteca
OPENMPI. Dessa maneira, utilizando a mesma biblioteca e variando apenas o protocolo, é
possı́vel avaliar o desempenho do protocolo no que se refere à execução de aplicações paralelas.
O NETPIPE executa um teste ping-pong, enviando mensagens de vários tamanhos entre
dois processadores. Os tamanhos de mensagem são escolhidos a intervalos regulares de tempo
e cada ponto amostrado envolve vários testes ping-pong para fornecer uma medida de tempo
precisa.
5.3.1 O Projeto e Metodologia de Testes do NETPIPE
O NETPIPE pode ser dividido em duas partes: um driver independente de protocolo e uma
seção de comunicação especı́fica para um determinado protocolo.
A seção de comunicação contém as funções necessárias para estabelecer uma conexão, en-
viar e receber dados e ainda encerrar a conexão. A parte de comunicação é diferente para cada
48
protocolo. Entretanto, a interface entre o driver e o módulo do protocolo permanece a mesma
para todos os protocolos. Sendo assim, o driver não precisa ser alterado para que seja modifi-
cado o protocolo de comunicação subjacente.
Da mesma maneira como o desempenho de um computador não pode ser precisamente des-
crito utilizando uma computação de um único tamanho de mensagem, tampouco o desempenho
de rede pode ser medido com um único tamanho na transferência de dados. O NETPIPE au-
menta o tamanho do bloco de dados k de um único byte até o tempo de transmissão exceder 1
segundo. Para tornar os resultados comparáveis entre as diversas plataformas para as quais foi
portado, os resultados do NETPIPE são medidos em bits ao invés de bytes.
Para cada tamanho de bloco c a ser testado, três medidas são efetuadas: c−p, c e c+p bytes,
aonde p é um fator de perturbação que pode ser inserido no pacote de dados, aumentando e/ou
reduzindo o tamanho [43]. Nos testes executados, optou-se por não utilizar a perturbação, uma
vez que a perturbação invalidaria a comparação com resultados de outros testes, sendo assim
p = 0.
5.3.2 Resultados
A figura 5.1, que ilustra os resultados do NETPIPE, mostra no eixo x (em escala logarı́tmica)
o tamanho da mensagem em bits e no eixo y o tempo em microsegundos decorrido para a
execução dos testes.
A figura 5.1 mostra o tempo necessário para o envio de um pacote de dados de um nó a
outro da rede, executando um teste ping-pong. Nesta mesma figura, encontram-se além das duas
linhas dos protocolos LLC e TCP/IP uma terceira linha cujos valores indicam a porcentagem de
ganho do LLC em relação ao TCP/IP, qual é a diferença do percentual de tempo em que o LLC
é mais rápido que o TCP/IP.
Observa-se que para mensagens de tamanho inferior a 100 bits o ganho do LLC chega perto
de 20%, caindo em seguida à medida que o tamanho da mensagem aumenta. É possı́vel observar
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que, mesmo para um tamanho de mensagem de 8192 bits (1024 bytes) o protocolo LLC ainda
tem um ganho de cinco pontos percentuais.
Figura 5.1: Tempo de Execução
A figura 5.2 ilustra os resultados do NETPIPE mostrando no eixo x (em escala logarı́tmica)
o tamanho da mensagem em bits e no eixo y a vazão atingida em megabits/s.
Observa-se nas figuras 5.1 e 5.2 que o ganho do LLC para mensagens de tamanho inferior
a 100 bits é alto com relação às mensagens maiores. Esse fato é explicado porque, ao contrário
do TCP, o LLC não emprega um buffer de transmissão de dados. Sendo assim, é possı́vel
observar que a partir do momento em que o tamanho da mensagem cresce, preenchendo-se
o buffer de saı́da do TCP mais rapidamente, a porcentagem de ganho do LLC se reduz até
estabilizar-se em um patamar ao redor de 5%. Devido ao algoritmo utilizado pelo TCP para
otimizar a transmissão de mensagens, e também o fato de o tamanho de buffer utilizado pelo
TCP no Linux ser variável, observa-se que para mensagens menores aonde é necessário um
maior número de mensagens/dados para preencher o buffer do TCP o ganho do protocolo LLC
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é maior. Entretanto, pode-se observar que mesmo com a utilização de mensagens maiores, o
protocolo LLC continua sendo mais rápido.
Figura 5.2: Vazão Atingida
A tabela A.1, na página 72, contém os resultados do teste t de Student com intervalo de
confiança de 99% para os tamanhos de mensagens ilustrados nas figuras 5.1 e 5.2. A partir
destes dados pode-se concluir que as médias estatı́sticas dos dois protocolos são diferentes, e
portanto o ganho apresentado para o protocolo LLC é significativo e real. Observa-se ainda que
o valor de p para o teste t de Student em todos os tamanhos de mensagens é extremamente pe-
queno, conferindo maior credibilidade aos resultados. Vale ainda lembrar que todos os valores
ilustrados são obtidos a partir da média aritmética de 50 execuções do NETPIPE.
Além do tempo de execução, convém observar a vazão dos dados na rede, uma vez que
quanto maior a capacidade de transmissão de dados, maior a eficiência do protocolo. A fi-
gura 5.2 ilustra o comportamento da vazão (em megabits por segundo) atingida utilizando-se
o NETPIPE.
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Assim como na figura 5.1, é possı́vel observar que para tamanhos de mensagens inferiores
a 100 bits o ganho do LLC é maior, de aproximadamente 15%, descrescendo à medida em que
o tamanho do bloco aumenta, porém permanecendo em um patamar de 5% de ganho para os
tamanhos ao redor de 8192 bits (1024 bytes).
É importante notar que os resultados produzidos pelo NETPIPE tem como fator limitante
na execução do teste o tempo de envio das mensagens. O NETPIPE tenta enviar o máximo
de mensagens possı́vel dentro do intervalo de um segundo. O comportamento observado nas
regiões em que os tamanhos de mensagens variam de 100 a 1000 bits e de 5000 a 10000 bits,
onde o ganho do LLC reduz-se, é explicado pelo fato de o NETPIPE preencher o buffer de
envio dos protocolos TCP/IP.
Pode-se observar na tabela A.2, que mostra os principais resultados para o teste t de Student
com intervalo de confiança de 99%, a informação de que as médias dos dois protocolos são
diferentes, e portanto fica validada a conclusão de que o LLC atinge uma vazão maior que
o TCP/IP.
Em resumo, destes testes conclui-se que para tamanhos pequenos de mensagens, de até
100 bits, o buffer de envio do TCP influencia consideravelmente no tempo de transmissão dos
dados, retardando o envio e portanto dando vantagem ao LLC, que não se utiliza de buffer de
envio de dados. Para mensagens maiores que 100 bits, os ganhos sào da ordem de 3 a 8%.
5.4 MPPTEST – Measuring MPI Performance
O programa (MPPTEST [44]) tem a finalidade de medir o desempenho de algumas rotinas
de troca de mensagens do padrão MPI. Embora distribuı́do juntamente com a biblioteca MPICH
(uma implementação do padrão MPI), o MPPTEST segue algumas regras previamente estabe-
lecidas com o objetivo de poder comparar as diferentes implementações do padrão MPI; dessa
maneira foi possı́vel utilizá-lo para avaliar a implementação OPENMPI.
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A regra fundamental da execução dos testes com o MPPTEST é que o teste possa ser
repetı́vel, e portanto, a execução do mesmo teste várias vezes deve retornar, com um erro expe-
rimental, o mesmo resultado. Um fato bem conhecido é que a execução do mesmo programa
pode produzir resultados bastante diferentes a cada vez que ele é executado.
O único tempo que é reprodutı́vel é o tempo mı́nimo de um número de testes, e essa foi a
métrica escolhida para ser medida nos testes do MPPTEST [44]. Por padrão, o MPPTEST
executa 30 vezes o mesmo teste, sempre capturando o tempo mı́nimo. Para igualar aos outros
testes executados nesse estudo, modificamos esse número para 50 observações.
5.4.1 Tamanho das mensagens
Obter as amostras de tempo utilizando intervalos de tempo de tamanho regulares pode levar
à resultados errôneos, uma vez que deve-se levar em conta o tempo de transmissão dos dados
no fio, latência e também a influência que hierarquia de memória acarreta em todo o sistema.
O benchmark MPPTEST pode escolher automaticamente os tamanhos de mensagens. A regra
utilizada pelo MPPTEST é tentar eliminar a artificialidade no gráfico de saı́da. Essa regra é
seguida, calculando-se três vezes os seguintes valores: f(n0), f(n1), e f((n0 + n1)/2), aonde
f(n) é o tempo de envio de n bytes. A seguir, o MPPTEST estima o erro na interpolação
entre n0 e n1 com uma reta, calculando a diferença entre (f(n0) + f(n1))/2 e f((n0 + n1)/2).
Se esse valor for maior que um limite de aceitação previamente definido, o intervalo [n0, n1] é
subdividido em dois intervalos e o teste é repetido. Essa operação pode continuar até que um
intervalo mı́nimo entre tamanhos de mensagens seja atingido.
5.4.2 Escalonamento dos Testes
Os eventos que causam perturbações na medição do tempo de um programa podem demorar
alguns milisegundos. Sendo assim, uma abordagem simples que procure pelo mı́nimo de médias
de tempo de pequena duração pode ser obscurecido por um simples evento de longa duração.
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Portanto, é importante distribuir os testes para cada tamanho de mensagem sobre o tempo total
da execução do teste. O esqueleto de um laço de medição apropriado é mostrado a seguir:
for ( num de repetições ) {
for ( tamanhos ) {
Mede o tempo de execução desse tamanho
Se esse tempo medido é o mais rápido aceite-o.
}
}
Figura 5.3: Laço de Medição do MPPTEST
É importante observar que essa abordagem só produz um conjunto de dados de resultado ao
final dos testes. Entretanto, essa abordagem vem de encontro às boas práticas de teste, aonde
executa-se várias vezes o mesmo teste e armazena-se os melhores resultados.
Testes com resultados extremamente dı́spares, em relação aos resultados vizinhos, são au-
tomaticamente refeitos para determinar se esse tempo reflete uma propriedade do sistema de
comunicação, ou são resultado de uma carga momentânea do sistema. Essa abordagem também
ajuda na obtenção de resultados reprodutı́veis.
Observe também que é importante executar várias vezes o laço antes de refinar os intervalos
de mensagens. De outra maneira, algum ruı́do nas medidas pode gerar refinamentos desne-
cessários.
5.4.3 Execução dos Testes
A seguinte polı́tica foi utilizada na execução dos testes: em todos os testes executados, com
exceção do teste de sobreposição de computação e comunicação, foi utilizada a opção -bisect
que informa ao MPPTEST que ele deve utilizar todos os processadores disponı́veis, sendo que
metade deles enviará os dados para a outra metade. A distribuição das aplicações nos nodos é
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feita pela biblioteca OPENMPI e o MPPTEST é quem define a atuação de cada nodo como
cliente ou servidor.
Para efetuar uma medida sem utilizar os dados presentes na cache, os testes de comunicação
podem executar utilizando bytes sucessivos em um grande buffer. Selecionando o tamanho do
buffer com um tamanho maior que o tamanho da cache, todas as mensagens se encontrarão
localizadas na memória principal.
Para efetuar um teste em que ocorre a sobreposição da comunicação e computação, foi
escolhido o tamanho de mensagem de 1500 bytes visando causar o maior impacto possı́vel nos
protocolos, de maneira a avaliar o “pior” caso possı́vel, uma vez que o tamanho de 1500 bytes
é exatamente o tamanho do MTU da Ethernet.
5.4.4 Análise dos Resultados
Nos gráficos apresentados nesta seção ( 5.4, 5.5, 5.6, 5.7e 5.9), o eixo x mostra a variação
no tamanho da mensagem (em bytes) e o eixo y mostra a variação no tempo de transmissão da
mensagem de um nodo a outro (em microsegundos).
Observando os gráficos 5.4, 5.5, 5.6 e 5.7, que representam o mesmo teste para 2,4,8 e 16
processadores, distingüe-se três regiões com comportamentos distintos:
[0, 1500] bytes onde se observa um crescimento quase linear na vazão medida pelo MPPTEST.
Esse crescimento pode ser explicado pelo fato de o MTU da Ethernet ser de 1500 bytes.
Assim, todas as mensagens com tamanho2 até 1500 bytes cabem em um quadro único,
evitando a fragmentação das mensagens em vários quadros.
[1500, 1800] bytes esse intervalo mostra uma certa “instabilidade”, pelo fato de se estar utili-
zando tamanho de mensagens com limite inferior muito próximo do MTU. Dessa ma-
neira, a mensagem não cabe em um único quadro de dados, sofrendo fragmentação. A
quantidade de dados restante para o segundo quadro é pequena em comparação com o
2Incluindo dados de controle dos protocolos subjacentes.
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tamanho total do quadro, o que eleva o custo da fragmentação para esse segundo quadro,
aumentando assim o tempo de processamento relativo ao envio da mensagem.
[1800, 4200] bytes nesse terceiro intervalo observa-se que volta a ocorrer o crescimento da
vazão. Embora não se trate mais de um crescimento quase-linear como no primeiro inter-
valo, obtêm-se um crescimento considerável, mas com uma derivada menor. O fato desse
crescimento não ser tão acentuado quanto no primeiro intervalo advém da necessidade
de se realizar a fragmentação dos dados em vários quadros, aumentando assim o tempo
de processamento para cada mensagem e reduzindo a vazão. Em torno de 3000 bytes
espera-se um comportamento semelhante ao ocorrido ao redor de 1500 bytes, porém com
um degrau menos acentuado.
Figura 5.4: Execução do MPPTEST em 2 computadores
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Figura 5.5: Execução do MPPTEST em 4 computadores
Figura 5.6: Execução do MPPTEST em 8 computadores
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Figura 5.7: Execução do MPPTEST em 16 computadores
Os gráficos nas figuras 5.4, 5.5, 5.6 e 5.7 mostram que quando se aumenta o número de
processadores, o ganho percentual do protocolo LLC com relação ao TCP/IP se mantém. Nos
gráficos 5.4 e 5.5 é possı́vel observar que o comportamento dos protocolos é semelhante, inde-
pendendo do número de processadores.
O gráfico 5.6 explicita uma tendência comum nos testes: a região para tamanhos de mensa-
gens de 1400 a 1800 bytes mostra uma variação mais acentuada no ganho do protocolo LLC.
A subida abrupta no ganho de desempenho, de 5% para 8%, ocorre de maneira mais suave nos
gráficos das figuras 5.4, 5.5, e 5.7. O ponto de menor ganho nessa região é aquele para tamanho
de mensagem de 1408 bytes, e o ponto com o máximo para o tamanho de 1472 bytes. Estes
valores são os tamanhos do campo de dados de mensagens que podem ser transportadas pelos
protocolos TCP/IP e LLC sem que haja fragmentação das mensagens.
É possı́vel observar outro salto no ganho de desempenho do protocolo LLC que ocorre a
partir do tamanho de mensagem 1792. Esse tamanho de mensagem corresponde ao último ta-
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manho comum testado na faixa de valores de tamanhos de mensagens nos quais a fragmentação
e a remontagem dos pacotes agregam um custo elevado à transmissão dos dados.
Analisando os gráficos 5.4, 5.5, 5.6 e 5.7, observa-se uma redução no ganho, e portando
há convergência nos tempos de execução quando se aumenta o tamanho das mensagens. A
figura 5.8 ilustra somente as porcentagens de ganho do protocolo LLC com relação ao TCP/IP.
Figura 5.8: Porcentagens de Ganho para os Testes com 2,4,8 e 16 Computadores
Ao usar um buffer de dados tamanho maior que o tamanho da memória cache, evita-se que
os dados a serem enviados sejam mantidos em cache, permitindo assim avaliar a influência desta
no desempenho dos testes [44]. Utilizou-se esse artifı́cio em um teste com dois processadores,
cujo resultado pode ser visto no gráfico 5.9. Comparando os gráficos 5.4 e 5.9 é possı́vel ob-
servar que a relação entre os tempos de execução dos protocolos LLC e TCP/IP é praticamente
a mesma. A diferença entre os dois gráficos é que, no teste que elimina os efeitos da memória
cache, os tempos obtidos são 10 microsegundos mais longos em média. Quando se reduzem, ou
eliminam, os efeitos dos acertos em cache, o resultado do teste fica uniformemente mais lento.
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Figura 5.9: Eliminação os Efeitos da Cache
5.5 A Transformada de Fourier
As transformadas de Fourier [52] são utilizadas em várias aplicações cientı́ficas na fı́sica,
na teoria dos números, combinatória, processamento de sinais, teoria das probabilidades, es-
tatı́stica, criptografia, acústica, oceanografia, ótica, geometria e outras áreas. Essa grande gama
de aplicações decorre de várias propriedades das transformadas, dentre as quais podemos citar
• as transformadas são operações lineares e, com uma normalização apropriada, são
unitárias;
• as transformadas são inversı́veis;
• utilizando o teorema da convolução, as transformadas de Fourier transformam a compli-
cada operação de convolução em simples multiplicações, tornando-se assim, uma maneira
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eficiente de calcular as operações baseadas em convolução, tais como a multiplicação po-
linomial e a multiplicação de grandes números.
A fórmula para a transformada de Fourier transformar uma seqüência de N números com-








kn k = 0, . . . , N − 1 (5.1)
No processamento de sinais, as transformadas de Fourier podem isolar os componentes in-
dividuais de um sinal (freqüência e amplitude), concentrando-os para uma melhor detecção/re-
moção. Um grande número de técnicas de processamento de sinais consiste em aplicar a trans-
formada de Fourier à um sinal (áudio ou imagem), manipular os dados resultantes e reverter a
transformada. Outra aplicação da transformada de Fourier é na representação compacta de um
sinal, por exemplo, a compressão JPEG utiliza a transformada de Fourier de pequenas áreas de
uma imagem digital de forma a armazenar uma versão reduzida da imagem original.
5.5.1 O Algoritmo Paralelo da Transformada Rápida de Fourier
O kernel3 FFT (Fast Fourier Transform) utilizado nos testes é uma versão complexa e uni-
dimensional do algoritmo descrito em [45].
O algoritmo utiliza-se de um conjunto de dados composto por:
• uma matriz de entrada de N números complexos
• uma matriz tamanho NxN , composta de números complexos que representam as N raı́zes
complexas do número real 1, sendo esses valores denominados Raı́zes da Unidade.
3núcleo
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• uma terceira matriz, também de tamanho NxN , utilizada como estrutura intermediária
de dados para armazenar os valores já calculados pelo algoritmo.
Tanto a matriz de entrada, quanto a matriz de armazenamento de dados, são lidas e escritas
durante a execução do programa. A matriz de raı́zes complexas é apenas lida, sendo preenchida
uma única vez, no inı́cio da execução.
A distribuição dos dados entre os processadores ocorre da seguinte maneira: as estruturas
a serem enviadas para os processadores destino são subdivisões das matrizes de tamanho N,





Os seguintes passos são realizados durante a fase de execução do algoritmo:
1 A matriz de entrada é transposta na matriz intermediária.
2 São realizadas FFTs unidimensionais em cada linha da matriz intermediária, sendo armaze-
nados os resultados na própria matriz intermediária.
3 Aplica-se os elementos correspondentes da matriz de raı́zes da unidade aos elementos da
matriz intermediária.
4 A matriz intermediária é transposta na matriz de entrada.
5 Aplica-se FFTs unidimensionais em cada linha da matriz de entrada, armazenando os resul-
tados na matriz de entrada.
6 A matriz de entrada é transposta na matriz intermediária.
A comunicação entre os processadores ocorre apenas nas fases em que ocorre a transposição
da matriz (passos 1,4,6). Existe um bloco de dados que é transposto localmente, (o bloco
pertencente ao processador local) sendo que os outros P - 1 blocos sempre são transferidos para
os demais processadores. Durante a fase de transposição, ocorre a comunicação todos para
todos entre os processadores, gerando assim um perı́odo de tráfego intenso na rede.
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5.5.2 Testes e Execução do Algoritmo FFT
Como o principal objetivo do presente estudo é avaliar a interferência dos protocolos das
camadas inferiores (LLC e TCP), utilizou-se sempre a mesma massa de dados de entrada para
o algoritmo; independentemente do número de processadores utilizados na resolução do algo-
ritmo, a matriz de entrada teve sua ordem fixada em 20, por este ser o tamanho máximo de
matriz suportado pela memória RAM dos microcomputadores que compõem o cluster.
O algoritmo foi modificado para calcular o tempo de processamento em cada um dos proces-
sadores em que a computação foi distribuı́da. Note que o tempo de comunicação do algoritmo
FFT está diretamente relacionado ao tempo de processamento, sendo que o tempo de processa-
mento aferido só é finalizado após a última troca de mensagens do algoritmo, onde todos os no-
dos contém a matriz completa resolvida. Ao final da execução o programa retorna o tempo que
cada processador dispendeu no cálculo do FFT. O valor utilizado para o cálculo dos resultados
aqui apresentados é composto pela média aritmética dos tempos de execução dos processadores
utilizados. Sendo assim, para dois processadores, têm-se como valor utilizado o resultado da
média aritmética dos tempos de execução de cada um dos dois processadores. O valor médio
foi utilizado porque a variância dos tempos de execução observada é muito pequena.
Para assegurar uma qualidade estatı́stica aos dados obtidos, os testes foram repetidos 50
vezes. Os valores utilizados nos gráficos são correspondentes aos valores da média aritmética
dos tempos de execução dessas 50 vezes e podem ser vistos na figura 5.10.
5.5.3 Análise dos Resultados Obtidos
A tabela A.3 no anexo A.1.2 mostra os resultados da aplicação do teste t de Student. Pode-se
concluir desses resultados que as médias dos tempos dos protocolos LLC e TCP são diferentes,
e portanto há ganho real na utilização do protocolo LLC. Esse ganho é variável, de acordo com







Tabela 5.1: Ganhos em Porcentagem do LLC com Relação ao TCP
A figura 5.10 mostra o tempo de execução do algoritmo FFT para os dois protocolos TCP/IP
e LLC, juntamente com o ganho do LLC em relação ao TCP. O eixo y mostra o tempo de
execução em microsegundos e o eixo x, em escala logarı́tmica, mostra o número de processa-
dores utilizados nos testes.
Figura 5.10: Tempo de Execução do Algoritmo FFT
Pode-se observar que à medida em que aumenta o número de processadores, para um con-
junto fixo de dados (uma matriz de ordem 20), o tempo de execução do programa FFT decresce
linearmente, e o ganho relativo do protocolo LLC aumenta consideravelmente. A redução no
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tempo de execução é esperada uma vez que ao dividir o problema em partes menores, cada pro-
cessador resolve mais rápidamente sua parte, restando o tempo de agregar todos os resultados
no resultado final.
O ganho obtido pelo protocolo LLC pode ser explicado da seguinte maneira. Para dois e
quatro processadores, o ganho decorre da redução no tempo de comunicação porque o protocolo
LLC é mais eficiente, e como os conjuntos de dados são relativamente grandes, há intensa
comunicação entre os processadores.
Para oito e dezesseis processadores, os conjuntos de dados são relativamente menores, o
número de mensagens trocadas é maior mas as mensagens são menores. Portanto, o ganho
nestes dois casos decorre da maior eficiência do LLC com mensagens pequenas. O pequeno
ganho de oito para dezesseis processadores decorre dos pequenos conjuntos de dados, sendo
ultrapassado o ponto ótimo na relação computação/comunicação.
5.6 O Algoritmo de Ordenação Radix
O algoritmo de ordenação radix [47] é um algoritmo de ordenação estável que pode ser uti-
lizado para ordenar ı́tens que são identificados por chaves únicas. Cada chave é uma seqüência
de caracteres (string) ou um número, e o “radix sort” ordena essas chaves em uma ordem se-
melhante à lexicográfica. O método de ordenação radix também é conhecido como ordenação
postal [47, 53].
O algoritmo de ordenação radix executa em O(n × k), onde n é o número de itens e k a
média do tamanho das chaves. Esse algoritmo foi originalmente utilizado para ordenar cartões
perfurados utilizando várias passadas.
O algoritmo consiste de 3 fases:
1. separe o bit/conjunto de bits menos significativo de cada chave.
2. ordene a lista de elementos com base no dı́gito separado, porém mantenha a ordem dos
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elementos com o mesmo dı́gito (esta é a definição de ordenação estável).
3. Repita a ordenação para cada um dos dı́gitos/bits mais significativos que restam na chave.
A ordenação executada no segundo passo é feita utilizando o algoritmo counting sort [54].
A ordenação counting sort inicialmente determina um ranking para cada chave a ser ordenada
– determina a sua posição na ordem de saı́da – e depois disso, permuta as chaves para as suas
respectivas localizações.
5.6.1 O Algoritmo de Ordenação Radix Paralelo
Inicialmente cada processador do cluster recebe um mesmo número N de chaves a serem
ordenadas, e a seguinte seqüência é executada:
1. O processador constrói um histograma local com base nas chaves que possui. Esse his-
tograma local representa a distribuição dos dı́gitos na porção das chaves em poder do
processador.
2. Todos os processadores combinam seus histogramas locais em um histograma global que
indica a soma da distribuição total de dı́gitos nas chaves.
3. Os processadores fazem uso do histograma global para fazer a troca das chaves que cada
um possui.
4. As chaves são escritas uma a uma em um vetor e enviadas ao processador de destino.
5. O algoritmo repete as fases anteriores até que todos os dı́gitos tenham sido verificados e
a ordenação tenha sido finalizada.
Um fator importante e que influencia decisivamente no desempenho do algoritmo radix é o
valor r utilizado na ordenação. O algoritmo executa uma iteração para cada bloco de r-bits nas
chaves, o que implica em quanto maior o valor de r, menor o número de iterações necessárias.
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Por outro lado, quanto maior o valor de r, mais espaço é necessário para alocar as estruturas
que armazenam, em memória, os histogramas local e global.
A comunicação no algoritmo radix ocorre principalmente em dois pontos distintos: (1) na
permutação de chaves entre os processadores e (2) na combinação dos histogramas locais para
formar o histograma global e na redistribuição deste histograma para todas as máquinas.
Durante a fase de permutação das chaves o algoritmo agrupa as chaves destinadas a um
mesmo processador em posições consecutivas de memória de forma a possibilitar o envio dessas
chaves em uma única transferência de dados, reduzindo assim o tráfego de mensagens na rede
e aumentando a eficiência do algoritmo.
5.6.2 Análise dos Resultados Obtidos
No eixo x da figura 5.11 é mostrado o número de processadores (em escala logarı́tmica), e no
eixo y o tempo de execução do algoritmo radix sort em segundos. A figura 5.11 mostra o tempo
de execução do algoritmo de radix para 2,4,8 e 16 processadores, com uma massa de 65536
chaves por processador4. Pode-se observar que o tempo de execução para o protocolo TCP/IP
cresce à medida em que o número de processadores aumenta. Para o protocolo LLC, observa-se
um “degrau” no tempo de execução. Embora o tempo de execução usando protocolo LLC seja
maior para 2 e 4 processadores, a relação do tempo de execução se inverte quando o número
de processadores passa para oito. Esse fato é explicado pela relação (tempo de computação
x tamanho e quantidade de mensagens). Com dois e quatro processadores, o tamanho das
mensagens transmitidas é maior e a taxa de comunicação/computação é menor, uma vez que
cada processador tem que ordenar um número grande de chaves. Quando se aumenta o número
de processadores para oito, obtém-se uma relação (tempo computação x taxa de comunicação)
mais equilibrada.
Note-se que como a relação computação/comunicação desse algoritmo é maior que 1, a
diferença entre os tempos de execução para os protocolos LLC e TCP/IP é mı́nima porque o
4Esse é o maior número de chaves possı́vel de ser ordenado pelo radix no cluster de utilizado para o teste.
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sistema de comunicação tem pouca influência no desempenho global.
Quando se executa o radix em 2 ou 4 processadores o protocolo LLC se mostra menos efi-
ciente do que o TCP/IP. Esse comportamento pode ser explicado porque nessa configuração o
número reduzido de troca de mensagens entre os processadores e as mensagens longas favore-
cem a estrutura utilizada pelo protocolo TCP/IP. Nesse sentido o TCP/IP leva vantagem porque
usa um buffer para o envio de mensagens, e as funções de envio de dados retornam mais rapi-
damente para a aplicação. Quando se aumenta o número de processadores e conseqüentemente
cresce o número de mensagens pequenas, o protocolo LLC volta a ser o mais eficiente.
Figura 5.11: Tempo de Execução do Kernel Radix
É importante notar que a diferença observada nos resultados entre os protocolos para o
radix é insignificante, isso advém do fato de o radix é computacionalmente intensivo e tem seu
algoritmo otimizado para evitar a troca de mensagens entre os nodos.
Dada a hipótese de haver uma diferença entre as médias de tempo observadas na execução
do algoritmo radix, fez-se necessária a avaliação estatı́stica dos resultados. A tabela A.4 contém
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os valores obtidos para a aplicação do teste t de Student para as observações/execuções do radix.
Analisando-se os resultados na tabela A.4, conclui-se que, embora exista uma diferença entre as
médias, essa diferença não é significativa. O valor p do teste nos mostra que a hipótese de haver
alguma diferença entre as médias foi refutada, uma vez que esse valor é maior que o intervalo




A utilização de aglomerados (clusters) de PCs, interligados por uma rede local tem suprido
a crescente demanda por poder computacional em aplicações cientı́ficas. Para a programação
de aplicações segundo o modelo de troca de mensagens em multicomputadores, são utilizadas
bibliotecas de troca de mensagens, como MPI e PVM.
Os protocolos TCP/IP são utilizados como meio de transporte para a troca de mensagens
utilizada nas bibliotecas de comunicação. Por conta da incerteza a respeito da rede na qual
é empregado, o protocolo TCP incorpora uma série de mecanismos para garantir a entrega
confiável das mensagens, bem como para manter a rede operando em condições razoáveis de
tráfego e sem congestionamento.
Se a estrutura de rede na qual os dados trafegam for conhecida e restrita a uma rede local
Ethernet, o que acontece em muitas instalações de aglomerados de computadores, o protocolo
de enlace da Ethernet (o padrão IEEE 802.2 – Logical Link Control - LLC) pode ser utilizado
para substituir os protocolos TCP/IP. O protocolo LLC incorpora uma série de funcionalida-
des que são similares ou equivalentes a um sub-conjunto das funcionalidades do TCP, porém
limitadas a uma rede local.
Por ser um protocolo mais simples e restrito que o protocolo TCP, é de se supor que um
aglomerado de PCs construı́do sobre uma biblioteca que utilize LLC como seu protocolo de
transporte seja mais eficiente —no ambiente de rede local Ethernet— do que um aglomerado
baseado na mesma biblioteca mas com TCP como seu protocolo de transporte.
Este trabalho descreve uma adaptação da implementação da biblioteca MPI para exe-
cutar com o protocolo LLC em uma rede local Ethernet e compara o desempenho desta
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implementação com uma implementação da MPI baseada em TCP/IP. Para a avaliação de de-
sempenho foram utilizados os programas de teste NETPIPE e MPPTEST, além de dois núcleos
de aplicativos FFT e ordenação Radix.
Nos testes executados utilizando o NETPIPE pode-se observar que, independente do tama-
nho da mensagem e para os valores testados, o protocolo LLC é mais eficiente que os protocolos
TCP/IP. O maior ganho no desempenho do LLC ocorre na faixa de mensagens com tamanho até
13 bytes (100 bits), com ganho variando de 16 a 21% com relação ao TCP/IP. Embora o ganho
percentual do LLC é menor com o aumento do tamanho da mensagem, esse ganho estabiliza-se
na faixa de 3 a 5%, mesmo para mensagens de tamanho de 1500 bytes.
Os resultados do MPPTEST mostram que ao escalar o número de processadores utilizados
no teste, o protocolo LLC tem ganho de desempenho que varia na faixa de 3 a 12%, ganho que
varia na razão inversa ao tamanho das mensagens.
O mesmo comportamento é observado para os resultados da execução do programa da
Transformada Rápida de Fourier (FFT), quando o LLC obtém ganhos que variam de 2.8% para
2 processadores a 6.8% para 16 processadores. O ganho de desempenho cresce com o número
de processadores, quando o tamanho do conjunto de dados é fixo.
Os resultados com a ordenação Radix não apontam ganhos significativos de desempenho
para o LLC, porque neste programa o tempo de computação predomina sobre o tempo de
comunicação de tal forma que não há demanda significativa sobre o subsistema de comunicação.
De tudo isso pode-se concluir que a utilização do protocolo LLC, no contexto de uma rede
local Ethernet interligando um aglomerado de computadores, é válida para as aplicações des-
critas e pode ocasionar na redução do tempo de execução de outras aplicações que empregam a
biblioteca MPI. Note-se também que o escopo de abrangência do protocolo LLC não se limita
somente a uma rede pertencente a um aglomerado de computadores, mas toda rede local que
empregue os protocolos IEEE 802.2 e 802.3*.
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Trabalhos Futuros
Para complementar o trabalho descrito nessa dissertação, seria interessante que fossem efe-
tuados os seguintes trabalhos: (1) verificar a escalabilidade do protocolo LLC para clusters
maiores do que 16 nós; (2) analisar o impacto que a utilização de dispositivos de rede com ca-
pacidade de transmissão em Gigabit tem sobre o comportamento destes protocolos; (3) verificar
a influência de pacotes Ethernet “jumbo”, com tamanho de 9000 bytes, nos ganhos de desem-
penho; e (4) efetuar um estudo estatı́stico do valor de convergência dos tempos de execução dos




A.1 Teste t de Student
A.1.1 NetPIPE
tam. msg. Média LLC Média TCP valor p Interv. confiança de 99%
1 6.41824e-05 7.30252e-05 < 2.2e-16 [ -8.991158e-06,-8.694442e-06 ]
2 6.41826e-05 7.31138e-05 < 2.2e-16 [ -9.072253e-06,-8.790147e-06 ]
3 6.41324e-05 7.33514e-05 < 2.2e-16 [ -9.362617e-06,-9.075383e-06 ]
4 6.41490e-05 7.35074e-05 < 2.2e-16 [ -9.5024e-06,-9.2144e-06 ]
6 6.41482e-05 7.38710e-05 < 2.2e-16 [ -9.864924e-06,-9.580676e-06 ]
8 6.4164e-05 7.4256e-05 < 2.2e-16 [ -1.023911e-05,-9.944885e-06 ]
12 6.42116e-05 7.49508e-05 < 2.2e-16 [ -1.088477e-05,-1.059363e-05 ]
16 6.44202e-05 7.56880e-05 < 2.2e-16 [ -1.140664e-05,-1.112896e-05 ]
24 6.67126e-05 7.69826e-05 < 2.2e-16 [ -1.041954e-05,-1.012046e-05 ]
32 6.76090e-05 7.86864e-05 < 2.2e-16 [ -1.122305e-05,-1.093175e-05 ]
48 7.03372e-05 8.23492e-05 < 2.2e-16 [ -1.215650e-05,-1.186750e-05 ]
64 7.34952e-05 8.55136e-05 < 2.2e-16 [ -1.217602e-05,-1.186078e-05 ]
96 8.00444e-05 9.11892e-05 < 2.2e-16 [ -1.128774e-05,-1.100186e-05 ]
128 8.56804e-05 9.78100e-05 < 2.2e-16 [ -1.228539e-05,-1.197381e-05 ]
256 0.0001089866 1.202912e-04 < 2.2e-16 [ -1.145557e-05,-1.115363e-05 ]
384 0.0001311548 1.427926e-04 < 2.2e-16 [ -1.177701e-05,-1.149859e-05 ]
512 0.0001536584 1.657570e-04 < 2.2e-16 [ -1.224281e-05,-1.195439e-05 ]
768 0.0001986082 2.103432e-04 < 2.2e-16 [ -1.189187e-05,-1.157813e-05 ]
1024 0.0002428900 2.549716e-04 < 2.2e-16 [ -1.223447e-05,-1.192873e-05 ]
1536 0.0003221116 3.414326e-04 < 2.2e-16 [ -1.950327e-05,-1.913873e-05 ]
2048 0.0003498882 3.767446e-04 < 2.2e-16 [ -2.697621e-05,-2.673659e-05 ]
3072 0.0004358784 4.574456e-04 < 2.2e-16 [ -2.173278e-05,-2.140162e-05 ]
4096 0.0005242316 5.424172e-04 < 2.2e-16 [ -1.833472e-05,-1.803648e-05 ]
6144 0.0006817038 7.137708e-04 < 2.2e-16 [ -3.22863e-05,-3.18477e-05 ]
8192 0.0008625420 9.095682e-04 < 2.2e-16 [ -4.748224e-05 ,4.657016e-05 ]
Tabela A.1: Teste t de Student para o benchmark NetPIPE - Tempo
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tam. msg. Média LLC Média TCP valor p Interv. confiança de 99%
1 0.1188960 0.1044979 < 2.2e-16 [ 0.01415611,0.01464005 ]
2 0.2377870 0.2087388 < 2.2e-16 [ 0.02858937,0.02950711 ]
3 0.3569622 0.3120914 < 2.2e-16 [ 0.04416963,0.04557185 ]
4 0.4758360 0.4152398 < 2.2e-16 [ 0.0596579,0.0615345 ]
6 0.7137491 0.6197886 < 2.2e-16 [ 0.09258293,0.09533819 ]
8 0.9514421 0.8221074 < 2.2e-16 [ 0.1274406,0.1312287 ]
12 1.426071 1.221737 < 2.2e-16 [ 0.2015675,0.2071005 ]
16 1.895235 1.613080 < 2.2e-16 [ 0.2786975,0.2856112 ]
24 2.745259 2.378941 < 2.2e-16 [ 0.3609405,0.3716968 ]
32 3.611731 3.103241 < 2.2e-16 [ 0.5017876,0.5151938 ]
48 5.207383 4.447707 < 2.2e-16 [ 0.7504896,0.7688626 ]
64 6.645139 5.710832 < 2.2e-16 [ 0.9218132,0.9467998 ]
96 9.151313 8.032869 < 2.2e-16 [ 1.104131,1.132757 ]
128 11.399267 9.985586 < 2.2e-16 [ 1.395537,1.431825 ]
256 17.92215 16.23799 < 2.2e-16 [ 1.661782,1.706545 ]
384 22.33866 20.51797 < 2.2e-16 [ 1.798866,1.842529 ]
512 25.42254 23.56704 < 2.2e-16 [ 1.833487,1.877505 ]
768 29.50278 27.85720 < 2.2e-16 [ 1.623824,1.667322 ]
1024 32.16532 30.64122 < 2.2e-16 [ 1.504894,1.543299 ]
1536 36.38148 34.32279 < 2.2e-16 [ 2.039412,2.077982 ]
2048 44.65734 41.47401 < 2.2e-16 [ 3.169402,3.197258 ]
3072 53.77092 51.23604 < 2.2e-16 [ 2.515795,2.553979 ]
4096 59.61126 57.61270 < 2.2e-16 [ 1.982402,2.014733 ]
6144 68.76167 65.67277 < 2.2e-16 [ 3.068240,3.109561 ]
8192 72.46089 68.71487 < 2.2e-16 [ 3.710361,3.781675 ]
Tabela A.2: Teste t de Student para o benchmark NetPIPE - Megabytes
A.1.2 FFT – Fast Fourier Transform
P Média LLC Média TCP valor p Interv. confiança de 99%
2 910.68 936.40 = 1.294e-06 [ -38.24947,-13.19053 ]
4 793.42 820.64 < 2.2e-16 [ -32.79992,-21.64008 ]
8 503.64 539.52 < 2.2e-16 [ -42.21578,-29.54422 ]
16 354.64 380.60 < 2.2e-16 [ -28.02395,-23.89605 ]
Tabela A.3: Resultados do Teste t de Student para o algoritmo FFT
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A.1.3 Algoritmo de Ordenação Radix
P Média LLC Média TCP valor p Interv. confiança de 99%
2 12.20 12.16 = 0.607 [ -0.1636501,0.2436501 ]
4 12.24 12.22 = 0.8145 [ -0.2032854,0.2432854 ]
8 12.26 12.36 = 0.2843 [ -0.3440550,0.1440550 ]
16 12.36 12.38 = 0.838 [ -0.2761797,0.2361797 ]
Tabela A.4: Resultados do Teste t de Student para o algoritmo Radix
A.2 Componente BTL LLC
Aqui são descritas algumas das funções e caracterı́sticas do componente BTL TCP que
foram alteradas no desenvolvimento do componente BTL LLC.
• O sistema de compilação da biblioteca (que usa autoconf e automake para gerar os Ma-
kefiles) foi modificado de modo a incluir o novo componente em uma configuração au-
tomática.
• Foi desenvolvida a função opal ifindextohdrinfo do framework OPAL, que retorna o en-
dereço MAC associado à interface de rede.
• O comportamento de criação de processos, que no BTL TCP permite a criação de pro-
cessos em diferentes redes de computadores, foi modificado de forma a permitir apenas a
criação de processos na rede local Ethernet.
• A estrutura mca btl llc module foi desenvolvida de acordo com as caracterı́sticas supor-
tadas pelo protocolo LLC.
• A função mca btl llc register registra as funções de envio e recebimento que o compo-
nente suporta.
O ciclo de vida e as funções executadas pelo componente BTL, tanto o TCP quanto o LLC,
são descritos a seguir. Aonde lê-se btl proto pode-se ler tanto btl tcp quanto btl llc.
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1. Inicialização
btl proto component open
btl proto component init
btl proto component create instances
* btl proto create
* btl proto component create_listen
* btl proto setsocket options
* btl proto component exchange
* btl proto add procs
endpoint construct (executada tantos vezes quantos os endpoints presentes)
btl proto del procs
btl proto register
2. Troca de Informações




* endpoint start connect
btl proto setsock options
endpoint send handler
endpoint complete connect
endpoint send connect ack
endpoint send blocking
endpoint recv handler
endpoint recv connect ack
endpoint recv blocking
endpoint connected
• Lado do Cliente
component recv_handler
component accept
btl proto setsock options
btl proto recv handler
* endpoint accept
endpoint close




3. Anel Estabelecido, Troca de Componentes
• Lado do Servidor
:->loop
endpoint send handler
btl proto frag send
endpoint recv handler
btl proto frag recv
até que o processo finalize, vá para :->loop
• Lado do Cliente
:->loop
endpoint recv handler




até que o processo finalize, vá para :->loop
4. Transferência de Dados de um Nodo a Outro
• Envio de Pacote
btl proto prepare src
btl proto send
endpoint send
btl proto frag send
btl proto free
• Recepção de Pacote
:->inı́cio
endpoint recv handler
btl proto frag receive
fim, vá para :-> loop até que o pacote termine
5. Finalizando as conexões






vá para :->loop até que não haja mais nenhum endpoint a ser fechado
component close
Como o componente BTL LLC é baseado no código do componente BTL TCP, todos os
itens marcados com um * ao lado, foram significativamente modificados enquanto que os de-
mais foram adaptados para o novo código. O total de linhas do patch para modificar o compo-
nente BTL TCP em um componente BTL LLC criado pelo comando diff -ruN llc tcp
é 9494 disponı́vel em http://www.lezz.org/.
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