Media and entertainment

Brand familiarity
Q5. To what extent are you familiar with the following brands? (Insert a 5-point scale with a "1" for "unfamiliar" and a "5" for "familiar". Select 20 brands from the selected category based on least-filled quota. Randomize brands).
Brand perceptions
(SELECT UP TO 10 BRANDS FOR WHICH THE RESPONDENT SELECTED EITHER "4" OR "5" AT Q5 BASED ON LEAST-FILLED QUOTA. NEED TO ACHIEVE A MINIMUM OF 30 RATINGS PER BRAND.)
(ASK Q6-Q7 AS A SERIES FOR EACH BRAND BEFORE PROCEEDING TO THE NEXT BRAND. STORE THE ORDER IN WHICH THE BRANDS ARE SHOWN TO THE RESPONDENT IN THE SERIES.)
Q7. To what extent do you agree with the following statements for (BRAND). (Insert a 5-point scale with a "1" for "totally disagree" and a "5" for "totally agree". Randomize statements).
Complexity
[Q6_1] Getting used to (BRAND) requires a major learning effort .
[Q6_2] Getting used to (BRAND) takes a long time before one can fully understand the advantages.
[Q6_3] The product concept of (BRAND) is difficult to evaluate and understand.
[Q6_4] Overall, I believe that using (BRAND) is easy.
[Q6_5] Using (BRAND) requires a lot of mental effort.
Visibility
[Q6_6] I have seen how another person is using (BRAND).
[Q6_7] In my environment, one sees (BRAND) quite often.
[Q6_8] (BRAND) is not very visible in my environment.
[Q6_9] I have had plenty of opportunities to see someone else using (BRAND).
[Q6_10] It is rare that I see someone else using (BRAND). Q7. Now please think of (BRAND) as if it were a person. This may sound unusual, but think of the personality traits or human characteristics that come to mind when you think of (BRAND).
Perceived risk
(A 5-point scale with a "1" for "not at all descriptive" and a "5" for "extremely descriptive". Randomize statements.) 
Excitement
Demographics
To end the survey, the subscriber is asked a set of demographic questions on employment, occupation, income, marital status and children living at home.
Web Appendix C: Principal Component Analysis to form Knowledge Factor
Because both Knowledge and Familiarity represent the same underlying variable (Knowledge) and because these two variables are highly correlated (correlation of 0.8), we use principle component analysis to construct a single variables, Knowledge Factor. The loadings and proportion of total variance are displayed in Table 12 . We see that 91% of the variation in the two variables is captured by the first component and that both variables enter positively. This ensures that the factor has the intended meaning. We use this component as the Knowledge Factor throughout the analysis in the paper and the appendix.
Web Appendix D: Robustness Checks
In this appendix, we conduct a series of robustness tests to examine whether our results hold up to four potential issues with our data: selection bias, multicollinearity, outliers, and missing data.
D.1 Selection Bias
Our sample is not a random sample -it includes the brands with the highest amount of WOM. This selection may lead to bias. In order to get a sense of the issue we can decrease the number of brands, estimate the model on a partial set of the brands, and examine the sensitivity of the results to it. In the rest of this subsection we describe this analysis and show that overall it appears that the main results indeed stand up. In particular, we consider the top 200, 450, 500, and 550 WOM brands, where the list of brands is specific to the channel (i.e., top 450 online WOM brands or top 450 offline WOM brands). The results of these analyses are presented in Table 4 for the online data and Table 5 for the offline data.
We turn first to the relative importance of the three drivers (i.e., social, functional and emotional). Note that the results for this task do not rely on the missing data model. The results indicate that the most important driver is consistently social for online mentions and emotional for offline mentions. The only exception is for the online top 200 dataset, where the differences in the log marginal likelihoods are quite small compared to the other models. In other words, the order of importance of these drivers in the two channels does not depend on the size of the sample. Thus, there appears to be no meaningful selection biases involved in the relative importance results.
We next turn to the three novel variables introduced by our theoretical framework -Excitement, Differentiation, and Complexity.  Excitement is still significantly related to online and offline WOM, which we take as strong evidence supporting a high degree of robustness to selection bias.  Differentiation retains significance and the expected direction in all cases online (though only marginal significance in the smallest dataset). In the offline analysis, Differentiation is in the expected direction and is significant in all but the smallest dataset. In the smallest dataset, it becomes insignificant. This suggests a high degree of robustness and no obvious selection bias.  Complexity, which was marginally significant in the full online dataset, maintains the negative sign throughout, but with varying significance levels: it is significant in the 550 dataset and insignificant for the smaller datasets. For the offline dataset, Complexity is positive and significant for the 550 and 500 datasets, but insignificant and positive for the 450 and negative and insignificant for 200. Overall, these results suggest that Complexity may be less robust to the sample size, and that it may play a smaller role in the very top brands.
Finally, we present the influence on the remaining parameters. Overall, we take these results for the relative importance and individual variable effects as supportive of the selection biases not being too severe. There are a couple of cases of potential issues (e.g. Complexity), but these cases suggest that while some caveats need to be made with regard to selection biases, the magnitude of these potential problems appears fairly limited.
Another takeaway from this exercise is that the relationship between brand characteristics and WOM is a bit different for the top 200 brands -for example, Age plays a much more important role for this subset of brands both online and offline, while the role of Visibility weakens.
D.2 Multicollinearity
Since our study accounts for many factors, there is potential for multicollinearity. Such a problem results in inflated standard errors (or in our case inflated credible interval sizes) arising from highly correlated factors in the model. This subsection is split into two parts. In the first, we use three methods (variance inflation factors, principal factor analysis, and partial correlation analysis) in order to identify the variables that might be involved in multicollinearity. In the second, we examine whether the estimates of these variables are indeed affected by this issue.
Step 1: Identify potentially problematic variables.
Variance inflation factors.
To evaluate this potential problem we first examine the Variance Inflation Factors (VIFs) for each of the brand characteristics (see Table 6 ). To do so, we include all variables (except for Satisfaction and Involvement) and the fixed effect for the category. Satisfaction was excluded due to its large amount of missing data, and Involvement since it is perfectly collinear with the category fixed effects. Based on these VIFs, only Relevance has a score higher than the traditional rule of 10. We can narrow the potential problem even further to only the online channel, since the effect of Relevance in the offline estimation is significant (i.e., the credible interval is not too large). As pointed above, we will soon check whether the estimate of the potentially problematic variable (i.e. Relevance) is indeed problematic.
Principal component analysis.
We present a principal component analysis and examine which of our variables have large portions of their variances explained by the same factors ( Based on the latter two analyses, in all but two cases, the most highly related variables come from the same drivers (e.g., both Esteem and Relevance are in the Social driver). The exceptions are the Complexity/Visibility pair, which includes one variable from each of the Social and Functional drivers, and the Complexity/Perceived Risk pair, which includes one variable from the Hybrid drivers and one from the Functional drivers. Since our relative importance results are consistent both with and without the Hybrid drivers, this latter case cannot explain our ordering. As a result, multicollinearity is unlikely to influence the relative importance results.
Step 2: Are the potentially problematic variables really problematic?
We are now ready to focus on some of the key pairs identified above, to evaluate whether multicollinearity is affecting any of the individual coefficients from our main results. These pairs are Complexity/Perceived Risk, Complexity/Visibility, and Esteem/Relevance. Also, since we did not evaluate Satisfaction in the previous correlational analyses due to the missing data, we will consider it here. Based on the correlation table in the main text (Table 4 ), we will consider the pairs Satisfaction/Complexity and Satisfaction/Perceived Risk.
Since multicollinearity lowers the significance of the estimates due to inflated standard errors, only non-significant coefficients are a concern to us. Of the above-mentioned variables, only three are not significant--Perceived Risk offline, Complexity online (it is marginally significant), and Relevance online. For each of these variables, we drop its paired variable (e.g. dropping Esteem for Relevance) and evaluate whether the credible interval (CI) decreases in size. If such a change is large enough, this is a likely signal of multicollinearity. Tables 9 and 10 Satisfaction. These changes in credible interval size are relatively moderate. However, in each case the mean shifts fairly dramatically. Dropping Visibility decreases the mean making the parameter more significant; dropping Perceived Risk increases the mean making it closer to zero; and dropping Satisfaction increases the mean so dramatically that Complexity reverses signs and becomes significant in the opposite direction. Thus, without accounting for these variables, the magnitude of the effect can change dramatically, suggesting that while multicollinearity appears to be a minor issue, without controlling for these correlated variables we are introducing a meaningful omitted variable bias.
Of course in these exercises additional variables (other than our focal ones) are also affected. After careful inspection, these changes do not appear to be due to multicollinearity (i.e., the credible intervals do not change much in size). However, similar to our three variables, without controlling for the full set of variables, the effects can be different, suggesting again that our full set of variables helps to guard against omitted variable biases.
Overall, we conclude that there is little evidence of troubling multicollinearity. Perhaps more telling than any issue from multicollinearity is that we find (in almost every case we examined) the potential for omitted variable bias (if the full set of variables were not included). Thus, including our full set of variables is a valuable aspect of our analysis rather than a problematic source of insignificant results.
D.3 Missing Data
Our full model accounts for the missing data in Satisfaction, by using a Bayesian approach that is likelihood based and naturally accommodates multiple imputation. This approach treats the missing data as (unobserved) parameters in a Bayesian sense, so the missing data are drawn in the MCMC sampling routine. The MCMC chain generates multiple imputations (samples) for the missing data that are a function of all of the observed data (i.e., it does not depend only on Satisfaction but also on the other variables in the model and their correlation with the observed values of Satisfaction) as well as our prior (which follows the observed distribution of Satisfaction). In other words, though "random" in a distributional sense, the distribution of the missing data accounts for the relationships between the missing data and the observed data in a statistically and logically desirable manner. This full model approach is consistent with the suggested approach of Shafer and Graham (2002), i.e., a likelihood-based missing data analysis.
Before we proceed it is important to note that our analysis of the relative importance of the three drivers does not use the missing data model, and thus could not be driven by the missing data model specification. That said, one might be concerned that the parameter estimates of the effects of brand characteristics might be driven by it. To examine the robustness of our full model results, we consider two different sets of analyses, both displayed in Table 11 .
Case Deletion:
We conduct an analysis using only the observations that contain data on all variables (i.e., not imputing the missing data). That is, we use a case deletion approach to solving the missing data problem. This results in a much smaller data set with sample size of only 201 brands.
The results for the online data ( ; also multiple variables that were not significant remain so. Some of the online parameters are the same direction, but no longer significant--Differentiation, Esteem, Premium (VP), and Complexity. That said, taken as a whole, these findings suggest that even with the much smaller dataset, we achieve very similar results for the online data.
For offline, we find (Table 11 ) the directions of effects are the same for all but a few, insignificant variables (from Table 5 Table 5 , only Internet Brand is no longer significant, while some others decrease in significance. Overall, while these single imputation results are a bit weaker than our full model results, they appear generally consistent.
Summarizing these robustness checks for the missing data model we use, we find that in general our main results are robust to a number of alternative missing data approaches. More importantly, the missing data model we employ is consistent with the recommended approach in the literature--accounting for the missing data through a likelihood-based analysis that imputes the missing data multiple times via a Bayesian MCMC approach (Shafer and Graham 2002). Furthermore, compared to the case deletion approach it is using a much larger sample for estimating the model and compared with the single imputation it is accounting for the errors in the missing data model.
D.4 Outliers
To examine outliers we ran log-linear regressions with fixed effects in the category (dropping Involvement, which is perfectly collinear with the category fixed effects and Satisfaction, which has a large number of missing observations). We identified cases having standardized residuals with absolute values greater than 3. The offline WOM regression had one case with the standardized residual of -3.58 (Harley Davidson). For online, we identified five cases with standardized residuals of -3.23 (Good Year Tires), -3.14 (Swansons), -3.16 (Whirlpool), -3.13 (Avis Rental Car), and -3.01 (Curves). Since all of these are moderately "outlying" and there are so few compared to our sample of over 600 observations, we suggest these outliers can have little effect on the results. To confirm this, we ran the models dropping these observations. As expected, there was no meaningful impact on our results.
Web Appendix E: Markov Chain Monte Carlo Estimation
We estimate this model separately for online and offline WOM data using Markov Chain Monte Carlo posterior simulation. We break the sampling into four blocks with three blocks using the Metropolis-Hastings algorithm and one block using a conditionally conjugate draw. The procedure for the posterior simulation is a modification of the rnegbinRw routine in the R package, bayesm. Formally, the four sampling blocks are X scaled to achieve efficiency. The final scaling was 3 for the online channel draws and .5 for the offline channel draws.
For the full model, this MCMC sampler was run for 100,000 iterations for three different initial seeds. Convergence was clearly achieved within a few thousand iterations as determined by visual inspection of the three chains (which all converged to the same stationary distribution). We discarded the first 10,000 iterations of each chain as burn-in and thinned at 10 for inference. This essential procedure for diagnosing convergence and for inference was used in estimating each of the submodels as well. All marginal likelihoods are calculated using the harmonic mean estimator.
Web Appendix F: Moderation Analysis
We evaluate whether the type of good (Search, Experience, or Credence) influences the nature of the relationship between the brand characteristics and online and offline WOM. We do this by running the full model analysis with the addition of interactions between the type of good and our theoretical variables of interest.
Our dataset contains relatively few observations of credence goods (40 in the final sample). While this is a reasonable sample to estimate a main effect of Credence, it is too small to make statistical conclusions on moderation effects given that we have 14 parameters of interest (leaving less than 3 observations per variable for these interaction effects). For search goods, we have 127 observations, which gives us a large number for a main effect and about 9 observations per parameter for the interaction effects, which is a more reasonable number. Hence, we only present results relating to interactions with Search as compared to goods that are either credence or experience. We chose to group these two together since they seem to be more similar. The results are displayed in Table  1 .
We focus first on the three novel characteristics introduced by our theoretical framework.
Energized-Differentiation.
For the online data, both the main effect of Energized-Differentiation and the interaction with search are positive and significant (though slightly weaker than the five percent level). Offline, the effect is positive and significant for search goods but not for experience and credence goods.
Excitement.
In both the online and offline data, the main effects of Excitement is significant and positive (as in our main results), and the interactions are not significant. This means that the association between Excitement and WOM does not depend on the type of good.
Complexity.
The results for offline WOM are quite similar to those reported in Table 5 -Complexity is positive and significant. Furthermore, given that the interaction is not significant, we can conclude that the association between Complexity and WOM does not depend on the type of good. In the online data the association is also positive but insignificant for both the main effect and the interaction. We have witnessed the difference between the online and offline estimates also in our primary results reported in Table 5 , though then the association for online was marginally significant and negative.
Of the remaining significant variables from Table 5 of the main paper, all but Middle (VP) for online and Relevance for offline are the same direction and maintain a similar level of significance in the main effects. While Middle (VP) is simply insignificant for online here, offline Relevance is still positive and significant for search goods but not for credence and experience ones. Hence, even in a model that accounts for type of good interactions, experience and credence goods largely follow the patterns discussed in the main text.
Further, for most variables, there are no significant interactions. Some interactions, however, are significant and may point to potential interesting avenues for research. For the online interactions, we find that Relevance has a significant positive coefficient, Esteem a significant negative one, and Knowledge Factor a marginally significant negative one. For the offline interactions, Relevance, as pointed above, has a significant positive interaction, Esteem and Premium (VP) significant negative ones, and Age significant positive one (indicating that while newer experience and credence goods received more WOM, the opposite holds for search goods).
While these interaction effects are complex and interesting, our main results are largely consistent with most of the data. Furthermore, these differences suggest that there is more nuanced heterogeneity in the effect of brand characteristics on WOM. Hence, we leave the exploration of such interactions for future research.
Web Appendix G: Comparison of Submodel Estimates to Full Model Estimates
In this appendix we compare the results of the estimates from the submodels with those of the full model. We first note that the signs and significance of the coefficients are largely consistent with the full model, despite an obvious concern with omitted variable bias. That said, in a few cases these effects differ, likely as a result of the omitted variable Satisfaction. The estimates are presented in Tables 2 and 3 .
Considering first the online results, we find that Esteem, Visibility, Excitement, Age, Credence, and Knowledge Factor all have the same sign as the full model results, and those variables that are significant remain significant while those that are not remain insignificant. Differentiation, Premium (VP), and Perceived Risk in the same direction as the main results and in all but one case are significant. Search and Middle (VP) are both not significant, while they were significant in the full model. The most notable change is Complexity, which switches from negative and insignificant to positive and significant. We note, however, that this effect appears to result from an omitted variable bias (i.e., as noted in Web Appendix 6.2, Satisfaction and Complexity are highly related and dropping Satisfaction leads to apparent omitted variable bias in the estimated effect of Complexity).
Turning to the offline results, we find that Middle (VP), Visibility, Search, and Knowledge Factor all have the same sign as the full model results, and those variables that are significant remain significant, while those that are not remain insignificant. Differentiation, Esteem, Excitement, Credence, and Complexity all have the same sign and in all but one submodel are significant, while Age loses significance for two models and Relevance for all three. Perceived Risk is more significant in some cases. We note, however, that this again appears to result from omitted variables bias, which we discuss in the Appendix F.2.
Despite decreased significance in some variables, overall, these results are quite consistent with those presented in the full model. In fact, it appears that including Satisfaction largely strengthens our ability to tease apart the role of some of the variables, including Differentiation, Esteem, Relevance, Excitement, and Complexity for offline and Differentiation and Premium (VP) for online.
However, Satisfaction also appears to explain the role of Complexity in online WOM and Perceived Risk in offline WOM, which suggests we need Satisfaction in the model to get the correct significance levels. 
