We prove that a.a.s. the maximum size of an induced subtree of the binomial random graph G(n, p) is concentrated in 2 consecutive points. We also prove that, given a non-negative integer-valued function t(k) < εk 2 , under a certain smoothness condition on this function, a.a.s. the maximum size k of an induced subgraph with exactly t(k) edges of G(n, p) is concentrated in 2 consecutive points as well.
Introduction
In [1] - [4] , it was proven that a.a.s. (with asymptotical probability 1) the maximum size of an independent set (the independence number) of the binomial random graph G(n, p = const) (see, e.g., [5] - [8] ) equals either f 0 (n) or f 0 (n) + 1 , where f 0 (n) = 2 log 1/(1−p) n − 2 log 1/(1−p) log 1/(1−p) n + 2 log 1/(1−p) e 2 + 0.9
(the above remains true after substituting 1 − ε instead of 0.9 for an arbitrary positive ε < 0.5 ). Is the 2-point concentration also true, say, for the maximum induced path, maximum induced cycle or the maximum induced tree? Is it true for the maximum subgraph with certain restrictions on the number of edges?
In [9] , 2-point concentration results were obtained for the simple path and for the simple cycle.
Theorem 1 (Dutta K., Subramanian C.R., 2018). Let f * (n) = 2 log 1/(1−p) np + 2.9 . Then a.a.s. both the maximum size of an induced path and the maximum size of an induced cycle in G(n, p) belongs to {f * (n), f * (n) + 1} .
In the paper, they also ask about a 2-point concentration result for trees but failed in answering this question. We answer this question below.
The proof is given in Section 2.
In [10] , subgraphs with bounded from above numbers of edges were considered. The main result of [10] states, in particular, the following. Theorem 3 (Fountoulakis N., Kang R.J., McDiarmid C., 2014) . Let t(k) be a sequence of non-negative integers such that t = o( k 3 / ln k) . Then, a.a.s. the maximum size k of an induced subgraph in G(n, p) with at most t(k) edges belongs to the set of 2 consecutive numbers {f t (n), f t (n) + 1} , where f t (n) = 2 log 1/(1−p) n + (t − 2) log 1/(1−p) log 1/(1−p) n − t log 1/(1−p) t + t log 1/(1−p) (2bpe) + 2 log 1/(1−p) e 2 + 0.9 .
Moreover, for subgraphs with the number of edges equal to a given function t(k) = p k 2 + O(k) of the number of its vertices k , in [11] , the 2-point concentration was disproved.
Theorem 4 (Balogh J., Zhukovskii M., 2019). Let t(k) = p k 2 + O(k) be a sequence of positive integers. Let X n be the maximum size k of an induced subgraph in G(n, p) with t(k) edges. There exists µ > 0 such that, for c > µ and C > 2c + µ , we have 0 < lim inf n→∞ P n − C n ln n < X n < n − c n ln n ≤ lim sup n→∞ P n − C n ln n < X n < n − c n ln n < 1.
Moreover, let, for any sequence
Then, for every ε > 0 , there exist c, C such that lim inf n→∞ P n − C n ln n < X n < n − c n ln n > 1 − ε.
It is natural to ask about the 2-point concentration result for smaller k . In Section 3, we prove the following.
Theorem 5. Let R > 0 . There exists an ε > 0 such that, for every sequence of non-negative integers t(k) with the following properties
ε ) ln n and a.a.s. the maximum size k of a set with t(k) edges belongs to {f (n), f (n) + 1} .
In other words, a threshold on the number of edges for the 2-point concentration is Θ(k 2 ) . Remark 1. The first smoothness condition in Theorem 5 can not be removed because, clearly, one may consider two different sequences (say, t 1 (k) = 1 , t 2 (k) = ⌊εk 2 ⌋ − 1 ), and combine them in the sequence t(k) = t 1 (k) for odd k and t(k) = t 2 (k) for even k . For such a sequence the 2-point concentrations result fails, but it is true both for t 1 (k) and t 2 (k) . Notice that, say, t(k) = Ck a (1 + O(1/k)) , a > 0 , satisfies the condition.
It is also worth mentioning that f (n) = 2 log 1/(1−p) n(1 + o(1)) , if t = o(k 2 ) .
Remark 2.
For several other random subgraph models, the independence number has another asymptotical behaviour (see, e.g., [12, 13] ). It would be of interest to study the maximum size k of an induced subgraph with t(k) edges for these models as well.
Maximum induced trees
Let X k be the number of induced subtrees in G(n, p) of size k . Clearly,
For k = O(ln n) , we get EX k ∼ e k ln n− 5 2 ln k+k−( k
ln n ln[1/(1−p)] and large enough n , there existsk
such that γ(k) = 1 and, therefore, for ε > 0 ,
By Markov inequality, from (1), we get P(t(G(n, p)) < ⌈k + ε⌉) → 1 .
It remains to prove that P(t(G(n, p)) ≥ ⌊k − 1 + ε⌋) → 1 . For this, set k = ⌊k − 1 + ε⌋ . In the usual way, we get the following bound for the second factorial moment:
where f (k, ℓ, r) is an upper bound (we will define its precise value below) for the number of trees on a set of vertices {a 1 , . . . , a k } such that the set of edges of these trees between the vertices of {a 1 , . . . , a ℓ } is fixed and has cardinality r .
For ℓ ≤ 2 ln n ln[1/(1−p)] − 6 ln ln n ln[1/(1−p)] , we will use the trivial bound f (k, ℓ, r) = k k−2 . For such ℓ ,
Let us switch to ℓ > 2 ln n ln[1/(1−p)] − 6 ln ln n ln[1/(1−p)] . In order to define f (k, ℓ, r) , consider a tree T with a vertex set A of cardinality k . Let B ∩ A = Υ , |Υ| = ℓ and |B| = k as well. Assume that T has exactly r edges in Υ . Let us estimate from above the number of trees on the vertex set B such that, in Υ , they induce the same set of edges.
Let H be the set of connected components of A| Υ . Clearly, |H| = ℓ − r .
There are (k−ℓ) ℓ−r decompositions of H into k−ℓ parts. Let H 1 ⊔. . .⊔H k−ℓ be such a decomposition. In every component of H , choose a vertex (there are at most ( ℓ ℓ−r ) ℓ−r ways of doing that for ℓ−r ≤ ℓ e , at most 3 2r−ℓ 2 2ℓ−3r ways for ℓ 2 ≥ ℓ − r > ℓ e and at most 2 r ways for ℓ − r > ℓ/2 ). Then, for every i ∈ {1, . . . , k − ℓ} , and every component of H i , we draw an edge between the chosen vertex and v i .
Consider the set of k − ℓ vertices U 1 , . . . , U k−ℓ , where U i is the union of the set of all vertices of all components of H i and {v i } . There are (k − ℓ) k−ℓ−2 trees on this set. Let F be such a tree. For every edge {U i , U j } of this tree, draw, in B , an edge e ij between a vertex u i ∈ U i and a vertex u j ∈ U j such that either u i or u j is in Υ . Clearly, there are at most ℓ + 1 ways of choosing e ij . Clearly, the final graph on the set B is a tree, and every tree can be constructed using the above procedure.
Putting all together, there are at most
, then g(k, ℓ, r) dicreases with r . Therefore, its maximum equals g(k, ℓ, 0) = (k −ℓ) k−2 (ℓ+ 1) k−ℓ−1 . Then,
Consider the fractioñ
For n large enough,
. Then, for n large enough, from (5), we get
Therefore,F ℓ increases in 2 ln n ln[1/(1−p)] − 6 ln ln n ln[1/(1−p)] , k − max 2,
The function c ln(1/(1 − p))/2 − ln c approaches infinity as c → ∞ . Therefore, for c large enough,
Let us conclude the above arguments: there exists c ∈ N and a > 0 such that, for all ℓ ∈ 2 ln n ln
By the Chebyshev inequality, from (2), (3), (4) and (6) we get
It remains to prove that, for every c ∈ N ,
Therefore, f 1 decreases with r if pc 1−p > 1 , and first increases and then decreases if . Therefore, f 1 increases with r if and only if pc 1−p < 2 . Notice that f 1 (k, r) has two discontinuities:
• if pc 1−p ≤ 1 , then f 1 achieves its maximum in r ∼ ℓ(1 − pc e(1−p) ) ;
• if 1 < pc 1−p ≤ 9 8 , then f 1 achieves its maximum in r = ℓ(1 − 1/e) ;
• if 9 8 < pc 1−p ≤ 2 , then f 1 achieves its maximum either in r = ℓ/2 , or in r = ℓ(1 − 1/e) ; • if pc 1−p > 2 , then f 1 achieves its maximum in r = 0 .
Below, we consider all these four situations separately.
If c ≥ 2 , then p ≤ 1 3 . Therefore,
2. Let 1 < pc 1−p < 2 and f 1 achieves its maximum in r = ℓ(1 − 1/e) . Then
If c = 1 , then 2 < 1 1−p < 3 and
Notice that ln pe 1−p < 2 ln 1 1−p . Indeed, d dx (2 ln x − ln(x − 1) − 1) = x−2 x(x−1) . Therefore, 2 ln x − ln(x − 1) − 1 ≥ 2 ln 2 − 1 > 0 for x ≥ 2 (this leads to the above inequality after setting x = 1 1−p ). Then,
Notice that ln
x ln x > 0 for x > 1 . Therefore, ln x − ln(x − 1) + ln ln x − ln 2 + 1 = ln
for 1 < x < 2 (this leads to the above inequality after setting x = 1 1−p ). From (7) , we get that (1)) .
3. Let 9 8 < pc 1−p ≤ 2 and f 1 achieves its maximum in r = ℓ/2 . Then
If c = 1 , then 17 8 < 1 1−p ≤ 3 . Therefore,
If c = 2 , then 25 16 < 1 1−p ≤ 2 and
, and x ln x − (x − 1) ln[4(x − 1)]| x=2 = 0 , the function ln 4+ln(x−1) ln x increases on (25/16, 2] . Therefore,
Since ln 4. Finally, assume that pc 1−p > 2 . Then,
+o (1)) < e −ε ln n(1+o (1)) .
If c = 2 , then 1 1−p > 2 . Clearly, x 3 > 4(x − 1) 2 + 1 for x > 2 . Therefore, n(1+o(1) ) .
Finally, let c ≥ 3 . Then, 1 1−p > 2 c + 1 . Let us show that, for every x > 2 c + 1 , the following inequality holds: x c+1 > c 2 (x − 1) 2 + 1 . Indeed,
Therefore, (1)) .
Maximum induced subgraphs with t edges
Let ε > 0 be as small as desired. Set ϕ(k) = k 2 /t(k) . We know that ϕ(k) > 1/ε for all k large enough.
Computing expectation and variance
Let X k be the number of induced subgraphs in G(n, p) with k vertices and t(k) edges. Then
where
Everywhere in this section, we assume that k = Θ(ln n) . Then
We may assume that 1 + ln p 1−p < ln
we get
where |f (k)| < 3ε ln 1 ε ln n .
There exists an ε 1 ∈ (0, 1/4) such that, for all small enough ε 0 > 0 , all k from
and large enough n , EX k+1 EX k < exp ln n − ln k − k ln(1/[1 − p]) + − ln t(k) + 2 ln k + 1 − ln 2 + ln p 1 − p (t(k + 1) − t(k))+ ln
Indeed,
and
Since, for k > 2 ln(1/[1−p]) ln n 1 + 3ε ln 1 ε + ε 0 , EX k → 0 , and, for k < 2 ln(1/[1−p]) ln n 1 − 3ε ln 1 ε − ε 0 , EX k → ∞ , the minimum k such that EX k < 1 belongs to (10) . If EX k−1 > n 1−2ε 1 , then denote this minimum k by k 0 . Otherwise, set k 0 = k − 1 .
Proof. If EX k 0 < 1 , then, by the definition,
It remains to notice that if k > k 0 + 1 and belongs to (10) , then EX k ≤ EX k 0 +1 → 0 .
Upper bound
Fix C > 0 as large as desired. From Markov's inequality and Claim 1, it follows that, if k 0 +1 ≤ k < C ln n , then P(X k ≥ 1) → 0 . Let us prove that the quantification over k can be moved inside the probability.
Now, let k > C ln n . For large enough n ,
Finally, we get
Lower bound
Here we prove that P(X k 0 −1 = 0) → 0 . 
Let us estimate F ℓ .
Small ℓ
Let
ln n .
By the definition of F ℓ ,
If j < t , then
Summing up, from (12), we get
Clearly,G ℓ+1
Since 1 1−p > 1 is a constant, for certain non-negative δ 1 (n) = O(1) , δ 2 (n) = O(1) , the right side of (15) is positive when ℓ ∈ (δ 1 , k −δ 2 ) and negative when ℓ ∈ (0, δ 1 ) and ℓ ∈ (k −δ 2 , k) . SinceG 3 /G 2 = O(k 2 /n) (less than 1 for large enough n ),G k−1 /G k−2 > n 1−o(1) (bigger than 1 for large enough n ), on [2, k − 2] , there exists a unique ℓ 0 (not necessarily integer) such that
So,G ℓ as function of integer argument ℓ first decreases, and then increases. Therefore, for ℓ ∈ {2, 3, . . . , ℓ * } ,G
The first value equals O k 4 n 2 . Let us estimate the second value:
From (13), we get n k p 2t (1 − p) 2( k 2 )−2t F ℓ (EX k ) 2 = O(k 6 /n 2 ). (16)
Large ℓ
Let ℓ > ℓ * . Denote ℓ 2 = L , k 2 = K . Clearly,
If j = t , then 
Finally, let max{t − K + L, 0} + 1 ≤ j ≤ t − 1 . Clearly, 
