On Markov chains induced by partitioned transition probability matrices by Kaijser, Thomas
ar
X
iv
:0
90
7.
45
02
v2
  [
ma
th.
PR
]  
12
 N
ov
 20
10 On Markov chains induced by partitioned transition probability
matrices
Thomas KAIJSER
Department of Mathematics and Information Coding Group,
Linko¨ping University, S-581 83 Linko¨ping, Sweden.
E-mail : thkai@mai.liu.se
Abstract Let S be a denumerable state space and let P be a transition probability matrix on S. If
a denumerable set M of nonnegative matrices is such that the sum of the matrices is equal to P , then
we call M a partition of P .
Let K denote the set of probability vectors on S. To every partition M of P we can associate a
transition probability function PM on K defined in such a way that if p ∈ K and M ∈ M are such
that ||pM || > 0, then, with probability ||pM ||, the vector p is transferred to the vector pM/||pM ||.
Here || · || denotes the l1 − norm.
In this paper we investigate convergence in distribution for Markov chains generated by transition
probability functions induced by partitions of transition probability matrices. The main motivation for
this investigation is the application of the convergence results obtained to filtering processes of partially
observed Markov chains with denumerable state space.
Keywords Markov chains on nonlocally compact spaces, filtering processes, hidden Markov chains,
Kantorovich metric, barycenter
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1 Introduction
1.1 The filtering process.
Let S denote a denumerable set, {Xn, n = 0, 1, 2, ...} be an aperiodic, positively recurrent
Markov chain with S as state space, let A denote an “observation space”, let g : S → A denote
a ”lumping” function of the state space S and define Yn = g(Xn). Let Zn denote the conditional
distribution of Xn given Y1, Y2..., Yn.
In this paper we shall present sufficient conditions both 1) for when the distributions of the
filtering process {Zn, n = 1, 2, ...} do converge in distribution to a unique limit distribution
independent of the initial distribution, and 2) when they do not.
Our paper is centered around a notion we call a partition of a transition probability matrix
(tr.pr.m) and we shall soon see how this notion connects with the filtering process just described.
To appear in Acta Math. Sin. (Engl. Ser.), DOI:10.1007/s10114-010-9696-9.
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1.2 Partitions of transition probability matrices.
Let S be a denumerable set. The set of all tr.pr.ms on S will be denoted PM(S). A denumerable
set
M = {M(w) : w ∈ W}
of nonnegative S × S matrices such that∑
w∈W
M(w) = P
will be called a partition of P .
The set of all partitions of P will be denoted G(S, P ). We define
G(S) = ∪P∈PM(S) G(S, P )
and call an element in G(S) simply a partition.
We denote the i, j − th element of a matrix M by (M)i,j .
Example 1.1 Let S be a denumerable set, let P ∈ PM(S), let A be another denumerable
set and let g : S → A be a “lumping” function from S to A. For each element a ∈ A we define
the matrix M(a) by
(M(a))i,j = (P )i,j if g(j) = a
(M(a))i,j = 0 if g(j) 6= a.
Obviously {M(a) : a ∈ A} is a partition of P . A partition defined in this way by a “lumping”
function g is simply called the partition determined by the “lumping” function g.
Example 1.2 Let S be a denumerable set, let A be another denumerable set, let P ∈ PM(S)
and let R be a tr.pr.m from S to A. For each element a ∈ A we define the matrix M(a) by
(M(a))i,j = (P )i,j(R)j,a.
Again it is easily seen that {M(a) : a ∈ A} is a partition of P . A partition defined in this
way by an observation matrix R is simply called the partition determined by the observation
matrix R.
Remark 1.1 Note that Example 1.1 is a special case of Example 1.2 since if g is a “lumping”
function we can define a tr.pr.m R from S to A simply by
(R)j,a = 1 if g(j) = a
(R)j,a = 0 otherwise.
1.3 The transition probability function PM.
Let again S denote a denumerable set. The set of all probability vectors on S will be denoted
by K. Thus
K = {x = ((x)i, i ∈ S) : (x)i ≥ 0,
∑
(x)i = 1}. (1.1)
We consider elements in K as row vectors. We denote the i − th coordinate of a vector x
by (x)i. We let || · || denote the l1 − norm and introduce a distance function δ on K by using
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the l1 − norm. Thus
δ(x, y) = ||x− y|| =
∑
i∈S
|(x)i − (y)i|.
We let E denote the Borel field generated by the metric δ and let P(K) denote the set of all
probability measures on (K, E).
Now, to every partition M = {M(w) : w ∈ W} ∈ G(S), we can define a transition
probability function (tr.pr.f) PM : K × E → [0, 1] on (K, E) by
PM(x,B) =
∑
w∈WM(x,B)
||xM(w)||, (1.2)
where
WM(x,B) = {w ∈ W : ||xM(w)|| > 0, xM(w)/||xM(w)|| ∈ B}. (1.3)
That PM, as defined by (1.2) and (1.3), does indeed define a tr.pr.f is not very difficult to
prove. We sketch a proof at the end of the next section.
Next, let Pn
M
(·, ·) denote the n-step tr.pr.f defined recursively by
P1M(x,B) = PM(x,B), x ∈ K, B ∈ E ,
Pn+1
M
(x,B) =
∫
K
PnM(y,B)PM(x, dy), x ∈ K, B ∈ E , n = 1, 2, ... .
Let C[K] denote the set of all real, continuous, bounded, functions on K. If the tr.pr.f PM(·, ·)
is such that there exists a probability measure µ ∈ P(K) such that
lim
n→∞
∫
K
u(y)PnM(x, dy) =
∫
K
u(y)µ(dy), ∀u ∈ C[K], ∀x ∈ K
then we say that PM(·, ·) is asymptotically stable.
The main purpose of this paper is to give a sufficient condition for asymptotic stability of
PM(·, ·) when the tr.pr.m P on S is irreducible, aperiodic and positively recurrent. Another
purpose is to give a sufficient condition for when PM(·, ·) is not asymptotically stable.
1.4 The interrelationship with the filtering process.
Let again S and A be denumerable sets. Let {(Xn, Yn), n = 0, 1, 2, ...} be a hidden Markov chain
determined by a tr.pr.m P ∈ PM(S), a tr.pr.m R from S to A, and an initial distribution p.
Define
Zn,i = Pr[Xn = i|Y1, Y2, ..., Yn], i ∈ S, n = 1, 2, ...
set
Zn = (Zn,i, i ∈ S)
and set
µn,p = probability distribution of Zn.
Let M be the partition of Example 1.2 and let PM be the tr.pr.f induced by M. Then, for
n = 1, 2, ... and p ∈ K
µn,p(·) = PnM(p, ·). (1.4)
Remark 1.2 That (1.4) is true is easy to prove. (For the case when the observation matrix
is determined by a “lumping” function see e.g [1],[2], [3].)
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Remark 1.3 The stochastic quantity Zn as defined above is often called the conditional state
distribution (at time n), and the sequence {Zn, n = 1, 2, ...} is often called the filtering process.
For some general basic theory regarding hidden Markov chains see e.g [4] and [5].
1.5 Previous work.
In the classical paper [1] by D. Blackwell from 1957 the author proves that the tr.pr.f PM has
a unique invariant measure if S is finite, the partition is determined by a “lumping” function
and the tr.pr.m P ∈ PM(S) has “nearly identical rows and no element which is very small”.
In the paper [6] from 1975 asymptotic stability was proven when S is finite, the partition
M = {M(w) : w ∈ W} is determined by a “lumping” function, the associated tr.pr.m P is
aperiodic and irreducible, and the following condition is satisfied:
Condition A. There exists an integer N and a sequence w1, w2, ..., wN of elements in
W such that the matrix product M(w1)M(w2)...M(wm) is a nonzero matrix with the property
that if (M(w1)M(w2)...M(wm))i1,j1 6= 0 and also (M(w1)M(w2)...M(wm))i2,j2 6= 0 then also
(M(w1)M(w2)...M(wm))i1,j2 6= 0 and (M(w1)M(w2)...M(wm))i2,j1 6= 0.
Next, let again S be finite, and M = {M(w) : w ∈ W} ∈ G(S). For n = 1, 2, ... define
Mn = {M(w1)M(w2)...M(wn) : wi ∈ W , 1 ≤ i ≤ n},
set
M∗ = ∪∞n=1Mn,
set
C = {αM : α > 0,M ∈M∗}
and let the set C be defined as the closure of C under the usual topology in RS×S where R
denotes the set of real numbers.
The following condition, which we call Condition KR was introduced by F. Kochman and
J. Reeds in the paper [7] from 2006.
Condition KR. The set C contains a matrix of rank 1.
In [7] it is proved that if S is finite, the tr.pr.m P is aperiodic and irreducible, the partition
M of P is determined by an observation matrix and Condition KR holds then the induced
tr.pr.f PM is asymptotically stable.
1.6 The main theorem.
Let S be a denumerable set. If M is an S × S matrix we define the norm ||M || by
||M || = sup{||xM || : ||x|| = 1, x ∈ RS}.
Next let U denote the set of S − dimensional vectors specified by
U = {u = ((u)i, i ∈ S) : ui ≥ 0, and sup{ui : i ∈ S} = 1 },
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and let W denote the set of S × S matrices defined by
W = {W = ucv : u ∈ U , v ∈ K}
where uc denotes the transpose of u. Note that if W ∈ W, then ||W || = 1 since 0 ≤∑j∈S uivj =
ui ≤ 1 for all i ∈ S and supi ui = 1. We call an element in W a nonnegative rank 1 matrix of
norm 1.
Let M = {M(w) : w ∈ W} denote a partition. If w1, w2, ..., wm is a finite sequence of
elements in W we use the notations
wm = (w1, w2, ...wm),
and
M(wm) =M(w1)M(w2)...M(wm).
We shall next introduce two conditions for a partitionM = {M(w) : w ∈ W} ∈ G(S). Our
first condition is a rather straight forward generalization of Condition KR. Here and throughout
this paper we let ei, i ∈ S denote the vector in K defined by
(ei)i = 1.
Condition B1. There exists a nonnegative rank 1 matrix W = ucv of norm 1, a sequence of in-
tegers {n1, n2, ...} and a sequence wnjj , j = 1, 2, ... of sequences wnjj = w1,j , w2,j , ..., wnj ,j , wk,j ∈
W , 1 ≤ k ≤ nj, such that ||M(wnjj )|| > 0, j = 1, 2, ... and such that for all i ∈ S
lim
j→∞
||eiM(wnjj )/||M(wnjj )|| − eiW || = 0.
It is not difficult to prove that if in Condition B1 the underlying set S is finite then Condition
B1 is equivalent to Condition KR.
In order to define our next condition we first need to introduce the well-known notion
barycenter. The barycenter of a measure µ ∈ P(K) is defined as that vector b(µ) ∈ K whose
i− th coordinate (b(µ))i is defined by
(b(µ))i =
∫
K
(x)iµ(dx). (1.5)
That the vector b(µ) belongs to K follows immediately from the fact that
∑
i∈S(x)i = 1. We
let P(K|q) denote the subset of P(K) such that each µ ∈ P(K|q) has barycenter equal to q.
We are now ready to introduce the condition under which the main theorem of this paper
is proved. Let S be a denumerable set, let P ∈ PM(S) be irreducible, aperiodic and posi-
tively recurrent, let π denote the unique probability vector in K such that πP = π and let
M = {M(w) : w ∈ W} be a partition of P .
Condition B. For every ρ > 0 there exists an element i0 ∈ S such that if C ⊂ K is a
compact set satisfying
µ(C ∩ {x : (x)i0 ≥ (π)i0/2}) ≥ (π)i0/3, ∀ µ ∈ P(K|π), (1.6)
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then we can find an integer N , and a sequence w1, w2, ...wN of elements in W, such that, if we
set
M(wN) =M(w1)M(w2)...M(wN ),
then
||ei0M(wN)|| > 0
and if x ∈ C ∩ {x : (x)i0 ≥ (π)i0/2} then also
||(xM(wN)/||xM(wN)|| − ei0M(wN)/||ei0M(wN)||)|| < ρ.
That there exists a compact set C such that (1.6) holds is proved in section 4.
It is not very difficult to prove that Condition B1 implies Condition B when P is aperiodic,
irreducible and positively recurrent, a fact we shall prove in section 9.
The main theorem of this paper reads as follows:
Theorem 1.1 Let S be a denumerable set, let P ∈ PM(S) be irreducible, aperiodic and
positively recurrent, let π ∈ K satisfy πP = π, let M be a partition of P and let PM be the
tr.pr.f induced by M. Suppose also that Condition B holds. Then PM is asymptotically stable.
1.7 Exceptional cases.
One consequence of asymptotic stability is that there only exists one invariant measure. There-
fore, if PM fulfills the hypotheses of Theorem 1.1 then the equation∫
K
PM(dx,B)µ(dx) = µ(B), ∀B ∈ E (1.7)
has a unique solution in P(K). In the paper [1] D. Blackwell conjectured that the equation
(1.7) has a unique solution if S is finite, P ∈ PM(S) is indecomposable and the partition
is determined by a ”lumping” function on S. However, there are counterexamples to this
conjecture and one such counterexample was presented in [6]. In fact, already in 1974, H.
Kesten constructed an example, not published before, which shows that the tr.pr.f PM can in
fact even be periodic ([8]). In section 11 we present this counterexample.
In section 11 we also state and prove a theorem with hypotheses that guarantee that PM
is not asymptotically stable and describe a whole class of tr.pr.ms and partitions such that the
induced tr.pr.f is not asymptotically stable.
1.8 The plan of the paper.
In section 2 we introduce some further notations and concepts. In section 3 we present a
few basic lemmas for tr.pr.fs induced by partitioned tr.pr.ms. In section 4 we introduce the
well-known Kantorovich distance and in sections 5 and 6 we prove some results for probability
measures with equal barycenter. One result is that the set P (K|q) is a tight set for every
q ∈ K.
In section 7 we introduce a property which we call the shrinking property for tr.pr.fs
on metric spaces, and prove an auxiliary ergodic theorem for Markov chains induced by such
tr.pr.fs. In section 8 we prove the main theorem of this paper (Theorem 1.1) by verifying that
the hypotheses of the auxiliary theorem of section 7 is fulfilled. In section 9 we verify that
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Condition B1 implies Condition B, and in section 10 we present two random walk examples
satisfying Condition B1.
In section 11, as mentioned above, we consider exceptional cases. In section 12 we consider
convex functions and state some inequalities reminiscent of inequalities obtained by H. Kunita
in his classical paper [9] from 1971, and in section 13 finally, we generalize Blackwell’s entropy
formula for the entropy rate of functions of finite-state Markov chains presented in [1] to Markov
chains with denumerable state space. By using convexity properties proved in section 12 we
can also give lower and upper bounds for the entropy rate.
2 Some further notations and concepts.
Let S be a denumerable set and K the set defined by (1.1). We let PMe(S) denote the set of
tr.pr.ms on S such that if P ∈ PMe(S) then there exists a unique vector π ∈ K with positive
coordinates such that
πP = π, (2.1)
and we let PMae(S) denote the subset of PMe(S) which consists of tr.pr.ms which are aperiodic.
Recall from the general theory on Markov chains that if P ∈ PM(S) is aperiodic, irreducible,
and positively recurrent then P ∈ PMae(S) and if also π satisfies (2.1) then
lim
n→∞
||xPn − π|| = 0, ∀x ∈ K. (2.2)
(See e.g [10], Chapter 2.)
For u ∈ C[K] we define γ(u) by
γ(u) = sup{|u(x)− u(y)|/||x− y|| : x, y ∈ K, x 6= y},
we define Lip[K] = {u ∈ C[K] : γ(u) < ∞} and Lip1[K] = {u ∈ Lip[K] : γ(u) ≤ 1}. We let
F [K] denote the set of real, bounded functions on K, and we let B[K] denote the set of real
E −measurable functions on K. For u ∈ F [K] we define ||u|| = supx∈K |u(x)|, we define
osc(u) = sup{u(x)− u(y) : x, y ∈ K}
and if A ⊂ K we define
oscA(u) = sup{u(x)− u(y) : x, y ∈ A}. (2.3)
We set l1(S) = {x ∈ RS :
∑
i∈S |(x)i| <∞} and l∞(S) = {x ∈ RS : sup{|(x)i| : i ∈ S} <∞}.
Next, we present some trivial facts regarding partitions, facts which we state without proof.
1) Let M1 = {A(w1) : w1 ∈ W1} ∈ G(S, P1), M2 = {B(w2) : w2 ∈ W2} ∈ G(S, P2) and define
M3 = {A(w1)B(w2) : w1 ∈ W1, w2 ∈ W2}. Then
M3 ∈ G(S, P1P2).
We write M3 =M1M2 and call M3 the product of M1 and M2.
2) Let Mi ∈ G(S), i = 1, 2, 3. Then
(M1M2)M3 =M1(M2M3).
Therefore if Mi ∈ G(S), i = 1, 2, ..., n then M1M2...Mn is well-defined. If Mi = {Mi(wi) :
wi ∈ Wi} ∈ G(S), i = 1, 2, ...n we write
wn = (w1, w2, ...wn) and Wn = {(w1, w2, ..., wn) : wi ∈ Wi}
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and write
Mn =M1M2...Mn = {M1(w1)M2(w2)...Mn(wn) : wi ∈ Wi}.
We often denote an element in Mn by M(wn).
From above follows also that
if Mi =M ∈ G(S, P ), i = 1, 2, ...n, then Mn ∈ G(S, Pn). (2.4)
Next, let M = {M(w) : w ∈ W} ∈ G(S) and let PM be the tr.pr.f on (K, E) induced by
M. The tr.pr.f PM determines two mappings, one which is defined on the set F [K] of real
bounded functions, and one which is defined on the set P(K) of probability measures. Thus
we define TM : F [K]→ F [K] by
TMu(x) =
∑
w∈WM(x)
u(xM(w)/||xM(w)||)||xM(w)||
where WM(x) is defined by
WM(x) = {w ∈ W : ||xM(w)|| > 0}, (2.5)
and we define P˘M : P(K)→ P(K) by
P˘Mµ(B) =
∫
K
PM(x,B)µ(dx), B ∈ E .
We call TM the transition operator induced by M and we call P˘M the transition proba-
bility operator induced by M.
For u ∈ B[K] and µ ∈ P(K) we shall - when convenient - write
〈u, µ〉 =
∫
K
u(x)µ(dx).
It is well-known that
〈TMu, µ〉 = 〈u, P˘Mµ〉, u ∈ B[K], µ ∈ P(K). (2.6)
(See e.g. [11], chapter 1, section 1.)
We end this section by sketching a proof of the fact that the function PM : K × E → [0, 1]
defined by (1.2) and (1.3) does indeed determine a tr.pr.f.
Firstly, that PM(x, ·) for each x ∈ K satisfies the relations that define a probability measure
is easy to verify from the definition of PM.
Secondly in order to prove that PM(·, B) is E −measurable, we first note that it suffices
to prove that for each w ∈ W and each B ∈ E the function uB : K → R defined by
uB(x) = ||xM(w)||, if ||xM(w)|| > 0 and xM(w)/||xM(w)|| ∈ B,
uB(x) = 0, otherwise
is E −measurable. To do this let F = {B ⊂ K : uB is E −measurable}. From the definition
of uB it is easy to verify that F is in fact a σ − algebra. Therefore it remains to show that
the function uB(x) is E −measurable if B is an open set. But this is easily done by using very
standard type of arguments.
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3 Some basic lemmas.
In this section we shall collect a few basic equalities and inequalities which will be used in the
proof of Theorem 1.1.
We start with the following trivial scaling property for matrix products which is used fre-
quently. We omit the proof.
Lemma 3.1 Let A and B denote two matrices (not necessarily of finite dimension) and
assume that AB is well defined. Let x be a row vector and assume also that
1) xA is well defined, 2) 0 < ||xA|| <∞ and 3) 0 < ||xAB|| <∞. Then
xAB/||xAB|| = (xA/||xA||)B/||(xA/||xA||)B||. (3.1)
Using the scaling property and the fact that
∑
w∈W
||xM(w)|| = ||xP || = 1, ∀x ∈ K (3.2)
it follows easily that if M1 = {M1(w1) : w1 ∈ W1} ∈ G(S) and M2 = {M2(w2) : w2 ∈ W2} ∈
G(S) then ∑
w2∈W2
||xM1(w1)M2(w2)|| = ||xM1(w1)||. (3.3)
a relation which is useful when proving the following lemma.
Lemma 3.2 LetM1 = {M1(w1) : w1 ∈ W1} ∈ G(S) andM2 = {M2(w2) : w2 ∈ W2} ∈ G(S).
Then
TM1M2 = TM1TM2 .
Proof. Let u ∈ F [K] and x ∈ K. From (3.1) and (3.3) follows TM1M2u(x) =∑
(w1,w2)∈W2
M2
(x)
u(xM1(w1)M2(w2)/||xM1(w1)M2(w2)||) · ||xM1(w1)M2(w2)|| =
∑
w1∈WM1(x)
TM2u(xM1(w1)/||xM1(w1)||)(||xM1(w1)||) = TM1TM2u(x)
from which the lemma follows. ✷
Corollary 3.3 Let M1, M2 ∈ G(S). Then
P˘M2 P˘M1 = P˘M1M2 .
Corollary 3.4 Let M ∈ G(S). Then for n = 2, 3, ...
T nM = TMn and P˘
n
M = P˘Mn
The following universal inequality was in principal already proved in [6], section 4.
Lemma 3.5 Let S be a denumerable set and suppose M∈ G(S). Then,
u ∈ Lip[K] ⇒ TMu ∈ Lip[K] (3.4)
and
γ(TMu) ≤ 3γ(u). (3.5)
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Proof. Since the arguments needed can be found in [6] we will be rather brief. We shall
first prove that
γ(TMu) ≤ ||u||+ 2γ(u), ∀u ∈ Lip[K]. (3.6)
Let x, y ∈ K and u ∈ Lip[K]. We want to estimate |TMu(x) − TMu(y)|. Let S1 = {i : (x)i >
0, (y)i > 0}, S2 = {i : (x)i > 0, (y)i = 0}, S3 = {i : (x)i = 0, (y)i > 0}, M = {M(w) : w ∈
W} and for i ∈ S set
Wi = {w ∈ W : ||eiM(w)|| > 0}.
Using the fact that TMu(x) can be represented by
TMu(x) =
∑
i∈S1
(x)i
∑
w∈Wi
u(xM(w)/||xM(w)||) · ||eiM(w)||+
∑
i∈S2
(x)i
∑
w∈Wi
u(xM(w)/||xM(w)||) · ||eiM(w)||
and using a similar representation for TMu(y) (with S2 replaced by S3) it is easily proved, by
using the triangle inequality, that
|TMu(x)− TMu(y)| ≤
||u|| · ||x− y||+
γ(u)
∑
i∈S1
(y)i
∑
w∈Wi
||(xM(w)/||xM(w)|| − yM(w)/||yM(w)||)|| · ||eiM(w)||. (3.7)
In order to prove that the last term is less than 2γ(u)||x − y|| we shall use the following
inequality. Let a and b be two nonzero vectors in a normed vector space. Then
||(a/||a|| − b/||b||)|| ≤ 2||a− b||/||b||. (3.8)
Using (3.8) we find that
||(xM(w)/||xM(w)|| − yM(w)/||yM(w)||)|| ≤ 2||xM(w)− yM(w)||/||yM(w)|| (3.9)
if ||xM(w)||·||yM(w)|| > 0, and by using (3.9), the triangle inequality and change of summation
order, we obtain that∑
i∈S1
(y)i
∑
w∈Wi
||(xM(w)/||xM(w)|| − yM(w)/||yM(w)||)|| · ||eiM(w)|| ≤
2
∑
w∈W
||xM(w) − yM(w)||
∑
i∈S
(y)i||eiM(w)||/||yM(w)|| ≤
2
∑
k∈S
|xk − yk|
∑
j∈S
∑
w∈W
(M(w))k,j = 2||x− y||
which combined with (3.7) implies that
|TMu(x)− TMu(y)| ≤
||u|| · ||x− y||+ 2γ(u)||x− y||
from which (3.6) follows.
We now prove (3.5). Thus let u ∈ Lip[K]. That (3.5) holds if u is a constant is trivially
true. Thus assume that u ∈ Lip[K] is not a constant. Then γ(u) 6= 0. Now to prove (3.5) set
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v = u/γ(u), set osc(v) = sup{|v(x)− v(y)| : x, y ∈ K} and define v0 = v− osc(v)/2− inf{v(x) :
x ∈ K}. Clearly γ(v) = γ(v0) = 1. Since sup{||x − y|| : x, y ∈ K} = 2 it is also clear that
||v0|| ≤ 1. Hence, by (3.6) follows
γ(TMv0) ≤ 3
and hence
γ(TMu) = γ(TMv0)γ(u) ≤ 3γ(u)
and thereby (3.5) is proved. That (3.4) also holds follows trivially from (3.5). ✷
Since the right hand side of (3.5) is independent of S,M and P the following corollary
follows immediately from Corollary 3.4.
Corollary 3.6 Let S be a denumerable set, let M ∈ G(S) and let u ∈ Lip[K]. Then
γ(T nMu) ≤ 3γ(u), n = 1, 2, ... . (3.10)
Proof. Let u ∈ Lip[K]. From Corollary 3.4 follows that γ(T n
M
u) = γ(TMnu) and then
(3.10) follows from Lemma 3.5. ✷
4 A few facts about the Kantorovich metric.
Let Q(K) denote the set of nonnegative, finite, Borel measures on (K, E) with positive total
mass. For µ ∈ Q(K) we write ||µ|| = µ(K). For r > 0 we define Qr(K) = {µ ∈ Q(K) : ||µ|| =
r}. If both µ, ν ∈ Qr(K) we define, for any r > 0,
dK(µ, ν) = sup{
∫
K
u(y)µ(dy)−
∫
K
u(y)ν(dy) : u ∈ Lip1[K] }. (4.1)
We call dK(µ, ν) the Kantorovich distance between µ and ν. Note that if µ, ν ∈ Qr(K) then
both µ/r and ν/r belong to P(K) and
dK(µ, ν) = rdK(µ/r, ν/r). (4.2)
Note also that
dK(µ, ν) = sup{
∫
K
u(y)µ(dy)−
∫
K
u(y)ν(dy) : u ∈ Lip1[K], ||u|| ≤ 1 }
since sup{||x− y|| : x, y ∈ K} = 2.
That dK(·, ·) determines a metric on P(K) is well-known, (see e.g. [12], Chapter 11, section
3) and from (4.2) follows that dK determines a metric also on Qr(K) for any r > 0. We shall
call the metric dK(·, ·) the Kantorovich metric.
For x ∈ K we let δx denote the probability measure in P(K) such that δx({x}) = 1. From
the definition of dK(·, ·) it readily follows that
dK(δx, δy) = δ(x, y) = ||x− y||.
If P ′ ⊂ P(K) and µ ∈ P(K) we define
dK(µ,P ′) = inf{dK(µ, ν) : ν ∈ P ′}.
It is well-known that the Kantorovich metric dK on Qr(K) can be defined in another way.
Let K2 = K ×K, let E2 = E ⊗ E , let r > 0 and let Qr(K ×K) denote the set of nonnegative
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measures on (K2, E2) with total mass equal to r. For any two measures µ, ν ∈ Qr(K) we let
Q˜r(µ, ν) denote the subset of Qr(K ×K) consisting of those measures µ˜(dx, dy) such that
µ˜(A,K) = µ(A), ∀A ∈ E ,
and
µ˜(K,B) = ν(B), ∀B ∈ E .
Then
dK(µ, ν) = inf{
∫
K×K
δ(x, y)µ˜(dx, dy) : µ˜(dx, dy) ∈ Q˜r(µ, ν)}. (4.3)
A proof of the equality between (4.1) and (4.3) when r = 1 can be found in [12], section
11.8, and the equality between (4.1) and (4.3) for r 6= 1 follows then by using the relation (4.2).
The proof of the fact that the two definitions of dK give the same value goes back to L.V.
Kantorovich (see [13]). For a short overview of the Kantorovich metric and some applications,
see [14].
Having introduced the metric dK the following corollary to Corollary 3.6 follows immedi-
ately.
Corollary 4.1 Let S be a denumerable set, let M ∈ G(S) and let µ and ν be two arbitrary
measures in P(K). Then
dK(P˘
n
M µ, P˘
n
M ν) ≤ 3dK(µ, ν) for n = 1, 2, ... .
Remark 4.1 It is not difficult to construct an example that shows that the constant 3, can
not be replaced by a constant strictly less than 2.
We end this section stating yet another lemma which is a simple consequence of well-known
results from the general theory on probability measures on complete, separable, metric spaces.
See e.g [12] or [15], Chapter 2, section 6. That K is a complete, separable, metric space follows
because it is a closed subset of l1(S).
Lemma 4.2 For every µ ∈ P(K) and every ǫ > 0 we can find an integer N , a sequence
{αk, k = 1, 2, ..., N} of real positive numbers satisfying
∑N
k=1 αk = 1, and a sequence {xk, k =
1, 2, ..., N} of elements in K such that if we define ν =∑Nk=1 αkδxk then dK(µ, ν) < ǫ.
5 On probability measures with equal barycenter.
We start with a lemma that gives a lower bound of the Kantorovich distance.
If µ ∈ Q(K) we define b(µ) in the same way as when µ ∈ P(K) that is by the formula (1.5)
(see subsection 1.6).
Lemma 5.1 Let S be denumerable, let r > 0 and let µ, ν ∈ Qr(K). Then
||b(µ)− b(ν)|| ≤ dK(µ, ν).
Proof. Set
a = b(µ), and b = b(ν).
For i ∈ S define
ui(x) = (x)i.
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By definition ∫
K
ui(x)µ(dx) = (a)i and
∫
K
ui(x)ν(dx) = (b)i for i ∈ S.
Let sgn(·) denote the so called sign-function defined by
sgn(t) = 1, if t > 0, sgn(0) = 0, and sgn(t) = −1, if t < 0 .
For i ∈ S we define
ǫi = sgn(
∫
K
(x)iµ(dx)−
∫
K
(x)iν(dx)),
and define v =
∑
i∈S ǫiui. Obviously
|v(x) − v(y)| ≤
∑
i∈S
|(x)i − (y)i| = ||x− y||
and therefore γ(v) ≤ 1. Furthermore∫
K
v(x)µ(dx) −
∫
K
v(x)ν(dx) =
∑
i∈S
ǫi(
∫
K
(x)iµ(dx) −
∫
K
(x)iν(dx) ) =
∑
i∈S
|(a)i − (b)i| = ||a− b||
which implies that dK(µ, ν) ≥ ||a− b|| since v ∈ Lip1[K]. ✷
Lemma 5.2 Let S be a denumerable set, let N be a positive integer let ξk, k = 1, 2, ..., N be
vectors in K, let βk > 0, k = 1, 2, ..., N and define the measure ϕ ∈ Q(K) by
ϕ =
N∑
k=1
βkδξk .
Define the vector a by a =
∑N
k=1 βkξk, let b = ((b)i, i ∈ S) be a vector with nonnegative
coordinates and such that ||b|| = ||a||.
Then there exist vectors ζk, k = 1, 2, ..., N, in K such that b =
∑N
k=1 βkζk, and such that
if we define Ψ =
∑N
k=1 βkδζk , then
dK(ϕ,Ψ) =
∑
k
βk||ξk − ζk|| = ||a− b||.
Proof. Let ϕ =
∑N
k=1 βkδξk be the given measure. If ζk ∈ K, k = 1, 2, ..., N and Ψ =∑N
k=1 βkδζk , then an upper bound for the Kantorovich distance dK(ϕ,Ψ) is obtained simply
by the estimate
∑N
k=1 βk||ξk − ζk|| since if we define the measure ϕ˜ on (K2, E2) by
ϕ˜({(ξk, ζk)}) = βk, k = 1, 2, ..., N
then
ϕ˜(A,K) = ϕ(A), ∀A ∈ E , and ϕ˜(K,B) = Ψ(B), ∀B ∈ E
and therefore by (4.3) follows that
dK(ϕ,Ψ) ≤
∫
K×K
δ(x, y)ϕ˜(dx, dy) =
N∑
k=1
βk||ξk − ζk||
where we have used the fact that dK(δx, δy) = ||x− y||.
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From this observation and Lemma 5.1 it follows that what we have to do is to show that if
b is a given vector with nonnegative coordinates such that ||b|| = ||a|| then we can find vectors
ζk, k = 1, 2, ..., N, in K such that
1)
N∑
k=1
βkζk = b
2)
N∑
k=1
βk||ξk − ζk|| = ||a− b||.
That this is possible when N = 1 is easily proved. Simply define
ζ1 = b/β1.
The case when a = b is trivial. Just take ζk = ξk, k = 1, 2, ..., N. In the remaining part of
the proof we therefore assume that a 6= b.
Let us now assume that we have proved the conclusion of the lemma for N = M − 1 and
let us prove the conclusion for N =M , where M ≥ 2.
We shall have use of the following simple lemma which we state without proof.
Lemma 5.3 Let x, y, z ∈ l1(S) have nonnegative coordinates and assume that x + y = z.
Then ||x|| + ||y|| = ||z||.
Next let us define the sets S1, S2 and S3 by
S1 = {i ∈ S : (a)i > (b)i },
S2 = {i ∈ S : (a)i < (b)i },
and
S3 = {i ∈ S : (a)i = (b)i }.
Since a 6= b and ||a|| = ||b|| both the sets S1 and S2 are nonempty. Let us set
∆ =
∑
i∈S1
((a)i − (b)i).
Then clearly
∆ =
∑
j∈S2
((b)j − (a)j) = ||a− b||/2.
Next let us consider the vector ξM . We define
R1 = {i ∈ S1 : (ξM )i > 0}.
Assume first that R1 = ∅. Then define the vector a1, the vector ζm and the vector b1, by
a1 = a− βMξM , ζM = ξM , and b1 = b− βMζM .
Since R1 = ∅ it follows easily that the vector b1 has nonnegative coordinates. Therefore by
Lemma 5.3 follows that ||a|| = ||a1||+βM ||ξM || and also ||b|| = ||b1||+βM ||ζM ||. Since ζM = ξM
and ||a|| = ||b|| it follows that
||a1|| = ||b1|| and ||a− b|| = ||a1 − b1||+ βM ||ξM − ζM ||.
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The conclusion of Lemma 5.2 now follows by the induction hypothesis.
It remains to consider the case when the set R1 is non-empty. Roughly speaking what we
shall do is to move as large part as possible from a coordinate (ξM )i, i ∈ R1, to a coordinate
(ξM )j , j ∈ S2.
Hence, we claim that there exist nonnegative numbers ti,j , i ∈ R1, j ∈ S2 with the following
properties: ∑
j∈S2
ti,j = min{βM (ξM )i, ((a)i − (b)i)}, ∀i ∈ R1
and ∑
i∈R1
ti,j ≤ ((b)j − (a)j), ∀j ∈ S2.
That such a set {ti,j : i ∈ R1, j ∈ S2} exists follows from the following two observations:
1) ∑
j∈S2
((b)j − (a)j) = ∆,
2) ∑
i∈R1
min{βM (ξM )i, ((a)i − (b)i)} ≤
∑
i∈S1
((a)i − (b)i)} = ∆.
We now simply define the vector ζM by
(ζM )i = (ξM )i − (βM )−1
∑
j∈S2
ti,j , i ∈ R1 (5.1)
(ζM )j = (ξM )j + (βM )
−1
∑
i∈R1
ti,j , j ∈ S2 (5.2)
(ζM )i = (ξM )i, if i 6∈ R1 ∪ S2. (5.3)
Since by definition ∑
j∈S2
ti,j ≤ βM (ξM )i, ∀i ∈ R1
it is clear that (ζM )i ≥ 0, ∀i ∈ R1. That also (ζM )i ≥ 0 if i 6∈ R1 follows from the fact that
(ξM )i ≥ 0 for all i ∈ S. Hence
(ζM )i ≥ 0, ∀i ∈ S
and that ||ζM || = ||ξM || = 1 now follows easily from (5.1), (5.2) and (5.3).
Now define a1 = a − βMξM and b1 = b − βMζM . Obviously (a1)i ≥ 0, ∀i ∈ S and that
also (b1)i ≥ 0 for all i ∈ S is easily proved. First suppose i ∈ S1 \ R1. Then (ξM )i = 0 and
hence (b1)i = (b)i ≥ 0. Next suppose that i ∈ R1. Then
(b1)i = (b)i − βM (ξM )i +
∑
j∈S2
ti,j ≥ min{(b)i, (a1)i} ≥ 0.
If i ∈ S3 then (b1)i = (a1)i ≥ 0, and finally if j ∈ S2 then
(b1)j = (b)j − βM (ζM )j ≥ (a)j − βM (ξM )j = (a1)j ≥ 0.
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Hence ||a1|| = ||a||−βM ||ξM || = ||b||−βM ||ζM || = ||b1|| because of Lemma 5.3. Furthermore
from the definition of ζM it follows easily that
||a1 − b1|| = 2
∑
j∈S2
((b)j − (a)j)− 2
∑
i∈R1, j∈S2
ti,j
and since ||a − b|| = 2∑j∈S2((b)j − (a)j) and 2
∑
i∈R1, j∈S2
ti,j = βM ||ξM − ζM || because of
(5.1) and (5.2) we conclude that
||a1 − b1|| = ||a− b|| − βm||ξM − ζM ||.
Therefore, just as was the case when R1 = ∅, the conclusion of Lemma 5.2 now follows by the
induction hypothesis. ✷
The following two results are simple consequences of Lemma 5.1, Lemma 5.2, Lemma 4.2
and the triangle inequality.
Remark 5.1 When S is finite and consequentlyK is compact, then the conclusion of Corollary
5.4 below is well-known from the general theory on barycenters. (See e.g Proposition 26.4 in
[16].)
Corollary 5.4 Let q ∈ K. For every µ ∈ P(K|q) and every ǫ > 0 we can find an integer N , a
sequence {αk, k = 1, 2, ..., N} of real positive numbers satisfying
∑N
k=1 αk = 1, and a sequence
{xk, k = 1, 2, ..., N} of elements in K such that if we define ν =
∑N
k=1 αkδxk then ν ∈ P(K|q)
and
dK(µ, ν) < ǫ.
Corollary 5.5 Let µ ∈ P and let q ∈ K. Then
dK(µ,P(K|q)) = ||b(µ)− q||.
From Corollary 5.4 and Corollary 5.5 also follows:
Theorem 5.6 Let q ∈ K. Then P(K|q) is a tight set.
Proof. It is well-known that P(K|q) is a compact set in the topology induced by the Kan-
torovich metric when the vector q has only finitely many nonzero coordinates. From Corollary
5.4 and Corollary 5.5 it then easily follows that P(K|q) is a compact set in the topology in-
duced by the Kantorovich metric, also for arbitrary q ∈ K. Therefore by [12], Theorem 11.5.4
it follows that P(K|q) is tight since (K, E) is a complete, separable, metric space. ✷
We end this section with the following lemma to be used later. For i ∈ S and 0 < η ≤ 1,
we define the set Ei(η) by
Ei(η) = {x ∈ K : (x)i ≥ η}. (5.4)
Lemma 5.7 Let S be denumerable, let i ∈ S, let q ∈ K and suppose also that (q)i > 0. Then
we can find a compact set C such that for all µ ∈ P(K|q)
µ(Ei((q)i/2) ∩ C) ≥ (q)i/3. (5.5)
Proof. Let µ ∈ P(K|q). Since ∫
K
(y)iµ(dy) = (q)i and 0 ≤ (y)i ≤ 1 if y ∈ K one easily
obtains the estimate
µ(Ei((q)i/2)) ≥ (q)i/2
On Markov chains induced by partitioned matrices 17
for all µ ∈ P(K|q). That we can find a compact set C such that (5.5) holds, follows from the
tightness of the set P(K|q). ✷
6 The barycenters of Markov chains induced by partitions.
In this section we state some more results concerning barycenters.
Lemma 6.1 Let S be a denumerable set, let P ∈ PM(S) and let M ∈ G(S, P ) Then, for all
x ∈ K,
b(P˘nMδx) = xP
n, n = 1, 2, .... (6.1)
Proof. For an arbitrary i ∈ S define ui ∈ C[K] by ui(x) = (x)i. It then follows that
〈ui, P˘Mδx〉 = TMui(x) =
∑
w∈WM(x)
((xM(w))i/||xM(w)||) · ||xM(w)|| =
∑
w∈WM(x)
(xM(w))i = (xP )i
from which follows that (6.1) holds for n = 1. That (6.1) also holds for n ≥ 2 now follows from
the fact that P˘n
M
= P˘Mn (see Corollary 3.4) and the fact that Mn is a partition of Pn (see
(2.4)). ✷
The following result is also easily proved if one uses Corollary 5.4.
Theorem 6.2 Let S be a denumerable set, let P ∈ PM(S), let M ∈ G(S, P ), let π ∈ K and
suppose that π = πP. Then,
P˘Mµ ∈ P(K|π), ∀ µ ∈ P(K|π).
Proof. First assume that µ ∈ P(K|π) can be written
µ =
N∑
k=1
αkδyk . (6.2)
Now, let i ∈ S be chosen arbitrarily, and let the function u ∈ C[K] be defined by u(x) = (x)i.
We obtain
〈u, P˘Mµ〉 = 〈TMu, µ〉 =
N∑
k=1
αkTMu(yk) =
N∑
k=1
αk
∑
w∈WM(yk)
u(ykM(w))/||ykM(w)||) · ||ykM(w)|| =
N∑
k=1
αk
∑
w∈W
(ykM(w))i = (πP )i = (π)i
and thereby we have proved the assertion of the theorem when the measure µ can be written
as in (6.2).
That the conclusion is true for arbitrary µ ∈ P(K|π) is easy to prove if one uses Corollary
5.4. ✷
From Theorem 6.2 and Theorem 5.6 we now immediately obtain the following tightness
result.
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Theorem 6.3 Let S be a denumerable set, let P ∈ PM(S), let M ∈ G(S, P ), let π ∈ K and
suppose that πP = π. Then, for all µ ∈ P(K|π)
{P˘nMµ, n = 1, 2, ...}
is a tight sequence.
7 An auxiliary theorem for Markov chains in complete, separable, metric spaces.
In this section we shall state a limit theorem for Markov chains in a complete, separable, metric
space, which we in the next section shall apply to Markov chains generated by tr.pr.fs induced
by partitions of tr.pr.ms.
In this section (K, E) will denote an arbitrary complete, separable, metric space, with metric
δ and σ − algebra E . Other notations will be the same as before.
Let Q : K × E → [0, 1] be a tr.pr.f on (K, E), and let Qn : K × E → [0, 1], n = 1, 2, ... be
the sequence of a tr.pr.fs defined recursively by
Q1(x,B) = Q(x,B), x ∈ K, B ∈ E
Qn+1(x,B) =
∫
K
Qn(y,B)Q(x, dy), x ∈ K, B ∈ E .
We let T : B[K] → B[K] denote the transition operator associated to Q defined as usual by
Tu(x) =
∫
K
u(y)Q(x, dy). We define T 0u(x) = u(x). Note that
osc(T n+1u) ≤ osc(T nu), n = 0, 1, 2, ..., u ∈ B[K].
When stating and proving the forthcoming theorem we shall use the notion shrinking prop-
erty. (See (2.3), for the definition of oscA(u).)
Definition 7.1 Let Q be a tr.pr.f, and let T be the associated transition operator. If for every
ρ > 0 there exists a number α, 0 < α < 1 such that for every nonempty, compact set A ⊂ K,
every η > 0 and every κ > 0, there exist an integer N and another nonempty, compact set
B ⊂ K such that, if the integer n ≥ N then for all u ∈ Lip[K]
oscA(T
nu) ≤ ηγ(u) + κosc(u) + αργ(u) + (1− α)oscB(T n−Nu)
then we say that Q has the shrinking property. We call α a shrinking number associated
to ρ.
We now first state and prove the following lemma.
Lemma 7.2 Suppose that the tr.p.f Q has the shrinking property. Then for every nonempty
compact set C ⊂ K and every u ∈ Lip[K]
lim
n→∞
sup
x,y∈C
|
∫
K
u(z)Qn(x, dz)−
∫
K
u(z)Qn(y, dz)| = 0. (7.1)
Proof. Let C be a given nonempty, compact set. Set A0 = C. Let also ǫ > 0 be given. In
order to prove the lemma it suffices to prove that, for every u ∈ Lip[K], we can find an integer
N such that
oscA0(T
nu) < 4ǫ
if n ≥ N .
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Thus let u ∈ Lip[K] be given. Obviously (7.1) holds if γ(u) = 0. Therefore we may assume
that γ(u) > 0, which also implies that osc(u) > 0.
We now define
ρ = ǫ/γ(u). (7.2)
Next let α > 0 be a shrinking number associated to ρ. Define the integer M by
M = min{m : (1− α)m < ǫ/osc(u)}.
We now choose ηk = (1/2)
kǫ/γ(u), k = 1, 2, ...,M and κk = (1/2)
kǫ/osc(u), k = 1, 2, ...M .
From the shrinking property follows that we can find a sequence of non-empty compact sets
Ak, k = 1, 2, ...,M and a sequence of integers Nk k = 1, 2, ...,M such that if m ≥ Nk then
oscAk−1(T
mu) ≤ ηkγ(u) + κkosc(u) + αγ(u)ρ+ (1− α)oscAk (Tm−Nku).
Defining N =
∑M
k=1Nk it follows easily by iteration and the definition of ρ (see (7.2)) that if
n ≥ N then
oscA0(T
nu) ≤ (1/2)ǫ+ (1/2)ǫ+ αǫ + (1− α)oscA1(T n−N1u) ≤
(1/2 + 1/4)ǫ+ (1/2 + 1/4)ǫ+ ǫα(1 + (1 − α)) + (1− α)2oscA2(T n−N1−N2u) ≤ ... ≤
(
M∑
k=1
(1/2)k)ǫ+ (
M∑
k=1
(1/2)k)ǫ + ǫα(
M−1∑
k=0
(1− α)k) + (1 − α)MoscAN (T n−Nu) <
ǫ+ ǫ+ ǫ+ ǫ = 4ǫ
which was what we wanted to prove. ✷
Theorem 7.3 Suppose that the tr.p.f Q is Feller continuous, that Q has the shrinking property
and that there exists a point x∗ ∈ K such that the sequence {Qn(x∗, ·), n = 1, 2, ...} is a tight
sequence of probability measures. Then Q is asymptotically stable.
Proof. Firstly, using the fact that Q is Feller continuous and that {Qn(x∗, ·), n = 1, 2, ...}
is a tight sequence it is well-known from the general theory on Markov chains with complete
separable metric state spaces that there exists at least one invariant measure for Q.
Secondly, using Lemma 7.2 it is easy to prove - by contradiction - that there is only one
invariant measure, ν say. For suppose both ν and µ are invariant measures for Q. Suppose
||u|| = 1, and that a > 0 where a is defined by
a =
∫
K
u(x)µ(dx) −
∫
K
u(x)ν(dx).
Choosing the compact set C sufficiently large it is clear that for n = 0, 1, 2, ... we have
a =
∫
K
T nu(x)µ(dx) −
∫
K
T nu(y)ν(dy) <
a/4 +
∫
C
∫
C
|T nu(x)− T nu(y)|µ(dx)ν(dy)
and then from Lemma 7.2 we can conclude that∫
C
∫
C
|T nu(x)− T nu(y)|µ(dx)ν(dy) < a/4
if n sufficiently large and hence a < a/2 and we have obtained our contradiction.
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Thirdly, using Lemma 7.2 again, it is also easily proved that
lim
n→∞
|T n+1u(x∗)− T nu(x∗)| = 0 (7.3)
for u ∈ Lip[K]. Thus, let u ∈ Lip[K] be given and let also ǫ > 0 be given. Choose the compact
set C so large that (1−Q(x∗, C))osc(u) < ǫ/2 . Since
|T n+1u(x∗)− T nu(x∗)| = |
∫
K
(T nu(y)− T nu(x∗))Q(x∗, dy)|
it follows that
|T n+1u(x∗)− T nu(x∗)| ≤ |
∫
C
(T nu(y)− T nu(x∗))Q(x∗, dy)|+ ǫ/2
and since
|
∫
C
(T nu(y)− T nu(x∗))Q(x∗, dy)| < ǫ/2
if n sufficiently large because of Lemma 7.2, statement (7.3) follows.
From (7.3) and the fact that {Qn(x∗, ·), n = 1, 2, ...} is a tight sequence it follows that
lim
n→∞
T nu(x∗) =
∫
K
u(y)ν(dy)
for all u ∈ Lip[K], and using Lemma 7.2 yet again it also follows that
lim
n→∞
T nu(x) =
∫
K
u(y)ν(dy) (7.4)
for all u ∈ Lip[K] and all x ∈ K.
Finally, that (7.4) also holds for all u ∈ C[K] and all x ∈ K follows from the fact that the
set Lip[K] is measure determining in a separable, metric space. (See for example [12], Theorem
11.3.3.) ✷
We end this section introducing the following terminology.
Definition 7.4 Let Q be a tr.pr.f and let T be the associated transition operator.
(i) If there exists a positive constant L such that for every u ∈ Lip[K]
|Tu(x)− Tu(y)| ≤ Lγ(u)δ(x, y),
then we say that Q is Lipschitz continuous.
(ii) If there exists a positive constant L such that for every u ∈ Lip[K]
|T nu(x)− T nu(y)| ≤ Lγ(u)δ(x, y), n = 0, 1, 2, ....
then we say that Q is Lipschitz equicontinuous.
Proposition 7.5 Let S be a denumerable set, let M ∈ G(S) and let TM denote the transition
operator on K induced by M. Then TM is both Lipschitz continuous and Lipschitz equicontin-
uous.
Proof. Follows immediately from Corollary 3.6. ✷
8 The proof of Theorem 1.1.
We first repeat the formulation of Theorem 1.1.
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Theorem 1.1 Let S be a denumerable set, let P ∈ PMae(S), let π ∈ K satisfy πP = π, let
M ∈ G(S, P ) and let PM be the tr.pr.f induced by M. Suppose also that Condition B holds.
Then PM is asymptotically stable.
Proof. Since (K, E) is a complete, separable, metric space it suffices to prove that PM
satisfies the hypotheses of Theorem 7.3.
That PM is Feller continuous means that
u ∈ C[K]⇒ TMu ∈ C[K]. (8.1)
Since TMu(x) =
∑
w∈WM(x)
u(xM(w)/||xM(w)||)||xM(w)|| it it is clear that if the set W is
finite then (8.1) holds, since for each w ∈ W the function fw : K → R defined by fw(x) =
||xM(w)|| is continuous. That (8.1) also holds when W is an infinite set then follows by a
simple truncation argument.
From Theorem 6.3 we furthermore conclude that {Pn
M
(π, ·), n = 1, 2, ...} is a tight sequence
since M ∈ G(S, P ), πP = π and δpi ∈ P(K|π).
It thus remains to show that PM has the shrinking property. To simplify notations we shall
throughout the rest of this proof denote the transition probability function PM by P, denote
the transition operator TM by T and the transition probability operator P˘M by P˘ .
Thus let ρ > 0 be given. What we have to do is to show that we can find a number α > 0
such that for each nonempty compact set A and each η > 0 and each κ > 0 we can find an
integer N and another nonempty compact set B such that for each u ∈ Lip[K]
oscA(T
nu) ≤ ηγ(u) + κosc(u) + αργ(u) + (1− α)oscB(T n−Nu). (8.2)
Now, let also A, η and κ be given where thus A is a nonempty compact set, η > 0 and
κ > 0. Verifying the shrinking property will be done in three steps. In the first step we choose
N1 so large that if n ≥ N1 then the barycenter of P˘nδx is very close to π for every x ∈ A.
The integer N1 will depend on A and η. In the second step we use Condition B to determine a
shrinking coefficient α and an integer N2 - only depending on ρ - and use tightness of the set
P(K|π) and the given number κ to determine the compact set B. In the third step we make
the necessary estimations in order to verify the shrinking property.
Step 1. Since the set A given above is compact, it follows from (2.2) that we can find an
integer N1 such that for all z ∈ A
||zPn − π|| < η/6
if n ≥ N1. Now let x ∈ A and y ∈ A be given. Set
µn,x(·) = Pn(x, ·), and µn,y(·) = Pn(y, ·), n = 1, 2, ... .
From Lemma 6.1 follows that b(µn,x) = xP
n and that b(µn,y) = yP
n. Therefore, if n ≥ N1,
where N1 is defined as above, we conclude that
||b(µn,x)− π|| < η/6 and ||b(µn,y)− π|| < η/6.
From Corollary 5.5 now follows that we can find two measures νx and νy, both in P(K|π), such
that if u ∈ Lip[K] then
|
∫
K
u(z)µN1,x(dz)−
∫
K
u(z)νx(dz)| ≤ γ(u)η/6
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and
|
∫
K
u(z)µN1,y(dz)−
∫
K
u(z)νy(dz)| ≤ γ(u)η/6.
From Corollary 3.6 (the Lipschitz equicontinuity property) we also find that for m =
0, 1, 2, ...
|
∫
K
Tmu(z)µN1,x(dz)−
∫
K
Tmu(z)νx(dz)| ≤ 3γ(u)η/6 = γ(u)η/2
and similarly that
|
∫
K
TmMu(z)µN1,y(dz)−
∫
K
TmMu(z)νy(dz)| ≤ 3γ(u)η/6 = γ(u)η/2.
Thus if n ≥ N1 we have
|T nu(x)− T nu(y)| ≤ ηγ(u)+
|
∫
K
T n−N1u(z)νx(dz)−
∫
K
T n−N1u(z)νy(dz)|. (8.3)
This concludes the first step.
Step 2. We shall next define a shrinking coefficient α > 0 associated to the given number
ρ. To do this we shall use Lemma 5.7 and Condition B.
From Lemma 5.7 it follows that for each i ∈ S we can find a compact set Ci such that for
all µ ∈ P(K|π)
µ(Ci ∩ Ei((π)i/2)) ≥ (π)i/3. (8.4)
From Condition B it follows that we can find an element i0 ∈ S, an integer N0 and a
sequence {w1, w2, ...wN0} of elements in W depending on the set Ci0 , such that if we set
M(w1)M(w2)...M(wN0) =M(w
N0) then ||ei0M(wN0))|| > 0 and for all x ∈ Ei0 ((π)i0/2)∩Ci0
we have
||(xM(wN0)/||xM(wN0)|| − ei0M(wN0)/ei0M(wN0)||)|| < ρ/6. (8.5)
Let us now define α1 by
α1 = ((π)i0/3) · ((π)i0/2) · ||ei0M(wN0)||, (8.6)
and let us define
α = α21/2.
Our aim is to verify (8.2) with this choice of α and with N = N1 +N0. In order to do this
let us first set
ν∗x = P˘
N0νx, ν
∗
y = P˘
N0νy,
and let ν˜∗x,y denote the product measure on (K
2, E2) determined by ν∗x and ν∗y .
Furthermore let us denote
q0 = e
i0M(wN0)/||ei0M(wN0)||
and
D = {z ∈ K : δ(z, q0) < ρ/6}.
Since (z)i0 ≥ (π)i0/2 if z ∈ Ei0((π)i0/2) and
||xM || ≥ (x)i||eiM ||, ∀i ∈ S, (8.7)
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if M is a nonnegative S × S matrix and x ∈ K, we conclude from (8.4), (8.5), (8.6) and (8.7)
that
ν∗x(D) ≥ ((π)i0/3) · ((π)i0/2) · ||ei0MN0(wN0)|| = α1
and that the same inequality holds for ν∗y(D).
Since ν∗x = P˘
N0νx , ν
∗
y = P˘
N0νy and νx, νy ∈ P(K|π), it follows from Theorem 6.2 that
ν∗x, ν
∗
y ∈ P(K|π). Since P(K|π) is a tight set it follows that we can find a compact set B
independent of x, y ∈ A and also of A, such that
ν∗x(D ∩B) ≥ α1/
√
2, and ν∗y (D ∩B) ≥ α1/
√
2, (8.8)
and also that
ν∗x(B) ≥ 1− κ/2 and ν∗y(B) ≥ 1− κ/2. (8.9)
This concludes step 2.
Step 3. Set N = N1 +N0. In this last step we shall estimate
|
∫
K
T n−N1u(z)νx(dz)−
∫
K
T n−N1u(z)νy(dz)|
when n ≥ N . Set m = n−N and v = Tmu. Then n−N1 = m+N0. Hence
|
∫
K
T n−N1u(z)νx(dz)−
∫
K
T n−N1u(z)νy(dz)| =
|
∫
K
Tm+N0u(z)νx(dz)−
∫
K
Tm+N0u(z)νy(dz)| = |〈Tmu, ν∗x〉 − 〈Tmu, ν∗y〉| =
|
∫
K(2)
(v(z)− v(z′))ν˜∗x,y(dz, dz′)| ≤
|
∫
B1
(v(z)− v(z′))ν˜∗x,y(dz, dz′)|+ |
∫
B2
(v(z)− v(z′))ν˜∗x,y(dz, dz′)|+
|
∫
B3
(v(z)− v(z′))ν˜∗x,y(dz, dz′)|
where
B1 = {(z, z′) ∈ K2 : δ(z, z′) < ρ/3, z ∈ B, z′ ∈ B},
B2 = {(z, z′) ∈ K2 : δ(z, z′) ≥ ρ/3, z ∈ B, z′ ∈ B}, and B3 = K2 \ (B1 ∪B2).
From (8.9) follows easily that
|
∫
B3
(v(z)− v(z′))ν˜∗x,y(dz, dz′)| ≤ osc(v)(1 − κ). (8.10)
Furthermore
|
∫
B2
(v(z)− v(z′))ν˜∗x,y(dz, dz′)| ≤ oscB(v)ν˜∗x,y(B2)) ≤ oscB(v)(1 − ν˜∗x,y(B1)).
But if 0 < a ≤ b ≤ 1, ǫ > 0 and Θ > 0, then by elementary calculations we find
bmin{ǫ,Θ}+ (1− b)Θ ≤ aǫ+ (1− a)Θ. (8.11)
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Since ν˜∗x,y(B
(2)
1 ) ≥ α because of (8.8), it follows from (8.11) that
|
∫
B
(2)
1
(v(z)− v(z′))ν˜∗x,y(dz, dz′)|+ |
∫
B
(2)
2
(v(z)− v(z′))ν˜∗x,y(dz, dz′)| ≤
min{γ(v)ρ/3, oscB(v)} · ν˜∗x,y(B(2)1 ) + oscB(v)(1 − ν˜∗x,y(B(2)1 )) ≤
αγ(v)ρ/3 + (1− α)oscB(v)
which combined with (8.10) implies that
|
∫
K
T n−N1u(z)νx(dz)−
∫
K
T n−N1u(z)νy(dz)| ≤
osc(u)κ+ αγ(u)ρ+ (1− α)oscB(T n−Nu) (8.12)
where we also used the fact that γ(v) ≤ 3γ(u) because of Corollary 3.6. That (8.2) holds now
follows by combining (8.12) and (8.3), and thereby Theorem 1.1 is proved. ✷
9 On Condition B.
In this section we shall prove that Condition B1 (see subsection 1.5) implies Condition B, we
shall introduce a notion we call localization. and present a theorem based on Condition A.
Proposition 9.1 Let S be a denumerable set, let P ∈ PMae(S), let M = {M(w) : w ∈
W} ∈ G(S, P ), and let π ∈ K satisfy πP = π. Then, if Condition B1 is satisfied, it follows that
Condition B is also satisfied.
Proof. In order to prove Proposition 9.1 we shall need the following lemma in which we
state an inequality for matrices approaching a matrix in the set W. (For the definition of the
set W see subsection 1.6.)
Lemma 9.2 Let u ∈ U , v ∈ K, and define W = ucv. Let i0 be such that
(u)i0 > 0.
Let {Wn, n = 1, 2, ...} be a sequence of matrices of the same format as W , and assume that
1) for n = 1, 2, ...
||Wn|| = 1,
2)
lim
n→∞
||ei(Wn −W )|| = 0, i ∈ S. (9.1)
Then to every η, 0 < η < 1 and every nonempty compact set C ⊂ K and every γ > 0, there
exists an integer N = Nγ,C,η such that if x ∈ C and y ∈ C are such that (x)i0 ≥ η and (y)i0 ≥ η
then ||xWn|| > 0 and ||yWn|| > 0 for all integers n ≥ N , and furthermore
||(xWn/||xWn|| − yWn/||yWn||)|| < γ.
Proof of Lemma 9.2. Let C be a given nonempty compact set. Since C is compact it readily
follows from (9.1) that to every ǫ we can find an integer N such that if n ≥ N then
|(||xWn|| − ||xW ||)| < ǫ, ∀x ∈ C. (9.2)
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Next let η be given and assume that x ∈ C and (x)i0 > η. Then again using (9.1) it is easily
proved that if n is sufficiently large then
||xWn|| > (u)i0η/2, ∀x ∈ C such that (x)i0 ≥ η. (9.3)
Finally, letting γ > 0 also be given, by using the inequality (3.8) together with (9.2), (9.3) and
the triangle inequality we can conclude that
||(xWn/||xWn|| − yWn/||yWn||)|| < 2||xWn − yW ||/max{||xWn||, ||yWn||} ≤
2||xWn − yWn||(2/(u)i0η) < γ
if n is sufficiently large. ✷
We now continue the proof of Proposition 9.1. Let ρ > 0 be given. In order to prove
Proposition 9.1 we shall prove that we can find an element i0 ∈ S, such that if C is a compact
set such that
µ(C ∩ Ei0((π)i0/2)) ≥ (π)i0/3 (9.4)
for all µ ∈ P(K|π), then we can find an integer N and an element wN ∈ WN such that
||ei0M(wN)|| > 0
and
||(xM(wN)/||xM(wN)|| − ei0M(wN)/||ei0M(wN)||)|| < ρ,
∀x ∈ Ei0 ((π)i0/2) ∩C. (9.5)
That there exists a compact set C such that (9.4) holds follows from Lemma 5.7.
Since Condition B1 is satisfied there exist a vector u ∈ U , a vector v ∈ K, a sequence of
integers {n1, n2, ...}, and a sequence {wnjj = {w1,j, w2,j , ..., wnj ,j}, j = 1, 2, ...} of sequences
such that ||M(wnjj )|| > 0, j = 1, 2, ... and such that if we define W = ucv then for all i ∈ S
lim
j→∞
||(eiM(wnjj )/||M(wnjj )||) − eiW || = 0. (9.6)
Let us choose i0 ∈ S such that (u)i0 > 0 and let C be a compact set such that (9.4) holds
for all µ ∈ P(K|π). Since (u)i0 > 0 it follows that ||ei0W || = (u)i0 > 0. By (9.6) then follows
that ||M(wnjj )|| > 0, j = 1, 2, ... if we let the enumeration n1, n2, ... start with a sufficiently
large n1. Since obviously
||(M(wnjj )/||M(wnjj )||)|| = 1
and C ∪ {ei0} is a compact set, it follows from Lemma 9.2 that if j is sufficiently large then
||(xM(wnj)/||xM(wnj)|| − ei0M(wnj)/||ei0M(wnj)||)|| < ρ,
∀x ∈ Ei0 ((π)i0/2) ∩ C
and hence (9.5) holds which was what we wanted to prove. ✷
Next, we call a matrix M subrectangular if
(M)i1,j1 6= 0 and (M)i2,j2 6= 0 ⇒ (M)i1,j2 6= 0 and (M)i2,j1 6= 0.
Before we state our next theorem we need one more notion. As usual let S be a denumerable
set, and let M = {M(w) : w ∈ W} ∈ G(S). We say that M is localizing if there exists
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a sequence w1, w2, ..., wn such that the number of non-zero columns of the matrix M(w
n) is
finite.
Theorem 9.3 Let S be a denumerable set, let P ∈ PMae(S), let M = {M(w) : w ∈ W} ∈
G(S, P ) and let PM be the tr.pr.f induced by M. Suppose also that
1) M is localizing
2) Condition A is satisfied.
It then follows that PM is asymptotically stable.
Proof. From Proposition 9.1 and Theorem 1.1 follows that it suffices to verify Condition
B1. In order to do this we follow closely the arguments used by Kochman and Reeds in their
proof of Theorem 2 in [7].
Since we have assumed that Condition A is satisfied we can find elements a1, a2, ..., aN1 in
W such that M(aN1) is a non-zero subrectangular matrix. Since M is localizing we can find
elements b1, b2, ..., bN2 in W such that M(bN2) has finitely many non-zero columns. Choose
i1, j1 such that (M(a
N1))i1,j1 > 0 and i0, j0 such that (M(b
N2))i0,j0 > 0. Now, since P is
irreducible there exist an integer N3 and elements c1, c2, ..., cN3 inW such that (M(cN3))j1,i0 >
0 and also an integer N4 and elements d1, d2, ..., dN4 in W such that (M(dN4))j0,i1 > 0.
Now let us define N = N1 +N2 +N3 +N4, define the element w
N = {w1, w2, ..., wN} by
wN = (dN4 , aN1 , cN3 ,bN2)
and define
G =M(wN) =M(dN4)M(aN1)M(cN3)M(bN2).
Then G is subrectangular sinceM(aN1) is subrectangular, and G has only finitely many nonzero
columns since M(bN2) only has finitely many nonzero columns. Therefore G can be written
G =


A B 0
0 0 0
C D 0


where A is a S0 × S0 matrix with strictly positive elements and where S0 is a nonempty finite
subset of S, B is an S0 × S1 matrix where S1 ⊂ S is finite or empty, and each 0 denotes a
zero-matrix of appropriate format.
By induction it is straight forward to prove that
Gn =


A
0
C

An−2
(
A B 0
)
if n ≥ 2,
Since A is a finite-dimensional square matrix with strictly positive elements it follows by
Perron’s theorem (see e.g [17], vol II, Theorem 8.1), that there exist a number λ > 0 and a
rank 1 matrix A with strictly positive elements, such that
lim
n→∞
((An)i,j/λ
n − (A)i,j) = 0, ∀i ∈ S0, j ∈ S0.
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Finally defining
W0 = (1/λ
2)


A
0
C

A
(
A B 0
)
and
W =W0/||W0||
it is an easy matter to show that
lim
n→∞
||Gn/||Gn|| −W || = 0
from which obviously Condition B1 follows. ✷
10 Random walk examples.
Let S = {0, 1, 2, ...}, let Sodd = {i ∈ S, i odd} and Seven = {i ∈ S, i even}. For i = 1, 2, ..., let
ai, bi and ci be positive numbers satisfying
ai + bi + ci = 1
and let b0 and c0 be positive numbers satisfying
b0 + c0 = 1.
Let P ∈ PM(S) be defined such that
(P )i,i = bi, i ∈ S,
(P )i,i+1 = ci, i ∈ S
and
(P )i,i−1 = ai, i = 1, 2, ... .
Let M = {M(1),M(2)} be a partition of P such that if i is odd then the i− th column of
P is equal to the i− th column of M(1) and if i is even then the i− th column of P is equal to
the i− th column of M(2).
Theorem 10.1 Let the tr.p.m P and the partition M be defined as above, and suppose also
that
∞∑
n=1
n∏
i=1
ci−1/ai <∞. (10.1)
A) If bi = b0, ∀i ∈ S then PM is asymptotically stable.
B) If there exists i0 ∈ S such that bi0 > sup{bi : i ∈ S, i 6= i0} then PM is asymptotically
stable.
Proof. From the definition of P it is clear that P is aperiodic and irreducible. That P is
positively recurrent follows from (10.1), ( see e.g [18], Problem 18, chapter 2). Therefore by
Proposition 9.1 and Theorem 1.1 it suffices to verify that Condition B1 is satisfied.
We first consider the case when bi = b0, ∀i ∈ S. First let us note that ||eiM(1)|| = bi =
b0 if i odd, and that also ||eiM(2)|| = bi = b0 if i even. Since M(1) +M(2) = P , this
implies that ||eiM(1)|| = 1− b0 if i even, and ||eiM(2)|| = 1− b0 if i odd. Therefore
||eiM(1)M(2)|| = (1 − b0)2, if i even. (10.2)
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and
||eiM(1)M(2)|| = b(1− b0), if i odd. (10.3)
Set 1 − b0 = α and define M = M(1)M(2). Since (M(2))i,j = 0 if j is odd it follows that
(M)i,j = 0 if j is odd.
Now define the S × S matrices A and B by
(A)i,j = (M)i,j , i is even, and j is even
(A)i,j = 0, otherwise
and
B =M −A.
It is easily proved that BB = 0 and also that AB = 0 from which follows that
Mn = (A+ B)n = An +BAn−1 =MAn−1. (10.4)
Since
||eiM || = ||eiM(1)M(2)|| = (1 − b0)2 = α2 if i is even
it follows that
∑
j even(A)i,j = α
2 if i is even and therefore A/α2 con be considered as a tr.pr.m
on the even integers. It is easily seen that the induced Markov chain is irreducible and aperiodic.
Moreover since
∞∑
n=0
n∏
i=0
(M)2i,2(i+1)/(M)2(i+1),2i =
∞∑
n=0
n∏
i=0
c2ic2i+1/(a2i+2a2i+1) =
∞∑
n=0
2n+1∏
i=0
ci/ai+1 <∞
because of (10.1), it follows that the Markov chain generated by this tr.pr.m is also positively
recurrent. Therefore there exists a probability vector q = (q)i, i ∈ S such that
(q)i = 0, if i is odd,
qA/(α2) = q
and if the vector y = ((y)i, i ∈ S) is such that ||y|| = 1, (y)i ≥ 0, i ∈ S and (y)i = 0, if i odd
then
lim
n→∞
||yAn/α2n − q|| = 0. (10.5)
(See e.g [10], Section 2.1.)
Now suppose
α ≥ 1− α.
From (10.2) and (10.3) follows that
||eiMn|| = α2n, i is even
and
||eiMn|| = (1− α)α2n−1, i is odd.
Therefore, when α ≥ 1− α it follows that ||Mn|| = α2n.
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Now define the S × S matrix W by
(W )i,j = (q)j , j ∈ S, i even,
(W )i,j = (1− α)(q)j/α, j ∈ S, i odd,
Since q is a probability vector ||q|| = 1 and therefore ||W || = 1 since we have assumed that
α ≥ 1− α. That W ∈ W is also clear.
We now consider eiMn/||Mn|| when i is even. Since ||Mn|| = α2n it follows from (10.4)
that
eiMn/||Mn|| = eiMn/α2n = eiMAn−1/α2n = f iAn−1/α2(n−1)
where f i is defined by f i = eiM/α2.
From the definition of f i it is clear that (f i)j ≥ 0, j ∈ S. Since ||eiM || = α2 when i is even
it follows that ||f i|| = 1 and since (M(2))i,j = 0 if j is odd it also follows that (f i)j = 0 if j is
odd. Therefore by (10.5) we can conclude that
lim
n→∞
||(eiMn/||Mn|| − eiW || = lim
n→∞
||f iAn−1/(α)n−1 − q|| = 0 (10.6)
if i is even.
To prove that (10.6) holds when i is odd can be done similarly. Set f i = eiM/(1 − α)α.
Since ||eiM || = (1 − α)α when i is odd it follows that ||f i|| = 1, (f i)j ≥ 0, j ∈ S, and (f i)j =
0, j is odd. Hence, when i is odd, it follows from (10.4) that
eiMn/||Mn|| = eiMn/α2n = eiMAn−1/α2n = (1− α)αf iAn−1/α2n =
((1− α)/α)f iAn−1/α2(n−1).
Therefore by (10.5) we can conclude that
lim
n→∞
||eiMn/||Mn|| − eiW || = lim
n→∞
((1− α)/α)||f iAn−1/α2(n−1) − q|| = 0
also if i is odd. Thereby we have verified Condition B1 when α ≥ 1− α.
Now assume that α < 1− α. In this case ||Mn|| = (1− α)α2n−1. We now define the S × S
matrix W by
(W )i,j = α(q)j/(1− α), j ∈ S, i even,
(W )i,j = (q)j , j ∈ S, i odd.
Again it is clear that W is a rank 1 matrix of norm 1. By the same reasoning as above we can
again conclude that
lim
n→∞
||eiMn/||Mn|| − eiW || = 0, ∀ i ∈ S.
Thereby we have verified Condition B1 under hypothesis A).
It remains to consider the case when there exists i0 ∈ S such that bi0 > sup{bi : i ∈ S, i 6=
i0}. Let us first assume that i0 ∈ Sodd. Set
α = max{ci0−1, bi0 , ai0+1},
β = max{bi0 , 1− bi0},
ρ = sup{bi : i ∈ S, i 6= i0}/bi0
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and define the vector u0 by
(u0)i0−1 = ci0−1/α, (u0)i0 = bi0/α, (u0)i0+1 = ai0−1/α,
(u0)i = 0, if i 6= i0 − 1, i0 or i0 + 1.
Furthermore if we define the matrix D = {(D)i,j : i ∈ S, j ∈ S} by
(D)i,i = (M(1))i,i
(D)i,j = 0, if i 6= j.
we note that
M(1)n =M(1)Dn−1
and since bi0 > bi if i 6= i0 it follows by elementary calculations that there exists a constant C
independent of n and i ∈ S such that
|(M(1)n)i0,i0/bni0 − 1| < Cρn
|(M(1)n)i0−1,i0/bni0 − ci0−1/bi0 | < Cρn
|(M(1)n)i0+1,i0/bni0 − ai0+1/bi0 | < Cρn
and
|(M(1)n)i,j/bni0 | < Cρn, otherwise.
Hence, if we define the matrix W ∈ W by
W = u0
cei0
if follows easily that that there exists a constant C1 independent of n and i ∈ S such that
|(M(1)n)i,j − (W )i,j | < C1ρn, ∀ i, j ∈ S
from which it easily follows that we also have
lim
n→∞
||M(1)n/||M(1)n|| −W || = 0
which of course implies Condition B1.
If instead there exists an integer i0 ∈ Seven such that bi0 > sup{bi : i ∈ S, i 6= i0} then by
consideringM(2)n/||M(2)n|| instead ofM(1)n/||M(1)n|| as n tends to infinity, we by arguments
similar to those given above can again prove that Condition B1 is satisfied. We omit the details.
✷
11 Exceptional cases.
In this section we first present an example from 1974 due to H. Kesten ([8]), which shows that
the tr.pr.f PM induced by a partition of an aperiodic and irreducible tr.pr.m P may even turn
out to be periodic. We shall then present a theorem with hypotheses that guarantee that PM
is not asymptotically stable and end this section with presenting a whole class of tr.pr.ms for
which it is possible to find partitions such that PM is not asymptotically stable.
Kesten’s example is an extension of the example in [6] and reads as follows.
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Example 11.1 ([8]) Let S = {1, 2, ..., 8} and define P ∈ PMae(S) by
P =


⋆ 0 0 0 ⋆ 0 0 0
0 ⋆ 0 0 0 ⋆ 0 0
0 0 0 ⋆ 0 0 0 ⋆
0 0 ⋆ 0 0 0 ⋆ 0
⋆ 0 0 0 0 0 0 ⋆
0 ⋆ 0 0 0 0 ⋆ 0
0 0 0 ⋆ ⋆ 0 0 0
0 0 ⋆ 0 0 ⋆ 0 0


,
where each ⋆ denotes the value 1/2. Let A = {a, b}, let g : S → A be a “lumping” function
defined by g(i) = a, i = 1, 2, 3, 4, g(i) = b, i = 5, 6, 7, 8, and let M be the partition determined
by the “lumping” function g. (See Example 1.1.)
That P is aperiodic and irreducible is easily seen. It is also not difficult to verify that if for
example x0 ∈ K is such that
(x0)i = 0, i = 5, 6, 7, 8 and 0 < (x0)1 = (x0)3 < (x0)2 = (x0)4
then the Markov chain generated by PM(x0, ·) is a periodic Markov chain taking its values in
a subset of K consisting of just 8 elements with coordinates depending on x0.
We shall next state a theorem with hypotheses that guarantee that PM is not asymptotically
stable.
To state the theorem we need two further notations, K(x,M) and KS′ . Let S be a denu-
merable set and let M = {M(w) : w ∈ W} ∈ G(S). Recall that WM(x) is defined by (2.5).
For each x ∈ K we define
K(x,M) = {y ∈ K : y = xM(w)/||xM(w)|| some w ∈ WM(x)}.
Next let S′ ⊂ S. We define
KS′ = {x ∈ K : (x)i = 0, i 6∈ S′}.
Theorem 11.1 Let S be a denumerable set, let M = {M(w) : w ∈ W} ∈ G(S) and let PM
be the tr.pr.f induced by M. Suppose that there exists a subset S′ ⊂ S consisting of at least two
elements, such that
1) for every x ∈ KS′ the set ∪∞n=1K(x,Mn) consists of isolated points,
2) if both x and y are in KS′ then WMn(x) =WMn(y), n = 1, 2, ....
and
3) if x and y in KS′ , n ≥ 1 and wn ∈ WMn(x) then
||(xM(wn)/||xM(wn)|| − yM(wn)/||yM(wn)||)|| = ||x− y||.
If such a subset S′ exists then PM is not asymptotically stable.
Remark 11.1 If we could prove that the hypotheses of Theorem 11.1 are also necessary in
order for PM to be a tr.pr.f which is not asymptotically stable when P ∈ PMae(S), we would
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have a rather easily checked criterion for deciding whether a tr.pr.f PM induced by a partition
M is asymptotically stable or not.
Remark 11.2 It is easy to check that Kesten’s example satisfies the hypotheses of Theorem
11.1.
Proof of Theorem 11.1. Let S′ ⊂ S be as in the hypotheses of the theorem. Let x ∈ KS′
and set
K ′(x) = ∪∞n=1K(x,Mn).
Because of hypothesis 1), the set K ′(x) consists of isolated points, and because of hypothesis
3) it is not difficult to convince oneself that K ′(x) must contain at least two points. Therefore
ǫ0 = inf{||z1 − z2|| : z1, z2 ∈ K ′(x), z1 6= z2} > 0.
Since x ∈ KS′ and S′ consists of at least two elements, we can find an element y ∈ KS′ such
that ||x− y|| = ǫ0/2.
Now let n denote an arbitrary positive integer, let
K1 = {xM(wn)/||xM(wn)|| : wn ∈ WMn(x)}
and
K2 = {yM(wn)/||yM(wn)|| : wn ∈ WMn(x)}.
Since the points in K ′(x) are isolated points, it is clear that K1 is the support of P
n
M
(x, ·)
and from hypotheses 2) that also K2 is the support of P
n
M
(y, ·). Since
inf{δ(z,K1) : z ∈ K2} = ǫ0/2
because of hypothesis 3), it therefore follows that the Kantorovich distance
dK(P
n
M(x, ·),PnM(y, ·)) ≥ ǫ0/2 > 0
and since n was an arbitrary integer
dK(P
n
M(x, ·),PnM(y, ·)) ≥ ǫ0/2
for n = 1, 2, ... which implies that the tr.pr.f Pn
M
(·, ·) can not be asymptotically stable. ✷
We shall next describe a family of tr.pr.ms for which one, for each matrix belonging to the
family, can find a partition such that the induced tr.pr.f is not asymptotically stable.
Let I denote a denumerable set, let d ≥ 2 be an integer, set Id = {1, 2, ..., d}, and define
the set S as the Cartesian product of I and Id, that is
S = {(i, j), i ∈ I, j ∈ Id}.
Let A ∈ PM(I), and let M = {M(w) : w ∈ W} be a partition of A.
Next let Perm(d) denote the set of d× d permutation matrices. For each w ∈ W and each
(i, k) ∈ I × I we now associate a matrix Q(i, k, w) ∈ Perm(d). We write
QI,W = {Q(i, k, w) : (i, j) ∈ I × I, w ∈ W}.
We define the set
M′ = {M ′(w) : w ∈ W}
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of S × S matrices by
(M ′(w))(i,j),(k,m) = (M(w))i,k · (Q(i, k, w))j,m, (11.1)
and define the S × S matrix P by
(P )(i,j),(k,m) =
∑
w∈W
(M ′(w))(i,j),(k,m) .
It is easily verified that P ∈ PM(S) and that M′ ∈ G(S, P ). We call P the tr.pr.m generated
by A and QI,W .
Next suppose that the partition M = {M(w) : w ∈ W} of A is such that
(M(w))i,k > 0 ⇒ (M(w))i,k1 = 0, if k1 6= k, ∀M(w) ∈ M. (11.2)
Proposition 11.2 Let I denote a denumerable set, let A ∈ PM(I) and let M = {M(w) :
w ∈ W} be a partition of A that satisfies (11.2). Let d ≥ 2, set Id = {1, 2, ..., d}, and let
QI,W = {Q(i, k, w) : (i, j) ∈ I × I, w ∈ W}.
Let S = {(i, j), i ∈ I, j ∈ Id}, let P ∈ PM(S) be the tr.pr.m generated by A and QI,W and let
M′ be the partition of P defined by (11.1).
Then M′ satisfies the hypotheses of Theorem 11.1.
Proof. The proof is based on the following observation. For i ∈ I, let S′i = {(i, j), j =
1, 2, ...d}. Let x ∈ KS′
i
and suppose ||xM ′(w)|| > 0. From (11.2) and (11.1) follows that
xM ′(w)/||xM ′(w)|| ∈ KS′
k
where thus k is such that (M(w))i,k > 0. Furthermore, if we
let x′ denote the d-dimensional vector defined by (x′)j = (x)i,j , j = 1, 2, ..., d, set z =
xM ′(w)/||xM ′(w)|| and let z′ denote the d-dimensional vector defined by (z′)j = (z)k,j , j =
1, 2, ..., d, then z′ = x′Q(i, k, w). Since i was arbitrary it now easily follows that the hypotheses
of Theorem 11.1 are fulfilled. •
It is easy to show that both the example in [6] and Kesten’s example can be put into the
framework of the class just described. (Choose I = {1, 2}, d = 2 for the example in [6] and
I = {1, 2}, d = 4 for Kesten’s example.) When doing this for Kesten’s example it turns out
that all permutation matrices will be odd and that explains why the induced tr.pr.f gives rise
to a periodic Markov chain for most initial distributions.
Conjecture 11.3 If S is denumerable, P ∈ PMae(S), M ∈ G(S, P ) and PM is not asymp-
totically stable, then P and M can be represented as in Proposition 11.1.
Conjecture 11.4 Suppose S is a finite set with size equal to a prime number, let P ∈
PMae(S), and let M be a partition of P determined by a “lumping” function. Then PM has
a unique invariant measure.
In other words: We believe that Blackwell’s conjecture (see [1], page 19) is true if we add
the hypothesis “the number of states is a prime number”.
Before finishing this section let us mention that if S is a finite set of size d ≥ 2, and the
tr.pr.m P ∈ PM(S) is doubly stochastic, then it is always possible to find a partition of P
such that the hypotheses of Theorem 11.1 are fulfilled since every doubly stochastic tr.pr.m can
be written as a weighted sum of permutation matrices. Obviously a doubly stochastic tr.pr.m
P belongs to the class considered in Proposition 11.1 since we can choose the set I = {1}, the
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matrix A equal to 1, and the partition of A equal to the weights used in the representation of
P as a weighted sum of permutation matrices.
12 Convex functions and barycenters.
As usual, let S be a denumerable set and let K denote the set of probability vectors on S.
Clearly K is a convex set. Let Cconvex[K] denote the subset of C[K] consisting of convex
functions. In this section we shall present some simple inequalities for functions in Cconvex[K].
Let C′convex[K] denote the subset of C[K] that can be obtained as
u = sup{vn : n ∈ N}
where N is an arbitrary index set, and each vn is an affine function on K such that
vn(x) = xa
c
n + bn
where an ∈ l∞(S) and each bn is a real number. By using the fact that it is possible to find
a separating affine plane between the epigraph of a convex function on K and a point outside
the epigraph (because of Hahn-Banach’s theorem) it is not difficult to prove that Cconvex[K] =
C′convex[K].
Next, for each q ∈ K we define the subset Pd(K|q) of P(K|q) as the set consisting of all
measures ν such that ν =
∑∞
k=1 αkδxk where xk, k = 1, 2, ... ∈ K and
∑∞
k=1 αk = 1. We define
ψq ∈ P(K|q) by ψq(ei) = qi, i ∈ S.
The following proposition is a simple consequence of convexity.
Proposition 12.1 Let µ ∈ Pd(K|q) and u ∈ Cconvex[K]. Then
〈u, δq〉 ≤ 〈u, µ〉 ≤ 〈u, ψq〉. (12.1)
Proof. Let u ∈ Cconvex[K] and µ =
∑∞
k=1 αkδxk ∈ Pd(K|q). Then
〈u, δq〉 = u(q) ≤
∞∑
k=1
αku(xk) = 〈u, µ〉 ≤
∞∑
k=1
αk(
∞∑
i=1
(xk)iu(e
i)) =
∞∑
i=1
(
∞∑
k=1
αk(xk)iu(e
i)) =
∞∑
i=1
qiu(e
i) = 〈u, ψq〉. ✷
Also the next proposition is easy to prove if one uses the fact that if u ∈ Cconvex[K] then
u ∈ C′convex[K] and the fact that for any index set N
sup{fn(x) + gn(x) : n ∈ N} ≤ sup{fn(x) : n ∈ N}+ sup{gn(x) : n ∈ N}.
We omit the details. The result is essentially due to H. Kunita. (See [9], Lemma 3.2.)
Proposition 12.2 Let S be a denumerable set and let M ∈ G(S). Then u ∈ Cconvex[K] ⇒
TMu ∈ Cconvex[K].
Our next proposition follows easily by using Theorem 6.2, formula (2.6), Proposition 12.1
and Proposition 12.2
Proposition 12.3 Let S be a denumerable set, let P1, P2 ∈ PM(S) let M1 ∈ G(S, P1), let
M2 ∈ G(S, P2) and suppose that π ∈ K is such that
π = πP1 = πP2.
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Then, if u ∈ Cconvex[K]
〈u, δpi〉 ≤ 〈u, P˘M2δpi〉 ≤ 〈u, P˘M2 P˘M1δpi〉 ≤ 〈u, P˘M2P˘M1ψpi〉 ≤ 〈u, P˘M2ψpi〉 ≤ 〈u, ψpi〉.
Proof. The first inequality follows from Theorem 6.2, and Proposition 12.1. The second
inequality follows by using (2.6) and the first inequality of Proposition 12.3 which we just
proved. The third inequality follows by using (2.6), Proposition 12.2 and Proposition 12.1. The
last inequality follows from Proposition 12.1 and Theorem 6.2, and finally the forth inequality
follows by using (2.6) together the last inequality of Proposition 12.3 which we just proved. ✷
As an immediate corollary we obtain
Corollary 12.4 Let S be a denumerable space, let P ∈ PM(S), let π ∈ K satisfy π = πP,
let M∈ G(S, P ) and let u ∈ Cconvex[K]. Then, for n = 1, 2, ...,
〈u, P˘nMδpi〉 ≤ 〈u, P˘n+1M δpi〉 ≤ 〈u, P˘n+1M ψpi〉 ≤ 〈u, P˘nMψpi〉.
Proof. Follows from Proposition 12.3 and Corollary 3.3 ✷.
13 Blackwell’s entropy formula.
We now return to the same set-up as the one we started with in subsection 1.1. Thus, let S
denote a denumerable set, {Xn, n = 0, 1, 2, ...} be an aperiodic, positively recurrent Markov
chain with S as state space, let W denote an “observation space”, let g : S → W denote a
”lumping” function of the state space S and define Yn = g(Xn).
In [1] D. Blackwell presented an integral formula for the entropy rate of the Yn − process
when the Xn− process is a stationary process and S is finite. The purpose of this final section
is to generalize Blackwell’s result.
Let M = {M(w) : w ∈ W} ∈ G(S, P ) be determined by the ”lumping” function g, and
assume that
sup
x∈K
∑
w∈WM(x)
−(ln ||xM(w)||) · ||xM(w)|| <∞. (13.1)
Let π ∈ K satisfy πP = π and let h : [0, 1]→ [0, 1/(e · ln(2))] be defined by
h(t) = −t ln(t)/ ln(2), if 0 < t ≤ 1 and h(0) = 0.
For x ∈ K we define
Hn(Y ;x) =
∑
wn∈Wn
h(||xM(wn)||)
and
HnR(Y ;x) = H
n+1(Y ;x)−Hn(Y ;x).
Theorem 13.1 Let S denote a denumerable set, let P ∈ PMae(S), let g be a “lumping”
function on S, let M = {M(w) : w ∈ W} ∈ G(S, P ) be determined by the ”lumping” function
g and let PM be the tr.pr.f induced by M. Suppose also that Condition B is satisfied and that
(13.1) holds. Then,
a) for every x ∈ K and n = 1, 2, ...
HnR(Y ;x) =
∑
w∈W
∫
K
h(||yM(w)||)PnM(x, dy)
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b) for n = 1, 2, ... ∫
K
HnR(Y ;x)ψpi(dx) ≤
∫
K
Hn+1R (Y ;x)ψpi(dx) ≤
Hn+1R (Y ;π) ≤ HnR(Y ;π)
c) for every x ∈ K
lim
n→∞
HnR(Y ;x) =
∑
w∈W
∫
K
h(||yM(w)||)µ(dy)
where µ is the unique invariant measure of the tr.pr.f PM.
Proof. From the definition of Hn(Y ;x), (13.1) and (3.3) we find that
Hn+1(Y ;x) =
(−1/ ln(2))
∑
wm+1∈W
∑
wn∈Wn
Mn
(x)
(ln(||(xM(wn)/||xM(wn)||)M(wm+1)||)·
(||(xM(wn)/||xM(wn)||)M(wn+1)||) · ||xM(wn)||+
(−1/ ln(2))
∑
wm+1∈W
∑
wn∈Wn
Mn
(x)
ln(||xM(wn)||)||xM(wn)M(wn+1)|| =
∑
w∈W
∫
K
h(||yM(w)||)PnM(x, dy) +Hn(Y ;x)
which proves a). Next, using the fact that the function fw : K → R defined by fw(y) =
−h(||yM(w)||) belongs to Cconvex[K] for every w ∈ W the assertions in b) and c) follow from
Corollary 12.4 and Theorem 1.1 respectively together with (13.1) an inequality which guarantees
that the sums involved are finite. ✷
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