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Abstract
The cycling operation endows the super summit set Sx of any element x of a Garside group G with
the structure of a directed graph Γx . We establish that the subset Ux of Sx consisting of the circuits
of Γx can be used instead of Sx for deciding conjugacy to x in G, yielding a faster and more practical
solution to the conjugacy problem for Garside groups. Moreover, we present a probabilistic approach
to the conjugacy search problem in Garside groups. The results have implications for the security of
recently proposed cryptosystems based on the hardness of problems related to the conjugacy (search)
problem in braid groups.
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1. Introduction
Given a group G, the conjugacy problem in G is to decide for given elements a, b ∈ G,
whether a and b are conjugate in G, that is, whether there exists an element c ∈ G such that
ac = b. The conjugacy search problem in G, on the other hand, is to find for given elements
a and b which are known to be conjugate in G, an element c ∈ G such that ac = b.
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braid groups [3,8,10,11,15]. However, all known algorithms involve computing a particular
invariant of the conjugacy class, the so-called super summit set, for either a or b and both
the memory and the time complexity of these algorithms are proportional to the cardinality
of this set. In the case of the braid group Bn, the best proven bound for this cardinality is
exponential in both the braid index n and the element length r and, while the existence of
polynomial bounds is conjectured, computations in practice are hard or infeasible even for
moderate values of n and r .
Recently, braid groups came under interest as possible sources for public key cryptosys-
tems and the security of most of the proposed cryptosystems depends on the hardness of
variations of the conjugacy (search) problem [1,13]. Hence an improved understanding of
the conjugacy problems is highly desirable.
The crucial point in computing the super summit set Sx of an element x is the following
“convexity” property. For any pair of elements u,v ∈ Sx there are elements u0, . . . , uk with
u0 = u and uk = v, such that for i = 1, . . . , k, ui is obtained from ui−1 by conjugation with
a suitable element from a finite set D. This allows us to compute Sx , starting with a single
representative, as the closure with respect to conjugation by elements of D.
In this paper we establish that a subset of the super summit set, which in general is much
smaller, can be used for deciding conjugacy in Garside groups. The set Sx can be endowed
with the structure of a directed graph and we will show that the union of the circuits of this
graph has the same “convexity” property as described above, that is, can be computed in a
similar way. The graph structure used for proving this result also yields a fast probabilistic
algorithm for solving the conjugacy search problem.
1.1. Garside groups and monoids
We start with a brief review of some basic terminology and facts about Garside groups.
The results can be found, for example, in [3,6–9,11,15]. Throughout this section, let M be
a (left and right) cancellative monoid.
Definition 1.1. We define partial orderings  and  on the elements of M as follows. For
a, b ∈ M we say a  b if there exists an element c ∈ M such that ac = b and we say a  b
if there exists an element c ∈ M such that a = cb.
We call m a (left) lcm of a and b if a m, bm and if for any x ∈ M , a  x and b x
implies m x. Similarly, we call d a (left) gcd of a and b if d  a, d  b and if for any
x ∈ M , x  a and x  b implies x  d .
Definition 1.2. x ∈ M is called an atom if x = 1 and if x = ab for a, b ∈ M implies a = 1
or b = 1. M is called atomic if M is generated by its atoms and if for every a ∈ M there
exists a bound Na such that a cannot be written as product of more than Na atoms.
Definition 1.3. For δ ∈ M we define the sets Dlδ = {x ∈ M: x  δ} and Drδ = {x ∈ M:
δ  x}. The element δ is called a Garside element of M if Dlδ = Drδ and if Dlδ is finite and
generates M .
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if for all a, b ∈ M a gcd and a lcm of a and b exist. In this case, the lcm and gcd of a and
b are unique; we denote them by a ∨ b and a ∧ b. We call the elements of Dlδ the simple
elements of M .
Theorem 1.4. Let M be a Garside monoid with Garside element δ and group of frac-
tions G.
(a) M embeds into G.
(b) If a is an atom of M then a  δ.
(c) M is invariant under conjugation by δ.
Definition 1.5. Let M be a Garside monoid with Garside element δ. Its group of fractions
G is called a Garside group. We identify the elements of M with their images in G and
call them the positive elements of G. Let τ :x → xδ = δ−1xδ be the automorphism of G
induced by conjugation with δ.
The partial orderings  and , and thus the notions of left gcd and left lcm, can be
extended to G as follows. For a, b ∈ G, we say a  b if there exists an element c ∈ M such
that ac = b and we say a  b if there exists an element c ∈ M such that a = cb. Clearly 
and  are invariant under τ .
Theorem 1.6. Let M be a Garside monoid with Garside element δ and with group of
fractions G.
(a) For every x ∈ G there are integers r and s such that δr  x  δs .
(b) There is an integer k such that δk is central in G.
Example 1.7. Consider the monoid B+n defined by the presentation
〈
σ1, . . . , σn−1 | σiσj = σjσi (1 i < j + 1 n),
σiσi+1σi = σi+1σiσi+1 (1 i  n− 2)
〉
. (1)
Its quotient group is the braid group Bn on n strings [2]. B+n is a Garside monoid with
Garside element (σ1 · · ·σn−1)(σ1 · · ·σn−2) · · · (σ1σ2)σ1. The positive elements of Bn are
simply the words in σ1, . . . , σn−1 not involving inverses of generators. There are n! sim-
ple elements, corresponding to those braids in which any two strings cross at most once.
A simple element is described uniquely by the permutation it induces on the strings and
every permutation of the n strings corresponds to a simple element.
Example 1.8. The monoid BKL+n generated by {at,s : n t > s  1} subject to the relations
at,sar,q = ar,qat,s if (t − r)(t − q)(s − r)(s − q) > 0,
at,sas,r = at,rat,s = as,rat,r if t > s > r (2)
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(σt−1 · · ·σs+1)σs(σ−1s+1 · · ·σ−1t−1) is a possible choice for the generators at,s .
BKL+n is a Garside monoid with Garside element an,n−1an−1,n−2 · · ·a2,1. The number
of simple elements of BKL+n is (2n)!/(n!(n + 1)!). Again, a simple element is described
uniquely by the permutation it induces on the strings, but not every permutation of the n
strings corresponds to a simple element.
Notation 1.9. From now on let M be a Garside monoid with Garside group G, Garside
element δ and set of simple elements D.
1.2. Normal forms
Definition 1.10. By Theorem 1.6 for every x ∈ G there exist integers r  0 and k such
that δk  x  δk+r . Choose k maximal and r minimal subject to this condition. We call k
the infimum, denoted by inf(x), r the canonical length, denoted by len(x), and k + r the
supremum, denoted by sup(x), of x.
There are uniquely defined elements A1, . . . ,Ar ∈ D such that x = δkA1 · · ·Ar and
A−1i δ ∧ Ai+1 = 1 for i = 1, . . . , r − 1. We call this representation of x the normalform of x. It is easy to see that A1, . . . ,Ar can be expressed recursively as Ai =
δ ∧ (δkA1 · · ·Ai−1)−1x for i = 1, . . . , r . Note that, as A−1i δ  δ, we have Ai+1 · · ·Ar ∧
A−1i δ = Ai+1 · · ·Ar ∧ δ ∧A−1i δ = Ai+1 ∧A−1i δ = 1.
1.3. Super summit sets
The notion of super summit sets was developed in [8,11] in the context of braid groups
and extended to Garside groups in [15]. It is crucial for testing conjugacy in Garside groups.
More details and proofs of the results quoted in this section can be found in the references
above.
Definition 1.11. Let x ∈ G and denote by xG the set of conjugates of x. Let infs(x) =
max{inf(y): y ∈ xG} and sups(x) = min{sup(y): y ∈ xG}.
The set Sx = {y ∈ xG: inf(y) = infs(x), sup(y) = sups(x)} is called the super summit
set of x. We define lens(x) = sups(x)− infs(x).
Definition 1.12. Let δkA1 · · ·Ar ∈ G be the normal form of x ∈ G. If r = 0, let c(x) =
d(x) = x, otherwise let c(x) = xτ−k(A1) and d(x) = xA−1r . We call c(x) and d(x) the cy-
cling of x and the decycling of x, respectively.
Theorem 1.13 ([4,8,15]). Let x ∈ G.
(a) Sx is finite and not empty.
(b) A representative of Sx can be obtained effectively by applying a finite sequence of
cycling and decycling operations to x.
(c) If y ∈ Sx then c(y) ∈ Sx and d(y) ∈ Sx .
(d) For all y ∈ G, τ(c(y)) = c(τ (y)) and τ(d(y)) = d(τ (y)).
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Theorem 1.14 (El-Rifai, Morton [8], Picantin [15]). Let x ∈ G.
(a) For any y, z ∈ Sx there exists u ∈ M such that yu = z.
(b) If y ∈ Sx and u ∈ M such that yu ∈ Sx then yδ∧u ∈ Sx .
(c) For any y, z ∈ Sx there exist elements y0, . . . , yt ∈ Sx and elements c1, . . . , ct ∈ D such
that y0 = y, yt = z and ycii−1 = yi for i = 1, . . . , t .
Hence Sx can be computed as follows. First obtain x˜ ∈ Sx according to Theorem 1.13(b)
and set S = {x˜}. Now keep conjugating elements of S by simple elements and add those
conjugates with infimum infs(x) and supremum sups(x) to S. When no new elements of
Sx can be found using this method, that is, S = {yc: y ∈ S, c ∈ D, yc ∈ Sx}, then S = Sx .
Franco and González-Meneses improved this algorithm as follows.
Theorem 1.15 (Franco, González-Meneses [10]). Let x ∈ G, y ∈ Sx and u,v ∈ D. If
yu ∈ Sx and yv ∈ Sx then yu∧v ∈ Sx .
Hence, for an element y ∈ S in the algorithm outlined above, only the conjugates by
those elements which are minimal with respect to  in the set {c ∈ D: c = 1, yc ∈ Sx}
have to be considered. Franco and González-Meneses remark in [10] that the number of
such -minimal elements is bounded by the number of atoms in M and give an algorithm
for computing them.
1.4. Testing conjugacy of elements
Since Sx by definition only depends on the conjugacy class of x, conjugacy of elements
x and y of G can be tested as follows [8,10,15].
Compute representatives x˜ of Sx and y˜ of Sy according to Theorem 1.13(b). If inf(x˜) =
inf(y˜) or sup(x˜) = sup(y˜) then x and y are not conjugate. Otherwise, start computing Sx
as described in Section 1.3. The elements x and y are conjugate if and only if y˜ ∈ Sx . Note
that if x and y are conjugate, an element conjugating x to y can be found by keeping track
of the conjugations during the computations of x˜, y˜ and Sx .
Remark 1.16. It is obvious that in the worst case, both the space and the time requirements
of the algorithm outlined above are proportional to the cardinality of Sx .
In the cases of the monoids B+n and BKL+n , the only known upper bounds for the size of
Sx are exponential in n and len(x). It is conjectured however, that for fixed n, at least for
B+n a polynomial bound in len(x) exists [9].
Nevertheless, the rapidly growing super summit sets make computations in general in-
feasible for values larger than n ≈ 10 due to lack of memory.
Note also that distributing the computation of Sx is not practical, as the set S defined in
Section 1.3 is constantly accessed and modified by all nodes.
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Definition 1.17. By Theorem 1.13, the super summit set Sx of x ∈ G can be made into
a finite directed graph Γx with set of vertices Sx and set of edges {(y, c(y)): y ∈ Sx}.
Obviously, τ induces an automorphism of Γx .
Let Ux , the ultra summit set of x, be the subset of vertices which are contained in a
circuit of Γx , that is, Ux = {y ∈ Sx : ck(y) = y for some k > 0}.
For y ∈ Sx , define the trajectory Ty = {ck(y): k  0}. A representative of Ux can be
obtained by computing Ty for an arbitrary y ∈ Sx . For any z ∈ Ty , computing sz ∈ M
satisfying ysz = z is straightforward.
The following main result of this paper will be proved in Section 2. It tells us that a
“convexity” property analogous to the one established in Theorem 1.14 for super summit
sets holds for ultra summit sets, whence the ultra summit set Ux of an element x can be
computed as the closure of any non-empty subset U of Ux under conjugation by (minimal)
simple elements as outlined in Section 1.3.
Theorem 1.18. Let x ∈ G, y ∈ Ux and let u,v ∈ M such that yu ∈ Ux and yv ∈ Ux . Then
yu∧v ∈ Ux .
Corollary 1.19. Let x ∈ G and y, z ∈ Ux . There exist elements y0, . . . , yt ∈ Ux and ele-
ments c1, . . . , ct ∈ D such that y0 = y, yt = z and ycii−1 = yi for i = 1, . . . , t .
Proof. We may assume y = z. First note that y ∈ Ux implies yδ = τ(y) ∈ Ux as τ is an
automorphism of Γx . By Theorem 1.14(a), there exists u ∈ M with yu = z. Let s = sup(u).
Choose c1 = δ ∧ u ∈ D and let y1 = yc1 and u˜ = c−11 u ∈ M . By Theorem 1.18 y1 ∈ Ux .
Moreover, yu˜1 = z and sup(u˜) < s. Iteration yields y1, . . . , yt ∈ Ux and c1, . . . , ct ∈ D as
desired. 
Definition 1.20. Let x ∈ G and y ∈ Ux .
(a) For any s ∈ D, Theorem 1.18 implies the existence of a unique -minimal element
cs = cs(y) satisfying s  cs  δ and ycs ∈ Ux .
(b) Define Dy = {u ∈ D \ {1}: yu ∈ Ux} and let Cy be the set of elements of Dy which are
-minimal in Dy . Clearly Cy ⊆ {ca(y): a ∈ A}, where A is the set of atoms of M . In
particular, |Cy | |A|.
Corollary 1.21. Let x ∈ G and ∅ = U ⊆ Ux . If {yc: y ∈ U, c ∈ Cy} ⊆ U then U = Ux .
Proof. This follows directly from Corollary 1.19. 
The following result will also be proved in Section 2. It tells us that it is sufficient to
test the conjugates of representatives of trajectories when computing the ultra summit set
Ux of an element x as the closure of a non-empty subset U of Ux under conjugation by
minimal simple elements.
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zs ∈ Tyt .
Corollary 1.23. Let x ∈ G, ∅ = I ⊆ Ux and U = ⋃y∈I Ty ⊆ Ux . If {yc: c ∈ Cy} ⊆ U for
all y ∈ I then U = Ux .
Proof. This follows directly from Corollary 1.21 and Theorem 1.22. 
Algorithm 1.24. Given an element x of a Garside group, the following algorithm computes
the ultra summit set Ux of x.
Compute x˜ ∈ Ux , set U = Tx˜ and U0 = ∅.
if x˜ = δk for some k then
return {δk}
end if
while U = U0 do
Let y1, . . . , ym ∈ U such that U = U0 ∪ Ty1 ∪ · · · ∪ Tym . Set U0 = U .
for y ∈ {y1, . . . , ym} do
Compute Cy and set U = U ∪ ⋃c∈Cy Tyc . [∗]
end for
end while
return U
The computation of the set Cy in step [∗] will be discussed in Section 4.
Two elements x and y of G are conjugate in G if and only if Ux = Uy , or indeed, if
and only if Ux ∩ Uy = ∅. Hence, conjugacy of elements x and y of G can be tested, and a
conjugating element can be computed, as outlined in Section 1.4, using ultra summit sets
instead of super summit sets.
2. Proof of Theorems 1.18 and 1.22
Throughout this section let x ∈ G be an element of its super summit set with non-zero
canonical length, that is, let δkA1 · · ·Ar be the normal form of x, with r > 0, k = inf(x) =
infs(x) and r + k = sup(x) = sups(x).
We need to understand how the normal forms of conjugates of x are related to the
normal form of x.
Proposition 2.1. Let x be as above and let u ∈ M such that xu ∈ Sx . There are el-
ements u0, . . . , ur in M such that u0 = τ k(u), ur = u and the normal form of xu
is δk(u−10 A1u1) · · · (u−1r−1Arur). Here, the factors in brackets are understood to be the
simple elements occurring in the normal form of xu. Explicitly, ui = Ai+1 · · ·Aru ∧
δτ(A−1ui−1).i
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(wi ∧ δ)−1wi for i = 1, . . . , r − 1. By the observation in Definition 1.10, wi has infimum 0
and canonical length r+1− i and the normal form of xu is δk(w1 ∧δ) · · · (wr ∧δ). Assume
ui−1 ∈ M has been found such that wi = u−1i−1Ai · · ·Arur . Then, Ai  δ  ui−1δ implies
u−1i−1Ai  wi ∧ δ, that is, there is an element ui ∈ M such that wi ∧ δ = u−1i−1Aiui . Now
wi+1 = (wi ∧ δ)−1wi = u−1i Ai+1 · · ·Arur and ui = A−1i ui−1(wi ∧ δ) = Ai+1 · · ·Aru ∧
δτ(A−1i ui−1) as claimed. 
Corollary 2.2. Let x be as above and let u,v ∈ M such that xu ∈ Sx and xv ∈ Sx . Let
u0, . . . , ur and v0, . . . , vr be the positive elements obtained by applying Proposition 2.1 to
(x,u) and (x, v), respectively.
(a) If u = δ then ui = δ for i = 0, . . . , r .
(b) If u  v then ui  vi for i = 0, . . . , r . More specifically, if v = uw with w ∈ M and
w0, . . . ,wr are the positive elements obtained by applying Proposition 2.1 to (xu,w)
then vi = uiwi for i = 0, . . . , r .
(c) If sup(u) = b then sup(ui) b for i = 0, . . . , r . In particular, if u is simple then ui is
simple for i = 0, . . . , r .
(d) If u∧ v = 1 then ui ∧ vi = 1 for i = 0, . . . , r .
(e) Let t = u ∧ v and let t0, . . . , tr be the positive elements obtained by applying Propo-
sition 2.1 to (x, t). Then ti = ui ∧ vi for i = 0, . . . , r .
Proof. (a) By Proposition 2.1, we have ui = δτ(Ai+1 · · ·Ar ∧ A−1i ui−1). As u0 = δ and
Ai+1 · · ·Ar ∧ A−1i δ = 1 by Definition 1.10, ui = δ follows by induction.
(b) v0 = u0w0 is obvious. Assume vi−1 = ui−1wi−1. By Proposition 2.1,
wi =
(
u−1i Ai+1ui+1
) · · · (u−1r−1Arur
)
w ∧ δτ((u−1i−1Aiui
)−1
wi−1
)
,
whence
uiwi = Ai+1 · · ·Arv ∧ δτ
(
A−1i vi−1
) = vi,
again using Proposition 2.1. Hence the claim follows by induction.
(c) Follows from parts (a) and (b), as sup(u) b if and only if u δb .
(d) u0 ∧ v0 = 1 is obvious. Assume ui−1 ∧ vi−1 = 1. By Proposition 2.1, ui ∧ vi =
Ai+1 · · ·Ar(u ∧ v) ∧ A−1i δτ (ui−1 ∧ vi−1) = Ai+1 · · ·Ar ∧ A−1i δ = 1, where in the last
step Definition 1.10 was used. Hence the claim follows by induction.
(e) Note that xt ∈ Sx by Theorems 1.14(b) and 1.15, that is, Proposition 2.1 can be
applied to (x, t). The claim then follows from parts (b) and (d), writing u = t u¯ and v = t v¯
with u¯∧ v¯ = 1. 
Lemma 2.3. Let x be as above, u ∈ M such that xu ∈ Sx . Let u0, . . . , ur be the positive
elements obtained by applying Proposition 2.1 to (x,u). Let ϕx(u) = τ−k(u1).
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(b) sup(ϕx(u)) sup(u). In particular, if u is simple then ϕx(u) is simple.
(c) The conjugating element along any path in the diagram
xu
τ−k(u−10 A1u1)
c(xu)
x
u
τ−k(A1)
c(x)
ϕx(u)
only depends on the starting point and the end point of the path. (Double arrows
indicate cycling.)
Proof. Part (a) follows from c(x)τ−k(u1) = xτ−k(A1u1) = (xu)τ−k(u−10 A1u1) = c(xu). The
conjugating element along the circuit x → xu → c(xu) → c(x) → x is u · τ−k(u−10 A1u1) ·
ϕx(u)
−1 · τ−k(A1)−1 = 1, proving (c). Part (b) follows from Corollary 2.2(c). 
Definition 2.4. In the situation of Lemma 2.3, we call ϕx(u) the transport of u along
x → c(x). If x is obvious from the context, we define u(0) = u and u(i+1) = ϕci (x)(u(i)) for
i  0.
Lemma 2.5. Let x be as above and let u,v ∈ M such that xu = xv ∈ Sx . If ϕx(u) = ϕx(v)
then u = v.
Proof. Let u0, . . . , ur and v0, . . . , vr be the positive elements obtained by applying Propo-
sition 2.1 to (x,u) and (x, v), respectively. As xu = xv , we have (u−10 A1u1) = δ∧δ−kxu =
δ ∧ δ−kxv = (v−10 A1v1). The claim then follows from Lemma 2.3(c). 
Lemma 2.6. Let x be as above, let u ∈ M such that xu ∈ Sx and let cN(x) = x and
cN(xu) = xu for some integer N > 0. There is an integer m > 0 such that u(mN) = u,
where we use the notation from Definition 2.4.
Proof. By Lemma 2.3(b), u(iN) ∈ M and sup(u(iN))  sup(u) for every integer i  0.
Since the number of such elements is at most |D|sup(u), in particular finite, there must exist
integers i2 > i1  0 such that u(i1N) = u(i2N); let i2 be minimal subject to this condition.
Assume i1 > 0. Then we can for l = 1, . . . ,N conclude u(i1N−l) = u(i2N−l) from
ϕc(N−l)(x)
(
u(i1N−l)
) = ϕc(i1N−l)(x)
(
u(i1N−l)
) = u(i1N−(l−1)) = u(i2N−(l−1))
= ϕc(i2N−l)(x)
(
u(i2N−l)
) = ϕc(N−l)(x)
(
u(i2N−l)
)
,
using Lemma 2.5. In particular, u((i1−1)N) = u((i2−1)N), contradicting the minimality of i2.
Hence, i1 = 0 and u(i2N) = u(0) = u as claimed. 
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Definition 1.20.
(a) The restriction ϕy |Dy∪{1} :Dy ∪ {1} → Dc(y) ∪ {1} is a bijection.
(b) The restriction ϕy |Cy :Cy → Cc(y) is a bijection.
Proof. Claim (a) follows from Lemma 2.6. By Corollary 2.2(b), ϕ(u) ϕ(v) if and only
if u v holds for all u,v ∈ Dy ∪ {1}, yielding claim (b). 
Example 2.8. It is worth pointing out that two trajectories in Ux do not necessarily have
the same length and that the integer m from Lemma 2.6 can be greater than 1. We illustrate
this with a very simple example.
Consider x = δ · σ3σ2σ1σ2σ3 ∈ B+4 . As σ3σ2σ1σ2σ3 is simple, x is in normal form as
written; in particular, lens(x) = 1. Hence c(y) = yδ and c2(y) = y for all y ∈ Sx , that
is, Ux = Sx . Using the results cited in Section 1.3 and taking advantage of the equality
Ux = Sx it is easy to compute the sets Ux and Cx . We obtain Ux = {x, x1, x2}, where x1 =
xσ1σ2 = δ · σ2σ1σ3σ2σ3 and x2 = xσ3σ2 = δ · σ3σ2σ1σ3σ2 = xδ1 , and Cx = {σ2, σ1σ2, σ3σ2}.
In particular, c(x) = x, c(x1) = x2 and c(x2) = x1, that is, Ux consists of two trajectories
under cycling which have different sizes.
The structure of Ux and the conjugations of x by elements of Cx are given in the fol-
lowing diagram; double arrows indicate cycling.
x1
x
σ1σ2
σ3σ2
σ2
ϕxϕx
ϕx
x2
The transport map ϕx induces a bijection on the set Cx = Cc(x). Note that ϕx(σ1σ2) =
σ3σ2, that is, transporting s = σ1σ2 once along the trajectory of x does not fix s. However,
s(2) = s, that is, m = 2 in Lemma 2.6.
We remark that examples with more than two trajectory lengths and values of m > 2
exist.
Theorem 2.9. Let x be as above, u,v ∈ M such that u ∧ v = 1. If xu ∈ Ux and xv ∈ Ux
then x ∈ Ux .
Proof. First note that we may assume that c(x) ∈ Ux , since if x is a counterexample with
c(x) /∈ Ux , consider x¯ = c(x) ∈ Sx , u¯ = ϕx(u) and v¯ = ϕx(v). Clearly, x¯u¯ = c(xu) ∈ Ux
and x¯v¯ = c(xv) ∈ Ux . Moreover, u¯ ∧ v¯ = 1 by Corollary 2.2(d). Repeating this process
finitely many times, we arrive at a counterexample x with c(x) ∈ Ux .
Choose N > 0 such that cN(xu) = xu, cN(xv) = xv , and cN+1(x) = c(x). We use
the notation from Definition 2.4. According to Lemma 2.6, we can further assume that
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consider the conjugations by the conjugating elements indicated in the following diagram
where double arrows indicate cycling.
xu
αu
c(xu) · · · cN(xu) = xu
βu
c(xu)
x
u
v
α
c(x)
u(1)
v(1)
· · · cN(x)
u(N)
v(N)
β
cN+1(x) = c(x)
u(N+1)
v(N+1)
xv
αv
c(xv) · · · cN(xv) = xv
βv
c(xv)
Obviously, αu = τ−k(δ ∧ δ−kxu) = βu and αv = τ−k(δ ∧ δ−kxv) = βv and by Corol-
lary 2.2(d), we have u(i) ∧ v(i) for i = 1, . . . ,N . Hence,
α−1 = α−1(u ∧ v) = α−1u ∧ α−1v = u(1)α−1u ∧ v(1)α−1v
= u(N+1)β−1u ∧ v(N+1)β−1v = β−1u(N) ∧ β−1v(N) = β−1
where we used Lemma 2.3(c) four times. We conclude x ∈ Ux from
x = c(x)α−1 = c(x)β−1 = (cN+1(x))β−1 = cN(x). 
Theorems 1.18 and 1.22 now follow easily.
Theorem 1.18. Let x ∈ G, y ∈ Ux and let u,v ∈ M such that yu ∈ Ux and yv ∈ Ux . Then
yu∧v ∈ Ux .
Proof. If infs(x) = sups(x) = k then Ux = Sx = {δk} and the claim follows from Theo-
rems 1.14(b) and 1.15. Hence assume sups(x) > infs(x).
Let t = u ∧ v. Then u = t u¯, v = t v¯ with u¯ ∧ v¯ = 1. By Theorems 1.14(b) and 1.15,
yt ∈ Sx . As (yt )u¯ = yu ∈ Ux and (yt )v¯ = yv ∈ Ux , Theorem 2.9 implies yt ∈ Ux . 
Theorem 1.22. Let x ∈ G, y ∈ Ux and z ∈ Ty . For any s ∈ Cz there exists t ∈ Cy such that
zs ∈ Tyt .
Proof. By Corollary 2.7(b), Cc(y) = {ϕy(u): u ∈ Cy}. The claim follows by induction. 
3. A probabilistic approach to the conjugacy search problem
Given elements x, y ∈ G which are conjugate in G, we can use the structure of the graph
Γx for computing an element s ∈ G satisfying xs = y without having to compute the entire
ultra summit set Ux .
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Ux = Uy as well as sx, sy ∈ G satisfying xsx = x˜ and ysy = y˜. For z ∈ Tx˜ , that is, z = ck(x˜)
for some k, let s(z) satisfy x˜s(z) = z.
Algorithm 3.1. Given a Garside group G and elements x, y ∈ G which are conjugate in
G, the following Las Vegas algorithm computes an element s ∈ G such that xs = y.
Compute x˜, sx , Tx˜ and {s(z): z ∈ Tx˜} as above.
Compute y˜ and sy as above. Set z = y˜ and s = sy .
loop
if z ∈ Tx˜ then
return sx · s(z) · s−1
end if
Choose a random atom a of M . Compute ca = ca(z). [∗]
Set z = zca , s = s · ca .
end loop
The computation of ca in step [∗] (recall Definition 1.20) will be discussed in Section 4.
Remark 3.2. The expected number of iterations of the loop in Algorithm 3.1 is the number
of circuits of the graph Γx . This loop can easily be parallelised, since no communication
between nodes is necessary.
4. Computing minimal elements
Throughout this section let x ∈ G be an element of its ultra summit set with normal form
δkA1 · · ·Ar , where r > 0, and let N be the minimal positive integer satisfying cN(x) = x.
In this section we show how the elements cs = cs(x) (s ∈ D) and the set Cx introduced
in Definition 1.20 can be computed efficiently.
For any s ∈ D, Theorem 1.15 implies the existence of a unique -minimal element
ρs = ρs(x) satisfying s  ρs  δ and xρs ∈ Sx . An algorithm for computing ρs is given in
[10]. Obviously, if s = 1 then cs = ρs = 1.
Note that ρs  cs since Ux ⊆ Sx . We know from Lemma 2.6 that cs is in a period under
transport. We will show that cs can be computed by applying iterated transport to a suitable
element derived from ρs until this period is reached.
Definition 4.1. Let u ∈ D such that xu ∈ Sx . Using the notation from Definition 2.4, we
consider the elements u(iN) (i  0). By Lemma 2.3(b) and since D is finite, there are
integers i2 > i1  0 such that u(i1N) = u(i2N). Let i1 and i2 be minimal subject to this
condition and define lx(u) = i2 − i1 and Fx(u) = {u(iN): i1  i < i2}.
Note that 1 ∈ Fx(u) if and only if Fx(u) = {1}. Moreover, if xu ∈ Ux then i1 = 0 by
Lemma 2.6, that is, u ∈ Fx(u).
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for all integers i > 0. Moreover, xv ∈ Ux .
Proof. As v(lN) = v, the first claim follows by induction. For the second claim note that
clN (xv) = x(v(lN)) = xv , whence xv ∈ Ux . 
Lemma 4.3. Let s ∈ D. If cs  c(iN)s for some i > 0 then c(iN)s = cs .
Proof. Let c(iN)s = csγ with γ ∈ M . By induction, csγ  c(βiN)s for all β  1 from Corol-
lary 2.2(b). Using Lemma 4.2, this in particular implies cs  csγ  c(lx(cs )iN)s = cs , that is,
γ = 1. 
Lemma 4.4. Let p, s ∈ D satisfy p  cs and xp ∈ Sx . Let F = Fx(p).
(a) If there exists v ∈ F such that s  v then cs = v.
(b) If F = {1} and s  v for all v ∈ F then cs is not -minimal in Dx .
Proof. First note that by Corollary 2.2(b), p(i)  c(i)s for all i > 0.
(a) As s  v and xv ∈ Ux by Lemma 4.2, minimality of cs implies cs  v. Now v =
p(iN) for some i, whence cs  v = p(iN)  c(iN)s . Lemma 4.3 yields v = cs .
(b) Let i be a multiple of lx(cs) sufficiently large so that v = p(iN) ∈ F . Since 1 /∈ F ,
we have v ∈ Dx by Lemma 4.2 and Corollary 2.2(c). Moreover, again using Lemma 4.2,
v = p(iN)  c(iN)s = cs and v = cs , since s  v. 
Example 4.5. Consider x = σ3σ2σ1σ2σ3 · σ3 ∈ B+4 , in normal form as written, and s = σ1.
It is easy to check that c3(x) = d3(x) = x, that is, x ∈ Ux . Since xs = σ3σ2σ1σ3 · σ1σ3 is
in normal form as written, xs ∈ Sx , that is, ρs = s.
However, from c(x) = c(xs) = σ1σ3σ2σ3 · σ2σ1, we obtain s(1) = ϕx(s) = 1 and hence
Fx(s) = {1}, that is, the requirements of Lemma 4.4 are not satisfied.
Example 4.5 shows that there are situations in which it is impossible to compute cs or
to prove that cs is not -minimal in Dx by iterated transport of ρs . The solution is to apply
iterated transport not to ρs itself, but to a related element p for which the existence of
v ∈ Fx(p) with s  v is guaranteed.
Definition 4.6. Let s ∈ D and let y ∈ Ux . By Theorems 1.14(b) and 1.15 and Corollary 2.2,
(a) and (e), there exists a unique -minimal element πy(s) ∈ D satisfying yπy(s) ∈ Sx and
s  ϕy(πy(s)). We call πy(s) the pullback of s along y → c(y). If y is obvious from the
context, we define s(0) = s and s(i+1) = πcα(y)(s(i)) for i  0, where 0 α ≡ −i (mod N).
Proposition 4.7. Let s ∈ D and let δkB1 · · ·Br be the normal form of y ∈ Ux . Define
b = (1 ∨ τ−k(B1)sδ−1
)∨ (1 ∨B−1r · · ·B−12 τ k(s)
)
.
Then b ∈ D and ρb = πy(s).
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Then ρb = πy(s) follows directly from the definitions of ρb and πy(s). Moreover, 1 b
ρb = πy(s) ∈ D, that is, b ∈ D.
By Proposition 2.1, τ k(ϕy(t)) = (B2 · · ·Brt) ∧ (B−11 τ k(t)δ) for any t ∈ M satisfying
yt ∈ Sx . Hence s  ϕy(t) if and only if τ k(s) B2 · · ·Brt and τ k(s) B−11 τ k(t)δ, which,
in turn, is equivalent to B−1r · · ·B−12 τ k(s)  t and τ−k(B1)sδ−1  t . As t ∈ M , the latter
is equivalent to b t . 
Remark 4.8. We can easily compute b as in Proposition 4.7 as b = b0 ∨ br , where
b0 = 1 ∨ τ−k(B1)sδ−1 = τ−1
(
τ−k
(
B−11 δ
)−1 · (τ−k(B−11 δ
)∨ s)), b1 = τ k(s) and
bi = 1 ∨B−1i bi−1 = B−1i · (Bi ∨ bi−1) for i = 2, . . . , r.
In particular, all computations can be performed in the set D of simple elements.
Proposition 4.9. Let s ∈ D and consider for i  0 the elements s(iN) obtained by applying
Definition 4.6 for y = cN−1(x). As D is finite, there are integers i2 > i1  0 such that
s(i1N) = s(i2N). Choose minimal values for i1 and i2, let l = i2 − i1 and choose an integer
j such that j l  i1. Finally, let p = px(s) = s(j lN).
Then, p  cs and there exists v ∈ Fx(p) with s  v. In particular, v = cs .
Proof. Let β  j be a multiple of lx(cs) large enough such that p(βlN) ∈ Fx(p). Let
v = p(βlN). By Definition 4.6 and Corollary 2.2(b), p = s(j lN) = s(βlN) is the unique
-minimal element satisfying xp ∈ Sx and s  p(βlN). Since xcs ∈ Ux ⊆ Sx and s  cs =
c
(βlN)
s , we have p  cs . By Lemma 4.4, v = cs . 
Example 4.10. Consider the situation from Example 4.5. The trajectory of x under cycling
has length 3; c3(x) = x = σ3σ2σ1σ2σ3 · σ3, c(x) = σ1σ3σ2σ3 · σ2σ1 and c2(x) = σ2σ1σ3 ·
σ1σ2σ3 in normal form.
We compute iterated pullbacks of s = s(0) = σ1 and obtain s(1) = σ2σ1, s(2) = σ3,
s(3) = σ1σ2, s(4) = σ2σ1, s(5) = σ3 and s(6) = σ1σ2. Hence, using the notation from Propo-
sition 4.9, p = px(s) = s(3) = σ1σ2.
Next we compute iterated transports of p = p(0) = σ1σ2. We obtain p(1) = σ3, p(2) =
σ2σ1, p(3) = σ1σ2σ3, p(4) = σ3, p(5) = σ2σ1 and p(6) = σ1σ2σ3. Hence, Fx(p) = {p(3)}
and as s  p(3), we obtain cs = p(3) = σ1σ2σ3.
Note that p /∈ Fx(p), that is, computing iterated transports is necessary even after reach-
ing a stable loop under iterated pullback. We further note that σ1 is the only atom a ∈ B+4
satisfying a  cs and that cs is -minimal in Dx .
The following result gives another sufficient condition for identifying cs as not
-minimal in Dx which can be used to speed up the computation of Cx ; see Algo-
rithm 4.12.
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p(i) = 1 then p ∧ τ−k(A1) = 1.
If moreover p  cs and cs  τ−k(A1) then cs is not -minimal in Dx .
Proof. If p(1) = 1 then Proposition 2.1 implies τ k(p)A1. Thus we assume p(1) = 1 and
i > 1. Let δkB1 · · ·Br be the normal form of c(x) = xτ−k(A1). According to Proposition 2.1,
(τ−k(A1))(1) = ϕx(τ−k(A1)) = τ−k(B1). By induction (p(1))(i−1) = p(i) = 1 yields
(
p ∧ τ−k(A1)
)(1) = p(1) ∧ (τ−k(A1)
)(1) = p(1) ∧ τ−k(B1) = 1
using Corollary 2.2(e). This completes the proof of the first claim.
Let c = cs ∧ τ−k(A1) cs . If cs  τ−k(A1) then c = cs . Now p  cs implies c = 1 and
c ∈ Dx by Theorem 1.18, since c(x) = xτ−k(A1) ∈ Ux . 
Algorithm 4.12. Given s ∈ D and a boolean value f indicating whether elements which
are known not to be-minimal in Dx should be discarded, the following algorithm returns
cs or identifies it as not -minimal in Dx .
Compute ρs as described in [10] and compute Fx(ρs).
if ∃v ∈ Fx(ρs) such that s  v then
return v
end if
if f and Fx(ρs) = {1} then
return not minimal
end if
Compute px(s) and Fx(px(s)). [∗]
Choose v ∈ Fx(px(s)) such that s  v.
return v
In the case that f is true, the algorithm can be aborted returning not minimal in
step [∗] if cs is at any point found to be not -minimal in Dx by Lemma 4.11.
Remark 4.13. A superset of Cx whose cardinality is bounded by the number of atoms of M
can be computed using Algorithm 4.12 with f = true, by letting s range over all atoms
of M . Obvious short-cuts, similar to the ones described in [10], can be used to increase the
efficiency of this process.
Remark 4.14. By Proposition 4.9, we could skip both if statements in Algorithm 4.12 and
start with step [∗]. The reason for not doing this in practice is that computing pullbacks is
relatively expensive and frequently not necessary.
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In this section, we present empirical results for Artin braid groups Bn given by the
presentation (1) from Section 1.1.
For several values of n and r , we consider a set of elements x ∈ Bn with lens(x) = r ,
chosen at random, and compute for each such x its super summit set Sx and its ultra summit
set Ux . Let tS and tU be the times spent on computing Sx and Ux , respectively, and let nU
be the number of trajectories under cycling of which Ux consists. We compare the average
and maximal values of |Sx |, |Ux |, tS , tU and nU . (See Tables 1 and 2.)
Random elements for these tests were obtained as follows. We choose independent
random simple elements A1,A2, . . . until len(A1 · · ·Am) = r , choose a random integer
Table 1
Average/maximal values for |Ux |, |Sx |, the time tU for computing Ux , the time tS for computing Sx and the
number nU of cycling orbits of Ux for various values of braid index n and canonical length r
n 3
r 2 5 10 20 100 1000
|Ux | 3.1/4 9.8/10 20/20 40/40 200/200 2000/2000
|Sx | 3.1/4 9.8/10 20/20 40/40 200/200 2000/2000
tU 0.1/10 0.2/10 0.4/11 1.1/11 22/31 4.1 s/5.4 s
tS 0.1/9 0.3/10 1.0/11 3.4/11 79/90 15 s/19 s
nU 1.2/2 1.5/2 1.5/2 1.5/2 1.4/2 1.6/2
n 4
r 2 5 10 20 100 1000
|Ux | 5.6/10 12/50 20/40 40/40 200/200 2000/2000
|Sx | 11/24 47/128 100/464 190/660 920/1704 9000/1.0e4
tU 0.2/11 0.5/11 0.7/11 1.8/11 45/81 7.8 s/13.5 s
tS 0.4/11 2.6/11 9.2/51 29/121 650/1250 210 s/272 s
nU 1.6/3 1.7/10 1.5/8 1.5/2 1.5/2 1.6/2
n 6
r 2 5 10 20 100 1000
|Ux | 15/72 17/1440 21/60 40/40 200/200 2000/2000
|Sx | 270/1004 3800/8.3e4 1.1e4/2.9e5 – – –
tU 1.3/11 1.9/151 1.6/30 3.1/20 53/90 5.2 s/12 s
tS 18/71 600/15 s 24 s/672 s – – –
nU 3.1/18 2.6/262 1.5/4 1.5/2 1.4/2 1.6/2
n 8
r 2 5 10 20 100 1000
|Ux | 43/448 14/188 21/56 40/40 200/200 2000/2000
|Sx | 1.3e4/7.3e4 – – – – –
tU 4.9/59 2.5/80 1.9/40 4.7/11 67/150 7.7 s/17 s
tS 27 s/165 s – – – – –
nU 6.9/64 2.7/94 1.5/2 1.5/2 1.5/2 1.4/2
Times are given in ms, unless stated otherwise. Where no values of |Sx | and tS are given, computing super
summit sets exceeded the available memory of 512 MB. The size of the samples was 1000 for r  100 and 100
for r = 1000.
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we discard x and try again. (See Remark 5.1.) Note that δ2 is central in Bn, whence there
is a natural isomorphism of the graphs Γx and Γδ2mx for arbitrary m. Our choice of k thus
is no restriction.
In a second series of tests we consider for several values of n and r a set of elements
x = δk · A1 · · ·Ar ∈ Bn obtained by choosing a random integer k ∈ {0,1} and indepen-
dent random simple elements A1, . . . ,Ar . We compare the average values of len(x) and
lens(x), as well as the percentages S and U of elements x satisfying x ∈ Sx and x ∈ Ux ,
respectively. (See Table 3.)
All computations were performed on a Linux PC with a 2.4 GHz Pentium 4 CPU,
533 MHz system bus and 512 MB of RAM using the author’s implementation in C, which
is part of the computational algebra system MAGMA [5].
5.1. Results
The main results of the tests can be summarised as follows.
(a) The average size of Sx grows very fast with increasing values of n. Sx is in general
not computable on typical current computers for n 10 or n > 5, r > 15, due to extreme
memory requirements.
Table 2
Average/maximal values for |Ux |, the time tU for computing Ux and the number nU of cycling orbits of Ux for
various values of braid index n and canonical length r
n 10
r 2 5 10 20 100 1000
|Ux | 63/1408 15/54 21/40 40/78 200/200 2000/2000
tU 12/290 3.3/21 4.2/40 6.3/90 100/190 16 s/32 s
nU 11/104 2.0/8 1.5/4 1.6/2 1.5/2 1.5/2
n 20
r 2 5 10 20 100 1000
|Ux | 30/280 12/20 20/40 40/40 200/200 2000/2000
tU 10/151 3.4/11 4.7/11 9.7/21 100/221 19 s/46 s
nU 7.7/70 1.9/4 1.5/4 1.5/2 1.6/2 1.5/2
n 50
r 2 5 10 20 100 1000
|Ux | 7.0/64 10/20 20/20 40/40 200/200 2000/2000
tU 7.8/50 8.4/21 12/21 18/30 130/241 21 s/48 s
nU 2.3/16 1.6/4 1.5/2 1.5/2 1.5/2 1.6/2
n 100
r 2 5 10 20 100 1000
|Ux | 5.2/32 10/10 20/20 40/40 200/200 2000/2000
tU 20/101 27/50 36/61 49/69 210/370 23 s/32 s
nU 1.7/8 1.4/2 1.5/2 1.6/2 1.5/2 1.5/2
Times are given in ms, unless stated otherwise. For all parameter values in this table computing super summit sets
exceeded the available memory of 512 MB. The size of the samples was 1000 for r  100 and 100 for r = 1000.
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Average values of len(x) and lens(x) and percentages S and U of pseudo-random elements x satisfying x ∈ Sx
and x ∈ Ux , respectively, for various values of braid index n and number of simple factors r
n 3 4
r 2 5 10 20 100 1000 2 5 10 20 100 1000
len(x) 1.0 1.8 2.7 4.7 19 170 1.4 2.7 4.5 7.8 34 330
lens(x) 0.8 1.4 2.1 3.7 17 170 1.2 2.1 3.6 6.6 33 330
S 89 72 64 56 52 51 77 53 41 36 32 32
U 89 72 64 56 52 51 72 40 22 11 8.7 8.0
n 6 10
r 2 5 10 20 100 1000 2 5 10 20 100 1000
len(x) 1.9 3.8 6.7 12 58 570 2.0 4.8 9.0 17 85 840
lens(x) 1.6 3.1 5.6 11 57 570 2.0 4.3 8.4 17 84 840
S 77 42 33 32 32 31 96 63 55 51 54 53
U 30 4.0 1.1 0.9 1.0 1.4 1.4 0.3 0.0 0.0 0.1 0.0
n 15 30, 50, 75, 100
r 2 5 10 20 100 1000 2 5 10 20 100 1000
len(x) 2.0 5.0 9.9 20 98 980 2.0 5.0 10 20 100 1000
lens(x) 2.0 4.9 9.8 20 98 980 2.0 5.0 10 20 100 1000
S 100 94 89 87 88 87 100 100 100 100 100 100
U 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
The size of each sample was 1000.
(b) With the exception of very small values of r (r = 2,5), the average size of Ux is of
the order of 2r , in particular almost independent of n, for the case of presentation (1) from
Section 1.1. Similar tests for presentation (2) yield an average size of the order of nr for
not too small values of r .
There are, however, elements whose ultra summit sets are much larger than the average
values. With growing values of n and r , these exceptions seem to get rarer, so in some
sense the situation then becomes easier.
In the tests, Ux remained sufficiently small to be computed easily over the entire para-
meter range.
(c) The average number of connected components (trajectories) of Ux is approximately
1.5 for larger values of r . Note that this implies that computing conjugating elements by
Algorithm 3.1 is very efficient.
Another consequence of this is that even in the case n = 3 where Ux = Sx , computing
Ux is much faster than computing Sx for large values of r , since the decomposition of Ux
into trajectories is used efficiently (Theorem 1.22).
(d) A random element of the form δk · A1 · · ·Ar with independent random simple ele-
ments A1, . . . ,Ar is surprisingly likely to be a super summit element, that is, satisfy x ∈ Sx .
In the tests for n > 20, the probability for this is indistinguishable from 1 and the elements
moreover satisfy lens(x) = r .
Random elements as above which are ultra summit elements, on the other hand, are very
rare for n > 5 and were not encountered at all in the tests for n > 20.
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summit set of an element, in general, is a very small subset of the super summit set.
Remark 5.1. Other methods of constructing pseudo-random elements may produce dif-
ferent distributions on the set of all elements x ∈ Bn satisfying lens(x) = r and x ∈ Sx .
However, at least for larger values of the braid index n, according to our results a product x
of a random power of δ and r independently chosen random simple elements is extremely
likely to satisfy both x ∈ Sx and len(x) = lens(x) = r . In this sense, the distribution of
random super summit elements with given canonical length produced by the method used
in our tests is very natural.
According to tests with other methods of generating random elements, the main results
as formulated in Section 5.1 do not seem to depend crucially on the details of random el-
ement generation. Consider, for example, creating pseudo-random elements by choosing
random sequences of Artin generators and their inverses. In this case, the number of ele-
ments with larger than average ultra summit sets increases compared to the results from
Section 5.1 for small values of the canonical length r (r ≈ 10). The asymptotic behaviour,
however, remains unchanged: the size of the ultra summit set is almost always 2r for large
values of r .
Remark 5.2. The structure of ultra summit sets in general is not well understood. One
exception is the Artin braid group B3 on three strings, for which ultra summit sets can
be completely described. If x ∈ B3 then cK·lens(x)(y) = y for all y ∈ Sx , where K = 1 if
infs(x) is even and K = 2 if infs(x) is odd. In particular, Ux = Sx . Moreover, Ux consists
either of a single orbit under cycling or of a pair of orbits conjugate by δ. Hence |Sx | =
|Ux |max{1,2 · lens(x)}. It is also possible to derive regular expressions classifying the
sequences of simple elements in the normal forms of ultra (or super) summit elements with
even and odd infimum.
Little is known for other groups; even for the special case of Artin braid groups the
understanding is limited. The behaviour seen in computational results as in Section 5.1 has
been linked to the Nielsen–Thurston classification of braids viewed as isotopy classes of
homeomorphisms of a disk with n punctures (where n is the braid index); see [16] for de-
tails. It seems likely that pseudo-Anosov braids1 have small ultra summit sets whereas the
ultra summit sets of periodic2 and reducible3 braids may be much larger. As a sufficiently
long product of random simple elements is with high probability pseudo-Anosov [14,16],
this would explain the results from Section 5.1. However, a complete understanding of the
size and structure of ultra summit sets has not been achieved yet.
Following a similar approach for understanding ultra summit sets in the situation of
general Garside groups would require replacing the geometric concepts provided by the
1 A braid is pseudo-Anosov if it is represented by a homeomorphism which preserves two transverse measured
foliations, while scaling their measures by factors λ and 1/λ, respectively.
2 A braid x is periodic if there are integers u and v such that xu = δv .
3 A braid is reducible if there is an essential closed one-dimensional sub-manifold which it leaves invariant.
A braid which is not reducible is either periodic or pseudo-Anosov.
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this is possible is unclear at present.
6. Conclusions
We define in this paper a new invariant of conjugacy classes in Garside groups, the ultra
summit set, using the digraph structure of the well-known super summit set induced by
the cycling operation and establish that it satisfies “convexity” properties analogous to the
ones holding for super summit sets. Ultra summit sets seem to be rather natural objects and
promise to be useful for further theoretical analysis of Garside groups.
Apart from their theoretical significance, our results allow efficient computation of ultra
summit sets, providing a practical solution to the conjugacy decision and search problems
in Garside groups.
Our tests for Artin’s presentation of Bn show that, in particular for larger braid index n,
super summit elements are extremely common and super summit sets hence are much
too large to be of computational use. Ultra summit elements, on the other hand, seem
to be extremely rare and ultra summit sets can be computed easily even for large values
of braid index and canonical length. We demonstrate that, using ultra summit sets, random
instances of the conjugacy decision and search problems can be solved in very little time on
current computers for elements of canonical length 1000 in B100. This has, among others,
implications for the security of certain braid-based cryptographic protocols. An attack on
these protocols which employs conjugacy search using ultra summit sets is presented in
[12]. It is shown there that the considered protocols are insecure for almost all random
choices of keys.
Hence from both a theoretical and a computational point of view, the notion of ultra
summit sets appears to be a significant advance in the study of the conjugacy problems in
Garside groups.
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