Abstract-In this paper, we propose two algorithms based on the popular Bit Plane Splicing Least Significant Bit (LSB) Technique for secret data hiding inside images. One major disadvantage of Bit Plane Splicing LSB technique is its low hiding capacity which results in severe degradation of the cover image upon hiding large amount of data. The proposed algorithms overcome this issue by imposing hiding rules based on the intensity level of pixels. In addition the method for data hiding is done in a non sequential manner using linear congruent random number generators. Experiment results show that the proposed techniques called Optimum Intensity Based Distributed Hiding (OIBDH) technique and Linear Congruent Optimum Intensity Based Distributed Hiding with Key (LC-OIBDH-k) outperforms Bit Plane Splicing LSB technique as they have better hiding capacity with less degradation in the cover image. Furthermore, the proposed algorithms are tested using absolute entropy curves and results show that our proposed techniques have lower absolute entropy difference compared to Bit Plane Splicing LSB technique in all the tested images and for different secret data sizes.
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Index Terms-Steganography, Bit Plane Splicing Least Significant Bit, Entropy, Linear Congruent, Cover image I. INTRODUCTION Information hiding and watermarking has been a major research topic for the last few years due to its massive application in various fields. Such applications include but not limited to user authentication, digital media protection, copyright reservation and critical secret data sharing in sensitive organizations. Furthermore, the advent of the Internet has resulted in many new challenges in areas concerning electronic advertising, real-time video and audio streaming and web publishing [1] . The onset of the internet has brought steganography, a technology combining information hiding and watermarking, into a real consideration to encounter challenging problems associated with the internet and digital media transmission.
The difference between watermarking and steganography is that the later is usually concerned with embedding data into an object for authentication purposes where as steganography is concerned with secret data hiding [2] . Furthermore, steganography can be split into two types, fragile and robust. In fragile steganography [3] , information is embedded into a carrier called ‗Cover object' without being detected or retrieved by an attacker or unauthorized user as shown in Fig. 1 . If the fragile data is modified or destroyed, then the secret information contained within the cover will be destroyed as well without being detected. On the other hand, robust steganography aims to embed information into a cover while providing detection and protection capabilities against any attempt to destroy the transmitted data [4] . In both types, once the secret data is hidden inside a cover object, there should not b any trace or evident for an attacker to see or detect the secret hidden inside the cover object. Thus sometimes steganography is known as invisible or imperceptible data hiding technique because secret data cannot be seen inside the stego object (i.e. cover object with hidden secret data) but rather can be detected and recovered only by programmable machines [5, 6] . Many fragile steganography algorithms and techniques have been introduced and proposed in the past. Most fragile algorithms are simple but less robust than robust steganography algorithms. Fragile algorithms can be divided into two categories, namely adaptive and non-adaptive. In non-adaptive, in case of image steganography, modifications due to secret data embedding are uncorrelated with image features. On the other hand, in adaptive algorithms modifications are correlated with the image content (features). Most transform based algorithms which are commonly used for information hiding are adaptive in nature. As an example of such algorithm, in [7] data hiding is achieved using integer wavelet transform without distorting the cover image. This algorithm hides data into one or more middle bit-planes of the integer wavelet transform coefficients in the middle and high frequency sub-bands. Discrete Cosine Transform (DCT) on the other hand is another promising technique used for both data hiding and image compression [8] . Channel coding and modulation schemes such as turbo codes and convolutional codes using soft-decision decoding are also used for as steganography tools [9] .
All the above mentioned algorithms do not directly modify the contents of an image or pixel values. On the other hand, some algorithms use direct methods to modify the contents of an image feature or pixel. Bit Plane Splicing LSB technique is an example of such algorithm used to modify the pixel value (gray level or color intensity) of an image pixel by pixel [10 -13] . This technique is very efficient, simple and fast for information hiding inside the lower bit planes of an image. Low invisibility is the major drawback of this technique. As we increase size of secret data to be hidden, more planes of an image are used for data hiding and hence more degradation occurs in the visible quality of a cover image [10] . For this reason the perceptual transparency which is a requirement of a strong fragile steganography is poor for Bit Plane Splicing LSB technique. In addition, this technique is non-adaptive and treats each and every pixel in an image equally when it comes to secret data hiding. In this paper we have proposed a two modified versions of the Bit Plane Splicing LSB technique which are not only adaptive in nature but have more data capacity and better invisibility performance than the normal Bit Plane Splicing LSB technique.
The improvement presented in our work is not merely based upon the quality judgment of the stego image by human visual system but rather based upon a degradation information theory based parameter. This measuring parameter is called the Absolute Entropy Difference.
Rest of the paper is organized as follows: in section 2 an overview of the normal Bit Plane Splicing LSB technique and its performance is presented. 
II. BIT PLANE SPLICING LSB TECHNIQUE
A gray scale digital image consisting of M × N pixels with each pixel is represented by bits has a size of M × N × r bits. In case of r = 8, a pixel can have an integer value between 0 (black pixel) and 255 (white pixel) which represents the gray level intensity of a pixel. Furthermore, such an image can be split into 8 layers such that each layer is considered to be a separate image. For instance if the pixel intensity in an image is 200 for which the binary representation in 8 bits is 11001000, then the 8 planes of this pixel starting from the least significant bit or plane are 0, 0, 0, 1, 0, 0, 1, 1. In a similar manner for M × N size image, each plane is of size M × N as well with each plane considered to be a binary image. When combining these individual planes, we get the actual gray scale image. Fig. 2 demonstrates the plane distribution for Dollar gray scale image. It is evident that most of the data is contained inside the eighth plane and has a major contribution in building the original image. As we go towards the LSB plane, the information contained related to the original image decreases. In fact the lower half plane has less contribution in building the original image than the upper planes. We can also see that as we eliminate each plane starting from the LSB plane, degradation occurs more and quality of the image becomes poor. With a similar argument mentioned above, eliminating the lower half planes has less impact in quality degradation of the actual image than eliminating the upper half planes.
Based upon these facts the Bit Plane Splicing LSB technique for information hiding was introduced that hides information or secret bits in the lower bits by replacing the lower bits of pixels in the cover image with secret bits [11] . The replacement of bits takes place pixel wise in a sequential manner either horizontally or vertically. When a particular plane is fully replaced by secret bits the next immediate higher plane is accessed as elaborated in Fig. 3 . Since the replacement takes place pixel wise this method does not differentiate between pixels' attributes, sensitivity, location and intensity. It treats a pixel as a bundle of bits and thus the method is static in nature.
To further see what happens when each plane of the cover image is replaced by random bits, we perform a test on camera man image as shown in Fig. 4 . In this test we replace each plane totally by random bits of size M × N bits. After each replacement, the image is displayed to see the impact of bit replacement on the quality of cover image. It is clear that till plane number two there is almost imperceptible degradation in the cover image. Bit Plane Splicing LSB technique has limited data insertion capabilities and degrades the cover image severely.
Generally, regardless of size and type of image, Bit Plane Splicing LSB technique has a hiding capacity not beyond the second plane. This puts a huge limitation over the implementation of this technique especially when the secret data is greater than two plane size of the cover image.
To further evaluate the performance of Bit Plane Splicing LSB technique, we need to check its hiding capacity and the amount of degradation in the quality of cover image after data hiding process. As a general rule, quality degradation of the cover image is directly proportional to the size of secret data to be hidden. For this purpose we use Absolute Entropy Difference parameter as mentioned in [14] for image quality degradation measurement of this algorithm and our proposed algorithms.
It is well known that the entropy of an image f(x,y) is given as [15] : ∑ where indicates the histogram or probability value of a particular pixel intensity in f(x,y) and l = 2 r is the total intensity values. In a similar manner, Absolute Entropy Difference is defined as the absolute difference of the entropy value of the cover image before data hiding and the entropy of the stego image after hiding a particular amount of data inside the cover image. Note that the size of an image has no effect on its entropy value whereas the probability of occurrence of the intensity levels of pixels has a major role in producing different entropy values. This concept is shown in Fig. 5 in Lena's image. The image is of size 300 ×300 pixels and the intensity range is from 0 to 255. The figure shows that at level 0 (means when no modification is done on the image) the entropy value using (1) is around 7.2738 which is the maximum value. Now as we darken or brighten by a level (e.g. level 1 means all pixel intensities are increased by 1), entropy value decreases. Note that we have increased or decreased the intensity of each pixel by the same amount and truncated those intensity values out of bound (i.e. 0 and 255). It is evident that as we change the intensity of an image in this manner, the entropy value decreases till it becomes 0 (i.e. when all pixels are either black or white and the image conveys no information according to information theory). Similarly if we suppose that the secret data to be hidden is random in nature and assumed to be an external noise with a specific probably density function then as the size of the secret data increases, the absolute entropy difference also increases. In Fig. 6 , the same camera man image is used to support this fact. In this case we have chosen the ‗salt-pepper' noise as secret data which is inserted in the cover image. Fig. 6 (a) shows a low level noise and Fig.  6 (b) is a high level noise both inserted into the cover image for which the entropy differences are 0.0311 and 0.5116 respectively. This shows that more we insert data into the cover image, more changes occur in the entropy value of the cover image. For Bit Plane Splicing LSB algorithm, entropy curve shown in Fig. 7 (f) is generated by calculating the original entropy of the cover image then after each data insertion (in bits) as indicated earlier pixel wise plane after plane in a sequential manner the entropy of the stego image is calculated after which the absolute entropy difference between both entropy values is calculated. The experiment is done on camera man image shown in Fig. 7 (a) . Initially when there is no secret information the stego image is same as the original cover image and the absolute entropy difference is zero. Now as the size of secret data increases the absolute entropy difference also increases. Or in other words, the quality of the image degrades as the size of secret data to be hidden increases. Since the image size in bits is with 8 planes, the secret data size can have a value between 0 bits (i.e. no secret data) to 524288 bits (i.e. when secret data size is same as cover image size). Now to see the effect in the quality of image as the size of secret data varies, from Fig. 7 (f) we have selected 8 points from the curve corresponding to 8 different sizes of secret data indicated by red circles. These points correspond to the 8 planes of the cover image. For instance, the first secret data size is bits which means that the LSB plane or the lowest plane of the cover image is replaced by the secret data. Table 1 shows 8 entries of secret data sizes, the corresponding plane being replaced and the absolute entropy difference whereas Fig. 7 (b-e) shows four of the stego images resulted from replacing the second, third, fourth and seventh planes respectively. Visually we can clearly see that till plane 2 quality of the cover image does not degrade much and it is tolerable but as we move from plane towards the third plane, visual degradation especially in uniform intensity areas (e.g. sky) is evident as shown in Fig. 7 (c) . Moving towards plane 4 as shown in Fig. 7 (d) i.e. when 50% of the data is hidden in the lower half of the cover image, extreme degradation occurs and the artifact effect is prominent even in dark areas (e.g. coat of camera man). Beyond plane 4 the image becomes unrecognizable. This experiment shows that generally speaking for Plane Bit Splicing technique, the maximum capacity of secret data to be hidden in a cover image is approximately between 25 to 35% of the cover image size. This range could slightly vary from image to image with different shades and intensity levels of pixels. Beside the above mentioned degradation, another visual degradation occurs when the secret bits extend to partial areas of the plane due to its sequential insertion method. For instance assuming that the insertion takes place starting from the top left pixel and continues column wise, now if the cover image size is (600 × 600 × 8) bits and the secret data size is (600 × 600 × 2.5) then the visual degradation after hiding the secret data occurs more severely on the left half section of the stego image because the secret data spreads over the third plane on the left half of the image whereas secret data occupies the first two planes only for the right half section of the stego image. The overall impact results in a stego image with more visual degradation on the left side compared to the right side.
In summary although Bit Plane Splicing LSB technique is a very simple and easy method implementation wise for data hiding, but it has a major disadvantage in terms of its limited data hiding capacity due to quality degradation of the cover image. It results in an attacker monitoring the transmission to suspect a hidden object or data inside the cover image which might further trigger an unwanted and harmful action. Our proposed techniques handle this problem by reducing the degradation caused by hiding process which is discussed in the next two sections. 
III. THE FIRST PROPOSED TECHNIQUE: OPTIMUM INTENSITY BASED DISTRIBUTED HIDING (OIBDH) TECHNIQUE
In this section we propose our algorithm called Optimum Intensity Based Distributed Hiding (OIBDH). In this algorithm as in case of Bit Plane Splicing LSB the lower bits are used to hide secret bits but now in a different manner. Instead of hiding bits pixel by pixel and plane after plane the bits are hidden based on the color intensity of a pixel. We have chosen two ranges of intensity levels. Assuming that l = 256 (i.e. 8 planes), for the intensity of pixels between 0 − 31, the lowest 3 bits are used for hiding secret bits where as for pixels having intensity of more than 31, only the lower 4 bits are used. By performing heuristic testing with different range of values and searching algorithms we have come up with this optimum range. This range is a near optimum range and causes least cover image degradation. This distribution is achieved based on pixel weight and its degradation severity (i.e. the human visual perception due to transition of pixel intensity from one level to another). In addition, since bright intensity levels are more sensitive when transition takes place and dark levels are less sensitive, we have chosen less number of bits for hiding in brighter pixels and higher in darker ones. Furthermore the method of hiding bits is different in case of OIBDH. In case of Bit Plane Splicing LSB a single secret bit and its very adjacent bit are hidden in adjacent pixels since the secret data are embedded sequential wise. But in case of OIBDH, if the first bit is hidden in plane q and in pixel w then the next bit is hidden in the same plane but in any pixel in the cover image and not necessarily in the adjacent pixel as the next pixel with same intensity value could be located anywhere in the image. In this way the secret data is distributed throughout the image based upon the color intensity of pixels which is random for every image. In addition, those pixels having intensity levels between 0 − 31 are used first for data insertion followed by the second range of pixels. Note that not only the bits are hidden randomly in pixels but also the planes are traversed in a non sequential manner and not plane by plane as in the case of Bit Plane Splicing LSB technique. To elaborate the steps through which the algorithm works, a flow diagram of the proposed algorithm is given in Fig. 8 at the sender's end.
The proposed algorithm is reversible as the secret data is recovered properly. Note that we are assuming that the received image contains no noise or impairments due to transmission channel. In order to protect the stego image from channel induced interference, channel encoding and modulation techniques can be used along with error detection and correction codes but this is not the topic of this paper. For this reason we are assuming a perfect channel in order to explain the recovery process. The recovery process explained in Fig. 9 is same as the hiding process. Each pixel is inspected for its intensity value. If a pixel belongs to the first range, then the last three bits are extracted. This process continues till all the pixels in the first range are exhausted after which the second range of pixels are found and the lower four bits are extracted. It is clear that during hiding process and after inserting the secret bits, the intensity values of pixels change but the intensity range remains the same. In this way there is no need for an extra step to recover our secret data because the intensity range for pixels remains intact. Furthermore, to recover the secret data properly, the size of secret data should be transmitted or shared between the sender and receiver to make sure that false data is not extracted from those pixels which do not contain secret bits. The proposed technique outperforms the conventional Bit Plane
Splicing LSB technique as it generates less distortion in the stego image.
Although OIBDH performance which is discussed in section 5 has better performance than Bit Plane Splicing LSB technique, still it is predictable since statistical analysis can reveal the positions of hidden data [16] . In addition, since the embedding method is always known to everyone, an unwanted party can easily find the sequence of the hidden data by applying the recovery process. To tackle this problem, an extension to this technique is proposed which has better security features as well as being more efficient in terms of data hiding capacity. This extended version of OIBDH is discussed in the next section. 
IV. THE SECOND PROPOSED TECHNIQUE: LINEAR CONGRUENT OPTIMUM INTENSITY BASED DISTRIBUTED
HIDING WITH KEY (LC-OIBDH-K) TECHNIQUE In order to make OIBDH more secured while maintaining its data hiding capabilities, we propose a different embedding method which is same as OIBDH but with one more extra rule. This extra rule not only adds more security in the overall system but also has a better hiding performance than OIBDH. The process stars as follows: firstly we select some parameters to generate two levels of random numbers. The first level of parameters is used to generate numbers which indicate the sub-column widths of the cover image. Or in other words, the cover image is divided into sub areas or sections with different column sizes. So if the column width of the cover image is N and if we select an initial seed value say k (which we also call it a secret key) as our starting point for further calculation, then using uniform distribution with equal probability a single random number is generated with k as an initial seed from a pool of numbers between 1 and d such that d < N. In each iteration the generated number will be a random number between 1 and d. These random numbers act as column width of each sub-group generated by this process. For the first sub-group, the column width equals to the initial seed value i.e. k. For subsequent sub-groups, the column width is generated using the same process described earlier but the initial seed for the random function generator takes the value of the previous sub-group column width. If the random function generator is indicated by F and the generated numbers by X i where ‗i' is the generated sub-group index number, then this iterative process can be expressed as:
such that the two parameters inside the function F are the selection range and the seed number. Furthermore, the total number of generated sub-groups varies depending upon the values of d and k. In addition after each iteration, the column width of all previous subgroups is subtracted from the cover image width N. If the remaining available width after subtraction is larger than d, then the sub-group width iteration continues otherwise the remaining available width becomes the current sub-group width and this will constitute the last sub-group. This forceful condition of width generation for the last sub-group is imposed because the random function can generate a value greater than the remaining available width to be allocated to the current sub-group.
For instance, if the M = 40, N = 40, d = 19 and k = 6, and assuming that the total number of sub-groups is T, then the generated sub-group widths are given as below using uniform random number generator with equal probability of occurrence and initial seed value k: Fig. 10 illustrates sub-group generation for the previous example. Each square in Fig. 10 represents a pixel of an image with size 40 × 40 and pixels of the same shade belong to same sub-group having a width of X i where i = 1,2,…,6. Secondly in level two and after generating the subgroups, columns of subgroups are indexed in a random manner using linear congruent random number generator [17] . According to linear congruent method, random numbers are generated between 0 and an upper limit upon using an initial seed. For each sub-group, a separate random column indices are generated using linear congruent function. Initially for each sub-group d number of indices is generated using linear congruent method such that the first index of a column for any subgroup has a value equals to X i . In addition, these generated d indices are right circular shifted by an amount equals to (X i + X T -i + 1 ) positions sub-group wise. Finally, amongst these d circular shifted values, first X i indices are selected and the rest are discarded.
Assuming that a general term for any of the d indices in a sub-group G i is indicated as h i,j where the pair i,j represents the column index j in the i th sub-group with i = 1,2,…,T and j = 1,2,…,d , then the following expressions generate the final indices for columns in each sub-group:
where s and c are parameters of the linear congruent random number generator and i = 1,2,…,T and j = 2,3,…,d. Note that h 1,1 is the starting point for the recursive calculation which is always equals to the secret key k.
Once the random column indices for T sub-groups are generated using (3), namely d indices in each sub-group, right circular shift is applied on each sub-group G i by (X i + X T -i + 1 ) positions. After the circular shift, the first X i numbers are selected from the respected sub-groups. As a result, the new indices width for each sub-group equals to X i which is the final desired indexing. The final random numbers in a particular sub-group G i after applying the two steps mentioned above can be shown as:
Here z i,l indicates the new and final indexing for the columns in a sub-group. Fig. 11 shows the flow diagram of sub-group indices generation.
As a completion of the previous example, the complete d generated indices for each sub-group, the shifted version of these d generated indices and the final selected indices i.e. z i,l are shown in Fig. 12 (a,b,c) respectively. Note that indices of any sub-group G i are shown row wise. For the above previous mentioned example, the amount of shifts applied on the indices of each sub-group are [9, 6, 25, 25, 6, 9] respectively. Upon identifying the column indices per sub-group, the process of hiding takes place in the same manner as in OIBDH. The same two rules are used as in OIBDH for data hiding per pixel. The only difference is that instead of hiding data in pixels by ordered sequential value, data is hidden column wise per sequential indices order. For instance, if the indices of a sub-group with 6 columns is given as [12, 5, 20, 27, 5, 2] , then the data is hidden in the last column first as it has the lowest index followed by the two columns with index value of 5 in an ordered manner. Then the data is hidden inside pixels belonging to columns 12, 20 and 27 respectively. Note that, within a column, data is hidden again in the same manner as in OIBDH (i.e. pixels belonging to the first range are accessed first followed by pixels belonging to the second range). Once bits are hidden inside particular sub-group pixels, the next sub-group pixels are accessed for data hiding. The process moves from one sub-group to another till all secret bits are hidden.
It is worth mentioning here that this whole process randomly hides information depending upon the secret Fig. 13 for which the same secret data is used for hiding. The purpose of this experiment is to see the transition of gray shades and it's severity for both techniques. As it is evident from Fig. 13 (b) and (c), the degradation is more severe using Bit Plane Splicing LSB technique than in OIBDH especially in the gray region near darker side. Also note how the transition of gray levels changes abruptly in LSB technique and less abruptly in OIBDH. This shows that hiding data based on pixel intensity level results in less degradation of the cover image compared to Bit Plane LSB technique.
Furthermore, to compare the performance of all the techniques in terms of absolute entropy difference curves, the algorithms are applied on camera man image with different secret data sizes as shown in Fig. 14 . The cover image in this case is the camera man image shown in Fig. 7 (a) having size of 256 × 256 × 8 = 524288 bits and its calculated entropy value using (1) is 7.1048. In addition, it has to be noticed that the maximum secret data size or cover image capacity in case of Bit Plane Splicing LSB technique is 524288 bits and 210000 bits in case of OIBDH and LC-OIBDH-k which is less than that of Bit Plane Splicing LSB technique. This is obvious because of the two rules imposed on pixels when OIBDH or LC-OIBDH-k is used. In addition, two sets of curves are generated for LC-OIBDH-k, the first having the following parameters: d = 63, c = 10, s = 22 and k = 6, and the second having the following: d = 100, c = 17, s = 32 and k = 40. The comparison is conducted till secret data size of 210000 bits as data size larger than this size is not allowed for the proposed techniques in this image and hence not shown in the figure. From these curves it is evident that the absolute entropy difference values of the proposed techniques are smaller than their counterparts for Bit Plane Splicing LSB technique for the same amount of secret data. This result implies that less degradation occurs on the cover image when using the proposed techniques than Bit Plane Splicing LSB technique. Now comparing the performance of OIBDH with LC-OIBDH-k, it is clear that the latter with both sets of parameters have lower absolute entropy difference values than OIBDH especially the second set of parameters based curve. Again this shows that the modified version of OIBDH has the best performance amongst the mentioned techniques with better security performance than OIBDH.
Finally to have a visual look on the quality degradation of cover image for all the techniques, Lena's image shown in Fig. 15 (a) is used. The maximum capacity when OIBDH or LC-OIBDH-k is used is 287689 bits whereas cover image size is 720000 bits. Stego images corresponding to secret data size of 287689 for Bit Plane Splicing LSB technique, OIBDH, LC-OIBDH-k with first set of parameters and LC-OIBDH-k with second set of parameters are shown in Fig. 15 (b, c, d and e) respectively. It is not difficult to see the degradation caused by Bit Plane Splicing LSB technique in the overall image specially the resulted artifacts in uniform gray areas e.g. shoulder and cheeks in Fig. 15 (b) . These degradation areas are reduced considerably using the proposed techniques. Note that LC-OIBDH-k has better performance than OIBDH whereas the difference between the stego images obtained by LC-OIBDH-k with the two parameters cannot be perceptible as shown in Fig. 15 (d and e) . In fact the image quality of the stego images after using the proposed algorithms and the original cover image is very minimal and cannot be discriminated.
VI. CONCLUSIONS
In this paper two algorithms called Optimum Intensity Based Distributed Hiding (OIBDH) and Linear Congruent OIBDH with key (LC-OIBDH-k) are proposed for secret data hiding inside pixels of a cover image. OIBDH technique is an improved version of Bit Plane Splicing LSB technique where secret data are not hidden sequential wise and plane by plane as in Bit Plane Splicing LSB technique. Rather data are hidden in a non-sequential manner and not plane by plane. The amount of bits to be hidden in a pixel depends on the gray scale value of the pixel. This makes the proposed algorithm dynamic in nature and more effective both in terms of data hiding capacity and visual degradation of the cover image than Bit Plane Splicing LSB technique. In addition, to add more security to OIBDH, LC-OIBDH-k is proposed which uses a secret key or an initial seed to generate sub-groups with random column width and indices using linear congruent random number generator. Secret bits are hidden according to these indices column wise and following the same rules of OIBDH for data hiding. Results obtained in the form of absolute entropy difference curves and visual degradation of various cover images show that LC-OIBDH-k not only has better hiding performance than OIBDH but also exhibits better security as the secret key is only known and shared between trusted users. 
