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Abstract. We study the Cauchy problem for derivative Ginzburg–Landau equation ut =
(ν + i)△u +
−→
λ1 · ∇(|u|
2u) + (
−→
λ2 · ∇u)|u|
2 + α|u|2δu, where δ ∈ N,
−→
λ1,
−→
λ2 are complex constant
vectors, ν ∈ [0, 1], α ∈ C. For n > 3, we show that it is uniformly global wellposed for all ν ∈ [0, 1]
if initial data u0 belong to modulation space M
s
2,1 (s > 3) and ‖u0‖L2 ≪ 1. Moreover, we show
that its solution will converge to that of the derivative Schro¨dinger equation in C(0, T ;L2) if
ν → 0 and u0 ∈ M
4
2,1. For n = 2, we obtain the local well-posedness results and inviscid limit
with the Cauchy data in Ms1,1 (s > 3) and ‖u0‖L1 ≪ 1.
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1 introduction
In this paper, we consider the Cauchy problem for the derivative complex Ginzburg–
Landau (DCGL) equation:
ut = (ν + i)△u+−→λ1 · ∇(|u|2u) + (−→λ2 · ∇u)|u|2 + α|u|2δu, u(0, x) = u0(x), (1.1)
where u is a complex valued function of (t, x) ∈ R+ × Rn, R+ = [0,+∞]; ν > 0, α ∈ C,
δ ∈ N, −→λ1 and −→λ2 are complex vectors.
The DCGL equation (1.1) arises as the envelope equation for a weakly subcritical
bifurcation to counter-propagating waves, and it is also important for a number of physical
systems including the onset of oscillatory convection in binary fluid mixture; cf. [3]. In the
case of one or two dimensions, the global existence of solutions, finite dimensional global
attractors, Gevery regularity of solutions have been studied extensively for equation (1.1);
cf. [8, 14, 13, 30, 39]. Taking ν = 0, (1.1) can be written as
ut − i△u = −→λ1 · ∇(|u|2u) + (−→λ2 · ∇u)|u|2 + α|u|2δu, u(0, x) = u0(x), (1.2)
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which is the well-known derivative nonlinear Schro¨dinger equation (DNLS). There are
some recent works which have been devoted to equation (1.2); cf. [25, 26, 28, 29, 32, 37].
N. Hayashi and Ozawa in [18] proposed the method of gauge transformation which is useful
to avoid the loss of derivatives for equation (1.2) in one spacial dimension.
A natural question between Eqs. (1.1) and (1.2) is the inviscid limit. Let u and v
be the solutions of the Cauchy problems of Eqs. (1.1) and (1.2), respectively. Does u
converge to v as the parameter ν tends to 0?
When
−→
λ1 =
−→
λ2 = 0, Eq. (1.1) can be rewritten as
ut = (ν + i)△u+ α|u|2δu, u(0, x) = u0(x), (1.3)
which is the well-known complex Ginzburg–Landau equation. Eq. (1.3) is an important
model equation in the description of spatial pattern formation and of the onset of insta-
bilities in nonequilibrium fluid dynamical systems; cf. [6]. For Eq. (1.3), there are some
recent results devoted to the global well-posedness and limit behavior, see Ginibre and
Velo [11], Wu [42], Bechouche and Jungel [2], Wang [38], Machihara and Nakamura [31],
Wang and Huang [17].
For the derivative complex Ginzburg–Landau equation (1.1), using Bourgain’s Xs,b
method, Huo and Jia [16] obtained the inviscid limit for the solutions in C([0, T ];Hs)
(s > 1/2) in one spatial dimension, where the bilinear estimate condition 2~λ1 + ~λ2 = 0
and some energy estimate conditions on coefficients and ‖u0‖L2 ≪ 1 are required. B.
Wang and Y. Wang in [41] also considered the inviscid limit for the solutions, when initial
data belong to H˙3 ∪ H˙− 12 , in one spacial dimension. As far as the authors can see, there
are no result on the inviscid limit of Eq. (1.1) in high dimension case n > 2.
It was well known that Hs+ǫ+n/2 ⊂M s2,1 ⊂ Hs, for ∀ǫ > 0. In this paper, we will show
that Eq. (1.1) is uniformly globally well posed on the parameter ν > 0 in modulation
space M s2,1(R
n), n > 3, s > 3 with the sufficiently small Cauchy data in L2. As ν → 0, we
prove that the solutions of Eq. (1.1) will converge to that of the derivative Schro¨dinger
equation. When n = 2, we also show local well-posedness results and inviscid limit in
modulation space M s1,1, s > 5/2. The techniques used in this paper are the anisotropic
global smooth effect estimates and maximal inequality estimates which are independent
of parameter ν > 0, those estimates in the case ν = 0 were obtained in our earlier work
[37], where global well-posedness for equation (1.2) is showed in M s2,1(R
n), s > 5/2, for
small Cauchy data.
Finally, we consider the quadratic derivative Ginzburg–Landau equation:
ut − (ν + i)△u−−→λ · ∇(u2) = 0, u(0, x) = u0(x). (1.4)
Its limit equation is
ut − i△u−−→λ · ∇(u2) = 0, u(0, x) = u0(x). (1.5)
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When n = 1, Christ in [4] showed that for Eq. (1.5), the flow map u0 → u is not
continuous in any Sobolev space Hs(R) (s ∈ R) for any short time lifespan (‖u0‖Hs ≪
1 but ‖u(t)‖Hs ≫ 1 for some t ≪ 1). In [36], Stefanov showed the existence for the
weak solutions in H1 space with small total disturbance u0 ∈ H1(R1) ∩ L1(R1) ∩ {f :
supx |
∫ x
−∞ f(y)dy| 6 ǫ}.
In this paper, we will show that Eqs. (1.4) and (1.5) are locally well posed in mod-
ulation space M31,1(R
n) and the inviscid limit between Eqs. (1.4) and (1.5) also holds in
the space M31,1(R
n) for the solutions. From this point of view, M s1,1 seems to be a proper
space to deal with the solutions of quadratic derivative nonlinear Schro¨dinger equation.
1.1 Main results
Theorem 1.1 Let n > 3. Assume initial data u0 ∈ M s2,1, s > 3 and ‖u0‖L2 6 δ for
some small δ > 01. Then Eq. (1.1) has a unique global solution uν ∈ C(R+,M s2,1)
⋂
Xs
satisfying
‖uν‖Xs 6 C‖u0‖Ms2,1 .
where C is independent of ν, Xs is defined in (4.1).
Theorem 1.2 Let n > 3. Assume initial data u0 ∈M42,1 and ‖u0‖L2 6 δ for some small
δ > 0. uν is the solution of (1.1), and let v is the solution of (1.2) with the same initial
data, then for any T > 0 we have
‖uν − v‖C(0,T ;L2) . ‖uν − v‖C(0,T ;M2,1) . νT, ν ≪ 1.
Theorem 1.3 Let n = 1, 2. Assume initial data u0 ∈ M s1,1, s > 5/2 and ‖u0‖L1 6 δ for
some small δ > 02. Then Eq. (1.1) has a unique local solution
uν ∈ C([0, 1],M s2,1)
⋂
C([0, 1],M
s−1/2
1,1 )
⋂
X1s
satisfying ‖uν‖X1s 6 C‖u0‖Ms1,1 , where C is independent of ν, XT is defined in (6.1).
Moreover, if u0 ∈M31,1, then we have
‖uν − v‖C(0,T ;L1) . ‖uν − v‖C(0,T ;M1,1) . νT, ν ≪ 1.
where v is the solution of the DNLS (1.2) with the same initial data.
Theorem 1.4 Let n ∈ N. Assume initial data u0 ∈M s1,1, s > 3 and ‖u0‖L1 6 δ for some
small δ > 0. Then Eq. (1.4) has a unique solution
uν ∈ C([0, 1],M s2,1) ∩ C([0, 1],M s−1/21,1 ) ∩ X˜1s
1u0 ∈M
s
2,1 implies that u0 ∈ L
2, δ > 0 may depends on ‖u0‖Ms
2,1
.
2u0 ∈M
s
1,1 implies that u0 ∈ L
1, δ > 0 may depends on ‖u0‖Ms
1,1
.
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satisfying ‖uν‖X˜1s 6 C‖u0‖Ms1,1 , where C is independent of ν, X˜
T is defined in (7.3).
Meanwhile, we have
‖uν − v‖C(0,T ;L1) . ‖uν − v‖C(0,T ;M1,1) . νT, ν ≪ 1.
where uν and v is the solution of the DCGL (1.4) and DNLS (1.5) with the same initial
data.
Now we give a brief explanation to the proof of our main results. We rewrite (1.1) into
an integral equation:
u = Gν(t)u0 −Aν [−→λ1 · ∇(|u|2u) + (−→λ2 · ∇u)|u|2 + α|u|2δu],
Gν(t) = F
−1e−it|ξ|
2−νt|ξ|2
F , Aνf(t, x) =
∫ t
0
Gν(t− τ)f(τ, x)dτ.
We will use the smooth effect techniques to prove our result. Comparing with the
Schro¨dinger equation, the semigroup of Ginzburg-Landau equation Gν(t) dosen’t have
conjugate symmetry property, this means
Gν(t) 6= Gν(−t),
we can not use standard TT ∗ argument to get the smooth effect estimates, maximal
function estimates and their relations with the Strichartz estimates for Gν(t) and Aν . It
is known that TT ∗ method is a basic tool for those estimates in the case ν = 0.
The crucial estimates are the uniform anisotropic global smooth effect estimates for
semigroup Gν(t) and integral operator Aν :
‖D1/2xi Gν(t)ku0‖L∞xiL2(xj )j 6=iL2t (R+×Rn) 6 C‖ku0‖2, |ki| > 4, (1.6)
‖Aν∂xif‖L∞xiL2xj(j 6=i)L2t (R+×Rn) 6 C‖f‖L1xiL2xj(j 6=i)L2t (R+×Rn), (1.7)
where those estimates in the case ν = 0 were established in [25, 33, 37]. The main difficulty
arises in the fact that the constant C in (1.6) and (1.7) should be independent of parameter
ν > 0. We also need to show the uniform maximal function estimates for Gν(t):
‖kGν(t)u0‖L2xiL∞xj(j 6=i)L∞t (R+×Rn) 6 C〈ki〉
1/2‖ku0‖L2(Rn), n > 3. (1.8)
In order to show (1.8), we will use the maximal operator estimates in anisotropic Lebesgue
spaces as in [34]. After establishing those uniform estimates, we can use the idea in [37]
to carry out the uniform global well posedness of Eq. (1.1). The limit behavior can be
shown by using the techniques as in [15].
This paper is organized as follows. In Section 2 and Section 3 we prove the uniform
anisotropic global smooth effect estimates, maximal inequality estimates, Strichartz type
estimates for semigroup Gν(t) and integral operator A . In Section 4 we show the proof
of Theorem 1. In Section 5 we show the proof of inviscid limit results. In Sections 6 and
7, we show the proof of Theorems 1.3 and 1.4.
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1.2 Notation
In the sequel C will denote a universal positive constant which can be different at each
appearance. x . y (for x, y > 0) means that x 6 Cy, and x ∼ y stands for x . y and
y . x. For any p ∈ [1,∞], p′ denotes the conjugate number of p, i.e., 1/p + 1/p′ = 1.
Now we introduce the spaces used in our paper. Let S (Rn) be Schwartz space. We will
use the Lebesgue spaces Lp := Lp(Rn) with the norm ‖ · ‖p := ‖ · ‖Lp(Rn) and the function
spaces Lqt∈IL
p
x and L
p
xL
q
t∈I for which the norms are defined by:
‖f‖Lqt∈ILpx =
∥∥‖f‖Lpx∥∥Lqt (I) , ‖f‖LpxLqt∈I =
∥∥∥‖f‖Lqt (I)
∥∥∥
Lpx
.
I will be omitted if I = R, i.e., we simply write LqtL
p
x := L
q
t∈RL
p
x, L
p
xL
q
t := L
p
xL
q
t∈R
and LpxL
q
T = L
p
xL
q
t∈[0,T ], L
q
TL
p
x = L
q
t∈[0,T ]L
p
x. In high dimension case, we denote by
Lp1xiL
p2
(xj)j 6=iL
p2
t (I × Rn) the anisotropic Lebesgue space for which the norm is
‖f‖Lp1xiLp2xj(j 6=i)L
p2
t (I×Rn) =
∥∥∥‖f‖Lp2x1,...,xi−1,xi+1,...,xnLp2t (I×Rn−1)
∥∥∥
L
p1
xi
(R)
. (1.9)
Dsxi = (−∂2xi)s/2 = F−1ξi |ξi|sFxi denotes the partial Rieze potential in the xi direc-
tion. ∂−1xi = F
−1
ξi
(iξi)
−1Fxi . The homogeneous Sobolev space H˙
s(Rn) is defined by
(−∆)−s/2L2(Rn).
Modulation spaces were first introduced by Feichtinger [9]. We will use an equivalent
norm on the modulation space M s2,1:
‖f‖Ms2,1 =
∑
k∈Zn
〈k〉s‖Ff‖L2(Qk), (1.10)
where 〈k〉 = 1 + |k|, Qk = {ξ : −1/2 6 ξi − ki 6 1/2, i = 1, . . . , n}. Let {σk}k∈Zn satisfies:

σk(ξ) > c, ∀ξ ∈ Qk;
suppσk ⊂ {ξ : |ξ − k| 6
√
n},∑
k∈Zn σk(ξ) ≡ 1, ∀ξ ∈ Rn;
|Dασk(ξ)| 6 Cm, ∀ξ ∈ Rn, |α| 6 m ∈ N.
(1.11)
Denote
Υ = {{σk}k∈Zn : {σk}k∈Zn satisfies(1.11) }. (1.12)
Let {σk}k∈Zn ∈ Υ be a function sequence. Then we can define the frequency-uniform
decomposition operators k as:
k := F
−1σkF , k ∈ Zn, (1.13)
and we have
‖f‖Ms2,1 ∼
∑
k∈Zn
〈k〉s‖kf‖L2(Rn). (1.14)
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Using the operators k, we can equivalently define the modulation space M
s
1,1 in the
following way:
‖f‖Ms1,1 =
∑
k∈Zn
〈k〉s‖kf‖L1(Rn). (1.15)
For simplicity, we use function space l1,s (L
ν(R+;Lr(Rn))) which contains all of the
functions f(t, x) so that the following norm is finite:
∑
k∈Zn
〈k〉s‖kf‖Lνt Lrx(R+×Rn). (1.16)
2 Anisotropic Global smooth effect with k-decomposition
In this section, we always denote
Gν(t) = F
−1e−it|ξ|
2 · e−νt|ξ|2F , A f(t, x) =
∫ t
0
Gν(t− τ)f(τ, x)dτ. (2.1)
For convenience, we will use the following function sequence {σk}k∈Zn :
Lemma 2.1 Let ηk : R → [0, 1](k ∈ Z) be a smooth-function sequence satisfying (1.11).
Denote
σk(ξ) := ηk1(ξ1) . . . ηkn(ξn), k = (k1, . . . , kn). (2.2)
Then we have {σk}k∈Zn ∈ Υ.
Lemma 2.2 ([37]) We have for any δ ∈ R and k = (k1, . . . , kn) ∈ Zn with |ki| > 4,
‖kDσxiu‖Lp1x1Lp2x2,...xnLp2t (R+×Rn) . 〈ki〉
σ‖ku‖Lp1x1Lp2x2,...xnLp2t (R+×Rn). (2.3)
Replacing Dδxi by ∂
δ
xi(δ ∈ N), the above inequality holds for all k ∈ Zn.
In order to obtain global smooth-effect estimates, we need the following Lemma in the
case n = 1:
Lemma 2.3 Let n = 1, |k| > 4. Then there exists C > 0, which is independent of ν > 0
such that
‖F−1ξ e−itξ
2
e−ν|t|ξ
2
Fxkφ‖L∞x L2t (R×R) 6 C〈k〉
−1/2‖kφ‖L2(R). (2.4)
Proof. We may assume that k > 4. By changing the variable, we have:
F
−1
ξ e
−itξ2e−ν|t|ξ
2
Fxkφ
6
=∫
R
e−itξ
2
e−ν|t|ξ
2
ηk(ξ)φˆ(ξ)e
ixξdξ
=
∫
R
e−itηe−ν|t|ηηk(
√
η)φˆ(
√
η)eix
√
η 1
2
√
η
dη, (2.5)
where ηk was defined in Lemma 2.1.
From Plancherel’s identity, Fubini theorem and Young’s inequality we have
‖F−1ξ e−itξ
2
e−ν|t|ξ
2
Fxkφ‖L∞x L2t (R×R)
6
∥∥∥∫
R
Ft(e
−ν|t|η)(τ + η)
∣∣∣ηk(√η)φˆ(√η)eix√η∣∣∣ 1
2
√
η
dη
∥∥∥
L∞x L
2
τ
=
∥∥∥∫
R
( 1
νη
1
1 +
∣∣∣ τ+ηνη ∣∣∣2
)∣∣∣ηk(√η)φˆ(√η)∣∣∣ 1
2
√
η
dη
∥∥∥
L2τ
6
∥∥∥∫
R
( 1
ν(〈k〉 − 1/2)2
1
1 +
∣∣∣ τ+ην(〈k〉+1/2)2
∣∣∣2
)∣∣∣ηk(√η)φˆ(√η)∣∣∣ 1
2
√
η
dη
∥∥∥
L2τ
(2.6)
.
∥∥∥ηk(√η)φˆ(√τ) 1
2
√
τ
∥∥∥
L2τ
∥∥∥Ft(e−ν|t|(〈k〉+1/2)2)(τ)∥∥∥
L1τ
6 C〈k〉−1/2‖kφ‖L2 ,
where we have used ∥∥∥Ft(e−ν|t|η)(τ)∥∥∥
L1τ
=
∫
1
1 + τ2
dτ 6 C, (2.7)
where C is independent of ν and η. In equation (2.6), |k| > 4 is necessary. 
Lemma 2.4
sup
s>0
∥∥∥F−1τ,ξ ξξ2 − iν(ξ2 + s) + τFt,xf
∥∥∥
L∞x L
2
t (R
1+1)
6 C‖f‖L1xL2t (R1+1). (2.8)
The constant C in (2.8) is independent of ν > 0 .
Proof. For convenience, we denote by Ft,x, Ft, F the Fourier transforms on (t, x), t, x,
respectively. From Plancherel’s identity, we have :
‖F−1ξ
ξ
τ + ξ2 − iν(ξ2 + s)Ft,xf‖L2τ
=
∥∥∥∫
R
∫
R
ei(x−y)ξ
ξ
τ + ξ2 − iν(ξ2 + s)(Ftf)(τ, y)dξdy
∥∥∥
L2τ
:=
∥∥∥∫
R
K(τ, x− y)(Ftf)(τ, y)dy
∥∥∥
L2τ
. (2.9)
where the integral
K(τ, z) =
∫
R
eizξ
ξ
τ + ξ2 − iν(ξ2 + s)dξ (2.10)
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is taken in the P.V. meaning. Now we only need to show that
sup
s>0
‖K(τ, z)‖L∞τ,z . 1, (2.11)
We only consider case τ < 0, (the case τ > 0 do not contain singular point, so it is easy
to handle). For τ < 0, we have
K(τ, z) =
∫
R
eiz
√−τη η
1− η2 + iν(η2 + s1)dη
=
∫
R
eiz
√−τη η[1− η2 − iν(η2 + s1)]
ν2(η2 + s1)2 + (1− η2)2 dη, (2.12)
where s1 = −s/τ > 0.
Since when s1 → 0, ν → 0, η → 1, K(τ, z) is difficult to handle, we will divide η into
different cases: Let ψ1, ψ2, ψ3 ∈ C∞0 (R) satisfy suppψ1 ⊆ {η : |η| > 3/2}, ψ1(−·) = ψ1(·),
suppψ2 ⊆ (−2, 1/2], suppψ3 ⊆ (0, 2),
∑3
i=1 ψi = 1. Define
Ki(τ, z) =
∫
R
eiz
√−τη η[1− η2 − iν(η2 + s1)]ψi(η)
ν2(η2 + s1)2 + (1− η2)2 dη, i = 1, 2, 3. (2.13)
K1(τ, z) =
∫
|η|>3/2
eiz
√−τη η
ν2(η2 + s1)2 + (1− η2)2 dη
− (1 + iν)
∫
|η|>3/2
eiz
√−τη η
3
ν2(η2 + s1)2 + (1− η2)2 dη
− i
∫
|η|>3/2
eiz
√−τη νηs1
ν2(η2 + s1)2 + (1− η2)2 dη
:= K11 (τ, z) +K
2
1 (τ, z) +K
3
1 (τ, z). (2.14)
It is easy to see
|K11 (τ, z)| .
∫
|η|>3/2
1
η3
dη 6 C. (2.15)
From variable changing, we have:
|K31 (τ, z)| 6 2
∫
η>3/2
νs1η
(νs1)2 + η4
dη 6 arctan η
∣∣∣∞
η/νs1
6 C, (2.16)
|K21 (τ, z)| .
∣∣∣ ∫
|η|>3/2
eiz
√−τη η3
ν2(η2 + s1)2 + (1− η2)2dη
∣∣∣. (2.17)
We derive K21 (τ, z) into two parts I, II, from (2.16) we have:
I =
∣∣∣ ∫
3/26|η|610√νs1
eiz
√−τη η
3
ν2(η2 + s1)2 + (1− η2)2 dη
∣∣∣
8
.
∣∣∣ ∫
3/26|η|610√νs1
νs1η
(νs1)2 + η4
6 arctan η
∣∣∣∞
η/νs1
6 C. (2.18)
From variable changing, we have:
|II| =
∣∣∣ ∫
η>10
√
νs1
sin(z
√−τη) 1
(1 + ν2)η +
ν2s21+1
η3
+ 2ν
2s1−2
η
dη
∣∣∣
=
∣∣∣ ∫
η>10z
√−τνs1
sin(η)
1
(1 + ν2)η +
(z
√−τ)4(ν2s21+1)
η3 +
(2ν2s1−2)(z
√−τ)2
η
dη
∣∣∣. (2.19)
Now we prove (2.19)is bounded. Write
F (η) :=
1
(1 + ν2)η +
(z
√−τ)4(ν2s21+1)
η3
+ (2ν
2s1−2)(z
√−τ)2
η
.
For any ǫ > 0, when A′ > A > 1/(1 + ν2)ǫ, we have:
F (A) 6 ǫ, F (A)′ 6 ǫ.
Notice that F (η) is monotonous decreasing when η > 10
√
νs1 and for any η ∈ [A,A′],∫ A′
A sin(η)dη 6 C. So from the second integral-mean-value theorem, we have:∣∣∣ ∫ A′
A
sin(η)
1
(1 + ν2)η +
(z
√−τ)4(ν2s21+1)
η3
+ 2ν
2s1(z
√−τ)2
η
dη
∣∣∣ 6 Cǫ. (2.20)
Then from the Cauchy convergence theorem, we can get (2.19) is bounded. So
‖K1(τ, z)‖L∞τ,z . 1.
Notice that ν2(η2+s1)
2+(1−η|η|)2 > 3/4, when η ∈ (−3/2, 1/2], so it is easy to estimate
K2(τ, z):
‖K2(τ, z)‖L∞τ,z 6
∫
R
∣∣∣eiz√−τη η[1− η2 − iν(η2 + s1)]ψ2(η)
ν2(η2 + s1)2 + (1− η2)2
∣∣∣dη
.
∣∣∣η[1 − η2 − iν(η2 + s1)]ψ2(η)
ν2(η2 + s1)2 + (1− η2)2
∣∣∣ 6 C. (2.21)
K3(τ, z) =
∫
R
eiz
√−τη ηψ3(η)
1− η2 + iν(η2 + s1)dη
=
∫
R
eiz
√−τη ηψ3(η)
1− η2 dη −
∫
R
eiz
√−τη iνη(η
2 + s1)ψ3(η)
[1− η2 + iν(η2 + s1)](1 − η2)dη
:= K13 (τ, z) +K
2
3 (τ, z), (2.22)
|K13 (τ, z)| =
∣∣∣ ∫
R
eiz
√−τη 1
1− η ·
ηψ3(η)
1 + η
dη
∣∣∣ ∼ ∣∣∣(sgn ∗F−1[ηψ3(η)
1 + η
])
(
√−τz)
∣∣∣, (2.23)
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|K23 (τ, z)| =
∣∣∣ ∫
R
eiz
√−τη 1
1− η ·
iνη(η2 + s1)[1− η2 − iν(η2 + s1)]ψ3(η)
[(1− η2)2 + ν2(η2 + s1)2](1 + η) dη
∣∣∣
∼
∣∣∣(sgn ∗F−1[ iνη(η2 + s1)[1− η2 − iν(η2 + s1)]ψ3(η)
[(1− η2)2 + ν2(η2 + s1)2](1 + η)
])
(
√−τz)
∣∣∣. (2.24)
Noticing that ∣∣∣ iνη(η2 + s1)[1− η2 − iν(η2 + s1)]ψ3(η)
[(1− η2)2 + ν2(η2 + s1)2](1 + η)
∣∣∣ 6 C,
from (2.22)–(2.24), we obtain that
‖K3(τ, z)‖L∞τ,z 6
∥∥∥F−1[ηψ3(η)
1 + η
]∥∥∥
L1
+
∥∥∥F−1[ iνη(η2 + s1)[1− η2 − iν(η2 + s1)]ψ3(η)
[(1 − η2)2 + ν2(η2 + s1)2](1 + η)
]∥∥∥
L1
. 1. (2.25)
It follows that (2.11) holds.
Proposition 2.5 For any i = 1, . . . , n, |ki| > 4, we have
‖D1/2xi kGν(t)u0‖L∞xiL2(xj)j 6=iL2t (R+×Rn) . ‖ku0‖2. (2.26)
Proof. As in the proof of Lemma 2.3, we only need to prove that
‖D1/2xi kG′ν(t)u0‖L∞xiL2(xj)j 6=iL2t (R×Rn) . ‖ku0‖2, (2.27)
where Gν(t)
′ = F−1e−it|ξ|
2−ν|t||ξ|2F . It suffices to show the case i = 1. By Plancherel’s
identity and Minkowski’s inequality,
‖D1/2x1 Gν(t)′ku0‖L∞x1L2x2...xnL2t (R1+n)
6 ‖D1/2x1 F−1ξ1 e−itξ
2
1e−ν|t|ξ
2
1Fx1(Fx2,...,xnku0)‖L∞x1L2ξ2...ξnL2t (R1+n)
6 ‖D1/2x1 F−1ξ1 e−itξ
2
1e−ν|t|ξ
2
1Fx1(Fx2,...,xnku0)‖L2ξ2...ξnL∞x1L2t (R1+n).
In view of Lemma 2.3 in one spatial dimension, using Plancherel’s identity, we immediately
obtain (2.27). 
Proposition 2.6 For any k = (k1, . . . , kn) ∈ Zn, |ki| > 4, we have
‖∂xikAνf‖L∞t L2x(R+×Rn) . 〈ki〉1/2‖kf‖L1xiL2(xj)j 6=iL2t (R+×Rn). (2.28)
Proof. For |ki| > 4, from Proposition 2.5, (2.26) has the following dual estimate:∥∥∥kD1/2xi
∫ t
0
Gν(t− τ)f(τ)dτ
∥∥∥
L∞t L
2
x(R
n)
. ‖kf‖L1xiL2(xj )j 6=iL2t (R+×Rn). (2.29)
Then from Lemma 2.2, which implies (2.28) holds, as desired. 
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Proposition 2.7 For any i = 1, . . . , n and k = (k1, . . . , kn), there exist C > 0, which are
independent of ν > 0 such that
‖kAν∂xif‖L∞xiL2xj(j 6=i)L2t (R+×Rn) 6 C‖kf‖L1xiL2xj (j 6=i)L2t (R+×Rn). (2.30)
Proof. In order to prove (2.30), assume f(t, x) = 0 for t < 0, so we only need to prove
‖kAν∂x1f‖L∞x1L2xj (j 6=1)L2t (R×Rn) 6 C‖kf‖L1x1L2xj(j 6=1)L2t (R×Rn). (2.31)
We have
∂x1Aνf = CF
−1
τ,ξ
ξ1
ξ21 − iν(ξ21 + |ξ¯|2) + τ + |ξ¯|2
Ft,xf, (2.32)
where we assume that the right hand side of (2.32) is zero as t = 0. It follows that
‖∂x1Aνf‖L∞x1L2x2...xnL2t (R1+n)
6
∥∥∥F−1ξ1 ξ1ξ21 − iν(ξ21 + |ξ¯|2) + (τ + |ξ¯|2)Ft,xf
∥∥∥
L2ξ2...ξn
L∞x1L
2
τ (R
1+n)
. (2.33)
Now changing the variable τ + |ξ¯|2 → µ, we have
∥∥∥F−1ξ1 ξ1ξ21 − iν(ξ21 + |ξ¯|2) + (τ + |ξ¯|2)Ft,xf
∥∥∥
L2ξ2...ξn
L∞x1L
2
τ (R
1+n)
6 sup
s>0
∥∥∥F−1ξ1 ξ1ξ21 − iν(ξ21 + s) + µFt,x1(eit|ξ¯|
2
Fx2,...,xnf)
∥∥∥
L2ξ2...ξn
L∞x1L
2
µ(R
1+n)
. (2.34)
From the uniform smooth effect estimate as in Lemma 2.4,
sup
s>0
∥∥∥F−1τ,ξ ξξ2 − iν(ξ2 + s) + τFt,xf
∥∥∥
L∞x L
2
t (R
1+1)
6 C‖f‖L1xL2t (R1+1). (2.35)
From (2.33), (2.34) and (2.35), we have that
‖∂x1Aνf‖L∞x1L2x2...xnL2t (R1+n) .
∥∥eit|ξ¯|2Fx2,...,xnf∥∥L2ξ2,...,ξnL1x1L2t (R1+n). (2.36)
Using Minkowski’s inequality and Plancherel’s identity, we immediately have
‖∂x1Aνf‖L∞x1L2x2...xnL2t (R1+n) . ‖f‖L1x1L2x2,...,xnL2t (R1+n). (2.37)
Other cases can be shown in a similar way.
Generally, the right hand side in (2.32) is not equal to zero for t = 0:
iF−1τ,ξ
1
τ + |ξ|2 − iν|ξ|2Ft,xf
∣∣∣
t=0
= −iF−1τ,ξ
τ + |ξ|2
(τ + |ξ|2)2 + (ν|ξ|2)2Ft,xf
∣∣∣
t=0
+ F−1τ,ξ
ν|ξ|2
(τ + |ξ|2)2 + (ν|ξ|2)2Ft,xf
∣∣∣
t=0
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:= u1(0, x) + u2(0, x). (2.38)
Noticing that Ft(e
−ν|t|η)(τ) = 1νη
1
1+
∣∣ τ
νη
∣∣2 and changing the variable, we have
u2(0, x) = C
∫
Rn
eixξ
∫
R
ν|ξ|2
(τ + |ξ|2)2 + (ν|ξ|2)2
∫
R
e−iτsfˆ(s, ξ)dsdτdξ
= C
∫
Rn
eixξ
∫
R
fˆ(s, ξ)
∫
R
e−iτsν|ξ|2
(τ + |ξ|2)2 + (ν|ξ|2)2 dτdsdξ
= C
∫
Rn
eixξ
∫
R
fˆ(s, ξ) eis|ξ|
2
∫
R
e−iτsν|ξ|2
τ2 + (ν|ξ|2)2 dτdsdξ
= C
∫
Rn
eixξ
∫
R
fˆ(s, ξ) eis|ξ|
2
e−ν|s||ξ|
2
dsdξ
= C
∫
R
Gν(−s)f(s, x)ds. (2.39)
Then from (2.26), (2.39) and (2.29) we have
‖k∂xiGν(t)u2(0, x)‖L∞xiL2xj(j 6=i)L2t (R+×Rn) 6 ‖D
1/2
xi ku2(0, x)‖L2
6 ‖D1/2x k
∫
R
Gν(−s)f(s, x)ds‖L2
6 ‖kf‖L1xiL2xj(j 6=i)L2t (R×Rn). (2.40)
Noticing that
Ft(∂te
−|t|(ν|ξ|2·))(τ) = 1
ν|ξ|2Ft(∂te
−|t|)(
τ
ν|ξ|2 ) =
1
ν|ξ|2
τ
ν|ξ|2
1
1 + (τ/ν|ξ|2)2 =
τ
τ2 + (ν|ξ|2)2 ,
similar to (2.39), we have
u1(0, x) = C
∫
Rn
eixξ
∫
R
τ + |ξ|2
(τ + |ξ|2)2 + (ν|ξ|2)2
∫
R
e−iτsfˆ(s, ξ)dsdτdξ
= C
∫
Rn
eixξ
∫
R
fˆ(s, ξ)eis|ξ|
2
∫
R
e−iτsτ
τ2 + (ν|ξ|2)2 dτdsdξ
= C
∫
Rn
eixξ
∫
R
fˆ(s, ξ) eis|ξ|
2
sgn(s)e−ν|s||ξ|
2
dsdξ
= C
∫
R
Gν(−s)sgn(s)f(s, x)ds. (2.41)
Then from (2.26), (2.41) and (2.29) we have
‖k∂xiGν(t)u1(0, x)‖L∞xiL2xj (j 6=i)L2t (R+×Rn) 6 ‖D
1/2
xi ku1(0, x)‖L2
6
∥∥∥D1/2xi k
∫
R
Gν(−s)sgn(s)f(s, x)ds
∥∥∥
L2
6 ‖k[sgn(s)f(s, ξ)]‖L1xiL2xj(j 6=i)L2s(R×Rn)
6 ‖kf(s, ξ)‖L1xiL2xj(j 6=i)L2s(R×Rn). (2.42)
Collecting (2.42), (2.40), we can obtain the result, as desired. 
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3 Other estimates with k-decomposition
In this section, we consider the Strichartz estimates, the maximal function estimates and
derivative interaction estimates for the solutions of Ginzburg-Laundau equation by using
the frequency-uniform decomposition operators.
Using Lemma 3.5 and the property of frequency-uniform decomposition operators
(cf.[39]), we can establish the following Strichartz estimates in a class of function spaces
by using the frequency-uniform decomposition operators.
Proposition 3.1 Let 2 6 r <∞, q > ν > 2 ∨ ν(r), then we have
‖Gν(t)f‖l1

(Lν(R+;Lr(Rn))) 6 C‖f‖M2,1(Rn), (3.1)
‖Aνf‖l1

(Lν(R+;Lr(Rn)))
⋂
l1

(L∞(R+;L2(Rn))) 6 C‖f‖l1

(Lq′ (R+;Lq
′(Rn))). (3.2)
Proposition 3.2 Let 2 6 r 6∞, 2/ν(r) = n(1/2− 1/r), q > ν > ν(r) ∨ 2, we have
‖kGνu0‖Lνt (R+;Lrx(Rn)) . ‖ku0‖L2(Rn), (3.3)
‖kAνf‖Lνt (R+;Lrx(Rn))⋂L∞t (R+;L2x(Rn)) . C‖kf‖Lq′t (R+;Lq′x (Rn)). (3.4)
Proof. Proposition 3.1 implies (3.3) and (3.4) directly. 
Define the semigroup of Schro¨dinger equation
S(t) = F−1e−it
∑n
j=1 ξ
2
j F . (3.5)
Proposition 3.3 kGν(t) : L
p → Lp is uniformly bounded. More precisely,
‖kGν(t)u0‖Lp(Rn) . (1 + |t|n/2)‖ku0‖Lp(Rn) (3.6)
uniformly holds for all k ∈ Zn, ν > 0, p > 1.
Proof. It is well known that e−|ξ|
2
is a multiplier on Lp, i.e., e−|ξ|
2 ∈ Mp (Mp denotes
Ho¨rmander’s multiplier space, see [1]). Since Mp is isometrically invariant under affine
transformations of Rn, we have ‖e−|ξ|2‖Mp = ‖e−νt|ξ|
2‖Mp , 1 6 p 6∞. We have
‖kGν(t)f‖p . ‖kS(t)f‖p 6
∑
|ℓ|∞61
‖F−1σk+ℓeit|ξ|2σkfˆ‖p
6
∑
|ℓ|∞61
‖F−1(σk+ℓeit|ξ|2)‖1‖kf‖p. (3.7)
So, it suffices to show that ‖F−1(σkeit|ξ|2)‖1 is uniformly bounded.
‖F−1(σkeit|ξ|2)‖1 = ‖F−1(σ0eit|ξ|2)‖1
13
. ‖σ0‖1−n/2L2
∑
|α|=L
‖Dα(σ0eit|ξ|2)‖n/2L2
. (1 + |t|n/2). (3.8)
So we have the result, as desired. 
[37] shows that S(t) has the following maximal function estimate:
Lemma 3.4 ([37]) Let 4/n < p 6∞, p > 2, S(t) is defined as (3.5), then we have
‖kS(t)u0‖LpxiL∞xj (j 6=i)L∞t (R×Rn) 6 C〈ki〉
1/p‖ku0‖L2(Rn). (3.9)
Lemma 3.5 Define maximal operator M as following:
(Mf)(x) = sup
r>0
cnr
−n
∫
|y|<r
|f(x− y)|dy.
Let φ satisfies
∫
Rn
φ dx = 1, then for any f , f ∈ Lp, 1 < p 6∞, we have
sup
t>0
|f ∗ φt(x)| 6Mf(x)
∫
Rn
φdx (3.10)
‖Mf‖Lp 6 C‖f‖Lp . (3.11)
Where φt(x) = t
−1φ(x/t).
The proof can be found in [34], Page 51, [35], Page 3.
Proposition 3.6 Let 4/n < p 6∞, p > 2, we have
‖kGν(t)u0‖LpxiL∞xj(j 6=i)L∞t (R+×Rn) 6 C〈ki〉
1/p‖ku0‖L2(Rn). (3.12)
Proof. Take i = 1 for example. When t = 0, (3.12) holds obviously. For t > 0,
kGν(t)u0 = F
−1(e−νt|ξ|
2
) ∗F−1(e−it|ξ|2̂ku0)
= [F−1(e−|ξ|
2/2)]√2νt ∗F−1(e−it|ξ|
2
̂ku0). (3.13)
Notice that F−1(e−|ξ|2/2) = e−|x|2/2,
∫
Rn
e−|x|2/2dx = C, then from (3.10), (3.13) we have
‖kGν(t)u0‖Lpx1L∞xj(j 6=1)(Rn)L∞t∈(0,∞)
6 ‖[F−1(e−|ξ|2/2)]√2νt ∗F−1(e−it
′|ξ|2̂ku0)‖LpxiL∞xj(j 6=i)(Rn)L∞t′∈(0,∞)L∞t∈(0,∞)
6 ‖M [F−1(e−it|ξ|2̂ku0)]‖Lpx1L∞xj (j 6=1)(×Rn)L∞t∈(0,∞) . (3.14)
Define Mx1 ,Mx¯ were the maximal operators for variable x1 and the other varibles:
(Mx1f)(x1, x¯) = sup
r>0
c1r
−1
∫
|y1|<r
|f(x1 − y1, x¯)|dy1,
14
(Mx¯f)(x1, x¯) = sup
r>0
cn−1r−(n−1)
∫
|y¯|<r
|f(x1, x2 − y2, . . . , xn − yn)|dy¯.
From the definition of maximal operators and Lemma 3.5 we have
‖Mf(x1, x¯)‖Lpx1L∞x¯ 6
∥∥Mx1‖Mx¯f(x1, x¯)‖L∞x¯ ∥∥Lpx1 6
∥∥Mx1‖f(x1, x¯)‖L∞x¯ ∥∥Lpx1
6 ‖f‖Lpx1L∞x¯ , (3.15)
where p > 2. From Lemma 3.4 and (3.15) we obtain
‖M [F−1(e−it|ξ|2F (ku0))]‖Lpx1L∞xj (j 6=1)L∞t (R+×Rn)
6 C‖F−1(e−it|ξ|2F (ku0))‖Lpx1L∞xj(j 6=1)L∞t (R×Rn)
6 C〈k1〉1/p‖ku0‖L2(Rn),
which implies the result, as desired. 
Proposition 3.7 For n = 1, 2, we have
‖kGν(t)u0‖L2xL∞T 6 C〈k〉
1/2 ln 4〈T 〉‖ku0‖L1(R), n = 1;
‖kGν(t)u0‖L2xiL∞xj(j 6=i)L∞T (Rn) . 〈ki〉
1/2‖ku0‖L1(Rn), n = 2.
Proof. We take i = 1 for example.
‖kGν(t)u0‖L2x1L∞xj(j 6=1)L∞T (Rn)
= ‖F−1ξ e−it|ξ|
2
e−ν|t||ξ|
2
σ˜k(ξ) ∗F−1ξ σk(ξ)û0‖L2x1L∞xj(j 6=1)L∞T (Rn)
6 ‖F−1ξ e−it|ξ|
2
e−ν|t||ξ|
2
σ˜k(ξ)‖L2x1L∞xj (j 6=1)L∞T (Rn)‖ku0‖L1x1L1xj(j 6=1)(Rn), (3.16)
Where σ˜k(ξ) =
∑
|l−k|<C(n) σl(ξ). For brevity, we still write σ˜k as σk. Now we estimate
‖F−1ξ e−it|ξ|
2
e−ν|t||ξ|
2
σk(ξ)‖L2x1L∞xj(j 6=1)L∞T (Rn). First, consider the basic L
p − Lp′ estimates
for the semigroup of DGL equation Gν(t) = F
−1e−it|ξ|2 · e−νt|ξ|2F . We have
‖Gν(t)ϕ‖L∞ . ‖S(t)ϕ‖L∞ . Ct−n/2‖ϕ‖L1 , (3.17)
and so,
‖F−1ξ e−it|ξ|
2
e−νt|ξ|
2
ηk1(ξ1)ηk¯(ξ¯)‖L∞x (Rn) 6 C(1 + |t|)−n/2. (3.18)
On the other hand, using oscillatory integral techniques, we have
F
−1
ξ1
e−itξ
2
1e−νtξ
2
1ηk1(ξ1) =
∫
R
e
ix1(ξ1+
tξ21
x1
)
e−νtξ
2
1ηk1(ξ1)dξ1
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:=
∫
R
eix1φ(ξ1)ψ(ξ1)dξ1,
where φ(ξ1) = ξ1 +
tξ21
x1
, ψ(ξ1) = e
−νtξ21ηk1(ξ1). When |x1| > 4〈k1〉|t| ∨ 1, we obtain
|φ(ξ)′| > 1/2. Meanwhile, it is easy to see∫
R
|ψ(ξ1)|dξ1 6 C,
∫
R
|ψ′(ξ1)|dξ1 6 C,
∫
R
|ψ′′(ξ1)|dξ1 6 C.
C is independent of ν, t and k1. So integrating by part, we obtain
|F−1ξ1 e−itξ
2
1e−νtξ
2
1ηk1(ξ1)| . (1 + |x1|)−2. (3.19)
from (3.18), (3.19), we have
‖F−1e−it|ξ|2ηk1(ξ1)ηk¯(ξ¯)‖L2x1L∞x¯ L∞T (Rn)
6
[ ∫
R
(1 + |x|)−4dx1
]1/2
+
[ ∫
|x1|64〈k1〉T
〈k1〉n(〈k1〉+ |x1|)−ndx1
]1/2
. (3.20)
The result follows. 
Using similar method as in Proposition 3.8, we have
Remark 3.8 For n ∈ N, we have
‖kGν(t)u0‖L1xiL∞xj (j 6=i)L∞T (Rn) 6 C


〈ki〉〈4T 〉1/2‖ku0‖L1(Rn), n = 1;
〈ki〉 ln〈4T 〉‖ku0‖L1(Rn), n = 2;
〈ki〉‖ku0‖L1(Rn), n > 3.
Next, we consider the estimates between time-space norm and space-time norm for
integral operators A . Since the semigroup of Ginzburg-Landau equation does not have
conjugate symmetry property as Schro¨dinger equation, we can not apply TT ∗ argument
to obtain some good estimates as those of the Schro¨dinger equation, see [37].
Proposition 3.9 Let 2 6 q <∞, q > 4/n, λ = 0, 1, we have
‖kAν∂λxif‖L2xiL∞xj(j 6=i)L∞t (R+×Rn) . 〈ki〉
λ+1/2‖kf‖L1t (R+;L2x(Rn)), (3.21)
‖kAν∂xif‖L∞xiL2xj(j 6=i)L2t (R+×Rn) . 〈ki〉
1/2‖kf‖L1t (R+;L2x(Rn)), (3.22)
where in (3.21), condition |ki| > 4 is required.
Proof. From (3.12), (2.26), Lemma 2.2 and Minkowski’s inequality we have (3.21), (3.22)
hold, as desired. 
Similar to Proposition 3.9, from Proposition3.8, we have
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Proposition 3.10 For n = 1, 2, T 6 1, we have
‖kAν∂xif‖L2xiL∞xj(j 6=i)L∞T (Rn) . 〈ki〉
3/2‖kf‖L1TL1x(Rn). (3.23)
Remark 3.11 For n ∈ N, we have
‖kAν∂xif‖L1xiL∞xj(j 6=i)L∞T (Rn) 6 C


〈ki〉2〈4T 〉1/2‖kf‖L1TL1x(Rn), n=1;
〈ki〉2 ln〈4T 〉‖kf‖L1TL1x(Rn), n=2;
〈ki〉2‖kf‖L1TL1x(Rn), n=3.
From Propostions 3.9, 2.6 and 2.7, we can obtain the following derivative interaction
estimates:
Lemma 3.12 Let i = 2, . . . , n, we have
‖kAν∂xif‖L∞x1L2x2,...,xnL2t (R+×Rn) 6 C‖∂xi∂
−1
x1 kf‖L1x1L2x2,...,xnL2t (R+×Rn), (3.24)
‖kAν∂xif‖L∞x1L2x2,...,xnL2t (R+×Rn) 6 C‖∂xiD
−1/2
x1 kf‖L1t (R+;L2x(Rn)), (3.25)
‖kAν∂xif‖L2x1L∞x2,...,xnL∞t (R+×Rn) 6 C〈ki〉〈k1〉
1/2‖kf‖L1t (R+;L2x(Rn)). (3.26)
Since the smooth-effect estimates for Ginzburg-Landau equation (2.30) is almost the same
with the Schro¨dinger equation (see [37]). Follow the same method as [37], we have
Lemma 3.13 Let ψ : [0,∞) → [0, 1] be a smooth bump function satisfying ψ(x) = 1 as
|x| 6 1 and ψ(x) = 0 if |x| 6 2. Denote ψ1(ξ) = ψ(ξ2/2ξ1), ψ2(ξ) = 1−ψ(ξ2/2ξ1), ξ ∈ Rn.
Then we have for σ > 0,∑
k∈Zn,|k1|>4
〈k1〉σ‖F−1ξ1,ξ2ψ1Fx1,x2k∂x2Aνf‖L∞x1L2x2,...,xnL2t (R+×Rn)
.
∑
k∈Zn,|k1|>4
〈k1〉σ‖kf‖L1x1L2x2,...,xnL2t (R+×Rn), (3.27)
and for σ > 1, ∑
k∈Zn,|k1|>4
〈k1〉σ‖F−1ξ1,ξ2ψ2Fx1,x2k∂x2Aνf‖L∞x1L2x2,...,xnL2t (R+×Rn)
.
∑
k∈Zn,|k2|>4
〈k2〉σ‖kf‖L1x1L2x2,...,xnL2t (R+×Rn). (3.28)
4 Global well-posedness results for n > 3
In this section, we will give the details of the proof of Theorem 1.1. Define
ρ1(u) =
n∑
i=1
∑
k∈Zn,|ki|>4
〈ki〉s−1/2‖ku‖L∞xiL2(xj)j 6=iL2t (R+×Rn) :=
n∑
i=1
ρi1(u)
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ρ2(u) =
n∑
i=1
∑
k∈Zn
‖ku‖L2xiL∞(xj)j 6=iL∞t (R+×Rn)
ρ3(u) =
∑
k∈Zn
〈k〉s−3/2‖ku‖L∞t L2x∩L3tL6x(R+×Rn)
Define resolution space as following:
Xs := {u ∈ S ′(R+ × Rn) : ‖u‖Xs :=
3∑
l=1
∑
λ=0,1
n∑
j=1
ρl(∂
λ
xju) 6 δ0} (4.1)
Proof of Theorem 1.1: Using Lemma A.1, we have for any s > 3, there exist θ, θ′ > 0
such that
‖u0‖M32,1 6 C‖u0‖
1−θ′
Ms2,1
‖u0‖θL2 . (4.2)
With the conditions that u0 ∈ M s2,1, ‖u0‖L2 small enough, we can obtain u0 ∈ M32,1 and
‖u0‖M32,1 sufficiently small.
We only prove the result for the case s = 3, we write X3 = X for short. Considering
the following mapping:
T : u(t)→ Gν(t)u0 − iA [
−→
λ1 · ∇(|u|2u) + (
−→
λ2 · ∇u)|u|2 + α|u|2δu],
from (2.26), (3.12), (3.3) and Lemma 2.2 we have
ρ1(∂
λ
xjGν(t)u0) 6
n∑
i=1
∑
k∈Zn,|ki|>4
〈ki〉2〈kj〉λ‖ku0‖L2(Rn) . ‖u0‖M32,1 ,
ρ2(∂
λ
xjGν(t)u0) 6
n∑
i=1
∑
k∈Zn
〈ki〉1/2〈kj〉λ‖ku0‖L2(Rn) . ‖u0‖M3/22,1 ,
ρ3(∂
λ
xjGν(t)u0) 6
∑
k∈Zn
〈k〉3/2〈kj〉λ‖ku0‖L2(Rn) . ‖u0‖M5/22,1 .
So, we obtain that
‖Gν(t)u0‖X . ‖u0‖M32,1 . (4.3)
For the estimate of the nonlinear terms, noticing that
−→
λ1 · ∇(|u|2u) + (−→λ2 · ∇u)|u|2 =
n∑
i=1
[λi1(∂xi u¯)u
2 + (2λi1 + λ
i
2)(∂xiu)uu¯],
and ‖u‖X = ‖u¯‖X , we only need to estimate ‖Aν(λi1(∂xi u¯)u2)‖X and ‖Aν(α|u|2δu)‖X .
Lemma 4.1 ([40], Lemma 7.2) Let s > 0, p > 1, pi, γ, γi 6∞ satisfy
1
p
=
1
p1
+ . . .+
1
pN
,
1
γ
=
1
γ1
+ . . .+
1
γN
,
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then we have
∑
k∈Zn
〈k〉s‖k(u1 . . . uN )‖Lγt Lpx(R1+n) .
N∏
i=1
( ∑
k∈Zn
〈k〉s‖kui‖Lγit Lpix (R1+n)
)
. (4.4)
From (3.21), Lemma 4.1 and Ho¨lder’s inequality we have
ρ2(∂
λ
xj (Aν(λ
i
1(∂xi u¯)u
2)))
.
n∑
l=1
∑
k∈Zn
‖k∂λxj (Aν(∂xi u¯)u2)‖L2xlL∞(xm)m6=lL∞t (R+×Rn)
. n
∑
k∈Zn
〈kj〉λ〈k〉1/2‖k((∂xi u¯)u2)‖L1tL2x(R+×Rn)
. n
[ ∑
k∈Zn
〈k〉3/2‖k(∂xi u¯)‖L3tL6x(R+×Rn) ×
( ∑
k∈Zn
〈k〉3/2‖ku‖L3tL6x(R+×Rn)
)2]
. nρ3(∂xiu)ρ3(u)
2 (4.5)
Noticing that ‖ku‖Lk+1t L2(k+1)x (R+×Rn) . ‖ku‖L∞t L2x∩L3tL6x(R+×Rn), follow the same pro-
cess as (4.5), we have
ρ2(∂
λ
xjAν(αu
δ+1u¯δ)) . ρ3(u)
2δ+1 (4.6)
From (4.5), (4.6), we obtain
ρ2
[
∂λxjAν(λ
i
1(∂xi u¯)u
2 + α|u|2δu)] . ‖u‖3X + ‖u‖2δ+1X . (4.7)
Next, denote
S
(i)
ℓ,1 := {(k(1), . . . , k(ℓ+1)) ∈ (Zn)(ℓ+1) : |k1i | ∨ . . . ∨ |k(ℓ+1)i | > 4},
S
(i)
ℓ,2 := {(k(1), . . . , k(ℓ+1)) ∈ (Zn)(ℓ+1) : |k1i | ∨ . . . ∨ |k(ℓ+1)i | 6 4}.
Using the frequency-uniform decomposition, we have
ℓ+1∏
r=1
ur =
∑
S
(i)
ℓ,1
k(1)u1 . . .k(ℓ+1)uℓ+1 +
∑
S
(i)
ℓ,2
k(1)u1 . . .k(ℓ+1)uℓ+1. (4.8)
Where we divide (Zn)(ℓ+1) into two parts S
(i)
ℓ,1 and S
(i)
ℓ,2 by considering variable xi. S
(i)
ℓ,1
denotes the high frequency part, so we will apply smooth effect estimates; while S
(i)
ℓ,2
denotes the low frequency part, we will apply Strichartz-type estimates.
Now we estimate ρ1(∂
λ
xj (Aνλ
i
1(∂xi u¯)u
2). It suffices to show that
ρ1(∂
λ
xjAν(λ
i
1(∂xi u¯)u
2)) . ‖u‖3X , j = 1, 2.
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The other cases are almost the same. For the estimates of ρ11(∂
λ
xj (Aνλ
i
1(∂xi u¯)u
2)) are
similar to the proof in [37], we leave the details of the proof into Appendix A.
collecting (A.1)–(A.6), from symmetry, we can obtain that
∑
λ=0,1
n∑
j=1
ρ1(∂
λ
xjAν(λ
i
1(∂xi u¯)u
2)) 6 ‖u‖3X . (4.9)
The estimate of ρ1(∂
λ
xjAν(α|u|2δu)) is similar to ρ1(∂λxjAν((∂xi u¯)u2)), but in (A.2), we
will apply
‖k(1)u . . .k(2σ+1)u‖L1x1L2x2,...,xnL2t (R+×Rn)
. ‖k(1)u‖L∞x1L2x2,...,xnL2t (R+×Rn)
2σ+1∏
i=2
‖k(i)u‖L2x1L∞x2,...,xnL∞t ∩L∞t L2x(R+×Rn). (4.10)
In (A.3), we will apply
‖ku‖LptL2px (R+×Rn) . ‖ku‖L∞t L2x∩L3tL6x(R+×Rn), p > 3. (4.11)
Finally, we consider the estimate of ρ3(∂
λ
xjAν(λ
i
1(∂xi u¯)u
2)). From Lemma 2.2 and (3.4)
(where we let ν = 3, r = 6, q = 2σ + 2, σ > 1). we can obtain
‖k∂λxjAν(λi1(∂xi u¯)u2)‖L∞t L2x∩L3tL6x(R+×Rn) . ‖k(∂
λ
xj (λ
i
1(∂xi u¯)u
2))‖
L
2σ+2
2σ+1
t,x (R
+×Rn)
. 〈kj〉λ‖k((∂xi u¯)u2)‖
L
2σ+2
2σ+1
t,x (R
+×Rn)
. (4.12)
Let σ = 1 in (4.12), applying Young’s inequality we have:
ρ3(∂
λ
xjAν(λ
i
1(∂xi u¯)u
2))
.
∑
k∈Zn
〈k〉3/2〈kj〉λ
∑
k(1),k(2),k(3)
‖k(k(1)(∂xi u¯)k(2)uk(3)u)‖L4/3t,x (R+×Rn)
.
∑
k∈Zn
(〈k〉5/2 + 〈kj〉5/2)
∑
k(1),k(2),k(3)
‖k(k(1)(∂xi u¯)k(2)uk(3)u)‖L4/3t,x (R+×Rn)
.
n∑
j=1
∑
k∈Zn
〈kj〉5/2
∑
k(1),k(2),k(3)
‖k(k(1)(∂xi u¯)k(2)uk(3)u)‖L4/3t,x (R+×Rn)
Then applying the decomposition (4.8)(where we consider the variable xj), and obtain∑
k∈Zn
〈kj〉5/2
∑
k(1),k(2),k(3)
‖k(k(1)(∂xi u¯)k(2)uk(3)u)‖L4/3t,x (R+×Rn)
.
∑
k∈Zn,|kj |>4
〈kj〉5/2
∑
S
(j)
2,1
‖k(k(1)(∂xi u¯)k(2)uk(3)u)‖L4/3t,x (R+×Rn)
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+
∑
k∈Zn,|kj |>4
〈kj〉5/2
∑
S
(j)
2,2
‖k(k(1)(∂xi u¯)k(2)uk(3)u)‖L4/3t,x (R+×Rn)
+
∑
k∈Zn,|kj |64
〈kj〉5/2
∑
k(1),k(2),k(3)∈Z3
‖k(k(1)(∂xi u¯)k(2)uk(3)u)‖L4/3t,x (R+×Rn)
= V + V I + V II. (4.13)
For the term V I, V II, from definition of S
(j)
2,2 , we can see 〈kj〉 6 C. Follow the same
process of (A.3), we have
V I + V II
.
∑
k(1),k(2),k(3)∈Zn
‖k(1)(∂xi u¯)k(2)uk(3)u‖L4/3t,x (R+×Rn)
.
∑
k(1),k(2),k(3)∈Zn
‖k(1)∂xi u¯‖L4tL4x(R+×Rn)‖k(2)u‖L4tL4x(R+×Rn)‖k(3)u‖L4tL4x(R+×Rn)
.
∑
k(1)∈Zn
〈k(1)〉3/2‖k(1)∂xi u¯‖L4tL4x(R+×Rn)(
∑
k(2)∈Zn
〈k(2)〉3/2‖k(2)u‖L4tL4x(R+×Rn))
2
. ρ3(∂xiu)ρ3(u)
2. (4.14)
At the last step of (4.14), we apply
‖ku‖LptLpx(R+×Rn) . ‖ku‖L∞t L2x∩L3tL6x(R+×Rn), p > 4. (4.15)
Now, we consider the estimate of V , from Ho¨lder’s inequality and (4.11), we can obtain
‖k(1)(∂xi u¯)k(2)uk(3)u‖L4/3t,x (R+×Rn)
6 ‖k(1)(∂xi u¯)|k(2)uk(3)u|1/2‖L2t,x(R+×Rn)‖|k(2)uk(3)u|
1/2‖L4t,x(R+×Rn)
6 ‖k(1)(∂xi u¯)‖L∞xjL2xr(r 6=j)L2t (R+×Rn)‖k(2)u‖
1/2
L2xjL
∞
xr(r 6=j)
L∞t (R
+×Rn)‖k(3)u‖
1/2
L2xjL
∞
xr(r 6=j)
L∞t (R
+×Rn)
× ‖k(2)u‖1/2L∞t L2x∩L3tL6x(R+×Rn)‖k(3)u‖
1/2
L∞t L
2
x∩L3tL6x(R+×Rn)
. (4.16)
In this way the estimate of V reduces to the estimate of I as in (A.2). Since |kj − k(1)j −
k
(2)
j − k(3)j | 6 C, without loss of generality, we can assume |k(1)j | = maxr=1,2,3 |krj |, from
(4.16) and Ho¨lder’s inequality we have
V .
∑
k(1)∈Zn,|k(1)j |>4
〈k(1)j 〉5/2‖k(1)∂xi u¯‖L∞xjL2xr(r 6=j)L2t (R+×Rn)
×
∑
k(2)∈Zn
(
‖k(2)u‖L2xjL∞xr(r 6=j)L∞t (R+×Rn) + ‖k(2)u‖L∞t L2x∩L3tL6x(R+×Rn)
)
×
∑
k(3)∈Zn
(
‖k(3)u‖L2xjL∞xr(r 6=j)L∞t (R+×Rn) + ‖k(3)u‖L∞t L2x∩L3tL6x(R+×Rn)
)
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. ρj1(∂xiu)(ρ2(u) + ρ3(u))
2. (4.17)
The estimate for ρ3(∂
λ
xjA (α|u|2δu)) is similar to ρ3(∂λxjA ((∂xi u¯)u2)), the difference is that
in (4.16), we will use
‖k(1)u . . .k(σ+1)uk(σ+2)u¯ . . .k(2σ+1) u¯‖
L
2σ+2
2σ+1
t,x (R
+×Rn)
6 ‖k(1)u‖L∞xjL2xr(r 6=j)L2t (R+×Rn)
σ+1∏
m=2
‖k(m)u‖σL2σxjL∞xr(r 6=j)L∞t (R+×Rn)
×
2σ+1∏
m=σ+2
‖k(m) u¯‖σL2σ+1t,x (R+×Rn).
In addition to (4.15) and (4.10), we can obtain the estimate of ρ3(∂
λ
xjA (α|u|2δu)). Until
now, we have obtain
ρ3(∂
λ
xjAν(α|u|2δu) + ρ3(∂λxjAν(λi1(∂xi u¯)u2))) . ‖u‖2δ+1X + ‖u‖3X . (4.18)
Collecting (4.7), (4.9), (4.18)
‖Aνu‖X . ‖u0‖M32,1 + n(‖u‖
3
X + ‖u‖2δ+1X ). (4.19)
Using standard contraction mapping argument, we can obtain that Eq. (1.1) has a unique
solution u ∈ X with ‖u‖X 6 C‖u0‖M32,1 .
Finally, for the general case s > 3, using similar way as in the above, we have
‖u‖Xs . ‖u0‖Ms2,1 + ‖u‖Xs‖u‖2X3 + ‖u‖Xs‖u‖2δX3 . (4.20)
Since in the right hand side of (4.20), Using the fact that ‖u‖X3 is sufficiently small, we
can get that
‖u‖Xs . ‖u0‖Ms2,1 . (4.21)
Finally, we show that u ∈ L∞t (R+;M s2,1(Rn)). From Proposition 2.6 and Proposition 3.9,
we have
∑
k∈Zn
〈k〉s‖kAν [
−→
λ1 · ∇(|u|2u) + (−→λ2 · ∇u)|u|2]‖L∞t L2x(R+×Rn)
.
n∑
j=1
∑
k∈Zn,|kj|>4
〈kj〉s−1/2
∑
S
(1)
2,1
‖k(k(1)∂xi u¯k(2)uk(3)u)‖L1xjL2xi(i6=j)L2t (R+×Rn)
+
n∑
j=1
∑
k∈Zn,|kj|>4
∑
S
(1)
2,2
‖k(k(1)∂xi u¯k(2)uk(3)u)‖L1tL2x(R+×Rn)
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+n∑
j=1
∑
k∈Zn,|kj|64
〈kj〉s
∑
k(1),k(2),k(3)
‖k(k(1)∂xi u¯k(2)uk(3)u)‖L1tL2x(R+×Rn). (4.22)
From (4.22) and the estimate of ρ1 and part IIV in ρ3 above, we obtain∑
k∈Zn
〈k〉s‖ku‖L∞t L2x(R+×Rn) . ‖u0‖Ms2,1 + ‖u‖3Xs + ‖u‖
2δ+1
Xs
, (4.23)
which implies that u ∈ L∞t (R+;M s2,1(Rn)).
5 Limit behavior as ν → 0
In this section, we will prove Theorem 1.2. Letting initial data u0 belong to M
4
2,1 and
‖u0‖L2 small enough, we prove that the solution of derivative Ginzburg-Landau equation
(1.1) will converge to that of derivative Schro¨dinger equation (1.2) as ν → 0.
Let S(t) = F−1e−it|ξ|
2
F denote the semi-group of derivative Schro¨dinger equation
and L f(t, x) =
∫ t
0 S(t− τ)f(τ, x)dτ . Rewrite DCGL equation (1.1) as
u = S(t)u0 + L [
−→
λ1 · ∇(|u|2u) + (−→λ2 · ∇u)|u|2 + α|u|2δu] + νL (△u). (5.1)
Then define:
ρ1T (u) =
n∑
i=1
∑
k∈Zn,|ki|>4
〈ki〉‖ku‖L∞xiL2(xj)j 6=iL2t ([0,T ]×Rn),
ρ2T (u) =
n∑
i=1
∑
k∈Zn
‖ku‖L2xiL∞(xj)j 6=iL∞t ([0,T ]×Rn),
ρ3T (u) =
∑
k∈Zn
‖ku‖L∞t L2x∩L3tL6x([0,T ]×Rn).
‖u‖YT :=
∑
λ=0,1
n∑
j=1
(ρ1T (∂
λ
xju) + ρ
2
T (∂
λ
xju) + ρ
3
T (∂
λ
xju)) (5.2)
λ1 · ∇(|u|2u) + (λ2 · ∇u)|u|2 =
n∑
i=1
[λi1(∂xi u¯)u
2 + (2λi1 + λ
i
2)(∂xiu)uu¯].
Denote v is the solution of derivative nonlinear Schro¨dinger equation (1.2) with the same
initial data. Combining the method in [15], we only need to estimate the following
‖uν − v‖YT
.
n∑
i=1
‖L λi1((∂xi u¯ν)u2ν − (∂xi v¯)v2)‖YT +
n∑
i=1
‖L (2λi1 + λi2)((∂xiuν)|uν |2 − (∂xiv)|v|2)‖YT
+ ‖L (u¯σνuσ+1ν − v¯σvσ+1)‖YT + ν‖L△uν‖YT . (5.3)
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Similar to the method in [15], take the first and third term in (5.3) for example. The
second term can be treated in similar way.
(∂xi u¯ν)u
2
ν − (∂xi v¯)v2 = ∂xi(u¯ν − v¯)u2ν + ∂xi v¯(uν − v)(uν + v), (5.4)
u¯σνu
σ+1
ν − v¯σvσ+1 = u¯σν (uν − v)
σ∑
q=0
uqνv
σ−q + vσ+1(u¯ν − v¯)
σ−1∑
q=0
u¯qν v¯
σ−1−q. (5.5)
Using the decomposition in (4.8) and combine the proof in Section 4, we only need to
substitute ∂xi u¯ with ∂xi(u¯ν − v¯) in the proof of ‖L (λi1(∂xi u¯)u2)‖X , then we have
‖L λi1(∂xi(u¯ν − v¯)u2ν)‖YT 6 C‖uν − v‖YT ‖uν‖2X .
Then substitute u2 with (uν − v)(uν + v), we have
‖L λi1(∂xi v¯(uν − v)(uν + v))‖YT 6 C‖uν − v‖YT ‖v‖X(‖v‖X + ‖uν‖X).
Repeat the argument in (4.2), we have ‖uν‖X , ‖v‖X are sufficiently small. Then we have
‖L λi1((∂xi u¯ν)u2ν − (∂xi v¯)v2)‖YT .
1
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‖uν − v‖YT (5.6)
Similarly, in the estimate of ‖αuδ+1uδ‖Y , we will substitute uδ+1uδ with u¯δν(uν − v)uqνvδ−q
and vδ+1(u¯ν − v¯)u¯qν v¯δ−1−q, we have
‖L (u¯δνuδ+1ν − v¯δvδ+1)‖YT 6 C‖uν − v‖YT
[‖uν‖δ+qX ‖v‖δ−qX + ‖uν‖qX‖v‖2δ−qX ]
.
1
10
‖uν − u‖YT .
Moving the first three term in the right of (5.3) to the left, then from the definition of YT
we obtain
‖uν − v‖YT 6 Cν‖L△u‖YT
.
∑
λ=0,1
n∑
j=1
n∑
i=1
∑
k∈Zn,|ki|>4
〈ki〉‖∂λxjk(L△u)‖L∞xiL2(xj)j 6=iL2t ([0,T ]×Rn)
+
∑
λ=0,1
n∑
j=1
n∑
i=1
∑
k∈Zn
‖∂λxjk(L△u)‖L2xiL∞(xj)j 6=iL∞t ([0,T ]×Rn)
+
∑
λ=0,1
n∑
j=1
∑
k∈Zn
‖∂λxjk(L△u)‖L∞t L2x∩L3tL6x([0,T ]×Rn)
:= A1 +A2 +A3. (5.7)
Similar to [15], applying Minkowski’s inequality and (3.3), (3.12) and (2.26), we can obtain
A1 . νT
∑
λ=0,1
n∑
j=1
n∑
i=1
∑
k∈Zn
〈ki〉1/2〈k〉2‖k(∂λxju)‖L∞T L2x(Rn), (5.8)
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A2 . νTn
∑
λ=0,1
n∑
j=1
∑
k∈Zn
〈k〉2〈k〉1/2‖k(∂λxju)‖L∞T L2x(Rn), (5.9)
A3 . νT
∑
λ=0,1
n∑
j=1
∑
k∈Zn
〈k〉2‖k(∂λxju)‖L∞T L2x(Rn). (5.10)
From the argument in (4.20), and initial data belong to M42,1, we have
∑
λ=0,1
n∑
j=1
∑
k∈Zn
〈k〉3/2〈k〉‖k(∂λxju)‖L∞t L2x(R×Rn) 6 C.
Collection (5.7)–(5.10), we finally obtain
‖uν − v‖YT . νT
∑
λ=0,1
n∑
j=1
∑
k∈Zn
〈k〉3/2〈k〉‖k(∂λxju)‖L∞t L2x(R×Rn). (5.11)
In this way, we obtain the results of limit behavior
‖uν − v‖YT → 0, ν → 0.
6 Local well-posedness results for n = 1, 2
When n = 1, 2, T 6 1, define
ρT1 (u) =
n∑
i=1
∑
k∈Zn,|ki|>4
〈ki〉s−1/2‖ku‖L∞xiL2(xj )j 6=iL2T (Rn) :=
n∑
i=1
ρi1(u)
ρT2 (u) =
n∑
i=1
∑
k∈Zn
‖ku‖L2xiL∞(xj)j 6=iL∞T (Rn)
ρT3 (u) =
∑
k∈Zn
〈k〉s−1‖ku‖L∞T L2x(Rn).
Define resolution space as following:
XTs := {u ∈ S ′([0, T ]× Rn) : ‖u‖XTs :=
3∑
l=1
∑
λ=0,1
n∑
j=1
ρTl (∂
λ
xju) 6 δ0} (6.1)
We write XT5/2 as X
T for short.
Similar to the proof of global well-posedness results, we only need to consider the case
u0 ∈M s1,1, s = 5/2 is small enough and we have:
ρT2 (∂
λ
xjGν(t)u0) 6
n∑
i=1
∑
k∈Zn
〈ki〉3/2‖ku0‖L1(Rn) . ‖u0‖M3/21,1
25
ρT1 (∂
λ
xjGν(t)u0), ρ
T
3 (∂
λ
xjGν(t)u0) are similar to section 4. So we have
‖Gν(t)u0‖XT . ‖u0‖M5/21,1 (6.2)
Notice for any p > 1, q > 2, we have
‖ku‖LpTLqx(Rn) . T
1/p‖ku‖L∞T L2x(Rn) (6.3)
From (3.23), Lemma 4.1 and Ho¨lder’s inequality we have
ρT2 (∂
λ
xj (A (λ
i
1(∂xi u¯)u
2)))
.
n∑
l=1
∑
k∈Zn
〈kj〉λ〈kl〉1/2‖k(∂xi u¯)u2‖L1TL1x(Rn)
. n
[ ∑
k∈Zn
〈k〉3/2‖k(∂xi u¯)‖L3TL3x(Rn) ×
( ∑
k∈Zn
〈k〉3/2‖ku‖L3TL3x(Rn)
)2]
. nTρ3(∂xiu)ρ3(u)
2 (6.4)
From Proposition 2.6 and Proposition 3.2 and the estimate in (4.14), (A.1)–(A.3), we have
ρT3 (∂
λ
xj (A (λ
i
1(∂xi u¯)u
2)))
. n
∑
k∈Zn,|kj |>4
〈kj〉λ+3/2−1/2
∑
k(1),k(2),k(3)
‖k(k(1)∂xi u¯k(2)uk(3)u)‖L1xjL2xi(i6=j)L2T (Rn)
+ n
∑
k∈Zn,|kj |64
〈kj〉5/2
∑
k(1),k(2),k(3)
‖k(k(1)∂xi u¯k(2)uk(3)u)‖L4/3T L4/3x (Rn)
. ρT1 (∂xiu)ρ
T
2 (u)
2 + TρT3 (∂xiu)ρ
T
3 (u)
2. (6.5)
ρT1 (∂
λ
xj (A (λ
i
1(∂xi u¯)u
2))) is similar to section 4, we omit the detail. The estimate for
‖A (α|u|2δu)‖XTs is similar, we do not repeat here.
From the above, we obtain for any T 6 1,
‖u‖XT 6 (1 + T )‖u0‖M5/21,1 + (1 + T )(‖u‖
3
XT + ‖u‖2δ+1XT ). (6.6)
Using the small initial data which is independent of T , we have u ∈ XT and ‖u‖XT small
enough. Similar to (4.20), we obtain that
‖u‖XTs 6 ‖u0‖Ms1,1 + (1 + T )‖u‖XTs (‖u‖2XT + ‖u‖2δXT ), s > 5/2.
Now, we show that u ∈ L∞T (M s−1/21,1 (Rn)). Similar to the estimate of ρ3 in Section 4,
we also have
∑
k∈Zn
〈k〉s−1/2‖k[
−→
λ1 · ∇(|u|2u) + (
−→
λ2 · ∇u)|u|2]‖L1TL1x(Rn)
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.n∑
j=1
∑
k∈Zn,|kj|>4
〈kj〉s−1/2
∑
S
(j)
2,1
‖k(k(1)∂xi u¯k(2)uk(3)u)‖L1TL1x(Rn)
+
n∑
j=1
∑
k∈Zn,|kj|>4
〈kj〉s−1/2
∑
S
(j)
2,2
‖k(k(1)∂xi u¯k(2)uk(3)u)‖L1TL1x(Rn)
+
n∑
j=1
∑
k∈Zn,|kj|64
〈kj〉s−1/2
∑
k(1),k(2),k(3)
‖k(1)∂xi u¯k(2)uk(3)u‖L1TL1x(Rn).
6 ρT1 (∂xiu)(ρ
T
2 (u) + ρ
T
3 (u))
2 + ρT3 (∂xiu)ρ
T
3 (u)
2, (6.7)
where we use
‖k(1)(∂xi u¯)k(2)uk(3)u‖L1TL1x(Rn)
6 ‖k(1)(∂xi u¯)|k(2)uk(3)u|1/2‖L2TL2x(Rn)‖|k(2)uk(3)u|
1/2‖L2TL2x(Rn)
. T 1/2‖k(1)(∂xi u¯)‖L∞xjL2xr(r 6=j)L2T (Rn)‖k(2)u‖
1/2
L1xjL
∞
xr(r 6=j)
L∞T (R
n)
‖k(3)u‖1/2L1xjL∞xr(r 6=j)L∞T (Rn)
× ‖k(2)u‖1/2L∞T L2x(Rn)‖k(3)u‖
1/2
L∞T L
2
x(R
n)
and
‖ku‖L2x1L∞x2,...,xnL∞T (Rn) 6 ‖ku‖L1x1L∞x2,...,xnL∞T (Rn). (6.8)
From Proposition 3.3 and Minkowski’s inequality, we have∑
k∈Zn
〈k〉s−1/2‖ku‖L∞T L1x(Rn)
6
∑
k∈Zn
〈k〉s−1/2‖kGν(t)u0‖L∞T L1x(R+×Rn)
+
∑
k∈Zn
〈k〉s−1/2‖kA [
−→
λ1 · ∇(|u|2u) + (−→λ2 · ∇u)|u|2 + α|u|2δu]‖L∞T L1x(Rn)
6 ‖u0‖Ms−1/22,1 +
∑
k∈Zn
〈k〉s−1/2‖k[
−→
λ1 · ∇(|u|2u) + (
−→
λ2 · ∇u)|u|2 + α|u|2δu]‖L1TL1x(Rn)
. ‖u0‖Ms−1/22,1 + ‖u‖
3
Xs + ‖u‖2δ+1Xs . (6.9)
We obtain the local well-posedness results. The limit behavior results are almost the same
as in Section 5.
7 Local well-posedness for the quadratic DNLS
In this section, we will prove local well-posedness results for equation
ut = (ν + i)△u+ ~λ · ∇(u2), u(0, x) = u0(x), (7.1)
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and equation
vt = i△v + ~λ · ∇(v2), v(0, x) = v0(x). (7.2)
When n ∈ N, T 6 1, define
ρT1 (u) =
n∑
i=1
∑
k∈Zn,|ki|>4
〈ki〉s−1/2‖ku‖L∞xiL2(xj)j 6=iL2T (Rn) :=
n∑
i=1
ρi1(u),
ρT2 (u) =
n∑
i=1
∑
k∈Zn
‖ku‖L1xiL∞(xj)j 6=iL∞T (Rn),
ρT3 (u) =
∑
k∈Zn
〈k〉s−1‖ku‖L∞T L2x(Rn),
Define resolution space as following:
X˜Ts := {u ∈ S ′([0, T ] × Rn) : ‖u‖X˜Ts :=
3∑
l=1
n∑
j=1
ρTl (u) 6 δ0}. (7.3)
We write X˜T3 as X˜
T for short.
We solve equation (7.1) first. Similar to the proof of global well-posedness results, we
only need to consider the case u0 ∈M s1,1, s = 3 is small enough. Similar to section 4, We
have
‖Gν(t)u0‖X˜T . ‖u0‖M31,1 . (7.4)
From (3.23), Lemma 4.1 and Ho¨lder’s inequality we have
ρT2 (A (∂xju
2)) .
n∑
l=1
∑
k∈Zn
〈kj〉〈kl〉‖ku2‖L1TL1x(Rn)
. n
[ ∑
k∈Zn
〈k〉2‖ku‖L2TL2x(Rn)
]2
. nTρT3 (u)
2. (7.5)
Similar to (A.1),
ρ11(A (∂x1u
2))
.
∑
k∈Zn,|k1|>4
〈k1〉5/2
∑
S
(1)
2,1
‖k(k(1)uk(2)u)‖L1x1L2x2,...,xnL2T (Rn)
+
∑
k∈Zn,|k1|64
〈k1〉7/2
∑
S
(1)
2,2
‖k(k(1)uk(2)u)‖L1TL2x(Rn)
:= I + II. (7.6)
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Notice (6.3) and
‖ku‖L2x1L∞x2,...,xnL∞T (Rn) 6 ‖ku‖L1x1L∞x2,...,xnL∞T (Rn). (7.7)
Similar to (A.2), (A.3), we have
I 6 ρT1 (u)ρ
T
2 (u), II 6 ρ
T
2 (u)
2. (7.8)
So, ρT1 (A (∂xju
2)) 6 ρT1 (u)ρ
T
2 (u) + ρ
T
2 (u)
2. We estimate ρT3 (A (∂xju
2)) via a similar way
as in (6.5):
ρT3 (A (∂xju
2))
. n
∑
k∈Zn,|kj |>4
〈kj〉3
∑
k(1),k(2),k(3)
‖k(k(1)uk(2)u)‖L1xjL2xi(i6=j)L2T (Rn)
+ n
∑
k∈Zn,|kj |64
〈kj〉7/2
∑
k(1),k(2),k(3)
‖k(k(1)uk(2)u)‖L4/3T L4/3x (Rn)
. ρT1 (u)ρ
T
2 (u) + Tρ
T
3 (u)
2. (7.9)
So we obtain
‖u‖X˜T3 6 ‖u0‖M31,1 + (1 + T )‖u‖
2
X˜T3
,
‖u‖X˜T3 is sufficiently small, and also
‖u‖X˜Ts 6 ‖u0‖Ms1,1 + (1 + T )‖u‖X˜Ts ‖u‖X˜T3 .
In this way, we can also obtain local well-posedness results for the solution v of Schro¨dinger
equation (7.2). The inviscid limit for (7.1) is almost the same as section 5. We can obtain
‖uν − v‖X˜T3 → 0, ν → 0. (7.10)
We omit the detail here.
Via a similar way as in (6.7) and (6.9), we show that u ∈ L∞T (M s−1/21,1 (Rn)), s > 3.
where we use
‖k(k(1)uk(2)u)‖L1TL1x(Rn)
6 ‖k(1)u|k(2)u|1/2‖L2TL2x(Rn)‖|k(2)u|
1/2‖L2TL2x(Rn)
. T 1/2‖k(1)u‖L∞xjL2xr(r 6=j)L2T (Rn)‖k(2)u‖
1/2
L1xjL
∞
xr(r 6=j)
L∞T (R
n)
‖k(2)u‖1/2L∞T L1x(Rn).
Then as the estimate of (6.7) and (6.9) in Section 6, we have
‖u‖K . ‖u0‖Ms−1/21,1 + ‖u‖X˜Ts ‖u‖
1/2
X˜T3
‖u‖1/2K , (7.11)
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where
‖u‖K :=
∑
k∈Zn
〈k〉s−1/2‖ku‖L∞T L1x(R+×Rn).
(7.12)
Using ‖u‖X˜T3 is sufficiently small, we obtain u ∈ K and so u ∈ L
∞
T (M
s−1/2
1,1 (R
n)).
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A Appendix
A.1 A nonlinear estimate
In this section, we will show the detail proof of (4.9). We follow the idea in our earlier
work [37]. From (2.30), (3.22), Lemma 2.2 and (4.8), (where we put ℓ = 2), obtained:
ρ11(∂
λ
xj (A λ
i
1(∂xi u¯)u
2))
.
∑
k∈Zn,|k1|>4
〈k1〉λ+3/2
∑
S
(1)
2,1
‖k(k(1)∂xi u¯k(2)uk(3)u)‖L1x1L2x2,...,xnL2t (R+×Rn)
+
∑
k∈Zn,|k1|>4
〈k1〉λ+2
∑
S
(1)
2,2
‖k(k(1)∂xi u¯k(2)uk(3)u)‖L1t (R+;L2x(Rn))
:= I + II (A.1)
In view of the support property of ̂ku, we can see
k(k(1)(∂xi u¯)k(2)uk(3)u) = 0, if |k − k(1) − k(2) − k(3)| > C.
For I, since |k − k(1) − k(2) − k(3)| 6 C, it is easy to see |k1| 6 Cmaxr=1,2,3 |kr1|, we can
assume |k(1)1 | = maxr=1,2,3 |kr1|. From Ho¨lder’s inequality
I =
∑
k∈Zn,|k1|>4
〈k1〉5/2
∑
S
(1)
2,1
‖(k(1)(∂xi u¯)k(2)uk(3)u)‖L1x1L2x2,...,xnL2t (R+×Rn)
.
∑
k(1)∈Zn,|k(1)1 |>4
〈k(1)1 〉5/2‖k(1)∂xi u¯‖L∞x1L2x2,...,xnL2t (R+×Rn)
×
( ∑
k(2)∈Zn
‖k(2)u‖L2x1L∞x2,...,xnL∞t (R+×Rn)
)2
. ρ1(∂xiu)ρ2(u)
2. (A.2)
For II, from the definition of S
(1)
ℓ,2 , and |k − k(1) − k(2) − k(3)| 6 C, we have |k1| 6 C.
If we fix k(1), k(2), k(3), then k in the sum is finite. So from Holder inequality we have:
II .
∑
S
(1)
2,2
‖k(1)∂xi u¯k(2)uk(3)u‖L1t (R+;L2x(Rn))
.
∑
k(1)∈Zn
‖k(1)∂xi u¯‖L3tL6x(R+×Rn)
( ∑
k(2)∈Zn
‖k(2)u‖L3tL6x(R+×Rn)
)2
. ρ3(∂xiu)ρ3(u)
2. (A.3)
Now we estimate ρ11(∂
λ
x2A (λ
i
1(∂xi u¯)u
2)), λ = 1 (when λ = 0 then it is the same to the
case j = 1). Let Pi := F
−1
ξ1,ξ2
ψiFx1,x2 , where ψi(i = 1, 2) be as in Lemma 3.13. From
Lemma 3.13, we have
ρ11(∂x2A (λ
i
1(∂xi u¯)u
2)
.
∑
k∈Zn,|k1|>4
〈k1〉2‖P1∂x2k(A λi1(∂xi u¯)u2)‖L∞x1L2x2,...,xnL2t (R+×Rn)
+
∑
k∈Zn,|k1|>4
〈k1〉2‖P2∂x2k(A λi1(∂xi u¯)u2)‖L∞x1L2x2,...,xnL2t (R+×Rn)
:= III + IV. (A.4)
For III, applying decomposition (4.8)(where we consider variable x1, namely, divide
into S
(1)
2,1 and S
(1)
2,2 in (4.8)), then from (3.27), and (3.25), we have
III .
∑
k∈Zn,|k1|>4
〈k1〉5/2‖P1∂x2kA
∑
S
(1)
2,1
(k(1)∂xi u¯k(2)uk(3)u)‖L∞x1L2x2,...,xnL2t (R+×Rn)
+
∑
k∈Zn,|k1|>4,|k2|.|k1|
〈k1〉5/2‖P1∂x2kA
∑
S
(1)
2,2
(k(1)∂xi u¯k(2)uk(3)u)‖L∞x1L2x2,...,xnL2t (R+×Rn)
.
∑
k∈Zn,|k1|>4
〈k1〉5/2
∑
S
(1)
2,1
‖k(k(1)∂xi u¯k(2)uk(3)u)‖L1x1L2x2,...,xnL2t (R+×Rn)
+
∑
k∈Zn,|k1|>4,|k2|.|k1|
〈k1〉2〈k2〉
∑
S
(1)
2,2
‖k(k(1)∂xi u¯k(2)uk(3)u)‖L1t (R+;L2x(Rn))
. ρ11(∂xiu)ρ2(u)
2 + ρ3(∂xiu)ρ3(u)
2. (A.5)
At the last step of (A.5), notice the definition of S
(1)
2,2, it is easy to see |k2| . |k1| 6 C, then
it comes back to (A.2), (A.3), so repeat the proof of (A.2), (A.3), we can obtain (A.5), as
desired.
For the estimates of IV , applying the decomposition (4.8) (where we consider variable
x2, namely, divide into S
(2)
2,1 and S
(2)
2,2 in (4.8)), in addition to (3.28) and (3.25), we have
IV .
∑
k∈Zn,|k1|>4
〈k1〉5/2‖P2∂x2kA
∑
S
(2)
2,1
(k(1)∂xi u¯k(2)uk(3)u)‖L∞x1L2x2,...,xnL2t (R+×Rn)
+
∑
k∈Zn,|k1|>4,|k1|.|k2|
〈k1〉5/2‖P2∂x2kA
∑
S
(2)
2,2
(k(1)∂xi u¯k(2)uk(3)u)‖L∞x1L2x2,...,xnL2t (R+×Rn)
.
∑
k∈Zn,|k2|>4
〈k2〉5/2
∑
S
(2)
2,1
‖k(k(1)∂xi u¯k(2)uk(3)u)‖L1x1L2x2,...,xnL2t (R+×Rn)
+
∑
k∈Zn,|k1|>4,|k1|.|k2|
〈k1〉2〈k2〉
∑
S
(2)
2,2
‖k(k(1)∂xi u¯k(2)uk(3)u)‖L1t (R+;L2x(Rn))
. ρ21(∂xiu)ρ2(u)
2 + ρ3(∂xiu)ρ3(u)
2. (A.6)
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At the last step of (A.6), notice the definition of S
(2)
2,2, it is easy to see |k1| . |k2| 6 C. This
way, it comes back to (A.2), (A.3), follow the same process there, we can obtain (A.6), as
desired.
A.2 Appendix
Lemma A.1 For any s ∈ R and any s+ > s, there exist θ > 0 such that
‖f‖Ms2,1 6 Cθ‖f‖1−2θMs+2,1 ‖f‖
θ
L2 , (A.7)
where s+ = s+2θ1−2θ .
Proof:
‖f‖Ms2,1 =
∑
k∈Zn
‖kf‖Hs
6
∑
k∈Zn
‖kf‖1−θHs+ǫ‖kf‖θL2
6
∑
k∈Zn
〈k〉(s+ǫ)(1−θ)‖kf‖1−2θL2 ‖kf‖2θL2
6
∥∥∥〈k〉(s+ǫ)(1−θ)‖kf‖1−2θL2
∥∥∥
l
1
1−θ
∥∥∥‖kf‖2θL2∥∥∥
l
1
θ
6
∥∥∥〈k〉(s+ǫ+ 2θ1−θ )‖kf‖ 1−2θ1−θL2
∥∥∥1−θ
l
1−θ
1−2θ
∥∥∥〈k〉− 2θ1−θ ∥∥∥1−θ
l
1−θ
θ
∥∥∥f∥∥∥θ
L2
6 Cθ‖f‖1−2θ
Ms
+
2,1
‖f‖θL2
where θ = ǫs+ǫ , s
+ = 1−θ1−2θ (s+ ǫ+
2θ
1−θ ). 
Lemma A.2 For any s ∈ R and any s+ > s, there exist θ > 0 such that
‖f‖Ms1,1 6 C‖f‖1−θMs+1,1 ‖f‖
θ
L1 , (A.8)
where s+ = s+2θ1−θ .
Proof:
‖f‖Ms2,1 =
∑
k∈Zn
〈k〉s‖kf‖L1
6
∑
k∈Zn
〈k〉s‖kf‖1−θL1 ‖kf‖θL1
6 sup
k
‖kf‖θL1
∑
k∈Zn
〈k〉s‖kf‖1−θL1
6 ‖f‖θL1
∥∥∥〈k〉(s+2θ)‖kf‖1−θL1
∥∥∥
l
1
1−θ
∥∥∥〈k〉−2θ∥∥∥
l
1
θ
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6 Cθ‖f‖θL1
∥∥∥〈k〉 s+2θ1−θ ‖kf‖L1∥∥∥1−θ
l1
6 Cθ‖f‖1−θ
Ms
+
1,1
‖f‖θL1 ,
where s+ = s+2θ1−θ .
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