). Hence the condition Cov(Xi, X n ) = (9(~~) seems to be necessary for the empirical central limit theorem.
Yu [15] was the first to prove an ECLT for stationary associated sequences. He supposed that Next Shao and Yu [ 13] weakened condition (3) . Their [6] , if
Recall that the fi-di convergence of Gn needs the mixing condition oo. Hence condition (8) is nearly optimal. It is interesting to compare mixing and association. We note first that an important property of associated random variables is that noncorrelation implies independence (see e.g. Newman [9] ); the only alternative frame for this to hold is the Gaussian one. This means that one may hope that dependence will appear in this case only through the covariance structure, and also justifies the study of such processes: indeed a covariance is much easier to compute than a mixing coefficient. Unfortunately, a main inconvenience of mixing is that there are only few mixing models for which the mixing coefficients can be explicitly evaluated. Examples of such models are linear processes, that we intend to focus on in this paper. [ 12] ).
Up to our knowledge, there are no conditions yielding the mixing property for non-causal linear sequences of the set ,C2 (a, ~) (cf. Doukhan [5] for a survey of literature about this question).
We note also that association and mixing define two distinct but not disjoint classes of processes; as it is shown by the following examples taken from the class ,C2 (a , ~ ) .
Associated but not mixing sequences. The following example is well known. [13] . The tightness property then holds if we estimate the variance quantities that come from Rosenthal's inequality. Those variance estimates differ from the estimates given in Shao and Yu [13] (cf. Lemma ( 12) and ( 13) guarantee the existence of a bounded density for Xo (cf. Giraitis and Surgailis [8] As it will be seen in the sequel, associated sequences fulfill Assumption A(r).
The following proposition gives a maximal inequality for an arbitrary stationary sequence fulfilling Assumption A(r). This maximal inequality yields the tightness of the empirical process indexed by a suitable class of functions 0. Let us note that the forthcoming maximal inequality requires conditions on the integrability of the bracketing numbers introduced in Definition ( 17)) requires r > 4 (recall that (an ) decreases to 0 at infinity).
In the following subsection, we prove Theorem 1 (Proposition 1 is proved in Appendix A).
Proof of Theorem 1
To prove Theorem 1, we apply Proposition 1 with 0 as defined by (15) . Let [13] ) yield:
The above inequality, together with (24) and Lemma 2, implies :
Therefore, we obtain, noting that r > 4 + and taking the limit in the last inequality, m is fixed, we can therefore choose 8 in such a way that £.
Proof of Lemma 2
The proof of this lemma needs the following preparatory lemma. 
