The paper proposes a Maximum Likelihood Sequence Estimator (MLSE) receiver for satellite communications. The satellite channel model is composed of a nonlinear traveling wave tube (TWT) amplifier followed by a multipath propagation channel. The receiver is composed of a neural network channel estimator (NNCE) and a Viterhi detector. The natural gradient (NG) descent is used for training. Computer simulations show that the performance of our receiver is close to the ideal MLSE receiver in which the channel is perfectly known.
INTRODUCTION
In order to reach high power efficiency, satellite communication systems are equipped with high power amplifiers (HPA), which, unfortunately. cause nonlinear distortions to the transmitted signal. The distortions are particularly significant when multi-level modulation schemes are employed. such as M-QAM (M > 4) modulations [3] . Because of this nonlinear problem, early satellite systems have been restricted to simple (and, therefore. spectrally inefficient) modulation schemes, such as binary phase shift keying (BPSK) modulation, which are less sensitive to the nonlinear problem than spectrally efficient modulation schemes. Moreover, the propagation channel causes frequency-selective multipath fading which generates intersymbol interferences (ISI). This again limits the transmission rates of existing satellite mobile systems. To improve power and spectral efficiencies, researchers have proposed different techniques, at both transmitter and receiver sides [3] .
The paper proposes an MLSE receiver for M-QAM satellite channels equipped with TWT amplifiers. The receiver is composed of a neural network channel estimator (NNCE) and a Viterbi detector. The NNCE is trained using natural gradient (NG) descent [I, 21.
Our receiver is shown to outperform the multi-layer neural network equalizer and the LMS equalizer. Computer simulations show that it performs close to the ideal MLSE receiver (which assumes perfect channel knowledge).
SYSTEM MODEL

Satellite channel Model
The satellite channel model [3] is composed of an onhoard traveling wave tube (TWT) amplifier, followed by a propagation channel which is modeled by an FIR filter H (figure I). The transmitted signal x(n) = r(n)e"[") is M-
The TWT amplifier behaves as a memoryless nonlinearity which affects the input signal amplitude. Its output can then he expressed as:
A ( ) and P(.) are the TWT amplitude conversion ( A M A M ) and phase conversion ( M M ) , respectively. These nonlinear conversions. which are assumed to he unknown to the receiver, have hem modeled in this paper as:
where a, = 2, 4 =I, a p = 4 , p, = 9 . This represents a typical TWT model used in satellite communications [3J. The TWT amplifier gain is defined as:
The TWT hackoff (BO) is defmed as the ratio (in dB) between the signal power at the TWT saturation point and the input signal power: BO = loIog(P"). The TWT behaves as a hard nonlinearity when the BO is small, and as a soft nonlinearity when the BO is high. Finally, the channel output can be G t t e n as:
where n,(n) is a zero-mean white Gaussian noise.
The MLSE receiver is composed of a neural network channel estimator (NNCE) and an MLSE detector. The NNCE perfonns an on-line estimation of the satellite
4"
channel. The estimated channel is provided to the MLSE detector (figure l), which gives an estimation of the hansmitted symbol using a Viterbi detector [3].
Neural Network Channel Estimator (NNCE)
The neural network channel estimator (NNCE) is composed of a memnryless neural network followed by an adaptive linear filter Q (figures 1-2). The NN aims at identifying the TWT transfer function; while the adaptive filter Q aims at identifying the linear part of the system (i.e., filter H). The memoryless NN consists of two sub-networks called NNG and NNP (figure 2), each of them has M (realvalued) neurons in the first layer and a scalar output. NNG aims at identifying the amplifier gain, while NNP aims at identifying the phase conversion. Therefore, by using this structure, we aim at obtaining direct estimation the amplitude and phase nonlinearities. The two sub-networks have the same input which is the amplitude of the transmitted symbol, (i.e., r(n) = lx(n)l), in the case of training sequence (TS) mode; or the amplitude of the detected symbol (i.e., ;(n) = Ii(n)l), in the case of decision-directed (DD) mode. In the paper we derive the algorithm for the TS mode (for the DD mode, <(n) should be used as input).
The output of the neural network is expressed as:
(r(n))e'"p(r(n)) (4) ",(r(n)) = C c , , f ( w , , r ( n ) + b , , )
where: The adaptive
Finally, the output of Q is given by: s ( n ) = Q ' U ( n ) , where:
The system parameter vector will be denoted by 8, which includes all parameters to be updated, i.e., subnetwnrk NNG, subnetwork NNP, and filter Q weights: Indexes R and I refer to the real and imaginary parts, respectively. We use a gradient descent algorithm to minimize this cost function. The ordinary gradient is the steepest descent direction of a cost function if the space of parameters is an orthonormal coordinate system. It has been shown [l] that, in the case of multi-layer neural nets, the steepest descent direction (or the natural gradient) of the loss function is actually given by:
where G-' is the inverse of the Fisher information matrix -Therefore, the neural network weights will be updated as follows:
where p is a small positive constant, and where v,,,,J(n) = e,(n)v,,.,e,(n) + e,(n)v,,,,e,(n)
voc.,J(n) = G -' ( 4 V o ( n ) J ( n ) , (9)
represents the ordinary gradient of J(n) with respect to
The expression of the ordinary gradient is not detailed because of the limited space, it can be found in [4].
Note that the classical (ordinary gradient descent) backpropagation (BP) [5] algorithm corresponds to the case where G equals the identity matrix. The calculation of the expectation in the expression of G requires the probability distribution of the inpot x(n).
which is unknown in most cases. Moreover, the inversion of G is computationally costly when the number of neurons is large. To obtain directly G-' we use a Kalman filter techniaue 121:
(10) where V,(,,s(n) is the ordinary gradient of s(n) with respect to vector B(n) lbis equation involves an updating rate E,. When E, is small, this equation can be approximated by:
G-'(n) = (1 + E~) G -' ( n ) -~~G -' ( n ) v o s ( v~s ) ' G -' ( n ) . (11)
A search-and-converge schedule will be used for&,, in order to obtain a good tradeoff between convergence speed 
_ .
r&o r such that small n corresponds to a 'search' phase ( E , is close to E~) , and large n corresponds to a 'converge'
phase ( E , is equivalent to C, / n for large n). E~, C, and
As can be seen in these equations, the NG descent is applied to the adaptive filter Q and to the sub-networks, r are positive real constants.
since vector 0 includes all adaptive parameters.
SIMULATION RESULTS
This section presents computer simulations to illustrate the perfonnance of the adaptive NN MLSE receiver. The transmitted signal was 16-QAM modulated. The amplifier BO was fixed to 2.55 dB.
In the simulations below. the unknown propagation channel was assumed to have two paths: H=[I 0.31' (corresponding to the case of a frequency-selective slow fading channel).
The following parameters have been taken for the NG algorithm: { I = 0.005 , and E" = 0.005. c, = 1 and r=70.000. Each sub-network was composed of M=5 neurons. Viterbi decoding block contained 1 training symbol and 9 information symbols. The receiver was trained using a training sequence of 3.000 transmitted symbols, after which the decision directed mode was activated. 6 ). Note that, concerning the identification of the channel filter by Q, the latter has converged to a scaled version of H. The scale factor is equal to 1.84 (resp. 1.71) for the NG algorithm (resp. BP algorithm). This scalar factor is compensated by subnetwork NNG which controls the gain. The NG algorithm yielded better M A M and A W M approximation than the BP algorithm. This is because the NG algorithm has better capabilities to escape From local minima [I] . It is worth to note that, since we used 16-QAM modulation, the TWT characteristics are expected to be better approximated around the 3 possible amplitudes of the 16-QAM constellation. as shown in figures 5 and 6. Our NG MLSE receiver has been compared to two equalizers which have been proposed previously in the literature, the multilayer NN equalizer (trained with BP), and the LMS equalizer 151. The LMS filter was composed of 10 weights. The NN equalizer was composed of a linear filter Q' (with 10 weights) followed by a two-layer niemoryless neural networh, with 5 neurons in the real part and imaginary part, respectively. The filter aims at reducing 1S1, while the meinoryless NN aims at overcoming the nonlinear distortions. The same learning rate ( p = 0.005 ) has been used for the two equalizers. Our NG MLSE outperforms the other receivers (figure 7) in terms of bit error rate (BER). For example, for a BER of IO-', it gives SNR gains of 2 dB. 5 dB. and 7.5 dB over the BP MLSE, NN equalizer and LMS equalizer, respectively. The NG MLSE receiver has DER performance which is close to that of the ideal MISE in which the channel is assumed perfectly known. This is justified since the different parts of the channel have been well identified, in particular at the 16-QAM constellation points.
CONCLUSION
In this paper we have proposed an adaptive MLSE receiver based on a neural network channel estimator and a Viterbi detector. This structure was applied to 16-QAM transmission over nonlinear satellite channels with memory. The Natural-Gradient descent has been used to update the neural network weights. The proposed algorithm was shown to outperform the BP algorithm and classical equalizers such as the multi-layer neural network and the LMS equalizers. Simulation results have shown that the BER performance of our receiver is close to that of an ideal MLSE receiver in which the channel is perfectly known. 
