Abstract. Given sets Φ 1 = {φ 11 , . . . , φ 1u(1) }, . . . , Φz = {φ z1 , . . . , φ zu(z) } of boolean formulas, a formula ω follows from the conjunction
Foreword
Throughout, boolean formulas are strings on the alphabet {X , | , ¬ , ∧ , ∨, ) , ( }, as given by the usual syntax of propositional logic. Strings of the form X|, X||, . . . The problem introduced in the abstract is the special case of the Stable Consequence problem for Φ 1 = {¬ω} and e 1 = 0. The complementary problem also generalizes the decision version of the Maximum Satisfiability problem. Its significance will be discussed in Section 6.
In Section 5 (Theorem 5.2 and Corollary 5.3) we construct a polynomial time reduction ρ of the Stable Consequence problem to the consequence problem in Lukasiewicz infinite-valued logic L ∞ . Specifically, every instance I = (Φ 1 , . . . , Φ k ; e 1 , . . . , e k ) of the Stable Consequence problem is transformed by ρ into a pair ρ(I) = (θ, φ) of L ∞ -formulas in such a way that I belongs to the Stable Consequence problem iff φ is a consequence of θ in L ∞ . All preliminary material on L ∞ -consequence is collected in Section 2. Building on Sections 3 and 4, Proposition 5.1 explains how the numerical parameters e i are incorporated into formulas of L ∞ .
Letting v I be the number of distinct variables in I, and |I| be the length (i.e., the number of occurrences of symbols) of I, it turns out that |ρ(I)| < c · v I · |I|, for some constant c independent of I. Further, I and ρ(I) have the same variables. A self-contained proof of the coNP-completeness of the consequence problem in L ∞ in finally obtained in Corollary 5.4.
This strengthens [1, Theorem 9.3.4] , as well as [4, Theorem 18.3] , and solves Problem 5.3 in [2] .
We refer to [1, §4] for background on Lukasiewicz propositional logic L ∞ , and to [3, §7] for polynomial time reducibility and NP-completeness.
Consequence in infinite-valued Lukasiewicz logic
To efficiently write down L ∞ -formulas it will be convenient to use the richer alphabet { X, |, ¬, ⊙, ⊕, ∧, ∨, ), ( }. The symbols ¬, ⊙, ⊕ are called the negation, conjunction, and disjunction connective, respectively. We call ∧ and ∨ the idempotent conjunction and disjunction. As shown in [1, (1.2), 1.1.5], the connective ⊙, as well as the idempotent connectives are definable in terms of ¬ and ⊕, in the sense of (3)-(5) below. Following [1, (4.1)], we write α → β as an abbreviation of β ⊕ ¬α.
To increase readability we assume that the negation connective ¬ is more binding than ⊙, and the latter is more binding than ⊕; the idempotent connectives ∨ and ∧ are less binding than any other connective.
For each n = 1, 2, . . . , we let FORM n denote the set of formulas ψ(X 1 , . . . , X n ) whose variables are contained in the set {X 1 , . . . , X n }. More generally, for any set X of variables, FORM X denotes the set of formulas whose variables are contained in X . For each formula φ we let var(φ) be the set of variables occurring in φ.
For any formula φ ∈ FORM n and integer k = 1, 2, . . . , the iterated conjunction φ k is defined by
The iterated disjunction k φ is defined by
and, for the derived connectives ⊙, ∨, ∧,
We denote by VAL n the set of valuations of FORM n . More generally, for any set X of variables, VAL X denotes the set of valuations V :
The non-ambiguity of the syntax of L ∞ is to the effect that each V ∈ VAL n is uniquely determined by its restriction to {X 1 , . . . , X n }. Thus for every point
n there is a uniquely determined valuation V x ∈ VAL n such that
Conversely, upon identifying the two sets [0, 1] n and [0, 1] {X1,...,Xn} , we can write
For any set Φ ⊆ FORM X and V ∈ VAL X we say that V satisfies Φ if V (ψ) = 1 for all ψ ∈ Φ. A formula φ is a tautology if it is satisfied by all valuations V ∈ VAL var(φ) . Proposition 2.2. For all n = 1, 2, . . . and θ, φ ∈ FORM n the following conditions are equivalent:
(i) Every valuation V ∈ VAL n satisfying θ also satisfies φ. In other words, φ is a semantic L ∞ -consequence of θ;
(ii) For some integer k > 0 the formula θ k → φ is a tautology. (Notation of (1)).
(iii) For some integer k > 0 the formula
is a tautology.
(iv) For some integer k > 0 there is a sequence of formulas χ 0 , . . . , χ k+1 such that χ 0 = θ, χ k+1 = φ, and for each i = 1, . . . , k + 1 either χ i is a tautology, or there are p, q ∈ {0, . . . , i − 1} such that χ q is the formula χ p → χ i .
(v) For some integer k > 0 there is a sequence of formulas χ 0 , . . . , χ k+1 such that χ 0 = θ, χ k+1 = φ, and for each i = 1, . . . , k + 1 either χ i is a tautology in FORM n , or there are p, q ∈ {0, . . . , i − 1} such that χ q is the formula χ p → χ i . In other words, φ is a syntactic L ∞ -consequence of θ.
Proof.
(ii)⇔(iii) is promptly verified, because the two formulas (7) and
, arguing by induction on k, one verifies that φ can be obtained as the final formula χ k+1 of a sequence χ 0 , . . . , χ k+1 as in (v), which only requires the assumed tautology (7).
We write θ ⊢ φ if θ and φ satisfy the equivalent conditions above, and we say that φ is an L ∞ -consequence of θ without fear of ambiguity.
An instance of the L ∞ -consequence problem is a pair of formulas (θ, φ). The problem asks if φ is an L ∞ -consequence of θ.
3.
The functionφ associated to an L ∞ -formula φ Proposition 3.1. To every formula φ = φ(X 1 , . . . , X n ) ∈ FORM n let us associate a function, denoted φ : [0, 1] n → [0, 1], via the following inductive procedure: for all
Then generalizing (6) we have the identitŷ
Proof. Immediate by Definition 2.1, arguing by induction on the number of connectives in φ. It should be noted that the definition ofφ relies on the non-ambiguity of the syntax of L ∞ . (1)- (2)).
Proof. Let ξ e be the L ∞ -formula X e ↔ ¬X, and Thus, ξ e (y) = 1 iff ey − e + 1 = 1 − y iff y = e e+1 . In other words, a valuation satisfies X e ↔ ¬X iff it evaluates X to e e+1 . Similarly, letting χ e be the formula X ↔ ¬ e X we obtain χ e (y) = ξ e (1 − y), whence χ e (y) = 1 iff ξ e (1 − y) = 1 iff 1 − y = e e+1 iff y = 1 e+1 . Thus a valuation satisfies X ↔ ¬ e X iff it evaluates X to 1 e+1 . Summing up, by (4)-(5), a valuation satisfies
The ‡-transform of a boolean formula
As the reader will recall, every boolean formula ψ in this paper is constructed from the variables only using the connectives ¬, ∨, ∧. A boolean formula is said to be in negation normal form if the negation symbol can only precede a variable. Any boolean formula ψ can be immediately reduced into an equivalent formula ψ † in negation normal form by using De Morgan's laws to push negation inside all conjunctions and disjunctions, and eliminating double negations. The same variables occur in ψ and ψ † . Further, the number of occurrences of variables in ψ is the same as in ψ † .
Definition 4.1. Let ψ = ψ(X 1 , . . . , X n ) be a boolean formula. We denote by ψ ‡ the formula in Lukasiewicz logic L ∞ obtained from ψ by the following procedure:
-write the negation normal form ψ † , and for each i = 1, . . . , n, -replace every occurrence of ¬X i in ψ † by the formula X i ∨ ¬(X i ⊙ X i ), -and simultaneously replace every occurrence of the non-negated variable X i by the formula
In other words, the ‡-transform ψ ‡ of ψ is the L ∞ -formula defined by:
and by induction on the number of binary connectives in ψ † , W : {boolean formulas in the variables X 1 , . . . , X n } → {0, 1}, let w ∈ {0, 1} {X1,...,Xn} = {0, 1} n be the restriction of W to the set {X 1 , . . . , X n }. Then for every boolean formula ψ(X 1 , . . . , X n ) and e = 2, 3, . . . we have:
W does not satisfy ψ iff ψ ‡ (w e ) = e e + 1 .
Proof. Our assumption about e ensures that 0 e < 1 e . For each variable X we first prove (see Fig. 1 ):
(i)-(ii) By (8), for all y ∈ [0, 1] we can write X ‡ (y) = max( ¬X(y), X ⊕ X(y)) = max (1 − y, min(1, 2y) ). Thus,
(iii)-(iv) Again by (8), we can write ¬X ‡ (y) = max( X(y), ¬(X ⊙ X)(y)
Having thus settled (i)-(iv), the proof now proceeds by induction on the number b of binary connectives in ψ † , the equivalent counterpart of ψ in negation normal form. 
Conversely,
W does not satisfy ψ iff either σ or τ is not satisfied by W iff either σ ‡ (w e ) = e e + 1 or τ ‡ (w e ) = e e + 1 , whence ψ ‡ (w e ) = min( σ ‡ (w e ), τ ‡ (w e )) = e e + 1 .
The case ψ † = σ ∨ τ is similar.
Main results
The incorporation into L ∞ -formulas of the numerical parameters of the Stable Consequence problem relies on the following:
Proposition 5.1. For Φ = {φ 1 , . . . , φ u } a finite set of boolean formulas in the variables X 1 . . . , X n , let the integers d and e satisfy the conditions 0 ≤ d < u and e ≥ max(2, d). Then the following conditions are equivalent:
(i') Every subset Φ ′ of Φ obtained by deleting up to d elements of Φ is unsatisfiable.
(ii) For each valuation V ∈ VAL n such that V (X i ) ∈ 
Proof. (i)⇔(i') is trivial. (i') ⇒ (ii) Let V be a counterexample to (ii). Since for all
, upon identifying the restriction V |{X 1 , . . . , X n } with the point
for a unique boolean valuation W of the set boolean formulas ψ(X 1 , . . . , X n ). Since (ii) fails for V , by definition of the implication connective in L ∞ we can write
, e e + 1 = e e + 1 we obtain by (1) and (3)
Our assumption about V is to the effect that V u j=1 φ ‡ j is an integer multiple of 1 e+1 , whence by (10)
and by Definition 4.1,
, 1 , for all j = 1, . . . , u.
Thus by (11) 
n be (identified with) the restriction of Y to the set of variables {X 1 , . . . , X n }. Let U ∈ VAL n be the valuation uniquely determined by the stipulation
Then U satisfies the hypothesis of (ii),
, e e + 1 for all i = 1, . . . , n, whence by (1) and (3),
Since Y satisfies Φ ′ , from Proposition 4.3 we get
Thus,
and, by definition of the → connective, (ii) fails.
Theorem 5.2. Let n and k be integers > 0. For each i = 1, . . . , k let Φ i = {φ i1 , φ i2 , . . . , φ iu(i) } be a finite set of boolean formulas in the variables X 1 , . . . , X n . Also let the integer e i satisfy 0 ≤ e i < u(i). Then the following conditions are equivalent:
(ii) In infinite-valued Lukasiewicz logic L ∞ , letting e = max(2, e 1 , . . . , e k ) and recalling the notation of (1)- (2), we have
Proof. Immediate from Propositions 2.2 and 5.1, using the characterization in Proposition 3.2 of all valuations satisfying
A problem Q is said to be in coNP if its complementary problem is in NP. If, in addition, every problem in coNP is reducible to Q in polynomial time, then Q is coNP-complete.
Corollary 5.3. Fix integers n, k > 0.
(i) For any instance I = {φ 11 , . . . , φ 1u(1) }, . . . , {φ k1 , . . . , φ ku(k) }; e 1 , . . . , e k of the Stable Consequence problem in the variables
where e = max(2, e 1 , . . . , e k ). Then ρ reduces in polynomial time the Stable Consequence problem to the L ∞ -consequence problem.
(ii) There is a constant c such that
for all n and I.
(iii) The Stable Consequence problem is coNP-complete.
Proof. (i) By Theorem 5.2, ρ(I) belongs to the L ∞ -consequence problem iff I belongs to the Stable Consequence problem. Trivially, ρ is computable in polynomial time.
(ii) These inequalities follow by direct inspection of the two formulas in (i). With reference to the notational conventions (1)- (2), it should be noted that we do not have in L ∞ an exponentiation connective for ψ e , nor a multiplication connective for e ψ making |ρ(I)| proportional to |I|.
(iii) In order to show that an instance
does not belong to the Stable Consequence problem, for each i = 1, . . . , k one must guess a set ∆ i ⊆ Φ i with e i elements, and a boolean valuation that simultaneously satisfies the conjunction of all formulas in (
Thus the Stable Consequence problem is in coNP.
The desired coNP-completeness result now easily follows, since the the Stable Consequence problem contains the Unsatisfiability problem-the prototypical coNP-complete problem. Instances I of the Unsatisfiability problem are those with k = 1 and e 1 = 0. Proof. In the light of Corollary 5.3 there remains to be proved that the L ∞ -consequence problem is in coNP. So let (θ, φ) be an instance of the L ∞ -consequence problem, for some φ, θ ∈ FORM n . Let L = {l 1 , . . . , l u } be a set containing the linear pieces ofφ. L can be easily obtained by induction on the number j ′ of connectives occurring in φ. The same induction shows that the maximum a ′ of the absolute values of the coefficients of l 1 , . . . , l u satisfies the inequality a ′ ≤ j ′ + 1 (actually, negation connectives have no effect on the value of a). Let similarly M = {l u+1 , l u+2 , . . . , l v } be a set containing the linear pieces ofθ. Letting j ′′ be the number of connectives in θ, the absolute value a ′′ of the coefficients of all l i ∈ M is bounded by j ′′ + 1. Denoting by a the maximum of the absolute values of the coefficients of every l i ∈ L ∪ M, we can write
For each permutation φ of the index set {1, . . . , v} we have a (possibly empty) compact convex polyhedron
By construction, bothθ andφ are linear over P π . Now letting π range over all possible permutations of {1, . . . , v}, the family of P π and their faces will constitute what is known as a polyhedral complex on [0, 1] n . In other words, the union of the P π is [0, 1] n , and any two polyhedra intersect in a common face. By Propositions 2.2 and 3.1, θ φ iffφ does not constantly take value 1 over θ −1 (1) iff there is a permutation π and a vertex x of P π such thatθ(x) = 1 and φ(x) < 1. Such x is a rational point
obtained by intersecting n + 1 linear functions l i ∈ L ∪ M . In other words, for the calculation of x one must solve a system of n linear equations in the n unknowns x 1 , . . . , x n , where the coefficients of each equation are integers ≤ a as in (12). Then a routine computation using Hadamard inequality shows that the denominator b of x satisfies the inequality
for some fixed polynomial p, independent of the pair (θ, φ). Writing now each coordinate a i /b of x as a pair of integers in decimal, or in binary notation, we conclude that the length of x is bounded by q(|(θ, φ)|), for some polynomial q, also independent of (θ, φ).
Summing up, the following is a non-deterministic polynomial time decision procedure for θ φ:
-Guess such short rational x ∈ [0, 1] n and, proceeding bottom-up throughout the parsing trees of θ and φ, -Quickly verify thatθ(x) = 1 andφ(x) < 1.
We have thus proved that the L ∞ -consequence problem is in coNP, as required to complete the proof.
Concluding remarks
Suppose the evidence at our disposal to draw a certain conclusion ω in boolean logic rests upon a set Θ = {φ 1 , . . . , φ m } of boolean formulas. Suppose some formulas in Θ are dubious, but removal of the set ∇ ⊆ Θ of all dubious formulas would dash all hopes to derive ω from Θ\∇. Then Θ must be looked at with the keener eyesight provided by infinite-valued Lukasiewicz logic.
Letting ∆ = Θ \ ∇, any integer e = 0, . . . , card(∇) − 1, determines an instance J e = (∆ ∪ {¬ω}, ∇; 0, e) of the Stable Consequence problem, together with its associated pair ρ(J e ) = (θ e , φ e ) of L ∞ -formulas. While e measures no individual property of formulas in ∇, it makes perfect sense to ask whether ω invariably follows from ∆ ∪ ∇ ′ , for each set ∇ ′ ⊆ ∇ obtained by randomly expunging up to e formulas of ∇. By Theorem 5.2, the condition θ e ⊢ φ e holds iff a fraction 0 ≤ e card(∇) < 1 of dubious formulas can be randomly removed without prejudice to our deduction of ω from ∆ and the rest of ∇ in boolean logic. Generalizing the Maximum Satisfiability problem, let e * be the largest integer e such that θ e ⊢ φ e . If we strongly doubt about ∇ then e * card(∇)
should be close to 1, meaning that ω can be safely obtained even if we randomly dismiss most formulas of ∇. On the other hand, when the formulas in ∇ are almost as sound as those in ∆, we can afford a small value of e * card(∇)
, telling us that almost all formulas in ∇ are necessary to draw ω.
Binary search yields such e * after checking θ e ⊢ φ e for only O(log 2 (card(∇))) different values of e. Any such instance of the L ∞ -consequence problem translates into purely logical terms the imprecisely stated problem whether the deduction of ω in boolean logic essentially, inessentially, substantially, marginally, critically, . . . relies on ∇.
