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Abstract
Anomaly detection aims to identify rare events that deviate remarkably from existing data. To satisfy real-world appli-
cations, various anomaly detection technologies have been proposed. Due to the resource constraints, such as limited
energy, computation ability and memory storage, most of them cannot be directly used in wireless sensor networks
(WSNs). In this work, we proposed a hierarchical anomaly detection framework to overcome the challenges of anomaly
detection in WSNs. We aim to detect anomalies by the accurate model and the approximated model learned at the re-
mote server and sink nodes, respectively. Besides the framework, we also proposed an approximated local outlier factor
algorithm, which can be learned at the sink nodes. The proposed algorithm is more eﬃcient in computation and storage
by comparing with the standard one. Experimental results verify the feasibility of our proposed method in terms of both
accuracy and eﬃciency.
c© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Janet Light, William McIver,
Jr., Marco Avvenuti, and Stefano Abbate.
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1. Introduction
Large number of spatially distributed, small, low-cost sensor nodes with one or more sink nodes col-
lecting readings of sensor nodes comprise a wireless sensor network (WSN). These autonomous sensors
monitor physical or environmental conditions, such as heat, temperature, etc. and cooperatively send the
readings to the sink nodes. The WSNs, which are widely used in personal, industry, business and military
domains, provide ﬁne-grained real-time data about the physical world. By given such abundant data, many
data mining or machine learning methods have been applied to make intelligent decisions for the applica-
tions in WSNs continuously and automatically [1, 2, 3]. However, the sensors in WSN are often low cost
and poor quality ones which make anomalies by various reasons, such as sensor malfunction, sensor fault,
or compromised sensor. For those intelligent systems, few anomalous data might lead to a biased model,
which makes improper decisions and causes unexpected costs. Thus, how to design an anomaly detection
mechanism for protecting the systems in WSNs has drawn attentions from researchers [4].
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The existing anomaly detection techniques can be categorized as supervised, semi-supervised and un-
supervised methods based on the availability of pre-deﬁned data [5]. Supervised and semi-supervised ap-
proaches are required labeled data as normal data or anomalies in the training phase. One should note that the
pre-classiﬁed data is neither always available nor easy to be obtained in real world. In contrast, the unsuper-
vised approaches require no labeled data for the training. The main idea of unsupervised anomaly detection
methods is using a certain criteria for proﬁling normal behavior, such as the nearest neighbor based, spec-
trum based and clustering based approaches [6, 7, 8]. It is worth noting that most of them are designed
for batch learning and with high computational complexity and memory consumption. All the constraints
inhibit the progress on anomaly detection techniques in WSN. To satisfy the demands of anomaly detection
in WSNs, we introduce a hierarchical framework to provide detection models with diﬀerent computational
complexities for sink nodes and the remote server. For the detection model at sink nodes, we proposed an ap-
proximated local outlier detection (LOF) [9], which is unsupervised and lightweight by comparing with the
exact ones. In our approximated LOF, the hamming distance is used to represent the similarities of diﬀerent
instances, and the computational complexity and memory consumption can be signiﬁcantly reduced. It can
work well directly on the sensors and save energy consumption. Speciﬁcally, our technical contributions in
this paper are as follow:
• We provide a hierarchical framework for anomaly detection in WSNs, in which data are pre-processed
in the sensors before transmit to remote sever. This framework is proven to be more energy-eﬃcient
and more accurate than state-of-the-art algorithms.
• We introduce a novel LOF-based algorithm for detecting anomalies eﬃciently. Locality sensitive
hashing is introduced to provide a compact and eﬀective representation for the collected data.
• We present experimental results that show the capability and the performance of anomaly detection,
and also verify that our algorithm is more eﬃcient than the standard LOF algorithm. We conclude that
our proposed hierarchical framework and the improved LOF algorithm are practical for the real-world
applications in WSNs.
2. Related Work
Many previous studies on anomaly detection are conducted in the ﬁeld of classiﬁcation. Most of them
base on the premise that the training data can be classiﬁed as normal or abnormal ones. The classiﬁcation
based methods model the labeled data to obtain a classiﬁer, and then use the classiﬁer to label the test data
[10, 11, 12, 13]. A key drawback of classiﬁcation-based methods is the requirement of the pre-labeled data,
which are not always available in WSNs.
Statistic based anomaly detection approaches such as [14, 15, 16] etc. are also popular. Most of them
assume that normal data instances appear in high probability region while anomalies appear in low proba-
bility region. The statistical techniques conclude a statistical model by the given data set, usually for normal
behavior, and use the model to identify the unseen data instance. However, it is diﬃcult to get an accurate
reference distribution model in real world.
Clustering based methods are also widely used in anomaly detection [17]. Clustering is originally in-
troduced in grouping similar data instances into clusters, such as K-means, DBSCAN, and GMM [18].
Normal data instances belonging to large and dense clusters is the assumption of the clustering based meth-
ods [19, 20, 21, 22]. In contrast, anomalies either belong to small or sparse clusters. However, the standard
clustering based anomaly detection methods, which is originally designed for clustering, usually ignore the
density of diﬀerent clusters. Besides, the distribution of clusters might not be known easily in the online
setting.
Another attracting approaches on anomaly detection are nearest neighbor based approaches, which are
based on the assumption that normal data locate in dense region while anomalies locate in sparse region.
These approaches can be grouped into two categories: using distance to kth nearest neighbor and using
relatively density. In the former approach, the anomaly score of a data instance is computed as the sum of
its distance from nearest k nearest neighbors [23]. In [9], the authors presented a local density based anomaly
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Fig. 1. Framework of Anomaly Detection System
detection approach, called local outlier factor (LOF), to compute the densities of the given data instances as
their anomaly degrees. However, all these methods need to ﬁnd k nearest neighbours by computing all the
Euclidean distances between each two instances. The high computation and memory cost make the training
phase become impractical on sensors. Instead, we proposed an approximated LOF with low computation
and storage cost to satisfy the resource constraints on sensors.
3. Our Proposed Hierarchical Anomaly Detection
3.1. The Framework
The majority of the existing anomaly detection methods in WSN [7] are designed to collect raw data
from sensors, and identify anomalies in the remote server. Analyzing data at the powerful remote sever, in
which complicated models can be applied, provides a more accurate detection model. If there is an anomaly,
the remote server then sends messages back to conduct the sensors. However, performing data transmission
(i.e., receiving messages from the remote sever) frequently will cost much energy consumption for the sink
nodes. It is also worth noting that learning the model at the remote server will be less adaptive to the
changing environment, which widely happens in WSNs.
For energy-eﬃcient and instantaneity, we design a hierarchical anomaly detection system showing in
Fig. 1. The lightweight detector runs at the sink sensor while the more accurate model is learned at the
remote server. The remote server can be a server in the cloud with high computation and huge storage ca-
pacities. It receives data from the sink sensors and periodically processes these data using accurate anomaly
detection models such as Gaussian mixture model which is used in our experiment. For our lightweight
detector at the sink node, it is learned by limited instances information. By taking the advantage of the local
density based anomaly detection methods, we proposed an approximated LOF as the lightweight detector.
Thus, we fuse the clustering based and local density based methods in our framework. Experiments on
diﬀerent datasets verify the eﬀectiveness of our framework for anomaly detection tasks.
3.2. Our Proposed Approximated Local Outlier Factor
As mentioned in related work, LOF is an anomaly detection based on the local density estimation. It
can be summarized as three steps. Firstly, compute the reachability distance of an object p with regarded
to object o. Secondly, compute the local reachability of an object p. Finally, compute local outlier factor
of object p. [9] describes the algorithm in detail. In the ﬁrst step, it requires high computational cost for
estimating reachability distance by Euclidean distance, especially for those data in high dimensional space.
To avoid the high computation and storage cost, we project the instances into binary vectors with ﬁxed
bits using local sensitive hashing (LSH) [24]. The LSH algorithm is widely used in similarity search and
nearest neighbor search [24, 25]. LSH algorithm commits to reduce the dimensionality for high dimen-
sion data. Projected into the low dimensional subspace, similar data instances fall into the same bucket
in a high probability via many rounds of hashing. All the applications use Euclidean distance to ﬁnd the
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Algorithm 1: Modiﬁed local sensitive hashing
1 Input: dataset A, hashBitCount
2 Output: hash table T
3 Randomly choose one dimension from A for hashBitCount times to generate vector rd
4 Compute a weight vector w by choose the maximum value of each dimension
5 Generating weight coeﬃcient vector t according to rd and w, t = unifrnd(0,1,1,hashBitCount) .* w[rd]
6 Generating binary vector v = A(:, rd) ≤ repmat(t, size(A, 1), 1)
7 Insert the binary vectors into the hash table T
Algorithm 2: Back end anomaly detection.
1 Input: dataset A, cluster number k, n
2 Output:parameters Param, hash table T
3 while triggered do
4 Get the instances number and dimensions of A
5 Get the max values of each dimension of A, dimmax.
6 Estimate Gaussian mixture parameters obj
7 Set a ﬁxed bits number hashBitCount of the binary sequence obtained by hash functions
8 Generate Param using obj, hashBitCount, dimension, n, and dimmax.
9 Randomly choose n instances from dataset A.
10 Process n instances by converting each into a binary vector with modiﬁed LSH.
11 Construct hash table T.
12 Send Param and T to the front end.
13 end
nearest neighbor in the same bucket which still keeps the high computation complexity and memory con-
sumption. In this paper we modiﬁed the original LSH algorithm to make it suitable for WSN scenarios. We
introduce a weight coeﬃcient vector to outline the diﬀerences between dimensions. Further more, we use
Hamming distance instead of Euclidean distance to cut down computation complexity. Details are shown in
Algorithm 1.
In our work, we project instances into binary vectors with ﬁxed bits using LSH, and then search its k
nearest neighbors. We assume that the mean of the total distances between instances in the same bucket is d
and the distance between diﬀerent buckets is D. Accordingly, we have
lrd(p) = 1/
(dn1 + D
∑
2≤i≤hashBitCount ini
k
)
(1)
LOF(p) =
( ∑
o∈Nk(p)
lrd(o)
lrd(p)
)
/k =
dnp1 + D
∑
i inpi
dno1 + D
∑
i inoi
/k =
np1 +
D
d
∑
i inpi
no1 +
D
d
∑
i inoi
/k (2)
We replace
D
d
by gap. Supposing the hamming distance between two instances in the same bucket is 1, we
set gap as 2 or higher to simply identify the diﬀerence between the same bucket and diﬀerent buckets. In all
the experiments described below, we set gap as 5. Finally, we sort the LOF to ﬁnd the real anomalies.
In our framework, the sink sensors will maintain N instances projecting to D bits binary vector where
N and D are constants. The parameters of Gaussian mixture model(GMM) generated by the whole dataset
at the remote server will be kept either (see Algorithm 2) . When new instances are arriving, the sink
sensors use the GMM parameters to identify whether the new instances ﬁt the standard model, which we
call ﬁltering process. If the probability of an instance ﬁtting the standard model is lower than the threshold,
the sink sensor will take a deep step into computing the local outlier factor of the instances using N instances.
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Algorithm 3: Front end anomaly detection.
1 Input:Param, T, new dataset P, threshold of anomaly rate Cthresh, threshold of LOF value Lthresh,
threshold of the probability an instance belonging to a distribution model Pthresh
2 Output: LOF value
3 while count < Cthresh do
4 Computing the probabilities prob P belongs to the standard distribution model described by
Param.obj
5 if prob < Pthresh then
6 Convert P into binary matrix v
7 Insert v into hash table T
8 Compute the LOF value of v
9 if LOF > Lthress then
10 count++
11 end
12 end
13 end
14 Call remote server for accurate distribution model parameters
15 Clean up count and T
When the anomaly rate of N instances is larger than a pre-deﬁned threshold, the sink sensors will abort the
N instances information and call remote server for much more accurate distribution model parameters and
another new N instances (see Algorithm 3).
In the end of this subsection, we will discuss the computation and storage complexity of our proposed
LOF algorithm. The computational complexity of the standard LOF algorithm is O(n2), and kd-tree based
structure make the algorithm performances terrible in high dimension situation. Our novel LOF algorithm
uses LSH to reduce the dimensions and makes the retrieve complexity to O(logN). For the storage com-
plexity, the standard LOF algorithm needs to store all the features of diﬀerent observations. Assuming n
observations with d features each and each data consisting of b bits, the storage complexity is O(ndb). While
in novel LOF algorithm, the storage complexity is O(n log n) by projecting each observation into log n bits.
It is obvious that the novel LOF algorithm performs better than the standard one, especially for the high di-
mensional data. As the analysis above, our proposed hierarchical anomaly detection model is computation
and storage saving, which makes it a desirable lightweight anomaly detector in WSN.
4. Experiments
In this section, we design experiments to compare typical outlier detection algorithms introduced in [7],
which can be used as our accurate model in the remote server. Besides, we also evaluate the performance
of our approximated model learned at sink nodes. Finally, we report the results by using our hierarchical
framework. To evaluate these algorithms with a variety of datasets (i.e., varying in size, dimensionality
etc.), we totally use 6 real-world binary classiﬁcation datasets from UCI Machine Learning Repository [26].
Details of each dataset are presented in Table 1. We consider the data from the majority class as normal data
and randomly select 10% data instances from the minority class as outlier samples. All the experiments are
repeated with 5 random trials. For the evaluation of performance, we use the Area Under the Curve (AUC)
[27] as measurement, which is typically used in evaluating anomaly detection methods.
4.1. Experiments on typical outlier detection algorithms
To determine an appropriate detection algorithm at the remote server, we test traditional anomaly detec-
tion algorithms, which include LOF, kmeans, GMM, PCA by Biomed, Ionosphere, Pima, Housing datasets.
As shown in Table 2, GMM (Gaussian Mixture Model) performances most steadily among the algorithms
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Table 1. Description of Datasets
Dataset Balance-scale Biomed Housing Ionosphere Pima Vowel
Size 625 194 506 351 768 528
Features 4 5 13 34 8 10
Table 2. AUC of Typical Algorithms
Dataset LOF kmeans GMM PCA
Biomed 0.8596 0.7966 0.9619 0.9606
Ionosphere 0.9607 0.8696 0.9848 0.9763
Pima 0.6886 0.6330 0.7392 0.7270
Housing 0.5024 0.5939 0.7549 0.7331
on diﬀerent datasets. As a result, we use GMM for computing the accurate reference distribution model at
the remote server. Other algorithms, which are not mentioned in the candidate list, can be also used instead
if they performance better.
4.2. Parameter Settings for Our Approximated LOF
In our approximated LOF, we need to determine several parameters to approximate the LOF model. To
understand how these parameters aﬀect the performance of our method, we conduct experiments on pima
with diﬀerent parameter settings.
Considering the limited storage capacity on sensors, we have to choose N instances from the whole data
to be stored on sensors as references. Larger N brings higher accuracy but also higher storage space and
computation consumption. To achieve an appropriate N, diﬀerent sizes ranging from 10% to 50% of the
instances are tried, as shown in Fig. 2. From the results, we can observe that 30 % of the whole data can
perform well while the selecting of N can be a trade-oﬀ by the user’s preference.
We also need to determine the parameter HashBitCount, which is the bits of binary vectors v as men-
tioned above. Larger HashBitCount helps identify instances more precisely while smaller one gets little
result on clustering. But higher HashBitCount takes more memory consumption. By testing on diﬀerent
settings of HashBitCount, we observe that log(n) as the number of HashBitCount can be an appropriate one,
where n is the number of instances (Fig. 3 shows the result on Pima).
4.3. Experiments on Our Approximated LOF and Hierarchical Model
In this section, we ﬁrst compare our approximated LOF with the standard LOF by ﬁve datasets. Besides,
we also apply the approximated algorithm to the proposed hierarchical model. The AUC scores and ROC
curves are shown in Table 3, Fig. 4 and Fig. 5.
As shown in Table 3, the approximated LOF can achieve competitive AUC scores by comparing with
the standard LOF . In certain cases, our proposed LOF algorithm even outperforms the standard one due to
the dataset composition. It is worth noting that data close to a dense cluster might be identiﬁed easily by the
standard LOF. In contrast, our proposed method can enlarge the outliernesses of the sparse instances (i.e.,
using D in Section 3.1), and give a more discriminative ability for distinguishing normal and anomalous
data. Fig. 4 and Fig. 5 show the detailed ROC curves for the hierarchical model, approximated LOF, and
the standard LOF with Pima and Ionosphere datasets.
In our hierarchical model, we execute the ﬁltering process by GMM before computing the LOF scores
to decrease the computation consumption. In the ﬁltering process, the threshold of probability described in
Algorithm 3 needs to be predetermined. As shown in Table 4, we use 0.0296, 0.0949, 0.2283, 0.4224 and 1
as probability threshold according to the distribution of Biomed. The ﬁltering rate drops down with a higher
threshold, namely more and more instances should be detected by the approximated LOF. In this case, the
computation loads will be increased for the detection procedure. That is, it is a trade-oﬀ for the performance
and computational cost. In our experiments (i.e., the results in Table 3), we ﬁrst estimate the probability
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Table 3. AUCs of the standard LOF, our approximated LOF, our propped hierarchical model
Algorithm Balance-scale Ionosphere Vowel Housing Pima
Approximated LOF 0.6841(0.1043) 0.8581(0.0473) 0.6086(0.1977) 0.6179(0.2234) 0.7572(0.0941)
Hierarchical model 0.6977(0.1198) 0.8621(0.0461) 0.6135(0.0937) 0.7059(0.1547) 0.6892(0.0843)
LOF 0.6951 0.9607 0.8781 0.5655 0.6886
of belonging to cluster centers for each instance and then calculate the mean of these probabilities as our
threshold.
5. Conclusion
Finding anomalies is important for many applications. Most of the previous studies on anomaly detection
cannot be directly applied to the applications with resource constraints, such as WSN applications. In this
paper, we design a hierarchical framework, which includes the accurate model and the approximated model,
to reduce the transmission cost by comparing with traditional centralized methods. Furthermore, we also
proposed an approximated LOF utilizing the locality sensitive hashing to reduce the computational costs
and memory requirements. Therefore, compared with other anomaly detection mechanisms, our proposed
framework can achieve satisfactory results while signiﬁcantly reducing computational costs and memory
requirements. Thus, our hierarchical anomaly detection is preferable for WSN applications.
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