The dynamics and oscillatory instabilities of multi-spike solutions to the one-dimensional GrayScott reaction-diffusion system on a finite domain are studied in a particular parameter regime. In this parameter regime, a formal singular perturbation method is used to derive a novel ODE-PDE Stefan problem, which determines the dynamics of a collection of spikes for a multi-spike pattern. This Stefan problem has moving Dirac source terms concentrated at the spike locations. For a certain subrange of the parameters, this Stefan problem is quasi-steady and an explicit set of differentialalgebraic equations characterizing the spike dynamics can be derived and analyzed. By analyzing a nonlocal eigenvalue problem, it is found that this multi-spike quasi-equilibrium solution can undergo a Hopf bifurcation leading to oscillations in the spike amplitudes on an O(1) time-scale. In another subrange of the parameters, the spike motion is not quasi-steady and the full Stefan problem is solved numerically by using an appropriate discretization of the Dirac source terms. In this regime it is shown from full numerical computations and from a linearization of the Stefan problem that the spikes can undergo a drift instability arising from a Hopf bifurcation. This instability leads to a time-dependent oscillatory behavior in the spike locations.
Introduction
The Gray-Scott (GS) system models an irreversible reaction in a gel reactor where the reactor is maintained in contact with a reservoir of one of the two chemical species. In one spatial dimension, it can be written in dimensionless form in the singularly perturbed limit as (cf. [23] , [17] )
Here A > 0 is the feed-rate parameter, τ > 0 is the reaction-time parameter, D > 0 with D = O(1), and ε > 0 with ε 1. The pioneering numerical study of [29] for the GS model in a two-dimensional spatial domain showed that localized spike solutions for this model can exhibit a remarkably diverse range of qualitative behaviors including, self-replication behavior of spikes, breathing instabilities of spikes, spike annihilation behavior due to over-crowding etc. This numerical study has stimulated much theoretical work to analyze and classify the full range of dynamical behavior and instabilities of spike solutions for the more tractable figure: plot of x j versus σ = ε 2 A 2 t. As the slow time σ increases, the spike layers approach their steady state limits at x = ±1/2.
from the full numerical solution of a Stefan-type problem with moving Dirac source terms concentrated at the unknown spike locations. Similar moving boundary problems arise in the study of the immersed boundary method (see [1] and [32] ). The numerical method that we use for our Stefan problem relies on the approach of [32] involving a high-order spatial discretization of singular Dirac source terms. Such high spatial accuracy is needed in our problem in order to accurately calculate the average flux for u at each source point, which determines the speed of each spike. An explicit time integration scheme is then used to advance the spike trajectories each time step. With this numerical approach we compute large-scale time-dependent oscillatory motion in the spike locations when the reaction-time parameter τ 0 exceeds some critical bifurcation value. Although the overall scheme has a high spatial order of accuracy, the explicit time integration step renders our numerical scheme not particularly suitable for studying large-scale drift instabilities over very long-time intervals.
By linearizing the Stefan problem around an equilibrium spike solution, we analytically calculate a critical value of τ 0 at which the equilibrium solution becomes unstable to small-scale oscillations in the equilibrium spike location. This bifurcation value of τ 0 gives the threshold value for an oscillatory drift instability. The result is given in Proposition 4.1. This bifurcation result, based on a linearization of the Stefan problem, agrees with the result derived in [19] using the singular limit eigenvalue problem (SLEP) method of [24] .
The SLEP method has been extensively used to study similar oscillatory drift instabilities that lead to the destablization of equilibrium transition layer solutions for Fitzhugh-Nagumo type systems (cf. [25] , [11] ). With this method, Hopf bifurcation values for the onset of the instability can be calculated and the dominant translation instability, either zigzag or breather, can be identified (cf. [25] ). For spatially extended systems on the infinite line, it is then often possible to perform a centre manifold reduction, valid near the Hopf bifurcation point, to develop a weakly nonlinear normal form theory for large-scale oscillatory drift instabilities (see [9] , [8] and the references therein). In contrast to this normal form theory, we emphasize that our Stefan problem with moving sources provides a description of large-scale oscillatory drift instabilities for values of τ 0 not necessarily close to the Hopf bifurcation point.
Similar Stefan problems with moving Dirac source terms have appeared in a few other contexts. In particular, such a problem determines a flame-front interface in the thin reaction zone limit of a certain PDE model of solid fuel combustion on the infinite line (cf. [28] ). By using the heat kernel, this Stefan problem was reformulated in [28] into a nonlinear integrodifferential equation for the moving flame-front interface. By solving this integrodifferential equation numerically, a periodic doubling cascade and highly irregular relaxation oscillations of the flame-front interface were computed in [28] . For a related Stefan problem arising from solid combustion theory, a three-term Galerkin type-truncation was used in [10] to qualitatively approximate the Stefan problem by a more tractable finite dimensional dynamical system, which can then be readily analyzed. Finally, we remark that in [14] a time-dependent moving source with prescribed speed was shown to prevent blowup behavior for a certain class of nonlinear heat equation.
An outline of this paper is as follows. In §2 we derive the Stefan problem governing spike dynamics in the intermediate regime
In §2.1 we analyze the quasi-steady limit of this problem. In §3 we analyze the stability of the quasi-equilibrium spike patterns of §2.1 in the subregime O(1)
A O(ε −1/3 ). In §4 we compute numerical solutions to the Stefan problem showing large-scale oscillatory drift instabilities in the subregime
. In addition, a critical value of τ 0 for the onset of this instability is determined analytically. Concluding remarks are made in §5.
The Dynamics of k-Spike Quasi-Equilibria: A Stefan Problem
In this section we first derive the ODE-PDE Stefan problem that determines the time-dependent trajectories of the spike locations for (1.1) in the intermediate regime O (1) A O(ε −1/2 ). To do so we first motivate the scalings of u, v, and the slow time that are needed for describing spike dynamics when O(1)
A O(ε −1/2 ). In the inner region, we introduce a scaling such that Auv = O(1), with v = O(A) as suggested by the equilibrium theory of Section 4 of [17] . We also introduce the slow time σ = σ 0 t, with σ 0 1. With v = Av j , u = u j /A 2 , and
where the primes on u j and v j indicate derivatives in y. The equation for u j suggests that u j = u j0 +O(εA 2 ), where u j0 is a constant. This enforces from the v j equation that v j = v j0 + O(εA 2 ), and σ 0 = ε 2 A 2 . Since u j is independent of y to leading order, the left-hand side of the u j equation can be neglected only when σ 0 τ εA 2 /A 2 1. With σ 0 = ε 2 A 2 , this condition is satisfied only when τ ε 3 A 2 1. This simple scaling argument suggests that we expand the solution in the j th inner region as
where u mj = u mj (y, σ) and v mj (y, σ) depend on the inner variable y and the slow time σ defined by
Upon substituting (2.2) into (1.1), and assuming that τ ε 3 A 2 1, we obtain the leading-order problem
At next order we obtain
From (2.3) we take u 0j to be independent of y. The leading-order solution is then written as
where γ j = γ j (σ), referred to as the amplitude of the j th spike, is to be found. Here w(y) satisfies
The unique homoclinic of (2.6) is w = 3 2 sech 2 (y/2). Therefore, from (2.4), we get
Since Lw = 0, the solvability condition for (2.7a) yields that
Integrating the right-hand side of (2.8) by parts twice, and using the facts that w and u 1j are even functions of y, we readily derive that
Upon using the explicit form of w to evaluate the integrals in (2.9) we get
Now consider the outer region defined away from x j for j = 1, . . . , k. Since the term ε −1 uv 2 in (1.1b) is localized near each x = x j , its effect on the outer solution for u can be calculated in the sense of distributions. From (2.2a), and ∞ −∞ w 2 dy = 6, we obtain that
This leads to the outer problem for u(x, σ) given by
with u x = 0 at x = ±1. The matching condition between the inner and outer solutions for u yields
We summarize our asymptotic construction as follows:
with u x (±1, σ) = 0. Here σ = ε 2 A 2 t is the slow timescale, and x j (σ) is the center of j th spike. We observe that (2.13a) is a heat equation with singular Dirac source terms, and that (2.13b) become explicit ODE's only when we can determine u x (x ± j , σ) analytically. Finally, the constraints in (2.13c) implicitly determine the spike amplitudes γ j (σ), for j = 1, . . . , k.
Multi
We suppose that τ ε −2 A −2 so that u in (2.13a) is quasi-steady. With this assumption, we readily calculate from (2.13a), together with u x = 0 at x = ±1, that
(2.14)
Here θ ≡ D −1/2 and u = 1 − g j at x = x j . From this solution we calculate u x as x → x ± j , and we impose the required jump conditions [Du x ] j = 6γ j for j = 1, . . . , k as seen from (2.13a).
This leads to the following matrix problem 15) where the matrices B and Γ and the vectors g and e are defined by
The matrix entries of B are given explicitly by
Next, we write the constraint (2.13c) in matrix form as
Upon combining (2.18) and (2.15), we obtain that γ = (γ 1 , . . . , γ k ) t is given by
Since Γ −1 depends on γ, (2.19) is a nonlinear algebraic system for the spike amplitudes γ j for j = 1, . . . , k. However, since A 1, we can solve (2.19) asymptotically to obtain the explicit two-term expansion 20) where I is the identity matrix. Here Γ
0 is the inverse of the diagonal matrix Γ 0 defined by
where (Be) j denotes the j th component of the vector Be. Upon using the identity coth µ − cschµ = tanh(µ/2), we can write (2.20) component-wise as
With this approximation, and by noting that Γ −1 ∼
0 for A 1, (2.18) reduces asymptotically to
This asymptotically determines the unknown constants g j for j = 1, . . . , k in (2.14) with an error O(A −4 ).
Next, we derive an explicit form for the ODE's in (2.13b). By calculating u x (x ± j ) from (2.14), we readily derive that x = (x 1 , . . . , x k ) t satisfies
where Q is the tridiagonal matrix defined by
with matrix entries
Finally, by combining (2.24) and (2.18), we obtain the following asymptotic result for the dynamics of k-spike quasi-equilibria:
where w(y) = 3 2 sech 2 (y/2). The corresponding outer approximation for u is given in (2.14) where the coefficients g j in (2.14) for j = 1, . . . , k are given asymptotically in (2.23). For A 1, the spike amplitudes γ j (σ) are given asymptotically in terms of the instantaneous spike locations x j by (2.22a). Finally, the vector of spike locations satisfy the ODE system
27)
The equilibrium positions of the spikes satisfy Γ Q g = 0. In equilibrium, γ j is a constant independent of j, and hence g = ce where c is some constant. Consequently, the equilibrium spike locations satisfy Qe = 0. By using (2.25), this leads to
The leading-order approximation for the ODE's in (2.27) is obtained by using Γ ∼
and g ∼ e + O(A −2 ). With this approximation, which neglects the O(A 2 ) terms, (2.27) reduces to
28)
Oscillatory Profile Instabilities of k-Spike Quasi-Equilibria
We now analyze the stability of the k-spike quasi-equilibrium solution of §2.1 to instabilities occurring on a fast O(1) time-scale. Since the spike locations drift slowly with speed O(ε 2 A 2 ) (cf. (2.27)), in our stability analysis we make the asymptotic approximation that the spikes are at some fixed locations x 1 , . . . , x k . This asymptotic separation of time-scales with "frozen" spike locations allows for the derivation of a nonlocal eigenvalue problem (NLEP) governing fast instabilities.
Let u e and v e be the quasi-equilibrium solution constructed in §2.1. We substitute u(x, t) = u e +e λt η(x) and v(x, t) = v e + e λt φ(x) into (1.1), and then linearize to obtain
We then look for a localized eigenfunction for φ in the form
with φ j → 0 as |y| → ∞. From (3.1a), and upon using v e ∼ Aγ j w and u e ∼ 1/(γ j A 2 ) near x = x j , we obtain on −∞ < y < ∞ that φ j (y) satisfies
Next, we consider (3.1b). Since φ j is localized near each spike, the spatially inhomogeneous coefficients in (3.1b) can be approximated by Dirac masses. In this way, and by using v e ∼ Aγ j w, u e ∼ 1/(γ j A 2 ), and ∞ −∞ w 2 dy = 6, we obtain for x near x j that
Therefore, the outer problem for η in (3.1b) becomes
with
, we obtain the equivalent problem
Next, we calculate η j ≡ η(x j ) from (3.6), which is needed in (3.3). To do so, we solve (3.6a) on each subinterval and then use the jump conditions in (3.6b). This leads to the matrix problem
where the vectors ω and η are defined by ω t = (ω 1 , . . . , ω k ) and η t = (η 1 , . . . , η k ), and where t denotes transpose. The matrix E λ in (3.7) is defined in terms of a tridiagonal matrix B λ by
Here Γ is the diagonal matrix of spike amplitudes defined in (2.16). The matrix entries of B λ are
In (3.9), θ λ is the principal branch of the square root for θ λ ≡ θ 0 √ 1 + τ λ, with θ 0 ≡ D −1/2 . Notice that when λ = 0, B λ = B, where B was defined in (2.16).
Next, we invert (3.7) to obtain
where φ t = (φ 1 , . . . , φ k ). Substituting (3.10) into (3.3), we obtain the following nonlocal eigenvalue problem (NLEP) in terms of a new matrix C λ :
Since Γ is a positive definite diagonal matrix and E λ is symmetric, we can decompose C λ into its eigenvalues and eigenvectors as
where X is the diagonal matrix of eigenvalues χ j of C λ and S is the matrix of its eigenvectors s j . We then set ψ = S −1 φ to diagonalize (3.11), and we rewrite C λ in terms of B λ by using (3.8) . This leads to the following stability criterion for fast instabilities:
Principal Result 3.1: The k-spike quasi-equilibrium solution of §2.1 with fixed spike locations is stable on a fast O(1) time-scale if the following k NLEP problems on −∞ < y < ∞, given by
only have eigenvalues that satisfy Reλ < 0. Here χ j (τ λ) for j = 1, . . . , k, are the eigenvalues of the matrix C λ defined by
We now analyze (3.13). Let τ = O(1) and assume that the inter-spike distances d j = x j+1 − x j for j = 0, . . . , k are O(1). Here, for j = 0 and j = k we define d 0 = x 1 + 1 and d k = 1 − x k , respectively. Then, for A 1, (3.14) yields C λ ∼ 2I so that χ j ∼ 2 for j = 1, . . . , k. Since χ j is a constant with χ j > 1 in this limit, the result of Theorem 1.4 of [35] proves that Re(λ) < 0. This guarantees stability for A 1 when
Next, we consider the limit A 1, τ = O(1), but we will allow for the inter-spike distances
Recall that the analysis of §2 and §3 leading to Principal Result 3.1 required that d j O(ε). We will show that for the scaling regime
O(ε) of closely spaced spikes, and with O(1)
A O(ε −1/2 ), the NLEP problem (3.13) can have an unstable eigenvalue for any τ > 0. For simplicity we will only consider a closely spaced equilibrium configuration with d j = L 1 for j = 1, . . . , k − 1, and
In this limit it is readily shown from (3.9) that
Moreover, for A 1 and with spikes of a uniform spacing L 1, we obtain from (2.22) that the spikes have a common amplitude given by
Substituting (3.15) and (3.16) into (3.14), we obtain that the eigenvalues χ j of C λ are given by
where r j for j = 1, . . . , k are the eigenvalues of the matrix B 0 defined in (3.15) . Appendix E of [13] and Theorem 1.4 of [35] proves that when χ j is constant, then Re(λ) > 0 if and only if χ j < 1 for j = 1, . . . , k.
Therefore, the stability threshold is determined by χ m ≡ min j=1,...,k (χ j ) = 1, which depends on the largest eigenvalue r m ≡ max j=1,... k (r j ) of B 0 . By calculating this largest eigenvalue, and by setting χ m = 1, we obtain that the k-spike equilibrium solution is unstable for any τ > 0 on the regime O(1)
The result (3.18) shows that competition instabilities in the intermediate regime O (1) A O(ε −1/2 ) can only occur if the spikes are sufficiently close with inter-spike separation (1) is consistent with the scalings in [17] and [31] for competition instabilities of equilibrium and quasi-equilibrium spike patterns in the low feed-rate regime A = O(1).
Next, we obtain our main instability result that oscillatory instabilities of k-spike quasi-equilibria can occur when τ = O(A 4 ) 1 and with O(1) inter-spike separation distances. From the choice of the principal value of the square root, we obtain that Re(θ λ ) = θ 0 Re(
Therefore, for τ 1, and for x j+1 − x j = O(1), we calculate from the matrix entries of B λ in (3.9) that B λ → 2I in |arg(λ)| < π. Therefore, with τ =τ A 4 , whereτ = O(1), we get from (3.14) that 19) where Γ is the diagonal matrix of spike amplitudes γ j for j = 1, . . . , k. This form suggests that we define τ H byτ = 9D −1 γ 4 j τ H , so that C ∼ 2 1 + √ τ H λ −1 I. This limiting matrix has only one distinct eigenvalue, and so in the scaling regime τ = O(A 4 ), the stability of k-spike quasi-equilibria is determined by the NLEP (3.13) with the single multiplier
This limiting NLEP problem was derived for equilibrium spike solutions in [4] , [5] , [22] , and [17] in the intermediate regime.
From the rigorous analysis of [5] and [17] , it follows that this NLEP undergoes a Hopf bifurcation at some τ H = τ H0 . From numerical computations it is known that τ H0 ≈ 1.748, and that Re(λ) < 0 only when τ H < τ H0 (cf. [4] , [17] ). Although this limiting NLEP problem has a continuous spectrum on the non-negative real axis λ ≤ 0, there are no edge bifurcations arising from the end-point λ = 0 (cf. [5] , [17] ). With the scaling law for τ in (3.20), we obtain k distinct values of τ where complex conjugate eigenvalues appear on the imaginary axis. The minimum of these values determines the instability threshold for τ . Finally, by using (2.22) to calculate the spike amplitudes asymptotically for A 1, we obtain the following main instability result:
A O(ε −1/2 ). Then, the frozen k-spike quasi-equilibrium solution of §2.1 develops an oscillatory instability due to a Hopf bifurcation when τ increases past τ h , where
Here τ H0 ≈ 1.748, while (Be) j and r j are defined in terms of the spike locations by (2.22) .
For an equilibrium k-spike pattern where x j = −1 + (2j − 1)/k for j = 1, . . . , k, we calculate from (2.22b) that (Be) j = 2 tanh (θ 0 /k) and r j = [2 tanh (θ 0 /k)] −1 for j = 1, . . . , k. This leads to the equilibrium stability threshold 22) which agrees asymptotically with that given in Proposition 4.3 of [17] . An important remark concerns the range of validity of Principal Result 3.2 with respect to τ . The derivation of (3.21) assumed that τ ε 2 A 2 1, while the scaling law for instabilities predicts that τ = O(A 4 ). Therefore, we conclude that (3.21) only holds in the subregime O(1)
A O(ε −1/3 ) of the intermediate regime.
Numerical Experiments of Quasi-Equilibrium Spike Layer Motion
We now give two examples illustrating our results of §2 and §3 for slow spike dynamics. In Fig 2(a) we plot the spike layer trajectories versus the slow time σ, computed numerically from (2.27), which shows the gradual approach to the equilibrium values at x 1 = −1/2 and x 2 = 1/2. In Fig. 2(c) we plot the spike amplitudes versus σ. A plot of the quasi-equilibrium solution at several instants in time is shown in Fig. 2(d) . In Fig. 2(b) we plot the two Hopf bifurcation values τ hj , for j = 1, 2, versus σ calculated from (3.21) . In these figures the solid curves were obtained when computing for the spike amplitudes from the nonlinear algebraic system (2.19), while the dotted lines result from using the corresponding two-term approximation (2.20 ). An important observation from Fig. 2(b) is that the stability threshold τ h (σ), defined by τ h (σ) ≡ min j=1,2 [τ hj (σ)], is an increasing function of σ with τ h (0) ≈ 12.5 and τ h (∞) ≈ 67.7. This monotone behavior of τ h (σ), together with the initial value τ h (0) > τ = 5.0, implies that there is no dynamic triggering of an oscillatory instability in the spike amplitudes before the equilibrium two-spike pattern is reached.
More generally, we have been unable to prove analytically from the DAE system (2.27) and (2.20) that the stability threshold τ h (σ) ≡ min j=1,..,k (τ hj (σ)) of (3.21) must always be an increasing function of σ. However, we have performed many numerical experiments to examine this condition, and in each case we have found numerically that τ h (σ) is a monotonically increasing function of σ. This leads to the conjecture that there are no dynamically triggered oscillatory instabilities of multi-spike quasi-equilibria in the intermediate regime O (1) A O(ε −1/2 ). In other words, τ < τ h (0) is a sufficient condition for stability of the quasi-equilibrium multi-spike pattern for all σ > 0. In contrast, for the simple case of symmetric two-spike quasi-equilibria in the low feed-rate regime A = O(1), dynamically triggered instabilities due to either Hopf bifurcations or from the creation of a real positive eigenvalue were established analytically in [31] . In Fig 3(a) an Fig 3(c) we plot the the spike layer trajectories and spike amplitudes, respectively, computed from (2.27) and the two-term approximation (2.20) . Snapshots of the quasi-equilibrium solution are shown in Fig. 3(d) . In Fig. 3(b) we plot the three Hopf bifurcation values τ hj , for j = 1, . . . , 3, versus σ calculated from (3.21). From Fig. 2(b) we observe that the stability threshold τ h (σ) ≡ min j=1,2,3 [τ hj (σ)], is an increasing function of σ with τ h (0) ≈ 2.6 and τ h (∞) ≈ 14.0. This monotonicity of τ h (σ), together with τ h (0) > τ = 2.0, again precludes the existence of a dynamically triggered Hopf bifurcation in the spike amplitudes.
Oscillatory Drift Instabilities of k-Spike Patterns
In this section we compute numerical solutions to the Stefan problem (2.13) when τ ε 2 A 2 = O(1) and
For notational convenience, so as not to confuse spike locations with gridpoints of the discretization, we re-label the spike trajectories as ξ j (σ), for j = 1, . . . , k. Then, defining τ 0 ≡ ε −2 A −2 τ = O(1) to be the key bifurcation parameter, (2.13) becomes
By using a singular limit eigenvalue problem (SLEP) method, which is related to the method pioneered in [24] , it was shown in [19] that a one-spike equilibrium solution will become unstable at some critical value of τ 0 to an oscillatory drift instability associated with a pure imaginary small eigenvalue λ 1 of the linearization. As τ 0 increases above this critical value a complex conjugate pair of eigenvalues crosses into the right half-plane Re(λ) > 0, leading to the initiation of a small-scale oscillatory motion of the spike location. This oscillatory drift instability is the dominant instability mechanism in the subregime
We first show that the condition for the stability of the equilibrium solution to the Stefan problem (4.1) is equivalent to that obtained in [19] using the SLEP method. For simplicity, we consider the one-spike case where k = 1. We let U ≡ U (x) and γ = γ 1e denote the equilibrium solution to (4.1) with ξ 1 = 0. Then,
Here we have defined
We readily calculate that
where θ 0 ≡ D −1/2 , and
(4.3b)
By solving the quadratic equation for γ 1e we get
For A 1, we readily obtain that
For δ 1, we perturb the equilibrium solution as
We substitute (4.4) into (4.1a), and collect O(δ) terms to get Dφ xx − (1 + τ 0 λ)φ = 0 on |x| ≤ 1. From the linearization of the ODE (4.1b), we obtain
In addition, the conditions [Du x ] ξ 1 = 6γ 1 and u(
, and U x (0 + ) = ±3γ 1e /D, we collect the O(δ) terms in (4.5) to obtain the following problem for φ:
The solution to (4.6a) satisfying the prescribed values for φ(0 ± ) is
where θ λ ≡ θ 0 √ 1 + τ 0 λ, and
The jump condition [Dφ x ] 0 = 6β, then yields that β = 0. Then, we substitute values for φ x (0 ± ) and
Finally, by using (4.3c) for γ 1e , we readily derive that λ satisfies the transcendental equation
Here θ λ ≡ θ 0 √ 1 + τ 0 λ, θ 0 ≡ D −1/2 , while A 1e is defined in (4.3c). This expression is the same as that obtained in equation (5.5) of [19] using the SLEP method based on a linearization of (1.1) around a one-spike equilibrium solution.
We introduce ω, τ d , and ζ, by λ = µω, τ 0 = τ d /µ, and ζ = τ d ω. Then, from (4.10), ζ is a root of
By examining the roots of (4.11) in the complex ζ plane, the following result was proved in §5 of [19] .
Proposition 4.1:
There is a complex conjugate pair of pure imaginary eigenvalues to (4.10) at some unique value τ d = τ dh depending on D. For any τ d > τ dh there are exactly two eigenvalues in the right half-plane. These eigenvalues have nonzero imaginary parts when τ dh < τ d < τ dm , and they merge onto the positive real axis at τ d = τ dm . They remain on the positive real axis for all τ d > τ dm . The numerically computed Hopf bifurcation value τ dh is plotted versus D in Fig. 4(a) . In Fig. 4(a) we also plot the magnitude |ω h | of the pure imaginary eigenvalues ω h = ±i|ω h | at τ d = τ dh . Since τ 0 = τ d /µ and τ = ε −2 A −2 τ 0 , the Hopf bifurcation value for the onset of an oscillatory drift instability for a one-spike solution is
Recall from (3.22) that there is an oscillatory instability in the amplitude of an equilibrium spike when Fig. 4(b) we plot log 10 (τ tw ) and log 10 (τ h ) versus A, showing the exchange in the dominant instability mechanism in the intermediate regime. For the equilibrium problem on the infinite line this exchange in the dominant instability mechanism was also noted in [21] and [4] . As a remark, we notice that ω h , representing the (scaled) temporal frequency of small oscillations, satisfies ω h → 0 in the infinitely long domain limit D → 0. Therefore, the existence of an oscillatory instability requires a finite domain.
Numerical Solution of the Coupled ODE-PDE Stefan Problem
To compute numerical solutions to the Stefan problem (4.1) we adapt the numerical method of [32] for computing solutions to a heat equation with a moving singular Dirac source term. We use a CrankNicholson scheme to discretize (4.1a) together with a forward Euler scheme for the ODE (4.1b).
For simplicity we first consider (4.1a) for one spike where k = 1. Let h and ∆t denote the space step and time step, respectively. We set ∆t = h 2 /2 to satisfy the stability requirement of the forward Euler scheme. The number of grid points is M = 1 + 2/h, and we label the j th grid point by x j = −1 + (j − 1)h for j = 1, . . . , M . The total time period is T m , and we label σ n = n∆t for n = 1, . . . , T m /∆t. At time σ n , the solution u(x j , σ n ) at the j th grid point is approximated by U n j , and we label U n = (U n 1 , · · · , U n M ) T . Also, the spike location ξ 1 (σ n ) and spike amplitude γ 1 (σ n ) are approximated by ξ n 1 and γ n 1 , respectively. As in [32] we approximate the delta function δ(x − ξ 1 ) in (4.1a) with the discrete delta function
The numerical approximation d (1) of the delta function in (4.1a) spreads the singular force to the neighboring grid points within its support. Next, we write the constraint of (4.1c), given by u(ξ 1 (σ), σ) = 1/(γ 1 A 2 ), in the form
(4.14)
With U n j ≈ u(x j , σ n ), ξ n 1 ≈ ξ 1 (σ n ), and γ n 1 ≈ γ 1 (σ n ), the discrete version of (4.14) is 15) where d (2) (y) is a further numerical approximation to the delta function given explicitly by
The function d (2) aims at interpolating grid values U n j to approximate the requirement u(ξ n 1 , σ n ) = 1/(γ n 1 A 2 ) at the spike location. A rough outline of the algorithm for the numerical solution to (4.1) to advance from the n th to the (n + 1) th time-step is as follows:
1. Use (4.1b) to take a forward Euler step to get the new location ξ n+1 1 given U n and γ n 1 .
2. Use the approximate condition
on the right hand-side of (4.15) together with the Crank-Nicholson discretization of (4.1a) to solve for γ n+1 1 .
3. Calculate U n+1 from the discretization of (4.1a) using the value of γ n+1 1 .
4. Set n = n + 1, and repeat the iteration.
In order to obtain higher accuracy, we use a fourth order accurate scheme as suggested in [32] to approximate the second order differential operator u xx as
where U n 0 and U n M +1 are ghost points outside each end of the boundaries at x = ±1. The Neumann condition u x (±1, t) = 0 is also discretized as
Eliminating the ghost points from the discretization of u xx , we obtain the M × M coefficient matrix
Next, we outline how we calculate the fluxes in (4.1b). For convenience, in the notation of this paragraph we omit the superscript n at time σ n . In order to approximate the one-sided first order derivatives u x (ξ ± 1 , σ n ) in (4.1b), we first use the solution values at gridpoints on each side of ξ 1 to interpolate the values at points that are equally distributed near ξ 1 . Then, we approximate u x (ξ ± 1 , σ n ) by differencing values at these points. For instance, assuming that the closest grid point on the left-hand side of the spike is x j , we use six point values (ū, U j , U j−1 , U j−2 , U j−3 , U j−4 ) withū = u(ξ 1 , σ n ) = 1/(γ 1 A 2 ) to interpolate the solution at x = (ξ 1 − 3h, ξ 1 − 2h, ξ 1 − h, ξ 1 ). Denoting the results to be (U
Similarly, we obtain (U 19) where µ ≡ ∆t/τ 0 and p t ≡ (µ, µ, . . . , µ). Here d n+1 denotes the discretization of the delta function by d (1) at time σ n+1 . Denoting the coefficient matrix of U n+1 to be A and that of U n to be B, the system above can be written in the simpler form
In (4.20) , only the boldface variables are matrices and vectors. We then approximate (4.1c) by the discrete form (4.15). We write this interpolation as a dot product N n+1 U n+1 , where
Since A is of full rank, we then left multiply (4.20) by
given by
Since A 1, we can solve (4.22) for the correct root γ n+1 1
. We then calculate U n+1 using (4.20) and start the next iteration by using a forward Euler step on (4.1b) to advance the spike location. This numerical method can be readily extended to treat (4.1) for two or more spikes. For instance, consider the case of two spikes. With the same Crank-Nicholson scheme, we let d 1 and d 2 be the discrete approximations of δ(x − ξ 1 ) and δ(x − ξ 2 ) in (4.1a), respectively, with the discrete delta function d (1) . Define the row vectors N 
The Crank-Nicholson discretization of (4.1a) with k = 2 is written as
Upon imposing the constraints (4.23) we obtain the following system for γ 
Numerical Experiments of Oscillatory Drift Instabilities
We now perform some numerical experiments on (4.1) to verify the drift instability threshold of a one-spike solution given in (4.12). We also use the numerical scheme of §4.1 to compute large-scale oscillatory motion for some one and two-spike patterns.
For each of the numerical experiments below we give initial spike locations ξ j (0) = ξ j0 , for j = 1, . . . , k, and we choose the initial condition u(x, 0) for (4.1) to be the quasi-equilibrium solution (2.14) with g j = 1 and x j = ξ j0 for j = 1, . . . , k in (2.14). In all of the numerical computations below we chose the mesh size h = 0.01 and the diffusivity D = 0.75. For D = 0.75, the stability threshold from Proposition 4.1 is computed numerically as τ dh = 2.617. We now compute two-spike solutions. For D = 0.75 and A = 63.6, in Fig. 7(a) and Fig. 7(b) we plot the numerically computed spike trajectories with initial values ξ 1 (0) = −0.38 and ξ 2 (0) = 0.42 for two values of τ 0 . For τ 0 = 16 the spike trajectories develop a large-scale sustained oscillatory motion. In each case, the observed oscillation is of breather type, characterized by a 180 • out of phase oscillation in the spike locations. A breather instability was shown in [11] to be the dominant instability mode for instabilities of equilibrium transition layer patterns for a Fitzhugh-Nagumo type model. It is also the dominant instability mode for equilibrium spike patterns of the GS model in the high-feed rate regime A = O(ε −1/2 ) (see [18] ). For the same values of D and A, in Fig. 7(c) and Fig. 7(d) we plot the numerically computed spike trajectories with initial values ξ 1 (0) = −0.55 and ξ 2 (0) = 0.45 for τ 0 = 15 and τ 0 = 17, respectively. 
Integral Equation Formulation
In this section we show how to cast the Stefan problem (4.1) for a one-spike solution into an equivalent integral equation formulation. We let K(x, σ; η, s) to be the Green's function satisfying Here u(η, 0) is the initial condition for (4.1). This shows that the motion of the spike layer depends on its entire past history. This formulation shows that ξ 1 (σ) is determined, essentially, by a continuously distributed delay model. Such problems typically lead to oscillatory behavior when τ 0 is large enough, this and suggests the oscillatory dynamics computed in §4.2.
We remark that as a result of the infinite image representation of K, together with the constraint (4.29), the integrodifferential equation (4.31) is signficantly more complicated in form than a related integrodifferential equation studied numerically in [28] modeling a flame-front on the infinite line.
Discussion
We have studied the dynamics and oscillatory instabilities of spike solutions to the one-dimensional GS model (1.1) in the intermediate regime O (1) A O(ε −1/2 ) of the feed-rate parameter A. In the subregime O(1)
A O(ε −1/3 ), and for τ O(ε −2 A 2 ), we have derived an explicit DAE system for the spike trajectories from the quasi-steady limit of the Stefan problem (2.13) . From the analysis of a certain nonlocal eigenvalue problem, it was shown that the instantaneous spike pattern in this regime will become unstable to a Hopf bifurcation in the spike amplitudes at some critical value τ = τ H = O(A 4 ). Alternatively, in the subregime O( −1/3 )
A O( −1/2 ), and with τ = O(ε −2 A −2 ), oscillatory drift instabilities for the spike locations were computed numerically from the full time-dependent Stefan problem (4.1) with moving sources. In this subregime, the onset of such drift instabilities occur at some critical value τ = τ T W = O(ε −2 A −2 ) that can be calculated analytically. An open technical problem is to study the codimension-two bifurcation problem that occurs when A = O(ε −1/3 ) where both types of oscillatory instability can occur simultaneously at some critical value of τ = O(ε −4/3 ).
There are two key open problems that warrant further investigation. The first open problem is to extend the numerical approach of [28] , used for a flame-front integrodifferential equation model, to compute longtime solutions to the integrodifferential equation formulation (4.31) of the Stefan problem (4.1). With such an approach, one could compute numerical solutions to (4.1) over very long time intervals to study whether irregular, or even chaotic, large-scale oscillatory drift behavior of the spike trajectories is possible for the GS model in the subregime O(ε −1/3 )
A O(ε −1/2 ). A second key open problem is to systematically derive Stefan-type problems with moving sources from an asymptotic reduction of related reaction-diffusion systems with localized solutions such as the Gierer-Meinhardt model with saturation [15] , the combustionreaction model of [20] , the Brusselator model of [16] , and the GS model in two spatial dimensions. The derivation of such Stefan problems would allow for the study of large-scale drift instabilities of localized structures for parameter values far from their bifurcation values at which a normal form reduction, such as in [9] and [8] , can be applied.
