Abstract. In the late seventies, Megiddo proposed a way to use an algorithm for the problem of minimizing a linear function a0 + a1x1 + · · · + anxn subject to certain constraints to solve the problem of minimizing a rational function of the form (a0 +a1x1 +· · ·+anxn)/(b0 +b1x1 +· · ·+bnxn) subject to the same set of constraints, assuming that the denominator is always positive. Using a rather strong assumption, Hashizume et al. extended Megiddo's result to include approximation algorithms. Their assumption essentially asks for the existence of good approximation algorithms for optimization problems with possibly negative coefficients in the (linear) objective function, which is rather unusual for most combinatorial problems. In this paper, we present an alternative extension of Megiddo's result for approximations that avoids this issue and applies to a large class of optimization problems. Specifically, we show that, if there is an α-approximation for the problem of minimizing a nonnegative linear function subject to constraints satisfying a certain increasing property then there is an α-approximation (1/α-approximation) for the problem of minimizing (maximizing) a nonnegative rational function subject to the same constraints. Our framework applies to covering problems and network design problems, among others.
Introduction
We address the problem of finding approximate solutions for a class of combinatorial optimization problems with rational objectives. Our starting point is the seminal work of Megiddo [20] who showed that, for a large class of problems, optimizing a rational objective can be done in polynomial time, as long as there is an efficient algorithm to optimize a linear objective. The class of problems we address has a natural motivation in particular in network design problems. Suppose we want to build a network where each link has a construction cost, as well as a profit. The profit could measure some overall social benefit associated to the corresponding link or, for example, could be inversely related to the environmental damage its construction causes. The goal then would be to find a network (satisfying some connectivity requirements) that minimizes the cost-benefit ratio. In general, whenever we are faced with problems where cost-to-profit relations have to be optimized, we are in this situation. 1 A preliminary version of this paper appeared in the Proceedings of SWAT 2006 [5] . Research partially supported by CNPq Prosul Proc. 490333/04-4 (Brazil). Fractional programming has attracted attention since the sixties in the continuous optimization community [2, 9, 13] . Optimizing rational objectives is a particular case of fractional programming in which both the denominator and the numerator of the fraction to be optimized are linear functions. Several combinatorial optimization problems have been studied in this context. For instance, minimum or maximum average cost problems [3, 7, 11, 21] , minimum cost-to-time ratio problems [6, 8, 19] , minimum cost-reliability problems [16] , fractional knapsack problems [1] , fractional assignment problems [24] , among others [18, 23] . A concrete example of this class of problems, that was considered recently, is the one studied by Gubbala and Raghavachari [11] :
given a weighted k-connected graph G, find a k-connected spanning subgraph of G with minimum average weight. They looked at the edge and vertex connectivity versions of the problem. Besides proving that these problems are NP-hard, they presented a 3-approximation algorithm for the edge-connectivity version, and an O(log k)-approximation algorithm for the vertex-connectivity version.
Although Megiddo's paper has motivated mostly works on exact algorithms, some works on approximation algorithms have also been carried out. The latter include the work of Hashizume, Fukushima, Katoh and Ibaraki [12] who extended Megiddo's approach to take into account approximation algorithms for a class of optimization problems under some assumptions. The result of Hashizume et al. [12] is of similar flavor to what we do here. They proved that an α-approximation to a combinatorial problem with a rational objective can be derived from an α-approximation for its linear counterpart. However, they need a rather strong assumption, namely, the existence of a polynomial-time algorithm for the linear version of the combinatorial problem that gives an α-approximate solution even if negative weights are allowed. As they show, this holds for the knapsack problem, allowing them to deduce approximation results for the fractional knapsack problem.
Note however that this does not hold for most optimization problems, in particular, for the ones we consider here. For instance, for the problems considered by Gubbala and Raghavachari [11] with k = 2, there is no constant factor approximation algorithm, unless P = NP, if we allow the weights to be arbitrary (there is a reduction from Hamiltonian path using negative weights). Therefore, the results by Hashizume et al. cannot be applied to those problems (among others).
In this paper, we build on Megiddo's work to derive approximation algorithms for the rational version of a class of combinatorial problems that contains many covering and network connectivity problems, including the ones considered by Gubbala and Raghavachari. Furthermore, our approach works for many well-known graph problems such as minimum vertex cover, minimum feedback arc and vertex set, minimum dominating set, minimum multiway cut, and also some general covering problems such as minimum set cover and minimum hitting set. Specifically, we prove that if there is an α-approximation for a problem with a linear objective function with nonnegative coefficients, then there is an α-approximation for its (nonnegative) "rational" version.
Organization of the Paper. In Section 2, we introduce the notation, describe the framework in which our result holds, and briefly discuss the approach we take to tackle the rational function approximation. Then, in Section 3 we give our algorithm, analyze its running time, and prove its correctness. Although the algorithm we present in Section 3 is very efficient in most cases (in particular if the coefficients are not too large), it does not run in strongly polynomial time. Thus, in Section 4 we show how to adapt Megiddo's technique to derive a strongly polynomial-time version of our algorithm. We finish with some final remarks in Section 5.
Preliminaries
2.1. The Setting. Our goal is to derive a general approximation technique for a class of NP-hard combinatorial problems with rational objective function of the form (a 0 + a 1 x 1 + · · · + a n x n )/(b 0 +
where the a i 's and b i 's are nonnegative integers and x i ∈ {0, 1} for each i.
The class of problems to which our framework applies can be described as follows. Let U = {e 1 , . . . , e n } be a finite ground set, and f be a binary (i.e., {0, 1}-valued) function defined on the subsets of U . We say f is increasing if f (U ) = 1 and f (S) ≤ f (S ′ ) for all supersets S ′ of S. Our framework applies to any problem that seeks for a set S ⊆ U satisfying f (S) = 1 such that its corresponding characteristic vector minimizes a rational objective as above. It is straightforward to verify that this class of problems contains all rational versions of the previously mentioned problems. Moreover, it contains the following class of integer programming problems (which are covering problems): 
A First Approach.
A natural approach to solve a problem of the form minimize ax/bx subject to x ∈ X, is to repeatedly solve the problem of minimizing ax subject to x ∈ X and bx ≥ B,
where B is a guess for the denominator. Unfortunately, it is not clear how to make this idea work in general because adding one more linear constraint may turn the linear problem (minimize ax subject to x ∈ X) into a harder problem. For instance, if X = {0, 1} n then minimize ax subject to
x ∈ X is a trivial problem. However, minimize ax subject to x ∈ X and
is equivalent to the partition problem [10] .
Also in terms of approximability, adding a linear constraint to an integer linear program (IP), we may turn it into a harder problem. Indeed, consider the standard IP for finding a minimum cost 2-edge connected spanning subgraph in a given connected graph with costs on its edges. By adding a linear constraint ( e x e ≤ n, where n is the number of vertices in the given graph and x e is the variable associated to edge e), we turn it into the TSP. For the former problem there are constant approximations in the literature, but no constant approximation exists for the (general) TSP unless P = NP. In this case however, the added constraint is not a "covering" one. Nevertheless, we now present an example of a problem that becomes provably harder to approximate when adding a covering constraint. In particular, this (somewhat technical) problem suits the framework of this paper and it is derived from the vertex cover problem. Consider the vertex cover problem in connected graphs of maximum degree 3, which is APX-hard [22] . Denote by G a connected graph whose maximum degree is 3 and by n the number of vertices in G. Note that G has a vertex cover of size at least ⌈(n − 1)/3⌉ and at most 3n/4. Consider the usual IP for vertex cover and add an extra variable, say z, to each of the inequalities. Add z also to the objective function with a coefficient of ⌈(n − 1)/3⌉. The resulting IP is easy to solve: an optimal solution is z = 1 and all other variables null. Let us show that, if we add the ("covering") constraint n u=1 x u ≥ ⌈(n − 1)/3⌉, where x u is the variable for vertex u, then there is no PTAS for the resulting IP, unless P = NP. Indeed suppose there is such a PTAS. Let G ′ be obtained from G by hanging a path of length 2n to an arbitrary vertex of G. Then the number of vertices of G ′ is n ′ = n+2n = 3n.
Observe that any vertex cover in G ′ has size at least ⌈(n − 1)/3 + n⌉ = ⌈(4n − 1)/3⌉ and at most 3n/4 + n = 7n/4. Now consider the IP described above for
Any solution for this IP with z = 1 has value at least 2n. So, any PTAS will ultimately output a solution with z = 0. That is, it will be a PTAS for finding a vertex cover for G ′ . But, from a PTAS for G ′ , we get a PTAS for G. That is, there would be a PTAS for the vertex cover problem in connected graphs of maximum degree 3.
2.3. Main Result. Our main result states that if f is increasing and there is an α-approximation algorithm for the problem of finding a set S ⊆ U such that f (S) = 1 minimizing a linear function with nonnegative coefficients, then there is an α-approximation algorithm to find a set S ⊆ U such that f (S) = 1 minimizing a nonnegative rational function. Thus, this framework allows the "rational" version of several problems to inherit the approximation results for their standard versions.
For instance, we can improve upon the results obtained by Gubbala and Raghavachari [11] . They showed a 3-approximation (resp. a (1 + 2 √ 2H k + 2H k )-approximation) for the problem of finding a minimum average weight k-edge (resp. vertex) connected subgraph, where H k is the k th harmonic number. Indeed, we obtain a 2-approximation algorithm for the edge-connectivity version, and a 2H k -approximation algorithm for the vertex-connectivity version. The former follows by using the algorithm by Khuller and Vishkin [17] for the problem of finding a minimum weight k-edge connected spanning subgraph, while the latter follows by using the 2H k -approximation for the problem of finding a k-vertex connected spanning subgraph of minimum weight of Jain, Mȃndoiu, Vazirani, and Williamson [15] . We can also derive a 2-approximation algorithm for the "rational"
version of the more general edge-connectivity problem studied by Jain [14] .
The scheme can be adapted for maximizing rational objectives, however the result is not exactly symmetric. What we get in this case is the following. For the same class of problems (given by an increasing property), if we have an α-approximation for minimizing a nonnegative linear objective, we obtain a 1/α-approximation for maximizing a nonnegative rational objective. (This corresponds to applying the scheme above to minimize the inverted fraction.) This asymmetry is somehow expected. Indeed, the maximization of a linear function on domains given by an increasing property is trivial (the ground set is optimum). However it is not obvious how to maximize a rational function on the same domain. For instance, it is trivial to find a set cover of maximum weight (when all weights are nonnegative) but how do we find a set cover of maximum average weight?
The main idea behind our algorithm is to use a transformed cost function which depends on a, b and a certain parameter (which is nothing but a guess of the optimal value), and then search for the parameter that gives a "right" answer. Although this trick is fairly standard in parametric optimization, we want to avoid negative costs, so we need to "truncate" the costs. Another difficulty here is that we are dealing with approximate solutions. Therefore we need to prove that if the parameter is sufficiently close to the optimal value, then the approximate solution is close as well (up to a certain factor). Unfortunately, because of the truncated costs, we can only prove a one- In what follows, if S is a subset of a set U and w is a function that assigns a number to each element of U , we let w(S) denote the sum of w e for all e in S. Also, given an increasing binary function f , we will say that S ⊆ U is feasible if and only if f (S) = 1.
Approximating Rational Objectives
Let f be an increasing binary function defined on all subsets of a finite set U . Recall that f is increasing if and only if f (U ) = 1 and f (B) ≤ f (A), for all B ⊆ A ⊆ U . Also, we will assume that f is polynomially computable, i.e., there is a polynomial-time algorithm that, given a subset S of U , computes f (S). We are interested in the following problems:
minlin (U, w, f ): Given a finite set U , a nonnegative rational w e for each e in U , and a polynomially computable increasing function f : 2 U → {0, 1} (usually given implicitly), find a subset S of U such that f (S) = 1 and w(S) is minimum. For instance, the problem of, given a weighted k-edge-connected graph G, finding a k-edge-connected spanning subgraph of G with minimum average weight is an example of minrational (U, a, b, f ).
The set U in this case is the set of edges of G and a e is the weight of edge e in G while b e = 1 for each edge e of G. Of course, a 0 = b 0 = 0. The function f is such that f (S) = 1 if and only if the subgraph of G induced by the edge set S is spanning and k-edge-connected.
We now describe how an α-approximation algorithm for minlin (U, w, f ) can be turned into an α-approximation algorithm for minrational (U, a, b, f ). To this end let minweight α (U, w, f ) denote an α-approximation algorithm for minlin (U, w, f ). Note that α may depend on the input. It is easy to see that we can assume α ≤ |U |. Indeed, consider the following algorithm for minlin (U, w, f ):
1 sort the elements in U in nondecreasing order of w, obtaining w e1 ≤ · · · ≤ w e |U | 2 find the smallest index i such that f ({e 1 , . . . , e i }) = 1 3 return {e 1 , . . . , e i } Clearly, i j=1 w e j ≤ i w e i ≤ |U | w e i . Moreover, it is immediate that trivial finds a feasible set S minimizing max{w e : e ∈ S}. Thus, any optimal solution to minlin(U, w, f ) contains an element of U of weight at least w e i , which implies that trivial achieves a ratio of at most |U |. In summary, we can always run both minweight α and trivial and therefore assume that α ≤ |U |.
3.1. The Algorithm. The core of our transformation is given by the following routine, which we call auxiliar α . Observe that it applies the traditional trick used, for instance, by Megiddo [20] and by Hashizume et al. [12] , adapted to avoid negative entries in the derived weight function.
In what follows, auxiliar α is used to find an α-approximate solution to minrational. Algorithm minfrac α consists of two phases: an "approximate" truncated binary search and an extra step needed to assure the ratio α. After the truncated binary search, either the algorithm found a feasible solution within ratio α or the search interval contains the optimum value. At the end, the search interval in the end, scaled by α, is small enough (choice of ǫ) to contain at most one feasible solution. If the best solution found so far (S t in line 13) is not within ratio α, the second phase finds a better feasible solution that will be within ratio α.
Let ratio(S) denote the ratio (a 0 + a(S))/(b 0 + b(S)) for any feasible set S. Below, α might be in fact α(|U |), if α is a function, not simply a constant.
16 S ← argmin{ratio(S t ), ratio(S ′ )} 17 return S.
Analysis of the Running Time. Let us show that the above algorithm is polynomial in
the size of its input. time O(log(a max ) + log(b max ) + log |U |) times the running time of minweight α (U, w, f ), where a max = max{a e : e ∈ U ∪ {0}} and b max = max{b e : e ∈ U ∪ {0}}.
Proof. First observe that the number of iterations of the while in line 6 is
The second equality above uses the fact that α ≤ |U |. Now, the most time consuming operation within each iteration of the while is the call to auxiliar α . Clearly auxiliar α runs in polynomial time in the size of its input. Moreover, its running time is exactly that of minweight α . Therefore, it is enough to verify that, in each call of auxiliar α at line 8 of minfrac α , the parameter middle has size polynomially bounded by the size of (U, a, b, f ). Indeed, in the i th call of auxiliar α , we have that middle = ratio(U )/2 i , where i = O(log(a max ) + log(b max ) + log |U |) (as the number of iterations of the while). Therefore each auxiliar α call runs in polynomial time in the size of (U, a, b, f ).
Observe that, if we are given a PTAS (resp. FPTAS) for minlin, then we have a PTAS (resp. FPTAS) for minrational. Unfortunately, if we are given a strongly polynomial algorithm for minlin, we only obtain a polynomial algorithm for minrational this way. But in Section 4 we will show that, under some assumptions, we can get a strongly polynomial algorithm for minrational from a strongly polynomial one for minlin.
3.3.
Analysis of the Approximation Ratio. First observe that as minweight α returns a subset S of U such that f (S) = 1, auxiliar α also returns a subset S of U such that f (S) = 1 (so
. Therefore, minfrac α returns a subset S of U such that f (S) = 1, i.e., a feasible solution. Now we focus on the approximation ratio. To this end, we need to establish a key lemma.
Proposition 1. Let c ≥ 0 and w e = max{0, a e − c b e } for all e ∈ U . Consider the set L = {e ∈ U : a e ≤ c b e } and define the quantity
Moreover, if L ⊆ R, then equality holds.
Proof. We have that,
The last inequality holds because each term in the sum that defines D is negative or zero. Note also that, if L ⊆ R, then equality holds in (1). Lemma 1. Let c * be the optimal value of minrational(U, a, b, f ). For any c ≥ c * , ifŜ is the output of auxiliar α (U, a, b, f, c), then
Moreover, the previous inequality is strict whenever c > c * .
Proof. We want to prove (2), which is equivalent to 
Furthermore, the middle inequality is strict if c > c * .
With the previous inequality in hand, we turn to finish the proof. Note that
AsŜ contains L, equality (3) holds by Proposition 1. Inequality (4) (5) follows by the previous argument, and it is strict if c > c * . The proof is complete.
Unfortunately, we do not have any guarantee on ratio(Ŝ) = (a 0 + a(Ŝ))/(b 0 + b(Ŝ)) for c < c * .
Nevertheless, minfrac α gets around this and still provides an α-approximation for minrational, as we show next.
Theorem 2. Let S be the output of algorithm minfrac α (U, a, b, f ) and S * be an optimal solution to problem minrational(U, a, b, f ). We have that ratio(S) ≤ α ratio(S * ).
Proof. Let c * = ratio(S * ). Suppose that at some iteration, say iteration i, of minfrac α (U, a, b, f ) step 10 was executed and at that point we had middle ≤ c * . Clearly, in this case we are done as this implies that ratio(S i ) ≤ α middle ≤ αc * , and moreover ratio(S) ≤ ratio(S j ) for all j. Thus, we may assume that whenever step 10 was executed, we had that middle > c * . On the other hand, if at some iteration i step 11 was executed, we had that middle < c * . Otherwise, Lemma 1 would imply that auxiliar α (U, a, b, f, middle) returns a set S i such that ratio(S i ) ≤ α middle, contradicting the fact that step 11 was executed.
Thus it remains to analyze the case in which, at each iteration, either step 10 is executed and middle > c * , or step 11 is executed and middle < c * . In this case, at step 13 we have that left ≤ c * ≤ right and right − left ≤ ǫ. Note that this is enough to justify that minfrac α (U, a, b, f ) is an (α + δ)-
Steps 14-16 are what we need to get rid of the additive term δ.
So, suppose that at step 13 we have ratio(S t ) > αc * . Now, consider k, the last iteration of minfrac α (U, a, b, f ) at which step 10 was executed (if step 10 was never executed, we let k = 0).
It is straightforward to see that
where right denotes the final value of this variable in the execution of the algorithm (or its value after iteration k). Thus, we can conclude that c ′ defined in step 14 is strictly greater than c * . But then Lemma 1 implies that the set S ′ defined in step 15 is such that
Now, observe that, for any two feasible solutions F , G ⊆ U of different values, we have that
This concludes the proof of the theorem.
Applying Megiddo's Technique
In this section we outline how to turn minfrac α into a strongly polynomial-time algorithm using the approach of Megiddo [20] .
Recall that Megiddo showed how to derive a polynomial-time algorithm for minrational (without the increasing assumption) from a polynomial-time algorithm for minlin. Assuming that comparisons and additions are the only operations the algorithm for minlin(U, w, f ) does on w,
Megiddo's scheme leads to a strongly polynomial-time algorithm for minrational as long as the algorithm for minlin is also strongly polynomial. Algorithm minfrac α in Section 3 shows how to get an α-approximation algorithm for minrational from an α-approximation algorithm for minlin. Nevertheless, in the description given in Section 3, even if minweight α (U, w, f ) runs in strongly polynomial time, minfrac α (U, a, b, f ) will not be strongly polynomial. In what follows, we describe how to get a strongly polynomial-time α-approximation algorithm for minrational if, as in Megiddo's, comparisons and additions are the only operations minweight α (U, w, f ) does on w. The idea is that of Megiddo with a few adjustments to accommodate the non-negativity of the function w as well as the approximation goal.
We start with a general description of the algorithm. It consists of two phases. In the first phase, we sort the ratios in {a e /b e : e ∈ U ∪ {0}} in increasing order (consider a e /b e = ∞ if 
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S j ← auxiliar α (U, a, b, f, c j ) 
Observe that we could also have used the first phase of the above algorithm in minfrac α . After this first phase, we would apply the "truncated" binary search as before, but starting with the interval [c k . . c k+1 ]. The worst-case running time of this modification however is the same.
4.1. Analysis of the Approximation Ratio. By definition, k is such that ratio(S k ) > α c k and ratio(S k+1 ) ≤ α c k+1 . Lemma 1 assures that c k < c * . Also, if c k+1 ≤ c * , then S k+1 achieves the desired ratio. Indeed,
Thus the set S defined in line 29, which is the output of the algorithm, also achieves the desired ratio and we are done in this case. Therefore we may assume that c k < c * < c k+1 . In this case, we need to argue that the set S of line 29 also achieves the ratio α. and minweight α (U, w(c * ), f ), and the set L defined in line 1 of auxiliar α is the same for both calls. Thus Lemma 1 assures that ratio(S i−1 ) ≤ α c * and consequently ratio(S) ≤ α c * .
Final Remarks
There is a way to convert the scheme proposed in this paper so that it applies to optimizing rational objectives for problems described by a decreasing property. This class of problems would for example include most packing problems. The scheme would depend on the existence of an approximation algorithm for the maximization of linear objectives for this class of problems. However, for this class, the scheme of Hashizume et al. [12] already implies the same results. In other words, avoiding negative coefficients in the linear objective function is not necessary for this class of problems: elements with negative weight can be ignored without any loss.
A natural question is whether one can get rid of the requirement that f is an increasing binary function. Unfortunately the answer is likely to be no. Indeed, first observe that many hard maximization problems have an easy minimization variant. For instance, many packing problems such as the maximum independent set problem. However, even if the minimization variant is easy, their rational version is as hard as the original maximization problem. So the natural extension of our result for arbitrary functions f does not hold unless P = NP.
Recently, a related class of problems appeared in the literature. In these problems, the objective is to minimize (or maximize) the sum of rational functions [4, 25] . Maybe one can apply an idea similar to the one proposed here to derive approximation algorithms for this class of problems based on approximation algorithms for their linear counterpart.
