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Résumé. Dans cet article, nous nous intéressons à la classification automa-
tique de données textuelles par des algorithmes d’apprentissage supervisé. L’ob-
jectif est de montrer comment l’amélioration de la représentation des données
textuelles influe sur les performances des algorithmes d’apprentissage. Partant
du postulat qu’un mot n’a pas un sens bien établi sans son contexte, nous pro-
poserons des descripteurs donnant le plus d’information possible sur le contexte
des mots. Pour cela, nous avons mis au point une méthode, nommée GENDESC,
qui consiste à "généraliser" les mots les moins pertinents pour la classification,
c’est-à-dire, à éviter le bruit sémantique (souvent dû à la polysémie) provoqué
par ces termes non ou peu pertinents. Cette généralisation s’appuie sur des infor-
mations grammaticales, telles que la catégorie et la position dans la structure. La
méthode GENDESC a été évaluée et adaptée à la problématique de classification
de textes selon une opinion ou une thématique.
1 Introduction
La problématique à laquelle cet article se confronte, est liée à la tâche de classification de
données textuelles. Les données textuelles sont extrêmement difficiles à analyser et classifier
d’après Witten et Frank (2005). Les algorithmes d’apprentissage supervisé que nous nous pro-
posons d’utiliser dans cette étude nécessitent de connaître la classe (e.g. thème, sentiment, etc.)
à associer à chaque document. Les entrées de ces algorithmes sont des "paquets" de descrip-
teurs linguistiques (c’est-à-dire des critères de classification issus des propriétés du matériau
langagier, comme la catégorie grammaticale, la fonction lexicale, le rôle syntaxique, etc. mais
aussi des critères terminologiques) représentant le document à classifier. Une fois la phase
d’apprentissage effectuée, le modèle appris peut attribuer une classe à des "paquets de descrip-
teurs" non étiquetés qui lui sont donnés. Un résumé ce cette approche est donné en Figure 1. La
qualité de la classification proposée par l’algorithme va donc dépendre à la fois de la qualité de
l’algorithme d’apprentissage, mais aussi de la façon dont les données qui lui sont transmises
sont représentées, comme le montre Béchet (2009).
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FIG. 1 – Processus global.
Dans l’abondante littérature autour de la fouille de textes, la méthode classique de représen-
tation de données textuelles est le modèle "sac de mots" : les mots eux-mêmes sont considérés
comme des descripteurs (les critères sont alors uniquement terminologiques), utilisés en tant
qu’entrées des algorithmes d’apprentissage (Salton et McGill (1986)). En dépit de sa popu-
larité, cette méthode possède de nombreuses limites. Tout d’abord, elle fait ressortir un très
grand nombre de descripteurs, autant qu’il y a de termes (un terme étant vu comme une entrée
d’un dictionnaire, et donc toutes les formes lexicales relevant d’une même entrée, sont compt-
abilisées comme appartenant au même terme) dans un document. Ensuite, elle perd toutes les
informations liées à la place des mots et à leurs rôles syntaxiques dans la phrase, ainsi que
toutes les informations liées au contexte. En effet les rôles syntaxiques permettent une mise
en perspective de l’importance des mots : certains sont gouverneurs, et donc dominants dans
la phrase, et d’autres sont gouvernés, et plus en arrière-plan. Les travaux présentés dans cet
article soulignent donc que les données textuelles, qui sont par nature complexes, doivent être
représentées par des structures plus subtiles dans un processus de fouille de données. Assez
vite, il a été mis en avant l’utilité d’avoir des descripteurs plus généraux que les mots, en par-
ticulier pour ceux dont la catégorie est par exemple plus importante que le terme lui-même.
Des expérimentations ont montré la possibilité d’utiliser le radical ou le lemme de chaque mot
(Porter (1980)), ou le POS-Tag (catégorie grammaticale) (Gamon (2004)). Pour des besoins
de classification sur des tâches spécifiques, certains travaux (Joshi et Penstein-Rosé (2009))
proposent de généraliser certains mots spécifiques (déterminés en fonction de leur rôle gram-
matical) en les remplaçant par un descripteur plus général. Nous proposons ici une méthode de
généralisation indépendante de la tâche, permettant d’améliorer la qualité de la classification
de données textuelles sans connaissance a priori sur la tâche de classification.
Nous rappelons, dans un premier temps, les différents travaux de recherche sur les méth-
odes de description des données textuelles adaptées à l’apprentissage supervisé (Section 2).
En Section 3 et 4, nous proposons de nouvelles méthodes de construction et sélection de de-
scripteurs qui sont évaluées en Section 5. Enfin, nous dressons le bilan actuel de nos travaux et
présentons quelques perspectives en Section 6.
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2 État de l’art
Les données textuelles sont particulièrement complexes à interpréter et à classifier de
manière automatique (Witten et Frank (2005)). Outre les différents algorithmes de classi-
fication de textes (Aggarwal et Zhai (2012)), de nombreux travaux étudient l’influence des
représentations des données textuelles sur ces derniers (Béchet (2009)). Les travaux que nous
proposons ici se concentrent sur une telle problématique.
Dans la suite de cette section, nous allons considérer une phrase exemple (cf. Figure 2) et
indiquer, pour chaque type de traitement, la façon dont la phrase exemple serait représentée.
Meilleur film et meilleur acteur pour Cria Cuervos :
Cannes est un des meilleurs festivals.
FIG. 2 – Phrase exemple.
Le modèle le plus classique de représentation d’un document textuel est le modèle sac de
mots (Salton et McGill (1986)). Dans ce modèle, chaque mot est considéré comme un descrip-
teur indépendant. Pour la phrase exemple, une représentation sac de mots donnerait :
Meilleur film et meilleur acteur pour Cria
Cuervos Cannes est un des meilleurs festivals
FIG. 3 – Sac de mots issu de la phrase exemple.
Cette représentation fait perdre toutes les informations liant les mots à leur contexte, elle a
pourtant l’avantage d’être simple et très généraliste.
La perte de l’information concernant la place du mot dans la phrase peut être compen-
sée par l’introduction de n-grammes de mots. Nous pouvons définir un n-gramme comme
une séquence de n éléments consécutifs (Pratt (1996)). Bien que les premiers éléments util-
isés étaient les lettres, nous pouvons parfaitement prendre en compte des n-grammes de mots
comme dans de nombreux travaux en fouille de textes (Fürnkranz (1998); Béchet (2009)). On
appelle les n-grammes composés de deux descripteurs des bigrammes, et ceux composés de
trois descripteurs des trigrammes. Il a été montré par Fürnkranz (1998) que les bigrammes et
trigrammes de mots étaient plus efficaces que des n-grammes de taille supérieure. La phrase
exemple représentée sous forme de bigrammes de mots donnerait le résultat présenté en Figure
4.
Une telle représetation met en relief une partie du contexte du mot. Par exemple le bigramme
Meilleur-film permet de savoir qu’il existe les mots Meilleur et film qui sont voisins.
Toutefois, cette solution génère des descripteurs moins généraux que les mots. Le descrip-
teur Meilleur-film est par exemple un descripteur clairement plus spécifique que les mots
Meilleur ou film. Cela peut poser problème, entre autres pour les tâches de classification car
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Meilleur-film film-et et-meilleur meilleur-acteur
acteur-pour pour-Cria Cria-Cuervos Cuervos-Cannes
Cannes-est est-un un-des des-meilleurs
meilleurs-festivals
FIG. 4 – Bigrammes issus de la phrase exemple.
les algorithmes de classification doivent s’appuyer sur des descripteurs suffisamment représen-
tatifs. Il est donc important que les descripteurs apparaissent dans un nombre de documents
significatif pour que les algorithmes puissent apprendre efficacement.
Les n-grammes ont donc souvent été utilisés avec des données généralisées, comme Ga-
mon (2004) qui propose de construire des n-grammes de POS-tag. Un POS-tag (Part-Of-
Speech tagging), traduit en français étiquetage morpho-syntaxique, est le processus qui con-
siste à associer aux mots d’un texte ses informations grammaticales comme dans l’exemple de
la Figure 5.
Meilleur/ADJ film/NOM et/KON meilleur/ADJ acteur/NOM
pour/PRP Cria/NAM Cuervos/NAM :/PUN Cannes/NAM
est/VER un/DET des/PRP meilleurs/ADJ festivals/NOM
FIG. 5 – Phrase exemple étiquetée.
Cet étiquetage peut se révéler tout à fait crucial pour la classification. Par exemple, la
présence d’un certain nombre d’adverbes ou d’adjectifs est une information prépondérante
pour la classification de données d’opinion (Xia et Zong (2010)). L’étiquetage grammatical
(cf. Figure 5) permet également de construire des n-grammes de POS-tag comme dans l’ex-
emple de la Figure 6. Cette généralisation permet d’avoir des informations synthétiques tout
à fait pertinentes pour identifier des structures syntaxiques récurrentes utiles pour certaines
tâches comme par exemple la correction orthographique (Grouin (2008)). Cependant, pour la
classification thématique qui représente le cœur de nos travaux, ce type de structure est claire-
ment inadaptée.
/ADJ-/NOM /NOM-/KON /KON-/ADJ /ADJ-/NOM /NOM-/PRP
/PRP-/NAM /NAM-/NAM /NAM-/PUN /PUN-/NAM /NAM-/VER
/VER-/DET /DET-/PRP /PRP-/ADJ /ADJ-/NOM
FIG. 6 – Bigrammes de POS-tag.
Porter (1997) propose quant à lui une solution alternative mais tout à fait complémentaire
en utilisant la forme canonique des mots comme descripteur. La forme canonique des mots est
la forme dans laquelle un mot est trouvé dans les dictionnaires. Cette forme s’oppose à la forme
fléchie où le mot peut apparaître sous une autre forme (les verbes peuvent être conjugués, les
substantifs accordés, etc.). L’utilisation de la forme canonique permet d’avoir des descripteurs
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un peu plus généraux que la forme fléchie du mot, mais en conservant une partie importante
de l’information sémantique comme dans l’exemple ci-dessous :
Meilleur film et meilleur acteur pour Cria Cuervos :
Cannes être un du meilleur festival.
FIG. 7 – Phrase exemple avec les mots sous leur forme canonique.
Notons que de telles généralisations peuvent aussi être prises en compte dans des n-
grammes.
Le principal problème de la généralisation concerne l’importante perte d’information. La
généralisation sous forme de POS-tag fait par exemple perdre toute information sémantique.
Pour permettre un apprentissage optimal, il semble donc nécessaire de conserver certains mots
et d’en généraliser d’autres.
Plusieurs travaux ont vu le jour dans ce sens. Par exemple, Joshi et Penstein-Rosé (2009)
proposent de ne considérer que les bigrammes dans lesquels les deux mots sont en relation et de
généraliser le mot "gouverneur" de la relation pour effectuer de la classification de sentiments.
Une telle approche donnerait le résultat ci-dessous à partir de notre phrase exemple :
Bigrammes liés aux sentiments : Meilleur/ADJ-film/NOM meilleur/ADJ-acteur/NOM
meilleurs/ADJ-festivals/NOM
Bigrammes liés aux sentiments généralisés : Meilleur-/NOM
meilleur-/NOM meilleurs-/NOM
FIG. 8 – Les n-grammes de mots de relations et la version généralisée (Joshi et Penstein-Rosé
(2009))
D’autres approches associent les informations morpho-syntaxiques à des connaissances
sémantiques. Par exemple, Nasukawa et Yi (2003) utilisent des dictionnaires de sentiments
constitués manuellement et une détection de relations syntaxiques à partir des textes pour ef-
fectuer de la classification de sentiments. Ce type de méthode permet de classer efficacement
les textes contenant un ou plusieurs mots du dictionnaire de sentiment mais se retrouve limité
face à des phrases n’en contenant pas.
Notons aussi qu’il existe des approches de classification de textes construites autour de
méthodes statistiques. Par exemple, LSA (Landauer et Dumais (1997); Roche et Kodratoff
(2003)) donne davantage de poids à certains mots du contexte en effectuant une "approximation
numérique" par décomposition en valeurs singulières. Ce type d’approche peut être combiné
avec des méthodes syntaxiques et/ou sémantiques pour améliorer les performances (Béchet
et al. (2008)).
Synthèse de l’état de l’art
Pour résumer, dans les travaux antérieurs, nous pouvons mettre en avant deux types d’orien-
tations pour représenter les données textuelles pour les tâches de classification de textes. Dans
- 131 -
GENDESC : Vers une nouvelle représentation des données textuelles
forme fléchie lemmes POS-tag n-grammes
Shannon (1948) ×
Salton et McGill (1986) ×
Porter (1980) ×
Gamon (2004) × ×
Joshi et Penstein-Rosé (2009) × × ×
TAB. 1 – Types de descripteur utilisés
Méthode Méthode Méthode
morphosyntaxique statistique sémantique
Nasukawa et Yi (2003) × ×
De Melo et Siersdorfer (2007) ×
Plantié et al. (2008) × ×
Roche et Kodratoff (2003) ×
Landauer et Dumais (1997) ×
Béchet et al. (2008) × × ×
Joshi et Penstein-Rosé (2009) ×
Xia et Zong (2010) ×
TAB. 2 – Méthodes de généralisation
un premier temps, nous pouvons noter plusieurs méthodes de généralisation en considérant
les mots originaux des données textuelles (mots sous forme fléchie) jusqu’à une forme très
générale (fonctions grammaticales). Par ailleurs, l’utilisation de groupes de mots se révèle per-
tinent pour certaines tâches de classification (Joshi et Penstein-Rosé (2009); Gamon (2004)), en
particulier lorsqu’ils sont associés à d’autres types de descripteurs linguistiques de base (Plan-
tié et al. (2008)). Ces différents types d’approches sont résumés dans la Table 1. Les travaux de
la littérature et la synthèse de la Table 1 montrent que de nombreuses méthodes combinent effi-
cacement différents descripteurs pour des tâches de classification de textes. Toutefois, lorsqu’il
y a un choix de descripteur à établir, la majorité des méthodes sont construites en fonction de
la tâche à réaliser. Notre approche se différencie des autres par le fait qu’elle peut s’appliquer
à tous types de classification, sans connaissances a priori du corpus à traiter.
Par ailleurs outre les caractéristiques des descripteurs utilisés en classification, nous pou-
vons identifier plusieurs types de méthodes de généralisation que nous pouvons regrouper en
trois catégories : méthodes morphosyntaxiques, statistiques et sémantiques. La Table 2 qui
synthétise les différentes approches permet de mettre en avant l’importance des informations
morpho-syntaxiques pour la classification de textes. Bien que différentes approches exploitent
des informations sémantiques pour la classification de documents (Nasukawa et Yi (2003);
De Melo et Siersdorfer (2007)), notre proposition, présentée en Section 3, n’exploite pas ce
type d’information afin de rester le plus générique possible.
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3 Vers une nouvelle représentation des données textuelles
3.1 Principe et motivations
L’idée de remplacer certains mots par leur catégorie grammaticale vient du constat suiv-
ant : si pour une tâche donnée, certains mots caractéristiques d’une classe doivent être utilisés
tels quels en tant que descripteurs, certains autres n’apportent que très peu d’information. Ces
derniers représentant, par exemple, des mots rares et/ou spécifiques qui seront généralisés par
notre approche GENDESC (Tisserant et al. (2013)). Nous proposons de généraliser certains
mots à travers leur étiquette grammaticale, celle-ci pouvant se révéler particulièrement intéres-
sante (Xia et Zong (2010)).
L’approche que nous proposons se décline en différentes étapes :
1. La première détermine la fonction grammaticale de chaque mot du corpus.
2. La suivante consiste à sélectionner les mots à généraliser. Cette sélection s’appuie sur
différentes mesures statistiques données dans la Section suivante.
3. Les descripteurs sélectionnés seront utilisés directement sous leur forme fléchie.
4. Nous proposons ensuite de construire des unigrammes, bigrammes et trigrammes à
partir des mots conservés et des étiquettes des mots généralisés. Ces données vont
constituer nos descripteurs utilisés pour entraîner les algorithmes d’apprentissage.
La Section suivante détaille l’intégralité du processus mis en œuvre.
3.2 GENDESC : Généralisation partielle des descripteurs
L’approche GENDESC consiste à généraliser les mots dont la catégorie grammaticale est
une information plus intéressante que le mot en lui-même pour l’étape de classification. Pour
choisir les mots que nous allons généraliser, nous avons choisi de commencer par définir une
fonction de rang associant un poids à chaque mot, indiquant sa pertinence qui sera évaluée
pour une tâche de classification. Les mots dont le poids est inférieur à un seuil donné sont
ensuite généralisés par leur étiquette grammaticale. Nous allons présenter différentes fonctions
de rang et donner des exemples fondés sur la problématique de la classification d’opinion.
Le but d’une telle classification est d’associer chaque phrase à l’opinion qu’elle véhicule. Le
Corpus exemple donné en Figure 9 est constitué de 9 phrases étiquetées comme positives ou
négatives.
3.2.1 La mesure TF
La fonction de rang de base s’appuie sur la notion de fréquence, elle est notée TF (term fre-
quency) et correspond à la fréquence d’apparition d’un terme dans un document. Elle est con-
struite autour de l’idée que plus un mot est représenté dans un document, plus il est représen-
tatif de ce document.
TF (x, y) =
Nombre d’apparitions du mot x dans le document y
Nombre de mots dans le document y
(1)
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1. Fight club est un mauvais film. Négatif
2. Ce CD est meilleur que tous les autres. Positif
3. Le meilleur court métrage qu’on ait pu voir dans ce
festival. Positif
4. Le plus mauvais moment de la série, tellement ennuyeux...
Négatif
5. Cette musique est vraiment bonne. Positif
6. Ce n’est pas un bon film, il est vraiment trop ennuyeux. Né-
gatif
7. Meilleur film et meilleur acteur pour "Cria Cuervos" :
Cannes est un des meilleurs festivals! Positif
8. Le nouveau Green lantern est un mauvais Comics : écrit
par un mauvais scénariste et dessiné par un mauvais
illustrateur. Négatif
9. Le film du moment, le film de l’année, le film du siècle!
Positif
FIG. 9 – Corpus exemple
Par exemple, si nous prenons les mesures des mots Cannes et meilleur dans la phrase 7
du Corpus exemple, on obtient :
TF (Cannes, 7) =
1
14
≈ 0.071
TF (meilleur, 7) =
2
14
≈ 0.143
Nous pouvons relever que le mot meilleur qui se révèle particulièrement important dans la
phrase, a une mesure assez élevée. Toutefois, la fonction TF va aussi retourner des valeurs
élevées aux mots outils (stop words), ou à certains mots très présents dans le corpus qui ne
sont pas des marqueurs de classe comme les mots le et film dans la phrase 9 du Corpus
exemple (cf. Figure 9) :
TF (le, 9) =
3
14
≈ 0.214
TF (film, 9) =
3
14
≈ 0.214
Pour cette raison, TF , dans la plupart des cas, est pondéré par une autre mesure. Notons
par ailleurs que, dans des documents courts comme dans le Corpus exemple où chaque doc-
ument est une phrase, la plupart des mots importants n’apparaissent qu’une seule fois dans le
document. Il est donc nécessaire d’utiliser des mesures plus appropriées à une telle situation.
3.2.2 Les mesures DF et IDF
Pour pallier les limites de la mesure précédente, une autre fonction très couramment util-
isée est DF (Document Frequency - cf. Formule 2). Cette dernière correspond au nombre
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d’apparitions d’un mot dans l’ensemble du corpus. Elle se fonde sur l’idée que plus un mot
apparaît dans le corpus, plus il est intéressant pour décrire des documents appartenant à ce
corpus.
DF (x) = Nombre de documents où le mot x apparaît (2)
A l’inverse, la mesure IDF (Inverse Document Frequency - cf. Formule 3) part de l’idée
que les mots les plus informatifs d’un document au sein d’un corpus ne sont pas ceux apparais-
sant le plus dans ce corpus. Ces mots sont la plupart du temps des mots outils ou des termes
propres au corpus que l’on trouvera dans beaucoup de documents du corpus sans qu’ils nous
donnent d’information sur celui-ci.
IDF (x) = log
Nombre de documents
DF (x)
(3)
Si nous reprenons les trois mots exemples donnés dans la sous-section précédente, nous
obtenons les valeurs ci-dessous :
DF (meilleur) = 3
IDF (meilleur) = log
9
3
≈ 0.477
DF (le) = 4
IDF (le) = log
9
4
≈ 0.811
DF (film) = 4
IDF (film) = log
9
4
≈ 0.811
DF (Cannes) = 1
IDF (Cannes) = log
9
1
≈ 2.197
Nous pouvons constater que meilleur, mot intéressant pour la classification d’opinion,
a une valeur DF plus élevée que des mots quelconques du corpus, comme Cannes. Aussi,
comme TF , cette mesure a tendance à donner des scores importants aux mots outils et au
vocabulaire général du domaine du corpus (par exemple, film). Ce type de mot est peu signi-
ficatif pour des tâches liées à la classification d’opinion.
À l’inverse, IDF donne un score très faible aux mots outils et aux mots très présents dans
l’ensemble des classes du corpus. De plus, une telle mesure de discriminance donne également
de faibles scores aux mots comme meilleur qui apparaissent de nombreuses fois dans la
même classe. Il peuvent pourtant se révéler très utiles pour la classification d’opinion.
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3.2.3 La mesure TF − IDF
La fonction la plus classique combine les deux critères présentés précédemment, à savoir
les mesures TF et IDF , pour constituer la fonction TF − IDF (term frequency - inverse
document frequency - cf. Formule 4). Le principe de cette approche est de pondérer la méthode
fréquentielle TF par le nombre de documents dans lesquels un terme cible apparaît. Elle part
de l’idée qu’un mot apparaissant beaucoup dans un document mais peu dans le reste du corpus
est représentatif de ce document.
TF − IDF (x, y) = TF (x, y) · IDF (x) (4)
Si nous calculons les mesures des mots précédents avec une telle pondération, nous obtenons :
TF − IDF (Cannes, 7) = 1
14
· log 9
1
≈ 0.157
TF − IDF (meilleur, 7) = 2
14
· log 9
3
≈ 0.157
TF − IDF (un, 7) = 1
14
· log 9
4
≈ 0.058
TF − IDF (film, 7) = 1
14
· log 9
4
≈ 0.058
Comme nous pouvons le constater, les mots rares dans le corpus ou présents plusieurs fois
dans un même document ont des scores assez supérieurs aux mots outils ou aux mots généraux
du corpus.
3.2.4 La mesure D
La fonction de Discriminance, que nous appelons D (cf. Formule 5), est construite sur les
mêmes principes généraux que ceux véhiculés par la mesure TF − IDF . La différence tient
au fait que la fréquence d’apparition dans un document (TF ) est remplacée par la fréquence
d’apparition dans la classe qui contient le plus souvent le mot cible. En effet, le nombre d’ap-
paritions du mot dans une classe, pondéré par son nombre d’apparitions dans l’ensemble du
corpus, semble une mesure adaptée à la problématique de classification de documents. Ceci
s’explique par le fait qu’un tel principe met en relief l’importance du mot au regard des classes
constituées.
D(x) =
nombre d’occurrences du mot x dans la classe qui le contient le plus
Nombre d’occurrences du mot dans l’intégralité du Corpus
(5)
Si nous calculons la mesure D de nos trois mots exemples, nous obtenons :
D(Cannes) =
1
1
= 1
D(meilleur) =
4
4
= 1
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D(le) =
4
6
∼ 0.667
D(film) =
4
6
∼ 0.667
Les mots permettant d’associer un document à une classe, comme meilleur obtiennent
des scores élevés. Cette mesure donne aussi des scores importants à certains mots rares qui
pourraient se trouver répartis de manière inéquitable dans les données d’apprentissage sans
que ce soit le cas dans les données de test. Pour éviter cet écueil, il est possible de combiner
cette mesure à DF , mais cela n’a pas amélioré les résultats dans les expérimentations que nous
avons menées.
3.3 Un exemple de généralisation partielle
Dans cette section, nous proposons de détailler un exemple complet consistant à généraliser
certains mots sélectionnés selon les mesures précédemment décrites. Prenons en exemple le
corpus de la Figure 9. Dans ce contexte, le but de la classification est de prédire la polarité à
associer à chaque document (phrase). À partir de l’exemple de la Figure 9, nous obtenons pour
chaque mot le nombre de documents le contenant (cf Table 3).
Mot Nombre de documents contenant le mot
est 6
un 5
mauvais 3
film 3
ce 3
le 3
meilleur 2
festival 2
vraiment 2
et 2
bon 2
TAB. 3 – Nombre de documents contenant le mot pour les mots apparaissant plus d’une fois
dans le corpus
Ensuite, pour chaque mot de la phrase, la fonction grammaticale nous est donnée comme
dans l’exemple ci-dessous :
Meilleur/ADJ film/NOM et/KON meilleur/ADJ acteur/NOM pour/PRP Cria/NOM
Cuervos/NOM :/PON Cannes/NOM est/VER un/DET des/PRP meilleurs/ADJ
festivals/NOM
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Mot Étiquette attachée au mot Nombre de documents Descripteur
contenant le mot GENDESC
Meilleur ADJ 3 Meilleur
film NOM 3 film
et KON 2 KON
meilleur ADJ 3 meilleur
acteur NOM 3 acteur
pour PRP 1 PRP
Cria NOM 1 NOM
Cuervos NOM 1 NOM
: PON 1 PON
Cannes NOM 1 NOM
est VER 6 est
un DET 4 un
des DET 1 DET
meilleurs ADJ 1 ADJ
festival NOM 2 NOM
! PON 1 PON
TAB. 4 – Application de la généralisation GENDESC
Dans cet exemple, les étiquettes correspondent à :
ADJ : Adjectif ;
NOM : Nom ;
KON : Conjonction ;
PRP : préposition ;
VER : Verbe ;
DET : Déterminant ;
ADJ : Adjectif ;
PON : Ponctuation.
Nous pouvons ensuite utiliser les fonctions de rang définies en Section précédente. La
fonction utilisée dans le premier exemple est le nombre de documents du corpus contenant
le mot (c’est-à-dire la mesure DF ). Pour cette mesure, le seuil représente donc le nombre
minimum de documents présents dans le corpus qui doivent contenir le mot pour que celui-ci
ne soit pas généralisé.
Pour la phrase exemple, si un seuil est fixé à 3, tous les mots apparaissant dans moins de 3
documents seront remplacés par leur étiquette grammaticale (cf. Tableau 4). La phrase initiale
de notre exemple est alors généralisée de la manière suivante pour un seuil fixé à 3 :
Meilleur film KON meilleur acteur PRP NOM NOM PON NOM est un DET ADJ NOM
PON
Dans ce contexte, plus le seuil est élevé, plus le nombre de mots généralisés est important.
Nous détaillons ci-dessous le même exemple avec tous les seuils possibles de généralisation :
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— Seuil à 1 (tous les mots sont conservés) : Meilleur film et meilleur acteur
pour "Cria Cuervos" : Cannes est un bon festival!
— Seuil à 2 : Meilleur film et meilleur acteur PRP NOM NOM PON NOM est
un DET ADJ festival PON
— Seuil à 3 : Meilleur film KON meilleur acteur PRP NOM NOM PON NOM est
un DET ADJ NOM PON
— Seuil à 4 : ADJ NOM KON ADJ NOM PRP NOM NOM PON NOM est un DET ADJ NOM
PON
— Seuil à 5 : ADJ NOM KON ADJ NOM PRP NOM NOM PON NOM est DET DET ADJ
NOM PON
— Seuil à 7 (tout les mots sont remplacés) : ADJ NOM KON ADJ NOM PRP NOM NOM
PON NOM VER DET DET ADJ NOM PON
Nous constatons que jusqu’à un certain point de généralisation, l’information pertinente
(sur le type de relation que donne la phrase) devient plus évidente que dans la phrase entière.
Les mots les moins pertinents sont généralisés en premier, alors que les mots indiquant l’ap-
partenance à une classe comme meilleur ne sont généralisés qu’assez tard. Notons qu’un
post-filtrage permet de supprimer les mots outils. Nous montrerons en Section 5 que certaines
mesures comme D se révèlent en fait plus efficaces.
4 GENDESC et n-grammes
Dans cette section, nous allons nous intéresser à l’extension de GENDESC aux n-grammes.
4.1 n-grammes de mots
Un n-gramme de mots correspond à la concaténation de n mots voisins. Les signes de
ponctuation peuvent être des informations contextuelles très importantes. Nous considérons
donc ces marqueurs linguistiques comme de possibles éléments constituant les n-grammes au
même titre que les mots. Prenons l’exemple de la Figure 2. En utilisant les mots comme de-
scripteurs initiaux pour construire les n-grammes à partir de cet exemple, une représentation
sous forme de 2-grammes (ou bigrammes) fournit le résultat ci-dessous :
Meilleur-film film-et et-meilleur meilleur-acteur acteur-pour
pour-Cria Cria-Cuervos Cuervos-: :-Cannes Cannes-est est-un
un-bon bon-festival festival-!
La représentation sous forme de 3-grammes (ou trigrammes) est donnée ci-dessous :
Meilleur-film-et film-et-meilleur et-meilleur-acteur
meilleur-acteur-pour acteur-pour-Cria pour-Cria-Cuervos
Cria-Cuervos-: Cuervos-:-Cannes :-Cannes-est Cannes-est-un
est-un-des un-des-meilleurs des-meilleurs-festival meilleurs-festival-!
Les n-grammes de mots sont très riches en information, car chaque descripteur contient à
la fois un mot et une partie de son contexte. Mais ce sont des descripteurs textuels parfois trop
spécifiques ayant peu de chance d’être présents dans de nombreux documents.
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4.2 n-grammes d’étiquettes grammaticales
Outre les n-grammes de mots, il peut être utile d’identifier des n-grammes d’étiquettes
grammaticales. À partir du même jeu de données, nous obtenons alors les résultats ci-dessous :
— Bigrammes d’étiquettes :
ADJ-NOM NOM-KON KON-ADJ ADJ-NOM NOM-PRP PRP-NOM NOM-NOM NOM-PON
PON-NOM NOM-VER VER-DET DET-DET DET-ADJ ADJ-NOM NOM-PON
— Trigrammes d’étiquettes :
ADJ-NOM-KON NOM-KON-ADJ KON-ADJ-NOM ADJ-NOM-PRP NOM-PRP-NOM
PRP-NOM-NOM NOM-NOM-PON NOM-PON-NOM PON-NOM-VER NOM-VER-DET
VER-DET-DET DET-DET-ADJ DET-ADJ-NOM ADJ-NOM-PON
Les n-grammes d’étiquettes grammaticales sont plus généraux et ont donc de meilleures
chances de se retrouver dans de nombreux documents. Mais l’information donnée est moins
pertinente d’un point de vue sémantique pour décrire le document (cf. section 2).
4.3 n-grammes et généralisation partielle
Cette section décrit l’application de GENDESC aux n-grammes. Ceci revient à généraliser
certains mots des n-grammes constitués en appliquant le même processus décrit précédem-
ment. Un tel processus consiste, dans un premier temps, à appliquer la généralisation par-
tielle avec GENDESC, puis à rechercher les n-grammes à partir de la représentation textuelle
obtenue. Ce processus est illustré en Figure 10.
FIG. 10 – GENDESC et n-grammes
Par exemple, considérons la généralisation partielle ci-dessous :
Meilleur film KON meilleur acteur PRP NOM NOM PON
NOM est un ADJ NOM PON
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Nous obtenons les bigrammes ci-dessous :
Meilleur-film film-KON KON-meilleur meilleur-acteur acteur-PRP PRP-NOM
NOM-NOM NOM-PON PON-NOM NOM-est est-un un-DET DET-ADJ ADJ-NOM NOM-PON
Les trigrammes sont donnés ci-dessous :
Meilleur-film-KON film-KON-meilleur KON-meilleur-acteur
meilleur-acteur-PRP acteur-PRP-NOM PRP-NOM-NOM NOM-NOM-PON NOM-PON-NOM
PON-NOM-est NOM-est-un est-un-DET un-DET-ADJ DET-ADJ-NOM ADJ-NOM-PON
Nous obtenons ainsi des n-grammes pouvant être composés soit de mots, soit d’étiquettes
grammaticales, soit d’une combinaison des deux. Ayant généralisé les mots que nous pensons
moins pertinents pour la classification, nous évaluons dans la section suivante l’ensemble de
nos propositions.
5 Expérimentations
Dans cette section, nous présentons les expérimentations qui permettent de discuter l’u-
tilisation des différentes fonctions de rang selon les types de représentations (unigrammes,
bigrammes et trigrammes). Enfin, les résultats obtenus avec différents algorithmes d’appren-
tissage seront présentés.
5.1 Problématique et protocole expérimental
Dans ces travaux, nous avons choisi de nous intéresser à deux problématiques de classifi-
cation afin de prédire (1) une opinion, (2) un parti politique.
— Pour la première problématique, le corpus utilisé est DEFT 2007 (Grouin et al. (2007)).
Il est composé d’interventions de députés portant sur le vote de lois en examen à
l’Assemblée Nationale. L’objectif est de classifier les documents selon que l’élu soit
pour ou contre le projet de loi discuté. Nous avons travaillé à partir d’un sous-ensemble
représentatif du corpus, composé de 1000 textes, équitablement répartis entre ceux con-
tre les projets de loi, et les textes les défendant.
— Nous avons aussi expérimenté notre méthode sur un corpus de 1500 tweets équitable-
ment répartis entre 5 partis politiques. L’objectif est de classer les tweets en fonction
du parti du locuteur. Ce corpus sera appelé TWEET.
Les deux corpus ont été préalablement étiquetés grammaticalement grâce à l’analyseur
morpho-syntaxique SYGFRAN (Chauché (1984)).
Nous avons testé 3 algorithmes d’apprentissage différents : un algorithme de classification
bayésien, les arbres de décision, et un algorithme fondé sur les SVM (Support Vector Machine).
Les 3 algorithmes ont été testés sous leur version implantée dans Weka (Hall et al. (2009)) :
— L’algorithme bayésien utilisé est NaiveBayes 1.
— L’algorithme de classification par arbre de décision utilisé est C4.5 2.
1. http ://weka.sourceforge.net/doc/weka/classifiers/bayes/NaiveBayes.html
2. http ://weka.sourceforge.net/doc/weka/classifiers/trees/J48.html
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— L’algorithme à base de SVM appliqué est SMO (Sequential minimal optimization) 3.
Les algorithmes sont utilisés avec les paramètres par défaut de Weka. Les résultats présen-
tés sont issus d’une validation croisée (10-fold). Notons qu’outre la validation croisée utilisée
pour l’apprentissage du modèle de classification, dans nos futurs travaux, il sera nécessaire
d’apprendre/tester les seuils de généralisation en utilisant un protocole de validation croisée
similaire.
Chaque fonction de rang fournit des valeurs dans un espace différent. Pour permettre une
juste comparaison, nous avons normalisé toutes les fonctions de façon à ce qu’elles renvoient
des valeurs comprises entre 0 et 1.
5.2 Résultats
5.2.1 GENDESC
Les différentes fonctions afin de choisir les mots à généraliser ont été expérimentées et sont
présentées dans cette section. Notons que la qualité d’une fonction ne dépend que très peu de
l’algorithme d’apprentissage. Ce point sera discuté en Section 5.2.3.
La Table 5 montre les résultats obtenus en utilisant l’algorithme NaivesBayes, sans util-
isation de n-grammes, avec différentes fonctions et plusieurs seuils de généralisation. Dans
le premier corpus DEFT2007, la classification fondée sur les mots retourne un taux d’exacti-
tude de 60,41%. Dans le second corpus (TWEET) pour lequel il existe cinq classes distinctes,
une classification fondée sur les mots retourne un taux d’exactitude de 46,80%. Ces résultats
constituent les valeurs de base d’une représentation classique "sac de mots".
Corpus DEFT2007 TWEET
Seuil 0,1 0,3 0,5 0,7 0,1 0,3 0,5 0,7
D 63,49 68,26 63,18 58,82 46,80 50,24 49,19 47,38
DF 59,23 58,72 58,92 59,74 46,32 45,44 43,90 43,70
IDF 59,26 54,56 53,75 54,67 47,47 41,95 26,85 25,10
TF 53,55 53,65 53,75 53,75 19,62 19,62 19,62 19,62
DF ×D 60,95 59,74 58,92 58,82 46,32 44,37 43,36 43,22
D × IDF 62,17 53,85 53,85 53,85 49,40 35,50 20,13 20,13
TF ×D 63,18 67,85 63,59 59,84 46,80 46,26 43,22 45,37
TF × IDF 55,48 54,57 53,65 53,55 39,66 28,19 22,80 21,95
TF ×DF 59,33 58,62 59,26 59,53 46,26 45,44 43,83 43,63
TAB. 5 – Exactitude (Accuracy) obtenue en fonction des différentes fonctions selon des seuils.
La Table 6 montre que seule la fonction D est réellement pertinente pour établir quels
mots doivent être généralisés. Les autres fonctions fournissent globalement des résultats in-
férieurs à l’utilisation des mots comme descripteurs, quel que soit le seuil.
Sur le corpus TWEET, nous avons vu qu’il pouvait être intéressant, à condition d’utiliser
un seuil faible, de combiner D avec IDF , alors qu’IDF avait plutôt tendance à dégrader les
3. http ://weka.sourceforge.net/doc/weka/classifiers/functions/SMO.html
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performances de D sur le corpus parlementaire. Nous pensons que cela s’explique par le fait
que le corpus TWEET est composé de cinq classes comparativement au corpus d’interventions
parlementaires formé de deux classes.
Le seuil optimal varie suivant la fonction utilisée. Nous avons testé différents seuils pour
chaque fonction pour étudier le comportement de nos résultats en fonction du seuil. Comme le
montre la Table 6, pour la fonction D, le seuil optimal est établi autour de 0, 3 pour les deux
corpus testés.
Seuil 0,1 0,3 0,5 0,7
DEFT2007 63,49 68,26 63,18 58,82
TWEET 46,80 50,24 49,19 47,38
TAB. 6 – Exactitude obtenue avec la fonction D avec différents seuils.
5.2.2 GENDESC associé aux n-grammes
Nous avons effectué des expérimentations sur ces mêmes corpus en prenant en compte les
n-grammes de mots. La Table 7 montre les résultats obtenus avec l’algorithme NaiveBayes
et la fonction D à son seuil optimal. Pour chaque colonne de cette Table, nous avons : (1)
une génération partielle des descripteurs avec GENDESC, (2) l’utilisation des mots comme
descripteurs, (3) l’utilisation d’un filtre. Dans ce cas, les mots ayant un score inférieur au seuil
donné ne sont pas généralisés mais supprimés.
Les résultats montrent que l’utilisation simultanée de bigrammes et trigrammes à la place
des unigrammes a tendance à donner un score inférieur à l’utilisation des unigrammes seuls.
L’utilisation de bigrammes et/ou trigrammes combinés à l’utilisation des unigrammes donne
souvent un meilleur résultat que l’utilisation d’unigrammes seuls. Notons que cette amélio-
ration apportée par les n-grammes est supérieure avec les n-grammes construits à partir de
descripteurs issus de la généralisation partielle (colonne GENDESC vs. colonne "mots" de la
Table 7). Cela laisse penser que la combinaison des n-grammes et de GENDESC est tout à fait
pertinente.
La Table 7 montre également l’utilisation de la fonction D en tant que filtre afin d’élim-
iner les mots en dessous du seuil établi. Nous pouvons constater que ceci influe positivement
sur la qualité de la classification en comparaison de l’utilisation des mots comme seuls de-
scripteurs. Nos fonctions de sélections sont donc parfaitement pertinentes. Cependant, bien
que cette amélioration soit significative, elle ne surpasse jamais l’utilisation de GENDESC qui
semble l’approche la plus pertinente.
5.2.3 GENDESC et algorithmes d’apprentissage
Nous avons enfin effectué des expérimentations avec plusieurs algorithmes d’apprentissage
afin de pouvoir les comparer. La Table 8 montre les résultats obtenus (1) à partir de GENDESC
avec un seuil optimal, (2) sans l’utilisation de GENDESC.
Alors que NaiveBayes et SVM ont des performances relativement proches, l’algorithme
s’appuyant sur des arbres de décision a des performances moindres, que ce soit en utilisant les
mots comme descripteurs ou ceux issus de la généralisation partielle. Nous pouvons constater
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Type de représentation DEFT2007 TWEET
GENDESC mots Filtre GENDESC mots Filtre
Unigrammes 68,26 57,25 66,29 51,67 46,80 51,38
Bigrammes 62,78 51,94 62,62 28,12 37,15 30,72
Trigrammes 58,11 45,34 61,44 20,40 25,76 20,59
Unigrammes + Bigrammes 67,55 56,61 66,79 52,48 47,74 51,52
Unigrammes + Trigrammes 69,67 57,12 66,92 53,28 47,00 51,45
Unig + Big + Trig 68,36 56,74 66,92 53,36 47,94 51,59
TAB. 7 – Exactitude obtenue grâce aux n-grammes.
que la qualité des descripteurs ne varie pas en fonction des algorithmes d’apprentissage : les
descripteurs les plus pertinents le sont quel que soit l’algorithme d’apprentissage utilisé.
6 Conclusions et perspectives
Dans cet article, nous avons proposé de nouveaux descripteurs textuels fondés sur un
mélange de mots et de POS-tag qui permettent d’améliorer la classification de documents par
des méthodes d’apprentissage supervisé. Nos résultats montrent que notre approche est adap-
tée dans le cadre de la problématique de classification, sans connaissance a priori du corpus
ou du type de classification à effectuer.
Alors qu’une part importante de notre approche était construite à partir de n-grammes,
nous avons relevé que l’amélioration qu’ils donnaient était limitée. La faiblesse des n-grammes
vient du fait qu’ils sont construits à base de mots voisins et non de mots en relation syntaxique.
Nous expérimentons actuellement la généralisation partielle en construisant des "n-grammes"
fondés sur les relations syntaxiques plutôt que sur les relations de voisinage.
Les étiquettes, et surtout les n-grammes d’étiquettes, nécessitent d’avoir les étiquettes
les plus générales possibles. Nous allons proposer des solutions pour répondre à une telle
problématique, entre autre en proposant plusieurs niveaux de généralisation, comme dans les
travaux de Raymond et Fayolle (2010). Parallèlement, nous souhaitons utiliser nos méthodes
sur d’autres corpus, pour tester l’adaptation de GENDESC à un contexte multilingue.
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Summary
This paper presents an application that belongs to automatic classification of textual data by
supervised learning algorithms. The aim is to study how a better textual data representation can
improve the quality of classification. Considering that a word meaning depends on its context,
we propose to use features that give important information about word contexts. We present a
method named GENDESC, which generalizes (with POS tags) the least relevant words for the
classification task.
- 146 -
