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Abstract. Hand is a very convenient interface for immersive human-computer 
interaction. Users can give commands to a computer by hand signs (hand post-
ures, hand shapes) or hand movements (hand gestures). Such a hand interface 
system can be realized by using cameras as input devices, and software for ana-
lyzing the images. In this hand interface system, commands are recognized by 
analyzing the hand shapes and its trajectories in the images. Therefore, success 
of the recognition of hand shape is vital and depends on the discriminative 
power of the hand shape representation. There are many shape representation 
techniques in the literature. However, none of them are working properly for all 
shapes. While a representation leads to a good result for a set of shapes, it may 
fail in another one. Therefore, our aim is to find the most appropriate shape re-
presentation technique for hand shapes to be used in hand interfaces. Our can-
didate representations are Fourier Descriptors, Hu Moment Invariant, Shape 
Descriptors and Orientation Histogram. Based on widely-used hand shapes for 
an interface, we compared the representations in terms of their discriminative 
power and speed.  
Keywords: Shape representation, hand recognition, hand interface. 
1   Introduction 
Hands play very important role in inter-human communication and we use our hands 
for pointing, giving commands and expressing our feelings. Therefore, it is reasonable 
to mimic this interaction in human-computer interaction. In this way, we can make 
computer usage natural and easier. Although several electro-mechanical and magnetic 
sensing devices such as gloves are now available to use with hands in human comput-
er interaction, they are expensive and uncomfortable to wear for long times, and re-
quire considerable setup process. Due to these disadvantages, vision based systems 
are proposed to provide immersive human computer interaction. Vision systems are 
basically composed of one or more cameras as input devices, and processing capabili-
ties for captured images. Such a system is so natural that a user may not be aware of 
interacting with a computer system. However, there is no unique vision based hand 
interface system that can be used in all types of applications. There are several rea-
sons for this. First, there is no computer vision algorithm which reconstructs a hand 
from an image. This is because a hand has a very complex model with 27 degrees of 
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freedom (DOF) [1]. Modeling the kinematic structure and dynamics are still open 
problems, and need further research [2].  Second, even if there was an algorithm 
which finds all 27 parameters of a hand, it would be very complex, and it may not be 
appropriate for real-time applications. Third, it is unnecessary to use complex algo-
rithms for a simple hand interface, since it consumes considerable or even all availa-
ble computing power of the system. Appearance-based techniques that analyze the 
image without using any 3-dimensional hand model work faster than 3-dimensional 
model based techniques and they are more appropriate for real time hand interface 
applications [2],[3].  
This study mainly focuses on appearance-based methods for static hand posture 
systems. However, the shape representations presented in this study can be incorpo-
rated as feature vectors to standard spatio-temporal pattern matching methods such as 
Hidden Markov Models (HMM) [18] or Dynamic Time Warping (DTW) [22] to rec-
ognize dynamic hand movements or hand gestures.    
Our initial motivation was to develop an application which was controlled by hand. 
In this application, the setting was composed of a camera located on top of the desk, 
and the user gave commands by hand. Although capturing from above limits possible 
hand shapes, this is very frequent setup for hand interface systems. For example, the 
system described by Quek et al. controls the behavior of a mouse by a hand on key-
board [4]. ITouch uses hand gestures appearing on the monitor similar to touch screen 
monitors [5]. Licsar and Sziranyi present another example that enables a user to man-
age presentation slides by hands [6]. Freeman et al. let the users play games by their 
hands [7]. Nevertheless, there is no study comparing techniques employed in such a 
setup. The aim of our paper is to assess various representations for hand shape recog-
nition system having a setup where a camera is located above the desk and is looking 
downward to acquire the upper surface of the hand. 
Usually, a hand interface system is composed of several stages: image acquisition, 
segmentation, representation, and recognition. Among those stages, segmentation is 
the main bottleneck in developing general usage HCI applications. Although there are 
many algorithms attempting to solve segmentation such as skin color modeling [24], 
Gauss Mixture Model for Background Subtraction [23] and Neural Network methods, 
all of them impose constraints on working environments such as illumination condi-
tion, stationary camera, static background, uniform background, etc. When the restric-
tion is slightly violated, a clean segmentation is not possible, and the subsequent  
stages fail. Remedy to this problem is to use more complex representations or algo-
rithms to compensate the deficiency of segmentation. However, there is also a limit 
on compensation. As a result, for the time being, even using the state-of-the-art seg-
mentation algorithms for color images, a robust HCI application is not possible. How-
ever, there is a good news recently on segmentation with a new hardware technology, 
which is called Time-of-Flight (ToF) depth camera [19]. It captures depth information 
for each pixel in the scene and the basic principle is to measure the distances for each 
pixel using the round-trip delay of light, which is similar to radar systems. This cam-
era is not affected by illumination changes at all. With this technology, clean segmen-
tation for HCI applications is possible using depth keying technique [20]. Microsoft’s 
Natal Project uses this technology to solve segmentation problem and enable users to 
interact with their body to control games [21]. Therefore, shape representations from 
clean segmentation can be used with this technology, and we used clean segmented 
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hand objects in our study. We believe that future HCI applications will be using ToF 
camera to solve segmentation problem.  
The next stage after segmentation is representation, hand pixels are transformed in-
to a meaningful representation which is useful at recognition stage. Representation is 
very important for recognition since unsuccessful representation gives unsatisfactory 
results even with state-of-the-art classifiers. On the other hand, good representation 
always results in an acceptable result with an average classifier [8]. 
This paper compares four representation techniques which can be used in shape 
recognition systems. In the selection of these representations, the following criterions 
are used: discriminative power, speed and invariance to scale, translation and rotation. 
Selected representations are Fourier descriptors, Hu moment invariants, shape de-
scriptors, and orientation histogram. In Section 2, these selected representations are 
explained in detail. To assess the representations, bootstrapping is used to measure the 
quality of representations while decision tree is used as the classifier. Section 3 gives 
all the details concerning tests. In Section 4, we comment on the results in terms of 
discriminative power and real-time issues. Finally, we conclude the paper. 
2   Shape Representations 
Recognizing commands given by hand depends on the success of shape recognition, 
and thus, it is closely related to shape representation. Therefore, it is vital to select the 
appropriate shape representation for hand interfaces. Unfortunately, there is no unique 
representation that works for all sets of shapes. This is the motivation that leads us to 
compare and assess popular hand shape representations. Techniques for shape repre-
sentation can be mainly categorized as contour-based and region based [9]. Contour 
based techniques use the boundary of the shape while region based techniques employ 
all the pixels belonging to a shape. Each category is divided into two subcategories: 
structural and global.  Structural methods describe the shape as a combination of 
segments called primitives in a structural way such as a tree or graph. However, glob-
al methods consider the shape as a whole. Although there are many shape representa-
tion techniques in these categories, only some of them are eligible to be used in hand 
interfaces. We took into account certain criterions for selection. The first criterion is 
the computational complexity of finding the similarity of two shapes, i.e., matching. 
Contour based and region based structural methods such as polygon approximation, 
curve decomposition, convex hull decomposition, medial axis require graph matching 
algorithm for similarity, thus they are computationally complex [9]. Zhang et al. show 
that Fourier Descriptor (FD) which is a contour based global method performs better 
than Curvature Scale Space (CSS) which is also a contour based global method, in 
terms of matching and calculating representations [10]. Another contour-based global 
method, Wavelet Descriptor requires shift matching for similarity, which is costly 
compared to FD. Therefore, we have selected FD as a candidate. Freeman et al. use 
Orientation Histogram which is a region-based global method, for several applications 
controlled by hand [7],[11]. Since there is no comparison of Orientation Histogram 
with others, and authors promote it in terms of both speed and recognition perfor-
mance, we have also chosen it. Peura et al. claim that practical application does not 
need too sophisticated methods, and they use the combination of simple shape de-
scriptors for shape recognition [12]. Since Shape Descriptors are semantically simple, 
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fast and powerful, we have chosen Shape Descriptors (SD) as well. Each Shape De-
scriptor is either a contour or a region based global method. Flusser asserts that mo-
ment-invariants such as Hu Moment Invariants are important [13] since they are fast 
to compute, easy to implement and invariant to rotation, scale and translation. There-
fore, Hu Moment Invariants are also selected for hand interface.   
In conclusion, we have opted for four shape representation techniques; Shape De-
scriptors, Fourier Descriptors, Hu Moment Invariants and Orientation Histogram to 
assess their discrimination power and speed on a hand shape data set. In the rest of 
this section, we describe each selected method. 
2.1   Shape Descriptors 
Shape Descriptor is a quantity which describes a property of a shape. Area, perimeter, 
compactness, rectangularity are examples of shape descriptors. Although a single 
descriptor may not be powerful enough for discrimination, a set of them can be used 
for shape representation [12]. In this study, five shape descriptors; compactness, ratio 
of principal axes, elliptical ratio, convexity and rectangularity are chosen because they 
are invariant to scale, translation and rotation, and easy to compute. Also they are 
reported as successful descriptors in [9],[12].  
2.1.1   Compactness 
A common compactness measure, called the circularity ratio, is the ratio of the area of 
the shape to the area of a circle (the most compact shape) having the same perimeter. 
Assuming P is the perimeter and A is the area of a hand shape, circularity ratio is 
defined as follows.  4   
For a circle, circularity ratio is 1, for a square, it is , and for an infinite long and narrow 
shape, it is 0. 
2.1.2   Ratio of Principal Axes 
Principal axes of a 2-dimensional object are two axes that cross each other orthogo-
nally in the centroid of the object and the cross-correlation of boundary points on the 
object in this coordinate system is zero [12]. Ratio of principal axes, ρ provides the 
information about the elongation of a shape. For a hand shape boundary B which is an 
ordered list of boundary points, ρ can be determined by calculating covariance matrix 
∑, of a boundary B, and then finding the ratio of ∑’s eigenvalues; λ1 and λ2. Eigen-
vectors e1, e2 of ∑ are orthogonal and cross-correlation of points in B with e1 and e2 is 
zero since ∑ is a diagonal matrix. The values of λ equal to the length of the principal 
axes. However, to find the ratio of λ1 and λ2 or principal axes, there is no need to ex-
plicitly compute eigenvalues, and ρ can be calculated as follows [12]: 
 ∑ ∑ ∑∑ ∑  , where ∑  represents covariance of i and j. 
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2.1.3   Elliptical Ratio 
Elliptical Ratio,  is the ratio of minor axis, b to major axis, a of an ellipse which is 
fitted to boundary points.     
Ellipse fitting is performed using a least-square fitness function. In the implementa-
tion, ellipse fitting algorithm proposed by Fitzgibbon et al. [14] and provided by 
OpenCV is used [17]. 
2.1.4   Convexity 
Convexity is the ratio of perimeter of the convex-hull,   to the perimeter of 
the shape boundary, , where convex hull is the minimum convex polygon cov-
ering the shape.    
2.1.5   Rectangularity 
Rectangularity measures the similarity of a shape to a rectangle. This can be calcu-
lated by the ratio of the area of the hand shape,  to the minimum bounding 
box of hand shape, . Minimum bounding box (MBB) is the smallest rectangle 
covering the shape.   
For a rectangle, rectangularity is 1; for a circle, it is 4. 
2.2   Fourier Descriptors 
Fourier Descriptors (FDs) represent the spectral properties of a shape boundary. Low 
frequency components of FDs correspond to overall shape properties; while high 
frequency components describe the fine details of the shape.  
FDs are calculated using Fourier Transform of shape boundary points, (xk,yk), 
k=0,…, N-1 where N is the number of points in the boundary. Boundary can be 
represented by an ordered list of complex coordinates called complex coordinate 
signature, as pk=xk+i yk, k=0,...,N-1 or a boundary can be represented by an ordered 
list of distances, rk, of each boundary point (xk,yk) to centroid of the shape (xc,yc) 
called centroid distance signature. 
Zhang and Lu compared the effect of four 1-dimensional boundary signatures for 
FDs; these signatures are complex coordinates, centroid distances, curvature signature 
and cumulative angular function [15]. The authors concluded that FDs derived from 
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centroid distance signature is significantly better than the others. Therefore, we use 
centroid signature of the boundary. To calculate FDs of a boundary, the following 
steps are pursued. 
 
1. Calculate the centroid of the hand shape boundary 
 1    1   
2. Convert each boundary point (xk,yk) to centroid distance rk,   , 0, … , 1 
3. Use Fourier Transform to obtain FDs. 1 ·  
FDf, f=0,...,N-1 are Fourier coefficients. 
4. Calculated FDs are translation invariant since centroid distance is relative to 
the centroid. In Fourier Transform, rotation in spatial domain means phase-
shift in frequency domain so using magnitude values of coefficients make 
FDs rotationally invariant. Scale invariance is achieved by dividing FDs by 
FD0. Since each rk is real valued, first half of FDs are the same with second 
half. Therefore, half of the FDs are enough to represent shape. As a result, a 
hand shape boundary is represented as follows [15]: 
  | || | , | || | , , /| |  
2.3   Hu Moment Invariants, Φ 
Hu derived 7 moments which are invariant to translation, rotation and scaling 
[13],[16]. This is why Hu moments are so popular and many applications use them in 
shape recognition systems. Each moment shows a statistical property of the shape. Hu 
Moment Invariants can be calculated as follows.  Note that µ shows the 2nd and 3rd 
order central and normalized moments. 
 
 
The main problem of Hu moments in classification are the large numerical va-
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compute similarity is not possible. In our implementation, decision tree is used as the 
classifier. 
2.4   Orientation Histogram 
Orientation Histogram (OH) is a histogram of local orientations of pixels in the image 
[11]. Freeman et al. applied the idea of OH to create fast and simple hand interfaces 
[7]. The basic idea of OH is that hand pixels may vary in illumination, and pixel-by-
pixel difference leads to huge error in total. Instead of using pixels themselves for 
comparison, their orientations are used to overcome the illumination problem. To 
make it translation invariant, orientations are collected in a histogram with 36 bins 
where each bin represents 10 degree. Scale and rotation invariance are not pointed in 
[11]. However, our implementation normalized the magnitude of the histogram to 
overcome scaling problem, and updated by shifting all orientations relative to peak 
one to make it rotationally invariant. Instead of using the whole image, its dimension 
is reduced to about 100 by 80 pixels for faster computation [11]. The problems of the 
method are also reported as two similar shapes can produce very different histograms, 
and hand shape must not be a small part of the image. Thinking each normalized 
histogram as a vector in 36 dimensional space, we classified them using a decision 
tree algorithm similar to other three methods. 
3   Experimental Results 
To evaluate the performance of 4 shape representations, we collected 10160 samples 
of widely-used 15 hand shapes from 5 different people. There is approximately the 
same number of samples for each person and hand commands. A sample set of  
collected 15 hand shapes are shown in Fig. 1. The evaluation is based mainly on dis-
crimination power and speed. Furthermore, we have also investigated the perfor-
mance with respect to the number of people and samples in the training set.  
 
Fig. 1. Hand commands used in our experiments 
We have first divided the samples into two sets: training set and test set.  Training 
set is used to train a decision tree for each representation, and samples in the test set 
are classified by the corresponding decision tree. Hit ratio, which is the percentage of 
correctly classified samples in the test set, is used as the measurement for discrimina-
tion power of each representation. The division of training and test set is based on two 
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parameters: number of people in the training set, and the percentage of the samples of 
each person selected for training. 
We first assessed the effect of training set size when the system is trained with 
samples only from one person. We selected randomly one person among 5 people, 
and used 10% of samples from each hand command of the selected person in training. 
All the remaining samples, that is, remaining 90% samples of the same person and all 
samples from other 4 people, were employed in test set. This test is repeated 5 times 
and the average of the hit ratios is used as the measurement of discrimination power 
for each representation. This procedure is repeated with 30% and 50% of samples in 
training for one person, and Fig. 2.a shows the results graphically. We repeated the 
above procedure for 2, 3, 4, and 5 people, and only the results for 5 people is depicted 
in Fig. 2.b. Results for all number of people with all number of training set size can be 
found in Table 1. 
Table 1. Hit ratios for all parameters used in the experiment 
 
 
Fig. 2.a and Fig. 2.b show the hit ratios of representations when 10%, 30% and 
50% of samples from the people used in training. It is observed that the performances 
of SD, FD and HU are not influenced considerably by increasing the number of sam-
ples from the same person. As a result, SD, FD and HU representations produce low 
variances for the representations of similar hand shapes from the same person. This is 
a desired property since a few training samples from a person are adequate to train the 
system for that person. 
Parameters Hit Ratios (%)
Num. of people Training Size (%) SD FD HU OH 
1 
10 55.63 65.08 62.1 38.15 
30 64.99 77.5 70.97 45.87
50 62.2 76.45 70.16 47.24 
2 
10 75.47 86.09 85.19 49.53 
30 75.54 88.11 86.48 55.82
50 75.97 87.9 85.6 57.12 
3 
10 81.05 89.29 89.81 53.23 
30 83.44 92.98 91.8 63.33
50 82.73 93 91.1 65.48 
4 
10 83.89 93.56 93.86 58.56 
30 87.05 94.12 94.82 67.38
50 87.07 94.05 94.27 69.65 
5 
10 87.29 96.84 95.73 63.45 
30 91.18 98.64 98.13 70.17
50 92.35 99.61 98.58 75.43 
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