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Abstrakt 
Tato diplomová práce se zabývá akcelerací geometrických transformací obrazu s využitím GPU 
a architektury NVIDIA® CUDA™. Časově kritické části kódu jsou přesunuty na GPU a vykonány 
paralelně. Jedním z výsledků je demonstrační aplikace pro porovnání výkonnosti obou architektur: 
CPU, a GPU v kombinaci s CPU. Pro referenční implementaci jsou použity vysoce optimalizované 







This master's thesis deals with acceleration of geometrical image transforms using the GPU and 
NVIDIA® CUDA™ architecture. Time critical parts of the code are moved on the GPU and executed 
in parallel. One of the results is a demonstrational application for performance comparison of both 
architectures: the CPU, and GPU in combination with the CPU. As a reference implementation, there 
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Příchod vícejaderných CPU a mnohojaderných GPU na trh znamená, že hlavním proudem 
procesorových čipů jsou nyní paralelní systémy. Výzvou je vyvinout software, který transparentně 
rozšíří/zredukuje svůj paralelismus vlivem rostoucího/snižujícího se počtu procesorových jader, 
stejně tak, jako 3D grafické aplikace transparentně přizpůsobují svůj paralelismus mnohojaderným 
GPU s široce se lišícími počty jader. 
Tato práce se zabývá zrychlením základních geometrických transformací obrazu využitím 
NVIDIA® CUDA™. 
Cílem je tedy paralelizace těch částí algoritmů, u kterých je to možné, a přenesení jejich 
kritických výpočtů na GPU. Na GPU budou probíhat „ne-grafické“ operace. 
Pro dobrou motivaci k dosažení solidních výsledků, jsou jako referenční algoritmy pro 
geometrické transformace a interpolace použity optimalizované algoritmy z knihovny OpenCV od 
firmy Intel. 
Na této diplomové práci spolupracovali dva studenti. Kolega, který se zabývá interpolací 
obrazových bodů v NVIDIA® CUDA™ použil mé geometrické transformace souřadnic jednotlivých 
bodů a výsledkem je společná demonstrační aplikace porovnávající rychlosti algoritmů prováděných 
v CPU, a v GPU ve spolupráci s CPU. Mým úkolem byla implementace ukázky geometrické 
transformace obrazu a porovnání rychlostí výpočtu. Kolega implementoval aplikaci geometrických 
transformací videa v reálném čase. 
V úvodních kapitolách této diplomové práce bude nastíněn aktuální vývoj univerzálních 
procesorů CPU a mnohojaderných GP GPU. Dále pak bude poměrně podrobně vysvětlena 
architektura NVIDIA® CUDA™, její požadavky na HW i SW, programovací model, paměťový 
model a způsob překladu zdrojových textů obsahujících CUDA. Následně bude vysvětlena teorie 
geometrických transformací a interpolací obrazových bodů. V návrhu řešení potom bude popsáno 
možné řešení pro zrychlení geometrických transformací s využitím GPU. Kapitola o implementaci 
shrne a blíže popíše zajímavé poznatky, experimenty a finální řešení algoritmů aplikace. V závěru 
této diplomové práce jsou pak shrnuty výsledky měření rychlostí výpočtů na různých počítačích. 
 Tato práce byla vypracována ve dvou etapách. Tou první etapou byl semestrální projekt, ve 
kterém byla nastudována potřebná teorie geometrických transformací obrazu, architektury NVIDIA® 
CUDA™ a navržen způsob provedení implementace. V druhé etapě bylo následně navržené řešení 
implementováno. Provádělo se poměrně velké množství experimentů a na jejich základě se potom 
zpracovaly ty nejlepší dosažené výsledky. 
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2 Vyuţití GPU pro akceleraci výpočtů 
Central Processing Unit – CPU, je stroj, který je schopen vykonávat počítačové programy. Dřívější 
CPU byly navrhovány ručně jako část většího, někdy pouze jediného, počítače. Nicméně tato 
finančně náročná metoda návrhu ručně vyráběných procesorů pro určité aplikace ukázala cestu 
masové produkci procesorů, které jsou navrženy pro jeden nebo více účelů. 
Technický pokrok nám dnes umožňuje masově vyrábět procesory, které jsou univerzální. Díky 
miniaturizaci a standardizaci CPU neustále roste přítomnost digitálních zařízení v moderním životě. 
Mikroprocesory se dnes objevují ve všem od automobilů počínaje, přes telefony až dětským hračkám 
a podobně. 
Vlivem mikroprocesorové architektury univerzálních CPU, standardizace a dalších aspektů je 
ale prudký vývoj, který trval přibližně do roku 2002, zpomalený. Do popředí, co se surového výkonu 
týče, se dostávají grafické čipy – GPU. 
 
Během zhruba sedmi posledních let, jsme byli svědky prudkého, poměrně tichého, vývoje 
grafických procesorů. 
GPU je čip na grafické kartě počítače a tvoří její mozek. Vypočítává data, jež dostává od 
hlavního univerzálního procesoru CPU. Grafický čip se stará o vykreslování grafiky a výstupní data 
jsou potom posílána na zobrazovací zařízení (monitor, projektor a další). 
 Jak již bylo nastíněno v předchozí podkapitole, porovnáváme-li surový výpočetní výkon, 
který se měří v jednotkách FLOPS, grafické mikroprocesory dosahují mnohanásobně vyšších výkonů, 
než univerzální CPU. Na následujícím obrázku 2-1 je tento strmý vývoj naznačen. 
 
Pro srovnání si uvedeme několik číselných hodnot z přelomu roku 2008/2009: 
 576 GFLOPS u GPU vs. 51 GFLOPS u CPU (jednotka FLOPS udává počet operací 
s pohyblivou desetinnou čárkou za sekundu) 
 86 GB/s GPU memory bandwidth vs. 8,4 GB/s CPU memory bandwidth v obou 
směrech dohromady. 
 128 jader GPU čipu umožňujících 768 současně vykonávaných vláken na 1 jádře vs. 4 
jádra CPU čipu umožňujících 3 současně vykonávaná vlákna na 1 jádře. 
 
Tato porovnání ale vychází ze surové výpočetní síly. Dosažitelný výkon pro tvorbu paralelních 
aplikací se pohybuje v jiných číslech. S architekturou univerzálních procesorů se pojí velká řada 
problémů, které zabraňují rychlému růstu. Stejně tak v oblasti pamětí je velké množství omezení 
(především v rychlosti a velikosti). 
 K tomu, abychom mohli využívat naplno výpočetní paralelní sílu grafických čipů, musíme 
použít aplikační rozhraní pro komunikaci s čipem. Je potřeba čip programovat, využít OpenGL, 
DirectX, apod. Tyto techniky jsou pro člověka poměrně náročné, a tím do značné míry limitují 











2-1 Evoluce GPU a CPU [8] 
 
 
2-2 Šířka pásma u CPU (fialová) a GPU (zelená) [8] 
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Míra využití GPU se ovšem začíná měnit. V roce 2007 dochází k vydání NVIDIA® CUDA™. 
Nejedná se pouze o softwarovou záležitost. Na GPU čip je přidáno nové univerzální HW rozhraní 
a vzniká tzv. GP GPU. 
 
Na obrázku 2-3, který je také převzatý z Nvidia Programming Guide 2.0 [8], je vidět, že 
architektura grafických jednotek směřuje hlavně k provádění operací, kdežto architektura běžných 
počítačových procesorů soustředí větší množství tranzistorů na ukládání dat do vyrovnávací paměti 
a na kontrolu běhu. 
 
2-3 Rozdíl mezi architekturou CPU a GPU [8] 
 
2.1 NVIDIA® CUDA™ 
NVIDIA® CUDA™ je akronym pro Compute Unified Device Architecture. CUDA je paralelní 
programovací model a softwarové prostředí, které využívá výpočetní sílu grafického procesoru GPU 
(graphics processing unit) také pro ne-grafické výpočty. 
CUDA technologie byla vyvinuta s několika cíly. Je to v podstatě malá sada rozšíření 
k programovacímu jazyku C, která umožňuje přímočaře implementaci paralelních algoritmů. 
Tvůrci CUDA tvrdí, že se mohou programátoři zaměřit na design paralelních algoritmů více, nežli 
ztrácením času nad implementací. Myslím, že je to pravda. Ovšem tvůrci také tvrdí, že člověk nemusí 
znát HW. Toto je už jen reklamní heslo. Abych mohl co nejefektivněji navrhnout, jak provést 
geometrické transformace obrazu na GPU, musel jsem znát, z čeho se tento čip skládá, jaké má 
paměti, různé parametry, zorientovat se v nejrůznějších funkcích, které řeší dokonce i takty SM 
(Streaming Multiprocessor) a tak podobně. 
CUDA podporuje také heterogenní výpočty, kde aplikace využívají oba procesory - jak CPU, 
tak GPU. Sériové části aplikací jsou prováděny na CPU a paralelní se posílají do GPU. Jako taková 
může být CUDA přidána do existujících aplikací v jazyce C. CPU a GPU jsou považovány jako 
separátní jednotky, které mají své vlastní paměťové prostory. Tato konfigurace také dovoluje 
simultánní výpočet na obou jednotkách bez sporů o paměťové prostředky. 
CUDA-capable, neboli CUDA-schopné GPU mají stovky jader, které mohou kolektivně 
spouštět tisíce výpočetních vláken. Každé jádro má sdílené prostředky, zahrnující registry a paměť. 
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Vestavěná paměť na čipu (on-chip memory) dovoluje běžícím paralelním úkolům na těchto jádrech 
sdílet data bez jejich posílání přes systémovou sběrnici. 
2.2 Architektura CUDA-capable GPU 
V následujících několika odstavcích bude nastíněna architektura těchto CUDA-capable GPU. Číselné 
hodnoty stávajících čipů jsou taktéž čerpány převážně z Nvidia Programming Guide 2.0 [8]. 
V současné chvíli, je na GPU organizováno zpravidla 16 vysoce vláknových streamovacích 
multiprocesorů (SMs - Streaming Multiprocessors). Na obrázku 2-4 jeden pár SMs tvoří blok. Každý 
tento multiprocesor má 8 streamovacích procesorů (SPs - Streaming Processors). Celkem je to tedy 
16*8 = 128 procesorů. Každý procesor běží zhruba na 1,35 GHz, má tzv. MAD jednotku – Multiply-
Add unit a ještě přídavnou jednotku pro násobení. Je tam také speciální jednotka pro funkce pracující 
s pohyblivou desetinnou čárkou. Co se pamětí týče, každá výkonnější GPU dnes již zpravidla přichází 
s více jak 1 GB DRAM paměti. Tyto DRAM paměti se liší od standardních DIMM DRAM, které se 
nachází na základní desce počítače. Jsou to v podstatě frame buffery, které ukládají pro grafické 
aplikace obrazová data. Například snímky videa, texturovací informace pro 3D rendering apod. Pro 
výpočty ale slouží jako velmi širokopásmové cache1 mimo čip, i když mají o něco větší latenci než 
standardní cache nebo systémové paměti. Jestliže čip využijeme správně, máme dostatečný objem 
výpočtů, velká šířka pásma nám tuto latenci vynahradí.  Tím se dostáváme k samotnému jádru věci. 
Tedy jakým způsobem CUDA vlastně funguje.  
 
 
2-4 Architektura CUDA-capable GPU [12] 
 
Běh programu se skládá z jedné nebo více fází, které jsou prováděny na hostiteli – CPU nebo 
na zařízení – GPU. Výpočetní fáze, které vyžadují malý výpočetní výkon, jsou implementovány 
                                                     
1 cache je rychlá vyrovnávací paměť pro přístup datům 
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sériově na hostiteli. Naopak fáze, které zpracovávají velké množství dat a jsou náročné, jsou 
implementovány na zařízení – device. Je možné implementovat zdrojové kódy jak pro CPU, tak pro 
GPU do jednoho souboru. Jak toto funguje, bude popsáno v kapitole 2.3. 
 
2.3 Způsob překladu 
Systém překladu zdrojových kódů pracuje ve zkratce dvoufázově. Nejdříve se oddělí CUDA kód od 
hostitelského kódu CPU kompilátorem nvcc a přeloží. Soubory, obsahující dvojí kód mají příponu 
„.cu“ Tento kompilátor je snadno nastavitelný z příkazové řádky. Výstup a zbylý hostitelský kód je 
ponechán dalšímu nástroji, který jej standardně přeloží. Kompilátor nvcc umožňuje překlad také pro 
emulovaný režim. Není tedy potřeba vyvíjet kód celou dobu výhradně na CUDA-capable GPU. Kód 
je potom spuštěn na hostiteli, tedy na CPU a je možné jej pohodlně trasovat a provádět kontrolní 
výpisy. Výsledné testování správnosti se ale určitě neobejde bez plnohodnotných GPU s CUDA. 
V hostitelském emulovaném překladu se výpočty serializují. Nemusí se tak projevit například 
nedostatek paměti na GPU, špatná synchronizace výpočetních vláken a podobně. 
 
2.4 Programovací model 
Na obrázku 2-6 je znázorněn model vláken architektury NVIDIA® CUDA™. Jak již bylo zmíněno 
výše, náročné výpočty, které zpracovávají velké množství dat, jsou spouštěny na zařízení – GPU. 
Jsou popsány ANSI C kódem rozšířeným o klíčová slova označující data-paralelní funkce zvané 
„Kernels“ a jejich příslušné data struktury. V jeden moment smí být spuštěn právě jeden 
„kernel“ na zařízení. Kernel funkce, nebo jednoduše kernely generují tzv. mříž s velkým počtem 
výpočetních vláken k využití paralelismu (obr. 2-5). Každé vlákno provede příkazy kernel funkce. 
Tato vlákna jsou generována za běhu aplikace a uspořádána podle obrázku 2-6 do bloků. 
 
2-5 Mříţ výpočetních vláken CUDA [17] 
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2-6 Model vláken [13] 
 
Jestliže každé vlákno v mříži provádí stejnou funkci, zaleží na jeho unikátních souřadnicích, 
které jej odliší od ostatních a identifikuje příslušnou porci dat ke zpracování. Vlákna jsou 
organizována do dvojúrovňové hierarchie, využívající unikátních souřadnic blockId (číslo bloku) 
a threadId (číslo vlákna), které jsou jim přiděleny za běhu CUDA systémem. Proměnné 
blockId a threadId jsou vestavěné proměnné, které jsou vytvářeny za běhu systémem a jsou 
přístupné v rámci kernel funkcí. 
Na samém vrcholu této hierarchie stojí mříž, což je dvojdimenzionální pole bloků. Počet bloků 
v každé dimenzi je určen prvním parametrem při spuštění kernel funkce. 
 
Spuštění kernel funkce vypadá například takto: 
  dim3 dimGrid(450, 300); 
dim3 dimBlock(16, 16, 2); 
KernelFunkce<<<dimGrid, dimBlock>>>(…); 
(třetí parametr u vytváření mříže bloků je automaticky nastaven na 1) 
 
Tento první parametr dimGrid je struktura, určující počet bloků. Ve směru osy x je to 
dimGrid.x a ve směru osy y dimGrid.y. Hodnoty těchto proměnných mohou být kdekoliv 
v intervalu <1, 65 536>. Tyto proměnné lze nastavit v současné implementaci CUDA pouze při 
spuštění kernelu. 
Všechna vlákna v jednom bloku sdílí stejné číslo bloku blockId. Číslo bloku blockId.x 
respektive blockId.y je v intervalu <0, dimGrid.x-1> respektive <0, dimGrid.y-1>. 
Shrneme-li si tedy jak to celé funguje, na obrázku 2-6 vidíme, že Kernel 1 vytváří 
dvojdimenzionální mříž o rozměrech 2 x 2 bloky a každý blok vytváří trojdimenzionální pole vláken 
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4 x 2 x 2.  První parametr při spuštění kernelu určuje mříž bloků, druhý bloky vláken. Jednotlivá 
vlákna jsou identifikována obdobně jako bloky, vestavěnými proměnnými systému CUDA - 
threadId. 
Maximální počet vláken na jeden blok je omezen na 512. Parametr dimBlock může tedy 
obsahovat kombinace čísel, jejichž součin nepřesáhne toto omezení. 
Jak jsem již naznačil výše, jeden Multiprocesor, obsahuje 8 procesorů. Je tedy vhodné 
generovat velké množství výpočetních bloků, které pak budou po 8 na každém multiprocesoru 
spouštěny paralelně. Dobrá aplikace využívající NVIDIA® CUDA™ by měla spouštět nejméně 
5000 – 12000 výpočetních vláken.  
 
2.5 Škálovatelnost CUDA 
Architektura CUDA je postavena na poli více-vláknových streamovacích multiprocesorů (SMs). 
Když program na hostitelském CPU vyvolá kernel funkci, čili mříž výpočetních vláken, jednotlivé 
bloky této mříže jsou rozpočítány a přiděleny k multiprocesorům s volnou výpočetní kapacitou (obr. 
2-7 ). 
 
2-7 Automatická škálovatelnost CUDA [17] 
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 Výpočetní vlákna bloků jsou spouštěna současně na jednom multiprocesoru. Když jednotlivé 
bloky skončí, nové bloky jsou opět spouštěny na neobsazených multiprocesorech. 
GPU jednotky s více multiprocesory budou tedy automaticky spouštět a vykonávat mříž 
vláken kernel funkce v menším čase, než GPU jednotky s méně multiprocesory. 
Jak již bylo popsáno v kapitole 2.2, multiprocesor se skládá z osmi skalárních procesorových 
(SP) jader. Z toho dvě jsou speciální funkční jednotky pro transparentnost. Více-vláknová instrukční 
jednotka a „on-chip“ sdílená paměť (jednotlivé druhy pamětí budou popsány v následující kapitole). 
Multiprocesor vytváří, spravuje a vykonává současně výpočetní vlákna hardwarově s nulovou 
plánovací režií. Toto implementuje synchronizaci vláken – skutečnou barierní synchronizaci s jednou 
instrukcí. Rychlá barierová synchronizace společně s „lehkými“ výpočetními vlákny tak podporuje 
velmi jemný paralelismus, který dovoluje například dekompozici problému až na jeden bod obrazu, 
vrchol tělesa a podobně. 
Ke správě stovek výpočetních vláken vykonávajících několik druhů programů multiprocesor 
využívá architektury SIMT (single-instruction, multiple-thread). Multiprocesor mapuje každé vlákno 
na jedno jádro skalárního procesoru a každé toto vlákno je spouštěno nezávisle se svou vlastní 
instrukční adresou a stavem registru. Jednotka SIMT multiprocesoru vytváří, spravuje, plánuje a 
spouští jednotlivá výpočetní vlákna ve skupinách po 32. Tyto skupiny paralelních vláken jsou 
nazývány warpy (warps). Jednotlivá vlákna warpu startují společně na stejné adrese programu, ale 
jinak mají volnost k větvení a nezávislému provádění. 
 
Když multiprocesor obdrží více bloků vláken ke spuštění, rozdělí je na warpy, které jsou 
naplánovány SIMT jednotkou. Způsob, jakým jsou tyto bloky děleny na warpy je vždy jednotný. 
Každý warp se skládá z po sobě jdoucích zvyšujících se čísel vláken (threadId), kde první warp 
obsahuje vlákno s threadId rovno 0. 
Warp vykonává vždy jednu společnou instrukci současně, takže největší efektivita nastává, 
souhlasí-li všechna vlákna warpu na stejné výpočetní cestě. Pokud se vlákna rozdělí skrze 
podmíněnou větev závislou na datech, vlákna se začnou vykonávat postupně. Provede se výpočet 
podmíněného větvení a ostatní vlákna jsou zastavena, dokud opět všechna nenajdou společnou cestu 
k pokračování. Toto divergentní větvení nastává pouze v rámci jednoho warpu. Různé warpy jsou 
vykonávány nezávisle bez ohledu na to, mají-li společnou výpočetní cestu nebo ne. 
 
 
2.6 Model pamětí 
Současné GPU čipy podporující CUDA mají několik pamětí, které mohou být použity programátory 
k získání co nejlepších výsledků. Na obrázku 2-8 je znázorněn jejich model. Každá paměť má ovšem 
svá omezení a způsob použití. 
Největší, nejpomalejší a nejpřístupnější je paměť globální. Je to jediný styčný bod mezi daty 
na GPU a CPU. Data, se kterými budeme pracovat na zařízení, je potřeba nejprve přenést sem. 
K tomu slouží funkce CUDA pro alokaci, které jsou velmi podobné těm standardním z ANSI C. 
Ukazatel na tyto data potom předáme jako parametr kernel funkci, která nad nimi vykoná dané 
operace. Po skončení kernelu lze data přesunout zpět do hostitelské paměti, nebo nad těmito daty 
provést další operace voláním dalších kernel funkcí. Data uložená v globální paměti mají tedy 
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životnost aplikace, pokud je dříve sami nedealokujeme. Proměnné ukládané do globální paměti 




Paměť Ţivotnost Parametry 
Registry vlákna čtení / zápis 
Lokální paměť vlákna čtení / zápis 
Sdílená paměť v rámci bloku čtení / zápis 
Globální paměť v rámci celé mříže čtení / zápis 
Konstantní paměť v rámci celé mříže čtení 
Texturovací paměť v rámci celé mříže čtení 





2-8 CUDA implementace pamětí [15] 
 
Další zajímavou pamětí je texturovací paměť. Je to prostorově vyrovnávací paměť (spatially 
cached), která je patřičně zarovnaná pro rychlý přístup. Je schopna poměrně rychle streamovat 
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objemná data. Protože je pouze pro čtení, lze ji použít například pro přístup k obrazu, nad kterým 
provádíme určité operace. Výhodou je i viditelnost v rámci celé mříže výpočetních bloků vláken. 
Konstantní paměť je taktéž pouze pro čtení a není příliš veliká. V současné době má zpravidla 
64 KB. Je to ale extrémně rychlá a paralelní vyrovnávací paměť. Pokud se data nemusí měnit, je 
dobré ji použít a případný větší objem dat rozdělit pro dávkové zpracovávání. Chceme-li proměnnou 
uložit do této paměti, doplníme její deklaraci o klíčové slovo __constant__. Tato paměť se 
nenachází na čipu. 
Do registrů se ukládají automatické proměnné na zařízení, mimo polí. Ta se ukládají do 
globální paměti a mají životnost stejnou jako vlákno. 
Přístupy do lokální paměti nastávají jen pro některé automatické proměnné. Jelikož tato paměť 
není vyrovnávací, přístupy jsou stejně časově náročné jako do globální paměti. Tyto přístupy jsou ale 
vždy sloučeny, i když má tato paměť životnost stejnou jako vlákno podle definice. 
Sdílená paměť je zřejmě nejrychlejší, ovšem velmi malá – zpravidla 16 KB a je viditelná 
v rámci jednoho bloku výpočetních vláken. Je přizpůsobena rychlému současnému čtení vláken. 
Abychom uložili proměnnou do sdílené paměti, musí ji předcházet klíčové slovo __shared__, 
případně ještě doplnit volitelné klíčové slovo __device__, kterým říkáme, kde bude proměnná 
uložena. Paměť se nachází přímo na čipu a je tedy stejně rychlá, jako registry, pokud nenastanou tzv. 
„bank“ konflikty. Sdílená paměť je rozdělena do tzv. „banks“, což jsou stejnoměrně rozdělené 
moduly, ke kterým lze přistupovat simultánně. Takže všechny požadavky čtení, nebo zápisu do 
paměti vyvolané z n adres, které spadají do n oddělených paměťových modulů, mohou být 
obslouženy najednou. Šířka pásma je tedy potom n krát tak vysoká, jako šířka pásma jednoho 
modulu. Jestliže ale dvě adresy požadavků k přístupu do paměti padnou do stejného modulu, vzniká 
tzv. „bank conflict“ a přístup musí být serializován. O rozdělení sdílené paměti na bezkonfliktní 
moduly se stará hardware a snižuje tak vlastně šířku pásma. K dosažení co největší rychlosti musíme 
brát ohled na způsob mapování adres do paměťových modulů. 
 
Aby bylo dosaženo současného provádění mezi hostitelem a zařízením, některé funkce musí 
být asynchronní. Řízení programu je navráceno hostitelskému vláknu dříve, než zařízení dokončí 
požadovanou úlohu. 
Tyto funkce jsou: 
 Kernel funkce 
 Funkce, které provádí paměťové kopírování a mají příponu Async 
 Funkce, které provádí kopírování device – device 
 Funkce, které nastavují paměť 
Některé GPU jednotky mohou také kopírovat mezi tzv. page-locked pamětí a pamětí zařízení 
současně s prováděním kernel funkce. Aplikace si toto mohou ověřit voláním funkce 
cudaGetDeviceProperties(). Tato možnost je v současné chvíli podporována pouze pro 
kopírování, která nezahrnují žádná CUDA pole nebo 2D pole alokovaná funkcí 
cudaMallocPitch(). 
Aplikace spravuje paralelní provádění s využitím tzv. streamů (streams). Stream je sekvence 
operací, které se vykonávají v daném pořadí. Rozdílné streamy mohou ale na druhou stranu 
vykonávat jejich operace mimo dané pořadí a to buď se vzájemným respektem, nebo současně. 
Stream je definovaný vytvořením streamového objektu, specifikovaný jako parametr stream 
v sekvenci spouštěných kernel funkcí a také funkcí pro kopii dat mezi hostitelem a zařízením [17]. 
 13 
2.7 Systémové poţadavky 
K použití CUDA je třeba mít na počítači nainstalováno následující: 
 CUDA-enabled GPU (http://www.nvidia.com/object/cuda_learn_products.html) 
 Ovladač GPU 
 CUDA software, který je dostupný bezplatně na http://www.nvidia.com/cuda jak pro 
platformu Microsoft Windows, tak pro Linux. 
 
Podporované vývojové prostředí pro platformu Microsoft Windows je Microsoft Visual 
Studio .NET 2003, Microsoft Visual Studio 2005, nebo odpovídající verze Microsoft Visual C++ 
Express Edition. Novější verze Visual Studia a Visual C++ Express Edition nejsou v současné době 
podporovány výrobcem. Šance na zprovoznění CUDA tam ale je… 
Jak už jsem zmínil výše, CUDA software lze vyvíjet i v případě, že v počítači není CUDA-
capable GPU. Programy je možné testovat v emulovaném módu. Toto se ovšem nedoporučuje 
považovat za konečné a funkční řešení. Mohou potom vyvstat problémy při synchronizaci vláken 
u paralelizace a mnoho dalších [9].  
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3 Geometrické transformace obrazu 
 
V této kapitole bude popsán teoretický základ pro provádění geometrických transformací obrazu 
včetně interpolací obrazových bodů. Nastínění celého problému pěkně vystihuje následující obrázek: 
 
3-1 Geometrické transformace obrazu a interpolace obrazových bodů 
 
Geometrické transformace jsou jedním z nejdůležitějších a nejpoužívanějších nástrojů moderní 
počítačové grafiky. Prvním krokem pro akceleraci počítačové grafiky proto většinou bývá 
hardwarová implementace právě geometrických transformací. 
Geometrické transformace můžeme chápat jako změnu pozice vrcholu v aktuálním souřadnicovém 
systému nebo jako změnu souřadnicového systému. 






Pomocí výše uvedených základních transformací lze provádět i transformace složitější a to 
jejich skládáním. Ve své práci se zaměřím právě na tyto čtyři základní geometrické transformace 
obrazu a budu se je snažit zrychlit. 
 
Geometrické transformace vypočtou na základě souřadnic bodů ve vstupním obraze souřadnice 
bodů ve výstupním obraze. V digitálním zpracování obrazu geometrické transformace dovolují 
odstranit geometrické zkreslení vzniklé při pořízení obrazu (např. korekce geometrických vad 
objektivu kamery, oprava zkreslení družicového snímku způsobená zakřivením zeměkoule). Mezi 
korekcí geometrického zkreslení a geometrickými transformacemi, jako je posunutí nebo rotace, není 
principiální rozdíl. Použijí se stejné algoritmy. 
Geometrická transformace plošného obrazu je vektorová funkce, která zobrazí bod do nového 
bodu. Transformace je definována dvěma složkovými vztahy: 
 




3-2 Základní geometrické transformace: a) posun, b) rotace, c) měřítko, d) zkosení [2] 
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Transformační rovnice 𝑇𝑥  a 𝑇𝑦  mohou být buď známy předem, jako je tomu např. v případě 
rotace, posunu nebo zvětšení obrazu, nebo je možné hledat transformační vztah na základě znalosti 
původního i transformovaného obrazu. Při hledání transformace se obvykle využívá několika 
známých (tzv. lícovacích) bodů, které v obou obrazech odpovídají identickému objektu a lze je 
snadno najít.  
Geometrická transformace se skládá ze dvou kroků: 
 Transformace souřadnic bodů – najde k bodu ve vstupním obraze s diskrétními 
souřadnicemi odpovídající bod ve výstupním obrazu. U výstupního bodu musíme 
počítat se spojitými souřadnicemi (reálná čísla), protože poloha výsledného bodu 
nemusí souhlasit s celočíselnou mřížkou. Tato plošná transformace má tedy bodový 
charakter. 
 Interpolace obrazových bodů – hledá celočíselnou hodnotu barvy, respektive jasu 
z neceločíselných transformovaných souřadnic x´ a y´. 
 
Lineární transformace je zobrazení 𝑓 z jednoho vektorového prostoru do druhého 𝑉 → 𝑊, 
které zachovává lineární kombinace. Pro libovolný vektor 𝑥(𝑥1 , 𝑥2 , …  𝑥𝑛) a skalár 𝛼1 , 𝛼2 , …  𝛼𝑛  platí 
𝑓 𝛼1𝑥1 , 𝛼2𝑥2 , …  𝛼𝑛𝑥𝑛  =  𝛼1𝑓 𝑥1 ,  𝛼2𝑓 𝑥2 , …  𝛼𝑛𝑓 𝑥𝑛 . Všechny základní geometrické 
transformace jsou lineární [2]. 
 
3.1 Homogenní souřadnice 
Souřadnice bodu v rovině je 𝑃(𝑥, 𝑦). Pro jeho posunutí na pozici 𝑃0(𝑥0 , 𝑦0) musíme k aktuálním 
souřadnicím přičíst vektor posunutí 𝑇(𝑑𝑥 , 𝑑𝑦). Nové Souřadnice pak získáme podle vztahu 
𝑥0 = 𝑥 +  𝑑𝑥 , 𝑦0 = 𝑦 + 𝑑𝑦 . Maticový zápis najdeme ve vztahu 𝑃´ = 𝑃 + 𝑇. Podobně je tomu také, 
pokud chceme daný bod vůči počátku souřadnic otočit (𝑃´ = 𝑃 ∙ 𝑅), či změnit jeho měřítko 
(𝑃´ = 𝑃 ∙ 𝑆). V tom případě R a S jsou transformační matice pro dané operace. 
Jelikož je transformace posunutí vyjádřena jinou operací (sčítání), než zbylé transformace, je 
snahou převést všechny transformace na jednotnou formu. Tento problém řeší homogenní souřadnice 
bodu. 
 
3-3 Geometrická představa homogenních souřadnic ve 2D [2] 
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Základní myšlenkou homogenních souřadnic je reprezentovat bod ve vektorovém prostoru 
o jednu dimenzi větším. Homogenní souřadnice zachovávají rovnoběžnost a jsou jednotnou 
reprezentací afinních transformací. Umožňují nám vyjádřit všechny druhy základních transformací 
(včetně posunutí) jednou transformační maticí. Transformace pak aplikujeme násobením matic 
a vektorů. 
Homogenní souřadnice bodu ve 2D s kartézskými souřadnicemi [x, y] je uspořádaná trojice 
[X, Y, w], pro kterou platí x = X/w, y = Y/w. Souřadnice w určuje váhu bodu. Hodnota váhy je 
většinou w = 1, v případě lineárních transformací (což všechny základní geometrické souřadnice 
jsou…). Pro trojrozměrný prostor jsou homogenní souřadnice pouze zobecněním těch 
dvourozměrných. P (X, Y, Z, w), kde w = 1 je pro bod a w = 0 pro vektor. 
U skládání transformací záleží na pořadí jednotlivých matic [2]. 
  
3.2 Posunutí - translation 
Geometrická transformace posunutí, je definována vektorem posunutí 𝑇. Ten určuje směr a velikost 
posunutí. Průmětem vektoru posunutí 𝑇 ve směru osy x a y jsou složky 𝑑𝑥  𝑎 𝑑𝑦 , jak již bylo zmíněno 
v podkapitole Homogenní souřadnice. 
V homogenních souřadnicích, je dána transformace posunutí bodu v rovině P tedy následujícím 
vztahem: 
𝑃 𝑥, 𝑦, 1  
𝑇 𝑑𝑥 , 𝑑𝑦  






Maticově  𝑃´ = 𝑃 ∙ 𝑇: 







Inverzní transformační matice pro posun zpět je: 
 









3.3 Rotace - rotation 
Rotací neboli otáčením bodu P kolem počátku soustavy souřadnic O = [0,0] o orientovaný úhel 
𝛼 získáme bod P´ o souřadnicích: 
𝑥´ = 𝑥 ∙ cos 𝛼 −  𝑦 ∙ sin 𝛼 
𝑦´ = 𝑥 ∙ sin 𝛼 + 𝑦 ∙ cos 𝛼 
 (3-5) 
Kladný směr otáčení je proti směru hodinových ručiček od osy X k ose Y. 
 
 
Maticové vyjádření rotační transformace v homogenních souřadnicích, má pro bod 𝑃 𝑥, 𝑦, 1 , 
o úhel 𝛼 se středem otáčení v počátku souřadného systému tvar: 
 
 𝑥´, 𝑦´, 1 =  𝑥, 𝑦, 1 ∙  
cos 𝛼 sin 𝛼 0




Inverzní transformační matice pro rotaci na druhou stranu je: 
 
𝑅−1 =  
cos 𝛼 −sin 𝛼 0





3.4 Změna měřítka - scale 
Změnu měřítka určují tzv. faktory 𝑆𝑥  𝑎 𝑆𝑦 . Jsou-li faktory 𝑆𝑥 ,𝑦  > 1, dochází ke zvětšení, jsou-li 
faktory měřítka 0 < 𝑆𝑥 ,𝑦  < 1, dochází ke zmenšení.  
V homogenních souřadnicích, má transformace bodu v rovině P tedy následující vztah: 
 
𝑃 𝑥, 𝑦, 1  
𝑥´ = 𝑥 ∙  𝑆𝑥       𝑦´ = 𝑦 ∙ 𝑆𝑦  
 (3-8) 
 
Maticově  𝑃´ = 𝑃 ∙ 𝑆: 









Inverzní transformační matice pro změnu měřítka je: 
 



















3.5 Zkosení - skew 
Zkosení obrazu určují v transformační matici faktory 𝐶𝑥  𝑎 𝐵𝑦 .  
V homogenních souřadnicích, má transformace zkosení v rovině P následující vztah: 
 
𝑃 𝑥, 𝑦, 1  






Maticově  𝑃´ = 𝑃 ∙ 𝑍: 








Inverzní transformační matice pro zkosení v opačném směru je: 
 








3.6 Interpolace obrazových bodů 
Interpolací obrazových bodů se rozumí nalezení odpovídající hodnoty bodu v rastru. V případě 
obrazů ve stupních šedi hovoříme o určení intenzity jasu a v případě barevných obrazů o nalezení 
odpovídající barvy. 
V předchozí kapitole byl popsán především princip transformace původního obrazu na nový. 
Praxe je ovšem trošku jiná. Aby v novém obraze nebyly díry, které mohou vzniknout například při 
zvětšování obrazu, výpočet provádíme obráceně. Využijeme interpolace obrazových bodů. 
Bereme postupně všechny body nového obrazu, a ty vynásobíme konkrétní inverzní maticí 
dané transformační metody. V podstatě se bude jednat o dotazovací princip činnosti. Vezmeme první 
bod nového obrazu a zeptáme se, kam patřil v obraze původním. Výsledkem jsou dvě, převážně 
desetinná čísla určující přesnou polohu daného bodu v původním obrazu. V tuto chvíli přichází na 
řadu interpolace, která dokáže aproximovat barvu i na desetinných souřadnicích původního obrazu. 
Tuto hodnotu barvy potom vrátíme prvnímu bodu v obrazu novém atd. Toto provádíme pro všechny 
body nového obrazu. 
 
Následující podkapitoly o jednotlivých interpolačních metodách jsou z větší části převzaty od 
kolegy, který se jimi jak už bylo výše zmíněno v této práci zabývá: 
[5] Mintěl Tomáš: Interpolace obrazových bodů. Brno, 2009, semestrální projekt, FIT VUT 
v Brně. 
 
Zde je původní obrázek, který bude využit pro demonstraci interpolačních metod: 
 
 
3-4 Výchozí obrázek pro demonstraci interpolačních metod 
Následující obrázky jsou zvětšeny zhruba 3000x z původního a vyřezány. Ukázky byly 
prováděny v aplikaci Adobe Photoshop, s výběrem příslušných interpolačních metod. 
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3.6.1 Metoda nejbliţší soused 
Nejjednodušší metoda. Barvu bodu v transformovaném obraze tvoří barva nejbližšího bodu 
původního obrazu. Při zvětšování obrazu, například na trojnásobek velikosti, bude jeden bod 
původního obrazu představovat 3x3 body výsledného obrazu. Ty budou mít pak barvu bodu 
původního. U zmenšování by se do výsledného obrazu promítl pouze například každý třetí bod. 
Na první pohled by se mohlo zdát, že metoda není příliš sofistikovaná a nepoužívá se. Opak 
je pravdou. Tam, kde je potřeba rychlost, je hojně využívána pro své malé výpočetní nároky. 
Příkladem použití je nástroj „lupa“, nebo náhled před vykreslením obrazu interpolovaným náročnější 
metodou, atd. 
Na následujícím obrázku můžeme vidět, jak se každý bod změnil ve čtverec. Tyto čtverce pak 
tvoří na šikmých hranách schodovité přechody. Ovšem obraz není vůči původnímu nijak rozostřen. 
 
 
3-5 Zvětšení metodou nejbliţší soused 
3.6.2 Bilineární interpolace 
Bilineární interpolace se skládá ze dvou lineárních interpolací. Nová hodnota se určuje pomocí 
váženého průměru čtyř bodů v nejbližším okolí 2x2 původního obrazu. 
Lineární metoda počítá tak, že se udělá aritmetický průměr pro počítané body. Tato metoda 
odstraňuje neduhy minulé metody. Průměrování většího počtu okolních bodů má za následek 
vytvoření anti-aliasing efektu, takže nedochází k vytváření ostrých hran. Proto je výsledný obraz 
z pohledu pozorovatele reálnější. Jak můžeme vidět na obrázku 3-6, hrany nejsou tak schodovité, jako 
u minulé metody. Ovšem pořád jsou vidět.  
 




3.6.3 Bikubická interpolace 
Bikubická interpolace je složitější a kvalitnější než předchozí metoda. Místo linií využívá křivek, 
kterými spojuje šestnáct okolních obrazových bodů a pomocí nich pak vypočítá výslednou barevnou 
hodnotu pro daný bod. Bikubické interpolace lze dosáhnout použitím Lagrangeových polynomů, 
kubické spline křivky, nebo kubického konvolučního algoritmu. Tyto matematické metody jsou 
vysvětleny dále.  
Tato metoda dostává ve většině případů přednost před bilineární interpolací nebo nejbližším 
sousedem, nebereme-li v potaz rychlost výpočtu, ale kvalitu. 
Bikubická interpolace se používá ve více variantách. Například Adobe Photoshop nabízí tři 
varianty této metody: 
 Klasickou Bikubickou 
 Hladší Bikubickou – doporučena pro zvětšování obrazu 
 Ostřejší Bikubickou – doporučena pro zmenšování obrazu 
 
Pro zvýšení přesnosti zvětšení, či jiné transformace, se postupuje takzvaným pravidlem „110 
procent“. To znamená, že se obraz nezvětší najednou, ale postupuje se po deseti procentech. Tím se 
sníží vliv velkých zvětšení a nedochází ke skokům v aproximacích hodnot. Časová náročnost zde 
ovšem roste. 
 Bikubická interpolace je nejvíce používaná metoda grafických editorů, ovladačů tiskáren, 
digitálních fotoaparátů apod.  
Na obrázku 3-7 jsou vidět dvě metody bikubické interpolace. Vlevo jsou hrany vyhlazené 
a obraz vypadá přirozenější. Na pravé straně je ostřejší varianta, která je vhodná spíše pro 
zmenšování. V obrazu jsou vidět mírně vyhlazené čtverečky. 
 
 
3-7 Na levé straně je hladší a vpravo ostřejší Bikubická interpolace 
 
3.6.4 Lagrangeova interpolace 
K výpočtu polynomu, který prochází body, je nutno znát souřadnice těchto n bodů, a dále musí být 









Interpolační polynom stupně n je potom definován vztahem: 
 






kde polynom 𝑝𝑖(x) se vypočítá podle vzorce: 
 
𝑝𝑖 𝑥 =  
 𝑥 − 𝑥0 …  𝑥 − 𝑥𝑖−1  𝑥 − 𝑥𝑖+1 …  𝑥 − 𝑥𝑛 
 𝑥𝑖 − 𝑥0 …  𝑥𝑖 − 𝑥𝑖−1  𝑥𝑖 − 𝑥𝑖+1 …  𝑥𝑖 − 𝑥𝑛 
 𝑝𝑟𝑜 𝑖 = 0. . 𝑛 
 
𝑝𝑖 𝑥𝑗  = 𝛿𝑖𝑗 =  
1 𝑝𝑟𝑜 𝑖 = 𝑗




3.6.5 Kubická spline křivka 
Spline křivka je křivka složená z polynomu k-tého stupně, přičemž v opěrných bodech je zajištěna 
spojitost až do (k – 1) derivací. Mějme dáno (n + 1) opěrných bodů 𝑃0,..., 𝑃𝑛  a (n + 1) reálných 
parametrů 𝑢0 < ... < 𝑢𝑛 . Interpolační kubická spline křivka P(u), je složena z kubických polynomů 
𝑃𝑖  (u), které musí splňovat tyto podmínky: 
 
𝑃𝑖  (𝑢𝑖) = 𝑃𝑖−1 (𝑢𝑖) 
𝑃′𝑖  (𝑢𝑖) = 𝑃′𝑖−1 (𝑢𝑖) 
𝑃′′𝑖  (𝑢𝑖) = 𝑃′′𝑖−1 (𝑢𝑖), i = 1, …, n-1 
 (3-17) 
 
Volbou čísel 𝑢0 ,..., 𝑢𝑛 . určujeme parametrizaci spline křivky. Pro parametrizaci obvykle volíme 𝑢𝑖  = i 
(Uniformní parametrizace). 
 
Pro výpočet kubické spline křivky lze použít kubické polynomy ve tvaru: 
 
𝑃𝑖  (u) = 𝑎𝑖  + 𝑏𝑖  (u - 𝑢𝑖) + 𝑐𝑖(u −  𝑢𝑖)
2 + 𝑑𝑖(u −  𝑢𝑖)
3, i = 0,...,n – 1 
 (3-18) 
 
Tyto polynomy dosadíme do podmínek pro spline křivku a vyřešíme soustavu 4 × n rovnic. 
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Spline křivka je určena 4 × n koeficienty  𝑎𝑖  , 𝑏𝑖  , 𝑐𝑖  a  𝑑𝑖 . Ze zadání (n + 1) opěrných bodů, a 
z podmínek pro kubický spline však dostáváme pouze (4×n - 2) podmínek. Aby byla soustava 
jednoznačně řešitelná, musíme ještě určit další dvě podmínky. Nejčastěji se volí jedna z následujících 
možností: 
Vektory prvních derivací v krajních bodech 𝑃′0 a 𝑃′𝑛 . 
Vektory druhých derivací v krajních bodech 𝑃′′0 a 𝑃′′𝑛 . Pokud použijete 𝑃′′0 = 0 a 𝑃′′𝑛  = 0 
hovoříme o přirozené spline křivce. 
Křivka je uzavřená. 
 
Při výpočtu kubické spline křivky se obvykle postupuje tak, že nejdříve vypočteme tečné 
vektory 𝑃′0 ,…, 𝑃′𝑛 . Jednotlivé kubiky 𝑃𝑖  (u) pak můžeme vyjádřit pomocí Hermitovy interpolace. 
 
Jako ukázku implementace jsme zvolili druhou možnost (přirozený kubický splajn). 
Z podmínek 𝑃′′(𝑢0) = 0 a 𝑃′′(𝑢𝑛 ) = 0 dostaneme soustavu (n+1) rovnic pro výpočet tečných vektorů  
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3-8 Kubická spline křivka 
 
 
3.6.6 Sinc interpolace 




Je definována takto: 
L x = sinc x sinc   
x
a
  , −a < 𝑥 < 𝑎, 𝑥 ≠ 0 
L x =  1, x = 0 
L x =  0, jinde 
 (3-20) 
Funkce sin(x) má potom tento tvar: 






w =    








  ∗    








 )   
 
(3-21 Váha zdrojového bodu při výpočtu sinc interpolace) 
 
Interpolace pomocí této metody podává nejlepší výsledky ze všech zmíněných metod. Chceme-
li ale dosáhnout dobrých výsledků, musíme ji provádět alespoň na bloku okolí 16x16 bodu, což je 256 
bodů obrazu. Je proto jasné, že je tato metoda jednoznačně ze všech nejpomalejší.  
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4 Návrh řešení 
Tato kapitola obsahuje návrh výsledného řešení. Diagram 4-1 znázorňuje výstupy této diplomové 
práce. V úvodu je uveden stručný přehled hlavních bodů řešení, který je potom dále podrobněji 
rozebrán a vysvětlen. 
 
 
4-1 Diagram výstupu diplomové práce 
 
Hlavní body řešení demonstrační aplikace: 
 Inicializace 
 Vstupní parametry – ovládání 
 Alokace a přenos dat na GPU 
 Spuštění kernel funkce 
 Transformace obrazu  
o rotace, zkosení, posunutí, měřítko, afinní transformace 
o s využitím NVIDIA® CUDA™  
o (s využitím OpenCV) 
 Přenos dat z GPU zpět do CPU 
 Výstup, uvolnění použitých prostředků 
 
 
Testování rychlostí transformace obrazů s různou velikostí: 
 Čas alokace paměti na zařízení 
 Celkový čas transformace 1 obrazu na CUDA a OpenCV 























Grafické schéma běhu programu využívajícího architekturu NVIDIA® CUDA™ vypadá následovně: 
 
4-2 Způsob běhu programu vyuţívajícího NVIDIA® CUDA™ 
 
4.1 Inicializace 
V první řadě musí aplikace zkontrolovat, zda je spouštěna na počítači s grafickým procesorem 
podporujícím CUDA. K tomu slouží speciální funkce cudaGetDeviceCount, která ověří počet 
jednotek podporujících CUDA s výpočetní schopností vyšší než 1,0. Jednotky s nižší výpočetní 
schopností jsou podporovány pouze v emulovaném režimu. Ten je ale pro potřeby aplikace 
nepotřebný. Aplikace tedy skončí v případě, když nenalezne požadovanou grafickou kartu a vypíše 
informaci na standardní výstup. 
Aplikace bude pracovat pouze s jednou grafickou kartou. 
 
4.2 Vstupní parametry – ovládání 
Výsledná aplikace bude konzolová. Komunikace s uživatelem bude tedy probíhat textově přes 
standardní vstup a výstup. 
Zadá-li uživatel jako parametr při spuštění aplikace „-h“, vypíše se nápověda pro spuštění. Tato 
nápověda bude také vypsána, pokud uživatel zadá méně než minimum potřebných parametrů pro 
spuštění. 
Spuštění aplikace bude vyžadovat nejméně tři povinné parametry. Prvním bude vstupní soubor, 
který může obsahovat statický obraz nebo video. Druhým parametrem bude požadovaná geometrická 
transformace a třetím interpolační metoda, kterou chceme využít pro přepočet barev obrazu. 
Další volitelný parametr bude sloužit pro vykreslení výsledku na obrazovku nebo uložení do 
souboru. 
Na tomto místě budou možné dvě varianty výsledků: 
1. Transformovaný statický obraz, který se zobrazí v původní podobě a v transformované 
podobě knihovnou OpenCV a CUDA. 
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2. Transformované video, které se zobrazí vždy, nezávisle na posledním vstupním 
volitelném parametru. 
 
Je-li tedy aplikace správně spuštěna, zná vstupní soubor, požadovanou geometrickou 
transformaci a interpolační metodu. 
Dalším krokem bude dotazování se uživatele na parametry geometrické transformace. Aplikace 





 afinní transformace 
 
Zvolením afinní transformace bude uživatel vyzván k zadání počtu transformací, ze kterých se 
bude tato výsledná transformace skládat. Aplikace se bude ptát na jednotlivé dílčí parametry těchto 
transformací postupně, jako v případě ostatních, prvních čtyř transformací. 
 
 
4.3 Alokace a přenos dat na GPU 
Kvůli poměrně omezeným paměťovým prostředkům současných GPU je důležité brát veliký ohled na 
paměťové nároky aplikace. 
Program bude pracovat se dvěmi poli pro uložení zdrojového a cílového obrazu. K tomu, aby 
bylo možné uložit jednotlivé body obrazu, bude potřeba pole s trojnásobnou velikostí počtu bodů 
obrazu. Trojnásobnou proto, že je nutné ukládat pro každý bod tři složky jeho barvy (červenou, 
zelenou a modrou). 
Pro alokaci pole cílového obrazu za zařízení bude použita funkce cudaMalloc, která vrátí 
ukazatel na toto pole. Ten bude potom využit u volání kernel funkce. Odpovídající pole pro cílový 
obraz musí být alokováno také na hostiteli. Zde je třeba využít optimalizaci, protože by potom 
výsledné kopírování dat ze zařízení na hostitele mohlo trvat zbytečně dlouho. Pro alokaci bude 
použita taktéž funkce z knihovny CUDA, která se jmenuje cudaHostAlloc. Tato funkce využije 
hostitelskou page-locked paměť a ta je potom přístupná grafické kartě. Její ovladač tak může následně 
sledovat paměťové rozsahy a akcelerovat volání funkcí, jako je například cudaMemcpy, pro kopii dat.  
Zdrojový obraz bude přenesen na GPU ve formě textury. Je prostorově vyrovnávací a 
dostatečně velká pro uložení všech dat obrazu. Způsob uložení dat v textuře bude ve 2D, protože toto 
uložení je nejoptimálnější z hlediska optimalizace architekturou CUDA. Datový typ ukládaný do 
textury bude unsigned char – 8 bitů. Pro uložení číselných hodnot 0-255 je optimální. Kopie textury 
do GPU bude provedena funkcí cudaMemcpyToArray. 
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4.4 Spuštění kernel funkce 
Hlavním bodem běhu programu využívajícího CUDA je kernel funkce. Ta musí být napsaná tak, aby 
bylo možné spouštět jednotlivé bloky výpočetních vláken v jakémkoli pořadí. Ať už sériově, či 
paralelně. Tato nezávislost provádění bloků potom umožňuje jejich plánování na různý počet jader 
procesorů. 
Počet výpočetních vláken v jednom bloku mříže kernel funkce je typicky závislý na datech, 
která se zpracovávají. V případě této aplikace pro geometrické transformace obrazu to bude tolik 
vláken, kolik je bodů obrazu. Vláken v jednom bloku bude 256, i když maximum, které architektura 
NVIDIA® CUDA™ povoluje je 512. Bude generován větší počet bloků s případnými menšími 
nároky na použité prostředky. Jeden blok bude dvojdimenzionální, 16 × 16 vláken pro snadnější 
indexování při programování. Velikost bloku závisí na rozhodnutí programátora. Ten musí 
odhadnout, jaké nároky bude jedno výpočetní vlákno mít na paměťové prostředky zařízení. Není 
nikde dáno, které počty vláken na jeden blok jsou výhodnější. Snad jen jediné číslo, které se 
vyskytuje v literatuře, je 16. A to ve smyslu dělitelnosti celkového počtu v bloku číslem 16. 
 
Výpočet mříže vláken bude probíhat následovně: 
šířka mříže = (šířka obrázku × šířka bloku) - 1 / šířka bloku 
výška mříže = (výška obrázku × výška bloku) - 1 / výška bloku 
 
Samotné spuštění kernel funkce bude vypadat takto: 
transform <<<dimGrid, dimBlock>>> (cílové pole, struktura);   
 
Kde první parametr v lomených závorkách dimGrid určuje rozměry mříže, tedy počet bloků a 
druhý parametr dimBlock určuje rozměry bloku, tedy počet vláken na blok. V kulatých závorkách 
jsou pak předávané parametry jako u klasických funkcí. První je pole pro výstupní transformovaný 
obraz a druhý parametr je struktura s informacemi o prováděné operaci, interpolační metodě, a 
transformační matici. 
 
4.5 Transformace obrazu 
Transformace obrazu budou probíhat jak v kernel funkci na GPU, tak s využitím OpenCV funkcí na 
CPU. Zpracováním parametrů bude připravena jednotná struktura s řídícími informacemi a daty obou 
variant. 
Struktura bude obsahovat transponovanou jednotkovou matici, která bude modifikována 
v závislosti na zvolených parametrech geometrické transformace. V případě afinní transformace, bude 
příprava této výsledné matice probíhat na CPU. Je to pouze násobení dvou matic o šesti položkách. 
Optimalizace využitím GPU zde nemá smysl. Jednotlivé transformační matice afinní transformace se 
budou aplikovat na stávající matici násobením zprava. 
Výsledná modifikovaná, respektive vypočtená transformační matice v případě afinní 
transformace bude tedy uložena do struktury. 
Po spuštění kernel funkce bude potřeba tuto transformační matici ze struktury uložit do sdílené 
paměti, aby mohla všechna vlákna jednoho bloku současně a rychle přistupovat k jejím datům. 
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Uložení transformační matice do sdílené paměti bude muset provést vždy každé první vlákno bloku, 
protože sdílená paměť má životnost pouze délky jednoho bloku. Ostatní vlákna bloku musí počkat, 
než bude matice připravena. Bude tedy použita bariera pro jejich synchronizaci. 
Transformace souřadnic jednotlivých bodů obrazu bude probíhat tímto způsobem. Bude se 
procházet výsledný obraz a každé jeho souřadnice [x, y] se vynásobí, jak již bylo v teorii popsáno, 
transformační maticí. Tyto souřadnice výsledného obrazu budou uloženy v globální paměti. Ta je 
dostatečně veliká a přistupovat se do ní bude právě jednou pro zápis každé barevné složky počítaného 
bodu obrazu. 
Jelikož kernel funkce je spouštěna asynchronně a paralelně, orientace v tomto výpočetním 
modelu probíhá přes vestavěné proměnné s indexy jednotlivých vláken. Těmito indexy bude také 
indexováno pole pro výstupní obraz a řízen celý výpočet. 
Na tomto místě dojde ke spojení implementace interpolací obrazových bodů kolegy Bc. 
Tomáše Mintěla s geometrickými transformacemi souřadnic jednotlivých bodů. 
Na každou nově vypočtenou souřadnici bude tedy výpočet pokračovat interpolací barvy bodu 
(přesněji jednotlivých složek barvy bodu). 
 
4.6 Přenos dat z GPU zpět do CPU 
Po doběhnutí všech výpočetních vláken kernel funkce budou data transformovaného obrazu 
připravena k vyzvednutí. 
Přenos výsledných dat obrazu zajistí funkce akcelerovaná funkce cudaMemcpy. Tento přenos 
bude urychlen ovladačem zařízení z důvodu použití výše uvedené funkce cudaHostAlloc. Grafický 
adapter má tak možnost provést kopii sám. 
 
4.7 Výstup, uvolnění prostředků 
Volbu zobrazení nebo uložení do souboru provede uživatel při spouštění aplikace čtvrtým 
parametrem (-show / -save). 
V případě ukládání do souboru bude zvolen formát PNG, který obraz bezztrátově komprimuje. 
Nedojde tak ke zkreslení výsledné kvality interpolačních metod a současnému zabrání velkého místa 
na disku. Aplikace uloží jak výsledný obraz transformovaný na GPU s využitím CUDA, tak obraz 
transformovaný funkcemi z knihovny OpenCV. 
Podobně to bude také v případě vykreslení výstupu na obrazovku. Aplikace zobrazí tři okna. 
První se vstupním - zdrojovým obrazem, druhé s obrazem transformovaným na GPU a třetí na CPU. 






Aplikace je implementována ve vývojovém prostředí Microsoft Visual Studio 2005, v jazyce C/C++. 
Samozřejmě je také použit jazyk C s rozšířením CUDA. Použitý hardware počítače pro vývoj je 
shrnut v tabulce 6-6. Výsledná aplikace je konzolová a parametry geometrických transformací 
statického obrazu se do ní zadávají textově, na vyzvání uživatele. Pro práci s obrazem, a jako 
referenční algoritmy geometrických transformací a interpolací obrazových bodů, je použita knihovna 
OpenCV od firmy Intel. Kolega Bc. Tomáš Mintěl  využívá OpenCV také k práci s videem. 
Jednotlivé obrázky videa potom transformuje funkcemi, které jsem implementoval já pro statický 
obraz. 
Cílem implementace bylo nejen zrychlit algoritmy pro geometrické transformace a interpolace 
obrazových bodů, ale také sladit dohromady funkce OpenCV s vlastními funkcemi využívajícími 
GPU a experimentovat s optimalizací algoritmů. Během implementace bylo prováděno několik 
experimentů týkajících se zrychlení výpočtů. 
Program je rozdělen do tří zdrojových souborů, z nichž nejdůležitější je ten, který má příponu 
„.cu“. Obsahuje hlavní funkci programu a je překládán programem nvcc. V druhém souboru 
s příponou „.cpp“ jsou všechny funkce prováděné výhradně na CPU. Funkce pro ošetření 
parametrů, násobení transformačních matic, transformační funkce využívající OpenCV a podobně. 
Třetí soubor má příponu „.h“ a obsahuje hlavičky funkcí, rozměry bloku výpočetních vláken, a 
uživatelsky definované typy. 
Po spuštění aplikace testuje GPU počítače funkcí InitCUDA. V případě grafické karty, která 
CUDA nepodporuje, vypíše na obrazovku chybové hlášení a skončí. V opačném případě program 
pokračuje dále a průběžně si kontroluje, zda probíhají alokace a dealokace pamětí v pořádku. K tomu 
využívá makro CUDA_SAFE_CALL, které v případě chyby vypíše, co se stalo včetně místa výskytu. 
Pro načtení zdrojového obrazu jsou využívány OpenCV struktury a funkce. Základem je tedy 
struktura IplImage. Ta po načtení obrazu obsahuje veškeré potřebné ukazatele na data, jejich 
formát a velikost. Program načítá vstupní obraz ze souboru funkcí NactiObraz, která pouze zastřešuje 
funkci z knihovny OpenCV cvLoadImage a je schopna vypsat dodatečně hlášení o neúspěchu načtení 
obrazu. Aplikace také automaticky podle zadaného vstupního souboru rozpozná, zda se jedná o video 
či obraz. Tuto funkci ovšem implementoval kolega a nebude zde rozebírána. 
Kernel funkce CUDA i OpenCV funkce využívají jednotné rozhraní pro data a požadované 
parametry operací. Kontrolou parametrů a dotazováním se uživatele program vytvoří strukturu 
s požadovanou geometrickou transformací, interpolační metodou a transformační maticí. Zdrojový 
obraz je uložen ve struktuře IplImage a předává se ukazatel na tuto strukturu. Na tomto místě je 
program připraven provést transformaci. 
 
5.1 Transformace s vyuţitím OpenCV 
OpenCV (Open Source Computer Vision) je knihovna funkcí od firmy Intel, které jsou převážně 
zaměřeny na počítačové vidění a zpracování obrazu v reálném čase. 
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Je bezplatná pro komerční a výzkumné účely pod BSD licencí. Knihovna je multi-platformní. 
Běží pod Windows, Mac OS X, Linuxem a také pod vestavěnými zařízeními jako je např. PSP nebo 
VCRT [10]. 
Jak bylo již v úvodu kapitoly 5 nastíněno, knihovna OpenCV je využívána k načtení obrazu ze 
souboru, případnému uložení výsledného obrazu do souboru, a také k vykreslení obrazu na 
obrazovku. 
Knihovna umožňuje načtení poměrně velkého množství formátů obrazu. Tento výčet jsem 
převzal ze zdrojových textů knihovny: 
 Windows bitmaps - BMP, DIB 
 JPEG files - JPEG, JPG, JPE 
 Portable Network Graphics - PNG 
 Portable image format - PBM, PGM, PPM 
 Sun rasters - SR, RAS 
 TIFF files - TIFF, TIF 
 OpenEXR HDR images - EXR 
 JPEG 2000 images - jp2 
 
Pro geometrické transformace využívá OpenCV transponovaných transformačních matic o 
velikosti dvou řádků a tří sloupců. Stejných matic využívá i tato aplikace s využitím CUDA: 
 
𝑀 =  
𝑎 𝑐 𝑡𝑥
𝑏 𝑑 𝑡𝑦
 , kde 
 
𝑎… 𝑧𝑣ě𝑡š𝑒𝑛í 𝑣 𝑜𝑠𝑒 𝑥 𝑐 … 𝑧𝑘𝑜𝑠𝑒𝑛í 𝑣 𝑜𝑠𝑒 𝑥 𝑡𝑥 …𝑝𝑜𝑠𝑢𝑛𝑢𝑡í 𝑣 𝑜𝑠𝑒 𝑥 
𝑏… 𝑧𝑘𝑜𝑠𝑒𝑛í 𝑣 𝑜𝑠𝑒 𝑦 𝑑 …𝑧𝑣ě𝑡š𝑒𝑛í 𝑣 𝑜𝑠𝑒 𝑦 𝑡𝑦 …𝑝𝑜𝑠𝑢𝑛𝑢𝑡í 𝑣 𝑜𝑠𝑒 𝑦 
(5-1 Transponovaná transformační matice) 
 
Způsob provedení geometrických transformací: 
 
Pro volání jednotlivých transformačních funkcí je implementována funkce VolejFunkci. Ta 
předá těmto funkcím ukazatel na načtený zdrojový obraz, strukturu „tr“ s požadovanými operacemi 
a vrátí výsledný transformovaný obraz. 
 
To, co mají jednotlivé transformační funkce společné, je následující. Vždy si vytvoří vlastní 
pole pro cílový obraz (typu IplImage), které ve výsledku naplní, a transformační matici, se kterou 
budou pracovat. Základem transformačních matic je ukazatel na pole typu cvMat. Voláním funkce 
cvCreateMat, se vytvoří matice 2 × 3, a je tomuto ukazateli přiřazena adresa na data transformační 
matice, která jsou typu CV_32FC1 – tedy 32 bitový float. Tento ukazatel typu cvMat je následně 
předán jednotné univerzální funkci knihovny OpenCV pro jakékoliv afinní geometrické transformace 
obrazu cvWarpAffine. Ta podle transformační matice provede požadované operace s obrazem a uloží 
jej do předem vytvořeného výstupního pole pro cílový obraz. Důležité jsou ovšem parametry této 
funkce. 
 




  src… je zdrojový obraz 
  dst… je cílový obraz 
  map_matrix… je transformační matice 
 flags… je kombinace interpolační metody a následujících volitelných nastavení 
(CV_WARP_INVERSE_MAP + CV_WARP_FILL_OUTLIERS) 
  filval… hodnota bodů mimo obrazová data 
 
Funkce je tedy volána s parametry zdrojového a cílového obrazu, transformační maticí a dále pak 
s požadovanou interpolační metodou v kombinaci se všemi flags. Ty zajistí, aby funkce počítala 
tím způsobem, že bude procházet jednotlivé body ve výstupním obrazu a hledat jim odpovídající 
body ve zdrojovém obrazu. Další složený parametr zajistí vyplňování bodů mimo obraz nastavováním 
černé barvy z posledního parametru funkce. 
 
Aplikace transformační matice je tedy pro všechny funkce jednotná. Ovšem způsoby výpočtu 
těchto transformačních matic se liší. 
 
Funkce pro změnu měřítka obrazu provádí výpočet takto: 
 zkonvertuje pole s transformační maticí uložené ve struktuře „tr“ předávané 
parametrem funkci pro použití transformační funkcí cvWarpAffine 
 volá transformační funkci cvWarpAffine a vrací výsledek 
 
Transformační matice vypadá následovně: 
 
𝑀 =  
𝑎 0 0
0 𝑑 0
 , kde 




Funkce pro rotaci obrazu provádí výpočet takto: 
 nejprve vypočte bod otáčení obrazu ze zadané šířky a výšky obrazu (vždy kolem středu 
obrazu) 
 volá funkci cv2DRotationMatrix pro výpočet transformační matice s parametry středu 
otáčení, úhlu otočení obrazu - ten je uložen ve struktuře „tr“, a ukazatele na zatím 
prázdnou transformační matici pro výsledek 
 volá transformační funkci cvWarpAffine s připravenou transformační maticí a vrací 
výsledek 










Funkce pro posun obrazu provádí výpočet takto: 
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 zkonvertuje pole s transformační maticí uložené ve struktuře „tr“ předávané 
parametrem funkci pro použití transformační funkcí cvWarpAffine 
 volá transformační funkci cvWarpAffine a vrací výsledek 




Další možná varianta provedení posunutí (z experimentů) je například tato: 
 vytvoří si dvě pole typu bod pro uložení souřadnic tří bodů zdrojového obrazu a tří 
bodů výsledného obrazu, které jsou posunuty dle požadovaných parametrů 
 nastaví hodnoty tří zdrojových bodů 
 nastaví hodnoty tří výsledných bodů vypočtením jejich hodnot z požadovaného 
posunutí parametry transformační matice ve struktuře „tr“ 
 volá funkci cvGetAffineTransform pro výpočet transformační matice a předá jí pole tří 
bodů zdrojového a posunutého obrazu 
 volá transformační funkci cvWarpAffine s připravenou transformační maticí a vrací 
výsledek 
Tuto alternativu výpočtu geometrické transformace pomocí tří bodů lze využít ke zjištění již 
aplikované geometrické transformace na obrázek. 
 
 
Funkce pro zkosení obrazu provádí výpočet takto: 
 kvůli lepšímu výsledku pro zobrazení vypočte střed „otáčení“ 
 modifikuje transformační matici tím způsobem, že dopočítá ještě další dva parametry 
pro posunutí obrazu (viz níže) 
 pole s transformační maticí konvertuje pro použití transformační funkcí cvWarpAffine 
 volá transformační funkci cvWarpAffine a vrací výsledek 
 
Transformační matice vypadá následovně: 
 
𝑀 =  
1 𝑐 𝑡𝑥
𝑏 1 𝑡𝑦
 , kde 
𝑏… 𝑗𝑒 𝑧𝑘𝑜𝑠𝑒𝑛í 𝑣 𝑜𝑠𝑒 𝑦 𝑐 … 𝑗𝑒 𝑧𝑘𝑜𝑠𝑒𝑛í 𝑣 𝑜𝑠𝑒 𝑥 
𝑡𝑥 =  −𝑐 × 𝑠𝑡ř𝑒𝑑𝑌  𝑡𝑦 =  −𝑏 × 𝑠𝑡ř𝑒𝑑𝑋  
 (5-4) 
 Tato transformace je mírně modifikována o posunutí kvůli lepšímu zobrazení výsledného 
obrazu na obrazovku. Souřadnice středu jsou počítány podle vzorce (5-3). 
 
 
Funkce pro provedení afinní transformace obrazu provádí výpočet takto: 
 zkonvertuje pole s transformační maticí uložené ve struktuře „tr“ předávané 
parametrem funkci pro použití transformační funkcí cvWarpAffine 
 volá transformační funkci cvWarpAffine a vrací výsledek 
Dílčí výpočty transformačních matic pro tuto složenou afinní transformaci jsou stejné, jako 
výpočty výše. Každá další transformační matice je aplikována na stávající násobením zprava.  
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Základní transformační maticí pro výpočet je matice (jednotková), která obraz nemění: 





5.2 Transformace s vyuţitím CUDA 
Provedení geometrických transformací s využitím GPU probíhá, co se transformačních matic tyče, 
velmi podobně jako s využitím OpenCV. Ovšem všechny transformace zajišťuje jediná kernel 
funkce. Aby mohl výpočet na GPU začít, musí se nejprve připravit paměťové prostředky pro přenosy 
dat z hostitele na zařízení. 
Přenos dat mezi hostitelem a zařízením je časově náročný. Program alokuje pole pro výsledná 
data na zařízení pomocí funkce cudaMalloc. Aby výsledný přenos dat ze zařízení (GPU) netrval tak 
dlouho, je optimalizován způsob uložení dat na hostiteli (CPU). Tato optimalizace spočívá v tom, že 
se alokované pole uloží pomocí funkce cudaHostAlloc do page-locked paměti hostitele. Tato paměť 
potom není stránkována a výsledné kopírování dat ze zařízení zpět do hostitele proběhne rychleji. Pro 
poměrovou orientaci o jaké zrychlení se jedná, trvá například kopírování bez využití page-locked 
paměti zhruba 40 ms, s jejím využitím kolem 15 ms (tato čísla se s opakujícím se testováním mírně 
mění). Další možná optimalizace tohoto problému, protože program potřebuje výsledná data pouze 
někam zapsat, spočívá v použití parametru cudaHostAllocWriteCombined při volání funkce 
cudaHostAlloc. Standardně se využívá v procesoru L1 a L2 cache pro rychlé čtení. Tento parametr 
vyrovnávací funkci vypne a uvolní tak L1 a L2 cache pro zbytek aplikace. Přenos po PCI Express 
sběrnici se potom také urychlí, protože už se nekontrolují (nešmírují) posílaná data pro optimalizaci 
čtení. Zrychlení kopie dat ze zařízení na hostitele je potom podle literatury asi o 40% (v praxi o něco 
menší, protože velmi záleží na použitém HW počítače) [17]. Aplikace parametr 
cudaHostAllocWriteCombined využívá, protože tak dosáhne zrychlení přenosu dat. Ovšem je nutné 
také podotknout, že naopak čtení takto uložených dat na hostiteli pro výsledné zobrazení nebo uložení 
potom optimalizované vůbec není.  
Toto byly tedy optimalizace alokace prostoru pro výsledný obraz na GPU a CPU. Zdrojová 
data obrazu se načítají přes texturu. Ta je, jak již bylo popsáno v kapitole 2.6, prostorově vyrovnávací 
(spatially cached). Data mohou být pak rychle čtena. Uložení obrazových dat je po jednotlivých 
barevných složkách RGB typu unsigned char. Potřebná paměť pro operaci s obrazem v bajtech je 
tedy šířka × výška obrazu × 3. Tyto pole jsou potřeba dvě – jedno pro cílový obraz, druhé pro vstupní 
obraz. Paměť potřebná k transformaci 10 Mpx fotografie je potom například 60 MB. 
 Konverze zdrojového obrazu uloženého ve struktuře IplImage na texturu byla 
implementována kolegou. 
Kernel funkce je spouštěna tak, aby každé výpočetní vlákno provedlo výpočet jednoho bodu 
výsledného obrazu. Tedy všechny tři složky barvy. 
Každé první vlákno bloku zajistí výpočet požadované transformační matice a uloží jej do 
sdílené paměti – pole desetinných čísel o šesti prvcích. 
 
Geometrická transformace rotace obrazu na GPU je implementována takto: 
 vypočte transformační matici 
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𝑀 =  
𝛼 𝛽 𝑡𝑥
−𝛽 𝛼 𝑡𝑦
 , kde 
𝛼 = cos  úℎ𝑒𝑙 ×
𝜋
180
  𝛽 = 𝑠𝑖𝑛  úℎ𝑒𝑙 ×
𝜋
180
  𝑡𝑥 =  1 − 𝛼 × 𝑆𝑡ř𝑒𝑑𝑋 − 𝛽 × 𝑆𝑡ř𝑒𝑑𝑌 
−𝛽 = 𝑠𝑖𝑛  úℎ𝑒𝑙 ×
𝜋
180
  𝛼 = cos  úℎ𝑒𝑙 ×
𝜋
180
  𝑡𝑦 = 𝛽 × 𝑆𝑡ř𝑒𝑑𝑋 +  1 − 𝛼 × 𝑆𝑡ř𝑒𝑑𝑌 
 (5-6) 
 uloží transformační matici do sdílené paměti 
 
 
Geometrická transformace zkosení obrazu na GPU je implementována takto: 
 vypočte transformační matici stejným způsobem, jako u funkce z knihovny 
OpenCV podle vztahu (5-4) 
 střed obrazu je počítán podle vztahu (5-3) 
 uloží transformační matici do sdílené paměti 
 
 
Afinní geometrická transformace společně s transformací posunutí a měřítka obrazu na GPU 
je implementována takto: 
 pouze překopíruje pole s připravenou transformační maticí uloženou ve struktuře „tr“ 
předávané parametrem kernel funkci 
 
 
Je-li připravena transformační matice pro požadovanou operaci, všechna vlákna bloku mohou 
překonat barieru a provést výpočet nových souřadnic bodů obrazu. 
Výpočet transformovaných souřadnic probíhá podle vztahu 𝑇 ∙ 𝐵 = 𝐵´, kde 𝑇 je transformační 




 ∙  
𝑥







Souřadnice aktuálně počítaného bodu obrazu jsou počítány z indexů jednotlivých výpočetních 
vláken v mříži následovně2: 
řádek   = blockIdx.y * blockDim.y + threadIdx.y 
sloupec = blockIdx.x * blockDim.x + threadIdx.x 
 
Tyto souřadnice jsou vynásobeny podle vztahu (5-7) transformační maticí, která je ve sdílené 
paměti – což je nejrychlejší varianta. Na tomto místě byly prováděny experimenty. Bylo vyzkoušeno 
ponechat matici v globální paměti nebo ji uložit do sdílené paměti a zpracovávat souřadnice po 
dávkách (dlaždicích obrazu). Každý blok vláken transformoval najednou své souřadnice a uložil 
výsledek do sdílené paměti. Tento výsledek byl potom posledním vláknem bloku kopírován do 
globální paměti. Dávkové zpracování bylo o něco rychlejší než práce pouze s globální pamětí, ale 
                                                     
2 indexy jednotlivých výpočetních vláken v mříži jsou automatické proměnné výpočetního aparátu CUDA 
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nejrychlejší ne. Průběžný zápis ze sdílené paměti do globální je nejoptimálnější. Ovladač grafické 






Zde je ukázka části zdrojového kódu kernel funkce, který transformuje souřadnice po dlaždicích: 
//transformační matice 
__shared__ float m[6]; 
//pole pro blok zpracovaných souřadnic 
__shared__ bod arrZ[BLOCK_W * BLOCK_H]; 
 
//indexy aktuální souřadnice – x...col, y...row 
unsigned int row = blockIdx.y * blockDim.y + threadIdx.y; 
unsigned int col  = blockIdx.x * blockDim.x + threadIdx.x; 
 
//kontrola, zdali index spadá do obrazu 
if(row < height && col < width) 
{ 
 //výpočet souřadnic a uložení do sdílené paměti 
arrZ[threadIdx.y * blockDim.x + threadIdx.x].x =  
         col * m[0] + row * m[1] + m[2]; 
  
arrZ[threadIdx.y * blockDim.x + threadIdx.x].y = 





//kopie vypočteného bloku souřadnic do globální paměti posledním vláknem bloku 
if( (BLOCK_W * BLOCK_H-1) == (threadIdx.y * blockDim.x + threadIdx.x) ) 
{ 
  for(int u=0; u<(blockDim.y); u++) 
  for(int t=0; t<(blockDim.x); t++) 
  { 
    if(((blockIdx.y * blockDim.y + u) * width + (blockIdx.x * blockDim.x + t)) < 
         (width * height)) 
    { 
 arrD[(blockIdx.y * blockDim.y + u)*width+(blockIdx.x * blockDim.x + t)].x = 
            arrZ[u * blockDim.x + t].x; 
 arrD[(blockIdx.y * blockDim.y + u)*width+(blockIdx.x * blockDim.x + t)].y = 
            arrZ[u * blockDim.x + t].y; 
    } 
  } 
} 
 
Je-li spočítána souřadnice nového bodu, je předána jako parametr funkci interpolation pro 
provedení interpolace. Tato funkce je také na zařízení a volá si další pomocné funkce, které provádí 
výpočty taktéž na zařízení v rámci jedné kernel funkce. 
Interpolační metody byly implementovány kolegou, Bc. Tomášem Mintělem. 
 
Po skončení kernel funkce jsou výsledná data překopírována ze zařízení zpět do hostitelské 
paměti funkcí cudaMemcpy. Ukazatel na tyto data je potom předán struktuře IplImage, která 
umožní zobrazení výsledku na obrazovku nebo uložení do souboru podle zadaných v stupních 




V této kapitole budou shrnuty výsledky práce. Testování probíhalo na třech počítačích s různou 
výkonností a ukázalo, že použití NVIDIA® CUDA™ stojí opravdu za zvážení. Rozhodně se nehodí 
pro malé objemy dat, ale ve chvíli kdy je dat dostatek, řádově převyšuje standardní univerzální 
procesory i s veškerými jejich optimalizacemi. 
Výkonnost jednotlivých grafických karet ovlivňují do značné míry jejich parametry. Vývoj 
GPU jde rychle dopředu a GPU přichází s novými parametry prakticky každých několik měsíců. 
Velikou výhodou je ovšem to, že je CUDA velmi dobře škálovatelná a má dobrou kompatibilitu 
v obou směrech. 
Vyhodnocení výsledků vytíženosti jednotlivých GPU není snadné. Společnost NVIDIA proto 
zveřejnila na svých webových stránkách dokument, který pomůže odhadnout a případně určit způsob 
optimalizace využití prostředků GPU [19]. Použitím parametru --ptxas-options=-v při 
kompilaci programu lze zjistit, kolik program potřebuje pro svůj běh paměťových prostředků. 
Výsledná aplikace byla na závěr ještě optimalizována na počet používaných registrů. Při 
optimálním počtu výpočetních vláken, registrů a sdílené paměti lze dosáhnout většího využití GPU. 
Jednotlivé hodnoty se ovšem liší s výpočetní schopností CUDA, kterou GPU podporují. 
 
Výsledná bilance využití GPU aplikací je tedy v závislosti na výpočetní schopnosti CUDA 
následující: 
 výpočetní schopnost CUDA 1,0 - 1,1 
o aplikace využije výpočetní prostředky z 33% 
 výpočetní schopnost CUDA 1,2 - 1,3 
o aplikace využije výpočetní prostředky z 75% 
 
Testy probíhaly na jednotné geometrické transformaci rotace (má jako jediná nejsložitější 
výpočet transformační matice).  
 
Co se měřilo na CUDA: 
 čas alokace pole funkcí cudaMalloc pro výsledný obraz na GPU 
 čas samotného výpočtu transformace obrazu včetně interpolace 
o tento výpočet zahrnuje vytvoření textury, kopii dat zdrojového obrazu na 
GPU3, vytvoření mříže výpočetních vláken, provedení kernel funkce a kopii 
výsledných dat zpět do hostitelské paměti 
 čas 1 výpočtu dohromady i s alokací a kopírováním dat 
 čas 35 opakování provedení transformace (rotace o 10°) 
o tento výpočet zahrnuje vždy provedení kernel funkce a kopii výstupních dat 
opět na vstup  
 
Co se měřilo na OpenCV: 
 čas 1 transformace obrazu 
 čas 35 opakování provedení transformace (rotace o 10°) 
                                                     
3 Vytvoření textury a kopie zdrojových dat na GPU proběhne prakticky okamžitě 
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V následujících tabulkách jsou výsledky testování ze tří různých počítačů. Modré tabulky 
shrnují hardwarovou konfiguraci počítačů, na kterých se testovalo. Druhé tabulky potom ukazují 
naměřené hodnoty. Zeleně obarvená pole značí úspěšné zrychlení algoritmů s využitím CUDA oproti 
OpenCV, červená pole naopak. Naměřené hodnoty jsou v jednotkách milisekund. 
Vítězem testu je první počítač, jehož parametry jsou v tabulce (6-1). Podporuje výpočetní 
schopnost CUDA 1,3 a má největší počet jader (240) pro výpočet. Tento počítač podporuje prakticky 
všechny současné funkce architektury NVIDIA® CUDA™.  
CPU: Intel Core 2 Duo E6550
Takt: 2,30 GHz
L1 cache: 2 × 32 kB
L2 cahce: 4096 kB
Paměť: DDR2 3072 MB, 400 MHz
GPU: GeForce GTX 280
Výpočetní schopnost CUDA: 1,3
Velikost globální paměti v kB: 1048320
Počet multiprocesorů: 30
Počet jader: 240
Velikost konstantní paměti v bajtech: 65536
Velikost sdílené paměti na 1 blok v bajtech: 16384
Počet registrů na 1 blok: 16384
Počet vláken na 1 warp: 32
Počet vláken na 1 blok: 512
Maximální velikost každého rozměru bloku: 512 × 512 × 64
Maximální velikost každého rozměru mříže: 65535 × 65535 × 1
Takt (GHz): I.30
Konkurentní kopírování a provádění: Ano
Limit pro kernel funkce za běhu: Ne
Integrován: Ne
Podpora mapování page-locked paměti na hostiteli: Ano  















10 × 8 nejbl. soused 12,39 0,36 12,75 0,03 22,75 0,14
10 × 8 bikubická 12,46 0,39 12,85 0,03 2,68 0,14
10 × 8 bilineární 12,65 0,36 13,01 0,03 1,68 0,14
640 × 480 nejbl. soused 33,76 1,62 35,39 23,99 24,27 239,55
640 × 480 bikubická 12,45 2,60 15,05 6,86 57,92 239,54
640 × 480 bilineární 12,70 1,65 14,35 6,85 25,93 239,98
1024 × 768 nejbl. soused 12,34 3,48 15,82 17,96 59,55 629,38
1024 × 768 bikubická 12,74 6,12 18,86 18,04 148,67 629,46
1024 × 768 bilineární 12,83 3,72 16,55 17,96 63,90 629,79
2272 × 1704 nejbl. soused 12,60 14,92 27,52 90,67 285,90 3181,02
2272 × 1704 bikubická 12,64 27,00 39,64 90,85 700,13 3188,87
2272 × 1704 bilineární 12,74 15,54 28,27 90,77 306,08 3179,45
2816 × 2112 nejbl. soused 12,58 22,71 35,29 139,50 437,66 4896,71
2816 × 2112 bikubická 12,80 40,79 53,59 139,49 1068,58 4890,26
2816 × 2112 bilineární 13,02 23,90 36,92 139,79 468,39 4893,35
3648 × 2048 nejbl. soused 12,77 28,41 41,18 174,50 550,31 6111,66
3648 × 2048 bikubická 12,63 50,54 63,17 174,89 1326,90 6121,82
3648 × 2048 bilineární 12,97 29,83 42,80 174,69 588,16 6114,78
3648 × 2736 nejbl. soused 12,49 37,51 50,01 234,15 734,60 8209,42
3648 × 2736 bikubická 12,64 67,96 80,59 234,35 1786,74 8205,08
3648 × 2736 bilineární 12,78 39,72 52,49 234,56 785,50 8207,99  
6-2 Výsledky testů na počítači 1 v jednotkách milisekund 
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Vyneseme-li naměřené hodnoty do grafů, vidíme, že výsledek je opravdu markantní. 
Transformace s využitím CUDA dosahují několikanásobně nižších časů: 
 




6-4 Čas 35 opakujících se výpočtů v závislosti na rozměrech obrazu 
 
Druhý počítač patří se svou konfigurací spíše k dnešnímu průměru a je dostupný pro většinu 
běžných uživatelů. V daném poměru výkonnosti GPU a CPU dopadl test se stejným počtem zelených 
a červených polí jako u prvního výkonného počítače. Podrobná tabulka naměřených hodnot včetně 














































AMD Athlon(tm) 64 X2 Dual 
Core Processor 3800+
Takt: 2009 MHz
L1 cache: 2 × 64 kB
L2 cahce: 2 × 512 kB
Paměť: DDR2 2048 MB, 400 MHz
GPU: GeForce 9800 GT
Výpočetní schopnost CUDA: 1,1
Velikost globální paměti v kB: 523968
Počet multiprocesorů: 16
Počet jader: 128
Velikost konstantní paměti v bajtech: 65536
Velikost sdílené paměti na 1 blok v bajtech: 16384
Počet registrů na 1 blok: 8192
Počet vláken na 1 warp: 32
Počet vláken na 1 blok: 512
Maximální velikost každého rozměru bloku: 512 × 512 × 64
Maximální velikost každého rozměru mříže: 65535 × 65535 × 1
Takt (GHz): I.62
Konkurentní kopírování a provádění: Ano
Limit pro kernel funkce za běhu: Ano
Integrován: Ne
Podpora mapování page-locked paměti na hostiteli: Ano  
6-5 Parametry počítače číslo 2 
Třetím a posledním testovaným byl laptop s mobilním typem procesoru a grafické karty. 
Svým počtem jader (16) se ani zdaleka nemůže rovnat svým výkonnějším stolním kolegům. 
Nepodporuje funkce pro mapování page-locked paměti na hostiteli a má poměrně malou globální 
paměť. Zpracování velkých obrazů je tedy nemožné. Nicméně na běžné fotografie paměť plně 
postačuje, jak již bylo zmíněno v implementaci…  
CPU: Intel Mobile Core 2 Duo T8100
Takt: 2,10 GHz
L1 cache: 2 × 32 kB
L2 cahce: 3072 kB
Paměť: DDR2 3072 MB, 333 MHz
GPU: GeForce 8400M GS
Výpočetní schopnost CUDA: 1
Velikost globální paměti v kB: 131072
Počet multiprocesorů: 2
Počet jader: 16
Velikost konstantní paměti v bajtech: 65536
Velikost sdílené paměti na 1 blok v bajtech: 16384
Počet registrů na 1 blok: 8192
Počet vláken na 1 warp: 32
Počet vláken na 1 blok: 512
Maximální velikost každého rozměru bloku: 512 × 512 × 64
Maximální velikost každého rozměru mříže: 65535 × 65535 × 1
Takt (GHz): 0.80
Konkurentní kopírování a provádění: Ano
Limit pro kernel funkce za běhu: Ne
Integrován: Ne
Podpora mapování page-locked paměti na hostiteli: Ne  





Ve výsledné tabulce vidíme, že čas alokace paměti je o poznání vyšší. Pokud hardware počítače 
nepodporuje mapování do page-locked paměti, režie výpočtu je velmi vysoká. Při provedení jediné 
operace tedy CUDA nevyhrála ani v jednom případě. Situace je o něco lepší při opakování výpočtu, 
















10 × 8 nejbl. soused 67,62 3,01 70,63 0,04 9,03 0,20
10 × 8 bikubická 61,91 2,53 64,44 0,04 11,74 0,24
10 × 8 bilineární 65,52 2,46 67,97 0,04 9,96 0,21
640 × 480 nejbl. soused 136,93 30,19 167,12 7,95 222,71 275,64
640 × 480 bikubická 69,93 52,25 122,18 7,42 1681,10 264,12
640 × 480 bilineární 83,81 14,99 98,80 8,21 213,78 272,28
1024 × 768 nejbl. soused 84,68 27,63 112,31 19,83 521,68 710,49
1024 × 768 bikubická 82,76 128,78 211,54 21,00 4245,06 712,79
1024 × 768 bilineární 71,32 25,49 96,81 20,86 532,97 724,77
2272 × 1704 nejbl. soused 83,94 201,28 285,22 98,56 2543,88 3588,88
2272 × 1704 bikubická 96,22 610,29 706,50 102,91 20616,13 3541,82
2272 × 1704 bilineární 90,37 102,02 192,39 103,57 2556,95 3449,01
2816 × 2112 nejbl. soused 103,91 184,87 288,79 156,07 3940,90 5488,10
2816 × 2112 bikubická 96,87 1068,87 1165,74 160,19 31508,26 5445,26
2816 × 2112 bilineární 110,32 246,41 356,72 151,72 3948,22 5376,59
3648 × 2048 nejbl. soused 110,21 334,19 444,40 194,40 4942,12 6768,55
3648 × 2048 bikubická 83,66 1156,52 1240,19 198,53 39102,85 6748,50
3648 × 2048 bilineární 102,14 200,50 302,64 198,82 4942,43 6687,08
3648 × 2736 nejbl. soused 96,44 231,27 327,71 263,25 5945,45 9015,21
3648 × 2736 bikubická 84,86 1499,80 1584,66 259,74 51317,14 9059,29
3648 × 2736 bilineární 91,77 199,59 291,36 261,67 5951,76 8958,33  
6-7 Výsledky testů na laptopu v jednotkách milisekund 
Průměrné grafické karty mají dnes paměť kolem 512 MB. Tato paměť by aplikaci měla 
postačovat teoreticky až do velikosti obrazů 11000 × 8000 bodů. 
 
Toto bylo tedy porovnání dosažených výsledků v číslech. Za zmínku stojí velmi podobné 
hodnoty časů u alokace paměti, která trvá přibližně stejný čas při různém rozlišení obrazu. Určuje 
tedy jakési minimum času, pod které se není možně dostat. Umožňuje-li ale hardware počítače využít 
všechny funkce pro spolupráci CPU a GPU, úvodní režie je velmi malá. Máme-li nějakou složitější 









Tato diplomová práce se zabývala zrychlením geometrických transformací obrazu s využitím 
architektury NVIDIA® CUDA™. Jedním z výstupů, je demonstrační aplikace, která umožňuje 
provedení 4 základních geometrických transformací a také obecné, složené afinní transformace. 
Dalším výstupem práce je potom srovnání časů výpočtu provádění transformací s využitím CPU a 
GPU v kombinaci s CPU. Kolega, který provedl interpolace obrazových bodů zpracoval také aplikaci 
geometrických transformací na video v reálném čase. 
 V první části práce je popsána potřebná teorie a návrh řešení pro akceleraci geometrických 
transformací obrazu. V druhé části je potom popsáno skutečné implementované řešení s výsledky. 
 Aplikace provádí kritické části algoritmů paralelně na GPU. Kapitola výsledky ukazuje, že 
zrychlení s využitím CUDA oproti provádění geometrických transformací s využitím algoritmů 
z knihovny OpenCV na CPU, je opravdu možné a stojí za zvážení. I když tento výpočetní aparát 
podporuje jen, zřejmě zhruba polovina počítačů, jeho síla je opravdu veliká. V současné době je 
architektura NVIDIA® CUDA™ stále ještě nová, a tak hodně záleží na možnosti spolupráce CUDA 
schopných GPU se zbylým hardwarem počítače. Vývoj postupuje ale mílovými kroky kupředu a 
tento problém zmizí v poměrně blízkém časovém horizontu. Schopnost programátorů dodat GPU 
dostatečné množství dat ke zpracování tak neustále poroste. 
 Protože byla aplikace z mé strany vyvíjena na poměrně slabém počítači, neměl jsem možnost 
provádět některé optimalizace při mapování paměti a podobně. Díky spolupráci s kolegou jsem ale 
měl možnost finální aplikaci odladit na o něco výkonnějším počítači. Nicméně k počítači, který 
podporuje všechny současné možnosti CUDA schopných GPU byl přístup pouze pro provedení testů. 
 Další vývoj aplikace by tedy mohl směřovat ke zvýšení její přesnosti s využitím „double 
precision“ jednotek dodávaných do novějších GPU podporujících CUDA, a také k většímu zrychlení 
provádění celého výpočtu s využitím paralelního mapování paměťových prostorů na CPU a GPU. 
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Příloha 1. Výsledky akcelerace na běžném počítači 
Příloha 2. Ukázky výstupu demonstrační aplikace 



















10 × 8 nejbl. soused 20,39 0,28 20,67 0,04 1,57 0,19
10 × 8 bikubická 16,53 0,31 16,84 0,04 2,58 0,19
10 × 8 bilineární 16,34 0,28 16,61 0,04 1,50 0,22
640 × 480 nejbl. soused 27,77 2,30 30,08 15,92 61,78 393,91
640 × 480 bikubická 16,90 4,71 21,61 13,83 186,96 395,53
640 × 480 bilineární 20,41 2,10 22,51 11,73 58,52 394,05
1024 × 768 nejbl. soused 16,89 5,04 21,93 29,48 186,49 1010,50
1024 × 768 bikubická 20,53 12,18 32,70 30,44 424,02 1010,39
1024 × 768 bilineární 17,56 5,06 22,63 30,82 180,73 1009,27
2272 × 1704 nejbl. soused 16,77 20,98 37,75 148,91 634,88 5082,21
2272 × 1704 bikubická 20,21 54,09 74,30 153,25 1782,13 5199,11
2272 × 1704 bilineární 20,62 21,35 41,97 150,18 631,22 5086,83
2816 × 2112 nejbl. soused 16,90 35,79 52,69 230,21 1008,57 7821,96
2816 × 2112 bikubická 16,82 83,42 100,25 227,08 2725,93 7805,67
2816 × 2112 bilineární 20,66 33,37 54,02 226,41 963,20 7814,85
3648 × 2048 nejbl. soused 17,27 40,12 57,39 303,48 1189,43 10231,39
3648 × 2048 bikubická 20,35 103,02 123,37 294,95 3352,26 10349,05
3648 × 2048 bilineární 16,75 41,50 58,25 294,26 1168,54 10204,31
3648 × 2736 nejbl. soused 20,86 53,54 74,41 397,61 1573,79 13732,32
3648 × 2736 bikubická 26,66 136,42 163,08 376,53 4443,13 13232,46
3648 × 2736 bilineární 16,73 52,04 68,78 377,63 1500,86 13301,34  
0-1Výsledky testů na průměrném počítači v jednotkách milisekund 
 
 


























0-1 Ukázka výstupu demonstrační aplikace - rotace o 10° 
0-2 Ukázka výstupu demonstrační aplikace - zkosení v ose X 
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