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Abstract
Drift-diffusion models that account for the motion of both electronic and ionic charges
are important tools for explaining the hysteretic behaviour and guiding the develop-
ment of metal halide perovskite solar cells. Furnishing numerical solutions to such
models for realistic operating conditions is challenging owing to the extreme values
of some of the parameters. In particular, those characterising (i) the short Debye
lengths (giving rise to rapid changes in the solutions across narrow layers), (ii) the
relatively large potential differences across devices and (iii) the disparity in timescales
between the motion of the electronic and ionic species give rise to significant stiffness.
We present a finite difference scheme with an adaptive time step that is posed on a
non-uniform staggered grid that provides second order accuracy in the mesh spacing.
The method is able to cope with the stiffness of the system for realistic parameters
values whilst providing high accuracy and maintaining modest computational costs.
For example, a transient sweep of a current-voltage curve can be computed in only a
few minutes on a standard desktop computer.
1 Introduction
Recent rapid improvements in power conversion efficiency have brought metal halide per-
ovskite solar cells (PSCs) to the forefront of the emerging thin-film photovoltaic technologies.
Efficiencies in excess of 20% [4, 32], comparable to that of standard crystalline silicon devices,
have been achieved using methylammonium lead tri-iodide and other perovskite materials
as absorber layers in thin film architectures [15, 17]. This high performance, together with
their relatively low cost of manufacture, mean that the continued development of PSCs
is an extremely active area of research. Recent reviews of the field have been given in
[20, 22, 24, 34, 35].
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Figure 1: Sketch of a planar PSC showing (i) the structure of the conduction (blue solid
lines) and valence (red dashed lines) bands and (ii) the flow of electrons and holes.
Planar PSC architectures are formed by a perovskite absorber layer sandwiched between
an electron transporting layer (ETL) and a hole transport layer (HTL). The most commonly
used perovskite absorbing material is methylammonium lead tri-iodide (CH3NH3PbI3) [14],
however, recently other mixed halide formulations (in which some of the iodide ions are
substituted by other halides) and mixed cation formulations (in which the methylammonium
cation is fully or partially replaced with formamidinium and/or caesium) have also been
successfully employed [25, 29, 32]. Numerous different materials have been used as ETLs
and HTLs but common choices are titania (TiO2) for the former and spiro (2,2’,7,7’-tetrakis-
(N,N-di-p-methoxyphenylamine)-9,9’-spirobifluorene) for the latter.
Under illumination, incident photons with energies above the band gap are absorbed in
the perovskite absorbing layer generating weakly bound excitons (binding energy ∼50meV
[16]). These excitons readily dissociate into a free electron in the conduction band and
a hole in the valence band which can move independently under the influences of both
thermally-induced diffusion and electronically-induced drift. Since (i) the conduction band
in the HTL is above that in the perovskite and (ii) the valence band in the ETL is below
that in the perovskite, barriers exist for the entry of holes and electrons into the ETL and
HTL respectively. The differences in the band energies of the different semiconductors also
lead to the formation of a built-in field in the perovskite which encourages electrons to move
towards the ETL and holes towards the HTL, thereby setting up a useful electronic current.
A cartoon of this process is shown in figure 1.
One notable peculiarity of PSCs is their long timescale transient behaviour occurring on
the order of 10s of seconds. This is observed in (i) current-voltage (J-V) curve ‘hysteresis’
[31, 36] and (ii) current transients [23, 36]. Initially, three possible explanations for these
slow dynamics were postulated [31], namely: (a) the formation of ferroelectric domains (b)
large-scale trapping of electrons, and (c) mobile ions. However, as discussed in [27], there
is a growing consensus that the only mechanism that offers a coherent explanation of the
observed data is the slow motion of positively charged anion vacancies. More recently, very
long timescale reversible transients in the efficiency of PSCs have been observed over periods
of several hours [6]. These have been attributed to the motion of slow cation vacancies.
A range of approaches exist to modelling PSC behaviour that extend from fundamental
atomistic density functional theory (DFT) calculations (e.g. [8]) to equivalent circuit device
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models (e.g. [3]). High computational costs mean that DFT can only be applied to a few
atoms and over extremely short timescales. At the other extreme, equivalent circuit models,
which are very straightforward to solve, are hard to connect directly to the device physics.
An intermediate path, which leads to a computationally tractable model that can be directly
interpreted in terms of device physics, is given by charge transport, or equivalently drift-
diffusion, modelling. Notably this approach allows (as in [27]) for parameters obtained from
DFT calculations on the perovskite structure to be incorporated into the model. It has also
been used in a variety of other solar cell applications (for example in organics [1, 9, 28]). Ini-
tially the importance of ion motion in PSCs was not fully appreciated and as a consequence
charge transport models, that treated only electron and hole transport, were formulated
[10, 18]. Subsequently models that considered the coupling between ion vacancy motion and
charge transport were investigated in [2, 6, 12, 13, 23, 27, 37]. However the incorporation of
realistic (high) densities of ion vacancies leads to a model that is computationally challeng-
ing to solve owing to (i) narrow Debye layers across which rapid changes in solution occur,
(ii) very large changes in the magnitude of the solution across the device and (iii) the large
disparity between the timescales for ion vacancy motion and electron and hole transport. Of
the aforementioned works on charge transport modelling of PSCs, only [5, 23, 27] manage to
obtain solutions in physically relevant parameter regimes. However in all these studies the
analysis relies on making some level of asymptotic approximation to the governing equations.
Whilst these approximations are well-justified in most scenarios, and lead to accurate ap-
proximate solutions, a numerical treatment of the full system of equations, that is capable of
furnishing solutions across all relevant timescales and operating regimes without simplifica-
tion, is highly desirable. This motivates the aim of this work which is to present a numerical
method capable of accurately solving such problems using modest computational power.
The work is set out as follows. In the next section, we outline the charge transport model
in dimensionless form, describe how the system is related to its dimensional counterpart and
give estimates for the sizes of the dimensionless parameters. In §3 we describe the spatial
(finite difference) discretisation. Then, in §4, we outline implementation of the method
in MATLAB [19] using the Advanpix Multi-Precision Toolbox [21]. In §5 we benchmark
the scheme using some experimentally motivated test cases, comparing the accuracy of the
numerical approach to the asymptotic approach developed in [5, 26] and demonstrating the
pointwise convergence of the method. In §6, we briefly discuss how this approach compares
to other methods that we tried, including spectral methods and MATLAB’s built-in solver
PDEPE. Finally, in §7, we present our conclusions.
2 The model
Here we follow [27] and consider a model that has been formulated for charge transport in
a planar PSC consisting of a perovskite absorber layer sandwiched between highly doped
electron and hole transport layers. The doping, and the resulting high conductivity of the
transport layers, allows us to treat these layers as ’quasi-metals’ through which the electric
potential is uniform and equal to that on their respective contacts. In turn this leads to a
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single-layer model in which all the relevant physics takes place within the perovskite layer.
The key physical processes described by the model are the motion, generation and recom-
bination of highly mobile charge carriers (electrons and holes) and their interaction with
(much less mobile) anion vacancies and a uniformly distributed stationary cation vacancy
distribution.
Since the focus of this work is on the numerical method required to solve this model,
and detailed descriptions are given in [27, 5], the model is only outlined here. Notably,
the numerical scheme that we develop for the single-layer model can easily be extended to
more realistic multi-layer models. For example, a three-layer that incorporates charge carrier
dynamics in the electron and hole transport layers. An investigation of this three-layer model
will be the subject of future work.
2.1 Model equations
In order to present the method in the simplest fashion possible, whilst highlighting potential
numerical difficulties, the model equations are presented in dimensionless form (for full details
of the non-dimensionalisation see [5]). The key variables in the problem are time, t; the
perpendicular distance from the interface of the perovskite layer with the ETL, x; the mobile
anion vacancy density, P ; the free-electron density, n; the hole density, p; the electric field
(in the x-direction), E; the electric potential, φ; the anion vacancy flux (in the x-direction),
F P ; and the electron and hole current densities, jn and jp, respectively. The (dimensionless)
model consists of three conservation equations for the three mobile charged species:
∂P
∂t
+ λ
∂F P
∂x
= 0, where F P = −
(
∂P
∂x
− PE
)
, (1)
ν
∂n
∂t
=
∂jn
∂x
+G(x)− R(n, p), where jn = κn
(
∂n
∂x
+ nE
)
, (2)
ν
∂p
∂t
= −
∂jp
∂x
+G(x)− R(n, p), where jp = −κp
(
∂p
∂x
− pE
)
, (3)
in which G(x) and R(n, p) represent rates of charge carrier generation and recombination,
respectively. These conservation equations couple to Poisson’s equation:
∂E
∂x
=
1
λ2
(P − 1 + δ (p− n)) where E = −
∂φ
∂x
. (4)
The term (P − 1 + δ (p− n)), in the equation above, is the dimensionless charge density
and comprises contributions from anion vacancies, stationary cation vacancies, holes and
electrons, respectively.
Equations (1)-(4) hold within the perovskite layer which is bounded by its interface with
the ETL, on x = 0, and its interface with the HTL, on x = 1. In practice, the three
dimensionless parameters λ (the ratio of the Debye length Ld to the the perovskite layer
width), ν (the ratio of the timescales for electron and hole motion to that for ion vacancy
motion) and δ (the ratio of typical carrier concentration to typical vacancy concentration)
are all very small, see (11).
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2.2 Boundary and initial conditions
At the interfaces with the ETL (on x = 0) and the HTL (on x = 1) we require that there is no
flux of anion vacancies and that the potential is specified (and equal to that in the adjacent
contact). In addition n¯, the free electron concentration on x = 0, is determined by the band
energy offsets with the ETL; while p¯, the hole concentration on x = 1, is determined by the
band energy offsets with the HTL; and jp|x=0 and jn|x=1 are determined by Rl and Rr, the
rates of surface recombination on these interfaces. It follows that the boundary conditions
read:
F P |x=0 = 0, φ|x=0 =
Φ(t)− Φbi
2
, n|x=0 = n¯, jp|x=0 = −Rl(p), (5)
F P |x=1 = 0, φ|x=1 = −
Φ(t) − Φbi
2
, p|x=1 = p¯, jn|x=1 = −Rr(n). (6)
Here the total potential drop across the cell, Φbi − Φ(t), is split into two parts; a built-in
voltage, Φbi, that arises from the difference in band energies between the ETL and the HTL
and an applied voltage, Φ(t). In this formulation of the problem, potentials are measured
in units of the thermal voltage (approximately 0.025V). The built-in voltage is typically
around 1.1V and standard experiments vary the applied voltage within the range of −0.5 to
2V, therefore the total potential drop across the cell, Φbi −Φ(t), can be quite large. In turn
this can lead to very large variations in both ion vacancy and carrier concentrations across
the perovskite layer which renders furnishing numerical solutions challenging.
The problem is closed by the following initial conditions for the electron, hole and anion
vacancy concentrations:
n|t=0 = ninit(x), p|t=0 = pinit(x), P |t=0 = Pinit(x). (7)
2.3 Definition of dimensionless variables and parameters
The dimensional counterparts of the variables used in the model (1)-(7), which we denote
by a star, are retrieved from the following rescaling (see [5]):
x∗ = bx, t∗ =
Ldb
D+
t, Φ∗ = VTΦ, Φ
∗
bi = VTΦbi,
p∗ =
Fphb
Dˆ
p, n∗ =
Fphb
Dˆ
n, P ∗ = N0P, j
p∗ = qFphj
p,
jn∗ = qFphj
n, F P
∗
=
D+N0
b
F P , G∗ =
Fph
b
G, R∗ =
Fph
b
R,
R∗l = FphRl, R
∗
r = FphRr.
(8)
Here b denotes the width of the perovskite layer, Ld the Debye length, D+ the anion vacancy
diffusion coefficient, q the elementary charge, VT the thermal voltage (i.e. kBT/q where T
the absolute temperature), Fph the incident photon flux, Dˆ a typical electronic charge carrier
diffusivity and N0 the equilibrium anion vacancy density. The Debye length is calculated
5
based on the most populous charged species, which in this instance is the anion vacancies,
as follows:
Ld =
(
εkT
q2N0
)1/2
, (9)
where ε is the permittivity of the perovskite. The dimensionless parameters in (1)-(7) are
given in terms of physical constants by the relations:
ν =
D+b
DˆLd
, κp =
Dp
Dˆ
, κn =
Dn
Dˆ
, λ =
Ld
b
,
δ =
Fphb
DˆN0
, n¯ =
nbDˆ
Fphb
, p¯ =
pbDˆ
Fphb
, Φbi =
Vbi
VT
.
(10)
Here Dn and Dp are free-electron and hole diffusivities, respectively, and nb and pb are the
(dimensional) electron density on the ETL interface and the (dimensional) hole density on
the HTL interface, respectively.
In [5] it is shown that, for a typical planar device formed by a methylammonium lead
tri-iodide perovskite absorber layer sandwiched between a titania ETL layer and a spiro HTL
layer, the dimensionless parameters defined in (10) take the values
ν ≈ 5.8× 10−10, κp ≈ 1, κn ≈ 1, λ ≈ 2.4× 10
−3,
δ ≈ 2.1× 10−7, n¯ ≈ 20, p¯ ≈ 0.30, Φbi ≈ 40.
(11)
The difficulty in solving (1)-(3) arises from the extreme values of the parameters ν, λ and
Φbi − Φ(t). The very small value of ν reflects the large disparity in timescales for the
electronic (fast) and ionic (slow) motion. This feature of the problem necessitates the use
of an adaptive timestep since any fixed time stepping method would either be prohibitively
slow or be incapable of capturing the fast electronic dynamics. As is typical for many
electrochemical problems (see e.g. [11]), the parameter characterising the relative size of
the Debye length, in this case λ, is also extremely small. This gives rise to appreciable
stiffness in the system owing to the rapid changes in the solution across the narrow Debye
layers. This issue is further exacerbated by the relatively large value of Φbi − Φ(t). The
concentrations of the different charge species in the slender Debye layers are approximately
Boltzmann distributed, i.e. they vary exponentially with the potential. Thus, a change in
the potential of size 20 (the size of the drop expected across one Debye layer when the drop
across the whole device is 40, e.g., near short-circuit) gives rise to a change in n, p or P by a
factor of exp(20) = O(109) across a region of width O(10−3). Therefore, what at first glance
appears to be merely a stiff problem is actually an extremely stiff problem. Notably,these
very large changes in the magnitudes of the concentrations of the charged species can give
rise to large condition numbers and, depending on the computational precision being used,
significant round off errors.
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3 Numerical scheme
The central technique underlying our numerical scheme is the method of lines. The spa-
tial derivatives in (1)-(7) are discretised using second order accurate finite differences on a
‘staggered grid’. Since the equation governing the electric potential is elliptic, in contrast
to those for the charge carrier densities which are parabolic, the discrete system takes the
form of a system of coupled differential-algebraic equations (DAEs). As such, it requires
a specialised algorithm for temporal integration. Here, we employ MATLAB’s integrator
ode15s [19] to evolve in time. In the physically relevant parameter regimes, typical solutions
exhibit rapid changes in the narrow Debye (boundary) layers which gives rise to significant
stiffness in the DAE system. This difficulty is overcome by (i) employing a non-uniform
grid spacing, and (ii) using Advanpix’s Multiprecision Computing Toolbox [21] to overload
MATLAB’s native commands with arbitrary-precision counterparts, thereby retaining good
accuracy despite the large condition numbers of the underlying matrices. We note that the
treatment of the conservation equations used here is in contrast to the Scharfetter-Gummel
scheme that is widely used in electrochemical problems [30]. This difference arises because
their discretisation is aimed at addressing issues of transport within drift-diffusion equations
whereas our is dealing with the difficulties associated with stiffness.
3.1 Computational grid
The computational grid is comprised of N +1 arbitrarily positioned grid points, denoted by
x = xi for i = 0, ..., N , which partition the domain x ∈ [0, 1] into N subintervals. We further
introduce a set of N ‘half-points’ denoted by x = xi+1/2 and defined as follows
xi+1/2 =
xi+1 + xi
2
for i = 0, ..., N − 1. (12)
A sketch of the grid is shown in figure 2. The anion vacancy profiles are determined subject to
the Neumann conditions (5a) and (6a) which require zero flux of ions at each boundary. Thus,
it is natural to compute the ion vacancy flux at the grid points and the ion vacancy density
at the half points. Not only does this allow (5a) and (6a) to be imposed straightforwardly,
it also ensures that the property of global conservation of anion vacancies is inherited by
the discrete system1. The equation determining the electric potential is to be solved subject
to the Dirichlet conditions (5b) and (6b) which motivates tracking the potential at the grid
points and the electric field at the half points. Since the governing equations for electrons
(holes) are to be solved subject to one Dirichlet and one Neumann condition, namely (5c)
and (6d) ((5d) and (6c)), it is not so clear whether the concentration or flux should be
defined at the grid points. Here, we elect to track the concentration at the grid points and
the fluxes on the half-points so that evaluating the electron and hole contributions to the
charge density on the right-hand side of (4a) can be done so without interpolation, thereby
1Global conservation of anion vacancy concentrations in the discrete system, up to second order, is
reflected in the property that d/dt
(∑N−1
i=0 Pi+1/2
)
= 0, see equation (26).
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Figure 2: A schematic of the computational grid.
avoiding additional errors. In summary we introduce discretised variables defined by
Pi+1/2 = P |x=xi+1/2, F
P
i = F
P |x=xi, (13)
φi = φ|x=xi, Ei+1/2 = E|x=xi+1/2, (14)
ni = n|x=xi, j
n
i+1/2 = j
n|x=xi+1/2, (15)
pi = p|x=xi, j
p
i+1/2 = j
p|x=xi+1/2. (16)
3.2 Spatial discretisation
Spatial discretisation will be carried out by introducing the discrete operators Di and Di+1/2
which approximate the first derivative operator at xi and xi+1/2, respectively, and the discrete
averaging/interpolation operators, Ii and Ii+1/2 which approximate half points quantities on
the grid points and grid point quantities at the half-points, respectively. For a generic variable
w, these four operators are defined as follows:
∂w
∂x
∣∣∣
x=xi+1/2
≈ Di+1/2(wi+1, wi) =
wi+1 − wi
xi+1 − xi
, (17)
∂w
∂x
∣∣∣
x=xi
≈ Di(wi+1/2, wi−1/2) =
wi+1/2 − wi−1/2
xi+1/2 − xi−1/2
, (18)
w|x=xi+1/2 ≈ Ii+1/2(wi+1, wi) =
1
2
(wi+1 + wi), (19)
w|x=xi ≈ Ii(wi+1/2, wi−1/2) =
wi+1/2(xi − xi−1) + wi−1/2(xi+1 − xi)
xi+1 − xi−1
. (20)
A standard error analysis indicates that each operator is second order, i.e., that the errors
are expected to decrease proportional to the grid spacing squared.
The discrete operators defined by (17)-(20) can be used to approximate the electric field,
and electron and hole currents at the half-points. The discretised versions of equations (4b),
(2b) and (3b) are
Ei+1/2 = −Di+1/2 (φi+1, φi) , (21)
jni+1/2 = κn
(
Di+1/2(ni+1, ni) + Ii+1/2(ni+1, ni)Ei+1/2
)
, (22)
jpi+1/2 = −κp
(
Di+1/2(pi+1, pi)− Ii+1/2(pi+1, pi)Ei+1/2
)
, (23)
for i = 0, ..., N − 1.
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The anion vacancy flux can then be computed on both the internal and boundary grid points
by discretising equation (1b) and its boundary conditions (5a) and (6a). We have
F P 1 = F
P
N = 0, (24)
F P i = −Di(Pi+1/2, Pi−1/2) + Ii(Pi+1/2, Pi−1/2)Di(Ei+1/2, Ei−1/2), (25)
for i = 1, .., N − 1.
The ODEs governing the evolution of the anion vacancy density, arising from (1a), are
dPi+1/2
dt
= −λDi+1/2(F
P
i+1, F
P
i), (26)
for i = 0, ..., N − 1.
The algebraic equations for the potential resulting from discretisation of (4a) and the bound-
ary conditions (5b) and (6b) are
0 = φ0 −
Φ− Φbi
2
, (27)
0 = λ2Di(Ei+1/2, Ei−1/2) + (1− Ii(Pi+1/2, Pi−1/2) + δ(ni − pi)), (28)
for i = 1, .., N − 1,
0 = φN +
Φ− Φbi
2
. (29)
It is straightforward to discretise (2a) and (3a) to formulate ODEs governing the evolution
of the electron and hole densities on the internal grid points. For the electrons (holes) a
Dirichlet-type boundary condition is to be imposed on x = 0 (x = 1), see (5c) ((6c)), whilst
a specified value of the flux is to be imposed at the boundary x = 1 (x = 0), see (6d) ((5d)).
The former of these conditions immediately specifies n0 = n¯ (pN = p¯) whilst the latter is
imposed by linear extrapolation of the electron (hole) current to the boundary x = 0 (x = 1).
Hence we arrive at the following system of ODEs and algebraic equations which are sufficient
to determine the values of electron density at all grid points.
0 = n0 − n¯, (30)
ν
dni
dt
= Di(j
n
i+1/2, j
n
i−1/2) +G(xi) +R(ni, pi), (31)
for i = 1, .., N − 1,
0 = jnN−1/2 +DN−1(j
n
N−1/2, j
n
N−3/2)(1− xN−1/2) +Rr(nN ). (32)
Similarly, the equations determining the hole density at each grid point are
0 = jp1/2 −D1(j
p
3/2, j
p
1/2)x1/2 +Rl(p0), (33)
ν
dpi
dt
= −Di(j
p
i+1/2, j
p
i−1/2) +G(xi) +R(ni, pi), (34)
for i = 1, .., N − 1,
0 = pN − p¯. (35)
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We note that the boundary conditions (32) and (33) are the only conditions not imposed ex-
actly. However, the extrapolation involved only introduces second order errors, and therefore
the scheme as a whole is still second order as demonstrated by figure 4.
4 Implementation
The system of DAEs formulated above is evolved forward in time using MATLAB’s ode15s.
In order to minimise computational cost, by minimising the size of the system, we eliminate
superfluous variables (namely Ei+1/2, j
p
i+1/2, j
n
i+1/2 and F
P
i) and assemble the remaining
4N + 3 unknown functions of time into one column vector u(t) as follows:
u(t) =
[
P1/2, · · · , PN−1/2, φ0, · · · , φN , n0, · · · , nN , p1, · · · , pN
]T
, (36)
or equivalently u(t) =
[
P(t)T Φ(t)T n(t)T p(t)T
]T
, (37)
where a superscript T denotes a transpose. In (37) P is a column vector of length N whose
entries are the functions of time Pi+1/2(t) for i = 0, ..., N−1. Similarly, Φ, n and p are column
vectors of length N + 1 whose entries are the functions φi(t), ni(t) and pi(t) respectively.
The problem to be solved can now be written in the form
M
du
dt
= f(u) with u|t=0 = u0, (38)
where f(u) is a nonlinear vector function of length 4N + 3 whose first N entries are the
right-hand sides of (26), the subsequent N + 1 entries are the right-hand sides of (27)-(29),
followed by the N +1 right-hand sides of (30)-(32), and finally the N +1 right-hand sides of
(33)-(35). The matrix M is a (4N + 3)× (4N + 3) diagonal mass matrix whose entries are
the coefficients of the time derivative terms in the equations (26)-(35), see figure 3. Since the
governing equations for the values of φi, (27)-(29), and the discrete boundary conditions (30),
(32), (33) and (35) contain no temporal derivatives the corresponding entries on the diagonal
of M are zero and hence the mass matrix is singular. It is this feature of the system that
renders the problem a system of DAEs and motivates our choice of solver, namely ode15s,
which is one of relatively few solvers that can handle problems of this type. Moreover, it
offers an adaptive timestep which is able to deal with the disparity in timescales between
the electronic and ionic motion both with good accuracy and without high computational
penalties.
The ode15s time step requires numerical approximation of the Jacobian of f . However,
it is clear from the structure of the discrete system that many entries in the Jacobian are
zero. A heavy reduction in computational effort, around 0.005N3/2 in the convergence test
case, can be achieved by exploiting the jpattern option which allows the user to ‘flag’ only
a subset of the entries in the Jacobian matrix that need to be numerically approximated
(those that are not flagged are assumed to be zero) at each time step, see figure 3.
When simulating many of the regimes of physical interest, we find that the condition
number of the Jacobian is large, sometimes O(1016) or greater, which has the potential to
10
Figure 3: Plots to show the positions of the nonzero entries (black dots) in the mass matrix
M, panel (a), and the Jacobian matrix of f , panel (b), in the case N = 6.
severely hamper the accuracy of matrix inversions performed by the solver, ode15s. To
overcome this difficulty we make use of a third-party toolbox, Advanpix, which extends
MATLAB’s functionality to work with floating point numbers of higher precision. This can
result in a loss in the speed of computation for simple cases (those which can be computed
accurately on a small number of grid points) for which runtimes, originally of a few seconds
on a standard desktop computer, are typically 15-30 times longer. However, the higher
precision offered by Advanpix’s Multiprecision Computing Toolbox [21] is crucial in allowing
the numerical scheme to cope with the stiff regimes of practical interest.
5 Verification and test cases
We verify the performance of the scheme using physically relevant test cases. Here we choose
to compare our numerical results to the asymptotic solution given in [5] in the particular
case where the bulk recombination, R(n, p), is monomolecular (depending solely on the local
hole concentration p) and the surface recombination rates, Rl(p) and Rr(n) are both zero,
such that
R(n, p) = γp, Rl(p) = Rr(n) = 0. (39)
Here γ is a dimensionless rate constant. As noted in [5], monomolecular hole-dominated bulk
recombination is the limit of the Shockley-Read-Hall (SRH) recombination law when elec-
tron pseudo-lifetime is much less than hole pseudo-lieftime. This is a reasonable (though not
completely accurate) description of recombination in the perovskite material methylammo-
nium lead tri-iodide [33]. Note however that the numerical scheme presented here is readily
able to deal with nonlinear recombination rates such as the full SRH law. As is typical, in
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such applications, we assume that the photo-generation rate, G(x), obeys the Beer-Lambert
law, which has the dimensionless form
G(x) = Υ exp(−Υx). (40)
in which 1/Υ is the dimensionless absorption length. Estimates of these from [5] are
Υ ≈ 3.7, γ ≈ 2.4. (41)
A simple choice of initial conditions satisfying the boundary conditions is
Pinit = 1, ninit = n¯, pinit = p¯. (42)
In practice, the choice of initial conditions is not particularly important for the modelling of
PSCs as, in any experimental procedure, it is standard practice to include a pre-conditioning
step. This step involves holding the applied potential Φ(t) constant for a sufficiently long
time such that any initial transients associated with charge carrier and ion vacancy motion
decay towards zero.
5.1 Choice of spatial grid
In anticipation of the fact that the largest gradients in the solution appear in narrow Debye
layers adjacent to the domain boundaries, we use a spatial grid comprised of Chebyshev
nodes on the interval [0, 1] defined as follows
xi =
1
2
(
1 + cos
[
π
(
i
N
− 1
)])
, for i = 0, ..., N. (43)
By concentrating points near the domain boundaries we are able to achieve good resolution
in the Debye layers without wasting computational effort by over resolving in the bulk where
the solution varies more slowly.
5.2 Spatial convergence
Here we verify the expected second order pointwise convergence of the scheme by testing the
method in a scenario in which an illuminated cell is initially operating at an applied voltage
equal to the built-in voltage Φ = Φbi = 40 (see 11), so that the potential drop across the
perovskite layer is zero. The applied voltage is then rapidly decreased to Φ = 20 so that the
device is running in its power generating regime. We accomplish this by defining
Φ(t) = Φbi −
20 tanh(βt)
tanh(βtend)
with β = 102, tend = 1. (44)
Here β characterises the timescale for altering the applied voltage and tend is the time at
which the simulation is terminated. We terminate the simulation at t = tend which is not
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Figure 4: A plot showing the pointwise convergence of the scheme with plots of the pointwise
error, ǫ, versus the number of grid points, N . Markers show errors for computations with
N = 100, 200, 400, 800, 1600 estimated against a numerical solution with NM = 3200 grid
points. Lines show (the expected) second order convergence.
so large that the solution has reached steady state. During this convergence test we are
therefore examining the scheme’s accuracy during the transient and not just at steady state.
To demonstrate the pointwise convergence of the scheme, we monitor the values of five
representative quantities, namely
n|x=0,t=tend , n|x=1/2,t=tend , p|x=1/2,t=tend , p|x=1,t=tend , φ|x=1/2,t=tend . (45)
These are chosen because, independent of the number of grid points used, they are available
immediately following the temporal integration without the need for an additional interpo-
lation step, thereby allowing a direct interrogation of the scheme.
Due to the lack of exact solutions to the model, it is necessary to verify convergence by
measuring the error relative to a solution computed on a highly refined grid. For some scalar
quantity v (which could be any of those defined in (45)) computed using the scheme on N
grid points, denoted by v(N), we can define the error,
ǫ(N) = |v(N) − v(NM )|, (46)
for some NM ≫ N . The pointwise convergence of the quantities in (45) is shown in figure 4.
These results which demonstrate second order order convergence of the scheme, as predicted
by the naive analysis of (17)-(20).
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Figure 5: Current as a function of time. Inset shows the fast initial electronic transient
not captured by the asymptotics. Blue solid lines represent the full numerical solutions and
orange circles represent the uniformly-valid asymptotic expansions.
5.3 A current decay transient: comparison between numerical and
asymptotic solutions
Here we simulate a cell that is preconditioned at Φ = Φbi for a sufficient time to eliminate
transients, before undergoing a smooth but rapid decrease in applied bias from Φ = Φbi at
t = 0 to Φ = 0 some short time later, obeying,
Φ(t) = Φbi
(
1−
tanh(βt)
tanh(βtend)
)
with β = 106, tend = 1. (47)
A comparison between the photocurrent calculated from the numerical solution (as described
above) and the asymptotic solution (as described in [5]) is made in figure 5, showing remark-
able agreement between the methods for all but very small times. The inset shows the
very short time behaviour where there is significant discrepancy between the two solutions.
This results from the numerical method capturing fast electronic transients (associated with
electron and hole motion) that are absent from the asymptotic solution. The ability to sim-
ulate on the timescale of electronic transport through to that of ion motion is important for
rigorous investigation of many properties of PSCs.
In figure 6, we demonstrate good agreement between the numerical and asymptotic so-
lutions, with the noticeable exception of panel (c) for the electron distribution in which the
solutions vary in magnitude, but not shape. From a convergence check (increasing both
spatial and temporal accuracy), it can be confirmed that the numerical scheme has indeed
converged. The discrepancy arises from a small O(10−2) error in the asymptotic solution to
the electric potential which in turn leads to the significant error in the asymptotic solution
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Figure 6: (a) Anion vacancy density, (b) electric potential, (c) electron concentration and
(d) hole concentration profiles across the perovskite layer of a PSC at t = 0.2, 0.4, 0.6, 0.8, 1.
Solid lines (blue to black for increasing time) represent the full numerical solutions and circles
(yellow to red for increasing time) represent the uniformly-valid asymptotic expansions.
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Figure 7: Current as a function of applied voltage during a J-V scan. The blue line rep-
resents the full numerical solution, orange circles represent the uniformly-valid asymptotic
expansions and the triangles (yellow to red for increasing time) indicate times corresponding
to plots in figure 8.
for electron density n, that can be seen panel (c).
5.4 A current-voltage curve: comparison between numerical and
asymptotic solutions
Measurements of the current generated by a solar cell in response to a backwards and for-
wards sweep of the applied voltage are a common way of measuring cell properties and, in
the case of PSCs, frequently result in significant sweep-rate dependent ‘hysteresis’ [31]. This
‘hysteresis’ is a signature of the slow timescale ion motion in the cell. The standard exper-
imental procedure for generating such a J-V hysteresis-curve, including a preconditioning
step, will be simulated as follows. The cell is preconditioned in forward bias (at 1.2V, corre-
sponding to Φ ≈ 46.7), then the voltage is scanned smoothly from forward bias (Φap > Φbi)
to short circuit (Φap = 0) and back at a scan rate equivalent to 100 mV/s (corresponding to
a rate of ≈ 7.1 in dimensionless units). The resulting J-V curve is compared to the corre-
sponding asymptotic solution from [5] in figure 7. Plots of the solutions variables in space,
at equally-spaced times through the hysteresis sweep, are made in figure 8.
6 Discussion
We previously attempted to solve this stiff numerical problem using spectral methods via
the Chebfun package [7] for MATLAB. An advantage of spectral methods is the high spatial
16
Figure 8: As for figure 5, with plots at 5 equally spaced times during a JV-scan.
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accuracy that can be obtained with a small number of grid points. However, this method
requires such fine resolution in time to maintain accuracy that it becomes too computation-
ally expensive to solve problems in the desired parameter regimes. In particular, the ratio
of the Debye length to the perovskite layer width, λ, caused a significant slowdown if taken
to be O(10−2) or smaller, and as a result solutions for the realistic value of λ = 2.4 × 10−3
were unobtainable in a reasonable amount of time (days).
Calado et al. [2] use MATLAB’s built-in solver PDEPE to investigate a drift-diffusion
model for PSCs. However, we found that in realistic parameter regimes this method has a
condition number that is so large that matrix inversions cannot be performed to within even
single-digit accuracy. The method could thus only be applied to toy problems in order to
give qualitative indications of the physical phenomena occurring in real cells. The increases
in accuracy afforded by the staggered grid and the increased arithmetic precision used in
our approach are essential in order to investigate the behaviour of real PSCs. A secondary
disadvantage of using PDEPE is that it can only accept certain types of boundary conditions
and this prevents the extension of the method to a three-layer model that incorporates charge
carrier transport in the ETL and the HTL of a PSC. In particular PDEPE is unable to deal
with conditions posed on internal boundaries such as occur at the ETL/perovskite and the
perovskite/HTL interfaces. In contrast, the tailored numerical scheme detailed in this work
can be readily extended to include more layers and incorporate any necessary type of interface
condition.
7 Conclusions
We have presented a numerical scheme for solving a PDE drift-diffusion model of ion vacancy
and charge carrier transport in a perovskite solar cell. The scheme uses second-order finite
difference approximations of spatial derivatives, on a non-uniform staggered mesh, to reduce
the system of PDEs to a (large) system of ordinary differential-algebraic equations (with
time as the independent variable). This system of ordinary differential-algebraic equations
is solved with the MATLAB routine ode15s in conjunction with Advanpix’s Multiprecision
Computing Toolbox [19, 21].
For realistic parameter values and in appropriate operating regimes, the problem exhibits
significant stiffness owing to (i) the small Debye length, (ii) large potential differences across
the device (giving rise to large and rapid changes in solution across narrow Debye layers),
and (iii) vastly different timescales for the transport of ion vacancies and electronic charge
carriers. We were able to circumvent these difficulties by (a) using a non-uniform mesh to
selectively concentrate grids points in the Debye layers in order to obtain high accuracy
without prohibitive computational cost, and (b) using an adaptive timestep. In doing so we
have presented the only published method for numerical solution of a truly realistic charge
transport model for a metal halide perovskite solar cell. Moreover, the method can be used
to simulate experimental protocols, such as current decay transients and current-voltage
sweeps, in only a few minutes on a desktop computer.
18
Acknowledgements NEC is supported by an EPSRC funded studentship from the CDT
in New and Sustainable Photovoltaics. All authors are also grateful to B. Protas, A. B.
Walker, J. Cave and S. E. J. O’Kane for numerous insightful discussions that led to substan-
tial improvements in the work.
References
[1] G. A. Buxton and N. Clarke, Predicting structure and property relations in poly-
meric photovoltaic devices, Phys. Rev. B, 74 (2006), p. 085207.
[2] P. Calado, A. M. Telford, D. Bryant, X. Li, J. Nelson, B. C. O’Regan,
and P. R. Barnes, Evidence for ion migration in hybrid perovskite solar cells with
minimal hysteresis, Nat. Commun., 7 (2016), p. 13831.
[3] L. Cojocaru, S. Uchida, P. V. Jayaweera, S. Kaneko, J. Nakazaki,
T. Kubo, and H. Segawa, Origin of the hysteresis in I–V curves for planar structure
perovskite solar cells rationalized with a surface boundary-induced capacitance model,
Chem. Lett., 44 (2015), pp. 1750–1752.
[4] J.-P. Correa-Baena, A. Abate, M. Saliba, W. Tress, T. Jesper Jacobsson,
M. Gra¨tzel, and A. Hagfeldt, The rapid evolution of highly efficient perovskite
solar cells, Energy Environ. Sci., 10 (2017), pp. 710–727.
[5] N. E. Courtier, J. M. Foster, S. E. J. O’Kane, A. B. Walker, and
G. Richardson, Systematic derivation of a surface polarization model for planar per-
ovskite solar cells, arXiv:1708.09210, (2017).
[6] K. Domanski, B. Roose, T. Matsui, M. Saliba, S.-H. Turren-Cruz, J.-P.
Correa-Baena, C. Rolda´n Carmona, G. Richardson, J. M. Foster, F. De
Angelis, J. M. Ball, A. Petrozza, N. Mine, M. K. Nazeeruddin, W. Tress,
M. Gra¨tzel, U. Steiner, A. Hagfeldt, and A. Abate, Migration of cations
induces reversible performance losses over day/night cycling in perovskite solar cells,
Energy Environ. Sci., 10 (2017), pp. 604–613.
[7] T. A. Driscoll, N. Hale, and L. N. Trefethen, Chebfun guide, 2014.
[8] C. Eames, J. M. Frost, P. R. F. Barnes, B. C. O’Regan, A. Walsh, and
M. S. Islam, Ionic transport in hybrid lead iodide perovskite solar cells, Nat. Commun.,
6 (2015), p. 7497.
[9] J. M. Foster, J. Kirkpatrick, and G. Richardson, Asymptotic and numerical
prediction of current-voltage curves for an organic bilayer solar cell under varying illu-
mination and comparison to the Shockley equivalent circuit, J. Appl. Phys., 114 (2013),
p. 104501.
19
[10] J. M. Foster, H. J. Snaith, T. C. Leijtens, and G. Richardson, A Model
for the Operation of Perovskite Based Hybrid Solar Cells: Formulation, Analysis, and
Comparison to Experiment, SIAM J. Appl. Math., 74 (2014), pp. 1935–1966.
[11] S. George, J. M. Foster, and G. Richardson, Modelling in vivo action potential
propagation along a giant axon, J. Math. Biol., 70 (2015), pp. 237–263.
[12] R. Gottesman, P. Lopez-varo, L. Gouda, J. A. Jimenez-Tejada, J. Hu,
S. Tirosh, A. Zaban, and J. Bisquert, Dynamic Phenomena at Perovskite /
Electron- Selective Contact Interface as Interpreted from Photovoltage Decays, Chem, 1
(2016), pp. 776–789.
[13] D. Jacobs, Y. Wu, H. Shen, C. Barugkin, F. Beck, T. White, K. Weber,
and K. Catchpole, Hysteresis phenomena in perovskite solar cells: the many and
varied effects of ionic accumulation, Phys. Chem. Chem. Phys., 19 (2017), pp. 3094–
3103.
[14] J. T. Jacobsson, J. P. Correa Baena, M. Pazoki, M. Saliba, K. Schenk,
M. Gra¨tzel, and A. Hagfeldt, Exploration of the compositional space for mixed
lead halogen perovskites for high efficiency solar cells, Energy Environ. Sci., 41 (2016),
pp. 1–35.
[15] H.-S. Kim, C.-R. Lee, J.-H. Im, K.-B. Lee, T. Moehl, A. Marchioro, S.-J.
Moon, R. Humphry-Baker, J.-H. Yum, J. E. Moser, M. Gra¨tzel, and N.-G.
Park, Lead iodide perovskite sensitized all-solid-state submicron thin film mesoscopic
solar cell with efficiency exceeding 9%, Sci. Rep., 2 (2012).
[16] I. B. Koutselas, L. Ducasse, and G. C. Papavassiliou, Electronic properties
of three- and low-dimensional semiconducting materials with Pb halide and Sn halide
units, J. Phys.: Condens. Matter, 8 (1996), pp. 1217–1227.
[17] M. M. Lee, J. Teuscher, T. Miyasaka, T. N. Murakami, and H. J. Snaith,
Efficient hybrid solar cells based on meso-superstructured organometal halide perovskites,
Science, 338 (2012), pp. 643–647.
[18] X. Li, N. P. Hylton, V. Giannini, K.-H. Lee, N. J. Ekins-Daukes, and
S. A. Maier, Multi-dimensional modeling of solar cells with electromagnetic and car-
rier transport calculations, Prog. Photovoltaics Res. Appl., 21 (2013), pp. 109–120.
[19] MATLAB version 9.1.0.441655 (R2016b), 2016.
[20] T. Miyasaka, Perovskite Photovoltaics: Rare Functions of Organo Lead Halide in
Solar Cells and Optoelectronic Devices, Chem. Lett., 44 (2015), pp. 720–729.
[21] Advanpix Multiprecision Computing Toolbox for MATLAB 4.3.2.12144, 2017.
20
[22] G. Niu, X. Guo, and L. Wang, Review of recent progress in chemical stability of
perovskite solar cells, J. Mater. Chem.A, 3 (2015), p. 8970.
[23] S. E. J. O’Kane, G. Richardson, A. Pockett, R. G. Niemann, J. M. Cave,
N. Sakai, G. E. Eperon, H. J. Snaith, J. M. Foster, P. J. Cameron, and
A. B. Walker, Measurement and modelling of dark current decay transients in per-
ovskite solar cells, J. Mater. Chem. C, 5 (2017), pp. 452–462.
[24] N.-G. Park, Organometal Perovskite Light Absorbers Toward a 20% Efficiency Low-
Cost Solid-State Mesoscopic Solar Cell, J. Phys. Chem. Lett., 4 (2013), pp. 2423–2429.
[25] N. Pellet, P. Gao, G. Gregori, T. Y. Yang, M. K. Nazeeruddin, J. Maier,
and M. Gra¨tzel, Mixed-organic-cation perovskite photovoltaics for enhanced solar-
light harvesting, Angew. Chem. Int. Ed., 53 (2014), pp. 3151–3157.
[26] G. Richardson, A multiscale approach to modelling electrochemical processes occur-
ring across the cell membrane with application to transmission of action potentials,
Math. Med. Biol., 26 (2009), pp. 201–224.
[27] G. Richardson, S. E. J. O’Kane, R. G. Niemann, T. A. Peltola, J. M. Fos-
ter, P. J. Cameron, and A. B. Walker, Can slow-moving ions explain hysteresis
in the current-voltage curves of perovskite solar cells?, Energy Environ. Sci., (2016),
pp. 9–12.
[28] G. Richardson, C. Please, and V. Styles, Derivation and solution of effec-
tive medium equations for bulk heterojunction organic solar cells, Eur. J. Appl. Math.,
(2017), pp. 1–42.
[29] M. Saliba, T. Matsui, J.-Y. Seo, K. Domanski, J.-P. Correa-Baena, M. K.
Nazeeruddin, S. M. Zakeeruddin, W. Tress, A. Abate, A. Hagfeldt, and
M. Gra¨tzel, Cesium-containing triple cation perovskite solar cells: improved stability,
reproducibility and high efficiency, Energy Environ. Sci., 9 (2016), pp. 1989–1997.
[30] D. L. Scharfetter and H. K. Gummel, Large-signal analysis of a silicon read
diode oscillator, IEEE Trans. Electron Devices, 16(1) (1969), pp. 64–77.
[31] H. J. Snaith, A. Abate, J. M. Ball, G. E. Eperon, T. C. Leijtens, N. K.
Noel, S. D. Stranks, J. T.-W. Wang, K. Wojciechowski, and W. Zhang,
Anomalous Hysteresis in Perovskite Solar Cells, J. Phys. Chem. Lett., 5 (2014),
pp. 1511–1515.
[32] M. Stolterfoht, C. M. Wolff, Y. Amir, A. Paulke, L. P. Toro, P. Capri-
oglio, and D. Neher, Approaching the Fill Factor Shockley Queisser Limit in Stable,
Dopant-Free Triple Cation Perovskite Solar Cells, Energy Environ. Sci., (2017).
21
[33] S. D. Stranks, V. M. Burlakov, T. Leijtens, J. M. Ball, A. Goriely, and
H. J. Snaith, Recombination kinetics in organic-inorganic perovskites: excitons, free
charge, and subgap states, Phys. Rev. Appl, 2 (2014), p. 034007.
[34] S. D. Stranks and H. J. Snaith, Metal-halide perovskites for photovoltaic and light-
emitting devices, Nat. Nanotechnol., 10 (2015), pp. 391–402.
[35] T. C. Sum, S. Chen, G. Xing, X. Liu, and B. Wu, Energetics and dynamics in
organic-inorganic halide perovskite photovoltaics and light emitters., Nanotechnology,
26 (2015), p. 342001.
[36] E. Unger, E. Hoke, C. Bailie, W. Nguyen, A. Bowring, T. Heumu¨ller,
M. Christoforo, and M. McGehee, Hysteresis and transient behavior in current–
voltage measurements of hybrid-perovskite absorber solar cells, Energy Environ. Sci., 7
(2014), pp. 3690–3698.
[37] S. van Reenen, M. Kemerink, and H. J. Snaith, Modeling Anomalous Hysteresis
in Perovskite Solar Cells, J. Phys. Chem. Lett., 6 (2015), pp. 3808–3814.
22
