This paper investigates a multi-unmanned aerial vehicle (UAV) enabled wireless communication, where a number of ground nodes (GNs) are scheduled to communicate with UAVs in the presence of jammers with imperfect location information. Considering different quality of service (QoS) requirements for a wide range of applications, we aim to improve the minimum throughput, the average throughput, and the delay-constrained minimum throughput of all GNs, respectively, via the joint design of UAVs' trajectories, GNs' scheduling and power allocation. However, the formulated optimization problems are difficult to solve due to the non-convex and combinatorial nature. To overcome this difficulty, we propose two block coordinate descent (BCD) based algorithms to solve them sub-optimally with the aid of slack variables, successive convex approximation (SCA) technique and S-procedure. Numerical results show that our proposed algorithms outperforms the benchmark algorithms and offers a considerable gain in the view of different QoS requirements, giving a certain practical significance.
for supporting highly diversified applications with heterogeneous QoS requirements. However, existing literature solely investigated a single QoS metric of the UAV-enabled communication system consists of multiple users, e.g., the minimum throughput of multiple users [4] , [31] and the average throughput of multiple users [5] . Although the delayconstraint system performance metric was introduced in [33] , the distinction and relation of these QoS metrics has not been analyzed so as to provide better guarantees for the diverse QoS requirements. To the best of our knowledge, the robust anti-jamming trajectory and communication design in multi-UAV enabled communication concerning different QoS requirements is still an open problem, which motivates this work. In this paper, we study a multi-UAV enabled communication system where multiple GNs are scheduled to communicate with the UAVs in the presence of multiple jammers with imperfect location information, as shown in Fig. 1 . The main contribution are summarized as follows. • We formulate a general optimization framework for the multi-UAV enabled communication in the presence of jammers with imperfect location information, which considers UAVs' trajectories, jammers' uncertain location region, the GNs' scheduling and transmit power allocation. To provide different QoS guarantees, three different optimization objectives are considered, i.e., maximizing the minimum throughput of all GNs (MMT), maximizing the average throughput of all GNs (MAT) and maximizing the minimum throughput of all GNs with delay constraint (MMTD).
• We propose a robust algorithm to solve the formulated problems which are non-convex and thus challenging to solve. Specifically, for MMT and MAT problems, we first divide the origin problem into three subproblems that can be solved in an iterative manner by leveraging the block coordinate descend BCD) method. Then, the successive convex approximation (SCA) technique and slack variables are applied to settle the nonconvexity of the sub-problems, and penalty term is introduced to handle the binary variables. Meanwhile, the infinite number of variables caused by the jammers' imperfect location information is settled by applying the S-Procedure. Particularly, the MMTD problem is solved via a parameter-aided BCD method since the conventional BCD method severely limits the freedom in optimization.
• Numerical results show that the proposed robust algorithms can improve the system performance significantly as compared to the benchmark algorithms for MMT, MAT and MMTD problems. Moreover, with different QoS requirements, the proposed robust algorithms can offer a considerable gain from their respective emphases, e.g., MAT can reach much higher sum throughput and minimum throughput than MMT if the worst case of GNs is acceptable in any application, giving a certain practical significance. The remainder of the paper is organized as follows: Section II introduces the system model for the multi-UAV enabled communication system in the presence of multiple jammers. Based on this model, Section III formulates three optimization problems with different QoS consideration while Section IV, V and VI propose efficient alternating algorithms to solve them, respectively. Numerical results are provided in Section VII. Finally, Section VIII summarizes the whole work.
II. SYSTEM MODEL
We consider a multi-UAV enabled wireless network as shown in Fig. 1 , where K ≥ 1 GNs are scheduled to transmit data to U ≥ 1 (K ≥ U ) UAVs while M ≥ 1 jammers are sending interference signals to jam the legitimate communication. Let K, M and U denote the the set of GNs, jammers and UAVs, respectively, where |K| = K , |M| = M and |U| = U . Without loss of generality, 3D Cartesian coordinate system is considered. Thus, the location of each GN k ∈ K and jammer m ∈ M can be denoted as q k = {x k , y k , z k } and q m = {x m , y m , z m }, respectively. Considering the uncertain location region in 3D space, e.g., jammers mounted in skyscraper or mountain, we formulate the uncertain region of the jammers' location as a hemisphere. It is assumed that only the estimated location of jammers can be obtained, i.e., centre of the hemisphere, which is denoted as q m E = x m E , y m E , z m E . Hence, we have
where ( x m , y m , z m ) ∈ ε m is a continuous set of possible estimated errors, which satisfies the condition
where Q m is the radius of the hemisphere corresponding to jammer m. Each UAV u ∈ U is dispatched to fly from a given start point q start u to an end point q end u over a finite time period T . However, the infinite number of variable T caused by its continues nature will make the optimization problem hard to be formulated. Thus, we divide T into N equal time slots dt so that T = N * dt. If dt is sufficient small, the trajectory of each UAV can be approximately denoted by the combination of discrete locations at each time slot, i.e., Q =
Considering the limited mobility of UAV, we have the following constraints as
where V max denotes the UAV's maximum flying speed, and H min and H max denote the minimum and maximum flying altitude respectively. Frequency reuse technique is applied that the total spectrum is divided into U orthogonal channels [35] . At each time slot, one GN can associate with at most one UAV, and one UAV can associate with at most one GN. This is practically corresponding to the applications that the GNs are regarded either as ground controllers for the UAV surveillance mission or ground sensors in the UAV-supported data collection mission. Let S = s k,u [n], ∀k, u, n be a binary variable that denotes the scheduling of the communication process. s k,u [n] = 1 indicates that the GN k communicates with the UAV u at time slot n, and s k,u [n] = 0, otherwise. Then, we have the scheduling constraints as
u∈U s k,u [n] ≤ 1, ∀k, n,
Considering the limited energy capacity of the GNs, let P = {P k [n], ∀k, n} be the transmit power of GN k at time slot n. Then, we have the GNs' power constraints as
where P mean and P peak denote the average transmit power and the peak transmit power, respectively. Due to the rare blockages in the air, the communication from the GNs and the jammers to the UAVs are both assumed to be LoS channels for simplicity. Hence, the channel power gain from the GN k to the UAV u at time slot n can be denoted as
where β 0 is the channel power gain at the reference distance 1 meter, and α is the path loss exponent. Similarly, the channel power gain from the jammer m to the UAV u at time slot n can be denoted as
Thus, the achievable throughput from the GN k to the UAV u at time slot n is given by
where P m denotes the transmit power of the jammer m, and σ 2 denotes the power of additive white Gaussian noise (AWGN) at each UAV.
III. PROBLEM FORMULATION
Considering the various QoS requirements in diverse missions, we aim to maximize three different performance metrics, i.e., MMT, MAT and MMTD, by jointly optimizing the GNs' scheduling S, the GNs' transmit power P and the UAVs' trajectory Q.
A. MAXIMIZING THE MINIMUM THROUGHPUT OF ALL GNS
Malicious jamming attacks may lead to serious performance decline of some specifical GNs. For example, a GN relating vital information has to be kept away form the flight area due to the terrain restrictions or the threat of armed attack. The long distance between these GNs and the UAV may lead to severe decline of performance. Thus, maximizing the minimum throughput of all GNs so as to ameliorate the GN with worst performance is of the most priority in such fairness sensitive applications. Then, we formulate the MMT problem as follows.
Based on (14) , the throughput of each GN over the flight time period T can be denoted as
Then, we have the optimization problem formulated as max S,P,Q However, fairness is not always essential to be emphasized to ameliorate the GN with worst performance. In some cases, maximizing the average throughput of all GNs is usually the main focus. For example, in the scenario where abundant GNs relating to the same task work together to collect the information, to maximize the average throughput of all GNs is of the most importance. Then, we have the average throughput of all GNs over the flight time period T as
and the optimization problem is formulated as
C. MAXIMIZING THE MINIMUM THROUGHPUT OF ALL GNS WITH THE DELAY CONSTRAINT
In the multi-UAV enabled wireless networks, the number of UAVs is usually much less than that of GNs. Thus, even some GNs can access to certain UAV at some time slot, they can hardly associate with UAVs all the time. However, in some delay constrained applications, transmission from the crucial GNs with higher delay priority need to be guaranteed first, i.e., such GNs need to associate with UAVs all the time rather than transmit the information within a short time. For example, a centre controller with networks' continuously updated global information need to communicate with UAVs during the whole mission. Hence, we introduce a parameter θ k , θ k ∈ [0, 1] to denote the delay demand of user k [33] . Specifically, at each time slot n, θ k fraction of GN's average throughput over N slots is delay-constrained and the remaining 1 − θ k fraction is delaytolerant. Then, the delay constraint of user k at time slot n can be expressed as
where
which means that at any time slot n, at least θ k fraction of the average throughput needs to be satisfied for GN k. We aim to maximize the minimum throughput of GNs while satisfying the delay constraint. As such, we have the optimization problem formulated as
IV. PROPOSED ALGORITHM FOR MMT
Due to the non-smooth objective function (16a), coupled optimization variables S, P and Q, the binary constraints (16f), (16g) and (16h), the non-convexity of (15) along with the infinite number of estimated errors of jammers' location ε m , problem (16) is difficult to be optimally solved. Thus, to handle the non-smooth objective function, a slack variable η is introduced and problem (16) can be reformulated without losing optimality as
However, problem (22) is still difficult to solve. To decouple the optimization variables, the BCD method can be adopted and thus the original problem can be divided into three sub-problems that can be efficiently solved. This motivates us to propose an alternating optimization based algorithm to solve (22) sub-optimally, by iteratively optimizing one of S, P and Q with the other two being fixed at each iteration until convergence is reached. Then, we focus on dealing with the three sub-problems.
A. SUB-PROBLEM 1: OPTIMIZING TRANSMIT POWER WITH GIVEN TRAJECTORY AND SCHEDULING
For given trajectory Q and GNs' scheduling S, to handle the unknown estimated errors ε m , we consider the worst case that jammers are always in the closest position to the UAVs within the uncertain region. Then, problem (22) can be expressed as
It is a standard convex optimization problem, which can be efficiently solved by some existing algorithms such as the interior point method with CVX [36] .
B. SUB-PROBLEM 2: OPTIMIZING SCHEDULING WITH GIVEN TRANSMIT POWER AND TRAJECTORY
To tackle the binary variables S, we relax it into continuous variablesS = 0 ≤s k,u [n] ≤ 1, ∀k, u, n . Thus, for given transmit power P and trajectory Q, problem (22) can be transformed as
Through such relaxation, the objective value of problem (26) provides an upper bound for that of the origin sub-problem. However, this method usually leads to undesired user scheduling and association whens k,u [n] doesn't have evident tendency towards 0 or 1. We note thats k,u [n] 2 ≥s k,u [n], 0 ≤ s k,u [n] ≤ 1, ∀u, k, n, is equivalent to (16f). Then, inspired by this binary nature, a penalty term is introduced to the objective function (26a). Hence, problem (26) can be reformulated as
where λ is a nonnegative constant to ensures k,u [n] approaches to 0 or 1. Nevertheless, the terms 2 u,k [n] makes the objective function in problem (27) a convex function, and a maximization problem with a convex objective function is intractable to be optimally solved. Thus, with the property that the convex function's first-order Taylor expansion provides a global under-estimator at the feasible point, we havẽ 
Problem (29) is a standard linear programming (LP) problem, which can be solved via CVX [36] . 
The equivalence of (30) and (31) can be proved by contradiction. Particularly, when P k,
, ∀u, n hold, problem (30) and (31) share the same optimal solution. If the constraints (31c) and (31d) hold with inequalities when the optimal solution of (31) is obtained, we can always decrease L k,u [n] and I u [n] to improve the objective value. Thus, problem (30) and (31) can achieve the same optimal solution.
In the next step, we focus on dealing with problem (31) . Note that constraint (31b) and (31d) are still non-convex, we resort to the following lemma by applying SCA.
Proof: Since f (x, y) = log 2 (1 + 1/xy) is a convex function, its first-order Taylor expansion provides a global under-estimator at a feasible point (x f , y f ), i.e.,
Then, we introduce slack variable D = d m,u [n], ∀m, u, n to deal with the non-convexity of constraint (31d) that
and
Then, the constraint (31d) can be transformed into a convex form as
Hence, (31) can be equivalently written as (36) .
Problem (37) and (31) have the same optimal solution for the constraint (37c) should hold with equality when the optimal solution of both problem are obtained. Otherwise, d m,u [n] can be increased to enhance the value of objective function of problem (37) until the equality of the constraint (37c) is obtained.
Note the term q m in (37c) contains infinite number of variables due to the constraints of jammers' uncertain location (1) and (2) . Then, with (1) and (2), (37c) is reformulated as
Then, according to S-Procedure [37] , since there exists a point
x m , ŷ m , ẑ m , e.g., 
Problem (44) is a semidefinite programming problem and can be optimally solved by CVX [36] .
D. OVERALL ALGORITHM
In conclusion, the proposed algorithm divides the original problem (16) into three sub-problems by applying the BCD method. Specifically, sub-problem 1 is a convex optimization problem as (23) . With the assist of penalty term and SCA technique, sub-problem 2 is solved in a standard LP form as (29) . With the introduction of slack variables, SCA technique and S-Procedure, sub-problem 3 is solved as a semidefinite programming problem as (44). We solve them in an iterative way until the fractional increase of the objective function is below a small threshold µ. The obtained solution of each sub-problem is nondecreasing over iterations while the value of the original problem is finite. Thus, the proposed algorithm is guaranteed to converge. The details of the proposed algorithm are presented in Algorithm 1.
V. PROPOSED ALGORITHM FOR MAT
Note that the optimization problems MAT and MMT share the same optimization constraints (16b)-(16j) and differ in the objective function, i.e., (18) and (16a). Thus, we can directly formulate the three sub-problems and solve them in a iterative manner.
Algorithm 1
The Proposed Algorithm for Solving Problem (16) 1: Initialization: set i = 0, an initial feasible solution S (i) , P (i) , Q (i) . 2: Repeat 3: With given S (i) and Q (i) , update P (i) to P (i+1) by solving sub-problem 1 4: With given P (i+1) and Q (i) , update S (i) to S (i+1) with obtainedS by solving sub-problem 2 5: With given S (i+1) and P (i+1) , update Q (i) to Q (i+1) by solving sub-problem 3 6: Update i ← i + 1 7: Until The fractional increase of the objective value is below a small threshold µ.
A. SUB-PROBLEM 1: OPTIMIZING TRANSMIT POWER WITH GIVEN TRAJECTORY AND SCHEDULING
Based on (24) and (25) 
which is a standard linear programming (LP) problem that can be solved via CVX [36] .
C. SUB-PROBLEM 3: OPTIMIZING TRAJECTORY WITH GIVEN SCHEDULING AND TRANSMIT POWER
With the lower bound derived in Lemma 1 and S-Procedure, we have the optimization problem as 
which is also a semidefinite programming problem that can be optimally solved by CVX [36] .
D. OVERALL ALGORITHM
The proposed algorithm for MAT also divides the original problem into three sub-problems by applying the BCD method. The obtained solution of each sub-problem is nondecreasing over iterations while the value of the original problem is finite. Thus, the solution is guaranteed to converge. Hence, the MAT problem can be solved with Algorithm 1 as well.
VI. PROPOSED ALGORITHM FOR MMTD
Note that the optimization problems MMTD and MMT only differ in the constraint (19) , which is non-convex thus makes the MMTD problem more intractable. Thus, similar to problem (22) 
Comparing problem (50) with (49), the feasible solution of problem (49) is a subset of that of problem (50). However, they can obtain the same optimal solution when the GNs achieve the equal average throughput. This can be verified by contradiction since otherwise, the optimal value of (49) can be further improved by allocating more resources to the GN with a lower throughput within the total transmit power and scheduling constraints. Note problems (50) and (22) only differ in (50b). Thus, by adding constraint (50b) into the three sub-problems formulated from problem (22), we formulate the three trackable sub-problems of MMTD.
A. SUB-PROBLEM 1: OPTIMIZING TRANSMIT POWER WITH GIVEN TRAJECTORY AND SCHEDULING
For given trajectory Q and GNs' scheduling S, (50b) can be written as (51b), and the optimization problem can be formulated as 
which is a convex optimization problem that can be efficiently solved by CVX [36] . which is also a standard linear programming (LP) problem that can be solved via CVX [36] . which is a semidefinite programming problem that can be optimally solved by CVX [36] .
D. OVERALL ALGORITHM
The three sub-problems can also be optimally solved respectively. However, employing Algorithm 1 directly for our MMTD problem will lead to unsuccessful update of the UAVs' trajectories, which can be observed from the delay constraint (53b), i.e., for given P k,n and s k,u,n , since problem (53) aims to increase η by optimizing UAVs' trajectory q[n], the right hand side of (53b) is expected to increase in each iteration. Nevertheless, for any GN k that have met constraints in (51b) or (52b) with equality in the latest iteration, the only way to improve the value of η in the current iteration is to either increase g k,u [n] or decrease m∈M P m g m,u [n] in (53b). This observation implies that the UAV's location q[n] needs to be changed to decrease the distances from the UAV to all GNs while keeping the UAV in a proper location that enables the P m g m,u [n] non-increasing. Hence, the freedom of optimization for trajectory is severely limited, which will lead to an ineffective iteration of UAV's trajectory optimization.
To tackle this issue, a parameter-aided block coordinate descent algorithm is introduced. Denote θ temp k as the temporary delay constraint ratio for GN k in any iteration and initialize it as θ ini k , which is lager than the desired θ k . In each iteration, θ temp k is made gradually decreased with a predefined step size θ step k > 0 until the desired value of θ k is achieved, through which η can be increased after each iteration while the constraint (53b) will be relaxed due to the decrease of θ temp k . Thus, the UAVs' trajectory updates in a more effective way compared to the conventional BCD method. What's more, the proposed algorithm generates a feasible solution for the original problem (50) for the desired θ k will be eventually reached. The details of the proposed algorithm are summarized in Algorithm 2. The number of iterations required for starting from the initial θ ini k to the target θ k is denoted by I count . With given S (i) and Q (i) , update P (i) to P (i+1) by solving sub-problem 1 4: With given P (i+1) and Q (i) , update S (i) to S (i+1) with obtainedS by solving sub-problem 2 5 :
With given θ temp k , S (i+1) and P (i+1) , update Q (i) to Q (i+1) by solving sub-problem 3 7: Update i ← i + 1 8: Until θ temp k = θ k , and the fractional increase of the objective value is below a small threshold µ.
VII. NUMERICAL RESULTS
In this section, numerical results are provided to evaluate the performance of our proposed algorithms. Note that Algorithm 1 and Algorithm 2 both optimize the blocks of variables alternatively and share the same robust optimization process, we first verify Algorithm 1 for MMT that jointly optimizes UAV's trajectory, GNs' transmit power and scheduling (Joint robust optimization) for problem (16) along with the following three benchmark algorithms, i.e., robust trajectory optimization without GNs' scheduling and transmit power optimization (Robust trajectory optimization), nonrobust trajectory optimization without GNs' scheduling and transmit power optimization (Nonrobust trajectory optimization), fixed trajectory, GNs' scheduling and transmit power for initialization (Fixed initialization). Specifically, the ''Nonrobust trajectory optimization'' is a special case of the ''Robust trajectory optimization'' while assuming Q m = 0. The ''Fixed initialization'' allocates the transmit power and scheduling equally and the UAV's trajectory is a straight line from the start point to the end point.
The Fig. 2 shows the trajectories of three UAVs of our proposed algorithm ''Joint robust optimization''. The start points have been labeled with ''UAV1'', ''UAV2'' and ''UAV3''. The ''Fixed initialization'' algorithm is used here to initialize the feasible point of the variables, i.e., UAV 1 associates with GN 2 in the first half of the whole flight time slots and associates with GN 5 in the rest time slots, and so are UAV 2 associates with GN 4 and GN 6 and UAV 3 associates with GN 1 and GN 3. All the GNs' transmit power are equally allocated as P k [n] = P mean , ∀k, n. Trajectories of UAVs are line segment from the start point to the end point. This is intuitively reasonable for that the start point and the end point of UAV 1 are closer to GN 2 and GN 5, respectively. The same reason is for UAV 2 and UAV 3. It can be seen that the UAVs fly in a curve to resist the jamming signals and hover in some specifical location due to the GNs' scheduling and transmit power allocation. However, such illustration for trajectories of UAVs can not reveal the impact of our proposed algorithm ''Joint robust optimization'' in deep. Hence, we study the impact of the robust design of our proposed algorithm by leveraging the ''Robust trajectory optimization'' and the ''Nonrobust trajectory optimization''. As shown in Fig. 3 , we compare the UAVs' distance to jammer 2 of the ''Robust trajectory optimization'' and the ''Nonrobust trajectory optimization'' during the whole flight, respectively. It can be seen that the distance to jammer 2 of UAV 1 and UAV 2 in the ''Robust trajectory optimization'' are always larger than that in the ''Nonrobust trajectory optimization''. This is because jammer 2 has a broader range of the uncertain region than jammer 1 so that the UAV have to fly farther to combat the jamming signals. Particularly, the distance to jammer 2 of UAV 3 in the ''Robust trajectory optimization'' is smaller than that in the ''Nonrobust trajectory optimization'' in the first half of the flight time for that in certain locations, UAV 3 is relatively closer to jammer 1 and farther to jammer 2. In other words, the impact of jammer 1 is greater than jammer 2 to the corresponding communication links. Thus, UAV 3 has to fly farther from jammer 1 to combat the jamming signals. Through this, the robust design in our proposed algorithm is verified.
Then, to verify the GNs' scheduling and transmit power allocation, we first illustrate the UAVs' flying distance at each time slot (relative speed) of the three algorithms. In Fig. 4(a) , it can be observed that UAVs fly with the speed that with a smooth change. This is because in the ''Nonrobust trajectory optimization'', UAV 1 and UAV 2 are mostly hovering in a certain location with a relative low speed in the middle of the time slots so as to achieve a optimal system performance. In Fig. 4(b) , UAV 2 flies close to GN 4 with a decreasing speed until reaching the optimal location associated with GN4. Then, UAV 2 speeds up to avoid the jamming signals. The same process is applicable when UAV 2 is associated with GN 6. This is because in the ''Robust trajectory optimization'', due to the aggravated jamming threat caused by jammers' uncertain regions, UAVs have to communicate with the corresponding GNs in their respective optimal location. In Fig.4(c) , the relative speed of UAVs changed sharply in certain location. This is because in the ''Joint robust optimization'', the trajectory can further be optimized to achieve a better system performance owing to the adjustable GNs' scheduling and transmit power allocation. Specifically, the transmit power can be allocated as much as possible to the UAV-GN links in their respective optimal location, for that a intermediate speed is neither optimal for legitimate transmission nor jamming resistance.
In Fig. 5 , the details of GNs' scheduling and transmit power allocation for the three UAVs in the ''Robust trajectory optimization'' are illustrated. It is shown that UAV 1 is associated with GN 1,2,3,5,6, UAV 2 is associated with GN 1,3,4,5,6 and UAV 3 is associated with GN 1 and 3 during the whole time slot. All GNs are allocated with diverse transmit power. This is because the trajectories of UAV 1 and UAV 2 are closer to GNs than UAV 1 at most time slot so that UAV 1 and UAV 2 can serve more GNs to achieve a better system performance. Specifically, combining the observation in 4(c), when UAV 1 and UAV 2 are at the time slots with a relatively low flying speed, the associated GNs allocate maximum transmit power to achieve optimal system performance, which further verifies the scheduling and power allocation design of our proposed ''Joint robust optimization''.
Two more benchmark algorithms are introduced to evaluate the ''Joint robust optimization'', i.e., joint robust trajectory and GNs' transmit power optimization with GNs' scheduling set as the ''Fixed initialization'' (Robust trajectory and power optimization) and joint robust trajectory and GNs' scheduling optimization with GNs' transmit power set as the ''Fixed initialization'' (Robust trajectory and scheduling optimization). In Fig. 6 , the maximum minimum throughput of all GNs of our proposed algorithm ''Joint robust optimization'' along with benchmark algorithms when P m = 0.4 and P m = 0.6 are illustrated, respectively. It is observed that ''Fixed initialization'' initialized by intuition is of the lowest efficiency. ''Nonrobust trajectory optimization'' optimizes the trajectory of UAVs to improve the system performance without handing the uncertain region of jammers, which brings slightly gains. ''Robust trajectory optimization'' further improves the system performance compared to the ''Nonrobust trajectory optimization'', which validates the robust design of our proposed algorithm. Particularly, the ''Robust trajectory and scheduling optimization'' outperforms the ''Robust trajectory and power optimization''. This is because the optimization of scheduling of GNs is a passive way to optimize the trajectories of UAVs, and the optimization of GNs' transmit power is highly susceptible to the distance between GNs and UAVs, which makes it contributes less to the maximum minimum throughput. However, the joint trajectory, GNs' scheduling and transmit power allocation design outperforms all the benchmark algorithms and enhance the maximum minimum throughput significantly, which further verifies our proposed ''Joint robust optimization''.
To verify the performance of Algorithm 2 and compare the system performance of different QoS requirement, we apply Algorithm 1 and Algorithm 2 into sub-problems of MAT and MMTD, respectively. Fig. 7 shows the iteration of our proposed algorithms for MMT, MAT and MMTD. It is illustrated that the corresponding algorithms converge to the optimal solution after a number of iterations. Fig. 8 shows each GN's throughput derived by MMT, MAT, and MMTD problems. It can be observed that MAT improves the average throughput of all GNs significantly, but the throughput of GN 3 is much lower than that in MMT. On the contrary, MMT enhances the performance of GN 3 so that the minimum throughput of GNs is higher than that in MAT and performs ineffectively in enhancing the average throughput of all GNs. However, MAT can reach much better performance both in sum throughput and minimum throughput than MMT if the worst case of GNs, i.e., GN 3, is acceptable. Moreover, to guarantee the delay demand for GN 3, we set θ 3 = 0.5, θ ini k = 1 and I count = 20 in Algorithm 2 for MMTD. It is illustrated that although the delay constraint of GN 3 is guaranteed, both the average throughput and the minimum throughput of all GNs are decreased, which implies that the delay consideration for the GNs causes large system cost. Hence, Algorithm 2 is verified. Base on the above discussion, optional algorithms can be provided for diverse applications with specifical QoS requirements, giving a certain practical significance.
VIII. CONCLUSION
In this paper, we investigate a multi-UAV enabled wireless network where the energy constraint GNs are scheduled to transmit information to the UAVs with trajectory properly designed in the 3D space while a number of jammers with uncertain location sending jamming signals. By applying BCD method, SCA technique and S-Procedure, a joint UAVs' trajectory and GNs' scheduling and transmit power allocation optimization algorithm is proposed. Three QoS consideration, i.e., MMT, MAT and MMTD, are proposed to provide guarantees for different applications. Particularly, a parameter aided block coordinate descent method is applied for MMTD problem. Numerical results show that our proposed robust algorithms can significantly improve the corresponding QoS requirement of the multi-UAV enabled wireless networks compared to the benchmark methods. XINRONG GUAN received the B.S. degree in communications engineering and the Ph.D. degree in communications and information systems from the Institute of Communications Engineering, PLA University of Science and Technology, Nanjing, China, in 2009 and 2014, respectively. His current research interests include physical layer security, wireless key generation, cooperative communications, and cognitive radio networks. VOLUME 8, 2020 
