Abstract-Failure in cloud system is defined as an even that occurs when the delivered service deviates from the correct intended service. As the cloud computing systems continue to grow in scale and complexity, there is an urgent need for cloud service providers (CSP) to guarantee a reliable on-demand resource to their customers in the presence of faults thereby fulfilling their service level agreement (SLA). Component failures in cloud systems are very familiar phenomena. However, large cloud service providers' data centers should be designed to provide a certain level of availability to the business system. Infrastructureas-a-service (Iaas) cloud delivery model presents computational resources (CPU and memory), storage resources and networking capacity that ensures high availability in the presence of such failures. The data in-production-faults recorded within a 2 years period has been studied and analyzed from the National Energy Research Scientific computing center (NERSC). Using the realtime data collected from the Computer Failure Data Repository (CFDR), this paper presents the performance of two machine learning (ML) algorithms, Linear Regression (LR) Model and Support Vector Machine (SVM) with a Linear Gaussian kernel for predicting hardware failures in a real-time cloud environment to improve system availability. The performance of the two algorithms have been rigorously evaluated using K-folds crossvalidation technique. Furthermore, steps and procedure for future studies has been presented. This research will aid computer hardware companies and cloud service providers (CSP) in designing a reliable fault-tolerant system by providing a better device selection, thereby improving system availability and minimizing unscheduled system downtime.
INTRODUCTION
Increasing amount of cloud resources provide the infrastructure of ICT utilities at a global proportion. Cloud users request for cloud resources from Cloud service providers (CSP) to provide diverse ICT utilities such as business-critical processes, high performance computing, social networking and scientific computing. Due to the sheer scale of cloud datacenters, resources failure are inevitable and bound to happen, therefore it is of critical importance to ensure the reliability and availability in such systems. There is also an urgent need for CSP to offer a scalable, efficient and reliable on-demand resource to their customers in the presence of faults thereby fulfilling their service level agreement (SLA). Component failures within the cloud infrastructure are common, but large cloud datacenters should be designed to guarantee a certain level of availability to the Business system. Infrastructure-as-aService (IaaS) cloud presents computational resources (e.g., CPU and memory), storage resources, and networking capacity that ensures high availability in the face of such failures [1] . Cloud systems can have tremendous failure rates as they feature many servers that are geographically dispersed with a high workload. The availability of such systems can be quickly endangered if the failure is not sufficiently handled [2] . To guarantee availability of services to cloud users, cloud infrastructures should be designed such that they should have minimal or insignificant system downtime. Replication of data and checkpointing technique are some of the common existing strategies used to ensure availability of cloud services [3] .
Failure prediction is necessary for predictive maintenance due to its ability to prevent failure incidents and maintenance costs [4] . Predictive maintenance is about anticipating failures and taking proactive actions [5] . Recent advances in machine learning and cloud storage have created a great opportunity to utilize the huge amount of data generated from cloud infrastructures which provides room to predict when a component is likely to malfunction or fail. Currently, mathematical and statistical modeling are the prominent approaches used for failure predictions, these are based on equipment degradation physical models and machine learning techniques, respectively [6] . According to [7] , Cloud computing is usually associated with failures. The risk of failure can be viewed as the possibility of suffering loss, or exposure in the cloud-computing life cycle. Generally, cloud computing risk management consists of processes, approaches, and techniques that are employed to reduce cloud computing risks failure. Although, much research and advancement have been carried out in this area cloud, some companies have suffered a huge amount of downtime as a result of cloud failure which has led to a significant revenue loss [7] . Some instances of cloud failures are the Database Cluster failure caused at Saleforce.com. Also in 2011 Microsoft Cloud service outage lasted for 2.5 hours [8] , with Google Docs service outage lasting for an hour. These were because of memory leaks due to a software update [9] , [10] , costing both business millions of dollars. Similar reports were witnessed by Gmail services down for about 50 minutes, Amazon Web services for 6 hours, while Facebook's photos and "likes" services were down costing customer satisfaction. Multiple business hosting their websites, such as with GoDaddy, suffered 4 hours' downtime affecting 5 million websites [10] . So having a pre-knowledge of the failures emerging within the cloud infrastructures will assist in minimizing the effect of cloud failures thereby preventing business and financial losses, even though according to some researchers there are possibilities that in the future, SLA-Based Google App engine would expect to manage all causes of failures [11] . The paper is organized as follows: Section 2 presents some related work while Section 3 briefly discusses the concept of cloud computing and its deployment models. Section 4 presents an overview of the NERSC data while Section 5 describes the methodology of our approach. Experiment and discussion of result is presented in Section 6 and finally Section 7 concludes the paper and suggests future work.
II. RELATED WORK
A large number of research effort have been devoted to improve the efficiency of several approaches and procedures in failure prediction [12] , [13] - [16] , [17] , [6] , [18] but very few have addressed the issue of failure prediction in a cloud based environment [4] , [19] , [17] , [20] . We limit our review to recent research work conducted in this area. For instance the authors in [6] used Bayesian network to predict failure probabilities. While the research seamed interesting, they did not disclose the dataset used in conducting the analysis thus making it hard to replicate or compare other Machine Learning (ML) Algorithms to their proposed strategy. Authors in [19] used an ensemble classifier to achieve hard drive failure prediction on a cloud infrastructure. The data they conducted their work on was acquired through two sources, namely Windows performance counts and SelfMonitoring Analysis and Reporting Technology (S.M.A.R.T or SMART) [21] . This research closely resembles the intended work, but they only considered hard disk failure in the cloud architecture while real time business critical systems relies on other components and not only hard drive, but rather a host of Hardware (such as: CPU, Disk, DIMM, Cable .etc.).
Recently, authors in [18] used data acquired from cycles to predict Integrated Circuit (IC) failures. Same in the case of [19] they also considered only one Hardware failure occurrence. They analyzed fourteen (14) hardware samples which is quite impressive. However, the main limitation is that the data they used has not been made publicly available. Our approach is to use a publicly available hardware dataset to gain a machine leaning (ML) classifier to predict hardware failures, contrary to most of the state-of-the art research work being conducted in this area. Our choice of selecting a public dataset in performing our analysis is simply to enable other researchers in the field to compare their outcome with our obtained results. Furthermore, in this work we are not limiting our experiments to a single hardware, rather we attempt to predict several hardware failures within a cloud infrastructure. For more comprehensive review on other literatures or works by other scholars, the reader is referred to [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] , [5] , [6] , [30] III. THE CONCEPT OF CLOUD COMPUTING
A. The Cloud Concept and it's Deployment Models
Cloud computing can be categorized into three distinct elements. Each element has a purpose which performs specific tasks as follows; data centers, distributed servers, and clients [27] .The four main cloud deployment models are public, private, community and hybrid [31] .
• Public clouds are provided to the public or a large industry group. This is managed by a third party selling cloud services. As cloud technology develops, public cloud services are becoming more attractive to Business companies as well. Many actors such as critical infrastructure providers, including financial institutions has shown special interest in cloud [32] .
• Private cloud is owned and managed by a single organization that concentrates on controlling the mechanism of visualizing resources and automating services that are used and customized by various lines of business and constituent groups. A private cloud provides services to an organization through an intranet. Private clouds can be linked to each other to form a partner cloud. Private clouds are operated solely for an organization [7] .
• Community cloud it is dedicated or allows services to be available to a professional community or group of organization that comprises of Subcontractors, Branches, allies and so forth to operate collaboratively on a project. It may also be a government cloud dedicated to state establishments [33] .
• Hybrid cloud model is a mixture or combination of private and public cloud infrastructures working together. As a result, hybrid cloud inherits the properties of both private cloud and public cloud. It allows organizations to manage their critical data and applications in private while outsourcing other noncritical activities to the public cloud [34] [35].
B. Cloud Service Models
There are three levels of essential services offered by cloud computing: Infrastructure as a service (IaaS), platform as a service (PaaS) and software as a service (SaaS).
• Infrastructure as a service (IaaS), is the most basic and important cloud service model under which virtual machines, load balancers, fault tolerance, firewalls and networking services are provided [36] . The client or cloud user, is provided with capability to provision processing, storage, networks and other fundamental computing resources, to deploy and run arbitrary software such as operating system and applications. • Under the PaaS model, a computing platform including APIs, operating system and development environments are provided as well as programming language execution environment and web servers. The client maintains the applications, while the cloud provider maintains the service run times, databases, server software, integrated server oriented architectures and storage networks. Various types of PaaS vendors offerings can include complete application hosting, development, testing and extensive integrated services that include scalability and maintenance [38] . Some key players include Microsoft Windows Azure and Google Apps engine GoDaddy, Windows Azure, Apprenda, Google App Engine, Amazon Web Services, and WordPress. The main benefit of these services include focus on high value software rather than infrastructure, leverage economies of scale and provide scalable go-to-market capability [39] .
• SaaS provides clients the capability to use provider application executing on a cloud infrastructure. An entire application is available remotely and accessible from multiple client devices through thin client interfaces such as web browsers. Cloud user do not manage or control the underlying cloud infrastructure [2] [42] is one data that has never been analyzed or reported on in any paper. Thus, the data is examined to explore the correlations that may exist between failed hardware and the time (in years). A summary of the process is depicted in Figure 1 . In this research work time is considered as the predictor variable , hardware failures are the response variables , we use two machine learning algorithms, Linear Regression Model (LRM) and Support Vector Machine (SVM) with a Gaussian kernel. A linear regression model, which considers that the relationship between the predictor and response variable is linear in nature. Therefore, the relationship can be expressed as follows:
Where β is the vector of regression coefficients and α is the intercept also known as an offset. The support Vector Machine model with a Gaussian Kernel assumes that the relationship between X and Y is Nonlinear in nature and can be expressed as:
Where φ(X) is the nonlinear mapping of X using a Gaussian kernel, function given in Equation (3).
Where are the weights while is the intercept.
VI. EXPERIMENT AND DISCUSSION OF RESULT
Contrary to what is written on the CDFR website, the dataset covers a whole range from 2001-2006 [42] . The actually data when downloaded covers from 2006 to 2008 only [42] . This data is first analyzed in this paper. The System components are categorized into seven (7) groups; Disk, DIMM (dual in-line memory module), OS, Platform, HSV, CPU, and Others. We present our obtained results using bar charts as shown in Figure  2 , This enabled us have a deeper insight and better understanding of the data as well as visualizing the relationship between the individual component failures and the time (in years).
From the obtained predicted result presented in Table 1 , 2 and 3, using there (3) different machine learning algorithm, it is evident that there exist a correlation between component failures and time as shown in Figure 1 . In terms of the CPU failure as presented in Figure 2 Unfortunately, the data is insufficient for this present task. We have successfully shown the possibility of predicting some components that will fail in the future. However, as the number of predicted year's increases, both models (especially the linear model) fails, as shown in Table 1 , 2, 3, thus consistently given a zero value which might be because of insufficient data obtained. We believe that better results may be achieved if the data collected spanned over 20 years. Nonetheless, we have seen that as the years come near our present day, the failure rates decrease. This can be attributed to improvement in technology, more awareness, and training and the availability of some improved fault tolerance systems.
VII. CONCLUSION
As failure becomes more prevalent in cloud systems, the ability to predict them is becoming critical. A good failure prediction model should not only focus on accuracy but also focus on how easily the obtained predicted result can be interpreted to a better fault tolerance. In this paper, we demonstrate how public available data can be invaluable regardless of the data size even though more data would have allowed us more system design insight into the data. We present an approach to failure prediction in a cloud-based environment to increase system availability using Liner Regression (LG) and Support vector machine (SVM) model respectively. In the future, we will try to present a predictive study of failure in a large real time cloud infrastructure such as the Google cluster usage trace data.
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