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Abstract
We investigate the finite dimensional dynamical system derived by Braden and Hone
in 1996 from the solitons of An−1 affine Toda field theory. This system of evolution
equations for an n × n Hermitian matrix L and a real diagonal matrix q with dis-
tinct eigenvalues was interpreted as a special case of the spin Ruijsenaars–Schneider
models due to Krichever and Zabrodin. A decade later, L.-C. Li re-derived the model
from a general framework built on coboundary dynamical Poisson groupoids. This led
to a Hamiltonian description of the gauge invariant content of the model, where the
gauge transformations act as conjugations of L by diagonal unitary matrices. Here,
we point out that the same dynamics can be interpreted also as a special case of the
spin Sutherland systems obtained by reducing the free geodesic motion on symmetric
spaces, studied by Pusztai and the author in 2006; the relevant symmetric space being
GL(n,C)/U(n). This construction provides an alternative Hamiltonian interpretation
of the Braden–Hone dynamics. We prove that the two Poisson brackets are compatible
and yield a bi-Hamiltonian description of the standard commuting flows of the model.
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1 Introduction
We are witnesses to intense recent interest in spin extensions [12, 17, 20, 18, 19, 10, 11] of the
standard Calogero–Moser–Sutherland and Ruijsenaars–Schneider type many-body models.
Current studies [23, 25, 16, 15, 8, 5, 3, 13] are devoted to the mathematical structure and to
interesting physical applications of systems of this type. In this paper we take a fresh look
at a so far largely neglected, not yet well-understood, aspect of such systems. Namely, we
shall uncover a bi-Hamiltonian structure for a remarkable family of examples.
Let L be an n × n Hermitian matrix and q = diag(q1, q2, . . . , qn) a real diagonal matrix
with distinct eigenvalues. Braden and Hone [2] derived the following evolution equations
from the affine Toda solitons:
q˙j = Ljj , L˙jj = 2
∑
ℓ 6=j
|Ljℓ|
2 coth(qj − qℓ), (1.1)
L˙jk =
∑
ℓ 6=j
LjℓLℓk coth(qj − qℓ)−
∑
ℓ 6=k
LjℓLℓk coth(qℓ − qk), 1 ≤ j 6= k ≤ n.
In their context L has a special form, but the equations make sense for arbitrary L, and here
we shall study the system (1.1) in its general form. It will be assumed that q varies in the
domain
Ao := {q ∈ Rn | q1 > q2 > · · · > qn}. (1.2)
Note that q ∈ Rn and the corresponding diagonal matrix are denoted by the same letter. The
Braden–Hone equations represent the first member of a hierarchy [19], which is conveniently
described utilizing a dynamical r-matrix.
Let us consider the Lie algebra G := u(n) and introduce GC
R
:= gl(n,C). The notation
emphasizes that we regard gl(n,C) as a real Lie algebra. We equip it with the invariant
bilinear form
〈X, Y 〉R := ℜtr(XY ), ∀X, Y ∈ G
C
R
. (1.3)
This induces the orthogonal vector space decomposition
GC
R
= G + iG, (1.4)
which can be further refined as
G = T + T ⊥, iG = A+A⊥, (1.5)
where T (resp. A) consists of anti-Hermitian (resp. Hermitian) diagonal matrices, and T ⊥
(resp. A⊥) contains the corresponding off-diagonal matrices. Taking any w ∈ Ho ⊂ H, where
H := A+ T , Ho := Ao + T , (1.6)
we set
R(w)X := 0 for X ∈ (T +A), and R(w)X := (coth adw)(X) for X ∈ (T
⊥ +A⊥). (1.7)
This gives a well-defined linear operator on GC
R
that represents a solution of the modified
classical dynamical Yang–Baxter equation [4]. By using this dynamical r-matrix, for any
m ∈ N, one can define the following system of evolution equations:
q˙j = (L
m)jj, L˙ = [R(q)L
m, L] for (q, L) ∈ Ao × iG. (1.8)
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For m = 1, this is the Braden–Hone system (1.1).
An important feature of this system is that the evolutional derivations associated with dif-
ferent values of m ∈ N commute after restriction to gauge invariant functions. By definition,
a gauge invariant function F of q and L satisfies
F (q, L) = F (q, ηLη−1) ∀η ∈ Tn, (1.9)
where Tn is the group of diagonal unitary matrices. We introduce the term ‘Braden–Hone
hierarchy’ to refer to the restrictions of the derivations (1.8) to the gauge invariant func-
tions. The commutativity actually does not hold if we do not restrict to gauge invariant
functions. (See Appendix A.) This state of affairs hints that the Braden–Hone hierarchy
should result from some suitable Hamiltonian reduction, for which the action of Tn should
represent the gauge transformations on a moment map ‘constraint surface’. It turns out that
this expectation holds, and can be realized by (at least) two different reduction procedures.
A reduction procedure leading to the Braden–Hone hierarchy was found by L.-C. Li in
[19], and another one can be extracted with a little effort from the joint paper [11] by Pusztai
and the present author. The purpose of the current work is to show that the Poisson brackets
resulting from these two reduction procedures are compatible, and equip the Braden–Hone
hierarchy with a bi-Hamiltonian structure.
Now we describe the two Poisson brackets and our main result. For any real function
F ∈ C∞(Ao×iG) we define its derivatives ∇1F ∈ C
∞(Ao×iG,A) and∇2F ∈ C
∞(Ao×iG, iG)
by requiring that at the point (q, L) we have
〈δq,∇1F 〉R =
d
dt
∣∣∣∣
t=0
F (q + tδq, L) and 〈δL,∇2F 〉R =
d
dt
∣∣∣∣
t=0
F (q, L+ tδL) (1.10)
for all δq ∈ A and δL ∈ iG. (Here, F (q + tδq, L) is well-defined for small t.) For any m ∈ N,
let us define Hm ∈ C
∞(Ao × iG) by
Hm(q, L) :=
1
m
tr(Lm). (1.11)
Let Vm be the derivation
1 of C∞(Ao× iG) generated by equation (1.8), i.e., by the definition
Vm[qj] := (L
m)jj, Vm[L] := [R(q)L
m, L]. (1.12)
By expanding L in a basis {Za} of iG, we have Vm[LaZ
a] = Vm[La]Z
a. Note that Vm maps
C∞(Ao × iG)T
n
, the ring of gauge invariant functions, to itself.
Theorem 1. The following formulae define two Poisson brackets on C∞(Ao × iG)T
n
:
{F,H}2(q, L) = 〈∇1F, L∇2H〉R − 〈∇1H,L∇2F 〉R − 2〈R(q)(L∇2F ), L∇2H〉R (1.13)
and
{F,H}1(q, L) = 〈∇1F,∇2H〉R − 〈∇1H,∇2F 〉R + 〈L, [∇2F,∇2H ]R(q)〉R, (1.14)
where [X, Y ]R(q) := [R(q)X, Y ] + [X,R(q)Y ], and the ∇i are taken at (q, L). The derivative
of F ∈ C∞(Ao × iG)T
n
along the vector field Vm (1.12) can be written in Hamiltonian form:
Vm[F ] = {F,Hm}2 = {F,Hm+1}1. (1.15)
1The action of Vm on a function F is denoted Vm[F ]; the components of q and L are evaluation functions.
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Moreover, we have {Hℓ, Hm}2 = {Hℓ, Hm}1 = 0 for all ℓ,m ∈ N.
We shall explain that Theorem 1 follows by elaborating earlier results found in [19, 11].
Let D be the derivation of the ring C∞(Ao × iG) defined by
D[qi] := 0, D[Ljk] := δjk, (1.16)
which preserves the gauge invariant functions. Our main result is then
Theorem 2. The two Poisson brackets of Theorem 1 satisfy the relations
{F,H}1 = D[{F,H}2]− {D[F ], H}2 − {F,D[H ]}2, (1.17)
D[{F,H}1]− {D[F ], H}1 − {F,D[H ]}1 = 0. (1.18)
Consequently, they are compatible and define an exact bi-Hamiltonian structure.
The compatibility of the two Poisson brackets is a consequence of the relation (1.17). For
readability, we quote the relevant well-known result together with an indication of its proof.
Lemma 3. Let (A, { , }) be a Poisson algebra and D a derivation of the underlying com-
mutative algebra A. Suppose that the bracket {f, h}D := D[{f, h}] − {D[f ], h} − {f,D[h]}
satisfies the Jacobi identity. Then the formula
{f, h}x,y = x{f, h} + y{f, h}
D (1.19)
defines a Poisson bracket, for any constant parameters x and y.
Proof. For any derivation D, the bracket { , }x,y is automatically anti-symmetric and verifies
the Leibniz property. It is a simple exercise to verify the Jacobi identity by direct calculation.
The bi-Hamiltonian structures of the form (1.19) are called ‘exact’ when the application
of D to { , }D gives zero, like in (1.18). Equation (1.15) and the compatibility of the two
Poisson brackets together show the bi-Hamiltonian character of the Braden–Hone hierarchy.
Throughout the paper, we use the standard terminology of bi-Hamiltonian systems, see
e.g. [6, 26, 28], although we are mostly dealing with Poisson algebras of gauge invariant
functions, and not directly with Poisson manifolds. We proceed in this manner in order to
circumvent the complication that the quotient space (Ao× iG)/Tn is not a smooth manifold.
This should not lead to any confusion.
Now we sketch the organization of the text. Section 2 is devoted to a short summary
of the construction of the Poisson structure { , }2 due to L.-C. Li [19]. Our presentation
contains some novel elements: the precise connection to the original notations used in [19]
is described in Appendix B. In Section 3 we expound the derivation of the Braden–Hone
hierarchy with its Poisson structure { , }1, building on the paper [11]. All results in Section
3 will be obtained relying on analogous results of this reference, despite the fact that there
reductions of geodesic motion on simple non-compact Lie groups were considered, which
formally excludes our present case. Besides explaining Theorem 1, the goal of Section 2 and
Section 3 is to prepare the ground for the proof of Theorem 2, which occupies Section 4.
Finally, we conclude in Section 5 by pointing out a few open problems for future work.
4
2 The Poisson structure obtained by L.-C. Li
We tersely summarize those points of the construction of [19], which are directly relevant for
us. Some details are relegated to Appendix B.
Let GC
R
denote GL(n,C) regarded as a real Lie group, and denote by H its closed subman-
ifold consisting of the invertible Hermitian matrices of size n. By applying a certain discrete
reduction to a dynamical Poisson groupoid structure on Ho×GC
R
×Ho, an interesting Poisson
structure on the manifold Ho × H was obtained. This Poisson structure extends smoothly
from the dense open submanifold Ho × H ⊂ Ho × iG to the full of Ho × iG.
Denote the elements ofHo×iG by pairs (w,L). For any smooth real function F = F (w,L),
introduce the derivatives ∇1F ∈ C
∞(Ho × iG,H) and ∇2F ∈ C
∞(H × iG, iG) in complete
analogy with the definition (1.10), using the bilinear form (1.3). Then, as is detailed in
Appendix B, the Poisson structure given by equation (5.8) in [19] can be re-written in the
following form:
{F,H}Li(w,L) = 〈∇1F, L∇2H〉R − 〈∇1H,L∇2F 〉R − 2〈R(w)(L∇2F ), L∇2H〉R. (2.1)
Here, F and H are arbitrary elements of C∞(Ho×iG), the derivatives are evaluated at (w,L),
and we use R (1.7).
For any X ∈ T , define wX ∈ C∞(Ho × iG) by wX(w,L) := 〈w,X〉R. The associated
Hamiltonian vector field can be symbolically written as
{w,wX}Li = 0, {L,w
X}Li = −
1
2
[X,L]. (2.2)
This encodes the Poisson brackets between wX and the matrix elements of w and L, regarded
as functions on Ho × iG. The formula (2.2) has the following important consequence:
• Take T as the model of its own dual space by means of the trace pairing. Then the
map φ : (w,L) 7→ −2ℑ(w) can be identified as the moment map for the Hamiltonian
action of Tn whereby η ∈ Tn sends (w,L) to (w, ηLη−1).
Notice that the Hamiltonian Hm ∈ C
∞(Ho × iG),
Hm(w,L) :=
1
m
tr(Lm), (2.3)
is invariant under the above Tn-action. It follows that the Hamiltonian vector field generated
by Hm is tangent to the level surfaces of the moment map φ. The level surface φ = 0 is the
submanifold
Ao × iG ⊂ Ho × iG, (2.4)
whose elements are denoted by pairs (q, L), like in the Introduction. An easy calculation
gives that the restriction of the Hamiltonian vector field of Hm (2.3) to this level surface is
precisely the vector field Vm (1.12). (It should not lead to any confusion that in equations
(1.11) and (1.15) the corresponding restriction of Hm (2.3) is denoted by the same letter.)
One knows from the general reduction theory (the theory of reduction by first class con-
straints a` la Dirac is all what is needed here2) that C∞(Ao× iG)T
n
inherits a Poisson bracket
from (C∞(Ho × iG), { , }Li). Specifically, the induced Poisson bracket of two smooth gauge
invariant functions F,H ∈ C∞(Ao × iG)T
n
can be determined by the standard ‘extend–
compute–restrict’ algorithm. That is, one first extends F and H arbitrarily from the first
2We do not consider ‘Dirac brackets’, since our reductions do not admit globally valid gauge fixings.
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class constraint surface, then determines the Poisson bracket of the extended functions, F ext
and Hext, and finally restricts the result to the φ = 0 constraint surface. This gives a well-
defined Poisson bracket. For the theory of Hamiltonian reduction, we recommend the books
[14, 21].
Our situation is extremely simple, since by decomposing any w ∈ Ho as
w = πA(w) + πT (w) (2.5)
we can naturally extend any F ∈ C∞(Ao × iG)T
n
to the phase space Ho × iG by declaring
that
F ext(w,L) := F (πA(w), L). (2.6)
Here and below, the various projection operators πA, πT etc. rely on the decompositions
(1.4), (1.5). The function F ext defined in this manner belongs to C∞(Ho × iG)T
n
. It follows
immediately from (2.1) that the induced Poisson bracket
{F,H}2(q, L) := {F
ext, Hext}Li(q, L), ∀(q, L) ∈ A
o × iG, (2.7)
is given by the formula displayed in Theorem 1. A further consequence of the reduction is
that we have
Vm[F ] = {F,Hm}2, (2.8)
where Hm is now regarded as a gauge invariant function on the φ = 0 constraint surface.
Since Vm[Hℓ] = 0, {Hℓ, Hm}2 = 0 results as well.
In conclusion, by following [19], we have explained the part of the statements of Theorem
1 pertaining to the Poisson bracket { , }2.
3 The Braden–Hone system as a spin Sutherland model
The invariant bilinear form 〈 , 〉R on G
C
R
can be used to define a bi-invariant semi-Riemannian
metric on the group manifold GC
R
, whose geodesics are the orbits of the one-parameter
subgroups of GC
R
with respect to right-multiplication (or, equivalently, left-multiplication).
Hamiltonian reductions of such ‘free geodesic motion’ giving rise to spin Sutherland models
have been investigated previously, for example in [11]. Building on this reference, we here
explain how the Braden–Hone system results from reduction.
We are going to reduce the phase space T ∗GC
R
× G∗, where G∗ is added for technical
convenience (akin to the so-called shifting trick of symplectic reduction [21]). We trivialize
the cotangent bundle by left-translations, and identify GC
R
and G with their own dual spaces
by means of the form 〈 , 〉R. Thus our unreduced phase space, P , is
P := T ∗GCR × G
∗ ≡ GCR × G
C
R × G = {(g, J, ξ)} (3.1)
endowed with its standard Poisson structure. For any smooth real functions f and h on P ,
the Poisson bracket reads
{f, h}P (g, J, ξ) = 〈D
′
gf,∇Jh〉R − 〈D
′
gh,∇Jf〉R − 〈J, [∇Jf,∇Jh]〉R + 〈ξ, [∇ξf,∇ξh]〉R, (3.2)
where ∇Jf and ∇ξf are G
C
R
-valued and G-valued ‘partial gradients’ defined by using 〈 , 〉R,
and D′gf(g, J, ξ) ∈ G
C
R
is defined by
〈X,D′gf(g, J, ξ)〉R :=
d
dt
∣∣∣∣
t=0
f(getX , J, ξ), ∀X ∈ GC
R
. (3.3)
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We single out the ‘free Hamiltonians’ hm,
hm(g, J, ξ) :=
1
m
ℜtr(Jm), ∀m ∈ N, (3.4)
which form an Abelian algebra under the Poisson bracket. Denote by Vm the Hamiltonian
vector field generated by hm. It has the explicit form
Vm[g] = gJ
m−1, Vm[J ] = 0, Vm[ξ] = 0. (3.5)
Here, Vm[g] etc. are understood as derivatives of evaluation functions. This means that Vm[g]
collects the derivatives of (the real and imaginary parts of) the matrix elements of g, which
are regarded as functions on P (see also footnote 1).
We reduce relying on the action of the symmetry group G × G on P , where G := U(n).
We let (ηL, ηR) ∈ G×G act on P by the diffeomorphism ΨηL,ηR ,
ΨηL,ηR(g, J, ξ) := (ηLgη
−1
R , ηRJη
−1
R , ηLξη
−1
L ). (3.6)
This is a Hamiltonian action. The corresponding moment map Φ : P → G ⊕ G is given by
Φ(g, J, ξ) =
(
πG(gJg
−1) + ξ,−πG(J)
)
. (3.7)
We impose the constraint Φ = 0, and then divide by the ‘gauge transformations’ associated
with G×G. The gauge invariant functions on P0 := Φ
−1(0) inherit a Poisson structure, and
the vector fields Vm induce commuting derivations of C
∞(P0)
G×G.
It is worth noting that the ‘partial moment map constraint’ πG(J) = 0 enforces the
reduction of T ∗GC
R
to T ∗(GC
R
/G), which underlies the link to the approach of the paper [11].
Indeed, one could perform the reduction by G × G in two steps, and first imposing only
πG(J) = 0 would lead, in effect, to the starting point of the reduction studied in [11].
From now on we restrict our attention to the dense open submanifold P reg ⊂ P , which is
characterized by the condition that g can be decomposed as
g = η−1L e
qηR with q ∈ A
o, ηL, ηR ∈ G. (3.8)
In this decomposition q is unique, while the pair (ηL, ηR) is unique up to the ambiguity of
its possible replacement by (ηηL, ηηR) with an arbitrary η ∈ T
n. It is plain that every gauge
orbit lying in P reg0 has representatives in the following ‘gauge slice’ S ⊂ P
reg
0 :
S := {(eq, L, ξ) ∈ P0 | q ∈ A
o, L ∈ iG}. (3.9)
On the elements of S, the condition Φ = 0 (3.7) translates into the equation
ξ + (sinh adq)(L) = 0, (3.10)
and we have a residual gauge action of Tn on S, given by the maps Ψη,η:
Ψη,η(e
q, L, ξ) = (eq, ηLη−1, ηξη−1), η ∈ Tn. (3.11)
Moreover, we see from the constraint equation (3.10) that
πT (ξ) = 0 and πT ⊥(ξ) = −(sinh adq)(πA⊥(L)), (3.12)
which provides a parametrization of S by the ‘free variables’ (q, L) ∈ Ao× iG. An important
consequence is the chain of identifications
C∞(P reg0 )
G×G ⇐⇒ C∞(S)T
n
⇐⇒ C∞(Ao × iG)T
n
. (3.13)
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We note in passing that the linear operator (sinh adq) is zero on (A + T ), while it maps
T ⊥ to A⊥ and A⊥ to T ⊥ in an invertible manner, due to the regularity of q (see (1.2)
and (1.5)). When below we write (sinh adq)
−1, then we mean the unique inverses of these
restricted operators.
Now we explain how the commuting vector fields Vm (3.5) descend to the Braden–Hone
hierarchy (1.12). The vector fields Vm are tangent to P0, but are not tangent to S. However,
since we are interested in the evolution of the gauge invariant ‘observables’, we can cure this
non-tangency by adding a suitable infinitesimal gauge transformation to Vm. The latter is
given by a pair of G-valued functions Y L and Y R on S, which are required to ensure that the
following vector field VSm is tangent to S:
V
S
m[e
q] = eqLm−1 + Y Leq − eqY R, VSm[L] = [Y
R, L]. (3.14)
The first equation determines the pair (Y L, Y R) up to shifts defined by adding (Y, Y ), where
Y is an arbitrary T -valued function on S. This ambiguity corresponds to the residual gauge
transformations acting on S. Indeed, the expression
e−qVm[e
q] = Lm−1 − (sinh adq)(Y
L) + (cosh adq)(Y
L)− Y R (3.15)
must belong to A, and this condition has the following solution:
Y L = (sinh adq)
−1(πA⊥(L
m−1)), Y R = R(q)(Lm−1), (3.16)
with R(q) defined in (1.7). We here used that Lm−1 is Hermitian, i.e., Lm−1 ∈ iG. The
reduced dynamics is obtained by substitution of (3.16) into (3.14). The next proposition
summarizes the outcome of our line of reasoning.
Proposition 4. The derivative of the gauge invariant function F ∈ C∞(Ao × iG)T
n
with
respect to the reduction of the Hamiltonian vector field Vm (3.5) is encoded by the formula
V
S
m[F ] = 〈V
S
m[q],∇1F 〉R + 〈V
S
m[L],∇2F 〉R, (3.17)
where
V
S
m[q] = πA(L
m−1) and VSm[L] = [R(q)(L
m−1), L]. (3.18)
Comparison with equation (1.12) shows that the reduction yields the Braden–Hone hierarchy
defined in the Introduction. Specifically, the vector field VSm+1 reproduces Vm (1.12).
The gauge slice S (3.9) has two distinguished parametrizations. The first one is by the
variables (q, L) ∈ Ao × iG, and the second one is by the variables
(q, p, ξ⊥) ∈ A
o ×A× T ⊥, (3.19)
which are related to (q, L) by the equation
L = p− (sinh adq)
−1(ξ⊥). (3.20)
The correspondence between (q, L) and (q, p, ξ⊥) is a T
n-equivariant diffeomorphism between
Ao × iG and Ao × A × T ⊥. Of course, q and p are Tn-invariants, while ξ⊥ transforms by
conjugation. This may be used to extend the chain of identifications (3.13) as
C∞(P reg0 )
G×G ⇐⇒ C∞(S)T
n
⇐⇒ C∞(Ao × iG)T
n
⇐⇒ C∞(Ao ×A× T ⊥)T
n
. (3.21)
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By identifying A∗ with A using 〈 , 〉R, A
o×A can be taken as a model of T∗Ao, which carries
a symplectic form. Moreover, C∞(T ⊥)T
n
is a Poisson algebra, equipped with the reduction
of the Lie–Poisson bracket of G∗ ≡ G defined by the first class constraint πT (ξ) = 0.
Proposition 5. Let us parametrize S (3.9) by the variables q, p, ξ⊥ using (3.20) and consider
two gauge invariant functions F,H ∈ C∞(Ao ×A× T ⊥)T
n
. In terms of these functions, the
reduced Poisson bracket arising from the Poisson structure (3.2) on P can be written as
{F,H}redP = 〈∇qF,∇pH〉R − 〈∇qH,∇pF 〉R + 〈ξ⊥, [∇ξF,∇ξH ]〉R. (3.22)
Here, ∇qF , ∇pF are the obvious A-valued gradients, and ∇ξF can be taken from T
⊥ ⊂ G,
applying the definition
〈X,∇ξF (q, p, ξ⊥)〉R =
d
dt
∣∣∣∣
t=0
F (q, p, ξ⊥ + tX), ∀X ∈ T
⊥. (3.23)
The statement of the proposition is basically a special case of more general results proved
in [11]. In [11] analogous reductions were studied, but restricting ξ to an arbitrary coadjoint
orbit O of G from the very beginning. A counterpart of the formula (3.22) can be obtained
by evaluation of the restriction of the symplectic form of T ∗GC
R
×O to the gauge slice where
g = eq, q ∈ Ao. This proves the claim in our case, too, since O ⊂ G∗ is a symplectic leaf.
We stress that in the formula (3.22) one can also determine ∇ξF utilizing an arbitrary
extension of F from T ∗Ao × T ⊥ to T ∗Ao × G, computing the G-valued derivative ∇ξ there,
and restricting the result. This leads to an ambiguity regarding the T -components of the
derivatives with respect to ξ, which eventually drops out on account of the Tn-invariance of
F and H on T ∗Ao × T ⊥.
Finally, we turn to the description of the reduced Poisson bracket in terms of gauge
invariant functions F,H ∈ C∞(Ao × iG)T
n
. For this purpose, we need an auxiliary lemma.
Lemma 6. Define the map L : Ao×A×G → iG by extension of the formula (3.20), i.e., by
L(q, p, ξ) := p− (sinh adq)
−1(πT ⊥(ξ)). (3.24)
For any X ∈ A, Y ∈ G and Z ∈ iG, define qX := 〈X, q〉R, ξ
Y := 〈Y, ξ〉R and L
Z := 〈Z, L〉R.
Regarding these as functions on the Poisson manifold T ∗Ao×G∗, the following formulae hold:
{qX , LZ} = 〈X,Z〉R, {L
Z , ξT} = L[T,Z] for all X ∈ A, T ∈ T , Z ∈ iG, (3.25)
and
{LZ1 , LZ2} = L[Z1,Z2]R(q) + 〈πT (ξ), [W(adq)πA⊥(Z1),W(adq)πA⊥(Z2)]〉R (3.26)
for all Z1, Z2 ∈ iG, where W(adq) : A
⊥ → T ⊥ is given by W(adq)Z := (sinh adq)
−1(Z).
The notation [Z1, Z2]R(q) is defined after (1.14). Of course, the Poisson brackets between any
functions of q and ξT = πT (ξ) are zero.
The formulae (3.25) are easy consequences of the parametrization of L (3.24), using the
canonical Poisson brackets between the components of q, p and the Lie–Poisson bracket
{ξY1, ξY2} = ξ[Y1,Y2], ∀Y1, Y2 ∈ G. (3.27)
The verification of equation (3.26) is straightforward, but rather tedious3 . This is omitted
to save place. Note that an analogous result was given in [11], and more recently also in [16].
3 This calculation was performed by B.G. Pusztai in a more general case during our collaboration in 2006.
9
Remark 7. The formulae (3.25) and (3.26) can be viewed as the defining relations of a
Poisson structure on the manifold
Ao × iG × T = {(q, L, ξT )}. (3.28)
This is nothing but the Poisson structure of T ∗Ao×G∗ transferred to Ao× iG × T by means
of the invertible change of variables (q, p, ξ)↔ (q, L, ξT ) (3.24). Then the Poisson bracket on
C∞(Ao × iG)T
n
can be represented as the reduction of (C∞(Ao × iG × T ), { , }) defined by
the first class constraint ξT = 0. Indeed, this follows from Proposition 5. The identifications
(3.21) give rise to alternative descriptions of the Poisson bracket on C∞(P reg0 )
G×G, which
descends from { , }P (3.2).
Proposition 8. Let us parametrize S (3.9) by the variables q, L and consider two gauge
invariant functions F,H ∈ C∞(Ao× iG)T
n
. In terms of these functions, the reduced Poisson
bracket descending from the Poisson structure (3.2) on P can be written as
{F,H}redP = 〈∇1F,∇2H〉R − 〈∇1H,∇2F 〉R + 〈L, [∇2F,∇2H ]R(q)〉R, (3.29)
which coincides with the Poisson bracket { , }1 given by equation (1.14) of Theorem 1.
Denoting the restriction of hm (3.4) to S by Hm, we obtain the following consequence of the
reduction:
V
S
m[F ] = {F,Hm}
red
P , (3.30)
which implies the second equality in (1.15), since Vm = V
S
m+1 by (3.18).
Proof. According to Remark 7, the Poisson bracket on C∞(Ao × iG)T
n
can be calculated as
follows. Regard q, L and ξT as independent variables, determine the Poisson brackets of the
functions of q and L by utilizing the formulae of Lemma 6, and impose the constraint ξT = 0
at the end of the calculation. This algorithm proves the claim (3.29). The equality (3.30) is a
consequence of the theory of Hamiltonian reduction: VSm represents the reduced Hamiltonian
vector field descending from Vm (3.5) and Hm is the corresponding reduced Hamiltonian
(note that ℜtr(Lm) = tr(Lm) since L is Hermitian).
4 Proof of Theorem 2
We begin the proof of Theorem 2 by recapitulating the core points of the preparations.
In equation (2.1) we have introduced the Poisson manifold
(Ho × iG, { , }Li). (4.1)
The coordinate functions on this manifold can be taken to be the components qi of q = ℜ(w),
the components of ℑ(w), and the functions La := 〈Za, L〉R associated with a basis {Za} of
iG. The Poisson algebra
(C∞(Ao × iG)T
n
, { , }2) (4.2)
results from (4.1) by imposing the first class constraint ℑ(w) = 0, which is equivalent to the
equality w = q ∈ Ao. The reduced Poisson algebra is completely determined by the Poisson
brackets between such gauge invariant functions that depend only on L or only on q.
Let us extend the derivation D (1.16) to a derivation of C∞(Ho × iG) by declaring that
the derivatives of all components of ℑ(w) are zero. Then introduce the bracket {F,H}DLi by
{F,H}DLi := D[{F,H}Li]− {D[F ], H}Li − {F,D[H ]}Li, (4.3)
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and similarly introduce {F,H}D2 := D[{F,H}2]− {D[F ], H}2 − {F,D[H ]}2. These brackets
automatically satisfy the Leibniz and the anti-symmetry properties, but the Jacobi identity
is not guaranteed.
Focusing on gauge invariant functions P1 and P2 depending only on L, we have
{P1,P2}2(q, L) = {P1,P2}Li(q, L) =
∑
a,b
{La, Lb}Li(q, L)
(
∂P1
∂La
∂P2
∂Lb
)
(L). (4.4)
This is a special case of the formula (2.7). We employ the trivial extension (2.6), and thus
we do not need to use a separate notation for the extended functions. For example, a Tn-
invariant polynomial formed out of the components of L can be regarded both as a function
on Ao × iG and as a function on Ho × iG. As a consequence of the formula (4.4) and the
definition of { , }D2 , we also have
{P1,P2}
D
2 (q, L) =
∑
a,b
{La, Lb}
D
Li(q, L)
(
∂P1
∂La
∂P2
∂Lb
)
(L). (4.5)
This shows that all information about {P1,P2}
D
2 is contained in {La, Lb}
D
Li.
On the other hand, as was proved in Section 3, the Poisson algebra
(C∞(Ao × iG)T
n
, { , }1) (4.6)
is a reduction of the Poisson algebra
(C∞(Ao × iG × T ), { , }), (4.7)
where { , } denotes the Poisson bracket given by Lemma 6 (see also Remark 7). The reduction
is defined by the first class constraint ξT = 0. Accordingly, we have
{P1,P2}1(q, L) =
∑
a,b
{La, Lb}(q, L, ξT = 0)
(
∂P1
∂La
∂P2
∂Lb
)
(L). (4.8)
Now, Theorem 2 claims that
{P1,P2}1(q, L) = {P1,P2}
D
2 (q, L), (4.9)
and we see by comparison of (4.5) and (4.8) that this follows if we can verify that
{La, Lb}(q, L, ξT = 0) = {La, Lb}
D
Li(q, L). (4.10)
Since La ≡ L
Za , Lemma 6 gives
{La, Lb}(q, L, ξT = 0) = 〈L, [R(q)Za, Zb] + [Za,R(q)Zb]〉R. (4.11)
We compute the right-hand side of (4.10) from the definition (2.1) noting that by (1.16)
D[L] = D[LaZ
a] := D[La]Z
a = 1n is the unit matrix (the basis {Z
a} is dual to {Za}). We
find
{La, Lb}
D
Li(q, L) = −2〈R(q)(LZa), Zb〉R − 2〈R(q)Za, LZb〉R
= 2〈L,ZaR(q)Zb − ZbR(q)Za〉R. (4.12)
Using that (ZaR(q)Zb)
† = −(R(q)Zb)Za, we get
〈L,ZaR(q)Zb〉R = −〈L, (R(q)Zb)Za〉R. (4.13)
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In this way we confirm (4.10), and thus the claim (4.9) holds.
To finish the proof of the claim (1.17), it is sufficient to verify the equalities
{F ,P}1(q, L) = {F ,P}
D
2 (q, L) and {F1,F2}1(q, L) = {F1,F2}
D
2 (q, L) (4.14)
for invariant functions P of L and arbitrary smooth functions F , Fi depending only on q.
These verifications are in principle similar to the above, but are computationally simpler.
Turning to the claim (1.18), now we extend the derivation D (1.16) to C∞(Ao × iG × T )
by setting D[ξT ] := 0, and then define { , }
D analogously to (4.3). With Q :=
∑n
i=1 qi, we
notice from Lemma 6 that
D[F ] = {Q,F}, ∀F ∈ C∞(Ao × iG × T ). (4.15)
This implies that {F,H}D = 0 for all functions. From this, referring to Remark 7 and
Proposition 8, the claim (1.18) follows.
Since the compatibility of { , }2 and { , }1 = { , }
D
2 is a consequence of Lemma 3 given
in the Introduction, the proof of Theorem 2 is now complete.
5 Conclusion
In this paper we combined two approaches to the Braden–Hone hierarchy (1.8), and have
shown that together they endow these evolution equations with a bi-Hamiltonian structure.
The approach based on Hamiltonian reduction of free motion on GC
R
enjoys the attractive
feature that the initial free flows are complete, and this is automatically inherited by the
reduced flows. However, to realize the completeness one might need to drop the restriction to
regular elements in the decomposition (3.8), which is valid only on a dense open submanifold.
This issue requires further investigation. We note only that the free flow generated by hm
(3.4) reads
g(t) = g(0) exp(tJm−1), J(t) = J(0), ξ(t) = ξ(0), (5.1)
from which the flows of the Braden–Hone system result by the standard projection method.
The hyperbolic Braden–Hone hierarchy that we have studied admits a trigonometric ver-
sion, for which similar results are expected to hold. This, and the question of generalizations
to other Lie algebras and twisted cases, will be investigated elsewhere. Previous works rele-
vant to such a future study include [8, 10, 11, 19].
Another very interesting unexplored aspect concerns the integrability (both in Liouville
and in non-commutative sense) of the bi-Hamiltonian Braden–Hone hierarchy. In this respect,
since the notions of integrability are usually formulated on symplectic manifolds, one should
investigate the symplectic leaves of the alternative Poisson structures on (Ao × iG)/Tn. It is
also natural to ask what happens to the Poisson bracket { , }2 if one restricts to a symplectic
leaf of { , }1 (and vice versa)? For the investigation of non-commutative integrability, one may
adapt the approach of the papers [22, 23], where non-commutative (degenerate) integrability
was proven for a family of trigonometric spin Calogero–Moser–Sutherland systems. It is
known (see e.g. [9]) that restriction to a minimal coadjoint orbit O ⊂ G∗ in (3.1) leads to the
spinless hyperbolic Sutherland model, with its standard Poisson structure arising from { , }1.
There should be a way to recover the spinless hyperbolic Ruijsenaars–Schneider model [24]
via restriction to a small symplectic leaf of the structure { , }2. When studying all these
questions, one should of course take note of the fact that iG/Tn is not a smooth manifold,
but is a union of smooth strata, since the Tn-action has several different orbit types [21].
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One should apply the theory of singular Hamiltonian reduction [21, 27, 29] to uncover the
global structure of the reduced system that emerges from the geodesic motion on GC
R
.
Finally, it is an open problem if there is any relation between the results of this paper and
the previous works [1, 7] devoted to the bi-Hamiltonian structure of the (spinless) rational
Calogero–Moser system.
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aroused my interest in the bi-Hamiltonian issue. I am grateful to J. Balog, I. Marshall and
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Scientific Research Fund (OTKA) under the grant K-111697.
A Commuting derivations of gauge invariants
In this appendix we show by a direct method that the Braden–Hone hierarchy (1.8) induces
commuting derivations of the gauge invariant functions forming C∞(Ao × iG)T
n
.
We start by noting that R : Ho → End(GC
R
), defined by (1.7), is anti-symmetric with
respect to the bilinear form (1.3) and is H-invariant (see (1.6)) in the sense that
[adT ,R(w)] = 0, ∀T ∈ H, w ∈ H
o. (A.1)
Let us consider the derivation Vm of C
∞(Ao× iG) specified by the rules (1.12). The derivative
Vm[F ] of F ∈ C
∞(Ao × iG) reads
Vm[F ] = 〈Vm[q],∇1F 〉R + 〈Vm[L],∇2F 〉R. (A.2)
Using the invariance property of R, it is easily shown that Vm preserves the ring of gauge
invariant functions, C∞(Ao × iG)T
n
.
Proposition A1. The commutator of two derivations Vm and Vℓ satisfies
(Vm ◦ Vℓ − Vℓ ◦ Vm)[q] = 0, (Vm ◦ Vℓ − Vℓ ◦ Vm)[L] = [Tm,ℓ(q, L), L] (A.3)
with a certain function Tm,ℓ(q, L) ∈ T , representing an infinitesimal T
n gauge transformation.
Consequently, the restrictions of the derivations Vm and Vℓ to C
∞(Ao × iG)T
n
commute with
each other, for any m, ℓ ∈ N.
Proof. We obtain from the definitions
(Vm ◦ Vℓ − Vℓ ◦ Vm)[q] =
(
[R(q)Lm, Lℓ]− [R(q)Lℓ, Lm]
)
A
, (A.4)
where the subscript A refers to the decomposition (1.5). Taking any A ∈ A, by using the
invariance and anti-symmetry of R, we can write
〈A, [R(q)Lm, Lℓ]〉R = 〈[A,R(q)L
m], Lℓ〉 = 〈R(q)[A,Lm], Lℓ〉R = −〈A, [L
m,R(q)Lℓ]〉. (A.5)
From this, we get
〈A, (Vm ◦ Vℓ − Vℓ ◦ Vm)[q]〉R = 0, ∀A ∈ A, (A.6)
which is equivalent to the first equality in (A.3).
Next, a simple calculation gives
(Vm ◦ Vℓ − Vℓ ◦ Vm)[L] = [Tm,ℓ, L] (A.7)
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with
Tm,ℓ = R([RL
m, Lℓ] + [Lm,RLℓ])− [RLm,RLℓ] + (∇(Lm)AR)L
ℓ − (∇(Lℓ)AR)L
m. (A.8)
We simplified the notation by omitting the argument q of R. For any T ∈ H, ∇TR denotes
the directional derivative of R. In order to show that Tm,ℓ (A.8) belongs to T , we recall [10]
that the modified classical dynamical Yang–Baxter equation, satisfied by R : Ho → End(GC
R
),
can be written as follows:
R([X,RY ]+ [RX, Y ])− [RX,RY ]+(∇XHR)Y − (∇YHR)X = [X, Y ]+ 〈X, (∇R)Y 〉, (A.9)
for all X, Y ∈ GC
R
. Using a basis Ai of A and a basis Ta of T , with corresponding dual bases
Ai and T a with respect to the bilinear form (1.3), we have
〈X, (∇R)Y 〉 :=
∑
i
Ai〈X, (∇AiR)Y 〉+
∑
a
T a〈X, (∇TaR)Y 〉. (A.10)
To determine Tm,ℓ (A.8) from (A.9), we have to evaluate the expression (A.10) for X = L
m
and Y = Lℓ, at q ∈ Ao. Now, for any T ∈ (A+ T ), we find that (∇TR)(q) acts non-trivially
on (A⊥ + T ⊥) by the operator adT ◦ f(adq), where f is the analytic function
f(z) =
d coth(z)
dz
= −
1
sinh2(z)
. (A.11)
This implies that
〈Lm, (∇R)(q)Lℓ〉 =
∑
a
T a〈Lm, (∇TaR)(q)L
ℓ〉R = [f(adq)((L
ℓ)A⊥), L
m]T . (A.12)
The terms 〈Lm, (∇AiR)(q)L
ℓ〉R of (A.10) vanish, because L
m ∈ iG and (∇AiR)(q)L
ℓ ∈ G.
B Rewriting the Poisson bracket formula of L.-C. Li
In this appendix we recall the Poisson bracket given by the formula (5.8) in [19], and explain
its relation to our formula (2.1).
Consider the manifold
M := Ho ×GCR ×H
o = {(u, g, v)} (B.1)
and its submanifold
Mherm := {(u, L, u
†) | u ∈ Ho, L ∈ H}, (B.2)
where H is the subset of the Hermitian elements of GC
R
= GL(n,C). Take any real function
f ∈ C∞(Mherm), and extend it arbitrarily to an element f
ext ∈ C∞(M). Define the H-
valued derivatives δif
ext (i = 1, 2) and the GC
R
-valued derivatives Df ext and D′f ext by the
requirements
〈ξ, δ1f
ext(u, g, v)〉R + 〈η, δ2f
ext(u, g, v)〉R :=
d
dt
∣∣∣∣
t=0
f ext(u+ tξ, g, v + tη), ∀ξ, η ∈ H, (B.3)
and
〈X,Df ext(u, g, v)〉R+ 〈Y,D
′f ext(u, g, v)〉R :=
d
dt
∣∣∣∣
t=0
f ext(u, etXgetY , v), ∀X, Y ∈ GC
R
. (B.4)
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Then, following [19], introduce the notations
δ1f(u, L, u
†) :=
1
2
(
δ1f
ext(u, L, u†) +
(
δ2f
ext(u, L, u†)
)†)
, (B.5)
and
Df(u, L, u†) :=
1
2
(
Df ext(u, L, u†) +
(
D′f ext(u, L, u†)
)†)
. (B.6)
These derivatives of f can be checked to be independent of the choice of the extended function.
The Poisson bracket on C∞(Mherm) given in [19] reads as follows:
{f, h}Mherm = −2〈δ1f,Dh〉R + 2〈δ1h,Df〉R − 2〈R(u)Df,Dh〉R. (B.7)
This is evaluated at the arbitrary point (u, L, u†) ∈ Mherm, and R(u) ∈ End(G
C
R
) acts non-
trivially on the orthogonal complement of (T +A) according to
R(u)X = −
(
1
2
coth
1
2
adu
)
(X), ∀X ∈ (T ⊥ +A⊥), (B.8)
where we use T ⊥ and A⊥ given in (1.5).
Now, we introduce a one-to-one correspondence between the functions f ∈ C∞(Mherm)
and the functions F ∈ C∞(Ho × H) by the definition
F (w,L) := f(2w,L, 2w†). (B.9)
The factor two is included for convenience (cf. the definitions (B.8) and (1.7)). Since H is an
open submanifold of iG, we can take the derivatives ∇1F ∈ H and ∇2F ∈ G
C
R
similarly to
(1.10). The following simple statement is crucial for us.
Lemma B1. The derivatives of f ∈ C∞(Mherm) given by (B.5) and (B.6) are related to the
derivatives of F ∈ C∞(Ho × H) by the identities
Df(2w,L, 2w†) = L∇2F (w,L), δ1f(2w,L, 2w
†) =
1
4
∇1F (w,L). (B.10)
Proof. For any X ∈ G, Y ∈ iG and real parameter t, the curves etXLe−tX and etY LetY stay
in H, and thus we have
F (w, etXLe−tX) = f ext(2w, etXLe−tX , 2w†),
F (w, etYLetY ) = f ext(2w, etYLetY , 2w†). (B.11)
Taking the derivative of the first identity gives
〈XL− LX,∇2F 〉R = 〈X,Df
ext −D′f ext〉R, (B.12)
while the second one gives
〈Y L+ LY,∇2F 〉R = 〈Y,Df
ext +D′f ext〉R, (B.13)
where the arguments are as for t = 0 in (B.11). The relation (B.12) is readily seen to imply
2〈X,L∇2F 〉R = 〈X,Df
ext + (D′f ext)†〉R, (B.14)
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and (B.13) implies
2〈Y, L∇2F 〉R = 〈Y,Df
ext + (D′f ext)†〉R. (B.15)
By combining these, we obtain the first equality in (B.10).
To obtain the second equality, we note that f ext can be chosen to be independent of v,
i.e., in such a way hat
f ext(2w,L, v) = f(2w,L) = F (w,L). (B.16)
Then (δ1f)(2w,L) =
1
2
(δ1f
ext)(2w,L, 2w†) follows from (B.5). To continue, notice that
f ext(2w + 2tξ, L, v) = F (w + tξ, L), ∀ξ ∈ H, (B.17)
entails
〈2ξ, (δ1f
ext)(2w,L, 2w†)〉R = 〈ξ,∇1F (w,L)〉R. (B.18)
Consequently, we get
δ1f(2w,L) =
1
2
δ1f
ext(2w,L, 2w†) =
1
4
∇1F (w,L), (B.19)
as claimed.
The final result of the appendix is a direct consequence of the relations given by (B.10).
Proposition B2. Via the correspondence (B.9), the Poisson bracket (B.7) satisfies
{f, h}Mherm(2w,L, 2w
†) = −
1
2
{F,H}Li(w,L), (B.20)
where {F,H}Li is defined in (2.1). Thus, up to an irrelevant overall constant, which is due
to conventions and the change of variable u = 2w, { , }Mherm (B.7) can be identified as the
restriction of { , }Li (2.1) to the dense open submanifold H
o × H ⊂ Ho × iG.
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