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1 Introduction
In this thesis, we investigate several nonlinear elliptic equations via the vari-
ational method. The nonlinear elliptic equations appear in several stages of
natural sciences, physics, biologics, dierential geometries and so on. The vari-
ational method is one of the most strong tools to solve such equations. In the
following sections, we show the existence of solutions of the equations of two
types. In Sections 2 and 3, we deal with the convex concave problems with non-
linear boundary conditions which relate to the study of conformal deformations
on Riemannian manifolds with boundary;(
 u+ u = f(x; u) in 
;
@u
@ = g(x; u) on @
:
(CCP)
We carry out several generalizations of a result by Azorero-Peral-Rossi in 2004.
In Section 2, we consider the convex-concave nonlinearity with indenite co-
ecients. We will show the sucient condition on the coecient to get the
innitely many solutions. A further generalization including the supercritical
case is also accomplished. In Section 3, we generalize this result to that for
the superlinear-sublinear problem. To this end, a new condition called \local
superlinear-sublinear condition" is introduced. The symmetric mountain pass
lemma will complete our aim. The argument of this section is based on a joint
work with Prof. Ryuji Kajikiya at Saga University. In Sections 4-7, we consider
a nonlinear elliptic equation involving the Dirichlet energy;(
 a  R


jruj2dxu = f(x; u) in 
;
u = 0 on @
:
(D)
A related wave equation known as the Kircho equation is found in the theory
of the nonlinear vibration on physics. Our interest lies in the eect of the
\nonlocal coecient" on the principle term on its solvability. In Sections 4-
6, we focus our attention on the critical problem. In the critical problem, a
typical diculty occurs in proving the solvability. It is caused by the lack of
compactness of the associated Sobolev embedding. To overcome this diculty,
several concentration compactness results for the Palais-Smale sequences are
introduced. As a consequence, we get the existence of positive solutions of
the critical problem. We will see that the interaction between the nonlocal
coecient and the critical term enables us to enjoy several interesting arguments
and results. Lastly, in Section 7, we carry out the further analysis of a new
phenomena induced by the nonlocal coecient. A non-variational approach is
developed. As a consequence we can construct multiple (up to innitely many)
solutions of our problem. Finally, we will see that, thanks to this approach,
we can avoid the diculty in solving the high dimensional critical problem and
prove its solvability.
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2 Existence of innitely many solutions for non-
linear Neumann problems with indenite co-
ecients
Abstract
We consider the following nonlinear Neumann boundary value prob-
lem, (
 u+ u = a(x)jujp 2u in 
;
@u
@
= b(x)jujq 2u on @
; (P)
where N  3 and 
  RN is a bounded domain with smooth bound-
ary. We suppose a and b are possibly sign-changing functions in 
 and
on @
 respectively. Under some additional assumptions on a and b, we
show that (P) has innitely many solutions for suciently small  > 0 if
1 < q < 2 < p  2 = 2N=(N   2). When p = 2, we use the concentra-
tion compactness argument to ensure the PS condition for the associated
functional. We also consider a general problem including the supercritical
case and obtain the existence of innitely many solutions.1
2.1 Introduction
In this section we investigate the following nonlinear Neumann boundary value
problem, (
 u+ u = a(x)jujp 2u in 
;
@u
@ = b(x)jujq 2u on @
;
(P)
where N  3, 
  RN is a bounded domain with smooth boundary and @=@
denotes the outer normal derivative. In addition, let 1 < q < 2 < p  2 =
2N=(N   2) and suppose a and b are possibly sign-changing functions in 
 and
on @
 respectively. Main purpose of this section is to show the existence of
innitely many solutions for (P). To do that, we dene the energy functional
associated to (P),
F(u) = 1
2
Z


 jruj2 + u2 dx  1
p
Z


a(x)jujpdx  
q
Z
@

b(x)jujqd:
We can easily verify that F is well-dened on H1(
) and continuously Frechet
dierentiable on that space. In this section, we dene the solutions of (P) as
the critical points of F .
2.1.1 Main result
To state our results, we put a condition on b,
(B) there exist an open set D  RN with D \ @
 6= ; and a positive constant
 > 0 such that b   on D \ @
.
1The argument in this section is based on [7]
5
Our main result is the following.
Theorem 2.1. Let 1 < q < 2 < p  2 = 2N=(N   2). Suppose a 2 C(
),
b 2 L1(@
) and further, b satises the condition (B). Then there exists a
constant  > 0 such that (P) has innitely many solutions (uk)  H1(
) for
every 0 <  < . Moreover F(uk) < 0 and F(uk)! 0 as k !1.
Remark 2.2. It is enough to choose a 2 L1(
) if p < 2.
Remark 2.3. If we assume b 2 C(@
) and there exists a point x0 2 @
 such
that b(x0) > 0, then b satises the hypotheses in Theorem 2.1.
In 1994, A. Ambrosetti, H. Brezis and G. Cerami [1] considered the elliptic
problem with the convex-concave nonlinearities. They obtained several exis-
tence results for the Dirichlet boundary value problem, including multiple posi-
tive solutions and innitely many ones which may change their signs. Recently
some authors have begun to consider such problems with nonlinear Neumann
boundary conditions. As a pioneering work, J. Garcia-Azorero, I. Peral and
J. D. Rossi [3] study problem (P) for the case a  1 and b  1. They ob-
tain the Ambrosetti-Brezis-Cerami type results. One of their result shows that
if 1 < q < 2 < p < 2 and  > 0 is suciently small, there exist innitely
many solutions for (P) with negative energies. Motivated by their result, we
consider a general case, i.e., the indenite coecients a and b. Consequently
we get Theorem 2.1. We emphasize that a and b may change their signs. Note
that in Theorem 2.1, we also consider the critical case, i.e. p = 2 which is
not considered in [3]. If p is critical, a typical diculty occurs in proving the
PS condition for F because of the lack of the compactness of the embedding
H1(
) ,! L2(
). We overcome this diculty by applying the concentration
compactness lemma by Lions [6] and conclude Theorem 2.1.
2.1.2 Organization of this section
This section is organized as follows. In Subsection 2.2, we give the proof of
Theorem 2.1 for the subcritical case, i.e. p < 2. To this aim, we use the
variational method in [3]. By careful reading of the proof in [3] and considering
the conditions on the coecients a and b, we can get the result. Especially see
the proof of Lemma 2.5. Next, in Subsection 2.3, we give the proof of Theorem
2.1 for the critical case, i.e. p = 2. As we indicated before, the main diculty
arises in the proof of the PS conditions for F . In view of this, we shall show
the proof of L2

(
) convergence for the PS sequences. This is the key of the
proof of this section, see Lemma 2.9. Lastly in Subsection 2.4, we consider a
general problem. Utilizing the argument in [9], we give a result including the
supercritical case. In the following sections we use the characters C1, C2, C3
and so on, to denote several positive constants.
2.2 The subcritical case
In this subsection we consider the subcritical case. Let 1 < q < 2 < p < 2.
Here we use the variational argument in [3]. First of all, since in general, F is not
6
bounded from below, we perform the appropriate truncation for the functional
F . To do that, rst notice that by the Sobolev embedding and the trace theorem,
F(u)  1
2
kuk2H1(
)  
C1
p
kukpH1(
)  
C2
q
kukqH1(
) = f(kukH1(
))
where f(x) :=
1
2x
2   C1p xp   C2q xq. Take 0 > 0 so small that max[0;1) f
is positive for all 0 <  < 0. Choose 0 < m < x0 < x1 < M so that
f(m) < 0 < f(x0) < f(x1) < f(M) where m and M are local minimum and
maximum points of f respectively. Now consider a cut o function  2 C1(R)
dened by
() =
(
1 if 0   < x0;
0 if  > x1;
0  ()  1 if x0    x1;
and a C1 functional on H1(
),
(u) = (kukH1(
)):
Finally we give the truncated functional,
~F(u) = 1
2
Z


 jruj2 + u2 dx  1
p
Z


a(x)(u)jujpdx  
q
Z
@

b(x)jujqd:
We can easily check that ~F is well-dened and continuously Frechet dieren-
tiable on H1(
). Notice also that ~F = F on some neighborhood of u satisfying
~F(u) < 0. In addition observe that ~F(u) is even in u and ~F(0) = 0.
Now we can get the following lemma.
Lemma 2.4. Assume a 2 L1(
) and b 2 L1(@
). Then ~F is bounded from
below and satises the (PS)c condition if c < 0.
Proof. Let us rst show that ~F is bounded from below. In fact, by the denition
of (u), if kukH1(
) < x1, 0  (u)  1 and if kukH1(
) > x1, (u) = 0. So
(u)kukpH1(
)  xp1. Hence by the Sobolev embedding and the trace theorem,
~F(u)  1
2
kuk2H1(
)  
C1
p
(u)kukpH1(
)  
C2
q
kukqH1(
)
 1
2
kuk2H1(
)  
C1x
p
1
p
  C2
q
kukqH1(
):
Since q < 2, ~F is bounded from below. We next prove that ~F satises the (PS)c
condition if c < 0. To do that, let (uj) be a (PS)c sequence for ~F at level c < 0.
By the property of ~F , ~F(uj) = F(uj) for large j since c < 0. Therefore (uj) is
also a (PS)c sequence for F , i.e., F(uj) ! c and F 0(uj) ! 0 in H 1(
). Now
we claim that (uj) is bounded in H
1(
). Actually
c+ 1  F(uj)  1
p
hF 0(uj); uji+ 1
p
hF 0(uj); uji


1
2
  1
p

kujk2H1(
)   

1
q
  1
p

b1kujkqH1(
)   kukH1(
)
7
for large j, where b1 := kbkL1(@
). Since 1 < q < 2 < p, (uj) is bounded
in H1(
). Therefore we can assume there exists a function u 2 H1(
) such
that uj * u weakly in H
1(
). Moreover noting that p < 2 and q < 2, by the
Rellich Theorem, we can also assume
uj ! u in Lp(
);
uj ! u in Lq(@
):
(1)
Then we obtain
ajuj jp 2uj ! ajujp 2u in H 1(
);
bjuj jq 2uj ! bjujq 2u in H 1(
):
By the Lax-Milgram Theorem, we conclude
uj ! u in H1(
):
This completes the proof.
The condition (B) on the indenite function b in Theorem 2.1 is essential for
the following lemma.
Lemma 2.5. Suppose a 2 L1(
), b 2 L1(@
) and further, b satises the
condition (B). Then for every n 2 N, there exist an n-dimensional subspace
En  H1(
), and constants  > 0 and " > 0 such that
~F(u)   "
for all u 2 En with kukH1(
) = .
Proof. From the condition (B) on b 2 L1(@
), for every n 2 N, we can con-
struct an n-dimensional subspace En in fu 2 C1(
) j u  0 on @
 nDg such
that if u 2 En, u  0 on @
 if and only if u = 0. Then we take a nonzero
function u 2 En with kukH1(
) = . By the Sobolev embedding, we get
~F(u) = 1
2
Z


 jruj2 + u2 dx  1
p
Z


a(x)(u)jujpdx  
q
Z
@
\D
b(x)jujqd
 1
2
2 +
a1C3
p
p   
q
Z
@

jujqd;
where a1 := kakL1(
). Since En is nite dimensional, we obtain
~F(u)  1
2
2 +
a1C3
p
p   C4
q
q:
As q < 2 < p, there exist constants  > 0 and " > 0 such that
~F(u)   "
for all u 2 En with kukH1(
) = . This concludes the proof.
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Now we introduce a topological tool, the genus([5],[2], see also [8]). We give
the following denition according to [8],
Consider the class
 = fA  H1(
) n f0g j A is closed, A =  Ag:
Then we dene the genus,  : ! f0g [ N [ f1g so that
(A) = minfk 2 N j there exists an odd map  2 C(A;Rk n f0g)g:
If there exists no such a minimum, we put (A) = 1. In addition we dene
(;) = 0. Consequently we get the following properties of the genus([8]). Let
A;B 2  then
(g1) Normalization: If x 6= 0, (fxg [ f xg) = 1.
(g2) Mapping property: If there exists an odd map f 2 C(A;B) then (A) 
(B).
(g3) Monotonicity property: If A  B, (A)  (B).
(g4) Subadditivity: (A [B)  (A) + (B).
(g5) Continuity property: If A is compact, then (A) < 1 and there exists
d > 0 such that Nd = fu 2 H1(
) j dist(u;A)  dg 2  and (Nd) =
(A).
Here we prove the following lemma.
Lemma 2.6. Let n 2 N and " > 0 be as given by Lemma 2.5. Then
( ~F ")  n:
where ~Fc = fu 2 H1(
) j ~F(u)  cg.
Proof. We dene S;n = fu 2 En j kukH1(
) = g where the n-dimensional
subspace En and a constant  > 0 are given by Lemma 2.5. Then we have
S;n  ~F ". By the monotonicity of the genus, we conclude that
( ~F ")  (S;n) = n:
Finally we prove the main theorem of this section.
Theorem 2.7. Let
 = fA  H1(
) n f0g j A is closed, A =  Ag;
k = fA 2  j (A)  kg;
and put
ck = inf
A2k
sup
u2A
~F(u);
9
then ck is a negative critical value of F . Moreover if c := ck = ck+1 =    = ck+r
(Kc)  r + 1
where Kc = fu 2 H1(
) j ~F(u) = c; ~F 0(u) = 0g.
Proof. See the proof of Theorem 2.1 in [3].
Using Theorem 2.7, we show the following corollary.
Corollary 2.8. Let ck be dened as in Theorem 2.7. Then ck ! 0.
Proof. Since ck is negative and nondecreasing, there exists a constant c0  0
such that ck ! c0 as k ! 1. Let us assume c0 < 0 on the contrary. First
notice that ck < c0 for all k 2 N. In fact, if ck = c0 for large k 2 N, (Kc0) =1
by Theorem 2.7. On the other hand, the (PS)c0 condition for
~F implies that
Kc0 is compact. Thus, the continuity of genus shows that (Kc0) <1. This is
a contradiction. We set (Kc0) = r. Now, take " > 0 so that c0 + " < 0. For
large k 2 N, we also have
c0   " < ck: (2)
For such a k, there exists a set Ak+r 2 k+r such that supu2Ak+r ~F(u) 
c0 + ". Here as Kc0 is compact, there exists a neighborhood N(Kc0) such that
(Kc0) = (N(Kc0)). Using the odd homeomorphism  : [0; 1]  H10 (
) !
H10 (
) (constructed in Appendix A in [8] for example), we conclude
(1; Ak+r nN(Kc0))  (1; ~Fc0+" nN(Kc0))
 ~Fc0 ":
(3)
On the other hand, from the mapping property and subadditivity of the genus,
we get
((1; Ak+r nN(Kc0)))  (Ak+r nN(Kc0))
 (Ak+r)  (N(Kc0))
 k:
It follows that (1; Ak+r nN(Kc0)) 2 k. Therefore recalling (3), we obtain
ck  sup
u2(1;Ak+rnN(Kc0 ))
~F(u)  c0   ":
This contradicts (2). The proof is done.
We give the proof of Theorem 2.1 for the subcritical case.
Proof of Theorem 2.1 for the subcritical case. We suppose a 2 L1(
), b 2 L1
(@
) and further, b satises the condition (B). Choose  = 0 and take 0 <
 <  as in the rst paragraph of this section. Then by Theorem 2.7, we have
the negative critical values c1, c2,    of F . In addition from Corollary 2.8, we
conclude that the set fck j k 2 Ng has innitely many distinct elements. This
completes the proof.
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2.3 The critical case
In this subsection we prove Theorem 2.1 for the critical case i.e., p = 2. Let
1 < q < 2 and consider the functional,
F(u) = 1
2
Z


 jruj2 + u2 dx  1
2
Z


a(x)juj2dx  
q
Z
@

b(x)jujqd:
The organization of the proof is same with that for the subcritical case if once
we ensure the strong L2

(
) convergence for PS sequences. We begin with the
following lemma.
Lemma 2.9. Assume a 2 C(
) and b 2 L1(@
). Let c < 0 and (uj)  H1(
)
be a (PS)c sequence for F . Then there exists a constant 1 > 0 such that for
every 0 <  < 1, (uj) strongly converges in L
2(
) up to subsequences.
Proof. By the same argument in the proof of Lemma 7.5, we ensure that (uj)
is bounded in H1(
). Hence we can assume there exists a function u 2 H1(
)
such that uj * u weakly in H
1(
). Furthermore, by the Rellich Theorem, we
can also assume that
uj ! u in L2(
);
uj ! u in Lq(@
);
uj ! u a.e. on 
:
(4)
We now apply the concentration compactness lemma by Lions [6]. By that, we
can assume there exist some at most countable set J , distinct points (xk)k2J 

 and positive constants (k)k2J , (k)k2J such that
jruj j2 * d  jruj2 +
X
k2J
kxk ;
juj j2 * d = juj2 +
X
k2J
kxk ;
(5)
in the measure sense, where x denotes the Dirac measure with mass 1 con-
centrated at x 2 RN . In addition by the result in the proof of Lemma 7.1 in
[3],
k  S
2
2
k (k 2 J); (6)
where
S = inf
u2H1(
)nf0g
R


 jruj2 + u2 dx R


juj2dx 22 :
Let us show that there exists a constant 1 > 0 such that J = ; for all 0 <  <
1 if c < 0. To do that, assume c < 0 and take 0 <  < 1 where 1 > 0 is
determined later. Now we suppose on the contrary, J 6= ;. Then for all k 2 J
we introduce a cut o function  2 C1(RN ) with 0    1 such that
(x) =
(
1 if x 2 B(xk; ");
0 if x 2 B(xk; 2")c:
11
Furthermore we can assume that jrj  2=". Since (uj) is bounded in H1(
)
and F 0(uj)! 0 in H 1(
), recalling (4), (5) and the assumption a 2 C(
), we
get
0 = lim
j!1
hF 0(uj); uji
= lim
j!1
(Z


ruj  r(uj)dx+
Z


u2jdx 
Z


a(x)juj j2dx
  
Z
@

b(x)juj jqd
)
= lim
j!1
Z


(ruj  r)uj +
Z


d+
Z


u2dx 
Z


a(x)d
  
Z
@

b(x)jujqd:
(7)
Here using the Schwartz inequality, the boundedness and L2(
) convergence in
(4) of (uj) and further, applying the Holder inequality, we get
0  lim
j!1
Z


(ruj  r)uj

 lim
j!1
 Z

\B(xk;2")
jruj j2dx
! 1
2
 Z

\B(xk;2")
u2jrj2dx
! 1
2
 C5
 Z

\B(xk;2")
juj2dx
! 1
2
 Z

\B(xk;2")
jrjN
! 1
N
 C6
 Z

\B(xk;2")
juj2dx
! 1
2
! 0 as "! 0;
where for the last inequality we use the assumption, jrj  2=". Taking "! 0
for (7), we obtain
k   a(xk)k  0: (8)
Since k and k are positive, we can assume a(xk) > 0. Considering (6) and (8)
together, we have
k 

S
a(xk)
N
2
:
So using this inequality and (5) again, we have for all k 2 J ,
c = lim
j!1

F(uj)  1
2
hF 0(uj); uji

= lim
j!1

1
N
Z


a(x)juj j2dx  

1
q
  1
2
Z
@

b(x)juj jqd

 1
N
Z


a(x)juj2dx+ a(xk)

S
a(xk)
N
2
  

1
q
  1
2
Z
@

b(x)jujqd:
(9)
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Now since u is a critical point of F , we have
1
N
Z


a(x)juj2dx = 1
N
kuk2H1(
)  
1
N
Z
@

b(x)jujqd:
Substituting this equality into (9), noting q < 2 and using the trace theorem,
we have
c  S
N
2
a(xk)
N 2
2
+
1
N
kuk2H1(
)   

1
q
+
1
N
  1
2

C7kukqH1(
):
Hence noting N=2  1 > 0, we obtain
c  S
N
2
a
(N 2)=2
0
   22 qK
where a0 := maxx2
 a(x) > 0 and K > 0 is some constant which is independent
of  > 0. Now we take 1 > 0 so small that the right-hand side of the above
inequality is greater than 0 for all 0 <  < 1. Then we get the contradiction
since c < 0. Here observe that we can choose 1 > 0 uniformly for k 2 J . It
follows that Z


juj j2dx!
Z


juj2dx:
This leads us to the proof.
This lemma enable us to ensure the (PS)c condition for F . Now we can
prove Theorem 2.1 for the critical case by the same argument in subsection 2.2.
Proof of Theorem 2.1 for the critical case. We suppose a 2 C(
), b 2 L1(@
)
and further, b satises the condition (B). As we already said, the organization
of the proof for the critical case is same with that for the subcritical case. So
we give only a comment for the choice of  > 0. To perform the appropriate
truncation for the functional F , we rst choose 0 > 0 by the same argument
with that in subsection 2.2. Next we take 1 > 0 from Lemma 2.9. Then it is
enough to select  = minf0;1g.
2.4 A general case
As we can observe from the proof of Theorem 2.1, the concave term in (P) is
essential for the existence of innitely many solutions with negative energies.
Here let us generalize the convex term in (P). To this aim, we consider the
following problem, (
 u+ u = f(x; u) in 
;
@u
@ = b(x)jujq 2u on @
;
(GP)
where f(x; u) : 
  R 7! R: Now we can ask that \Under what conditions on
f(x; u), can we ensure the existence of innitely many solutions with negative
energies?" To answer this question, we put two conditions on f ,
13
(F1) there exists a constant  > 0 such that f(x; t) is a continuous function on

  [ ; ] and odd in t for all x 2 
 if t 2 [ ; ],
(F2) f(x; t) = o(jtj) as t! 0.
Under the conditions (F1) and (F2) on f , we formally dene the (weak) solutions
for (GP) and the associated functional. We call u 2 H1(
)\L1(
) is a (weak)
solution of (GP) if and only if u satisesZ


ru  rhdx 
Z


f(x; u)hdx 
Z
@

b(x)jujq 2uhd = 0 (10)
for all h 2 H1(
). The associated energy functional is given by
I(u) =
1
2
Z


 jruj2 + u2  Z


F (x; u)dx  
q
Z
@

jujqd; (11)
where F (x; u) =
R u
0
f(x; t)dt. Note that thanks to (F1), (10) and (11) have
meanings for all u 2 H1(
)\L1(
) with kukL1(
)  . We give the following
Theorem. A comparable result for Dirichlet boundary value problem is found
in [4].
Theorem 2.10. Suppose 1 < q < 2 and f satises the conditions (F1) and
(F2). Assume further, b 2 L1(@
) and satises the condition (B). Then (GP)
has innitely many solutions (uk)  H1(
)\L1(
) for every  > 0. Moreover
I(uk) < 0, I(uk)! 0 and kukkL1(
) ! 0 as k !1.
Remark 2.11. We need no restriction for  > 0 to be suciently small for the
existence.
As a consequence of Theorem 2.10, we obtain a similar conclusion to Theo-
rem 2.1 including the supercritical case.
Corollary 2.12. Let 1 < q < 2 < p < 1. We suppose a 2 L1(
), b 2
L1(@
) and further, b satises the condition (B). Then (GP) with f(x; u) =
a(x)jujp 2u has innitely many solutions (uk)  H1(
) \ L1(
) for every
 > 0. Moreover I(uk) < 0, I(uk)! 0 and kukkL1(
) ! 0 as k !1.
Remark 2.13. We point out the delicate dierence between theorems above
and Theorem 2.1. In the theorems above, the solutions must converge to zero
(as long as obtaining from our method below). But the solutions we got in
Theorem 2.1 may not do that. Thus the solutions we can get here seem to be
more restricted. But this is reasonable, since we are considering the general case
including supercritical case. We need to utilize more careful cut o techniques
and regularity arguments. See the details below.
From now on we shall demonstrate the proof of Theorem 2.10. To this
aim, we utilize the argument in [9]. Let 1 < q < 2 as previous sections and
f(x; u) satisfy (F1) and (F2). To the beginning we construct a modied function
~f(x; u) 2 C(
 R;R) using f(x; u) so that
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(~F1) j ~F (x; u)j  u2=4 where ~F (x; t) = R t
0
~f(x; s)ds,
(~F2) there exists a constant 0 <  < (2 q)=2 such that ~f(x; u)u q ~F (u)  u2,
(~F3) there exists a constant 0 < a < =2 such that ~f(x; u) = f(x; u) if juj < a.
We give the following lemma.
Lemma 2.14. Let f : 
  R 7! R satisfy the conditions (F1) and (F2). Then
there exists a continuous function ~f(x; t) in 
R which is odd in t and satises
the conditions (~F1), (~F2) and (~F3).
Proof. For xed 0 <  < (2   q)=2, take 0 < " < 14 . From (F2) there exists a
constant 0 < a < 2 such that jf(x; u)uj  "u2 and jF (x; u)j  "u2 if juj  2a.
Now dene a cut o function  2 C1(R) such that (t) = 1 if jtj  a, (t) = 0
if jtj > 2a and 0    1 otherwise. Furthermore, we can assume j0(t)j  2=a.
Firstly, we dene
~F (x; u) = (u)F (x; u) + (1  (u))F1(u)
where F1(u) = u2 for some 0 <  < 116. Then we have
j ~F (x; u)j  1
4
u2: (12)
Indeed, if juj  2a, we get
j ~F (x; u)j  jF (x; u)j+ F1(x; u)
 ("+ )u2
 1
4
u2;
and if juj > 2a, we obtain
j ~F (x; u)j  F1(x; u)
 1
4
u2:
Next we put
~f(x; u) =
@ ~F
@u
(x; u):
Then we get
~f(x; u) = 0(u)F (x; u) + (u)f(x; u)  0(u)F1(u) + (1  (u))F 01(u):
By (F1), clearly ~f(x; u) is a continuous function in 
  R, odd in u and
f(x; u) = ~f(x; u) if juj < a: (13)
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In addition, a direct calculation implies
~f(x; u)u  q ~F (x; u) = (0(u)u  q(u))F (x; u) + (u)f(x; u)u
  (0(u)u+ q(1  (u)))F1(u) + (1  (u))F 01(u)u:
Here we claim
~f(x; u)  q ~F (x; u)  u2: (14)
In fact, if juj  2a we have
~f(x; u)  q ~F (x; u)  (7"+ 8)u2;
 u2;
and if juj > 2a we get
~f(x; u)  q ~F (x; u)  4u2;
 u2:
(12), (13) and (14) conclude the proof.
From now on, let ~f(x; u) be the one constructed in Lemma 2.14. We consider
the modied problem,(
 u+ u = ~f(x; u) in 
;
@u
@ = b(x)jujq 2u on @
;
( ~GP)
and the associated functional,
~I(u) =
1
2
Z


 jruj2 + u2 dx  Z


~F (x; u)dx  
Z
@

b(x)jujqd;
where ~F (x; t) =
R t
0
~f(x; s)ds. Noting the condition (~F1), we can easily check
that ~I is well-dened on H1(
) and continuously Frechet dierentiable on that
space. Furthermore from the condition (~F3), we can conclude that every critical
point u 2 H1(
) \ L1(
) with kukL1(
)  a is a weak solution of (GP). Next
we show an important property of the modied functional.
Lemma 2.15. h~I 0(u); ui = 0 and ~I(u) = 0 if and only if u = 0.
Proof. Suppose h~I 0(u); ui = 0 and ~I(u) = 0. Then we have
0 = h~I 0(u); ui
=
Z


 jruj2 + u2 dx  Z
@

b(x)jujqd  
Z


~f(x; u)udx;
(15)
and
0 = qI(u)
=
q
2
Z


 jruj2 + u2 dx   Z
@

b(x)jujqd   q
Z


~F (x; u)udx:
(16)
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Substituting (16) from (15) and noting the condition (~F2), we get
2  q
2

kuk2H1(
) =
Z



~f(x; u)u  q ~F (x; u)

dx
 kuk2H1(
):
Hence u = 0. This concludes the proof.
Considering the oddness of ~f(x; u) and the condition (~F1) on ~f(x; u), we can
check the following properties of ~I,
(~I1) ~I(u) is even in u,
(~I2) ~I(0) = 0,
(~I3) ~I is bounded from below,
(~I4) ~I satises (PS)c conditions for c  0,
(~I5) for every n 2 N, there exist an n-dimensional subspace En  H1(
) and
positive constants  > 0 and " > 0 such that ~I(u)   " for all u 2 En
with kukH1(
) = .
The most parts of the proof are analogous to the ones in subsection 2.2. So we
leave it for readers. The above properties of ~I are enough to get the existence of
innitely many solutions (uk)  H1(
) for ( ~GP) with ~I(uk) < 0 and ~I(uk)! 0
as k !1 as in subsection 2.2. Finally we come to the proof of Theorem 2.10.
The proof of Theorem 2.10. Firstly assume b 2 L1(@
) and satises the con-
dition (B). Since ~I(uk) ! 0 and ~I 0(uk) = 0, the sequence of solutions (uk) is
(PS)0 sequence for ~I. Then by the (PS)0 condition for ~I, we can assume uk
converges to some function u 2 H1(
). We claim u = 0. In fact, from the
continuity of ~I, ~I(u) = 0. Thus Lemma 2.15 conrm the claim. Considering
a priori estimate (see section 4 in [3]), we get for all   1, (uk)  W 1;(
)
and uk ! 0 in W 1;(
). Consequently, by the Morrey inequality, we also have
kukkC(
) ! 0. Thus we get kukkL1(
)  a for large k 2 N. This completes the
proof.
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3 Two sequences of solutions for indenite su-
perlinear - sublinear elliptic equations with
nonlinear boundary conditions
Joint work with Prof. Ryuji Kajikiya(Saga University)
Abstract
In this section, we study semilinear elliptic equations with nonlinear
Neumann boundary conditions. We prove the existence of a sequence
of solutions converging to zero if the nonlinear term is locally sublinear
and the existence of a sequence of solutions diverging to innity if the
nonlinear term is locally superlinear.2
3.1 Introduction
We study the existence of innitely many solutions of a nonlinear Neumann
problem
 u+ u = f(x; u) in 
; @u=@ = g(x; u) on @
; (17)
where 
 is a bounded domain in RN with smooth boundary @
, @=@ denotes
the outward normal derivative, f(x; u) and g(x; u) are continuous functions on

R and on @
R, respectively, and odd with respect to u. The most typical
example is the next equation:
 u+ u = a(x)jujp 1u in 
; @u=@ = b(x)jujq 1u on @
: (18)
We assume that a 2 C(
), b 2 C(@
), a(x) and b(x) may change their signs,
a(x0) > 0 at some x0 2 
, b(x1) > 0 at some x1 2 @
 and p, q satisfy either
(19) or (20) below.
0 < q < 1 < p <
N + 2
N   2 : (19)
0 < p < 1 < q <
N
N   2 : (20)
When N = 1; 2, the right hand sides of (19) and (20) are replaced by 1. Then
we shall show (see Example 1) that problem (18) has at least two sequences uk
and vk of solutions such that
kukkH1(
) ! 0; kukkC(
) ! 0 as k !1;
kvkkH1(
) !1; kvkkC(
) !1 as k !1:
Here H1(
) is a usual Sobolev space, k  kH1(
) denotes the H1(
) norm and
k  kC(
) is the maximum norm.
2The argument in this section is based on [10]
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To explain our purpose, we rst consider the Emden-Fowler equation with
the Dirichlet boundary condition
 u = jujp 1u in 
; u = 0 on @
: (21)
Let 1 < p < 1 if N = 1; 2 and 1 < p < (N + 2)=(N   2) if N  3. Then it is
known (see [1] or [13]) that (21) has a sequence uk of solutions in H
1
0 (
) whose
H10 (
) norm diverges to innity as k !1. Put f(u) := jujp 1u. Then f(u)=u
diverges to innity as u! 1 and f is subcritical. This property of f causes a
sequence of solutions whose norm diverges to innity. The result above is valid
with jujp 1u replaced by a more general function f(u).
On the other hand, if 0 < p < 1 with any dimension N , then there exists
a sequence of solutions for (21) whose H10 (
) norm converges to zero. In this
case, f(u)=u = jujp 1 ! 1 as u ! 0. We call f(u) superlinear at u = 1
if f(u)=u ! 1 as u ! 1 and sublinear at u = 0 if f(u)=u ! 1 as u ! 0.
Consequently, a superlinear condition yields a sequence of solutions diverging to
innity and a sublinear condition produces a sequence of solutions converging
to zero.
Let f(u) have both a superlinear term and a sublinear term, for example,
f(u) = jujp 1u+ jujq 1u with
0 < q < 1 < p < (N + 2)=(N   2) when N  3; (22)
0 < q < 1 < p <1 when N = 1; 2: (23)
This nonlinear term is often called the convex-concave nonlinearity. Ambrosetti,
Brezis and Cerami [2] proved that there exist at least two sequences of solutions
for (21) with jujp 1u replaced by f(u) mentioned above for suciently small
 > 0. Bartsch and Willem [3] proved that the same conclusions holds for
all  > 0. Wang [15] proved the existence of innitely many solutions with
negative energies for all  > 0 even if the convex term jujp 1u is either critical
or supercritical.
Recently some attention occurs in the convex-concave problems (18) with
nonlinear Neumann boundary conditions. See the result by Garcia-Azorero,
Peral and Rossi [7]. They considered the problem (18) with a(x)  1 and
b(x)  . A part of their result shows the existence of innitely many solutions
with negative energies for suciently small  > 0. Recently, Naimen [12] showed
the existence of innitely many solutions with negative energies for (18) with
variable coecients a(x) and b(x), where a(x) and b(x) may change their signs.
The rst purpose of the present section is to extend the results by [7] and
[12] to nonlinear terms f(x; u) and g(x; u) more general than the power nonlin-
earities. In this section, we shall introduce a locally superlinear condition and
a locally sublinear condition. DeFigueiredo, Gossez and Ubilla [5], [6] also pro-
posed the similar conditions, however their conditions are dierent from ours
and they proved the existence of positive solutions only. We shall prove the
existence of innitely many solutions in this section. The second purpose of
the section is to prove that the locally superlinear condition yields a sequence
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of solutions diverging to innity and the locally sublinear condition yields a se-
quence of solutions converging to zero. Consequently, we can deal with the case
where a(x) and b(x) change their signs in (18). The third purpose is to study
all cases (i){(iii) below:
(i) One of f(x; u) and g(x; u) is locally superlinear and another is locally
sublinear.
(ii) f(x; u) is both locally superlinear and locally sublinear.
(iii) g(x; u) is both locally superlinear and locally sublinear.
For all these cases, we shall prove the existence of at least two sequences of
solutions such that one sequence converges to zero and another diverges to
innity.
This section is organized into ve subsections. In Subsection 3.2, we state
the main results. In Subsection 3.3, we give several example of the nonlinear
terms f(x; u) and g(x; u) and apply our theorems to them to prove the existence
of at least two sequences of solutions. In Subsection 3.4, we show that a weak
solution in H1(
) belongs to W 1;r(
) for all r < 1 and give W 1;r(
) a priori
estimates. Here W 1;r(
) denotes the Sobolev space which consists of all Lr(
)
functions whose rst derivatives belong to Lr(
). In Subsection 3.5, we prove
the main theorems by using the variational method with the help of a priori
W 1;r(
) estimates.
Throughout the section, the norm of H1(
) =W 1;2(
) is dened by
kukH1(
) :=
Z


(jruj2 + u2)dx
1=2
;
and the H1(
) inner product of u and v by
(u; v)H1(
) :=
Z


(rurv + uv)dx:
3.2 Main results
In this subsection, we state the main results. We call u a (weak) solution of (17)
if u 2 H1(
) \ C(
) and it satises (17) in the distribution sense, i.e.,Z


(rurv + uv)dx =
Z


f(x; u)vdx+
Z
@

g(x; u)vd; (24)
for any v 2 H1(
). Here d denotes the surface measure on @
. By the Sobolev
embedding, each v 2 H1(
) belongs to L2N=(N 2)(
) and to L2(N 1)=(N 2)(@
)
when N  3 and to Lr(
) \ Lr(@
) with any r < 1 when N = 1; 2. Hence
(24) makes sense. We dene
F (x; u) :=
Z u
0
f(x; t)dt; G(x; u) :=
Z u
0
g(x; t)dt: (25)
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We introduce an assumption which means the locally sublinear condition on f
and g.
Assumption 1. The functions f(x; s) and g(x; s) are continuous on 
R and
on @
  R, respectively, and odd with respect to s. We assume either (f1) or
(g1) below.
(f1) There exist an x0 2 
 and a  > 0 such that B(x0; )  
 and
lim
s!0

inf
x2B(x0;)
F (x; s)
s2

=1; (26)
where B(x0; ) denotes a ball centered at x0 with radius .
(g1) There exist an x0 2 @
 and a  > 0 such that
lim
s!0

inf

G(x; s)
s2
: x 2 B(x0; ) \ @


=1 (27)
and
lim inf
s!0

inf

F (x; s)
s2
: x 2 B(x0; ) \ 


>  1: (28)
We state the rst main result.
Theorem 3.1. Under Assumption 1, there exists a sequence uk of solutions of
(17) such that uk 2 W 1;r(
) for all r < 1, uk 6 0 and kukkW 1;r(
) converges
to zero as k !1.
In the theorem above, since uk belongs toW
1;r(
) for all r <1, it is Holder
continuous on 
 with any exponent  2 (0; 1) by the Sobolev embedding.
Remark 3.2. We call (f1) and (g1) a locally sublinear condition. Our the-
orem asserts that if f or g is sublinear in a neighborhood of a point x0, even
if f(x; u) and g(x; u) have any behavior except for a neighborhood of x0, there
exists a sequence of solutions converging to zero. For example, let f(x; u) :=
a(x)jujp 1u + b(x)u3eu2 with 0 < p < 1 and set g(x; u)  0. If a(x0) > 0
at some x0 2 
, and even if b(x) is any continuous function, then (17) has
a sequence of solutions converging to zero. In this case, f(x; u)=u diverges to
innity uniformly in a neighborhood of x0 as u ! 0. This condition implies
(26), which will be proved in the next remark.
Remark 3.3. Assumption (f1) is weaker than the condition that the inmum of
f(x; s)=s in B(x0; ) diverges to innity as s! 0. Indeed, if f(x; s)=s diverges
to innity uniformly on B(x0; ), then for any M > 0 there exists an " > 0 such
that
f(x; s) Ms for x 2 B(x0; ); jsj < ":
Integrating both sides on s yields
F (x; s)  (M=2)s2 for x 2 B(x0; ); jsj < ";
which ensures (f1). Similarly, (27) is weaker than the condition that g(x; s)=s
diverges to innity.
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Assumption 2. There exist constants , , p, q and C such that 0   < 2 < ,
C > 0, 0 < p <1 if N = 1; 2 and 0 < p < (N+2)=(N 2) if N  3, 0 < q <1
if N = 1; 2 and 0 < q < N=(N   2) if N  3 and
jf(x; s)j  C(jsjp + 1); (29)
F (x; s)  sf(x; s)  Cjsj + C; (30)
for s 2 R and x 2 
, where F is given by (25) and
jg(x; s)j  C(jsjq + 1); (31)
G(x; s)  sg(x; s)  Cjsj + C; (32)
for s 2 R and x 2 @
, where G is given by (25).
Assumptions (30) and (32) are variants of the Ambrosetti-Rabinowitz con-
dition (see [1, 13, 14]), which ensure the Palais-Smale condition. Inequalities
(29) and (31) are subcritical conditions for which the Lagrangian functional is
well dened in H1(
). We introduce a locally superlinear condition.
Assumption 3. The functions f(x; s) and g(x; s) are continuous on 
R and
on @
  R, respectively, and odd with respect to s. We assume either (f2) or
(g2) below.
(f2) There exist x0 2 
 and  > 0 such that B(x0; )  
 and
lim
jsj!1

inf
x2B(x0;)
F (x; s)
s2

=1: (33)
(g2) There exist x0 2 @
 and  > 0 such that
lim
jsj!1

inf

G(x; s)
s2
: x 2 B(x0; ) \ @


=1: (34)
lim inf
jsj!1

inf

F (x; s)
s2
: x 2 B(x0; ) \ 


>  1; (35)
We call (f2) and (g2) a locally superlinear condition. In the same computation
as in Remark 3.3, we see that (f2) is weaker than the condition that f(x; s)=s
diverges to innity as s!1 uniformly on B(x0; ).
Theorem 3.4. Under Assumptions 2 and 3, there exists a sequence vk of so-
lutions of (17) such that vk belongs to W
1;r(
) for all r < 1, kvkkH1(
) and
kvkkC(
) diverge to innity as k ! 1. Therefore kvkkW 1;r(
) also diverges to
innity for all 2  r <1.
Combining Theorems 3.1 and 3.4, we obtain the next result.
Corollary 3.5. Under Assumptions 1, 2 and 3, there exist at least two sequences
uk and vk of solutions of (17) such that uk; vk 2 W 1;r(
) for all r < 1 and
kukkW 1;r(
) ! 0, kvkkW 1;r(
) !1 as k !1 for all 2  r <1.
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3.3 Examples
In this subsection, we give several examples of f and g.
Example 1. We rst deal with f and g stated in Introduction. Let f(x; u) =
a(x)jujp 1u and g(x; u) = b(x)jujq 1u, where a 2 C(
), b 2 C(@
), a(x0); b(x1) >
0 at some x0 2 
, x1 2 @
, p and q satisfy either (19) or (20). Here a(x) and
b(x) may change their signs. Then there exist two sequences uk and vk of solu-
tions of (17) such that uk; vk 2W 1;r(
) for all r <1 and
lim
k!1
kukkW 1;r(
) = 0; lim
k!1
kvkkW 1;r(
) =1 for 2  r <1:
We shall show this claim. Let (19) hold. Since a(x0) > 0, we choose  > 0 so
small that a(x) > a(x0)=2 in B(x0; ). This gives us
F (x; s)s 2 = (p+ 1) 1a(x)jsjp 1  (p+ 1) 1(a(x0)=2)jsjp 1;
which shows (f2). Let us verify (g1) with x0 replaced by x1. Since b(x1) > 0,
we choose  > 0 so small that b(x) > b(x1)=2 in B(x1; ) \ @
. Then
G(x; s)s 2 = (q + 1) 1b(x)jsjq 1  (q + 1) 1(b(x1)=2)jsjq 1:
This inequality shows (27) because q < 1. The function F (x; s) can be estimated
as
F (x; s)s 2   (p+ 1) 1kakL1(
)jsjp 1;
which implies (28). Let us verify Assumption 2. Clearly, conditions (29) and
(31) are fullled. We set  := p+ 1. Then we have
(p+ 1)F (x; s)  sf(x; s) = 0;
(p+ 1)G(x; s)  sg(x; s) = p  q
q + 1
b(x)jsjq+1  p  q
q + 1
kbkL1(@
)jsjq+1:
Thus (30) and (32) hold. Therefore there exist two sequences of solutions.
When p and q satisfy (20), the method above is still valid to verify Assump-
tions 1, 2 and 3.
Example 2. Let g  0 and f(x; u) := a(x)jujp 1u + b(x)jujq 1u. Here a and
b are continuous on 
, a(x0) > 0, b(x1) > 0 at some x0; x1 2 
, and p, q
satisfy (22) and (23). Here x0 may be equal to x1. Then the same conclusion
as in Example 1 holds. In this case, f(x; u) is superlinear near x0 as u! 1,
sublinear near x1 as u! 0 and satises (30) with  = p+ 1.
The same assertion as above remains valid after exchanging f and g, i.e.,
f  0 and g(x; u) := a(x)jujp 1u+ b(x)jujq 1u. Here a; b 2 C(@
), a(x0) > 0,
b(x1) > 0 at some x0; x1 2 @
, and p, q satisfy (20).
Example 3. Let f(x; u) = a(x)jujp 1u   b(x)u log juj and g  0. Here a and
b are continuous on 
, a(x) may change its sign but b(x)  0 in 
, a(x0) > 0,
b(x1) > 0 at some x0; x1 2 
, 1 < p <1 if N = 1; 2 and 1 < p < (N+2)=(N 
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2) if N  3. Then f is superlinear near x0 as u ! 1 and sublinear near x1
as u! 0. Taking  := p+ 1 > 2, we have
(p+ 1)F (x; s)  sf(x; s) =  b(x)

p  1
2
s2 log jsj   p+ 1
4
s2

 C;
for x 2 
 and s 2 R with C > 0 independent of x and s. Therefore f satises
(30) and the same conclusion as in Example 1 is valid. We can make another
example by exchanging f with g.
3.4 A priori estimate
At the beginning of subsection 3.2, we have already given a denition of solution
in a space H1(
) \ C(
). We replace this space by H1(
) and give another
denition below. Let f(x; s) and g(x; s) satisfy (29) and (31), respectively. In
these inequalities, p and q are subcritical. Hence for u 2 H1(
), it holds that
f(x; u(x)) 2 L2N=(N+2)(
); g(x; u(x)) 2 L2(N 1)=N (@
); (36)
when N  3, and
f(x; u(x)) 2 Lr(
); g(x; u(x)) 2 Lr(@
) for any r <1; (37)
when N = 1; 2. Then all the integrals in (24) are nite for any u; v 2 H1(
).
When f and g satises (29) and (31), we call u an H1(
) solution if u 2 H1(
)
and it satises (24) for any v 2 H1(
). The purpose of this section is to give a
priori W 1;r(
) estimates of H1(
) solutions.
Proposition 3.6. Let f(x; s) and g(x; s) satisfy (29) and (31), respectively.
Then we have the following assertions.
(i) Any H1(
) solution u belongs to W 1;r(
) for all r <1 and satises
kukW 1;r(
)  CrkukdpH1(
) + CrkukdqH1(
) + Cr; (38)
where the constant Cr > 0 depends only on r and not on u but the constant
d > 0 is independent of u and r. Here p and q in (38) are the same as in
Assumption 2.
(ii) Let uk be a sequence of H
1(
) solutions converging to zero in H1(
) as
k !1. Then kukkW 1;r(
) converges to zero for all r <1.
To show the proposition above, we start with the L1(
) regularity of H1(
)
solutions.
Lemma 3.7. Impose the assumption of Proposition 3.6. Then any H1(
) so-
lution u belongs to both L1(
) and L1(@
) and satises
kukL1(
) + kukL1(@
)  CkukdH1(
) + C; (39)
with constants C; d > 0 independent of u.
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Proof. We use a bootstrap argument. Let  > 1 be a parameter to be chosen
later on. Multiplying (17) by juj 1u, integrating both sides and using the
boundary condition, we have

Z


jruj2juj 1dx+
Z


juj+1dx =
Z


f(x; u)juj 1udx+
Z
@

g(x; u)juj 1ud:
We denote the Lp(
) norm of u by kukp;
 and the Lq(@
) norm by kukq;@
.
By (29) and (31), we have

Z


jruj2juj 1dx+
Z


juj+1dx  C(kuk+p+p;
+kuk;
+kuk+q+q;@
+kuk;@
):
Using the identity
jr(juj(+1)=2)j2 = (+ 1)
2
4
jruj2juj 1:
and putting v = juj(+1)=2, we have
4
(+ 1)2
Z


jrvj2dx+
Z


v2dx  C(kuk+p+p;
+kuk;
+kuk+q+q;@
+kuk;@
):
Since 4=(+ 1)2 < 1 by  > 1, the inequality above is rewritten as
4
(+ 1)2
kvk2H1(
)  C(kuk+p+p;
 + kuk;
 + kuk+q+q;@
 + kuk;@
): (40)
Hereafter C denotes various positive constants independent of u and .
Let N  3. We can assume without loss of generality that
p  q = 2
N   2 : (41)
Indeed, we choose p1 such that
q +
2
N   2 < p1 <
N + 2
N   2 and p < p1:
We put q1 := p1   2=(N   2). Then q < q1 < N=(N   2). Moreover f(x; s) and
g(x; s) satisfy (29) and (31) with p, q replaced by p1, q1 and C replaced by a
larger constant. Rewrite p1 and q1 as p and q. Then p and q satisfy (41).
The Sobolev embedding shows that
kvk22N=(N 2);
 + kvk22(N 1)=(N 2);@
  Ckvk2H1(
): (42)
Combining (40) with (42) and using v = juj(+1)=2, we get
kuk+1(+1)N=(N 2);
 + kuk+1(+1)(N 1)=(N 2);@

 (+ 1)
2
4
C

kuk+p+p;
 + kuk;
 + kuk+q+q;@
 + kuk;@


:
26
We use the Holder inequality to get
kuk;
  j
jp=(+p)
Z


juj+pdx
=(+p)
 j
jp=(+p)kuk+p;
;
where j
j denotes the volume of 
. There exists a constant C > 0 such that
j
jp=(+p)  C for all 1 <  < 1. Hence kuk;
  Ckuk+p;
. Similarly,
kuk;@
  Ckuk+q;@
. Since  > 1, it holds that (+1)2=(4) < . Therefore
we have
kuk+1(+1)N=(N 2);
 + kuk+1(+1)(N 1)=(N 2);@

 C

kuk+p+p;
 + kuk+p;
 + kuk+q+q;@
 + kuk+q;@


: (43)
We dene two positive sequences k and k by
1 :=
2(N   1)
N   2 k := (k 1   q + 1)
N   1
N   2 ; (44)
k := (k 1   q + 1) N
N   2 =
N
N   1k: (45)
Then k is computed as
k = 1 + (2   1)r
k 1   1
r   1 ; r :=
N   1
N   2 : (46)
Since r > 1, k and k are strictly increasing and diverge to innity. We
substitute  = k   q in (43) to get
kukk q+1k+1;
 + kuk
k q+1
k+1;@

 Ck

kukk+2=(N 2)k+2=(N 2);
 + kuk
k q
k+2=(N 2);

+kukkk;@
 + kuk
k q
k;@


; (47)
where we have used the relation p   q = 2=(N   2). Since k is increasing, it
holds that k  2(N   1)=(N   2). Using this inequality with (45), we have
k + 2=(N   2)  k for all k 2 N:
We apply the Holder inequality with the inequality above to get
kukk+2=(N 2)k+2=(N 2);
  j
j1=kkuk
k+2=(N 2)
k;

;
where
1
k
:= 1  k + 2=(N   2)
k
:
Since k !1 as k !1, we use (45) to have
1
k
= 1  k + 2=(N   2)
(N=(N   1))k !
1
N
:
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Therefore there exists a C > 0 independent of k such that j
j1=k  C. Hence
kukk+2=(N 2)k+2=(N 2);
  Ckuk
k+2=(N 2)
k;

:
In the same way, we see
kukk qk+2=(N 2);
  Ckuk
k q
k;

:
Substituting the two inequalities above in (47), we have
kukk q+1k+1;
 + kuk
k q+1
k+1;@

 Ck

kukk+2=(N 2)k;
 + kuk
k q
k;

+ kukkk;@
 + kuk
k q
k;@


: (48)
We dene
Ak := max(kukk;
; kukk;@
; 1):
Then (48) implies that
Ak q+1k+1  CkAk+2=(N 2)k : (49)
We put
ak := (Ck)
1=(k q+1); k :=
k + 2=(N   2)
k   q + 1 :
Then (49) is rewritten as Ak+1  akAkk . Using this inequality repeatedly, we
get
Ak  ak 1Ak 1k 1  ak 1
 
ak 2A
k 2
k 2
k 1    
 ak 1ak 1k 2 ak 1k 2k 3    ak 1k 221 Ak 111 : (50)
We shall show that
0 <
1Y
k=1
k <1: (51)
By (46), there exists a c > 0 such that
k   q + 1  crk for all k 2 N: (52)
Since p  q = 2=(N   2), we have
k = 1 +
p  1
k   q + 1 ;
1X
k=1
p  1
k   q + 1 <1:
Therefore (51) follows.
We put d :=
Q1
k=1 k. Then 1 < d <1. Since k > 1, it follows that
k 1k 2    i  d when i  k   1:
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Since ak > 1, we have
ak 1a
k 1
k 2 a
k 1k 2
k 3    ak 1k 221  (a1a2    ak 1)d:
We shall show that
0 <
1Y
k=1
ak <1: (53)
There exists a C > 0 such that k  Crk for k 2 N. Using this inequality and
(52), we have
log ak =
1
k   q + 1 log(Ck)  C
0kr k:
Here C 0 is independent of k. Accordingly, we nd
log
 
nY
k=1
ak
!
=
nX
k=1
log ak;
1X
k=1
log ak <1:
Thus we have (53). By (50), there exists a constant C > 0 such that Ak 
CAd1 for k 2 N. Letting k !1, we have
kukL1(
) + kukL1(@
)  CAd1:
From the denition of A1, it follows that
A1 = max
 kuk2N=(N 2);
; kuk2(N 1)=(N 2);@
; 1  C(kukH1(
) + 1):
Thus we obtain (39). The method above is still valid for N = 1; 2 with slight
modications. The proof is complete.
To show Proposition 3.6, we use the next lemma by Garcia-Azorero, Peral
and Rossi [7].
Lemma 3.8 ([7, Proposition 4.1]). Let N  2. Then we have the following
assertions.
(i) Assume that f 2 Lr(
) with r 2 (1; N) and let  2 H1(
) be the weak
solution of
 +  = f in 
; @
@
= 0 on @
: (54)
Then  2W 1;(
) and kkW 1;(
)  CkfkLr(
) with  = Nr=(N   r).
(ii) Assume that g 2 Ls(@
) with s > 1 and let  2 H1(
) be the weak
solution of
  +  = 0; in 
; @ 
@
= g on @
: (55)
Then  2W 1;(
) and k kW 1;(
)  CkgkLs(@
) with  = Ns=(N   1).
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Summing up (54) and (55) and putting u = +  , we have
 u+ u = f in 
; @u
@
= g on @
:
Then a solution u of the problem above satises
kukW 1;(
)  CrkfkLr(
) + CskgkLs(@
)
provided that   Nr=(N   r),   Ns=(N   1), f 2 Lr(
) and g 2 Ls(@
).
In particular, if f 2 L1(
) and g 2 L1(@
), then we have
kukW 1;(
)  CkfkL1(
) + CkgkL1(@
) (56)
for any  <1. For N = 1 also, the same estimate as above holds. In this case,
(54) and (55) become two point boundary value problems of ordinary dierential
equations. Hence the solutions are explicitly represented and it is easy to prove
the inequality above.
Proof of Proposition 3.6. Let u be any H1(
) solution. By Lemma 3.7, it be-
longs to L1(
) and to L1(@
). By (29) and (31), we have
kf(x; u)kL1(
)  CkukpL1(
) + C  CkukdpH1(
) + C:
kg(x; u)kL1(@
)  CkukqL1(@
) + C  CkukdqH1(
) + C:
Substituting the two inequalities above in (56), we obtain (38).
Let uk be a sequence of H
1(
) solutions converging to zero in H1(
). Then
it is clear that theW 1;(
) norm of uk converges to zero for any  < 2. Give  2
(2;1) arbitrarily. Choose  greater than . Dene  by 1= = =2+(1  )=.
We use the Holder inequality to get
kukkL(
)  kukkL2(
)kukk1 L(
);
krukkL(
)  krukkL2(
)krukk1 L(
):
The two inequalities above show that kukkW 1;(
) converges to zero because
kukkW 1;(
) is bounded as k ! 1 by (38) and kukkW 1;2(
) converges to zero
by assumption. The proof is complete.
By Proposition 3.6 with the Sobolev embedding, any H1(
) solution is
Holder continuous on 
 with any exponent  2 (0; 1). In particular, an H1(
)
solution belongs to C(
). For a sequence uk of H
1(
) solutions, we shall show
that the divergence of kukkH1(
) implies that of kukkC(
).
Lemma 3.9. Impose the assumption of Proposition 3.6. Let uk be a sequence
of H1(
) solutions. If kukkH1(
) !1, then kukkC(
) !1 as k !1.
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Proof. Multiplying (17) by u and integrating it over 
, we haveZ


jruj2dx+
Z


juj2dx =
Z


f(x; u)udx+
Z
@

g(x; u)ud
Cmaxfjf(x; s)sj+ jg(x; s)sj : jsj  kukC(
)g;
with some C > 0 independent of u. This inequality shows that the C(
) bound
of u implies the H1(
) bound. The proof is complete.
3.5 Proof of the main results
Our method is based on the symmetric mountain pass lemma. To use it, we
dene the Lagrangian functional I(u) by
I(u) :=
1
2
Z


(jruj2 + u2)dx 
Z


F (x; u)dx 
Z
@

G(x; u)d; (57)
where F and G have been dened by (25) and d denotes the surface measure
on @
. Then I is a C1 functional in H1(
). We need the Palais-Smale condition
((PS) for short):
(PS) any sequence uk in H
1(
) such that I(uk) is bounded and I
0(uk)! 0 in
H1(
)0 as k !1 has a convergent subsequence.
Here H1(
)0 denotes the dual space of H1(
). The Palais-Smale condition is
veried by a standard method. See [13] or [14].
Lemma 3.10. Under Assumption 2, the functional I satises (PS).
To apply the symmetric mountain pass lemma, we introduce Krasnoselskii's
genus.
Denition 3.11. Let H be an innite dimensional Banach space. A subset A
of H is said to be symmetric if x 2 A implies  x 2 A. For a closed symmetric
set A which does not contain the origin, we dene a genus (A) of A by the
smallest integer k such that there exists an odd continuous mapping from A to
Rk n f0g. If there does not exist such a k, we dene (A) = 1. Moreover, we
set (;) = 0.
We summarize the properties of the genus for later use and refer the readers
to [13] or [14] for a proof.
Lemma 3.12. Let A;B be closed symmetric subsets of H which do not contain
the origin.
(i) If A  B, then (A)  (B).
(ii) If there exists an odd continuous mapping f 2 C(A;B), then (A)  (B).
(iii) If U is a symmetric bounded open neighborhood of the origin in RN , then
(@U) = N .
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(iv) Let W be a closed linear subspace of H whose codimension is nite. If
(A) is greater than the codimension of W , then A \W 6= ;.
Let  k denote the family of closed symmetric subsets A of H such that 0 62 A
and (A)  k. To use the symmetric mountain pass lemma, we introduce the
assumption below.
Assumption 4. Let H be an innite dimensional Banach space and let I 2
C1(H;R) satisfy (I1) and (I2) below.
(I1) I(u) is even, bounded from below, I(0) = 0 and I(u) satises the Palais-
Smale condition (PS).
(I2) For each k 2 N, there exists an Ak 2  k such that supu2Ak I(u) < 0.
Under the assumption above, we dene ck by
ck := inf
A2 k
sup
u2A
I(u): (58)
We state the symmetric mountain pass lemma due to Ambrosetti-Rabinowitz
[1] and Clark [4] (see also [8] and [14]).
Lemma 3.13 (Symmetric mountain pass lemma). Suppose that Assumption 4
holds. Then each ck is a critical value of I, ck  ck+1 < 0 for k 2 N and ck
converges to zero. Moreover, if ck = ck+1 =    = ck+p  c, then (Kc)  p+1.
Here Kc is dened by
Kc := fu 2 H : I 0(u) = 0; I(u) = cg:
We state our earlier result in [8], which is another critical point theorem
related to the symmetric mountain pass lemma.
Proposition 3.14. Under Assumption 4, either (i) or (ii) below holds.
(i) There exists a sequence uk in H such that I
0(uk) = 0, I(uk) < 0 and uk
converges to zero.
(ii) There exist two sequences uk and vk in H such that I
0(uk) = 0, I(uk) = 0,
uk 6= 0, limk!1 uk = 0, I 0(vk) = 0, I(vk) < 0, limk!1 I(vk) = 0, and vk
converges to a non-zero limit.
In both cases (i) and (ii), there exists a sequence uk 6= 0 of critical points which
converges to zero.
Remark 3.15. We explain the dierence between Proposition 3.14 and the
usual symmetric mountain pass lemma. Lemma 3.13 ensures the existence of a
sequence of critical values converging to zero in R. On the other hand, Propo-
sition 3.14 guarantees the existence of a sequence of critical points converging
to zero in H. Since our goal is to prove the existence of a sequence of solutions
for (17) which converges to zero in H1(
), Proposition 3.14 is suitable for our
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purpose. However there is a question whether a critical point corresponding to
ck converges to zero as k !1. It is true if the equation
I(u) = 0 and I 0(u) = 0 (59)
has a trivial solution u = 0 only. Indeed, in this case, (PS) ensures that a critical
point uk corresponding to ck converges to zero. However if the equation above
has a nontrivial solution, a sequence of critical points corresponding to ck does
not necessarily converge to zero. Indeed, in [8, Example 1.3] we constructed an
example of a Hilbert space H and a functional I which satises Assumption 4,
but kukH  a > 0 whenever I(u) = ck and I 0(u) = 0, where a > 0 is a constant
independent of k. Thus no critical points corresponding to ck can converge to
zero in H. For our functional I(u) dened by (57), problem (59) is rewritten asZ



1
2
(jruj2 + u2)  F (x; u)

dx 
Z
@

G(x; u)d = 0
and Z


(rurv + uv   f(x; u)v) dx 
Z
@

g(x; u)vd = 0;
for any v 2 H1(
). Unfortunately, it is unclear whether the two equations
above has no solution except for the trivial solution u = 0. Therefore we employ
Proposition 3.14 to get a sequence of critical points converging to zero.
We proceed to the proof of Theorem 3.1. If we suppose Assumption 1 only,
the functional I is not well dened in H1(
). We truncate the functions f and
g to make I well dened. We choose an even function h 2 C10 (R) such that
h(s) = 1 for jsj  1 and h(s) = 0 for jsj  2. We dene
~f(x; s) := f(x; s)h(s); ~g(x; s) := g(x; s)h(s);
eF (x; u) := Z u
0
~f(x; s)ds; eG(x; u) := Z u
0
~g(x; s)ds:
Then ~f(x; s) and ~g(x; s) are odd with respect to s and ~f and eF are bounded on

 R, ~g and eG are bounded on @
 R. Instead of I, we dene
eI(u) := 1
2
Z


(jruj2 + u2)dx 
Z


eF (x; u)dx  Z
@

eG(x; u)d;
We shall show that eI has a sequence of critical points uk 6= 0 whose H1(
) norm
converges to zero. Then uk is a solution of the equation
 uk + uk = ~f(x; uk) in 
; @uk
@
= ~g(x; uk) on @
: (60)
Since ~f , ~g, eF and eG are bounded, they satisfy clearly Assumptions 1 and 2.
Hence Proposition 3.6 shows that kukkC(
) ! 0. Since kukkC(
) < 1 for k
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large, it follows that ~f(x; uk) = f(x; uk) and ~g(x; uk) = g(x; uk). Thus (60) is
reduced to (17). Consequently, we obtain a sequence of solutions of (17) whose
W 1;r(
) norm converges to zero. Hereafter, instead of ~f , ~g and eI, we write f , g
and I, respectively. Thus f , g, F and G are bounded. We shall show Theorem
3.1.
Proof of Theorem 3.1. We shall verify that I satises (I1) and (I2) in Assump-
tion 4. Since F and G are bounded, I satises
I(u)  1
2
kuk2H1(
)   C;
with some C > 0. Thus I is bounded from below. Since f , g, F and G are
bounded, they satisfy Assumption 2. Therefore I satises (PS) by Lemma 3.10
and hence (I1) is fullled.
Let us show that I satises (I2). We rst deal with (f1) in Assumption 1.
Let B(x0; ) be the ball dened in (f1). Let k and k be the k-th eigenvalue
and the eigenfunction of the problem
  =  in B(x0; );  = 0 on @B(x0; ): (61)
Extend k by setting k(x) = 0 in 
 nB(x0; ). Then k 2 H10 (
) \C(
). Let
k 2 N. We shall construct Ak which satises (I2). Let X be the linear space
spanned by i with 1  i  k, i.e.,
X :=
(
kX
i=1
tii : ti 2 R
)
: (62)
Then X is a linear subspace of H10 (
) \ C(
). Since X is a nite dimensional
space, any norm is equivalent to each other. In particular, there exists an  > 0
such that
kukH1(
)  kukL2(
) for u 2 X: (63)
By (26), we can choose " > 0 so small that
F (x; s)  2s2 if x 2 B(x0; ); jsj  ":
Since each u 2 X vanishes in 
 nB(x0; ), we have
F (x; u(x))  2u(x)2 if x 2 
; kukL1(
)  "; u 2 X: (64)
We dene A by
A := fu 2 X : kukL1(
) = "g: (65)
Since A is a (k   1)-dimensional sphere, the genus of A is (A) = k by the
Borsuk-Ulam theorem. Let u 2 A. Since u = 0 on @
, G(x; u(x)) vanishes on
@
. Using (63) and (64), we obtain for u 2 A,
I(u) =
1
2
Z


(jruj2 + u2)dx 
Z


F (x; u)dx
 1
2
kuk2H1(
)   2
Z


u2dx   1
2
kuk2H1(
) < 0:
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Therefore supu2A I(u) < 0 because A is compact. Thus I satises (I2).
Let us suppose (g1) in Assumption 1. We put D := B(x0; ) \ 
 and S :=
B(x0; ) \ @
. Let k be a positive integer. We choose  i with 1  i  k
such that  i 2 C1(D),  i(x) = 0 for x 2 @B(x0; ) \ 
 and the restrictions
 ijS with 1  i  k are linearly independent in L2(S). Then the functions  i
are linearly independent in C1(D) also. Set  i(x) = 0 for x 2 
 n D. Then
 i 2 H1(
) \ C(
). We dene
Y :=
(
kX
i=1
ti i : ti 2 R
)
: (66)
Since Y is nite dimensional, there exists an  > 0 such that
kukH1(D)  kukL2(S) for u 2 Y:
Since F satises (28), there exists a constant C0 > 0 such that
F (x; s)   C0s2 for x 2 D; jsj  1;
which implies
F (x; u(x))   C0u(x)2 if x 2 D; kuk1  1: (67)
We choose  > 0 so large that
1
2
+ C0 < 
2=2:
By (27), we choose an " > 0 so small that
G(x; s)  2s2 for x 2 S; jsj  ":
If u 2 Y , then u(x) = 0 in @
 n S. Therefore any u 2 Y with kukL1(
)  "
satises
G(x; u(x))  2u(x)2 for x 2 @
: (68)
We dene A by (65) with X replaced by Y . Then for u 2 A, it holds that
I(u) =
1
2
Z
D
(jruj2 + u2)dx 
Z
D
F (x; u)dx 
Z
S
G(x; u)d
 1
2
kuk2H1(D) + C0kuk2L2(D)   2kuk2L2(S)


1
2
+ C0   2=2

kuk2H1(D) < 0:
Therefore I satises (I2). By Proposition 3.14, (17) has a sequence of nontrivial
solutions uk whose H
1(
)-norm converges to zero. Moreover, kukkW 1;r(
) also
converges to zero by Proposition 3.6. The proof is complete.
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From now on, we suppose Assumptions 2 and 3. Then I is well dened
and satises (PS). To prove Theorem 3.4, we use X and Y dened in the proof
above. If (f2) of Assumption 3 holds, then we put Zk := X and if (g2) holds,
then we put Zk := Y .
Lemma 3.16. For each k 2 N, there exists an Rk > 0 such that
I(u) < 0 for u 2 Zk with kukH1(
)  Rk. (69)
Proof. Suppose that (f2) holds. Then Zk = X and we have a constant k > 0
such that
kukH1(
)  kkukL2(
) for u 2 Zk:
By (f2), there exists a constant Ck > 0 such that
F (x; s)  2ks2   Ck for s 2 R; x 2 B(x0; ):
Let us show (69). Any u 2 Zk has its support in B(x0; ), and hence G(x; u) = 0
for x 2 @
. Therefore we have for u 2 Zk,
I(u) =
Z
B(x0;)

1
2
(jruj2 + u2)  F (x; u)

dx
 1
2
kuk2H1(
)   2kkuk2L2(
) + CkjB(x0; )j
  1
2
kuk2H1(
) + CkjB(x0; )j < 0;
provided that kukH1(
)  Rk with Rk large enough. Here jB(x0; )j denotes
the volume of B(x0; ). Accordingly, (69) holds.
We deal with (g2). Then Zk = Y and there exists a constant k > 0 such
that
kukH1(
)  kkukL2(@
) for u 2 Zk:
By (g2), there exists a constant C0 > 0 such that
F (x; s)   C0s2   C0 for s 2 R; x 2 B(x0; ) \ 
:
We choose M > 0 so large that
M
2k
>
1
2
+ C0:
By (34), there exists a constant C > 0 such that
G(x; s) Ms2   C for s 2 R; x 2 B(x0; ) \ @
:
Note that the support of u 2 Zk is in B(x0; ) \ 
. We put D := B(x0; ) \ 

and S := B(x0; ) \ @
. We denote the volume of D by jDj and the surface
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area of S by jSj. For u 2 Zk, we have
I(u) =
Z
D

1
2
(jruj2 + u2)  F (x; u)

dx 
Z
S
G(x; u)d
 1
2
kuk2H1(D) + C0kuk2L2(D) + C0jDj  Mkuk2L2(S) + CjSj
  (M=2k   1=2  C0)kuk2H1(
) + C0jDj+ CjSj < 0;
provided that kukH1(
)  Rk with Rk large enough. The proof is complete.
We can assume that Rk is increasing and diverges to innity as k !1. We
use another symmetric mountain pass lemma. Dene
Dk := fu 2 Zk : kukH1(
)  Rkg; @Dk := fu 2 Zk : kukH1(
) = Rkg;
Gk := fg 2 C(Dk;H1(
)) : g is odd and g(u) = u on @Dkg; (70)
dk := inf
g2Gk
max
u2Dk
I(g(u)):
Lemma 3.17 (Symmetric mountain pass lemma). dk is a critical value.
For the proof of the lemma above, we refer the readers to [13] or [14]. We
shall show that dk diverges to innity as k !1. To this end, we dene
B(r;H1(
)) := fu 2 H1(
) : kukH1(
) < rg;
@B(r;H1(
)) := fu 2 H1(
) : kukH1(
) = rg:
Lemma 3.18. Let k be a positive integer and W a closed linear subspace of
H1(
) whose codimension is less than k. If g 2 Gk and 0 < r < Rk, then
g(Dk) \ @B(r;H1(
)) \W 6= ;:
Proof. The lemma can be proved in the same way as in [13, Proposition 9.23],
however we give a proof for the reader's convenience. LetW be as in the lemma
and let g 2 Gk and 0 < r < Rk. We dene
U := fu 2 Zk : kukH1(
) < Rk; g(u) 2 B(r;H1(
))g:
Since g is odd and continuous, the set U is bounded, symmetric, 0 2 U and
open in Zk. Then the genus (@U) = k by Lemma 3.12. Hence (g(@U)) 
(@U) = k. By the denition of U , it holds that kukH1(
)  Rk for u 2 U .
We shall show that kukH1(
) < Rk for u 2 @U . Suppose on the contrary that
ku0kH1(
) = Rk at some u0 2 @U . Then g(u0) = u0 because g 2 Gk. Therefore
Rk = ku0kH1(
) = kg(u0)kH1(
)  r, which contradicts r < Rk. Accordingly,
kukH1(
) < Rk for u 2 @U . Then the denition of U implies that
g(u) 2 @B(r;H1(
)) for u 2 @U: (71)
Since the codimension of W is less than k and k  (g(@U)), Lemma 3.12
ensures that W \ g(@U) 6= ;. Choose a point u0 2 @U such that g(u0) 2 W .
Then (71) shows that g(u0) 2W \@B(r;H1(
)). This completes the proof.
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The next inequality is well known (see [11, p.49, (2.25)]):
kwk2Lm(@
)  "krwk2L2(
) + C"kwk2L2(
) for w 2 H1(
);
for small " > 0 when m < 2(N   1)=(N   2). Here C" > 0 depends only on "
and m. When m = 2, from the standard computation, we see that C" = C"
 1
with a constant C > 0 independent of ". Hence we have
Lemma 3.19. There exist constants C; "0 > 0 such that
kwk2L2(@
)  "krwk2L2(
) + C" 1kwk2L2(
);
for any w 2 H1(
) and 0 < " < "0.
Let k and wk be the k-th eigenvalue and the eigenfunction of the Neumann
Laplacian
 w = w in 
; @w
@
= 0 on @
: (72)
We normalize wk by kwkkH1(
) = 1. Then wk becomes a complete orthonormal
system in H1(
), i.e.,
(wi; wj)H1(
) =
Z


(rwirwj + wiwj)dx = ij ;
where ij is the Kronecker symbol. By denition, wk satises
kkwkk2L2(
) = krwkk2L2(
): (73)
It is well known that 1 = 0, w1 is a constant function and k > 0 for k  2.
Since @
 is smooth, each wk is smooth on 
. We dene Wk by the closed linear
space spanned by wi with i  k, that is,
Wk :=
( 1X
i=k
tiwi :
1X
i=k
t2i <1
)
(74)
Observe that the codimension of Wk is k   1.
Lemma 3.20. There exists a constant C > 0 such that
kwkL2(
)   1=2k krwkL2(
); kwkL2(@
)  C 1=4k krwkL2(
); (75)
for w 2Wk with k  2.
Proof. Note that
(wi; wj)2 = 0; (rwi;rwj)2 = 0; if i 6= j:
Here (u; v)2 denotes the L
2(
) inner product of u and v. For w =
P1
i=k tiwi 2
Wk, we use (73) to compute
krwk2L2(
) =
1X
i=k
t2i krwik2L2(
) =
1X
i=k
t2iikwik2L2(
)
 k
1X
i=k
t2i kwik2L2(
) = kkwk2L2(
):
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This is the rst inequality of (75).
We shall show the second inequality. Using the rst inequality with Lemma
3.19, we have
kwk2L2(@
)  "krwk2L2(
) + C" 1kwk2L2(
)
 "krwk2L2(
) + C" 1 1k krwk2L2(
); (76)
for 0 < " < "0. Since k !1 as k !1, we choose k0 so large that  1=2k0 < "0.
Substituting " = 
 1=2
k , we get
kwk2L2(@
)  C 1=2k krwk2L2(
) for k  k0 (77)
This shows the second inequality in (75) for k  k0. Choose 0 > 0 so small
that 0
 1=2
k < "0 for all 2  k  k0. Substituting " = 0 1=2k in (76), we
obtain (77) for 2  k  k0. The proof is complete.
Recall dk dened before Lemma 3.17. The next lemma is well known (for
instance, see [9, Lemma 4.9]).
Lemma 3.21. dk is independent of the choice of Rk as long as Rk satises
(69).
Using Lemmas 3.18, 3.20 and 3.21, we shall show that dk !1 as k !1.
Lemma 3.22. dk diverges to innity.
Proof. Let Wk be as in (74). Since Wk is a closed linear subspace of H
1(
)
whose codimension is equal to k   1, Lemma 3.18 shows that
g(Dk) \ @B(r;H1(
)) \Wk 6= ;;
for g 2 Gk and 0 < r < Rk. This relation implies that
max
u2Dk
I(g(u))  inffI(u) : u 2 @B(r;H1(
)) \Wkg;
for g 2 Gk. Taking the inmums of both sides over g 2 Gk, we have
dk  inffI(u) : u 2 @B(r;H1(
)) \Wkg; (78)
for 0 < r < Rk. Let us estimate the right hand side from below. In Assumption
2, we can assume p; q > 1 after replacing p and q by larger constants. Then we
have a constant C > 0 such that
jF (x; s)j  C(jsjp+1 + 1) for x 2 
; s 2 R;
jG(x; s)j  C(jsjq+1 + 1) for x 2 @
; s 2 R:
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Therefore for u 2Wk, I(u) is estimated as
I(u) 
Z



1
2
(jruj2 + u2)  Cjujp+1   C

dx 
Z
@

 
Cjujq+1 + C d
 1
2
kuk2H1(
)   Ckukp+1Lp+1(
)   Ckukq+1Lq+1(@
)   C: (79)
Hereafter C denotes various positive constants independent of u and k.
Let N  3. Then 2 < p+1 < 2N=(N 2) and 2 < q+1 < 2(N 1)=(N 2).
Dene  and  by
1
p+ 1
=

2
+
(1  )(N   2)
2N
;
1
q + 1
=

2
+
(1  )(N   2)
2(N   1) :
We use the Holder inequality and the Sobolev inequality (or equivalently the
Gagliardo-Nirenberg inequality) to get
kukLp+1(
)  kukL2(
)kuk1 L2N=(N 2)(
)  CkukL2(
)kuk1 H1(
);
kukLq+1(@
)  kukL2(@
)kuk1 L2(N 1)=(N 2)(@
)  Ckuk

L2(@
)kuk1 H1(
):
We use (75) in the inequalities above to get
kukLp+1(
)  C =2k kukH1(
); kukLq+1(@
)  C =4k kukH1(
);
for u 2Wk with k  2. Substituting these inequalities in (79), we have
I(u)  1
2
kuk2H1(
)   C (p+1)=2k kukp+1H1(
)   C (q+1)=4k kukq+1H1(
)   C;
for u 2Wk. By (78), we get
dk  1
2
r2   C (p+1)=2k rp+1   C (q+1)=4k rq+1   C; (80)
for 0 < r < Rk. We denote the right hand side by hk(r). Observe that hk(r) < 0
for r large enough. We replace Rk by a larger constant such that hk(r) < 0 for
r > Rk. However this replacement leaves dk invariant by Lemma 3.21. Without
loss of generality, we can assume that p > q. Indeed, choose p1 such that
max(p; q) < p1 < (N + 2)=(N   2). Then f(x; s) satises (29) with p replaced
by p1 and C by a larger constant. Thus we can assume that p > q. Put
ak := (p+ 1)C
 (p+1)=2
k ; bk := (q + 1)C
 (q+1)=4
k :
Then hk(r) is rewritten as
hk(r) =
1
2
r2   1
p+ 1
akr
p+1   1
q + 1
bkr
q+1   C:
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Observe that hk(r) attains its maximum at a unique point rk in (0; Rk) because
p; q > 1 in Assumption 2. Indeed, solving h0k(r) = 0, we nd that
akr
p 1 + bkrq 1 = 1: (81)
Clearly, this equation has a unique solution rk > 0, at which hk(r) achieves its
maximum. We rewrite the equation above as
(p+ 1)C
 (p+1)=2
k r
p 1
k + (q + 1)C
 (q+1)=4
k r
q 1
k = 1;
which shows that rk ! 1 as k ! 1. By (80), it holds that dk  hk(rk). We
shall show that hk(rk)!1 as k !1. Using p > q > 1 and (81), we have
hk(rk) = r
2
k

1
2
  1
p+ 1
akr
p 1
k  
1
q + 1
bkr
q 1
k

  C
 r2k

1
2
  1
q + 1
akr
p 1
k  
1
q + 1
bkr
q 1
k

  C
=

1
2
  1
q + 1

r2k   C !1;
as k !1. Consequently, dk diverges to innity as k !1.
Let N = 1; 2. We choose constants P and Q such that p < P and q < Q.
Dene  and  by
1
p+ 1
=

2
+
1  
P + 1
;
1
q + 1
=

2
+
1  
Q+ 1
:
Then we have
kukLp+1(
)  kukL2(
)kuk1 LP+1(
)  kukL2(
)kuk1 H1(
);
kukLq+1(@
)  kukL2(@
)kuk1 LQ+1(@
)  kukL2(@
)kuk1 H1(
):
The rest of the proof is the same as in the case where N  3.
Proof of Theorem 3.4. Let vk be a critical point corresponding to dk, i.e., I
0(vk) =
0 and I(vk) = dk. We claim that kvkkH1(
) ! 1. Suppose on the contrary
that a subsequence of vk is bounded in H
1(
) and denote it by vk again. By
Proposition 3.6, kvkkW 1;r(
) is bounded for all r <1. The Sobolev embedding
ensures the boundedness of kvkkC(
). Then
dk = I(vk) =
1
2
kvkk2H1(
)  
Z


F (x; vk)dx 
Z
@

G(x; vk)d
is bounded. This is a contradiction. Consequently, kvkkH1(
) ! 1. Then
Lemma 3.9 shows that kvkkC(
) !1. The proof is complete.
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4 Positive solutions of Kirchho type elliptic equa-
tions involving a critical Sobolev exponent
Abstract
In this section we investigate the following Kirchho type elliptic
boundary value problem involving a critical nonlinearity:(
 (a+ b R


jruj2dx)u = g(x; u) + u5; u > 0 in 
;
u = 0 on @
;
(K1)
here 
  R3 is a bounded domain with smooth boundary @
, a; b  0
and a+b > 0. Under several conditions on g 2 C(
R;R) and  2 R, we
prove the existence and nonexistence of solutions of (K1). This is some
extension of a part of Brezis-Nirenberg's result in 1983.3
4.1 Introduction
We consider the following Kirchho type elliptic equation with a Dirichlet
boundary conditon:8><>:
 (a+ b R


jruj2dx)u = g(x; u) + u5 in 
;
u > 0 in 
;
u = 0 on @
;
(K1)
where 
  R3 is a bounded domain with smooth boundary @
. We assume that
a; b  0 and a+ b > 0. In addition we emphasize that u5 in the right hand side
of the equation is a critical term, since 6 is a critical exponent in the sense of
the Sobolev embedding H10 (
) ,! Lp(
). In this section we prove the existence
of solutions of (K1).
(K1) has its origin in the theory of nonlinear vibration. For instance, we give
the following equation which describes the free vibration of a stretched string
(cf. [28]):

@2u
@t2
=
 
T0 +
Ea
2L
Z L
0
@u
@x
2dx! @2u
@x2
; (K0)
where  > 0 is the mass per unit length, T0 is the base tension, E is the
Young modulus, a is the area of cross section and L is the initial length of the
string. (K0) takes account the change of the tension on the string which is
caused by the change of its length during the vibration. The nonlocal equation
of this type was rst proposed by Kirchho in 1876 ([19]). After that, several
physicists also consider such equations for their researches in the theory of non-
linear vibrations theoretically or experimentally([10][11][27][28][32]). Moreover
mathematically, the solvability of several Kirchho type quasilinear hyperbolic
equations has been extensively discussed. See earlier results [7][31] and the work
by J. L. Lions ([23]), and recent ones [5][13]. For more details in the physical
3The argument of this section is based on [26]
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and mathematical background of Kirchho type equations, see the survey [4].
Recently, the Kirchho type elliptic equations such like (K1) get so many at-
tentions. Many authors prove the existence of solutions of their problems using
variational or topological methods. The main goal of their works is to study
the eect of the non-local coecients:
 
a+ b
R


jruj2dx (or in general denoted
by m(
R


jruj2dx)) on the principal term of their equations, on the existence
results. See earlier results [1][25] and [2][3][14][15][20]-[22] [29][34][36] and so on.
On the other hand, as is well-known, when a nonlinear elliptic boundary
value problem has a critical term such as (K1), a crucial diculty occurs in
proving the existence of solutions of the problem. Such diculty is caused by
the lack of compactness of the Sobolev embedding H10 (
) ,! L6(
). Because
of this diculty, over these three decades, (K1) with a = 1 and b = 0 has
been extensively studied by many authors. One of the most important results
is obtained by Brezis and Nirenberg ([9]). Our main aim in this section is to
extend their results in subsection 4.5 in [9] to the case a; b  0 and a + b > 0.
Compare the results below with those in subsection 3.5 in [9].
To show our main results, we introduce some conditions on the function
g : 
 R! R:
(g1) g is continuous in 
 R, g(x; u)  0 if u  0 and g(x; u) = 0 if u  0 for
all x 2 
.
(g2) g(x; u) = o(u) as u ! 0+ and g(x; u) = o(u5) as u ! 1 uniformly for
x 2 
.
(g3) There exists a constant  > 0 such that 4 <  < 6 and g(x; u)u G(x; u) 
0 for all x 2 
 and u  0, where G(x; u) := R u
0
g(x; t)dt.
(g4) There exists a nonempty open set !  
 such that
lim
u!1
g(x; u)
u3
=1:
uniformly for x 2 !.
The following theorem gives our main argument in this section.
Theorem 4.1. Let a; b  0 and a + b > 0. Then if g satises (g1)-(g4), (K1)
has a solution for all  > 0.
In view of the typical power nonlinearities, Theorem 4.1 allows us to ensure
the next corollary.
Corollary 4.2. Let a; b  0 and a+ b > 0. Then if 3 < q < 5 and g(x; u) = uq,
(K1) has a solution for all  > 0.
Here we introduce the following assumptions (g5) and (g6) on g which are
weaker than (g3) and (g4) respectively.
(g5) There exists a constant  > 0 such that 2 <  < 6 and g(x; u)u G(x; u) 
0 for all x 2 
 and u  0.
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(g6) There exist a nonempty open set w  
 and an interval I  (0;1) such
that g(x; u) > 0 if x 2 w and u 2 I.
Now we can give the following theorem and corollary. An almost same result
for (K1) with a more general nonlocal coecient has already been obtained in
[14].
Theorem 4.3. Let a > 0 and b  0. Then if g satises (g1), (g2), (g5) and
(g6), there exists a constant   0 such that (K1) has a positive solution for
all  > .
Corollary 4.4. Let a > 0 and b  0. Then if 1 < q  3 and g(x; u) = uq, there
exists a constant   0 such that (K1) has a positive solution for all  > .
As additional results for Corollary 4.2 and Corollary 4.4, we can get the
following nonexistence results. The rst one is a Pohozaev type result([30]).
Theorem 4.5. Let a; b  0, a+ b > 0 and further, assume that   0 and 
 is
strictly star-shaped. Then if 1 < q < 6 and g(x; u) = uq, (K1) has no solution.
The next one concludes that the value  in Corollary 4.4 must be strictly
positive if 
 is strictly star-shaped.
Theorem 4.6. In addition to the assumption of Corollary 4.4, we assume

  R3 is strictly star-shaped. Then there exists a constant 0 > 0, which
is determined by a; q and 
, such that (K1) has no solution for all   0.
We can obtain these nonexistence results by slightly extension of the argu-
ment in [8] or [9]. For reader's convenience, we show the proof in Appendix A.
Recently some results related to (K1) are obtained in [2], [14], [15], and [34].
For (K1) with 
 = RN , see [3], [22] and [36]. In [15] and [34], they consider
the case 0 < q < 1 and g(x; u) = jujq 1u. In [15], they show the existence of
innitely many (possibly sign-changing) solutions of (K1) for suciently small
 > 0. They use both the minimax theorem which is based on the Clark Tho-
erem ([12]) and the second concentration compactness lemma by P. L. Lions
([?]). In [34], they prove the existence of a positive solution of (K1) for su-
ciently small  > 0 by applying the method of the Nehari manifold and also
using the second concentration compactness lemma. The results in [2] and [14]
are closely related to Theorem 4.3. In particular, in [14], they consider the
general dimensional case, i.e., N  3 and 
  RN . Using an appropriate trun-
cation method, they obtain an almost same result with Theorem 4.3 for more
general nonlocal problem. In view of these results, Theorem 4.1 is a new result
for Kirchho type elliptic problems involving a critical Sobolev exponent. Al-
though Theorem 4.3 has already almost proved in [14], inspired by [6] and [20],
we introduce another truncation method and show the proof of Theorem 4.3
and Corollary 4.4 in section 4.3. We also note that although our method can be
applied to the general dimensional case as in [6] and [20], in view of our main
purpose of this section, we only treat 3 dimensional case.
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This section is organized as follows. In subsection 4.2, we prove Theorem
4.1 and Corollary 4.2. In subsection 4.3, we prove Theorem 4.3 and Corollary
4.4. In subsection 4.4, we consider (K1) with a = 0, b = 1, 1 < q  3 and
g(x; u) = uq as additional results. In subsection 4.5, we show the nonexistence
results i.e., Theorem 5.5 and Theorem 5.6 as an appendix. In this section we
denote H10 (
) as a function space which is dened by the closure of C
1
0 (
) in
H1(
). Thanks to the Poincare inequality, we dene the usual H10 (
) norm as
kukH10 (
) := (
R


jruj2dx) 12 . For simplicity we write kuk = kukH10 (
). Further-
more, we denote H 1(
) as the dual space of H10 (
). We dene the norm in
H 1(
) as kfkH 1(
) := supkuk1 jhf; uij.
Before beginning the proof, we dene the weak solutions of (K1). We call
u 2 H10 (
) a weak solution of (K1) if and only if u satises
(a+ bkuk2)
Z


ru  rhdx  
Z


g(x; u)hdx 
Z


u5+hdx = 0
for all h 2 H10 (
). If u 2 H10 (
) is a nontrivial weak solution for (K1), then
we can trivially modify the usual elliptic regularity theorems (see for example,
Lemma B.3 in [33] and the regularity theorems in [16]) and ensure the smooth-
ness of u up to C2(
) even if b > 0. Furthermore if u is nonnegative, by the
strong maximum principle, we have u > 0 in 
. Consequently we can conclude
that u is a classical solution of (K1).
In the following subsections we denote C > 0 as some constants. If there
occurs no confusion, we use same character C even if the values of constants
are dierent. Furthermore we denote B(x; r)  R3 as an open ball which is
concentrated at x with radius r.
4.2 Proof of Theorem 4.1
In this subsection, we prove Theorem 4.1 and Corollary 4.2. Our argument is
based on that in [9]. Let a; b  0, a + b > 0 and x  > 0. Assume g satises
(g1)-(g4). We dene the energy functional associated to (K1) so that
I(u) :=
a
2
kuk2 + b
4
kuk4   
Z


G(x; u)dx  1
6
Z


u6+dx (u 2 H10 (
));
where G(x; u) :=
R u
0
g(x; t)dt and u+ := maxfu; 0g. Thanks to (g1) and (g2), I
is well-dened and continuously Frechet dierentiable on H10 (
). Furthermore
every critical point of I is a weak solution of (K1). Hence we shall nd a
nontrivial critical point of I. In the following argument, we often use the next
fact which says, for all  > 0 there exists a constant C > 0 such that
g(x; u)  juj5 + Cjuj ((x; u) 2 
 R) : (82)
This is a consequence of our hypotheses (g1) and (g2). We begin with the next
lemmas.
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Lemma 4.7. Let g satises (g1) and (g2). Then there exist constants ;  > 0
such that
I(u)  
for all u 2 H10 (
) with kuk = .
Proof. By (g1) and (g2), there exists a constant C > 0 such that
g(x; t)  a1
4
jtj+ Cjtj5 (83)
for all x 2 
 and t 2 R, where 1 > 0 is the rst eigenvalue of the problem:(
  =  in 
;
 = 0 on @
:
Here we recall the well-known inequality:Z


u2dx  1
1
kuk2 (u 2 H10 (
)): (84)
Take u 2 H10 (
) with kuk = . Using (83), (84) and the Sobolev embedding we
get
I(u)  a
2
kuk2 + b
4
kuk4   a1
4
Z


u2dx  C
Z


u6dx  1
6
Z


u6+dx
 a
4
kuk2 + b
4
kuk4   Ckuk6
=
a
4
2 +
b
4
4   C6
for some constant C > 0. Since a; b  0 and a+ b > 0, taking  > 0 suciently
small, we conclude that there exists a constant  > 0 such that
I(u)  
for all u 2 H10 (
) with kuk = . This completes the proof.
Lemma 4.8. Suppose g satises (g1) and (g2). Then for every nontrivial
function v 2 H10 (
) with v  0, there exists a constant t0 > 0 such that if
v0 := t0v, kv0k >  and I(v0)  0.
Proof. Take any nontrivial function v 2 H10 (
) with v  0. Note that by (g1),
G(x; s)  0 for all x 2 
 and s  0. Using this fact, we have
I(tv)  at
2
2
kvk2 + bt
4
4
kvk4   t
6
6
Z


v6dx:
Then obviously, I(tv)!  1 as t!1 and thus, there exists a constant t0 > 0
such that I(t0v)  0 and kt0vk > . This concludes the proof.
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Now we dene
  := f 2 C([0; 1];H10 (
)) j (0) = 0; I((1))  0; (1) 6= 0g
and
c := inf
2 
max
u2([0;1])
I(u):
Note that from Lemma 4.8,   6= ;. In addition, from the argument in Lemma
4.7, clearly 0 is a local minimum of I and c   > 0. Consequently we have the
existence of (PS)c sequences for I (see Theorem 2.8 in [35] for instance). We
prove the following lemma which is important to ensure the local compactness
of PS sequences for I.
Lemma 4.9. Let g satisfy (g1), (g2) and (g3) and assume that fujg is a (PS)c
sequence for I with
c <
a
2
CK +
b
4
C2K  
1
6S3
C3K ;
where
CK =
1
2

bS3 +
p
(bS3)2 + 4aS3

:
Then there exists a function u 2 H10 (
) such that (uj)+ ! u+ in L6(
) up to
subsequences.
Proof. Set
c <
a
2
CK +
b
4
C2K  
1
6S3
C3K ;
and let fujg  H10 (
) be a (PS)c sequence for I. We rst claim fujg is bounded
in H10 (
). In fact, since I(uj)! c and I 0(uj)! 0 in H 1(
), by (g1) and (g3),
we have
c+ 1  I(uj)  1

hI 0(uj); uji+ 1

hI 0(uj); uji
 a

1
2
  1


kujk2 + b

1
4
  1


kujk4
+ 
Z



1

g(x; uj)uj  G(x; uj)

dx+

1

  1
6
Z


(uj)
6
+dx  kujk
 a

1
2
  1


kujk2 + b

1
4
  1


kujk4   kujk
for large j 2 N. Since a; b  0 and a + b > 0, we can ensure the claim.
Hence by the weak compactness of H10 (
) and the compactness of the Sobolev
embeddings, there exists a function u 2 H10 (
) such that
uj * u weakly in H
1
0 (
);
uj ! u in Lp(
) for all 1  p < 6;
uj ! u a.e. on 
;
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up to subsequences but still denoted fujg. Moreover from second concentration
compactness lemma by P. L. Lions([24]), there exist an at most countable set
J , points fxkgk2J  
 and values fkgk2J ; fkgk2J  R+ such that up to
subsequences,
jruj j2 * d  jruj2 +
X
k2J
kxk ;
(uj)
6
+ * d = u
6
+ +
X
k2J
kxk ;
in the measure sense, here x is the Dirac delta measure concentrated at x 2 R3
with mass 1. In addition we also have the inequality
k  S
1
3
k (k 2 J ): (85)
Now we claim that J = ;. To ensure this, we suppose on the contrary J 6= ;.
Fix k 2 J . Dene a smooth function  such that  = 1 on B(xk; "),  = 0 on
B(xk; 2")
c and 0    1 otherwise. In addition we can assume that jrj  2=".
As I 0(uj)! 0 in H 1(
), we have
0 = lim
j!1
hI 0(uj); uji
= lim
j!1

(a+ bkujk2)
Z


ruj  r(uj)dx  
Z


g(x; uj)ujdx

  lim
j!1
Z


(uj)
6
+dx
= lim
j!1

(a+ bkujk2)
Z


jruj j2dx 
Z


(uj)
6
+dx

+ o(1);
(86)
where o(1)! 0 as "! 0. The last equality comes from the facts that
lim
j!1
(a+ bkujk2)
Z


(ruj  r)ujdx = o(1) as "! 0; (87)
and
lim
j!1
Z


g(x; uj)ujdx = o(1) as "! 0: (88)
We rst verify (87). Actually, noting the boundedness and L2(
) convergence
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of fujg and using the Schwartz and the Holder inequality we have
lim
j!1
(a+ bkujk2)
Z


(ruj  r)ujdx
 C lim
j!1
Z


jruj j2dx
 1
2
Z


juj j2jrj2
 1
2
 C
 Z

\B(xk;2")
u6dx
! 1
6
 Z

\B(xk;2")
jrj3dx
! 1
3
 C
 Z

\B(xk;2")
u6dx
! 1
6
! 0 as "! 0;
where for the last inequality we use our assumption jrj  2=". This ensures
(87). We next verify (88). By (g1) and (g2), we have the inequality (82). Using
that, we get
lim
j!1
Z


g(x; uj)ujdx  lim
j!1
 

Z

\B(xk;2")
u6jdx+ C
Z

\B(xk;2")
u2jdx
!
 C + C
Z

\B(xk;2")
u2dx;
for some constant C > 0, where for the last inequality we use the Sobolev
embedding, the boundedness and the L2(
) convergence of fujg. Hence we
have
lim sup
"!0

lim
j!1
Z


g(x; uj)ujdx

 C
for all  > 0. This proves (88). From (86), we have
0 

a+ b
Z


d
Z


d  
Z


d

+ o(1) as "! 0:
Taking "! 0, we have
0  (a+ bk)k   k: (89)
Considering (85) together with (89), we get
0  (a+ bk)k  
k
S
3
:
Solving this inequality with respect to k, we estimate
k  1
2

bS3 +
p
(bS3)2 + 4aS3

= CK : (90)
On the other hand, again using (85) together with (89), we have
0  (a+ bS 13k )S
1
3
k   k:
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Solving this with respect to k, we obtain
k  C
3
K
S3
: (91)
Since I(uj)! c and I 0(uj)! 0 in H 1(
), recalling (g1) and (g3), we get
c = lim
j!1

I(uj)  1

hI 0(uj); uji

 lim
j!1

a

1
2
  1


kujk2 + b

1
4
  1


kujk4

+ lim
j!1


Z



1

g(x; uj) G(x; uj)

dx+

1

  1
6
Z


(uj)
6
+dx

:
Using (90) and (91), we have
c  a

1
2
  1


k + b

1
4
  1


2k +

1

  1
6

k
 a

1
2
  1


CK + b

1
4
  1


C2K +
1
S3

1

  1
6

C3K
=
a
2
CK +
b
4
C2K  
1
6S3
C3K
where the last equality comes from the fact that aCK+bC
2
K C3K=S3 = 0. This
is a contradiction. Hence J = ;. Consequently we haveZ


(uj)
6
+dx!
Z


u6+dx as j !1:
This leads us to the conclusion.
Remark 4.10. We can easily check that u is nonnegative. In fact, since fujg
is bounded, there exist a subsequence, still denoted fujg, and a constant A  0
such that kujk2 ! A. If A = 0 the conclusion follows. If A > 0, considering
the weak convergence, (g1), (g2), and Lp(
) convergence for all 1  p < 6, we
have
(a+ bA)
Z


ru  rhdx =
Z


g(x; u)hdx 
Z


u5+hdx (h 2 H10 (
)):
Taking h = u , where u  :=  minf0; ug and considering (g1), we haveZ


jru j2dx = 0:
The conclusion follows.
We ensure the local PS condition for I.
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Lemma 4.11. Let g satisfy (g1)-(g3) and assume
c <
a
2
CK +
b
4
C2K  
1
6S3
C3K :
Then I satises the (PS)c condition.
Proof. Let fujg be a (PS)c sequence for I. Then by (g1) and (g2), we have that
fujg is bounded as in the proof of Lemma 4.9. Furthermore, by Lemma 4.9 and
Remark 5.8, there exists a nonnegative function u 2 H10 (
) such that
uj * u weakly in H
1
0 (
);
uj ! u in Lp(
) for all 1  p < 6;
(uj)+ ! u in L6(
);
up to subsequences, but still denoted fujg. Since I 0(uj) ! 0 in H 1(
) and
fujg is bounded, we have
hI 0(uj); (uj   u)i = o(1) (92)
where o(1)! 0 as j !1. Here we claimZ


g(x; uj)(uj   u)dx = o(1) as j !1; (93)
and Z


(uj)
5
+(uj   u)dx = o(1) as j !1: (94)
We rst verify (93). Using (82) and the Holder and the Schwartz inequality we
have
lim sup
j!1
Z


g(x; uj)(uj   u)dx

 lim sup
j!1


Z


juj j5juj   ujdx+ C
Z


juj jjuj   ujdx

  lim sup
j!1
Z


u6jdx
 5
6
Z


juj   uj6dx
 1
6
+ C lim sup
j!1
Z


u2jdx
 1
2
Z


juj   uj2dx
 1
2
 C
for all  > 0, where for the last inequality we use the Sobolev embedding and
the boundedness and L2(
) convergence of fujg . This proves (93). Next we
show (94). Actually, by the Holder inequality, the boundedness of fujg and the
L6(
) convergence of (uj)+ we get
lim sup
j!1
Z


(uj)
5
+(uj   u)dx
  lim sup
j!1
Z


(uj)
6
+dx
 5
6
Z


j(uj)+   uj6dx
 1
6
= 0;
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here we use the relation (uj)
5
+uj = (uj)
6
+. This shows (94). Consequently from
(92)-(94), we conclude that
(a+ bkujk2)
Z


ruj  r(uj   u)dx = o(1) as j !1:
By the weak convergence, we have kujk ! kuk as j ! 1. This completes the
proof.
Here we recall (g4):
(g4) There exists a nonempty open set !  
 such that
lim
u!1
g(x; u)
u3
=1:
uniformly for x 2 !.
With no loss of generality, we can assume 0 2 !. For every " > 0, we dene a
cut o Talenti function in 
 so that
u"(x) =
"
1
2 (x)
("2 + jxj2) 12
where  is a smooth function in 
 such that  = 1 on some neighborhood of 0
and spt  !. From the estimate in [9], we get8><>:
R


jru"j2dx = K1 +O(");R


u6"dx = K
3
2 +O("
2);R


u2"dx = O(");
(95)
where K1;K2 > 0 are some constants with S = K1=K2. Here S > 0 is given by
S := inf
u2H10 (
)nf0g
R


jruj2dx
(
R


u6dx)
1
3
:
Set
v"(x) :=
u"(x)
(
R


u6"dx)
1
6
:
Then by (141), we have 8><>:
R


jrv"j2dx = S +O(");R


v6"dx = 1;R


v2"dx = O("):
(96)
The following lemma gives a sucient condition on g (which is weaker than
(g4)) to ensure the compactness of (PS)c sequences for I. The argument is
strictly based on Lemma 2.1 in [9].
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Lemma 4.12. Let g satisfy (g1) and (g2). We assume that there exist a
nonempty open set !  
 and a measurable function g(u) such that g(x; u) 
g(u)  0 for all x 2 ! and u  0 and further,
lim
"!0
"2
Z " 1
0
G
 
" 
1
2
(1 + s2)
1
2
!
s2ds =1
where G(t) :=
R t
0
g(s)ds, then there exists a constant "0 > 0 such that
max
t0
I(tv") <
a
2
CK +
b
4
C2K  
1
6S3
C3K
for all " 2 (0; "0).
Proof. We dene v" as above. Take t  0. By (169), we have
I(tv") =
at2
2
kv"k2 + bt
4
4
kv"k4   
Z


G(x; tv")dx  t
6
6
=: f(t): (97)
We take t" so that f(t") = maxt0f(t). From Lemma 4.7, clearly we have
t" > 0. Put A" := kv"k2. Then noting (g1) and (g2), we get
aA" + bt
2
"A
2
"   
Z


g(x; t"v")v"
t"
dx  t4" = 0:
Since g(x; u)  0 for all x 2 
 and u  0 by (g1), we have
t" 

1
2

bA2" +
p
(bA2")
2 + 4aA"
 12
=: T": (98)
Since the map
t 7! at
2
2
A" +
bt4
4
A2"  
t6
6
is increasing on the interval [0; T"], we have
I(tv")  I(t"v")
 aT
2
"
2
A" +
bT 4"
4
A2"  
T 6"
6
  
Z


G(x; t"v")dx
 a
2
CK +
b
4
C2K  
1
6S3
C3K +O(")  
Z


G(x; t"v")dx
after some calculation. Hence if
lim
"!0
" 1
Z


G(x; t"v")dx =1; (99)
we can take "0 > 0 so small that
sup
t0
I(tv") <
a
2
CK +
b
4
C2K  
1
6S3
C3K
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for all " 2 (0; "0). This nishes the proof. Now we show (99). To this end, rst
notice that
t" !

1
2

bS4 +
p
(bS4)2 + 4aS2
 12
: (100)
(100) comes from the fact thatZ


g(x; t"v")v"
t"
dx! 0 (101)
as "! 0. In fact, by (82), we getZ


g(x; t"v")v"
t"
dx  t4" + C
Z


v2"dx
for all  > 0 and some constant C > 0. On the other hand, since T" is bounded,
t" is also bounded by (98). Using this fact and (169), we have
lim sup
"!0
Z


g(x; t"v")v"
t"
dx  C
for some constant C > 0 and all  > 0. This ensures (101). After this, the
argument is completely same as that in the proof of Lemma 2.1 in [9]. But we
shall proceed with the rest for reader's convenience. By the assumption on g,
recalling (100) and (169), we have
" 1
Z


G(x; t"v")dx  " 1
Z
!
G(t"v")dx
 " 1
Z
!
G
 
C"
"
1
2 (x)
("2 + jxj2) 12
!
dx
 C" 1
Z r
0
G
 
C"
"
1
2
("2 + s2)
1
2
!
s2ds
 C"2
Z r
"
0
G
 
C"
" 
1
2
(1 + s2)
1
2
!
s2ds
 C"2
Z C
"
0
G
 
" 
1
2
(1 + s2)
1
2
!
s2ds:
for some constant C > 0 where C" denotes some constant which converges some
positive value as " ! 0 and for the last inequality we perform an appropriate
rescaling for ". If C  1, (99) immediately follows. If C < 1, we have
"2
Z C
"
0
G
 
" 
1
2
(1 + s2)
1
2
!
s2ds = "2
Z 1
"
0
G
 
" 
1
2
(1 + s2)
1
2
!
s2ds
  "2
Z 1
"
C
"
G
 
" 
1
2
(1 + s2)
1
2
!
s2ds:
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Put
B" := "
2
Z 1
"
C
"
G
 
" 
1
2
(1 + s2)
1
2
!
s2ds:
Using (82), we get for some  > 0,
jB"j  "2
0@ Z 1"
C
"
 " 
1
2
(1 + s2)
1
2

6
s2ds+ C
Z 1
"
C
"
 " 
1
2
(1 + s2)
1
2

2
s2ds
1A
 C
for some constant C > 0. This concludes (99).
We can also conclude the following lemma as in the proof of Corollary 2.3
in [9].
Lemma 4.13. Suppose g satises (g1), (g2) and (g4). Then g satises the
hypotheses of Lemma 4.12.
Proof. Set g(u) := infx2! g(x; u). By (g4), for allM > 0, there exists a constant
R > 0 such that G(u)  Mu4 for all u  R here G(t) := R t
0
g(s)ds. We note
that there exists a constant C > 0 which is independent of " > 0 such that
" 
1
2
(1 + s2)
1
2
 R
for all s  C"  12 if " > 0 is suciently small. Using this fact, we get
"2
Z " 1
0
G
 
" 
1
2
(1 + s2)
1
2
!
s2ds  "2
Z C"  12
0
G
 
" 
1
2
(1 + s2)
1
2
!
s2ds
M
Z C"  12
0
s2
(1 + s2)2
ds
for all M > 0 and small " > 0. Hence we have
lim inf
"!0
(
"2
Z " 1
0
G
 
" 
1
2
(1 + s2)
1
2
!
s2ds
)
 CM
for all M > 0 and some constant C > 0 which is independent of M > 0. This
concludes the proof.
Finally we prove Theorem 4.1.
Proof of Theorem 4.1. Let g satisfy (g1)-(g4). Dene the mountain pass energy
c as below Lemma 4.8. Then as stated before, there exists a (PS)c sequence.
On the other hand, from Lemma 4.8 and the denition of c, for any " > 0,
we have a constant t0 > 0 such that (t) := t(t0v") 2  . Thus from Lemma
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6.9, Lemma 4.12 and Lemma 4.13, I satises the (PS)c condition. Hence we
conclude that I has a nontrivial critical point u 2 H10 (
) with its critical value
c  . Furthermore, similarly to Remark 5.8, we can show that u 2 H10 (
) is
nonnegative. The smoothness and positivity of u is shown as we note in the end
of subsection 4.1. This nishes the proof.
Proof of Corollary 4.2. We assume 4 < q < 6 and g(x; u) := uq. For the proof,
we consider instead g(x; u) := (u+)
q. Then clearly g satises (g1)-(g4). By
Theorem 4.1, we conclude the proof.
4.3 Proof of Theorem 4.3
In subsection 4.3, we prove Theorem 4.3 and Corollary 4.4. Assume a > 0 and
b  0. In addition, let g satisfy (g1), (g2), (g5) and (g6). But if there exists a
constant 4 <  < 6 such that g(x; u)u  G(u)  0 for all x 2 
 and t  0, the
proof is simpler. We can refer to the argument in [2] for that situation. Hence
we only consider the following condition instead of (g5):
(g5)' There exists a constant  > 0 such that 2 <   4 and g(x; u)u G(x; u) 
0 for all x 2 
 and u  0.
As in subsection 4.2, we dene the energy functional associated to (K1) so that
I(u) =
a
2
kuk2 + b
4
kuk4   
Z


G(x; u)dx  1
6
Z


u6+dx;
where G(x; u) :=
R u
0
g(x; t)dt and u+ := maxfu; 0g. Inspired by [6] and [20], we
introduce a truncation method, already used in earlier researches [17] and [18].
Let  be a smooth function on [0;1) such that  = 1 on [0; 1),  = 0 on [2;1)
and 0    1 otherwise. Furthermore, we assume  2   0  0 on [0;1). For
T > 0, dene a C1 cut o functional T (u) on H
1
0 (
) so that
T (u) :=  
kuk2
T 2

:
We consider a truncated functional on H10 (
) such that
JT (u) =
a
2
kuk2 + b
4
kuk4T (u)  
Z


G(x; u)dx  1
6
Z


u6+dx:
Then by (g1) and (g2), we can easily verify that JT is well dened and con-
tinuously Frechet dierentiable on H10 (
). Its rst Frechet derivative is given
by
hJT
0
(u); hi =

(a+ bkuk2T (u) + b
2T 2
kuk4 0
kuk2
T 2
Z


ru  rhdx
  
Z


g(x; u)hdx 
Z


u5+hdx (h 2 H10 (
)):
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Choose T > 0 as
T = min
( a
8b
 1
2
;

a(   2)
4b(4  )
 1
2
)
: (102)
Note that by (102) and the facts that jkuk4 0(kuk2=T 2)j  8T 4 for all u 2
H10 (
), the following relations hold.
a+
b
2T 2
kuk4 0
kuk2
T 2

 a
2
; (103)
a

1
2
  1


  2b

1

  1
4

T 2  0; (104)
and
8b

1

  1
4

T 4  a

1
2
  1


T 2: (105)
Note also that if u 2 H10 (
) and kuk < T , JT (u) = I(u) on some neighborhood
of u. Thus if u is a critical point of JT with kuk < T , u is also a critical point
of I. From now on, we show the existence of a nontrivial critical point u of J
T

with kuk < T . Since we x T > 0 as in (102), we denote JT (u) and T (u) as
J(u) and (u) respectively for simplicity.
We begin with following two lemmas.
Lemma 4.14. We assume g satises (g1) and (g2). Then there exist constants
;  > 0 such that J(u)   for all u 2 H10 (
) with kuk = .
Proof. For  > 0, take u 2 H10 (
) with kuk = . By (g1) and (g2), as in the
proof of Lemma 4.7, we get the inequality
J(u)  a
4
kuk2   Ckuk6 = a
4
2   C6
for some constant C > 0. Hence by taking  small enough, we conclude that
there exists a constant  > 0 such that
J(u)  :
This nishes the proof.
Lemma 4.15. Suppose g satises (g1) and (g2). Then there exists a function
v0 2 H10 (
) such that kv0k >  and J(v0)  0.
Proof. Take a nontrivial function v 2 H10 (
) with v  0 and t > 0. Since by
(g1), G(x; s)  0 for all x 2 
 and s 2 R, we get
J(tv)  at
2
2
kvk2 + bt
4
4
kvk4   t
6
6
Z


v6dx:
Thus we have J(tv) !  1 as t ! 1. Hence there exists a constant t0 > 0
such that if v0 := t0v, kv0k   and J(v0)  0. This concludes the proof.
59
As in subsection 4.2 we dene
  := f 2 C([0; 1];H10 (
)) j (0) = 0; J((1))  0; (1) 6= 0g
and
c := inf
2 
max
u2([0;1])
J(u):
We prove the next lemma.
Lemma 4.16. Let g satisfy (g1), (g2) and (g6). Then c ! 0 as !1.
Proof. As in the proof of corollary 2.4 in [9], we assume 0 2 ! and take a
function  2 C10 (!) with (0) = 1 and a constant 0 < k < 1=2. Set v := jxj k.
Then v 2 H10 (
) by a null extension. By the denition of v and (g1), we have
J(tv)  at
2
2
kvk2 + bt
4
4
kvk4   
Z
!
G(x; tv)dx  t
6
6
Z


v6dx =: f(t):
We put t > 0 so that f(t) = maxt0 f(t). Then, using (g2) we have
akvk2 + bt2kvk4  

t
Z
!
g(x; tv)vdx  t4
Z


v6 = 0: (106)
By (g1), we get
akvk2 + bt2kvk4  t4
Z


v6:
Hence there exists a constant C > 0 such that t  C for all  > 0. Furthermore
t ! 0 as  ! 1. If not, there exist a sequence fng and a constant  > 0
such that n !1 and tn !  as n!1. Then by (g1) and (g2), we have
1
tn
Z
!
g(x; tnv)vdx!
1

Z
!
g(x; v)vdx > 0:
The positivity of the right hand side is ensured by (g6) and the denition of
v. But in view of (106),
R
!
g(x; v)vdx must be 0. This is a contradiction.
Therefore we obtain
0 < c  max
t0
J(tv)  max
t0
f(t) <
at2
2
kvk2 + bt
4

4
kvk4 ! 0:
This completes the proof.
Next we prove an important lemma which ensures the local compactness of
the PS sequences for J.
Lemma 4.17. We assume g satises (g1), (g2) and (g5)' and further, fujg is
a (PS)c sequence for J with
c <

1

  1
6

aS
2
 3
2
:
Then f(uj)+g has a subsequence which strongly converges in L6(
).
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Proof. Let fujg  H10 (
) be a (PS)c sequence for J with
c <

1

  1
6

aS
2
 3
2
:
Firstly we claim that fujg is bounded in H10 (
). Actually, since J(uj) ! c
and J 0(uj)! 0 in H 1(
), we have by (g1) and (g5)',
c+ 1  J(uj)  1

hJ 0(uj); uji+
1

hJ 0(uj); uji
 a

1
2
  1


kujk2   b

1

  1
4

kujk4(u)  b
2T 2
kujk6 0
kujk2
T 2

+ 
Z



1

g(x; uj) G(x; uj)

dx+

1

  1
6
Z


(uj)
6
+dx  kujk
 a

1
2
  1


kujk2   4b

1

  1
4

T 4   kujk;
for large j 2 N, where for the last inequality we use the facts that kuk4(u) 
4T 4 for all u 2 H10 (
) and  0  0 on [0;1). This inequality proves the claim.
Consequently as in the previous section, we conclude that there exists a function
u 2 H10 (
) such that
uj * u weakly in H
1
0 (
);
uj ! u in Lp(
) for all 1  p < 6;
uj ! u a.e. on 
;
up to subsequences but still denoted fujg. Furthermore by the second con-
centration compactness lemma, there exist an at most countable set J , points
(xk)k2J  
 and positive values (k)k2J ; (k)k2J with
k  S
1
3
k (k 2 J );
such that
jruj j2 * d  jruj2 +
X
k2J
kxk ;
(uj)
6
+ * d = u
6
+ +
X
k2J
kxk ;
in the measure sense. To complete the proof, we claim J = ;. If not, choose
k 2 J . We dene a test function  2 C10 (R3) such that  = 1 on B(xk; "),  = 0
on B(xk; 2")
c, and 0    1 otherwise. In addition we assume jrj  2=".
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Then we have
0 = lim
j!1
hJ 0(uj); uji
= lim
j!1

a+ bkujk2(uj) + b
2T 2
kujk4 0
kujk2
T 2
Z


ruj  r(uj)dx
   lim
j!1
Z


g(x; uj)ujdx  lim
j!1
Z


(uj)
6
+dx:
(107)
Now we estimate the rst and second terms in the right hand side of (107). We
compute the rst term so that
lim
j!1

a+ bkujk2(uj) + b
2T 2
kujk4 0
kujk2
T 2
Z


ruj  r(uj)dx
= lim
j!1

a+ bkujk2(uj) + b
2T 2
kujk4 0
kujk2
T 2
Z


jruj j2dx
+ lim
j!1

a+ bkujk2(uj) + b
2T 2
kujk4 0
kujk2
T 2
Z


(ruj  r)ujdx
 lim
j!1
a
2
Z


jruj j2dx+ o(1);
(108)
where o(1) ! 0 as " ! 0. The last inequality comes from (7.11) and the fact
that
lim
j!1
a+ bkujk2(uj) + b2T 2 kujk4 0
kujk2
T 2
Z


(ruj  r)ujdx

= o(1) as "! 0:
(109)
We verify (109). Using the facts kuk2(u)  2T 2 and jkujk4 0(kujk2=T 2)j 
8T 4 for all u 2 H10 (
) we estimate
lim
j!1
a+ bkujk2(uj) + b2T 2 kujk4 0
kujk2
T 2
Z


ruj  rujdx

 (a+ 6bT 2) lim
j!1
Z

\B(xk;2")
jruj jjujrjdx
 (a+ 6bT 2) lim
j!1
8<:
Z


jruj j2dx
 1
2
 Z

\B(xk;2")
jujrj2dx
! 1
2
9=;
 C
 Z

\B(xk;2")
u6dx
! 1
6
 Z

\B(xk;2")
jrj3dx
! 1
3
 C
 Z

\B(xk;2")
u6dx
! 1
6
! 0 as "! 0;
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where for the second inequality we use the Schwartz inequality, and for the
third inequality we use the boundedness and L2(
) convergence of fujg and
the Holder inequality, and for the fourth inequality we use our assumption that
jrj  2=". This proves (109). Next using (82), we compute the second term
in the right hand side of (107) similarly to (88) in the previous section so that
lim
j!1
Z


g(x; uj)ujdx = o(1) as "! 0: (110)
Using the computations (108) and (110) for (107), we get
0  lim
j!1

a
2
Z


jruj j2dx 
Z


(uj)
6
+dx

+ o(1)
 a
2
Z


d  
Z


d + o(1) as "! 0:
Taking "! 0, we obtain
k  a
2
k:
Recalling that k  S
1
3
k , we estimate
k 

aS
2
 3
2
: (111)
Since J(uj)! c and J 0(uj)! 0 in H 1(
), we have by (7.15), (g1), (g5)' and
the fact that  0  0,
c = lim
j!1

J(uj)  1

hJ 0(uj); uji

= lim
j!1

a

1
2
  1


  b

1

  1
4

kujk2(uj)
Z


jruj j2dx

  lim
j!1
b
2T 2
kujk6 0
kujk2
T 2

+  lim
j!1
Z



1

g(uj)uj  G(uj)

dx
+ lim
j!1

1

  1
6
Z


(uj)
6
+dx


1

  1
6

aS
2
 3
2
:
This is a contradiction. Hence J = ;. Consequently we haveZ


(uj)
6
+dx!
Z


u6+dx as j !1;
up to subsequences but still denoted fujg. This completes the proof.
Remark 4.18. As in Remark 5.8, we can show that u is nonnegative.
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Using Lemma 4.14-Lemma 4.17 we prove the existence of a nontrivial critical
point of J.
Lemma 4.19. Let g satises (g1), (g2), (g5)' and (g6). Then there exists a
constant   0 such that J has a nontrivial critical point for all  > .
Proof. From Lemma 4.16, there exists a constant   0 such that
c <

1

  1
6

aS
2
 3
2
for all  > . For each  > , let fujg be a (PS)c sequence for J. Then by
Lemma 4.17 and Remark 4.18, there exists a nonnegative function u 2 H10 (
)
such that
(uj)+ ! u in L6(
) (112)
up to subsequences. From now on we prove that J satises the (PS)c condi-
tion. Since (uj   u) is bounded in H10 (
), by the denition, we have
hJ 0(uj); uj   ui = o(1) (113)
where o(1) ! 0 as j ! 1. Furthermore, noting u is nonnegative, similarly to
(93) and (94) in section 2, we haveZ


g(uj)(uj   u)dx = o(1) as j !1; (114)
and Z


(uj)
5
+(uj   u)dx = o(1) as j !1: (115)
Combining (113)-(115), we get
a+ bkujk2(uj) + b
2T 2
kujk4 0
kujk2
T 2
Z


ruj r(uj   u)dx
= o(1) as j !1:
Noting (7.11) and the weak convergence of fujg, we obtain
kujk ! kuk as j !1:
This proves the (PS)c condition for J. Now noting Lemma 4.14, Lemma 4.15,
and the (PS)c conditions for I, the mountain pass theorem concludes the
proof.
Finally we prove Theorem 4.3.
Proof of Theorem 4.3. We rst choose   0 so that
c < min
(
1

  1
6

aS
2
 3
2
; 4b

1

  1
4

T 4
)
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for all  > . Then by Lemma 4.19, for every  > , there exists a nontrivial
critical point u 2 H10 (
) of J with critical value c. As we have seen in the
rst part of this section, it is enough to show that kuk < T . In fact, since
J(u) = c, we have
a
2
kuk2 + b
4
kuk4(u) = 
Z


G(x; u)dx+
1
6
Z


u6+dx+ c
 

Z


g(x; u)udx+
1

Z


u6+dx+ c
(116)
by (g5)'. On the other hand, since u is a critical point of J, we obtain
1


a+ bkuk2(u) + b
2T 2
kuk4 0
kuk2
T 2

kuk2
=


Z


g(x; u)udx+
1

Z


u6+dx:
(117)
Substituting (117) into (116), we compute
a

1
2
  1


kuk2  b

1

  1
4

kuk4(u) + b
2T 2
kuk6 0
kuk2
T 2

+ c
 4b

1

  1
4

T 4 + c;
(118)
here we use the fact that kuk4(u)  4T 4 and  0  0 on [0;1). Now we assume
kuk  T to the contrary. Then we have
a

1
2
  1


T 2  4b

1

  1
4

T 4 + c:
But from our choice of T = T (a; b; ) > 0 and  > , recalling (105), we have
4b

1

  1
4

T 4  c < 4b

1

  1
4

T 4:
This is a contradiction. Hence kuk < T and thus, u is a critical point of I. As
in the proof of Theorem 4.1, we can ensure the smoothness and the positivity
of u. This nishes the proof.
Proof of Corollary 4.4. Considering 1 < q  3 and g(x; u) := (u+)q, we can
prove Corollary 4.4 by Theorem 4.3.
4.4 Additional results
In Theorem 4.3 and Corollary 4.4, we do not consider the case a = 0, b > 0.
They also do not consider such a case in [14]. Thus we naturally ask about the
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existence of solutions for such situation. As we shall discuss below, the situation
seems to be dierent from the case a > 0 and b  0. We have partially but
positive result for the existence. For our additional results, we consider the
following problem. Let 1 < q  3 and consider8><>:
 kuk2u = uq + u5 in 
;
u > 0 in 
;
u = 0 on @
:
(K2)
Firstly we can prove the existence of a solution which is a local minimum of
the corresponding functional of (K2) when 1 < q < 3 (and also get the same
conclusion when 0 < q  1). We give the following theorem.
Theorem 4.20. Let 1 < q < 3. Then there exists a constant m0 > 0 such that
(K2) has a positive solution for all 0 <  < m0.
We can prove Theorem 4.20 by a little modication of the argument in [34].
Thus we leave the proof for readers. How about the case q = 3? For this case,
we dene
1 = inf

kuk4
 Z


u4dx = 1

:
We can easily check that 1 is strictly positive and achieved by some func-
tion 1 > 0 in 
. Then it is natural to consider the Kirchho type nonlinear
eigenvalue problem: (
 kk2 = 3 in 
;
 = 0 on @
:
(E)
In [29], they prove the existence of unbounded sequences of eigenvalues of (E).
Some additional result for the problem (E) is obtained in [20]. Using the prin-
cipal eigenvalue of (E) i.e. 1 = 1(
) > 0, we state the following theorem.
Theorem 4.21. We assume 0 2 
 and there exists a constant R > 0 such that
B(0; R)  
. Then if 33=4R <  < 1(
), there exists a solution of (K2).
Remark 4.22. Since we do not know the precise lower bound for the value 1 =
1(
) > 0 (but we can easily conrm that at least 1(
)  f(3)7=45g1=3=R
if 
 = B(0; R)), the set f 2 R j 33=4R <  < 1(
)g may be empty.
Furthermore the necessity of the condition on  > 0 seems to be dicult to
prove. These are left for our future works.
In this subsection, we prove Theorem 4.21. As a matter of the fact, for this
case we can employ the minimizing argument as in [9]. Dene
K := inf

kuk4
 u 2 H10 (
); Z


u6dx = 1

and
K := inf

kuk4   
Z


u4dx
 u 2 H10 (
); Z


u6dx = 1

:
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Notice that K = S2 where S is dened as in the previous subsections. Following
the argument in [9], we shall show the existence of a minimizer of K.
Lemma 4.23. If K < S
2, K has a nontrivial and nonnegative minimizer.
Proof. We assume K < S
2. Let fujg be a minimizing sequence of K. Then
there holds
R


u6jdx = 1 and
kujk4   
Z


u4j = K + o(1) (119)
where o(1)! 0 as j !1. Then from the embedding L6(
) ,! L4(
), we have
that fujg is bounded in H10 (
). Hence by the weak compactness of H10 (
) and
the compactness of the Sobolev embeddings, we get
uj * u weakly in H
1
0 (
);
uj ! u in Lp(
) for all 1  p < 6;
uj ! u a.e. on 
;
up to subsequences. Notice that kujk4  S2 by the denition of S. Then from
(119), L4(
) convergence of fujg and our assumption, we haveZ


u4dx  1

 
S2  K

> 0:
Hence u is nontrivial. Now we put vj := uj u. Then by the weak convergence,
we have
kujk4 = kvjk4 + kuk4 + 2kvjk2kuk2 + o(1) as j !1: (120)
In addition by the Vitali convergence theorem,
1 =
Z


u6jdx =
Z


v6jdx+
Z


u6dx+ o(1) as j !1:
Thus we get from the denition of S,
1 =
Z


v6jdx+
Z


u6dx+ o(1)

Z


v6jdx
 2
3
+
Z


u6dx
 2
3
+ o(1)
 S 2kvjk4 +
Z


u6dx
 2
3
+ o(1);
(121)
as j !1. Now we claim
kuk4   
Z


u4dx  K
Z


u6dx
 2
3
: (122)
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In fact, let us rst assume K > 0. Then we have by (121) that
K  K
S2
kvjk4 +K
Z


u6dx
 2
3
+ o(1):
Combining this inequality and (119), and using the relation (120), we have
(122). Next if K  0, we have
K  K
Z


u6dx
 2
3
:
Again combining this inequality and (119), and using (120), we obtain (122). In
addition, from above arguments we can also ensure that vj must converge to 0 in
H10 (
). Thus we have
R


u6dx = 1. From this fact and (122), we conclude that
u is a nontrivial minimizer of K. Furthermore since we can trivially replace u
by juj, we get the conclusion of Lemma (4.23).
Let us ensure the hypothesis of Lemma 4.23. We assume 0 2 
 and there
exists a constant R > 0 such that B(0; R)  
. We dene a cut o Talenti
function u" in 
 similarly to the one in subsection 4.2 so that
u"(x) :=
"
1
2(jxj)
("2 + jxj2) 12 ;
here (r) is an appropriate cut o function such that (0) = 1, 0(0) = (R) = 0
and (r) = 0 if r > R. Then we have u" 2 H10 (
). We estimate as in [9],8><>:
R


jru"j2dx = K1 + 4"
R R
0
j0(r)j2dr +O("2);R


u6"dx = K
3
2 +O("
2);R


u4"dx = 
2 +O("2);
(123)
where K1 := (3
2)=4 and K2 := (
2=4)1=3 with K1=K2 = S. As in section 2,
we dene
v"(x) =
u"(x) R
B
u6"dx
 1
6
:
Then we get 8><>:
R


jrv"j2dx = S + 4"K2
R R
0
j0(r)j2dr +O("2);R


v6"dx = 1;R


v4"dx =
2
K22
"+O("2):
(124)
We prove the next lemma.
Lemma 4.24. If  > 33=4R, K < S
2.
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Proof. Using (124), we estimate
K  kv"k4   
Z


v4"dx
 S2   1
K22
 
2  8K1
Z R
0
j0(r)j2dr
!
"+O("2):
We take (r) = cos(r=2R): Then
R R
0
j0(r)j2dr = 2=8R. Hence taking " > 0
suciently small, we conclude that if  > 33=4R, K < S
2. This gives the
conclusion.
Finally we prove Theorem 4.21.
Proof of Theorem 4.21. First choose 33=4R <  < 1. Then K < S
2 by
Lemma 4.24. Hence from Lemma 4.23, we have a nontrivial minimizer u 2
H10 (
) ofK. Thus there exists a Lagrange multiplier  2 R such that kuk2u 
u3 = u5 in 
. We have further,  = K. Since  < 1, K > 0 from the
denition of 1 > 0. Consequently, after an appropriate rescaling, we have the
existence of a nontrivial and nonnegative solution of (K2). We can ensure the
smoothness and positivity of the solution similarly to the argument in previous
subsections. This completes the proof.
4.5 Appendix; Nonexistence results
In this appendix, we prove the nonexistence results for (K1), that is, we prove
Theorem 5.5 and Theorem 5.6. To do that, we introduce a Kirchho type
Pohozaev identity.
Lemma 4.25. We assume a; b  0 and a+ b > 0 and suppose g satises (g1).
Then if u is a smooth solution of (K1), the following identity holds. 
a+ bkuk2
2
kuk2   3
Z


G(x; u)dx  1
2
Z


u6dx
+
a+ bkuk2
2
Z
@

(x  )
@u@
2 d = 0;
(125)
where  and @=@ denote the outer normal vector and the outer normal deriva-
tive on @
 respectively, and further  is the 2 dimensional surface measure on
@
.
Proof. Fix a solution u of (K1). We dene
m(kuk2) := (a+ bkuk2) 1
and
f(x; u) := g(x; u) + u5:
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Then u is a solution of(
 u = m(kuk2)f(x; u) in 
;
u = 0 on @
:
The Pohozaev type identity for the solutions of the above equation is shown by
a usual procedure. We get
1
2
kuk2   3m(kuk2)
Z


F (x; u)dx+
1
2
Z
@

(x  )
@u@
2 d = 0;
where F (x; u) :=
R u
0
f(x; t)dt. This concludes the proof.
Next we prove Theorem 5.5.
Proof of Theorem 5.5. Let a; b  0, a + b > 0, 1 < q < 5 and g(x; t) = tq. In
addition we suppose that   0 and 
 is strictly star-shaped. To conclude the
proof, we assume that there exists a solution u of (K1) to the contrary. Then
we have
(a+ bkuk2)kuk2   
Z


uq+1dx 
Z


u6dx = 0:
Combining this relation and (131), we get
6
q + 1
  1


Z


uq+1dx = (a+ bkuk2)
Z
@

(x  )
@u@
2 d:
If  < 0, the right hand side of the above equality is strictly less than 0. This
is a contradiction since x   > 0 on @
. Now we assume  = 0. Then we have
from the above equality,
@u
@
= 0 on @
:
Therefore we have
0 =  
Z
@

@u
@
d =  
Z


udx =
1
a+ bkuk2
Z


(uq + u5)dx:
But the right hand side of the above equality must be strictly positive. This is
a contradiction. Hence there exists no solution for (K1) with   0. This is the
desired conclusion.
Lastly we prove Theorem 5.6. We refer to the argument in [8].
Proof of Theorem 5.6. Assume a > 0 and b  0 and let 1 < q  3 and g(x; t) =
tq. If u is a solution of (K1), there holds
(a+ bkuk2)kuk2   
Z


uq+1dx 
Z


u6dx = 0:
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By this relation and (131), we have

Z


uq+1dx = C(a+ bkuk2)
Z
@

(x  )
@u@
2 d;
where C > 0 is some constant depending only on q. Then by the assumption
that 
 is strictly star shaped and the embedding L2(@
) ,! L1(@
), we have

Z


uq+1dx  C(a+ bkuk2)
Z
@

@u@
2 d
 C(a+ bkuk2)
Z
@

@u
@
d
2
= C(a+ bkuk2)
Z


jujdx
2
 C(a+ bkuk2)[u]23;w;
(126)
for some constant C > 0 which depends only on q and 
, where [u]p;w :=
sup>0[jfu > gj
1
p ] denotes the Lp weak norm of u and jAj denotes the
Lebesgue measure of the set A  R3. Further here, for the third inequality
of the above inequality we use the Green representation formula, the facts that
jxj 1 belongs to weak L3 space and the Young's inequality for weak L3 norm
of convolution jxj 1  juj. On the other hand, since (a+ bkuk2)juj  u5, we
have

Z


uq+1dx  C
a+ bkuk2
Z


u5dx
2
: (127)
Now dene
r :=
6(q + 1)
q + 3
:
Then clearly q + 1  r and 3 < r < 5. Put 0 <  < 1 so that
 :=
3(5  r)
2r
:
Using r; a;  > 0, (126) and (127) we getZ


uq+1dx
 1
q+1
 C
Z


urdx
 1
r
 C[u]3;w
Z


u5dx
 1 
5
 C

(a+ bkuk2) 1
Z


uq+1dx
 
2

(a+ bkuk2)
Z


uq+1dx
 1 
10
;
71
for some constant C > 0 depending only on q and 
. Since

2
+
1  
10
=
1
q + 1
;
we have
(a+ bkuk2)( 2  1 10 )(q+1)  C:
for some constant C > 0 depending only on q and 
. Since

2
  1  
10
> 0;
we nally have
  0
for some constant 0 > 0 which depends only on a; q and 
. This proves
Theorem 5.6.
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5 On the Brezis-Nirenberg problem with a Kirch-
ho type perturbation
Abstract
In this section, we investigate a Kirchho type elliptic problem,(
   1 + b R


jruj2dxu = u+ u5; u > 0 in 
;
u = 0 on @
;
(P)
where 
  R3 is an open ball,  2 R and b  0. We give an extension of
the result by Brezis-Nirenberg in 1983 to the case b > 0. In particular, we
can observe several eects of the nonlocal coecient on the well known
results related to the existence, nonexistence and uniqueness. 4
5.1 Introduction
We investigate the Kirchho type elliptic problem,8><>:
 (1 + b R


jruj2dx)u = u+ u5 in 
;
u > 0 in 
;
u = 0 on @
;
(P)
here 
 is a 3 dimensional open ball. We regard  2 R as a given constant and
b  0 as a parameter. In this section we prove the existence of solutions of (P).
The characteristic principal term of the equation of (P) has its origin in the
theory of nonlinear vibrations. In [28], we can nd the following equation which
describes the free vibration of stretched strings,
@2u
@t2
  c2
 
1 +
Ea
2T0L
Z L
0
@u@x
2 dx
!
@2u
@x2
= 0; (P0)
where c2 := T0=m and u : [0; L] ! R denotes the amplitude of the vibrating
string. Moreoverm;T0; E; a; L are several physical quantities which respectively
denote the mass per unit length, base tension, Young modulus, cross section and
base length of the string. The nonlocal term appears as a consequence of taking
account the change of the tension on the vibrating string which is induced by
the change of its length. The equations of this type were rst considered by
Kirchho [16] and several researchers on physics.
In addition, we can also nd such Kirchho type wave equations on mathe-
matics. In [7][8][11][15][21][31], we can observe the equations such as,
@2u
@t2
 M
Z


jruj2dx

u = f(x; t; u); (P1)
where M : R+ ! R+ is some continuous function. By their works the solv-
ability of the equation (P1) under several boundary conditions, initial data and
4This argument is due to [26]
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hypotheses onM is investigated. For the details see the survey [6]. Our problem
(P) can be regarded as a stationary problem of (P1).
After the work by Alves, Corre^a and Ma [4], several Kirchho type ellip-
tic problems have been investigated extensively. We refer to [3]-[5][12][13][18]-
[20][23]-[25][29][34][35][38][39] and so on. They apply the variational or topo-
logical methods to their problems and successfully prove the existence of their
solutions. In this section we also investigate the solvability of such a Kirchho
type problem (P).
Here we note that the right hand side of the equation of (P) has the critical
term u5. Thus (P) has the typical diculty in proving the existence of solutions.
In our problem this diculty is caused by the lack of the compactness of the
Sobolev embedding H10 (
) ,! L6(
). In view of this, the critical problems of
Kirchho type equations for three dimensional case heve been already investi-
gated in [3][5][13][24][34][38][39]. See [25] for the four dimensional case and [12],
[20] for the general dimensional one. Here note that if we do not have the lower
order perturbation term in the equation of (P), that is, if  = 0 and further 

is strictly star-shaped, (P) has no solution (as proved in Subsection 5.2). Thus
it is natural for us to try to get the solvability of (P) with  > 0 following the
idea by Brezis-Nirenberg [9]. In this point of view the problem (P) with uq
and 1 < q < 5 instead of u has already been investigated by [12], [24] and [39].
By their works a certain extension from the result in [9] to the case b > 0 is
accomplished. In [12], Figueiredo considers the case 1 < q < 5 (we remark that
he rather deals with more general dimension and the nonlocal coecient). He
gets the existence if  > 0 is suciently large. In [39], Xie, Wu and Tang treat
the case 3 < q < 5 and conclude the existence for all  > 0. A similar problem
is investigated in [24] with additional existence and nonexistence results. But
there is no work for the delicate case q = 1. In this section, we deal with such
a linear perturbation case. We emphasize that in this case we can nd several
eects of the nonlocal coecient on the well-known existence, nonexistence [9]
and uniqueness [1][2][17][27][32][40] results for the case b = 0.
5.1.1 Main result
Here we note a result by Brezis-Nirenberg. In [9], (P) with b = 0 is treated.
Their result for the three dimensional case can be read as, \If and only if 1=4 <
 < 1 there exists a solution of (P) if b = 0", here 1 > 0 is the principal
eigenvalue of   on the open ball. In this section, we extend this result above
to the case b > 0. To make the comparison between our result and the one by
[9] clear, we t our situation closely to the one in [9]. That is, we assume 
 is an
open ball and further, consider the coecient of  u in (P) as (1+ b R


jruj2)
which is usually treated as (a + b
R


jruj2) for arbitrary a > 0. Moreover we
regard  2 R as a given constant and b  0 as a parameter in contrast to
the treatments in [12], [24] and [39]. Then the existence for the case b = 0 is
completely given by [9]. Our interest is to nd several eects of a Kirchho type
perturbation on the result above. Our main theorem is the following.
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Theorem 5.1. Let 
 be an open ball and  2 R be a given constant. Then the
following assertions hold.
(i) If   1=4, (P) has no solution for all b  0.
(ii) If 1=4 <  < 1, there exists a constant B2 = B2() > 0 such that (P)
has a solution for all 0  b < B2.
(iii) If  = 1, there exists a constant B3 = B3(1) > 0 such that (P) has a
solution for all 0 < b < B3 and (P) has no solution for b = 0.
(iv) If 1 < , there exists a constant B4 = B4() > 0 such that (P) has a
solution for all b > B4.
Remark 5.2. The conditions for b > 0 to be small in (ii) and (iii) are essential.
In fact we can prove that (P) has no solution if 0 <   1 and b > 0 is large.
See Subsection 3.2 below.
Remark 5.3. We can expect the multiplicity of solutions for (P) for the case
 > 1. We give a remark on the multiplicity in Subsection 5.2.
We put a comment on Theorem 5.1 (iii) and (iv). As we stated before, in
the case   1, (P) has no solution if b = 0. But our theorem says that even
if   1, (P) does have a solution thanks to b > 0 in the appropriate re-
gion. In most of previous works on Kirchho type elliptic problems, the authors
usually consider that the Kirchho type perturbation disturbs the existence of
solutions of their problem or prevent them from proving the existence. Conse-
quently some of them put several strong conditions on their nonlinear terms (for
example, the well known 3-superlinear condition for the subcritical case which
can be observed in [35] etc.) and the others elaborate some improvement for
the proof to overcome such diculties. But our result implies that the Kirch-
ho type perturbation can help the solvability of the problem. Furthermore
as remarked above, the Kirchho type perturbation admits the multiplicity of
solutions for the case  > 1. This fact suggests that the nonlocal perturbation
may break the uniqueness of solutions observed by [1][2][17][27][32][40] for the
case b = 0. A breaking uniqueness eect of the nonlocal coecient on the inho-
mogeneous problem has also found in an earlier work, see [10]. These existence
and breaking uniqueness phenomena induced by the nonlocal perturbation are
new knowledges among recent researches in Kirchho type nonlinear elliptic
problems.
Finally we note that on Theorem 5.1 we still have a question, the existence
or nonexistence for the case  > 1 with small b > 0. At least we can say that,
from the variational point of view, we clearly expect the condition b > 0 to be
large in (iv) is essential.
5.1.2 Organization of this section
This section is organized as follows. In Subsection 3.2, we prove Theorem 5.1 (i).
In Subsection 3.3, we demonstrate Theorem 5.1 (ii), (iii) and the nonexistence
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for large b > 0. In Subsection 3.4, we conclude Theorem 5.1 (iv) and put a
remark on the multiplicity of solutions for the case  > 1. In the proof, we
use a same character C to denote several positive constants. Note also that
we denote B(x; r) as a 3 dimensional open ball centered at x 2 R3 with radius
r > 0 or an open ball in H10 (
) topology centered at x 2 H10 (
) with radius r.
In the followings we denote the usual H10 (
) norm as k  k :=
 R


jruj2dx1=2.
5.1.3 Weak solutions of (P)
Here we give the denition of the weak solutions of (P). We say u 2 H10 (
) is a
weak solution of (P), if and only if u satises 
1 + bkuk2 Z


ru  rhdx  
Z


u+hdx 
Z


u5+hdx = 0; (128)
for all h 2 H10 (
), where u+ := maxf0; ug. Applying the usual elliptic regularity
argument and the strong maximum principle, we can conclude that every weak
solution of (P) is a classical solution of (P) even if b > 0.
5.1.4 A priori estimate
We can get a priori estimate for the solution u of (P) if b > 0 as follows. Let
1=4 <  and b > 0 be in the appropriate region. We have if  < 1,
0 < kuk <

4
b


1
  1
4
 1
2
; (129)
and if   1, 
1
b


1
  1
 1
2
< kuk <

4
b


1
  1
4
 1
2
: (130)
In fact, put C := (1 + bkuk2) 1=4. Then v := Cu satises(
 v = 1+bkuk2 v + v5; v > 0 in 
;
v = 0 on @
:
From [9], it follows that
1
4
<

1 + bkuk2 < :
This proves (191) and (130).
5.2 The case   1=4
In this subsection, we prove Theorem 5.1 (i). The argument is strictly based on
that in [9]. Firstly we consider the case   0. In this case, we use the following
Pohozaev type identity [30] (see also [33]) for the solutions of (P).
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Lemma 5.4. Let u be a solution of (P) and put g(t) := t + t5. Then the
following identity holds.
(1 + bkuk2)
2
Z


jruj2dx  3
Z


G(u)dx+
(1 + bkuk2)
2
Z
@

(x  )
@u@
2 d = 0
(131)
where G(t) :=
R u
0
g(s)ds,  and @=@ denote the outer normal vector and the
outer normal derivative on @
 respectively, and further d is the 2-dimensional
surface measure on @
.
Proof. For every solution of (P), applying the well known procedure, the proof
is straightforward.
We give the following theorem.
Theorem 5.5. Let 
 be strictly star-shaped and   0. Then (P) has no
solution for all b  0.
Proof. Utilizing (131), we can clearly conclude the theorem by the usual argu-
ment.
Next we consider the case 0 <   1=4.
Theorem 5.6. If 
 is an open ball and 0 <   1=4, there exists no solution
of (P) for all b  0.
Proof. For simplicity we assume 
 = B(0; 1). Then applying the similar ar-
gument to that in [14], we can conrm that every solution of (P) is radially
symmetric even if b > 0. Consequently every solution of (P) satises8><>:
 A(kuk2)  u00 + 2ru0 = u+ u5 in (0; 1);
u > 0 in [0; 1);
u0(0) = u(1) = 0;
(Pr)
where we put A(kuk2) := 1 + bkuk2 for simplicity. Now let 0 <   1=4 and
u be a solution of (Pr). We take a smooth function  such that  (0) = 0.
By a similar procedure to that on Lemma 1.4 in [9], we have a variant of the
Pohozaev type identity,Z 1
0
u2

A
4
 000 +  0

r2dr =
2
3
Z 1
0
u6
 
r   r2 0 dr + A
2
ju0(1)j2 (1): (132)
For reader's convenience, we show the proof of (132). Multiplying the equation
in (Pr) by r
2 u0 and integrating by parts, we have
A
Z 1
0
ju0j2

r   r
2 0
2

dr +
A
2
ju0(1)j2 (1)
= 
Z 1
0
u2

r +
r2 0
2

dr +
1
6
Z 1
0
u6
 
2r + r2 0

dr:
(133)
79
On the other hand, multiplying the equation by
 
r2 0=2  r u, similarly we
get
A
Z 1
0
ju0j2

1
2
r2 0   r 

dr   A
4
Z 1
0
u2r2 000dr
= 
Z 1
0
u2

1
2
r2 0   r 

dr +
Z 1
0
u6

1
2
r2 0   r 

dr:
(134)
Combining (133) and (134) we obtain (132). Now we take
 (r) = sin

(4=A)
1=2
r

:
Observe that  (0) = 0 and  (1)  0 since 1 = 2 (with the rst eigenfunction
jxj 1 sin(jxj)) and A  1. Then we have a similar contradiction to that in [9]
by (132) and the facts that
A
4
 000 +  0 = 0 and r   r2 0  0 in (0; 1]:
This completes the proof.
The proof of Theorem 5.1 (i). Assume 
 is an open ball. Then the proof is
obvious by Theorem 5.5 and Theorem 5.6.
5.3 The case 1=4 <   1
In this subsection, we deal with the case 1=4 <   1. We show the existence
for small b > 0 and nonexistence for large b > 0.
5.3.1 Existence for small b > 0
As the main argument, we prove Theorem 5.1 (ii) and (iii). We suppose 
 =
B(0; 1) for simplicity and x 1=4 <   1. If b = 0, the conclusions are in [9].
Hence here, we give the proof for the case b > 0. But if b > 0, the minimizing
argument in [9] does not seem to work. Thus we apply the mountain pass
theorem here. We dene the energy functional associated to (P) so that
Ib(u) =
1
2
kuk2 + b
4
kuk4   
2
Z


u2+dx 
1
6
Z


u6+dx:
Clearly Ib is well-dened and continuously Frechet dierentiable on H
1
0 (
). We
shall ensure the existence of a nontrivial critical point of Ib. The one of the
main arguments lies in ensuring the local PS condition for Ib. To this aim, we
give the following lemma.
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Lemma 5.7. Let b > 0,  < 1 and fujg  H10 (
) be a (PS)c sequence with
c <
1
2
CK +
b
4
C2K  
1
6S3
C3K
where S > 0 is the usual Sobolev constant dened by
S := inf
u2H10 (
)nf0g
R


jruj2dx
(
R


u6dx)
1
3
and CK = CK(b) :=

bS3 +
p
(bS3)2 + 4S3

=2. Then there exists a function
u 2 H10 (
) such that (uj)+ ! u+ in L6(
) up to subsequences.
Proof. We rst claim that fujg is bounded in H10 (
). In fact, since Ib(uj)! c
and I 0b(uj)! 0 in H 1(
), the Poincare inequality and our assumption   1
imply
c+ 1  Ib(uj)  1
6
hI 0b(uj); uji+
1
6
hI 0b(uj); uji
 1
3

1  
1

kujk2 + b
12
kujk4   kujk
 b
12
kujk4   kujk;
for large j 2 N. As b > 0, this proves the claim. Hence by the weak compactness
of H10 (
) and the compactness of the Sobolev embedding, we have
uj * u weakly in H
1
0 (
);
uj ! u in L2(
);
uj ! u a.e. on 
;
up to subsequence but still denoted fujg. Furthermore by the second concen-
tration compactness lemma [22], we can assume that there exist an at most
countable set J , points fxkgk2J  
, and values fkgk2J ; fkgk2J  R+ with
S
1
3
k  k (k 2 J) (135)
such that,
jruj j2 * d  jruj2 +
X
k2J
kxk ;
(uj)
6
+ * d = u
6
+ +
X
k2J
kxk ;
in the measure sense, here x denotes the Dirac delta measure concentrated at
x 2 R3 with mass 1. Now we claim J = ;. To show this, we assume J 6= ; on
the contrary. Then x k 2 J . For " > 0, dene a smooth test function " in R3
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such that " = 1 on B(xk; "), " = 0 on B(xk; 2")
c and 0  "  1 otherwise.
We also assume jr"j  2=". Again since I 0b(uj) ! 0 in H 1(
) and fujg is
bounded, we have
0 = lim
j!1
hI 0b(uj); uj"i
= lim
j!1

1 + b
Z


jruj j2dx
Z


ruj  r(uj")dx
 
Z


(uj)
2
+"dx 
Z


(uj)
6
+"dx

: (136)
Here note that
lim
j!1
Z


(ruj  r")ujdx
 = o(1) (137)
and
lim
j!1
Z


(uj)
2
+"dx
 = o(1) (138)
where o(1)! 0 as "! 0. (138) is obvious by the L2(
) convergence of fujg and
the assumption on ". We show (137). Using the boundedness and L
2(
) con-
vergence of fujg and utilizing the well-known inequalities and the assumption
on ", we calculate as
lim
j!1
1 + b Z


jruj j2dx
Z


(ruj  r")ujdx

 C lim
j!1
8<:
Z


jruj j2dx
 1
2
 Z

\B(xk;2")
jujr"j2dx
! 1
2
9=;
 C
 Z

\B(xk;2")
u6dx
! 1
6
 Z

\B(xk;2")
jr"j3dx
! 1
3
 C
 Z

\B(xk;2")
u6dx
! 1
6
! 0 as "! 0;
where C > 0 is some constant. This shows (138). By (136)-(138) and the
measure convergence above, we get
0 = lim
j!1

1 + b
Z


jruj j2dx
Z


jruj j2"dx 
Z


(uj)
6
+"dx

+ o(1)
=

1 + b
Z


d
Z


"d 
Z


"d + o(1)
Taking "! 0, we conclude
0  (1 + bk)k   k:
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Finally using (135) we obtain,
k  CK (139)
and
k  C
3
K
S3
: (140)
Then since Ib(uj)! c and I 0b(uj)! 0 in H 1(
), we have
c = lim
j!1

Ib(uj)  1
4
hI 0b(uj); uji

 lim
j!1

1
2
  1
4

kujk2   

1
2
  1
4
Z


(uj)
2
+dx+

1
4
  1
6
Z


(uj)
6
+dx



1
2
  1
4

k + b

1
4
  1
4

2k +

1
4
  1
6

k
 1
2
CK +
b
4
C2K  
1
6S3
C3K
where for the second inequality we use the Poincare inequality and the assump-
tion   1 and for the last inequality we use (139), (140) and the fact that
CK + bC
2
K  C3K=S3 = 0. This contradicts our hypothesis on c. Thus J = ;. It
follows that Z


(uj)
6
+dx!
Z


u6+dx as j !1:
This leads us to the proof.
Remark 5.8. We can easily conrm that u is nonnegative. In fact, since fujg
is bounded, we can assume that kujk2 ! B for some value B  0. If B = 0,
we nish the proof. If not, noting that we can suppose uj * u weakly in H
1
0 (
)
and (uj)+ ! u+ in Lp(
) for all 1  p < 6, we have
(1 + bB)
Z


ru  rhdx = 
Z


u+hdx+
Z


u5+hdx;
for all h 2 H10 (
). Taking h =  minfu; 0g =: u , we ensure the claim.
Here as in [9], we shall prove a lemma which shows a mountain pass level of Ib
is below the desired value. To the rst, let us recall the argument by [9]. They
choose the Talenti function [37] to estimate their mountain pass level. Note
that by an appropriate rescaling, the function can be considered as a positive
solution of the critical problem in whole space,(
 U = U5 in R3;
U(x)! 0 as jxj ! 1;
which is given by
U"(x) =
C0"
1
2
("2 + jx  x0j2) 12
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for some constant C0 > 0, every value " > 0 and point x0 2 R3. Actually if we
rescale U" by an appropriate constant,
V" :=

CK
S
3
2
 1
2
U";
we can easily check that V" satises the Kirchho type critical problem in whole
space, (
   1 + b RR3 jrV j2dxV = V 5 in R3;
V (x)! 0 as jxj ! 1:
Furthermore the energy of V" is obtained by
1
2
kV"k21;2 +
b
4
kV"k41;2  
1
6
Z
R3
V 6" dx =
1
2
CK +
b
4
C2K  
1
6S3
C3K
where k  kD1;2(R3) := (
R
R3 jr  j2dx)1=2. Thus it is natural to use the Talenti
function to estimate our mountain pass level too.
Now recall our assumption, 
=B(0,1). For all " > 0 we introduce the cut
o Talenti function,
u"(x) :=
"
1
2 (jxj)
("2 + jxj2) 12
where (r) := cos(r=2) is a cut o function which satises (0) = 1 and
 0(0) = (1) = 0. We normalize u" as v" := u"=(
R


u6"dx)
1=6. Then we estimate8><>:
R


jrv"j2dx = S + 14 "+O("2);R


v6"dx = 1;R


v2"dx = "+O("
2);
(141)
where  > 0 is some constant. We prove the next lemma.
Lemma 5.9. For every 1=4 < , there exists a constant B = B() > 0 such
that for all 0 < b < B,
sup
t0
Ib(tv") <
1
2
CK +
b
4
C2K  
1
6S3
C3K
if " > 0 is small enough.
Proof. Let v" be dened as above. Take t > 0. Then we have after some
calculation that
Ib(tv") =
t2
2

kv"k2   
Z


v2"dx

+
bt4
4
kv"k4   t
6
6
Z


v6"dx
 1
2
CK +
b
4
C2K  
1
6S3
C3K   C

  1
4
  b1CK(b)
4

"+O("2);
(142)
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for some constant C > 0. The calculation to obtain the last inequality is
straightforward but a little bit complicated. Thus we show the proof in Ap-
pendix A for reader's convenience. Notice that since  > 1=4, there exists a
constant B = B() > 0 such that
  1
4
  b1CK(b)
4
> 0
for all 0 < b < B (it is enough if we take B() = 2 (=1   1=4) (1=)
1
2 S 
3
2 ):
Fix such a b. Then we can conclude that
sup
t0
Ib(tv") <
1
2
CK +
b
4
C2K  
1
6S3
C3K
for small " > 0. This completes the proof.
Proof of Theorem 5.1 (ii) and (iii). Fix 1=4 <   1. The conclusions for
the case b = 0 are in [9]. Let us consider the case b > 0. Take B = B() > 0
from Lemma 5.9. For all 0 < b < B, we shall ensure the followings.
(a) There exist constants ;  > 0 such that Ib(u)   for all u 2 H10 (
) with
kuk = .
(b) There exists a function v0 2 H10 (
) such that kv0k >  and Ib(v0)  0.
We conrm (a). Take  > 0 and u 2 H10 (
) with kuk = . Then the Poincare
inequality and the Sobolev embedding imply
Ib(u)  1
2

1  
1

kuk2 + b
4
kuk4   Ckuk6
 b
4
4   C6
for some constant C > 0. Thanks to b > 0, we obtain the conclusion. Next we
show (b). Take any nontrivial function v 2 H10 (
) with v  0. Then we have
for all t  0,
Ib(tv0)  t
2
2
kvk2 + bt
4
4
kvk4   t
6
6
Z


v6dx:
Then obviously we get Ib(tv)!  1 as t!1. Thus we have a constant t0 > 0
such that kt0vk >  and Ib(t0v)  0. Put v0 := t0v. This proves (b). Now
recalling Lemma 5.9, we choose " > 0 small enough. With large t0 > 0, we take
the function in (2) as v0 := t0v". Then we dene
 b := f 2 C([0; 1];H10 (
)) j (0) = 0 ; (1) = v0g
and
cb := inf
2 
max
t2[0;1]
Ib((t)):
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By our choice of b > 0, the denition of cb and Lemma 5.9, we get
cb <
1
2
CK +
b
4
C2K  
1
6S3
C3K :
Finally let us conrm the (PS)cb condition for Ib. Let fujg  H10 (
) be a (PS)cb
sequence. Then by Lemma 5.7 and Remark 5.8, we can assume that there exists
a nonnegative function u 2 H10 (
) such that
uj * u weakly in H
1
0 (
);
uj ! u in L2(
);
(uj)+ ! u in L6(
):
Furthermore since I 0b(uj)! 0 in H 1(
), we have
hI 0b(uj); uj   ui = o(1)
where o(1)! 0 as j !1. Then the L2(
) convergence of fujg and the L6(
)
convergence of f(uj)+g show
(1 + bkujk2)
Z


ruj  r(uj   u)dx = o(1) as j !1:
By the weak convergence, we obtain uj ! u in H10 (
). This concludes the
proof.
5.3.2 Nonexistence for large b > 0
To show the nonexistence result for the case 0 <   1, we use a priori estimate
(191). We state the following.
Theorem 5.10. Let 0 <   1. Then there exists no solution of (P) if
b  4p
3


1
  1
4

1

 1
2
S 
3
2 :
Proof. Let u be a solution for (P). Multiplying the equation of (P) by u, inte-
grating by parts, we have
0 = kuk2 + bkuk4   
Z


u2dx 
Z


u6dx
>

1  
1

kuk2 + bkuk4   1
S3
kuk6;
where we use the Poincare and the Sobolev inequalities for the last inequality.
Solving this inequality for kuk 6= 0, we get
kuk2 > 1
2
 
bS3 +
s
(bS3)2 + 4

1  
1

S3
!
:
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Combining this estimate with (191) we obtain
1
2
 
bS3 +
s
(bS3)2 + 4

1  
1

S3
!
<
4
b


1
  1
4

:
Thus we must have
b <
4p
3


1
  1
4

1

 1
2
S 
3
2 :
This completes the proof.
5.4 The case  > 1
In this subsection we consider the case  > 1. We can get the possibly multiple
solutions with the aid of the Kirchho type nonlocal perturbation.
5.4.1 Existence for large b > 0
To the rst we prove Theorem 5.1 (iv). We remark that for the conclusion,
it is enough if we assume 
 is a bounded domain with smooth boundary. Fix
 > 1. As in the previous section, we dene the energy functional,
Ib(u) =
1
2
kuk2 + b
4
kuk4   
2
Z


u2+dx 
1
6
Z


u6+dx:
We shall prove the existence of a nontrivial critical point, in particular a local
minimum, of Ib. To this aim, inspired by [34], we apply the method of the
Nehari manifold. We also refer to the original work [37]. To the beginning, we
dene
 := fu 2 H10 (
) j hI 0b(u); ui = 0g;
and split  into 3 parts,
+ := fu 2  j bkuk4 > 2
Z


u6+dxg; (143)
0 := fu 2  j bkuk4 = 2
Z


u6+dxg; (144)
  := fu 2  j bkuk4 < 2
Z


u6+dxg: (145)
Now we choose
b > 2


1
  1
 1
2
S 
3
2 ; (146)
where S is the Sobolev constant as dened in the previous section. Since we x
b > 0 as above, we denote Ib as I for simplicity. Let us begin with the following
lemmas.
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Lemma 5.11. + 6= ; and 0 = f0g.
Proof. We consider the principal eigenfunction 1 > 0 of   on 
 with k1k =
1. Then for t > 0, we put a function
f(t) :=  


1
  1

+ bt2  
Z


61dx

t4:
Noting our assumption  > 1 and (198), we can nd a constant 0 > 0 such
that f(0) = 0 and f
0(0) > 0. This implies 01 2 +. Next we assume
that there exists a nontrivial function u 2 0 on the contrary. Firstly suppose
kuk2   R


u2+dx. Then as u 2 0, considering (7.4), we obtain
0 = kuk2 + bkuk4   
Z


u2+dx 
Z


u6+dx
 b
2
kuk4:
This is impossible. Secondary we assume kuk2 <  R


u2+dx. Then since u 2
 n f0g, we have
b =

R


u2+dx  kuk2
kuk4 +
R


u6+dx
kuk4
=
2
R


u6+dx
 

R


u2+dx  kuk2

bkuk8 +
R


u6+dx
kuk4
 2
b


1
  1

S 3 +
b
2
where for the second equality, we use (7.4) and for the last inequality, we apply
the Poincare and the Sobolev inequalities and again (7.4). Solving this inequality
with respect to b > 0, we get
b  2


1
  1
 1
2
S 
3
2 :
This contradicts (198). The proof is done.
Lemma 5.12. There holds
kuk <

2
b


1
  1
 1
2
for all u 2 +.
Proof. For any u 2 +, we have by the Poincare inequality and (143),
0 = kuk2 + bkuk4   
Z


u2+dx 
Z


u6+dx
>
b
2
kuk2

kuk2   2
b


1
  1

:
Noting our assumption  > 1, we get the conclusion.
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Lemma 5.13. For every u 2 +, there exists a constant " > 0 and a C1
functional t on B(0; ")  H10 (
) such that t(0) = 1, t(w) > 0, t(w)(u  w) 2 
for all w 2 B(0; "), and further,
ht0(0); hi = (1 + 2bkuk
2)
R


ru  rhdx   R


u+hdx  3
R


u5+hdx
bkuk4   2 R


u6+dx
; (147)
for all h 2 H10 (
).
Proof. For every u 2 +, we dene a C1 map,
g(w; t) := ku  wk2 + bt2ku  wk4   
Z


(u  w)2+dx  t4
Z


(u  w)6+dx:
Then by (143), we can easily verify that
g(0; 1) = 0 and gt(0; 1) 6= 0;
where gt(w; t) is the rst partial derivative of g(w; t) with respect to t. The
implicit function theorem concludes the proof.
Lemma 5.14.  1 < infu2+[0 < 0.
Proof. For all u 2 + [ 0, using the Poincare inequality we get
I(u) = I(u)  1
6
hI 0(u); ui
  1
3


1
  1

kuk2 + b
12
kuk4: (148)
On the other hand, we x a function u 2 +. Then we have from (143),
I(u) = I(u)  1
2
hI 0(u); ui
<   b
12
kuk4:
(149)
(7.5) and (149) ensure the proof.
Now we put c0 := infu2+[0 I(u). From the Ekeland variational principle,
there exists a sequence fung  + [ 0 such that
I(un)  1
n
+ c0 and I(w) > I(un)  1
n
kw   unk (w 2 + [ 0): (150)
Lemma 5.15. Let fung be given as above. Then
I 0(un)! 0 in H 1(
); (151)
up to subsequences.
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Proof. We rst claim that fung is bounded in H10 (
). Actually noting (150),
we have similarly to (7.5),
c0 + 1  I(un)  1
6
hI 0(un); uni
  1
3


1
  1

kunk2 + b
12
kunk4:
for large n 2 N. Since b > 0, this inequality implies the claim. Then by the
weak compactness of H10 (
) and the compactness of the Sobolev embeddings,
there exists a function u 2 H10 (
) such that
un * u weakly in H
1
0 (
);
un ! u in L2(
);
un ! u a.e. on 
;
up to subsequences but still denoted fung. Since c0 < 0 we can assume un 6= 0
and thus fung  +. Now let us conclude (151). To this end, we follow the
argument in the proof of Theorem 1 in [37]. We assume kI 0(un)k > 0 for large
n 2 N. For such a n 2 N and un 2 +, we take a constant " > 0 and a C1
functional t on B(0; ")  H10 (
) from Lemma 5.13. For all 0 <  < ", we dene
tn() := t(I
0(un)=kI 0(un)k) and
w := tn()

un    I
0(un)
kI 0(un)k

:
Note that w 2 + for suciently small  > 0. Recalling (150), we have
1
n
kw   I(un)k > I(w)  I(un)
= (1  tn())hI 0(w); uni+ tn()hI 0(w); I
0(un)
kI 0(un)ki+ o():
Dividing by  > 0 and taking  ! 0, we get
C(jt0n(0)j+ 1)
n
  ht0(0); I
0(un)
kI 0(un)kihI
0(un); uni+ hI 0(un); I
0(un)
kI 0(un)ki
= kI 0(un)k;
for some constant C > 0, where jt0n(0)j := jht0n(0); I 0(un)=kI 0(un)kij. Thus the
proof is done once we conrm that jt0n(0)j is bounded. Let us show this. From
(147) and the boundedness of fung, there exists a constant C > 0 which is
independent of n 2 N such that
jt0n(0)j 
C
bkunk4   2
R


(un)6+dx
:
We claim that we can extract a subsequence so that
bkunk4   2
Z


(un)
6
+dx > C
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for some constant C > 0. To conrm this, it is enough to show that
lim
n!1

bkunk4   2
Z


(un)
6
+dx

> C (152)
for a value C > 0. Since fung  +, obviously
lim
n!1

bkunk4   2
Z


(un)
6
+dx

 0:
Now we suppose
lim
n!1

bkunk4   2
Z


(un)
6
+dx

= 0 (153)
on the contrary. Since fung is bounded, we can assume that there exists a
constant B > 0 such that
kunk2 ! B: (154)
Then by (153) and the Sobolev inequality, there holds
1 = lim
n!1
2
R


(un)
6
+dx
bkunk4 
2
b
lim
n!1 kunk
2S 3 =
2
b
BS 3: (155)
Now as fung   n f0g
b =

R


(un)
2
+dx  kunk2
kunk4 +
R


(un)
6
+dx
kunk4
 1kunk2


1
  1

+
R


(un)
6
+dx
kunk4
where for the last inequality we use the Poincare inequality. Taking n!1 and
noting (154), (155) we get
b  2
b


1
  1

S 3 +
b
2
:
Solving this with respect to b > 0, we obtain a contradiction as in the proof of
Lemma 5.11. Thus (152) holds. This completes the proof.
Finally we ensure the existence of a nontrivial critical point of I.
Lemma 5.16. There exists a nontrivial critical point u 2 + of I.
Proof. Our argument is based on that in [34]. Let fung be a minimizing se-
quence of c0 as in the paragraph above Lemma 5.15. Similarly to the argu-
ment on Lemma 5.15, we have that fung is bounded in H10 (
). Then by the
second concentration compactness lemma, there exist a nonnegative function
u 2 H10 (
), an at most countable set J , points fxkgk2J  
, and values
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fkgk2J ; fkgk2J  R+ with S1=3k  k for all k 2 J such that up to sub-
sequences,
jrunj2 * d  jruj2 +
X
k2J
kxk ;
(un)
6
+ * d = u
6 +
X
k2J
kxk ;
in the measure sense. Similarly to the proof of Lemma 5.7, we shall show J = ;.
To do this, we assume J 6= ;. Since we can assume I 0(un) ! 0 in H 1(
) by
Lemma 5.15, we estimate similarly to (139),
k  CK(b)  bS3:
But since fung  +, noting Lemma 5.12 and the inequality above, we have
2
b


1
  1

 lim
n!1 kunk
2
 k
 bS3:
This is impossible because of (198). It follows that
(un)+ ! u in L6(
):
Then by the same argument with the proof of Theorem 5.1, we have
un ! u in H10 (
):
As a consequence, u is a critical point of I and clearly u 2 +[0. Furthermore
since I(u) < 0, u 6= 0. Thus Lemma 5.11 concludes u 2 +. This nishes the
proof.
The proof of Theorem 5.1 (iv). Let  > 1. We put
B4 := 2


1
  1
 1
2
S 
3
2 :
Then from Lemma 5.16, (P) has a nontrivial weak solution for all b > B4. This
completes the proof.
5.4.2 Remark on the multiplicity
It is natural for us to expect the existence of a second solution in   dened as
(145). But by the similar reason to the concluding remarks in [34], it seems to
be hard to prove that. Instead of that, we can get a mountain pass solution as
follows.
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Theorem 5.17. For any  > 1, if b > 0 satises
4p
3


1
  1
 1
2
S 
3
2 < b < 2


1
  1
4

1

 1
2
S 
3
2 ; (156)
which is possible if and only if
1 <  < 1
 
5
4
+
p
7
2
!
;
(P) admits a solution u with I(u) > 0.
Remark 5.18. The condition on b > 0 not to be too large in Theorem 5.17 is
essential for the existence of the solutions with positive energies. We can check
that with a similar argument to that in Subsection 5.2. In fact, take
b >
4p
3


1
  1
 1
2
S 
3
2 (157)
and let u be a solution of (P) with I(u) > 0. Then using the Sobolev inequality,
we have
0 < I(u)  1
2
hI 0(u); ui
   b
4
kuk4 + 1
6S3
kuk6:
It follows that
kuk2 > 3
2
bS3: (158)
In addition, since u is a solution of (P), we obtain by the Poincare and the
Sobolev inequalities,
0 = kuk2 + bkuk4   
Z


u2dx 
Z


u6dx
>  


1
  1

kuk2 + bkuk4   1
S3
kuk6:
Noting (157) and (158), we deduce
kuk2 > 1
2
 
bS3 +
s
(bS3)2   4


1
  1

S3
!
:
Combining this with (130), we get
1
2
 
bS3  
s
(bS3)2   4


1
  1

S3
!
<
4
b


1
  1
4

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Again we must have
b <
4p
3


1
  1
4

1

 1
2
S 
3
2 :
This concludes the remark.
Now recall that, from the argument in the previous subsection, for every
 > 1, we can get a solution with negative energy if
b > 2


1
  1
 1
2
S 
3
2 :
Thus combining this fact and Theorem 5.17, we conclude that (P) has two
solutions if
1 <  < 1
 
5
4
+
p
7
2
!
and
4p
3


1
  1
 1
2
S 
3
2 < b < 2


1
  1
4

1

 1
2
S 
3
2 :
The organization of the proof for Theorem 5.17 is similar to that for Theorem
5.1 (ii) and (iii). All we should check here is the appropriate local PS condition
for the case  > 1. Dene I as in the previous subsection. We show the
following.
Lemma 5.19. Let  > 1, take
b > 2


1
  1
 1
2
S 
3
2 ;
and suppose fujg is a (PS)c sequence for I with
c <
1
2
CK(b) +
1
4
CK(b)
2   1
6S3
CK(b)
3:
Then fung converges in H10 (
) up to subsequences.
Proof. The rst part of the proof is similar to that for Lemma 5.7. That is,
we can show fujg is bounded and hence, assume that there exist a nonnegative
function u 2 H10 (
), an at most countable set J , points fxkgk2J  
, and
values fkgk2J ; fkgk2J  R+ with S1=3k  k for all k 2 J such that up to
subsequences,
jruj j2 * d  jruj2 +
X
k2J
kxk ;
(uj)
6
+ * d = u
6 +
X
k2J
kxk ;
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in the measure sense. If J 6= ;, we can estimate as before,
k  CK(b) and k  CK(b)
3
S3
for some k 2 J . We obtain
c = lim
j!1

Ib(uj)  1
4
hI 0b(uj); uji



1
2
  1
4

k + b

1
4
  1
4

2k +

1
4
  1
6

k
  1
4


1
  1

kuk2 + 1
12
Z


u6dx; (159)
where for the last inequality we use the measure convergence above and the
Poincare inequality. Now notice that we are considering the case  > 1. To
obtain a contradiction as in the proof of Lemma 5.7, we recall that u 2 H10 (
)
satises
(1 + bB)
Z


ru  rhdx = 
Z


u+hdx+
Z


u5+hdx; (160)
for all h 2 H10 (
) where
B := lim
n!1 kujk
2
as in Remark 5.8. Notice that
B  kuk2 + k  kuk2 + bS3:
From (160) and the estimate above, we deduce thatZ


u6dx 

b2S3  


1
  1

kuk2 + bkuk4
Consequently we have
 1
4


1
  1

kuk2 + 1
12
Z


u6  1
12

b2S3   4


1
  1

kuk2 + b
12
kuk4
 0;
since b > 0 is large enough. Combining this inequality together with (159) we
get
c  1
2
CK +
b
4
C2K  
1
6S3
C3K :
This is a desired contradiction. This leads us to the proof.
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The proof of Theorem 5.17. Take any  > 1 and x b as in (156). To the rst
we conrm the mountain pass geometry. For all u 2 H10 (
) with kuk = , we
have by the Poincare and the Sobolev inequalities,
I(u)   1
2


1
  1

kuk2 + b
4
kuk4   1
6S3
kuk6
=  1
2


1
  1

2 +
b
4
4   1
6S3
6:
Considering the lower bound for b in (156), we obtain constants ;  > 0 such
that I(u)   for all u 2 H10 (
) with kuk = . In addition it is clear that for
any nonnegative function u 2 H10 (
)nf0g, I(tu)!  1 as t!1. Then noting
Lemma 5.19 and the argument for the proof of Theorem 5.1 (ii) and (iii), we
get the conclusion.
5.5 Final remark
In contrast to previous arguments, let us regard b  0 as a given constant and
 2 R as a parameter as the treatments in [12], [24] and [39]. Then we can
trivially modify the previous arguments and get the following.
Theorem 5.20. Let 
 be an open ball. Then for all b  0, there hold the
followings.
(i) If (1=4) (1 + bCK(b)) <  < 1
 
1 + 3b2S3=16

, (P) has a solution with
positive energy.
(ii) If 1 <  < 1
 
1 + b2S3=4

, (P) has a solution with negative energy.
Remark 5.21. Surely, we can show corresponding nonexistence results to those
in Subsection 5.2, 5.3.2 and 5.4.2 for small  > 0. In addition note that if b > 0
is too large the constant  > 0 satisfying the condition in (i) is empty.
As long as we observe from Theorem 5.20, the interval for  > 0 in which
(P) admits a mountain pass solution seems to shift from (1=4; 1) by a mount
depending on b  0 and vanish for large b > 0. Instead of that, there occurs
a local minimum of the corresponding energy functional in some interval for
 > 1 and it becomes wider and wider as b > 0 increases. Certainly we can
conclude the existence of multiple solutions in the appropriate region for small
b > 0 and  > 1. This behavior of the structure of solutions of (P) seems to
come from the combined eect of the special nature of the 3-dimensional critical
problem and the nonlocal coecient.
5.6 Appendix; Verication for (142)
In this appendix we prove (142) in Lemma 5.9. To the rst x " > 0 and put
f"(t) := Ib(tv")
=
1
2
A"t
2 +
b
4
B"t
4   1
6
t6
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where we dene A" := kv"k2  
R


v2"dx and B" := kv"k4. We compute
max
t0
f"(t) =
1
2
A"C" +
b
4
B"C
2
"  
1
6
C3" (A.34)
where C" := (bB" +
p
(bB")2 + 4A")=2. Here notice that from (141),
A" = S   

  1
4

"+O("2);
B" = S
2 +
1S
2
"+O("2);
C" =
CK(b)
S
+

4
 
1bS +
1b
2S3   4    14 p
b2S4 + 4S
!
"+O("2):
Then we estimate the right hand side of (A.34) by the order of " > 0 and get
max
t0
f"(t)  1
2
CK(b) +
b
4
CK(b)
2   1
6S3
CK(b)
3
  CK(b)
2S

  1
4
  1bCK(b)
4

"
+

8S2
 
1bS +
1b
2S3   4    14 p
b2S4 + 4S
! 
S3 + bS3CK(b)  CK(b)2

"
+O("2):
Since S3 + bS3CK(b)  CK(b)2 = 0, we obtain (142).
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6 The critical problem of Kirchho type elliptic
equations in dimension four
Abstract
We study the following Kirchho type elliptic problem,(
   a+ b R


jruj2dxu = uq + u3; u > 0 in 
;
u = 0 on @
;
(P)
where 
  R4 is a bounded domain with smooth boundary @
. Moreover
we assume a; ;  > 0, b  0 and 1  q < 3. In this section, we prove the
existence of solutions of (P). Our tools are the variational method and the
concentration compactness argument for PS sequences.5
6.1 Introduction
We investigate a Kirchho type elliptic problem,8><>:
   a+ b R


jruj2dxu = uq + u3 in 
;
u > 0 in 
;
u = 0 on @
;
(P)
where 
  R4 is a bounded domain with smooth boundary @
. We assume
a; ;  > 0, b  0 and 1  q < 3. In this section, we prove the existence of
solutions of (P).
Our problem (P) describes the stationary state of the Kirchho type quasi-
linear hyperbolic equation such as
@2u
@t2
 M
Z


jruj2dx

u = f(x; t; u); (P0)
where M : R+ ! R+ is some function. (P0) appears in the theory of the
nonlinear vibrations on physics [15]. The solvability of (P0) is also discussed on
mathematics [6][7][9][14][26] etc. We can refer to the survey [1].
In recent years, the analysis of the stationary problems of (P0) has been
extensively carrying out by many authors, see [2][3][4][10][11][16][17][18][20][21]
[24][28][30][31] and so on. By them, several existence results are successfully
obtained via the variational and topological methods even for the critical case.
But most of them treat only three or less dimensional case except for [3], [10]
and [18]. Here we emphasize that we would treat the 4-dimensional critical
problem (P). In our case, a typical diculty occurs in proving the existence
of solutions because of the lack of the compactness of the Sobolev embedding
H10 (
) ,! L4(
). Furthermore, in view of the corresponding energy, the in-
teraction between the Kirchho type perturbation kuk4
H10 (
)
and the critical
nonlinearity
R


u4dx is crucial. In the followings, we can see the eect of such
5The argument in this section is based on [23].
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an interaction on the existence. To our best knowledge, this result is the rst
one which essentially attacks the Brezis-Nirenberg problem for four dimensional
Kirchho type equations. Lastly we remark that if we take N  5, the critical
Sobolev exponent 2 := 2N=(N   2) is strictly less that 4. Thus the treatment
for the higher dimensional problem must be dierent from those in this section.
It is because our ideas are strictly based on the fact that the critical exponent is
just equal to the exponent on the Kirchho term bkuk4. How to get the solvabil-
ity for higher dimensional problem is another and interesting problem for our
future. We will again put a remark on the treatment for the higher dimensional
problem in Subsection 6.4.
6.1.1 Statement of results
Firstly we consider the cases q = 1. Let S; 1 > 0 be the usual Sobolev constant
dened by
inf
u2H10 (
)nf0g
R


jruj2dx R


u4dx
1=2 ;
and the principal eigenvalue of   on 
 respectively. Our result is the following.
Theorem 6.1. Let q = 1, a > 0 b  0, 0 <  < a1 and  > 0. Then (P) has
a solution if and only if bS2 < .
Remark 6.2. Recall the result by Brezis-Nirenberg [8]. In [8], the case a = 1,
b = 0 and  = 1 is considered. Theorem 6.1 gives an extension of their result
to the Kirchho type problem for 4-dimensional case.
As we shall see in Subsection 6.2, the proof of Theorem 6.1 is successfully
straightforward. The problems lie in the case 1 < q < 3. Certainly, we can
conrm the existence if a; ;  > 0 and b = 0 by [8]. Thus here we only deal
with the case b > 0. In this case, the boundedness of the PS sequences is hard
to prove. Hence inspired by [17], we consider the problem8><>:
   a+ b R


jruj2dxu = (uq + u3) in 
;
u > 0 in 
;
u = 0 on @
;
(P)
where  2 (; 1] for some 1=2 <  < 1. By the aid of the result by Jeanjean [13],
we prove the next theorems.
Theorem 6.3. We suppose 1 < q < 3. Let b;  > 0 satisfy bS2 <  < 2bS2 and
take 1=2 <  < 1 so that bS2= < . Furthermore, assume one of the following
(C1), (C2) and (C3) holds,
(C1) a > 0 and  > 0 is suciently small.
(C2)  > 0 and a > 0 is suciently large.
(C3) a > 0,  > 0 and b < =S2 is suciently close to =S2.
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Then (P) poses a solution for almost every  2 (; 1]. Furthermore we can nd
an increasing sequence (n)  (; 1] such that n ! 1 as n!1 and (P) with
 = n has a solution un showing one of the followings,
(i) un !1 in H10 (
) as n!1,
(ii) un is bounded in H
1
0 (
) and consequently, (P) has a solution.
Remark 6.4. In Theorem 6.3, we give the condition bS2 <  < 2bS2 on
b;  > 0. Comparing to that in Theorem 6.1, we can see an additional part such
as  < 2bS2. This condition is used to get the appropriate local compactness of
our PS sequences. See the proof of Lemma 6.13. Note that it is also considered
in the proof of Theorem 6.6 below.
Remark 6.5. Let 1 < q < 3 and b;  satisfy the hypothesis in Theorem 6.3 and
put
g(t) :=
a
2(  bS2) t
2   
(q + 1)S
(q+1)=2
q+1
tq+1 +
(2bS2   )
4S2(  bS2) t
4;
where
Sq+1 := inf
u2H10 (
)nf0g
R


jruj2dx R


jujq+1dx 2q+1 :
More generally, for the conclusion of Theorem 6.3, it is sucient if we choose
a; b;  and  so that
g(t)  0 for all t  0 (C0)
instead of assuming (C1)-(C3). Noting this, (C1) can be read as, we can take
arbitrary a > 0, but then we should choose  > 0 so small that (C0) holds. On
other hand, (C2) implies that we may choose any  > 0, but then we should take
a > 0 so large that (C0) is true. Finally (C3) means that we can take both a > 0
and  > 0 arbitrarily, but for this, we should set b < =S2 so close to =S2 that
(C0) is satised. We recall these conditions in Lemma 6.13, Subsection 6.3.
We can avoid the possibility of the assertion (i) in Theorem 6.3 if 
 is strictly
star-shaped.
Theorem 6.6. Assume a; b; ;  > 0 satises the same hypotheses with those
in Theorem 6.3. Furthermore we suppose 
  R3 is strictly star-shaped. Then
(P) has a solution.
Recently the Brezis-Nirenberg problem (cf.[8]) for the Kirchho type equa-
tions are observed in [2], [10], [20], [21] and [31]. By their works, a certain exten-
sion from the original Brezis-Nirenberg problem to the Kirchho type one is ac-
complished for 3-dimensional case. For larger dimensional case, only Figueiredo
[10] considers the case N  3 and 
  RN . By his argument, we can prove that
(P) with 1 < q < 3, a > 0, b  0 and  > 0 has a solution if  > 0 is suciently
large. But the result in [8] says that if 1 < q < 3, a > 0, b = 0 and  > 0,
(P) has a solution for all  > 0. Hence we can naturally ask whether or not
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the existence result holds if b > 0 and  > 0 is small or arbitrary. A positive
answer to this question is obtained by Theorem 6.3 and 6.6. Lastly we note
some questions on Theorem 6.3 and 6.6 which still remain unsolved. They are
the followings, (1) the necessity of the conditions (C1)-(C3), (2) whether or not
the additional condition  < 2bS2, which unexpectedly can be read as b should
not be too small, is essential and further, (3) the clear answer for the general
smooth bounded domain case. These are the left problems for our future.
6.1.2 Setting
We put a notion of the weak solutions of (P). We call u 2 H10 (
) is a weak
solution of (P), if and only if u satises
a+ bkuk2H10 (
)
Z


ru  rhdx  
Z


uq+hdx  
Z


u3+hdx = 0
for all h 2 H10 (
) where k  kH10 (
) := (
R


jruj2dx)1=2 and u+ := maxfu; 0g.
Applying the usual elliptic regularity theories and strong maximum principle,
we can conclude that every weak solution of (P) belongs to C2(
) and positive.
Moreover we dene the associated functional I on H10 (
) so that
I(u) :=
a
2
kuk2H10 (
) +
b
4
kuk4H10 (
)  

q + 1
Z


uq+1+ dx 

4
Z


u4+dx (u 2 H10 (
)):
Then we can easily check that I is well-dened and belongs to C1(H10 (
);R).
Furthermore, every critical point of I is a weak solution of (P). Thus in the
following sections we shall prove the existence of a nontrivial critical point of I.
Similarly we can dene the weak solutions of (P) and the associated functional
I .
6.1.3 A description of PS sequences
In the present papers [10][20][21] etc., they investigate the compactness condi-
tions of their PS sequences through Lions' second concentration compactness
lemma [19]. In this section, to understand the features of PS sequences for
Kirchho type critical problems more clearly, we rather introduce a complete
description of the PS sequences, following the argument in [27]. Here we de-
ne the Sobolev space D1;2(R4) as usual and write its norm as k  kD1;2(R4) := R
R4 jr  j2dx
1=2
.
Proposition 6.7. Let c 2 R and (un)  H10 (
)  D1;2(R4) be a bounded
(PS)c sequence for I, that is, I(un)! c, I 0(un)! 0 in H 1(
) and kunkH10 (
)
is bounded. Then (un) has a subsequence which strongly converges in H
1
0 (
),
or otherwise, there exist a nonnegative function u0 2 H10 (
) which is a weak
convergence of un, a number k 2 N and further, for every i 2 f1; 2;    ; kg,
a sequence of values (Rin)n2N  R+, points (xin)n2N  
 and a nonnegative
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function vi 2 D1;2(R4) satisfying
 
8<:a+ b
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(R4)
1A9=;u0 = uq0 + u30 in 
; (161)
 
8<:a+ b
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(R4)
1A9=;vi = v3i in R4; (162)
such that up to subsequences, there hold Rindist(x
i
n; @
)!1,un   u0  
kX
i=1
Rinvi(R
i
n(   xin))

D1;2(R4)
= o(1);
kunk2H10 (
) = ku0k
2
H10 (
)
+
kX
i=1
kvik2D1;2(R4) + o(1)
and
I(un) = ~I(u0) +
kX
i=1
~I1(vi) + o(1)
where o(1)! 0 as n!1 and we dene
~I(u0) : =
8<:a2 + b4
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(R4)
1A9=; ku0k2H10 (
)   2
Z


u20dx
  
4
Z


u40dx;
(163)
~I1(vi) :=
8<:a2 + b4
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(R4)
1A9=; kvik2D1;2(R4)  4
Z
R4
v4i dx:
(164)
Remark 6.8. We note that (161), the equation for the weak convergence u0 of
un, depends on the nonlocal information of all bubbles,
b
kX
j=1
kvjk2D1;2(R4):
This implies that, if b > 0 and (un) poses no subsequence which strongly con-
verges in H10 (
), the weak convergence u0 of un is never a critical point of I
because of the presence of bubbles, dierently from the case b = 0. We also
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emphasize that in view of (163), the \energy" of the weak convergence u0 has
the cross term such as
b
4
 
kX
i=1
kvik2D1;2(R4)
!
ku0k2H10 (
):
Observe also that similar phenomena are conrmed in the limiting problem (162)
for bubbles and the energies (164) of those. These are the features of the PS
sequences of the Kirchho type critical problem. In the proof of Theorem 6.3,
the careful analysis of such phenomena plays important role. In particular, see
the proof of Lemma 6.13 in Subsection 6.3.
In Subsection 6.4, we argue with the details of this compactness result for a
general dimensional problem.
6.1.4 Organization of this section
This section is organized as follows. In Subsection 6.2, we consider the case
q = 1 and give the proof of Theorem 6.1. In Subsection 6.3, we treat the
case 1 < q < 3 and show the proof of Theorems 6.3 and 6.6. In addition, in
Subsection 6.4, we give the global compactness result for the Kirchho type
critical problem in the general dimension.
6.2 The case q = 1
In this subsection, we deal with the case q = 1 and prove Theorem 6.1. The
conclusion for the case b = 0 is obtained by [8]. Hence we only consider the case
b > 0. Let a; b; ;  > 0 with  < a1. As we say in Subsection 6.1, we shall
prove the existence of a nontrivial critical point of the functional
I(u) =
a
2
kuk2H10 (
) +
b
4
kuk4H10 (
)  

2
Z


u2+dx 

4
Z


u4+dx:
Here we mainly treat the existence part of Theorem 6.1. For this, once we
assume bS2 < , the proof is completely straightforward. To the rst, we
ensure the following local compactness result.
Lemma 6.9. Let a; b; ;  > 0 satisfy  < a1 and bS
2 < . Then if (un) 
H10 (
) is a (PS)c sequence for I with
c <
(aS)2
4(  bS2) ;
then (un) strongly converges in H
1
0 (
) up to subsequences.
Proof. Let (un)  H10 (
) be a (PS)c sequence for I with
c <
(aS)2
4(  bS2) :
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We rst claim that (un) is bounded in H
1
0 (
). In fact, by the denition and the
Poincare inequality, we have
c+ 1  I(un)  1
4
hI 0(un); uni+ 1
4
hI 0(un); uni
 a
4

1  
a1

kunk2H10 (
)   kunkH10 (
)
for large n 2 N. Since  < a1, this proves our claim. Now we suppose
on the contrary that we can extract no subsequence from (un) which strongly
converges in H10 (
). Then from Proposition 6.7, there exist a nonnegative
weak convergence u0 2 H10 (
) of un, a number k 2 N and further, for every
i 2 f1; 2;    ; kg, a sequence of values (Rin)n2N  R+, points (xin)n2N  
 and
a nonnegative function vi 2 D1;2(R4) satisfying (161) and (162) such that up
to subsequences, there holds
I(un) = ~I(u0) +
kX
i=1
~I1(vi) + o(1); (165)
where o(1) ! 0 as n ! 1 and we put ~I(u0) and ~I1(vi) as in Proposition 6.7.
Then we claim
~I(u0)  0 (166)
and
~I1(vi)  (aS)
2
4(  bS2) (167)
for all i 2 f1; 2;    ; kg. First we prove (166). Noting (161), (163) and using the
Poincare inequality, we have
~I(u0) = ~I(u0)  1
4

(a+ bA)
Z


jru0j2dx  
Z


u20x  
Z


u40dx

 a
4

1  
a1

ku0k2H10 (
);
where A := ku0k2H10 (
) +
Pk
i=1 kvik2D1;2(R4) for simplicity. Since  < a1, we
conclude (166). Next we prove (167). From (162) and the Sobolev inequality,
we get
0 = (a+ bA) kvik2D1;2(RN )   
Z
R4
v4i dx
 akvik2D1;2(RN ) + bkvik4D1;2(RN )   S 2kvik4D1;2(RN )
 akvik2D1;2(RN )   S 2(  bS2)kvik4D1;2(RN ):
Thus noting bS2 < , we obtain
kvik2D1;2(RN ) 
aS2
  bS2 : (168)
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Moreover (162) and (164) imply
~I1(vi) = ~I1(vi)  1
4

(a+ bA)
Z
R4
jrvij2dx  
Z
R4
v4i dx

 a
4
kvik2D1;2(R4):
Using (168), we ensure (167). Finally, it follows from (165), (166) and (167),
c = lim
n!1 I(un)
= ~I(u0) +
kX
i=1
~I1(vi)
 (aS)
2
4(  bS2) ;
a contradiction. This nishes the proof.
Here with no loss of generality we can assume 0 2 
. Owing to [8], we
introduce the Talenti function [29] cut o appropriately,
u"(x) :=
"(x)
"2   jxj2 2 H
1
0 (
)
where " > 0 and  2 C10 (
) is an appropriate cut o function such that
0    1 and (x) = 1 on some neighborhood of 0 2 
. Then we put
v" := u"=
 R


u4"dx
1=4
and obtain8><>:
R


jrv"j2dx = S +O("2);R


v4"dx = 1;R


v2"dx = 1"
2j log "j+O("2);
(169)
where 1 > 0 is some constant.
The next lemma will conrm a mountain pass level of I is below the desired
energy level.
Lemma 6.10. Let a; b; ;  > 0 satisfy  > bS2. Then there exists a constant
"1 > 0 such that
sup
t0
I(tv") <
(aS)2
4(  bS2)
for all " 2 (0; "1).
Proof. We consider v" dened as above. Noting  > bS
2 and (169) we estimate,
I(tv") 
a
 
S   1"2j log "j+O("2)

2
t2  
 
  bS2 +O("2)
4
t4
 (aS)
2   2a2S1"2j log "j+O("2)
4(  bS2 +O("2))
 (aS)
2
4(  bS2)  
a2S1
2(  bS2)"
2j log "j+O("2)
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for all t  0. Thus there exists a constant "1 > 0 such that
sup
t0
I(tv") <
(aS)2
4(  bS2)
for all " 2 (0; "1). This concludes the proof.
Remark 6.11. Recall the argument by Brezis-Nirenberg [8]. In [8], they choose
the Talenti function which attains the Sobolev constant
S = inf
u2D1;2(R4)nf0g
R
R4 jruj2dx R


u4dx
 1
2
;
and successfully show a mountain pass level below the desired energy level. Here,
observe that (by trivial rescaling), the function can be regarded as the positive
solution of the problem in whole space,
 U = U3 in R4; U(x)! 0 as jxj ! 1;
which is given by
U" :=
8
1
2 "
"2 + j   x0j2
for some " > 0 and x0 2 R4. As a matter of the fact, when  = 1 (for simplicity)
and 1 > bS2, the Talenti function multiplied by an appropriate constant,
W" :=

a
1  bS2
 1
2
U";
is nothing but a solution of the Kirchho type equation in whole space,
 

a+ bkWk2D1;2(R4)

W =W 3 in R4; W (x)! 0 as jxj ! 1:
Moreover we can easily check that the energy of W" satises
a
2
kW"k2D1;2(R4) +
b
4
kW"k4D1;2(R4)  
1
4
Z
R4
W 4" dx =
(aS)2
4(1  bS2) :
Thus similarly to [8], it is reasonable to choose the Talenti function to estimate
the mountain pass level for our problem. Actually, we get the desired conclusion
as in the previous lemma.
We now prove Theorem 6.1.
Proof of Theorem 6.1. Take a; b; ;  > 0 with  < a1. First we assume  >
bS2. In this case, we apply the mountain pass lemma [5]. As usual, we shall
ensure the mountain pass geometry of I, that is, I(0) = 0 and
(1) there exist constants ;  > 0 such that I(u)   for all u 2 H10 (
) with
kukH10 (
) = ,
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(2) there exists a function e0 2 H10 (
) such that ke0kH10 (
) >  and I(e0)  0.
Firstly, let us corm (1). To do this, take  > 0. Then for all u 2 H10 (
) with
kukH10 (
) = , we have by the Poincare inequality and the Sobolev inequality,
I(u)  a
2

1  
a1

kuk2H10 (
)  
1
4S2
 
  bS2 kuk4H10 (
)
=
a
2

1  
a1

2   1
4S2
 
  bS2 4:
Noting  < a1, we get (1). Next suppose " 2 (0; "1) and t  0 where "1 > 0 is
taken from Lemma 6.10. Using (169) and the assumption  > bS2, and further,
taking "1 > 0 smaller if necessary, we obtain
I(tv") 
akv"k2H10 (
)
2
t2  

  bkv"k4H10 (
)

4
t4
=
a(S +O("2))
2
t2  
 
  bS2 +O("2)
4
t4
 aSt2   (  bS
2)
8
t4;
for all " 2 (0; "1). We x such a ". Then it follows from the above inequality,
I(tv") !  1 as t ! 1. Thus choosing t0 > 0 suciently large and putting
e0 := t0v" we have a function e0 2 H10 (
) satisfying (2). Now we dene
  := f 2 C([0; 1];H10 (
)) j (0) = 0; (1) = e0g;
c := inf
2 
max
u2([0;1])
I(u) > 0:
Then Lemma 6.10 implies
c <
(aS)2
4(  bS2) :
Thus from Lemma 6.9, I satises the (PS)c condition. Consequently the moun-
tain pass theorem concludes the proof. Next, we suppose   bS2 and u > 0 in

 is a solution of (P). Then the Poincare inequality and the Sobolev inequality
imply
0 = akuk2H10 (
) + bkuk
4
H10 (
)
  
Z


u2dx  
Z


u4dx
 a

1  
a1

kuk2H10 (
) +
 
bS2   
S2
kuk4H10 (
):
Since 0 <  < a1 and   bS2, we have u = 0, a contradiction. This completes
the proof.
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6.3 The case 1 < q < 3
In this subsection, we consider the case 1 < q < 3 and prove Theorem 6.3
and 6.6. To do this, we assume a; b; ;  > 0 satisfy bS2 <  < 2bS2 and x
1=2 <  < 1 so that bS2= < . Then for  2 (; 1], we consider the problem
(P). The associated functional is dened by
I(u) :=
a
2
kuk2H10 (
) +
b
4
kuk4H10 (
)  

q + 1
Z


uq+1+ dx 

4
Z


u4+dx:
We prove the existence of a nontrivial critical point of I . In this case, the
boundedness of the PS sequences for I is hard to get. To avoid this diculty,
we introduce the result by Jeanjean [13].
Theorem 6.12 (Jeanjean[13]). Let X be a Banach space equipped with the
norm k  k and let J  R+ be an interval. We consider a family (I)2J of
C1-functionals on X of the form
I(u) = A(u)  B(u) ( 2 J)
where B(u)  0 for all u 2 X and such that A(u) ! +1 or B(u) ! +1 as
kuk ! 1. We assume there are two points (e1; e2) in X such that setting
  = f 2 C([0; 1]; X); (0) = e1; (1) = e2g
there holds, for all  2 J
c := inf
2 
max
t2[0;1]
I((t)) > maxfI(e1); I(e2)g:
Then, almost every  2 J , there is a sequence (un)  X such that
(i) (un) is bounded, (ii)I(un)! c ; (iii) I 0(un)! 0 in the dual X 1 of X:
With the help of Theorem 6.12, we can get the bounded PS sequences for
I for almost all  2 (; 1]. Here we prove the local compactness of those.
Lemma 6.13. Let b > 0,  > 0 satisfy bS2 <  < 2bS2 and take 1=2 <  < 1
so that bS2= < . In addition recalling Remark 6.5, we assume one of the
following (C1), (C2) and (C3) holds,
(C1) a > 0 and  > 0 is small enough.
(C2)  > 0 and a > 0 is suciently large.
(C3) a;  > 0 and b < =S2 is suciently close to =S2.
Then if (un) is a bounded (PS)c sequence for I with  2 (; 1] and
c <
(aS)2
4(  bS2) ;
then (un) strongly converges in H
1
0 (
) up to subsequences.
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Remark 6.14. Here we use our condition  < 2bS2 which is the dierent point
from the case q = 1.
Proof. We assume on the contrary that we can extract no subsequence from
(un) which converges in H
1
0 (
). Then similarly to Proposition 6.7, there exist a
nonnegative weak convergence u0 2 H10 (
) of un, a number k 2 N and further,
for every i 2 f1; 2;    ; kg, a sequence of values (Rin)n2N  R+, points (xin)n2N 

 and a nonnegative function vi 2 D1;2(R4) satisfying
 
8<:a+ b
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(R4)
1A9=;vi = v3i in R4; (170)
such that up to subsequences,
I(un) = ~I(u0) +
kX
i=1
~I1 (vi) + o(1) (171)
where o(1)! 0 as n!1 and we put
~I(u0) :=
8<:a2 + b4
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(R4)
1A9=; ku0k2H10 (
)
  
q + 1
Z


uq+10 dx 

4
Z


u40dx;
~I1 (vi) : =
8<:a2 + b4
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(R4)
1A9=; kvik2D1;2(R4)
  
4
Z
R4
v4i dx:
(172)
Here we note that, since 1 < q < 3, it is not obvious whether or not ~I(u0)  0,
dierently from the case q = 1 (see the proof of Lemma 6.9). To overcome
this diculty, we shall estimate the energy of our PS sequence more precisely,
including the \cross terms" which we indicate in Subsubsection 6.1.3. Now we
claim
~I(vi)  (aS)
2
4(  bS2) +
abS2
4(  bS2)ku0k
2
H10 (
)
(173)
for all i 2 f1; 2;    ; kg. In fact, similarly to the proof of (167), using (170) and
the Sobolev inequality, we have
0 =
8<:a+ b
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(R4)
1A9=; kvik2D1;2(R4)   
Z
R4
v4i dx
 kvik2D1;2(R4)
n
a+ bku0k2H10 (
)

  S 2    bS2 kvik2D1;2(R4)o ;
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for all i 2 f1; 2;    ; kg. In this case, we estimate
kvik2D1;2(R4) 

a+ bku0k2H10 (
)

S2
  bS2 : (174)
Consequently, (170), (172) and (174) imply
~I1 (vi) 
a
4
kvik2D1;2(R4)
 (aS)
2
4(  bS2) +
abS2
4(  bS2)ku0k
2
H10 (
)
;
for all i 2 f1; 2;    ; kg. This is (173). Next using (174) and the Sobolev
inequalities, we get for some i 2 f1; 2;    ; kg,
~I(u0)  a
2
ku0k2H10 (
) +
b
4

ku0k2H10 (
) + kvik
2
D1;2(R4)

ku0k2H10 (
)
  
q + 1
Z


uq+10 dx 

4
Z


u40dx
 a

1
2
+
bS2
4 (  bS2)

ku0k2H10 (
)  

(q + 1)S
(q+1)=2
q+1
ku0kq+1H10 (
)
+

 
2bS2   
4S2 (  bS2) ku0k
4
H10 (
)
:
(175)
Then it follows from (171), (173) and (175) that
c = lim
n!1 I(un)
 ~I(u0) + ~I1 (vi)
 (aS)
2
4(  bS2) +
a
2 (  bS2)ku0k
2
H10 (
)
  
(q + 1)S
(q+1)=2
q+1
ku0kq+1H10 (
)
+

 
2bS2   
4S2 (  bS2)ku0k
4
H10 (
)
;
here for the last inequality, we use the fact   1. Observe that, the coecient
of ku0k4H10 (
) in the right hand side of the last inequality is positive thanks to
our assumption bS2 <  < 2bS2. Finally (C1), (C2) or (C3) shows
c  (aS)
2
4 (  bS2) ;
a contradiction. Thus (un) strongly converges in H
1
0 (
) up to subsequences.
This completes the proof.
As Subsection 6.2, we prove a mountain pass level of I is below the desired
energy level.
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Lemma 6.15. Let a; b; ;  > 0 satisfy bS2 <  and take 1=2 <  < 1 so that
bS2= < . We suppose  2 (; 1]. Then there exists a constant "2 > 0 such
that
sup
t0
I(tv") <
(aS)2
4 (  bS2)
for all " 2 (0; "2), where v" is dened as previous section.
Proof. First observe that we have the estimateZ


vq+1" dx = 2"
3 q;
where 2 > 0 is some constant. Here, using (169), we can easily check that
there exists a constant "2 > 0 such that we can nd constants 0 < 0 < T0 such
as
I(tv") <
(aS)2
8 (  bS2)
for all 0  t  0 and all t  T0 if " 2 (0; "2). Noting this, we consider only
t 2 (0; T0). As bS2 < , we have
I(tv")  aS
2
t2  
 
  bS2
4
t4   C2"3 q +O("2)
 (aS)
2
4(  bS2)   C2"
3 q +O("2);
for some constant C > 0 which is independent of " 2 (0; "2). Then since
1 < q < 3, taking "2 > 0 smaller if necessary, we conclude
sup
t0
I(tv") <
(aS)2
4(  bS2) ;
for all " 2 (0; "2). This nishes the proof.
We prove Theorem 6.3.
The proof of Theorem 6.3. Let b;  > 0 satisfy bS2 <  < 2bS2. Choose 1=2 <
 < 1 so that bS2= <  and suppose  2 (; 1]. Furthermore assume one
of (C1)-(C3) in Lemma 6.13 holds. To apply Theorem 6.12, we conrm the
mountain pass geometry of I which is determined independently of  2 (; 1].
To do this, rst assume  > 0 and take u 2 H10 (
) with kukH10 (
) = . Then as
  1, the Sobolev embeddings imply
I(u)  a
2
kuk2H10 (
)  

(q + 1)S
(q+1)=2
q+1
kukq+1
H10 (
)
    bS
2
4S2
kuk4H10 (
)
 a
2
2   
(q + 1)S
(q+1)=2
q+1
q+1     bS
2
4S2
4:
Since 1 < q < 3 and the right hand side of the last inequality is independent of
 2 (; 1], we conclude that
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(a) there exist constants ;  > 0 such that I(u)   for all u 2 H10 (
) with
kukH10 (
) =  and all  2 (; 1].
Next noting  <   1 and (169), we get for all t > 0,
I(tv") 
akv"k2H10 (
)
2
t2 +
bkv"k4H10 (
)
4
t4   
4
t4
=
a
 
S +O("2)

2
t2  
 
  bS2 +O("2)
4
t4:
Now take "2 > 0 which is determined in Lemma 6.15. Then since  > bS
2,
taking "2 > 0 smaller if necessary, we have
I(tv")  aSt2   (  bS
2)
8
t4:
for all " 2 (0; "2). Then we x such a " and get I(tv") !  1 as t ! 1
uniformly for  2 (; 1]. Therefore there exists a constant t0 > 0 such that if
we put e0 := t0v", ke0kH10 (
) >  and I(e0)  0 for all  2 (; 1]. Now we can
dene
  := f 2 C([0; 1];H10 (
)) j (0) = 0; (1) = e0g;
c := inf
2 
max
u2([0;1])
I(u):
Observe that c > 0 for all  2 (; 1] from (a). Consequently, utilizing Theorem
6.12, we have a bounded PS sequence of I for almost every  2 (; 1]. Further-
more by Lemma 6.13, 6.15 and the denition of c , our bounded (PS)c sequence
strongly converges to some nontrivial function in H10 (
) up to subsequences and
thus, I has a nontrivial critical point for almost every  2 (; 1]. Then we can
take an increasing sequence (n)  (; 1] such that n ! 1 as n ! 1 and for
every n 2 N, there exists a nontrivial critical point un of In with critical value
cn . Note that by the continuity, cn ! c1 as n ! 1 (see Lemma 2.3 in [13]).
Then
I1(un) = In(un) + (1  n)


q + 1
Z


(un)
q+1
+ dx+

4
Z


(un)
4
+dx

= c1 + o(1)
where o(1)! 0 as n!1. Similarly,
I 01(un) = I
0
n(un) + o(1) = o(1)
where o(1)! 0 in H 1(
) as n!1. Here we assume kunkH10 (
) is bounded.
Then (un) is a bounded (PS)c1 sequence for I1. Then Lemma 6.13, 6.15 and
the denition of c1 conclude the proof.
We can get the boundedness of the sequence of solutions (un) above, if 
 is
strictly star-shaped.
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The proof of Theorem 6.6. Assume 
  R4 is strictly star-shaped and take a
sequence of values (n)  (; 1] and corresponding solutions (un)  H10 (
) as
in the proof of Theorem 6.3. Our aim is to prove (un) is bounded in H
1
0 (
).
We argue by the contradiction. Suppose kunkH10 (
) ! 1 as n ! 1. We put
wn := un=kunkH10 (
). Then wn  0, kwnkH10 (
) = 1 and consequently, there
exists a nonnegative function w0 2 H10 (
) such that wn * w0 weakly in H10 (
)
up to subsequences. Since wn satises 
a
kunk2H10 (
)
+ b
!Z


rwn  rhdx = nkunk3 qH10 (
)
Z


wqnhdx+ n
Z


w3nhdx
(176)
for all h 2 H10 (
), taking n!1, we get
b
Z


rw0  rhdx = 
Z


w30h:
As 
 is strictly star-shaped, we have w0 = 0 from the result by Pohozaev [25].
Furthermore, it follows from (176) and the smilar argument to that proving
Proposition 2.1 in [27] that there exists a number l 2 N and for every i 2
f1; 2;    ; lg, a sequence of values (Rin)n2N  R+, points (xin)n2N  
 with
Rindist(x
i
n; @
) ! 1 as n ! 1, and a nonnegative function vi 2 D1;2(R4)
satisfying
 bvi = v3i in R4;
such that up to subsequences,
1 = kwnk2H10 (
) =
lX
i=1
kvik2D1;2(R4) + o(1); (177)
where o(1) ! 0 as n ! 1. Since ~vi := (=b)1=2v 2 D1;2(R4) is a nonnegative
solution of
 ~v = ~v3 in R4; ~v(x)! 0 as jxj ! 1; (178)
the uniqueness result, see Subsubsection 1.2 in [12], implies that there exist a
constant "i > 0 and a point xi 2 R4 such that
~vi(x) =
8
1
2 "i
"2i + jx  xij2
:
Therefore we have
kvik2D1;2(R4) =
b

k~vik2D1;2(R4) =
bS2

;
for all i 2 f1; 2;    ; lg. Then from (177), we get
1 =
lbS2

;
for l 2 N which is impossible since bS2 <  < 2bS2. This is a contradiction.
Thus (un) is bounded in H
1
0 (
). Then Theorem 6.3 completes the proof.
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6.4 A global compactness result
In this last subsection, we give the description of PS sequences for the Kirchho
type critical problem and show the global compactness result. To this aim, we
consider the problem(
   a+ b R


jruj2u = u+ juj2 2u in 
;
u = 0 on @
;
(PN )
where 
  RN with N  3 is a bounded domain with smooth boundary @

and further, we assume a > 0, b  0,  2 R and 2 = 2N=(N   2) is the critical
exponent of the Sobolev embedding H10 (
) ,! Lp(
). The energy functional
associated to (PN ) is given by
I(u) :=
1
2
kuk2H10 (
) +
b
4
kuk4H10 (
)  

2
Z


u2dx  1
2
Z


juj2dx;
where k  kH10 (
) := (
R


jruj2dx)1=2. Following the argument in [27], we rstly
give the complete description of PS sequences for I. Here similarly to the
previous subsections, we introduce the Sobolev space D1;2(RN ) as usual and
put its norm as k  kD1;2(RN ) :=
 R
RN jr  j2dx
1=2
.
Theorem 6.16. Let (un)  H10 (
)  D1;2(RN ) be a bounded PS sequence for
I. Then (un) has a subsequence which converges strongly in H
1
0 (
) or otherwise,
there exist a function u0 2 H10 (
) which is a weak convergence of un, a number
k 2 N and further, for every i 2 f1; 2;    ; kg, a sequence of values (Rin)n2N 
R+, points (xin)n2N  
 and a function vi 2 D1;2(RN ) which satisfy
 
8<:a+ b
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(RN )
1A9=;u0 = u0 + ju0j2 2u in 
;
 
8<:a+ b
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(RN )
1A9=;vi = jvij2 2vi in RN ; (179)
such that up to subsequences, Rindist(x
i
n; @
)!1 as n!1,un   u0  
kX
i=1
(Rin)
N 2
2 vi(R
i
n(   xin))

D1;2(RN )
= o(1);
kunk2H10 (
) = ku0k
2
H10 (
)
+
kX
i=1
kvik2D1;2(RN ) + o(1);
and
I(un) = ~I(u0) +
kX
i=1
~I1(vi) + o(1);
117
where o(1)! 0 as n!1 and we put
~I(u0) :=
a
2
ku0k2H10 (
) +
b
4
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(RN )
1A ku0k2H10 (
)
  
2
Z


u20dx 
1
2
Z


ju0j2dx;
~I1(vi) :=
a
2
kvik2D1;2(RN ) +
b
4
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(RN )
1A kvik2D1;2(RN )
  1
2
Z
RN
jvij2dx:
(180)
Remark 6.17. In Theorem 7.21 if we additionally assume that un  0, then
u0 and vi are nonnegative. Furthermore if we consider the functional
I+(u) :=
a
2
kuk2H10 (
) +
b
4
kuk4H10 (
)  

2
Z


u2+dx 
1
2
Z


u2

+ dx;
instead of I, we also have u0 and vi are nonnegative.
Remark 6.18. If vi 2 D1;2(RN ) is nonnegative, then we have kvik2D1;2(RN ) =
kvjk2D1;2(RN ) for all i; j 2 f1; 2;    ; kg with i 6= j. In fact, since vi sat-
ises (195), if we put wi := (a + bA)
 (N 2)=4vi where A := ku0k2H10 (
) +Pk
i=1 kvjk2D1;2(RN ), wi 2 D1;2(RN ) is a nonnegative solution of
 w = w N+2N 2 in RN ; w(x)! 0 as jxj ! 1:
The uniqueness assertion of the above problem (see [12]) implies that there exist
a constant "i > 0 and a point xi 2 RN such that
wi =
(N(N   2)"2i )
N 2
4
("2i + j   xij2)
N 2
2
:
Thus we have
kvik2D1;2(RN ) = (a+ bA)
N 2
2 S
N
2 : (181)
Since the right hand side of the above equality is independent of i 2 f1; 2;    ; kg,
we conrm the claim.
Let us see the global compactness results for the cases N = 3; 4. We note
that the local compactness result for (PN ) with N = 3 is found in [10], [20],
[21], [31] etc., and that for the case N = 4 is treated in previous subsections.
Here, we assume un  0 in Theorem 7.21. It follows from Remark 6.17, 6.18
and (181),
kvik2D1;2(RN ) =

a+ bku0k2H10 (
) + kbkvik
2
D1;2(RN )
N 2
2
S
N
2 :
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Consequently we deduce an equation for kvikD1;2(RN ),
kvik
4
N 2
D1;2(RN )   kbS
N
N 2 kvik2D1;2(RN )  

a+ bku0k2H10 (
)

S
N
N 2 = 0: (182)
Firstly let N = 3. Then we have
kvik2D1;2(R3) =
1
2
 
kbS3 +
r
(kbS3)
2
+ 4

a+ bku0k2H10 (
)

S3
!
:
Using (195), (197) and the above equality, we get
~I1(vi) = ~I1(vi)  1
6

akvik2D1;2(R3) + bAkvik2D1;2(R3)  
Z


v6i dx

=
 
a
3
+
bku0k2H10 (
)
12
!(
1
2
 
kbS3 +
r
(kbS3)
2
+ 4

a+ bku0k2H10 (
)

S3
!)
+
kb
12
(
1
2
 
kbS3 +
r
(kbS3)
2
+ 4

a+ bku0k2H10 (
)

S3
!)2
=: c3

a; b; k; ku0k2H10 (
)

:
Observe that the energy of a bubble depends on a; b and further, the num-
ber of all bubbles and the nonlocal information of the weak convergence u0.
Consequently we conclude that if (un)  H10 (
) is a (PS)c sequence for I with
c 62
n
~I(u0) + kc

3

a; b; k; ku0k2H10 (
)
o
k2N
;
then we can extract a subsequence from (un) which strongly converges inH
1
0 (
).
This is a global compactness result for the Kirchho type problem in dimension
three. In particular, note that
c3

a; b; k; ku0k2H10 (
)

 c3

a; b; k; ku0k2H10 (
)
 
k=1; ku0k2
H10(
)
=0
=
1
3

1
2

bS3 +
p
(bS3)2 + 4aS3

+
b
12

1
2

bS3 +
p
(bS3)2 + 4aS3
2
:
Note also that if  < a1, ~I(u0)  0. Hence in this case, all (PS)c sequences of
I with
c <
1
3

1
2

bS3 +
p
(bS3)2 + 4aS3

+
b
12

1
2

bS3 +
p
(bS3)2 + 4aS3
2
;
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strongly converges in H10 (
) up to subsequences. This is a local compactness
assertion for the case N = 3, which is observed in [20], [21] and [31]. Next
suppose N = 4. We use (182) again to get a necessary condition on k 2 N,
1  kbS2 > 0
and
kvik2D1;2(R4) =

a+ bku0k2H10 (
)

S2
1  kbS2 :
Then noting (195), (197) and the above equality, we obtain
~I1(vi) = ~I1(vi)  1
4

akvik2D1;2(R4) + bAkvik2D1;2(R4)  
Z
R4
v4i dx

=
a

a+ bku0k2H10 (
)

S2
4(1  kbS2)
=: c4

a; b; k; ku0k2H10 (
)

:
Thus if (un)  H10 (
) is a PS sequence for I with
c 62
n
~I(u0) + kc

4

a; b; k; ku0k2H10 (
)
o
k2N
;
then (un) has a subsequence which strongly converges in H
1
0 (
). This is a global
compactness result for the case N = 4. In particular, we can also check that if
 < a1, ~I(u0)  0 and
c4

a; b; k; ku0k2H10 (
)

 c4

a; b; k; ku0k2H10 (
)
 
k=1; ku0k2
H10(
)
=0
=
(aS)2
4(1  bS2) :
Thus in this cases, if (un) is a (PS)c sequence for I with
c <
(aS)2
4(1  bS2) ;
then (un) strongly converges in H
1
0 (
) up to subsequences. This is a local com-
pactness of the PS sequences in dimension four, which is observed in previous
subsections.
Remark 6.19. In the larger dimensional case, that is, when N  5, the be-
haviors of PS sequences are drastically dierent from the cases N = 3; 4. For
example, the energies of bubbles may be negative. Thus it seems to be dicult
to get the clear compactness condition. This suggests that a certain diculty
will occur in proving the existence of the mountain pass type solutions which are
mainly treated in this section. But we can expect that (PN ) with N  5 does
have a solution. A positive answer will be shown in our forth coming paper [22].
Thus we rather stop here and proceed to the proof of Theorem 7.21.
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To prove Theorem 7.21, we introduce the following lemma.
Lemma 6.20. Let A  0 be a constant and (w0n)  H10 (
) be a sequence such
that
w0n * 0 weakly in H
1
0 (
)
and
J 0(w0n)! 0 in H 1(
);
~I(w0n)!  2 R;
where J; ~I 2 C1(H10 (
);R) are dened by
J(u) :=
a+ bA
2
kuk2H10 (
)  

2
Z


u2dx  1
2
Z


juj2dx;
~I(u) :=
a
2
kuk2H10 (
) +
bA
4
kuk2H10 (
)  

2
Z


u2dx  1
2
Z


juj2dx:
Then if we can choose no subsequence from (w0n) which strongly converges to 0
in H10 (
), there exist a sequence of values (Rn)n2N  R+, points (xn)n2N  
,
a function v0 2 D1;2(RN ) which satisfy
 (a+ bA)v0 = jv0j2 2v0 in RN
and further, a sequence of functions (wn)  H10 (
) such that Rndist(xn; @
)!
1 as n!1,
wn * 0 weakly in H
1
0 (
);
wn = w
0
n   (Rn)
N 2
2 v0(Rn(   xn)) + o(1) in D1;2(RN );
kwnk2H10 (
) = kw
0
nk2H10 (
)   kv0k
2
D1;2(RN ) + o(1)
and
J 0(wn) = o(1) in H 1(
);
~I(wn) =    ~I1(v0) + o(1)
up to subsequences.
Proof. Similar to that in [27].
Proof of Theorem 7.21. Let (un)  H10 (
) be a bounded (PS)c sequence for
I. Then there exists a constant A  0 and a function u0 2 H10 (
) such that
kunk2H10 (
) ! A and un * u0 weakly in H
1
0 (
) up to subsequences. We put
w0n := un   u0 and then have, w0n * 0 weakly in H10 (
). If we can extract a
subsequence so that w0n ! 0 strongly in H10 (
), the proof is nished. If not,
using the Vitali's convergence theorem, we get
J 0(w0n) = I
0(un)  J 0(u0) + o(1) = o(1) in H 1(
)
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here we use the facts that A = kunk2H10 (
) + o(1) as n!1 and u0 is a critical
point of J . Furthermore, noting the weak convergence, similarly we have
~I(w0n) = I(un)  ~I(u0) + o(1) = c  ~I(u0) + o(1)
where o(1) ! 0 as n ! 1. Thus from Lemma 6.20, there exist a sequence of
values (R1n)n2N, points (x
1
n)n2N  
, a function v1 2 D1;2(RN ) which satisfy
 (a+ bA)v1 = jv1j2 2v1 in RN
and further, a sequence of functions (w1n)  H10 (
), such that R1ndist(x1n; @
)!
1,
w1n * 0 weakly in H
1
0 (
);
w1n = w
0
n   (R1n)
N 2
2 v1(R
1
n(   x1n)) + o(1) in D1;2(RN );
kw1nk2H10 (
) = kw
0
nk2H10 (
)   kv1k
2
D1;2(RN ) + o(1)
and
J 0(w1n) = o(1) in H
 1(
);
~I(w1n) = ~I(w
0
n)  ~I1(v1) + o(1)
up to subsequences. If we can select a subsequence from (wn) which strongly
converges to 0 in H10 (
), the proof is nished. If not, we repeat the same
argument with the above one. Finally we reach a number k 2 N such that for
every i 2 f1; 2;    ; kg, there exist a sequence of values (Rin)n2N  RN , points
(xin)n2N  
, a function vi 2 D1;2(RN ) which satisfy
 (a+ bA)vi = jvij2 2vi in RN
and further, a sequence of functions (win)  H10 (
), such that Rindist(xin; @
)!
1 and
wkn = un   u0  
kX
i=1
(Rin)
N 2
2 vi(R
i
n(   xin)) + o(1) in D1;2(RN );
kwknk2H10 (
) = kunk
2
H10 (
)
  ku0k2H10 (
)  
kX
i=1
kvik2D1;2(RN ) + o(1);
~I(wkn) = I(un)  ~I(u0) 
kX
i=1
~I1(vi) + o(1);
and further,
wkn ! 0 in H10 (
);
up to subsequences. If not, we can choose a number k0 2 N with
k0 >
A
a
N 2
2 S
N
2
(183)
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such that
kunk2H10 (
) = kw
k0
n k2H10 (
) + ku0k
2
H10 (
)
+
k0X
i=1
kvik2D1;2(RN ) + o(1); (184)
instead of k 2 N above. Here from (195) and the Sobolev inequality, we have
for every i 2 f1; 2;    ; k0g,
0  akvik2D1;2(RN )  
Z
RN
jvij2dx
 akvik2D1;2(RN )   S 
2
2 kvik2D1;2(RN ):
This inequality implies
kvik2D1;2(RN )  a
N 2
2 S
N
2 : (185)
Using (184), (185) and (183), we conclude that
A = lim
n!1 kunk
2
H10 (
)
 k0aN 22 S N2
> A;
a contradiction. This proves our claim. The proof is done.
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7 Remarks on a nonlinear elliptic equation de-
pending on the Dirichlet energy
Abstract
In this section, we consider the nonlinear and nonlocal elliptic problem,(
 a  R


jruj2dxu = u+ up; u > 0 in 
;
u = 0 on @
;
(P)
where 
  RN with N 2 N is a bounded domain with smooth boundary
@
, a is a nondegenerate continuous function on R+ [ f0g,  2 R is a
parameter and p denotes various exponents. To the rst, we study the
multiple existence phenomena induced by the nonlocal coecient. A new
non-variational approach is developed. It reduces (P) to a nite dimen-
sional problem. As a consequence, we can construct multiple (possibly
innitely many) solutions. Finally, we put positive answers to solvability
of the high dimensional critical problem which has never been solved. For
this, we utilize the approach above and also the variational method with
the concentration compactness argument.
7.1 Introduction
In this section, the existence of solutions of the following nonlinear and nonlocal
problem is shown;(
 a  R


jruj2dxu = u+ up; u > 0 in 
;
u = 0 on @
;
(P)
here 
  RN with N 2 N is a bounded domain with smooth boundary @
 and
a is a continuous function on R [ f0g such that a(t)  a0 > 0. In addition,
 2 R is a parameter and 3 < p < 1 if N = 1; 2, 3 < p  5 if N = 3 and
p = (N + 2)=(N   2) if N  5. (P) can be considered as a model equations
arising in physics, biology and mathematics. For example, the Kirchho type
hyperbolic equation is well-known as
utt   a
Z


jruj2dx

u = f(u; ut;ru): (P1)
For the physical point of view, see the monograph by Kirchho [14]. For the
earlier mathematical analysis, see [6][22][15]. The nonlinear perturbed problem
are found in [11] etc.. On the other hand we can observe the related parabolic
type equation in [10];
ut   a
Z


jruj2dx

u = f(x): (P2)
We can understand (P) as a stationary problem of the equations above.
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Figure 1: The graph of f for  > 1
Recently, because of its variational structure, the solvability of (P) with
general nonlinearity is well studied in [4][17]-[21][23] and references therein. Here
we point out that in [20], the critical problem of (P) with a(t) = 1 + bt (b > 0)
and N = 3 is investigated. Due to that, (P) has possibly multiple solutions if
b > 0 is small and  > 1 is not too large, here 1 > 0 is the rst eigenvalue
of   on 
. This is a surprising fact since if a(t) = 1 and   1, (P) has no
solution (see [7]). Furthermore, we recall the result in [3]. From that, (P) with
a(t) = 1 must have at most one solution if 
 is a ball and   0. Thus we can
conclude that the nonlocal coecient may work positively for its solvability and
induce the multiplicity of solutions. A similar phenomenon is conrmed for the
convex concave problem. See [9], especially Theorem 2.4. The rst aim of this
section is to carry out further analyses of such phenomena.
7.1.1 Why can the nonlocal coecient induce multiple solutions?
The phenomenon mentioned above can be understood as the consequence of the
change of its variational structure. First we dene the the associated functional,
I(u) :=
1
2
kuk2 + 1
4
kuk4   
2
Z


u2+dx 
1
p+ 1
Z


up+1+ dx:
Every critical point of I is nothing but a smooth solution of (P) with a(t) = 1+t
(See [4] for instance). Now set  > 1. We estimate by the Poincare and Sobolev
inequalities,
I(u)   


1
  1

kuk2 + 1
4
kuk4   Ckukp+1 =: g(kuk);
where g(s) =   (=1   1) s2 + 14s4   Csp+1 and C > 0 is some constant. If
 > 1 is not too large, the graph of g looks as Fig. 5. Thus we can expect
the existence of a local minimum and a mountain pass type critical point of I.
Actually, using the method of the Nehari manifold in [27], (see also [20] and
[26]), we obtain solutions u 2 N+ and v 2 N  where
N := fu 2 H10 (
) n f0g j hI 0(u); ui = 0g;
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and
N+ := fu 2 N j 2kuk4 > (p  1)
Z


up+1+ dxg;
N  := fu 2 N j 2kuk4 < (p  1)
Z


up+1+ dxg:
Furthermore, we can easily conrm that u is a local minimum of I with negative
energy. We will show this variational result in Subsection 7.2.
The variational point of view is quit clear and easy to understand for the
answer. But it still seems to be unclear from the point of nonlocality of the
equation. Because if we use the variational method, the nonlocality is completely
reduced to kuk4 in the energy functional. Then we only have to investigate the
eect of the 4-th order term on its variational structure and PS conditions.
Now the pure eect of the nonlocality of the equation seems to be hided. In this
section, we introduce a new non-variational approach to give another answer to
our question. Our approach drastically simplies the problem (P). That is, it
can reduce (P) into a nite dimensional problem. This makes us remember a
similar observation in the homogeneous problem in [10]. Our result will show
that the nonlocal coecient can induce the several equilibriums (up to innitely
many ones) even for the nonlinear perturbed case. Furthermore our method
gives a new interpretation how the nonlocality permits us to get multiplicity of
solutions without the variational point of view. We shall treat this problem in
Subsection 7.3. Finally we note that our approach is constrained to the case 

is a ball in this section. The validity of our method for more general bounded
domains is unclear at this point.
7.1.2 High dimensional critical problem
The last aim in this section is to show the solvability of the critical problem of
the Kirchho type elliptic problem in high dimension. Let N  3, a(t) = 1+ bt
with b > 0 and p = (N + 2)=(N   2). Recently (P) involving the critical
nonlinearity is extensively investigated. See [20] for 3-dimensiona case, [21]
for 4-dimensional case. See also superlinear perturbed problem [13], [19] and
[28]. As is well known, the critical problem becomes so delicate because of the
lack of the compactness of the Sobolev embedding H10 (
) ,! L2

(
) where 2 =
2N=(N 2). To overcome this diculty, they use the concentration compactness
arguments developed in [16] or [25]. As a consequence, the solvability of their
problems is successfully obtained. But as indicated in [21], the critical problem
in high dimension seems to be unsolved. It is because the variational structure of
the associated energy functional is drastically dierent from the low dimensional
problem. For example, the functional becomes coercive since 2 is strictly less
than 4 which is the exponent of the Kirchho term. It permits the possibility of
existence of multiple solutions of the limiting problem. See Fig. 2 or solve the
formula (22) in Section 4 in [21]. Consequently it makes the threshold level of PS
condition unclear. In this section, we rst recall the concentration compactness
assertion obtained in [21]. Utilizing this, we will prove a reasonable compactness
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Figure 2: Variational structure of the limiting problem
condition for the PS sequences which is independent of their energy level. This
will enable us to show the existence of possibly multiple solutions of the critical
problem in high dimension. In addition, we will see that our new approach
mentioned in previous subsection successfully complements the answer to the
solvability (but for the special case). To our best knowledge, this result is the
rst one which puts positive answers for its solvability. See Subsection 7.4.
7.1.3 Organization of this section
In Subsection 7.2, we show the variational proof for the multiplicity of solutions
of (P). We note that, Subsection 7.2 is rather a complement of our previous
work [20] and a preliminary for Subsection 7.3. In Subsection 7.3, one of the
main arguments of this section, we introduce another approach and get the
multiple (possibly innitely many) solutions of (P). Finally in Subsection 7.4,
we prove the solvability of the high dimensional critical problem. In this section,
we use the same character C to denote several positive constants. We put
k  k := k  kH10 (
) =
 R


jr  j2dx1=2. We dene
Sp+1 := inf
u2H10 (
)nf0g
R


jruj2dx R


jujp+1dx2=(p+1) (> 0):
If N  3 and p = (N +2)=(N   2), we simply denote Sp+1 = S. Finally we put
the rst eigenvalue and eigenfunction of   on 
 as 1 > 0 and 1 > 0 in 

respectively.
7.2 Variational approach
In this section, we prove the existence of multiple solutions of (P) via the varia-
tional method. We also prove a nonexistence result and remarks on the structure
of solutions set. First we put the following theorems.
Theorem 7.1. Let 
  RN with N  3 be a bounded domain with smooth
boundary. We assume a(t) = 1 + t, 3 < p < 1 if N = 1; 2 and 3 < p < 5
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if N = 3. Then there exists a constant  > 1 such that (P) has at least two
solutions if 1 <  < .
Theorem 7.2. (P) has no solution if  > 1 is suciently large.
The proof for Theorem 7.1 is based on the method of Nehari manifold origi-
nating in [27]. Similar arguments are given in [20] or [26] for the Kirchho type
critical problem. Readers who are familiar with these arguments, it is enough to
see the latter part of next subsubsection; the proof of Theorem 7.2 and remarks
below.
7.2.1 Proof of Theorems 7.1 and 7.2
First we prove the existence result; Theorem 7.1 for readers convenience. To do
that, we put the energy functional on H10 (
) as in Introduction,
I(u) :=
1
2
kuk2 + 1
4
kuk4   
2
Z


u2+dx 
1
p+ 1
Z


up+1+ dx:
Dene the Nehari manifold,
N := fu 2 H10 (
) n f0g j hI 0(u); ui = 0g;
and split it into three parts,
N+ := fu 2 N j 2kuk4 > (p  1)
Z


up+1+ dxg;
N 0 := fu 2 N j 2kuk4 = (p  1)
Z


up+1+ dxg;
N  := fu 2 N j 2kuk4 < (p  1)
Z


up+1+ dxg:
Set a nite value
 =: inf
u2H10 (
)nf0g
~(u) > 1;
where
~(u) =
8><>:
1R


u2+dx
 
kuk2 + 2
2
p 3 (p 3)(kuk4)
p 1
p 3
(p 1)
p 1
p 3 (
R


up+1+ dx)
2
p 3
!
if u+ 6= 0
1 if u+ = 0:
For all
1 <  <  (186)
we shall show the existence of nontrivial critical points of I belonging to N+
and N .
Lemma 7.3. For every u 2 H10 (
) n f0g with u+ 6= 0, there exists a unique
constant t+ > 0 such that t+u 2 N . In addition if  R


u2+dx > kuk2, there
exists a unique value 0 < t  < t+ such that t u 2 N+.
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Proof. For all u 2 H10 (
) n f0g with u+ 6= 0, we consider the equation for t > 0,
kuk4t2  
Z


up+1+ dx

tp 1 = 
Z


u2+dx  kuk2: (187)
Put
g(t) := kuk4t2  
Z


up+1+ dx

tp 1:
We can easily nd that a constant,
tmax :=
 
2kuk4
(p  1) R


up+1+ dx
! 1
p 3
satises
max
t0
g(t) = g(tmax)
=
2
2
p 3 (p  3)  kuk4 p 1p 3
(p  1) p 1p 3
R


up+1+ dx
 2
p 3
:
Thus from (186), we have
max
t0
g(t) > 
Z


u2+dx  kuk2: (188)
By (188), we can solve the equation (187). In particular, we nd a unique
solution t+ > 0 such that g0(t+) < 0 and thus t+u 2 N . In addition, we get
a unique solution 0 < t  < t+ such that g0(t) 7 0 and thus tu 2 N if

R


u2+dx > kuk2. This nishes the proof.
Lemma 7.4. N 0 = f0g.
Proof. We argue by contradiction. Take u 2 N 0 n f0g. Then R


u2+dx > 0.
Noting this and again using the assumption u 2 N 0 n f0g, we have
 =
1R


u2+dx

kuk2 + kuk4  
Z


up+1+ dx

=
1R


u2+dx

kuk2 + (p  3)kuk
4
(p  1)

=
1R


u2+dx
0@kuk2 + (p  3)kuk4
(p  1)
 
2bkuk4
(p  1) R


up+1+ dx
! 2
p 3
1A
=
1R


u2+dx
0B@kuk2 + 2 2p 3 (p  3)kuk 4(p 1)p 3
(p  1) p 1p 3
R


up+1+ dx
 2
p 3
1CA
 inf
u2H10 (
)nf0g
264 1R


u2+dx
0B@kuk2 + 2 2p 3 (p  3)kuk 4(p 1)p 3
(p  1) p 1p 3
R


up+1+ dx
 2
p 3
1CA
375 :
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This is a contradiction. The proof is done.
Lemma 7.5. I is bounded from below on N .
Proof. First take u 2 N . Then we have by the Poincare inequality,
I(u) = I(u)  1
p+ 1
hI 0(u); ui
  

1
2
  1
p+ 1


1
  1

kuk2 +

1
4
  1
p+ 1

kuk4:
Since p > 3, the lemma is proved.
Noting lemmas above and the fact that N+ [ N 0 is closed, we utilize the
Ekeland variational principle. Consequently we get the minimizing sequence
(un)  N+ [N 0 such that
I(un)  1
n
+ c0 and I(w) > I(un)  1
n
kw   unk(w 2 N+ [N 0):
where c0 := infu2N+[N 0 I(u) < 0. Similarly we have an appropriate minimizing
sequence in N . We put the next lemma which enable us to ensure that the
minimizing sequences above are in fact, PS sequences for I.
Lemma 7.6. For every u 2 N+ [N , there exists a constant " > 0 and a C1
functional  on B(0; ")  H10 (
) such that
(0) > 0; (w)(u  w) 2 N for all w 2 B(0; ")
and further,
h 0(0); hi = 2
 
1 + 2kuk2 R


ru  rhdx  2 R


u+hdx  (p+ 1)
R


up+hdx
2kuk4   (p  1) R


up+1+ dx
:
Proof. Put a C1 functional on RH10 (
) so that
F (t; w) :=

ku  wk2   
Z


(u  w)2+dx

+bku wk4t2 
Z


(u  w)p+1+ dx

tp 1:
We can clearly get
F (1; 0) = 0 and Ft(1; 0) 6= 0:
From the implicit function theorem, we prove the lemma.
Now we prove Theorem 7.1.
Proof of Theorem 7.1. Mainly we show the proof for the solution in N+. For
that inN , the argument is similar. Now let (un)  N+[N 0 be the minimizing
sequence as above. Then similarly to Lemma 7.5, we get the boundedness of
(un). We claim
I 0(un)! 0 in H 1(
) as n!1: (189)
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Actually, since c0 < 0, we can assume (un)  N+. Then for every un, we choose
a constant " > 0 and a C1 functional  on B(0; ")  H10 (
) as in Lemma 7.6.
For  < ", put  :=  (I
0(un)=kI 0(un)k) and w := (un   I 0(un)=kI 0(un)k).
Notice that w 2 N+ for small  > 0. Then we have
1
n
kw   unk > I(un)  I(w)
= hI 0(un); (un   w)i+ o(kun   wk)
= 


I 0(un)
kI 0(un)k

hI 0(un); I
0(un)
kI 0(un)ki+ o(kun   wk):
Dividing the inequality above by  and taking  ! 0, we obtain
C(j 0(0)j+ 1)
n
> kI 0(un)k;
where j 0(0)j := h 0(0); I 0(un)=kI 0(un)ki. From Lemma 7.6,
j 0(0)j  C
2kunk4   (p  1)
R


(un)
p+1
+ dx
;
where C > 0 is some constant. Thus it is sucient if we show
lim
n!1

2kunk4   (p  1)
Z


(un)
p+1
+ dx

> C (190)
for some value C > 0. If not, we have
lim
n!1

2kunk4   (p  1)
Z


(un)
p+1
+ dx

= 0:
Then similarly to Lemma 7.4, we have
 = lim
n!1

1R


(un)2+dx

kunk2 + kunk4  
Z


(un)
p+1
+ dx

= lim
n!1

1R


(un)2+dx

kunk2 + (p  3)kunk
4
(p  1)

= lim
n!1
24 1R


(un)2+dx
0@kunk2 + (p  3)kunk4
(p  1)
 
2kunk4
(p  1) R


(un)
p+1
+ dx
! 2
p 3
1A35
= lim
n!1
264 1R


(un)2+dx
0B@kunk2 + 2 2p 3 (p  3)  kunk4 p 1p 3
(p  1) p 1p 3
R


(un)
p+1
+ dx
 2
p 3
1CA
375
 1R


u2+dx
0B@kuk2 + 2 2p 3 (p  3)kuk 4(p 1)p 3
(p  1) p 1p 3
R


up+1+ dx
 2
p 3
1CA
 inf
u2H10 (
)nf0g
264 1R


u2+dx
0B@kuk2 + 2 2p 3 (p  3)kuk 4(p 1)p 3
(p  1) p 1p 3
R


up+1+ dx
 2
p 3
1CA
375 ;
133
where u 2 H10 (
)nf0g is a weak convergence of un and for the rst inequality we
use the lower semi continuity of the norm and the compactness of the Sobolev
embedding H10 (
) ,! Lr(
) for r = 2; p+1. This is impossible. Thus we obtain
(189). Consequently we can assume (un) is a bounded (PS)c0 sequence for I.
Then the proof of the compactness of PS sequences are usual. Thus, u is a
critical point in N+ [ N 0 of I. From the fact u 6= 0 and Lemma 7.4, u 2 N+.
Next noting that N  is closed, we similarly have the nontrivial critical point of
I in N .
Next we show Theorem 7.2.
Proof of Theorem 7.2. We use the Kaplan's method. Let a(t) = 1 + t and u be
a solution of (P). Then we have the estimate
1
Z


u1dx =
Z


( u)1
=
1
1 + bkuk2
Z


(u+ up)1dx
>

1 + bkuk2
Z


u1dx:
Since
R


u1dx > 0, we get
1 >

1 + bkuk2 :
We obtain a priori bound for u (see also Subsection 1.4 in [20]),
kuk2 > 
1
  1: (191)
On the other hand, v := (1 + bkuk2)1=(1 p)u is a solution of(
 v = ~v + vp; u > 0 in 
;
v = 0 in @
;
(~P)
with ~ := =(1 + bkuk2). From a priori estimate (Theorem 1.2 in [12], see also
[8]), there exists a constant C > 0 which does not depend on ~ > 0 such that
kvk2  C:
It follows that
kuk2  C(1 + bkuk2) 2p 1 :
Recalling p > 3, we have
kuk2  C
for some constant C > 0 which is independent of  > 0. This contradicts (191)
if  > 0 is suciently large. The proof is done.
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Figure 3: Structure of solutions set
Finally we put some remarks.
Remark 7.7. Similarly to the argument in [27], we can prove that every critical
point of I in N+ is a local minimum point of I.
Remark 7.8. We claim that 1 is a bifurcation point and the branch emanates
to the right if  > 1. In fact, from the argument in the proof of Theorem 7.11,
we always have a solution u with negative energy if  > 1 is not too large.
Then we get by the Poincare inequality,
0  I(u)  1
p+ 1
hI 0(u); ui
=  

1
2
  1
p+ 1


1
  1

kuk2 +

1
4
  1
p+ 1

kuk4:
It follows that
kuk2 < C


1
  1

;
where C > 0 is some constant which is independent of . Thus u ! 0 in
H10 (
) as  ! 1. This proves the claim. (This holds also in the critical case
recalling Theorem 5.1 in [20].)
Remark 7.9. From the results above, the structure of solutions set looks as
Fig. 3. We conclude that the nonlocal coecient may change the shape of the
structure of solutions set.
7.3 Another approach
Let us take another approach to answer the question in subsubsection 7.1.1.
We have an easy interpretation from the point of the nonlocal feature of the
equation. Let u be a solution of (P). Then v := a(kuk2)1=(1 p)u is a
solution of a semilinear problem,(
 v = ~v + vp; u > 0 in 
;
v = 0 in @
;
(~P)
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Figure 4: The construction of solutions
with ~ = =a(kuk2). This means that we can construct a solution of the semi-
linear problem (~P) from the nonlocal one (P). It has no inconsistence if we can
have multiple solutions of (P) even if the uniqueness of (~P) (see [3] etc.) holds.
It is because the nonlocal coecient can vary the parameter ~ of the corre-
sponding equation (~P) depending on each Dirichlet energy. Now it is natural
to ask vice versa. That is, our question is whether or not we can construct the
solutions of (P) from those of (~P) (Fig. 4).
7.3.1 Main results
Let us show an answer. For  2 R and t > 0, assume v;t is a solution of(
 v = ~(t)v + vp; v > 0 in 
;
v = 0 in @
;
(~P;t)
where ~(t) = =a(t). Now it is easy to check that u;t := a(t)
1=(p 1)v;t satises(
 a (t)u = u+ up in ; u > 0 in 
;
u = 0 on @
;
(P;t)
As ku;tk2 = a(t) 2p 1 kv;tk2, if we can nd a solution t0 of the equation;
t = a(t)
2
p 1 kv;tk2; (*)
u := u;t0 is nothing but a solution of (P). The inverse is always true. Thus
we have the next conclusion.
Proposition 7.10. There exist solutions of (P) as many numbers as those of
(*).
From Proposition 7.10 and Theorem 7.1, if a(t) = 1 + t and  > 1 is not
too large, we must nd the multiple solutions of (*). In fact, we can prove this
if 
 is a ball.
Theorem 7.11. Let 
  RN with N  3 be a ball. We assume a(t) = 1 + t,
3 < p < 1 if N = 1; 2 and 3 < p < 5 if N = 3. Then (*) has at least one
solution if   1. Furthermore, there exists a constant  > 1 such that (*)
admits at least two solutions for all 1 <  < . Finally, (*) has no solution if
 > 1 is large enough.
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The following corollary immediately follows by Proposition 7.10 and Theo-
rem 7.11.
Corollary 7.12. Let 
, N , a, p and  > 0 be chosen as in Theorem 7.11. Then
(P) has at least one solution if   1 and at least two solutions if 1 <  < .
Furthermore there exists no solution for suciently large  > 1.
7.3.2 Proof of Theorem 7.11: Reduction to a nite dimensional
problem
We shall prove Theorem 7.11.
Proof of Theorem 7.11. Let 
, N , a and p satisfy the hypotheses in Theorem
7.11 and take  2 R. First note that from the bifurcation result in [24], we
have a continuum of solutions of (~P) in R  C1;(
) which bifurcates from
(~; v) = (1; 0) to the left and meets innity. Noting this together with a priori
estimate in [12] or [8] and utilizing the uniqueness assertions (see [3] for the case
~  0 and [1] for the case ~ < 0 for instance), we can construct a continuous
function on R;
f(~) =
(
kv~k2 if ~ < 1
0 if 1  ~:
where v~ is a solution of (
~P) for every ~ < 1. Again using the uniqueness
results, we may regard each v~ as a least energy solutions of the associated
minimization problem, that is, we put v~ = S
1=(1 p)
~
w~ where
S~ : = inf

kwk2   ~
Z


w2dx
 Z


wp+1dx = 1

= kw~k2   ~
Z


w2~dx
with
R


wp+1~ dx = 1. Then we can get further informations of f(
~). Actually,
from the denition and the fact S~ < Sp+1, we have
f(~)  Cp
 
1 
~
1
! 2
p 1
if ~ < 1 (192)
where Cp := k1k 4p 1 (Sp+1 + C) for some C > 0 and 1 is a rst eigenfunction
of   on 
. On the other hand, by the Poincare and Sobolev inequalities, we
get
f(~) 
8<:Cp

1  ~=1
 2
p 1
if ~ > 0
Cp if ~  0;
(193)
where Cp := S
p+1
p 1
p+1 . To conclude the proof, put F(t) := a(t)
2=(p 1)f(=a(t)).
Then clearly F is continuous on R+ [ f0g. Now it is enough if we can nd
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Figure 5: Equation (**)
positive solutions of the equation on one dimension,
t = F(t): (**)
For simplicity, we only deal with the case  > 1. The other cases are similar.
Using the estimates (192), (193) and choosing a(t) = 1 + t, we obtain the
estimate,8<:Cp

t 


1
  1
 2
p 1  F(t)  Cp

t 


1
  1
 2
p 1
if t > =1   1
F(t) = 0 if 0 < t  =1   1:
(194)
Now noting p > 3, it is obvious that there exists a constant  > 1 such that if
1 <  < , we can choose a constant t0 > 0 so that t0 < Cp (t0   (=1 + 1))2=(p 1).
Furthermore for large t > 0, Cp (t  (=1   1))2=(p 1) < t. Consequently,
recalling the continuity of F, we can nd at least two solutions of (**) if
1 <  < . In addition, if  > 1 is large enough, F(t) < t for all t > 0.
Consequently, there exists no solution of (**). This completes the proof.
Remark 7.13. Even if 
 is a general bounded domain with smooth boundary,
we still have a continuum of solutions in RC1;(
) which bifurcates from 1
to the left and meets innity. It would be interesting question whether or not
our approach is valid for the general domain cases.
Remark 7.14. We could get a stricter result from Proposition 7.10 if we know
some additional informations of the graph of the function f(~). (We do not
know even whether or not f has a convexity on ~ < 1 for instance.)
7.3.3 Construction of innitely many solutions
Utilizing our approach, we can set a nonlocal coecient a so that (P) has
innitely many solutions.
Theorem 7.15. Let 
  RN with N 2 N be a ball. In addition we assume
1 < p < 1 if N = 1; 2 and 1 < p < (N + 2)=(N   2) if N  3. Then there
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exists a continuous function a : R+ [ f0g ! R+ such that (P) has innitely
many solutions for all   1.
Proof. As in the proof of Theorem 7.11, it is enough to get the innitely many
solutions for (**). For simplicity we only consider the case 0 <   1. In this
case, similarly to (194), we obtain
Cp

a(t)  
1
 2
p 1
 F(t)  Cp

a(t)  
1
 2
p 1
for t > 0:
Take a(t) = 1 +

tj sin tj=Cp
(p 1)=2
for instance. The conclusion is obtained
from the following. We choose  = 1 for simplicity. Then we get
tj sin tj  F1(t)  ~Cptj sin tj
where ~Cp = Cp=Cp > 1 (Fig. 6). Now it is clear that for small t0 < =2,
F1(t0) < t0 and F1(=2)  =2. Furthermore, if t = k, F1(t) = 0 < t and
if t = (k + 1=2), F1(t)  t for all k 2 N. The continuity of F implies that
for every k 2 N [ f0g, we can nd a constant k < tk  (k + 1=2) such that
F1(tk) = tk. This completes the proof for the case  = 1. For the case  < 1,
the proof is similar. This concludes the proof.
If a(t) = 1 +

tj sin tj=Cp
(p 1)=2
as in the proof above, the structure of so-
lutions set is roughly observed as Fig. 7. We may conclude that the nonlocality
of the problem (P) can drastically change the structure of solutions set of (~P).
7.3.4 Remarks
Finally we end this section with several remarks.
Remark 7.16. In Theorem 7.11 and Corollary 7.12, we restricted our argument
for the case p > 3. The same approach will work for other exponents 1 < p  3.
We leave it for interested readers. Surely if p = 3, we can get a result which is
consistent with Theorems 1.1 and 1.2 in [18].
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Remark 7.17. We can utilize the same approach for the critical problem,
treated in [20]. In this case, the structure of solutions set of the associated
semilinear problem (~P) is dierent from that of the subcritical case. For exam-
ple, it has no solution if ~  1=4, as is well-known by [7]. Thus the argument
will be more complicated. But it still can provide a certain result and give an-
other interpretation for the result in [20]. For simplicity, we also leave it for
interested readers.
7.4 The critical problem in high dimension
In this subsection, we show the solvability of (P) with critical nonlinearity,
especially in high dimension. Let N  3, a(t) = 1 + bt with b > 0 and p =
(N + 2)=(N   2). First utilizing the variational method with the concentration
compactness argument obtained in [21], we get the possibly multiple solutions
of (P) if b > 0 is large enough.
Theorem 7.18. Let 
  RN with N  4 be a bounded domain with smooth
boundary. We assume a(t) = 1 + bt with
b >
(
1=S2 if N = 4;
2(8 N)=2(N 4)
(N 2)2SN=2 if N  5:
Then the following conclusions (i) and (ii) hold.
(i) If N = 4, (P) has a solution for all  > 1.
(ii) If N  5, there exists a constant 0 <  = (b) < 1 such that (P) has
at least two solutions for all  <  < 1 and at least one solution for all
1  . Moreover (P) has no solution if  > 0 is small enough.
Remark 7.19. The result for the case N = 4 and 0 <  < 1 is discussed in
Theorem 1.1 in [21].
Now we naturally ask the solvability of (P) with N  5 when b > 0 is small.
In this case, because of the diculty mentioned in subsubsection 7.1.2, the
typical concentration compactness analysis is hard to apply. Our new approach
developed in previous subsections can complement the Theorem 7.20 for the
special case.
Theorem 7.20. Let N  5, 
  RN be a ball and further, a(t) = 1 + bt with
b > 0 and  > 0. Then there exists a constant b1 > 0 such that if 0 < b < b1,
(P) has at least two solutions for all  < 1. Furthermore, (P) has at least one
solution for all   1 and b > 0.
7.4.1 Proof of Theorem 7.18
In this subsection, we prove Theorem 7.18. Let N  4, b;  > 0, p = (N +
2)=(N   2) and dene
I(u) =
1
2
kuk2 + b
4
kuk4   
2
Z


u2+dx 
1
2
Z


u2

+ dx;
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where 2 = 2N=(N   2). We shall show the existence of a nontrivial critical
point of I. To conclude the proof, we recall the complete description of PS
sequences, (see Theorem 4.1 and remarks its below in [21]).
Proposition 7.21. Let (un)  H10 (
)  D1;2(RN ) be a bounded PS sequence
for I. Then (un) has a subsequence which converges strongly in H
1
0 (
) or oth-
erwise, there exist a nonnegative function u0 2 H10 (
) which is a weak con-
vergence of un, a number k 2 N and further, for every i 2 f1; 2;    ; kg, a
sequence of values (Rin)n2N  R+, points (xin)n2N  
 and a nonnegative func-
tion vi 2 D1;2(RN ) which satisfy
 
8<:a+ b
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(RN )
1A9=;u0 = u0 + u20 in 
;
 
8<:a+ b
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(RN )
1A9=;vi = v2i in RN ; (195)
such that up to subsequences, Rindist(x
i
n; @
)!1 as n!1,un   u0  
kX
i=1
(Rin)
N 2
2 vi(R
i
n(   xin))

D1;2(RN )
= o(1); (196)
kunk2H10 (
) = ku0k
2
H10 (
)
+
kX
i=1
kvik2D1;2(RN ) + o(1);
and
I(un) = ~I(u0) +
kX
i=1
~I1(vi) + o(1);
where o(1)! 0 as n!1 and we put
~I(u0) :=
a
2
ku0k2H10 (
) +
b
4
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(RN )
1A ku0k2H10 (
)
  
2
Z


u20dx 
1
2
Z


u2

0 dx;
~I1(vi) :=
a
2
kvik2D1;2(RN ) +
b
4
0@ku0k2H10 (
) + kX
j=1
kvjk2D1;2(RN )
1A kvik2D1;2(RN )
  1
2
Z
RN
v2

i dx:
(197)
Now we put a reasonable feature of PS sequences in high dimension.
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Lemma 7.22. Let N  4, b;  > 0 and (un)  H10 (
) be a bounded PS sequence
for I. Then if
b >
8<:1=S
2 if N = 4;
2
N 2

N 4
N 2
(N 1)=2
S N(N+1)=(2(N 2)) if N  5; (198)
(un) has a subsequence which strongly converges in H
1
0 (
).
Proof. In view of (196) in Proposition 7.21, it is enough if we show vi = 0 for
all i 2 N. Now from (195), we have by the Sobolev inequality,
0  kvik2 + bkvik4  
Z


v2

i dx
 kvik2 + bkvik4   S  2

2 kvik2 : (199)
If N = 4, 2 = 4 and thus, we get
0  kvik2

1 + (b  S 2)kvik2
	
:
Then from (198), vi must be a trivial function. This is the conclusion for N = 4.
Next Suppose N  5 and vi 6= 0 on the contrary. Note that 2 < 4 in this case.
Then it follows from (195),
kvik2 2   bS 2

2 kvik2  S 2

2 : (200)
Put f(x) := x2
 2   bS 22 x2. By an elementary calculation, we have
max
x0
f(x) =

N   4
N   2

2
(N   2)bSN=(N 2)
 2
N 1
:
But from our assumption (198), the right hand side of the above formula is
strictly less than S
2
2 . This contradicts (200). This nishes the proof.
Now we can solve (P) by a typical variational argument.
Proof of Theorem 7.18. Let 
, N , a and b > 0 satisfy the former hypotheses
in Theorem 7.18. First we prove the existence and nonexistence for the case
0 <  < 1 in (ii). To this aim, we use the mountain pass theorem [2] and the
typical minimization argument. First note that since  < 1 and 2 < 2
, 0 is a
local minimum of I. We claim that there exists a constant 0 <  = (b) < 1
such that for every  <  < 1, we can nd a constant t0 > 0 so that
I(t01) < 0;
where 1 is the rst eigenfunction of   on 
 with k1k = 1. To prove this,
for t > 0, consider
I(t1) =
1
2

1  
1

t2 +
1
4
bt4   1
2
Z


2

1 dx

t2

:
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Since 2 < 2 < 4, it clearly follows that there exists a constant 0 <  =
(b) < 1 such that for all  <  < 1, mint>0 I(t1) < 0. This proves
the claim. Consequently for every  <  < 1, I satises the mountain pass
geometry. Furthermore, since 2 < 2 < 4, I is bounded from below and thus,
 1 < infu2H10 (
) I(u) < 0. To the conclusion we only have to prove the PS
condition for I. Actually, since I is coercive, every PS sequence for I is bounded
in H10 (
). Consequently recalling our assumption (198) and Lemma 7.22, we
get the compactness of PS sequences. Therefore we have at least two nontrivial
critical point of I. Next we show that (P) has no solution for small  > 0. To do
this, let u be a solution of (P) with N  5. Then by the Sobolev and Poincare
inequalities, we have
0 

1  
1

kuk2 + bkuk4   S 2

2 kuk2 =: hb;(kuk)
where hb;(x) = (1   =1)x2 + bx4   S 2

2 x2

. Noting 2 < 4 and our choice
of b > 0, hb;(x) > 0 for all x > 0 if  > 0 is small enough. This implies the
nonexistence assertion in (ii).
Finally, the proof of the existence for the case   1 in (i) and (ii) are
obtained by a similar minimization argument. Let  > 1 if N = 4 and   1
if N  5. First, since  > 1 and I is bounded from below, we have
 1 < inf
u2H10 (
)
I(u) < 0:
For the proof, estimate I(t1) as before. Then we similarly conclude the ex-
istence of a nontrivial critical point of I by the assumption (198) and Lemma
7.22. This is the proof.
Remark 7.23. Utilizing Lemma 7.22 and a similar argument to the proof above,
we can get at least two solutions for the superlinear perturbed problem;(
   1 + b R


jruj2dxu = uq + up; u > 0 in 

u = 0 on @

where 1 < q < (N + 2)=(N   2) with N  5. More precisely, the problem above
has at least two solutions if b > 0 satises the hypothesis in Theorem 7.18 and
 > 0 is large enough. For the proof, ensure the mountain pass geometry and
the negativity of inmum of the corresponding energy functional for suciently
large  > 0. As a consequence, Lemma 7.22 completes the proof. We can put
this result as a remark on that in [13].
7.4.2 Proof of Theorem 7.20
Lastly we conclude Theorem 7.20.
Proof of Theorem 7.20. Let 
  RN with N  5 be a ball,  > 0 and p =
(N + 2)=(N   2). As in the proof of Theorem 7.11, we shall construct an
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appropriate continuous function f(~) on R. In this case, we do never have a
priori estimate of solutions of (~P) in C1;(
). Thus it is natural to show the
construction from the variational point of view. First, from the result in [7], we
can nd solutions v~ of (
~P) for all 0 < ~ < 1. For every ~ < 1, we may put
v~ = S
1=(1 p)
~
w~ where S~ and w~ are dened as in the proof of Theorem 7.11.
Next dene a function on R;
f(~) =
(
kv~k2 if 0 < ~ < 1
0 if 1  ~:
We show f(~) is continuous on (0;1). To this aim, rst we prove that the
function : ~ 7! kv~k2 is continuous on ~ 2 (0; 1). To ensure this, it is enough if
we show the function : ~ 7! kw~k2 is continuous on (0; 1). Then we immediately
get the continuity of S~ and these prove the claim. Now we suppose on the
contrary. Then there exist constants ~ 2 (0; 1), " > 0 and a sequence (~n) 
(0; 1) such that ~n ! ~ and
kw~   w~nk > ": (201)
We can assume ~n > ~ up to subsequence. (If not, we may suppose inversely;
~n < ~.) From the monotonicity of S~ and the denition, we have
S~  S~n = kw~k2   ~
Z


w2~dx+ o(1)  S~ + o(1)
where o(1) ! 0 as n ! 1. Thus, w~ is a minimizing sequence for S~. From
the well-known argument, w~ ! w0  0 in H10 (
) up to subsequences where
S~ = kw0k2   ~
Z


w20dx
with
R


wp+10 dx = 1. It follows from our assumption; 
 is a ball, and the
uniqueness result of the corresponding semilinear problem [3], the minimizer
of S~ must be unique. As a consequence, w0 = w~. But this contradicts
(201). Thus f(~) is continuous on (0; 1). It is easy to verify that v~ ! 0 as
~ " 1. These conclude our claim. Now similarly to the argument in the proof
of Theorem 7.11, we have the following lower and upper bound for F(t);8>><>>:
b
2
p 1Cp

t  1b


1
  1
 2
p 1  F(t)  b 2p 1Cp

t  1b


1
  1
 2
p 1
if t  maxf0; (=1   1)=bg;
F(t) = 0 if  > 1 and 0 < t < (=1   1)=b:
Note that p = (N + 2)=(N   2) < 3 since N  5. First, we consider the case
 < 1. By some elementary arguments, we have a constant b1 > 0 such that
we can select constants 0 < t1 < t2 such that F(0) > 0, F(t1) < t1 and
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Figure 8: Equation (**)
F(t2) > t2 for all 0 < b < b1 (Fig. 8). From the continuity of F, (**) has
at least two solutions if 0 < b < b1. Next consider the case   1. Then we
can clearly nd constants 0 < t3 < t4 such that F(t3) < t3 and F(t4) > t4 for
all b > 0. Thus similarly we conclude that (**) has at least one solution for all
b > 0. These complete the proof.
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