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Abstract
In this paper, we investigate the weak convergence rate of Euler-
Maruyama’s approximation for stochastic differential equations with ir-
regular drifts. Explicit weak convergence rates are presented if drifts
satisfy an integrability condition including discontinuous functions which
can be non-piecewise continuous or in fractional Sobolev space.
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1 Introduction
Stochastic differential equations (SDEs for short) with singular coefficients have
been extensively studied recently, see [8, 16, 17, 18, 19] and references therein.
Meanwhile, in order for one to understand the numerical approximation of SDEs
with irregular coefficients, numerical schemes are established. The strong and
weak convergence rate for singular SDEs are obtained, see [2, 3, 6, 7, 9, 10,
11, 12, 13, 14, 15] for instance. Particularly, the strong convergence of Euler-
Maruyama’s (abbreviated as EM’s) scheme for discontinuous monotone drifts
was investigated in [5]. [13] obtained the strong convergence rates of EM’s
scheme for SDEs with drifts satisfying the one-side Lipschitz condition, and
[14] investigated the one-dimensional setup without the one-side Lipschitz as-
sumption. Recently, [3] obtains strong convergence rates for multidimensional
SDEs under an integrability condition by using the Krylov’s estimate and the
result of Gaussian type heat kernel estimates established by the parametrix
1
method in [11]. The weak convergence is concerned with the convergence of the
distribution of the solutions of SDEs. In this paper, we shall investigate the
weak error of EM’s scheme for the following SDE on Rd
dXt = b(Xt)dt+ σdWt, X0 = x ∈ Rd, (1.1)
where (Wt)t≥0 is a Brownian motion on R
d with respect to a complete filtra-
tion probability space (Ω, (Ft)t≥0,F ,P). The associated EM’s scheme reads as
follows: for any δ ∈ (0, 1),
dX
(δ)
t = b(X
(δ)
tδ
)dt+ σdWt, X
(δ)
0 = 0, (1.2)
where tδ = [t/δ]δ and [t/δ] denotes the integral part of t/δ. The weak con-
vergence rate is concerned with the approximation of Ef(Xt) by Ef(X
(δ)
t ) for
a given function f . The weak error has been obtain for some SDEs with dis-
continuous drifts in [6, 7]. However, they required that the given function f is
Ho¨lder continuous. The weak convergence rate with a measurable and bounded
function f can be dated back to [1], where the coefficients of SDEs need to
be smooth. Recently, [4, 15] established the weak convergence rate of EM’s
scheme for SDEs with irregular coefficients by using Girsanov’s transformation.
Inspired by [3] and [4, 15], we shall give a note on the weak error for (2.2) with
a possibly discontinuous drift b. Moreover, the given function f is only assumed
to be bounded and measurable on Rd.
The remainder of this paper is organized as follows: The main result is
presented in Section 2. All the proofs are given in Section 3.
2 Main Result and Examples
Let | · | be the Euclidean norm, 〈·, ·〉 be the Euclidean product. ‖ · ‖ denotes
the operator norm. Throughout this paper, we assume the coefficients of (2.2)
satisfy the following assumptions:
(H1) b : Rd → Rd is measurable and σ is an invertible d×d-matrix. There exist
nonnegative constants L1, L2 such that
|b(x)| ≤ L1 + L2|x|.
(H2) There exist p0 ≥ 2, α > 0 and φ ∈ C([0, T ]; (0,+∞)) with
∫
0+
φ2(s)ds <
∞ such that
sup
z∈Rd
∫
Rd×Rd
|b(y)− b(x)|p0 e
− |x−z|
2
s
− |y−x|
2
r
s
d
2 r
d
2
dxdy ≤ (φ(s)rα)p0, s > 0, r ∈ [0, 1].
By [19, Theorem 1.1], (1.1) has a unique strong solution under (H1).
It is clear that (1.2) also has a unique strong solution. We denote ‖f‖∞ =
supx∈Rd |f(x)|. We now formulate the main result.
2
Theorem 2.1. Assume (H1)-(H2). If
TL2‖σ−1‖‖σ‖
√
2(p0 + 1)(p0 + 3)
p0 − 1 < 1, (2.1)
then for any bounded measurable function f on Rd, there exists a constant
CT,p0,σ,x > 0 such that
|Ef(Xt)− Ef(X(δ)t )| ≤ CT,p0,σ,x‖f‖∞δα, t ∈ [0, T ]. (2.2)
Additionally, if b has sublinear growth, i.e. for any ǫ > 0, there exists L(ǫ) > 0
such that |b(x)| ≤ L(ǫ) + ǫ|x|, the convergence holds for any T > 0.
Remark 2.1. When the drift b is non-regular, the boundedness on b is needed
see e.g. [3, 6, 7]. Here, we allow that b has linear growth by (H1). If b is
bounded or β-Ho¨lder continuous with β < 1, then b has sublinear growth.
In the condition (H2), if α is a decreasing function of p0, then we can choose
p0 = 2 without considering that T depends on p0 increasingly, see Example 2.3.
We give several examples to illustrate the condition (H2) and the conver-
gence rate α.
Example 2.2. If b is the Ho¨lder continuous with exponent β, i.e.
|b(y)− b(x)| ≤ L|x− y|β,
then (H2) holds with α = β
2
and a constant function φ(s). It is clear that b has
sublinear growth if β < 1. Then for any T > 0, (2.2) holds with α = β
2
.
Proof. By the Ho¨lder continuity and the fact
sup
x≥0
(xγ
′
e−γx
2
) =
( γ′
2 e γ
)γ′/2
, γ′, γ > 0, (2.3)
the assertion follows from the following inequality
sup
z∈Rd
∫
Rd×Rd
|b(y)− b(x)|p e
− |x−z|
2
s
− |y−x|
2
r
s
d
2 r
d
2
dxdy
≤ Lp sup
z∈Rd
∫
Rd×Rd
|y − x|βp e
−
|x−z|2
s
−
|y−x|2
r
s
d
2 r
d
2
dxdy
≤ Lp 1
s
d
2 r
d
2
(
βpr
e
)βp
2
sup
z∈Rd
∫
Rd×Rd
e−
|x−z|2
s e−
|y−x|2
2r dxdy
≤ CLp
(
βpr
e
)βp
2
.
3
The following example shows that (H2) can hold even if b(x) is not piecewise
continuous.
Example 2.3. Let A be the Smith-Volterra-Cantor set on [0, 1], which is con-
structed in the following way. The first step, we let I1,1 =
(
3
8
, 5
8
)
, J1,1 =
[
0, 3
8
]
,
J1,2 = [
5
8
, 1] and remove the open interval I1,1. The second step, we remove the
middle 1
42
open intervals, denoting by I2,1 and I2,2, from J1,1 and J1,2 respec-
tively, i.e. I2,1 =
(
5
32
, 7
32
)
, I2,2 =
(
25
32
, 27
32
)
. The intervals left are denoted by
J2,1, J2,2, J2,3, J2,4, i.e.
J2,1 =
[
0,
5
32
]
, J2,2 =
[
7
32
,
3
8
]
, J2,3 =
[
5
8
,
25
27
]
, J2,4 =
[
27
32
, 1
]
.
For the n-th step, we remove the middle 1
4n
open intervals In,1, · · · , In,2n−1
from Jn−1,1, · · · , Jn−1,2n−1 respectively, and the intervals left are denoted by
Jn,1, · · · , Jn,2n. Let
A =
∞⋂
n=1
(
2n⋃
k=1
Jn,k
)
.
Then A is a nowhere dense set and the Lebesgue measure of A is 1/2. Define
b(x) = 1[0,1](x)−
∞∑
n=1
2n−1∑
j=1
2−(n+j)1In,j(x)
= 1A(x) +
∞∑
n=1
2n−1∑
j=1
(
1− 2−(n+j))1In,j(x).
All of the endpoints of the intervals I¯n,j are the discontinuous points of b, which
is dense in A. For any interval I ⊂ [0, 1] such that I ∩ A 6= ∅, it always
contains the discontinuous points of b. However, any interval I ⊂ [0, 1] such
that I∩A = ∅, it is a subset of some In,j. Hence, b is not a piecewise continuous
function. In the following, we shall show that b satisfies condition (H2) with
p0 = 2 and α =
1
4
and φ(s) = Cs
1
2 .
Proof. For z > 0 and any interval (a1, a2) (it is similar for [a1, a2])∫ +∞
−∞
∣∣1(a1,a2)(x+ u)− 1(a1,a2)(x)∣∣2 dx
=
∫ a2−u
a1−u
1(a1,a2)c(x)dx+
∫ a2
a1
1(a1−u,a2−u)c(x)dx
=
∫ (a2−u)∧a1
a1−u
dx+
∫ a2
(a2−u)∨a1
dx
≤ 2 (|u| ∧ (a2 − a1)) .
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For z < 0,∫ +∞
−∞
∣∣1(a1,a2)(x+ u)− 1(a1,a2)(x)∣∣2 dx
=
∫ +∞
−∞
∣∣1(a1,a2)(v)− 1(a1,a2)(v − u)∣∣2 dv ≤ 2 (|u| ∧ (a2 − a1)) .
Hence, by Jessen’s inequality∫ +∞
−∞
|b(x+ u)− b(x)|2dx
≤
∫ +∞
−∞
(∣∣1[0,1](x+ u)− 1[0,1](x)∣∣
+
+∞∑
n=1
2n−1∑
j=1
2−(n+j)
∣∣1In,j(x+ z)− 1In,j (x)∣∣
)2
dx
≤
(
1 +
+∞∑
n=1
2n−1∑
j=1
2−(n+j)
){∫ +∞
−∞
∣∣1[0,1](x+ u)− 1[0,1](x)∣∣2 dx
+
+∞∑
n=1
2n−1∑
j=1
2−(n+j)
∫ +∞
−∞
∣∣1In,j(x+ u)− 1In,j(x)∣∣2 dx
}
≤ 2
(
1 +
∞∑
n=1
2n−1∑
j=1
2−(n+j)
)2
|u| = 4|u|
Therefore
sup
z∈R
∫
R×R
|b(y)− b(x)|2 e
−
|x−z|2
s e−
|y−x|2
r
s
1
2 r
1
2
dxdy
≤ 1
s
1
2 r
1
2
∫
R
e−
|u|2
r
∫
R
|b(x+ u)− b(x)|2dxdu
≤ 4
s
1
2 r
1
2
∫
R
e−
|u|2
r |u|du =
(
Cs−
1
4 r
1
4
)2
.
A general class of functions that satisfies (H2) is the (fractional) Sobolev
space W β,p(Rd):
Example 2.4. If there exist β > 0 and p ∈ (2,∞) ∩ (d
2
,+∞) such that the
Gagliardo seminorm of b is finite, i.e.
[b]W β,p :=
(∫
Rd×Rd
|b(x)− b(y)|p
|x− y|d+βp dxdy
) 1
p
<∞,
then (H2) holds for any 2 ≤ p′ < p with α = β
2
and φ(s) = Cs
d
2p . Hence, if b
satisfies (H1) and [f ]W β,p <∞ with p ∈ (2,∞) ∩ (d2 ,+∞), then (2.2) holds.
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The proof of this example is similar to that of example in [3], we omit it
here.
Remark 2.2. In [3], the strong convergence and the convergence rate are in-
vestigated under the drift satisfying an integrability condition and boundeness.
Here we obtain the weak convergence rate, which the drift needs not be bounded
and the function f in equation (2.2) is only bounded and measurable. From the
examples above, one can see that the drift could be very irregular, this means
that we have extended the results in [1] where the coefficients must be smooth.
However, the method developed here seems difficult to deal with SDEs driven
by multiplicative noise. Moreover, our method is not optimal in Lipschitz case
since the classical weak rate is α = 1 for SDEs with smooth coefficients in [1].
3 Proof of Theorem 2.1
The key point to prove the main result is to construct a reference SDE, which
provides a new representation of (1.1) and its EM’s approximation SDE (1.2)
under another probability measures which will be defined by the Girsanov the-
orem.
Let Yt = σWt, which is the reference SDE of (1.1). The first lemma is on the
exponential estimate of |b(Yt)|. We use a weaker condition than that of (H1)
on b: there exist nonnegative constants L1, L2 and F ≥ 0 satisfying ‖F‖Lp1(Rd)
for some p1 > d such that
|b(x)| ≤ L1 + L2|x|+ F (x). (3.1)
By Krylov’s estimate, for any q such that d
p1
+ 1
q
< 1, there exists (see e.g. [8])
E
[∫ T
S
F 2(Ys)ds
∣∣∣FS
]
≤ (T − S) 1q ‖F‖Lp1 ,
which yields the following Khasminskii’s estimate (see e.g. [18, Lemma 3.5]):
for any C > 0
E exp
{
C
∫ T
0
F 2(Ys)ds
}
<∞. (3.2)
Lemma 3.1. Assume (3.1) holds. If λ and T satisfy
2T 2λL22‖σ−1‖2‖σ‖2 < 1, (3.3)
then
E exp
{
λ
∫ T0
0
|σ−1b(Ys)|2ds
}
<∞. (3.4)
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Proof. By the Ho¨lder inequality, we derive that
E exp
{
λ
∫ T
0
|σ−1b(Ys)|2ds
}
≤ E exp
{
λ
∫ T
0
‖σ−1‖2 ((L1 + L2|x|) + L2|Ys − x| + F (Ys))2 ds
}
≤ exp{λT‖σ−1‖2(L1 + L2|x|)2
(
2 + ε−11
)}
×
(
E exp
{
λ(1 + ε1 + ε2)
2L22‖σ−1‖2
∫ T
0
|Ys − x|2ds
}) 1
1+ε1+ε2
×
(
E exp
{
λ(2 + ε−12 )(1 + ε1 + ε2)
ε1 + ε2
‖σ−1‖2
∫ T
0
F 2(Ys)ds
}) ε1+ε2
1+ε1+ε2
. (3.5)
It follows from (3.2) that for any ε2 > 0
E exp
{
2λ(1 + ε−12 )(1 + ε1 + ε2)
ε1 + ε2
‖σ−1‖2
∫ T
0
F 2(Ys)ds
}
<∞.
Since (3.3), we can choose ε1 and ε2 such that
2T 2(1 + ε1 + ε2)
2λL22‖σ−1‖2‖σ‖2 < 1.
Then, by the Jenssen inequality,
E exp
{
λ(1 + ε1 + ε2)
2L22‖σ−1‖2
∫ T
0
|Ys − x|2ds
}
≤ 1
T
∫ T
0
E exp
{
Tλ(1 + ε1 + ε2)
2L22‖σ−1‖2|Ys − x|2
}
ds
=
∫ T
0
∫
Rd
exp
{
Tλ(1 + ε1 + ε2)
2L22‖σ−1‖2|y − x|2 − |σ
−1(y−x)|2
2s
}
T
√
(2sπ)d det(σσ∗)
dyds
<∞. (3.6)
The proof is therefore complete.
For the process {Ytδ}t∈[0,T ], we have the following estimate.
Lemma 3.2. Assume (H1) holds. If λ and T satisfy (3.3), then
sup
δ>0
E exp
{
λ
∫ T
0
|σ−1b(Ysδ)|2ds
}
<∞. (3.7)
Proof. In the same way as in (3.5), we have for any ε1 > 0,
E exp
{
λ
∫ T
0
|σ−1b(Ysδ)|2ds
}
≤ exp{λT‖σ−1‖2(L1 + L2|x|)2
(
1 + ε−11
)}
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× E exp
{
λ(1 + ε1)L
2
2‖σ−1‖2
∫ T
0
|Ysδ − x|2ds
}
.
By the Jenssen inequality, as (3.6), we can choose ε1 such that
sup
δ>0
E exp
{
λ(1 + ε1)L
2
2‖σ−1‖2
∫ T
0
|Ysδ − x|2ds
}
<∞.
We can now give the Proof of Theorem 2.1. Let
Wˆt = Wt −
∫ t
0
σ−1b(Ys)ds, W˜t = Wt −
∫ t
0
σ−1b(Ysδ)ds,
R1,T = exp
{∫ T
0
〈σ−1b(Ys), dWs〉 − 1
2
∫ T
0
|σ−1b(Ys)|2ds
}
,
R2,T = exp
{∫ T
0
〈σ−1b(Ysδ), dWs〉 −
1
2
∫ T
0
∣∣σ−1b(Ysδ)∣∣2ds}.
Proof of Theorem 2.1. The proof is divided into two steps:
Step (i), we shall prove that the assertion holds under (H1) and (H2).
We first show that {Wˆt}t∈[0,T ] is a Brownian motion under Q1 := R1,TP, and
{W˜t}t∈[0,T ] is a Brownian motion under R2,TP. Since (2.1), we have by Lemma
3.1 that
E exp
{
(p0 + 3)(p0 + 1)
(p0 − 1)2
∫ T
0
|σ−1b(Ys)|2ds
}
<∞. (3.8)
It is clear that (p0+3)(p0+1)
(p0−1)2
> 1
2
, so by Novikov’s condition {R1,t}t∈[0,T ] is a
martingale and {Wˆt}t∈[0,T ] is a Brownian motion under Q1. Similarly, it follows
from (2.1), Lemma 3.2 and Novikov’s condition that {W˜t}t∈[0,T ] is a Brownian
motion under Q2 := R2,TP.
We can reformulate Yt as follows:
Yt = x+
∫ t
0
b(Ys)ds+ σWˆt,
which means that Yt is a weak solution of (1.1). Hence, Yt under Q1 has the
same law of Xt under P, since the pathwise uniqueness of the solutions to (1.1).
Similarly, reformulating Yt as follows:
Yt = x+
∫ t
0
b(Ysδ)ds+ σW˜t, (3.9)
(Yt, W˜t) under Q2 is also a solution of (1.2), which has a pathwise unique solu-
tion. Hence Yt under Q2 has the same law of X
(δ)
t under P.
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For every bounded measurable function f on Rd
|Ef(Xt)− Ef(X(δ)t )| = |EQ1f(Yt)− EQ2f(Yt)|
= E|(R1,T −R2,T )f(Yt)| ≤ ‖f‖∞E|R1,T − R2,T |
≤ ‖f‖∞E
{
(R1,T ∨R2,T )
∣∣∣ ∫ T
0
〈σ−1(b(Ys)− b(Ysδ)), dWs〉
+
1
2
∫ T
0
(
|σ−1b(Ysδ)|2 − |σ−1b(Ys)|2
)
ds
∣∣∣}
≤ ‖f‖∞
{((
E|R1,T |
p0
p0−1
)p0−1
p0 +
(
E|R2,T |
p0
p0−1
) p0−1
p0
)
×
(
E
∣∣∣ ∫ T
0
〈σ−1(b(Ys)− b(Ysδ)), dWs〉
∣∣∣p0) 1p0
+
1
2
((
E|R1,T |
p0+1
p0−1
)p0−1
p0+1
+
(
E|R2,T |
p0+1
p0−1
) p0−1
p0+1
)
×
∫ T
0
(
E
∣∣|σ−1b(Ysδ)|2 − |σ−1b(Ys)|2∣∣ p0+12 ) 2p0+1ds
}
. (3.10)
Define the stopping time τ1,n = inf{t > 0 :
∫ t
0
|σ−1b(Ys)|2ds ≥ n}. Then
Wˆn,t = Wt −
∫ t∧τ1,n
0
|σ−1b(Ys)|2ds is a Brownian motion under Q1. By Ho¨lder’s
inequality, we arrive at
ER
p0
p0−1
1,T∧τ1,n
= E exp
{
p0
p0 − 1
∫ T∧τ1,n
0
〈σ−1b(Ys), dWs〉
− p0
2(p0 − 1)
∫ T∧τ1,n
0
|σ−1b(Ys)|2ds
}
≤ (EM1,T∧τ1,n)1/2
(
E exp
{
p0(p0 + 1)
(p0 − 1)2
∫ T∧τ1,n
0
|σ−1b(Ys)|2ds
})1/2
=
(
E exp
{
p0(p0 + 1)
(p0 − 1)2
∫ T∧τ1,n
0
|σ−1b(Ys)|2ds
})1/2
,
where
M1,T∧τ1,n = exp
{
2p0
p0 − 1
∫ T∧τ1,n
0
〈σ−1b(Ys), dWs〉
−2
(
p0
p0 − 1
)2 ∫ T∧τ1,n
0
|σ−1b(Ys)|2ds
}
,
which is an exponential martingale. Similarly,
ER
p0+1
p0−1
1,T∧τ1,n
≤
(
E exp
{
(p0 + 3)(p0 + 1)
(p0 − 1)2
∫ T∧τ1,n
0
|σ−1b(Ys)|2ds
})1/2
.
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It is clear that (p0+3)(p0+1)
(p0−1)2
> p0(p0+1)
(p0−1)2
. Then, due to (2.1), Lemma 3.1 and (3.8),
we have by letting n→ +∞ that
E
(
R
p0+1
p0−1
1,T +R
p0
p0−1
1,T
)
<∞.
Similarly, we can prove by Lemma 3.2 that
E
(
R
p0+1
p0−1
2,T +R
p0
p0−1
2,T
)
<∞.
By (H1), for s ≥ δ, we have
E|b(Ys)− b(Ysδ)|p0 = E|b(x+ σWs)− b(x+ σWsδ)|p0
=
∫
Rd
∫
Rd
|b(x+ y)− b(x+ z)|p0e−
|σ−1z|2
2sδ e
−
|σ−1(y−z)|2
2(s−sδ)√
(2πsδ)d det(σσ∗) ·
√
(2π(s− sδ))d det(σσ∗)
dzdy
≤ ‖σ‖
2d
πd det(σσ∗)
∫
Rd
∫
Rd
|b(v)− b(u)|p0e−
|u−x|2
2sδ‖σ‖
2 e
− |v−u|
2
2(s−sδ)‖σ‖
2
(2sδ‖σ‖2)d/2 · (2(s− sδ)‖σ‖2)d/2 dudv
≤ ‖σ‖
2d
πd det(σσ∗)
(φ(2sδ‖σ‖2)(2(s− sδ)‖σ‖2)α)p0. (3.11)
Noting that
lim
δ→0+
[T/δ]∑
k=1
φ2(2kδ‖σ‖2)δ =
∫ T
0
φ2(2‖σ‖2r)dr
=
1
2‖σ‖2
∫ 2‖σ‖2T
0
φ2(s)ds <∞, (3.12)
the BDG inequality, (3.11), (3.12) and p0 ≥ 2 imply that
G1,T =
(
E
∣∣∣ ∫ T
0
〈σ−1(b(Ys)− b(Ysδ)), dWs〉
∣∣∣p0)1/p0
≤
(
p0
p0 − 1
) p0
2
(
p0(p0 − 1)
2
) 1
2
‖σ−1‖
(∫ T
0
(
E|b(Ys)− b(Ysδ)|p0
) 2
p0 ds
) 1
2
≤ δα2
α−1
2 ‖σ‖ 2dp0+α−1‖σ−1‖
(πd det(σσ∗))
1
p0
(
p0
p0 − 1
) p0
2
(
p0(p0 − 1)
2
) 1
2
∫ 2‖σ‖2T
0
φ2(s)ds
= CT,p0,σ,α,φδ
α. (3.13)
Noting that for any p ≥ 1
E|Yt|p ≤ 2p−1
(
|x|p + (√t‖σ‖)pE|W1|p
)
, (3.14)
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we have (
E|b(Ys) + b(Ysδ)|
p0(p0+1)
p0−1
) p0−1
p0(p0+1)
≤
(
E (2L1 + L2(|Ys|+ |Ysδ |))
p0(p0+1)
p0−1
) p0−1
p0(p0+1)
≤ 6
{
L1 + 2L2
(
|x|+
√
T‖σ‖
(
E|W1|
p0(p0+1)
p0−1
) p0−1
p0(p0+1)
)}
=: CT,p0,σ,L1,L2,x.
Combining this with (H1), (H2) and taking the similar argument as in (3.13),
we obtain
G2,T =
1
2
∫ T
0
(
E
∣∣∣|σ−1b(Ysδ)|2 − |σ−1b(Ys)|2∣∣∣
p0+1
2
) 2
p0+1
ds
≤ ‖σ
−1‖2
2
∫ T
0
(
E|b(Ys)− b(Ysδ)|
p0+1
2 |b(Ys) + b(Ysδ)|
p0+1
2
) 2
p0+1ds
≤ ‖σ
−1‖2
2
∫ T
0
(E|b(Ys)− b(Ysδ)|p0)
1
p0
(
E|b(Ys) + b(Ysδ)|
p0(p0+1)
p0−1
) p0−1
p0(p0+1)
ds
≤ ‖σ
−1‖2
2
CT,p0,σ,L1,L2,x
∫ T
0
(E|b(Ys)− b(Ysδ)|p0)
1
p0 ds
≤ CT,p0,σ,L1,L2,φ,xδα, (3.15)
where
CT,p0,σ,L1,L2,φ,x =
2α−2‖σ‖ 2dp0+2α−2‖σ−1‖2CT,p0,σ,L1,L2,x
(πd det(σσ∗))
1
p0
∫ 2‖σ‖2T
0
φ(s)ds.
Therefore, the conclusion holds under (H1) and (H2).
Step (ii), we claim that if b satisfies the sublinear condition, then convergence
holds for any T > 0. In fact, for any given T > 0, we can always choose
L2 = ǫ > 0 small enough such that (2.1) holds. Then (2.2) holds.
The proof is therefore complete.
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