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Abstract 
Spin crossover (SCO) plays a major role in biochemistry, catalysis, materials, and emerging 
technologies such as molecular electronics and sensors, and thus accurate prediction and design 
of SCO systems is of high priority. However, the main tool for this purpose, density functional 
theory (DFT), is very sensitive to applied methodology. The most abundant SCO systems are 
Fe(II) and Fe(III) systems. Even with average good agreement, a functional may be significantly 
more accurate for Fe(II) or Fe(III) systems, preventing balanced study of SCO candidates of both 
types. The present work investigates DFT’s performance for well-known Fe(II) and Fe(III) SCO 
complexes, using various design types and customized versions of GGA, hybrid, meta-GGA, 
meta-hybrid, double-hybrid, and long-range-corrected hybrid functionals. We explore the limits 
of DFT performance and identify proficient Fe(II)-Fe(III)-balanced functionals. We identify and 
quantify remarkable differences in the DFT description of Fe(II) and Fe(III) systems. Most 
functionals become more accurate once Hartree-Fock exchange is adjusted to 10-17%, regardless 
of the type of functionals involved. However this typically introduces a clear Fe(II)-Fe(III) bias. 
The most accurate functionals measured by mean absolute errors < 10 kJ/mol are CAMB3LYP-
17, B3LYP*, and B97-15 with 15-17% Hartree-Fock exchange, closely followed by 
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CAMB3LYP and CAMB3LYP-15, OPBE, rPBE-10, and B3P86-15. While GGA functionals 
display a small Fe(II)-Fe(III) bias, they are generally inaccurate, except the O exchange 
functional. Hybrid functionals (including B2PLYP double hybrids and meta hybrids) tend to 
favor HS too much in Fe(II) vs. Fe(III), which is important in many studies where the oxidation 
state of iron can vary, e.g. rational SCO design and studies of catalytic processes involving iron. 
The only functional with a combined bias < 5 kJ/mol and a decent MAE (15 kJ/mol) is our 
customized PBE0-12 functional. Alternatively one has to sacrifice Fe(II)-Fe(III) balance to use 
the best functionals for each group separately. We also investigated the precision (measured as 
the standard deviation of errors) and show that the target accuracy for iron SCO is 10 kJ/mol for 
accuracy and 5 kJ/mol for precision, and DFT is probably not going to break this limit in the near 
future. Importantly, all four types of functional behavior (accurate/precise, accurate/imprecise, 
inaccurate/precise, inaccurate/imprecise) are observed. More generally, our work illustrates the 
importance not only of overall accuracy but also balanced accuracy for systems likely to occur in 
context. 
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Introduction.  
Spin crossover (SCO) is a fundamental quantum mechanical process occurring in some 
molecular systems whereby two electronic states with different net spin, high-spin (HS) and low-
spin (LS), interconvert upon perturbation, e.g. temperature or pressure1–8. SCO requires that the 
free energy difference between the two electronic spin states is close to zero under the conditions 
of interest2,9,10: 
 ∆GSCO = ∆HSCO − T ∆SSCO   ≈  0       (1) 
The reaction enthalpy ∆HSCO largely arises from the electronic changes of the first coordination 
sphere during SCO and typically favors LS, whereas the entropy of the process ∆SSCO largely 
arises from changes in the geometries during SCO and typically favors HS because of the longer 
and weaker metal-ligand bonds due to occupation of the eg orbials pointing towards the 
ligands9,11. Many SCO systems have been designed during the past many decades, and some 
have had their free energy decomposed into ∆SSCO and ∆HSCO contributions2,12–14. Because HS 
states possess more entropic metal-ligand bonds, the enthalpy-entropy compensation is 
remarkably strong12 and largely responsible for the thermally induced transition to HS that can 
be observed experimentally, as the T∆S term begins to favor the HS state2.  
 SCO is a fundamentally important feature of life, as it is required for biological control 
over the triplet O2 in the Earth’s atmosphere15,16. SCO is also important to various technological 
applications such as molecular magnets, sensors, molecular electronics and transition-metal-
based catalysis3,17–21. Iron is the most common central metal ion in current SCO systems. The 
balance between the central metal ion and the ligand field together enables SCO as both central 
ion and ligand has systematic spin state preferences22. The spectrochemical series23–25 gives 
information about this via the (vertical) energy difference between the orbital levels involved in 
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SCO (in Oh symmetry the splitting ∆o of the eg and t2g levels). The more relevant series for 
rationalizing and predicting SCO is a thermochemical series of spin state propensities26, which 
corrects the spectrochemical series by accounting for the substantial contributions from 
geometric relaxation, spin pairing, and entropy and vibrational effects12,26. From such ligand-
metal considerations it can be seen that iron with nitrogen donor ligands is a hotspot for SCO26. 
6-coordinate iron(II) complexes with nitrogen donor ligands are archetypical5, with heme being 
the natural reference benchmark of this type whose SCO plays a fundamental role in the oxygen 
management of life27.  
Density functional theory (DFT) is well suited to study SCO systems, as the electron 
correlation can be described accurately at a relatively modest computational cost28,29. However, 
the precise relative energy of HS and LS states is hard to obtain, because this requires a balanced 
treatment of Fermi and Coulomb correlation9. Different density functionals produce very 
different HS-LS energy gaps as has been discussed in detail9,12,14,26,30–41. Because the exchange 
integrals of the Hartree-Fock (HF) treatment only account for Fermi correlation, they explicitly 
favor HS. Accordingly, the amount of HF exchange included in a hybrid functional dominates 
the HS-LS gap, and accordingly this gap increases linearly with the HF exchange30,31,42,43. Also, 
the inclusion of gradient terms in meta functionals has been found to affect the HS-LS gap26,44. 
The major concern in DFT which also specifically relates to SCO is the predictive value 
of a given functional once applied outside its parameterization range, i.e. “universality”45–47. We 
have previously observed12 that the ferric Fe(III) and ferrous Fe(II) systems are not described 
equally well by a given functional, and this effect is very significant vs. the noise in the 
methodology. From the SCOFE30 database12, it can be seen that Fe(III) SCO systems tend to 
have experimental ∆HSCO about 10 kJ/mol smaller than Fe(II) systems, and correspondingly also, 
due to the strong enthalpy-entropy compensation12, the experimental ∆SSCO is smaller by perhaps 
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30 J/molK. Because of the diverse ligands of this data set, these effects are averages with large 
variations depending on the exact ligand field, but the trend is clear. The differential ligand field 
stabilization energy and spin pairing effects are the same (10/5 and a change of 2P). This 
explains why the difference is relatively subtle.  
Unfortunately, these differences pose a challenge to DFT: Thus, B3LYP*-D3 performs 
best in a test once all physical effects (zero point energy, vibrational entropy, relativistic 
corrections, dispersion) are included before comparison to experimental ∆HSCO, but closer 
inspection shows that this comes at a price of producing too much high-spin in Fe(II) systems 
and too much LS in Fe(III) systems12. The failure arises mainly for the hybrid functionals, as 
they tend to not only favor HS, but favor HS too much in Fe(II) compared to Fe(III). In the 
following we refer to this as the “Fe(II)-Fe(III) bias”. This bias, upon reinspection of previous 
results, easily passes 20 kJ/mol12. This bias has so far been overlooked and has not previously, to 
our knowledge, been described, although Friesner et al. have studied d-configuration-dependent 
energies with DFT and addressed some related challenges48.  
Our computations in this paper show that, in the search for a proficient density functional 
description of spin states of iron of major importance in many catalytic processes, the Fe(II)-
Fe(III) bias produces an important obstacle. Thus, we decided to explore this bias, and 
investigate how far we can get with modern DFT towards optimal SCO performance, while 
considering both accuracy, precision, and the Fe(II)-Fe(III) bias. In this search, we study a range 
of different classes of density functionals, including GGAs, hybrids, meta GGAs, meta hybrids, 
dopuble hybrids, and range-separated hybrids, and also investigate customized versions to 
identify the limits of accuracy and precision when applying DFT to the study of iron spin states. 
Methods. 
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All computations were performed using the Turbomole software, version 7.049. The electron 
densities and energies were converged to 10−6 a.u., and the resolution of identify approximation 
was used to speed up the calculations50,51.  
In order to analyze Fe(II) and Fe(III) systems fairly, we used a balanced data set shown in 
Figure 1, consisting of five Fe(II) SCO systems and five Fe(III) SCO systems. The five Fe(II) 
systems are 1: [Fe(papth)2]2+ (papth = bis(2-(2-pyridylamino)-4-(2-pyridyl)thiazole)52); 2: 
[Fe(tacn)2]2+ (tacn = 1,4,7-Triazacyclononane53); 3: [Fe(pyimH)3]2+ (pyimH = 2-(2′-
pyridyl)imidazole53); 4: [Fe(tpchxn)]2+ (tpchxn = N,N,N′,N′-tetrakis(2-pyridylmethyl)-1R,2R-
cyclohexanediamine54); and the classic 5: [Fe(phen)2(NCS)2] (phen = 1,10-phenanthroline55). The 
five Fe(III) systems studied are: 6: [Fe(acac)2trien]+ (acac = acetyl-acetonate-
triethylenetetramine56); 7: [Fe(bzac)2trien]+ (bzac =  benzoyl-acetonate-triethylenetetramine57); 
8: [Fe(bzacCl)2trien]+,57 9: Fe(tfac)2trien]+ (trifluoroacetyl-acetonate-riethylenetetramine57); and 
10: [Fe(3-MeO-salenEt)2]+ (3-MeO-salenEt = 3-methoxysalicylaldehyde-N-
ethylethylenediamine58). The geometries were optimized as previously described12 using the 
BP8659,60 functional known to give accurate geometries for transition metal systems and the 
def2-SVP basis set61 including the Cosmo solvation model62,63. The Cosmo radii for all atoms 
were the optimized default values of Turbomole, and 2.0 Å was used for iron. This protocol 
routinely provides excellent geometries for first row transition metal complexes with typical 
errors in metal-ligand bond lengths of 0.02−0.03 Å64. 
The entropy, in particular the vibrational entropy, plays an important role in determining 
the spin crossover tendency, which is given by the free energy in Equation (1). This entropy is 
larger for the HS state with the longer and weaker metal-ligand bonds. The entropy can be 
modeled using the molecular vibration state function of the low-spin and high-spin states after 
calculating the vibrational frequencies in both states. Thus, it is not very sensitive to the choice 
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of functional and is well modeled e.g. by a GGA functional such as BP8612. The main challenge 
in modeling SCO systems with DFT thus lies in the choice of functional used to computed 
∆HSCO, and we focus our benchmark on the ability of DFT to reproduce this observable. 
For assessing the energy difference between HS and LS states, energies for all functionals 
were converged using the fully polarized def2-TZVPP basis set61; this basis set performed 
accurately in previous benchmarks against experimental SCO enthalpies12,33. In the present work, 
a range of functionals were studied to investigate the Fe(II)-Fe(III) bias. Since some functionals 
were already studied in a previous benchmark12, these were excluded from the present study 
except the three best functionals12,31,33: the double-hybrid B2PLYP which includes both MP2 
correlation energy and HF exchange corrections to the correlation and exchange functionals65, 
the meta hybrid TPSSh66,67 with 10% HF exchange, and B3LYP*30 which is a 15% version of 
B3LYP68–70, the latter two in their D3 corrected versions71. The TPSS66 functional as the direct 
non-hybrid counterpart of TPSSh was also included for strict comparison.  
In addition, we studied the long range-corrected hybrid functional CAMB3LYP72, which 
separates the exchange interaction into long- and short-range parts; M06 and M06-2X, which are 
meta hybrids with 27% and 54% HF exchange, respectively73; the local M06L functional74; the 
KT1 and KT2 functionals by Keal and Tozer75, which are GGA type functionals developed 
specifically for good performance for NMR parameters (KT1 obeys the uniform gas constraint; 
KT2 is fitted); PW91-PW9176; the two main revised versions of PBE77, revPBE78 and rPBE79; 
OPBE and OLYP using Handy and Cohen’s optimized exchange functional80 with the PBE77 or 
LYP69 correlation functionals; B-VWN59,81; B3P8660,68; and PBEH-3C82.  
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Figure 1. SCO complexes studied in this work: Fe(II) SCO systems: 1: [Fe(papth)2]2+, 2: 
[Fe(tacn)2]2+, 3: [Fe(pyimH)3]2+, 4: [Fe(tpchxn)]2+, and 5: [Fe(phen)2(NCS)2]. Iron(III) SCO 
systems: 6: [Fe(acac)2trien]+, 7: [Fe(bzac)2trien]+, 8: [Fe(bzacCl)2trien]+, 9: Fe(tfac)2trien]+, and 
10: [Fe(3-MeO-salenEt)2. 
 
Furthermore, we used the xcfun library implemented in Turbomole to develop 
customized functionals83 that we studied systematically as well: OPBE-15 (with 15% HF 
exchange); rPBE-10 (rPBE customized as a 10% hybrid); B97-15 (B97-D customized as a 15% 
hybrid); CAMB3LYP-15 and CAMB3LYP-17 which have reduced HF exchange relative to the 
native functional (which has 19% HF exchange); and customized versions of PBE077 with 15, 
12, and 10% HF exchange (PBE0-15, PBE0-12, PBE0-10). The goal was to use a wide range of 
different types of functionals (GGA, meta, GGA hybrid, meta hybrid, double-hybrid), and then 
optimize HF exchange toward best performance. Most of these functionals have not been studied 
before in the context of SCO.  
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 Dispersion interactions have been shown to affect the SCO equilibrium by selectively 
favoring the more compact LS state84. Accordingly all energy calculations included dispersion 
corrections using Grimme's D3 method71. Some of the methods already include dispersion 
effects (e.g. the MP2-corrected double hybrid B2PLYP and B97-D) and these were evaluated 
based on their own dispersion corrections. Methods that do not include any correlation or 
empirical dispersion correction were corrected by their parameterized version of D-3 (each 
functional has a specific D3 set of parameters). Some functionals, including all the customized 
ones, do not have parameterized dispersion corrections and for these, we used an average 
correction based on previous work (averaged over BHLYP, PBE0, B3LYP, PW6B95, B3LYP* 
(using the same correction as B3LYP), TPSSh, TPSS, BLYP, PBE, and BP86. These corrections 
were in kJ/mol 8.3 (3.8) for 1, 3.8 (2.2) for 2, 12.8 (6.1) for 3, 12.3 (5.7) for 4, 5.2 (2.5) for 5, 0.2 
(0.5) for 6, 1.4 (0.9) for 7, 9.9 (4.6) for 8, 0.4 (0.5) for 9, and 6.2 (2.7) for 10. The numbers in 
parenthesis are standard deviations calculated from the corrections for the different functionals. 
Because these are differential corrections for HS and LS states, they have relatively small 
standard deviations. Thus, for SCO using any reasonable dispersion D3 correction is acceptable 
within an expected uncertainty of 3 kJ/mol (the average standard deviation), which is 
substantially below the target accuracy of 10 kJ/mol. Notice also the generally smaller values for 
iron(III) systems. 
The thermodynamic and zero-point energy corrections to the energies obtained from 
numerical frequency calculations in Cosmo were included subsequently to the energy 
calculation, using the corrections for each individual system as previously described12. These 
corrections are important to correct for before assessing the ability of a functional in predicting 
the experimental enthalpy of SCO as the experimental numbers includes these effects. 
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All the electronic energies are listed in Supporting Information, Table S1 for Fe(II) 
systems and Table S2 for Fe(III) systems. Table S3 and Table S4 show the corresponding HS-
LS energy gaps for Fe(II) and Fe(III) systems, respectively, corrected for ZPE, relativistic 
effects, and dispersion. Table S5 shows the experimental data, with references and error bars, as 
well as the computed corrections to the direct electronic energy. The experimental errors are 
within 1 kJ/mol for all ten systems studied here; thus the performance of the methods that we 
identify is not dependent on uncertainties in the reported experimental numbers. Errors vs. 
experimental data are summarized in Tables S6-S9, and the Fe(II)-Fe(III) bias is tabulated in 
Table S10. Table S11 shows the optimized xyz coordinates of all systems in both HS and LS 
states. 
 
 
Results and Discussion. 
 General Accuracy of DFT for iron SCO. Figure 2 shows ∆HSCO for the five Fe(II) 
systems computed with the various functionals, and Figure 3 shows ∆HSCO for the Fe(III) 
systems. As expected from previous work12,31–33, the functionals perform quite distinctly, and 
many favor either the HS or LS state by a large margin. As also expected, the amount of HF-
exchange included significantly impacts the results. Taking CAMB3LYP as an example, the 
calculated spin gap decreases by approximate 9 kJ/mol for each 2% HF-exchange included in the 
calculations. 
 Because many of these functionals were customized to achieve good accuracy, many 
perform reasonably well compared to what one would see in a test of “random” functionals, i.e. 
many functionals in the center of Figure 2 and Figure 3 produce ∆HSCO that are close to SCO 
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(i.e. slightly positive). However, there are also examples of extremely LS-biased non-hybrid 
functionals (KT1, KT2, TPSS, M06L, PW91-PW91), and functionals that are extremely HS-
biased (M06-2X, M06, PBEH-3C). These functionals are importantly the same for both the 
Fe(II) and the Fe(III) systems, and errors can exceed 100 kJ/mol.  
 Figure 4 shows the means signed error (MSE, in black) in the computed ∆HSCO vs. 
experimental data for all ten systems, once the electronic energies of the HS and LS states have 
been corrected for zero-point energy, dispersion effects, and relativistic contributions; the zero-
point energy generally favors the HS state with the longer and weaker metal-ligand bonds, 
whereas the relativistic and dispersion effects favor the more compact LS state; these effects 
have been described in detail previously12. The errors are shown in Table S10. The most 
accurate functionals in terms of systematic HS-LS balance, measured as the MSE for the full 
data set, are OPBE, the customized CAMB3LYP-15 and CAMB3LYP-17, B97-15 and B3LYP*. 
Other accurate functionals are CAMB3LYP in its normal form. The most accurate functionals 
measured by MAE < 10 kJ/mol are CAMB3LYP-17, B3LYP*, and B97-15 with 15-17% HF 
exchange, closely followed by CAMB3LYP and CAMB3LYP-15, OPBE, rPBE-10, and B3P86-
15 with MAEs < 15 kJ/mol. These results show that customized HF exchange fractions remedy 
the spin balanced for a wide range of functionals. It is interesting to see that the GGA functional 
OPBE performs so well across the data series without any use of HF exchange; thus the O 
exchange functional has an effect that, from the spin state point of view, corresponds to the effect 
of ~15% HF exchange. This conclusion supports previous findings by Swart32,85 who used OPBE 
as a basis for his functionals. It is also encouraging to see the excellent performance of 
CAMB3LYP even in its normal 19% HF exchange form, but in particular in the customized 
versions with slightly less HF exchange. If one is not able to use customized versions of 
functionals, functionals such as OPBE, B3LYP*, and CAMB3LYP are among the most accurate 
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for iron SCO; B3LYP* was developed for this purpose42 and found in the most elaborate 
benchmark so far to perform well12. 
 The observation that rPBE requires only 10% HF exchange to reach its maximal accuracy 
is interesting in the context that rPBE was developed to reduce the overbinding tendency of 
PBE79, and we have argued previously9 that the overbinding tendency (measured as too strong 
metal-ligand bonds) and LS bias come together, partly because the HF exchange works to both 
weaken bonds (by favoring the open-shell dissociated states with more exchange integrals) and 
favor HS states (which also have more exchange integrals). The behavior of rPBE provides a 
relevant example of this relationship. 
 
 
Figure 2. Enthalpies of SCO in iron(II) systems (∆HSCO, in kJ/mol), computed as the energy 
difference between HS and LS states, including differential zero-point energy, relativistic, and 
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thermal energy corrections, and D3 from B3LYP-D3 if dispersion is not already included in the 
method. 
 
Figure 3. Enthalpies of SCO in iron(III) systems (∆HSCO, in kJ/mol), computed as the energy 
difference between HS and LS states, including differential zero-point energy, relativistic, and 
thermal energy corrections, and D3 from B3LYP-D3 if dispersion is not already included in the 
method. 
 
 Fe(II)-Fe(III) Bias. In addition to the MSE of each functional, Figure 4 also shows the 
Fe(II)-Fe(III) bias, calculated as the MSE of the Fe(II) systems minus the MSE of the Fe(III) 
systems (red line). This property estimates the balance (transferability) of DFT, which should be 
a central focus in the search for universal functionals: It is not enough to show a small total 
MSE, or small total MAE, errors also need to be evenly distributed between the important 
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categories of systems likely to be of interest. It is notable from Figure 4 that the Fe(II)-Fe(III) 
bias can reach 20 kJ/mol for these systems and easily surpasses 10 kJ/mol in many of the good 
functionals. Upon inspection of the data, such a tendency is also evident from the larger 
30SCOFe data set studied previously12, i.e. it is not an artifact of data set or experimental errors, 
which amount to 1 kJ/mol or less (see Table S5). Unfortunately, most accurate functionals 
perform distinctly different for Fe(II) and Fe(III) systems, measured as a non-negligible Fe(II)-
Fe(III) bias in Figure 4. The non-hybrid functionals tend to have a positive bias (i.e. they 
artificially favor LS too much in the Fe(II) compared to Fe(III) systems), whereas the hybrids 
tend to have a negative bias (they favor HS too much in Fe(II) compared to Fe(III) systems). 
This general tendency confirms that the effect is real. Unfortunately, most of the functionals that 
produce a low Fe(II)-Fe(III) bias perform relatively poorly for the overall ∆HSCO. The six 
functionals that have a numerical Fe(II)-Fe(III) bias < 5 kJ/mol are OPBE-15, PBE0-12, PBE0-
10, rPBE, revPBE, and TPSS. Of these, only PBE0-12 has an acceptable MAE of ~15 kJ/mol, 
the remaining five functionals having MAEs of 22-82 kJ/mol.  
 The most important example is the B3LYP* functional30 which is much studied and 
probably a first pick for many applications of iron chemistry. Its Fe(II)-Fe(III) bias is -15 kJ/mol 
for this data set, and a similar large bias is evident upon reinspection of previous work12, i.e. this 
is a general feature. Since many applications involve the study of Fe(II) and Fe(III) in 
combination, either in separate systems or in actual redox processes (and even when the formal 
oxidation state does not change but back bonding is involved in Fe(II), e.g. heme systems) this 
bias will cause an imbalanced treatment of Fe(II) and Fe(III) states by DFT. An imbalance of 15 
kJ/mol in such a process is not a small error, but has so far never been investigated (until this 
work) and is a typical example of the importance of balanced performance vs. average 
performance. 
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 It is interesting to note that many functionals that have a low Fe(II)-Fe(III) bias include 
the PBE correlation functional, which is largely nonempirical77; this could support the notion that 
more non-empirical functionals are more transferable (or, in some terminology, more 
“universal”), i.e. it may have exact bounds that partly remedy the Fe(II)-Fe(III) bias.  
 Considering this, the number of good functionals is reduced substantially. As mentioned, 
B3LYP* is no longer very suitable if the oxidation state can vary at the iron center. We also find 
that the CAMB3LYP range-corrected hybrid functional produces a bias of -10 kJ/mol, whereas 
the non-hybrid GGA OPBE, on the other hand, has a Fe(II)-Fe(III) bias of +11 kJ/mol. One 
possible solution could be to predict SCO behavior using a combination of the proposed 
functionals; both OPBE and CAMB3LYP-17 performed exceptionally well on the entire data set, 
and the individual biases of the two functionals cancel to produce results that compare well with 
both the overall data set, and the Fe(II) and Fe(III) species separately. However, for normal 
studies in iron-based catalysis and chemistry, users will have to pick a functional either 
considering minimal bias with decent accuracy (PBE0-12 being the recommended functional 
with a bias of 5 kJ/mol and MAE of 15 kJ/mol), or, if only one oxidation state of iron is 
consistently studied, the best functional for the oxidation state of interest, e.g. B3LYP*, 
CAMB3LYP, or OPBE for Fe(III) and CAMB3LYP-15, CAMB3LYP-17, or B3P86-15 for 
Fe(II). 
 System Dependencies and Pathologies. To investigate whether any of the conclusions 
above are sensitive to the choice of data set, i.e. if there are pathological cases among the 
systems that could give rise to erroneous conclusions, we divided errors into system as shown in 
a radar plot in Figure 5A. The blue range represents the MAE for each of the systems, using data 
for all functionals in the study, whereas the red range represents the system-specific MAEs for 
the most accurate functionals (those with MAE < 15 kJ/mol for the full data set). We recommend 
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using radar plots of this type to identify unsuitable (pathological) systems in a benchmark data 
set: A healthy data set will have an almost circular form of both curves, as is indeed seen in 
Figure 5A; thus, our data set does not include pathological systems.  
 
 
Figure 4. Mean signed error (kJ/mol, black) and the Fe(II)-Fe(III) bias, calculated as the 
difference in mean signed error for the Fe(II) and Fe(III) systems (kJ/mol, red).  
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Figure 5. A) System-specific mean absolute error (kJ/mol) of all functionals (blue) vs. best 
functionals (red) divided into system. B) Mean signed error (kJ/mol) for each system used in the 
test set, averaged over all functionals (blue) and those functionals that have MSE < 15 kJ/mol. 
 
 Another important point is the magnitude of systematic errors divided into system type, 
because they can reflect missing realism in the model of that system; such as the plot is shown in 
Figure 5B. The blue bars represent the MSE for all studied functionals for a given system, 
whereas the orange bars represent the MSE of each system using only accurate functionals (with 
MSE < 15 kJ/mol). Systems 2 and 3 have errors up to 15-20 kJ/mol that could reflect either a 
weakness in the realism of the chemical model used to compute ∆HSCO (e.g. neglect of counter 
ions) or a general weakness in the DFT treatment (dispersion, steric or electronic strain or 
similar). These two are both Fe(II) systems, but the errors are otherwise well distributed for both 
Fe(II) and Fe(III) systems.  
 Precision vs. Accuracy of DFT Applied to Iron Spin States. The final thing we wanted 
to investigate was whether the errors that we observed above are distributed in a consistent way 
or whether they spread, i.e. if there is a predictable error associated with each functional. We 
decided to quantify the precision of the functional by the standard deviation of the errors: The 
larger this value is, the less predictive are the errors obtainable with a functional. We also wanted 
to see if the precision correlates with the accuracy of the density functionals. Precision is 
arguably a very important (but overlooked) aspect of performance, because an apparently 
accurate functional could obtain its good average performance with a large spread in 
performance for the individual system, which would make the performance of the functional 
unpredictable. To study this, we suggest to use scatter plots of the type shown in Figure 6A (for 
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Fe(II) systems) and Figure 6B (for Fe(III) systems), where precision (as defined above) is 
plotted vs. accuracy.  
 
Figure 6. Precision vs. accuracy of density functionals for spin crossover: A) Fe(II) systems; B) 
Fe(III) systems. 
 
 It is evident from the analysis in Figure 6 that the Fe(II) and Fe(III) systems behave 
distinctly, which confirms the importance of studying Fe(II)-Fe(III) balance. Also important is 
the observation that precision is weakly correlated to accuracy, with decent correlation for Fe(III) 
systems (R2 ~0.36) but not for Fe(II) systems (R2 ~0.08). Thus, some functionals that are quite 
accurate as measured by the standard approach of computed MAE, turn out to be very imprecise. 
The analysis of the accuracy-precision relationship is quite interesting and we are not aware that 
it has been discussed in detail. Thus, we see for example that the accurate hybrid functionals with 
15-17% HF exchange are consistently also the most precise functionals (with precisions of the 
order of 5 kJ/mol), which is a very important conclusion because it is required for predictive use 
of DFT. Importantly, there are functionals that have good accuracy but poor precision, such as 
rPBE and B2PLYP. In addition there are very inaccurate functionals with high precision, the 
most prominent examples being PBE-H3C, M06, and M06-2X, as well as functionals that are 
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both inaccurate and imprecise, such as M06L and KT1. Thus, all four types of functional 
behavior (accurate/precise, accurate/imprecise, inaccurate/precise, inaccurate/imprecise) are 
observed, which should be of some interest in the future consideration of these and other 
functionals. 
 
Conclusions. 
This work has studied the description of the HS and LS states of well-known SCO systems 
containg Fe(II) and Fe(III), and compared DFT-derived enthalpeis against available experimental 
data. It is shown that Fe(II) and Fe(III) systems are typically not treated in a balanced way by 
DFT, i.e. a functional is significantly more accurate for one of these oxidation states than the 
other, and thus cannot distinguish fairly between SCO candidates of both types. To understand 
this “Fe(II)-Fe(III) bias”, we deployed a range of functionals, including customized versions of 
GGA, hybrid, meta-GGA, meta-hybrid, double-hybrid, and long-range-corrected hybrid 
functionals, to search for the best-possible description of this problem by modern DFT.  
 We find that most functionals, regardless of the nature of the correlation and exchange 
functionals, become more accurate in their hybrid forms once the included HF exchange is 
adjusted to 10-17%. The most accurate functionals measured as mean absolute errors < 10 
kJ/mol are CAMB3LYP-17, B3LYP*, and B97-15 with 15-17% HF exchange, closely followed 
by CAMB3LYP and CAMB3LYP-15, OPBE, rPBE-10, and B3P86-15. The highest possible 
accuracy however comes with a clear Fe(II)-Fe(III) bias of up to ~20 kJ/mol. Hybrid functionals, 
regardless of design (including B2PLYP double hybrids and meta hybrids) tend to favor HS too 
much in Fe(II) vs. Fe(III), which is important in many studies of iron spin states where the 
oxidation state of iron can vary, e.g. rational SCO design and studies of catalytic processes 
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involving iron. The bias tends to grow with the amount of HF exchange such that for BHLYP the 
imbalance amounts to 39 kJ/mol and for TPSSh it is 21 kJ/mol. In contrast, GGA functionals 
display a small Fe(II)-Fe(III) bias, but are generally inaccurate, except those using the O 
exchange functional.  
 Upon detailed analysis of both accuracy, precision, and balanced treatment (system bias), 
we find that the only functional with a combined bias < 5 kJ/mol and a decent MAE (15 kJ/mol) 
is the customized PBE0-12 functional. Alternatively, one has to either sacrifice Fe(II)-Fe(III) 
balance, use the best functionals for each oxidation state separately, or use a combination of 
functionals to directly estimate the SCO energetics.  
 The precision (measured as the standard deviation of errors) is not generally strongly 
correlated to accuracy (measured by the MAE) of a functional, which is problematic because it 
makes DFT less predictive regardless of a low MAE. Importantly, all four types of functional 
behavior (accurate/precise, accurate/imprecise, inaccurate/precise, inaccurate/imprecise) are 
observed. Thus, our work illustrates the importance of balanced accuracy for systems likely to 
occur in context during a process.  
 In many catalytic processes both the oxidation and the spin state of iron changes, the 
most prominent example perhaps being heme chemistry. In such cases, the Fe(II)-Fe(III) bias 
will cause an error up to 20 kJ/mol in the potential energy surfaces that will not be removed by 
error cancellation. In this context, our work also presents the first benchmark of the rPBE 
functional widely used in iron-based catalysis such as the Haber–Bosch process, where iron spin 
and oxidation states may change. The rPBE functional provides a much better LS-HS balance 
and is less baised toward LS than PBE, but is also very imprecise, which may constitute a 
problem for predictive use of DFT in catalysis when spin and oxidation states change. The 
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analysis provided in this work should be of value in establishing more accurate models of 
catalytic processes of this type that take into account the Fe(II)-Fe(III) bias, accuracy, and 
precision in a combined way. 
 
Supporting Information available. The Supporting information file contains details of the 
computations performed in this work, including all electronic energies, derived high-spin low-
spin gaps, experimental data used, ZPE and relativistic corrections, and coordinates of all studied 
systems in both HS and LS states. This material is available free of charge via the Internet at 
http://pubs.acs.org.  
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