Developing efficient computational methods to change the state of a cell from an undesirable condition, e.g. diseased, into a desirable, e.g. healthy, condition is an important goal of systems biology. The identification of potential interventions can be achieved through mathematical modeling of the state of a cell by finding appropriate input manipulations in the model that represent external interventions. This paper focuses on quantifying the unwanted or unplanned changes that come along with the application of an intervention to produce a desired effect, which we define as the side effects of the intervention. The type of mathematical models that we will consider are discrete dynamical systems which include the widely used Boolean networks and their generalizations. The potential control targets can be represented by a set of nodes and edges that can be manipulated to produce a desired effect on the system. This paper presents practical tools along with applications for the analysis and control of multistate networks. The first result is a polynomial normal form representation for discrete functions that provides a partition of the inputs of the function into canalizing and non-canalizing variables and, within the canalizing ones, we categorize the input variables into layers of canalization. The second theoretical result is a set of formulas for counting the maximum number of transitions that will change in the state space upon an edge deletion in the wiring diagram. These formulas rely on the stratification of the inputs of the target function where the number of changed transitions depends on the layer of canalization that includes the input to be deleted. Applications from using these formulas to estimate the number of changes in the state space and comparisons with the actual number of changes are also presented.
Introduction
Boolean networks (BNs) have been proposed as an appropriate framework for modeling the state of cells due to their simplicity and the variety of tools available for model analysis. However, some complex gene interactions cannot be represented in the Boolean setting and several generalizations of the Boolean approach have been developed. Multistate models, a generalization of the BN framework, where the genes can attain more than two states have been proposed as appropriate models for capturing complex gene expression patterns, such as consideration of three states (low, medium, and high). This paper presents theoretical results along with applications for the analysis and control of multistate networks.
A Gene Regulatory Network (GRN) is a representation of the intricate relationships among genes, proteins, and other substances that are responsible for the expression levels of mRNA and proteins. Many dynamic systems theory approaches have been used over the last 5-6 decades to develop computational tools for analyzing the dynamics of GRNs. Prominently, Boolean networks have been successfully used to model and study the properties of GRNs [1, 16] . In particular, Boolean canalizing rules were introduced by S. Kauffman and collaborators [13, 14] and reflect the concept of canalization in evolutionary biology that Waddington pioneered in 1942 [30] -that organisms evolve developmental robustness, producing an invariant phenotype even under genetic or environmental perturbations.
In this article, we study the network-wide effect of an experimental intervention that prevents a regulation from happening. Such intervention is modeled through edge deletion and can be achieved via therapeutic drugs that target a specific gene interaction [4, 2] . In [18] we introduced methods for quantifying side effects in Boolean networks. However, many of the more recently published discrete dynamical models include variables that take on more than two states due to the need for capturing mechanisms that are not binary in nature [25, 3, 6, 27] . Consequently, Boolean nested and partially nested canalizing functions were generalized to multistate [19, 20, 11] which enables the possibility to capture more complex interactions among the genes in the network. Such functions can be viewed as a discrete dynamical system with a stratified structure which consists of hierarchical layers of variables according to their relative influence over the system dynamics.
There are several published control methods for Boolean networks such as Stable Motifs [31] , Feedback Vertex Sets [33] , Minimal Hitting Sets [29, 15] , and several others [24, 17, 23, 7, 32] . While these control methods focus on finding control targets, there are very few studies focusing on the consequences of applying a certain control beyond its immediate target. This is analogous to developing cancer treatments that are only concerned with killing cancer cells without regard of the effects on the organism. This paper contributes methods for measuring the impact of the controllers on the dynamics of multistate networks.
The rest of the paper is structured as follows. In Section 2, we introduce discrete dynamical systems and their representation as polynomial dynamical systems. In Section 3 we define the control actions for multistate networks. In Section 4 we provide a polynomial normal form for discrete functions and then we use this representation to derive a set of formulas for counting the maximum number of transitions in the state space upon edge deletions. In Section 5 we apply our formulas to two multistate models. Finally, in Section 6 we provide the conclusions of the paper.
Background
A discrete dynamical system can be defined as a dynamical system that is discrete in time as well as in variable states. More formally, consider a collection x 1 , . . . , x n of variables, each of which can take on values in finite sets X 1 , . . . , X n . Let X = X 1 × · · · × X n be their Cartesian product. A discrete dynamical system in the variables x 1 , . . . , x n is a function
where each coordinate function f i is a discrete function on a subset of {x 1 , . . . , x n } which represents how the future value of the i-th variable depends on the present values of the variables. If X i = {0, 1}, then each f i is a Boolean rule and F is a Boolean network.
In this article, for the purpose of exploiting the algebraic properties of discrete functions, it is assumed that the variables x 1 , . . . , x n take on values from a finite field F. Then using the fact that any discrete function f i : F n → F can be represented as a polynomial in x 1 , . . . , x n , that is f i ∈ F[x 1 , . . . , x n ], the discrete network can be represented as
If any of the variables x 1 , . . . , x n take on values from a set that cannot be directly identified with a finite field, then it is straightforward to embed the system F : X → X into a systemF : F n → F n , where X ⊂ F n , while preserving the attractor structure of F; see [28] .
Given a discrete network F = (f 1 , . . . , f n ), a directed graph W with n nodes x 1 , . . . , x n is associated to F. Thus, there is a directed edge in W from x j to x i if x j appears in f i , i.e. x j is in the support of f i , written x j ∈ supp(f i ). In the context of a molecular network model, this graph represents the wiring diagram of the network.
The dynamics of discrete networks are given by the difference equation x(t + 1) = F(x(t)); that is, the dynamics is generated by iteration of F. More precisely, the dynamics of F is represented by the state space graph S, defined as the graph with vertices in F n which has an edge from x ∈ F n to y ∈ F n if and only if y = F(x). In this context, the problem of finding the states x ∈ F n where the system will get stabilized is of particular importance. These special points of the state space are called attractors of a discrete network and these attractors may include steady states (fixed points), where F(x) = x, or cycles, where F r (x) = x for some integer r > 1. Attractors in network modeling might represent cell types [12] or cellular states such as apoptosis, proliferation, or cell senescence [10, 26] . Identifying the attractors of a system is an important step towards the control of that system.
Methods
Network interventions can be modeled through edge and node manipulations and can be achieved via therapeutic drugs that target a specific gene interaction [4, 2] . In [18, 21] we provided definitions for these actions in Boolean networks. These definitions are usually used for encoding the control parameters with the purpose of identifying control targets as shown in [21] . In this paper we will consider the deletion and constant expressions of edges and nodes in the multistate setting.
Edge Control in Multistate Networks
In the Boolean setting, the deletion of an edge was implemented by setting an input to zero so that the interaction of that input (represented by an edge) was being silenced. For the multistate case, the silencing of the interaction will be applied whenever the control variable is within a range of values of the possible discrete values.
Definition 3.1 (Edge Control). Consider the edge x i → x j in the wiring diagram W. Let S i,j ⊂ F be a range of values within F and Q Si,j (u) be the indicator function of S i,j . That is,
For u ∈ S i,j , the control of the edge x i → x j consists of manipulating the input variable x i for f j in the following way:
For each value of u ∈ F we have the following control settings:
That is, the control is active and the action represents the removal of the edge x i → x j .
•
That is, the control is not active.
Node Control in Multistate Networks
Definition 3.2 (Node Control). Consider the node x i in the wiring diagram W. Let S i ⊂ F be a range of values within F and Q Si (u) be the indicator function of S i . That is,
The function
encodes the control of the node x i because for each possible value of u ∈ F one has the following control settings:
This action represents the knock out of the node x i .
Constant Expressions in Multistate Networks
We will also consider the constant expression of edges and nodes, which we define as follows.
Definition 3.3 (Constant edge expression).
Consider the edge x i → x j in the wiring diagram W and a ∈ F. Let S i,j ⊂ F be a range of values within F and Q Si,j (u) be the indicator function of S i,j . That is,
For each value of u ∈ F we have the following settings:
That is, the control is active and the action represents the constant expression (to a) of the edge x i → x j .
Notation 3.4. We will denote an edge deletion or a constant expression by indicating the constant that the input is being set to by
Similarly, we encode constant expression of nodes.
Definition 3.5 (Constant node expression). Consider the node x i in the wiring diagram W and a ∈ F. Let S i ⊂ F be a range of values within F and Q Si (u) be the indicator function of S i . That is,
encodes the constant expression of the node x i to a. Note that,
This action represents the constant expression to a of the node x i .
Results
In this section we present a definition of k-canalizing functions for the multistate case and then we characterize this functions in terms of layers of canalizations. Subsequently, we use this canalizing layers representation to derive an upper bound for the number of changes in the state space of a discrete system upon an edge deletion in the wiring diagram.
Multistate k-Canalizing Functions
Definition 4.1. The function f : F n → F is a k-canalizing function in the variable order x σ(1) , . . . , x σ(k) with canalizing input sets S 1 , . . . , S k ⊂ F and canalizing output values b 1 , . . . , b k ∈ F if it can be represented in the form
where g = g(x σ(k+1) , . . . , x σ(n) ) is a multistate function on n − k variables. When g is not a canalizing function, the integer k is the canalizing depth of f . If g is not a constant function, then g is called the core function of f and is denoted by P C . (x 1 , 1) . Thus, even though x 2 is canalizing for f , the function f has zero layers. Here P C = f .
Layers of canalization in multistate networks
In Theorem 4.4 we provide a polynomial normal description of discrete functions. Basically, this theorem gives a partition of the inputs of the function into canalizing and non-canalizing variables and, within the canalizing ones, we categorize the input variables into layers of canalization. This theorem is a generalization of a theorem in [9] from Boolean to the multistate case.
Let S ⊂ F be a range of values within F and Q S (u) be the indicator function of the complement of S. That is,
Theorem 4.4. Every multistate function can be uniquely written as
where 
is canalizing, then we proceed by induction. For n = 1, if f is canalizing in x i but not 1-canalizing in x i , then we set P C = f . If f is 1-canalizing in x i , then it can be written as f = Q S1 (x i ) + B 1 . Then f has the form of Equation 4 by setting M 1 = Q S1 (x i ) and P C = 1. For n = 2, if f (x i , x j ) is not 1-canalizing on any of its variables, then we set
Then f has the form of Equation 4 by setting P C = g. Now assume that Equation 4 is true for any canalizing function that is essential in at most n − 1 variables (that is, for all functions that depend in at most n − 1 variables). Let f be a function that is essential in n variables. If f is not 1-canalizing on any of its variables, then we set
, where M 1 is the product of indicator functions of the complements of S i1 , . . . , S i k 1 and g has n − k 1 variables. If g has no canalizing variables, then f has the form of Equation 4 with P C = g. If g is canalizing, then by the inductive hypothesis g can be written as
Thus, f has the form of Equation 4.
Remark 4.5.
For a multistate nested canalizing function, the formula in Equation 4 reduces to
as was shown in [11] .
In the following example we describe a 2-canalizing function with noncanalizing variables. The function f can be written as in Equation 4 as
where
, and P C = x 3 + x 4 . Thus f has two layers and two noncanalizing variables. Note that f can also be written as in Equation 3 as
Upper bounds
Using the polynomial normal form of multistate functions in Theorem 4.4, we derive a set of formulas for counting the maximum number of transitions that will change in the state space upon an edge deletion in the wiring diagram. The formulas presented here are generalizations from the Boolean case to the multistate setting of the formulas we presented in [18] .
Theorem 4.7. Let F = (f 1 , . . . , f n ) : F n → F n be a multistate network and f t be a k-canalizing function where
where The maximum number of transitions in the state space that will change upon deletion of x s → x t is given by
Proof. The term 2. When p = 2, the formula in Equation 7 reduces to 2 n− 1− 2−···− r .
3. If instead of edge deletion, we consider constant expression to a ∈ F (see Section 3.3) of x s → x t , then the formula in Equation 7 remains the same except for the R term which will become
Proposition 4.9. Let F = (f 1 , . . . , f n ) : F n → F n be a multistate network and f t be a k-canalizing function where
where Let x s ∈ supp(P C ). The maximum number of transitions in the state space that will change upon deletion of
Remark 4.10.
1. This upper bound is sharp.
2. When p = 2, the expression reduces to 2 n−d−1 .
If f has no canalizing variables, then the formula in Equation 9
reduces to p n−1 (p − 1).
n be a multistate network and f t be a k-canalizing function where
where If P C is canalizing but not 1-canalizing with canalizing variable x s and input set S s,t , then there are two cases to consider 1. The deletion of x s → x t will result in up to
transitions, where
2. Let x a ∈ supp(P C ) that is not canalizing. Then the maximum number of transitions in the state space that will change upon deletion of x a → x t is
Remark 4.12.
1. This upper bound is sharp, Table 1. 2. If P C has more than one canalizing variables (but it is still not 1-canalizing), then the formula in Equation 12 becomes
where each x si is a canalizing variable and c is the number of canalizing variables of P C . [5] . The response to injury at the tissue level initiates with production of DAMPs, eventually resulting in recruitment of additional immune cells from the circulation (M1 macrophages) and/or production of toxic reactive oxygen species (ROS). As the process continues, M1 macrophages become pro-healing M2 macrophages and dampen the pro-inflammatory response. The model was built in PlantSimLab [8] . Self-loops are ommitted.
Applications
To provide further insight into the results presented above and to illustrate the use of the formulas we apply our methods to two published model.
Example 5.1 (Tissue model).
Here we consider an example of a multistate network with six nodes where each variable can take on three states. This model was adapted from the model presented in [5] and its wiring diagram is given in Figure 1 .
The original model in [5] is a mixed-state model where half of the variables are Boolean and the other half are ternary, see Equation 14 . Here, we used the method in [28] to have all the variables with same number of possible states. In this case, we used the finite field with three elements: F = {0, 1, 2}. Here we rename the variables as follows,
The polynomial functions are listed below: Figure 1 . Rows in green indicate an accurate estimate.
• f 5 = x 6 ,
Now we write the polynomials in the form of Equation 4 . We'll use superscripts for the layers to indicate the corresponding function.
, where S 1,1 = {1, 2} and S 3,1 = {0}.
, where S 5,3 = {1}.
• f 4 = P C .
• f 5 = P C .
• f 6 is canalizing (for x 4 = 0) but is not 1-canalizing. Here, we also write f 6 = P C .
In Table 1 we used the formulas in Equations 7-9 to compute the upper bounds for the number of changes upon deletion of each edge and compared with the actual number of changes. For this model, the number of states is p = 3 and the number of nodes is n = 6. For instance, the function f 1 has a single layer with 1 = 2. Thus, for the deletion of the edge x 1 0 − → x 1 the formula in Equation 7 gives us p n− 1 (p − |S 3,1 |)(|S 1,1 |) = 3 4 (2)(1) = 162. Notice that the R term in Equation 7 is equal to |S 1,1 | because 0 / ∈ S 1,1 . Similarly, for deleting the edge x 3 → x 1 , we have p n− 1 (p − |S 1,1 |)(p − |S 3,1 |) = 3 4 (2)(2) = 324.
Example 5.2 (Phage-λ network).
Here we consider an example of a multistate network with four nodes where each variable can take on five states. This model was adapted from the model presented in [27] . This model considers the role of the genes CI, CRO, CII, and N. The original model in [27] is a mixed-state model where two of the variables are Boolean and the other two are multistate, see Equation 15 . Here, we used the method in [28] to have all the variables with same number of possible states. In this case, we used the finite field with five elements: F = {0, 1, 2, 3, 4}.
CI ∈ {0, 1, 2} CRO ∈ {0, 1, 2, 3} CII ∈ {0, 1} N ∈ {0, 1} (15)
The polynomial functions are listed below. the number of changed transitions in the state space upon the application of an edge control in multistate networks. The approach is based on a polynomial normal form description of discrete functions that provides a way to categorize the inputs of the function and therefore to quantify their impact on the dynamics of the network. We applied our methods to two multistate models and verified that in most cases the estimates provided by our methods are accurate. Future work on characterizing the noncanalizing variables could lead to more accurate estimates for the number of changed transitions.
