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Abstract
In this paper, we shall study global bifurcation phenomenon for the following Kirchhoff
type problem {
−
(
a+ b
∫
Ω |∇u|
2 dx
)
∆u = λu+ h(x, u, λ) in Ω,
u = 0 on Ω.
Under some natural hypotheses on h, we show that (aλ1, 0) is a bifurcation point of the
above problem. As applications of the above result, we shall determine the interval of λ, in
which there exist positive solutions for the above problem with h(x, u;λ) = λf(x, u)− λu,
where f is asymptotically linear at zero and is asymptotically 3-linear at infinity. To study
global structure of bifurcation branch, we also establish some properties of the first eigen-
value for a nonlocal eigenvalue problem. Moreover, we also provide a positive answer to an
open problem involving the case of a = 0.
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1 Introduction
In this paper, we study global bifurcation phenomenon for the following problem{
−
(
a + b
∫
Ω
|∇u|2 dx
)
∆u = λu+ h(x, u, λ) in Ω,
u = 0 on Ω,
(1.1)
where Ω is a bounded domain in RN with a smooth boundary ∂Ω, a > 0, b > 0 are real constants,
λ is a parameter and h : Ω×R2 → R satisfies the Carathe´odory condition in the first two variable
and
lim
s→0
h(x, s, λ)
s
= 0 (1.2)
uniformly for a.e. x ∈ Ω and λ on bounded sets. Moreover, we also assume that h satisfies the
growth restriction
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(G) There exist c > 0 and p ∈ (1, 2∗) such that
|h(x, s, λ)| ≤ c
(
1 + |s|p−1
)
for a.e. x ∈ Ω and λ on bounded sets, where
2∗ =
{
2N
N−2
, if N > 2,
+∞, if N ≤ 2.
The problem (1.1) is related to the stationary problem of a model introduced by Kirchhoff in
1883 to describe the transversal oscillations of a stretched string [24]. More precisely, Kirchhoff
proposed a model given by the equation
ρ
∂2u
∂t2
−
(
ρ0
h
+
E
2L
∫ L
0
∣∣∣∣∂u∂x
∣∣∣∣2 dx
)
∂2u
∂x2
= f(x, u),
where ρ, ρ0, h, E, L are constants, f is the external force, which extends the classical D’Alembert’s
wave equation, by considering the effect of the changing in the length of the string during the
vibration. Problem (1.1) received much attention only after Lions [26] proposed an abstract
framework to the problem. Some important and interesting results can be found, for example,
in [2, 4, 12, 13, 23]. Recently, there are many mathematicians studying the problem (1.1) by
variational method, see [5, 6, 28, 29, 32, 35, 37] and the references therein.
Recently, the authors of [25] studied problem (1.1) with h(x, s, λ) = λf(x, s) − λs by us-
ing topological degree argument and variational method. Under some assumptions on f , they
provided a positive answer to the existence of positive solutions to (1.1) for the cases a > 0,
b > 0 and a > 0, b = 0. They pointed out that the situation of a = 0 and b > 0 is an open
problem. The study of Kirchhoff type equations has already been extended to the case involving
the p-Laplacian and p(x)-Laplacian. We refer the readers to [3, 7, 8, 9, 10, 11, 15, 16, 18] for an
overview of and references on this subject.
A distinguishing feature of problem (1.1) is that the first equation contains a nonlocal coef-
ficient a+ b
∫
Ω
|∇u|2 dx, and hence the equation is no longer a pointwise identity. Moreover, the
first equation of problem (1.1) with h ≡ 0 even is not homogeneous. So problem (1.1) is a fully
nonlinear problem which raises some essential difficulties to the study of this kind of problems.
The main aim of this paper is to establish the global bifurcation result for (1.1) and study
its applications. Let λ1 denote the first eigenvalue of the following problem{
−∆u = λu in Ω,
u = 0 on Ω.
(1.3)
It is well known that λ1 is simple, isolated and the unique principal eigenvalue of (1.3). The
first main result of this paper is the following theorem.
Theorem 1.1. The pair (aλ1, 0) is a bifurcation point of (1.1). Moreover, there is a com-
ponent C of the set of nontrivial solution of (1.1) in R×H10 (Ω) whose closure contains (aλ1, 0)
and is either unbounded or contains a pair
(
aλ, 0
)
for some λ, eigenvalue of (1.3) with λ 6= λ1.
As is known to all, this result is proved in the case of a = 1 and b = 0 (see [33]). In
fact, this result has been extended to the p-Laplacian problem in the case of a = 1 and b = 0
(see [14]). While, (1.1) is a full nonlinear problem. So the Rabinowitz’s global bifurcation the-
orem cannot be used directly to obtain our result. We shall transfer problem (1.1) into a new
form and then use Rabinowitz’s global bifurcation theorem to prove Theorem 1.1 in Section 2
2
In order to find more detailed information of component C which is obtained in Theorem 1.1.
In Section 3 we study the following eigenvalue problem{
−
(∫
Ω
|∇u|2 dx
)
∆u = µu3 in Ω,
u = 0 on ∂Ω.
(1.4)
Let
µ1 = inf
{(∫
Ω
|∇u|2 dx
)2
: u ∈ H10 (Ω),
∫
Ω
u4 dx = 1
}
.
We recall that a nodal domain of u is a connected component of Ω \ {x ∈ Ω : u(x) = 0}. Our
second main theorem is:
Theorem 1.2. Assume that N ≤ 3. Then µ1 is the first eigenvalue of (1.4) and has the
following properties
1. any eigenfunction u corresponding to µ1 belongs to C
1,α
(
Ω
)
for some α ∈ (0, 1), and
∂u(x)
∂γ
< 0 if u is nonnegative, where γ is the outer unit normal at x ∈ ∂Ω;
2. µ1 is the principal eigenvalue of (1.4);
3. µ1 is simple in the sense that the eigenfunctions associated to it are merely a constant
multiple of each other;
4. (1.4) has a positive solution if and only if µ = µ1;
5. let v be any eigenfunction associated to an eigenvalue µ > µ1 and N be its any nodal
domain. Then we have
|N | ≥ c, (1.5)
where c > 0 is some constant depending only on N and µ;
6. µ1 is isolated.
In [25], the authors proved 3 and 4 in the case of Ω being a ball. However, we find that
their proof contains a gap. They claim that 2 has proved in [32] which plays an essential role in
their proof. This is not true. In fact, the authors of [32] only proved the existence of µ1. So the
results of Theorem 1.2 not only fill the gap but also improve their results. To the best of our
knowledge, the properties 1, 2, 5 and 6 are the first results on this kind of problems.
In Section 4, we describe component C more detailed for problem (1.1) with h(x, s, λ) =
λf(x, s)− λs, i.e., the following problem{
−
(
a + b
∫
Ω
|∇u|2 dx
)
∆u = λf(x, u) in Ω,
u = 0 on Ω.
(1.6)
We assume that f satisfies the following conditions
(f1) f : Ω × R \ R− → R \ R− is a Carathe´odory function such that f(x, s)s > 0 for a.e.
x ∈ Ω and any s > 0.
(f2) there exists f0 ∈ (0,+∞) such that
lim
s→0+
f(x, s)
aλ1s
= f0
uniformly with respect to a.e. x ∈ Ω.
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(f3) there exists f∞ ∈ (0,+∞) such that
lim
s→+∞
f(x, s)
bµ1s3
= f∞
uniformly with respect to a.e. x ∈ Ω.
Our third main theorem is the following result.
Theorem 1.3. Assume that N ≤ 3 and f satisfies (f1)–(f3). Then (1/f0, 0) is the unique
bifurcation point of the set of positive solution of (1.6). Moreover, there is an unbounded com-
ponent C in R×H10 (Ω) whose closure links (1/f0, 0) to (1/f∞,∞).
Remark 1.1. The reason of needing N ≤ 3 in Theorem 1.2 is to insure u3 ∈ L2(Ω) for
any u ∈ H10 (Ω) which is crucial for our proof. However, we doubt its necessity for the theorem.
In addition, we pose the condition N ≤ 3 because our proof depends Theorem 1.2 and the fact
of 4 < 2∗. We also doubt its necessity for Theorem 1.3.
Remark 1.2. Note that Theorem 1.1 of [25] is just our corollary of Theorem 1.3. We also
note that Theorem 1.2 (ii) (with a > 0) of [25] is the corollary of Theorem 1.3. Clearly, Theo-
rem 1.2 (i) of [25] does not occur because (1/f∞,∞) is the unique bifurcation point of positive
solution set of (1.6) where a bifurcation from infinity occurs. So Theorem 5.1 and 5.2 of [25] are
also our corollary of Theorem 1.3. Moreover, our assumptions on f and Ω are more concise and
weaker than the corresponding ones of [25, Theorem 1.1, 1.2, 5.1 and 5.2].
Remark 1.3. From Theorem 1.3, we can see that any positive of (1.6) lies in C. That is
to say, we find the range of all positive solutions. So it only needs to study the structure and
formulation of C to find the positive of (1.6).
Remark 1.4. By standard elliptic regularity theory (see [19, 20]), we know that any weak
solution of (1.1) or (1.6) belongs to C1,α(Ω) with α ∈ (0, 1) under the condition of (1.2) and (G)
or (f1)–(f3).
In Section 5, we consider the case of a = 0 in (1.6) and give a positive answer to the above
mentioned open problem. Concretely, we give an assumption on f as follows
(f4) there exists f˜0 ∈ (0,+∞) such that
lim
s→0+
f(x, s)
λ1s
= f˜0
uniformly with respect to a.e. x ∈ Ω.
Our last main result is the following theorem.
Theorem 1.4. Assume that a = 0, N ≤ 3 and f satisfies (f1), (f3) and (f4). Then (0, 0)
is the unique bifurcation point of the set of positive solution of (1.6). Moreover, there is an
unbounded component C in R×H10 (Ω) whose closure links (0, 0) to (1/f∞,∞).
Remark 1.5. From Theorem 1.4, we can easily see that (1.6) has a positive solution with
4
λ = 1 and f∞ < 1. This give a positive answer to an open problem proposed by the authors of
[25].
Remark 1.6. Note that f is asymptotically linear at zero in Theorem 1.4 which is differ-
ent from [25]. In [25], the f is assumed to be asymptotically 3-linear at zero in the case of a = 0.
We shall consider this situation in our future work.
The last Section concludes the paper and outlines our future work. We end this section by
introducing some notation conventions which will be used later in this paper. Let X be the
usual Sobolev space H10 (Ω) with the norm ‖u‖ =
(∫
Ω
|∇u|2 dx
)1/2
and X∗ be its dual space.
Denote by 〈·, ·〉 the duality pairing between X and X∗. We write un ⇀ u and un → u the weak
convergence and strong convergence of sequence {un} in X , respectively. Use q′ = q/(q − 1) to
denote the conjugative number of q with q > 1. For a measurable set A of RN , we denote its
measure by |A|. Also, denote by c and ci, i ∈ N, the generic positive constants (the exact value
may be different from line to line).
2 Global bifurcation
Firstly, consider the following auxiliary problem{
−∆u = f(x) in Ω,
u = 0 on ∂Ω.
(2.1)
As is known to all, problem (2.1) possesses a unique weak solution for each f ∈ X∗. Let us
denote by G(f) the unique weak solution of (2.1). Then G : X∗ → X is a linear continuous
operator. Since the embedding of X →֒ Lq(Ω) is compact for each q ∈ (1, 2∗), the restriction of
G to Lq
′
(Ω) is a completely continuous operator.
Clearly, the pair (λ, u) is a solution of (1.1) if and only if (λ, u) satisfies
u = G
(
1
a + b‖u‖2
(λu+H(λ, u))
)
, (2.2)
where H(λ, ·) denotes the usual Nemitsky operator associated with h. From condition (G) and
noting 2 < 2∗, we can see that G : Lp
′
(Ω) ∪ L2(Ω)→ X is completely continuous.
Proof of Theorem 1.1. Let
Lu =
1
a
G(u), H˜(λ, u) =
1
a + b‖u‖2
G(H(λ, u))−
λb‖u‖2
a (a+ b‖u‖2)
G(u).
Clearly, L : X → X is linear completely continuous, H˜ : R×X → X is compact. Moreover, it
is easy to see that aλ1 is simple characteristic value of L. Then equation (2.2) is equivalent to
u = λLu+ H˜(λ, u).
Next, we show that H˜ = o(‖u‖) at u = 0 uniformly on bounded λ intervals. It is sufficient to
show that
lim
‖u‖→0
H (x, u)
‖u‖
= 0 in Lp
′
(Ω).
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Without loss of generality, we may assume that p > 2. Otherwise, we can consider p˜ = cp, c > 1
such that p˜ ∈ (2, 2∗). From p < 2∗, we can see that
p′(p− 2)
2∗
<
2∗ − p′
2∗
.
So we can choose a real number r > 1 such that
p′(p− 2)
2∗
≤
1
r
≤
2∗ − p′
2∗
.
It follows that
p′r(p− 2) ≤ 2∗ and p′r′ ≤ 2∗. (2.3)
For any ε > 0, in view of (1.2) and (G), we can choose positive numbers δ = δ(ε) and
M = M(δ) such that for a.e. x ∈ Ω, the following relations hold:∣∣∣∣h(x, s, λ)s
∣∣∣∣ ≤ ε for 0 < |s| ≤ δ,∣∣∣∣h(x, s, λ)s
∣∣∣∣ ≤M |s|p−2 for |s| > δ.
Then we can obtain that∫
Ω
∣∣∣∣H (λ, u)u
∣∣∣∣p′r dx ≤ ε|Ω|+Mp′r ∫
Ω
|u|p
′r(p−2) dx.
From this inequality, (2.3) and u→ 0 in X , we get that∣∣∣∣H (λ, u)u
∣∣∣∣p′ → 0 in Lr(Ω). (2.4)
Let v = u/‖u‖. By the boundedness of v in X , (2.3) and the continuous embedding of X →֒
L2
∗
(Ω), we have that ∫
Ω
|v|p
′r′ dx ≤ c (2.5)
for some constant c > 0. Then from (2.4), (2.5) and the Ho¨lder’s inequality, we obtain that∫
Ω
∣∣∣∣H (λ, u)‖u‖
∣∣∣∣p′ dx = ∫
Ω
∣∣∣∣H (λ, u)|u|
∣∣∣∣p′ |v|p′ dx
≤
(∫
Ω
∣∣∣∣H (λ, u)u
∣∣∣∣p′r dx
)1/r (∫
Ω
|v|p
′r′ dx
)1/r′
→ 0.
Now, from global bifurcation theory (see [34, Theorem 1.3]), we get the existence of a global
branch of the set of nontrivial solution of (1.1) emanating from (aλ1, 0).
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3 Properties of the first eigenvalue of a nonlocal problem
In order to study more detailed information of the component C which is obtained in Theorem
1.1, we must consider the following eigenvalue problem{
−
(∫
Ω
|∇u|2 dx
)
∆u = µu3 in Ω,
u = 0 on ∂Ω.
(3.1)
Let
I(u) = ‖u‖4, u ∈ S :=
{
u ∈ X :
∫
Ω
u4 dx = 1
}
.
Denote by A the class of closed symmetric subsets of S, let
Fm = {A ∈ A : i(A) ≥ m− 1} ,
where m is a positive inter number and i(A) denotes the Yang index of A. The authors of [32]
have proved that problem (3.1) possesses an unbounded sequences of minimax eigenvalues
0 < µ1 ≤ µ2 < · · ·
such that
µm = inf
A∈Fm
max
u∈A
I(u).
In particular, if m = 1, taking A = {u,−u : u ∈ S}, we can get that
µ1 = inf
{
‖u‖4 : u ∈ X,
∫
Ω
u4 dx = 1
}
.
Next, we are going to study the properties of µ1. These properties are important in the
studying of the global bifurcation phenomena.
Proposition 3.1. Let u be any eigenfunction corresponding to µ1. Then u ∈ C1,α
(
Ω
)
for
some α ∈ (0, 1). Furthermore, ∂u(x)
∂γ
< 0 if u is nonnegative, where γ is the outer unit normal at
x ∈ ∂Ω.
Proof. Note that problem (3.1) is homogeneous. So by scaling we may suppose that ‖u‖ = 1.
It follows that {
−∆u = µ1u3 in Ω,
u = 0 on ∂Ω.
(3.2)
By the embedding of X →֒ L2
∗
and N ≤ 3, we can have µ1u3(x) := f(x) ∈ L2(Ω). By [22,
Theorem 8.12], we know that u ∈ W 2,2(Ω). Furthermore, by the general Sobolev embedding
theorem [17, p. 270], we get u ∈ Cγ
(
Ω
)
for some γ ∈ (0, 1). Moreover, by the definition of
weak derivative, we can get that ∇f = µ13u2∇u. It is easy to verify that ∇f ∈ L2(Ω). So we
have f ∈ W 1,2(Ω). By [22, Theorem 8.13], we know that u ∈ W 3,2(Ω). Again using the general
Sobolev embedding theorem [17, p. 270], we get u ∈ C1,α
(
Ω
)
for some α ∈ (0, 1). Furthermore,
if u ≥ 0, by the strong maximum principle [21, Theorem 1.2], we get ∂u(x)
∂γ
< 0 for all x ∈ ∂Ω.
Proposition 3.2. Let u be an eigenfunction associated with µ1, then either u > 0 or u < 0 in
Ω, i.e., µ1 is the principal eigenvalue of (3.1).
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Proof. We notice that if u is an eigenfunction, so is v := |u|. Without loss of generality,
we assume that ‖v‖ = 1. So we have{
−∆v = µ1v3 in Ω,
v = 0 on ∂Ω.
By the strong maximum principle [22, Theorem 8.19], we know that v > 0 in the whole domain.
By the continuity of u, either u or −u is positive in the whole domain.
Proposition 3.3. The principal eigenvalue µ1 is simple, i.e., if u and v are two eigenfunc-
tions associated with µ1, then there exists c such that u = cv.
Proof. Define f 1 and f 2 on X by
f 1(w) =
1
4
‖w‖4, f 2(w) =
1
4
∫
Ω
w4 dx.
Set Jµ(w) = f
1(w)− µf 2(w) and Q(w) = f 2(w)/f 1(w), then
Jµ(w) <
=
0 if and only if Q(w) >
=
1
µ
.
It follows that there exists u0 ∈ X such that u0 6≡ 0 and
min {Jµ1(w) : w ∈ X,w 6≡ 0} = 0 = Jµ1 (u0) .
Consequently, u becomes a nontrivial solution of (3.1) with µ = µ1. Conversely, if u is a solution
of (3.1) with µ = µ1, then multiplication of (3.1) by u gives Jµ1(u) = 0. Thus we find that
u is a solution of (3.1) with µ = µ1 if and only if Jµ1(u) = 0. (3.3)
Let u, v be two eigenfunctions associated with µ1 and put
M(t, x) = max{u(x), tv(x)} and m(t, x) = min{u(x), tv(x)}
for all t > 0. Without loss of generality, we assume that ‖u‖ = ‖v‖ = 1. Set
(u ∨ v)(x) = max{u(x), v(x)} and (u ∧ v)(x) = min{u(x), v(x)},
and let
Ω1 = {x ∈ Ω : (u ∨ v)(x) = u(x)} and Ω2 = {x ∈ Ω : (u ∨ v)(x) = v(x)}.
Clearly, we have Ω = Ω1 ∪ Ω2.
Define
g1(w) = ‖w‖2, g2(w) =
∫
Ω
(
w√
‖w‖
)4
dx.
By some simple computation, we can obtain that
g1(u ∨ v) + g1(u ∧ v) ≤ g1(u) + g1(v) (3.4)
and
g2(u ∨ v) + g2(u ∧ v) ≥ g2(u) + g2(v). (3.5)
8
Define Φµ(w) = g
1(w)− µg2(w). It is easy to see that Jµ1(w) =
1
4
‖w‖2Φµ1(w) ≥ 0. Hence,
by (3.4) and (3.5), we get that
0 ≤ Φµ1(M) + Φµ1(m) ≤ Φµ1(u) + Φµ1(tv) = 4
(
Jµ1(u) +
Jµ1(tv)
t2
)
= 4
(
Jµ1(u) + t
2Jµ1(v)
)
= 0.
So we have that
Φµ1(M) = Φµ1(m) = 0.
It is not difficult to show that ‖M(t, ·)‖ ≤ 1 + t2 and ‖m(t, ·)‖ ≤ 1 + t2. So we get
Jµ1(M) = Jµ1(m) = 0.
Hence, by (3.3), M and m turn out to be solutions of (3.1) with µ = µ1 for all t > 0.
We note that since u, v ∈ C1,α
(
Ω
)
(comes from Proposition 3.1), u, v are absolutely con-
tinuous in each variable (on segments in Ω) for almost all values of other variables, and their
partial and generalized derivatives coincide almost everywhere, (see [30]). By Proposition 3.2,
we know that u 6= 0 and v 6= 0. Without loss of generality, we assume that u and v are positive
in Ω. Moreover, by virtue of the facts that v > 0 in Ω and u, v ∈ C1,α
(
Ω
)
, we have u/v belongs
to C(Ω) ∩W 1,2loc (Ω).
For a.e. x0 ∈ Ω, we set t0 = u (x0) /v (x0) > 0. Then, for any unit vector e, we get that
u (x0 + he)− u (x0) ≤M (t0, x0 + he)−M (t0, x0) ,
t0v (x0 + he)− t0v (x0) ≤M (t0, x0 + he)−M (t0, x0) .
Dividing above two inequalities by h > 0 and h < 0 and letting h tend to ±0, we get
∇xu (x0) = ∇xM (t0, x0) = t0∇xv (x0) .
Thus
∇x
(u
v
(x0)
)
=
∇xu (x0) v (x0)− u (x0)∇xv (x0)
v2 (x0)
= 0.
Therefore, we obtain that u(x)/v(x) = c in Ω for some constant c 6= 0.
Proof of Theorem 1.2. By Proposition 3.1–3.3, we only need to prove property 4, 5 and
6.
4. Suppose on the contrary that (3.1) with µ > µ1 has a positive solution v, and let u be
a positive eigenfunction corresponding to µ1. Similarly to Proposition 3.1, we can show that
v ∈ C1,α
(
Ω
)
for some α ∈ (0, 1) and ∂v(x)
∂γ
< 0. By this, Proposition 3.1 and the fact that tv is
also an eigenfunction of (3.1), we may assume that u ≤ v. Let A = (f 1)
′
and B = (f 2)
′
, where
f 1 and f 2 come from the proof of Proposition 3.3. Then w is the weak solution of (3.1) if and
only if
Aw = µBw.
It is not difficult to show that Bu ≤ Bv. Then we get that
Au = µ1Bu ≤ µ1Bv = µB(ηv) = A(ηv) with η =
(
µ1
µ
)1/3
< 1.
It follows from Proposition 5.1 which will be proved in section 5 that u ≤ ηv. Repeating this
argument n times, we gain that 0 ≤ u ≤ ηnv, Letting n → +∞, we get u ≡ 0. This is a
contradiction. So v must change sign.
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5. By an argument similar to that of Proposition 3.1, we know that v ∈ C(Ω) then v|N ∈
H10 (N ). Define
w =
{
v, x ∈ N ,
0, x ∈ Ω \ N .
It is easy to see w ∈ X . We first consider the case of N = 3. Then we have that(∫
N
|∇w|2 dx
)2
= µ
∫
N
w4 dx.
By the Ho¨lder inequality and the Sobolev embeddings we have that
c4
(∫
N
|w|6 dx
)2/3
≤
(∫
N
|∇w|2 dx
)2
= µ
∫
N
w4 dx ≤ µ
(∫
N
w6 dx
)2/3
|N |1/3,
where c > 0 is the best embedding constant of H10 (N ) →֒ L
6 (N ). It follows that
|N | ≥
c12
µ3
.
For N = 1 or 2, it is well known that H10 (N ) is continuously embedding L
∞ (N ) with the best
embedding constant c > 0. From this fact and reasoning as above, we can show that
|N | ≥
c4
µ
.
6. Assume by contradiction that there exists a sequence of eigenvalues µn ∈ (µ1, δ) for some
constant δ > µ1 which converges to µ1. Let un be the corresponding eigenfunctions. Property 4
implies that un changes sign. Integration by parts helps to yield(∫
Ω
|∇un|
2 dx
)2
= µn
∫
Ω
(un)
4 dx.
Define
vn :=
un(∫
Ω
(un)
4 dx
)1/4 .
Obviously, vn is bounded in X so there exists a subsequence, denoted again by vn, and v ∈ X
such that vn ⇀ v in X and vn → v in L4(Ω). Since functional I is sequentially weakly lower
semi-continuous, we have that(∫
Ω
|∇v|2 dx
)2
≤ lim inf
n→+∞
(∫
Ω
|∇vn|
2 dx
)2
= lim inf
n→+∞
µn = µ1.
On the other hand,
∫
Ω
(vn)
4 dx = 1 and vn → v in L4(Ω) imply that
∫
Ω
v4 dx = 1. It follows
that (∫
Ω
|∇v|2 dx
)2
≤ µ1
∫
Ω
v4 dx.
The above inequality and the variational characterization of µ1 imply that(∫
Ω
|∇v|2 dx
)2
= µ1
∫
Ω
v4 dx.
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Then Proposition 3.2 follows that v is positive or negative. Without loss of generality, we may
assume that v > 0 in Ω. Since vn ⇀ v X , going if necessary to a subsequence, we can assume
that
vn → v in L
q(Ω) with q ∈ (1, 2∗) ,
vn → v in a.e. Ω.
So we conclude that ∣∣Ω−n ∣∣→ 0,
where Ω−n denotes the negative set of un. This contradicts estimate (1.5).
4 Positive solutions
In this section, we apply Theorem 1.1 and 1.2 to study the existence of positive solutions for
(1.6).
Lemma 4.1. Assume (f1)–(f3) hold. Then (1/f0, 0) is a bifurcation point of (1.6) and the
associated bifurcation branch C in R × X whose closure contains (1/f0, 0) is either unbounded
or contains a pair
(
λ
f0λ1
, 0
)
where λ is an eigenvalue of (1.3) and λ 6= λ1.
Proof. Let ϑ : Ω× R \ R− → R \ R− be a Carathe´odory function such that
f(x, s) = aλ1f0s+ ϑ(x, s)
with
lim
s→0+
ϑ(x, s)
aλ1s
= 0 and lim
s→+∞
ϑ(x, s)
s3
= bµ1f∞ uniformly with respect to a.e. x ∈ Ω. (4.1)
From (4.1), we can see that λϑ satisfies the assumptions of (1.2) and (G). Now, Theorem 1.1
can be applied to get the results of this lemma.
Let P = {u ∈ X : u(x) > 0 for all x ∈ Ω} be the positive cone in X .
Lemma 4.2. We have C ⊆ (P ∪ {(1/f0, 0)}) and the last alternative of Lemma 4.1 is impossible.
Proof. Firstly, by the strong maximum principle [22, Theorem 8.19], we know that u > 0
in the whole domain for any nontrivial solution (λ, u) ∈ C. So we have C ⊆ (P ∪ (R× {0})).
Suppose on the contrary, if there exists (λm, um)→
(
λ
f0λ1
, 0
)
when m→ +∞ with (λm, um) ∈ C,
um 6≡ 0 and λ 6= λ1. So we have um ∈ P for each m ∈ N. Let vm := um/ ‖um‖, then (λm, vm)
satisfies
vm = G
(
λm
a+ b ‖um‖
2
(
aλ1f0vm +
ϑ (λ, um)
‖um‖
))
.
By an argument similar to that of Theorem 1.1, we obtain that for some convenient subsequence
vm → v0 as m→ +∞. Now v0 verifies the equation
−∆v = λv
and ‖v0‖ = 1. Hence v0 must change its sign, and this is a contradiction. Furthermore, it follows
that C ⊆ (P ∪ {(1/f0, 0)}) and C is unbounded in R×X .
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Remark 4.1. From the proof of Lemma 4.2, we can see that (1/f0, 0) is the unique bifur-
cation point of the set of positive solution of (1.6).
Next, we give a Sturm type comparison theorem.
Theorem 4.1. Assume that g and fn be two weight functions with lim
n→+∞
fn(x) = +∞ for
a.e. x ∈ Ω, and satisfy g ∈ L3(Ω), fn ∈ L3(Ω) and fn 6≡ g a.e. in Ω for any n large enough. Let
u be a positive weak solution of {
−‖u‖2∆u = g(x)u3 in Ω,
u = 0 on ∂Ω.
Then any solution vn ∈ W 2,1(Ω) of
− ‖v‖2∆v = fn(x)v
3 in Ω
must change sign for n large enough.
Proof. Without loss of generality, we assume that ‖u‖ = ‖vn‖ = 1 for any n ∈ N. Sup-
pose the contrary, we may assume that vn > 0 for n large enough. Then by the following
Picone’s identity
|∇u|2 −∇
(
u2
v
)
∇v = |∇u|2 +
u2
v2
|∇v|2 − 2
u
v
∇u∇v ≥ 0
and an easy calculation, we obtain that
0 ≤
∫
Ω
(
|∇u|2 +
u2
v2n
|∇vn|
2 − 2
u
vn
∇u∇vn
)
dx =
∫
Ω
(
g(x)u2 − fn(x)v
2
n
)
u2 dx
for n large enough.
For any M > 0, we have that
1 =
∫
Ω
fn(x)v
4
n dx ≥M
∫
Ω
v4n dx for n large enough.
It follows that vn → 0 in L
4(Ω). We claim that vn ≤ u a.e. in Ω for n large enough. Otherwise,
there exists Ω0 ⊆ Ω with |Ω0| > 0 such that vn > u in Ω0. Then we have that∫
Ω0
u4 dx ≤
∫
Ω0
v4n dx ≤
∫
Ω
v4n dx→ 0 as n→ +∞.
This is a contradiction.Thus we have that∫
Ω
(
g(x)u2 − fn(x)v
2
n
)
u2 dx =
∫
Ω
fn(x)v
2
n
(
v2n − u
2
)
dx ≤ 0
for n large enough.
Consequently we haver u = cvn for n large enough. Furthermore, we have u = ±vn for n
large enough. But this is impossible since fn 6≡ g a.e. in Ω for n large enough. This accomplishes
the proof.
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Proof of Theorem 1.3. In view of Lemma 4.1, 4.2 and Remark 4.1, it is sufficient to show
that C joins (1/f0, 0) to (1/f∞,∞). Let (λn, un) ∈ C where un 6≡ 0 satisfies λn + ‖un‖ → +∞.
Since (0,0) is the only solution of (1.6) for λ = 0, we have C ∩ ({0} ×X) = ∅. It follows that
λn > 0 for all n ∈ N.
We claim that there exists a constant M such that λn ∈ (0,M ] for n ∈ N large enough. On
the contrary, we suppose that limn→+∞ λn = +∞. Since (λn, un) ∈ C, it follows that
∆un +
λn
a+ b ‖un‖
2
f (x, un)
un
un = 0 in Ω.
We divide two cases to deduce a contradiction.
Case 1. There exists a constant c > 0 such that ‖un‖ ≤ c for n large enough.
In this case, we have 1
a+b‖un‖
2 ≥
1
a+bc2
. From (f1)–(f3), we can see that f(x,un)
un
≥ σ for some
σ > 0 and a.e. x ∈ Ω and all n ∈ N. By (f2) and (f3), we can obtain F (x, un) /un ∈ L3/2(Ω),
where F denotes the usual Nemitsky operator associated with f . By applying Theorem 2.6 of
[1] with N0 = 3, we have that un must change its sign in Ω, which contradicts Lemma 4.2.
Case 2. ‖un‖ → +∞ as n→ +∞.
Now, we consider
‖un‖
2∆un + λn
‖un‖
2
a+ b ‖un‖
2
f (x, un)
u3n
u3n = 0 in Ω.
For any fixed ε ∈ (0, 1/b), obviously, there exists N1 > 0 such that
‖un‖
2
a + b ‖un‖
2 ≥
1
b
− ε (4.2)
for any n > N1. By (f1)–(f3), there exists a constant ̺ > 0 such that
f(x,un)
u3n
≥ ̺ for a.e. x ∈ Ω
and n large enough. Let
fn(x) = λn
‖un‖
2
a+ b ‖un‖
2
f (x, un(x))
un(x)
1
u2n(x)
.
Then we have limn→+∞ fn(x) = +∞ for a.e. x ∈ Ω. By (f1)–(f3) and [22, Theorem 8.12], we
know that un ∈ W
2,2(Ω). So we have un ∈ W
2,1(Ω).
On the other hand, by Theorem 1.1 of [21], we have that for any nonempty compact subset
K ⊆ Ω, there exists a positive constant cn such that un ≥ cn a.e. in K. Then it is not difficult
to show that fn ∈ L3(K) for any fixed n ∈ N. Applying Theorem 4.1 on K with g(x) ≡ µ1, we
have that un must change its sign in K for n large enough. This is a contradiction.
Therefore, we get that
‖un‖ → +∞.
Let ̟ : Ω× R \ R− → R \ R− be a Carathe´odory function such that
f(x, s) = bµ1f∞s
3 +̟(x, s)
with
lim
s→+∞
̟(x, s)
s3
= 0 and lim
s→0+
̟(x, s)
s
= aλ1f0 uniformly with respect to a.e. x ∈ Ω. (4.3)
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Then (λn, un) satisfies
un = G
(
λn
a + b ‖un‖
2
(
bµ1f∞u
3
n +̟ (x, un)
))
.
Dividing the above equation by ‖un‖ and letting un = un/ ‖un‖, we get that
un = G
(
λn ‖un‖
2
a+ b ‖un‖
2
(
bµ1f∞u
3
n +
̟ (x, un)
‖un‖
3
))
.
Next, we show that
lim
n→+∞
̟ (x, un(x))
‖un‖
3 = 0 in L
q′(Ω) (4.4)
for some q < 2∗. Without loss of generality, we may assume that q ≥ 4. Otherwise, we can
consider q˜ = cq, c > 1 such that q˜ ∈ [4, 2∗).
From (4.3), for any ε > 0, we can choose δ = δ(ε) and M = M(δ) such that for a.e. x ∈ Ω
and any n ∈ N, the following relation hold:
|̟ (x, s) | ≤M for |s| ≤ δ (4.5)
and
|̟ (x, s) | ≤ ǫ|s|3 for |s| > δ. (4.6)
By (4.5) and (4.6), we can easily show that∫
Ω
∣∣∣∣̟ (x, un(x))‖un‖3
∣∣∣∣ dx ≤ c‖un‖3q′ + ε
∫
Ω
|un|
3q′ dx.
It follows from q ≥ 4 that 3q′ < 2∗. From the above inequality, un → +∞ in X , ‖un‖ = 1, we
can get the desired result. It is not difficult to show that u3n is bounded in L
q′(Ω) and λn‖un‖
2
a+b‖un‖
2
is bounded in R for n large enough. By the compactness of G we obtain that
− ‖u‖2∆u = µµ1f∞u
3,
where u = lim
n→+∞
un and µ = lim
n→+∞
λn, again choosing a subsequence and relabeling it if necessary.
It is clear that ‖u‖ = 1 and u ∈ C ⊆ C since C is closed in R × X . Therefore, Lemma 4.2
implies u > 0. Theorem 1.2 shows that µ = 1/f∞. Therefore, C joins (1/f0, 0) to (1/f∞,∞).
Corollary 4.1. Assume that N ≤ 3 and f satisfies (f1)–(f2). Then for
λ ∈ (1/f0, 1/f∞) ∪ (1/f∞, 1/f0) ,
problem (1.6) possesses at least one positive solution. In particularly, if f0 > 1 (< 1) and f∞ < 1
(> 1) then (1.6) possesses at least one positive solution with λ = 1.
5 Answer to an open problem
In this section, we consider problem (1.6) with a = 0, i.e., the following problem{
−b
∫
Ω
|∇u|2 dx∆u = λf(x, u) in Ω,
u = 0 on Ω.
(5.1)
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To prove Theorem 1.4, we recall the following topological lemma (see [27]).
Lemma 5.1. Let X be a Banach space with normal ‖ · ‖X and let Cn be a family of closed
connected subsets of X . Assume that:
(i) there exist zn ∈ Cn, n = 1, 2, . . ., and z
∗ ∈ X , such that zn → z
∗;
(ii) rn = sup
{
‖x‖X
∣∣x ∈ Cn} = +∞;
(iii) for every R > 0,
(
∪+∞n=1Cn
)
∩BR is a relatively compact set of X , where
BR = {x ∈ X |‖x‖X ≤ R} .
Then there exists an unbounded component C of D =: lim supn→+∞ Cn and z
∗ ∈ C.
In order to apply Lemma 5.1 to prove Theorem 1.4, we need to discuss the following Kirchhoff-
Laplace operator
Φk(u) := −b‖u‖
2∆u.
Denote
Φ(u) :=
1
4
b‖u‖4.
It is obvious that the functional Φ is continuously Gaˆteaux differentiable whose Gaˆteaux deriva-
tive at the point u ∈ X is the functional Φ′(u) ∈ X∗, given by
〈Φ′(u), v〉 = b‖u‖2
∫
Ω
∇u · ∇v dx.
Obviously, the Kirchhoff-Laplace operator is the derivative operator of Φ in the weak sense. We
have the following properties about the derivative operator of Φ.
Proposition 5.1. Let L = Φ′. Then we have
(i) L : X → X∗ is a continuous and strictly monotone operator;
(ii) L is a mapping of type (S+), i.e., if un ⇀ u in X and lim
n→+∞
〈L (un)− L(u), un − u〉 ≤ 0,
then un → u in X;
(iii) L(u) : X → X∗ is a homeomorphism.
Proof. (i) Let un → u in X , i.e. limn→+∞ ‖un − u‖ = 0. Then we can easily see that
limn→+∞ ‖un‖ = ‖u‖. For any v ∈ X , by using of the Ho¨lder’s inequality, we have that
|〈L (un)− L(u), v〉| =
∣∣∣∣b ‖un‖2 ∫
Ω
∇un · ∇v dx− b‖u‖
2
∫
Ω
∇u · ∇v dx
∣∣∣∣
=
∣∣∣∣b ‖un‖2 ∫
Ω
(∇un −∇u) · ∇v dx+ b
(
‖un‖
2 − ‖u‖2
) ∫
Ω
∇u · ∇v dx
∣∣∣∣
≤ b ‖un‖
2 ‖un − u‖ ‖v‖+ b
∣∣‖un‖2 − ‖u‖2∣∣ ‖u‖‖v‖
→ 0 as n→ +∞.
It follows that L is a continuous operator.
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For any u, v ∈ X with u 6= v in X , by the Cauchy’s inequality, we obtain that
〈L (u)− L(v), u− v〉 = 〈L(u), u〉 − 〈L(u), v〉 − 〈L(v), u〉+ 〈L(v), v〉
= b‖u‖4 − b‖v‖2
∫
Ω
∇u · ∇v dx− b‖u‖2
∫
Ω
∇u · ∇v dx+ b‖v‖4
= b
(
‖u‖4 + ‖v‖4 −
(
‖u‖2 + ‖v‖2
) ∫
Ω
∇u · ∇v dx
)
≥ b
(
‖u‖4 + ‖v‖4 −
(‖u‖2 + ‖v‖2)
2
2
)
= b
(
‖u‖2 − ‖v‖2
)2
≥ 0, (5.2)
i.e. L is monotone. In fact L is strictly monotone. Indeed, if 〈L(u)−L(v), u−v〉 = 0, then from
(5.2) we have that
‖u‖ = ‖v‖, ∇u ≡ ∇v a.e. in Ω.
It follows that ‖u − v‖ = 0, i.e. u ≡ v, which is contrary with u 6= v in X . Therefore,
〈L(u)− L(v), u− v〉 > 0. It follows that L is a strictly monotone operator in X .
(ii) From (i), if un ⇀ u and lim
n→+∞
〈L (un)− L(u), un − u〉 ≤ 0, then we have that
lim
n→+∞
〈L (un)− L(u), un − u〉 = 0.
In view of (5.2), we obtain that ∇un converges in measure to ∇u in Ω, so we get a subsequence
(which we still denote by un) satisfying ∇un(x) → ∇u(x), a.e. x ∈ Ω. Moreover, we also have
that
lim
n→+∞
∫
Ω
|∇un|
2 dx =
∫
Ω
|∇u|2 dx. (5.3)
From (5.3) it follows that the integrals of the functions family
{
|∇un|
2} possess absolutely
equi-continuity on Ω (see [31, Chapter 6, Section 3]). Since
|∇un −∇u|
2 ≤ 2
(
|∇un|
2 + |∇u|2
)
,
the integrals of the family
{
|∇un −∇u|
2} are also absolutely equi-continuous on Ω and therefore
we have
lim
n→+∞
∫
Ω
|∇un −∇u|
2 dx = 0.
Therefore, un → u, i.e. L is of type (S+).
(iii) It is clear that L is an injection. Since
lim
‖u‖→+∞
〈L(u), u〉
‖u‖
= lim
‖u‖→+∞
b‖u‖3 = +∞,
L is coercive, thus L is a surjection in view of Minty-Browder Theorem (see [36, Theorem 26A]).
Hence L has an inverse mapping L−1 : X∗ → X . Therefore, the continuity of L−1 is sufficient
to ensure L to be a homeomorphism.
If fn, f ∈ X∗, fn → f , let un = L−1 (fn), u = L−1(f), then L (un) = fn, L(u) = f . The
coercive property of L implies that {un} is bounded in X . We can assume that unk ⇀ u0 in X .
By fnk → f in X
∗, we have
lim
k→+∞
〈L (unk)− L (u0) , unk − u0〉 = limn→+∞
〈fnk , unk − u0〉 = 0.
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Since L is of type (S+), unk → u0. Furthermore, the continuity of L implies that L (u0) = L(u).
By injectivity of L, we have u0 = u. So unk → u. We claim that un → u in X . Otherwise, there
would exist a subsequence
{
umj
}
of {un} in X and an ε0 > 0, such that for any j ∈ N, we have∥∥umj − u∥∥ ≥ ε0. But reasoning as above, {umj} would contain a further subsequence umjl → u
in X as l → +∞, which is a contradiction to
∥∥∥umjl − u∥∥∥ ≥ ε0. Therefore, L−1 is continuous.
Remark 5.1. Note that in the proof of Lemma 4.3 of [25], the authors deduced 〈un, un〉 → 〈u, u〉
from
(
a+ b ‖un‖
2) [〈un, un〉 − 〈un, u〉] → 0. Clearly, this is right for the case of a > 0; but it
may be not right for the case of a = 0 because ‖un‖ may converge to 0. However, by Lemma
5.2 (ii) we can get 〈un, un〉 → 〈u, u〉 from b ‖un‖
2 [〈un, un〉 − 〈un, u〉] → 0 immediately. So we
complete the proof of Lemma 4.3 of [25] at here.
Now, consider the following auxiliary problem{
−b‖u‖2∆u = f(x) in Ω,
u = 0 on ∂Ω.
(5.4)
Lemma 5.2. For any f ∈ X∗, problem (5.4) has a unique weak solution.
Proof. Define F(v) =
∫
Ω
fv dx for any v ∈ X . We can easily see F is a continuous linear
functional on X . Since L is a homeomorphism, (5.4) has a unique solution.
Let us denote by S(f) the unique weak solution of (5.4). Then S : X∗ → X is a continuous
operator. Since the embedding of X →֒ Lq(Ω) is compact for each q ∈ (1, 2∗), the restriction of
S to Lq
′
(Ω) is a completely operator.
For any n ∈ N, we study the following auxiliary problem{
−
(
1
n
+ b
∫
Ω
|∇u|2 dx
)
∆u = λf(x, u) in Ω,
u = 0 on Ω.
(5.5)
Clearly, we can see that f0 = f˜0n. Theorem 1.3 implies that there exists a sequence of un-
bounded continua Cn of positive solutions to problem (5.5) emanating from
(
1
f˜0n
, 0
)
and joining
to
(
1
f∞
,+∞
)
.
Proof of Theorem 1.4. Let X = R×X under the product topology. Clearly, X is a Banach
space. Now, we verify the assumptions of Lemma 5.1. Taking zn =
(
1
f˜0n
, 0
)
and z∗ = (0, 0), we
have that zn → z
∗. So (i) is satisfied. (ii) is obvious.
By (f3) and (f4), we can show that F (x, u(x)) ∈ L4/3(Ω). Now, we divide two possibilities
to verify (iii): (a) n < +∞ and (b) n = +∞. If the case (a) occurs, the completely continu-
ous property of G implies (iii). If the case (b) occurs, the compactness of S follows (iii). By
Lemma 5.1, there exists an unbounded component C of lim supn→+∞ Cn such that (0, 0) ∈ C and
(1/f∞,+∞) ∈ C. This completes the proof.
Corollary 5.1. Assume that N ≤ 3 and f satisfies (f1), (f3) and (f4). Then for
λ ∈ (0, 1/f∞) ,
problem (5.1) possesses at least one positive solution. In particularly, if f∞ < 1 then (5.1) pos-
sesses at least one positive solution with λ = 1.
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Remark 5.2. From Remark 1.4, we know that any weak solution of (5.5) belongs to C1,α(Ω)
with α ∈ (0, 1) under the assumptions of (f1), (f3) and (f4). It follows that u ∈ C1,α(Ω) with
α ∈ (0, 1) for any (λ, u) ∈ C which is obtained in Theorem 1.4.
6 Conclusions and future work
This paper performs studies on the global bifurcation phenomena for the Kirchhoff type
equations and its applications. We firstly use bifurcation method to study the existence of
positive solutions for the Kirchhoff type equations. We give a positive answer to an open problem.
Moreover, we also sharply obtain some important properties of the first eigenvalue of a nonlocal
problem.
For future work, we plan to: 1) study the case of f0 6∈ (0,+∞) (f˜0 6∈ (0,+∞)) or f∞ 6∈
(0,+∞). This plan comes from Theorem 1.2 and the following special example{
−
(
a + b
∫
Ω
|∇u|2 dx
)
∆u = λu in Ω,
u = 0 on Ω.
(6.1)
It is easy to see that f∞ = 0. While, the positive solution pairs of (6.1) must be(
λ1
(
a + b ‖ϕ1‖
2) , ϕ1) ,
where ϕ1 is the corresponding positive eigenfunction to λ1. Thus (λ1, 0) is a bifurcation point of
the set of positive solution of (6.1) and
(
λ1
(
a+ b ‖ϕ1‖
2) , ϕ1) is the corresponding unbounded
branch. 2) Study the unilateral global bifurcation phenomenon and the existence of one-sign
and sign-changing solutions for (1.1).
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