Structured light illumination is a process of 3-D imaging where a series of time-multiplexed, striped patterns are projected onto a target scene with the corresponding captured images used to determine surface shape according to the warping of the projected patterns around the target. In a real-time system, a high-speed projector/camera pair are used such that any surface motion is small over the projected pattern sequence, but regardless of acquisition speed, there are always those pixels near the edge of a moving surface that capture the projected patterns on both fore and background surfaces. These edge pixels then create unpredictable results that typically require expensive processing steps to remove, but in this paper, we introduce a novel filtering process that identifies motion artifacts based upon the discrete Fourier transform applied to the time axis of the captured pattern sequence. The process is of very low computational complexity, and in this paper, we demonstrate that in a real-time SLI system, the process comes at a cost of 15 frames per second where our SLI system drops from 180 to 165 fps after deleting those edge pixels where motion was detected. c 2010 Optical Society of America OCIS codes: (150.6910)Three-dimensional sensing; (110.6880)Three-dimensional image acquisition.
Structured-light illumination is a process of 3-D imaging based upon triangulating between pixels of a camera/projector pair using a series of striped patterns. From the change in illumination observed by the camera, a unique projector pixel coordinate can be derived for each and every pixel of the camera. In order to achieve real-time operation, many authors have considered employing single pattern strategies [1, 2] where the series of time-multiplexed patterns are replaced with a single, continuously projected pattern. While these schemes are invariant to motion, they typically achieve poor spatial resolution due to the way that patterns are spatially decoded in the captured images.
Due to the poor performance of single pattern strategies, real-time approaches to multi-pattern SLI have been proposed that depend largely on the use of high speed imaging hardware, but many of these systems only acquire data in real-time while relying on computationally expensive post-processing procedures. The systems of Zhang [3] and Liu et al [4] are exceptions to this rule, but Liu et al is the only one that actually demonstrates 120 frames per second acquisition, processing, and display of 3-D point clouds.
Regardless of the pattern strategy, there are those edge pixels that, because of motion, contain phase information from both fore and background objects, and this discontinuity creates unpredictable results often resulting in outliers. Similar artifacts have been noted in timeof-flight video sensors where computationally complex area filters were employed to delete these pixels from the depth renderings. Case in point, Gokturk et al [5] segmented objects into fore and background where edges of foreground surfaces were eroded by means of morphological image processing.
Given the success of Liu et al to use look-up table processing to achieve real-time SLI scanning, we argue that similar LUT filtering can be used to detect and remove edge pixels without a significant performance penalty. And as such, this paper models fringe pattern processing as a discrete Fourier transform where discontinuities in phase, near edges of moving objects, can be detected by looking at the non-principal frequencies which, without motion, would only contain low-level, additive, white noise components. These non-principal frequencies can be extracted from the captures images, using look-up tables, in exactly the same way as Liu et al extracted the principal frequency from which phase is otherwise derived. As such, we can implement motion detection inside the system of Liu et al along side that system's process of extracting phase and texture. Experimental results will show, using Liu et al's system, a drop from 180 frames per second down to 150 frames per second when edge filtering is employed. Now in order to best introduce our motion detection scheme, we will rely on the specific SLI technique of phase measuring profilometry (PMP), which because of its accuracy and simplicity, is one of the most common SLI methodologies. Like stereo-vision, PMP attempts to reconstruct a 3-D object surface by triangulating between the pixels of a digital camera, defined by the coordinates (x c , y c ), and projector, (x p , y p ). And assuming that the camera is epipolar rectified to the projector along the x axis, one need only match (x c , y c ) to a y p coordinate. As such, SLI attempts to encode or modulate the y p coordinates of the projector over a sequence of N projected patterns such that a unique y p value can be obtained by demodulating the captured camera pixels.
In PMP, the component patterns are defined by the set, {I p n : n = 0, 1, . . . , N − 1}, according to:
where (x p , y p ) is the column and row coordinate of a pixel in the projector, I p n is the intensity of that pixel in a projector with dynamic range from 0 to 1, and n represents the phase-shift index over the N total patterns.
For reconstruction, a camera captures each image where the sine wave pattern is distorted by the scanned surface topology, resulting in the patterned images expressed as:
where (x c , y c ) is the coordinates of a pixel in the camera while I c n (x c , y c ) is the intensity of that pixel. The term A c is the averaged pixel intensity across the pattern set that includes the ambient light component, which can be derived according to:
Correspondingly, the term B c is the intensity modulation of a given pixel and is derived from I c n (x c , y c ) in terms of real and imaginary components where:
and
such that
which is the amplitude of the observed sinusoid. If I c n (x c , y c ) is constant or less affected by the projected sinusoid patterns, B c will be close to zero. Thus B c is employed as a shadow noise detector/filter [6] such that the shadow-noised regions, with small B c values, are discarded from further processing. Of the reliable pixels with sufficiently large B c , θ represents the phase value of the captured sinusoid pattern derived as:
which is used to derive the projector row according to θ = 2πy p . If we treat the samples of a subject camera pixel as a single period of a discrete-time signal, x[n] for n = 1, 2, . . . , N − 1, then we can define the Fourier terms, X[k] for k = 1, 2, . . . , N −1, using a discrete-time Fourier transform. From X[k], we then note that A c is related to the DC component according to:
while B c and θ are related to
Because of these relationships, we refer to the frequency terms, X[0], X [1] , and X[N − 1], as the principal frequency components, while the remaining terms are referred to as the non-principal terms and are the harmonics of X [1] . Under ideal conditions, the non-principal frequency terms, X[k] for k = 2, 3, . . . , N − 2, are always equal to zero, but in the presence of sensor noise, the terms are, themselves, drawn from an additive, white-noise process. At the same time, if a target surface is moving toward or away from the camera sensor at a slow rate, then the frequency of the sinusoid represented in the time sequence, x[n], is modulated to have a slightly higher or lower frequency, and as such, we expect the spectral components X [2] and X[N − 2] to increase as the energy in X [1] and X[0] becomes less concentrated. Combining slow motion with additive noise, there exists some threshold, T , at which the magnitude of these non-principal frequency terms can be assumed to reside.
Given the lack of an information bearing signal on the harmonic frequencies, one might be tempted to use these non-principal frequency terms to carry additional phase information for the purpose, for example, of phase unwrapping. But doing so involves the reduction in amplitude of the component sinusoids in order to fit the assorted signals within the dynamic range of both the camera and projector; thereby, reducing the signal to noise ratio on these channels. Absent this use, if a pixel falls off the edge of a foreground object or if there is a dramatic change in surface texture, we expect to see a large magnitude term in the harmonics as the foreground phase term is essentially modulated by a step-edge while the background phase term is modulated by the inverse of this same step.
Step edges and impulses, having large high-frequency spectral components, introduce high-frequency energy in the captured PMP patterns. As such, if a particular nonprincipal frequency term were to have a magnitude larger than T , then we can assume that this pixel contains a discontinuity in phase. Hence, we can delete this pixel from further processing. Incorporating the above ideas into the real-time SLI system of Liu et al, we employ the first harmonic D c = 2 N X [2] such that only those pixels with sufficiently large B c > T B and sufficiently small D c < T D are further processed to obtain phase. Although we take a small performance hit by adding the second LUT operation, some of that loss is offset by a reduction in the number of pixels that are further processed to obtain θ.
In order to test the performance of the proposed pattern scheme and LUT-based processing, we modified the experimental system of Liu et al using Microsoft Visual Studio 2005 with managed C++. The imaging sensor is an 8-bits per pixel, monochrome, Prosilica GC640M, gigabit ethernet camera with a frame rate of 120 fps and 640 × 480 pixel resolution. The projector is composed of a Texas Instrument's Discovery 1100 board with ALP-1 controller and LED-OM with 225 ANSI lumens. The projector has a resolution of 1024 × 768 and 8-bits per pixel grayscale. The camera and projector are synchronized by an external triggering circuit. As the processing unit, we used a Dell Optiplex 960 with an Intel Core 2 Duo Quad Q9650 processor running at 3.0 GHz. Shown in Fig. 1 (left) is a snap shot from the SLI system's input camera showing a moving calibration target, while Fig. 1 (right) shows the corresponding first harmonic's magnitude image using N = 4 pattern, unitfrequency PMP where T B = 10 and T D = 2. Here, motion creates edge pixels along the boundaries of the black circles of the calibration target as well as along the edges of the white box. Without edge detection, the resulting 3-D point cloud, of Fig. 2 (left) , shows a series of outlier points projecting from the camera's focal point and through the target object's edge points. With edge detection, visual inspection of Fig. 2 (center) shows that the number of outliers is clearly reduced.
In conclusion, this paper has introduced a novel method of detecting motion in a PMP structured-light scanner where we took advantage of high-order harmonics of the projected pattern sequence. Compared to conventional techniques, this new method offers the ability to instantly detect motion using a pixel-wise operation without considering the phase of neighboring pixels and without storing a history of previous phase images. It, therefore, can be performed in parallel with other operations associated with PMP demodulation. And using this scheme, we successfully implemented a look- up table based filter that deletes pixels deemed to contain too much motion for accurate phase reconstruction. The experimental system was able to detect and remove motion-affected pixels at a cost of only 0.51 milliseconds per frame for a reduction in frame rate from 180 fps to 165 fps. Setting T D on a pixel-by-pixel basis to be a scalar multiple of B c , detection and removal of motionaffected pixels increased to 1.11 milliseconds, reducing our frame rate to 150 fps.
