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a b s t r a c t
The graph consisting of the three 3-cycles (or triples) (a, b, c), (c, d, e), and (e, f , a), where
a, b, c, d, e and f are distinct is called a hexagon triple. The 3-cycle (a, c, e) is called an
inside 3-cycle; and the 3-cycles (a, b, c), (c, d, e), and (e, f , a) are called outside 3-cycles.
A hexagon triple system of order v is a pair (X,C ), where C is a collection of edge disjoint
hexagon triples which partitions the edge set of 3Kv . Note that the outside 3-cycles form
a 3-fold triple system. If the hexagon triple system has the additional property that the
collection of inside 3-cycles (a, c, e) is a Steiner triple system it is said to be perfect. In 2004,
Küçükçifçi and Lindner had shown that there is a perfect hexagon triple system of order v
if and only if v ≡ 1, 3(mod 6) and v ≥ 7. In this paper, we investigate the existence of a
perfect hexagon triple systemwith a given subsystem. We show that there exists a perfect
hexagon triple system of order v with a perfect sub-hexagon triple system of order u if and
only if v ≥ 2u+1, v, u ≡ 1, 3(mod 6) and u ≥ 7, which is a perfect hexagon triple system
analogue of the Doyen–Wilson theorem.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let v, λ be two positive integers and K be a set of positive integers. A pairwise balanced design (v, K , λ)-PBD is a pair
(X,A ), where X is a v-set and A is a family of subsets of X (called blocks, the size in K ) such that every unordered pair of
points is contained in exactly λ blocks of A . The integer v is called the order of the PBD. When K = {k}, we usually refer to
a (v, {k}, λ)-PBD as a balanced incomplete block design, denoted by (v, k, λ)-BIBD. A λ-fold triple system of order v (denoted
by TS(v, λ)) is just a (v, 3, λ)-BIBD. When λ = 1 we have a Steiner triple system (STS(v)) (see, [4]).
The graph consisting of the three 3-cycles (or triples) (a, b, c), (c, d, e), and (e, f , a), where a, b, c, d, e and f are distinct
is called a hexagon triple (shown in Fig. 1), and denoted by any cyclic 2-shift of [a, b, c, d, e, f ] or [a, f , e, d, c, b]. The 3-cycle
(a, c, e) is called an inside 3-cycle; and the 3-cycles (a, b, c), (c, d, e), and (e, f , a) are called outside 3-cycles. A hexagon triple
system of order v is a pair (X, C ), where C is a collection of edge disjoint hexagon triples which partitions the edge set of
3Kv with vertex set X , where 3Kv is the complete graph with v vertices and index 3. Note that the outside 3-cycles form a
3-fold triple system (TS(v, 3)). A hexagon triple system is said to be perfect if the collection of inside 3-cycles is a Steiner
triple system (STS(v)). In what follows, we will use the notation PHTS(v) to denote a perfect hexagon triple system of order
v. In 2004, Küçükçifçi and Lindner [9] completely determined the spectrum for perfect hexagon triple systems.
Theorem 1.1 ([9, Küçükçifçi and Lindner]). There exists a PHTS(v) if and only if v ≡ 1, 3(mod 6), and v ≥ 7.
Let (X,A ) and (Y ,B) be a PHTS(v) and a PHTS(u), respectively. If Y ⊂ X andB ⊂ A , then (Y ,B) is called a subsystem
of (X,A ), or (Y ,B) is said to be embedded in (X,A ). Note that a hexagon triple consists of three triples, so we can think of a
hexagon triple system as the piecing together of the triples of a 3-fold triple system into hexagon triples. Hence, if there is a
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Fig. 1. Hexagon triple.
PHTS(v) containing a PHTS(u) as a subsystem, then there are a TS(v, 3) containing a TS(u, 3) as a subsystem and an STS(v)
containing an STS(u) as a subsystem.
The problem of constructing (v, k, λ)-BIBD containing subsystems has been extensively studied by many researchers
(see, for example [1,6,8,11,12,14,15] and references therein). In 1973, Doyen and Wilson [6] proved that the necessary
conditions for the existence of an STS(v) containing an STS(u) as a subsystem were also sufficient. The result is known
as the Doyen–Wilson theorem.
Theorem 1.2 ([6, Doyen and Wilson]). There exists an STS(v) containing an STS(u) as a subsystem if and only if v ≥ 2u + 1
and v, u ≡ 1, 3(mod 6).
In 1980, Stern and Lenz [14] generalized the Doyen and Wilson theorem to all indices and gave a different proof of this
result using graph-theoretic methods. In 1989, Stinson [15] gave another proof for the Doyen–Wilson theorem, which was
a recursive and completely design-theoretic method by utilizing designs with ‘‘holes’’. So far, the spectra of various triple
systems (for example, Kirkman triple systems, nearly Kirkman triple systems, resolvable triple systems, nested Steiner triple
systems, perfect dexagon triple systems, etc.) with subsystems have been established by many researchers. For details, we
refer the readers to [5,10,13,16–18].
In this paper, we are interested in determining the spectrum of PHTS(v)s with a given subsystem. Since a PHTS(v)
containing a PHTS(u) as a subsystem has a TS(v, 3) containing a TS(u, 3) as a subsystem and an STS(v) containing an STS(u)
as a subsystem. So we have the following necessary conditions for the existence of a PHTS(v) containing a PHTS(u) as a
subsystem.
Lemma 1.3. The necessary conditions for the existence of a PHTS(v) containing a PHTS(u) as a subsystem are v ≥ 2u+ 1, v, u
≡ 1, 3(mod 6), and u ≥ 7.
The purpose of the present paper is to study the embedding problem of perfect hexagon triple systems, and to establish
the perfect hexagon triple system analogue of the Doyen–Wilson theorem.
2. Designs with holes and basic constructions
In this section, we first give the definitions of various types of designs with ‘‘holes’’, and then present some basic
constructions for perfect hexagon triple systems with subsystems.
We have already defined perfect hexagon triple systems with subsystems. If we allow the subsystem to be missing (i.e. a
hole), we have an incomplete PHTS, or IPHTS. In this paper, we will make extensive use of perfect hexagon triple systems
with holes of various types.
An incomplete perfect hexagon triple system (IPHTS) is a triple (X, Y ,D), where X is a set of points, Y is a subset of X , andD
is a collection of edge disjoint hexagon triples such that every pair of points {x, y} as an edge occurs together both in exactly
three hexagon triples, and in a unique inside 3-cycle of the hexagon triples, unless {x, y} ⊆ Y , in which case the pair as an
edge occurs in no hexagon triples. Hence, Y is the hole. We say that (X, Y ,D) is a (v, u)-IPHTS if |X | = v, |Y | = u. It is
obvious that we can fill in the hole of an IPHTS, as follows.
Construction 2.1. Suppose (X, Y ,D) is an IPHTS and (Y ,B) is a PHTS. Then (X,D

B) is a PHTS.
Construction 2.2. Suppose (X, Y1,D) and (Y1, Y2,B) are IPHTSs. Then (X, Y2,D

B) is an IPHTS.
To prove our main theorem, we also need the concept of perfect group divisible hexagon triple systems which plays an
important role in the construction of PHTSs with subsystems. To do this, we first review the concept of a (incomplete) group
divisible design.
A group divisible design (GDD)with index λ is a triple (X, G ,B), where X is a set of points, G is a partition of X into subsets
(called groups), andB is a collection of subsets (called blocks) of X such that every pair of points from distinct groups occurs
in exactly λ blocks, and every pair of points from the same group occurs in no blocks.
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Let K be a positive integer set. A (K , λ)-GDD of type gu11 g
u2
2 · · · guss is a GDD with index λ in which every block has a size
from the set K and in which there are ui groups of size gi, i = 1, 2, . . . , s. If λ = 1, the index λ is omitted. If K = {k}, then
the (K , λ)-GDD is simply denoted (k, λ)-GDD. It is obvious that a (v, K , 1)-PBD is just a K -GDD of type 1v .
An incomplete group divisible design (IGDD) with index λ is a quadruple (X, Y , G ,B), where X is a set of points, Y is a
subset (called a hole) of X, G is a partition of X into subsets (called groups), andB is a collection of subsets (called blocks) of
X such that each pair of points from distinct groups containing at least one member in X \ Y occurs in exactly λ blocks, and
every pair of points from the same group or Y occurs in no blocks.
We say that an IGDD (X, Y , G ,B)with index λ is a (K , λ)-IGDD if |B| ∈ K for every block B ∈ B. The type of an IGDD is
defined to be the multiset of ordered pairs {(|G|, |G ∩ Y |) : G ∈ G }. As with GDDs, we shall use an exponential notation to
describe types. Note that if Y = ∅, then the IGDD is a GDD.
The existence of group divisible designs has been extensively studied by many researchers (see, for example [7] and
references therein). For the existence of 3-GDDs, we record the following known result for later use.
Theorem 2.3 ([3]). Let g, n, and m be nonnegative integers. There exists a 3-GDD of the type gnm1 if and only if the following
conditions are all satisfied:
(1) if g > 0, then n ≥ 3, or n = 2 and m = g, or n = 1 and m = 0, or n = 0;
(2) m ≤ g(n− 1) or gn = 0;
(3) (n− 1)g +m ≡ 0(mod 2) or gn = 0;
(4) gn ≡ 0(mod 2) or m = 0; and
(5) 12g
2n(n− 1)+ gnm ≡ 0(mod 3).
Similar to GDD (IGDD), now we can introduce a concept of a (incomplete) group divisible hexagon triple system.
A group divisible hexagon triple system (GDHX) is a triple (X, G ,B), where X is a set of points, G is a partition of X into
subsets (called groups), and B is a collection of edge disjoint hexagon triples such that every pair of points from distinct
groups as an edge occurs in exactly three hexagon triples, and every pair of points from the same group as an edge occurs
in no hexagon triples.
The type of a GDHX (X, G ,B) is defined to be the multiset {|G| : G ∈ G }. We sometimes use an ‘‘exponential’’ notation
gu11 g
u2
2 · · · guss to denote a GDHX with ui groups of size gi, 1 ≤ i ≤ s and
∑s
i=1 uigi = |X |.
A GDHX of type T is said to be perfect if the collection of inside 3-cycles forms a 3-GDD of type T and denoted by PGDHX
of type T . It is obvious that a PGDHX of type 1v is just a PHTS(v).
An incomplete group divisible hexagon triple system (IGDHX) is a quadruple (X, Y , G ,B) where X is a set of points, Y is a
subset (called a hole) of X, G is a partition of X into subsets (called groups), and B is a collection of edge disjoint hexagon
triples such that every pair of points from distinct groups containing at least one member in X \ Y as an edge occurs in
exactly three hexagon triples, and every pair of points from the same group or Y as an edge occurs in no hexagon triples.
The type of an IGDHX is defined to be the multiset of ordered pairs {(|G|, |G ∩ Y |) : G ∈ G }. As with GDHXs, we shall use
an exponential notation to describe types. Note that if Y = ∅, then the IGDHX is a GDHX.
An IGDHX of type T is said to be perfect if the collection of inside 3-cycles forms a 3-IGDD of type T and denoted by
IPGDHX of type T .
For perfect group divisible hexagon triple systems, we have the following recursive construction which is a modification
of Wilson’s Fundamental Construction for GDD [19].
Lemma 2.4 (Weighting). Let (X, G ,B) be a GDD, and let w : X → Z+ ∪ {0} be a weight function on X. Suppose that for every
block B ∈ B there exists a PGDHX of type {w(x) : x ∈ B}. Then there exists a PGDHX of type {∑x∈Gw(x) : G ∈ G }.
We can obtain IPHTSs from IPGDHXs by filling in groups. The following constructions are similar to the filling in group
constructions for IPBDs from IGDDs [15], the proofs of which are omitted.
Construction 2.5 (Filling in Groups). Let a ≥ 0. Suppose there exists an IPGDHX of type {(t1, u1), (t2, u2), . . . , (tn, un)}, a
(ti + a, ui + a)-IPHTS, for 1 ≤ i ≤ n− 1, and a (tn + a, un)-IPHTS. Then there exists a (t + a, u)-IPHTS, where t =∑ ti and
u =∑ ui.
We mention the special case when we start with a PGDHX (i.e., u1 = u2 = · · · = un = 0).
Construction 2.6 (Filling in Groups). Let a ≥ 0. Suppose there exists a PGDHX of type {t1, t2, . . . , tn} and a (ti+ a, a)-IPHTS,
for 1 ≤ i ≤ n− 1. Then there exists a (t+ a, tn+ a)-IPHTS. Furthermore, if there exists a (tn+ a, a)-IPHTS, then there exists
a (t + a, a)-IPHTS, where t =∑ ti.
One of our main tools in the proof of the main result is a more powerful method of filling in groups. Here, we also need
to define a more general type of incomplete PHTS, which is similar to -IPBD first introduced by Stinson [15]. PHTSs can
contain many different subdesigns, which in turn can intersect in further subdesigns. These subdesigns will form a lattice.
We are interested in the situationwhen the lattice is a square. That is, we have two subdesigns, of given sizes, which intersect
in a third subdesign of a given size. However, as before, the subdesigns need not be present, i.e., we allow holes. We will
refer to the designs as -IPHTSs, in order to suggest the lattice structure. Based on this informal discussion, we give a formal
definition.
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An incomplete -PHTS is a tuple (X, Y1, Y2,B), where Y1 ⊆ X, Y2 ⊆ X , and B is a collection of edge disjoint hexagon
triples such that every pair of points {x, y} as an edge occurs together both in exactly three hexagon triples and in a unique
inside 3-cycle of the hexagon triples, unless {x, y} ⊆ Y1, or {x, y} ⊆ Y2, in which case the pair as an edge occurs in no
hexagon triples. We say that the -IPHTS is a (v;w1, w2;w3)--IPHTS if |X | = v, |Y1| = w1, |Y2| = w2, |Y1 Y2| = w3.
Example 2.7. A (15; 7, 3; 1)--IPHTS. X = {1, 2, . . . , 15}, Y1 = {9, 10, 11, 12, 13, 14, 15}, and Y2 = {7, 8, 9}. The hexagon
triples are:
[9, 6, 1, 10, 2, 5], [9, 4, 3, 15, 6, 1], [9, 3, 4, 13, 5, 2],
[10, 4, 5, 9, 3, 6], [11, 5, 1, 9, 4, 6], [12, 1, 2, 9, 6, 5],
[7, 6, 10, 8, 1, 11], [7, 3, 11, 8, 2, 13], [7, 4, 12, 8, 3, 10],
[7, 5, 13, 8, 4, 15], [7, 2, 14, 8, 5, 12], [7, 1, 15, 8, 6, 14],
[8, 1, 10, 7, 2, 15], [8, 6, 11, 7, 3, 14], [8, 2, 12, 7, 4, 11],
[8, 3, 13, 7, 5, 10], [8, 4, 14, 7, 6, 12], [8, 5, 15, 7, 1, 13],
[13, 2, 6, 15, 1, 3], [14, 1, 4, 10, 2, 3], [15, 5, 3, 12, 4, 2],
[10, 5, 4, 13, 6, 3], [11, 4, 6, 14, 5, 1], [12, 2, 1, 14, 5, 6],
[13, 6, 2, 11, 3, 1], [14, 2, 3, 12, 1, 4], [15, 3, 5, 11, 2, 4].
The holes of a -IPHTS can be filled in various ways. We have the following simple observations.
Construction 2.8. Suppose (X, Y1, Y2,D) is a -IPHTS, and that (Y1, Y1 Y2,B) and (Y2, Y1 Y2, C ) are two IPHTSs. Then
(X, Y1,D

C ), (X, Y2,D







C ) are three IPHTSs.
Our main application of -IPHTS involves using them to fill in the groups of IPGDHXs. This is a generalization of
Construction 2.5.
Construction 2.9 (Generalized Filling in Groups). Let b ≥ a ≥ 0. Suppose there exists an IPGDHX of type
{(t1, u1), (t2, u2), . . . , (tn, un)}, a (ti + b; ui + a, b; a)--IPHTS, for 1 ≤ i ≤ n − 1, and a (tn + b, un + a)-IPHTS. Then
there exists a (t + b, u+ a)-IPHTS, where t =∑ ti and u =∑ ui.
In order to apply the above constructions, we need some families of PGDHXs and IPGDHXs. The following lemmaprovides
a recursive construction for PGDHXs from 3-GDDs.
Lemma 2.10. Let g ≥ 2,m ≥ 2. If there exists a 3-GDD of type gnm1, then there exists a PGDHX of type gnm1.
Proof. Let (X, G ,B) be a 3-GDD with groups G = {Qi × {i}|0 ≤ i ≤ n}, where |Qi| = g, 0 ≤ i ≤ n − 1, and
|Qn| = m. Let αi, 0 ≤ i ≤ n be a derangement on Qi. For each block {(x, i), (y, j), (z, k)} ∈ B, we place the hexagon
triple [(x, i), (zαk, k), (y, j), (xαi, i), (z, k), (yαj, j)] in D . Then (X, G ,D) is a PGDHX of type gnm1. In fact, for each pair of
points {(x, i), (y, j)}, i ≠ j, there are exactly three blocks B1, B2, B3 ∈ B such that {(x, i), (y, j)} ∈ B1, {(xα−1i , i), (y, j)} ∈
B2, {(x, i), (yα−1j , j)} ∈ B3, where α−1 is the inverse of the derangement α. Without loss of generality, let B1 = {(x, i),
(y, j), (z1, k1)}, B2 = {(xα−1i , i), (y, j), (z2, k2)}, B3 = {(x, i), (yα−1j , j), (z3, k3)}. Hence the pair {(x, i), (y, j)} as an edge
occurs in exactly three hexagon triples from B1, B2, B3 in D , and in a unique inside 3-cycle of the hexagon triple from B1.
This completes the proof. 
Similarly, we also can get an IPGDHX from a 3-IGDD.
Lemma 2.11. Let g ≥ 4, h ≥ 2 and m ≥ 2. If there exists a 3-IGDD of type (g, h)nm1, then there exists an IPGDHX of type
(g, h)nm1.
Proof. Let (X, Y , G ,B) be a 3-IGDD with groups G = {(Qi ∪ Hi) × {i} : 0 ≤ i ≤ n − 1} ∪ {M}, where Qi ∩ Hi =
∅, |Qi| = g − h, |Hi| = h, |M| = m. Let αi, βi, γ be derangements on Qi,Hi and M , respectively. For each block B ∈ B,
we place a hexagon triple in D . If B = {(x, i), (y, j), (z, k)}, where x ∈ Qi, y ∈ Qj, z ∈ Qk, then we place the hexagon triple
[(x, i), (zαk, k), (y, j), (xαi, i), (z, k), (yαj, j)] in D . If B = {(x, i), (y, j), (z, k)}, where x ∈ Qi, y ∈ Qj, z ∈ Hk, then we place
the hexagon triple [(x, i), (zβk, k), (y, j), (xαi, i), (z, k), (yαj, j)] in D . If B = {(x, i), (y, j), z}, where x ∈ Qi, y ∈ Qj, z ∈ M ,
then we place the hexagon triple [(x, i), zγ , (y, j), (xαi, i), z, (yαj, j)] in D . If B = {(x, i), (y, j), z}, where x ∈ Qi, y ∈ Hj, z ∈
M , then we place the hexagon triple [(x, i), zγ , (y, j), (xαi, i), z, (yβj, j)] in D . Similar to the proof of Lemma 2.10, we can
check that (X, Y , G ,D) is an IPGDHX of type (g, h)n(m)1. This completes the proof. 
Before closing this section, we give a family of IPGDHXs for later use.
Lemma 2.12. Suppose g ≥ 2, n ≥ 3, gn ≡ 0(mod 3), g(n − 1) ≡ 0(mod 2) and 0 ≤ t ≤ g(n − 1)/2, then there exists an
IPGDHX of type (2g, g)n(2t)1 for (g, n) ≠ (2, 6), (2, 3), or (6, 3).
Proof. By the hypothesis, there exists a 3-IGDD of type (2g, g)n(2t)1 for (g, n) ≠ (2, 6), (2, 3), or (6, 3) from the proof of
Lemma 3.1 in [15]. Applying Lemma 2.11 to the IGDD yields the desired design. 
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3. A direct construction
In this section, we present a direct construction for IPHTSs, and use this construction to obtain three required IPHTSs.
Let D = (X,B) be a design. Let S|X | be the symmetric group on X and σ ∈ S|X | be a permutation. For each B ∈ B,
let σ(B) = {σ(b) : b ∈ B} and σ(B) = {σ(B) : B ∈ B}. A permutation σ is called an automorphism of the design D
if σ(B) = B. It is obvious that all automorphisms of D form a group (called an automorphism group of D). Let∑ be an
automorphism group of D. We say that two blocks B1, B2 of D are in the same orbit if there an automorphism σ of
∑
such
that σ(B1) = B2. So the automorphism group∑ divides the blocks of D in disjoint orbits. If we choose one block from each
orbit, the entire design D is determined and such a choice is called a base. Let gu ≡ 0(mod 2). A K -GDD of type gu over Zgu
is said to be bicyclic if the GDD has an automorphism group
∑ =< σ >, where σ : i → i+2(mod gu) for i ∈ Zgu. A parallel
class in a GDD is a set of blocks that forms a partition of the point set.
Construction 3.1. If there exists a bicyclic {2, 3}-GDD of type 2 v−u2 for v − u ≡ 0(mod 4) or a bicyclic {2, 3}-GDD of type
1v−u (i.e., (v − u, {2, 3})-PBD) for v − u ≡ 2(mod 4) with base block set C = A ∪ B, where A is a base block set of block
size 3,B is a base block set of block size 2, and A andB satisfy the following properties:
(1) for each base block A = {a, b, c} ∈ A , a ≡ b ≡ c ≡ 0(mod 2) or a ≡ b ≡ c ≡ 1(mod 2);
(2) devB = B+ 2i : B ∈ B, 0 ≤ i ≤ v−u2 − 1 can be partitioned into u− 1 parallel classes of the {2, 3}-GDD of type 2 v−u2
for v − u ≡ 0(mod 4) or u parallel classes of the {2, 3}-GDD of type 1v−u for v − u ≡ 2(mod 4).
Then there exists a (v, u)-IPHTS.
Proof. Let X = Zv−u ∪ Y , Y = {∞0,∞1, . . . ,∞u−1}. For v− u ≡ 2(mod 4), let F0, F1, . . . , Fu−1 be a partition of devB into
parallel classes. Nowwe use Fi, 0 ≤ i ≤ u−1 and devA =

A+ 2i : A ∈ A , 0 ≤ i ≤ v−u2 − 1

to construct hexagon triples.
For each Fi, 0 ≤ i ≤ u− 1, we can construct a hexagon triple set Di from Fi as follows:
Di = {[a, c,∞i, d, b,∞i+1(mod u)] : {a, b} ∈ Fi, {a, c}, {b, d} ∈ Fi+1(mod u)}.
From devA , we can also construct a hexagon triple set Du as follows:
Du = {[a, a+ c − b, c, b+ c − a, b, a+ b− c] : {a, b, c} ∈ devA }.
Let D = ui=0 Di, then (X, Y ,D) is a (v, u)-IPHTS. In fact, for any pair of points {x, y} from X , we need to consider the
following four cases.
(1) If x, y ∈ Y , then no hexagon triple in D contains {x, y} as an edge.
(2) If x ∈ Zv−u, y = ∞i, then there are exactly three blocks containing x in Fi+1(mod u), Fi, and Fi−1(mod u). Without loss of
generality, let the three blocks be {x, c} ∈ Fi+1(mod u), {x, f } ∈ Fi, {x, d} ∈ Fi−1(mod u), then there exists a unique block
containing c in Fi. Let the block be {c, e} ∈ Fi, then the pair {x,∞i} as an edge occurs in exactly two outside 3-cycles of
the two hexagon triples with inside 3-cycles (c,∞i, e) in Di and (x,∞i−1(mod u), d) in Di−1(mod u), and in a unique inside
3-cycle of the hexagon triple with inside 3-cycle (x,∞i, f ) in Di.
(3) If x, y ∈ Zv−u and {x, y} occurs in a unique block A of devA . Let A = {x, y, z}, then the pair {x, y} as an edge occurs in
exactly two outside 3-cycles of the two hexagon triples with inside 3-cycles (2x−z, x+y−z, x) and (x+y−z, 2y−z, y)
in Du, and in a unique inside 3-cycle of the hexagon triple with inside 3-cycle (x, y, z) in Du.
(4) If x, y ∈ Zv−u and {x, y} occurs in a unique block B of devB. Let B = {x, y} ∈ Fi, then there are exactly two blocks
containing x or y in Fi−1(mod u). Without loss of generality, let the two blocks be {x, a}, {y, b} ∈ Fi−1(mod u). Then the pair
{x, y} as an edge occurs in exactly two outside 3-cycles of the two hexagon triples with inside 3-cycles (x,∞i−1(mod u), a)
and (y,∞i−1(mod u), b) in Di−1(mod u), and in a unique inside 3-cycle of the hexagon triple with inside 3-cycle (x,∞i, y)
in Di.
For v − u ≡ 0(mod 4), let F0, F1, . . . , Fu−2 be a partition of devB into parallel classes, and the group set of the
GDD

i, v−u2 + i : 0 ≤ i ≤ v−u2 − 1

forms a parallel class Fu−1. The remainder of the proof is the same as that of the case
v − u ≡ 2(mod 4). This completes the proof. 
Lemma 3.2. There exists a (33, 13)-IPHTS.
Proof. We construct a bicyclic {2, 3}-GDD of type 210 over Z20 with group set {{i, 10 + i} : 0 ≤ i ≤ 9} and base blocks as
follows.
Base blocks of size 3: {0, 2, 6}, {1, 3, 7}.
Base blocks of size 2: {0,17}, {0,19}, {0,8}, {1,13}, {2,3}, {7,18}, {4,9}, {6,19}, {10,17}, {12,15}, {5,14}, {11,16}.
It is obvious that base blocks of size 3 satisfy the property (1) of Construction 3.1 and all blocks of size 2 in the GDD can
be partitioned 12 parallel classes, in which 2 parallel classes come from the first two base blocks of size 2 by developing+2
modulo 20, and the other 10 parallel classes come from the other base blocks of size 2 by developing+2 modulo 20. Hence,
the desired design follows from Construction 3.1. 
Lemma 3.3. There exists a (45, 19)-IPHTS.
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Proof. We construct a bicyclic (26, {2, 3})-PBD over Z26 with base blocks as follows.
Base blocks of size 3: {0, 2, 6}, {1, 3, 7}.
Base blocks of size 2: {0,1}, {0,3}, {0,15}, {0,19}, {0,21}, {0,25}, {0,8}, {2,12}, {4,16}, {1,9}, {3,13}, {5,17}, {6,19}, {10,15},
{7,22}, {11,20}, {14,23}, {18,25}, {21,24}.
It is obvious that base blocks of size 3 satisfy the property (1) of Construction 3.1 and all blocks of size 2 in the PBD can
be partitioned 19 parallel classes, in which 6 parallel classes come from the first six base blocks of size 2 by developing+2
modulo 26, and the other 13 parallel classes come from the other base blocks of size 2 by developing+2 modulo 26. Hence,
the desired design follows from Construction 3.1. 
Lemma 3.4. There exists a (51, 19)-IPHTS.
Proof. We construct a bicyclic {2, 3}-GDD of type 216 over Z32 with group set {{i, 16+ i} : 0 ≤ i ≤ 15} and base blocks as
follows.
Base blocks of size 3: {0,2,6}, {1,3,7}, {0,8,18}, {1,9,19}.
Base blocks of size 2: {0,7}, {0,11}, {0,1}, {20,23}, {14,19}, {8,17}, {2,15}, {5,22}, {3,18}, {13,26}, {4,25}, {21,30}, {6,31},
{11,16}, {7,10}, {28,27}, {12,24}, {9,29}.
It is obvious that base blocks of size 3 satisfy the property (1) of Construction 3.1 and all blocks of size 2 in the GDD can
be partitioned 18 parallel classes, in which 2 parallel classes come from the first two base blocks of size 2 by developing+2
modulo 32, and the other 16 parallel classes come from the other base blocks of size 2 by developing+2 modulo 32. Hence,
the desired design follows from Construction 3.1. 
4. Main results
In the section, we will give a complete solution to the existence problem for PHTS(v)s with subsystems.
First, we give the construction of (2u + 1, u)-IPHTSs. To do this, we need the concept of one-factors of a graph. A
regular graph G = (V , E) of degree n is said to have a one-factorization if the edge set E can be partitioned into n parts
E = {F1, F2, . . . , Fn} such that each Fi is a partition of the vertex set V into pairs. The parts Fi are called one-factors of G. It
is well known that the complete graph Ku+1 has u one-factors for u ≡ 1(mod 2). The following lemma can be viewed as a
special case of Construction 3.1.
Lemma 4.1. There exists a (2u+ 1, u)-IPHTS for all u ≡ 1, 3(mod 6), u ≥ 3.
Proof. Set X = Zu+1 ∪ Y , where Y = {∞0,∞1, . . . ,∞u−1}. Let Fi, 0 ≤ i ≤ u − 1 be u one-factors of Ku+1 with vertex set
Zu+1. For each Fi, 0 ≤ i ≤ u− 1, we can construct a hexagon triple set Di from Fi as follows
Di = {[a, c,∞i, d, b,∞i+1(mod u)] : {a, b} ∈ Fi, {a, c}, {b, d} ∈ Fi+1(mod u)}.
LetD =i∈Zu Di, then (X, Y ,D) is a (2u+1, u)-IPHTS. In fact, for each pair of points {x, y} from X , we need only to consider
the following two cases.
(1) If x, y ∈ Zu+1, then there exists a unique Fi such that {x, y} ∈ Fi, and there exist exactly two pairs of points containing
x or y in Fi−1(mod u). Without loss of generality, let the two pairs be {x, a}, {y, b} ∈ Fi−1(mod u). Then the pair {x, y} as
an edge occurs in exactly two outside 3-cycles of the two hexagon triples with inside 3-cycles (x,∞i−1(mod u), a) and
(y,∞i−1(mod u), b) in Di−1(mod u), and in a unique inside 3-cycle of the hexagon triple with inside 3-cycle (x,∞i, y) in Di.
(2) If x ∈ Zu+1, y = ∞i ∈ Y , then there are exactly three pairs of points containing x in Fi+1(mod u), Fi, and Fi−1(mod u). Without
loss of generality, let the three pairs be {x, c} ∈ Fi+1(mod u), {x, f } ∈ Fi, {x, d} ∈ Fi−1(mod u), then there exists a unique
pair of points containing c in Fi. Let the pair be {c, e} ∈ Fi, then the pair {x,∞i} as an edge occurs in exactly two outside
3-cycles of the two hexagon triples with inside 3-cycles (c,∞i, e) in Di and (x,∞i−1(mod u), d) in Di−1(mod u), and in a
unique inside 3-cycle of the hexagon triple with inside 3-cycle (x,∞i, f ) in Di. This completes the proof. 
Here we give an example to illustrate the above construction.
Example 4.2. Let u = 3 and let X = Z4 Y , where Y = {∞0,∞1,∞2}. Label 3 one-factors of K4 by Fi, 0 ≤ i ≤ 2 as
follows:
F0 = {{0, 1}, {2, 3}}, F1 = {{0, 2}, {1, 3}}, F2 = {{0, 3}, {2, 1}}.
According to the proof of the Lemma 4.1, we can get 6 hexagon triples as follows:
D0 = {[0, 2,∞0, 3, 1,∞1], [2, 0,∞0, 1, 3,∞1]},
D1 = {[0, 3,∞1, 1, 2,∞2], [1, 2,∞1, 0, 3,∞2]},
D2 = {[0, 1,∞2, 2, 3,∞0], [2, 3,∞2, 0, 1,∞0]}.
Let D = D0 ∪ D1 ∪ D2. Then (X, Y ,D) is a (7, 3)-IPHTS.
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Lemma 4.3. There exists a (9, 3)-IPHTS.
Proof. (X, Y ,D) is such a design, where X = {1, 2, 3, 4, 5, 6, 7, 8, 9}, Y = {1, 4, 7} and D consists of 11 hexagon triples
[7, 6, 8, 3, 9, 2], [4, 8, 5, 9, 6, 2], [3, 5, 6, 4, 9, 7 ], [2, 7, 5, 1, 8, 9], [1, 5, 2, 4, 3, 6], [2, 1, 6, 5, 7,8], [2, 3, 4, 8, 9, 1], [1, 8, 5, 4, 9, 3],
[1, 9, 6, 2, 8, 3], [3, 2, 5, 9, 7, 6], [3, 5, 4, 6, 8, 7]. 
Lemma 4.4. There exists a (13, 3)-IPHTS.
Proof. (X, Y ,D) is such a design, where X = Z13, Y = {0, 3, 4} and D consists of 25 hexagon triples [11, 0, 1, 10, 2, 12],
[5, 6, 8, 0, 9, 4], [8, 7, 11, 9, 12, 10], [1, 11, 3, 12, 8, 5], [2, 8, 4, 7, 9, 12], [12, 11, 2, 7, 3, 8], [2, 11, 5, 9, 6, 3], [9, 6, 12, 5, 0, 10],
[4, 1, 7, 9, 8, 11], [1, 12, 4, 8, 5, 2], [0, 1, 2, 5, 7, 10], [3, 2, 6, 0, 7, 10], [10, 12, 0, 9, 1, 11], [6, 2, 9, 8, 10, 5], [7, 6, 10, 9, 11, 8],
[3, 9, 5, 1, 10, 6], [4, 1, 6, 7, 11, 10], [5, 4, 7, 3, 12, 0], [6, 1, 8, 2, 0, 11], [7, 2, 9, 3, 1, 12], [8, 3, 10, 4, 2,0], [9, 4, 11, 5, 3, 1],
[10, 5, 12, 6, 4, 2], [11, 6, 0, 7, 5, 3], [12, 7, 1, 8, 6, 4]. 
Lemma 4.5. There exists a (6t + 3, 3)-IPHTS for t ≥ 3.
Proof. For t ≥ 3, applying Lemma 2.10 to a 3-GDD of type 6t from Theorem 2.3 gives a PGDHX of type 6t . Adjoin three extra
points to the resultant PGDHX and fill in groups with (9, 3)-IPHTSs from Lemma 4.3. Applying Construction 2.6 gives the
desired design. 
Lemma 4.6. There exists a (6t + 1, 3)-IPHTS for t ≥ 3.
Proof. The proof is similar to that of Lemma 4.5. Adjoin an extra point to a PGDHX of type 6t and fill in groups with PHTS(7)s
from Theorem 1.1 and a (7, 3)-IPHTS from Example 4.2. Applying Construction 2.5 gives the desired design. 
Lemma 4.7. There exists a (15, 3)-IPHTS.
Proof. By Lemma 4.1, there exist a (15, 7)-IPHTS and a (7, 3)-IPHTS. The desired design follows from Construction 2.2. 
Lemma 4.8. There exists a (v, 3)-IPHTS for v ≡ 1, 3(mod 6) and v ≥ 7.
Proof. Combine Example 4.2 and Lemmas 4.3–4.7. 
Next, we will give the construction of (v, u)-IPHTSs, where v and u are congruent modulo 6.
Let Kodd = {k : k ≡ 1(mod 2)}. A (v, Kodd ∪{u∗})-PBD is a notation for a PBD of order v with onemandatory block of size
u, and all other blocks having sizes in Kodd. The spectrum of the PBD had been established by Colbourn et al. [2].
Theorem 4.9 ([2, Colbourn et al.]). There exists a (v, Kodd ∪ {u∗})-PBD if and only if v ≥ 2u+ 1 and v, u ≡ 1(mod 2).
Lemma 4.10. There exists a (v, u)-IPHTS for v ≥ 2u+ 1 and v ≡ u ≡ 1(mod 6).
Proof. For u = 1, the desired design follows from Theorem 1.1. For u ≥ 7, by Theorem 4.9, there exists a
v+2




-PBD. This PBD is equivalent to a Kodd-GDD with a group size (u− 1)/3 and other group sizes even.
Give a weight of 3 to each point of the GDD and apply Lemma 2.4 using PGDHXs of 3k, k ∈ Kodd from Theorem 2.3 and
Lemma 2.10 as input designs. This gives a PGDHX with a group size u− 1 and other group sizes≡ 0(mod 6). Adjoining an
extra point to each group of the resultant PGDHX and filling in each group G with a (|G| + 1, 1)-IPHTS from Theorem 1.1
yields a (v, u)-IPHTS by Construction 2.6. This completes the proof. 
Lemma 4.11. There exists a (v, u)-IPHTS for v ≥ 2u+ 1 and v ≡ u ≡ 3(mod 6).




3 , Kodd ∪
 u
3
∗-PBD from Theorem 4.9. This PBD is equivalent to a Kodd-GDDwith a group size (u−3)/3 and other
group sizes even. Give a weight of 3 to each point of the GDD and apply Lemma 2.4 using PGDHXs of 3k, k ∈ Kodd as input
designs. This gives a PGDHXwith a group size u− 3 and other group sizes≡ 0(mod 6). Adjoining three extra points to each
group of the resultant PGDHX and filling in each group Gwith a (|G| + 3, 3)-IPHTS from Lemma 4.8 yields a (v, u)-IPHTS by
Construction 2.6. This completes the proof. 
Finally, we give the construction of (v, u)-IPHTSs, where v and u are not congruent modulo 6.
Lemma 4.12. Let v ≡ 1(mod 6), u ≡ 3(mod 6), u ≥ 9, and v ≥ 3u− 2. Then there exists a (v, u)-IPHTS.
Proof. Let u = 6k+ 3 and k ≥ 1. We can always write v = 6kn+m+ 3 for v ≥ 3u− 2, where n ≥ 3, 4 ≤ m ≤ 6k+ 4 and
m ≡ 4(mod 6). Applying Lemma 2.10 to a 3-GDD of type (6k)nm1 from Theorem 2.3 gives a PGDHX of type (6k)nm1. Now
adjoining three extra points to each group of the resultant PGDHX and filling in each group except one group of size 6kwith
a (6k+ 3, 3)-IPHTS or a (m+ 3, 3)-IPHTS from Lemma 4.8 yields a (6kn+ m+ 3, 6k+ 3)-IPHTS by Construction 2.6 with
a = 3. This completes the proof. 
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Lemma 4.13. Let v ≡ 1(mod 6), u ≡ 3(mod 6), u ≥ 9, and 2u+ 7 ≤ v ≤ 3u− 2. Then there exists a (v, u)-IPHTS.
Proof. Let u = 3n, n ≡ 1(mod 2) and n ≥ 3. We can always write v = 6n + 2t + 1 for 2u + 7 ≤ v ≤ 3u − 2, where
3 ≤ t ≤ 3(n − 1)/2 and t ≡ 0(mod 3). Adjoining an extra point to each group of an IPGDHX of type (6, 3)n(2t)1 from
Lemma 2.12 with g = 3 and filling in each group with a (7; 3, 1; 0)--IPHTS (which is just (7, 3)-IPHTS from Example 4.2)
or a PHTS(2t + 1) from Theorem 1.1 yields a (6n + 2t + 1, 3n)-IPHTS by Construction 2.9 with b = 1 and a = 0. This
completes the proof. 
Combining Lemmas 4.1, 4.8, 4.12 and 4.13, we have the following results.
Lemma 4.14. There exists a (v, u)-IPHTS for all v ≡ 1(mod 6), u ≡ 3(mod 6) and v ≥ 2u+ 1.
Lemma 4.15. Let v ≡ 3(mod 6), u ≡ 1(mod 6), u ≥ 7, and v ≥ 3u+ 6. Then there exists a (v, u)-IPHTS.
Proof. The proof is similar to that of Lemma 4.12. Let u = 6k + 1 and k ≥ 1. We can always write v = 6kn + m + 1
for v ≥ 3u + 6, where n ≥ 3, 8 ≤ m ≤ 6k + 8 and m ≡ 2(mod 6). Applying Lemma 2.10 to a 3-GDD of type (6k)nm1
from Theorem 2.3 gives a PGDHX of type (6k)nm1. Now adjoining an extra point to each group of the resultant PGDHX and
filling in each group except one group of size 6k with a (6k+ 1, 1)-IPHTS or a (m+ 1, 1)-IPHTS from Theorem 1.1 yields a
(6kn+m+ 1, 6k+ 1)-IPHTS by Construction 2.6 with a = 1. This completes the proof. 
Lemma 4.16. There exists a (3u, u)-IPHTS for all u ≡ 1(mod 6) and u ≥ 7.
Proof. Applying Lemma 2.10 to a 3-GDD of type u3 from Theorem 2.3 gives a PGDHX of type u3. Filling in each group of the
resultant PGDHX with a PHTS(u) from Theorem 1.1 yields a (3u, u)-IPHTS by Construction 2.6 with a = 0. This completes
the proof. 
Lemma 4.17. Let v ≡ 3(mod 6), u ≡ 1(mod 6), u ≥ 25, and 2u+ 7 ≤ v ≤ 3u− 6. Then there exists a (v, u)-IPHTS.
Proof. The proof is similar to that of Lemma 4.13. Let u = 6n + 1 and n ≥ 4. We can always write v = 12n + 2t + 3 for
2u+ 7 ≤ v ≤ 3u− 6, where 3 ≤ t ≤ 3(n− 1) and t ≡ 0(mod 3). Adjoining three extra points to each group of an IPGDHX
of type (12, 6)n(2t)1 from Lemma 2.12 with g = 6 and filling in each group with a (15; 7, 3; 1)--IPHTS from Example 2.7
or a (2t + 3, 1)-IPHTS from Theorem 1.1 yields a (12n+ 2t + 3, 6n+ 1)-IPHTS by Construction 2.9 with b = 3 and a = 1.
This completes the proof. 
Combining Theorem 1.1, Lemmas 4.1, 4.15–4.17 and 3.2–3.4, we have the following lemma.
Lemma 4.18. There exists a (v, u)-IPHTS for all v ≡ 3(mod 6), u ≡ 1(mod 6) and v ≥ 2u+ 1 except for (v, u) = (3, 1).
We are now in a position to give our main result.
Theorem 4.19. There exists a (v, u)-IPHTS for v ≥ 2u+ 1 and v, u ≡ 1, 3(mod 6) except for (v, u) = (3, 1).
Proof. Combining Lemmas 4.10, 4.11, 4.14 and 4.18 gives the desired designs. 
As an immediate corollary to Theorem 4.19, we obtain the perfect hexagon triple system analogue of the Doyen–Wilson
theorem.
Theorem 4.20. There exists a PHTS(v) containing a PHTS(u) as a subsystem if and only if v ≥ 2u+ 1, v, u ≡ 1, 3(mod 6) and
u ≥ 7.
Proof. The conclusion follows from Lemma 1.3, Theorems 1.1 and 4.19 and Construction 2.1. 
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