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Abstract
Motivated by Polychronakos’ discovery that solitons exist in the hydrodynamic equations of
continuum version of the Calogero model, we seek solitons in the classical dynamics of a continuum
version of the Haldane-Shastry spin chain. We have obtained analytic multi-lump solitary wave
solutions for our spin-field equation, and these solutions possess interesting topological features. We
have performed numerical collision experiments showing that these solitary waves survive collisions,
and thus suggest the existence of true multi-soliton solutions.
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I. INTRODUCTION AND MOTIVATION
Solitons are localized wave packets that survive unchanged through collisions. Since their
accidental discovery as water waves described by the KdV equation (See [1] for an account
of this), soliton solutions have been found in many systems of partial differential equations.
They have also been observed in many physical systems — for example, nonlinear optics[2, 3],
matter wave solitons in Bose-Einstein condensation[4], and vortex rings in ferromagnetic
materials[5–7].
The soliton property is closely related to the integrability of the underlying system of dif-
ferential equations. Classical integrability ensures that there are as many Poisson-commuting
integrals of motion as degrees of freedom, and the associated conservation laws suppress the
available post-collision phase space to the extent that the only possible outgoing solutions
are non-diffractive and just a permutation of the incoming solitary waves.
It is natural to describe a quantum integrable system as one with as many mutually com-
muting local operators as degrees of freedom. This is not necessarily the most useful defini-
tion as knowing such operators does not always help solve the system. Sutherland therefore
defines a quantum integrable system as one that supports non-diffractive scattering[8]. A
beautiful example is provided by the Calogero-Sutherland models which are both classi-
cal and quantum integrable [9]. It is possible to take a continuum limit of the classical
Calogero model and the resulting hydrodynamic equations of motion possess multi-soliton
solutions[10, 11]. This remarkable result suggests that the continuum model remains classi-
cally integrable.
With Calogero hydrodynamics as motivation, we here construct a classical version of
Haldane-Shastry (HS) spin chain[12–14]. The HS spin chain is the infinite mass limit of the
quantum integrable spin-Calogero model[15–17] and is also quantum integrable[18].
To obtain a classical continuum version of the spin chain, we first interpret the spin-1
2
ex-
change term as ferromagnetic interaction between the spins, and then replace spin-(j = 1/2)
by a large enough value of j so that the dynamics becomes classical. The degrees of freedom
of our classical model are therefore unit vectors mi at equally spaced lattice sites. We take
the interactions to be ferromagnetic so that we can anticipate a continuum limit in which
mi →m(x) with m(x) being a smooth function. The resulting equation of motion for m(x)
is then a non-local generalization of the (known to be integrable) Landau-Lifshitz equation
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where the second derivative with respect to x is replaced by the derivative of a Hilbert trans-
form in a manner reminiscent of Benjamin-Ono equation[19, 20](itself an integrable equation
having known multi-soliton solutions[21]). We will see that our generalized Landau-Lifshitz
equation possesses both interesting analytic solutions and numerically-obtained multi-soliton
solutions.
The paper is organized as follows. In section II we construct our continuum model
and derive the classical equation of motion. In section III we introduce numerical and
analytical methods, and use them to solve the single-speed sector. In section IV, we presents
numerical collision experiments of multiple solitons. Section V is the discussion of the
solutions, especially their topological features. VI concludes our results. Some technical
details are presented in the appendices.
II. THE CLASSICAL AND CONTINUUM HAMILTONIAN
A. The Continuum Hamiltonian
The ferromagnetic version of the original Haldane-Shastry model has Hamiltonian
HHS =
∑
i<j
1− σi · σj
(xi − xj)2 . (1)
Here σi = (σx, σy, σz)i are Pauli matrices that act on the Hilbert space of a spin at position
xi and we have taken 1 − σi · σj in the interaction so that the energy would be zero if all
spins were parallel.
The spin-1/2 dynamics is very quantum mechanical. There are two routes to modifying
the system so as to obtain a classical limit. One is to replace the SU(2) spin group with
SU(N), while preserving the interpretation as a spin exchange interaction. Thus
Pij =
1
2
(1 + σi · σj)→ 1
N
+ λi · λj, (2)
where λ = (λ1, . . . λN2−1) are generators of SU(N) normalized so that tr(λaλb) = δab. The
classical approximation then has the λi taking values in a suitable co-adjoint orbit.
The other, which is the route we will take, is to regard the σi ·σj part of the exchange term
as a ferromagnetic interaction between spin-(j = 1/2) particles and then take j large enough
for the spins to become classical. The resulting interaction term can no longer be interpreted
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as a spin exchange, as the general spin-j exchange term is a higher-order polynomial in the
spin operators.
Our original HS Hamiltonian has therefore been replaced by
HHS → Hclassical =
∑
i<j
1−mi ·mj
(xi − xj)2 . (3)
We place the spin chain on a 1d lattice with spacing a, so a−1 is the density ρ and we can
write
Hclassical = ρ
2
∞∑
i=−∞
mi ·
∞∑′
j=−∞
mi −mj
(i− j)2 (4)
We now wish to replace the mi by the smooth function m(x) and the sums over i and j by
integrals.
There are two ways to approximate sums by integrals, one is to use real-space Euler-
Maclaurin summation formula, and the second makes use of Fourier interpolation in mo-
mentum space. The two methods give the same result (see appendix A): for slowly varying
mi
Hclassical ∼ H0 def= ρ2
∫ ∞
−∞
dx
{
pim · ∂xmH − 1
2
(∂xm)
2
}
. (5)
Here mH(x) is the Hilbert transform of m(x) defined by the principal-part integral
mH(x) =
P
pi
∫ ∞
−∞
m(ξ)
x− ξ dξ. (6)
On using the identity
d
dx
(
P
pi
∫ ∞
−∞
mi(ξ)
x− ξ dξ
)
=
P
pi
∫ ∞
−∞
mi(x)−mi(ξ)
(x− ξ)2 dξ (7)
together with |m|2 = 1, we see that the first term in the integral is the na¨ıve continuum limit
where we simply replace each sum by an integration. The second term is a correction that
we have kept because such corrections play a vital role in preserving the soliton property in
the classical hydrodynamics of the Calogero Sutherland models. It is informative to look at
the role of this correction in momentum space. We have
H0 = ρ
2
∫ ∞
−∞
dk
2pi
{
−isgn(k) · ik · pi − 1
2
k2
}
|m(k)|2
= ρ2
∫ ∞
−∞
dk
2pi
{
pi|k| − 1
2
k2
}
|m(k)|2. (8)
We see that the correction term leads to our continuum approximation to the manifestly-
positive discrete-model energy density being in danger of becoming negative when it has large
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k component. Of course the continuum limit is supposed to be smooth and so large k are not
supposed to appear. In particular, values of |k| > pi are meaningless since they alias to k −
2pi. Nonetheless, using this Hamiltonian leads to instabilities in the numerical simulations.
The evolution and gradient-descent mentioned in section III all develop unwanted anti-
ferromagnetic (k = pi) oscillations. We therefore tentatively discard the double derivative
term −1
2
(∂xm)
2 in the Hamiltonian.
Apart from the numerical instability, there is a legitimate reason for the discard. In
momentum space, the Hilbert transformed term scales as |k| and the double derivative term
scales like k2. We only care about the physics in large distance, so k is very close to zero.
The Hilbert transformed term is thus far larger than the double derivative term and, in the
hydrodynamic limit it is legitimate to neglect the later. The Hamiltonian we actually use is
therefore
H =
1
2
∫ ∞
−∞
dxm · ∂xmH. (9)
The constants ρ2 and pi have also been dropped as they only affect the time scale.
B. The Equation of Motion
The classical motion of a single unit-vector spin m = (m1,m2,m3) is derived from the
Poisson bracket
{mi,mj} = ijkmk. (10)
We extend this bracket to functionals F [m], G[m] of a continuous spin-field m(x) by setting
{mi(x),mj(x′)} = ijkmk δ(x− x′), (11)
and hence [22],
{F,G} = ijk
∫ ∞
−∞
δF
δmi(x)
δG
δmj(x)
mk(x)dx. (12)
The time evolution of m for a Hamiltonian H[m] is then
∂m
∂t
= {m, H} = δH
δm
×m. (13)
For example
HLL[m] =
1
2
∫ ∞
−∞
dx (∂xm)
2 (14)
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gives Landau-Lifshitz equation (LLE) [23, 24]
∂m
∂t
= m× ∂
2m
∂x2
, (15)
whose soliton solutions are connected to helical curve motion[25–28] and have been exten-
sively studied [22, 29–32]. Many of the methods used for the LLE turn out to be applicable
to our problem.
For our classical continuum version of the Haldane-Shastry spin chain, the equation of
motion becomes
∂m
∂t
= ∂xmH ×m (16)
Because differentiation with respect to x commutes with taking a Hilbert transform, equation
(21) can also be written as
∂m
∂t
=
(
∂m
∂x
)
H
×m. (17)
C. Conserved Quantities
Integrable systems with continuous degrees of freedom process infinitely many conserved
quantities that in some cases enable us to construct multi-soliton solutions [33]. Here we
will only discuss the more obvious conserved quantities associated with the systems’ global
symmetries. The resulting constants of the motion will not only be useful in the numerical
calculation but also characterize the general physical properties of our model.
The Hamiltonian is time-translation invariant, hence the Hamiltonian itself as the time-
translation generator is conserved. Also the invariance of Hamiltonian under global rotation
ensures that each component i = 1, 2, 3 of the total spin
Mi
def
=
∫ ∞
−∞
mi(x) dx
is conserved.
A space-translation invariant continuous spin chain should possess a conserved momen-
tum, but a rotationally invariant expression for the generator of space translations was long
missing. This issue was elucidated by Haldane who showed [34] that the quantum-mechanical
generator of finite translations is the exponential of a Wess-Zumino term and is only well
defined for discrete translations past an integer number of spin-1/2’s. If a local expression
is required it necessarily involves a monopole gauge field in spin-space and the position of
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the Dirac string breaks rotational invariance. A similar issue arises in the purely classical
chain. It is nonetheless useful in numerical calculations to introduce the quantity
P =
∫ ∞
−∞
A(m) · ∂xm dx (18)
where A is a monopole gauge field. Provided m(x) avoids the Dirac string at the south pole
m = −zˆ, we can take
A =
(−zˆ)×m
1− (−zˆ ·m) . (19)
If we treat m(x) as a curve on the unit sphere parameterized by x, then P is the area of the
region enclosed by that curve on the side without the south pole.
We then find that ∂xm = {m, P} for this restricted class of configurations. Because of
the 4pi ambiguity in defining the “area enclosed” by Γ it is only the quantities
Ta = e
iaP , a/2 ∈ Z, (20)
that are well-defined for general configurations.
III. SINGLE-SPEED SOLUTIONS
We begin by seeking a single-soliton solution to (16) that moves at a fixed velocity v, and
so is of the form m(x, t) = m(x− vt). The equation of motion then reduces to a non-linear
ordinary differential equation
v
dm
dx
= m× dmH
dx
(21)
or, equivalently,
v
dm
dx
= m×
(
dm
dx
)
H
. (22)
It is not obvious that equation (21) possesses any interesting soliton-like solutions, so we
first made a numerical search.
We followed the strategy used by Tjon and Wright [22] to find the Landau-Lifshitz soliton.
We note that equation (21) can be rewritten in term of the Poisson bracket as
(∂t + v∂x)m = {m, H + vP} = 0, (23)
and also note this same Poisson bracket equation gives the stationary points of the functional
H[m]+vP [m] subject to the variation on sphere. This because a variation a functional I[m]
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under δm = m× η is given by
δI =
∫ (
δI
δm
×m
)
· η dx =
∫
{m, I} · η dx. (24)
Thus requiring δI = 0 for all η is the same as requiring {m, I} = 0. Consequently all the
single-speed solutions are stationary points of I0[m] = H[m] + vP [m].
Numerically accessible stationary points should be extrema[35], so it is convenient to
modify the functional I0 and include a penalty term that makes the functional positive
definite. If we take I[m] = H + c1(P − P0)2, at least one stationary configuration can be
found by minimizing the functional and so solving
{m, I} = (∂t + 2c1(P − P0)∂x)m = 0. (25)
As momentum is a conserved quantity, equation (25) is identical to equation (21) once the
velocity is identified as
v = 2c1(P − P0). (26)
A na¨ıve gradient descent to a minimum would take,
mt+1 = mt + heff∆t, heff = −δI(m)
δm
(27)
where the gradient heff is the effective field(mean field) produced by all the other spins and
any external field. However, this strategy does not preserve the unit length of the spin field.
Instead, we project the gradient in the direction perpendicular to m in each updating
step[36, 37] and take
mt+∆t = mt + [heff − (heff ·m)m]∆t. (28)
In the ∆t→ 0 limit, this becomes the Gilbert damping equation [24, 38, 39],
∂m
∂t
= −m× (m× heff). (29)
Both the Gilbert damping equation (29) and our generalized Landau-Lifshitz equation (16)
are time evolution equations of the type,
∂m
∂t
= ω[m]×m (30)
We wish to solve them accurately together while preserving the condition |m|2 = 1.
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Among many numerical schemes proposed for Landau-Lifshitz dynamics[37, 40–42] we
found a mid-point finite difference to be the most suitable. This sets
mt+∆t −mt
∆t
= ω[mt+ 1
2
∆t]×
mt+∆t +mt
2
(31)
and automatically preserves the length. In spite of being an implicit method, it can be made
explicit by use of a predictor-corrector procedure.
We found that the relaxation process works cleanly and nearly all smooth initial condi-
tions converged to a single-speed solution. The strength of the residual effective field |heff|
is a measure of the final numerical error and is of order 10−6. We can also time-evolve the
numerical final solution under equation (16) and confirm that it moves at the calculated
constant velocity with an error of order 10−5.
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FIG. 1: A typical set of numerical results obtained by variational method. a),b) and c) are the three
components of the single soliton solutions respectively. d) shows the trajectory of the minimal of mz in
x ∈ [−0.5, 0.5]. A least square fit of line gives vmeasure = 0.5177, while inserting the numerical value of P
and P0 for this configuration into equation (26) gives v = 0.5176.
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Figure 1 demonstrates a typical set of data and fitting result. The measured velocity in the
evolution agrees with the coefficient in equation (26), and so confirms the existence of the
single soliton solution.
Having reassured ourselves that there was at least one stable single soliton solution, we
sought an analytic solution to (21) by exploiting the fact that if a smooth real function u(x)
obeys some mild condition — such as that it lies in some Lp(R), p > 1 for example — and
set v(x) = uH, then the function,
f(z) =
1
2pii
∫ ∞
−∞
u(x) + iv(x)
x− z dx (32)
is analytic in the upper half plane H, tends to zero at infinity there, and has boundary value
on the real axis
f(x) = u(x) + iv(x). (33)
We therefore introduce a complex vector field M(z) whose components are analytic functions
on the upper half plane and whose boundary values on the real axis are
M(x) = m(x) + imH(x). (34)
From the traveling-wave equation (21), the real-axis normalization |m|2 = 1, and various
Hilbert transform identities, we can deduce several results
1. A decomposition of ∂xmH:
∂xmH = −vm× ∂xm+
√
1− v2|∂xm|m. x ∈ R (35)
2. Two orthogonality relations:
∂xm · ∂xmH = 0, ∂2xm · ∂2xmH = 0. x ∈ R (36)
3. An analytic-function version of the orthogonality relations:
∂zM · ∂zM = 0, ∂2zM · ∂2zM = 0 z ∈ H. (37)
For proofs of these results see appendix B.
The first identity (35) tells us that a solution can only exist when the velocity is less than
unity. Further, the complex orthogonal relation is very powerful. It simplifies the problem
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by trading the non-local Hilbert transform for the analytic function M. Although initially
derived by assuming that z lies on the real axis, both left-hand sides of (37) are analytic
functions of z, and so both equations must also hold in the entire upper half plane H. We
can now solve the extended (37) by expressing M3 in terms of M1 and M2(Surprisingly, the
solution implies (∂nzM)
2 = 0 for all n > 2),
(∂2zM1)
2 + (∂2zM2)
2 + (∂z
√
−(∂zM1)2 − (∂zM2)2)2 = 0 (38)
=⇒ ∂z(ln ∂zM1
∂zM2
) = 0 (39)
=⇒ ∂zM2 = c2∂zM1 similarly ∂zM3 = c3∂zM1 (40)
=⇒ 1 + c22 + c23 = 0. (41)
The result is that the three components ∂zM are proportional to each other.
After using the global rotational symmetry, the general solution M(z) can be parameter-
ized by a single analytic function g(z) and velocity v = cos θ, as
M(z) =
(
−sin 2θ
2
(g − 1), i sin θ(g − 1), 1 + sin2 θ(g − 1)
)
(42)
The point-wise constraint |m(x)|2 = 1 that must hold on the real axis, together with bound-
ary conditions (values of m(±∞)) further dictate that
g(x)g¯(x) = 1 g(x = ±∞) = 1. (43)
A general solution can now be obtained by applying two-dimensional potential the-
ory. The analyticity of the real and imaginary parts of the meromorphic functions
Φ(z) = − 1
2pi
ln g(z) = u + iv implies that they satisfy the Poisson equation. They can
therefore be regarded as the electrostatic potentials produced by charges located at zeros of
g(z). The condition g(x)g¯(x) = 1 sets the boundary conditions u(y = 0) = 0. Hence u(x, y)
is just the potential of a semi-infinite metallic slab and obeys
−∇2u∣∣H/{zeros of g} = 0 u(y = 0) = 0. (44)
By the method of images, we can remove the boundary condition at the price of placing
an image charge at zi in the lower half plane for each charge located at z¯i. A general
finite-charge solution is therefore
g(z) =
N∏
i=1
[
z − z¯i
z − zi
]
. (45)
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For each such meromorphic g(z), a spin field solution moving with velocity v = cos θ is then
msol = (− sin(2θ)(gR − 1)/2,− sin θgI , 1 + sin2 θ(gR − 1)). (46)
It is remarkable that these single-speed solutions possess such a rich structure!
The reasoning leading to this general single-speed solution is quite subtle, so as a reality
check we have confirmed — both by substituting the proposed solution into the equation
of motion and numerically — that we have indeed found multi-lump single-speed solutions
to (21). Because of the periodic boundary conditions used in our numerical work, only g(z)
with periodic poles are candidates for comparison. The simplest case is the periodic version
of single pole solution,
g(z) =
∞∏
n=−∞
z − n− ia
z − n+ ia =
sin pi(z − ia)
sinpi(z + ia)
(47)
which reduces to z−ia
z+ia
when z  a. Setting a and velocity v as fitting parameters, the
least square fit shows that the numerical and analytical results match perfectly with only a
residue of order 10−5, which is roughly the order of numerical error. The fitting velocity for
the configuration shown in figure 1 is 0.5176, the difference is less than 10−6.
IV. NUMERICAL MULTI-SOLITON SOLUTIONS
The existence of single-speed multi-lump solutions suggests that there will be multi-soliton
solutions that move at different speeds. We have not, however, been able to generalize the
pole ansatz (45) so as to decouple the speeds and so find such solutions analytically.
We therefore arranged several single-speed single-lump solutions some distance apart in
the hope of approximating the initial conditions of a multi-soliton collision. We then evolved
the spin field according to (16). Typical soliton interaction behaviors are shown in figure 2
and 3. The two solitons not only retain their initial profiles, but also appear to have zero
time lag in the asymptotic region, as if the collision never occurred.
Collisions of three solitons are shown in figure 4 and 5. Their behaviors are qualitatively
the same as the superposition of three 2-body collisions.
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FIG. 2: Collisions of two single solitons. The
displayed amplitude is 1−mz for better
visualization. The velocities for the right-going and
left-going solitons are 0.9 and −0.8 respectively.
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FIG. 3: Color map representation of the left figure.
The larger amplitude soliton suffers less than the
smaller one, so the time lag and advance are
insignificant except for the region close to the
center. The smaller starts to deviate earlier, but in
the end either have net time lags.
V. DISCUSSION
Through numerical and analytical calculations, we obtained a large family of single-speed
multi-lump solutions to the generalized Landau-Lifshitz equation (16). The speed is always
less than 1 and serves as a parameter that controls the amplitude. The shape of each lump
(defined as the full width at half maximum for each Lorentzian solution ) can be different
depending upon the imaginary part of the pole.
One curious feature of the single-speed solutions is that the total energy and momentum
are completely ignorant about the positions of the poles in g(z).
Consider the energy for a general spin field where M = (f1, f2, 1+f3) with three possibly
different analytic functions as its components. Each component fi maps the upper half-plane
H to a region Di. One can show that,
E =
1
2i
∫
M · ∂zMdz = 1
2i
3∑
i=1
∮
∂Di
f¯idfi =
3∑
i=1
∫
Di
df¯idfi
2i
. (48)
Hence the energy is the sum of the oriented areas swept out by the three analytic functions.
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FIG. 4: Collisions of three single solitons. The
velocities are 0.8, −0.25 and −0.85 from left to right
in the initial state. The three-soliton collision in
this figure can be viewed as a ”superposition” of
several 2-body collisions.
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FIG. 5: Color map representation of the left figure.
For the single-speed solutions this gives
E = 2 sin2 θ
∫
unit disk
dg¯dg
2i
= 2piN sin2 θ = 2piN(1− v2), (49)
which is proportional to the winding number N of g.
Similarly the momentum P is the solid angle enclosed by m(x)[34]. Hence it should
depend only on the global property of the spin field. For the single-speed solution, it is also
proportional to N ,
P = 2piN(1− cos θ) = 2piN(v − 1) (50)
The mysteries of these neat results can partly be elucidated by the geometry of the
parameterization (42). By taking a scalar product, we find the projection of m on the titled
unit vector n = (sin θ, 0, cos θ) is the constant velocity cos θ. So the trajectory of the tip of
m on a unit sphere is in fact a small circle. Thus a more nature parameterization is to take
n as the z axis, and m to be
m =
(
gR sin θ, gI sin θ, cos θ
)
(51)
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where g = gR + igI is the same analytic function defined in equation (45). The two param-
eterizations of m are related through a rotation about the y axis and thus are equivalent.
Nonetheless the geometric meaning is clearer in equation (51). As shown in figure 6, for a
m
zˆ
FIG. 6: The single-speed solution m(x) viewed
as a parametric curve of x on unit sphere. When
x runs along the real axis, the tip of m traces out
a circle on constant latitude z = v = cos θ and
repeats N times for an N -lump solution.
N -lump single-speed solution, the tip of m traces out a small circle on the constant latitude
plane z = v = cos θ and repeats with possibly different paces N times on this circle. The
momentum 2Npi(1 − cos θ) calculated in equation (50) is actually the area of N spherical
caps. Furthermore, the image of the analytic function Mx on the complex plane is a circle
congruent to small circle in figure 6. Consequently, the area swiped by Mx is area of N of
those small circles, which is Npi sin2 θ. The same is true for My. Taking into account that
Mz is constant, the total oriented area is thus 2piN sin
2 θ as we calculated before in the total
energy equation (49).
It now becomes apparent that all the dynamics of single-speed solution is constrained on
a circle, which collapses the possibly existing multi-soliton space to the boring single-speed
solution space. Generalizing the U(1) group element g(on the real axis) in the single-
speed solutions to the one in a larger group(e.g. SU(2)) is necessary to accommodate the
numerically-found multi-solitons.
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VI. SUMMARY AND CONCLUSIONS
We have proposed a classical version of a continuum Haldane-Shastry spin model with
the Hamiltonian H =
∫∞
−∞ dxm · ∂xmH. The non-local Hilbert term is a consequence the of
long-range interactions in the original quantum model, and the equation of motion contains
a Hilbert transform that is similar to that in the integrable Benjamin-Ono equation. Moti-
vated by the results of Polychronakos on the continuum Calogero-Sutherland model and of
Abanov and Wiegmann[43] on the Benjamin-Ono equation, we conjectured that the model
is integrable and support multi-soliton solutions.
We numerically sought for and found single-soliton solutions that move with constant
velocity |v| < 1. We then found an analytic form for a large class of single-speed solutions
by rewriting the equations in terms of analytic functions on the upper half-plane H. These
solutions contain multiple lumps with possibly different widths. We found that the energy
and momentum of a N -lump solution are proportional to the topological invariant winding
number N . From the geometric point of view, it is the consequence of the circular trajectory
shown in figure 6.
We also performed numerical soliton-soliton collision experiments and found that the
single-lump solitons survive multiple collisions unscathed. There appears to be no asymp-
totic time lag after the collisions, and this, and the role of the winding number N , suggests
that there should be some clever transformation to a system of non-interacting particles. At
the moment we have no idea of how to find this transformation.
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Appendix A: Two methods to calculate hydrodynamic limit
The double summation we are going to do is
H = ρ2
∑
i 6=j
1−mi ·mj
(i− j)2 = ρ
2
∑
i
mi · Si (A1)
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where Si =
∑′∞
j=−∞
mi−mj
(i−j)2 is the inner sum. The total sum and the inner sum Si are both
absolutely convergent, so it is legitimate to reorder and do the inner sum first.
Our first approach is to use a special Euler-Maclaurin summation technique introduced
in reference [44]. Euler-Maclaurin formula converts a discrete sum into an integral of the
interpolation function f(x)
b∑
n=a+1
f(n) =
∫ b
a
f(x)dx+
p∑
k=0
Bk
k!
f (k−1)(x)
∣∣∣b
a
+Rp, a, b ∈ Z, a < b. (A2)
If the interpolation function is smooth and has exponential type less than 2pi, then the only
corrections are derivative at boundaryies and the remainder term
Rp = (−1)p
∫ b
a
1
p!
Bp(x− bxc)f (p)(x)dx, (A3)
where Bernoulli numbers Bk and Bernoulli polynomials Bp(x) are accompany with the pth
derivative.
Due to the singularity at i = j, one can not na¨ıvely apply it to the inner sum Si . However
it is possible to introduce a counter term as in [44] to remove the singularity without affecting
the result. The regulated summand is f ij =
mi−mj
(i−j)2 −
m′i
i−j so that
Si = lim
N→∞
j=N∑′
j=−N
f ij = lim
N→∞
∫ N
−N
dνf iν (A4)
− lim
ν→i
f iν + lim
N→∞
p∑
k=1
Bk
k!
f
(p)
iν
∣∣∣N
−N
+Rp. (A5)
We only focus on the soliton solutions, which vanishes asymptotically f
(p)
ij (±∞) = 0. Hence
the derivative corrections at ±N go to zero for fixed order p. The remainder term has a
bound
Rp ≤ 2ζ(2p)
(2pi)2p
∫ ∞
−∞
|f (p)(x)|dx, (A6)
for the finite domain summation, the remainder term can be arbitrarily small by taking a
large enough order p. For the infinite domain, in most cases the remainder term can also be
neglected for functions whose exponential type is less than 2pi( It is however not necessarily
zero, see an example of applying this formula to the 1d monoatomic gas partition function
in chapter 7 of the book[45]).
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Granted that we can neglect the remainder term, the discrete sum has only two terms
left
Si = piH(m′i) +
1
2
m′′i (A7)
where the Hilbert transform comes from the integral, the double derivative comes from fii.
Completing the sum over i gives the total energy,
H = ρ2
∞∑
i=−∞
Si ·mi = ρ2
∫ ∞
−∞
dµ
{
1
2
m(µ)m′′(µ) (A8)
+m(µ) · P
∫ ∞
−∞
dν
[m(µ)−m(ν)
(µ− ν)2
]}
(A9)
= ρ2
∫ ∞
−∞
dµ[−1
2
m′2 + pim ·m′H]. (A10)
An alternative way to do the sum is the Fourier interpolation. The advantage of this par-
ticular interpolation is that the discrete sum is automatically equal to the integral, because
the zeroth component of Fourier series is defined to be the sum!
The interpolation starts with expanding a periodic function f(n) by its discrete Fourier
series
f(n) =
N
2∑
k
2pi
=−N
2
+1
fke
ikn, (A11)
and then extending the definition of Fourier series for integer number n to real number x
f(x) =
N
2∑
k
2pi
=−N
2
+1
fke
ikx. (A12)
What immediately follows is that
N∑
n=1
f(n) =
∫ N
0
f(x)dx. (A13)
Now take any component of m to be a periodic function f(n), the corresponding compo-
nent in Sl is then
∞∑′
j=−∞
g(l)− g(j)
(j − l)2 =
N
2∑
k
2pi
=−N
2
+1
fke
ikl
∞∑′
j=−∞
1− eik(j−l)
(j − l)2 (A14)
=
N
2∑
k
2pi
=−N
2
+1
fke
ikl
∞∑′
n=−∞
1− eikn
n2
(A15)
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Identity (A.4) in the reference [46] provides a closed form expression for the summation over
n. In the notations of this appendix, the identity is
Lin(e
ik) + (−1)nLin(e−ik) = −(2pii)
n
n!
Bn(
k
2pi
) (A16)
where Lin(x) is the polylogarithm function
Lis(z) =
∞∑
n=1
zn
ns
. (A17)
which is equivalent to
∞∑′
n=−∞
eikn
ns
= − s!
(2pii)s
Bs(
k
2pi
). (A18)
We need the case of s = 2, so that for 0 < |k| < 2pi
∞∑′
−∞
eikn − 1
n2
=
1
2
(k2 − 2pi|k|). (A19)
Therefore
∞∑′
j=−∞
g(l)− g(j)
(j − l)2 =
N
2∑
k
2pi
=−N
2
+1
fke
ikl 1
2
(−k2 + 2pi|k|), (A20)
and the inner sum becomes
∞∑′
j=−∞
g(l)− g(j)
(j − l)2 =
1
2
f ′′ + piH(f ′)∣∣
x=l
. (A21)
The result of Sl agrees with (A7). Moreover, there is no approximation involved in
replacing the outer sum by integral for Fourier interpolated functions. Therefore the total
energy expression H in equation (A10) becomes exact in this method.
Appendix B: Equivalent forms of traveling wave equation
This appendix presents the algebras to deduce several equivalent forms of the traveling
wave equation (21).
We begin by showing equation (21) is equivalent to a decomposition
∂xmH = −vm× ∂xm+
√
1− v2∣∣∂xm∣∣m. (B1)
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Assuming ∂xm is nowhere zero, the set {m, ∂xm,m × ∂xm} forms an orthogonal basis.
So ∂xmH can be expanded as a linear superposition of them. Taking the scalar product of
the traveling wave equation (21) with ∂xmH, we find ∂xm · ∂xmH = 0. Hence there is no
∂xm component in the decomposition of ∂xmH
∂xmH = αm× ∂xm+ βm. (B2)
Taking a cross product of (B2) with m, the consistency with equation (21) requires α = −v.
To determine β, we expand H(∂xm ·∂xm) by the Hilbert transform identity for the product
H(fg) = fHg + fgH +H(fHgH)[47] to get
H(∂xm · ∂xm− ∂xmH · ∂xmH) = 0. (B3)
Whatever in the braces is a constant, which is set to zero by boundary conditions. So the
two vectors have equal lengths
∂xm · ∂xm = ∂xmH · ∂xmH, (B4)
The “equal-length” condition together by squaring equation (B2) allows us to compute β
|∂xmH| = v2|∂xm|2 + β2 =⇒ β = ±
√
1− v2|∂xm|. (B5)
The positive definiteness of the total energy
∫∞
−∞m · ∂xmH =
∫∞
−∞ βdx > 0 picks out the
positive β branch. We arrive at the decomposition (B1). Since the converse is trivial, this
completes the proof of their equivalence. A byproduct is the that the speed is always less
than 1.
Furthermore, the decomposition we just derived is also equivalent to the two orthogonality
relations
∂xm · ∂xmH = 0 ∂2xm · ∂2xmH = 0. (B6)
We have proved the first in equation (B4). The second can be verified by differentiating the
decomposition relation (B1) and doing a scalar product
∂2xm · ∂2xmH =
[− vm× ∂2xm+√1− v2∂x(|∂xm|m)] · ∂2xm (B7)
=
√
1− v2 1|∂xm|(∂xm · ∂
2
xm) (B8)[
(m · ∂2xm) + |∂xm|2
]
(B9)
= 0. (B10)
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So the second derivative terms are also perpendicular to each other. Similar to the derivation
in equation (B3), we can even prove an analogous “equal-length” relation
∂2xm · ∂2xm = ∂2xmH · ∂2xmH. (B11)
On the other hand, given these two orthogonality relations, we can also deduce equa-
tion (21). The first orthogonality relation tells us that ∂xmH can only have the following
decomposition(note that α may be position dependent)
∂xmH = αm× ∂xm±
√
1− α2|∂xm|m. (B12)
From our calculation above, ∂2xmH · ∂2xm = 0 if α is constant. So the scalar product must
be proportional to the derivative of α
∂2xm · ∂2xmH = ∂xα(m× ∂xm∓
α√
1− α2 |∂xm|m) · ∂
2
xm (B13)
=
∂xα
α
∂2xm · ∂2xmH ∓
∂xα
α
√
1− α2 |∂xm|m · ∂
2
xm (B14)
= ± ∂xα
α
√
1− α2 |∂xm|
3 = 0, (B15)
the second orthogonality relation restricts α to be a constant.
In summary, these derivations rewrite the traveling wave equation in completely differ-
ent forms without losing any information. Moreover the two orthogonality relations and
subsequent “equal-length” relations (B4) and (B4) are the real and imaginary parts of the
following complex orthogonality relations
∂zM · ∂zM = 0 ∂2zM · ∂2zM = 0 ∀z ∈ R (B16)
where M is defined in equation (34). They are zero on the real axis, and therefore also zero
in the entire upper half plane. This is the key to completely solve the single-speed sector.
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