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ABSTRACT
A flexible and computationally efficient analysis technique for designing and
evaluating grid-connected photovoltaic (PV) systems is introduced, which es-
tablishes a direct relationship between the inputs to the system, temperature
and irradiance, and system performance criteria. For a given year, temper-
ature and irradiance data are rearranged to form a statistical distribution,
eliminating thereby the direct time-dependence. The proposed technique de-
composes the PV system into three separate layers: an ambient conditions,
a PV output, and a dc-ac conversion layer. It reveals important trends, oth-
erwise obscured in the time-dependent view of the data.
The time-independent analysis technique is applied to the problem of op-
timizing inverter efficiency to improve the performance of residential PV sys-
tems. A parallel two-inverter configuration is proposed, where one inverter
has a small rated power to handle the frequently occurring low-insolation con-
ditions, while the other inverter is large enough to handle the high-insolation
regime. The application of this new configuration leads to energy savings
as well as efficiency and reliability improvements. A feasibility study taking
into account the additional investments required to implement the suggested
inverter configuration reveals that applying it under the current electricity
prices does not make sense from the economic perspective. However, the
two-inverter configuration can become an interesting option in the future as
ii
energy prices continue to rise and more financial incentives for solar systems
are introduced.
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CHAPTER 1
INTRODUCTION
Maximizing the energy yield of photovoltaic (PV) systems in order to gener-
ate the highest possible return on investment has been a persistent concern
for customers and installers alike. In light of the current boom in solar mar-
kets sparked by government incentives and consumer awareness, improving
the performance and reducing the cost of PV systems has become even more
pressing. According to a recent report by the Interstate Renewable Energy
Council, the residential sector continues to play a significant role in solar
markets, reaching a remarkable 90% of all new grid-connected PV systems
installed in 2008 [1]. Therefore, residential PV systems have been chosen to
be the focus of this study.
This work proposes a new approach for analyzing the performance of PV
systems in general. According to this approach, performance criteria that
typically interest designers are plotted in 3-D graphs as a function of temper-
ature and insolation – the actual system inputs – rather than the traditional
depiction as a function of time. This new representation reveals important
trends, otherwise obscured in the time-dependent view of the data. A layer
structure is introduced, which increases simulation efficiency and flexibility.
It decomposes the system into an ambient conditions layer, a PV output
layer, and a dc-ac conversion layer.
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When it comes to improving the performance of PV systems, many different
solutions have been proposed. For example, in the case of inverters for pho-
tovoltaic applications, emerging architectures that challenge the traditional
single-inverter paradigm in residential setups include string inverters, paral-
lel inverters, and, more recently, dual inverters [2],[3]. However, most design
practices and conventional system topologies fail to consider if suggested de-
signs optimize system performance over the long term and are economically
justified.
This work proposes an inverter configuration that is more efficient than con-
ventional inverters for residential photovoltaic systems and provides insight
into its economic feasibility. While the parallel configuration traditionally im-
plies several identically sized inverters connected across the PV array [4], this
study suggests a configuration involving two inverters of different sizes. Time-
averaged conversion efficiency was improved by up to 22% using this configu-
ration compared to a single, optimally sized inverter. The time-independent
analysis technique mentioned above is used to simulate and validate these
results.
Chapter 2 introduces the models used in the simulation of PV systems. So-
lar cells are modeled based on an equivalent circuit composed of a current
source and a diode with series and parallel resistances. A number of cells
are joined together to form PV modules whose electrical characteristics are
defined by parameters from commercially available products. Inverters are
modeled based on their conversion efficiency.
Chapter 3 presents the proposed alternative way of arranging temperature
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and insolation data as a statistical distribution in 3-D. Temperature and solar
irradiance data for different locations in the United States available through
the National Renewable Energy Laboratory (NREL) were used. To illustrate
the concept, case studies for residential PV systems in Colorado and Ten-
nessee are conducted. The benefits of the proposed analysis technique are
highlighted.
The proposed time-independent analysis technique is applied to the prob-
lem of optimizing inverter efficiency for residential applications. In Chapter
4, a new energy-efficient inverter configuration is introduced, where two in-
verters of different sizes are connected in parallel. Its performance is tested
in the previously selected locations and compared to the currently dominant
single-inverter topology.
In order to determine the economic feasibility of the proposed configura-
tion, it is necessary to compare the value of the additional energy gained due
to implementing this system to the extra capital invested in the additional
hardware required. Chapter 5 includes a cost-benefit analysis over the entire
system lifetime. Chapter 6 presents the main findings of this work.
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CHAPTER 2
PHOTOVOLTAIC SYSTEM MODELING
In this chapter, we present the models that were used to simulate photovoltaic
systems. Figure 2.1 shows the typical layout of such a system. The main
hardware blocks are the PV array and the dc-ac converter, also known as the
inverter. Both blocks are simulated in MATLAB R©.
Figure 2.1: Residential grid-connected PV system layout.
2.1 Modeling photovoltaic cells and arrays
Photovoltaic arrays are typically formed by arranging individual modules in
series to form strings, which are then connected in parallel. Modules are in
turn composed of PV cells. There are several ways to model PV cells and
modules, such as the power-temperature coefficient model, the PVFORM
model, and the bilinear interpolation model [5]. The power-temperature
coefficient model applies a temperature correction to the maximum power
value provided in manufacturer’s data sheets to account for departures in
cell temperature from those at standard test conditions (STC). The power-
temperature coefficient model has the advantage of being simple. However,
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its accuracy is limited to modeling single-crystal silicon and amorphus sili-
con (a-Si) PV modules. The bilinear interpolation model, which implements
a method in which four I-V curves could be used to bilinearly interpolate
an I-V curve with respect to both irradiance and PV cell temperature, was
found to be the most effective at reducing the error statistics for modeling
the maximum power output of different types of modules [5].
This study uses a model that achieves a compromise between the simplicity
of the power-temperature coefficient model and the accuracy of the bilinear
interpolation model. Solar cells are modeled based on the equivalent circuit
shown in Fig. 2.2, which is composed of a current source and a diode with
series and parallel resistances.
dV pIdI
scI
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pR
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+
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Figure 2.2: Equivalent circuit of the PV cell model used.
Equation 2.1 establishes the relationship between the cell voltage, V, and cell
current, I [6].
I = Isc − Id − Ip
= Isc − I0(eqVd/nkTc − 1)− Vd
Rp
= Isc − I0
{
e[
q(V+IRs)
nkTc
] − 1
}
−
(
V + IRs
Rp
)
(2.1)
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Here, Isc is the short circuit current, Id is the diode current, Ip is the current
on the parallel resistor, I0 is the saturation current, Vd is the diode voltage,
n is the diode ideality factor, k represents Boltzmann’s constant, Tc is the
cell temperature, Rs is the series resistance, and Rp is the parallel resistance.
The dependence of the cell temperature on the ambient temperature and
solar irradiance is characterized by the following relationship [6]:
Tc = Ta +
[
(NOCT − 20◦C)
0.8
]
S (2.2)
where Ta is the ambient temperature in
◦C, NOCT is the nominal operating
cell temperature, and S is the insolation level in suns (1 kW/m2). The diode
ideality factor is a function of the cell temperature as follows [6]:
n =
11600
Tc + 273.15◦C
(2.3)
The deviation of the open circuit voltage, Voc, and the short circuit cur-
rent from their values at STC due to variations in ambient conditions are
characterized by
Voc(Tc, S) = Voc,STC − αVoc(Tc − 25) (2.4)
and
Isc(Tc, S) = [Isc,STC − αIsc(Tc − 25)]S (2.5)
where Voc,STC and Isc,STC are the open circuit voltage and short circuit cur-
rent at STC, respectively, and αVoc and αIsc are the temperature coefficient
of Voc and Isc, respectively. The saturation current can be found based on
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the fact that the cell current is zero when the cell voltage is equal to the open
circuit voltage. In this case it can be calculated using the following formula:
I0 =
[
Isc(Tc, S)− Voc(Tc,S)Rp
enVoc − 1
]
(2.6)
Since equation (2.1) is nonlinear, an iterative procedure is used to find the
I-V and P-V curves for solar cells under various ambient conditions. Solar
cells can be put together in series and in parallel to yield the total module
output. The module P-V curve can then be used to find the maximum power
output for the specified combination of temperature and insolation.
All the parameters used in these equations can be found in the module
manufacturer’s specification sheets. A number of parameters can be used
to simulate various modules. In this study, the Kyocera KD210GX-LPU
module was used as a sample [7]. Other commercially available modules can
be used equivalently. Key electrical performance parameters that are inputs
to this model are given in Table 2.1, along with their corresponding values
for this particular module type.
Table 2.1: Key electrical performance parameters of the Kyocera
KD210GX-LPU module under STC.
Parameter Value
Maximum power (Pmax) 210 W
Open circuit voltage (Voc) 33.2 V
Short circuit current (Isc) 8.58 A
Temperature coefficient of Voc -0.12 V/
◦C
Temperature coefficient of Isc 5.15× 10−3 A/◦C
Number of cells 54 (9×6)
NOTC 49 ◦C
7
The I-V and P-V curves of this Kyocera module under STC are given in Fig.
2.3 (a) and (b), respectively. The maximum power, short circuit current,
and open circuit voltage values are in agreement with those specified by the
manufacturer in Table 2.1, which validates the model.
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Figure 2.3: I-V curve (a) and P-V curve (b) of the simulated Kyocera
module under STC.
The series and parallel resistance values are not indicated by the manufac-
turer. They have been adjusted in the model to achieve the specified perfor-
mance under STC. In this case, these values were chosen to be 0.5 Ω and 50
Ω for the series and parallel resistance, respectively.
2.2 Modeling inverters
It is common practice to model inverters by their conversion efficiency profile.
There have been consistent efforts to develop analytical expressions to relate
the output ac power of inverters to the input dc power. Examples for these
expressions are the quadratic equation [8], the double quadratic equation
[9], and the Sandia model [10]. Most of these models have to balance the
trade-off between accuracy and complexity. Alternatively, this study takes
advantage of overall efficiency versus fractional loading data provided by
8
Photon Magazine at various maximum power point (MPP) voltages [11].
The data is based on experimental tests that are conducted on a regular
basis for a large number of commercially available inverters. The efficiency
profile of the SB SMA 2100TL inverter, which was used as a sample in this
analysis, is shown in Fig. 2.4. It has a dc nominal power of 2,020 W and a
maximum efficiency of 96%.
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Figure 2.4: Efficiency profile of the SB SMA 2100TL inverter.
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CHAPTER 3
TIME-INDEPENDENT ANALYSIS
3.1 Limitations of time-dependent analysis
Photovoltaic system performance criteria, such as energy yield and overall
system efficiency, are typically evaluated in a given location over a year to
capture the effects of seasonal variations in ambient conditions. The result is
typically a two-dimensional graph of some performance criterion as a func-
tion of time. For example, Fig. 3.1 shows the maximum power point tracker
(MPPT) and inverter output of a 2 kW system in Colorado during four days
in July 2008.
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Figure 3.1: 2 kW System in Colorado: output power over a period of four
days (July 2008).
In order to create these types of graphs, solar irradiance and temperature
data are collected at small-enough time intervals to capture system dynam-
ics accurately. Studies have revealed that hourly averages hide important
irradiation peaks that need to be considered for the purpose of accurate sim-
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ulation [12]. One- or five-minute intervals have been found to be more appro-
priate. However, since this involves thousands of data samples, calculating
performance criteria for balance-of-system components, such as inverters, as
a function of time introduces a significant computational burden. Modify-
ing parameters in the system entails repeating time-consuming calculations,
which reduces simulation flexibility. In addition, observing the performance
as a function of time does not reveal much more than cyclical seasonal vari-
ations, as in Fig. 3.1. These issues highlight the need for a more flexible
and computationally efficient method for designing and evaluating grid-tied
residential PV systems.
3.2 Introduction to time-independent analysis
The suggested time-independent analysis technique establishes a direct rela-
tionship between the inputs to the system, temperature and irradiance, and
system performance criteria. For a given year, temperature and irradiance
data are rearranged to form a statistical distribution, eliminating thereby the
direct time-dependence. The output power of a PV system can be evaluated
based on a combination of input temperature and irradiance. Therefore, if a
certain combination reoccurs, there is no need to repeat the same calculation.
This concept allows for the efficient reuse of the temperature-irradiance data
in various calculations, which considerably saves simulation time. In addi-
tion, the suggested technique reveals important trends, otherwise obscured
in the time-dependent view of the data.
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3.3 Layer structure
The suggested approach decomposes the PV system into three separate layers
as demonstrated in Fig. 3.2: ambient conditions, PV, and dc-ac conversion
layers. These layers are stacked on top of each other to yield the output of
Figure 3.2: Layer-view of the PV system
the simulated system. For example, overlaying the PV layer on the ambi-
ent conditions layer provides the output of the PV array. Adding the dc-ac
conversion layer yields the overall system output. This structure introduces
enhanced flexibility, since each layer can be modified independently. Conse-
quently, only parts of a simulation have to be repeated instead of the entire
simulation every time a parameter is changed. The layered structure is a
flexible and efficient tool for designers, because different system configura-
tions can be seamlessly tested and system components can be independently
optimized for performance.
3.3.1 Ambient conditions layer
The ambient conditions layer captures the maximum ranges of temperature
and irradiance and divides these into intervals to form temperature and ir-
radiance (T-I) sectors. An ambient conditions probability distribution is
formulated by weighting each sector by its frequency of occurrence. In this
12
study, minutely daytime solar irradiance and ambient temperature data from
the National Renewable Energy Laboratory (NREL) are used [13]. The tem-
perature and irradiance intervals have been set to be 2 ◦C and 50 W/m2,
respectively. The mean sector temperature (MST) and mean sector irradi-
ance (MSI) are defined as the midpoint of each temperature and irradiance
interval, respectively. Two locations in the U.S. with different ambient con-
ditions were chosen to illustrate this idea. The ambient conditions layers for
the year 2008 are shown in Fig. 3.3 (a) and (b) for Tennessee and Colorado,
respectively.
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Figure 3.3: Ambient conditions layers representing the year 2008 in (a)
Tennessee and (b) Colorado.
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Differences between the temperature-irradiance distributions in both loca-
tions can be clearly seen from the figures. This layer enables us to determine
which T-I sectors occur more often than others. For example, it can be
seen that low insolation conditions prevail during most of the day in both
locations. This information can be then used to optimize system design.
3.3.2 PV layer
The PV layer is created by evaluating the maximum power output of the
PV array at each T-I combination. This can be done using the photovoltaic
cell model developed in Chapter 2. Figure 3.4 presents the PV layer based
on the selected Kyocera module over a range of temperature and irradiance.
This layer is independent of time and location. It can be separately adjusted
and plugged into a simulation without affecting other layers.
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Figure 3.4: PV layer based on the selected Kyocera module.
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3.3.3 Dc-ac conversion layer
As mentioned earlier in Chapter 2, inverters are modeled by their conversion
losses. Figure 3.5 demonstrates the dc-ac conversion layer representing the
efficiency profile of the SMA 2100TL inverter depicted in this study.
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Figure 3.5: Dc-ac conversion layer representing the SMA 2100TL inverter.
This layer is obtained by matching each output power level associated with
a particular T-I sector with the conversion efficiency corresponding to the
resulting loading level as specified by the efficiency profile in Fig. 2.4. Since
the efficiency profile of an inverter carries all necessary information to create
the dc-ac conversion layer, it is relatively easy to simulate different inverters.
Note the decrease in efficiency in the low and very high insolation sectors.
Also, it appears that efficiency decreases with temperature.
The layered structure is a useful tool for designers, as different system con-
figurations can be seamlessly tested and balance-of-system components can
be optimized for performance. In addition, the layered structure enhances
simulation flexibility by allowing the parameters of each layer to be modi-
fied independently. Therefore, calculations need only be repeated for that
layer instead of for the entire system. In addition, the suggested technique
15
reveals important trends, otherwise obscured in the time-dependent view of
the data, which does not reveal much more than cyclical seasonal variations.
16
CHAPTER 4
USING TIME-INDEPENDENT ANALYSIS
IN INVERTER OPTIMIZATION
To demonstrate the applicability of the proposed technique, it is applied to
the problem of optimizing inverter efficiency in order to improve the perfor-
mance of residential solar systems. As mentioned previously, various archi-
tectures that challenge the traditional single-inverter paradigm in residential
PV installations have been proposed. Examples are string inverters, parallel
inverters, and, more recently, dual inverters [1],[2]. However, most design
practices and conventional system topologies fail to consider if suggested de-
signs optimize system performance over the long term and are economically
justified. The latter will be discussed in Chapter 5 with regard to the sug-
gested configuration.
4.1 Proposed inverter configuration
This work proposes a new parallel inverter architecture based on two generic
observations. First, in many locations in the U.S. (and indeed the world
over), the average period of time when full-sun is received is minimal. For
instance, Fig. 3.3 shows that low-insolation conditions are fairly dominant.
Second, the efficiency of most commercially available inverters drops sig-
nificantly with dc input power [14], which in turn significantly drops with
insolation. This fact is demonstrated by the dc-ac layer in Fig. 3.5. These
observations suggest that inverters sized according to the dc rating of the PV
17
array may not operate efficiently over the course of the year.
While the parallel configuration has traditionally implied several identically
sized inverters connected across the PV array [3], this work proposes a
parallel-inverter configuration built with inverters rated at different power
levels to address the drop in system efficiency during low-insolation condi-
tions. The suggested topology is shown in Fig. 4.1.
 
Figure 4.1: Suggested system configuration.
The first inverter, Inv1, has a smaller rated power to handle the frequently oc-
curring low-insolation conditions, while the larger inverter, Inv2, handles the
high-irradiance, high-power regime. A simple control strategy optimizes sys-
tem efficiency by ensuring that both inverters do not stray into low-efficiency
operating regimes. Based on the minutely efficiency information from the
two inverters (η1, η2), control signals (c1, c2) dictate which inverter should
be tied to the grid, such that only one of the two inverters is operating at
each point in time. Note that in this study, it is assumed that the efficiency
profile remains the same for inverters of different sizes.
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4.2 Performance of suggested topology
Figures 4.2 (a) and (b) show the energy yield of PV systems in Tennessee
and Colorado, respectively, during 2008. Both 9.2 kW systems are apply-
ing the suggested inverter configuration. The figure displays the amount of
kilowatt hours contributed by each T-I sector per year, which is obtained by
combining the ambient conditions, PV, and dc-ac conversion layers.
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Figure 4.2: Energy yield during 2008 of PV systems applying the proposed
inverter configurations in (a) Tennessee and (b) Colorado.
Figure 4.3 shows conversion losses as a function of the two inverters’ rated
power in Tennessee, which can be used to find the optimal two-inverter com-
bination. In this case, losses are minimized by the combination of a 2.3 kW
and a 9.1 kW inverter.
Tables 4.1 and 4.2 present key findings of this study, including a compar-
ison with the single-inverter configuration. In Tennessee, savings of 120 kWh
per year (0.83%) can be achieved with the proposed system compared to a
system using a single, optimal inverter.
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Figure 4.3: Conversion losses as a function of the rated power of the two
inverters for a 9 kW system in Tennessee.
In Colorado, the situation is similar with savings of 86 kWh per year (1.07%).
Furthermore, the system implementing the optimal two-inverter combination
experiences an average efficiency increase of 9.7% and 22.3% in Tennessee and
Colorado, respectively, compared to the traditional system. This suggests
that the proposed configuration would be more beneficial in low-irradiance,
low-temperature locations.
Table 4.1: PV system performance in Tennessee using the parallel
two-inverter vs. the single-inverter configuration.
Single Inverter Two Inverters
Optimal inverter(s) Pnom (W) 8,670 2,340 9,130
Loading (% of time) 100 63.9 36.1
Average inverter efficiency (%) 54.8 64.5
Overall system efficiency (%) 11.02 11.57
Losses (kWh/year) 898 778
Losses (% of total energy yield) 6.18 5.35
Net energy yield (kWh/year) 13,632 13,752
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Table 4.2: PV system performance in Colorado using the parallel
two-inverter vs. the single-inverter configuration.
Single Inverter Two Inverters
Optimal inverter(s) Pnom (W) 6,470 760 7,180
Loading (% of time) 100 52.9 47.1
Average inverter efficiency (%) 56.84 79.15
Overall system efficiency (%) 10.92 11.75
Losses (kWh/year) 522 436
Losses (% of total energy yield) 6.5 5.43
Net energy yield (kWh/year) 7,511 7,598
The proposed inverter structure also increases system reliability due to the
inherent structural redundancy. Each of the two inverters ends up operat-
ing about 50% of the time instead of 100% in the single-inverter case. This
increases the lifetime of the inverters and potentially eliminates the need for
costly replacements over the lifetime of the system.
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CHAPTER 5
FEASIBILITY STUDY
In the previous chapter, it was established that the two-inverter configuration
improves efficiency and increases energy harvest compared to the traditional
single-inverter topology. The next logical step is to study its economic fea-
sibility. The outcome of such a study might not be very obvious. On the
one hand, installing two inverters instead of one implies – in most cases –
increased initial costs. On the other hand, energy-yield-based optimization
might result in favorable payback of the extra capital invested in a second
inverter, especially in energy markets with different forms of economic incen-
tives for solar systems.
The following analysis compares the lifetime costs and the value of the en-
ergy produced by a traditional system (system A) with a system using the
suggested inverter topology (system B). The economic feasibility of the sug-
gested topology is established if the analysis shows that the income generated
by system B, namely the difference between the value of the energy produced
and the system costs, is higher than the income generated by system A over
the lifetime of each system. Again, both locations, Tennessee and Colorado,
are considered.
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5.1 System revenues
The energy yield of a solar system can significantly vary depending on the
season. For example, Fig. 5.1 shows that in Tennessee, about 1,800 kWh are
produced in June compared to only 600 kWh in February of the same year.
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Figure 5.1: Monthly energy harvest of system B in Tennessee and Colorado
in 2008.
At the same time, electricity prices also fluctuate depending on supply and
demand. Therefore, in order to accurately assess the economic value of the
energy produced by a solar system, it is necessary to compare the monthly
energy yield to the monthly electricity price trends. Figure 5.2 demonstrates
the monthly variation of average electricity prices in 2009 according to the
Energy Information Administration (EIA) [15].
By examining Fig. 5.1 and 5.2, it is clear that the electricity price trends
are not very different from the solar system’s energy production trends. This
is a favorable situation, since it implies that a large fraction of the energy
produced in a year (more than 56%) is valued at peak prices. This fact
also justifies the importance of considering monthly energy production and
monthly price variation in our analysis.
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Figure 5.2: Electricity prices by month in 2009 according to the Energy
Information Administration.
There is a wide spectrum of financial incentives offered by utilities, states,
the federal government, and even non-profit organizations. They range from
production-based incentives such as feed-in tariffs to investment-based incen-
tives such as tax credits, rebate programs, loans, and grants [16]. The variety,
number, and significance of financial incentives for solar systems depend on
the offers made by different institutions operating in a certain location.
For the purposes of this study, however, the deciding factor is the price at
which the electricity produced by the solar system, also called solar electric-
ity, is sold. That is the case because the analysis conducted here compares
the economic feasibility of two identically sized solar systems A and B, which
are operating at the same location. Therefore, both systems enjoy the same
financial incentives offered to solar system installers. Solar electricity prices
might include feed-in tariffs and other incentives, which contribute to the fi-
nal pricing of the energy produced by the system. Hence, the only difference
between systems A and B – in terms of their economics – is the amount of
energy produced by each system and the economic value of this energy.
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Tables 5.1 and 5.2 compare the value of the energy produced by systems
A and B over their lifetime in Colorado and Tennessee, respectively. The
energy value of a system over its lifetime is calculated by multiplying the
amount of monthly energy produced by the monthly price of electricity given
by the EIA, evaluated over the estimated system life.
Table 5.1: Comparison of system A and B energy production and energy
value in Colorado.
Performance System A System B
DC system rating (W) 9,200 9,200
Estimated system life (years) 25 25
Energy performance (kWh/year) 7,511 7,598
Energy production over lifetime of system (kWh) 187,775 189,950
Revenue of the system over its lifetime ($) 21,995.00 22,202.00
Table 5.2: Comparison of system A and B energy production and energy
value in Tennessee.
Performance System A System B
DC system rating (W) 9,200 9,200
Estimated system life (years) 25 25
Energy performance (kWh/year) 13,632 13,752
Energy production over lifetime of system (kWh) 340,800 343,800
Revenue of the system over its lifetime ($) 39,797.00 40,141.00
Note that the electricity price used here is the regular price of electricity in
the residential sector and not the price of solar electricity. The latter will be
considered at later stages of the analysis. The results shown in Tables 5.1
and 5.2 highlight the tremendous impact of location and ambient condition
on energy production and income generation of a solar system. The energy
value of both systems A and B over their lifetime in Tennessee is almost dou-
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ble that in Colorado. Comparing the performance of systems A and B, we
find that the revenue of system B over its lifetime is higher than the revenue
of system A by about $207 under the EIA prices in Colorado. In Tennessee,
we have a similar situation, where the revenue incurred by system B is higher
than system A by $344.
5.2 System costs
After studying the revenues of systems A and B, the next step is to evaluate
the cost of both systems. The cost of a solar system can be broken up as
demonstrated in Tables 5.3 and 5.4 for Colorado and Tennessee, respectively.
Note that the module cost is the same for system A and system B. The costs
of installation and balance of system components have been increased for sys-
tem B to account for the extra hardware (control system and connections)
and the extra labor required to set up the system.
Table 5.3: Cost breakdown and total cost of systems A and B in Colorado.
Item System A System B
Module cost ($/W) 4 4
Inverter cost ($/W) 0.61 (6470 W) 0.88 (760 W) 0.60 (7180 W)
Balance of system cost ($/W) 1 1.005
Installation ($/W) 2 2.005
Subtotal ($) 68,340.23 69,438.46
Tax rate (%) 7.50 7.50
Up-front system cost ($) 73,465.75 74,646.34
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Table 5.4: Cost breakdown and total cost of systems A and B in Tennessee.
Item System A System B
Module cost ($/W) 4 4
Inverter cost ($/W) 0.57 (8670 W) 0.74 (2340 W) 0.57 (9130 W)
Balance of system cost ($/W) 1 1.005
Installation ($/W) 2 2.005
Subtotal ($) 69,357.51 71,380.11
Tax rate (%) 7.50 7.50
Up-front system cost ($) 74,559.32 76,733.62
The inverter cost has been calculated for the optimal inverters required for
both systems A and B based on Equation 5.1, which calculates the cost per
watt, P(x), as a function of inverter nominal power, x.
P (x) = −0.1269× log(x) + 1.7225 (5.1)
This equation was obtained by fitting more than 150 data points of recent
prices of inverters of different sizes currently available on the market. Plot-
ting the cost-per-watt versus inverter size yields the curve shown in Fig. 5.3.
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Figure 5.3: Cost-per-watt versus inverter size using inverter price data from
2000 and 2010.
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Figure 5.3 also contrasts this fit to a similar one obtained using data from
the year 2000 and published in 2002 [4]. It is interesting to see that the cost
of inverters as a function of size has decreased almost with a constant down-
ward shift of about $0.38/W. The shape remained largely preserved with
smaller inverters being more expensive per watt than larger inverters. The
curve is a convenient way to estimate the cost of an inverter of a specified size.
As expected, the total up-front costs of system B are higher than system
A. System B is $2,174.30 more expensive in Tennessee and $1,180.60 more
expensive in Colorado, mostly due to the higher cost of the two-inverter
combination.
5.3 Net income and future prices
Tables 5.5 and 5.6 summarize the results from the previous two sections.
First of all, the values in the two tables show that both systems A and B are
not economically feasible under regular electricity prices neither in Tennessee
nor in Colorado, even though the losses in Tennessee are smaller. This jus-
tifies the current need for financial incentives for solar energy systems.
Table 5.5: Summary of economic analysis based on 2009 Energy
Information Administration electricity prices (Colorado).
System A System B Difference
Total revenues ($) 21,995.00 22,202.00 207.00
Total costs ($) 73,465.75 74,646.34 1,180.60
Net income ($) – 51,470.75 – 52,444.34 – 973.60
Furthermore, one can see that the higher up-front costs associated with sys-
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tem B exceed the additional revenues gained due to higher efficiency, again as
evaluated under regular residential electricity prices. The difference between
the losses of both systems B and A amounts to $1,830.30 in Tennessee and
$973.60 in Colorado, which favors system A.
Table 5.6: Summary of economic analysis based on 2009 Energy
Information Administration electricity prices (Tennessee).
System A System B Difference
Total revenues ($) 39,797.00 40,141.00 344.00
Total costs ($) 74,559.32 76,733.62 2,174.30
Net income ($) – 34,762.32 – 36,592.62 – 1,830.30
As mentioned earlier, the electricity price is the main factor that affects the
economic feasibility of B compared to system A. Let us now consider the ef-
fect of using solar electricity prices instead of regular electricity prices in our
analysis, in a scenario where production financial incentives are present. In
addition, this scenario includes future increases in regular electricity prices.
The goal is to determine if there is a price at which system B becomes more
profitable than system A. Figure 5.4 does just that. It shows the difference
between the net income (NI) of systems A and B in Colorado and Tennessee
as a function of average solar electricity price.
Figure 5.4 indicates that system B becomes more profitable than system
A at a solar electricity price of about $0.54 per kWh in Colorado and $0.72
per kWh in Tennessee. This fact highlights two issues. First, system B is in
general more profitable than system A in Colorado. This confirms the previ-
ous finding that the proposed two-inverter configuration is more beneficial in
areas with low-insolation, although this advantage becomes less significant as
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Figure 5.4: The difference between the net income (NI) of system B and the
NI of system A as a function of average solar electricity price in Colorado
and Tennessee.
the price of electricity increases. Second, the solar electricity price at which
the suggested configuration becomes more profitable than the traditional
system is not too far from current solar electricity prices. According to So-
larbuzz, the average solar electricity price in 2009 is about $0.36 per kWh [17].
In summary, one can say that while the proposed configuration is not eco-
nomically feasible at this point in time, it will start becoming more advan-
tageous than the traditional system in most locations once solar electricity
prices exceed $0.8 per kWh. At a solar electricity price of $1.00 per kWh,
the proposed configuration generates an extra $1,000 in Colorado and more
than $800 in Tennessee compared to a traditional system.
Figure 5.5 shows the percent change in net income due to the application
of the proposed configuration. At a solar electricity price of $1 per kWh, the
net income generated increases by about 0.9% and 0.35% in Colorado and
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Tennessee, respectively, by using the proposed configuration as opposed to
the traditional system.
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Figure 5.5: Percent change in net income due to applying the suggested
inverter configuration in Tennessee and Colorado.
It is important to note here that while this study takes into account future
increases in electricity prices and their impact on the economic feasibility of
the suggested configuration, it does not incorporate the fact that inverter
prices are expected to drop in the future. This is clearly displayed in Fig.
5.3, which compares inverter prices in the years 2000 and 2010, and shows
a decrease of about $0.38/W in inverter prices over the course of those ten
years.
As mentioned earlier, the higher inverter costs associated with the suggested
system configuration constitute by far the largest fraction – over 90% – of
the cost difference between the the suggested configuration and the tradi-
tional system. As the inverter industry matures, inverter prices will keep
decreasing, making the cost of the suggested configuration close to that of
the traditional system with a single inverter. In this case, the higher revenues
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generated by the two-inverter combination due to the improved energy yield
and increased electricity prices will make the suggested system configuration
even more profitable.
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CHAPTER 6
CONCLUSION
A new time-independent approach for evaluating and monitoring photo-
voltaic systems that is based on establishing a direct relationship between
the inputs to the system, temperature and insolation, and various perfor-
mance criteria is proposed. Compared to the traditional method of studying
the performance of PV systems as a function of time, the suggested layered,
statistical approach is more efficient and provides more flexibility in simula-
tion, testing, and design. In addition, it reveals important trends otherwise
obscured in the time-dependent view of data.
The application of this technique to two 9.2 kW systems in Tennessee and
Colorado clearly showed that low insolation conditions occur more than 50%
of the time over the course of a year. At the same time, most inverters suffer
from poor efficiency under low loading conditions. These observations led to
the idea of implementing an optimized two-inverter configuration connected
in parallel across the entire system. One inverter is small to operate in the
high-efficiency regime under low insolation, and the other one is large to op-
timally address high-insolation conditions.
The performance of a system using the suggested inverter configuration is
compared to the performance of a traditional system with a single inverter.
The study revealed that there are benefits associated with the proposed two-
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inverter combination when it comes to reliability, because each of the two
inverters ends up operating about 50% of the time instead of 100% in the
single-inverter case, which increases the lifetime of the inverters. More im-
portantly, however, energy savings of 0.83% and 1.07% can be achieved in
Tennessee and Colorado, respectively. Furthermore, the average efficiency of
the inverting unit increased by 9.7% and 22.3% in Tennessee and Colorado,
respectively, which suggests that the proposed configuration is more benefi-
cial under low-irradiance, low-temperature conditions.
After clearly demonstrating the benefits of the new inverter topology in terms
of enhanced reliability, prolonged lifetime, energy savings, and improved ef-
ficiency, the remaining aspect was to study whether the implementation of
this topology is economically feasible, meaning that the investment in the
additional capital required to install this kind of system is justified. The fea-
sibility analysis revealed that a solar system in Tennessee and Colorado will
only start being profitable at a solar electricity price of roughly $0.22 and
$0.38 per kWh, respectively. Furthermore the economic analysis showed that
a system implementing the proposed inverter configuration will not become
more profitable than the traditional system until the price of solar electricity
reaches about $0.54 per kWh in Colorado and $0.72 per kWh in Tennessee.
Again, this confirms the previous finding that the proposed two-inverter con-
figuration is more beneficial in areas with low insolation.
While the proposed configuration is not economically feasible at this point in
time, it will start becoming more advantageous than the traditional system
in most locations once solar electricity prices exceed $0.8 per kWh. At a so-
lar electricity price of $1.00 per kWh, the proposed configuration generates
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an extra $1,000 in Colorado and more than $800 in Tennessee compared to
a traditional system, which corresponds to a net income increase of about
0.9% and 0.35%, respectively. Since energy prices steadily continue to rise,
this might not be a very far-fetched scenario, especially in markets that offer
different forms of financial incentives for renewable energy systems. In addi-
tion, reductions on the cost side can be possible as inverter prices continue to
decline with time. The proposed configuration could also eliminate the need
for costly inverter replacements during the lifetime of the PV system, making
it more economically favorable over the traditional single-inverter topology.
These findings suggest that the extra benefits of improving the efficiency
of central inverters using the proposed two-inverter approach do not neces-
sarily lead to the desired high return on investment, even in the presence of
high electricity prices in the future. A more lucrative alternative might be
investigating the use of distributed inverters in order to increase module-level
instead of inverter-level energy harvest.
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