Abstract. We define a new cohomological index of Conley type associated to any bi-infinite sequence of neighborhoods that satisfies a certain isolation condition. We use this index to study the chaotic dynamics on invariant sets which decompose as countable unions of pairwise disjoint (mod 0) compact pieces.
1. Introduction. The construction of the Conley index for discrete time dynamical systems ( [Mr1] , [Mr2] ) has been followed by an impressive number of results and applications in detecting chaotic behavior. Some of the advantages of using the Conley index are the easy computability and the relatively strong description of the dynamics (in terms of semiconjugacy to a shift space) it provides.
The desire of obtaining more and more accurate information on a wider range of discrete dynamical systems displaying complicated behavior has led to the construction of numerous versions of the index [DeMr] , [MiMr1] , [Sz1] , [Sz2] , [Gi1] , [Gi2] , [Gi3] . Dealing with a large number of fairly abstract Conley index types of invariants rather than a simple one, as the original index intended to be, may seem frustrating. On the other hand, the new techniques have paid off, in the sense of providing very precise descriptions of chaotic systems.
In [Sz] , Szymczak introduces a new technique of detection of chaos based on the construction of the Conley index for decompositions of isolated invariant sets. He defines an index for isolated invariant sets which admit decompositions as disjoint unions of finitely many compact sets. His index can detect chaos by showing the existence of a M. GIDEA semiconjugacy between the map itself (rather than a certain iterate of the map, like other previous results [MiMr2] , [CaKwMi1] , [CaKwMi2] ) and the one-sided shift map on the shift space that has as many symbols as the components of the decomposition.
The purpose of this paper is to adapt some of the techniques developed in [Gi1] , [Gi2] , [Gi3] , in order to study countable decompositions of invariant sets which are not necessarily isolated. The main example is the case of hyperbolic systems with singularities (billiard systems) which we may study only from a topological point of view. We generally assume the existence of a decomposition of a certain neighborhood of an invariant set into countably many pairwise disjoint (mod 0) and compact pieces. Then we can compute a cohomological invariant of Conley type for each bi-infinite sequence of arbitrary "neighborhoods" from the decomposition. The fundamental properties usually satisfied by the Conley index hold for this invariant, too.
It may seem unreasonable to compute the index of infinitely many bi-infinite sequences of neighborhoods in order to detect chaotic behavior! However, considerably less information is sufficient to obtain a local semiconjugacy to a shift space. Due to the fact that the invariant sets we consider may fail to be isolated, our approach is essentially different from that of Szymczak [Sz1] . In the case of an isolated invariant set, both techniques provide the same information about the chaotic behavior of the system.
The construction of the index.
Assume that X is a locally compact metric space, f : X → X a homeomorphism and S a subset of X invariant with respect to f . Note that S is assumed to be neither isolated nor compact. We say that two subsets A and B of X are disjoint (mod 0) if the intersection A∩B is nowhere dense. We will denote by H * the Alexander-Spanier cohomology functor with coefficients in R, a principal ideal domain and by L the "extended" Leray functor from the category of graded directed systems of modules and homomorphisms into its proper subcategory of graded directed systems of modules and isomorphisms (see [Mr1] and [Gi2] ) for details).
If {V i } i∈Z is a sequence of subsets of X, for each i ∈ Z and n ∈ N let
Let V denote a countable family of pairwise disjoint (mod 0) compact subsets of X that covers S and satisfies the following property: (2.1) there exists n ∈ N such that for any bi-infinite sequence {V i } i∈Z of elements of V OI n (V i ) ⊆ intV i , for all i ∈ Z.
Any such a {V i } i is called an isolating neighborhood sequence. The collection of all isolating neighborhood sequences will be denoted by W.
The following lemma is obvious, so we omit the proof.
Lemma 2.1. If {V i } i∈Z and {W i } i∈Z are isolating neighborhood sequences then (1) If V i ⊆ W i for all i then OI n (V i ) ⊆ OI n (W i ) for all i and n.
(2) If n 1 ≥ n 2 ≥ 0 then OI n1 (V i ) ⊆ OI n2 (V i ) for all i.
(3) If n 1 , n 2 ≥ 0, OI n1+n2 (V i ) = OI n1 (OI n2 (V i )) for all i.
(4) If n 1 , n 2 ≥ 0, OI n1 (V i ) ⊆ intV i for all i, then OI n1+n2 (V i ) ⊆ int(OI n2 (V i )) for all i.
(5) OI n (V i ) is compact for all i and n.
Definition 2.2. A sequence of compact pairs (N i , L i ) i∈Z with L i ⊂ N i ⊂ X is called an index pair sequence if the following properties are satisfied for each i ∈ Z:
(1) There exists n ≥ 0 such that OI n (cl(N i \ L i )) ⊆ int(N i \ L i ) for some n ∈ N and all i ∈ Z, thus {cl(N i \ L i )} i is an isolating neighborhood sequence.
(2) f (
. We say that (N i , L i ) i is an index pair sequence for {V i } i if the following condition holds instead of (1)( in particular (1 ′ ) implies (1)):
Remark 2.3. If S is an isolated invariant set, V is an isolating neighborhood and (N, L) is an index pair for S, then we may set
for some n is easily satisfied since X is a locally compact metric space). Therefore, we can say that isolating neighborhoods and index pairs are particular cases of isolating neighborhood sequences and index pair sequences, respectively.
Theorem 2.4 (Existence of index pair sequences). If
Proof. Since {V i } i is an isolating neighborhood sequence, there exists n ∈ N such that OI n (V i ) ⊆ intV i , for all i ∈ Z. Define:
for each i ∈ Z. We would like to check that (N i , L i ) i satisfies the axioms (1 ′ ), (2) and (3) from Definition 2.2, so it constitutes an index pair sequence.
On the other hand, since
Example 2.5. The Smale's U-horseshoe is obtained by continuously transforming the square Q of vertices A, B, C, D into the horseshoe shaped region of vertices f (A), f (B), f (C), f (D) as in Figure 2 .1. The two components of f −1 (Q) ∩ Q are denoted by V 0 and V 1 . There are no extra assumptions of uniformly stretching and shrinking of the edges but we do require that:
for any choice of i, j, k ∈ {0, 1} (these conditions are obviously satisfied if we impose hyperbolicity on the dynamical system). Under this condition, the invariant set S of Q is an isolated invariant set (not necessarily a Cantor set) and its cover is V = {V 0 , V 1 }. If a = (a i ) i∈Z is any bi-infinite sequence of symbols in {0, 1}, then {V ai } i∈Z is an isolating neighborhood sequence: for n = 1, OI n (V ai ) ⊆ intV ai due to (2.2). Now define 
Example 2.6. We will consider a dispersed billiard in a two-dimensional domain of R 2 or of the two-dimensional torus (see [BuSi] , [Bu] ). Let Q denote a two-dimensional open bounded connected domain on R 2 or on the two-dimensional torus with Euclidean metric, whose boundary is a finite union of smooth non-self-intersecting curves either closed or having common end-points. There exists a framing of each boundary curve by unit normal vectors pointing inside Q. For a dispersed billiard, by definition, the curvature of each component of the boundary is strictly positive. We will consider the dynamical q Fig. 2 .2. The dispersed billiard system system corresponding to the inertial motion of a particle inside Q with elastic reflection at the boundary (see Figure 2. 
2.).
This is modeled as follows. Let M be the unit tangent bundle over Q, π: M → Q the natural projection and M 1 the set of all points x of the boundary of M such that x is not orthogonal to n(q), where q = π(x). The position q and the velocity v of the particle at the boundary are described by a unit vector x = (q, v) ∈ M 1 , while T (x) represents position and velocity in the instant right after the first reflection. We may restrict ourselves to M 1 in order to obtain T : M 1 → M 1 a well defined map. Bunimovich and Sinai have proved the existence of a countable Markov partition for dispersed billiards (see [BuSi] ). The invariant set S of M (or of M 1 ) is not isolated. Let us denote V = {V 1 , V 2 , . . . , V n , . . .} the collection of all of the rectangles of the partition. If a = (a i ) i∈Z is a bi-infinite sequence of symbols in {1, 2, . . . , n, . . .} then {V ai } i∈Z is an isolating neighborhood sequence: for
The same conclusion holds if we assume that V represents only a partition of M 1 into countably many pairwise disjoint (mod 0) compact pieces satisfying the condition:
for any choice of i, j, k ∈ {1, 2, . . . , n, . . .}, without being properly a Markov partition.
In the sequel, we construct a Conley index type of invariant for each isolating neighborhood sequence generated by the decomposition V, in order to obtain a detailed description of the dynamics on S.
On W we define an equivalence relation:
We proceed to the following construction:
Step 1. Consider the restriction of f :
which induces the homomorphism
Step 2. By the condition (2) of Definition 2.2 and the strong excision property for the Alexander-Spanier cohomology (see [Sp] , p. 318), the inclusion
Step 3. Now we define the transfer map
where
At this point we have obtained a system of R-modules and connecting homomorphisms (2.4)
Now we apply a Leray functor and we obtain (2.5)
where all M i are R-modules and χ
The inclusion map
) induces an isomorphism due to the strong excision property of the Alexander-Spanier cohomology
which is well defined by (2.8) and induces the homomorphism
To simplify notation, we set up ( 
) and H * ( N i , L i ) from the above diagram, we obtain: 
where the slanted arrows are the homomorphisms (
Step 2.
for all k ∈ N and i ∈ Z. Note that (A 
Step 1 and consequently, Con
Step 1, so we conclude that
We have the following commutative diagram of inclusions: (N i , L i ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
by
Step 1 and Step 2 we conclude that
Now we define the index pair sequence (N
and L 
Step 3 for each of them, we finally conclude that
Step 5. Suppose that the index pair sequences (
, respectively, do not satisfy any extra assumptions. By
Step 4 we have that
if n 1 is large enough and
On the other hand,
. This ends the proof of the theorem.
Example 2.9. We return to the horseshoe and the billiard system in Example 2.5 and Example 2.6, respectively . For both of the examples, for all (a i ) i and i ∈ Z we compute:
0 otherwise The system (2.4) at level 1 becomes: (2.14)
. . .
and is the zero object of S at every other level. The system (2.14) already represents a graded directed system of modules and isomorphisms so it stays the same after applying the functor L. Thus the Conley index Con
is zero at every level k = 1 and at level k = 1 takes the form of the system (2.18) or of the pair (Z, ±id).
3. Properties of the index. We will show that the fundamental properties satisfied by the Conley index in general still hold for this index.
Proof. Suppose by contradiction that OI(V 0 ) = ∅. By the finite intersection property, there exists n > 0 such that OI n (V 0 ) = ∅. There also exists m > n such that OI m (V i ) ⊆ intV i for all i ∈ Z. As in the proof of Theorem 2.4, we can obtain (N i , L i ) i∈Z an index pair sequence for
Thus the directed system of R-modules and homomorphisms (2.4) becomes:
Applying L to this graded directed system of modules and homomorphism we obtain:
contradiction to our hypothesis.
Theorem 3.2 (Summation property). Assume that {V
, when we apply the Leray functor (see Proposition 2.2.3 in [Gi3] ) we obtain
which concludes our proof.
The continuation property holds under special conditions on the nature of the index pair sequence {V i } i . If δ > 0 and A is a closed subset of X, A(δ) will denote the closed δ-neighborhood of A defined by
Denote:
Let Λ be a compact interval in R and f : Λ × X → Λ × X a homeomorphism which is parameter preserving, i.e. f ({λ} × X) ⊆ {λ} × X for each λ ∈ Λ. The map f λ : X → X is defined by f (λ, x) = (λ, f λ (x)) for each λ ∈ Λ and it is a homeomorphism of X.
Proof. Let δ 1 , δ 2 > 0 and m ∈ N such that OI m fµ (V i (2δ 1 ))(δ 2 ) ⊆ intV i for all i ∈ Z and cl( i V i (δ 1 )) is compact. Since f is uniformly continuous on Λ × cl( i V i (2δ 1 )) then, there exists η > 0 (with η < δ 2 ) such that for all λ ∈ Λ with |λ − µ| < η and all x, y ∈ cl(
Theorem 3.4. If {f λ } λ is as above and there exists {V i } i an isolating neighborhood sequence in
Proof. Let δ 1 , δ 2 > 0 and n ∈ N such that OI n (V i (3δ 1 ))(δ 2 ) ⊆ intV i for all i ∈ Z. We can assume that δ 1 = δ 2 . Since f is uniformly continuous on Λ × cl( i V i (3δ 1 )), (3.3) there exists δ > 0 (with δ < δ 1 ) such that if x, y ∈ cl( i V i (3δ 1 )) with d(x, y) < δ,
Applying the uniform continuity of f on Λ × cl( i V i (3δ 1 )) one more time we obtain that:
(3.4) there exists η > 0 such that if |λ − µ| < η and
For convenience, we will fix µ ∈ Λ and denote f µ by f from now on. Define:
We claim that for every λ ∈ (µ−η, µ+η) there exists an index pair sequence (N λ i , L λ i ) i for {V i } i with respect to f λ such that:
is an index pair sequence for {V i } i with respect to f λ follow similarly. It remains to prove (3.5).
ends the proof of (3.5). Now we would like to prove (3.6) and (3.7). In order to do this, fix κ ∈ (µ − η, µ + η) and prove that for all λ ∈ (µ − η, µ + η), the following inclusions hold:
It is enough to prove that
, ending the proof of the above claim.
i . This ends the proof of the claim.
The other two inclusions follow similarly.
We obtain a homotopy commutative diagram with vertical rows inclusions 
. . The next statement is also a version of Corollary 1 in [Sr] and partially extends Theorem 2.3 in [MiMr2] and Theorem 1.1 in [CaKwMi] .Let κ denote the ordinal number of V and let Σ denote the space of all bi-infinite sequences of symbols in {1, 2, . . . , κ} and σ the shift map. Let A = {α ij } i,j∈{1,2,...,κ} be a κ × κ (possible infinite) matrix with entries in {0, 1} and Σ A = {a = (a i ) i∈Z ∈ Σ | α aiai+1 = 1 for all i in Z}. Consider the restriction σ A of σ on Σ A . The proofs for Theorem 4.1 and Corollary 4.2 are very similar to that of Theorem 1 and Corollary 3 in [Sr] , therefore they are omitted. Details can be found in [Gi3] .
Compared to Theorem 1.1 in [CaKwMi] , this corollary produces a semi-conjugacy of (S, f ) (rather than (S, f d ) for some d) and a shift-space, providing a more detailed description of the dynamics. Compared to Corollary 3 in [Sr] , it has the advantage of using data independent of the choice of compact pairs and invariant under small perturbations of the map. for all i, j, ∈ {0, 1, 2, . . .}. We have chosen Z 2 coefficients for simplicity.
Under the above conditions, by Corollary 4.3 we obtain the existence of a semiconjugacy φ: s → Σ (where Σ represents the full-shift space on symbols {0, 1, 2, . . .} ) with the properties that φ • f = σ • f and the preimage of each periodic orbit for σ contains a periodic orbit for f .
