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ABSTRACT : We consider the problem of predicting as well as the best linear combi-
nation of d given functions in least squares regression under L∞ constraints on the linear
combination. When the input distribution is known, there already exists an algorithm hav-
ing an expected excess risk of order d/n, where n is the size of the training data. Without
this strong assumption, standard results often contain a multiplicative log n factor, com-
plex constants involving the conditioning of the Gram matrix of the covariates, kurtosis
coefficients or some geometric quantity characterizing the relation between L2 and L∞-
balls and require some additional assumptions like exponential moments of the output.
This work provides a PAC-Bayesian shrinkage procedure with a simple excess risk
bound of order d/n holding in expectation and in deviations, under various assumptions.
The common surprising factor of these results is their simplicity and the absence of ex-
ponential moment condition on the output distribution while achieving exponential de-
viations. The risk bounds are obtained through a PAC-Bayesian analysis on truncated
differences of losses. We also show that these results can be generalized to other strongly
convex loss functions.
2000 MATHEMATICS SUBJECT CLASSIFICATION: 62J05, 62J07.
KEYWORDS: Linear regression, Generalization error, Shrinkage, PAC-Bayesian theo-
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INTRODUCTION
OUR STATISTICAL TASK. Let Z1 = (X1, Y1), . . . , Zn = (Xn, Yn) be n ≥ 2
pairs of input-output and assume that each pair has been independently drawn
from the same unknown distribution P . Let X denote the input space and let the
output space be the set of real numbers R, so that P is a probability distribution
on the product space Z , X × R. The target of learning algorithms is to predict
the output Y associated with an input X for pairs Z = (X, Y ) drawn from the
distribution P . The quality of a (prediction) function f : X → R is measured by
the least squares risk:
R(f) , EZ∼P
{
[Y − f(X)]2}.
Through the paper, we assume that the output and all the prediction functions we
consider are square integrable. Let Θ be a closed convex set of Rd, and ϕ1, . . . , ϕd
be d prediction functions. Consider the regression model
F =
{
fθ =
d∑
j=1
θjϕj; (θ1, . . . , θd) ∈ Θ
}
.
The best function f ∗ in F is defined by
f ∗ =
d∑
j=1
θ∗jϕj ∈ argmin
f∈F
R(f). (0.1)
Such a function always exists but is not necessarily unique. Besides it is unknown
since the probability generating the data is unknown.
We will study the problem of predicting (at least) as well as function f ∗. In other
words, we want to deduce from the observations Z1, . . . , Zn a function fˆ having
with high probability a risk bounded by the minimal risk R(f ∗) on F plus a small
remainder term, which is typically of order d/n. Except in particular settings (e.g.,
when Θ is a probability simplex5 and d ≥ √n), it is known that the convergence
rate d/n cannot be improved in a minimax sense (see [25], and [27] for related
results).
More formally, the target of the paper is to develop estimators fˆ for which the
excess risk is controlled in deviations, i.e., such that for an appropriate constant
5This corresponds to the convex aggregation problem, which has been widely studied by several
authors since the work of Nemirovski and Judisky [22, 18]. This particular setting is not the topic
of this paper, but our results apply to it, and correspond to the minimax optimal rate for d ≤ √n.
For d >
√
n, the minimax optimal rate of convex aggregation is
√
log(1 + d/
√
n)/n, which is
not achieved by our procedure.
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κ > 0, for any ε > 0, with probability at least 1− ε,
R(fˆ)− R(f ∗) ≤ κd+ log(ε
−1)
n
. (0.2)
Note that by integrating the deviations (using the identity EW = ∫ +∞
0
P(W >
t)dt which holds true for any nonnegative random variable W ), Inequality (0.2)
implies
ER(fˆ)− R(f ∗) ≤ κd+ 1
n
. (0.3)
In this work, we do not assume that the function
f (reg) : x 7→ E[Y |X = x],
which minimizes the risk R among all possible measurable functions, belongs to
the model F. So we might have f ∗ 6= f (reg) and in this case, bounds of the form
ER(fˆ)−R(f (reg)) ≤ C[R(f ∗)− R(f (reg))] + κd
n
, (0.4)
with a constantC larger than 1 do not even ensure that ER(fˆ) tends toR(f ∗) when
n goes to infinity. This kind of bounds withC > 1 have been developed to analyze
nonparametric estimators using linear approximation spaces, in which case the
dimension d is a function of n chosen so that the bias term R(f ∗)− R(f (reg)) has
the order d/n of the estimation term (see [16] and references within). Here we
intend to assess the generalization ability of the estimator even when the model
is misspecified (namely when R(f ∗) > R(f (reg))). Moreover we do not assume
either that Y − f (reg)(X) and X are independent.
Notation. When Θ = Rd, the function f ∗ and the space F will be written f ∗lin
and Flin to emphasize that F is the whole linear space spanned by ϕ1, . . . , ϕd:
Flin = span{ϕ1, . . . , ϕd} and f ∗lin ∈ argmin
f∈Flin
R(f).
The Euclidean norm will simply be written as ‖ · ‖, and 〈·, ·〉 will be its associated
inner product. We will consider the vector valued function ϕ : X → Rd defined
by ϕ(X) =
[
ϕk(X)
]d
k=1
, so that for any θ ∈ Θ, we have
fθ(X) = 〈θ, ϕ(X)〉.
The Gram matrix is the d × d-matrix Q = E[ϕ(X)ϕ(X)T ], and its smallest and
largest eigenvalues will respectively be written as qmin and qmax. The empirical
risk of a function f is
r(f) =
1
n
n∑
i=1
[
f(Xi)− Yi
]2
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and for λ ≥ 0, the ridge regression estimator on F is defined by fˆ (ridge) = fθˆ(ridge)
with
θˆ(ridge) ∈ argmin
θ∈Θ
r(fθ) + λ‖θ‖2,
where λ is some nonnegative real parameter. In the case when λ = 0, the ridge
regression fˆ (ridge) is nothing but the empirical risk minimizer fˆ (erm). In the same
way, we introduce the optimal ridge function optimizing the expected ridge risk:
f˜ = fθ˜ with
θ˜ ∈ argmin
θ∈Θ
{
R(fθ) + λ‖θ‖2
}
. (0.5)
Finally, let Qλ = Q+ λI be the ridge regularization of Q, where I is the identity
matrix.
OUTLINE AND CONTRIBUTIONS. The paper is organized as follows. Section 1
is a survey on risk bounds in linear least squares regression. Theorems 1.3 and
1.5 are the results which come closer to our target. Section 2 presents our main
result on linear least squares regression. Section 3 gives risk bounds for general
loss functions from which the results of Section 2 are derived. Appendix A shows
that (0.2) cannot hold under the only assumption that the variance of Y is finite,
even in the favorable situation where f (reg) belongs to F.
The main contribution of this paper is to show that an appropriate shrinkage
estimator involving truncated differences of losses has an excess risk of order d/n
(without a logarithmic factor as it appears in numerous works), concentrating ex-
ponentially, which does not degrade when the matrix Q is ill-conditioned or when
some ratio of L2 and L∞ norms behaves badly or when the output distribution is
heavy-tailed. Our results tend to say that shrinkage and truncation lead to more
robust algorithms when we consider robustness with respect to the distribution of
the noise, and not to a potential contamination of the training data by input-output
pairs not generated by P .
1. VARIANTS OF KNOWN RESULTS
1.1. ORDINARY LEAST SQUARES AND EMPIRICAL RISK MINIMIZATION. The
ordinary least squares estimator is the most standard method in linear least squares
regression. It minimizes the empirical risk
r(f) =
1
n
n∑
i=1
[Yi − f(Xi)]2,
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among functions in Flin and produces
fˆ (ols) =
d∑
j=1
θˆ(ols)j ϕj,
with θˆ(ols) = [θˆ(ols)j ]dj=1 a column vector satisfying
XT X θˆ(ols) = XT Y, (1.1)
where Y = [Yj ]nj=1 and X = (ϕj(Xi))1≤i≤n,1≤j≤d. It is well-known that
• the linear system (1.1) has at least one solution, and in fact, the set of so-
lutions is exactly {X+ Y+u; u ∈ ker X}; where X+ is the Moore-Penrose
pseudoinverse of X and ker X is the kernel of the linear operator X.
• X θˆ(ols) is the (unique) orthogonal projection of the vector Y ∈ Rn on the
image of the linear map X;
• if supx∈XVar(Y |X = x) = σ2 < +∞, we have (see [16, Theorem 11.1])
for any X1, . . . , Xn in X,
E
{
1
n
n∑
i=1
[
fˆ (ols)(Xi)− f (reg)(Xi)
]2∣∣∣∣X1, . . . , Xn
}
− min
f∈Flin
1
n
n∑
i=1
[
f(Xi)− f (reg)(Xi)
]2 ≤ σ2 rank(X)
n
≤ σ2 d
n
, (1.2)
where we recall that f (reg) : x 7→ E[Y |X = x] is the optimal regression
function, and that when this function belongs to Flin (i.e., f (reg) = f ∗lin), the
minimum term in (1.2) vanishes;
• from Pythagoras’ theorem for the (semi)norm W 7→ √EW 2 on the space
of the square integrable random variables,
R(fˆ (ols))− R(f ∗lin)
= E
[
fˆ (ols)(X)− f (reg)(X)∣∣Z1, . . . , Zn]2 − E[f ∗lin(X)− f (reg)(X)]2.
(1.3)
The analysis of the ordinary least squares often stops at this point in classical sta-
tistical textbooks. (Besides, to simplify, the strong assumption f (reg) = f ∗lin is often
made.) This can be misleading since Inequality (1.2) does not imply a d/n upper
bound on the risk of fˆ (ols). Nevertheless the following result holds [16, Theorem
11.3].
6
THEOREM 1.1 If supx∈XVar(Y |X = x) = σ2 < +∞ and
‖f (reg)‖∞ = sup
x∈X
|f (reg)(x)| ≤ H
for some H > 0, then the truncated estimator fˆ (ols)H = (fˆ (ols) ∧H) ∨ −H satisfies
ER(fˆ (ols)H ) − R(f (reg)) ≤ 8[R(f ∗lin) − R(f (reg))] + κ
(σ2 ∨H2)d logn
n
(1.4)
for some numerical constant κ.
Using PAC-Bayesian inequalities, Catoni [10, Proposition 5.9.1] has proved a
different type of results on the generalization ability of fˆ (ols).
THEOREM 1.2 Let F′ ⊂ Flin be such that for some positive constants a,M,M ′:
• there exists f0 ∈ F′ s.t. for any x ∈ X,
E
{
exp
[
a
∣∣Y − f0(X)∣∣] ∣∣∣X = x} ≤M ;
• for any f1, f2 ∈ F′, supx∈X |f1(x)− f2(x)| ≤ M ′.
Let Q = E
[
ϕ(X)ϕ(X)T
]
and Qˆ =
[
1
n
∑n
i=1 ϕ(Xi)ϕ(Xi)
T
]
be respectively the
expected and empirical Gram matrices. If detQ 6= 0, then there exist positive
constants C1 and C2 (depending only on a, M and M ′) such that with probability
at least 1− ε, as soon as{
f ∈ Flin : r(f) ≤ r(fˆ (ols)) + C1 d
n
}
⊂ F′, (1.5)
we have
R(fˆ (ols))− R(f ∗lin) ≤ C2
d+ log(ε−1) + log(det Qˆ
detQ
)
n
.
This result can be understood as follows. Let us assume we have some prior
knowledge suggesting that f ∗lin belongs to the interior of a set F′ ⊂ Flin (e.g.,
a bound on the coefficients of the expansion of f ∗lin as a linear combination of
ϕ1, . . . , ϕd). It is likely that (1.5) holds, and it is indeed proved in Catoni [10,
section 5.11] that the probability that it does not hold goes to zero exponentially
fast with n in the case when F′ is a Euclidean ball. If it is the case, then we know
that the excess risk is of order d/n up to the unpleasant ratio of determinants,
which, fortunately, almost surely tends to 1 as n goes to infinity.
By using localized PAC-Bayes inequalities introduced in Catoni [9, 11], one can
derive from Inequality (6.9) and Lemma 4.1 of Alquier [1] the following result.
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THEOREM 1.3 Let qmin be the smallest eigenvalue of the Gram matrix Q =
E
[
ϕ(X)ϕ(X)T
]
. Assume that there exist a function f0 ∈ Flin and positive con-
stants H and C such that
‖f ∗lin − f0‖∞ ≤ H.
and |Y | ≤ C almost surely.
Then for an appropriate randomized estimator requiring the knowledge of f0,
H and C, for any ε > 0 with probability at least 1 − ε w.r.t. the distribution
generating the observations Z1, . . . , Zn and the randomized prediction function
fˆ , we have
R(fˆ)−R(f ∗lin) ≤ κ(H2 + C2)
d log(3q−1min) + log
[
(logn)ε−1
]
n
, (1.6)
for some κ not depending on d and n.
Using the result of [10, Section 5.11], one can prove that Alquier’s result still
holds for fˆ = fˆ (ols), but with κ also depending on the determinant of the prod-
uct matrix Q. The log[log(n)] factor is unimportant and could be removed in
the special case quoted here (it comes from a union bound on a grid of pos-
sible temperature parameters, whereas the temperature could be set here to a
fixed value). The result differs from Theorem 1.2 essentially by the fact that
the ratio of the determinants of the empirical and expected product matrices has
been replaced by the inverse of the smallest eigenvalue of the quadratic form
θ 7→ R(∑dj=1 θjϕj) − R(f ∗lin). In the case when the expected Gram matrix is
known, (e.g., in the case of a fixed design, and also in the slightly different context
of transductive inference), this smallest eigenvalue can be set to one by choosing
the quadratic form θ 7→ R(fθ) − R(f ∗lin) to define the Euclidean metric on the
parameter space.
Localized Rademacher complexities [19, 6] allow to prove the following prop-
erty of the empirical risk minimizer.
THEOREM 1.4 Assume that the input representation ϕ(X), the set of parameters
and the output Y are almost surely bounded, i.e., for some positive constants H
and C,
sup
θ∈Θ
‖θ‖ ≤ 1
ess sup ‖ϕ(X)‖ ≤ H,
and
|Y | ≤ C a.s..
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Let ν1 ≥ · · · ≥ νd be the eigenvalues of the Gram matrix Q = E
[
ϕ(X)ϕ(X)T
]
.
The empirical risk minimizer satisfies for any ε > 0, with probability at least 1−ε:
R(fˆ (erm))− R(f ∗) ≤ κ(H + C)2
min
0≤h≤d
(
h+
√
n
(H+C)2
∑
i>h νi
)
+ log(ε−1)
n
≤ κ(H + C)2 rank(Q) + log(ε
−1)
n
,
where κ is a numerical constant.
PROOF. The result is a modified version of Theorem 6.7 in [6] applied to the linear
kernel k(u, v) = 〈u, v〉/(H +C)2. Its proof follows the same lines as in Theorem
6.7 mutatis mutandi: Corollary 5.3 and Lemma 6.5 should be used as intermedi-
ate steps instead of Theorem 5.4 and Lemma 6.6, the nonzero eigenvalues of the
integral operator induced by the kernel being the nonzero eigenvalues of Q. 
When we know that the target function f ∗lin is inside some L∞ ball, it is natu-
ral to consider the empirical risk minimizer on this ball. This allows to compare
Theorem 1.4 to excess risk bounds with respect to f ∗lin.
Finally, from the work of Birgé and Massart [7], we may derive the following
risk bound for the empirical risk minimizer on a L∞ ball (see Appendix B).
THEOREM 1.5 Assume that F has a diameter upper bounded by H for the L∞-
norm, i.e., for any f1, f2 in F, supx∈X |f1(x) − f2(x)| ≤ H and there exists a
function f0 ∈ F satisfying the exponential moment condition:
for any x ∈ X, E
{
exp
[
A−1
∣∣Y − f0(X)∣∣] ∣∣∣X = x} ≤ M, (1.7)
for some positive constants A and M . Let
B˜ = inf
φ1,...,φd
sup
θ∈Rd−{0}
‖∑dj=1 θjφj‖2∞
‖θ‖2∞
where the infimum is taken with respect to all possible orthonormal basis of F for
the dot product 〈f1, f2〉 = Ef1(X)f2(X) (when the set F admits no basis with
exactly d functions, we set B˜ = +∞). Then the empirical risk minimizer satisfies
for any ε > 0, with probability at least 1− ε:
R(fˆ (erm))− R(f ∗) ≤ κ(A2 +H2)d log[2 + (B˜/n) ∧ (n/d)] + log(ε
−1)
n
,
where κ is a positive constant depending only on M .
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This result comes closer to what we are looking for: it gives exponential devi-
ation inequalities of order at worse d log(n/d)/n. It shows that, even if the Gram
matrix Q has a very small eigenvalue, there is an algorithm satisfying a conver-
gence rate of order d log(n/d)/n. With this respect, this result is stronger than
Theorem 1.3. However there are cases in which the smallest eigenvalue of Q is
of order 1, while B˜ is large (i.e., B˜  n). In these cases, Theorem 1.3 does not
contain the logarithmic factor which appears in Theorem 1.5.
1.2. PROJECTION ESTIMATOR. When the input distribution is known, an al-
ternative to the ordinary least squares estimator is the following projection esti-
mator. One first finds an orthonormal basis of Flin for the dot product 〈f1, f2〉 =
Ef1(X)f2(X), and then uses the projection estimator on this basis. Specifically,
if φ1, . . . , φd form an orthonormal basis of Flin, then the projection estimator on
this basis is:
fˆ (proj) =
d∑
j=1
θˆ(proj)j φj ,
with
θˆ(proj) =
1
n
n∑
i=1
Yiφj(Xi).
The following excess risk bound of order d/n for this estimator is Theorem 4 in
[25] up to minor changes in the assumptions.
THEOREM 1.6 If supx∈XVar(Y |X = x) = σ2 < +∞ and
‖f (reg)‖∞ = sup
x∈X
|f (reg)(x)| ≤ H < +∞,
then we have
ER(fˆ (proj))− R(f ∗lin) ≤ (σ2 +H2)
d
n
. (1.8)
1.3. PENALIZED LEAST SQUARES ESTIMATOR. It is well established that pa-
rameters of the ordinary least squares estimator are numerically unstable, and that
the phenomenon can be corrected by adding an L2 penalty ([20, 23]). This solu-
tion has been labeled ridge regression in statistics ([17]), and consists in replacing
fˆ (ols) by fˆ (ridge) = fθˆ(ridge) with
θˆ(ridge) ∈ argmin
θ∈Rd
{
r(fθ) + λ
d∑
j=1
θ2j
}
,
10
where λ is a positive parameter. The typical value of λ should be small to avoid
excessive shrinkage of the coefficients, but not too small in order to make the
optimization task numerically more stable.
Risk bounds for this estimator can be derived from general results concerning
penalized least squares on reproducing kernel Hilbert spaces ([8]), but as it is
shown in Appendix C, this ends up with complicated results having the desired
d/n rate only under strong assumptions.
Another popular regularizer is the L1 norm. This procedure is known as Lasso
[24] and is defined by
θˆ(lasso) ∈ argmin
θ∈Rd
{
r(fθ) + λ
d∑
j=1
|θj|
}
.
As the L2 penalty, the L1 penalty shrinks the coefficients. The difference is that
for coefficients which tend to be close to zero, the shrinkage makes them equal to
zero. This allows to select relevant variables (i.e., find the j’s such that θ∗j 6= 0).
If we assume that the regression function f (reg) is a linear combination of only
d∗  d variables/functions ϕj’s, the typical result is to prove that the risk of
the Lasso estimator for λ of order
√
(log d)/n is of order (d∗ log d)/n. Since this
quantity is much smaller than d/n, this makes a huge improvement (provided
that the sparsity assumption is true). This kind of results usually requires strong
conditions on the eigenvalues of submatrices of Q, essentially assuming that the
functions ϕj are near orthogonal. We do not know to which extent these conditions
are required. However, if we do not consider the specific algorithm of Lasso, but
the model selection approach developed in [1], one can change these conditions
into a single condition concerning only the minimal eigenvalue of the submatrix of
Q corresponding to relevant variables. In fact, we will see that even this condition
can be removed.
1.4. CONCLUSION OF THE SURVEY. Previous results clearly leave room to im-
provements. The projection estimator requires the unrealistic assumption that the
input distribution is known, and the result holds only in expectation. Results using
L1 or L2 regularizations require strong assumptions, in particular on the eigenval-
ues of (submatrices of) Q. Theorem 1.1 provides a (d logn)/n convergence rate
only when the R(f ∗lin) − R(f (reg)) is at most of order (d logn)/n. Theorem 1.2
gives a different type of guarantee: the d/n is indeed achieved, but the random
ratio of determinants appearing in the bound may raise some eyebrows and forbid
an explicit computation of the bound and comparison with other bounds. Theorem
1.3 seems to indicate that the rate of convergence will be degraded when the Gram
matrix Q is unknown and ill-conditioned. Theorem 1.4 does not put any assump-
tion on Q to reach the d/n rate, but requires particular boundedness constraints
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on the output. Finally, Theorem 1.5 comes closer to what we are looking for. Yet
there is still an unwanted logarithmic factor, and the result holds only when the
output has uniformly bounded conditional exponential moments, which as we will
show is not necessary.
Our recent work [4] provides a risk bound for ridge regression showing the
benefit on the effective dimension of the shrinkage parameter λ and being of or-
der d/n (without logarithmic factor). The work [4] also proposes a robust esti-
mator for linear least squares, which satisfies a d/n excess risk bound without
logarithmic factor, but with constants involving several kurtosis coefficients. As
discussed in Section 3.2 of [4], depending on the basis functions and the distribu-
tion P , these kurtosis coefficients typically behave either as numerical constants
or
√
d (but worse non-asymptotic behaviors of these constants can also occur).
Finally, several works, and in particular those cited in Section 1.1, have con-
sidered the problem of model selection where several linear spaces are simultane-
ously considered, and the goal is to predict as well as the best function in the union
of the linear spaces. Only a few of them considered the case of outputs having only
finite conditional moments (and not finite conditional exponential moments). This
is the case of [5] in the fixed design setting and [26] in the random design setting.
The excess risk bounds there are typically of order d/n with d the dimension of
the “best” linear space, but holds in expectation and essentially when the optimal
regression function f (reg) belongs to the union of linear spaces.
2. A SIMPLE TIGHT RISK BOUND FOR A SOPHISTICATED PAC-BAYES
ALGORITHM
In this section, we provide a sophisticated estimator, having a simple theoret-
ical excess risk bound, with neither a logarithmic factor, nor complex constants
involving the conditioning of Q, kurtosis coefficients or some geometric quantity
characterizing the relation between L2 and L∞-balls.
We consider that the set Θ is bounded so that we can define the “prior” distri-
bution pi as the uniform distribution on F (i.e., the one induced by the Lebesgue
distribution on Θ ⊂ Rd renormalized to get pi(F) = 1). Let λ > 0 and
Wi(f, f
′) = λ
{[
Yi − f(Xi)
]2 − [Yi − f ′(Xi)]2}.
Introduce
Eˆ(f) = log
∫
pi(df ′)∏n
i=1[1−Wi(f, f ′) + 12Wi(f, f ′)2]
. (2.1)
We consider the “posterior” distribution pˆi on the set F with density:
dpˆi
dpi
(f) =
exp[−Eˆ(f)]∫
exp[−Eˆ(f ′)]pi(df ′) . (2.2)
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To understand intuitively why this distribution concentrates on functions with low
risk, one should think that when λ is small enough, 1 −Wi(f, f ′) + 12Wi(f, f ′)2
is close to e−Wi(f,f ′), and consequently
Eˆ(f) ≈ λ
n∑
i=1
[Yi − f(Xi)]2 + log
∫
pi(df ′) exp
{
−λ
n∑
i=1
[
Yi − f ′(Xi)
]2}
,
and
dpˆi
dpi
(f) ≈ exp{−λ
∑n
i=1[Yi − f(Xi)]2}∫
exp{−λ∑ni=1[Yi − f ′(Xi)]2}pi(df ′) .
The following theorem gives a d/n convergence rate for the randomized algorithm
which draws the prediction function from F according to the distribution pˆi.
THEOREM 2.1 Assume that F has a diameter upper bounded by H for the L∞-
norm:
sup
f1,f2∈F,x∈X
|f1(x)− f2(x)| ≤ H (2.3)
and that, for some σ > 0,
sup
x∈X
E
{
[Y − f ∗(X)]2∣∣X = x} ≤ σ2 < +∞. (2.4)
Let fˆ be a prediction function drawn from the distribution pˆi defined in (2.2) and
depending on the parameter λ > 0. Then for any 0 < η′ < 1 − λ(2σ + H)2
and ε > 0, with probability (with respect to the distribution P⊗npˆi generating the
observations Z1, . . . , Zn and the randomized prediction function fˆ ) at least 1− ε,
we have
R(fˆ)− R(f ∗) ≤ (2σ +H)2 C1d+ C2 log(2ε
−1)
n
with
C1 =
log( (1+η)
2
η′(1−η)
)
η(1− η − η′) and C2 =
2
η(1− η − η′) and η = λ(2σ +H)
2.
In particular for λ = 0.32(2σ +H)−2 and η′ = 0.18, we get
R(fˆ)− R(f ∗) ≤ (2σ +H)2 16.6 d+ 12.5 log(2ε
−1)
n
.
Besides if f ∗ ∈ argminf∈FlinR(f), then with probability at least 1− ε, we have
R(fˆ)− R(f ∗) ≤ (2σ +H)2 8.3 d+ 12.5 log(2ε
−1)
n
.
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PROOF. This is a direct consequence of Theorem 3.5 (page 21), Lemma 3.3
(page 19) and Lemma 3.6 (page 23). 
If we know that f ∗lin belongs to some bounded ball in Flin, then one can define a
bounded F as this ball, use the previous theorem and obtain an excess risk bound
with respect to f ∗lin.
REMARK 2.1 Let us discuss this result. On the positive side, we have a d/n con-
vergence rate in expectation and in deviations. It has no extra logarithmic factor.
It does not require any particular assumption on the smallest eigenvalue of the
covariance matrix. To achieve exponential deviations, a uniformly bounded sec-
ond moment of the output knowing the input is surprisingly sufficient: we do not
require the traditional exponential moment condition on the output. Appendix A
(page 34) argues that the uniformly bounded conditional second moment assump-
tion cannot be replaced with just a bounded second moment condition.
On the negative side, the estimator is rather complicated. With nowadays com-
puters and numerical methods, it seems impossible to get a good approximation
of it even when the dimension d is small. Nevertheless, in presence of a heavy-
tailed noise distribution, it can be a way to move from the empirical risk minimizer
(which is the baseline estimator for linear regression) in the right direction (that
is in a direction in which one can find an estimator having a smaller risk than
the one of the empirical risk minimizer). When the target is to predict as well as
the best linear combination f ∗lin up to a small additive term, the estimator requires
the knowledge of a L∞-bounded ball in which f ∗lin lies and an upper bound on
supx∈X E
{
[Y − f ∗lin(X)]2
∣∣X = x}. The looser this knowledge is, the bigger the
constant in front of d/n is. Note that the possible lack of knowledge of H and σ
call for a model selection algorithm, which goes beyond the scope of this work.
In practice, a careful application of (cross-)validation ideas would probably be
sufficient to select these parameters.
REMARK 2.2 The proposed randomized estimator is more complex than the clas-
sical Gibbs estimator (that is the one with exponential weights involving the em-
pirical risk). Even if the paper does not prove it, (we believe that) the classical
Gibbs estimator cannot be robust to heavy-tailed noise. This belief is motivated
by the same arguments as the ones used in [12] to show the absence of robustness
of the empirical mean estimator. In absence of heavy-tailed noise, the classical
Gibbs estimator satisfies a similar result to Theorem 2.1, given in Theorem 3.2.
Our randomized algorithm consists in drawing the prediction function accord-
ing to pˆi. As usual, by convexity of the loss function, the risk of the deterministic
estimator fˆdeterm =
∫
fpˆi(df) satisfies R(fˆdeterm) ≤
∫
R(f)pˆi(df), so that, after
some computations, one can prove that for any ε > 0, with probability at least
14
1− ε:
R(fˆdeterm)− R(f ∗lin) ≤ κ(2σ +H)2
d+ log(ε−1)
n
,
for some appropriate numerical constant κ > 0.
REMARK 2.3 We consider a “prior” distribution pi, which is a uniform distri-
bution on F. In presence of sparsity (when only a small number of the coeffi-
cients θ∗j in (0.1) are nonzero), alternative prior distributions (of Laplace form)
are useful in fixed design regression [13, 14, 2] and in the random design scenario
[15, 2]. When the coefficient vector θ∗ is non-sparse (which is not the focus of
these works), the latter papers prove a d logn
n
risk bound when the noise distribu-
tion admits at least sub-exponential tails.
REMARK 2.4 Theorem 2.1 expresses boundedness in terms of the L∞ diameter
of the set of functions F. Besides, (2.4) implies that the function f (reg) : x 7→
E[Y |X = x] satisfies f (reg)(X) − f ∗(X) ≤ σ almost surely. By using Lemma
3.7 (page 23) instead of Lemma 3.6 (page 23), Theorem 2.1 still holds without
assuming (2.3) and (2.4), when replacing (2σ +H)2 with
V =
[
2
√
sup
f∈Flin:E[f(X)2]=1
E
(
f(X)2[Y − f ∗(X)]2)
+
√
sup
f ′,f ′′∈F
E
(
[f ′(X)− f ′′(X)]2)√ sup
f∈Flin:E[f(X)2]=1
E
[
f(X)4
]]2
.
The quantity V is finite when simultaneously, Θ is bounded, and for any j in
{1, . . . , d}, the quantities E[ϕ4j(X)] and E{ϕj(X)2[Y − f ∗(X)]2} are finite.
3. A GENERIC LOCALIZED PAC-BAYES APPROACH
3.1. NOTATION AND SETTING. In this section, we drop the restrictions of the
linear least squares setting considered so far in order to focus on the ideas under-
lying the estimator and the results presented in Section 2. To do this, we consider
that the loss incurred by predicting y′ while the correct output is y is ˜`(y, y′)
(and is not necessarily equal to (y − y′)2). The quality of a (prediction) function
f : X→ R is measured by its risk
R(f) = E
{
˜`
[
Y, f(X)
]}
.
We still consider the problem of predicting (at least) as well as the best function in
a given set of functions F (but F is not necessarily a subset of a finite dimensional
linear space). Let f ∗ still denote a function minimizing the risk among functions
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in F: f ∗ ∈ argminf∈F R(f). For simplicity, we assume that it exists. The excess
risk is defined as
R¯(f) = R(f)−R(f ∗).
Let ` : Z×F×F → R be a function such that `(Z, f, f ′) represents6 how worse
f predicts than f ′ on the dataZ. Let us introduce the real-valued random processes
L : (f, f ′) 7→ `(Z, f, f ′) and Li : (f, f ′) 7→ `(Zi, f, f ′), where Z,Z1, . . . , Zn
denote i.i.d. random variables with distribution P .
Let pi and pi∗ be two (prior) probability distributions on F. We assume the fol-
lowing integrability condition.
Condition I. For any f ∈ F, we have∫
E
{
exp[L(f, f ′)]
}n
pi∗(df ′) < +∞, (3.1)
and
∫
pi(df)∫
E
{
exp[L(f, f ′)]
}n
pi∗(df ′)
< +∞. (3.2)
We consider the real-valued processes
Lˆ(f, f ′) =
n∑
i=1
Li(f, f
′), (3.3)
Eˆ(f) = log
∫
exp
[
Lˆ(f, f ′)
]
pi∗(df ′), (3.4)
L[(f, f ′) = −n log
{
E
[
exp
(−L(f, f ′))]}, (3.5)
L](f, f ′) = n log
{
E
[
exp
(
L(f, f ′)
)]}
, (3.6)
and E](f) = log
{∫
exp
[
L](f, f ′)
]
pi∗(df ′)
}
. (3.7)
Essentially, the quantities Lˆ(f, f ′), L[(f, f ′) and L](f, f ′) represent how worse is
the prediction from f than from f ′ with respect to the training data or in expecta-
tion. By Jensen’s inequality, we have
L[ ≤ nE(L) = E(Lˆ) ≤ L]. (3.8)
The quantities Eˆ(f) and E](f) should be understood as some kind of (empirical
or expected) excess risk of the prediction function f with respect to an implicit
reference induced by the integral over F.
6While the natural choice in the least squares setting is `((X,Y ), f, f ′) = [Y − f(X)]2 −
[Y − f ′(X)]2, we will see that for heavy-tailed outputs, it is preferable to consider the following
soft-truncated version of it, up to a scaling factor λ > 0: `((X,Y ), f, f ′) = T
(
λ
[
(Y − f(X))2 −
(Y − f ′(X))2]), with T (x) = − log(1− x+ x2/2). Equality (3.4, page 16) corresponds to (2.1,
page 12) with this choice of function ` and for the choice pi∗ = pi.
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For a distribution ρ on F absolutely continuous w.r.t. pi, let dρ
dpi
denote the den-
sity of ρ w.r.t. pi. For any real-valued (measurable) function h defined on F such
that
∫
exp[h(f)]pi(df) < +∞, we define the distribution pih on F by its density:
dpih
dpi
(f) =
exp[h(f)]∫
exp[h(f ′)]pi(df ′)
. (3.9)
We will use the posterior distribution:
dpˆi
dpi
(f) =
dpi−Eˆ
dpi
(f) =
exp[−Eˆ(f)]∫
exp[−Eˆ(f ′)]pi(df ′) . (3.10)
Finally, for any β ≥ 0, we will use the following measures of the size (or com-
plexity) of F around the target function:
I
∗(β) = − log
{∫
exp
[−βR¯(f)]pi∗(df)}
and
I(β) = − log
{∫
exp
[−βR¯(f)]pi(df)}.
3.2. THE LOCALIZED PAC-BAYES BOUND. With the notation introduced in
the previous section, we have the following risk bound for any randomized esti-
mator.
THEOREM 3.1 Assume that pi, pi∗, F and ` satisfy the integrability conditions
(3.1) and (3.2, page 16). Let ρ be a (posterior) probability distribution on F ad-
mitting a density with respect to pi depending on Z1, . . . , Zn. Let fˆ be a prediction
function drawn from the distribution ρ. Then for any γ ≥ 0, γ∗ ≥ 0 and ε > 0,
with probability (with respect to the distribution P⊗nρ generating the observa-
tions Z1, . . . , Zn and the randomized prediction function fˆ ) at least 1− ε:∫ [
L[(fˆ , f) + γ∗R¯(f)
]
pi∗−γ∗R¯(df)− γR¯
(
fˆ
)
≤ I∗(γ∗)− I(γ)− log
{∫
exp
[−E](f)]pi(df)}
+ log
[
dρ
dpˆi
(
fˆ
)]
+ 2 log
(
2ε−1
)
. (3.11)
PROOF. See Section 4.2 (page 26). 
Some extra work will be needed to prove that Inequality (3.11) provides an
upper bound on the excess risk R¯(fˆ) of the estimator fˆ . As we will see in the next
sections, despite the −γR¯(fˆ) term and provided that γ is sufficiently small, the
left-hand side will be essentially lower bounded by λnR¯(fˆ), while, by choosing
ρ = pˆi, the estimator does not appear in the right-hand side.
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3.3. APPLICATION UNDER AN EXPONENTIAL MOMENT CONDITION. The es-
timator proposed in Section 2 and Theorem 3.1 seems rather unnatural (or at least
complicated) at first sight. The goal of this section is twofold. First it shows that
under exponential moment conditions (i.e., stronger assumptions than the ones in
Theorem 2.1 when the linear least square setting is considered), one can have a
much simpler estimator than the one consisting in drawing a function according to
the distribution (2.2) with Eˆ given by (2.1) and yet still obtain a d/n convergence
rate. Secondly it illustrates Theorem 3.1 in a different and simpler way than the
one we will use to prove Theorem 2.1.
In this section, we consider the following variance and complexity assumptions.
Condition V1. There exist λ > 0 and 0 < η < 1 such that for any function
f ∈ F, we have E
{
exp
{
λ ˜`
[
Y, f(X)
]}}
< +∞,
log
{
E
{
exp
{
λ
[
˜`
[
Y, f(X)
]− ˜`[Y, f ∗(X)]]}}}
≤ λ(1 + η)[R(f)− R(f ∗)],
and log
{
E
{
exp
{
−λ
[
˜`
[
Y, f(X)
]− ˜`[Y, f ∗(X)]]}}}
≤ −λ(1− η)[R(f)− R(f ∗)].
Condition C. There exist a probability distribution pi, and constants D > 0 and
G > 0 such that for any 0 < α < β,
log
(∫
exp{−α[R(f)−R(f ∗)]}pi(df)∫
exp{−β[R(f)−R(f ∗)]}pi(df)
)
≤ D log
(
Gβ
α
)
.
THEOREM 3.2 Assume that V1 and C are satisfied. Let pˆi(Gibbs) be the probability
distribution on F defined by its density
dpˆi(Gibbs)
dpi
(f) =
exp{−λ∑ni=1 ˜`[Yi, f(Xi)]}∫
exp{−λ∑ni=1 ˜`[Yi, f ′(Xi)]}pi(df ′) ,
where λ > 0 and the distribution pi are those appearing respectively in V1 and C.
Let fˆ ∈ F be a function drawn according to this Gibbs distribution. Then for any
η′ such that 0 < η′ < 1 − η (where η is the constant appearing in V1) and any
ε > 0, with probability at least 1− ε, we have
R(fˆ)−R(f ∗) ≤ C
′
1D + C
′
2 log(2ε
−1)
n
with
C ′1 =
log
(
G(1 + η)
η′
)
λ(1− η − η′) and C
′
2 =
2
λ(1− η − η′) .
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PROOF. We consider `
[
(X, Y ), f, f ′
]
= λ
{
˜`
[
Y, f(X)
]− ˜`[Y, f ′(X)]}, where
λ is the constant appearing in the variance assumption. Let us take γ∗ = 0 and
let pi∗ be the Dirac distribution at f ∗: pi∗({f ∗}) = 1. Then Condition V1 implies
Condition I (page 16) and we can apply Theorem 3.1. We have
L(f, f ′) = λ
{
˜`
[
Y, f(X)
]− ˜`[Y, f ′(X)]},
Eˆ(f) = λ
n∑
i=1
˜`
[
Yi, f(Xi)
]− λ n∑
i=1
˜`
[
Yi, f
∗(Xi)
]
,
pˆi = pˆi(Gibbs),
L[(f) = −n log
{
E
[
exp
[−L(f, f ∗)]]},
E
](f) = n log
{
E
[
exp
[
L(f, f ∗)
]]}
and Assumption V1 leads to:
log
{
E
[
exp
[
L(f, f ∗)
]]} ≤ λ(1 + η)[R(f)−R(f ∗)]
and log
{
E
[
exp
[−L(f, f ∗)]]} ≤ −λ(1 − η)[R(f)−R(f ∗)].
Thus choosing ρ = pˆi, (3.11) gives
[λn(1− η)− γ]R¯(fˆ) ≤ −I(γ) + I[λn(1 + η)]+ 2 log(2ε−1).
Accordingly by the complexity assumption, for γ ≤ λn(1 + η), we get
[λn(1− η)− γ]R¯(fˆ) ≤ D log
(
Gλn(1 + η)
γ
)
+ 2 log(2ε−1),
which implies the announced result by reparameterization (taking γ = λnη′). 
Let us conclude this section by mentioning settings in which assumptions V1
and C are satisfied.
LEMMA 3.3 Let Θ be a bounded convex set of Rd, and ϕ1, . . . , ϕd be d square
integrable prediction functions. Assume that
F =
{
fθ =
d∑
j=1
θjϕj; (θ1, . . . , θd) ∈ Θ
}
,
pi is the uniform distribution on F (i.e., the one coming from the uniform distri-
bution on Θ), and that there exist 0 < b1 ≤ b2 such that for any y ∈ R, the
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function ˜`y : y′ 7→ ˜`(y, y′) admits almost everywhere a second derivative such
that, (y, y′) 7→ ˜`′′y(y′) is measurable, for any y, y′ ∈ R, b1 ≤ ˜`′′y(y′) ≤ b2, and
˜`(y, y′) = ˜`(y, y) + (y′ − y)˜`′y(y) +
∫ y′
y
(y′ − y′′)˜`′′y(y′′)dy′′.
Then Condition C holds for the above uniform pi, G =√b2/b1 and D = d.
Besides when f ∗ = f ∗lin (i.e., minF R = minθ∈Rd R(fθ)), Condition C holds for
the above uniform pi, G = b2/b1 and D = d/2.
PROOF. See Section 4.3 (page 30). 
REMARK 3.1 In particular, for the least squares loss ˜`(y, y′) = (y−y′)2, we have
b1 = b2 = 2 so that condition C holds with pi the uniform distribution on F, D = d
and G = 1, and with D = d/2 and G = 1 when f ∗ = f ∗lin.
LEMMA 3.4 Assume that the loss function ˜` satisfies the conditions stated in
Lemma 3.3. Assume moreover that there exist A > 0 and M > 0 such that for any
x ∈ X,
E
{
exp
[
A−1
∣∣˜`′
Y
[
f ∗(X)
]∣∣] ∣∣∣X = x} ≤M.
Assume that F is convex and has a diameter upper bounded by H for the L∞-
norm:
sup
f1,f2∈F,x∈X
|f1(x)− f2(x)| ≤ H.
In this case Condition V1 holds for any (λ, η) such that
η ≥ λA
2
2b1
exp
[
M2 exp
(
Hb2/A
)]
.
and 0 < λ ≤ (2AH)−1 is small enough to ensure η < 1.
PROOF. See Section 4.4 (page 31). 
3.4. APPLICATION WITHOUT EXPONENTIAL MOMENT CONDITION. When we
do not have finite exponential moments as assumed by Condition V1 (page 18),
e.g., when E
{
exp
{
λ
{
˜`[Y, f(X)] − ˜`[Y, f ∗(X)]}}} = +∞ for any λ > 0 and
some function f in F, we cannot apply Theorem 3.1 with `
[
(X, Y ), f, f ′
]
=
λ
{
˜`
[
Y, f(X)
]− ˜`[Y, f ′(X)]} (because of the E] term). However, we can apply it
to the soft truncated excess loss
`
[
(X, Y ), f, f ′
]
= T
(
λ
{
˜`
[
Y, f(X)
]− ˜`[Y, f ′(X)]}),
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with T (x) = − log(1−x+x2/2).This section provides a result similar to Theorem
3.2 in which condition V1 is replaced by the following condition.
Condition V2. For any function f , the random variable ˜`
[
Y, f(X)
]−˜`[Y, f ∗(X)]
is square integrable and there exists V > 0 such that for any function f ,
E
{[
˜`
[
Y, f(X)
]− ˜`[Y, f ∗(X)]]2} ≤ V [R(f)− R(f ∗)].
THEOREM 3.5 Assume that Conditions V2 above and C (page 18) are satisfied.
Let 0 < λ < V −1 and
`
[
(X, Y ), f, f ′
]
= T
(
λ
{
˜`
[
Y, f(X)
]− ˜`[Y, f ′(X)]}), (3.12)
with
T (x) = − log(1− x+ x2/2). (3.13)
Let fˆ ∈ F be a function drawn according to the distribution pˆi defined in (3.10,
page 17) with Eˆ defined in (3.4, page 16) and pi∗ = pi the distribution appearing
in Condition C. Then for any 0 < η′ < 1 − λV and ε > 0, with probability at
least 1− ε, we have
R(fˆ)− R(f ∗) ≤ V C
′
1D + C
′
2 log(2ε
−1)
n
with
C ′1 =
log
(
G(1 + η)2
η′(1− η)
)
η(1− η − η′) , C
′
2 =
2
η(1− η − η′) and η = λV.
In particular, for λ = 0.32V −1 and η′ = 0.18, we get
R(fˆ)−R(f ∗) ≤ V 16.6D + 12.5 log(2
√
Gε−1)
n
.
PROOF. We apply Theorem 3.1 for ` given by (3.12) and pi∗ = pi. Let us define,
for any f, f ′ ∈ F,W (f, f ′) = λ
{
˜`
[
Y, f(X)
]− ˜`[Y, f ′(X)]}. Since log u ≤ u−1
for any u > 0, we have
L[ = −n logE(1−W +W 2/2) ≥ n(E(W )− E(W 2)/2).
Moreover, from Assumption V2,
E
[
W (f, f ′)2
]
2
≤ E[W (f, f ∗)2]+ E[W (f ′, f ∗)2] ≤ λ2V R¯(f) + λ2V R¯(f ′),
(3.14)
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hence, by introducing η = λV ,
L[(f, f ′) ≥ λn
[
R¯(f)− R¯(f ′)− λV R¯(f)− λV R¯(f ′)
]
= λn
[
(1− η)R¯(f)− (1 + η)R¯(f ′)
]
. (3.15)
Noting that
exp
[
T (u)
]
=
1
1− u+ u2/2 =
1 + u+ u
2
2(
1 + u
2
2
)2 − u2 =
1 + u+ u
2
2
1 + u
4
4
≤ 1 + u+ u
2
2
,
we see that
L] = n log
{
E
[
exp
[
T (W )
]]} ≤ n[E(W )+ E(W 2)/2].
Using (3.14) and still η = λV , we get
L](f, f ′) ≤ λn
[
R¯(f)− R¯(f ′) + ηR¯(f) + ηR¯(f ′)
]
= λn(1 + η)R¯(f)− λn(1− η)R¯(f ′),
and
E
](f) ≤ λn(1 + η)R¯(f)− I(λn(1− η)). (3.16)
Plugging (3.15) and (3.16) in (3.11) for ρ = pˆi, we obtain
[
λn(1− η)− γ]R¯(fˆ) + [γ∗ − λn(1 + η)] ∫ R¯(f)pi−γ∗R¯(df)
≤ I(γ∗)− I(γ) + I(λn(1 + η))− I(λn(1− η))+ 2 log(2ε−1).
By the complexity assumption, choosing γ∗ = λn(1 + η) and γ < λn(1− η), we
get [
λn(1− η)− γ]R¯(fˆ) ≤ D log(Gλn(1 + η)2
γ(1− η)
)
+ 2 log
(
2ε−1
)
,
hence the desired result by considering γ = λnη′ with η′ < 1− η. 
REMARK 3.2 The estimator seems abnormally complicated at first sight. This
remark aims at explaining why we were not able to consider a simpler estimator.
In Section 3.3, in which we consider the exponential moment condition V1,
we took `
[
(X, Y ), f, f ′
]
= λ
{
˜`
[
Y, f(X)
] − ˜`[Y, f ′(X)]} and pi∗ as the Dirac
distribution at f ∗. For these choices, one can easily check that pˆi does not depend
on f ∗.
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In the absence of an exponential moment condition, we cannot consider the
function `
[
(X, Y ), f, f ′
]
= λ
{
˜`
[
Y, f(X)
] − ˜`[Y, f ′(X)]} but have instead to
use a truncated version. The truncation function T of Theorem 3.5 can be re-
placed by the simpler function u 7→ (u∨−M)∧M for some appropriate constant
M > 0 but this leads to a bound with worse constants, without really simplifying
the algorithm. The precise choice T (x) = − log(1 − x + x2/2) comes from the
remarkable property: there exist second order polynomials P [ and P ] such that
1
P [(u)
≤ exp[T (u)] ≤ P ](u) and P [(u)P ](u) ≤ 1 + O(u4) for u→ 0, which are
reasonable properties to ask in order to ensure that (3.8), and consequently (3.11),
are tight.
Besides, if we take ` as in (3.12) with T a truncation function and pi∗ as the
Dirac distribution at f ∗, then pˆi would depend on f ∗, and is consequently not
observable. This is the reason why we do not consider pi∗ as the Dirac distribution
at f ∗, but pi∗ = pi. This leads to the estimator considered in Theorems 3.5 and 2.1.
REMARK 3.3 Theorem 3.5 still holds for the same randomized estimator in which
(3.13, page 21) is replaced with
T (x) = log(1 + x+ x2/2).
Condition V2 holds under weak assumptions as illustrated by the following
lemma.
LEMMA 3.6 Consider the least squares setting: ˜`(y, y′) = (y− y′)2. Assume that
F is convex and has a diameter upper bounded by H for the L∞-norm:
sup
f1,f2∈F,x∈X
|f1(x)− f2(x)| ≤ H
and that for some σ > 0, we have
sup
x∈X
E
{
[Y − f ∗(X)]2∣∣X = x} ≤ σ2 < +∞. (3.17)
Then Condition V2 holds for V = (2σ +H)2.
PROOF. See Section 4.5 (page 33). 
LEMMA 3.7 Consider the least squares setting: ˜`(y, y′) = (y− y′)2. Assume that
F (i.e., Θ) is bounded, and that for any j ∈ {1, . . . , d}, E[ϕj(X)4] < + ∞ and
E
{
ϕj(X)
2[Y − f ∗(X)]2} < +∞. Then Condition V2 holds for
V =
[
2
√
sup
f∈Flin:E[f(X)2]=1
E
(
f(X)2[Y − f ∗(X)]2)
+
√
sup
f ′,f ′′∈F
E
(
[f ′(X)− f ′′(X)]2)√ sup
f∈Flin:E[f(X)2]=1
E
[
f(X)4
]]2
.
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PROOF. See Section 4.6 (page 33). 
4. PROOFS
4.1. MAIN IDEAS OF THE PROOFS. The goal of this section is to explain the key
ingredients appearing in the proofs which both allow to obtain sub-exponential
tails for the excess risk under a non-exponential moment assumption and get rid
of the logarithmic factor in the excess risk bound.
4.1.1. Sub-exponential tails under a non-exponential moment assumption via trun-
cation. Let us start with the idea allowing us to prove exponential inequali-
ties under just a moment assumption (instead of the traditional exponential mo-
ment assumption). To understand it, we can consider the (apparently) simplistic
1-dimensional situation in which we have Θ = R and the marginal distribution of
ϕ1(X) is the Dirac distribution at 1. In this case, the risk of the prediction function
fθ is R(fθ) = E
[
(Y −θ)2] = E[(Y −EY )2]+(EY −θ)2, so that the least squares
regression problem boils down to the estimation of the mean of the output vari-
able. If we only assume that Y admits a finite second moment, say E(Y 2) ≤ 1, it
is not clear whether for any ε > 0, it is possible to find θˆ such that with probability
at least 1− 2ε,
R(fθˆ)− R(f ∗) =
(
E(Y )− θˆ )2 ≤ c log(ε−1)
n
, (4.1)
for some numerical constant c. Indeed, from Chebyshev’s inequality, the trivial
choice θˆ = 1
n
∑n
i=1 Yi just satisfies: with probability at least 1− 2ε,
R(fθˆ)− R(f ∗) ≤
1
nε
,
which is far from the objective (4.1) for small confidence levels (consider ε =
exp(−√n) for instance). The key idea is thus to average (soft) truncated values
of the outputs. This is performed by taking
θˆ =
1
nλ
n∑
i=1
log
(
1 + λYi +
λ2Y 2i
2
)
,
with λ =
√
2 log(ε−1)
n
(this mean estimator thus depends on the confidence level
parameter ε). Since we have
logE exp(nλθˆ) = n log
(
1 + λE(Y ) +
λ2
2
E(Y 2)
)
≤ nλE(Y ) + nλ
2
2
,
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the exponential Chebyshev’s inequality (see Lemma 4.1) guarantees that with
probability at least 1− ε, we have nλ(θˆ − E(Y )) ≤ nλ2
2
+ log(ε−1), hence
θˆ − E(Y ) ≤
√
2 log(ε−1)
n
.
Replacing Y by −Y in the previous argument, we obtain that with probability at
least 1− ε, we have
nλ
{
E(Y ) +
1
nλ
n∑
i=1
log
(
1− λYi + λ
2Y 2i
2
)}
≤ nλ
2
2
+ log(ε−1).
Since − log(1 + x+ x2/2) ≤ log(1− x+ x2/2), this implies
E(Y )− θˆ ≤
√
2 log(ε−1)
n
.
The two previous inequalities imply Inequality (4.1) (for c = 2), showing that
sub-exponential tails are achievable even when we only assume that the random
variable admits a finite second moment (see [12] for more details on the robust
estimation of the mean of a random variable).
4.1.2. Localized PAC-Bayesian inequalities to eliminate a logarithm factor. The
analysis of statistical inference generally relies on upper bounding the supremum
of an empirical process χ indexed by the functions in a model F. One central tool
to obtain these bounds are the concentration inequalities. An alternative approach,
called the PAC-Bayesian one, consists in using the entropic equality
E exp
(
sup
ρ∈M
{∫
ρ(df)χ(f)−K(ρ, pi′)
})
=
∫
pi′(df)E exp
(
χ(f)
)
. (4.2)
where M is the set of probability distributions on F and K(ρ, pi′) is the Kullback-
Leibler divergence (whose definition is recalled in (4.4, page 29)) between ρ and
some fixed distribution pi′.
Let rˇ : F → R be an observable process such that for any f ∈ F, we have
E exp
(
χ(f)
) ≤ 1
for χ(f) = λ[R(f)− rˇ(f)] and some λ > 0. Then, as a consequence of (4.2), for
any ε > 0, with probability at least 1− ε, for any distribution ρ on F,∫
ρ(df)R(f) ≤
∫
ρ(df)rˇ(f) +
K(ρ, pi′) + log(ε−1)
λ
. (4.3)
25
The left-hand side quantity represents the expected risk with respect to the distri-
bution ρ. The question is now how to use (4.3) to design a posterior distribution
ρ for which
∫
ρ(df)R(f) is guaranteed to be small. The constraint on the choice
of (ρ, pi′) is that ρ should be computable from the data (e.g., it cannot depend on
R) and pi′ should not depend on the data: it may depend on R (in contrast with
Bayesian prior distributions!) but not on rˇ. Simple choices like (ρ, pi′) = (δf∗ , δf∗)
or (ρ, pi′) = (δfˇ , δfˇ ) for fˇ ∈ argminf∈Frˇ(f), where δa denotes the Dirac distri-
bution at the function f , are thus forbidden (while they would have led to small
right-hand side of (4.3)).
For fixed pi′, the posterior distribution minimizing the right-hand side of (4.3)
is ρ = pi′−λrˇ. It is computable from the data if pi′ is. Without prior knowledge,
this would lead to take a “flat” distribution for pi′ (e.g., the one induced by the
Lebesgue measure in the case of a model F defined by a bounded parameter set in
some Euclidean space). The resulting Kullback-Leibler divergence might be very
large as it compares a distribution with a sharp peak (concentrated on functions
f ∈ F for which rˇ(f)) with a flat one.
To get a smaller Kullback-Leibler divergence, we can take posterior and prior
distributions which are peaked around almost the same function. This can be done
by taking pi and ρ respectively concentrated around f ∗ and fˇ . More precisely,
one can take posterior distributions of the form ρ = pi−λrˇ for some λ > 0 and a
“flat” distribution pi computable without knowing neither the distribution P gen-
erating the data nor the training data (in particular, pi must not depend on R or
rˇ), and a “localized” prior distribution pi′ = pi−βR for some β > 0. The pa-
rameters λ and β controlling the sharpness of the peaks at argminf∈FR(f)∗ and
argminf∈Frˇ(f) should be taken such that the peaks overlap (to ensure that the
Kullback-Leibler divergence is small) and are in the same time sharp enough (to
ensure that
∫
ρ(df)rˇ(f) is small). The use of the “localized” prior distribution
pi′ = pi−βR implies an additional technical difficulty as one needs to control the
divergence K(ρ, pi−βR). This is achieved by writing
K(ρ, pi−βR) = K(ρ, pi) + log
(∫
exp[−βR(f)] pi(df)
)
+ β
∫
R(f) ρ(df),
and controlling the new logarithmic term through PAC-Bayesian inequalities.
4.2. PROOF OF THEOREM 3.1. We use the standard way of obtaining PAC
bounds through upper bounds on Laplace transforms of appropriate random vari-
ables. This argument is synthesized in the following result.
LEMMA 4.1 For any ε > 0 and any real-valued random variable V such that
E
[
exp(V )
] ≤ 1, with probability at least 1− ε, we have
V ≤ log(ε−1).
26
Let V1(fˆ) =
∫ [
L[(fˆ , f) + γ∗R¯(f)
]
pi∗−γ∗R¯(df)− γR¯(fˆ)
− I∗(γ∗) + I(γ) + log
(∫
exp
[−Eˆ(f)]pi(df))− log[dρ
dpˆi
(
fˆ
)]
,
and V2 = − log
(∫
exp
[−Eˆ(f)]pi(df))+ log(∫ exp[−E](f)]pi(df))
To prove the theorem, according to Lemma 4.1, it suffices to prove that
E
{∫
exp
[
V1(fˆ)
]
ρ(dfˆ)
}
≤ 1 and E
[∫
exp(V2)ρ(dfˆ)
]
≤ 1.
These two inequalities are proved in the following two sections.
4.2.1. Proof of E
{∫
exp
[
V1(fˆ)
]
ρ(dfˆ)
}
≤ 1. From Jensen’s inequality, we have
∫ [
L[(fˆ , f) + γ∗R¯(f)
]
pi∗−γ∗R¯(df)
=
∫ [
Lˆ(fˆ , f) + γ∗R¯(f)
]
pi∗−γ∗R¯(df) +
∫ [
L[(fˆ , f)− Lˆ(fˆ , f)]pi∗−γ∗R¯(df)
≤
∫ [
Lˆ(fˆ , f) + γ∗R¯(f)
]
pi∗−γ∗R¯(df) + log
∫
exp
[
L[(fˆ , f)− Lˆ(fˆ , f)]pi∗−γ∗R¯(df).
From Jensen’s inequality again,
−Eˆ(fˆ) = − log
∫
exp
[
Lˆ(fˆ , f)
]
pi∗(df)
= − log
∫
exp
[
Lˆ(fˆ , f) + γ∗R¯(f)
]
pi∗−γ∗R¯(df)− log
∫
exp
[−γ∗R¯(f)]pi∗(df)
≤ −
∫
[Lˆ(fˆ , f) + γ∗R¯(f)]pi∗−γ∗R¯(df) + I
∗(γ∗).
From the two previous inequalities, we get
V1(fˆ) ≤
∫ [
Lˆ(fˆ , f) + γ∗R¯(f)
]
pi∗−γ∗R¯(df)
+ log
∫
exp
[
L[(fˆ , f)− Lˆ(fˆ , f)]pi∗(df)− γR¯(fˆ)
− I∗(γ∗) + I(γ) + log
(∫
exp
[−Eˆ(f)]pi(df))− log[dρ
dpˆi
(fˆ)
]
,
=
∫ [
Lˆ(fˆ , f) + γ∗R¯(f)
]
pi∗−γ∗R¯(df)
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+ log
∫
exp
[
L[(fˆ , f)− Lˆ(fˆ , f)]pi∗(df)− γR¯(fˆ)
− I∗(γ∗) + I(γ)− Eˆ(fˆ)− log
[
dρ
dpi
(fˆ)
]
,
≤ log
∫
exp
[
L[(fˆ , f)− Lˆ(fˆ , f)]pi∗−γ∗R¯(df)
− γR¯(fˆ) + I(γ)− log
[
dρ
dpi
(fˆ)
]
= log
∫
exp
[
L[(fˆ , f)− Lˆ(fˆ , f)]pi∗−γ∗R¯(df) + log
[
dpi−γR¯
dρ
(fˆ)
]
,
hence, by using Fubini’s inequality and the equality
E
{
exp
[−Lˆ(fˆ , f)]} = exp[−L[(fˆ , f)],
we obtain E
∫
exp
[
V1(fˆ)
]
ρ(dfˆ)
≤ E
∫ (∫
exp
[
L[(fˆ , f)− Lˆ(fˆ , f)]pi∗−γ∗R¯(df)
)
pi−γR¯(dfˆ)
=
∫ (∫
E exp
[
L[(fˆ , f)− Lˆ(fˆ , f)]pi∗−γ∗R¯(df)
)
pi−γR¯(dfˆ) = 1.
4.2.2. Proof of E
[∫
exp(V2)ρ(dfˆ)
]
≤ 1. It relies on the following result.
LEMMA 4.2 Let W be a real-valued measurable function defined on a product
space A1 × A2 and let µ1 and µ2 be probability distributions on respectively A1
and A2.
• if Ea1∼µ1
{
log
[
Ea2∼µ2
{
exp
[−W(a1, a2)]}]} < +∞, then we have
− Ea1∼µ1
{
log
[
Ea2∼µ2
{
exp
[−W(a1, a2)]}]}
≤ − log
{
Ea2∼µ2
[
exp
[−Ea1∼µ1 W(a1, a2)]]}.
• if W > 0 on A1 ×A2 and Ea2∼µ2
{
Ea1∼µ1
[
W(a1, a2)
]−1}−1
< +∞, then
Ea1∼µ1
{
Ea2∼µ2
[
W(a1, a2)
−1
]−1}
≤ Ea2∼µ2
{
Ea1∼µ1
[
W(a1, a2)
]−1}−1
.
PROOF.
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• Let A be a measurable space and M denote the set of probability distribu-
tions on A. The Kullback-Leibler divergence between a distribution ρ and a
distribution µ is
K(ρ, µ) ,

Ea∼ρ log
[
dρ
dµ
(a)
]
if ρ µ,
+∞ otherwise,
(4.4)
where dρ
dµ
denotes as usual the density of ρ w.r.t. µ. The Kullback-Leibler
divergence satisfies the duality formula (see, e.g., [10, page 159]): for any
real-valued measurable function h defined on A,
inf
ρ∈M
{
Ea∼ρ h(a) +K(ρ, µ)
}
= − logEa∼µ
{
exp
[−h(a)]}. (4.5)
By using twice (4.5) and Fubini’s theorem, we have
−Ea1∼µ1
{
log
{
Ea2∼µ2
[
exp
[−W(a1, a2)]]}}
= Ea1∼µ1
{
inf
ρ
{
Ea2∼ρ
[
W(a1, a2)
]
+K(ρ, µ2)
}}
≤ inf
ρ
{
Ea1∼µ1
[
Ea2∼ρ
[
W(a1, a2)
]
+K(ρ, µ2)
]}
= − log
{
Ea2∼µ2
[
exp
{−Ea1∼µ1 [W(a1, a2)]}]}.
• By using twice (4.5) and the first assertion of Lemma 4.2, we have
Ea1∼µ1
{
Ea2∼µ2
[
W(a1, a2)
−1
]−1}
= Ea1∼µ1
{
exp
{
− log
[
Ea2∼µ2
{
exp
[− logW(a1, a2)]}]}}
= Ea1∼µ1
{
exp
{
inf
ρ
[
Ea2∼ρ
{
log
[
W(a1, a2)
]}
+K(ρ, µ2)
]}}
≤ inf
ρ
{
exp
[
K(ρ, µ2)
]
Ea1∼µ1
{
exp
{
Ea2∼ρ
[
log
[
W(a1, a2)
]]}}
≤ inf
ρ
{
exp
[
K(ρ, µ2)
]
exp
{
Ea2∼ρ
{
log
[
Ea1∼µ1
[
W(a1, a2)
]]}}
= exp
{
inf
ρ
{
Ea2∼ρ
[
log
{
Ea1∼µ1
[
W(a1, a2)
]}]
+K(ρ, µ2)
}}
= exp
{
− log
{
Ea2∼µ2
{
exp
[
− log{Ea1∼µ1 [W(a1, a2)]}]}}}
= Ea2∼µ2
{
Ea1∼µ1
[
W(a1, a2)
]−1}−1
. 
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From Lemma 4.2 and Fubini’s theorem, since V2 does not depend on fˆ , we have
E
[∫
exp(V2)ρ(dfˆ)
]
= E
[
exp(V2)
]
=
∫
exp
[−E](f)]pi(df)E{[∫ exp[−Eˆ(f)]pi(df)]−1}
≤
∫
exp
[−E](f)]pi(df){∫ E[exp(Eˆ(f))]−1pi(df)}−1
=
∫
exp
[−E](f)]pi(df){∫ E[∫ exp[Lˆ(f, f ′)]pi∗(df ′)]−1pi(df)}−1
=
∫
exp
[−E](f)]pi(df){∫ [∫ exp[L](f, f ′)]pi∗(df ′)]−1pi(df)}−1 = 1.
This concludes the proof that for any γ ≥ 0, γ∗ ≥ 0 and ε > 0, with probability
(with respect to the distribution P⊗nρ generating the observations Z1, . . . , Zn and
the randomized prediction function fˆ ) at least 1− 2ε:
V1(fˆ) + V2 ≤ 2 log(ε−1).
4.3. PROOF OF LEMMA 3.3. Let us look at F from the point of view of f ∗.
Precisely let SRd(O, 1) be the sphere of Rd centered at the origin and with radius
1 and
S =
{ d∑
j=1
θjϕj ; (θ1, . . . , θd) ∈ SRd(O, 1)
}
.
Introduce
Ω =
{
φ ∈ S; ∃u > 0 s.t. f ∗ + uφ ∈ F}.
For any φ ∈ Ω, let uφ = sup{u > 0 : f ∗ + uφ ∈ F}. Since pi is the uniform
distribution on the convex set F (i.e., the one coming from the uniform distribution
on Θ), we have
∫
exp
{−α[R(f)− R(f ∗)]}pi(df)
=
∫
φ∈Ω
∫ uφ
0
exp
{−α[R(f ∗ + uφ)− R(f ∗)]}ud−1dudφ.
Let cφ = E[φ(X)˜`′Y (f ∗(X))] and aφ = E
[
φ2(X)
]
. Since
f ∗ ∈ argminf∈FE
{
˜`
Y
[
f(X)
]}
,
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we have cφ ≥ 0 (and cφ = 0 if both −φ and φ belong to Ω). Moreover from
Taylor’s expansion,
b1aφu
2
2
≤ R(f ∗ + uφ)− R(f ∗)− ucφ ≤ b2aφu
2
2
.
Introduce
ψφ =
∫ uφ
0
exp
{−α[ucφ + 12b1aφu2]}ud−1du∫ uφ
0
exp
{−β[ucφ + 12b2aφu2]}ud−1du.
For any 0 < α < β, we have∫
exp
{−α[R(f)− R(f ∗)]}pi(df)∫
exp
{−β[R(f)− R(f ∗)]}pi(df) ≤ infφ∈S ψφ.
For any ζ > 1, by a change of variable,
ψφ < ζ
d
∫ uφ
0
exp
{−α[ζucφ + 12b1aφζ2u2]}ud−1du∫ uφ
0
exp
{−β[ucφ + 12b2aφu2]}ud−1du
≤ ζdsup
u>0
exp
{
β[ucφ +
1
2
b2aφu
2]− α[ζucφ + 12b1aφζ2u2]
}
.
Taking ζ =
√
(b2β)/(b1α) when cφ = 0 and ζ =
√
(b2β)/(b1α) ∨ (β/α) other-
wise, we obtain ψφ < ζd, hence
log
(∫
exp
{−α[R(f)− R(f ∗)]}pi(df)∫
exp
{−β[R(f)− R(f ∗)]}pi(df)
)
≤


d
2
log
(b2β
b1α
)
when sup
φ∈Ω
cφ = 0,
d log
(√b2β
b1α
∨ β
α
)
otherwise,
which proves the announced result.
4.4. PROOF OF LEMMA 3.4. For −(2AH)−1 ≤ λ ≤ (2AH)−1, introduce the
random variables
F = f(X) F ∗ = f ∗(X),
Ω = ˜`′Y (F
∗) + (F − F ∗)
∫ 1
0
(1− t)˜`′′Y (F ∗ + t(F − F ∗))dt,
L = λ[˜`(Y, F )− ˜`(Y, F ∗)],
and the quantities
a(λ) =
M2A2 exp(Hb2/A)
2
√
pi(1− |λ|AH)
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and
A˜ = Hb2/2 + A log(M) =
A
2
log
{
M2 exp
[
Hb2/(2A)
]}
.
From Taylor-Lagrange formula, we have
L = λ(F − F ∗)Ω.
Since E
[
exp
(|Ω|/A) |X] ≤M exp[Hb2/(2A)], Lemma D.2 gives
log
{
E
[
exp
{
α[Ω− E(Ω|X)]/A} |X]} ≤ M2α2 exp
(
Hb2/A
)
2
√
pi(1− |α|)
for any −1 < α < 1, and ∣∣E(Ω|X)∣∣ ≤ A˜. (4.6)
By considering α = Aλ[f(x)− f ∗(x)] ∈ [−1/2; 1/2] for fixed x ∈ X, we get
log
{
E
[
exp
[
L− E(L|X)] |X]} ≤ λ2(F − F ∗)2a(λ). (4.7)
Let us put moreover
L˜ = E(L|X) + a(λ)λ2(F − F ∗)2.
Since −(2AH)−1 ≤ λ ≤ (2AH)−1, we have L˜ ≤ |λ|HA˜+ a(λ)λ2H2 ≤ b′ with
b′ = A˜/(2A) + M2 exp
(
Hb2/A
)
/(4
√
pi). Since L − E(L) = L − E(L|X) +
E(L|X)− E(L), by using Lemma D.1, (4.7) and (4.6), we obtain
log
{
E
[
exp
[
L− E(L)]]} ≤ log{E[exp[L˜− E(L˜)]]}+ λ2a(λ)E[(F − F ∗)2]
≤ E(L˜2)g(b′) + λ2a(λ)E[(F − F ∗)2]
≤ λ2E[(F − F ∗)2][A˜2g(b′) + a(λ)],
with g(u) =
[
exp(u)−1−u]/u2. Computations show that for any−(2AH)−1 ≤
λ ≤ (2AH)−1,
A˜2g(b′) + a(λ) ≤ A
2
4
exp
[
M2 exp
(
Hb2/A
)]
.
Consequently, for any −(2AH)−1 ≤ λ ≤ (2AH)−1, we have
log
{
E
[
exp
{
λ[˜`(Y, F )− ˜`(Y, F ∗)]}]}
≤ λ[R(f)− R(f ∗)] + λ2E[(F − F ∗)2]A2
4
exp
[
M2 exp
(
Hb2/A
)]
.
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Now it remains to notice that E
[
(F − F ∗)2] ≤ 2[R(f)− R(f ∗)]/b1. Indeed con-
sider the function φ(t) = R(f ∗+ t(f − f ∗))−R(f ∗), where f ∈ F and t ∈ [0; 1].
From the definition of f ∗ and the convexity of F, we have φ ≥ 0 on [0; 1], imply-
ing that φ′(0) ≥ 0. Besides φ(1) = φ(0) + φ′(0) + ∫ 1
0
(1− t)φ′′(t)dt, where φ′′(t)
is defined as
φ′′(t) = E
{[
f(X)− f ∗(X)]2 ˜`′′Y [[(1− t)f ∗ + f ](X)]}
≥ b1E
{[
f(X)− f ∗(X)]2},
implying that
b1
2
E(F − F ∗)2 ≤ R(f)− R(f ∗). (4.8)
4.5. PROOF OF LEMMA 3.6. We have
E
({
[Y − f(X)]2 − [Y − f ∗(X)]2}2)
= E
(
[f ∗(X)− f(X)]2{2[Y − f ∗(X)] + [f ∗(X)− f(X)]}2)
= E
(
[f ∗(X)− f(X)]2{4E([Y − f ∗(X)]2∣∣X)
+ 4E(Y − f ∗(X)|X)[f ∗(X)− f(X)] + [f ∗(X)− f(X)]2})
≤ E
(
[f ∗(X)− f(X)]2{4σ2 + 4σ|f ∗(X)− f(X)|+ [f ∗(X)− f(X)]2})
≤ E
(
[f ∗(X)− f(X)]2(2σ +H)2
)
≤ (2σ +H)2[R(f)− R(f ∗)],
where the last inequality is the usual relation between excess risk and L2 distance
using the convexity of F (see above (4.8) for a proof).
4.6. PROOF OF LEMMA 3.7. Let S = {s ∈ Flin : E[s(X)2] = 1}. Using the
triangular inequality in L2, we get
E
({
[Y − f(X)]2 − [Y − f ∗(X)]2}2)
= E
({
2[f ∗(X)− f(X)][Y − f ∗(X)] + [f ∗(X)− f(X)]2}2)
≤
(
2
√
E
{
[f ∗(X)− f(X)]2[Y − f ∗(X)]2}+√E{[f ∗(X)− f(X)]4})2
≤
[
2
√
E
(
[f ∗(X)− f(X)]2)√sup
s∈S
E
(
s(X)2[Y − f ∗(X)]2)
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+ E
(
[f ∗(X)− f(X)]2)√sup
s∈S
E
[
s(X)4
]]2
≤ V [R(f)− R(f ∗)],
with
V =
[
2
√
sup
s∈S
E
(
s(X)2[Y − f ∗(X)]2)
+
√
sup
f ′,f ′′∈F
E
(
[f ′(X)− f ′′(X)]2)√sup
s∈S
E
[
s(X)4
]]2
,
where the last inequality is the usual relation between excess risk and L2 distance
using the convexity of F (see above (4.8) for a proof).
A. UNIFORMLY BOUNDED CONDITIONAL VARIANCE IS NECESSARY TO
REACH d/n RATE
In this section, we show that the target (0.3) cannot be reached if we just assume
that Y has a finite variance and that the functions in F are bounded. For this
purpose, the following result gives a 1/
√
n lower bound when d = 2. (Note that
it is not implied by the
√
log(1 + d/
√
n)/n lower bound for convex aggregation,
proved in [25], and in slightly weaker forms in [18, 27], since the latter bound is
shown for d ≥ √n.)
For this, consider an input space X partitioned into two sets X1 and X2: X =
X1 ∪ X2 and X1 ∩ X2 = ∅. Let ϕ1(x) = 1x∈X1 and ϕ2(x) = 1x∈X2 . Let F ={
θ1ϕ1 + θ2ϕ2; (θ1, θ2) ∈ [−1, 1]2
}
.
THEOREM A.1 For any estimator fˆ and any training set size n ≥ 1, we have
sup
P
{
E
[
R(fˆ )
]− R(f ∗)} ≥ 1
4
√
n
, (A.1)
where the supremum is taken with respect to all probability distributions such that
f (reg) ∈ F and Var(Y ) ≤ 1.
PROOF. Let β satisfying 0 < β ≤ 1 be some parameter to be chosen later.
Let Pσ, σ ∈ {−,+}, be two probability distributions on X × R such that for any
σ ∈ {−,+},
Pσ(X1) = 1− β,
Pσ(Y = 0|X = x) = 1 for any x ∈ X1,
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and
Pσ
(
Y =
1√
β
|X = x
)
=
1 + σ
√
β
2
= 1− Pσ
(
Y = − 1√
β
|X = x
)
for any x ∈ X2.
One can easily check that for any σ ∈ {−,+}, VarPσ(Y ) = 1 − β ≤ 1 and
f (reg)(x) = σϕ2 ∈ F. To prove Theorem A.1, it suffices to prove (A.1) when the
supremum is taken among P ∈ {P−, P+}. This is done by applying Theorem
8.2 of [3]. Indeed, the pair (P−, P+) forms a (1, β, β)-hypercube in the sense of
Definition 8.2 with edge discrepancy of type I (see (8.5), (8.11) and (10.20) for
q = 2): dI = 1. We obtain
sup
P∈{P−,P+}
{
E
[
R(fˆ)
]− R(f ∗)} ≥ β(1− β√n),
which gives the desired result by taking β = 1/(2
√
n). 
B. EMPIRICAL RISK MINIMIZATION ON A BALL: ANALYSIS DERIVED FROM
THE WORK OF BIRGÉ AND MASSART
We will use the following covering number upper bound [21, Lemma 1]
LEMMA B.1 If F has a diameter upper bounded by H for the L∞-norm (i.e.,
supf1,f2∈F,x∈X |f1(x) − f2(x)| ≤ H), then for any 0 < δ ≤ H , there exists a set
F# ⊂ F, of cardinality |F#| ≤ (3H/δ)d such that for any f ∈ F there exists
g ∈ F# such that ‖f − g‖∞ ≤ δ.
We apply a slightly improved version of Theorem 5 in Birgé and Massart [7].
First for homogeneity purpose, we modify Assumption M2 by replacing the con-
dition “σ2 ≥ D/n” by “σ2 ≥ B2D/n” where the constant B is the one appearing
in (5.3) of [7]. This modifies Theorem 5 of [7] to the extent that “∨1” should be
replaced with “∨B2”. Our second modification is to remove the assumption that
Wi and Xi are independent. A careful look at the proof shows that the result still
holds when (5.2) is replaced by: for any x ∈ X, and m ≥ 2
Es[Mm(Wi)|Xi = x] ≤ amAm, for all i = 1, . . . , n.
We consider W = Y −f ∗(X), γ(z, f) = (y−f(x))2, ∆(x, u, v) = |u(x)−v(x)|,
and M(w) = 2(|w| + H). From (1.7), for all m ≥ 2, we have E{[(2(|W | +
H)]m|X = x] ≤ m!
2
[4M(A+H)]m. Now consider B′ and r such that Assumption
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M2 of [7] holds for D = d. Inequality (5.8) for τ = 1/2 of [7] implies that
for any v ≥ κ d
n
(A2 + H2) log(2B′ + B′r
√
d/n), with probability at least 1 −
κ exp
[ −nv
κ(A2 +H2)
]
,
R(fˆ (erm))− R(f ∗) + r(f ∗)− r(fˆ (erm)) ≤ (E{[fˆ (erm)(X)− f ∗(X)]2} ∨ v)/2
for some large enough constant κ depending on M . Now from Proposition 1 of
[7] and Lemma B.1, one can take either B′ = 6 and r
√
d =
√
B˜ or B′ = 3
√
n/d
and r = 1. By using E
{[
fˆ (erm)(X) − f ∗(X)]2} ≤ R(fˆ (erm)) − R(f ∗) (since F is
convex and f ∗ is the orthogonal projection of Y on F), and r(f ∗)− r(fˆ (erm)) ≥ 0
(by definition of fˆ (erm)), the desired result can be derived.
Theorem 1.5 provides a d/n rate provided that the geometrical quantity B˜ is
at most of order n. Inequality (3.2) of [7] allows to bracket B˜ in terms of B =
supf∈span{ϕ1,...,ϕd} ‖f‖2∞/E[f(X)]2, namely B ≤ B˜ ≤ Bd. To understand better
how this quantity behaves and to illustrate some of the presented results, let us
give the following simple example.
Example 1. Let A1, . . . , Ad be a partition of X, i.e., X = unionsqdj=1Aj . Now con-
sider the indicator functions ϕj = 1Aj , j = 1, . . . , d: ϕj is equal to 1 on Aj
and zero elsewhere. Consider that X and Y are independent and that Y is a
Gaussian random variable with mean θ and variance σ2. In this situation: f ∗lin =
f (reg) =
∑d
j=1 θϕj . According to Theorem 1.1, if we know an upper bound H on
‖f (reg)‖∞ = θ, we have that the truncated estimator (fˆ (ols) ∧H) ∨ −H satisfies
ER(fˆ (ols)H )−R(f ∗lin) ≤ κ
(σ2 ∨H2)d logn
n
for some numerical constant κ. Let us now apply Theorem C.1. Introduce pj =
P(X ∈ Aj) and pmin = minj pj . We have Q =
(
Eϕj(X)ϕk(X)
)
j,k
= Diag(pj),
K = 1 and ‖θ∗‖ = θ√d. We can take A = σ and M = 2. From Theorem C.1,
for λ = dLε/n, as soon as λ ≤ pmin, the ridge regression estimator satisfies with
probability at least 1− ε:
R(fˆ (ridge))−R(f ∗lin) ≤ κLε
d
n
(
σ2 +
θ2d2L2ε
npmin
)
(B.1)
for some numerical constant κ. When d is large, the term (d2L2ε)/(npmin) is felt,
and leads to suboptimal rates. Specifically, since pmin ≤ 1/d, the r.h.s. of (B.1)
is greater than d4/n2, which is much larger than d/n when d is much larger than
n1/3. If Y is not Gaussian but almost surely uniformly bounded by C < +∞, then
the randomized estimator proposed in Theorem 1.3 satisfies the nicer property:
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with probability at least 1− ε,
R(fˆ)−R(f ∗lin) ≤ κ(H2 + C2)
d log(3p−1min) + log((logn)ε
−1)
n
,
for some numerical constant κ. In this example, one can check that B˜ = B˜′ =
1/pmin where pmin = minj P(X ∈ Aj). As long as pmin ≥ 1/n, the target (0.2)
is reached from Corollary 1.5. Otherwise, without this assumption, the rate is in
(d log(n/d))/n. 
C. RIDGE REGRESSION ANALYSIS FROM THE WORK OF CAPONNETTO AND
DE VITO
From [8], one can derive the following risk bound for the ridge estimator.
THEOREM C.1 Let qmin be the smallest eigenvalue of the d × d-product matrix
Q =
(
Eϕj(X)ϕk(X)
)
j,k
. Let K = supx∈X
∑d
j=1 ϕj(x)
2
. Let ‖θ∗‖ be the Eu-
clidean norm of the vector of parameters of f ∗lin =
∑d
j=1 θ
∗
jϕj . Let 0 < ε < 1/2
and Lε = log2(ε−1). Assume that for any x ∈ X,
E
{
exp
[|Y − f ∗lin(X)|/A] |X = x} ≤M.
For λ = (KdLε)/n, if λ ≤ qmin, the ridge regression estimator satisfies with
probability at least 1− ε:
R(fˆ (ridge))−R(f ∗lin) ≤
κLεd
n
(
A2 +
λ
qmin
KLε‖θ∗‖2
)
(C.1)
for some positive constant κ depending only on M .
PROOF. One can check that fˆ (ridge) ∈ argminf∈H r(f)+λ
∑d
j=1 ‖f‖2H,where H
is the reproducing kernel Hilbert space associated with the kernel K : (x, x′) 7→∑d
j=1 ϕj(x)ϕk(x
′). Introduce f (λ) ∈ argminf∈H R(f)+λ
∑d
j=1 ‖f‖2H. Let us use
Theorem 4 in [8] and the notation defined in their Section 5.2. Let ϕ be the column
vector of functions [ϕj]dj=1, Diag(aj) denote the diagonal d × d-matrix whose j-
th element on the diagonal is aj , and Id be the d × d-identity matrix. Let U and
q1, . . . , qd be such that UUT = I and Q = UDiag(qj)UT . We have f ∗lin = ϕT θ∗
and f (λ) = ϕT (Q + λI)−1Qθ∗, hence
f ∗lin − f (λ) = ϕTUDiag(λ/(qj + λ))UT θ∗.
After some computations, we obtain that the residual, reconstruction error and
effective dimension respectively satisfy A(λ) ≤ λ2
qmin
‖θ∗‖2, B(λ) ≤ λ2
q2
min
‖θ∗‖2,
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and N(λ) ≤ d. The result is obtained by noticing that the leading terms in (34) of
[8] are A(λ) and the term with the effective dimension N(λ). 
The dependence in the sample size n is correct since 1/n is known to be mini-
max optimal. The dependence on the dimension d is not optimal, as it is observed
in the example given page 36. Besides the high probability bound (C.1) holds only
for a regularization parameter λ depending on the confidence level ε. So we do
not have a single estimator satisfying a PAC bound for every confidence level.
Finally the dependence on the confidence level is larger than expected. It contains
an unusual square. The example given page 36 illustrates Theorem C.1.
D. SOME STANDARD UPPER BOUNDS ON LOG-LAPLACE TRANSFORMS
LEMMA D.1 Let V be a random variable almost surely bounded by b ∈ R. Let
g : u 7→ [exp(u)− 1− u]/u2.
log
{
E
[
exp
[
V − E(V )]]} ≤ E(V 2)g(b).
PROOF. Since g is an increasing function, we have g(V ) ≤ g(b). By using the
inequality log(1 + u) ≤ u, we obtain
log
{
E
[
exp
[
V − E(V )]]} = −E(V ) + log{E[1 + V + V 2g(V )]}
≤ E[V 2g(V )] ≤ E(V 2)g(b).

LEMMA D.2 Let V be a real-valued random variable such that E
[
exp
(|V |)] ≤
M for some M > 0. Then we have |E(V )| ≤ logM , and for any −1 < α < 1,
log
{
E
[
exp
{
α
[
V − E(V )]}]} ≤ α2M2
2
√
pi(1− |α|) .
PROOF. First note that by Jensen’s inequality, we have |E(V )| ≤ log(M). By
using log(u) ≤ u− 1 and Stirling’s formula, for any −1 < α < 1, we have
log
{
E
[
exp
{
α
[
V − E(V )]}]} ≤ E[exp{α[V − E(V )]}]}− 1
= E
{
exp
{
α
[
V − E(V )]}− 1− α[V − E(V )]}
≤ E
{
exp
[|α||V − E(V )|]− 1− |α||V − E(V )|}
≤ E
{
exp
[|V − E(V )|]} sup
u≥0
{[
exp(|α|u)− 1− |α|u] exp(−u)}
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≤ E
[
exp
(|V |+ |E(V )|)] sup
u≥0
∑
m≥2
|α|mum
m!
exp(−u)
≤M2
∑
m≥2
|α|m
m!
sup
u≥0
um exp(−u) = α2M2
∑
m≥2
|α|m−2
m!
mm exp(−m)
≤ α2M2
∑
m≥2
|α|m−2√
2pim
≤ α
2M2
2
√
pi(1− |α|) .

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