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Abstract 
Super-resolution fluorescence microscopy is widespread, owing to its demonstrated ability 
to resolve dynamical processes within cells and to identify the structure and position of 
specific proteins in the interior of protein complexes. Nowadays, subcellular features can 
be routinely resolved at the nanoscopic scale thanks to the accessibility of straightforward 
sample-preparation protocols, simple hardware tools, and open source software. Building 
on its ability to investigate large-scale macromolecules networks in their natural 
environment with high resolution, fluorescence microscopy is further evolving by the 
development of quantitative and high-throughput methods to characterize such networks. 
Previous implementations of high-throughput microscopy made use of imaging 
sequentially smaller fields of view (FOV), which makes axial alignment a challenge and 
extends the imaging time. In our work, we circumvent these problems with our large FOV 
systems, which are based on flat-field sample illumination over large areas, combined with 
a CMOS-camera.  
In this thesis, I present a waveguide platform designed to image a wide area with low 
background by mean of total internal reflection fluorescence (TIRF) excitation. The 
waveguide chips for this platform were fabricated at the center of micro-nano technology 
(CMi) at EPFL, in collaboration with the group of Aleksandra Radenovic (specifically with 
Evgenii Glushkov). The resulting waveguide-TIRF system is specifically optimized for 
applications where easy and repetitive buffer exchange is needed.  
To achieve large and uniform TIRF excitation, I studied some fundamental parameters of 
the waveguide, developing specific code to simulate, at the first order, its behavior. I then 
extended light propagation solutions adopted in the field of integrated photonics to our 
waveguide chip fabrication process. To easily integrate the chip within the commercial 
stage of an upright microscope, I designed a novel chip holder that ensures aqueous 
solution sealing, mitigates the presence of scatter light in the imaging area, and facilitates 
the waveguide alignment during the input beam-coupling phase. 
On the analysis side, the need for computational tools that are specific to fluorescence 
microscopy is continuously growing, due to the fact that this technique heavily relies on 
the treatment of large quantities of data. The automated analysis of images is a 





statistical validation, especially where repetitive visual inspection would be impractically 
long. This is particularly critical for single molecule localization microscopy (SMLM), where 
the quality of the reconstructed super-resolved image actually is a trade-off between the 
algorithm localization precision and its speed, a key element considering the need of 
processing tens of thousands of large images to generate the final, super-resolved one. 
In this work, I present a series of computational tools for CMOS camera characterization 
developed for large flat-field STORM microscopy, a 3D SMLM reconstruction software 
specific for Double-Helix (DH) point spread function (PSF) and a set of cell shape analysis 
tools to study C.Crescentus shape dynamics. 
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Sommario 
La microscopia in fluorescenza a super-risoluzione si è largamente diffusa grazie alla sua 
dimostrata abilità nel riuscire a risolvere processi dinamici nelle cellule e a discernere la 
struttura e posizione di specifiche proteine all’interno di complessi proteici. 
Tale tecnica si è affermata grazie ad uno sforzo interdisciplinare che ha portato, da un lato, 
allo sviluppo e validazione di protocolli efficaci per la preparazione dei campioni biologici 
e, dall’altro, allo sviluppo e diffusione di strumenti ottici innovativi e software open-source. 
Oggigiorno la microscopia in fluorescenza si sta ulteriormente sviluppando, con l’obbiettivo 
di permettere uno studio di campioni biologici sempre più estesi con alta risoluzione e alta 
efficienza. 
Lo studio e l’analisi di grandi numeri di sub-campioni viene solitamente eseguito 
prendendo immagini consecutive di porzioni adiacenti dell’intero campione. Questo 
approccio, però,  richiede un non banale riallineamento assiale per ogni movimento sul 
piano del capione, ed implica un allungamento del tempo di imaging. I due sistemi che 
abbiamo sviluppato nel nostro laboratorio permettono invece di analizzare 
contemporaneamente più sub-campioni, grazie all’estensione dell’illuminazione ad 
un’area più ampia, senza perdere i requisiti di unifomità e irradianza. La cattura di immagini 
più estese è stata possibile anche grazie all’utilizzo camere CMOS commercialmente 
disponibili con un più alto numero di pixels, a parità di frame rate, rispetto alle camere 
EMCCD precedentemente adottate in questo campo.  
In questo lavoro, presento una piattaforma per microscopia in fluorescenza basata su 
guide-d’onda che permettono di illuminare il campione con un campo evanescente 
uniforme. La fabbricazione delle guide-d’onda è stata realizzara presso il centro di micro-
nano fabbricazione (CMi) dell’EPFL in collaborazione con il gruppo di Aleksandra Radenovic 
(in particolare con Evgenii Glushkov).  
Il campo generato dalla luce rifratta all’interfaccia tra la guida-d’onda e il campione genera 
una sezionamento (TIRF) ottico del campione che è ragionevolmente uniforme  lungo tutta 
la superficie della guida-d’onda a contatto con il campione. Tale piattaforma è stata 
ottimizzata per permettere uno scambio veloce di soluzioni acquose. Per ottenere un 
campo evanescente uniforme e largo ho studiato alcuni parametri fondamentali della 





approssimazione. Inoltre ho esteso soluzioni tipicamente adottate nell’ambito della 
fotonica al processo di fabbricazione delle nostre guide-d’onda. Per integrare le guide-
d’onda nel microscopio, ho inoltre progettato un supporto meccanico che potesse non solo 
allineare facilmente le guide-d’onda con il fascio laser, ma che potesse anche trattenere la 
soluzione aquosa  e schermare la scattering generato nell’area di accoppiamento tra la 
guida-d’onda ed il laser. 
Lo sviluppo di strumenti computazionali specifici per microscopia in fluorescenza é un 
bisogno in continua crescita, in quanto tale tecnica si basa sul trattamento di grandi 
quantità di dati, richiedendo una sempre più elevata capacità di analisi. 
L’analsisi automatizzata di immagini è infatti fondamentale per una estrapolazione 
quantitativa e imparziale dei dati, attraverso un campionamento multiplo statisticamente 
rilevante che richiederebbe tempi irragionevolmente lunghi se effettuato per ispezione 
visuale diretta. Inoltre, nel campo della microscopia basata sulla localizzazione di singole 
molecole (SMLM), i software sono fondamentali per poter ricostruire un’immagine super-
risolta a partire da decine di migliaia di immagini di milioni di pixels ciascuna, e possono 
influenzare notevolmente la qualità dell’immagine finale.  
In questo lavoro, presento quindi una serie di metodi computazionali sviluppati a partire 
da una serie di funzioni MATLAB che ho scritto per caratterizzare una CMOS camera 
accoppiata ad un microscopio STORM basato su un sistema di illuminazione uniforme a 
vasto campo. Ho inoltre sviluppato una completa pipeline per processare i dati di singole 
molecole (SM) e ricostruirne un’immagine super-risolta in tre dimensioni. L’informazione 
assiale sulla posizione della molecola è codificata nella forma della sua point spread 
function (PSF): infatti la point spread function (PSF) delle molecole è caratterizzata da due 
lobi che disegnano una doppia elica (double helix - DH) muovendo le molecole nella 
direzione assiale. Infine, presento una serie di funzioni volte ad analizzare la dinamica della 















ABSTRACT ................................................................................................................................................... 3 
SOMMARIO ................................................................................................................................................ 5 
INDEX........................................................................................................................................................... I 
LIST OF TABLES AND FIGURES .................................................................................................................... III 
PART I  INTRODUCTION TO SUPERRESOLUTION FLUORESCENCE MICROSCOPY ..................................... 1—1 
1 SUPER-RESOLUTION PRINCIPLES, METHODS AND LIMITATIONS ....................................................................... 1—3 
1.1 Single Molecule Localization Microscopy (SMLM) ................................................................. 1—5 
1.1.1 SMLM with photo-switching fluorophores ....................................................................................... 1—5 
1.1.2 3D SMLM approaches ....................................................................................................................... 1—8 
1.1.3 DNA Points Accumulation for Imaging in Nanoscale Topography (DNA-PAINT) ............................ 1—10 
1.2 Structured illumination microscopy (SIM) ........................................................................... 1—13 
2 IMAGE QUALITY LIMITATIONS IN SMLM ................................................................................................... 2—1 
2.1 Illumination aspects critical for image quality ....................................................................... 2—1 
2.1.1 Global field flattening with Köhler integrator or beam shaping elements ....................................... 2—2 
2.1.2 Local speckles and interference fringes homogenization ................................................................. 2—3 
2.2 Optical sectioning techniques ................................................................................................ 2—6 
2.2.1 TIRF illumination ............................................................................................................................... 2—7 
2.2.2 Light sheet illumination .................................................................................................................... 2—9 
2.3 Single molecule localization precision ................................................................................. 2—14 
2.3.1 3D SMLM DH-PSF localization algorithms ...................................................................................... 2—18 
PART II  APPLICATIONS AND AIMS OF THIS WORK ............................................................................... 2—23 
3 RESOLVING BACTERIAL CELL SHAPE DYNAMICS .......................................................................................... 3—25 
3.1 Principles of C. crescentus constriction rate modulation in cell shape dynamics ................ 3—25 
3.1.1 Cell size regulation.......................................................................................................................... 3—28 
3.2 Aims of this work: cell shape parameters analysis .............................................................. 3—29 
3.2.1 Development of an automated image processing method and cell dynamic simulator ................ 3—30 
3.2.2 Development of 3D Double-Helix PSF software ............................................................................. 3—32 
4 HIGH-THROUGHPUT NANOSCOPY OF SUBCELLULAR STRUCTURE: LARGE FLAT FIELD STORM AND PAINT ............ 4—35 
4.1 Aim of this work: CMOS camera characterization for MLE sCMOS-specific algorithm ....... 4—35 
4.2 Aim of this work: development of a waveguide-based platform for DNA-PAINT ................ 4—39 
PART III  METHODS DEVELOPMENT AND RESULTS ............................................................................... 4—41 
5 RESOLVING BACTERIAL CELL SHAPE DYNAMICS .......................................................................................... 5—43 
5.1 Bacteria cell image processing: sDaDa ................................................................................ 5—44 
5.2 Bacteria pole shape dynamics simulator ............................................................................. 5—46 
5.3 3D DH-PSF image reconstruction: StormChaser .................................................................. 5—49 
6 LARGE FLAT FIELD STORM .................................................................................................................. 6—57 
6.1 CMOS camera noise and characterization ........................................................................... 6—58 
6.2 Maximum Likelihood Localization Estimation (MLE) ........................................................... 6—61 
7 LARGE FLAT FIELD WAVEGUIDE-PAINT ................................................................................................... 7—65 
7.1 Waveguide Chip design ....................................................................................................... 7—65 
7.2 Chip holder and Microscope design ..................................................................................... 7—71 
7.3 Waveguide DNA-PAINT imaging of cells and DNA origami ................................................. 7—73 
7.3.1 Sample preparation ........................................................................................................................ 7—73 
7.3.2 Imaging and data analysis .............................................................................................................. 7—79 






8.1 Cell shape image analysis automation ................................................................................ 8—83 
8.2 Flat-field illumination platform: prospective ....................................................................... 8—84 
8.3 Waveguide-TIRF: prospective .............................................................................................. 8—85 
APPENDIX ............................................................................................................................................ 8—87 
A. WAVEGUIDE PARAMETERS STUDY ................................................................................................ 8—89 
B. CHIP HOLDER CAD DESIGN .......................................................................................................... 8—90 
C. CHIP FABRICATION .................................................................................................................... 8—91 
BIBLIOGRAPHY ............................................................................................................................................ II 
CURRICULUM VITAE ................................................................................................................................. XIV 
Personal information ............................................................................................................................. xiv 
Work Experience .................................................................................................................................... xiv 
Education ................................................................................................................................................ xv 
Skills ........................................................................................................................................................ xv 
Interests ................................................................................................................................................. xvi 
Publications ............................................................................................................................................ xvi 





List of tables and figures 
Tables 
TABLE 1-1 SUPER-RESOLUTION LIGHT MICROSCOPY METHODS. 1—4 
TABLE 2-1 LIGHT-SHEET MICROSCOPY METHODS COMPATIBLE WITH SMLM. 2—13 
TABLE 5-1 3D DH-PSF SOFTWARE COMPARISON AT THE SMLM CHALLENGE 2016. 5—53 
TABLE 6-1 SCMOS ZYLA 4.3 ANDOR CHARACTERIZATION. 6—60 
TABLE 7-1 WAVEGUIDE-PAINT EXPERIMENTAL CONDITIONS AND RESULTS. 7—79 
TABLE D-1 WAVEGUIDE FABRICATION PROCESS FLOW. 8—91 
 
Figures 
FIGURE 1-1 – VISUALIZATION OF THE IMAGING PROCESS. 1—3 
FIGURE 1-2 – SINGLE MOLECULE LOCALIZATION MICROSCOPY CONCEPT. 1—6 
FIGURE 1-3 – 3D SMLM APPROACHES. 1—8 
FIGURE 1-4 – 3D-PSF SIMULATED DATASET 1—9 
FIGURE 1-5 – DNA-PAINT SAMPLE SCHEME. 1—10 
FIGURE 1-6 – DNA-ORIGAMI CREATION PRINCIPLE. 1—11 
FIGURE 1-7 – DNA-PAINT EXPERIMENTAL PARAMETERS AFFECTING THE IMAGING PERFORMANCES. 1—12 
FIGURE 1-8 – OPTICAL SECTIONING CAN BE OBTAINED BY LIGHT SHEET OR TIRF APPROACHES. 1—13 
FIGURE 1-9 – STRUCTURED-ILLUMINATION CONCEPT. 1—14 
FIGURE 1-10 – NONLINEAR FLUORESCENCE EMISSION INTRODUCES HIGH FREQUENCY HARMONICS. 1—14 
FIGURE 2-1 – A KOHLER INTEGRATOR. 2—2 
FIGURE 2-2 – FLAT-FIELD ILLUMINATION EMPLOYING BEAM SHAPER DIFFRACTIVE ELEMENTS. 2—3 
FIGURE 2-3 – SPECKLES AND INTERFERENCE FRINGES HOMOGENIZATION APPROACHES. . 2—4 
FIGURE 2-4 – FLAT-FIELD TIRF ILLUMINATION USING AXICON LENS. 2—5 
FIGURE 2-5 – OBJECTIVE TIRF LIMITATIONS. 2—6 
FIGURE 2-6 – PRISM-TIRF AND OBJECTIVE-TIRF CONFIGURATIONS. 2—7 
FIGURE 2-7 – CLASSICAL OBJECTIVE-TIRF AND WAVEGUIDE-TIRF APPROACHES. 2—8 
FIGURE 2-8 – LIGHT SHEET APPROACH LIMITS. 2—9 
FIGURE 2-9 – BEAM PROPAGATION FROM RECTANGULAR AND CIRCULAR APERTURE. 2—12 
FIGURE 2-10 – DEPENDENCE OF THE LOCALIZATION ACCURACY ON THE PIXEL SIZE. 2—17 
FIGURE 2-11 – DH-SMLM ALGORITHMS. 2—18 
FIGURE 2-12 – DH-SMLM BEST-IN-CLASS ALGORITHM PERFORMANCE. 2—21 
FIGURE 3-1 – C. CRESCENTUS CELL ENVELOPE. 3—25 
FIGURE 3-2 – C. CRESCENTUS CELL CYCLE. 3—26 
FIGURE 3-3 – TIME-LAPSE DUAL COLOR IMAGES OF C. CRESCENTUS. 3—26 
FIGURE 3-4 – MODEL FOR CELL SIZE CONTROL AND HOMEOSTASIS IN C. CRESCENTUS. 3—27 
FIGURE 3-5 – C. CRESCENTUS CELL SHAPE SCHEME. 3—29 
FIGURE 3-6 – C. CRESCENTUS SHAPE IMAGES ANALYSIS. THE ANALYSIS OF 3—30 
FIGURE 3-7 – C. CRESCENTUS SEPTUM SHAPE DYNAMICS. 3—32 
FIGURE 3-8 – FROM 2D SMLM TO 3D DH-PSF DATA. 3—33 
FIGURE 4-1 – LOCALIZATION PRECISION WITH SCMOS SPECIFIC MLE ALGORITHM. 4—36 
FIGURE 5-1 – PARAMETER SPACE IN CELL SHAPE DYNAMIC STUDY. 5—43 
FIGURE 5-2 – CELL SHAPE ANALYSIS PROGRAM SDADA PIPELINE. 5—45 
FIGURE 5-3 – EDGE DETECTION OPTIMIZATION. 5—46 
FIGURE 5-4 – POLE SIMULATOR MODEL. 5—47 
FIGURE 5-5 – POLE SHAPE DYNAMICS AT THE CONSTRICTION SITE. A, AND C, 5—48 





FIGURE 5-7 – STORMCHASER PROGRAM PIPELINE. 5—50 
FIGURE 5-8 – MOLECULE IDENTIFICATION STEP IS BASED ON CLUSTERING ALGORITHM. 5—51 
FIGURE 5-9 – ARTIFICIAL DH-PSF DATASET. 5—51 
FIGURE 5-10 – STORMCHASER RENDERING. 5—52 
FIGURE 5-11 – 3D SMLM CHALLENGE RESULT COMPARISON. 5—54 
FIGURE 5-12 – 3D SMLM CHALLENGE IMAGE RESULT. 5—55 
FIGURE 6-1 – DEPENDENCE OF THE ILLUMINATION HOMOGENEITY ON THE DESIGN PARAMETERS. 6—57 
FIGURE 6-2 – SCMOS ZYLA 4.3 ANDOR DARK IMAGE. 6—58 
FIGURE 6-3 – SCMOS ZYLA 4.3 ANDOR READ NOISE AND GAIN DISTRIBUTION. 6—59 
FIGURE 6-4 – HOT PIXELS IDENTIFICATION PROCESS. 6—60 
FIGURE 6-5 – CMOS-SPECIFIC-MLE ALGORITHM AND RAPIDSTORM SOFTWARE COMPARISON. 6—62 
FIGURE 6-6 – LARGE FOV STORM IMAGING OF MULTIPLE EUKARYOTIC CELLS. 6—63 
FIGURE 7-1 – OPTIMIZED WAVEGUIDE DESIGN ENABLES A UNIFORM AND LARGE TIRF ILLUMINATION. 7—67 
FIGURE 7-2 – LAYOUT OF THE WAVEGUIDE CHIPS FOR CLEANROOM FABRICATION. 7—68 
FIGURE 7-3 – WAVEGUIDE PENETRATION DEPTH AND 1D TE0 WAVEGUIDE MODE SIMULATIONS. 7—69 
FIGURE 7-4 – APPROXIMATED COUPLING EFFICIENCY ESTIMATION AND E11 WAVEGUIDE MODE PROFILE AT 
THE INPUT TAPER TIP. 7—70 
FIGURE 7-5 – WAVEGUIDE-PAINT PLATFORM: WAVEGUIDE-CHIP INTEGRATION IN A CUSTOM UPRIGHT 
MICROSCOPE. 7—71 
FIGURE 7-6 – WAVEGUIDE-PAINT IMAGING OF DNA-ORIGAMI MICROTUBULES. 7—74 
FIGURE 7-7 – WAVEGUIDE-PAINT IMAGING OF COS-7 CELLS. 7—75 
FIGURE 7-8 – WAVEGUIDE-PAINT IMAGING OF COS-7 CELLS. 7—76 
FIGURE 7-9 – DEMONSTRATION OF WAVEGUIDE-PAINT. 7—77 
FIGURE 7-10 – DIFFRACTION LIMITED AND DNA-PAINT. 7—78 
FIGURE 8-1 – WORKSTATION NETWORK FOR BIG-DATA ACQUISITION AND ANALYSIS. 8—84 
FIGURE 8-2 – MULTI-WELL WAVEGUIDE CHIP FABRICATION. 8—85 
















Super-resolution principles, methods and limitations 
1—3 
 
1 Super-resolution principles, methods and 
limitations 
Fluorescence microscopy is a well-established imaging technique that allows non-invasive 
observation of dynamic processes within the cell, as well as probing specific proteins structure and 
location. During the last decades, continuous advancements were prompted by a broad, 
interdisciplinary effort, leading to key improvements like better labelling and increased spatial and 
temporal resolution. Nowadays, subcellular features can be specifically probed and resolved at a 
nanoscopic scale, thanks to superresolution microscopy, a set of fluorescence microscopy techniques 
so called for their capability to break the diffraction limit. This classical limit setting the maximum 
achievable spatial resolution can be described by the classical Abbe limit.  
 
Figure 1-1 – Visualization of the imaging process. The imaging of square objects with an optical system with an impulse 
response described by the indicated PSF. The imaging operation, which is expressed by Equation 1, results in a blurred image 
of the object. The operator ∗ denotes the convolution operation. 
When an ideal, dimensionless point-like object is imaged through a microscope, instead of appearing 
like an infinitesimal point it is actually rendered by the lens system as a blurred spot with an intensity 
profile defined by the response of the imaging system. Such an intensity profile is described by the point 
spread function (PSF) of the system. The image irradiance distribution 𝐼𝐼(𝑥𝑥,𝑦𝑦) of an extended object 
O(𝑥𝑥,𝑦𝑦) is thus the result of the object convolution with the system PSF: 
𝐼𝐼(𝑥𝑥,𝑦𝑦) = ∬𝑂𝑂(𝑢𝑢, 𝑣𝑣)𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥 − 𝑢𝑢,𝑦𝑦 − 𝑣𝑣)𝑑𝑑𝑢𝑢𝑑𝑑𝑣𝑣  1.1 




where 𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦) is the impulse response of the optical system – i.e. the image of the impulse delta-
function 𝛿𝛿(𝑥𝑥,𝑦𝑦). The PSF hence defines the spatial resolution limit of an optical system: the Abbe 
diffraction limit.  
The dimensions of the PSF, 𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃
𝑥𝑥,𝑦𝑦  and 𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃𝑧𝑧  in the lateral (𝑥𝑥 - 𝑦𝑦) and axial (𝑧𝑧) directions are in first 
approximation defined through the radial distance at which the value of the paraxial point spread 
function becomes zero: 
 𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃
𝑥𝑥,𝑦𝑦 ≈ 𝜆𝜆 2𝑁𝑁𝑁𝑁⁄  1.2 
𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃
𝑧𝑧 ≈ 2𝜆𝜆𝜆𝜆 (𝑁𝑁𝑁𝑁)2⁄   1.3 
where 𝜆𝜆 is the wavelength of the emitted light, 𝜆𝜆 is the index of refraction of the medium, and 𝑁𝑁𝑁𝑁 is 
the numerical aperture of the objective lens. Thus, the resolution limit for visible light (𝜆𝜆 ≈ 550𝜆𝜆𝑛𝑛) 
imaged by a high numerical aperture objective (oil immersion objective, 𝑁𝑁𝑁𝑁 = 1.4 ) is 𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃𝑥𝑥,𝑦𝑦 ~200𝜆𝜆𝑛𝑛 
and 𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃𝑧𝑧 > 500𝜆𝜆𝑛𝑛1. The PSF size will be more precisely described in Chapter 2.2. 
Table 1-1 Super-resolution light microscopy methods.  The table presents a comparison between resolution, acquisition 
time and image colors achievable with the super-resolution approaches used in this work. Table based on 1,2,5–8 and 9.  
 SIM PALM/STORM DNA-PAINT 
 Linear Non linear iSIM   
Principle 






























X-Y resolution 100-130nm 50nm 
1.7-fold in x,y 
20-40nm <20nm 
Z resolution 250-350nm Not applicable <50nm (3D-STORM) 
<50nm with 
spinning disk and 
astigmatism 








Minutes Several Minutes 
Simultaneous 
colors 
3 1 3-4 2 >10 
Sample prep. Easy Easy Easy Difficult Difficult 
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In the last decade, several different fluorescence-based approaches have been developed in order 
to circumvent the intrinsic diffraction limitation.  
In this work, I will mainly focus on one family within the super-resolution microscopy context: single 
molecule localization microscopy (SMLM) and specifically on Stochastic Optical Reconstruction 
Microscopy (STORM)2 and DNA Points Accumulation for Imaging in Nanoscale Topography (DNA-
PAINT)3. I will only briefly introduce the concept behind  Structured Illumination Microscopy (SIM)4, 
which is a patterned excitation approach we used to image C.Crescentus bacteria with a commercial 
microscope. Briefly, these two super-resolution techniques offer advantages which render them 
attractive over other super-resolution methods. In particular, SMLM techniques offer nanoscale 
resolution, which surpasses achievable resolutions by all fluorescence-based techniques. SIM on the 
other hand allows the acquisition of fast dynamics in living cells, with high spatial resolution using a 
relatively low laser irradiance. 
1.1 Single Molecule Localization Microscopy (SMLM)  
1.1.1 SMLM with photo-switching fluorophores 
Among the most commonly used methods are localization microscopies (photoactivated localization 
microscopy, PALM6 and stochastic optical reconstruction microscopy, STORM2). PALM and STORM are 
based on the photo-switchable properties of specific fluorescent molecules (fluorophores: fluorescent 
proteins or chemical dyes), which can be switched between a non–fluorescent (dark - OFF) state and a 
fluorescent (bright - ON) state by exposure to particular light wavelengths. In the case of dyes, 
photoswitching typically requires a reducing/oxidizing chemical buffer. Continuously acquiring images 
(frames) at a rate comparable with cycling the fluorophores between the OFF to an ON state makes it 
possible to distinguish each single fluorophores PSF within each frame. In such a way, it becomes 
possible to derive the actual fluorophore position from the analysis of its PSF with much better precision 
than analyzing the combined frames, as in widefield or even confocal microscopy (Figure 1-2). 
The typical fluorophore switching rate ranges from 10 𝐻𝐻𝑧𝑧 to 1000 𝐻𝐻𝑧𝑧10, thus limits the camera 
exposure time between 10 𝑛𝑛𝑚𝑚 and 100 𝑛𝑛𝑚𝑚 and the total acquisition time around 20 minutes to collect 
about 20 thousand images necessary for a sufficient target sampling. 
The PALM and STORM methods, based on fluorophore localization, yield a spatial resolution down 
to approximately2 20𝜆𝜆𝑛𝑛.  This is due to the fact that the position 𝜇𝜇𝑥𝑥 of a single emitter can be 
determined to almost arbitrarily high accuracy if a sufficient number of photons generating its PSF are 
collected. Indeed, the localization precision of an estimation method, that assumes a Gaussian 
distributed PSF, can be defined in first approximation as the standard deviation of the estimated 
molecule location σ(𝜇𝜇𝑥𝑥) 11: 
 σ(𝜇𝜇𝑥𝑥) = �𝜎𝜎2(𝜇𝜇𝑥𝑥) = �𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃2+𝑎𝑎 12⁄𝑁𝑁 + 8𝜋𝜋𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃4 𝑏𝑏2𝑁𝑁2𝑎𝑎2 ~𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃 √𝑁𝑁⁄  1.4 
where 𝑎𝑎2 is the pixel area, 𝑏𝑏2 is assumed background expected noise per pixel, 𝑁𝑁 is the number of 
expected photons and 𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃 is the standard deviation of the point-spread function (assumed Gaussian 
distributed). The previous equation can be further improved by taking into account the EM gain of 
EMCCD cameras12 (a more accurate description is reported in Chapter 2.3): 




𝜎𝜎(𝜇𝜇𝑥𝑥) = �𝜎𝜎2(𝜇𝜇𝑥𝑥) = �2𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃2 + 𝑎𝑎 12⁄𝑁𝑁 + 8𝜋𝜋𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃4 𝑏𝑏2𝑁𝑁2𝑎𝑎2  1.5 
The localization precision is thus improved by increasing the number of emitted photons – more 
precisely by √𝑁𝑁 – which increases with the illumination intensity.  
 
Figure 1-2 – Single Molecule Localization Microscopy concept.  The top image represents the standard wide filed 
fluoresce microscopy approach: the image of a target fluorescently label is a diffraction limited image of the target. In a single 
molecule localization microscopy approach (bottom), the target structure of interest is labeled with photo switchable 
fluorophores. At the imaging start, all fluorophores are in a non-fluorescent OFF state upon irradiation with light of 
appropriate wavelength and intensity. A sparse subset of fluorophores is reactivated in an ON state either spontaneously or 
photo-induced with a second irradiation laser wavelength. The activated fluorophores, spaced further apart than the 
Nyquist’s limit, can be precisely localized. Repetitive activation, localization and deactivation allow a temporal separation of 
spatially unresolved structures in a reconstructed image. 
However, the intensity of the excitation light has a limit imposed by both phototoxicity and 
photobleaching. Toxic effects of light primarily arise due to generation of chemically reactive species 
such as free radicals and specifically singlet and triplet forms of oxygen13. Reactive oxygen species react 
with a large variety of cellular components that can easily oxidize, such as proteins, nucleic acids and 
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lipids14,15 and can be critical in  the mitochondria respiratory chain for DNA-damage determination16 and 
for directing the cell towards life or death17. These undesired reactions lead to loss of fluorescence signal 
(photobleaching) and physical damage to the cell or even cell death (phototoxicity). 
Besides localization precision, another practical factor limits the resolution in PALM and STORM: the 
labeling density18. Too-low density of localizations results in an under-sampled structure, insufficient to 
resolve its organization19. Thus, leading to a loss of spatial information. On the other hand, if the 
fluorophore density is too high the images of individual fluorophores will overlap, thereby preventing 
each fluorophore from being localized with high precision.  
Nyquist’s criterion defines in first approximation the lower limit of the labeling density: the 
fluorophore-to-fluorophore distance, which is the inverse of "sampling frequency", has to be at least 
two times smaller than the smallest sample structural feature that has to be discerned20. If 𝜌𝜌 is the 
density of labeling and 𝐷𝐷 is the dimension of the sample that has to be imaged, the smallest resolvable 
feature size thus is defined via19,21:  ∆𝑛𝑛𝑦𝑦𝑛𝑛~ 2 𝜌𝜌1 𝐷𝐷⁄⁄  1.6 
which is two dimensions becomes: 
∆𝑛𝑛𝑦𝑦𝑛𝑛~ 1 �𝜌𝜌⁄  1.7 
 
Therefore, to achieve 10-nanometer resolution, molecules must be spaced a minimum of 5 
nanometers apart in each dimension to yield a minimum density of 4 × 104 molecules per square 
micrometer. This means, that in a diffraction-limited region of 250-nanometers in diameter (about 0.05 
square micrometer) there should be about 2000 molecules to achieve 10-nanometer resolution. Since 
only one of these fluorophores should reside in its fluorescent state per cycle, the lifetime of the OFF 
state (𝜏𝜏𝑂𝑂𝑃𝑃𝑃𝑃) has to be 2000 times longer than the lifetime of the fluorescent ON state (𝜏𝜏𝑂𝑂𝑁𝑁). 𝜏𝜏𝑂𝑂𝑃𝑃𝑃𝑃 has 
been reported to vary from 10 to 100 𝑛𝑛𝑚𝑚 to several seconds10. The lifetime of the ON state depends 
both on the fluorescence lifetime (the average time the molecule stays in its excited state before 
emitting a photon) and the number of times the molecule can cycle between its singlet ground state 
and the excited state before undergoing stochastically in the OFF state. Typical fluorescence lifetimes 
are within the range of 0.5 to 20 nanoseconds and the molecule can emit a photon about 1000 times 
before switching OFF. Therefore, the total time 𝜏𝜏𝑂𝑂𝑁𝑁 a molecule can stay in the ON state is of few 
milliseconds at most.  
Fluorophores with a higher 𝜏𝜏𝑂𝑂𝑃𝑃𝑃𝑃/𝜏𝜏𝑂𝑂𝑁𝑁 ratio allow the sample to be labeled with higher density since 
the risk of false localizations caused by the overlapping of multiple fluorophore signals within the same 
diffraction-limited area, is lower. On the other hand, high photoswitching ratios result in a small number 
of localizations per image and thus prolong the acquisition time unnecessarily. 
However, it is important to underline that the argument concerning the resolution link to label 
density is only true in a first approximation. Indeed, resolution also depends strongly on the underling 
sample structure, the presence of not uniform background and localization precision and can therefore 
be better described by the following expression22,23: 
∆𝑛𝑛𝑦𝑦𝑛𝑛~ 1 �𝑙𝑙𝑙𝑙𝑙𝑙 𝜌𝜌⁄  1.8 
 
Today, fluorophores have become highly optimized in their targeting, photostability, and 
photoswitching24–26 to make it possible to routinely resolve structures down to the nanometric scale. 




1.1.2 3D SMLM approaches 
 Cells and their intra-cellular structures and organelles are fundamentally three-dimensional. For this 
reason, many efforts have been employed to access the third spatial dimension and to improve axial 
resolution. As previously mentioned, this work focuses mainly on the SMLM family. However, I will 
briefly compare the advantages and disadvantages of the SMLM approach with SIM: another approach 
we could easily access at EPFL through a commercially available microscope. 
 
Figure 1-3 – 3D SMLM approaches. a, Typical DH-PSF of a conventional wide-field microscope at different axial planes37 
(top); The phase mask is mounted in the Fourier plane, which is the center plane between Lens 1 and Lens 2 forming a 4f 
system. The phase mask is typically made of positive photo-resist (AZ-4210, Clariant) spin-coated on a glass slide with different 
thicknesses to generate different phase delays38. The simulated phase mask pattern shown approximates the double helix 
phase mask reported in 30; b, Optical diagram to produce the desired astigmatic aberration of the PSF by introducing a 
cylindrical lens into the imaging path. The z coordinate is extracted from the ellipticity of its image. The right panel shows 
images of a fluorophore at various z positions29 ; c, Schematics of an  single-photon fluorescence interferometric microscope. 
A point source emits a single photon both upwards and downwards. The single photon interferes in a special 3-way beam 
splitter. Since, the difference in path lengths of the upper and lower beams directly depends on the axial position of the 
source, the axial position of the source molecule can be determined from the relative amplitudes of the source images from 
the 3 cameras31; d, Optical diagram of a multiplane microscope implemented into a conventional microscope for wide-field. 
Emission fluorescence is split into two paths to create  two separate image planes on the same CCD camera32. 
Linear SIM has provided ~100 𝜆𝜆𝑛𝑛 lateral and ~300 𝜆𝜆𝑛𝑛 axial resolution in the mammalian nucleus 
27, while non-linear SIM has so far only been demonstrated in two dimensions28. 
With single molecule microscopy techniques such as PALM/STORM, it is possible to simultaneously 
achieve higher lateral (around ~25 𝜆𝜆𝑛𝑛) and axial resolution (around ~50 𝜆𝜆𝑛𝑛)1. However, current 3D 
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PALM/STORM are limited to a maximal depth range of 100 𝜆𝜆𝑛𝑛 − 𝑓𝑓𝑓𝑓𝑓𝑓 𝜇𝜇𝑛𝑛 whereas 3D SIM has an axial 
range of 10 𝜇𝜇𝑛𝑛 − 20 𝜇𝜇𝑛𝑛8.  
For application where 3D resolution weight more than imaging depth, 3D SM approaches are the 
methods of choice. Different techniques have been developed for far-field SM localization microscopy 
based on the PSF engineering (such as astigmatic imaging29 and double-helix (DH) PSF30),  interferometry 
(such as iPALM- where the axial position is calculated from single photon interference between 
opposing objectives31) and multiplane imaging32. In the multiplane approach, the axial information is 
extracted from the simultaneous measurement of the PSF shape at different focal planes. Multiplane 
provides 3D imaging over a depth of less than one micron without axial scanning at a resolution of 30 
nm laterally and 80 nm axially and over several micron with axial scanning32. However, this approach 
requires either the use of two cameras, which introduces synchronization and cost drawbacks, or the 
binning of one camera, which limits the field of view. While extremely precise31 – its achievable axial 
resolution is 10-20 nm  – the interferometric approach is not yet widely adopted. This is most likely due 
to the ease of adopting 3D capability by commercial engineered PSF or adding a simple lens to existing 
standard microscopes whereas an upgrade to iPALM requires extensive modification. The realization of 
a 3D single molecule platform based on the introduction of commercial engineered PSF or a lens,  is 
easier to achieve with respect to the interferometric PALM technique which requires extensive 
modifications of a standard microscope33 (see Figure 1-3). Additionally, the PSF engineering approach 
has a longer depth range with respect to pure interferometry. In fact, in the interferometric system the 
maximum depth is about 200 𝜆𝜆𝑛𝑛 31, while the astigmatic and DH-PSF approaches provide a depth of 
field of about 600 𝜆𝜆𝑛𝑛 34 and  2 − 3𝜇𝜇𝑛𝑛 33,35 respectively.   
All together, a  DH-PSF microscope is the technique that allows one to achieve the best axial 
localization precision (up to 20 𝜆𝜆𝑛𝑛) and lateral localization precision (10 𝜆𝜆𝑛𝑛) over an axial range larger 
than 2 𝜇𝜇𝑛𝑛 30. The DH method is based on an engineered phase mask that, when added to a conventional 
widefield microscope, enables the generation of a PSF that changes with focus depth. The PSF generated 
by this mask appears as two bright lobes which revolve around one another as a function of 𝑧𝑧-axial 
position36 (Figure 1-3 a and Figure 1-4). 
  
Figure 1-4 – 3D-PSF simulated dataset .  Summary of different simulated datasets. Each dataset is characterized by its 
structure (endoplasmic reticulum (ER) or microtubules (MT)), by its modality (two dimensional (2D), astigmatic (AS), double 
helix (DH), biplane (BP)), its density (low density (LD) or high density (HD) and by its SNR determined by the level of noise. 
Figure taken from 39. 




The angle of the axis connecting the center of the two lobes relative to a fixed reference axis, will 
encode the 𝑧𝑧 position. The center of the midpoint between these two centers yields the lateral position 
of the fluorophore (Figure 1-3 a). A current limitation of this approach is set by the overall large size 
occupied by the two lobes of the PSF distribution. At high molecule density, DH-PSFs tend to overlap 
more frequently affecting the SNR and localization precision. Thus, the improved axial resolution and 
extended range introduced by DH-PSF engineering comes at the cost of limiting the experimental 
acquisition to low molecule density conditions. 
1.1.3 DNA Points Accumulation for Imaging in Nanoscale Topography (DNA-PAINT) 
“Points Accumulation In Nanoscale Topography” (PAINT)40 provides several improvements over the 
above mentioned SMLM techniques such as precise and quantitative multiplexed imaging capability for 
in vitro or in situ experiments3,41–44. It combines multi-pseudocolor (more than ten tones) imaging with 
optimal localization precision and specificity3. Unlike other stochastic super-resolution methods, DNA-
PAINT employs non-photoswitching fluorophores which do not blink between different fluorescence 
states. Instead, it leverages on the stochastic binding and unbinding of fluorescently labeled 
oligonucleotides ("imager" strands) in DNA-PAINT3,42 and protein-fragment probes in ‘integrating 
exchangeable single-molecule localization’ (IRIS)45 to obtain the same blinking effect. 
 
Figure 1-5 – DNA-PAINT sample scheme.  Cell antibodies are chemically modified to become DNA-conjugated antibodies 
and used for in situ DNA-PAINT imaging of fixed cells (Left). DNA origami nanostructures can be easily seeded on 
BSA/biotin/streptavidin-coated surface for in vitro experiments (Right)44.  
The sampling of the target sites with imager strands that are continually replaced, provides an 
effective solution to photobleaching, which limits standard fluorescence imaging approaches. 
Moreover, tagging the target with diverse docking strands and probing them with their respective 
complementary imager strands, enables sequential pseudo-color imaging with unlimited multiplexing. 
DNA-PAINT offers the possibility to perform in situ imaging of fixed cells or in vitro imaging of DNA-
origami structures (Figure 1-5). 
The in situ protein-labeling strategy is based on immunostaining with DNA-conjugate primary-
secondary antibodies, where the antibodies are chemically modified to link the DNA-docking strand to 
the secondary antibody.  
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In vitro DNA origami structures provide a framework to test a fluorescence microscopy method by 
placing defined numbers of small molecules at nano-metric distances in a programmed way as distinct 
calibration marks43. 
DNA origami structures are created by folding a long single strain DNA molecule named ‘scaffold-
strand’. The folding process is set by the specific binding of hundreds of short synthetic oligonucleotides 
(‘staple-strands’) to precise predefined regions on the scaffold46,47 (Figure 1-6). To allow DNA-PAINT 
imaging, the staple strands of the DNA-origami structure are usually extended by adding single-stranded 
docking sites that can bind to the imager strands41. 
  
Figure 1-6 – DNA-ORIGAMI creation principle. DNA-nanoshapes are mainly made by a long DNA-scaffold strand. The 
scaffold strand is bent using DNA-staple strand placed at the designed corresponding scaffold-strand sites. The origami has 
exactly the size and shape design and can thus be used as a caliber to measure other unknown structures.  
The sample and experiment design of both in situ and in vitro experiments can strongly affect the 
resulting performance of the experiment (such as achievable spatial and temporal resolution – see 
Figure 1-7). For example, when decreasing the site distance or increasing the imager strand 
concertation, the dark time 𝜏𝜏𝑑𝑑 (inter-event lifetime) decreases, which leads on one hand to a lower total 
imaging time but on the other hand to a higher probability of SM-PSF overlapping and hence lower 
localization precision. The following expression defines through 𝜏𝜏d, the necessary time to have at least 
one binding event with a probability higher than 98%: 
𝑃𝑃(1 𝑏𝑏𝑏𝑏𝜆𝜆𝑑𝑑𝑏𝑏𝜆𝜆𝑙𝑙 𝑏𝑏𝜆𝜆 ∆𝑡𝑡) = � 1
𝜏𝜏
𝑓𝑓− 𝑡𝑡𝜏𝜏 𝑑𝑑𝑡𝑡 = 1 − 𝑓𝑓− ∆𝑡𝑡𝜏𝜏∆𝑡𝑡
0
> 98% 1.9 
∆𝑡𝑡 > 𝑙𝑙𝜆𝜆( 1 − 0.98)−1 ∙ 𝜏𝜏𝑑𝑑  
∆𝑡𝑡 > 4 ∙ 𝜏𝜏𝑑𝑑  
Since 𝜏𝜏𝑑𝑑 = (𝑘𝑘𝑜𝑜𝑛𝑛 ∙ 𝑐𝑐 )−1 where 𝑐𝑐 is the imager strand concentration (typically about 1-10 nM), and 𝑘𝑘𝑜𝑜𝑛𝑛 
the probe association rate (typically of 106 Ms−1) the necessary waiting time for at least one binding 
event is about 100-1000s and a total imaging time of 400-4000s (10-60 minutes). 
Another important parameter is the binding time 𝜏𝜏𝑏𝑏 (or the dissociation rate 1/𝜏𝜏𝑏𝑏) which 
exponentially depends on the length of the strand duplex (number of base pair for the binding).  The 




design and estimation of such parameters determine the signal to noise (SNR) and the camera exposure 
time. Increasing the imager strand length increases the number of photons generated during one single 
binding event. However, this increase in Signal to Noise Ratio (SNR) comes at the expense of exposure 
time required to image a sample.  
A major advantage of PAINT is that fluorophores in solution can iteratively sample the structures of 
interest48, in a process that is only limited by the patience of the experimentalist49. Other advantages 
include the unlimited multiplexing of EXCHANGE-PAINT for multicolor imaging3 and the possibility to 
quantify the number of binding sites at each location using qPAINT50.  
 
Figure 1-7 – DNA-PAINT experimental parameters affecting the imaging performances. a, The site density or the imager 
concentration affect the dark time 𝜏𝜏𝑑𝑑 (inter-event lifetime) and thus the total imaging time. b, The imager strand length affects 
the signal to noise but also the necessary camera exposure time. Figure inspired by 44.   
To allow binding and dissociation, PAINT requires a reservoir of fluorescent probes (e.g. labelled DNA 
oligos) in solution surrounding the sample, which brings its own limitations to the method. First, it 
requires axial optical sectioning to reject the background signal from fluorophores in solution. This can 
be mitigated in the case of fluorescence enhancement upon binding as for fluorogenic dyes40, quenching 
of unbound probes51 or Förster resonance energy transfer-(FRET) PAINT52,53. However, these 
approaches come at the cost of reduced labeling flexibility, increased sample preparation complexity 
and a potential reduction in localization precision54,55. 
Although DNA-PAINT offers several advantages such as continuous replacement of possible bleached 
molecules, as well as high localization signal and large fluorophores pool availability, it presents two 
main challenges for the imaging system. 
First, DNA-PAINT requires an optical sectioning illumination to minimize the background signal from 
the unbound imager strands. The most common way to realize such an illumination is either through 
objective-based Total Internal Reflection Fluorescence (TIRF) technique or light sheet illumination 
(Figure 1-8). However, both these two approaches are limited either in FOV size or uniformity. We will 
investigate the limitations of these approaches more deeply in the next Chapter 2.1. 
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A second DNA-PAINT limitation is set by the trade-off between binding duration and localization 
precision. To improve the localization precision, the most effective way is increasing strand length – and 
thus binding duration. This increases the number of photons generated during one single binding event. 
But the elevated Signal to Noise Ratio (SNR) comes at the expense of exposure time required to image 
a sample, which is typically ten times higher than other localization-based microscopy methods, such as 
PALM or STORM (a few hundred milliseconds instead of ten milliseconds)44. 
  
Figure 1-8 – Optical sectioning can be obtained by light sheet or TIRF approaches.  DNA-PAINT requires optical sectioning 
to suppress the background generated by the fluorophore in solution. This can be obtained either with light sheet or TIRF 
microscopy.  
Using waveguide-based evanescent field systems instead of the standard TIRF configuration for DNA 
PAINT microscopy, has several advantages. First, a waveguide illumination separates the excitation light 
from the fluorescence emission path, making it possible to achieve a uniform and large excitation field 
target, and to optimize the objective for the sole imaging purpose.  
 The larger excitation field leads to more sample being exposed within one FOV. Total data 
throughput is thus increased and acquisition times reduced. Furthermore, evanescent field illumination 
offers greater freedom in customizing the chip design to better fit the set up where it will be integrated. 
Although waveguide evanescence field illumination has been tested in fluorescence microscopy56–59 and 
in superresolution microscopy60, applying this solution to DNA PAINT imaging requires an apparatus 
capable to produce the required evanescent field, combined with a fast buffer exchange, with a specific 
design for the waveguide-chip and the microscope integration. We present in Chapter 4.2, an 
illumination field of uniform evanescent light, a flexible waveguide-based platform that provides a large 
and uniform evanescent excitation over a 100 × 2000 µm2 area.  
1.2 Structured illumination microscopy (SIM) 
In the context of super-resolution, Structured Illumination Microscopy (SIM) is a wide-field 
microscopy technique which utilizes the projection of a known illumination pattern (often sinusoidal 
grids) onto the sample to extract higher resolution information4,61. In a diffraction limited microscope, 
the observable spatial frequencies in the sample define a circular region of radius 𝑘𝑘0~ 2𝑁𝑁𝑁𝑁 𝜆𝜆⁄  in the 
Fourier space (Figure 1-9, a) set by the diffraction limit of light. But, if the excitation light is modulated 




by a spatial frequency 𝑘𝑘1, such as a sinusoidal pattern, previously unobservable information – containing 
frequencies from outside of the observable region – becomes encoded in the form of Moiré fringes. By 
recombining multiple images in Fourier space with different pattern positions and orientations, a super-
resolved image is obtained with the maximum detectable spatial frequency increased to 𝑘𝑘0 + 𝑘𝑘1 (Figure 
1-9, b) 4,61.  
  
Figure 1-9 – Structured-illumination concept.  (a) The set of sample spatial frequencies that can be observed by the 
conventional microscope defines a circular observable region of radius 𝒌𝒌𝟎𝟎 in frequency space. (b) If the excitation light 
contains a spatial frequency 𝒌𝒌𝟏𝟏, a new set of information becomes visible in the form of Moiré fringes (hatched circle). This 
region has the same shape as the normal observable region but is centered at 𝒌𝒌𝟏𝟏. The maximum spatial frequency that can 
be detected (in this direction) is 𝒌𝒌𝟎𝟎 + 𝒌𝒌𝟏𝟏 62. 
Since the projection of the illumination pattern itself is limited by the diffraction of light, the 
resolution limit can be extended by a factor 2 at most in the linear case. However, if the sample’s 
fluorescence emission is non-linearly dependent on the illumination pattern intensity, such as in a 
saturated regime (Saturated Structured Illumination Microscopy – SSIM), the emission pattern could in 
principle contain arbitrarily higher spatial frequencies than the illumination pattern itself62. This 
particular nonlinear phenomenon is due to the non-instantaneous photon emission process of an 
excited fluorophore. After photon absorption, the fluorophore needs an average time (the fluorescence 
lifetime) to relax back to the ground state with a photon emission. Therefore, it cannot respond linearly 
to the illumination intensities above one photon per absorption cross section per lifetime. 
  
Figure 1-10 – Nonlinear fluorescence emission introduces high frequency harmonics.  Figure (a) shows the nonlinear 
dependence of the fluorescent emission rate on the illumination intensity in the saturation regime. (b) The emission pattern 
resulting from sinusoidal patterned illumination with different peak pulse energy densities  (from the bottom to top curve 
0.25, 1, 4, 16, and 64 times the saturation threshold) 62. 
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If a sample is illuminated with a sinusoidal light pattern that has a light intensity above this threshold, 
the emission rate per fluorophore thus has a pattern with a nonsinusoidal shape (Figure 1-10). This 
pattern of emission contains higher spatial frequencies than the illumination pattern itself. 
Unfortunately, saturation requires extremely high light intensities that are likely to accelerate 
photobleaching and photodamage, making this implementation non suitable for studies of living cells. 
However, another nonlinear SIM approach was later implemented by exploiting the optical 
photoswitching property of select fluorophores such as Dronpa fluorescent protein63 to provide the 
required nonlinearity.  Photoswitchable fluorescent molecules can be reversibly switched between a 
fluorescent ON state and nonfluorescent OFF state using light with two different wavelengths. 
Saturating either of these population states results in a nonlinear relationship between the fluorescence 
emission and the illumination intensity. In this case, the required intensity is six orders of magnitude 
lower than the one necessary in the traditional saturated SIM63. Thanks to this principle, a resolution of 
<50𝜆𝜆𝑛𝑛 has been achieved with non-linear SIM on purified microtubules labeled with the fluorescent 
photoswitchable protein Dronpa63. 
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2 Image quality limitations in SMLM  
The resolution, uniformity and size of a final reconstructed SMLM image is affected by several 
factors: 
• the sample preparation (e.g. label density64 and other general properties of a fluorescent 
molecule such as ON-OFF possible kinetics, duty cycle and photon budget65) 
• the sample illumination  
• the fluorescence detection process (e.g quantum efficiency66 of the setup, camera critical 
parameters such as quantum efficiency, read noise and speed, duration of the acquisition, 
background),  
• the molecule localization and super-resolved image rendering processes36 (i.e. the adopted 
localization algorithm) 
We previously focus on the implication of the label density (i) on the image reconstruction quality. 
In this Chapter, we will discuss why the sample illumination (ii) quality is critical for SMLM image quality 
and the main approaches adopted to address the current challenges. We will also explore the 
advantages and disadvantages of different localization algorithms (iv). Further (Chapter 4.1), we will 
investigate the critical camera aspects setting the limit to the molecules detection process (iii). 
2.1 Illumination aspects critical for image quality  
Sample illumination is particularly critical in SMLM where the single molecule (SM) sampling 
uniformity and localization precision define the achievable super-resolved image resolution and quality.  
Indeed, intensity, background and uniformity of the illumination approach set the SMs density per frame 
(through the activation or photo-switching rate illumination intensity5) and their signal to noise and thus 
the continuity of the target sampling and the SM position estimation accuracy. 
In this chapter, we will explore the possible factors that strongly influence and limit the sample 
illumination qualities such as the global and local spatial dependence of the illumination field resulting 
from a Gaussian beam and from the interference of coherent light respectively. Moreover, we will 
compare different illumination approaches adopted to reduce out of focus fluorescence background 
that arises from a standard epi-illumination.  
Focusing an excitation beam at the objective’s back focal plane produces a wide-field illumination 
with an illumination spot size proportional to the objective’s numerical aperture (NA).  Since the 
irradiance distribution of the input beam at the back focal aperture is typically Gaussian, the resulting 
illumination spot will present an intensity drop moving from its center to the periphery. 
This aspect leads to different limitations. The irradiance inhomogeneity compromises the localization 
precision across the FOV and forces either to limit the final image to the central part of the FOV, where 
the irradiance meets the requirement for doing SMLM (1–10 kW cm−2 for STORM and PALM)66,67, or to 
image over a longer acquisition time than the one achievable by flattening the same irradiance. When 
the irradiance is too high, the emitter density per frame is low and the acquisition time to sample all the 
possible labelled sites becomes long. On the other hand, where the irradiance is too low, the molecule 
density per frame is high and with low signal. The result can be both the production of artifacts and a 




lower resolution. The illumination uniformity is therefore fundamental for the optimization of the 
quality, time and size of a SMLM imaging process.  
2.1.1 Global field flattening with Köhler integrator or beam shaping elements 
The Köhler integrator68,69 has been previously adopted to address this need. Our work presents a 
straightforward integration and extension of this solution in a SMLM CMOS-based microscope70.  A 
Köhler integrator is a combination of multiple parallel Köhler illumination systems, typically realized with 
microlens arrays, which minimizes both the spatial and angular dependence of the light source 
irradiance. 
  
Figure 2-1 – A Kohler integrator. A Kohler integrator system provides a flat field and homogenous illumination 
independent of angular field and shape of the light source.  A simple Köhler illumination system (left-top panel) illuminates 
each point at the target area with every emitter point at different positions across the source so that the spatial irradiance 
variations across the source are averaged out at the target illumination. However, this simple configuration cannot account 
for intensity variations of light source that generates a high directed beam (left-bottom panel). In a Köhler integrator, the 
light from the source is collected by an array of lenses to account for both angular and spatial inhomogeneity. 
As shown in Figure 2-1, a simple Köhler illumination can only average out the irradiance spatial 
variations by overlapping an image of each light source point at each point of the target illumination 
area. This is achieved by simply focusing the light at the back focal aperture of the imaging objective. 
However, in the presence of high directional source, which emits a stronger signal at a certain angle 
acceptance compared to another angle range (such as lasers used in SMLM imaging), a simple Köhler 
illumination will project every angle range always at the same position producing a spatial irradiance 
inhomogeneity. 
A micro-lens-array-based (MLA) Köhler integrator addresses this problem by using a micro-lens-array 
comprised of lenses placed at different positions around the optical axis, with each collecting ray 
bundles coming out from the source at different angles. The rays coming out from the source at 
different angles will therefore overlap at every point in the resulting illumination area, averaging out 
any angular dependence of the source. A system with two MLA (Figure 2-3 b), where the second MLA 
is placed at one focal length after the first, will further improve the illumination thanks to the lenslets in 
the second MLA which cancel the quadratic phase curvature imparted by the first MLA71. 
An alternative approach for achieving a so called ‘top-hat’ illumination profile has been 
demonstrated with both diffractive and refractive beam shaping elements72–74. Single low-cost 
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refractive beam-shaping element are commercially available and can be easily placed in any 
PALM/STORM microscope. 
 
Figure 2-2 – Flat-field illumination employing beam shaper diffractive elements. a, The laser beams passing through the 
beam-shaper element emerges with a top-hat profile which is imaged onto the sample via a telescope and reflection off a 
dichroic mirror73. b, The laser beams are coupled into two single mode fibers. One output fiber beam is collimated and passes 
through the beam-shaper element producing a top-hat profile74. 
2.1.2 Local speckles and interference fringes homogenization   
The free space excitation laser light along the optical path undergoes scattering and diffraction at 
the mirrors, lenses and coverslip surfaces. The production of mutually coherent sources, with different 
phase at every surface, generates interference fringes that vary with sample position and composition 
and with any optical component micro-position displacement. These unpredictable patterns produce 
non-uniformities in the sample illumination eventually giving rise to artifacts.  
To degrade the spatial coherence of the beam and to reduce the illumination in-homogeneity a 
spinning diffuser is typically adopted70,75 (Figure 2-3 a and b). However, this approach eliminates only 
the speckles and fringes due to imperfections in the optical system. To also remove the fringes arising 
from sample irregularities itself, the excitation beam should illuminate the sample from different 
directions. Radial scanning with an off-axis focused beam the back focal plane of the microscope 
objective, produces a collimated beam incident on the sample with a constant polar angle β (lower than 
90°) and a rotating azimuthal angles (Figure 2-3 c). This solution can be implemented by using either an 
optic, such as galvomirrors, or a spinning wedge76.  
Another approach for achieving a homogenous excitation field employs optical multi-mode or single 
mode fiber. Single mode fiber generate a homogenous excitation field but with a global not-flat 
irradiance that requires an extra beam-shaper element for profile flattening74 (Figure 2-3 d). On the 
other hand, multimode optical fibers generates a flat field with intensity fringes due to the modes 
interference. Mode scramblers are commercially available and they can be easily adopted75,77 (Figure 
2-3 e). However, the speckle-reducer results in significant loss of total laser power. An efficient mode 
scrambling can be achieved through a more sophisticated setup using either a multi-length optical fiber 




bundle78 or a high-frequency vibration motor79 (Figure 2-3 f). These methods are not limited by the 
speed of the wedge, mirror, diffuser or speckle-reducer and they do not involve the transmission 
through extra optical component and thus enabling low-power losses and high-speed imaging.  
In the next Chapter, we will discuss which of these approaches can be compatible with a total internal 
reflection TIRF illumination and their limitations.  
 
Figure 2-3 – Speckles and interference fringes homogenization approaches. . a and b, The spatial coherence of the beam 
can be degraded by introducing in the free space optical path a spinning diffuser that reduces the illumination in-
homogeneity70,75. a, Scheme of the optical arrangement of a PALM/STORM apparatus build around an Olympus IX-71 inverted 
fluorescence microscope where a speckle scrambler is placed on the intermediate focal plane of a Keplerian beam expander75. 
b, The spinning diffuser element can be easily integrated in a Koehler integrator system and its position (Δr) determines the 
extended source size. f1, fc and fOBJ, are the focal lengths of corresponding thin lenses; DMLA, DBFP, aperture sizes; MLAs micro-
lens arrays with identical fical length fMLA70. c and d, An uniform excitation can be produced by temporally and spatially varying 
the input beam using a spinning wedge or shaping the input beam with a  diffractive optical element. Both these two 
approaches are compatible with a TIRF illumination because they do not degraded the coherence of the input beam that 
would make it hard to focus the beam at the back focal aperture of the objective. c, A spinning wedge diverts the beam into 
a hollow cone and the following lenses converge the collimated beam into a focused spot that traces a circle at the objective’s 
back focal plane. When the wedge is spun rapidly, the different interference patterns are averaged out over a single camera 
exposure. SP, sample plane; OBJ, objective; BFP, back focal plane of the objective; L1, lens 1; ESP, equivalent sample plane as 
formed by L1; EBFP, equivalent back focal plane as formed by L1; L2, lens 2; WDG, spinning wedge76. 
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 d, Imaging system was constructed with an Olympus IX73 inverted microscope where the laser sources were coupled into 
two single mode fibers. One output beam from a single-mode fiber was collimated with an achromatic lens and sent to the 
beam shaper (TopShape, asphericon GmbH).BE, 1.5x beam expander; DM, dichroic mirror; F1-2, excitation/emission filters; 
FM, flip mirror; L1-3, lenses; M1-6, mirrors; Obj, objective; SMF1-2, single mode fibers; TL, tube lens.74. e, and f, Multi-mode 
fibers are employed to achieved a flat field illumination in combination with a speckle reducer (e) and a vibration motor (f). 
e, Free-space propagating lasers are focused on the speckle-reducer before coupling into a multimode fiber. The fiber is coiled 
to further mix the laser modes. The image of the fiber output is then formed into the sample by relay lenses. The second 
optical path, is designed to perform standard TIRF illumination by focusing the light on the back-focal plane of the objective. 
Lxx: achromatic lens with focal length of xx mm, SR: speckle-reducer, MM: multimode, SM: single-mode, IP: image plane, BFP: 
back-focal plane, M: mirror and DM: dichroic mirror77.  f, A uniform and flat field illumination is achieved by employing a 
multi-mode fiber combiner realized to reduce the speckle pattern contrast79. The optical setup for quantifying the 
illumination homogeneity at the sample plane. M1-M7: mirrors; Iris1-Iris4: Iris diaphragms; L1/L2: Fiber coupler with a 
focusing lens; L3: Microscope objective (10 × /NA0.25, Olympus); L4: Achromatic doublet lens; L5: Achromatic doublet; L6: 
Achromatic doublet lens; L7: Achromatic doublet lens; TL: Tube lens; Objective: Water-immersion microscope objective 
(60XW/NA1.2, Olympus); DM: Dichroic mirror; F: Emission filter.  
 
Figure 2-4 – Flat-field TIRF illumination using axicon lens.   a, A collimated beam is generated by placing the light source 
(1) at the focal point of a lens-2 with focal length f2. A mask (3) is used to block the center portion of the beam that could 
produce scattering from the imperfection of the axicon lens center. Another lens (4) of focal length f4, focuses the light to a 
point in an image plane while the first stationary axicon lens (5) placed between these two lens (1 and 2) shifts the direction 
of the converging beam in a radial outward direction. The second axicon (6) shifts further outward the converging beam 
emerging from lens 2 and converging on the image plane (8) where it creates an annular illumination of a radius set by the 
distance x6 which increases linearly with x6. The disk of light is then collimated and relayed from the image plane (8) to the 
back pupil plane of the objective (909), by anther lens (20), the tube lens (905) and the objective (910). Figure taken from80. 
Magnified view of the axicon lens principle taken from 81. b, Main optical components of another TIRF setup realized with 
two axicons (Ax1 and Ax2) lens, laser (L), radial polarization converter (RPC), beam expander (BE), focus lens (FL), and a 
dichroic mirror (DM). A disk of light is focused on the objective back focal (BFP) to produce a TIRF illumination at image plane 
(IP)82.  




2.2 Optical sectioning techniques  
The quality of the imaging process does not depend only on the sample illumination uniformity. The 
viability of the biological sample is also crucial for obtaining meaningful and reliable biological results.  
Thus, many efforts have been done to find a strategy to minimize unnecessary dose of light delivery. A 
straightforward solution is to illuminate the sample target with a thin layer of light to avoid the excitation 
of the surrounding area. An optical sectioning approach has the advantage, not only to minimize the 
phototoxicity, but also to decrease the background and thus to improve the single molecule SNR. 
Optical sectioning can be provided by light sheet83, highly inclined and laminated optical sheet 
(HILO)84, confocal rejection85 or total internal reflection fluorescence (TIRF)41. However, confocal 
rejection also reduces the number of detected signal photons, while light sheet, HILO or objective TIRF 
are typically limited in both size and uniformity of illumination (Figure 2-5). 
I previously described sophisticated setups using scanning of the coherent excitation light, such as 
the one based on a spinning wedge to rotate the beam86,87 (Figure 2-3 c), to homogenize  speckle 
pattern. These approaches are compatible with an objective-TIRF illumination and can reduce 
interference patterns, but they do not eliminate the spatial dependence of the field resulting from a 
focused Gaussian beam.  
 
Figure 2-5 – Objective TIRF limitations. Objective TIRF illumination suffers of global and local in homogeneities.  
Another elegant approach is based on axicon lens80,82,88 (Figure 2-4) to produce a small annular 
illumination at the objective back focal aperture suitable for objective-TIRF illumination and on a moving 
diffuser to spatially and temporally vary the excitation beam to eliminate the effects of laser speckle 
and interference fringes. This approach results in very low light loss compared to a much larger loss 
from the annular aperture and in a uniform TIRF illumination. However, the achievable field-of-view 
(FOV) is limited by the objective lens. 
Other flat-field illumination methods that are easy to implement but not compatible with TIRF 
illumination are the previously described approaches based on multimode fiber combined with a 
speckle reducer77,79,89 (Figure 2-3 b, e and f). In fact, they rely on the loss of the beam spatial coherence 
which prevents tight focusing of the beam at the back focal plane of the objective for TIRF illumination.  
More recently, an effective flat-field objective-TIRF illumination has been proven by employing 
commercial beam shaper elements74 (Figure 2-3 d). However, also this approach presents a limited 
uniformity and achievable field-of-view (FOV) size set by sample uniformity and the objective NA 
respectively. 
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A waveguide-TIRF approach provides a flat thin excitation field as large as the waveguide surface 
with an optical configuration that decouple the excitation light path from the detection path and 
thereby decreasing unwanted excitation light in the detection path and letting a free choice of the 
imaging objective. 
In the next chapter, we will discuss when a light sheet or HILO illumination is more suitable and 
the main advantages and disadvantages of a waveguide TIRF approach. 
2.2.1 TIRF illumination  
Total internal reflection fluorescence (TIRF) microscopy relies on the evanescent field generated by 
the light that undergoes total internal reflection at the interface between coverslip and the sample90. 
The decay length 𝑑𝑑 of the evanescent field intensity I sets the optical sectioning thickness and can be 
tuned by properly setting the incident beam angle 𝜃𝜃, the beam wavelength 𝜆𝜆 and the difference (𝜆𝜆𝑐𝑐𝑐𝑐 −
𝜆𝜆𝑐𝑐) between the sample holder (coverslip) and sample refractive indices: 
𝐼𝐼 = 𝐼𝐼0𝑓𝑓−𝑧𝑧/𝑑𝑑 2.1 
𝑑𝑑 = 𝜆𝜆4𝜋𝜋 1�𝜆𝜆𝑐𝑐𝑐𝑐2 𝑚𝑚𝑏𝑏𝜆𝜆2 𝜃𝜃 − 𝜆𝜆𝑐𝑐2 2.2 
 
Figure 2-6 – Prism-TIRF and objective-TIRF configurations. Simplified sketch of the working TIRF principle for prism and 
objective TIRF approaches: the beam hits the sample-coverslip interface at an angle higher than the critical angle producing 
an evanescent field for sample excitation. 
TIRF illumination typically generates a thin excitation field of about 200 nm just above the sample 
glass surface (Figure 2-6) making it suitable to efficiently detect, localize and track molecule events near 
the cell plasma membrane. Because of its uniquely thin selective illumination, only targeted 
fluorophores near the sample-glass interface are excited leading to less phototoxicity for the cell and 
higher signal to noise (2000 fold less background91) compared to standard wide field epi-illumination 
prone to out of focus fluorescence signal. 
There are different configurations for producing a TIRF illumination commonly named objective-
TIRF90, prism-TIRF91,92 and waveguide-TIRF57 depending on the strategy used to produce the reflection 
of the excitation beam at the glass-aqueous solution interface. In a standard objective-TIRF approach, 
the same imaging lens is also used to cast an off-axis light beam such that it undergoes total internal 
reflection at the coverslip-sample interface. This ensures that only the resulting evanescent light field 




actually illuminates the target93. The optical constraints of such a configuration limit the size and 
uniformity of the sample illuminated area, and force the use of extremely high aperture lenses. While 
in the objective-TIRF and prism-TIRF configuration, the excitation beam is directly steered at an angle 
higher than the critical angle: 
𝜃𝜃𝑐𝑐 = 𝑚𝑚𝑏𝑏𝜆𝜆−1 𝜆𝜆𝑐𝑐𝜆𝜆𝑐𝑐𝑐𝑐 2.3 
the waveguide-TIRF approach relies on the waveguide mode excitation to generate a continuum beam 
reflection all along the waveguide. 
Although objective-TIRF is widely adopted due to its commercial availability and the easy switching 
between epi and TIRF mode, it limits the objective choice to high NA objectives and it is more prone to 
scattered unwanted light than the prism approach where the excitation and imaging paths are 
decoupled. Specifically, with a typical sample media and coverslip (𝜆𝜆𝑐𝑐𝑐𝑐 = 1.55, 𝜆𝜆𝑐𝑐 = 1.38) and with 𝜆𝜆 =647 𝜆𝜆𝑛𝑛 the critical angle is roughly  𝜃𝜃𝑐𝑐~66° thus the minimum required numerical aperture is about  
𝑁𝑁𝑁𝑁 = 𝜆𝜆𝑐𝑐𝑐𝑐 sin𝜃𝜃𝑚𝑚𝑎𝑎𝑥𝑥 = 1.4. Indeed, with such NA the maximum achievable angle is roughly 𝜃𝜃𝑚𝑚𝑎𝑎𝑥𝑥 ~ 73° 
and the maximum penetration depth 𝑑𝑑 is roughly 𝑑𝑑 ~160 𝜆𝜆𝑛𝑛 at the critical angle  𝜃𝜃𝑐𝑐~66°.  Notice that 
with such a NA the available angle range for TIRF illumination is only of about 7°. 
On the other hand, prism-TIRF is limited due to restricted access to the sample and the prism 
presence and it is not commercially available. 
In a waveguide-TIRF approach, the evanescent field is generated by the light trapped in a shallow 
trench (waveguide core) characterized by a high refractive index with respect to the bottom cladding it 
lays within and the aqueous solution covering it. The light undergoes total internal reflection at the 
interface between the core and the aqueous solution, producing an optical sectioning illumination of 
the target of interest that lies at the waveguide surface (Figure 2-7). 
The waveguide TIRF approach, compared with other flat field TIRF approaches such as refractive 
beam-shaping elements73,74,79, introduces additional flexibility including the freedom to image with a 
low magnification objective57 and the generation of an evanescent field with a uniform penetration 
depth59,60, as well as built-in reference markings for correlative measurements. Even more important, 
the waveguide-TIRF approach can generate a uniform excitation field over an area as large as the entire 
waveguide surface. 
 
Figure 2-7 – Classical objective-TIRF and waveguide-TIRF approaches.  With objective TIRF, the illumination field size is 
limited by the objective lens size and magnification and by a roll-off in intensity away from the central axis. In waveguide 
TIRF, the light (yellow) undergoes total internal reflection at the interface between the core and the aqueous solution, 
producing an optical sectioning illumination over the entire waveguide surface (up to 100 µm  × 2000 µm in our chips).  
Waveguide-TIRF excitation for fluorescence microscopy has previously been demonstrated with 
both low-refractive-index from polymethylmethacrylate (PMMA)57 and high-index waveguide cores 
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fabricated from either tantalum pentoxide (Ta2O5)56,94 or silicon nitride (Si3N4)60,95. However, only High 
refractive Index Contrast (HIC)59,60 waveguides-based TIRF platform have demonstrated imaging with a 
resolution beyond the diffraction limit (e.i. STORM)60 and more in general they represents a compatible 
choice for fluorescence bio-imaging due to their chemical stability and their good transparency.  HIC 
shows high confined mode field intensity and low propagation losses, yet the increased mode 
interaction at the interface produces a scattering loss enhancement where surface roughness is 
present96,97. Moreover, HIC waveguide light coupling suffers from high coupling losses, back-reflections 
and excitation of radiation modes due to both the mode-size and effective index mode mismatch and 
the input facet roughness98–100. Nevertheless, waveguide chip fabrication using Si3N4 processing is a 
convenient choice due to the maturity of the process and the know-how readily available within the 
Photonics Integrated Circuit (PIC) field, where low propagation losses has become a central 
requirements for on-chip waveguide101–106. 
2.2.2 Light sheet illumination 
Although TIRF illumination can provide a straightforward and uniform optical sectioning illumination, 
this approach is limited to a region about 200 nm thick above the glass-coverslip surface.  
Light-sheet microscopy has the potential of an optical sectioning at a much higher depth within the 
sample and with much higher thickness, and thus can be applied, for example, for imaging of the central 
nervous system, fish embryos or other tissues107. Although, light sheet was originally designed for low-
magnification imaging involving an illumination volume much larger than a typical cell (such as COS7, 
HeLa, etc.), a thinner light sheet illumination combined with high numerical-aperture (NA) detection 
objective has been establish as valuable effective approach in SMLM. 
Various implementations of light-sheet illumination have been proposed, such as highly inclined and 
laminated optical sheet (HILO)84, inverted selective plane illumination microscopy (iSPIM)108, individual 
molecule localization SPIM (IML-SPIM)109, reflective light sheet microscopy (RLSM)110, light-sheet 
Bayesian microscopy (LSBM) or prims-based SPIM111. These methods generate a PSF extended in the 
beam propagation direction and strongly flatten in the plane perpendicular to the propagation direction 
by collimating a Gaussian beam onto a cylindrical lens83 or by using the diffraction of a beam entering 
the sample glass slide at high angles thorough an TIRF objective or a prism.  
 
Figure 2-8 – Light sheet approach limits.  Standard light sheet approach is limited in the FOV by the Rayleigh length and 
in thickness by the lens numerical aperture. Higher numerical aperture leads to a thinner light sheet but with faster 
divergence.  




The main parameters describing the PSF of a focused Gaussian beam are the beam waist thickness 
w0, which defines the light sheet minimum thickness (2w0), and the Rayleigh range zR, (the  propagation 
length over which the beam intensity diverges less than 1/e2) which set the maximum imaging FOV size 
(2zR) (Figure 2-8). 
Laser beams propagating in free space can be described as pure transverse electric and magnetic 
fields almost perpendicular to the direction of propagation. In other words, their wave analysis can be 
derived as a deviation from a simple plane wave by assuming that the electrical field is of the form: 
𝐸𝐸(𝑥𝑥,𝑦𝑦 , 𝑧𝑧) = 𝐸𝐸0𝜓𝜓(𝑥𝑥,𝑦𝑦, 𝑧𝑧)𝑓𝑓−𝑖𝑖𝑖𝑖𝑧𝑧 2.4 
Here we assumed the field variation in the propagation direction (z) is a term of the approximate 






 and 𝜓𝜓(𝑥𝑥,𝑦𝑦, 𝑧𝑧) represents how the beam deviates from a uniform plane 
wave. In free space, with neither charge nor current present, Maxwell’s equation reduces to ∇ ∙ 𝐸𝐸 = 0 




𝐸𝐸 = 0, we 
obtain the central equation of  the Gaussian beam 112 (Chapter 3): 
𝛻𝛻2𝜓𝜓 − 𝑏𝑏2𝑘𝑘 𝜕𝜕𝜓𝜓
𝜕𝜕𝑧𝑧
= 0  2.5 








𝑤𝑤(𝑧𝑧)2 𝑎𝑎𝑛𝑛𝑎𝑎𝑙𝑙𝑏𝑏𝑡𝑡𝑢𝑢𝑑𝑑𝑓𝑓×  𝑓𝑓−𝑖𝑖�𝑖𝑖𝑧𝑧 − 𝑡𝑡𝑎𝑎𝑛𝑛−1� 𝑧𝑧𝑧𝑧0�� 𝑙𝑙𝑙𝑙𝜆𝜆𝑙𝑙𝑏𝑏𝑡𝑡𝑢𝑢𝑑𝑑𝑏𝑏𝜆𝜆𝑎𝑎𝑙𝑙 𝑓𝑓𝑎𝑎𝑐𝑐𝑡𝑡𝑙𝑙𝑓𝑓×  𝑓𝑓−𝑖𝑖 𝑖𝑖𝑟𝑟22𝑅𝑅(𝑧𝑧) 𝑓𝑓𝑎𝑎𝑑𝑑𝑏𝑏𝑎𝑎𝑙𝑙 𝑓𝑓𝑎𝑎𝑐𝑐𝑡𝑡𝑙𝑙𝑓𝑓
 2.6 
where 
𝑓𝑓(𝑧𝑧)2 = 𝑓𝑓02 �1 + � 𝑧𝑧𝑧𝑧𝑅𝑅�2�  





𝑧𝑧𝑅𝑅 = 𝜋𝜋𝑓𝑓02𝜆𝜆  
2.7 
The parameters w0 and zR can be easily extracted from the beam wavelength 𝜆𝜆, the refractive index 
within the sample (𝜆𝜆) and the NA of the excitation lens107: 
 2𝑓𝑓0 = 2 𝜆𝜆𝜆𝜆𝜋𝜋𝑁𝑁𝑁𝑁 2.8 
2𝑧𝑧𝑅𝑅 = 2𝜋𝜋𝑓𝑓02𝜆𝜆 = 2 𝜆𝜆2𝜆𝜆𝜋𝜋𝑁𝑁𝑁𝑁2 = 1.7 × 𝑃𝑃𝐹𝐹𝐻𝐻𝐹𝐹 2.9 
where the beam waist diameter 𝑓𝑓0 is computed assuming a diffraction from a simple linear aperture 
or lens (Figure 2-9 a, top). In this case, the field distribution is described by the simple sinc function: 
 𝐼𝐼(𝜗𝜗) = 𝐼𝐼0 �𝑚𝑚𝑏𝑏𝜆𝜆𝛷𝛷𝛷𝛷 �2 2.10 
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where Φ = 𝜋𝜋𝐷𝐷
𝜆𝜆
sin𝜗𝜗. 
The resulting waist beam 𝑓𝑓0, is then defined as the distance between the two first zero at the side of 
the central maximum. Thus, since 𝑓𝑓 ≈ 𝑓𝑓 sin𝜗𝜗 = 𝑓𝑓 Φ𝜆𝜆
𝜋𝜋𝐷𝐷
  and the zero points of an unnormalized sinc 
function occurs for  Φ equal to non-zero integer multiples of 𝜋𝜋, 
𝐼𝐼(𝜗𝜗) = 0 ↔ 𝛷𝛷 = 𝜋𝜋𝐷𝐷
𝜆𝜆
𝑚𝑚𝑏𝑏𝜆𝜆 𝜗𝜗 = 𝑛𝑛𝜋𝜋       with 𝑛𝑛 ∈ ℤ 2.11 
the first zeros positions for 𝑛𝑛 = 1 are at 𝑓𝑓 = ±𝑓𝑓 𝜆𝜆
𝜋𝜋𝐷𝐷
 and thus: 
 2𝑓𝑓0 = 2 𝜆𝜆𝑓𝑓𝜋𝜋𝐷𝐷 = 2 𝜆𝜆𝜆𝜆𝜋𝜋𝑁𝑁𝑁𝑁 2.12 
where f and D are the focal length and diameter of the lens. 
A more accurate description of a focused beam assumes the presence of a circular aperture 
generating a diffraction pattern known as Airy disk or Fraunhofer diffraction pattern. The intensity 
profile is the squared modulus of the Fourier transform of the circular aperture (Figure 2-9 b): 
 𝐼𝐼(𝜗𝜗) = 𝐼𝐼0 �2 𝐽𝐽1 𝛷𝛷𝛷𝛷 �2 2.13 
where the excitation field is now described by the more complex Bessel function 𝐽𝐽1 and the resulting 
beam waist(Rayleigh limit) is computed from the first zeros of the order-one Bessel function: 
 2𝑓𝑓0 = 1.22 𝜆𝜆𝑁𝑁𝑁𝑁 2.14 
The Gaussian approximating the Airy disk provides the relationship between the beam waist 
(corresponding to 1/e2 drop of intensity), the width and the full width at half maximum and the standard 
deviation of the Gaussian beam: 
2𝑓𝑓0 = √2 𝑃𝑃𝐹𝐹𝐻𝐻𝐹𝐹
√𝑙𝑙𝜆𝜆 2 = 1.7 𝑃𝑃𝐹𝐹𝐻𝐻𝐹𝐹 = 4 ∗ 𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃 2.15 
From the equations describing the beam waist diameter, we observe that by tightly focusing a 
Gaussian light sheet with high-NA objective, the resulting beam will diverge rapidly away from the focus 
reducing the maximum imaging FOV. Vice versa, low-NA lens generates a more extended PSF that 
increases the Rayleigh range of the excitation lens but with lower axial resolution. 
Different approaches have been proposed to overcome the tradeoff between FOV size and axial 
resolution based on input Bessel beam113 or Airy beam114 instead of a Gaussian beam. Although Bessel 
beams are diffraction-limited like any other beam, they produce a light sheet with a flat profile over 
many times the Rayleigh range achieved with Gaussian input beam at the same illumination objective 
NA. However, Bessel beams generate side lobes and thus out-of-plane background that requires either 
structural illumination or multiphoton to be removed and Airy beam approach is limited to low NA 
imaging objective which is not compatible with SMLM approaches. 
More recently, other methods achieved large FOV (over 50 µm)115  and high axial resolution (about 
450 nm) relying on sweeping a moderate-high NA Gaussian beam through the sample along the 
propagation axis rather than on beam shaping. However, their sweep process increases the total 
imaging time and presents a potential high photo-damage drawback. 
 





Figure 2-9 – Beam propagation from rectangular and circular aperture.  a, Propagation from a rectangular and circular 
aperture can be described by a Sinc (top) and Bessel functions respectively (bottom); b, 2D diffraction from circular aperture 
is simulated using beam propagation theory: the far field of the plane wave crossing the aperture is the Fourier transform of 
the aperture.   
To sum up, light sheet achieves axial resolution higher than the one achieved by simple wide field or 
confocal-like approaches. Indeed, the axial resolution of the light sheet is defined by the waist of the 
excitation beam rather than the larger Rayleigh range which depends on the square of the NA providing 
a more selective z range choice116. 
A summary of the main advantages and disadvantages of the different optical sectioning approaches 
is reported in Table 2-1. 
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Table 2-1 Light-sheet microscopy methods compatible with SMLM.  The table presents a comparison between optical 
sectioning maximum depth, thickness, field of view (FOV), uniformity, resolution and axial scanning approach achieved with 
different optical sectioning approaches (SPIM). Ill-Obj. illumination Objective; Im-Obj. imaging Objective; LS, light sheet; Obj. 
Objective, Obj-TIRF Objective TIRF; WG-TIRF waveguide TIRF; BFA back focal aperture; Δn refractive index difference between 
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2.3 Single molecule localization precision  
The quality of super-resolution images obtained by single-molecule localization microscopy are 
strictly related to the software used to detect and localize the signal spikes117.  
A standard way to access the molecule position (𝜃𝜃𝑥𝑥,𝜃𝜃𝑦𝑦) and other set of parameters describing the 
molecule signal distribution (e.g. maximum amplitude 𝜃𝜃𝑁𝑁, variance 𝜃𝜃𝜎𝜎
2, background 𝜃𝜃𝑏𝑏) is based on a 
two-dimensional (2D) Gaussian (plus a constant background) interpretation of the PSF followed by a 
least-squares (LS) fitting:  
χ(𝜽𝜽,𝔻𝔻) = � 1





𝜎𝜎𝑥𝑥,𝑦𝑦2𝑥𝑥,𝑦𝑦∈𝔻𝔻 (𝐼𝐼(𝑥𝑥,𝑦𝑦) − 𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽))2  2.17 
where 𝜎𝜎𝑥𝑥,𝑦𝑦 accounts for the uncertainty in the number of detected photons, 𝐼𝐼(𝑥𝑥,𝑦𝑦) is the detected 
image intensity and 
𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽) =  𝜃𝜃𝑁𝑁2𝜋𝜋𝜃𝜃𝜎𝜎2 𝑓𝑓−(𝑥𝑥−𝜃𝜃𝑥𝑥)2+(𝑥𝑥−𝜃𝜃𝑥𝑥)22𝜃𝜃𝜎𝜎2 + 𝜃𝜃𝑏𝑏 2.18 
However, it has been shown that maximum likelihood based algorithms can produce more accurate 
results than a least squares approach specifically in the presence of Poisson distributed data with low 
signal levels118,119. 
A maximum likelihood estimator (MLE) provides parameter estimates by finding the parameter values 
that maximize the likelihood function. Such an estimator has a precision defined by the Cramér-Rao-
Lower-Bound (CRLB) that is at least as high as the inverse of the Fisher information 𝐼𝐼𝑏𝑏𝑏𝑏(𝜃𝜃). Indeed, each 
parameter 𝜃𝜃𝑖𝑖 can be estimated with a maximum precision given by the diagonal elements of the matrix 
inversion 𝐼𝐼𝑏𝑏𝑏𝑏(𝜃𝜃) 120: 
𝜎𝜎𝐶𝐶𝑅𝑅𝐶𝐶𝐶𝐶(𝜃𝜃𝑖𝑖 )  = 1𝐼𝐼𝑖𝑖𝑖𝑖(𝜃𝜃)  = 1−𝐸𝐸[lnℒ(𝜽𝜽,𝔻𝔻)′′]  2.19 
where with 𝐸𝐸[lnℒ(𝜽𝜽,𝔻𝔻)′′] we donated the expected value of the second derivative of the log-likelihood 
function. 
The CRLB of any parameter of the PSF of an isolated molecule digitally imaged (here assumed with a 
classical Airy profile) is thus set by121,122:  
Δ𝜃𝜃 ≥ 𝜎𝜎𝐶𝐶𝑅𝑅𝐶𝐶𝐶𝐶
𝐸𝐸𝐸𝐸𝐶𝐶𝐶𝐶𝐷𝐷 = √2
√𝑁𝑁�𝑏𝑏(𝜃𝜃)  2.20 
where 𝑁𝑁 is the number of photons in the image, and 𝜃𝜃 any PSF parameter (e.g. the position coordinate), 
𝑏𝑏(𝜃𝜃) is the information content of a single photon and is calculated from the PSF and the factor √2 is 
included to account for the excess noise of an electron-multiplying charge-coupled device (EMCCD) 
camera123.  
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The variance of single molecule localization estimate computed with estimator that account for noise 
sources of noise and the finite pixel area, is then given by 121: 
𝜎𝜎2(𝜃𝜃𝑥𝑥) = �𝜎𝜎2(𝜇𝜇𝑥𝑥) = �𝜎𝜎𝑎𝑎2𝑁𝑁 �169 + 8𝜋𝜋𝜎𝜎𝑎𝑎2𝑏𝑏2𝑁𝑁𝑎𝑎2 �~𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃 √𝑁𝑁⁄  2.21 
where the EMCCD camera noise has been taken into account, 𝑎𝑎2 is the pixel area, 𝑏𝑏2 is assumed 
background expected noise per pixel and 𝜎𝜎𝑎𝑎2 = 𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃2 + 𝑎𝑎212  and N the number of photons collected. 
This variance estimate differs from eq. 1.4 because it accounts systematically for the dependence on 
finite pixel area as well for the main source of noise. Indeed, equation 1.4 neglects the 𝑎𝑎2-dependence 
of the term proportional to 𝑏𝑏2 and the factor 16/9 (Supplementary Note of 121).  
Equation 2.21 underlines other important factors affecting the localization precision: the photon 
collection efficiency of the system (included the objective NA and detection Q.E.) and the back-
projected camera pixel size – i.e. by the pixel size and the objective magnification. It is worth noting that 
by decreasing the pixel size, we reduce the pixilation effect and thus we increase the signal spatial 
sampling. However, this process does not lead to a continuous increase in the localization precision. 
Indeed, the pixel size reduction decreases also the number of detected photons in each pixel, whereas 
the measurement noise remains the same. Typically, the best pixel size is about (Figure 2-10)11: 
𝑎𝑎4 ~ 𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃4 100𝜋𝜋𝑏𝑏2𝑁𝑁                𝑏𝑏~1
𝑁𝑁~100�⎯⎯⎯�          𝑎𝑎 ~ 1.3 ∙ 𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃 2.22 
A Least Square fitting approach identifies the best parameter estimates by defining an analytical 
function (in our case just a simple 2D Gaussian function) and by searching for the set of parameters, 
which minimizes the sum of the squared weighted errors. Instead, a MLE maximizes the probability that 
a parameter set describes our data as better as possible.   
We assume that the dominant noise of the image pixels is the shot noise – thus assuming that the 
number of photons hitting over time the camera pixels follow independent Poisson distributions: 
 𝒫𝒫(𝑘𝑘, 𝜆𝜆) = 𝜆𝜆𝑘𝑘𝑒𝑒−𝜆𝜆
𝑖𝑖!   2.23 
where          𝜆𝜆 = 𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦,𝜽𝜽)  
                     𝑘𝑘 = 𝐼𝐼(𝑥𝑥,𝑦𝑦)  2.24 
Moreover, we account for the finite size of the detector pixel124: 
𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽) =  𝜃𝜃𝑁𝑁2𝜋𝜋𝜃𝜃𝜎𝜎2 � 𝑓𝑓−(𝑢𝑢−𝜃𝜃𝑥𝑥)2+(𝑣𝑣−𝜃𝜃𝑥𝑥)22𝜃𝜃𝜎𝜎2𝐴𝐴𝑝𝑝 𝑑𝑑𝑢𝑢𝑑𝑑𝑣𝑣 + 𝜃𝜃𝑏𝑏 2.25 
which includes the PSF integration over finite pixels, which is the integral over the finite area Ap of the 
pth pixel, which is centered at (𝑥𝑥,𝑦𝑦). 
Then, the likelihood function ℒ(𝜽𝜽,𝔻𝔻) from which to extract the best parameter estimate 𝜽𝜽� becomes: 
ℒ(𝜽𝜽,𝔻𝔻) = ∏𝑥𝑥,𝑦𝑦 ∈ 𝔻𝔻 𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽)𝐼𝐼(𝑥𝑥,𝑦𝑦)𝑓𝑓−𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽)𝐼𝐼(𝑥𝑥,𝑦𝑦)!   2.26  




The Fisher information matrix is defined as 120:  
𝐼𝐼𝑖𝑖𝑖𝑖(𝜃𝜃)  = E �𝜕𝜕ℒ(𝜽𝜽,𝔻𝔻)𝜕𝜕𝜃𝜃𝑖𝑖 𝜕𝜕ℒ(𝜽𝜽,𝔻𝔻)𝜕𝜕𝜃𝜃𝑖𝑖 � 2.28 
Using eq. 2.26, eq. 2.28 and the Stirling approximation (ln𝜆𝜆! ~𝜆𝜆 ln𝜆𝜆 − 𝜆𝜆), the Fisher information 
becomes: 
𝐼𝐼𝑖𝑖𝑖𝑖(𝜃𝜃)  ==  E � � (𝐼𝐼(𝑥𝑥, 𝑦𝑦) − 𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥, 𝑦𝑦 | 𝜽𝜽))2 1
𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥, 𝑦𝑦 | 𝜽𝜽)2 𝜕𝜕𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥, 𝑦𝑦 | 𝜽𝜽)𝜕𝜕𝜃𝜃𝑖𝑖 𝜕𝜕𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽)𝜕𝜕𝜃𝜃𝑖𝑖
𝑥𝑥,𝑦𝑦∈𝔻𝔻 � 2.29 
Since we are assuming the data are described by Poisson process, the variance of the process (𝐼𝐼(𝑥𝑥,𝑦𝑦) − 𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽))2 is equal to the expected value λ of the process (see eq. 2.24), and since the 
expected operator is a linear operator (𝐸𝐸(𝑋𝑋 + 𝑌𝑌) = 𝐸𝐸(𝑋𝑋) + 𝐸𝐸(𝑌𝑌)), 𝐼𝐼𝑖𝑖𝑖𝑖(𝜃𝜃) becomes: 
𝐼𝐼𝑖𝑖𝑖𝑖(𝜃𝜃)  = � 1
𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥, 𝑦𝑦 | 𝜽𝜽) 𝜕𝜕𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥, 𝑦𝑦 | 𝜽𝜽)𝜕𝜕𝜃𝜃𝑏𝑏 𝜕𝜕𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥, 𝑦𝑦 | 𝜽𝜽)𝜕𝜕𝜃𝜃𝑗𝑗
𝑥𝑥,𝑦𝑦∈𝔻𝔻  2.30 
Deriving eq. 2.25 we obtain: 
𝜕𝜕𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥, 𝑦𝑦 | 𝜽𝜽)
𝜕𝜕𝜃𝜃𝑥𝑥
= 𝜃𝜃𝑁𝑁2𝜋𝜋𝜃𝜃𝜎𝜎2� �𝜃𝜃𝑥𝑥 −𝑢𝑢�𝑓𝑓−�𝑢𝑢−𝜃𝜃𝑥𝑥�2+�𝑣𝑣−𝜃𝜃𝑥𝑥�22𝜃𝜃𝜎𝜎2𝑁𝑁𝑎𝑎 𝑑𝑑𝑢𝑢𝑑𝑑𝑣𝑣 
𝜕𝜕𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽)
𝜕𝜕𝜃𝜃𝑦𝑦
= 𝜃𝜃𝑁𝑁2𝜋𝜋𝜃𝜃𝜎𝜎2� �𝜃𝜃𝑥𝑥 −𝑢𝑢�𝑓𝑓−�𝑢𝑢−𝜃𝜃𝑥𝑥�2+�𝑣𝑣−𝜃𝜃𝑥𝑥�22𝜃𝜃𝜎𝜎2𝑁𝑁𝑎𝑎 𝑑𝑑𝑢𝑢𝑑𝑑𝑣𝑣 
𝜕𝜕𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽)
𝜕𝜕𝜃𝜃𝑁𝑁
= 12𝜋𝜋𝜃𝜃𝜎𝜎2� 𝑓𝑓−�𝑢𝑢−𝜃𝜃𝑥𝑥�2+�𝑣𝑣−𝜃𝜃𝑥𝑥�22𝜃𝜃𝜎𝜎2𝑁𝑁𝑎𝑎 𝑑𝑑𝑢𝑢𝑑𝑑𝑣𝑣 
2.31 
Expressing the Gaussian function in term of the error function erf: 
𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽) =  𝜃𝜃𝑁𝑁∆𝐸𝐸𝑥𝑥(𝑥𝑥,𝑦𝑦)∆𝐸𝐸𝑥𝑥(𝑥𝑥,𝑦𝑦) + 𝜃𝜃𝑏𝑏 2.32 
where  
∆𝐸𝐸𝑥𝑥(𝑥𝑥,𝑦𝑦) = 12 erf�𝑥𝑥 − 𝜃𝜃𝑥𝑥 + 122𝜃𝜃𝜎𝜎2 � − 12 erf �𝑥𝑥 − 𝜃𝜃𝑥𝑥 − 122𝜃𝜃𝜎𝜎2 � 2.33 
∆𝐸𝐸𝑦𝑦(𝑥𝑥,𝑦𝑦) = 12 erf�𝑥𝑥 − 𝜃𝜃𝑦𝑦 + 122𝜃𝜃𝜎𝜎2 � − 12 erf �𝑥𝑥 − 𝜃𝜃𝑦𝑦 − 122𝜃𝜃𝜎𝜎2 �  
𝜽𝜽� =  arg max
𝜽𝜽
[lnℒ(𝜽𝜽,𝔻𝔻)]     =  arg max
𝜽𝜽
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𝜕𝜕𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥, 𝑦𝑦 | 𝜽𝜽)
𝜕𝜕𝜃𝜃𝑁𝑁
= ∆𝐸𝐸𝑥𝑥(𝑥𝑥,𝑦𝑦)∆𝐸𝐸𝑦𝑦(𝑥𝑥, 𝑦𝑦) 
2.34 
It is worth to noticed that, when the number of photons per molecule increases, the process starts 
approaching a normal random process and the likelihood function becomes: 
In the presence of pixels with almost equal signal variances 𝜎𝜎𝑥𝑥,𝑦𝑦2 , the maximization of the likelihood 
function then reduces to a LS minimization problem: 
 
Figure 2-10 – Dependence of the localization accuracy on the pixel size.  a, The localization uncertainty Δxrms (expressed 
in PSF-size 𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃  unit) increases at small pixel sizes due to increased background noise weight and for large pixel sizes due to 
the lower sampling rate. The theoretical prediction given by Thompson’s equation 1.4 (solid line) shows that results from 
computer-generated images (circles) are offset from the theoretical prediction by 30% (dashed line) do to the neglected 
dependence on finite pixel area as well for the main source of noise. However, the position of the minimum of the curve, is 
accurately predicted at (𝑎𝑎/𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃)4  = 100 𝜋𝜋 𝑏𝑏2/𝑁𝑁. Figure taken from11. b, Limit of the localization accuracy of the x-
coordinate of a single molecule as a function of pixel size (not divided by the magnification) for a pixelated detector in the 
presence of measurement noise. Empty diamond and circle correspond to different readout noise levels (57 e-/pixel and 7 e-
/pixel respectively). Filled circle correspond to localization precision limit in the absence of noise. Figure taken from 122.  
ℒ(𝜽𝜽,𝔻𝔻) = ∏𝑥𝑥,𝑦𝑦 ∈ 𝔻𝔻 12𝜋𝜋𝜎𝜎𝑥𝑥,𝑦𝑦2 𝑓𝑓−(𝐼𝐼(𝑥𝑥,𝑦𝑦)−𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽))22𝜃𝜃𝜎𝜎2   2.35 
𝜽𝜽� =  arg max
𝜽𝜽
[lnℒ(𝜽𝜽,𝔻𝔻)] 




𝜎𝜎𝑥𝑥,𝑦𝑦2𝑥𝑥,𝑦𝑦∈𝔻𝔻 (𝐼𝐼(𝑥𝑥,𝑦𝑦) − 𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽))2 
 
 




2.3.1 3D SMLM DH-PSF localization algorithms  
In the last decade, many algorithms have been implemented to obtain a 3D SM super-resolved image 
based on DH-PSF raw data (Figure 2-11). A crucial aspect for the final image reconstruction and 
resolution is the accuracy of the localization algorithm. The localization can be easily based on simple 
geometrical interpretation of the DH-PSF (e.g. 2D Gaussian least square (LS) based fitting125, centroid, 
rotation angle). Alternative fitting approaches, such as cubic splines accurately capture the shape of any 
PSF126,127 or are based on 3D phase retrieval (PR)128–130. Methods based on the approximation of the DH-
PSF as two rotating 2D-gaussians are computationally faster but they are suboptimal because they may 
not accurately capture the PSF or lack specific noise statistics33,124. 
  
Figure 2-11 – DH-SMLM algorithms. a, Typical 2-Gaussian analytical fitting of the DH-PSF.; b, Spline PSFs reconstruction 
of  an astigmatic and saddle PSFs127; c, Left ZOLA phase retrieval approach128. PSF calibration from bead images taken over 
an axial range of 4 μm, with Δz = 100 nm steps. Scale bars, 1 μm. ZOLA uses these images to compute a maximum likelihood 
estimation of the phase as a linear combination of Zernike polynomials to accurately reconstruct the SMs PSFs from the 
retrieved phase; c, Right, Experimental and model PSFs obtained for three different experimental settings. The top row 
(“Exp.”) shows a z-stack of a fluorescent bead, i.e. an approximation of the experimental PSF. The bottom left panel shows 
the phase model retrieved by ZOLA, in radians. The bottom row (“Model”) shows a z-stack of the model PSF128.  
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Cubic splines — through the CSpline algorithm – represent an excellent approach to precisely capture 
the PSF shape by lowering the computational coast of the phase-retrieved pupil functions. However this 
method, for a single point estimation, still requires 128 operations for a single point estimation, as 
compared to 10 operations to evaluate the elliptical Gaussian131.  
A further aspect that affects the localization algorithm accuracy, is the ability to recognize SMs spatial 
and temporal overlap and to perform a multi-emitter evaluation. This aspect it is particularly crucial for 
engineered PSF where the large axial range comes at the expense of larger lateral extent and thus 
increasing PSF overlapping from nearby molecules (see Figure 1-4).  
Yet, the implementation of an efficient, fast and easy to use double-helix multi-emitter approach is 
not available yet. Therefore, we aimed to develop a fast and precise multi-emitter DH-PSF localization 
maximum-likelihood estimator (MLE) algorithm. To minimize its computation cost, we would base it on 
simple analytical fitting of a double Gaussian while increasing its accuracy accounting for different 
sources of noise (camera noise and molecule signal shot noise). 
To guide researchers on the choice of the most suitable localization software for their experiments, 
a large community effort has be done in the context of a 3D SMLM Challenge competition. This provided 
an extensive characterization and ranking of the available packages against realistic simulated datasets 
for popular imaging modalities – 2D, astigmatic 3D, biplane 3D, and double helix 3D39 (Figure 2-12). To 
provide standard test data or metrics, the simulated dataset were generated from experimentally 
acquired point spread functions with signal and noise levels based closely on common experimental 
conditions and including a 4-state model of fluorophore photophysics132.  
The main metric used to evaluate the software localization quality were following: 
• the lateral and axial root mean square error (RMSE [nm]),  
• recall � 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝑃𝑃𝑁𝑁� [%], precision � 𝑇𝑇𝑃𝑃𝑇𝑇𝑃𝑃 + 𝑃𝑃𝑃𝑃� [%] and  
• Jaccard index –  𝐽𝐽𝑁𝑁𝐽𝐽 = � 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝑃𝑃𝑁𝑁+𝑃𝑃𝑃𝑃� [%], which simultaneously conveys the recall and precision 
metrics where: TP are the true positive, the number of paired activations, FP the false positive 
(FP), the number of unpaired estimated activations, and FN the false negative (FN), the number 
of unpaired true activations.  
The 2016 Challenge Results show that the double helix software present more uniform performance 
than astigmatism-based ones on high SNR low spot density condition. The best-in-class DH software, 
SMAP-2018, uses a single emitter spline fitting of an analytical function to the experimental PSF. SMAP-
2018 exhibits a limited improvement compared with average software (lateral RMSE is equal to 27 nm 
for the best and 37 nm on average; axial RMSE is 21 nm for the best and 34 nm on average; the Jaccard 
index 77 % best vs 73 % average)39. On high SNR low spot density, DH-PSF imaging may affect less the 
software-to-software variation than astigmatic imaging because the DH-PSF shape and intensity are 
fairly constant as a function of Z. In astigmatic imaging, on the other hand, spot size, shape and intensity 
vary greatly as a function of Z 39. 
For DH-PSF dataset, in general software localization performance was close to the Cramér-Rao lower 
bound and relatively uniform even far from the focal plane39. Double helix software performance 
decreased significantly for low SNR condition and for high spot density, particularly in terms of best-in-
class Jaccard index. The poor performance at high spot density is probably due to the large DH PSF width 
that statistically produces more easily PSF overlapping and thus lower SNR. The best-in-class-DH-PSF 
software also performed poorly on the high spot density datasets at high SNR (best software CSpline 
which uses multi-emitter spline fitting)39. 
Interestingly, top performers software uses temporal grouping of molecules detected multiple times in 
adjacent frames, and average their position. This is a common post-processing approach to improve 
localization precision133. 




Although CMOS cameras have recently been widely adopted in SMLM, the 2016 3D SMLM Challenge 
did not include CMOS specific simulated dataset - only dataset with typical EMCCD noise. The proposed 
noise model assumed as main contributions to the stochastic noise: 
• 𝜎𝜎𝑃𝑃, the shot noise produced by the fluorescence background and signal and the spurious 
charge. Shot noise can be derived from the second moment of the Poisson distribution 
• 𝜎𝜎𝑅𝑅, the read noise of EMCCD camera, which is described by the second moment of the Gaussian 
distribution 
• 𝜎𝜎𝐸𝐸𝐸𝐸, the electron multiplication noise introduced by the gain process, which is described by the 
second moment of the Gamma distribution134 







𝜎𝜎𝑡𝑡𝑜𝑜𝑡𝑡 = �𝜎𝜎𝑃𝑃 + 𝜎𝜎𝐸𝐸𝐸𝐸  
The final simulated photon electrons will thus be given by:  
𝜆𝜆𝑖𝑖𝑒𝑒  =  𝒫𝒫(𝑄𝑄𝐸𝐸 ∙ 𝜆𝜆𝑝𝑝ℎ𝑜𝑜𝑡𝑡𝐼𝐼𝑛𝑛 + 𝑐𝑐) 2.37 
𝜆𝜆𝑜𝑜𝑒𝑒  =  𝛤𝛤�𝜆𝜆𝑖𝑖𝑒𝑒 ,𝐸𝐸𝐹𝐹𝑔𝑔𝑎𝑎𝑖𝑖𝑛𝑛�+ 𝒢𝒢(𝜆𝜆𝑒𝑒 ,𝜎𝜎𝑅𝑅)  
which leads to the final pixel counts: 
𝑁𝑁𝐷𝐷𝐴𝐴𝑜𝑜𝑢𝑢𝑡𝑡  = 𝑛𝑛𝑏𝑏𝜆𝜆 �𝜆𝜆𝑜𝑜𝑒𝑒 − 𝜆𝜆𝑜𝑜𝑒𝑒𝑛𝑛𝑙𝑙𝑑𝑑 𝑓𝑓𝐴𝐴𝐷𝐷𝐴𝐴𝑓𝑓𝑝𝑝𝑒𝑒𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎 + 𝐵𝐵𝐵𝐵, 65535� 2.38 
Where: 
• QE is the camera quantum efficiency  
• C, the manufacturer quoted spurious charge  
• EMgain the electron multiplication gain 
• G the total system gain  
• eadu , electron per ADU ADC conversion factor  
• BL, the offset 
The estimation of the maximum achievable localization accuracy using EMCCD camera (the Cramér-
Rao lower bound - CRLB) has been previously derived elsewhere 135,136 and the beginning of this Chapter 
(2.3).  
To develop a MLE algorithm for CMOS based datasets, however, a CMOS specific noise model should 
be included in the localization process. 
 




Figure 2-12 – DH-SMLM best-in-class algorithm performance. Figure taken from39. 3D software performance as a 
function of depth Z (axial position of the molecule) for each competition dataset. 
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3 Resolving bacterial cell shape dynamics   
3.1 Principles of C. crescentus constriction rate modulation 
in cell shape dynamics 
The setting of a specific cell shape and size at birth (size control) and its maintenance over multiple 
generations (size homeostasis) have been universally observed among prokaryotes137. They have been 
found to be critical regulatory processes for cell survival determination. Indeed, a too small a cell volume 
can limits the physical displacement of DNA to initiate chromosome segregation138 or the spatial access 
of essential machinery essential for life. On the other hand, cell that are too large may be more 
vulnerable to nutrient uptake limitations and distribution139.  
 
Figure 3-1 – C. crescentus cell envelope. Gram-positive (Left) and Gram-negative (right) cells envelopes with typical 
membrane proteins. CAP covalently attached protein; IMP, integral membrane protein; LP, lipoprotein; LPS, 
lipopolysaccharide. Figure from 140. 
A ubiquitously adopted cell shape is the rod-like shape which has been embraced by many commonly 
studied species such as Escherichia coli and C. crescentus and by diverse organisms ranging from 
bacteria to fungi to plants141. The rod-like shape is easily parameterized by its width and length. In fact, 
the dynamics of the constriction and elongation determine growth rate, the cell cycle and ultimately  
the cell shape142,143. 
The bacterial cell envelope is typically a multi-layered structure (Figure 3-1) consisting of an inner, 
cytoplasmic membrane enclosed by a cell wall, and in the case of gram-negative bacteria, an outer 
membrane. The main element in determining the shape of the cell is the cell wall: a mechanically elastic 
structure composed of a crosslinked peptidoglycan (PG) network144.  
By remodeling the peptidoglycan (PG) network, the cell can tune different parameters such as the 
elongation rate, the constriction rate and the constriction onset and thereby regulate its size at the 
time of division. Thus, understanding how cell shape and size are set for individual cells requires an 




investigation into how the cell wall is built and remodeled145 over both the elongation and the 
constriction processes. Remarkably, constriction makes up a significant portion of the cell cycle in 
many bacteria146, for example, up to 40% for E. coli147 or C. crescentus grown in minimal media148. 
 
Figure 3-2 – C. crescentus cell cycle. Cells divide asymmetrically into a swarmer and a stalked cell at the end of G2. The 
swarmer cell must differentiate into a stalked cell to undergo DNA replication and proceed through cell cycle.  
To reveal the roles of cell elongation and constriction in bacterial size regulation during cell division, 
we investigated the shape dynamics of C. crescentus in wildtype and under different perturbations, 
namely a hyperconstriction mutant FtsW**I* (to speed up the constriction process) or a fosfomycin 
inhibition (to slow down the constriction process). We choose to work with C. crescentus because of the 
relative ease of isolating large populations of cells synchronized in their cell cycle stage. C. crescentus 
undergoes asymmetric cell division and differentiates into swarmer and a stalked phenotypes (Figure 
3-2). The swarmer cell inherits a flagellum and is motile, and it cannot undergo DNA replication (G1 
phase, blue region). The other daughter inherits a stalk and is sessile, and undergoes active DNA 
replication (S phase, green region). During the last stage of the cell cycle (G2 phase, orange region), the 
predivisional-stalked cell is preparing for cell division. These two cell types can be separated by density 
centrifugation allowing the isolation of the swarmer cells from the rest of the population. In fact, lower 
density stalked and predivisional cells float near the top of the gradient while dense swarmer cells end 
up toward the bottom of the tube centrifugal tube149. 
 
Figure 3-3 – Time-lapse dual color images of C. crescentus. SIM images of the inner membrane (mCherry-MTS2, red) and 
FtsZ (FtsZ-GFP, green). Each row corresponds to wildtype (WT), FtsW**I* mutant, and fosfomycin-treated cells respectively. 
Cell are images over the cell cycle till the end of constriction. Figure taken from 137.   
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In late stages of the constriction, the C. crescentus diameter at septum cannot be observed using 
conventional wide field microscope. Hence, superresolution microscopy is necessary to follow the 
constriction until the end of the cell cycle. In order to overcome the tradeoff between high resolution, 
phototoxicity and time resolution we aimed to use different superresolution techniques to access 
different information via different approaches. 
  
Figure 3-4 – Model for cell size control and homeostasis in C. Crescentus. Constriction rate coordinates with the onset 
mechanisms to regulate the cell size within and across different populations. 
We used a commercial SIM imaging150 to perform live-cell dual color imaging of cell shape dynamics 
at the single cell level. However, we aim to implementation a double-helix (DH-PSF) 3D PALM method 
that could allow us to extract more detailed morphological information about the the entire 3D cell 
septum at higher resolution. To perform time-lapse dual color imaging we target the cell inner 
membrane protein MinD with a mCherry-MTS2 label151 and the divisome proteins FtsZ and FtsW with a 
GFP label (Figure 3-3). 





We investigated the role of constriction rate in cell size control and homeostasis and we showed that 
the constriction rate is coordinated with onset of constriction:  cells that elongate more than average 
before constriction undergo a more rapid constriction thereby limiting the elongation during 
constriction, and vice versa. Specifically, differences in elongation before constriction for all conditions 
were insufficient to account for the observed differences in final length among the three different 
perturbations (size control). Although FtsW**I* cells have a later average onset time than WT and FOM-
perturbed cells, they exhibited, on average, a shorter final length while having a similar average 
elongation before constriction. 
Constriction rate modulation drives these changes across different perturbations (size control) and 
defines the overall cell elongation during constriction, which compensates for the differences in length 
before constriction (size homeostasis) - Figure 3-4. 
3.1.1 Cell size regulation 
In the presence of sufficient nutrients, the bacterial length dynamics can be described with an 
exponential function of time152,153. 
𝑙𝑙(𝑡𝑡) = 𝐵𝐵0𝑓𝑓𝜆𝜆𝑡𝑡 3.1 
The cell shape is dynamically modified by continuous remodeling of the cell wall layer through a "make 
before break" mechanism where new glycan chains are inserted by cross-linking to existing 
peptidoglycan before the old cross-links are broken. As soon as the old cross-links are broken, the new 
chains are pulled into the stress-bearing plane of the peptidoglycan by osmotic pressure154. 
Two main machineries regulate the cell wall remodeling process: the elongasome and the divisome 
which refer to the protein complexes involved in the longitudinal growth and inward growth 
respectively.  
One of the main elongasome players around which are organized the other proteins is MreB an actin 
homolog which creates circular filaments along the cell length where PG remodeling occurs155. 
The divisome includes a filament forming protein, FtsZ, a homolog of tubulin that is recruited and 
assembled at the midcell. FtsZ filaments act as a scaffold to direct cell wall remodelers, such as the 
glycosyltransferase FtsW, to the division site. In turn FtsW is required for its cognate transpeptidase FtsI 
correct location156. 
 In this work, we used C. crescentus-several-point-mutant FtsW**I* of both FtsW and FtsI157,158 to 
induce an increase in the constriction rate. This perturbation together with fosfomycin inhibition 
(slowing down the constriction process) allowed us to investigate the role of constriction rate in cell 
control and homeostasis under different perturbations. 




Figure 3-5 – C. crescentus cell shape scheme. a, C. crescentus undergoes asymmetric cell division and differentiation into 
swarmer and stalked phenotypes by remodeling the crosslinked peptidoglycan (PG) network in the cell wall. b, Elongation 
and constriction machinery are inter-players in the cell shape regulation process. c, Main protein complexes involved in the 
elongation and constriction. 
3.2 Aims of this work: cell shape parameters analysis 
My goal within this project was to implement specific tools to extract and quantify the main cell 
shape dynamics parameters such as: 
• implement a complete pipeline for cell shape dynamics analysis. More specifically, develop an 
interactive routine to visually inspect the desired images and automatically process hundreds of 
cells to extract, from each of them, their main shape parameters over every sampled time point 
of the cell cycle; 
• implement a prototype of a simple cell shape simulator to predict the effect of constriction rate 
perturbation on the cell septum shape 
• develop fast 3D reconstruction software to localize and render images of single molecule with a 
point spread function characterized by two lobes that moving in the axial direction generate a 
double helix (DH-PSF).  




3.2.1 Development of an automated image processing method and cell dynamic simulator 
The study of the shape of C. crescentus, and specifically of its constriction site dynamics, requires an 
accurate image processing approach capable of resolving and measuring the cell minimum diameter, 
which is hard to access due to the inward growth of the cell membrane. 
 
Figure 3-6 – C. crescentus shape images analysis. The analysis of C. crescentus septum dynamics requires three main 
steps: a, cell tracking; b, accurate edge detection; Left panel: at equal intervals along the centerline, the width W is measured 
by extracting the intensity profile along a slice (cyan rectangles) perpendicular to the centerline (thick cyan colored line) . The 
red line represents the first guess of the contour. Right panel: The extracted intensity profile (grey bars) is smoothed by fitting 
a spline (orange line). The maxima are calculated (top plus signs on orange line), and the outer position with the half-
maximum value is found (lower plus sign on orange line). The distance between these two positions is defined as the width. 
Panel taken from realized by Aster Vanhecke137. c, Cell shape parameter extraction. The waist diameter w is the ratio between 
the local and the maximum diameters; The curvature is define as the inverse of the radius of the osculating circle. Scale bar 
700 nm. 
This is why we developed a specific which can not only measure cell shape parameters performing 
standard cell segmentation, tracking and shape parameter measurements, but also provides extremely 
narrow edge detection of the septum (Figure 3-6). The algorithm extracts the main cell shape 
parameters such as length, diameter (W) and curvature (1/k), where the curvature is extracted via the 
fitting and average of the osculating circle: 
𝑘𝑘(𝑡𝑡) ≝ ‖𝛾𝛾′′(𝑡𝑡)‖ ∙ 1[1 + 𝛾𝛾′(𝑡𝑡)2]3 2�  
𝑅𝑅𝐶𝐶 = 1𝑘𝑘(𝑡𝑡) 3.2 
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where 𝛾𝛾(𝑡𝑡) = (𝑥𝑥(𝑡𝑡), 𝑦𝑦(𝑡𝑡)) is a parametric representation of the bacteria contour, k is the curvature 
and RC the radius of the osculating circle. 
We further investigated the septum dynamics using simulation starting based on a simple 
geometrical parametrization and on the hypothesis that septum formation occurs on two hemispherical 
surfaces159 corresponding to the two new cell poles (Figure 3-7). 
Thus, the inserted surface at time t on one side of the septum is:  𝑃𝑃(𝑡𝑡) = [2𝜋𝜋 ∙ 𝑅𝑅2 − 2𝜋𝜋 ∙ 𝑅𝑅 ∙ ℎ(𝑡𝑡) ] ∙ 2 3.3 
where R is the radius of the 3D hemispherical cap (assumed equal to half of the maximum width of the 
bacteria) and h is the height of the missing section of the new cap.  
Thus, the radius of the septum at the time t:  𝑓𝑓(𝑡𝑡) = �𝑅𝑅2 − (𝑅𝑅 − ℎ(𝑡𝑡))2 3.4 
narrow edge detection of the septum.  
Now, assuming that the septal region grows at a constant rate, the height h of the missing section of 
the new cap is zero when the constriction finishes (at the generation time 𝑡𝑡𝑔𝑔) and it is equal to R when 















ℎ�𝑡𝑡𝑔𝑔� = 0;      ℎ(𝑡𝑡𝑐𝑐) = 𝑅𝑅;     3.5 
then, 








�𝑅𝑅2 − (𝑅𝑅 − ℎ(𝑡𝑡))2 
= 𝑅𝑅
𝑅𝑅𝑚𝑚𝑎𝑎𝑥𝑥






and defining the septum waist diameter 𝑓𝑓(𝑡𝑡) as: 
𝑓𝑓(𝑡𝑡)
𝑅𝑅
= 𝑓𝑓(𝑡𝑡)2        𝑎𝑎𝜆𝜆𝑑𝑑          𝑅𝑅𝑅𝑅𝑚𝑚𝑎𝑎𝑥𝑥 = 𝑓𝑓𝑚𝑚𝑎𝑎𝑥𝑥2  3.8 
The septum waist diameter dynamics becomes159: 




𝑓𝑓(𝑡𝑡) = 𝑓𝑓𝐸𝐸𝐴𝐴𝑀𝑀 ∙ �1 − �1 − 𝑡𝑡𝑔𝑔 − 𝑡𝑡𝑡𝑡𝑔𝑔 − 𝑡𝑡𝑐𝑐�2  = 𝑓𝑓𝐸𝐸𝐴𝐴𝑀𝑀 ∙ �1 − � 𝑡𝑡 − 𝑡𝑡𝑐𝑐𝑡𝑡𝑔𝑔 − 𝑡𝑡𝑐𝑐�2   
3.9 
We assumed this dynamics of the waist diameter for a qualitative shape prediction of the new poles 
forming at septum. 
The average cell volume dynamics behavior is straightforward to derive since it depends directly on 
the growth rate160. More precisely, the logarithm of the average cell volume is proportional to the 
growth rate (λ) multiplied by a constant time (T), equal to 60 minutes at 37°C: 
𝑙𝑙𝑙𝑙𝑙𝑙𝑉𝑉~𝜆𝜆 ∙ 𝑇𝑇 3.10 
known as the growth law.  
 
Figure 3-7 – C. crescentus septum shape dynamics. C. crescentus septum dynamics can be roughly approximated 
assuming a hemispherical surface insertion with a constant rate up to division. 
3.2.2 Development of 3D Double-Helix PSF software  
To accurately probe the C. crescentus septum at different stages of the entire cell cycle form the 
start (where the diameter is roughly 500 nm) to the very last phase of constriction, a 3D SMLM approach 
based on engineered PSF represents the best candidate to achieve high axial resolution over a larger 
range than the standard astigmatism approach or iPALM. 
In Chapter 1.1.2, we described the advantages and disadvantages of the 3D DH-PSF-based SMLM 
approach with a specific focus on the limitation of the currently available DH-PSF algorithm that we 
would like to overcome. In particular, we underlined that 3D SMLM approaches based on an engineered 
PSF provide a more extended axial range at the cost of increasing the lateral extent of the PSF. This 
characteristic aspect leads, on one hand, to a localization performance uniform and close to the CRLB 
even far from the focal plane, but on the other hands to poor performance at high molecule density39. 
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We aimed to develop a fast and easy-to-use MLE algorithm specific for DH-PSF to process thousands 
of single molecule images from hundreds of bacteria. Specifically, our goal was to implement a multi-
emitter DH-PSF localization maximum-likelihood estimator (MLE) algorithm based on analytical fitting 
of a double Gaussian and capable of taking into account different sources of noise (camera noise, 
molecule signal shot noise and variable background). We thus set the following intermediate goals to 
study and address this challenge: 
• Develop a simple DH-PSF simulator to generate a DH-SM 3D ground truth to test the algorithm 
• Develop a least-squares (LS) based fitting algorithm of the PSF intensity profile 𝐼𝐼(𝑥𝑥,𝑦𝑦) with a 
reduced number of free parameters compared to the previously proposed approach125: 
𝐼𝐼(𝑥𝑥,𝑦𝑦) = 𝐼𝐼0𝐴𝐴𝑓𝑓𝑥𝑥𝑎𝑎 � − (𝑥𝑥 − 𝑥𝑥𝐴𝐴)2 + (𝑦𝑦 − 𝑦𝑦𝐴𝐴)22𝜎𝜎𝐴𝐴2 �+ 𝐼𝐼0𝐶𝐶𝑓𝑓𝑥𝑥𝑎𝑎 � − (𝑥𝑥 − 𝑥𝑥𝐶𝐶)2 + (𝑦𝑦 − 𝑦𝑦𝐶𝐶)22𝜎𝜎𝐶𝐶2 � 3.11 
• Use LS fitting as a first guess for an MLE algorithm implementation  
• Develop a low pass temporal filter to account for the variable spatial background due to the 
more extended DH-PSF axial range and lateral extent. 
• Develop a fast C++ identification and lobe-coupling step 
• Develop an intermediate rejection step which uses the information extracted from the 
calibration procedure to limit the parameter landscape 
• Develop a spatio-temporal grouping of localizations belonging to the same molecule 
• Develop a set of result rendering functions (apply wobble correction, save localization data, 
display 3D histogram, etc.)  
 
Figure 3-8 – From 2D SMLM to 3D DH-PSF data. A DH-PSF phase mask transform the SM standard quasi-Gaussian PSF 
into a double-lobe quasi-double-Gaussian PSF where the axial position is encoded in the angle formed by the relative position 
of the two lobes with centers (𝑥𝑥𝐴𝐴, 𝑦𝑦𝐴𝐴) and (𝑥𝑥𝐶𝐶, 𝑦𝑦𝐶𝐶). 
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4 High-throughput nanoscopy of subcellular 
structure: large flat field STORM and 
PAINT  
Building on its ability to investigate large-scale macromolecules networks in their natural 
environment and with specificity, fluorescence microscopy is further evolving by the development of 
quantitative and high-throughput methods to characterize such networks161–164. Recently, HT-STORM 
combined with a semi-automated computational workflow demonstrates the capability of accurately 
reconstructing 3D protein structures starting from large 2D multicolor particle datasets165.  
Large datasets require either the temporal or the spatial extension of the imaging capability. Previous 
implementations of high-throughput microscopy made use of scanning smaller fields of view163, which 
makes axial alignment a challenge and extends the imaging time. This is why we aimed to develop a 
large FOV system and to extend a flat-illumination techniques to other methods such as optical 
sectioning.  
First, we achieved a flat-field epi fluorescent excitation building a Koehler integrator system into a 
STORM microscope equipped with a speckle scrambler (the rotating diffuser) placed near the 
intermediate focal plane of the telescope (the beam-expander) and with a sCMOS camera.  
Second, we developed a large and uniform TIRF platform for performing DNA-PAINT experiments. 
4.1 Aim of this work: CMOS camera characterization for 
MLE sCMOS-specific algorithm  
The detection is the last active stage in the molecule signal collection. Indeed, the camera 
characteristics set the achievable field of view, imaging speed and signal to noise ratio of the imaging 
process. Recent advances in SMLM leaded to the replacement of Electron-Multiplying Charge Coupled 
Device CCDs (EMCCD) in favor of sCMOS  (scientific-grade Complementary metal–oxide–
semiconductor) sensors to improve either speed66 or FOV size70.  
In sCMOS cameras, each pixel has its own readout amplifier that converts photoelectrons to voltage 
before the column level amplification and analog to digital conversion stages. This per-pixel conversion 
followed by a column-wide gain and digitalization results in a faster operation than the one achievable 
in a EMCCD sensor where photoelectrons are first collected at each pixel, then transferred row by row 
down to the readout register and finally converted in voltage. However, the speed and flexibility in 
sCMOS pixel architecture require the presence of optically insensitive transistors at each pixel that 
compete with the active area for photon detection. In other words, the pixel readout speed comes at 
the expense of the pixel fill factor making it hard to reduce the pixel size.  
 Nevertheless, thanks to the advance in CMOS technology, sCMOS camera can now be fabricated 
with lower pixel size than typical EMCCD camera pixel size166, with higher quantum efficiency and lower 
price166,167. This aspect is particularly crucial not only for improving the spatial molecule sampling but 
also for reducing the read noise. In fact, read noise depends not only on the readout speed but also on 
the area of the active capacitor storing the charge168. 





Although sCMOS camera capability to perform SMLM has been demonstrated169, its sensor 
architecture introduces pixel dependent signal variance, offset and gain. At low photon emission, where 
the pixel readout noise is not anymore strongly dominated by the molecule signal shot noise, a specific 
SMLM algorithm capable to incorporate the noise statistics in the likelihood function66 is particularly 
crucial for improving the localization precision (Figure 4-1). 
 
Figure 4-1 – Localization precision with sCMOS specific MLE algorithm.  Comparison between a sCMOS MLE algorithm 
versus conventional MLE approach where the pixel dependent noise is not taken into account. Figure taken from 66. 
This is why we took care of the characterization of our sCMOS camera and we test its performance 
with a suitable SMLM sCMOS specific software66.  
To characterize the sCMOS camera I developed a specific MATLAB routine that takes as inputs the 
dark images and images stacks at different intensities and compute the main camera parameters that 
are pixel dependent: the gain and the noise. Finally, we tested the CMOS specific algorithm with artificial 
2D SM datasets generated with different signal to noise ratio.  
Noise is a probabilistic process that affects every uncertain events that have to be measured. In 
fluorescence microscopy, noise involves the photon emission, the background generated by laser 
scatter light, background produced by out of focus auto florescence signal,  the photon detection 
process, the photoelectrons readout, the detector thermal couple production. The noise corresponds 
to the standard deviation of the distribution describing the probabilistic behavior of the system. 
Fundamental sources of noise present in a detection process performed with a sCMOS camera are: 
• the shot noise 𝜎𝜎𝑃𝑃 due to the quantum proprieties of fluorescence emission photon signal. This 
noise contribution is independent on camera characteristics. 
• the read noise 𝜎𝜎𝑅𝑅  due to the conversion of the analog signal to the digital signal. Such a noise is 
the sum of the pixel amplifier noise and any other noise sources that are independent of the 
signal level. 
• the dark noise 𝜎𝜎𝐷𝐷  due to the generation of thermal electron-hole pairs production which gives 
false photo-electrons events. 
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The noise sources are reasonably independent of each other since their corresponding events are 








𝜎𝜎𝑡𝑡𝑜𝑜𝑡𝑡 = �𝜎𝜎𝑃𝑃 + 𝜎𝜎𝑅𝑅 + 𝜎𝜎𝐷𝐷 4.1 
The shot noise is the fluctuation of the photons flux hitting the detector following a Poisson 
distribution. Thus, the shot noise is equal to square root of the average number of photons and increases 
with intensity. On the contrary, read noise is independent on photon signal intensity since it is a normal 
random process depended on the gain and the exposure time of the camera.  Finally, the thermal noise 
can be neglected considering that sCMOS camera are typically cooled down to limits the dark current 
down to about 0.1-0.2 e-/pixel/sec. Thus, equation 4.1 becomes: 
𝜎𝜎𝑡𝑡𝑜𝑜𝑡𝑡 = �𝜎𝜎𝑃𝑃 + 𝜎𝜎𝑅𝑅 4.2 
To extract the gain 𝑙𝑙 of each pixel we first study its relationship with the final measured signal in ADUs 
(Analog-to-Digital conversion Units). If we subtract the dark counts (offset) from the measured signal 𝑚𝑚, 
𝑚𝑚  becomes:  
𝑚𝑚 = 𝑙𝑙 ∙ 𝜆𝜆𝑒𝑒  [ADU] 4.3 
where 𝑙𝑙  is the gain measured in [ADU/e-]. Since the number of detected electrons is a Poisson process:  
𝜆𝜆𝑒𝑒 = 𝜎𝜎𝑛𝑛𝑒𝑒2 4.4 
the standard deviation of 𝑚𝑚 becomes for simple propagation: 
𝜎𝜎𝑃𝑃 = 𝑙𝑙 ∙ 𝜎𝜎𝑛𝑛𝑒𝑒 4.5 
and thus, the final total noise is linked to the gain and read noise by: 
𝜎𝜎𝑡𝑡𝑜𝑜𝑡𝑡
2 = �𝑙𝑙 ∙ 𝜎𝜎𝑛𝑛𝑒𝑒�2 + 𝜎𝜎𝑅𝑅2 4.6 
To find a robust approach to extract the gain 𝑙𝑙 from measured dataset, we further study equation 4.6: 
𝜎𝜎𝑡𝑡𝑜𝑜𝑡𝑡
2 = 𝑙𝑙2 ∙ 𝑚𝑚
𝑙𝑙
+ 𝜎𝜎𝑅𝑅2      ⇒      𝑚𝑚 ∙ 𝑙𝑙 = 𝜎𝜎𝑡𝑡𝑜𝑜𝑡𝑡2 − 𝜎𝜎𝑅𝑅2 4.7 
thus: (𝜎𝜎𝑡𝑡𝑜𝑜𝑡𝑡2 − 𝜎𝜎𝑅𝑅2)− 𝑚𝑚 ∙ 𝑙𝑙 = 0  4.8 
Measuring 𝜎𝜎𝑡𝑡𝑙𝑙𝑡𝑡2, 𝜎𝜎𝑅𝑅2 and 𝑚𝑚 at different intensity level k: 








⎧�𝜎𝜎𝑡𝑡𝑜𝑜𝑡𝑡,12 − 𝜎𝜎𝑅𝑅2� − 𝑚𝑚1 ∙ 𝑙𝑙 = 0 
�𝜎𝜎𝑡𝑡𝑜𝑜𝑡𝑡,22 − 𝜎𝜎𝑅𝑅2� − 𝑚𝑚2 ∙ 𝑙𝑙 = 0
⋮
�𝜎𝜎𝑡𝑡𝑜𝑜𝑡𝑡,𝑖𝑖2 − 𝜎𝜎𝑅𝑅2� − 𝑚𝑚𝑖𝑖 ∙ 𝑙𝑙 = 0  
the best estimation of the gain for each pixel can be computed: 
𝑙𝑙 = 𝑎𝑎𝑓𝑓𝑙𝑙𝑛𝑛𝑏𝑏𝜆𝜆���𝜎𝜎𝑡𝑡𝑜𝑜𝑡𝑡,𝑖𝑖2 − 𝜎𝜎𝑅𝑅,𝑖𝑖2� − 𝑚𝑚𝑖𝑖 ∙ 𝑙𝑙�2𝐾𝐾
𝑖𝑖=1
  4.9 
The Least-Squares solution theorem states that for a linear equation of 𝒈𝒈 ∈ ℝ𝑛𝑛 (here 𝒈𝒈 ∈ ℝ1): 
𝑃𝑃𝒈𝒈 = 𝑉𝑉   4.10 
where 𝑃𝑃 ∈ ℝ𝑚𝑚×𝑛𝑛 and 𝑉𝑉 ∈ ℝ𝑚𝑚 (here 𝑃𝑃 ∈ ℝ𝐾𝐾×1 and 𝑉𝑉 ∈ ℝ𝐾𝐾): 
𝑃𝑃 = �𝑐𝑐1𝑐𝑐2⋮
𝑐𝑐𝑘𝑘
�        𝑉𝑉 = �𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑡,12−𝜎𝜎𝑅𝑅,12𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑡,22−𝜎𝜎𝑅𝑅,22⋮
𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑡,𝑘𝑘2−𝜎𝜎𝑅𝑅,𝑘𝑘2�  
the general form of leas-squares solutions is given by: 
𝒈𝒈 = 𝑃𝑃+𝑉𝑉 + (𝟏𝟏 − 𝑃𝑃+𝑃𝑃)𝒛𝒛 4.11 
where 𝒛𝒛 ∈ ℝ𝑛𝑛 is an arbitrary vector and 1 is an identity matrix. The minimum norm solution among all 
the solutions provided by equation 4.11 is 
𝒈𝒈 = 𝑃𝑃+𝑉𝑉   4.12 
where 𝑃𝑃+is the pseudo-inverse (Moore-Penrose inverse) of S, for 𝑛𝑛 >  𝜆𝜆: 
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Where 
𝜎𝜎𝑡𝑡𝑜𝑜𝑡𝑡,𝑖𝑖2 = 1𝐾𝐾�(?̅?𝑚 − 𝑚𝑚𝑖𝑖)2𝐾𝐾
𝑖𝑖=1
   4.15 
𝜎𝜎𝑅𝑅
2 =   1
𝐹𝐹
� (?̅?𝑙 − 𝑙𝑙𝑚𝑚)2𝐸𝐸
𝑚𝑚=1
   4.16 
High-throughput nanoscopy of subcellular structure: large flat field STORM and PAINT 
4—39 
 
where 𝑙𝑙𝑚𝑚 and ?̅?𝑙 are the counts signal and offset (average dark count over M frames) measured in the 
dark. 
Another straightforward approach to compute the gain in a rough but easy and fast way is based on 
the following observation. For an increase in illumination of ∆𝜆𝜆𝑒𝑒, the camera’s average signal level will 
change by 𝑙𝑙 ∙ ∆𝜆𝜆𝑒𝑒. In contrast, the same increase in illumination level will cause the signal variance 𝜎𝜎𝑐𝑐2, 
to change by 𝑙𝑙2 ∙ ∆𝜆𝜆𝑒𝑒 (using equation 4.4 and 4.5). The ratio of these two quantities is the slope of the 
line measured when plotting the signal variance as a function of the average signal. Thus, the camera 
gain 𝑙𝑙, is obtained by fitting a line to this variance curve in the shot noise limited region and measuring 
the slope of that line. 
4.2 Aim of this work: development of a waveguide-based 
platform for DNA-PAINT  
As we previously explained (Chapter 2.2), employing a waveguide chip to generate an evanescent-
field fluorescence illumination is a promising approach to achieve TIRF excitation over a large FOV in 
fluorescence microscopy applications. This is particularly true for DNA-PAINT microscopy where a 
waveguide-based TIRF illumination would decisively enhance the imaging performance, thanks to the 
uniform and wide excitation area. Furthermore, it would augment the setup flexibility, permitting a 
greater range of objective lens. 
Although waveguide evanescence field illumination has been tested for fluorescence microscopy56–
59 and in super-resolution microscopy60, making this approach an optimized solution for DNA PAINT 
requires further development. The waveguide-PAINT platform should provide a uniform evanescent 
field, a system for easy waveguide chip mounting and unmounting under the microscope and a simple 
access for buffer exchange.  
To enable waveguides to be used for PAINT, we needed to build a chip holder that would allow access 
to the entrance window of the waveguides for coupling with excitation light. It also needed to hold the 
liquid imaging buffer over the sample to allow fluorophore exchange. Ideally, the holder would also 
facilitate alignment for easy coupling, and prevent scattered light from entering the detection path. In 
the previously proposed waveguide platform60 the chip was secured with a vacuum holder which is 
more prone to vibration and devoid of the aforementioned features.  
Here we developed a waveguide chip and chip holder system optimized for easy waveguide coupling 
and fast buffer exchange. It enables large and uniform FOV TIRF DNA-PAINT combined with an upright, 
cost-effective custom made microscope.  
The flexibility of the waveguide platform stems from the customizable holder and chip layout. A 
compact microscope realization is achieved with a two Z-stage system integrated in an independent 
four-column mechanical structure. All this is realized with off-the-shelf opto-mechanical components. 
Finally, the high refractive-index contrast waveguide chip embeds a long mode-expansion-nanotaper to 
enhance mode selectivity and simplify coupling. Together this platform ensures an efficient and uniform 
illumination when combined with a rotating polarizer. 
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5 Resolving bacterial cell shape dynamics   
In Chapter 3.1 we explained why we investigated the shape dynamics of C. crescentus under different 
perturbation using mutant FtsW**I* mutant to speed up the constriction process and fosfomycin 
inhibition to slow down the constriction process. In this chapter, we will explain how we studied C. 
crescentus cell shape dynamics137. 
To follow the cell envelop and divisome proteins FtsZ and FtsW we targeted the cell inner membrane 
protein MinD with mCherry-MTS2 label and the divisome proteins with GFP labels. 
Time-lapse dual color imaging of the cells was performed with 488 nm and 561 nm lasers excitation of 
the divisome protein-eGFP channel and the mCherry-MTS2 channel respectively under a commercial 
3D NSIM Nikon microscope equipped with a back-illuminated EMCCD camera (iXon 3, Andor 
Technology). The acquisition time was set at 200 ms and 100 ms (5 fps and 10 fps) for the 561 and 488 
channels with laser power of 4 W/cm2. Every FOV was the results of fifteen images – five phase-shifted 
images per angle at each of the three interference pattern angles – reconstructed with the Nikon NIS-
Elements commercial software. High-resolution, live-cell imaging over the cell cycle was achieved by 
capturing every FOV at 5 min or 10 min (for fosfomycin-treated cells) time intervals to minimizing photo-
bleaching. The super-resolved SIM images were then processed via a custom-made software package 
called sDADA (Shape Dynamics Automated Data Analysis) which will be described in the following 
paragraph 5.1. 
  
Figure 5-1 – Parameter space in cell shape dynamic study.  The main parameters involved in the analysis are the cell 
lengths at birth TB, at constriction start TC and end of division TG.  
For the analysis, we defined the following parameters: 
• time zero (T0) the time at which the suspension of synchronized bacteria is added to the 
agarose pad. This occurred approximately 20-40 minutes before starting time-lapse SIM 
acquisition.  
• TZ, and TW are the constriction onset time measured with different approaches. TZ is the time of 
the FtsZ assembly, which we assumed to occur when the fluorescence intensity of FtsZ-eGFP at 
mid-cell was three times higher than elsewhere. TW is the FtsW arrival time measured as the 
moment at which the FtsW signal appeared stable at midcell .  
• TC is the time at which the constriction invagination depth is equal to a predetermined 
normalized waist width threshold. To find the optimal threshold, we tested different thresholds 
in the reasonable range from 80% up to 99% of the maximum diameter, with step sizes of 1 %. 
Since FtsW arrival time is an alternative readout of the constriction start the TC values computed 
from the waist diameter versus time should strongly and robustly correlate with the TW values. 
For each threshold, we computed the Pearson’s correlation coefficient for the scatter plot of 
the TC values versus the TW values of all the cells. We found that a threshold of 92% had the best 
correlation coefficient and minimal least square error for TC versus TW. 
• Generation time (TG) and final length (LG) are the time and the length at which the cell divide. 
• Constriction duration τ is the difference between TG and TC, or when specified, TW. 
• The length at birth, LB and the elongation rate λ are extracted from the exponential fitting of the 
elongation versus time curve. 




• The length at the constriction onset, LC, LZ or LW, were measured as the lengths at TC, TZ and TW 
respectively. The total elongation is the difference between LG and LB.  
• Elongation before constriction and during constriction are defined respectively as the difference 
between LG and LC, and between LC and LB. When specified, LW can be used instead of LC. 
5.1 Bacteria cell image processing: sDaDa 
sDaDa is a quantitative image analysis tool for cell shape dynamics study. Specifically, I developed 
sDaDa in a MATLAB environment for processing time-lapse dual color images of bacteria such as 
C.crescentus (FtsZ-GFP, FtsW-GFP (green channel) and mCherry-MTS2 (Szeto et al., 2003) (red channel)). 
I implemented the skeleton building blocks of the software pipeline (e.g. image segmentation, cell 
tracking, edge detection) with the support of my colleague Aster Vanhecke who added the pipeline 
block for the second channel analysis of the divisome protein, took care of debugging the code and 
implemented the necessary code for the statistical tools. The code has been used to analyze the data 
on our published work137.  
sDADA generates scatter plots, histograms and violin plots to study key parameters controlling the 
cell size and homeostasis, such as: elongation rate, constriction duration, length at birth, onset, onset 
time. sDADA extracts these parameters from the analysis of the cell shape dynamics thanks to semi-
interactive modules for image segmentation, edge detection, cell filtering, cell tracking and statistical 
analysis. The first cell identification and edge detection guesses are inspired by microbeTracker170 
approach. However, to be able to measure the constriction site up to the last stages of the constriction 
we needed to implement a further optimization of the edge detection step by tightly slicing the cell 
along its length and analyzing the intensity profile across each slice to extract the maxima corresponding 
to the cell edges. 
The program takes as input the time-lapse images, the camera parameter (i.e. pixel size) and a set 
of experimental parameters (i.e. starting time, time interval between two consecutive frames, the field 
of view (FOV)). The program outputs a data structure containing all the measurements of each cell at 
each frame and a set of figures with the results of the measurements. 
The description of the main features of the sDaDa program and of the general steps in a typical 
pipeline (Figure 5-2) are (1) image segmentation and first edge detection guess, (2) cell tracking, (3) 
edge detection refinement and shape parameters measurement, (4) divisome ring identification (5) 
shape parameters correlation analysis and outputs display. 
More specifically, the segmentation step (1) is on a first Otsu’s thresholding approach171  to 
distinguish background pixels from foreground one followed by neighborhood pixels connection. The 
Otsu’s method sets a proper threshold via maximizing the inter-class variance of the bi-modal histogram 
of the pixel intensities (foreground pixels and background pixels). Connected pixels that have a signal 
value higher than the threshold are tagged with the same number and identify as part of a cell only if 
they form an area bigger than 0.5 μm2. We used two built-in MATLAB functions for Otsu’s image 
thresholding and to identify each individual cell. The model2mesh.m function form microbeTracker170 
defines the first cell contour guess and returns two semi-contours, corresponding to the ‘left’ and ‘right’ 
sides of the cell. From the two semi-contours, the bacteria poles (the two farthest apart points on the 
contour) and the centerline (the average of the two half contour parts) can be easily identified. 
The cell shape search, control and refinement is done thanks to an interactive tool which allows the 
user to manipulate the cell area such as removing parts, joining two regions, smoothing, expanding. The 
user can also choose to delete the current time point of the cell or to mark the cell as divided, after 
which it will no longer be followed. 
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Each single cell is tracked – step  (2) – in consecutive frames comparing the cell area and their relative 
barycenter distance. The two regions correspond to the same cell if the difference between these two 
spatial distributions is lower than a user-defined tolerance parameter. The tracking search stops when 
the cell divides or when one region does not pass the search criteria. 
 
Figure 5-2 – Cell shape analysis program sDaDa pipeline. The figure shows: the main software steps (light gray), the main 
inputs (green label) and outputs (red label). The pipeline splits into two colors (blu and yellow) which represent the two 
software braches developed to analysis the two channels (MTS and Divisome respectively).  
The segmented regions, containing a well-identified cell, can therefore enter the second stage (3) 
where the program extracts and accurately measures the shape parameters described below.  
The diameter is measured by taking perpendicular slices of the bacteria image along its centerline 
length. 
Using the intensity profile along each slice, a histogram with two maxima corresponding to the cell 
edge will define the diameter. The intersection of the histogram with a line parallel to the abscise axis 
at half maximum high, identifies up to four abscises (two for each maximum). The diameter is thus the 
difference between the two furthest apart abscises. Repeating this procedure for each slice of the 
bacteria, the diameter profile as a function of the length could be achieved (Figure S2). The minimum 
between two maxima of the diameter as a function of the length will then define the measure and the 
position of the constriction site. As a consequence, the waist width will be easily defined: the ratio of 
the width of the constriction site and the maximum diameter along the cell. Lastly, the length is 
measured by calculating the arc length of the centerline. 




The program examines the temporal evolution of the length and the waist width for all single cells 
detected in a time-lapse experiment. From these curves, it extracts the elongation rate, the length at 
birth (LB) and the division time (TG). The volume and the surface area of a cell are estimated based on 
the measured widths along the length of the bacterium. The width versus the length profile is first 
smoothed using a spline function, to filter out the noise that would inflate the surface area estimation. 
The bacterium is assumed symmetric along its central axis. Therefore, assuming cross-sections 
perpendicular to the axis are circular, the volume and surface area can be computed by treating the 
measured ‘segments’ of the bacterium as a series of conical frusta. 
The FtsZ and FtsW divisome assembly time (TW and TZ) is determined by monitoring the intensity 
profile along the centerline length over the cell cycle – step (4).  
The last stage (5) provides a set of statistical tools to study the correlations between the parameters 
extracted and to measure their average and variance. The user can generate a scatter plot for each 
possible couple of parameters combination (e.g. the scatter plots in Figure 3). Moreover, the user can 
generate a violin plot for each parameter to inspect its statistical distribution over the entire population. 
To conclude the program computes the correlation coefficient of each couple of parameters. 
 
Figure 5-3 – Edge detection optimization. Cell shape slicing for edge detection and diameter measurement. The cell edges 
(green and blue cross) are identified thanks to the intersection of the histogram with a line passing at the half maximum high 
and parallel to the abscise. Scale bar correspond to 1µm. 
5.2 Bacteria pole shape dynamics simulator 
We observed that differences in constriction rate between WT and FtsW**I* C. crescentus cells lead 
not only to differences in cell size, but also in pole shape. Indeed, FtsW**I* cells exhibited blunter poles 
while WT cells have more tapered poles. To understand whether this difference can be directly set by 
the constriction rate and elongation dynamics at the constriction site, under the guidance of Dr. A. 
Lambert, we simulated, with a simplified interpretation, how the new two poles of a C. crescentus are 
geometrically built at the bacteria septum when the constriction starts. This qualitative simulator is 
based on the following hypothesis: 
• when the constriction starts all the contributions to the elongation are given at the septum 
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• the elongation is dominated by an exponential process that is due to an insertion of 
peptidoglycan (PG) at the pole that is built up during the constriction 
• the constriction is an iterative process that produce at each step, a new point, an elongation 
that can be approximated with a translation of each point of the constriction site and an inward 
constriction of the new last point. 
 
Figure 5-4 – Pole simulator model. The pole simulator translates each point at each growth iteration with two translation 
vectors: the elongation e(t) and the constriction c(t) vectors.  
Thus, this simulator builds up the pole contour adding a new point that is translated from the last one 
using a constriction vector and an elongation vector:  
• the constriction vector has a modulus depending on the derivative of the constriction function 
(increment) and a direction perpendicular to the bacteria length 
• the elongation vector has a modulus depending on the number of points that have to be 
translated and on the derivative of the constriction function (increment) and it has a direction 
parallel to the bacteria length. 
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Figure 5-5 – Pole shape dynamics at the constriction site. a, and c, Qualitative simulation of the contour of a WT cell (a) 
and FstW**I* mutant (c) set by the constriction rate; b, and d, contour extracted from real SIM images of WT cell (b) and 
FstW**I*  mutant (d); c, for simulated contour of a FstW**I*  mutant, the pole result much blunter than the WT typical pole; 
the mutant and WT have different rates of constriction. This leads to difference in the duration of constriction and in the 
elongation during constriction.  The contribution of a different duration and elongation during constriction between mutant 
and WT leads to a different pole shape simulated versus real data constriction contour. The color encodes the time of 
constriction.  
As described in Chapter 3.2, the prediction of the constriction dynamics 𝑐𝑐(𝑡𝑡) can be based on Faingold 
approximation147 of the diameter dynamics 𝑓𝑓(𝑡𝑡) given by equation 3.9 and thus equation 5.3  becomes:   
‖𝑐𝑐(𝑡𝑡)‖ = � 𝑅𝑅𝑚𝑚𝑎𝑎𝑥𝑥 �1 − � 𝑡𝑡 − 𝑡𝑡𝑐𝑐𝑡𝑡𝑔𝑔 − 𝑡𝑡𝑐𝑐�2�−1 2⁄ ∙ ∆𝑡𝑡� 5.4 
The elongation dynamics 𝑙𝑙(𝑡𝑡) has two contributions:  
• the one due to the exponential growth (dominate one) (equation 3.1) and  
• the one due to the "pole" elongation due to the fact that the septum surface is growing in 3D. 
This contribution is equal to  𝑅𝑅𝑚𝑚𝑎𝑎𝑥𝑥 − ℎ(𝑡𝑡) where R is the maximum diameter and h(t) is defined 
by equation 3.6. 
Thus, the total elongation will be given by: 
𝐵𝐵(𝑡𝑡) = 𝑅𝑅 − ℎ(𝑡𝑡) + 𝑙𝑙(𝑡𝑡)  5.5 
and equation 5.2 becomes: 
‖𝑓𝑓(𝑡𝑡)‖ = �� −𝑅𝑅
𝑡𝑡𝑔𝑔 − 𝑡𝑡𝑐𝑐
+ 𝜆𝜆 ∙ 𝐵𝐵0𝑓𝑓𝜆𝜆𝑡𝑡� ∙ ∆𝑡𝑡� 5.6 
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5.3 3D DH-PSF image reconstruction: StormChaser 
In Chapter 2.3, we presented the current state-of-the art of software development for 3D DH-PSF 
molecule localization. However, we did not explain the historical evolution and the rational of our 
software development. When I initially started working on the development of a fast and easy to use 
DH-PSF algorithm under the guidance of Prof. S. Holden, the only open source available program was 
Easy-DHPSF125. Although, extremely friendly and easy to use, this approach was requiring about two 
hours for the full analysis of about 100,000 molecules on 128×128 pixels × 20,000 frames. Thus, our 
initial main goal was improving on the speed rather than on the localization precision. Only later, in the 
context of the SMLM Challenge 2016 where many efficient 3D localization approaches were developed, 
we tried to improve our approach through a multi-emitter solution that could account for the large DH-
PSF limitation.  
The speed limit in the Easy-DHPSF software performance is set by the first identification step, 
achieved via template matching, and the following double Gaussian fitting step. A template matching 
approach identifies every regions 𝑚𝑚(𝑥𝑥,𝑦𝑦) within the input image 𝐼𝐼(𝑥𝑥,𝑦𝑦) that looks like the dictionary of 
templates pattern 𝑡𝑡𝑛𝑛(𝑥𝑥,𝑦𝑦). In this specific case, the template collection is a set of DH-PSF images 
extracted from the calibration step (Figure 5-6). 
 
Figure 5-6 – DH-PSF template extraction. Each template is extracted from the calibration step. The lobes rotation angles 
encode the axial position. In this example the angle step between consecutive templates is about 30° (400 nm) and the full 
180° range correspond to about 2 µm. Figure from 125. 
To extract the template-image region matching position, the algorithm has to find the template position (𝑎𝑎, 𝑞𝑞) that minimize the mean squared error – the  squared sum of the difference between the image 
pixel signal and the template pixel signal: 
𝑓𝑓(𝑎𝑎, 𝑞𝑞) = ∑ [(𝐼𝐼(𝑥𝑥,𝑦𝑦) − 𝑡𝑡𝑛𝑛(𝑥𝑥 − 𝑎𝑎,𝑦𝑦 − 𝑞𝑞))]2𝑁𝑁𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥,𝑦𝑦   5.7 
This operation is equivalent to compute the correlation coefficient for each pixel of the image. The 
phase correlation image is thus given by the convolution of the image 𝐼𝐼(𝑥𝑥,𝑦𝑦) with every template 
𝑡𝑡𝑛𝑛(𝑥𝑥,𝑦𝑦): 
𝑓𝑓𝑛𝑛(𝑎𝑎, 𝑞𝑞) = 𝐼𝐼(𝑎𝑎, 𝑞𝑞) ∗ 𝑡𝑡𝑛𝑛(−𝑎𝑎,−𝑞𝑞) 5.8 
which in the Fourier space correspond to a simple multiplication: 
𝑓𝑓𝑛𝑛(𝑥𝑥,𝑦𝑦) = 𝔉𝔉−1 �𝔉𝔉{𝐼𝐼(𝑥𝑥,𝑦𝑦)} ∙  𝔉𝔉�𝑡𝑡𝑛𝑛(𝑥𝑥,𝑦𝑦)������������ 5.9 
and can be further improved with a Gaussian spatial low pass filter: 
𝑓𝑓𝑛𝑛(𝑥𝑥,𝑦𝑦) = 𝔉𝔉−1 �𝔉𝔉{𝒢𝒢(𝜇𝜇𝑥𝑥,𝑦𝑦,𝜎𝜎𝑥𝑥,𝑦𝑦)} ∙ 𝔉𝔉{𝐼𝐼(𝑥𝑥, 𝑦𝑦)} ∙  𝔉𝔉�𝑡𝑡𝑛𝑛(𝑥𝑥,𝑦𝑦)������������ 5.10 
The molecule positions correspond to the correlation coefficient higher than a predefined threshold. 
Although, performing template matching in the Fourier space is faster than to evaluate the distance 




function for every pixel172, this identification approach require many matrix convolution resulting in 
Easy-DHPSF-identification step as a process that is just half time faster than the more precise final fitting 
step. 
To improve the speed, I proposed to develop a different identification step, to parallelize every 
possible process and to limit the free parameter space. We developed a complete pipeline (Figure 5-7) 
for fast multi-emitter fitting algorithm (STORMChaser) based on a double Gaussian analytical function. 
The software is open source and easy to use. The main pipeline stages of the software are: 1) PSF 
calibration; 2) fast first molecule guess and segmentation; 3) fast nearest neighbor search to group 
closest localization based on the quadtree algorithm and multi-emitter fitting; 4) post-processing 
molecule rejection; 5) rendering (super-resolution image, scatter plot histogram). The first molecule 
guess function is developed in c++ while all the other functions are implemented in Matlab with a 
parallel processing approach. The program takes as input a stack of raw SMLM images, a set of camera 
parameters (i.e. pixel size, gain, magnification factor, etc.), a set of experimental parameters (i.e. PSF 
size, FOV, etc.), and a set of output parameters.   
 
Figure 5-7 – STORMChaser program pipeline. The program performs a recursive fast identification step using different 
thresholds that it automatically updates using the images statistic and PSF boundary parameters extracted from the 
calibration step. After this initial search and rejection the segmented molecules images are ready to be accurately fitted via 
a multi-emitting algorithm or single emitter one depending on their positions. The final molecule list is then ready to be 
cleaned and prepared for the last step: the 3D rendering.  
More specifically, (2) the algorithm computes a very fast first guess of the emitter positions based 
on a center of mass algorithm that recursively updates the search thresholds, subtracts the updated 
background and subtracts the pixel-clusters found to detect also the low signal molecules. The 
background subtraction step is essentially a temporal low pass filtering process that compute for every 
pixel the corresponding average background by averaging in time the pixel values that are far from the 
average value less than two time the variance root mean square. This molecule identification module is 
capable of identifying hundreds of thousands of molecules in few seconds. 
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The identification of each molecule lobe is based on a simple clustering algorithm. The algorithm 
searches for all the possible pixel seeds – the pixels that can potentially generate a cluster of pixels with 
specific properties (such as area range and seed intensity threshold). Then, the algorithm associates to 
each seed the neighbor pixels satisfying certain properties (such as distance from the seed and cluster 
intensity threshold) and the neighbor of the neighbor pixels until a distance condition is achieved. To 
avoid checking twice whether a pixel belong to the cluster, the algorithm generate a bit image matrix to 
associate a flag equal to one to the pixel that has been already associated to the cluster.  
 
Figure 5-8 – Molecule identification step is based on clustering algorithm. The algorithm first identifies the cluster seed 
and then associates to every seed the pixel belonging to the cluster. The algorithm finally output the pair of cluster 
corresponding to the molecule lobes first guess. 
The first guess molecule list is then ready to enter the third step (3) where closest molecules are 
grouped and fitted together using a multi-Gaussian function that tunes the number of free parameters 
accordingly with the number of molecules that have to be simultaneously fitted (up to 4). Finally (4-5), 
the molecules with a bad fitting quality, a bad estimated localization precision (dependent on the 
estimated number of photons) or a bad PSF shape (out of statistic collected from the images and 
calibration) are rejected. The filtering is done based on statistical information retrieved in the previous 
step of the software code. The final list of localizations is then saved and the resulted super-resolved 
image is displayed by using image rendering library (DIPimage) or via a 3D scatter plot. 
 
Figure 5-9 – Artificial DH-PSF dataset. The simulator associates a simulated DH-PSF to every artificial molecule position 
and to each pixel the corresponding Poisson noise.   




To test the STORMChaser we first created a simulator of DH single molecule dataset with Poisson 
noise. The simulator generates DH-SPF single molecules synthetic dataset starting from the active 
fluorophores positions on a 3D artificial shell taken from the EPFL Collection of reference datasets1. 
 The artificial dataset (Figure 5-9 – Artificial DH-PSF dataset.Figure 5-9) where generated with 
different average intensities for emitter and Poisson noise level. We expected a theatrical pair 
localization precision in x-direction from the propagation of error starting from the localization precision 
of each lobe 121 : 
𝜎𝜎2(𝜃𝜃𝑥𝑥) = �𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃2 + 𝑎𝑎212� ∙ �169 + 8𝜋𝜋 ∙ �𝜎𝜎𝑃𝑃𝑃𝑃𝑃𝑃2 + 𝑎𝑎212� ∙ 𝑏𝑏2𝑁𝑁 ∙ 𝑎𝑎2� 5.11 
Our first preliminary result seemed promising and we decided to further test the program with more 
realistic artificial dataset in the context of the SMLM challenge 2016. The results are shown in Table 5-1, 
Figure 5-10 and Figure 5-12. The table is comparing the recall (the number of true positive molecules 
identified by the software divided by the total number of the actual molecules), the precision (the 
number of true positive divided by the total number of molecules detected by the program), the root 
mean squared error (RMSE) in x, y and z, and the total time necessary to detect all the molecules. 
 
Figure 5-10 – STORMChaser rendering. The image shows the rendering of simulated data generated for the SMLM 
challenge 2016.  
The visualization tools of the results of the 3D SMLM Challenge 2016 have been for us a useful 
investigation tool to identify the possible causes of our bad recall value (see Chapter 2.3 for recall index 
definition). Indeed, from the comparison results of STORMChaser against Easy-DHPSF and the beast in 
class CSpline we could observe an evident problem in the localization of the molecule located in the 
negative axial range (Figure 5-11). Thus, our next step should have been to deeply debug the code with 
molecule placed in the negative axial range. However, since during the 3D SMLM Challenge 2016, other 
                                                          
1 http://bigwww.epfl.ch/smlm/datasets/index.html 
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valid approaches were developed for efficient DH-PSF dataset analysis, we were not motivated to 






RMSE XY  
[NM] 
RMSE Z  
[NM] 
TIME [S] 
Easy-DH LD N1 0.775 0.993 33.525 26.105 
1447 
(24 min) 
CSpline LD N1 0.946 0.958 33.216 31.399 732 
STORMC LD N1 0.462 0.996 25.691 26.146 300 
Table 5-1 3D DH-PSF software comparison at the SMLM Challenge 2016. The programs are tested by using simulated 
dataset generated for the SMLM challenge 2016 competition. The table shows that my software still has a low recall problem 
even though is fast and precise. 





Figure 5-11 – 3D SMLM Challenge result comparison. Comparison between the best in class software (CSpline), with the 
first DH-PSF open source available software and STORMChaser. Comparison between Jaccard index versus axial range, RMSE 
in the x-y plane and in the axial direction versus molecule photons signal and number of true positive versus number of 
photons. STORMChaser present a problem in detecting molecules in the negative axial range that could be simply the result 
of an underling software bug. 




Figure 5-12 – 3D SMLM Challenge image result. Rendering comparison (first top line) between the best in class software 
(CSpline), the first DH-PSF open source available software and STORMChaser. Central and last rows are to the magnified view 
corresponding to the white rectangles. In rad the ground true. Image colors: red, ground truth; green, software results. Scale 
bar 500 nm. 
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6 Large flat field STORM  
In Chapter 2.1 we investigated why the global and local uniformity in the sample illumination is 
critical for SMLM images quality. In this Chapter, I will first summarize how we achieved large and 
uniform epi-illumination70 and later on, I will focus on my specific contributions to this project: the 
characterization of the CMOS camera and the test of a specific SMLM software which takes into account 
the camera characteristics to reconstruct the super-resolved image173. 
 
Figure 6-1 – Dependence of the illumination homogeneity on the design parameters. Simulated 1D sample plane 
irradiance profiles through the centre of the illuminated region.  a, The offset of the rotating diffuser Δr has an optimum 
position that reduces the modulation in the grating pattern and prevents overfilling the microlens arrays (MLAs). b, The 
objective lens focal length fOBJ largely determines the size of the sample plane irradiance. c, The focal length of the collimating 
lens fc for the partially coherent source controls both the field homogeneity and the spatial coherence of the source, as 
evidenced by the modulation depth of the grating fringes. d, The distance between the second MLA and the objective (L2) 
must be small to prevent overfilling of the objective. Simulation code developed by K. Douglass. Simulation performed by K. 
Douglass. Figure taken from 70. 
To achieve high-quality wide-field super-resolution fluorescence imaging, we developed a low-cost 
microlens array-based system — flat illumination for field-independent imaging (FIFI) — that can 
efficiently and homogeneously perform simultaneous imaging of multiple cells with nanoscale 
resolution. Beyond imaging a larger field of view, FIFI serves as a simple, low-cost solution for fully 
exploiting the large sensor formats of new sCMOS cameras for SMLM. 




FIFI (Figure 2-3 b) is an extension of a Köhler integrator that combines a beam-shaping modulus with 
a high-efficiency diffuser. Moreover, the system description provides critical and detailed hints to guide 
in a customizable illumination174. For example, the diffuser position relative to the telescope lens focal 
plane sets the final beam size and the spatial coherence of the source. The diffuser position as well as 
the objective focal length and the back focal plane (BFP) diameter are also critical for both uniformity 
and power of the illumination (Figure 6-1). 
A more detail explanation of the Köhler integrator system can be found in Chapter 2.1. 
6.1 CMOS camera noise and characterization 
In Chapter 4.1 we explored which parameters of the camera sensor could be critical for the quality 
of the reconstructed image and why, in the SMLM field, CMOS commercial cameras have been replacing 
the more expensive commercial EMCCD. Indeed, several factors related to the camera characteristics, 
such as the sensitivity (quantum efficiency), readout speed of the camera and the number of pixels in 
the chip contribute to define the temporal and spatial resolutions of the final super-resolved image. For 
example, the pixel readout speed becomes a crucial parameter when thousands of raw images has to 
be collected to reconstruct one single FOV. Higher readout can affect both the frame rate and the FOV 
size by setting either higher number of pixels at the same frame rate or higher frame rate with the same 
number of pixel than a camera with lower readout. 
  
Figure 6-2 – sCMOS Zyla 4.3 Andor dark image. The image acquired in a dark condition setting show the typical “salt-
and-paper” and “bar-code” effect characteristic of the CMOS camera noise. 
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CMOS cameras have a sensor with a generally high number of pixel (more than 5.5 Mega-pixels) 
camera and an extremely high readout speed (up to 560MHz 2). However, as previously explained, 
CMOS camera has a pixel dependent noise and a specific gain. As a consequence the major pixel figures 
(such as pixel gains) related to the noise have to be characterized.  
From previous CMOS characterization works66, we expected a large number of tailing pixels in the 
noise distribution of the CMOS-pixels which results in a randomly distributed bright and dark pixels on 
the image: the characteristic CMOS “salt-and-pepper noise”. Moreover, we expected a further “bar-
code effect” across the image – different levels of dark gray intensity at random spacing175 – 
corresponding to the variability from ADC column to column convertor (Figure 6-2).  
Finally, we expected to identify a fixed pattern noise, a map of pixels that appear as bright pixels in 
both presence and absence of photons (in a dark acquisition setting)176. These extremely bright pixels 
corresponds to malfunctioning pixels: the “hot pixels”.  
To characterize the sCMOS camera, under the guidance of Dr. K. M. Douglass, I developed a MATLAB 
routine that recursively loads and reads dark images and stacks of images at different intensities, 
computes the gain solving the minimization problem explained in Chapter 4.1 and extract the noise for 
each pixel of the camera (Figure 6-3). 
 
Figure 6-3 – sCMOS Zyla 4.3 Andor read noise and gain distribution. The read noise map present the characteristic CMOS 
not Gaussian distribution with a long tail. The Gain distribution is centered around a mean value of 2.2 [ADU/e-] with a 
variance root square of 0.3 [ADU/e-].   
Interestingly, we found a straightforward way to extract the hot-pixel map by forcing the gain 
computation for all the camera pixels. Indeed, the pixel gain distribution exhibits a double Gaussian 
distribution: the first most populated Gaussian distribution is centered on the expected mean gain value 
and the second one, much less populated, is offset from the mean value. The hot pixels are exactly the 
pixels lying in this second Gaussian distribution offset from the central one (Figure 6-4). 
After having compute the read noise and the gain for each pixel, we measured the mean value for 
the main parameters which characterize our sCMOS camera. The values found (Table 6-1) are in 
                                                          
2 http://www.andor.com/scientific-cameras/neo-and-zyla-scmos-cameras/zyla-42-plus-scmos 




agreement with the one reported in the specifications3. The mean read noise reported is 1.1 [𝑓𝑓−] and 
we estimated:  
𝜎𝜎𝑅𝑅[𝑓𝑓−] =   𝑓𝑓𝑓𝑓𝑎𝑎𝑑𝑑 𝜆𝜆𝑙𝑙𝑏𝑏𝑚𝑚𝑓𝑓 [𝑁𝑁𝐷𝐷𝐴𝐴]𝑙𝑙𝑎𝑎𝑏𝑏𝜆𝜆 ~ √82.2 ~1.3[𝑓𝑓−]  
 
Figure 6-4 – Hot pixels identification process.  a, The gain distribution presents a second Gaussian distributions offset 
from the most populated one. The non-meaningful gain distribution, with mean value less than one, corresponds to the hot-
pixel distribution. b, The pixel with a gain less than one correspond to the hot pixels declared by the vendor.  
Measured camera characteristics 
 𝒐𝒐(𝒙𝒙,𝒚𝒚)��������� = <Offset>  𝜎𝜎𝑅𝑅2 = 𝐸𝐸[𝜎𝜎𝑜𝑜2] 𝒈𝒈(𝒙𝒙,𝒚𝒚)��������� = <Gain> �𝜎𝜎𝑔𝑔2 ~100 [ADU] ~8 [𝑁𝑁𝐷𝐷𝐴𝐴2] (peak) ~2.2 [ADU/e-] ~0.3 [ADU2/e-2] 
@ 50ms integration time, 560 MHz readout clock 
Table 6-1 sCMOS Zyla 4.3 Andor characterization. Average offest, read-noise and gain values. 
 
  
                                                          
3 http://www.andor.com/scientific-cameras/neo-and-zyla-scmos-cameras/zyla-42-plus-scmos 
Large flat field STORM 
6—61 
 
6.2 Maximum Likelihood Localization Estimation (MLE) 
In Chapter 2.3 we defined the MLE in the context of SMLM. We also investigated why the 
identification of the possible sources of noise (such as signal shot noise and camera noise) is critical for 
a proper construction of the likelihood function and thus for the molecules accurate localization.  
Camera noise is particularly problematic when imaging with CMOS camera (Chapter 4.1) and in the 
presence of low signal. In this context, the Poisson shot-noise is not anymore the sole dominant factor. 
Indeed, at low signal (of the order of hundreds of photons), the Gaussian readout noise of a CMOS 
camera competes with shot noise177. Moreover, CMOS read-noise and gain contributes differently 
across different pixels making their treatment even more relevant for a precise sub-pixel molecule 
localization. 
Thus, for our flat-field epi-illumination CMOS-based STORM system70, we considered adopting a 
CMOS-specific SMLM program based on a MLE algorithm 173. The software takes as input the raw images 
together with the specific camera noise and gain pixel matrix.  A MLE-sCMOS-specific routine is then 
launched in a highly parallelized graphical processor unit (GPU) environment using Compute Unified 
Device Architecture (CUDA): 
Knowing that the probability distribution of the sum of two independent random variables is given 
by the convolution of their individual distributions, then a likelihood-sCMOS-specific function is given 
by the convolution of the Poisson-distributed photon shot noise with the pixel-dependent Gaussian 
noise distribution:  
where 𝜎𝜎𝑅𝑅2(𝑥𝑥,𝑦𝑦) is the expected value of the variance of the offset, 𝑙𝑙(𝑥𝑥,𝑦𝑦) is the mean offset, 𝑙𝑙(𝑥𝑥,𝑦𝑦) is 
the pixel gain, 𝐼𝐼(𝑥𝑥,𝑦𝑦) is the detected image intensity and 𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽) the PSF model (see equation 
2.25). 
However, to limit the computational cost of performing such a convolution for each pixel during 
every fitting iteration, the authors of 66 developed an analytical approximation that greatly simplified 
the calculation while providing optimal accuracy and precision at the theoretical limit66: 
where Γ is the Gamma function and  
Thus, from the likelihood function ℒ(𝜽𝜽,𝔻𝔻) we can then extract the parameter estimate 𝜽𝜽� : 
ℒ(𝜽𝜽,𝔻𝔻)= ∏𝑥𝑥,𝑦𝑦 ∈ 𝔻𝔻 � 𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽)𝐼𝐼𝑓𝑓−𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦 | 𝜽𝜽)𝐼𝐼! 1�2𝜋𝜋𝜎𝜎𝑅𝑅2 𝑓𝑓−(𝐼𝐼𝐴𝐴𝐴𝐴𝐴𝐴 − 𝐼𝐼∙𝑔𝑔 − 𝑜𝑜)22𝜎𝜎𝑅𝑅2𝑥𝑥,𝑦𝑦∈𝔻𝔻   6.1  





Γ(𝐼𝐼 + 1)   6.2  
𝐼𝐼(𝑥𝑥,𝑦𝑦) = 𝐼𝐼𝐴𝐴𝐷𝐷𝐴𝐴(𝑥𝑥,𝑦𝑦) − 𝑙𝑙(𝑥𝑥,𝑦𝑦) 
𝑙𝑙(𝑥𝑥,𝑦𝑦) + 𝜎𝜎𝑅𝑅2(𝑥𝑥,𝑦𝑦)𝑙𝑙2(𝑥𝑥,𝑦𝑦) 6.3  
𝜽𝜽� =  arg max
𝜽𝜽
[lnℒ(𝜽𝜽,𝔻𝔻)] 6.4 




Any parameter of molecule signal distribution, such as the molecule position (𝜃𝜃𝑥𝑥 ,𝜃𝜃𝑦𝑦), maximum 
amplitude 𝜃𝜃𝑁𝑁, variance 𝜃𝜃𝜎𝜎
2, background 𝜃𝜃𝑏𝑏, can be then estimated with a maximum precision up 
to66,120: 
Δ𝜃𝜃 ≥ 𝜎𝜎𝐶𝐶𝑅𝑅𝐶𝐶𝐶𝐶





′′(𝜃𝜃𝑖𝑖)  6.6 
where 𝑁𝑁𝑎𝑎 , 𝜎𝜎𝑁𝑁𝑎𝑎
2  and 𝑙𝑙𝑝𝑝 are the expected photon number, variance anche gain in the pixel p. 
To test the CMOS specific algorithm, I used ThunderSTORM 178 to generate many ground-truths and 
corresponding 2D SM dataset with the different numbers of photons per emitter. Finally, I compared 
the performance of the sCMOS specific software with the result achieved with a non-specific CMOS 
algorithm (rapidSTORM179) using the artificial dataset and known ground-truth. We found, as expected, 
a localization precision of about 10nm with about 1000 photons/emitter (Figure 6-5). 
 
Figure 6-5 – CMOS-specific-MLE algorithm and rapidSTORM software comparison. Artificial datasets were generated 
adding the CMOS camera noise to simulated data via ThunderSTORM to test and confirm the best results achieved with an 
algorithm accounting for the pixel-dependent noise and gain.  
The throughput large and uniform FIFI-based microscope combined with the high frame rates of 

























Figure 6-6 – Large FOV STORM imaging of multiple eukaryotic cells. STORM image of microtubules in COS7 cells. Cells 
were labelled with antibodies against α-tubulin and secondary antibodies conjugated with AlexaFluor 647. Scale bar 10 μm. 
Experiment, imaging and image processing performed by C. Sieben. Figure taken from 70. 
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7 Large flat field waveguide-PAINT  
In Chapter 1.1.3, we presented the working principle of DNA-PAINT and we explained why such 
approach among all SMLM approaches is one of most promising for combining high resolution and 
multiplexing. We also presented the drawbacks (the background signal generated by the fluorophores 
in solution and the long acquisition time necessary to acquire enough binding-unbinding events) of this 
method and how they could be addressed by developing a platform for large and uniform optical 
sectioning illumination.  
Afterwards, we investigated (Chapter 2.2) the existing strategies to achieve optical sectioning 
illumination. Moreover, we described why a waveguide-TIRF approach is a good candidate to excite 
multiple targets close to the surface of the sample support.  A waveguide-based evanescent field is 
generated by the light guided in a thin layer (waveguide core) with a refractive index higher than the 
aqueous solution and the bottom cladding layer. The light undergoes total internal reflection at the 
interface between the core and cladding producing an optical sectioning illumination of the DNA-PAINT-
target that lies on the waveguide core surface. The WG-based TIRF illumination will excite only the dye-
labeled oligonucleotides (imager strands) close to the target (tagged with docking strands) avoiding the 
production of strong background from the unbounded imager strands. 
Here we present the main challenges concerning the waveguide chip development, the chip holder 
design and their integration in a custom made microscope. Finally, we will present the results achieved 
with our waveguide-PAINT system. 
7.1 Waveguide Chip design 
The waveguide design involves first the choice of the waveguide core and cladding, second the 
definition of the waveguide core and cladding geometry and finally the choice of the proper waveguide 
input shape.  
As mentioned in Chapter 2.2.1, previous demonstrations of waveguide-TIRF platforms were made 
with either low or high refractive index contrast waveguides (LIC or HIC). Low refractive index contrast 
waveguides were realized with a PMMA core57 and a cladding material index-matched to the sample 
solution - an amorphous perfluorinated optical polymer (Cytop). High-index waveguide cores were 
instead fabricated from either tantalum pentoxide (Ta2O5)56,94 or silicon nitride (Si3N4)60,95. Low refractive 
index contrast waveguides can potentially produce a sample excitation at higher depth. On the other 
hand HIC waveguides strongly confine the propagating electric field (the waveguide mode), which can 
reduce propagation losses. However, the increased mode interaction at the core-cladding interface 
results in enhanced losses due to scattering where surface roughness is present96,97. Moreover, HIC 
waveguides can suffer from high coupling losses, mainly due to back-reflections, mismatches between 
the electrical field properties of the input source and the waveguide mode, and excitation of modes 
which are not confined to the waveguide core (the radiation modes)98–100. Nevertheless, we fabricated 
our waveguide chip using Si3N4 processing due to the maturity of the process and the know-how readily 
available within the Photonics Integrated Circuit (PIC) field, where low propagation losses have become 
a central requirements for on-chip waveguides101–106. In defining the waveguide fabrication process, we 
tried to limit the possible sources of scattering and absorption losses (limiting the core and cladding 
roughness, input facet roughness and depositing a protective top cladding). Moreover, we optimized 
the waveguide input for efficient coupling. Finally, we designed the waveguide geometry to have 




uniform field distribution on a wide (inherently multimode) waveguide essential for achieving large FOV 
illumination. 
We fabricated channel waveguides in the EPFL Center of Micro-Nanotechnology (CMi). The 
waveguides were realized with a rectangular cross-section using Si3N4 as the core and SiO2 as the 
cladding material (Figure 7-1 a). The 2 µm SiO2 cladding layer of refractive index 𝜆𝜆1~1.47 at λ=647nm 
was grown by thermal oxidation of the silicon (Si) substrate followed by the 150 nm thick Si3N4 core 
layer (𝜆𝜆1~2.04 at λ=647nm) high stress low-pressure chemical vapor deposition (LPCVD). Our 
observations showed that cores formed from stoichiometric silicon nitride with high internal stress give 
much higher coupling and transmission efficiency in comparison to non-stoichiometric low-stress silicon 
nitride, likely due to absorption and scattering on impurities and defects in its structure, which are 
significantly more numerous in the case of non-stoichiometric SiNx films. 
Since losses are strongly affected by the surface roughness produced during etching steps, we 
adopted a two-step lithography and dry reactive ion etching process designed to minimize damage to 
the input facet180 by spatially disjoining the SiO2/Si3N4 from the Si trench deep-etching.  It resulted in a 
significantly smoother surface, as confirmed by electron micrographs (Figure 7-1 b).  
To further reduce transmission losses in the waveguide core, we covered its surface with a protective 
layer of SiO2 (top cladding). The top cladding covers the input and expansion taper, leaving only a 
selected area exposed by etching, where the sample is placed and imaging is performed (imaging well, 
Figure 7-1 a). The final 2 µm silicon oxide top cladding was deposited by plasma enhanced chemical 
vapor deposition (PECVD). 
To achieve an efficient coupling, we adopted a so-called inverted taper coupler (~150 nm wide tip) 
at the entrance to each waveguide that reduces the mismatch between the properties of the input and 
the waveguide electrical field (such as the mode size and the effective index; see Supplementary 
Information of the published work181). Specifically, by decreasing the waveguide core size, the 
evanescent field decay length increases, leading to a larger waveguide mode profile that better overlaps 
with the input beam source profile. A higher overlap between the shape of the input and the waveguide 
fields leads to a higher coupling efficiency. Moreover, in the case of HIC waveguides, a narrower tip 
width will produce a waveguide effective index closer to that of the input source, reducing back-
reflections originating from mode mismatch. This is evident even in the simplified simulations I 
performed with custom Matlab functions based on a waveguide 2D slab approximation (see Appendix 
A). 
We realized in collaboration with Aleksandra Radenovic group (specifically with Evgenii Glushkov) 
our nanotaper and waveguide using electron-beam lithography followed by dry reactive ion etching 
(RIE) – see Appendix C for the intermediate fabrication steps. To speed up this expensive lithographic 
step and to create as smooth as possible waveguide edges, I proposed to adopt a two-step exposure 
where only two frame-areas around the desired waveguide were exposed to the e-beam with different 
resolutions instead of to expose the area around the waveguide with a compromised resolution. 
We next optimized the waveguide geometry to have a uniform evanescent field over a large area. 
We obtained a uniform excitation area for large FOV microscopy by adiabatically expanding the 
fundamental mode. Using a taper with a slow expansion rate of 𝛼𝛼 = (𝑓𝑓𝑇𝑇 − 𝑓𝑓𝑐𝑐) 2𝐵𝐵⁄ = 0.006 (where 𝐵𝐵 
is the total taper length, equal to 1.5 cm in our design), similar to 59 (Figure 7-1 a), we were able to 
expand from a ~150 nm entrance-tip width (𝑓𝑓𝑐𝑐) to a 100 µm final width (𝑓𝑓𝑇𝑇). This expansion rate set 
the minimum chip length to about 2 cm, while the chip width can vary depending on the number of 
imaging waveguides and the distance between them. Since the footprint of the optimized waveguide 
chip is only 1 x 2 cm, we were able to reduce the cost per chip by producing multiple chips on a single 
wafer (up to 24 chips on a 100 mm wafer), each of which can be reused for different experiments (up 
to ~20 times).  
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The mode propagation after the expansion taper was investigated by simulations and by imaging the 
light scattered from the top surface of the waveguide. In the absence of a taper, strong fluctuations in 
intensity are evidence of multimode behavior, whereas with our adiabatic taper, scattering intensity 
from a rectangular waveguide of identical dimensions appears highly uniform (Figure 7-1 c and d). We 
also characterized the uniformity of the TIRF penetration depth by imaging fluorescently-coated beads 
of a known size87,182,183. Assuming a spherical geometry, the distance of points on a bead from the 
waveguide surface is known, so intensity profiles of individual beads encode the decay length of the 
evanescent field. 
The detailed fabrication process flow is described in Appendix C. The fabrication steps were verified 
with widefield microscopy after every lithographic step and scanning electron microscopy after the 
waveguide etching. 
 
Figure 7-1 – Optimized waveguide design enables a uniform and large TIRF illumination. a, The chip design includes an 
inverted nanotaper with a 150 nm input width ws, a 15 mm length L, and an expansion rate 𝛼𝛼 = 0.006 (yellow box). The 
waveguide input facet is offset from the substrate etching site (orange box). The waveguide structures appear as light-grey 
strips on top of the chip surface photograph - top left panel. b, Scan electron microscopy cross-section of the input facet 
shows that deep-etching the silicon (Si) substrate after the Si3N4/SiO2 layer without the two-step-etching leads to a rough 
facet (c top). Si deep-etching after further lithographic steps – to offset the two etching sites - provides smooth Si3N4/SiO2 
facet and thus a more efficient coupling (c bottom). c, Scattered light from the top waveguide surface for a waveguide without 
a taper (left) is less uniform than that with a nanotaper with expansion angle alpha (right).  d Line profiles (magenta, without 
taper; cyan, with taper)  show modulation depth >20% and <12%, respectively. Panel taken from181. 
 
  








Figure 7-2 – Layout of the waveguide chips for cleanroom fabrication. a, 12 chips, each containing 12 imaging 
waveguides, on the standard 4 inch (100 mm) wafer. b, Closer look at one of twelve chips showing additional design features 
such as the imaging wells (on the right side), the waveguide labels at the input nanotaper tips and the chip identification 
number (ID). c, Zoom-in on the border between two chips and the etching areas for the two-step lithography and etching 
process. Figure taken from181.  
  




Figure 7-3 – Waveguide penetration depth and 1D TE0 waveguide mode simulations. a, The simulations were performed 
using a slab-waveguide approximation in X and Y directions (a). In the X direction the top cladding corresponds to the sample 
media with a refractive index of n0 = 1.38. In the Y direction the lateral cladding is SiO2 with a refractive index of n0 = 1.47. All 
simulations were performed with a light wavelength of 647 nm and with a waveguide core with a refractive index of n1 = 2.04. 
b, Penetration depth simulation as a function of the waveguide core thickness shows that the expected penetration depth is 
roughly 90nm for a 150 nm Si3N4 core waveguide excited with 647 nm light wavelength. Grey and blue diamond symbols 
represent the simulated penetration depth and effective index respectively. Simulations c-f show that decreasing (from f to 
c) the input taper width leads to a better overlap between fundamental mode excitation and beam field. Red dashed and 
continuous lines correspond to the simulated beam input and mode profile respectively. Blue vertical lines correspond to the 
waveguide core-cladding interface positions. c, Taper input width 50nm. d, Taper input width 100 nm. e, Taper input width 
200 nm. f, Taper input width 1.5 µm. g, The simulated dispersion curves for both the two direction X (with a asymmetry 
coefficient gamma = 0.1287) and Y (gamma = 0), show that for the both directions (black start indicates the result for the X 
direction where the core width is 150 nm, v = 1.028, b = 0.447, ne = 1.74; black-no fill-diamond indicate the result for the Y 
direction where the input taper width is 150nm, v = 1.028, b = 0.466 and ne = 1,76) the single mode excitation is ensured. 
While for Y direction where the input taper width is 1500nm (black fill diamond), v = 1.028, b = 0.466 and ne = 1,76) the single 
mode excitation is not ensured. The input beam size is estimated based on 112.  





Figure 7-4 – Approximated coupling efficiency estimation and E11 waveguide mode profile at the input taper tip. A 150 
nm thick Si3N4 waveguide core (refractive index of n1 = 2.038 at 647 nm) is surrounded by SiO2 (refractive index n0 = 1.47 at 
647 nm). a, The two main contributions to coupling losses are due to Fresnel reflection (Left) and the waveguide field mode 
and input beam field distribution mismatch (Right). b, Transmission efficiency 𝜂𝜂𝑅𝑅. c, Field distribution efficiency, 𝜂𝜂𝑊𝑊. d, The 
final coupling efficiency 𝜂𝜂 is the product of the transmission (𝜂𝜂𝑅𝑅) and mode overlap efficiency (𝜂𝜂𝑊𝑊). The effective index of the 
waveguide (fundamental to compute the main waveguide properties such as the effective mode width and the reflection) 
has been computed using the effective index approximation method (e). Figure taken from181.  
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7.2 Chip holder and Microscope design 
To become an efficient tool, a wide field waveguide-based TIRF DNA-PAINT microscope needs an 
effective way to quickly and firmly position the waveguide chip and align it to the laser line, a support 
to hold and exchange the liquid on top of the waveguide chip, and a shield limiting the input scatter 
light. In the previously proposed waveguide platform60 the chip was secured with a vacuum holder 
(Waveguide Mount HWV001 Thorlabs) which is more prone to vibration and devoid of the 
aforementioned features. 
 
Figure 7-5 – Waveguide-PAINT platform: waveguide-chip integration in a custom upright microscope. a, The proposed 
DNA-PAINT microscope is designed with two independent arbors: one axle (dark-gray) holds the most heavy components 
that does not need Z adjustments while a three-gauges system (light gray) provides  large (centimeter range), micrometric 
and nanometric positioning. The waveguide holder (dashed blue line) enables a free space coupling through a X-Y-Z 
nanometric stage placed on top of the X-Y stage for FOV adjustments. The holder design presents a precision slot to position 
and orient the waveguide chip properly with respect to the laser line, and a sealing gate to hold the imaging buffer and to 
shield scattered light. b, Efficient coupling is established when the light scattered from the well is maximized. The magnified 
view (low magnification 4x) TIRF imaging show about 50 COS7 cells labelled with cholera toxin B conjugated to Alexa 647. 
Scale bars: 500 µm.  




To fulfill all these requirements I designed a proprietary chip holder, shown in Figure 7-5 a. The 
holder sports a removable gate to easily install and lock the chip in a dedicated slot aligned with the 
input beam. The gate is designed to shield the scatter light without interfering with the imaging 
objective, even while working at the shortest focal distances. The imaging buffer (aqueous solution) 
sealing is ensured by a PDMS strip at the gate-chip interface. To reduce transmission of light scattered 
at the entrance window, I realized a black PDMS strip by mixing the based and curing agent with toner 
from a printer cartridge with the help of Wojciech Chomicki in Giovanni Dietler’s laboratory.  Finally, I 
designed the shape of the reservoir to minimize its volume, while ensuring that the imaging dipping 
objective could still fully access the sample area.  
Although our waveguides could be imaged on an existing upright microscope, with the simple 
addition of a coupling objective to introduce excitation light, we designed and built a simple and cost-
effective upright microscope with off-the-shelf optomechanical components. The sample holder is 
supported by a three-axis piezo stage, used for fine adjustment in aligning the entrance window with 
the coupling objective. In turn, both this stage and the coupling objective are mounted on an X-Y 
platform for imaging different regions of the sample. A mechanically rigid vertical structure suspends 
the camera and tube lens, while a separate axle with a three-gauge Z-adjustment system provides 
coarse (centimeter range), and fine (micrometric and nanometric) positioning (Figure 7-5 a). To better 
transmit our findings, we shared the designs for this microscope as well as a precise workflow pipeline 
in our published work181, which includes details on key steps such as waveguide excitation coupling and 
imaging.  We found that an effective coupling could be easily established by maximizing the light 
scattered from the top surface of the waveguide (Figure 7-5 b). 
The chip holder designed greatly benefited from the supportive and active discussion with Pinard 
Alain (head of Mechanical Engineering Workshop).  
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7.3 Waveguide DNA-PAINT imaging of cells and DNA 
origami 
To validate our platform, we adopted two strategies. First, we imaged a structure inside the cell with 
shape and dimensions well characterized: the microtubules with their hollow cylindrical shape. The 
microtubule circumference, labeled with primary and secondary antibodies, is projected by the SMLM 
system on a discrete plane with pixel size roughly a quarter of the overall microtubules diameter (about 
40 nm). The result is a clear double Gaussian distribution where the distance of the peaks corresponds 
to the microtubules edges. Microtubules labeled with primary and secondary antibodies have roughly 
an effective dimeter of about 40 nm. Thus, the resolution of our system will be demonstrated by 
resolving microtubule profiles with double peaks spaced by 40 nm. Second, we imaged nano-shape 
created with DNA strands: DNA-origami grids made by 3 by 4 target-sites equally separated by 20 nm. 
All the imaging and platform validation has been done under the guidance of Dr. C. Sieben. 
7.3.1 Sample preparation 
Our waveguides were wide enough to accommodate multiple cells within one imaging well area (100 
µm x 2000 µm). Four whole cells could fit within a single field-of-view. We imaged cells with waveguide-
PAINT that were pre-extracted then antibody-stained against tubulin, and observed a continuous 
network of microtubules within each cell, only depleted below the cell nucleus (Figure 7-7, Figure 7-9a 
and Figure 7-10). We measured microtubule diameter consistent with the expected value ~40 nm 
(Figure 7-9b). 
COS-7 cells were maintained in DMEM (Life Technologies) supplemented with 10% fetal calf serum 
(HyClone) and passaged every 3 days. The waveguide chips were cleaned with Hellmanex III (Sigma, 2% 
in water) at 50 °C for 10’, rinsed in water and UV sterilized for 15 min before seeding the cell. The chip 
were then incubated with 1% poly-L-lysine (vol/vol) (Sigma) in water for 15 min. After 24 h, the cells 
were washed in pre-warmed PBS, pre-extracted with 0.5% (vol/vol) Triton X100 (Sigma) in BRB80 buffer 
(80 mM Pipes, 1 mM MgCl2, 1 mM EGTA) for 15 sec, then fixed with ice-cold methanol for 10 min. The 
cells were washed in PBS and blocked for 30 min using 5% bovine serum albumin in PBS. Microtubules 
were labelled for 2 h at room temperature with primary antibodies against α-tubulin (B512, monoclonal 
produced on mouse, Sigma T6074) diluted 1:100 in PBS supplemented with 0.2% (vol/vol) Triton X100 
(PBST). Unbound antibodies were removed in three washing steps with PBST for 10 min each. The 
samples were incubated with secondary antibodies in PBST for 1 h followed by three washes in PBST. 
Cells were prepared to perform both DNA-PAINT and wide field microscopy. The second channel served 
as reference channel to select the desired FOV and to identify the proper focus. Thus, we used a 
combination of DNA-labelled (goat-anti mouse I1, Ultivue Duplex Kit (discontinued), 1:100) and 
Alexa555-labelled (goat-anti mouse, Life Technologies (A21422), 1:5000) secondary antibodies. Finally, 
the cells were fixed again in Methanol and stored at 4 °C until further use. For cell membrane imaging, 
cells were chemically fixed with 4% paraformaldehyde (Alfa Aesar) in PBS for 10 min and then labelled 
with A647- conjugated cholera toxin B (Life Technologies). Cell growth and seeding was performed by 
Dr. H. Perreten. Immunostaining was performed by Dr. C. Sieben. 
As previously mentioned, we next used DNA-origami grids to further validate the performance of 
waveguide-PAINT. In principle, if their deposition was controlled, a single field of view could fit up to 
hundreds of thousands of individual structures. In practice, origami were randomly deposited and 
sometimes sticking together, limiting the suitable imaging areas. Moreover, most structures were 
incomplete, which is consistent with reported folding efficiencies184. However, by aligning and over- 




laying PAINT reconstructions of multiple origami, we recovered both the expected 4 × 3 structure (Figure 
7-9d) as well as the grid spacing (Figure 7-9e). 
Custom microtubule-like DNA-Origami (Figure 7-6) were purchased from Gattaquant, the 20 nm DNA 
origami grid was kindly provided by Ralf Jungmann. DNA origami imaging samples were prepared using 
buffers A (10mM Tris-HCl and 100mM NaCl at pH 8.0), A+ (10 mM Tris-HCl, 100mM NaCl and 0.05% 
(vol/vol) Tween 20 at pH 8.0) and B+ (5mM Tris-HCl, 10mM MgCl2, 1mM EDTA and 0.05% (vol/vol) 
Tween 20 at pH 8.0).Briefly, cleaned waveguides were incubated with BSA-biotin (1mg/ml in buffer A) 
for 2min, then rinsed in buffer A+ and incubated with streptavidin solution (0.5 mg/ml in buffer A). The 
waveguides were washed sequentially in buffer A+ and B+ before incubation with DNA origamis diluted 
in buffer B+ for 2 min. Samples were washed again in buffer B+ and stored at 4 °C until further use. 
 
Figure 7-6 – Waveguide-PAINT imaging of DNA-origami microtubules. Every panel is the image reconstruction of 15000 
raw images of microtubules imaged with 500pM of imager strand. This experiment was a preliminary experiment to test the 
resolution of the platform. However, the origami structures appeared to be fragmented and damaged: the structure that 
should be a 2D rectangular layer folded in rectangular parallelepiped appear an open 2D surface that tend to twist. The double 
peak measured along the tube length is about 40 nm. Scale bar 100 nm. 






Figure 7-7 – Waveguide-PAINT imaging of COS-7 cells. Image reconstruction of 8000 raw images of microtubules and 
mitochondria labeled with antibodies against α-tubulin and Tom-20. 
Imaging performed using a 200 pM concentration of imager strands 650-I1 and 650-I2 (imager and docking strands provided 
by R. Jungmann group). 
 
  





Figure 7-8 – Waveguide-PAINT imaging of COS-7 cells. Image reconstruction of 12000 raw images of microtubules and 
mitochondria labeled with antibodies against α-tubulin and Tom-20. The FOV is a cropped FOV from the previous figure thus 
the sample preparation and imaging condition are exactly is the same.) 
 
  





Figure 7-9 – Demonstration of waveguide-PAINT. a, Single field of view DNA-PAINT reconstruction of COS7 cells cultured 
on a waveguide, labeled with antibodies against α-tubulin and imaged using a 500 pM concentration of imager strand (I1-
655, Ultivue Duplex Kit) (left panel). Magnified views of the boxed regions (left panel, from top to bottom) show microtubules 
well-resolved across the field of view (a, right panel). b, Intensity profiles across individual microtubules (as defined in a, right 
panel) reveal two peaks that can be described with the sum of two Gaussian functions (b, red line). c, Magnified views from 
a single field of view DNA-PAINT reconstructions of a 20-nm-grid DNA origami imaged with Cy5-conjugated imager strands 
(500 pM). d, Average image of about 20 DNA origamis reveal the 4x3 grid arrangement as well as the respective grid spacing. 
e, Intensity profiles along colored axes in (d). Scale bars: 10 µm (a), 0.5 µm (a, right panel) and 20 nm (c and d). 






Figure 7-10 – Diffraction limited and DNA-PAINT. a, Single field of view DNA-PAINT reconstruction of COS7 cells labeled 
with antibodies against α-tubulin and imaged using 500 pM imager strand (I1-560, Ultivue Duplex Kit). Green channel. b, 
Magnified views of the boxed regions  show microtubules well-resolved across the field of view. c, Intensity profiles across 
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7.3.2 Imaging and data analysis  
We performed the DNA-PAINT experiments using different imager strands: I1-655 (Ultivue Duplex Kit), 
P3-Atto655: GTAATGAAGA- Atto65528 and Atto655-imager strand (Gattaquant). PAINT imager strands 
were diluted in buffer B+ to a final concentration between 0.1–0.5 nM. The waveguide chip prepared 
with the sample was placed into the custom holder and ensured under the microscope. Finally, the 
diluted imager (~2 ml) was added. The holder position was adjusted until the laser coupling was 
satisfying. The microscope and all components were controlled with µManager185. The 642 nm laser 
output power was set to 5 mW and the sample was moved into focus using the coarse and fine focusing 
screws. A single waveguide well was centered on the camera and the exposure time was adjusted to 
maximize signal to noise without creating overlapping localizations (typically around 150 ms). For 
microtubules (Figure 7-9a), we acquired 25000 frames at 150 ms continuous exposure and 100mW laser 
output power. DNA origami-grid structures in Figure 7-9d were imaged for 10000 frames at 300 ms.  
Finally, the first DNA origami imaging test were performed on DNA origami microtubules acquiring 
15000 frames at 150 ms.   
Single-molecules were localized using ThunderStorm186 or a recent GPU-based fitting algorithm126. 
Localizations were drift corrected using redundant cross correlation187, filtered and visualized using a 
Gaussian-blurred (1xsigma) 2D histogram. 
 
 
Table 7-1 Waveguide-PAINT experimental conditions and results.  The table presents a summary of the laser and camera 
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8 Conclusions and final remarks 
8.1 Cell shape image analysis automation  
Cell morphology is a large-scale expression of processes concerting within the cell and emerging in 
the cell-to-cell phenotypic variability critical for cellular function, behavior and survival in a specific 
environment. It is thus no surprise that morphology is used as qualitative or quantitative measure of the 
outcome of various assays and to quantify global cell states. Developments towards high-throughput 
cell shape analysis make it an even more powerful tool for cell biology. 
Thus, computational tools are fundamentally necessary to extract the main cell shape parameters 
from large datasets, to achieve an unbiased quantification and statistical validation of the relationship 
between cell shape parameters and experimental conditions. 
When we were finalizing our cell shape analysis study and thus our sDaDA software pipeline, an open 
source software (Oufti) for quantitative cell shape analysis was published188. This tool presents multi-
threading capabilities to process large cell image datasets, to perform cell tracking and sub-pixel edge 
detection. Oufti provides a solution accessible to scientists with no formal computational experience 
and all its modules have been integrated in a single package with a user-friendly GUI. Moreover, it does 
not requires any MATLAB license. Nevertheless, our sDaDa tool still provides an effective solution to 
extract information on the C.Crescentus cell septum diameter up to the last stages of division thanks to 
its accurate septum edge detection described in Chapter 5.1.  
Molecular machineries regulating the cell-cycle progression have a direct impact on the cell shape 
regulation and homeostasis. Thus, to understand the link between these molecular players and the cell 
shape eventually achieved requires the measurements and study of the dynamics of cell shape 
parameters throughout the cell cycle. Cell shape dynamics studies are usually done through time-lapse 
microscopy to track individual cells over the full cell cycle. However, this approach suffers by limited 
temporal accuracy and requires perturbations.  
Infer cell-cycle state from large fixed cell population represents a powerful alternative to access cell 
shape parameters without any intrinsic temporal resolution limit189 and also without the need of a 
homogenous growth conditions190. 
I think that before moving into powerful algorithms to extract continuous temporal and spatial 
trajectories of cell shape parameters starting from unsynchronized cell population, it is fundamental to 
further investigate single cell shape dynamics. Specifically, the sources of cell- to-cell variability at 
different stages over the cell cycle, their mechanistic link and impact on the following cell cycle steps, 
have to be identified for every cell type and condition to enable their proper deconvolution during the 
cell-cycle trajectory extraction from a fixed population analysis. 
For C.Crescentus, our first study could provide the basis towards the identification of the possible 
sources of cell-to-cell variability across the cell cycle. We observed that cells that elongate less during 
the constriction do elongate more before constriction and we hypothesized that this compensation 
could be regulated by the constriction rate and its PG precursor excess (the higher the excess, the 
shorter the constriction duration). Is there a possible robust link between PG precursor, septum width 
and cell length during constriction to account for cell to cell variability in cell length during constriction?  




8.2 Flat-field illumination platform: prospective  
Beyond imaging a larger FOV, a flat and uniform sample illumination improves image quality by 
substantially reducing the position-dependent photophysics, thereby greatly advancing quantitative 
fluorescence imaging. We previously described different optical solutions capable of leveraging the 
sensor size of commercially available CMOS cameras. However, to fully exploit their advantages in the 
context of SMLM, the CMOS camera must be characterized and its main pixel dependent parameters 
included in the localization algorithm. Although, CMOS-specific MLE has been proposed, most SMLM 
users still adopt CMOS cameras without correcting for their pixel dependent characteristic. This is 
probably due to the lack of straightforward, easy-to-use and open-source tools for camera 
characterization. Current efforts in the field aim to develop a user-friendly Fiji plugin that performs a 
characterization of the camera simply based on  stacks of dark frames at different exposures times to 
characterize the camera.   
Today, routinely performance of quantitative imaging sets the urgent need of robust pipelines to 
save, process and share big dataset. To address this need our laboratory could not find specific guideline. 
I personally took care of designing a workstations networks with Kessous Michel (former EPFL 
technician) to efficiently perform image acquisition, analysis and sharing among different members and 
in parallel. In the future, it will be useful to have an interactive interface that allows one to try different 
building block and quickly visualize the speed and spatial limitations of the network. 
In my opinion, the current developments in large-flat field SMLM, require an even stronger focus on 
interdisciplinary context to address relevant biological questions that can on the same time leverage 
the technique. 
 
Figure 8-1 – Workstation network for big-data acquisition and analysis. Example of one possible workstation 
configuration we could adopt in our laboratory. 
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8.3 Waveguide-TIRF: prospective  
Many efforts have focused on tuning the penetration depth to extract axial information with high 
resolution. Specifically 3D-multi-angle-TIRF (based on dependence of the penetration depth on the 
illumination angle) has been demonstrated on microtubules88,191, secretory granules192 and cell 
membrane as well as multi-angle-TIRF combined with photobleaching193 with axial resolution up to 10 
nm. Thus, such 3D-objective-TIRF approach combines very high axial resolution with simple setup 
modification and optical sectioning. In the future, it will be natural to exploit the potentiality of such 3D-
TIRF in a waveguide-TIRF platform. 
A further development of our waveguide-TIRF platform could involve advantages from other 
modalities194 by performing correlative microscopy. One advantage of our waveguide design for 
correlative imaging is the presence of specific markers that provide a natural reference frame for 
aligning different measurements – e.g for correlative light and scanning electron microscopy195. 
Moreover, the low surface roughness of the etched wells makes them suitable for atomic force 
microscopy and correlative PAINT-AFM measurements. 
Finally, a multi-well waveguide chip as shown in Figure 8-2, could be used combined with a micro-
manipulator as a screening platform for the parallel high-throughput imaging of different conditions. 
More specifically, a DNA-origami nanostructure43 could be placed in a validation-calibration well 
independent from the sample well to perform quantitative DNA-PAINT (qPAINT) in a single step.   
 
 
Figure 8-2 – Multi-well waveguide chip fabrication. The presence of 3 wells within the same field of view provide a high-
throughput platform for screening of different sample conditions. a, Low magnification imaging of multiple waveguides with 
multiple wells. b, Multiple wells imaged with the waveguide chip and chip holder setup. Scale bar 2 mm (a) and 50 µm (b). 
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A. Waveguide parameters study 
I performed some basic waveguide parameters analysis to extract first guess on: 
• waveguide effective index range  
• penetration depth as a function of the waveguide core thickness 
• effective mode width range 
• normalized propagation constant (b) and normalized frequency (v) numbers 
 
 All this analysis is described in the Supplementary Note 1 of the Supplementary Information of the 
published work181. The corresponding MATLAB code to perform 2D simulations is available on the 








B. Chip holder cad design 
 
Figure C-1 – Chip Holder – mechanical design. The technical drawing conveys the main dimensions and tolerances 
necessary to reproduced the waveguide chip holder. a,  The chip holder base can be directly screw in a standar matric 
breadboard with M2 screws. b, The holder gate ensure prevent scatter waveguide coupling light to create background inside 
the chamber. 
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C. Chip fabrication  
Step Process description 
 
01 
Si3N4 150 nm high-stress LPCVD deposition 
(Waveguide core layer) 
 
02 
E-beam lithography (Waveguides & alignment 
markers) 
(ZEP, 300 nm; dose: 180 uC/cm2 @ 100 kV) 
 
03 
Si3N4 RIE (waveguide realization) 
(SPTS APS, CHF3/SF6 chemistry; etch time: 60 s) 
 
04 
SiO2 2 µm LPCVD deposition (top cladding layer)  
(Centrotherm furnace, Low Temperature Oxide, 
SiH4 @ 450°C ) 
 
05 
Photolithography (Imaging well & top borders) 
(Heidelberg MLA150; AZ ECI, 1.5 µm; dose: 170 
mJ/cm2 @ 405 nm) 
 
06 
SiO2 RIE (Imaging well and top cladding border 
etching) 




Photolithography (Borders & top facets) 
(Heidelberg MLA150; AZ ECI, 1.5 µm; dose: 170 
mJ/cm2 @ 405 nm) 
 
08 SiO2/ Si3N4 RIE (Core and bottom cladding etching) 
(SPTS APS, He/C4F8 chemistry; etch time: 10 min ) 
 
09 
Photolithography (Chip borders for deep etching) 
(Heidelberg MLA150; AZ 9260, 5.5 µm; dose: 255 
mJ/cm2 @ 405 nm) 
 
10 
Si deep-etching (Deep etching of chip borders) 
(Adixen AMS200, Bosch process, etch time: 75 min; 
etch depth: 300 µm) 
 
11 Si backside grinding (Splitting the chips) 
(DAG810 automatic surface grinder) 
 
Table D-1 Waveguide fabrication process flow.  The table presents a summary of the main litographic and etching steps 
.  
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