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We study how an arbitrary Gaussian state of two localized wave packets, prepared in an inertial
frame of reference, is described by a pair of uniformly accelerated observers. We explicitly compute
the resulting state for arbitrarily chosen proper accelerations of the observers and independently
tuned distance between them. To do so, we introduce a generalized Rindler frame of reference and
analytically derive the corresponding state transformation as a Gaussian channel. Our approach
provides several new insights into the phenomenon of vacuum entanglement such as the highly non-
trivial effect of spatial separation between the observers including sudden death of entanglement.
We also calculate the fidelity of the two-mode channel for non-vacuum Gaussian states and obtain
bounds on classical and quantum capacities of a single-mode channel. Our framework can be directly
applied to any continuous variable quantum information protocol in which the effects of acceleration
or gravity cannot be neglected.
I. INTRODUCTION
The vacuum state of a relativistic quantum field de-
fined by an inertial (Minkowski) observer contains parti-
cles when observed from a uniformly accelerated frame of
reference. As a consequence of this phenomenon, known
as the Unruh effect [1], the concept of particle, and in
general any quantum state, becomes observer-dependent.
Two major types of approaches have been developed in
order to study the consequences of the Unruh effect. The
first one involves implementing models of particle detec-
tors that couple to the quantum field and can give dif-
ferent readouts depending on the detectors’ motion [2].
These detectors are typically described with various mu-
tations of the Unruh-DeWitt model. Another approach
involves a Bogolyubov transformation of a quantum state
of the field on a given Cauchy surface from one basis of
modes to another which corresponds to a transition be-
tween two reference frames [3]. The advantage of the
latter approach is that it is not constrained to a specific
choice of the detection process and relies on a more gen-
eral concept of a quantum state as the ultimate descrip-
tion of any physical system. However, very little progress
has been made towards applying the Bogolyubov trans-
formation method to quantum states other than the vac-
uum.
A seminal tool for investigating the transformation
properties of non-vacuum field states was introduced in
[4] and involves the usage of so-called Unruh modes [5].
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Unfortunately this approach, followed by many authors,
can easily lead one astray [6]. Unruh modes are unphysi-
cal, delocalized and turn out to be coordinate-dependent
objects that do not correspond to a uniformly acceler-
ated observer moving with a specific proper acceleration.
In particular, the results of [6] cannot be interpreted in
terms of the dependence of the (entanglement of a) state
on the acceleration of the involved observers [4, 7].
Recently another method has been proposed to address
the problem of the dependence of non-vacuum states on
the motion of observers [7]. It has been already applied to
a two-mode squeezed states of two localized wave packets
of a scalar field [8]. Another approach, based on calculat-
ing expectation values of localized field observables, has
also been proposed in order to study quantum commu-
nication between an inertial sender and an accelerated
partner [9].
In this paper we present a general method for trans-
forming any two-mode Gaussian state of two localized
wave packets to an accelerated frame of reference corre-
sponding to a pair of uniformly accelerated observers. In
doing so we notice that this transformation can be repre-
sented as a Gaussian channel. Our approach, inspired by
[7], not only allows us to give the explicit analytic expres-
sions characterizing this channel with no approximations
involved, but it is also not constrained to the geometry
of the Rindler chart. This enables us to study scenarios
in which the magnitude and direction of proper accel-
erations and the distance between the two non-inertial
observers are not constrained in any way, i.e., they can
be tuned independently.
Our framework can readily be used for any quantum
information protocol with bipartite continuous variable
systems in the presence of strong accelerations. More-
over, due to the equivalence principle, our framework can
be employed to describe the effect of gravity on Gaussian
states. We discuss several applications of our scheme.
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2First, we study how observations of the vacuum state
are affected by the acceleration(s) of the observers, as
well as by their spatial separation. Then, we investigate
the transformation properties of two-mode squeezed ther-
mal states. Finally, we discuss how single-mode Gaus-
sian states transform to a uniformly accelerated reference
frame and calculate bounds on classical and quantum ca-
pacities of the resulting channel.
Our paper is organized in the following way. In Sec. II
we introduce our framework and show that the problem
can be formulated in terms of a Gaussian channel. We
completely characterize the resulting channel in Sec. III
for all possible magnitudes and directions of proper ac-
celerations of the observers and their separations. In
Sec. IV we show that the obtained results are coordinate-
independent and discuss that fact in the context of the
so-called entanglement degradation. In Sec. V we discuss
possible choices of the input and output modes of the
channel. We apply our result to the input vacuum state
in Sec. VI, where we study how the extracted vacuum en-
tanglement depends on the observers’ accelerations and
their separation. In Sec. VII we study the fidelity of
the channel for a family of two-mode squeezed thermal
states and in Sec. VIII we turn our attention to single-
mode channels and compute bounds on their classical and
quantum capacities. Finally, Sec. IX concludes our arti-
cle. We present very detailed and pedagogical derivations
of more technical aspects of our work in Appendices A
and B.
II. THE FRAMEWORK
We consider a real scalar quantum field of a mass m
that satisfies the Klein-Gordon equation, (+m2)Φˆ = 0,
in 1 + 1 dimensional Minkowski space-time (taking c =
} = 1). This equation has a canonical scalar product
associated with it that is preserved under free evolution;
in Minkowski coordinates it is defined as [2]:
(φ1, φ2) = i
∫
Σ
dx (φ?1∂tφ2 − φ2∂tφ?1) , (1)
where Σ is a spacelike Cauchy surface and the imaginary
factor guarantees that (φ1, φ2) = (φ2, φ1)? = −(φ?2, φ?1).
We consider two frames of reference: a Minkowski in-
ertial observer and a uniformly accelerated Rindler ob-
server with their corresponding complete decompositions
of the field operator Φˆ into countable families of modes.
The first mode decomposition involves wave packets φk
with associated annihilation operators fˆk that only con-
tain positive frequencies with respect to the Minkowski
timelike Killing vector field. The second decomposition
involves an alternative family of wave packets ψk with
corresponding annihilation operators dˆk that only con-
sist of positive frequencies with respect to the Rindler
timelike Killing vector field. The two respective decom-
positions take the form:
Φˆ =
∑
k
φkfˆk + H.c. =
∑
k
ψkdˆk + H.c. (2)
We will investigate the scenario in which all the modes φk
of the Minkowski frame decomposition are empty except
the two modes1 φI and φII with their corresponding an-
nihilation operators fˆI and fˆII, which are in an arbitrary
quantum state. Our goal is to analyze the state of the
quantum field with respect to the mode decomposition
corresponding to the accelerated observers. However, we
restrict our attention to two modes of the accelerated ob-
server, ψI and ψII, with dˆI and dˆII as their corresponding
creation and annihilation operators2. We discuss in de-
tail how to specify these modes in Sec. V. Although the
remaining modes of the accelerated observer, ψk 6={I,II},
will not be empty, we choose to discard them.
We assume that the four modes introduced above, i.e.,
φI, φII, ψI, and ψII, are sufficiently localized in space in
their respective frames in such a way that an approxi-
mate position can be attributed to each of them. As a
consequence, a single proper acceleration can be approx-
imately associated with each of the modes ψI and ψII.
Note that there exist certain constraints governing our
ability to localize the wave packets. Since these wave
packets must be composed only of positive frequencies,
their support in position space has to be non-compact.
We must also choose the envelope of the modes in such
a way that the negative frequency contributions to their
spectra can be safely ignored. We discuss these restric-
tions in detail in Sec. V.
To investigate the scenario outlined above, we need
to perform two quantum operations. The first one is
a Bogolyubov transformation which corresponds to the
change of mode basis from an inertial frame to an ac-
celerated frame of reference. The second operation is
ignoring all the modes in the accelerated frame except ψI
and ψII. A common feature of these two operations is
that they transform Gaussian states into Gaussian states
[10]. Therefore, without sacrificing any of the physically
motivated questions, we limit our analysis to the Gaus-
sian family of states which can be described in a very
compact way3 [11].
Gaussian states are completely described by first and
second moments of their quadrature operators. We ar-
range these operators for the inertial modes as:
~ˆX(f) =
(
fˆI + fˆ
†
I√
2
,
fˆI − fˆ†I√
2i
,
fˆII + fˆ
†
II√
2
,
fˆII − fˆ†II√
2i
)T
. (3)
1 Although our framework can easily be generalized to an arbitrary
number of modes.
2 Note that at this stage the indices I and II do not necessarily
indicate that the modes inhabit respective Rindler regions I and
II.
3 Gaussian states should not be confused with the spatial profiles
of the modes they occupy, which can be arbitrary.
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FIG. 1. When Rindler wedges I and II do not have a common
apex and the two regions do not overlap.
We define the vector of first moments, ~X(f), and the
matrix of second moments, σ(f), known as covariance
matrix by:
X
(f)
k = 〈Xˆ(f)k 〉, (4a)
σ
(f)
kl =
〈{
Xˆ
(f)
k −X(f)k , Xˆ(f)l −X(f)l
}〉
, (4b)
where the anti-commutator is defined as {Aˆ, Bˆ} = AˆBˆ+
BˆAˆ. Similarly for the accelerated modes we define the
vector of quadrature operators, first moments and the
covariance matrix simply by replacing the letter f by the
letter d in Eqs. (3) and (4).
The entire operation of transforming the state from
one frame to another can be seen as the action of a
noisy Gaussian channel [10]. This channel acts on the
input Gaussian state of the modes, φI and φII, defined in
the inertial frame, and transforms them into the output
Gaussian state of the modes, ψI and ψII, defined in the
accelerated frame. The transformation of the statistical
moments of a general Gaussian state under the action of
such a channel reads as [10]:
~X(d) = M ~X(f), (5a)
σ(d) = Mσ(f)MT +N, (5b)
where in our caseM and N = NT are 4×4 real matrices
and the matrix N corresponds to the noise present in
the quantum channel. Note that for a general Gaussian
channel, the transformation of the first moments given
by Eq. (5a), can include a constant displacement vector,
which vanishes in our case. This is because a Bogolyubov
transformation due to motion is always homogeneous.
From Eqs. (5) it is immediately clear that we only
need to calculate the two matrices M and N to com-
pletely characterize the action of the quantum channel
and consequently the effect of uniform acceleration on
D < 0
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FIG. 2. When Rindler wedges I and II do not have a common
apex and the two regions overlap.
generic two-mode Gaussian states. Owing to this fea-
ture of Gaussian quantum channels our calculations are
considerably simplified as compared to previous studies
whilst being completely analytic and free of any approx-
imations. Our approach enables us to study a general
scenario wherein accelerated observers have arbitrary and
well-defined positions and proper accelerations. Also we
do not confine ourselves to the geometry of the Rindler
chart, contrary to the common construction in which the
two Rindler wedges meet at the origin. In doing so, we
analyze the more general situation where the two accel-
erated observers and their corresponding Rindler wedges
are separated by an arbitrary negative or positive dis-
tance as shown in Figs. 1 and 2, as well as the scenario
in which both modes accelerate in the same direction, as
depicted in Fig. 3.
III. COMPUTING THE GAUSSIAN QUANTUM
CHANNEL
In this section we completely characterize the chan-
nel (5) by calculating explicitly the matrices M and N .
In the literature, it is usually assumed that the distance
between two counter-accelerated observers on the t = 0
hypersurface is dependent on their proper accelerations,
in which case their two Rindler wedges meet at the origin
[2]. In this paper we are interested in a more general sce-
nario in which the two Rindler wedges are separated by
an additional distance D and therefore the distance be-
tween the accelerated modes can be tuned independently
of their proper accelerations [12]. Note that the distance
D can be positive, as depicted in Fig. 1, or negative as
shown in Fig. 2. In this section, first we analyze how the
vector of first moments transforms according to Eq. (5a)
for an arbitrary distance D. This allows us to compute
the matrixM easily. Then, we compute the noise matrix
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FIG. 3. Parallel accelerations with an additional distance D.
In this figure we depict a situation wherein the two regions
do not have a common apex and the two proper accelerations
are in the same direction.
N for both cases of D = 0, D 6= 0, as well as for the
setting wherein the two observers are accelerating in the
same direction.
Throughout the paper, we consider the transformation
of the state of the field between the inertial and acceler-
ated observers on the hypersurface t = 0, for which the
observers are relatively at rest. In a setup with a non-
zero relative velocity one has to take into account an
additional Doppler effect [9].
The mode functions considered in this work, φI and ψI
are assumed not to overlap with the mode functions φII
and ψII:
(φI, φ
(?)
II ) = (ψI, ψ
(?)
II ) = (φI, ψ
(?)
II ) = (φII, ψ
(?)
I ) = 0. (6)
Here, the symbol (?) denotes the fact that the above
equalities hold in the presence and absence of complex
conjugation. As a consequence, for any D we have:[
fˆI, fˆ
(†)
II
]
=
[
dˆI, dˆ
(†)
II
]
=
[
fˆI, dˆ
(†)
II
]
=
[
fˆII, dˆ
(†)
I
]
= 0. (7)
With the exception of the modes accelerated in the same
direction as shown in Fig. 3, the index I will refer to
region I of the Rindler chart and index II will refer to
region II. Note that although we assume that the above
modes do not overlap, the regions themselves may overlap
(when D < 0).
Let us proceed with calculating the matrix M , which
can be most easily studied by investigating the transfor-
mation properties of the first moments (5a).
A. Computing matrix M
We begin by taking the scalar product (ψΛ, ·), Λ ∈
{I, II}, of both decompositions of the quantum field op-
erator as given in Eq. (2) to obtain the Bogolyubov trans-
formation relating the two sets of creation and annihila-
tion operators. Using Eq. (6) we obtain:
dˆΛ =
∑
k
[
(ψΛ, φk)fˆk + (ψΛ, φ
?
k)fˆ
†
k
]
. (8)
Using the above equation together with the definitions
(3) and (4a), we find the matrix M which transforms
the vector of first moments ~X(f) from the inertial frame
to the accelerated frame of reference according to (5a).
Since all the modes fˆk are empty except for k ∈ {I, II},
for the purpose of calculating the first moments we
can truncate the summation over k in Eq. (8) to two
terms. After defining αI = (ψI, φI), βI = −(ψI, φ?I ),
αII = (ψII, φII) and βII = −(ψII, φ?II), we obtain:
M =
Re(αI − βI) −Im(αI + βI) 0 0Im(αI − βI) Re(αI + βI) 0 00 0 Re(αII − βII) −Im(αII + βII)
0 0 Im(αII − βII) Re(αII + βII)
 . (9)
We emphasize that the derivation of the matrix M is
independent of the distance D and it merely depends on
the overlaps of the modes φI, φII with the modes ψI, ψII.
This is not the case for the noise matrix N as we will see
in the next section.
B. Computing noise matrix N
Before proceeding with the computation of the noise
matrix N , let us introduce the natural coordinates for
the accelerated frame of reference, namely the Rindler
coordinates χ (|χ| is the proper distance from the event
horizon) and η with the two Rindler wedges separated by
an extra distance D. The additional separation between
regions can be both positive and negative, as shown in
Figs. 1 and 2. When D is positive, in addition to ex-
panding the field in the Rindler wedges, one needs to
introduce an additional region III, so that the field may
be completely specified on a Cauchy surface. The case
D < 0 corresponds to the situation in which regions I and
II of the Rindler chart partially overlap. This leads to the
5over-completeness of the basis spanned by the solutions
of the field equation in the individual regions. The spe-
cial case of D = 0 corresponds to the standard definition
of the Rindler coordinates χ and η. For an arbitrary sep-
aration D, we introduce a family of Rindler coordinates
covering regions I and II parametrized with an arbitrary
positive constant a (interpreted as the proper accelera-
tion of a trajectory for which η is the proper time):
t = χ sinh(aη),
x = χ cosh(aη)± D
2
, (10)
where x and t are Minkowski coordinates, the upper sign
corresponds to the coordinates covering region I (x >
|t|+D2 ) for which χ > 0, and the lower sign corresponds to
region II (x < −|t| − D2 ) for which χ < 0. We emphasize
that the parameter a should not be confused with the
proper acceleration corresponding to the modes ψI or ψII.
The choice of a is merely a convention and none of the
physically relevant results should depend on it. In Sec. IV
we show that indeed our results do not depend on the
choice of this parameter.
The Klein-Gordon equation can be solved both in
Minkowski coordinates and in Rindler coordinates (10).
In the former, the normalized solutions are plane waves
given by:
uk =
1√
4piωk
ei(kx−ωkt), (11)
where ωk =
√
k2 +m2, which satisfy the orthonormality
relations (uk, ul) = δ(k − l), (u?k, u?l ) = −δ(k − l) and
(uk, u
?
l ) = 0. In Rindler coordinates the Klein-Gordon
equation takes the following form [13, 14]:[
1
a2χ2
∂2
∂η2
− ∂
2
∂χ2
− 1
χ
∂
∂χ
+m2
]
Φˆ = 0. (12)
Except for the special case m = 0, corresponding to the
massless field which will be discussed elsewhere [15], the
positive frequency solutions with respect to the timelike
Killing vector fields in region I (+ ∂∂η ) and II (− ∂∂η ) read
as [13]:
wIΩ =
√
sinh
(
piΩ
a
)
pi2a
KiΩa
(mχ) e−iΩη in I,
wIIΩ =
√
sinh
(
piΩ
a
)
pi2a
KiΩa
(−mχ) eiΩη in II, (13)
and they vanish outside their respective regions. Here
Kiν(x) is the modified Bessel function of the second kind
of pure imaginary order. Unlike the Minkowski solutions
(11) labeled by the wavevector k, the above modes are
labeled by a strictly positive frequency index Ω > 01.
1 This interesting discrepancy originates from the fact that only
The orthonormality relations for Rindler modes (13) read
as: (wIΩ, wIΞ) = δ(Ω− Ξ), (w?IΩ, w?IΞ) = −δ(Ω− Ξ), and
(wIΩ, w
?
IΞ) = 0. The same relations hold for the mode
functions of region II, wIIΩ. Furthermore, only for D ≥ 0
we have (wIΩ, wIIΞ) = (w?IΩ, w
?
IIΞ) = (wIΩ, w
?
IIΞ) = 0.
The field operator Φˆ can always be decomposed in
terms of the Minkowski modes uk and their correspond-
ing annihilation operators aˆk that satisfy canonical com-
mutation relations [aˆk, aˆl] = [aˆ
†
k, aˆ
†
l ] = 0 and [aˆk, aˆ
†
l ] =
δ(k − l).
In the case D = 0, the Rindler modes form an alterna-
tive complete basis for the field operator. However, this
set of modes is no longer complete when D > 0 and an
additional component ΦˆIII(D) of the field operator with
support in region III must be introduced (Fig. 1). Fur-
ther, when D < 0 the set of Rindler modes forms an
overcomplete basis and in order to compensate for this,
we also introduce an additional term ΦˆIII(D):
Φˆ =
∫ ∞
−∞
dk ukaˆk + H.c. (14a)
=
∫ ∞
0
dΩ
(
wIΩbˆIΩ + wIIΩbˆIIΩ
)
+ H.c. + ΦˆIII(D).
(14b)
The explicit form of the term ΦˆIII(D) is not relevant in
our framework, except for the case when D = 0 in which
we have ΦˆIII(0) = 0. In the decomposition (14b), bˆIΩ
and bˆIIΩ are the Rindler annihilation operators [2]. The
operators of region I satisfy the commutation relations
[bˆIΩ, bˆIΞ] = [bˆ
†
IΩ, bˆ
†
IΞ] = 0 and [bˆIΩ, bˆ
†
IΞ] = δ(Ω − Ξ), and
the same commutation relations hold for region II oper-
ators [2]. Also when D ≥ 0 the creation and annihilation
operators of the two regions commute with each other,
i.e., [bˆIΩ, bˆIIΞ] = [bˆ
†
IΩ, bˆ
†
IIΞ] = [bˆIΩ, bˆ
†
IIΞ] = 0, however, this
is not true when D < 0 due to the overcompleteness of
the basis.
As mentioned earlier we assume that the wave packets
ψI and ψII are only composed of positive frequencies with
respect to the Rindler timelike Killing vector fields and
therefore we have:
dˆI =
∫ ∞
0
dΩ (ψI, wIΩ)bˆIΩ, (15a)
dˆII =
∫ ∞
0
dΩ (ψII, wIIΩ)bˆIIΩ, (15b)
one of the two solutions of the Klein-Gordon equation in Rindler
coordinates is (Dirac delta) normalizable, therefore the other one
has to be discarded. A right-moving or left-moving mode solu-
tion on its own is unphysical because no freely evolving massive
particle can escape to infinity when observed from a uniformly
accelerated reference frame. In this frame a freely right-moving
massive particle eventually turns back and becomes a left-mover.
Similarly, any left-moving free particle must have been a right-
mover in the past. Let us note that for the special case of m = 0
no such restriction arises and both right-moving and left-moving
(Dirac delta) normalizable solutions in the Rindler coordinates
are allowed.
6where the normalization relations
∫
dΩ |(ψI, wIΩ)|2 = 1
and
∫
dΩ |(ψII, wIIΩ)|2 = 1 hold. Although the individual
Rindler mode operators bˆIΩ and bˆ
(†)
IIΞ do not commute
when D < 0, the wave packets’ operators (15a) and (15b)
are constructed in such a way that they commute for
any D, i.e.,
[
dˆI, dˆ
(†)
II
]
= 0. Our physical motivation for
such a choice of the output wave packets ψI and ψII is
to guarantee that the corresponding states are always
orthogonal. We can always ensure this by sufficiently
increasing the distance between the modes.
We now proceed with the investigation of the noise
matrix N . As N is independent of the input state of the
channel, without any loss of generality, we choose this
state to be the Minkowski vacuum, |0〉M, with covariance
matrix σ(f)vac = 1. Then using (5b) the noise matrix N can
be written as:
N = σ(d)vac −MMT . (16)
As we have already computed the matrix M in Eq. (9),
to compute the noise matrix N , we only need to compute
the output state of the channel for the input Minkowski
vacuum, i.e., σ(d)vac. In Appendix A, we give a detailed
derivation of that output state. After substituting the
result into (16) we obtain:
N =

1 +NI 0 ReN+I,II ImN
−
I,II
0 1 +NI ImN+I,II −ReN−I,II
ReN+I,II ImN
+
I,II 1 +NII 0
ImN−I,II −ReN−I,II 0 1 +NII
−MMT ,
(17)
where the diagonal terms are explicitly given as:
NI =
∫
dΩ
|(ψI, wIΩ)|2
sinh
(
piΩ
a
) e−piΩa , (18a)
NII =
∫
dΩ
|(ψII, wIIΩ)|2
sinh
(
piΩ
a
) e−piΩa . (18b)
These terms correspond to the well known Unruh noise,
which is the average particle number that an observer
would measure while accelerating through Minkowski
vacuum [7]. It is also worth pointing out that they are
bounded from below by the βΛ coefficients characterizing
the matrix M :
2|βΛ|2 ≤ NΛ (19)
for Λ ∈ {I, II}, which is also proven in Appendix A. The
terms N±I,II representing the existence of quantum corre-
lations between regions I and II in the vacuum have a
more complicated form:
N±I,II(D) =
1
pia
∫∫
dΩdΞ
(ψI, wIΩ)√
sinh
(
piΩ
a
)
sinh
(
piΞ
a
)×
×
[
e
pi(Ω−Ξ)
2a (1− D|D| )(ψII, wIIΞ)Ki( Ω−Ξa )(m|D|)± e
pi(Ω+Ξ)
2a (1− D|D| )(ψII, wIIΞ)?Ki( Ω+Ξa )(m|D|)
]
, (20)
and depend explicitly on the wedge separation D. For
detailed calculation of Eqs. (18), (19) and (20), we refer
the readers to Appendix A.
The above expressions describing the noise matrix N
together with Eq. (9) completely characterize the Gaus-
sian channel (5) for an arbitrary choice of input and
output modes as well as separation D. The Gaussian
channel (5) can now be readily used for any quantum
information tasks involving continuous variable systems
in accelerated motion or affected by gravity. It is worth
pointing out that in the derivation of the above results we
have used no approximations whatsoever. To complete
the analysis, we study one more setting, namely the one
in which the two output modes are accelerating in the
same direction, as shown in Fig. 3. Before proceeding,
let us briefly comment on the limiting cases of the result
derived above.
Let us study the asymptotic behavior of N±I,II(D) given
by Eq. (20) as D → 0. For this purpose we employ
the following property of the modified Bessel function:
lim→0+ Kiν() = piδ(ν), proven in Appendix B. There-
fore in the limit of |D| → 0 the first term of the integrand
of Eq. (20) becomes proportional to δ
(
Ω−Ξ
a
)
, while the
second one vanishes (since the argument of delta is posi-
tive). This allows one to perform the integration over Ξ
in (20) and leads to:
lim
|D|→0
N±I,II(D) =
∫
dΩ
(ψI, wIΩ)(ψII, wIIΩ)
sinh
(
piΩ
a
) . (21)
It can be seen that in order to witness the non-local corre-
lations of the noise matrix N , not only do the two output
modes have to be accelerated, but their spectra, (ψI, wIΩ)
and (ψII, wIIΩ), have to overlap.
To show the asymptotic behavior of N±I,II(D) as
D → ∞ we use the asymptotic form of the modified
Bessel function for the large argument |x|: Kiν(|x|) ≈
7√
pi
2|x|e
−|x| [18]. Since in this limit the function becomes
independent of the order ν and vanishes for large argu-
ments, we can take the modified Bessel functions appear-
ing in Eq. (20) outside the integral. Then in the limit of
|D| → ∞ the whole integral N±I,II(D) vanishes:
lim
|D|→∞
N±I,II(D) = 0. (22)
We conclude that the non-local vacuum correlations must
vanish at large distances.
Finally we turn our attention to the case wherein the
trajectories corresponding to the two wave packets ψI
and ψII are characterised by proper accelerations in the
same direction, as shown Fig. 3. Note that although we
label the two shifted Rindler wedges by I (right) and
II (left), they both are the Rindler wedge I which is
shifted by D2 and −D2 respectively. Let us emphasize
that since we assume
[
dˆI, dˆ
(†)
II
]
= 0, we need to choose
ψI, ψII and D in such a way that the two wave pack-
ets do not overlap. In Appendix A we show that in this
case only the off-diagonal elements of the noise matrix
N are changed, as compared with the expressions for the
counter-accelerated case, and N±I,II is replaced with:
N ((±I,II (D) =
1
pia
∫∫
dΩdΞ
(ψI, wIΩ)√
sinh
(
piΩ
a
)
sinh
(
piΞ
a
)×
×
[
e
pi
2a [(Ω−Ξ)−(Ω+Ξ) D|D| ](ψII, wIIΞ)Ki( Ω+Ξa )(m|D|)± e
pi
2a [(Ω+Ξ)−(Ω−Ξ) D|D| ](ψII, wIIΞ)?Ki( Ω−Ξa )(m|D|)
]
. (23)
Analogous to the previous scenario, we use the limit of
the modified Bessel function lim→0+ Kiν() = piδ(ν),
from which we find:
lim
|D|→0
N ((±I,II (D) = ±
∫
dΩ
(ψI, wIΩ)(ψII, wIIΩ)
∗
sinh(piΩa )
e
piΩ
a .
(24)
Using the asymptotic form of the modified Bessel func-
tion for large arguments, Kiν(|x|) ≈
√
pi
2|x|e
−|x|, we find
that when the separation |D| between the wedges be-
comes large the noise correlations in the channel vanish:
lim
|D|→∞
N ((±I,II (D) = 0. (25)
This last analysis completes the characterization of the
Gaussian channel (5) for all possible types of uniformly
accelerated motion and arbitrary separations of the out-
put modes. Let us note that Eqs. (18), (20), and (23)
suggest that the noise matrix N depends on the param-
eter a, which is of no physical relevance and its choice is
merely a convention. In the next section, we will prove
that upon integration over Ω and Ξ this dependence goes
away and all these terms are in fact a-independent.
IV. a-INDEPENDENCE OF THE CHANNEL
So far in our analysis we did not specify the input and
output modes of the channel, φI, φII, ψI, and ψII. Let us
now discuss how to choose these modes.
First of all, the four chosen modes have to contain only
positive frequency contributions to their spectra, as de-
fined in their respective reference frames. Mathemati-
cally, this means:
(φI, u
?
k) = (φII, u
?
k) = (ψI, w
?
IΩ) = (ψII, w
?
IIΩ) = 0 (26)
for all k and Ω. The importance of this condition can be
seen by considering the input state of the channel to be
the Minkowski vacuum. After taking the scalar product
(φΛ, ·) with the quantities in Eqs. (2) and (14a), we get
fˆΛ =
∫
dk (φΛ, uk)aˆk + (φΛ, u
?
k)aˆ
†
k, (27)
from which we find that
M〈0|fˆ†ΛfˆΛ|0〉M =
∫∫
dkdlM〈0|
[
(φΛ, uk)
?aˆ†k + (φΛ, u
?
k)
?aˆk)
] [
(φΛ, ul)aˆl + (φΛ, u
?
l )aˆ
†
l )
]
|0〉M
=
∫
dk |(φΛ, u?k)|2 . (28)
Therefore abandoning the requirement (26) will result in particle production even for vanishing proper accelera-
8tion of the observer.
Second of all, we need the output states of the channel
to be in principle measurable by a pair of uniformly ac-
celerating detectors. It is crucial that individual points
of any finite-size detector that undergoes a uniformly ac-
celerated motion must experience different proper accel-
erations. One can immediately see from Fig. 1 that the
hyperbolae belonging to the Rindler chart are character-
ized by proper accelerations ranging from zero to infinity.
To assign an approximate single proper acceleration A
to an extended body, one must therefore ensure that its
proper length L is sufficiently small as compared to its
proper distance from the event horizon, i.e., L 1A .
Furthermore, due to a finite size of any potential de-
tector and limited duration of a possible measurement,
the modes ψI and ψII have to be sufficiently localized
in space. We localize these modes to an extent that
a single approximate proper acceleration A and proper
distance from the event horizon 1A can be attributed to
each of them. Consequently, these quantities can be op-
erationally interpreted as those of a potential detector
measuring the output modes. Such an interpretation is
not possible when the considered modes are global, as in
the commonly studied example of Unruh modes [4, 6].
Since no wave packet consisting of a purely positive
frequency spectrum can be strictly localized to a finite
region of space, we only consider modes that have infi-
nite, but quickly vanishing tails. For instance, consider
a Gaussian function that is approximately localized in
space. With the right choice of its phase, this function
has tails long enough to ensure that the negative con-
tribution to its spectrum is sufficiently small. Therefore
the notion of localization that we use is weaker than that
considered in the Reeh-Schlieder’s theorem [16]. As a
consequence, we do not face the interpretational prob-
lems that arise from that theorem.
In the following we show that for any choice of the
modes according to the above requirements, the matri-
ces M and N obtained previously are independent of the
parameter a appearing in the coordinate transformation
(10). We first notice that the matrix M given by Eq. (9)
merely consists of coordinate-independent scalar prod-
ucts between respective modes. Therefore, by the defini-
tion of a scalar product, M cannot depend on the choice
of a. In order to prove the same for the noise matrix N ,
let us define the most general form of the output modes.
It is reasonable to only consider modes ψΛ∈{I,II} that are
functions of coordinate-independent quantities, such as
the proper distance from the event horizon, |χ|, and the
local proper time, τ = aAΛ η, i.e., the proper time mea-
sured within the region, where ψΛ is localized. The mode
can in principle also depend on its proper accelerationAΛ
via an arbitrary, but sufficiently localized function:
ψΛ = ψΛ(χ, τ,AΛ). (29)
To prove the a-independence of the noise matrix N
with the above choice, we first analyze the diagonal
blocks of this matrix. To this end, we show that the de-
pendence of NΛ on a, as given by Eqs. (18), is merely
apparent. Let us first calculate the scalar product
(ψΛ, wΛΩ) appearing in Eqs. (18). Using the definitions
(1) and (13) and changing variables from (x, t) to (χ, τ)
we get:
(ψΛ, wΛΩ) = i
∫
τ=0
dχ
AΛ|χ| (ψ
?
Λ∂τwΛΩ − wΛΩ∂τψ?Λ)
=
√
sinh
(
piΩ
a
)
pi2a
∫
dχ
AΛ|χ|
(
±AΛ Ω
a
ψ?Λ − i∂τψ?Λ
)
KiΩa
(mχ)
≡ 1√
a
FΛ
(
Ω
a
,AΛ
)
, (30)
where the upper sign corresponds to Λ = I, the lower sign
to Λ = II and FΛ is a function specified by the choice of
ψΛ. Here it is crucial that the function FΛ depends on Ω
only through the ratio Ωa . We substitute this result into
Eqs. (18a) and (18b) to obtain:
NΛ =
∫
dΩ
a
∣∣FΛ(Ωa ,AΛ)∣∣2
sinh
(
piΩ
a
) e−piΩa . (31)
Upon integration over the new variable Ωa , we conclude
that NΛ is a function of proper acceleration AΛ only and
it is independent of the physically irrelevant parameter
a.
In order to complete the proof of a-independence of the
noise matrix N , we need to show that N±I,II(D) given by
Eq. (20) does not depend on a. Substituting the result
of Eq. (30) into Eq. (20) we find:
N±I,II(D) =
1
pi
∫∫
dΩ
a
dΞ
a
FI
(
Ω
a ,AI
)√
sinh
(
piΩ
a
)
sinh
(
piΞ
a
)×
×
[
e
pi(Ω−Ξ)
2a (1− D|D| )FII
(
Ξ
a
,AII
)
Ki( Ω−Ξa )
(m|D|)± epi(Ω+Ξ)2a (1− D|D| )F ?II
(
Ξ
a
,AII
)
Ki( Ω+Ξa )
(m|D|)
]
. (32)
Our claim that the above expression is independent of a can be finally proved by changing the integration vari-
9ables from Ω and Ξ to Ωa and
Ξ
a . The proof proceeds
analogously for the case of parallel accelerations.
We conclude that the properties of the channel (5) are
independent of parameter a introduced in the Rindler
transformation (10) for any distance D and any direc-
tion and magnitude of proper accelerations of the output
modes. This means that for all purposes one can use the
following coordinates χ and θ, without introducing any
parameter a, to characterize the uniformly accelerated
observer in region I:
t = χ sinh θ
x = χ cosh θ. (33)
Here χ is the proper distance from the event horizon and
θ is a dimensionless temporal coordinate.
This brings us to the question of how to interpret the
so-called entanglement degradation commonly studied in
the literature [6]. There it is argued that the entan-
glement of a state defined in the Minkowski frame is
degraded due to the acceleration of the observer, and
the amount of degradation depends on the parameter a,
which we have shown to be physically irrelevant. Such ef-
fect is merely due to the fact that the input Unruh modes
considered by these authors are not only global and un-
physical, but also a-dependent themselves. The latter
fact is commonly unnoticed, but careful inspection of
the Unruh frequency parameterizing Unruh modes shows
that this parameter implicitly depends on a [5, 7]. We
stress that the dependence of the entanglement degrada-
tion on the parameter a studied in these works is merely
due to the dependence of the initial state on a.
Another common misconception concerning entangle-
ment degradation in accelerated frames is that this effect
has something to do with the presence of Unruh parti-
cles that can obscure the entanglement of the input state.
This Unruh noise, quantified in our approach by a con-
tribution to the noise matrix N , will be shown to play
a negligible role in the degradation process. The fac-
tor that is crucial for the degradation is the inevitable
mode-mismatch between the input and output modes of
the channel, characterized by the matrix M . The noise
matrix N plays a relevant role only for the studies of the
vacuum entanglement and can be safely neglected when
non-vacuum input states are considered. We show this
in Sec. VI.
V. CHOICE OF THE MODES
In this section we discuss in detail possible choices of
the input and output modes of the channel (5). Let us
start with the modes φΛ with Λ ∈ {I, II} defined in the
inertial reference frame that characterize the input state
of the channel. We only need to define the mode func-
tions and their first derivatives on the Cauchy surface
t = η = 0. Similar to the choice of the modes in [5, 7, 8],
one such choice that satisfies all our requirements dis-
cussed in the previous section is
φΛ(x, 0) = Ce
−2
(
x0
L log
x
x0
)2
sin
(√
Ω20 −m2(x− x0)
)
,
∂tφΛ(x, 0) = −iΩ0φΛ(x, 0), (34)
where x0 is the position around which the mode func-
tion is centered, L is its width, and C is a normaliza-
tion constant. The frequency Ω0, about which the spec-
trum of the mode function is centered, has to be suf-
ficiently large in order to effectively limit negative fre-
quency contributions, i.e., Ω0  1/L. Additionally we
impose an extra cut-off at zero frequency to completely
eliminate the negative frequency contributions. Such a
cut-off modifies the spatial profile given by (34) only a
little. The parameters L and Ω0 can be chosen indepen-
dently for each region, i.e., Λ ∈ {I, II}. The exact form
of the exponential envelope appearing in the definition
(34) is chosen for later computational convenience, but
to a good approximation it can be treated as a Gaussian:
e
−2
(
x0
L log
x
x0
)2
≈ e−2( x−x0L )
2
as long as |x− x0| < L. For
the arguments x that are further away from x0 the tails
of the chosen function vanish faster than the Gaussian
tails.
The output modes ψΛ are not determined by the choice
of the input modes φΛ, and their most general form is
given by Eq. (29). In this work we consider two natu-
ral possible choices of the output modes. The first such
choice corresponds to the situation where the accelerated
modes ψΛ change with respect to the inertial modes φΛ
in analogy with the behavior of the eigenmodes of a uni-
formly accelerated cavity. Consider a field in a resting
inertial cavity of length L, satisfying Dirichlet boundary
conditions. The eigenmodes are standing waves in the
Minkowski coordinates x and t that vanish outside the
cavity. Our choice of the input modes (34) corresponds
to the modes of a cavity with a sharply vanishing charac-
teristic function replaced with a smooth exponential en-
velope quickly vanishing outside the cavity. Suppose that
the cavity uniformly accelerates while its proper length L
remains unchanged, which means that the left mirror of
the cavity accelerates differently from the right one. The
eigenmodes of the accelerated cavity are combinations of
the modified Bessel functions in Rindler coordinates χ
and η. Therefore a natural choice of the output modes
ψΛ is similar to (34) but with the position x replaced by
the proper distance χ, t replaced by proper time at the
center of the mode, τ , and the trigonometric function re-
placed by the following combination of modified Bessel
functions of the first kind, Iiν(x) [14]:
f(χ) = Im
[
I−iΩ0A
(m|x0|)IiΩ0A (m|χ|)
]
. (35)
Therefore at Cauchy surface η = τ = 0 we have:
ψΛ(χ, 0) = C
′e−2
(
x0
L log
χ
x0
)2
f(χ),
∂τψΛ(χ, 0) = ∓iΩ0ψΛ(χ, 0), (36)
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FIG. 4. Comparison between the spatial modes φ and ψ for
the following choice of parameters: x−10 = A = 0.1, L = 2,
Ω0 ≈ 5, m = 0.1.
where C ′ is the normalisation constant, and the up-
per(lower) sign refers to Λ = I(II). Here, we also impose
a zero-frequency cut-off to eliminate any remnants of the
negative frequency contributions. We can additionally
choose |x0| = 1A , so that the input and output modes
are localized in the same region of space. We will refer
to these modes as being passive output modes, since the
dependence of the modes (36) on proper acceleration is
analogous to the way cavity eigenmodes are affected by
the proper acceleration of the cavity. We show how the
acceleration affects the output modes in Fig. 4, where we
compare the modes given by Eqs. (34) and (36). The pa-
rameters are chosen such that both modes are sufficiently
localized, φ contains only positive frequency spectrum in
the Minkowski frame, and ψ contains only positive fre-
quency spectrum in the Rindler frame.
The second natural choice of the output modes ψΛ in-
volves choosing these modes for each proper acceleration
AΛ separately. For example, the accelerated observer
could optimize the fidelity of the considered channel over
all possible choices of the output modes for each proper
acceleration separately. This can be done by selecting the
modes ψΛ in such a way that the overlaps αΛ = (ψΛ, φΛ)
in the matrix M , given by Eq. (9), are maximized. As
was proved in [8], the optimum choice for this purpose is
given by:
ψΛ =
∫
dΩ (wΛΩ, φΛ)wΛΩ√∫
dΩ| (φΛ, wΛΩ) |2
. (37)
These modes ψΛ can be simply understood as the modes
φΛ with the spectra truncated to strictly positive fre-
quency Rindler component. For the above choice, the
maximized αΛ coefficients are given as:
αΛ =
√∫
dΩ| (φΛ, wΛΩ) |2, (38)
and βΛ coefficients turn out to be:
βΛ = α
−1
Λ
∫
dΩ (φΛ, wΛΩ) (φΛ, w
?
ΛΩ). (39)
We will refer to the modes chosen above as active output
modes. As we will discuss in Sec. VII, these active modes
characterize a channel of a maximum possible fidelity.
VI. ENTANGLEMENT OF THE VACUUM
In this section, we analyze the effect of the noisy chan-
nel (5) on the Minkowski vacuum as an input state.
Therefore we have ~X(f) = ~0 and σ(f) = 1 , for which
Eq. (5) reduces to:
~X(d) = 0,
σ(d) =

1 +NI 0 ReN+I,II ImN
−
I,II
0 1 +NI ImN+I,II −ReN−I,II
ReN+I,II ImN
+
I,II 1 +NII 0
ImN−I,II −ReN−I,II 0 1 +NII
 ,
(40)
where NI and NII are given by Eqs. (18a) and (18b).
The off-diagonal terms N±I,II are given in the counter-
accelerating case by Eq. (20) and in the co-accelerating
case by Eq. (23). Let us note that the results presented
in this section also hold for coherent states at the input,
for which ~X(f) 6= 0. Here, we focus on the entanglement
present in the output state of the channel. To do so, we
quantify the amount of entanglement using the logarith-
mic negativity EN . This quantity is a measure of distil-
lable entanglement and is particularly easy to compute
for any two-mode Gaussian state [17]. For the output
state σ(d) given by Eq. (40) the logarithmic negativity is
equal to:
EN = max
0,− log
√
∆−
√
∆2 − 4 detσ(d)
2
 , (41)
where ∆ ≡ (1 + NI)2 + (1 + NII)2 + ReN+I,IIReN−I,II +
ImN+I,IIImN
−
I,II.
In order to calculate EN we need to explicitly compute
NI, NII given by Eqs. (18a), (18b), and N±I,II given by
Eq. (20) for the counter-accelerating case or Eq. (23) for
the co-accelerating case. These expressions involve mul-
tiple integrations, which we evaluate numerically. The
integrals (18a) and (18b) do not depend on D and are
relatively easy to compute. The most challenging term to
compute is N±I,II that is responsible for the non-local cor-
relations of the vacuum state. This term involves quadru-
ple integrations: two integrations over spatial coordinate
given by the ovelaps (ψI, wIΩ) and (ψII, wIIΞ) and the re-
maining double integral over Rindler frequencies Ω and
Ξ. The last two integrations are particularly hard to eval-
uate numerically due to a rapidly oscillating integrand.
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FIG. 5. Logarithmic negativity of the Minkowski vacuum for
two counter-accelerated modes, as a function of their proper
accelerations for D = 0. We have chosen L = 2, m = 0.1 and
Ω0 ≈ 5.
Note that the computations in the counter-accelerating
case are straightforward forD = 0, since Eq. (20) reduces
to a simple integral (21). The results are presented in a
series of Figures: 5-8.
In Fig. 5, we compute the logarithmic negativity for
the state of the output modes characterized by the same
width L = 0.1 and central frequency Ω0 ≈ 5 as a function
of the proper accelerationsAI andAII. Here, we show the
results in the case of D = 0. As discussed in section IV,
we only consider proper accelerations such that AL 
1. Fig. 5 shows that the entanglement present in the
vacuum state, as seen by the accelerating modes ψΛ is
an increasing function of both proper accelerations AI
and AII, which is consistent with the results known in
the literature [7]. Next, in Fig. 6 we investigate how
the entanglement of the output state is affected by the
central frequency of the modes, Ω0, and their width, L.
In Fig. 6 we consider both modes to be identical and
characterized by a fixed proper acceleration AI = AII =
0.1, and the separation D = 0. It turns out that the
extracted entanglement is larger in the infrared end of the
spectrum and it also increases with decreasing L. So far
our results are not very surprising and find confirmation
in the literature on entanglement of the vacuum [7].
A more challenging and surprising result is shown
in Fig. 7, where we compute the logarithmic negativ-
ity for a pair of identical, counter accelerating output
modes characterized by the same proper accelerations
AI = AII = 0.1, L = 2, and Ω0 ≈ 5, as a function of
the distance D. Our framework allows us to fix proper
accelerations and therefore study the effect of spatial sep-
aration only. In the upper plot in Fig. 7 we consider the
range of separations D that are close to zero. When D is
����
����
����
����
����
FIG. 6. Logarithmic negativity of the Minkowski vacuum for
two identical counter-accelerated modes characterized by the
same proper acceleration A = 0.1 as a function of L and Ω0.
We have also fixed D = 0 and m = 0.1.
positive, the entanglement slowly decreases as a function
of D, but when D changes sign, the behavior of the plot
changes and we observe rapid oscillations on the increas-
ing curve, as D decreases. Note that in order to satisfy
the condition [dˆI, dˆ
(†)
II ] = 0, we only consider negative val-
ues of D such that 2A + D  L. In Sec. III B we have
analytically proven that the off-diagonal term of the noise
matrix, N±I,II, and hence the logarithmic negativity, is a
continuous function at D = 0, as seen in Eq. (21). In the
lower plot of Fig. 7 we show how EN changes for large,
positive values of D. As expected, the detected entangle-
ment vanishes for increasing positive separations D. We
discover a sudden death of entanglement that occurs for
a finite distance D.
The results plotted in Fig. 8 are complementary to the
results shown in Fig. 7. The setting is also symmetric,
i.e., the parameters characterizing both output modes are
identical. In this example, we fix the spatial separation
between the output modes, equal to 2A + D, and study
the amount of entanglement as a function of the proper
acceleration of the output modes. It is clear that in order
to fix the distance between the modes, the change in
proper acceleration has to be compensated by a change
in the separation D. The resulting dependence of the
detected logarithmic negativity is shown in Fig. 8. In the
upper figure, we plot negativity as a function of proper
acceleration. We choose the range of the plot such that
we can study the transition corresponding to the change
of sign of the distance D. Again we see that the behavior
of EN changes for these two regimes. The plot exhibits
oscillations for D < 0 and it is smooth for D > 0. In
the lower figure, we plot EN for a larger range of D > 0.
Once again, we discover a sudden death of entanglement
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FIG. 7. Logarithmic negativity of the Minkowski vacuum
for two counter-accelerated modes, for fixed and equal proper
accelerations AI = AII = 0.1 as a function of the distance
D. We have chosen L = 2, m = 0.1, and Ω0 ≈ 5. In the
upper plot we focus on small wedge separations D ≈ 0 and
the lower plot shows the behavior of the negativity in a larger
scale D > 0. Solid lines correspond to D < 0 and the dashed
lines correspond to D > 0.
that occurs for finite proper acceleration A and distance
D.
Finally we move on to the scenario in which both
output modes are accelerated in the same direction, as
schematically shown in Fig. 3. Because of the form of
Eq. (24) it can be shown that for D = 0 we obtain no
entanglement. We have numerically evaluated the loga-
rithmic negativity of the output state of the channel for
a range of parameters, and found zero negativity also for
D 6= 0. This strongly suggests that there is no vacuum
entanglement within the parallel accelerations setup.
Let us point out that the framework we have intro-
duced allows one to reliably study the effect of the ac-
celerations of the observers and the distance between
them on the observed entanglement. To the best of our
knowledge, our results have not been shown previously.
We have found that the entanglement witnessed by the
accelerated observers in the Minkowski vacuum exhibits
an interesting oscillatory behavior, when the two Rindler
wedges overlap, i.e., for D < 0. When the two Rindler
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FIG. 8. Logarithmic negativity of the Minkowski vacuum
for two counter-accelerated modes, as a function of proper
acceleration AI = AII ≡ A for D = 20 − 2A such that the
separation between modes is fixed and equal to 20. We have
chosen L = 2, m = 0.1, and Ω0 ≈ 5. In the upper plot we
focus on small wedge separations D ≈ 0 and the lower plot
shows the behavior of the negativity in a larger scale, when
D > 0. Solid lines correspond to D < 0 and the dashed lines
correspond to D > 0.
wedges are separated by a positive distance, D > 0, we
also find a new phenomenon of sudden death entangle-
ment, similar to the effect reported in [12]. We believe
that the tools presented in this work can be further used
to investigate the rich structure of the vacuum field en-
tanglement.
VII. NON-VACUUM STATES
Let us turn our attention towards non-vacuum input
Gaussian states. The framework introduced in previous
sections allows one to investigate arbitrary Gaussian in-
put states, but we will specialize to the family of two-
mode squeezed thermal states. This class of states is
sufficiently broad: it covers both separable and entan-
gled states, as well as pure and mixed states, and it is
parameterized by only two positive numbers. Consider
two thermal states, occupying orthogonal modes φI and
13
φII, characterized by the same mean particle numbers
〈fˆ†I fˆI〉 = 〈fˆ†IIfˆII〉 ≡ n. We will apply a two-mode squeez-
ing operation to these two thermal states, and take the
result as an input of the Gaussian channel (5). For the
squeezing parameter equal to r, the resulting input state
is characterized by vanishing vector of first moments,
~X(f) = ~0 and the following covariance matrix:
σ(f) = (1 + 2n)
 cosh 2r 0 sinh 2r 00 cosh 2r 0 − sinh 2rsinh 2r 0 cosh 2r 0
0 − sinh 2r 0 cosh 2r
 .
(42)
In the special case of r = 0 this state reduces to a pair of
thermal states, while for n = 0 it simplifies to a two-mode
squeezed vacuum.
In Sec. VI we have studied the properties of the vac-
uum entanglement, which boiled down to analyzing the
elements of the noise matrix N . We have numerically
found that the values of NI, NII, and N±I,II were typically
several orders of magnitude smaller than unity. For that
reason, the contribution to the Gaussian channel (5) from
these terms can be neglected when the input states (42)
have sufficiently large n or r. In this case, the action of
the channel (5) reduces to:
σ(d) − 1 ≈M
(
σ(f) − 1
)
MT , (43)
where M is given by Eq. (9). In this approximation the
considered Gaussian channel becomes independent of D.
Using the relation (19) we can also neglect the βΛ coef-
ficients characterizing matrix M , and the dominant con-
tribution to the Fidelity degradation due to acceleration
will come from the αΛ coefficients.
Let us now investigate how the input states (42) are
altered by the channel (43). A convenient measure that
can be used to quantify the discrepancy between the in-
put and the output states of the channel is Uhlmann
fidelity F [19]. In our case, when both the input and the
output states have vanishing first moments, the Uhlmann
fidelity between these states reduces to [20]:
F
(
σ(f), σ(d)
)
=
4
√
λ+
√
γ −
√
(
√
λ+
√
γ)2 − δ
, (44)
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FIG. 9. Fidelity for the input squeezed thermal state as a
function of the squeezing parameter r and n. We consider two
identical counter-accelerated passive modes characterized by
A = 0.1, L = 2, and Ω0 ≈ 5, with corresponding Bogolyubov
coefficients αI = αII = 0.985 and βI = βII = 4.51× 10−11 and
NI = NII = 4.82× 10−10, N±I,II = 1.80× 10−9. We choose the
wedge separation D = 0 and the field mass m = 0.1.
where:
λ = det
(
1 + iΣσ(f)
)
det
(
1 + iΣσ(d)
)
= 16n2(1 + n)2 det
[
1 + iΣ + iΣM
(
σ(f) − 1
)
MT
]
,
γ = det
(
1 − Σσ(f)Σσ(d)
)
= (1 + 2n)4 det
[
1 +
σ(f)
(1 + 2n)2
+M
(
σ(f) − 1
)
MT
]
,
δ = det
(
σ(f) + σ(d)
)
= det
[
1 + σ(f) +M
(
σ(f) − 1
)
MT
]
,
Σ =
 0 1 0 0−1 0 0 00 0 0 1
0 0 −1 0
 . (45)
In particular, for n = 0, i.e., when the input state is a
pure two-mode squeezed vacuum state, the above expres-
sions simplify significantly. We have λ = 0, γ = δ, and
the fidelity reduces to F = 4√
δ
.
When F is close to unity, it indicates that the chan-
nel (43) transforms the input state of the modes φΛ into
an almost identical state of the modes ψΛ. In this case
the channel can be used to reliably send quantum infor-
mation between the inertial and accelerated observers.
When F is close to zero, it means that the output state
of the channel is almost orthogonal to the input state and
effective communication between the observers is impos-
sible.
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FIG. 10. Fidelity for input squeezed thermal states of diverse
degrees of squeezing (r) and thermality (n) as a function of
proper acceleration A. We consider two identical counter-
accelerated passive modes characterized by L = 2 and Ω0 ≈
5, choose the wedge separation D = 0 and the field mass
m = 0.1.
In Fig. 9 we plot the fidelity of the output states for
the input squeezed thermal states (42) as a function of
their parameters n and r. We keep the accelerations
and mode parameters fixed at A = 0.1, L = 2, and
Ω0 ≈ 5. For these values we have computed the param-
eters characterizing the M matrix (9), which boil down
to1: αI = αII = 0.985 and βI = βII = 4.51 × 10−11.
The corresponding parameters specifying the N matrix
(16) were found to be: NI = NII = 4.82 × 10−10 and
N±I,II = 1.80 × 10−9. The resulting fidelity shown in
Fig. 9 reveals a degradation of fidelity below unity only
for highly squeezed thermal states of low temperature.
For a higher degree of thermality and less squeezing, the
non inertial effects do not play a significant role for the
parameters we have chosen. We have also investigated
how the fidelity degradation is suppressed when active
modes (37) are considered. For the same set of parame-
ters as those used in Fig. 9, we have numerically found
that the α coefficients (38) are practically equal to unity
and consequently the fidelity is nearly perfect.
We also study the effect of acceleration on the fidelity
of the output states. In Fig. (10) we fix the mode pa-
rameters L = 2 and Ω0 ≈ 5 and plot the fidelity of the
output state as a function of the acceleration of the out-
put passive modes. We choose a variety of the input
states characterized by diverse parameters n and r. It is
1 Computation of these coefficients is very sensitive to the presence
of negative frequency contributions to the modes φΛ and ψΛ. For
that reason we have introduced a zero-frequency cut-off to the
modes (34) and (36), although they had very small amounts of
negative frequencies to start with. This procedure is applied
by replacing the mode overlaps with the following expressions:
αΛ = (ψΛ, φΛ) →
∫∫
dΩdk(ψΛ, wΛΩ)(wΛΩ, uk)(uk, φΛ), where
(wΛΩ, uk) = α
(Λ)?
Ωk given by (A3). We compute βΛ coefficients
similarly.
clear from the plots how the increase of the acceleration
degrades the fidelity. However the degradation is not an
inevitable process as it can be almost completely reduced
by choosing the active output modes (37).
VIII. SINGLE-MODE CHANNEL
From the two-mode channel constructed in Eq. (5), a
single-mode channel can be constructed by tracing out
either mode I or II. For definiteness, let us trace out
mode II, which results in the single-mode channel:
~X
(d)
I = Msm
~X
(f)
I , (46a)
σ
(d)
I = Msmσ
(f)
I M
T
sm +Nsm, (46b)
where
Msm ≡ TrII(M) =
(
Re(αI − βI) −Im(αI + βI)
Im(αI − βI) Re(αI + βI)
)
,
(47a)
Nsm ≡ TrII(N) = (1 +NI) 1 −MsmMTsm, (47b)
and NI is defined in Eq. (18a); ~X
(i)
I and σ
(i)
I refer to
the first and second statistical moments associated with
mode I of the input (i = f) and output (i = d) modes.
The motivation for studying the simpler single-mode
channel is two-fold. First, single-mode Gaussian chan-
nels have been fully classified and bounds on their classi-
cal and quantum capacities have been found [21, 22]. We
are thus able to determine the type of single-mode chan-
nel our framework results in and to quantify the effect of
acceleration has on both classical and quantum channel
capacities. Second, from the single-mode channel capac-
ities, we are able to give a (crude) lower bound on the
channel capacity of the two-mode channel discussed in
the previous sections. Explicitly the channel capacity of
the two-mode channel is at least twice the channel ca-
pacity of the single-mode channel.
Two Gaussian channels are said to be equivalent if
there exists a unitary operation on the input and a uni-
tary operation on the output of the channel that maps
one channel into the other. Physically, these operations
correspond to pre-processing by the sender, in our case
the inertial observer, by applying a Gaussian unitary rep-
resented by the symplectic matrix Sin to the input state:
~X
(f)
I → Sin ~X(f)I , σ(f)I → Sinσ(f)I STin, (48)
and post-processing by the receiver, the uniformly accel-
erating observer, by applying a Gaussian unitary Sout to
the output state:
~X
(d)
I → Sout ~X(d)I , σ(d)I → Soutσ(d)I STout. (49)
Through pre- and post-processing the single-mode chan-
nel above may be brought to its canonical form and clas-
sified accordingly [21, 22].
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The pre- and post-processing operations described
above can be equivalently seen, with the help of
Eqs. (46a) and (46b), as transforming the matrices Msm
and Nsm to a canonical form:
Msm →Mc = SoutMsmSin, (50a)
Nsm → Nc = SoutNsmSTout. (50b)
The explicit form of Mc and Nc depend on three
quantities which are left invariant under the action
of the pre- and post-processing operations Sin and
Sout. These invariants are the rank of the channel
min {rank(Msm), rank(Nsm)}, the generalized transmis-
sivity τ ≡ detMsm, and the thermal number:
n¯ ≡
{√
detNsm, for τ = 1,
1
2|1−τ |
√
detNsm − 12 , for τ 6= 1.
(51)
By inspection of Eqs. (47a) and (47b), the rank of the
channel is determined to be 2. From Eq. (47a) we find
the transmissivity to be:
τ = |αI|2 − |βI|2. (52)
By definition both |αI|2 and |βI|2 are in the interval [0, 1],
and thus the transmissivity τ lies in the interval [−1, 1].
From Eq. (47b) the determinant of Nsm may be directly
calculated:
detNsm =
[
|αI|2 + |βI|2 − (1 +NI)
]2
− 4|αI|2|βI|2,
(53)
and substituted into Eq. (51) to determine the thermal
number associated with the channel.
Having determined the rank and the transmissivity of
the channel in Eq. (46), we may identify it as a lossy
channel, and express it in its canonical form [21]:
Mc =
√
τ1 , (54a)
Nc = (1− τ) (2n¯+ 1) 1 . (54b)
For the choice of mode functions in Eqs. (34) and (36),
both the transmissivity of the channel τ , quantifying the
attenuation of the channel, and the coefficient appearing
in front of 1 in Eq. (54b), quantifying the amount of
noise in the channel, are plotted as a function of the
acceleration of the output mode in Fig. 11. We find that
the single-mode channel is more attenuating and noisy as
the acceleration of the output mode increases.
For a lossy channel the classical capacity C is known
to be bound from below by [23]:
C ≥ g
(
2τ(m¯− n¯) + 2n¯+ 1
)
− g
(
2n¯(1− τ)
)
, (55)
where m¯ is the mean number of particles in the input
state [24], and we have introduced the function:
g(x) ≡
(
x+ 1
2
)
log
(
x+ 1
2
)
−
(
x− 1
2
)
log
(
x− 1
2
)
;
(56)
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FIG. 11. The transmissivity τ (solid line) and the coefficient
(1−τ)(2n¯+1) appearing in Eq. (54b) (dashed line) associated
with the single-mode channel are plotted as a function of the
acceleration of the non-inertial mode for L = 2, Ω0 ≈ 5, and
m = 0.1.
���� ��� ��� ����
���
���
���
���
���� ��� ��� ����
�
�
�
�
�
FIG. 12. Both the lower bound on the classical capacity for
m¯ = 1 given in Eq. (55) (upper plot), and the lower bound
on the quantum capacity given in Eq. (57) (lower plot) are
plotted as a function of acceleration for for L = 2, Ω0 ≈ 5,
and m = 0.1.
this bound is believed to be tight [22].
A lower bound on the quantum capacity Q of the chan-
nel may also be given [10, 25]:
Q ≥ max
[
0, log
∣∣∣∣ τ1− τ
∣∣∣∣− g(ν)] . (57)
The lower bounds on the classical and quantum capac-
ities are plotted as a function of acceleration in Fig. 12.
As expected, based on the behavior of the transmissivity
and noise present in the channel illustrated in Fig. 11,
both bounds on the capacities decrease as a function of
the acceleration of the non-inertial mode.
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IX. DISCUSSIONS AND OUTLOOK
In this paper, we studied how an arbitrary Gaussian
state of two localized inertial wave packets of a massive
real scalar field is described by a pair of uniformly accel-
erated observers. We demonstrated that such a change
of reference frame can be formulated as the action of
a Gaussian quantum channel, which we derived analyt-
ically. Using this channel, we analyzed several differ-
ent scenarios. These include the situations wherein the
Rindler wedges corresponding to counter-accelerating ob-
servers are separated by an arbitrary negative or positive
distance as shown in Figs. 1 and 2, as well as the scenario
in which the observers are co-accelerating, as depicted in
Fig. 3.
We analyzed the amount of entanglement that can be
extracted from the Minkowski vacuum in all the above-
mentioned scenarios. As expected, we observed that vac-
uum entanglement is an increasing function of proper ac-
celerations when the two Rindler wedges have a common
apex (Fig. 5). In this case, we also found that to extract
most vacuum entanglement from the field, the width of
the wave packets and also their central frequency has to
be as small as possible (Fig. 6).
We found very sensitive and non-monotonous de-
pendence of the vacuum entanglement as a function of
separation for the D < 0 case. Furthermore, we observed
sudden death of entanglement in two situations. The
first one was sudden death of vacuum entanglement as a
function of the distance between the accelerated modes
while their proper accelerations were kept unchanged
(Fig. 7). The second one was sudden death of entangle-
ment as a function of the proper acceleration when the
distance between them was fixed (Fig. 8). Moreover,
we analytically proved that the transition between the
two cases of D > 0 and D < 0 is continuous for both
counter-accelerating and co-accelerating observers.
Entanglement sudden death is a curious effect that is
usually relegated to early stage disentanglement of quan-
tum systems due to decoherence effects such as ampli-
tude or phase dephasing or a mixture of both [26]. This
phenomena is generally studied in the context of open
quantum systems, where entanglement suddenly vanishes
as the system evolves in time. However the two sudden
deaths of entanglement that we have reported in this pa-
per refer to the disappearance of entanglement between
the two modes of a massive quantum field, namely the
modes I and II, as a function of the proper acceleration
of the accelerating observers and the distance between
them.
In open quantum systems, it was shown that quantum
error correction can delay this unfavourable effect in some
cases [27]. As a future line of research, it would be inter-
esting to investigate if quantum error correction methods
can be devised to delay or even avoid the reported dis-
entanglement of the vacuum state of the quantum field.
To do so would necessitate reducing the two terms NI
and NII while keeping the terms N±I,II as large as possible.
Also, as (Fig. 6) shows, highly localized wavepackets with
smaller central frequencies increase the observed vacuum
entanglement for the case of D = 0. Therefore, another
possible approach is to perform a similar optimization
over the central frequency of the wavepacket Ω0 and its
width L as a function of the distance D and the proper
acceleration A.
We have also analyzed the family of two-mode squeezed
thermal states as the input of the channel. We have
investigated the fidelity of the output states as a function
of the purity and non-locality of the input states, as well
as proper acceleration of the observer at the output.
Finally, we analyzed the situation in which only one
accelerated party observes the output of the channel. In
such a scenario we were able to evaluate lower bounds
on classical and quantum capacities of the corresponding
single-mode channel.
Our framework can readily be applied to quantum in-
formation protocols in which the effect of acceleration
or gravity cannot be ignored. As a future line of re-
search, we are interested in employing our framework to
study the effect of acceleration on communication be-
tween two relativistic observers without a shared refer-
ence frame [28, 29] as well as continuous variable tele-
portation [30, 31]. We are also interested in investigating
analogous effects in other types of quantum fields such as
massless (that cannot be obtained by taking m→ 0 limit
of the results of this paper; see footnote 1 in Sec. III B)
[15] and fermionic fields [32].
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Appendix A: Computing the noise matrix N
In this Appendix we compute the output state of the
channel for the input Minkowski vacuum, i.e., σ(d)vac. We
use this state to determine the noise matrix, as can be
seen in Eq. (16). We first focus on the case of D = 0, and
then continue the analysis for a more challenging case of
D 6= 0 and eventually consider the scenario, wherein both
output modes are accelerated in the same direction.
1. When Rindler wedges have a common apex
(D = 0)
First, we consider the simplest case ofD = 0, i.e., when
the two Rindler wedges have a common apex. Let us be-
gin by computing the first element of the covariance ma-
17
trix σ(d)vac. Using the definition of covariance matrix (4b)
we have:
(
σ
(d)
vac
)
11
= M〈0|
(
dˆI + dˆ
†
I
)(
dˆI + dˆ
†
I
)
|0〉M. After
substituting the decomposition of dˆI and dˆ
†
I in terms of
Rindler operators, as given in (15a), we get:(
σ(d)vac
)
11
=
∫∫
dΩ dΞM〈0|
[
(ψI, wIΩ)bˆIΩ + (ψI, wIΩ)
?bˆ†IΩ
]
×
[
(ψI, wIΞ)bˆIΞ + (ψI, wIΞ)
?bˆ†IΞ
]
|0〉M. (A1)
In order to proceed further we need to evaluate the ex-
pectation values of the quadratic forms of the Rindler
operators on the Minkowski vacuum state that appear
above. For D = 0 the Bogolyubov transformation be-
tween the Minkowski modes and the Rindler modes (14)
is given by:
bˆΛΩ =
∫
dk
(
α
(Λ)?
Ωk aˆk − β(Λ)?Ωk aˆ†k
)
, (A2)
where Λ ∈ {I, II} and the Bogolyubov coefficients α(Λ)Ωk =
(uk, wΛΩ) and β
(Λ)
Ωk = −(u?k, wΛΩ) are given by [13]:
α
(I)
Ωk =
1√
4piωka sinh
(
piΩ
a
) (ωk + kωk − k
)−i Ω2a
e
piΩ
2a ,
α
(II)
Ωk = α
(I)
Ωk
?
,
β
(I)
Ωk = −e−
piΩ
a α
(I)
Ωk,
β
(II)
Ωk = −e−
piΩ
a α
(I)
Ωk
?
. (A3)
In order for the transformation to preserve commutation
relations, the following Bogolyubov identities must hold
[2]: ∫
dk
(
α
(Λ)
Ωk α
(Λ)?
Ξk − β(Λ)Ωk β(Λ)?Ξk
)
= δ(Ω− Ξ), (A4)∫
dk
(
α
(Λ)
Ωk β
(Λ)
Ξk − β(Λ)Ωk α(Λ)Ξk
)
= 0. (A5)
Using the relation (A3) between coefficients α(Λ)Ωk and
β
(Λ)
Ωk , i.e., β
(Λ)
Ωk = −e−
piΩ
a α
(Λ)
Ωk , we can rewrite the Bo-
golyubov identities as:∫
dk α
(Λ)
Ωk α
(Λ)?
Ξk =
δ(Ω− Ξ)
1− e− 2piΩa ,∫
dk α
(Λ)
Ωk α
(Λ)
Ξk = 0. (A6)
Then using Eqs. (A2), (A3), and (A6) we can write:
M〈0|bˆΛΩbˆΛΞ|0〉M = M〈0|bˆ†ΛΩbˆ†ΛΞ|0〉M
∝
∫
dk α
(Λ)
Ωk α
(Λ)
Ξk = 0, (A7)
M〈0|bˆΛΩbˆ†ΛΞ|0〉M =
∫
dk α
(Λ)?
Ωk α
(Λ)
Ξk =
δ(Ω− Ξ)
1− e− 2piΩa . (A8)
We also find:
M〈0|bˆ†ΛΩbˆΛΞ|0〉M = e−
pi(Ω+Ξ)
a
∫
dkα
(Λ)
Ωk α
(Λ)?
Ξk =
δ(Ω− Ξ)
e
2piΩ
a − 1 .
(A9)
The above relation shows that the spectrum of the av-
erage Rindler particle number in Minkowski vacuum is
given by the Bose-Einstein distribution. At this point,
it is worth pointing out that the parameter a appearing
in the above expressions should not be confused with the
proper acceleration of the observer. Sec. IV is devoted to
the in-depth discussion of this fact.
Finally, we use the relations (A3) between Bogolyubov
coefficients, namely α(II)Ωk = α
(I)∗
Ωk and β
(II)
Ωk = −α(I)∗Ωk e−
piΩ
a ,
to compute the remaining quadratic expectation values:
M〈0|bˆIΩbˆIIΞ|0〉M = M〈0|bˆ†IΩbˆ†IIΞ|0〉M
= e−piΩ/a
∫
dk α
(I)
Ωkα
(I)∗
Ξk =
δ(Ω− Ξ)
2 sinh
(
piΩ
a
)
(A10)
and
M〈0|bˆ†IΩbˆIIΞ|0〉M = M〈0|bˆIΩbˆ†IIΞ|0〉M ∝
∫
dk α
(I)
Ωkα
(I)
Ξk = 0.
(A11)
We can now proceed by substituting the obtained ex-
pectation values into Eq. (A1). Using Eqs. (A7), (A8),
and (A9) in the Eq. (A1) and assuming normalization of
the mode ψI we find:(
σ(d)vac
)
11
= 1 +
∫
dΩ
|(ψI, wIΩ)|2
sinh
(
piΩ
a
) e−piΩa . (A12)
In evaluating the covariance matrix element
(
σ
(d)
vac
)
22
=
M〈0|
(
dˆI − dˆ†I
)(
dˆ†I − dˆI
)
|0〉M, we only need to change
the sign of two of the terms in (A1). Since these terms
vanish, we have:(
σ(d)vac
)
22
= 1 +
∫
dΩ
|(ψI, wIΩ)|2
sinh
(
piΩ
a
) e−piΩa = (σ(d)vac)
11
.
(A13)
The remaining diagonal elements can be similarly com-
puted by replacing the subscript I with II everywhere in
Eq. (A1), which gives us:(
σ(d)vac
)
33
=
(
σ(d)vac
)
44
= 1 +
∫
dΩ
|(ψII, wIIΩ)|2
sinh
(
piΩ
a
) e−piΩa .
(A14)
We continue by computing the off-diagonal ele-
ments of the upper left block of the covariance ma-
trix. Using the definition (4b) we have:
(
σ
(d)
vac
)
12
=
1
2iM〈0|
{
dˆI + dˆ
†
I , dˆI − dˆ†I
}
|0〉M = 2 ImM〈0|dˆ2I |0〉M. Then
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we express the operator dˆI in terms of Rindler operators
as given in Eq. (15a) and use Eq. (A7) to get:(
σ(d)vac
)
12
= 2 Im
∫∫
dΩ dΞ (ψI, wIΩ)(ψI, wIΞ)M〈0|bˆIΩbˆIΞ|0〉M
= 0 =
(
σ(d)vac
)
21
. (A15)
Note that the off-diagonal elements of the lower right
block of the covariance matrix can be simply computed
by replacing the subscripts I with II in Eq. (A15) which
gives us
(
σ
(d)
vac
)
34
=
(
σ
(d)
vac
)
43
= 0. To obtain the upper
right block of the covariance matrix, we substitute the
decomposition of dˆI and dˆII in terms of Rindler operators
(15) and use the fact that [dˆI, dˆ
(†)
II ] = 0. For
(
σ
(d)
vac
)
13
=
M〈0|
(
dˆI + dˆ
†
I
)(
dˆII + dˆ
†
II
)
|0〉M, we arrive at:(
σ(d)vac
)
13
=
∫∫
dΩ dΞM〈0|
[
(ψI, wIΩ)bˆIΩ + (ψI, wIΩ)
?bˆ†IΩ
]
×
[
(ψII, wIIΞ)bˆIIΞ + (ψII, wIIΞ)
?bˆ†IIΞ
]
|0〉M.
(A16)
Upon substitution of the expectation values (A10) and
(A11) into Eq. (A16) we obtain:(
σ(d)vac
)
13
= Re
∫
dΩ
(ψI, wIΩ)(ψII, wIIΩ)
sinh
(
piΩ
a
) . (A17)
The remaining diagonal element of the upper right block,(
σ
(d)
vac
)
24
= M〈0|
(
dˆI − dˆ†I
)(
dˆ†II − dˆII
)
|0〉M, can be com-
puted analogously and the result reads as:(
σ(d)vac
)
24
= −Re
∫
dΩ
(ψI, wIΩ)(ψII, wIIΩ)
sinh
(
piΩ
a
) . (A18)
The last two elements of the covariance matrix(
σ
(d)
vac
)
14
= M〈0|i
(
dˆI + dˆ
†
I
)(
dˆ†II − dˆII
)
|0〉M and
(
σ
(d)
vac
)
23
=
M〈0|i
(
dˆ†I − dˆI
)(
dˆ†II + dˆII
)
|0〉M can be computed by first
multiplying the whole summation in Eq. (A16) with an
imaginary factor i and then changing the sign of some of
the terms according to the definition of covariance ma-
trix elements in Eq. (4b). This way we find these two
elements to be:(
σ(d)vac
)
14
=
(
σ(d)vac
)
23
= Im
∫
dΩ
(ψI, wIΩ)(ψII, wIIΩ)
sinh
(
piΩ
a
) .
(A19)
Note that the lower left block of the covariance matrix is
equal to the transpose of the upper right block, therefore
we have completed the computation of the covariance
matrix σ(d)vac.
The above elements of the covariance matrix of the
output state, σ(d)vac can be now plugged into Eq. (16) to
obtain the results given by Eqs. (17), (18), and (21).
Before we proceed with considering the case of D 6= 0,
let us derive the relation (19) between the matrix ele-
ments NΛ and βΛ. We have by definition:
|βΛ|2 = | − (ψΛ, φ?Λ)|2 =
∣∣∣∣∫ dk(ψΛ, u?k)(u?k, φ?Λ)∣∣∣∣2 .
(A20)
Using Cauchy-Schwarz inequality | ∫ fg|2 ≤ ∫ |f |2 ∫ |g|2
we obtain:
|βΛ|2 ≤
∫
dk |(ψΛ, u?k)|2
=
∫
dk
∣∣∣∣∫ dΩ(ψΛ, wΩ)(wΩ, u?k)∣∣∣∣2
=
∫∫∫
dk dΩ dΞ (ψΛ, wΩ)(ψΛ, wΞ)?β
(Λ)?
Ωk β
(Λ)
Ξk ,
(A21)
where we have introduced Bogolyubov coefficients β(Λ)Ωk
defined in (A3). Then applying a relation between β(Λ)Ωk
and α(Λ)Ωk coefficients (A3) and the first Bogolyubov iden-
tity (A6) we finally arrive at:
|βΛ|2 ≤
∫
dΩ
|(ψΛ, wΩ)|2
1− e− 2piΩa e
− 2piΩa =
1
2
NΛ, (A22)
which is equivalent to Eq. (19).
2. When Rindler wedges do not have a common
apex (D 6= 0)
Our computation of the noise matrix N for the case
of D 6= 0 proceeds in a very similar fashion to the case
of D = 0. For the latter case we used the Bogolyubov
identities to compute the expectation values of Rindler
operators, however when D 6= 0 another method must
be employed. Note that, similar to the case D = 0,
we assume that the operators in Eqs. (15a) and (15b)
are constructed in such a way that they commute, i.e.,[
dˆI, dˆ
(†)
II
]
= 0. When D > 0, this property of the op-
erators is trivially satisfied, however for D < 0, this as-
sumption limits our freedom in choosing ψI and ψII. In
order to secure the above condition we assume that the
modes ψI and ψII are chosen such that their supports do
not overlap, which is a sufficient condition for the corre-
sponding operators to commute.
In order to approach the case of D 6= 0, we first ana-
lyze how the Minkowski-Rindler Bogolyubov coefficients
are modified when D 6= 0 as compared to the D = 0
case. For D = 0 the Bogolyubov transformation between
Minkowski modes (11) and Rindler modes (13) is given
by Eq. (A2) and the Bogolyubov coefficient are given by
Eqs. (A3).
Let us investigate how these Bogolyubov coefficients
are modified when D > 0. As depicted in Figs. 1 and
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2, region I is shifted by D2 , therefore to modify the Bo-
golyubov coefficient α(I)Ωk we can equivalently shift the
Minkowski plane-wave solutions (11) in the opposite di-
rection: uk(x, t) is replaced by u˜k(x, t) ≡ uk(x+ D2 , t) =
ei
D
2 kuk(x, t). Using the anti-linearity of the scalar prod-
uct we find the modified α(I)Ωk coefficient to be:
(u˜k, wIΩ) = e
−iD2 k(uk, wIΩ) = e−i
D
2 kα
(I)
Ωk. (A23)
Similarly one can check that the rest of the Bogolyubov
coefficients are modified as:
α
(I)
Ωk → e−i
D
2 kα
(I)
Ωk, β
(I)
Ωk → ei
D
2 kβ
(I)
Ωk,
α
(II)
Ωk → ei
D
2 kα
(II)
Ωk , β
(II)
Ωk → e−i
D
2 kβ
(II)
Ωk . (A24)
We can now compute the noise matrix characterizing the
channel for D 6= 0. First, we observe that the diago-
nal blocks of N remain unchanged as compared to the
D = 0 case, i. e. they are given by the expressions (18).
This is because these diagonal blocks correspond to local
measurements in region I and region II, and as such they
both remain invariant under translations of these regions
due to the translational invariance of the Minkowski vac-
uum. Therefore we only need to evaluate the off-diagonal
blocks of the matrix N , which carry information about
correlations in the noise.
Following the method introduced in Appendix A 1 let
us evaluate the output of the channel in Eq. (5) acting
on the Minkowski vacuum σ(d)vac. For that we employ the
definition of covariance matrix in Eq. (4b), together with
the relations in Eq. (15). We need to compute the upper
right block of the covariance matrix which is equal to the
transpose of the lower left block due to the symmetries
of the covariance matrix. We find:
(
σ(d)vac
)
13
= M〈0|
(
dˆI + dˆ
†
I
)(
dˆII + dˆ
†
II
)
|0〉M = 2Re M〈0|dˆIdˆII + dˆIdˆ†II|0〉M
= 2Re
∫∫
dΩ dΞ (ψI, wIΩ)
[
(ψII, wIIΞ)M〈0|bˆIΩbˆIIΞ|0〉M + (ψII, wIIΞ)? M〈0|bˆIΩbˆ†IIΞ|0〉M
]
. (A25)
After first substituting relations (A2) and (A24) into the above equation and then substituting for the Minkowski-
Rindler Bogolyubov coefficients α(II)Ωk , β
(I)
Ωk and β
(II)
Ωk in terms of α
(I)
Ωk using Eq. (A3) we get:(
σ(d)vac
)
13
= 2Re
∫∫∫
dΩ dΞ dk (ψI, wIΩ)
[
−(ψII, wIIΞ)α(I)Ωk
?
β
(II)
Ξk
?
+ (ψII, wIIΞ)
? α
(I)
Ωk
?
α
(II)
Ξk
]
eiDk (A26)
= 2Re
∫∫∫
dΩ dΞ dk (ψI, wIΩ)
[
(ψII, wIIΞ)α
(I)
Ωk
?
α
(I)
Ξke
−piΞa + (ψII, wIIΞ)? α
(I)
Ωk
?
α
(I)
Ξk
?]
eiDk. (A27)
In order to proceed with the integration over k we have
to evaluate the following two integrals:
I− =
∫
dkα
(I)
Ωk
?
α
(I)
Ξke
iDk, (A28)
I+ =
∫
dkα
(I)
Ωk
?
α
(I)
Ξk
?
eiDk. (A29)
We rewrite them using the explicit form of coefficients
α
(I)
Ωk, as given in Eq. (A3), to obtain:
I± =
e
pi(Ω+Ξ)
2a
4pia
√
sinh piΩa sinh
piΞ
a
∫
dk
ωk
(
ωk + k
ωk − k
)iΩ±Ξ2a
eiDk.
(A30)
Let us introduce θ± ≡ Ω±Ξa and ∆ ≡ mD. We continue
by changing the integration variable to x = asinh km , and
treating the integral as a distribution, to get:
I±
4pia
√
sinh piΩa sinh
piΞ
a
e
pi(Ω+Ξ)
2a
=
∫ ∞
−∞
dx ei(∆ sinh x+θ±x) =
=
∫ ∞
−∞
dx cos(∆ sinhx+ θ±x) =
= 2
∫ ∞
0
dx cos (|∆| sinhx) cos(θ±x)
− 2 ∆|∆|
∫ ∞
0
dx sin (|∆| sinhx) sin(θ±x). (A31)
The above integrals are of the form that is proportional
to the following integral representation of the modified
Bessel function [18]:
Kiν(δ) =
1
cosh piν2
∫ ∞
0
dx cos(δ sinhx) cos(νx)
=
1
sinh piν2
∫ ∞
0
dx sin(δ sinhx) sin(νx), (A32)
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valid for δ > 0. Implementing the above identities into
I± gives us:
I± =
e
pi(Ω+Ξ)
2a
2pia
√
sinh piΩa sinh
piΞ
a
e−
D
|D|
piθ±
2 Kiθ±(|∆|). (A33)
This result can be used in Eq. (A27), to obtain the fol-
lowing value of the covariance matrix element
(
σ
(d)
vac
)
13
:
(
σ(d)vac
)
13
=
1
pia
Re
∫∫
dΩdΞ
(ψI, wIΩ)√
sinh
(
piΩ
a
)
sinh
(
piΞ
a
)×
×
[
e
pi(Ω−Ξ)
2a (1− D|D| )(ψII, wIIΞ)Ki( Ω−Ξa )(m|D|) + e
pi(Ω+Ξ)
2a (1− D|D| )(ψII, wIIΞ)?Ki( Ω+Ξa )(m|D|)
]
. (A34)
We compute the remaining elements of the upper right
block of the covariance matrix by the same method used
to calculate
(
σ
(d)
vac
)
13
. As a result we find that the noise
matrix N for D 6= 0 is still given by Eq. (17) with the
expressions for NI and NII given by Eqs. (18a) and (18b)
while N±I,II(D) takes the generalized form (20).
3. When accelerations are in the same direction
Our calculation of the Gaussian channel proceeds in a
similar manner as the D 6= 0 case. First of all, in this
scenario the matrix M given by Eq. (9) and the diagonal
elements of the noise matrix N given by Eqs. (18a) and
(18b) are the same as in the previous scenarios. The only
change is in the off-diagonal elements of the noise matrix
given by N±I,II. In order to compute N
±
I,II we first give
the necessary modifications of the Minkowski-Rindler Bo-
golyubov coefficients. Similar to the previous case we
have:
α
(I)
Ωk −→ e−i
D
2 kα
(I)
Ωk,
β
(I)
Ωk −→ ei
D
2 kβ
(I)
Ωk = − ei
D
2 ke−
piΩ
a α
(I)
Ωk,
α
(II)
Ωk −→ ei
D
2 kα
(I)
Ωk,
β
(II)
Ωk −→ e−i
D
2 kβ
(I)
Ωk = − e−i
D
2 ke−
piΩ
a α
(I)
Ωk. (A35)
Substituting these Bogolyubov coefficients in (A26) and
integrating over k with the aid of the result of Eq. (A33)
we get Eq. (23).
Appendix B: Asymptotic properties of the modified
Bessel function
In this section, we study the limiting behavior of the
modified Bessel function that is useful in finding the
asymptotic behavior of the off-diagonal blocks of the
noise matrix N as D → 0.
Let us begin by invoking the asymptotic expression for
the modified Bessel function for small positive arguments
 [13]:
Kiν(2) ≈ ipi
2 sinh(piν)
[
iν
Γ(1 + iν)
− 
−iν
Γ(1− iν)
]
, (B1)
where Γ(z) is the Euler’s Gamma function which is de-
fined as Γ(z) =
∫∞
0
dt e−ttz−1, for complex numbers z
such that Re z > 0. When Re z ≤ 0, it is defined by ana-
lytic continuation and it has simple poles at nonpositive
integer arguments.
Using the identity Γ(z)Γ(1 − z) = pisin(piz) , we can
rewrite the asymptotic form ofKiν(2), given in Eq. (B1),
as:
Kiν(2) ≈ Re
[
iνΓ(−iν)] . (B2)
Note that ImΓ(ix) ∝ − 1x , which is divergent at x = 0,
can only be treated as a distribution, but ReΓ(ix) is
regular at x = 0. Let us substitute  = e−λ in Eq. (B2)
and look for the limit λ→∞:
Kiν(2) ≈ cos(λν)ReΓ(−iν) + sin(λν) ImΓ(−iν).
(B3)
We can now take the limit of λ → ∞. In doing so we
will use the Riemann-Lebesgue lemma1. According to it
the limit of the first term in Eq. (B3) vanishes. The limit
of the second term can only be given in a distributional
sense and it is non-zero only at the pole of the Gamma
function at ν = 0:
lim
→0+
Kiν(2) = lim
λ→∞
sin(λν) ImΓ(−iν) = lim
λ→∞
sin(λν)
ν
= piδ(ν), (B4)
where we have used one of representations of the Dirac
delta.
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