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We investigate reversibility violations in the Hybrid Monte Carlo algorithm. Those vi-
olations are inevitable when computers with finite numerical precision are being used. In
SU(2) gauge theory, we study the dependence of observables on the size of the reversibility
violations. While we cannot find any statistically significant deviation in observables related
to the simulated physical model, algorithmic specific observables signal an upper bound for
reversibility violations below which simulations appear unproblematic. This empirically de-
rived condition is independent of problem size and parameter values, at least in the range of
parameters studied here.
I. INTRODUCTION
The Hybrid Monte Carlo (HMC) algorithm [1] is an exact accept/reject Markov chain Monte
Carlo algorithm. It allows one to perform global updates combined with large acceptance rates.
This property makes the HMC in its variants [2–4] and with its improvements [5–8] the workhorse
for lattice Quantum Chromodynamics (QCD) simulations with dynamical fermions.
The HMC is composed of a molecular dynamics (MD) update and a Metropolis accept/reject
step. During the MD update, Hamilton’s equations of motion (EOM) are integrated, in practice
numerically. The accept/reject step corrects for finite integration step errors and renders the HMC
exact. However, the proof of exactness requires the numerical integration scheme to be reversible
and integration measure conserving. Numerical integration schemes conserving the integration
measure are so-called symplectic integration schemes. A sub-set of these is also reversible, with
the leapfrog integration scheme as the most well-known example.
Any practical realisation of such integration schemes suffers from round-off errors due to finite
precision available on computers. In fact, it has been known since a long time that reversibility
is violated in HMC simulations of lattice QCD [9–11]. Even further, the underlying equations of
motion are chaotic in nature. Thus, any small round-off error will magnify exponentially during
the integration. A corresponding positive Lyapunov exponent can be determined. Even though
one may argue that these reversibility violations are a property of the algorithm, and not of the
simulated system, it was conjectured [9] that this Lyapunov exponent obeys a continuum limit
approached in a certain functional form with the coupling constant of the theory.
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2However, this hypothesis has never been finally verified or falsified. And, more importantly
for practical simulations, to the knowledge of the author it has never been checked whether or
not reversibility violations have any impact on observables. Analytic predictions are difficult here,
because from a principle point of view the proof of exactness is no longer applicable once reversibility
violations are present.
In this paper we are going to present an investigation of this issue in SU(2) gauge theory as
a model. SU(2) gauge theory shares many properties with QCD, most importantly asymptotic
freedom and confinement, but it requires much less computer resources than SU(3), not to speak
about the inclusion of dynamical fermions. Therefore, we are able to study volume and lattice
spacing dependencies.
This allows us to derive an empirical condition for how large reversibility violations appear
tolerable in SU(2) gauge theory. It remains to be seen how this condition applies in case of QCD
with SU(3) gauge fields and dynamical fermions.
In this paper we first describe the HMC algorithm followed by a description of SU(2) lattice
gauge theory. Next we present results and finish with a discussion and summary. Most of the data
tables can be found in the appendix.
II. THE HYBRID MONTE CARLO ALGORITHM
Assume we are after sampling field variables φ = {φx}, with x being a multi-index not further
specified at this level, from a distribution
φ ∼ e−S(φ) . (1)
We call S ∈ R the action, which is bounded from below. For the HMC one introduces auxiliary
variables pi = {pix} as conjugate momenta to the field variables φ and an artificial Hamiltonian
H[pi, φ] = 1
2
pi2 + S(φ) . (2)
H is conserved under Hamilton’s equation of motion (EOM). Defining z = (pi, φ), these EOMs
may be written in the form
z˙ = J · ∂H[z]
∂z
, J =
0 −1
1 0
 , (3)
with 1 being unit matrices with dimension of x. In this form the symplectic structure of the EOMs
becomes apparent. The dot notation represents time derivatives in an artificial HMC time τ . The
HMC evolution starting from φ to φ′ is then defined as follows:
31. Generate momenta pi from a standard normal distribution.
2. Evolve z ≡ z(0) in HMC time using Eq. 3 for a trajectory of length τ to arrive at z(τ). We
denote this time evolution with TI(τ) for integrator I, such that
z(τ) = TI(τ) z(0) . (4)
3. Compute
∆H = H[z(τ)]−H[z(0)] . (5)
4. Accept z(τ) with probability
Pacc = min{1, exp(−∆H)} . (6)
If accepted set φ′ = φ(τ), else φ′ = φ(0).
5. restart at 1. with φ = φ′.
Reversibility of an integration scheme I can now be written as
TI(−τ) TI(τ) z(0) = TI(τ) TI(−τ) z(0) = z(0) . (7)
For the integration measure to be conserved the Jacobi determinant of TI must be one. This is
always the case if TI is symplectic. For an elementary and nicely accessible proof see Ref. [12].
In practice, the integration is performed with finite precision . Hence,
T I (−τ) T I (τ) z(0) = z(0) + δz() . (8)
In order to measure reversibility violations in an actual simulation one defines
δ∆H = H [T I (−τ) T I (τ) z]−H[z] . (9)
A well known and very useful property of the HMC algorithm is
〈exp(−∆H)〉 = 1 , (10)
which follows analytically from the measure being conserved. Using this and the convexity of the
exponential function it follows
exp(−〈∆H〉) ≤ 1 ⇒ 〈∆H〉 ≥ 0 . (11)
4Here, 〈.〉 denotes the ensemble average over all generated z. We note in passing that symplecticity
of the integration scheme implies the existence of a so-called shadow Hamiltonian which is exactly
conserved under time evolution T (see e.g. Ref. [13]).
Reversible integration schemes can be constructed to any order n in the discretisation error δτn.
The leapfrog (LF) is a second order integration scheme reading
TLF(δτ) z(0) =

φ(δτ) = φ(0) + δτ pi(δτ/2)
pi(δτ) = pi(δτ/2)− δτ2 ∂S[φ(δτ)]∂φ(δτ)
, (12)
with
pi(δτ/2) = pi(0)− δτ
2
∂S[φ(0)]
∂φ(0)
.
It represents a semi-implicit integration scheme and is symmetric around δτ/2. In addition to the
LF integration scheme we will use a fourth order integration scheme which we will conventionally
denote as OMF4. Its details can be found in Ref. [14].
III. THE TOY MODEL: SU(2) GAUGE THEORY
We are going to work on a discrete and finite space-time lattice
V Λ = (Ls/a)
3 × Lt/a ≡ L3 × T (13)
with a lattice spacing denoted as a and periodic boundary conditions. Hence, the possible set of
coordinates is given as
Λ = {x = (x0, x1, x2, x3) : x0 = 0, . . . T − 1, x1,2,3 = 0, . . . L− 1} . (14)
We introduce so-called link variables Uµ(x) ∈ SU(2) connecting points x and x + aµˆ, where µˆ is
the unit vector in direction µ ∈ 0, 1, 2, 3. For the discretised action we are going to use the Wilson
plaquette gauge action reading
S[U ] = β
2
a4
∑
x∈Λ
∑
µ<ν
Re Tr [12 − Uµν(x)] (15)
with plaquette variables
Uµν(x) = Uµ(x)Uν(x+ aµˆ)U
†
µ(x+ aνˆ)U
†
ν (x) . (16)
β = 4/g20 is the inverse squared gauge coupling and g0 the gauge coupling.
5For the actual implementation it is used that any U ∈ SU(2) can be written as
U =
 a b
−b? a?
 with aa? + bb? = 1 , a, b ∈ C , (17)
which is a consequence of SU(2) being homeomorphic to S3. Using Pauli matrices ~σ, we may also
write
U = x012 + i ~x~σ (18)
with (x0, ~x) ∈ S3. This allows one to identify
x0 = Re(a) , x1 = Im(b) , x2 = Re(b) , x3 = Im(a) . (19)
The trace of an SU(2) matrix is directly given by
Tr U = Tr U † = 2 Re(a) . (20)
The representation Eq. 18 is efficiently used in a numerical implementation, since only four real
numbers need to be stored. One could reduce to only three real numbers, if det(U) = 1 was used
as well.
Using the Pauli matrices we can now introduce the derivative of a function f(U), U ∈ SU(2) as
follows
Djf(U) =
∂
∂α
f(eiασjU)|α=0 , j = 1, 2, 3 . (21)
This motivates to introduce the momenta conjugate to the Uµ(x) as p
j
µ(x) ∈ R , j = 1, 2, 3. The
elementary update steps then read as follows
pjµ(x)(τ + ∆τ) = p
j
µ(x)(τ) + ∆τDjS , j = 1, 2, 3 ,
Uµ(x)(τ + ∆τ) = exp
i∆τ ∑
j
pjµ(x)(τ + ∆τ/2)σj
 Uµ(x)(τ) . (22)
In order to study the response of the algorithm to increasing reversibility violations, we deliberately
round on the right hand sides of Eqs. 22 to d significant decimal digits. To be precise, we replace
Eqs. 22 by
pjµ(x)(τ + ∆τ) = p
j
µ(x)(τ) + ∆τ [DjS]d , j = 1, 2, 3 ,
Uµ(x)(τ + ∆τ) = exp
i∆τ ∑
j
pjµ(x)(τ + ∆τ/2)σj
 [Uµ(x)(τ)]d . (23)
6Eqs. 22 guarantee the U -fields to stay in SU(2). However, with finite precision arithmetics this is
only true up to rounding errors. Hence, we apply at the end of each MD evolution a projection
to SU(2) PSU(2). This is in particular important when d < 16. This projection step is applied
before the accept/reject step, thus, PSU(2) will affect reversibility and measure conservation at the
same level as before. All runs with d < 16 have been started from a well equilibrated (∼ 5000
trajectories) configuration of a run without rounding.
If not specified otherwise, the trajectory length is always chosen to be τ = 1. This holds for all
β-values and volumes. As random number generator we use the Mersenne Twister algorithm [15]
implemented in the C++ standard library. The SU(2) simulation code is publicly available [16]
and so is the analysis code [17].
A. Observables
During the run of the HMC we will measure observables on each trajectory. These are first of
all the plaquette expectation value reading
〈P 〉 = 1
6L3T
〈
∑
x∈Λ
∑
µ<ν
Tr Uµν(x)〉 . (24)
The plaquette expectation value is one of the observables measurable with very high statistical
accuracy and hence a good candidate for possible deviations. In addition to the plaquette itself, we
also measure its integrated autocorrelation time τint(〈P 〉) using the methods described in Ref. [18].
Next, we measure of course ∆H for each trajectory, which gives access to 〈∆H〉 and
〈exp(−∆H)〉. The latter two are important to check whether Eq. 10 and Eq. 11 are fulfilled. It
turns out that ∆H shows no autocorrelation, as one would expect. Another quantity we measure
for each trajectory is acceptance. From this we quantify the acceptance rate Pacc in percent.
More observables are measured only with a frequency of 100 trajectories. First of all, we measure
δ∆H by integrating backward in time. It turns out that δ∆H is to a good approximation Gaussian
distributed with mean zero and standard deviation sd(δ∆H), the latter of which depends directly
on the number of significant digits used in the force calculation. Hence, sd(δ∆H) will be used as
a measure for reversibility violations.
The plaquette represents the smallest closed Wilson loop which can be built on the lattice. As
additional observables we consider planar Wilson loops of extension t× r
C(t, r) =
1
3L3T
〈
∑
x∈Λ
∑
µ 6=0
Tr U t,rµ (x)〉 . (25)
7β t0/a
2 s0/a Nmeas
2.3 1.737(06) 1.318(2) 131
2.4 2.790(23) 1.670(7) 112
2.5 5.038(36) 2.245(8) 130
TABLE I: Gradient flow scales t0 and s0 =
√
t0 for the β-values in lattice units for the β-values used in this
study. We also give the number of well separated configurations Nmeas we measured the scales on.
Here we denote the planar Wilson loop in spatial direction µ and with time extent t and spatial
extent r by U t,rµ . C(t, r) decays at fixed r exponentially at large t like
C(t, r) ∝ exp(−V (r)t) (26)
with V (r) the so-called static quark potential at spatial distance r.
B. Lattice Scales
SU(2) gauge theory has been studied in the literature over many decades using lattice techniques,
starting with the famous paper by Creutz [19] from 1980. Hence, scaling variables have been
determined, see for instance Refs. [20–22]. Still, here we rely on the gradient flow [23], recently
studied for SU(2) Yang-Mills theory in Ref. [24].
We follow the notation and the definitions of Ref. [23] and use the symmetric definition of the
energy density Esym. But since we work in SU(2), we use the following defining equation for the
scale t0
t2〈Esym(t)〉|t=t0 = 0.1 (27)
where t is the so-called flow time. Note that we chose 0.1 instead of original SU(3) value 0.3 in
Eq. 27 following the reasoning in Ref. [25]. In addition we define the length scale s0 via
s0 =
√
t0 . (28)
The choice of β-values used in this paper are motivated by the requirement to be in the scaling
region. The values for t0/a
2 and s0/a we have determined for these β-values are compiled in
Table I. The precision of the scales is not central to the results of this study, thus, we did not
spend too many resources to obtain very precise results. The configurations used for determining
t0 were separated by at least 500 HMC trajectories and, hence, free of autocorrelation. For more
details see the appendix.
8Int d Ntraj 〈P 〉 τint(P ) 〈exp(−∆H)〉 〈∆H〉 sd(δ∆H) ρ Pacc
LF − 130000 0.60225(1) 6.3(2) 1.0001(18) 0.2008(17) 2.0 · 10−10 −0.02 75
LF 5 100737 0.60226(1) 5.9(2) 0.9991(21) 0.2048(20) 0.08087973 0.09 75
LF 4 98285 0.60226(1) 8.2(4) 0.9905(50) 0.6481(38) 0.7943932 0.42 57
OMF4 − 530000 0.602264(3) 5.8(1) 1.00026(45) 0.05312(44) 1.5 · 10−10 0 87
OMF4 6 420000 0.602266(3) 5.8(1) 1.00044(51) 0.05295(49) 0.005266247 0.01 87
OMF4 5 520000 0.602266(3) 5.8(1) 0.99903(46) 0.05541(45) 0.05406281 0.08 87
OMF4 4 480000 0.602266(3) 6.6(1) 0.99343(89) 0.16643(83) 0.528 0.46 77
OMF4 3 40000 0.6023(1) 251(71) 0.174(45) 11.337(30) 5.238426 0.59 2
TABLE II: Results at β = 2.3 and L = 16, T = 32. This can be compared to a Metropolis algorithm with
〈P 〉 = 0.602266(6).
The ratios of our s0-values, given in Table I, can be compared to the results presented in
Ref. [24]. Only roughly, because in Ref. [24] scales have been determined for β = 2.3, β = 2.43 and
β = 2.51. Still, the agreement is reasonable.
IV. RESULTS
The statistical analysis of the Markov chains is performed using the so-called Γ-method described
in Ref. [18]. In this way we include autocorrelation effects in the estimate of the standard error by
estimating the integrated autocorrelation time τint of the observable in question. This analysis is
double checked using a blocked bootstrap procedure, for which we find consistent results.
A. Results for β = 2.3
At the coarsest lattice spacing corresponding to β = 2.3 we have performed runs for three
different spatial volumes L = 12, 16, 20 and a variety of significant digits d. We also compared the
LF with the OMF4 integration scheme.
The runs and results for the observables 〈P 〉, ∆H related and δ∆H are compiled for the different
integration schemes and different d-values in Table II, Table III and Table IV. For better readability
we have moved most of the tables to the appendix, apart from Table II. We quote ’−’ for d if we
run in double precision and perform no rounding. It roughly corresponds to d = 16.
For L = 16 we have carried out a comparison to a Metropolis algorithm, which yielded 〈P 〉 =
0.602266(6) agreeing perfectly within statistical errors with the double precision HMC run, either
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FIG. 1: sd(δ∆H) as a function of L in a double logarithmic plot for β = 2.3 and L = 12, 16, 20 with the
OMF4 integration scheme. Left: d = 4. Right: d = 5. Note the factor 10 difference in the scale of the
y-axes.
with LF or OMF4 integration scheme.
The values of d have been chosen as follows: we first determined the value of d where the
HMC becomes instable. For L = 16 and L = 12 this was the case for d = 3, see Table II and
Table III, respectively. This instability manifests itself in a significant increase in 〈∆H〉 compared
to the run without rounding, leading also to large drop in Pacc. These runs are clearly not reliable
anymore, but also clearly identifiable as not reliable. That the plaquette expectation value is still
roughly in line comes from the combination of low acceptance rate with an equilibrated initial
gauge configuration.
Looking at the d dependence of sd(δ∆H), we find to a good approximation
log10(sd(δ∆H)) = cd(L, I) d . (29)
Therefore, we will replace d by sd(δ∆H) as a measure of reversibility violation. The coefficient cd
depends on the volume and the details of the integration scheme. The dependence of cd on L is
shown in Figure 1, in the left panel for d = 4 and in the right panel for d = 5. cd turns out to be
proportional to Lγ , with γ ∼ 3/2, i.e. cd ∝
√
L3. This dependence is actually na¨ıvely expected for
sd(δ∆H).
Let us now turn to the other observables quoted in Table III, Table II and Table IV. First of
all, in not one of the different runs with d < 16 a significant deviation of the plaquette expectation
10
value compared to the run without rounding could be detected.
However, in 〈exp(−∆H)〉, 〈∆H〉 and Pacc we observe deviations as d is being decreased. Up
to values sd(δ∆H) ≈ 0.1, 〈exp(−∆H)〉 is compatible with one, as expected for the HMC. At
the same time 〈∆H〉 and Pacc are compatible within errors with the results without rounding.
For sd(δ∆H) & 0.1, we observe significant deviations in all three observables. Starting with
sd(δ∆H) ≈ 0.1 we also observe that the correlation
ρ = Cor(∆H, δ∆H) (30)
starts to increase to values around 0.5. This is an indication that the actual value of ∆H is signif-
icantly influenced by the reversibility violation, thus leading to an incorrectly sampled probability
distribution.
B. Dependence on the Lattice Spacing
For studying the lattice spacing dependence, we study ensembles at β = 2.3, β = 2.4 and
β = 2.5. Using the length scale s0, we keep the physical volume approximately fixed by using
L/a = 16 at β = 2.3, L/a = 20 at β = 2.4 and L/a = 24 at β = 2.5. The results for β = 2.4 with
L = 20 and β = 2.5 with L = 24 are summarised in Table V and Table VII, respectively. Results
for an additional volume for β = 2.5 with L = 20 are compiled in Table VI. The results for β = 2.3
have been discussed previously and can be found in Table II.
First we discuss the results for 〈exp(−∆H)〉 as a function of sd(δ∆H) by including all available
β-values and volumes. This is shown in Figure 2 where in the left panel 〈exp(−∆H)〉 is plotted as
a function of sd(δ∆H) with logarithmic x-axis and in the right panel 1−〈exp(−∆H)〉 as a function
of sd(δ∆H) with both axes logarithmic. We find that all the points fall on a universal curve
within error bars. In the double logarithmic plot (right panel) it is visible that the dependence of
1− 〈exp(−∆H)〉 on sd(δ∆H) is like
1− 〈exp(−∆H)〉 ∝ sd(δ∆H)δ + c3 (31)
with some exponent δ and a constant shift c3. A fit to the data points with sd(δ∆H) > 0.1 reveals
δ = 2.6(3)
and a value for c3 significantly non-zero. The origin of the actual value of δ and in particular
the non-zero shift c3 is not clear as one would expect c3 to be zero if reversibility was restored
smoothly. At this point it is just an empirical finding.
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In Figure 3 we show 1 − 〈exp(−∆H)〉 as a function of the gradient flow scale a2/t0 both for
d = 4 and d = 5. In the left panel we keep the physical volume, i.e. L/s0 approximately fixed.
In the right panel we keep the number of lattice points L/a fixed. In the latter case we observe
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FIG. 4: ∆dr as a function of Euclidean time t/a measured at β = 2.5 with L = 24 and T = 48. Left: d = 5.
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no dependence on a2/t0, neither for d = 5 nor for d = 4. For the case of fixed L/s0 and T/s0 we
observe an increase for d = 4 towards smaller a2/t0 values.
C. Wilson Loops at β = 2.5
We have studied planar Wilson loops of fixed spatial extend r as a function of t for β = 2.5.
We have computed the loops on configurations generated without deliberate rounding, with d = 5
13
and d = 4, see Table VII. Next we define the following normalised differences
∆rd(t) =
Cd(t, r)− C0(t, r)√
dCd(t, r)2 + dC0(t, r)2
. (32)
Here we denote the standard error of Cd(t, r) with dCd(t, r). In Figure 4 we plot ∆dr(t) as a function
of t/a. In the upper row we plot data for r/a = 2, in the lower one for r/a = 8. The left column
corresponds to d = 5, the right one to d = 4. Note that for r/a = 2 the signal is lost in the noise
at around t/a = 20 and for r/a = 8 around t/a = 10.
For r/a = 2, we observe a number of values of ∆d2(t) with modulus around 2. Still, there is
no single t-value where the deviation from 0 is significant. In agreement with the results for the
plaquette expectation value we, hence, find also for the exemplary Wilson loops we looked at no
sign of a deviation due to reversibility violations.
V. DISCUSSION AND SUMMARY
The results presented in the last section indicate that – at least for SU(2) gauge theory –
reversibility violations do not lead to deviations in the physical observables studied here. This is
surprising, because for the observable exp(−∆H) with the analytically known expectation value
we observe such deviations.
It turns out that good quantities to monitor reversibility are 〈exp(−∆H)〉 and sd(δ∆H). One
observes that sd(δ∆H) is directly proportional to the rounding errors introduced deliberately in the
HMC MD evolution. In the range of β-values studied here, 〈exp(−∆H)〉 turns out to be a universal
function of sd(δ∆H), independent of integration scheme and problem size. With sd(δ∆H) . 0.1
no significant deviations of 〈exp(−∆H)〉 from one could be detected. For sd(δ∆H) & 0.1 these
deviations become significant and follow a power law in sd(δ∆H). It is very likely that with even
larger statistical accuracy also for sd(δ∆H) < 0.1 significant deviations from one will be detectable.
However, they will be tiny.
Another important observation is the fact that reversibility violations always lead to an increase
in 〈∆H〉 towards positive values. As a consequence, with too large violations the acceptance rate
drops significantly. That the reversibility violations are largely responsible for the large ∆H-values
is indicated by the fact that for sd(δ∆H) & 0.1 the correlation between ∆H and δ∆H becomes
significant. This indicates are large influence of the reversibility violations on the accept/reject
decision.
When changing β, deviations in 〈exp(−∆H)〉 do not depend on β if the number of lattice points
14
is kept constant. In turn, when the physical volume is kept constant, deviations increase towards
the continuum limit. This could on the one hand be an indication that the underlying Lyapunov
exponent is not varying much with β. Another possible reason could be that with trajectory lengths
of τ = 1 the system is still in the “random walk” regime and not yet in the regime where deviations
increase exponentially. The latter interpretation is supported by the results of Ref. [10, 11].
In summary, simulations with HMC should be safe as long as sd(δ∆H) < 0.1 and correlations
between ∆H and δ∆H are negligible. Those quantities are easy to monitor. In fact, ∆H is available
anyhow, because it is needed for the accept/reject test. sd(δ∆H) can be measured by performing
reversibility tests on, say, O(100) trajectories. It remains to be seen whether the results found here
for SU(2) gauge theory generalise to QCD with SU(3) gauge symmetry and dynamical fermions.
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Appendix A: Gradient Flow Scales
For determining the scales t0 Eq. 27 and s0 Eq. 28 we follow the approach presented in the
original paper by Lu¨scher [23]. The energy density E can be defined symmetrically as the sum
over the four plaquettes attached to a point x (the clover definition). This one we will denote with
Esym. A second possibility is to use the action Eq. 15, which we denote as EW. For the exact
factors see Ref. [23]. We use Esym to determine the scales t0 and s0, because in Ref. [23] it was
found to have less lattice artefacts, and use EW as a cross-check.
In Figure 5 we show t2E(t) as a function of the flow time t/a2 for β = 2.3 (left panel) and β = 2.5
(right panel). The solid lines with error band correspond to Esym and the dashed line to EW. The
cross indicates the determination of t0 where t
2E(t) = 0.1. We observe differences between the two
definitions of E which, however, decrease towards the continuum limit, as expected.
We remark here that we cannot quantitatively reproduce the results of Ref. [24] for β = 2.3.
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FIG. 5: Gradient flow for β = 2.3 (left) and β = 2.5 (right).
Our definition of Esym differs by a factor of two to the one from Ref. [24], but this factor is not
sufficient to obtain agreement. We remark that we have two independent implementations, which
agree. Moreover, we have a strong test of the derivative, because it is used in the HMC as well.
Apart from that the ratios of scales agree with the ones from Ref. [24], as far as this can be judged
due to not exactly identical β-values.
Appendix B: Data Tables
Int d Ntraj 〈P 〉 τint(P ) 〈exp(−∆H)〉 〈∆H〉 sd(δ∆H) ρ Pacc
OMF4 − 300009 0.60226(1) 5.4(1) 1.00048(38) 0.02191(38) 1.0 · 10−10 0.03 92
OMF4 5 555300 0.602264(4) 5.4(1) 0.99987(28) 0.02304(28) 0.03400932 0.08 91
OMF4 4 591001 0.602254(4) 5.7(1) 0.99708(49) 0.07037(48) 0.3297102 0.46 85
OMF4 3 110000 0.60227(3) 48(5) 0.655(45) 4.806(11) 3.351697 0.57 12
TABLE III: Results at β = 2.3 and L = 12, T = 32.
Int d Ntraj 〈P 〉 τint(P ) 〈exp(−∆H)〉 〈∆H〉 sd(δ∆H) ρ Pacc
OMF4 − 170800 0.602258(4) 6.1(2) 0.9996(11) 0.1039(11) 4.8 · 10−10 −0.02 82
OMF4 5 216501 0.602261(3) 6.2(2) 1.0008(10) 0.1053(10) 0.07353326 0.08 82
OMF4 4 206501 0.602254(4) 7.3(2) 0.9869(20) 0.3276(18) 0.7368223 0.48 69
TABLE IV: Results at β = 2.3 and L = 20, T = 32.
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Int d Ntraj 〈P 〉 τint(P ) 〈exp(−∆H)〉 〈∆H〉 sd(δ∆H) ρ Pacc
OMF4 − 67401 0.630000(4) 4.7(2) 0.99996(37) 0.00551(37) 4.5 · 10−10 0.08 96
OMF4 5 50000 0.629993(5) 4.7(2) 0.99906(58) 0.01005(58) 0.0958693 0.38 94
OMF4 4 50000 0.63000(1) 7.6(5) 0.9848(47) 0.3818(39) 0.91566 0.53 66
TABLE V: Results at β = 2.4 and L = 20, T = 40.
Int d Ntraj 〈P 〉 τint(P ) 〈exp(−∆H)〉 〈∆H〉 sd(δ∆H) ρ Pacc
OMF4 − 73900 0.651965(4) 4.9(2) 0.9994(27) 0.2197(24) 6.3 · 10−10 −0.02 74
OMF4 5 69233 0.651966(4) 4.3(2) 0.9996(28) 0.2232(25) 0.08636778 0.09 74
OMF4 4 80000 0.651962(4) 6.0(3) 0.9894(48) 0.5349(38) 0.8890045 0.48 61
TABLE VI: Results at β = 2.5 and L = 20, T = 40.
Int d Ntraj 〈P 〉 τint(P ) 〈exp(−∆H)〉 〈∆H〉 sd(δ∆H) ρ Pacc
OMF4 − 74901 0.651967(2) 3.7(1) 0.99973(57) 0.01409(56) 1.4 · 10−09 −0.05 93
OMF4 5 46500 0.651965(3) 3.8(2) 0.99987(94) 0.02163(93) 0.136749 0.32 92
OMF4 4 45000 0.651970(4) 6.7(4) 0.9522(87) 0.8515(63) 1.398589 0.55 51
TABLE VII: Results at β = 2.5 and L = 24, T = 48.
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