On the occasion of Laurens de Haan's 70th birthday, we discuss two aspects of the statistical inference on the extreme value behavior of time series with a particular emphasis on his important contributions. First, the performance of a direct marginal tail analysis is compared with that of a model-based approach using an analysis of residuals. Second, the importance of the extremal index as a measure of the serial extremal dependence is discussed by the example of solutions of a stochastic recurrence equation.
Introduction
Since the publication of his Ph.D.-thesis, Laurens de Haan has been one of the main driving forces behind the impressive development of extreme value statistics in the last four decades. While he is best known for his seminal contributions to extreme value theory for i.i.d. samples of univariate and multivariate observations and, in recent years, for i.i.d. copies of continuous stochastic processes, he has also strongly influenced the extreme value theory (and practice) for serially dependent data in two ways: first by direct contributions, and second indirectly by promoting general principles. In the present paper, both aspects of the impact of Laurens de Haan's work on the development of extreme value statistics for time series are discussed.
Throughout his work, Laurens de Haan has always aimed at the greatest (reasonable) generality of the models under consideration. For example, while in many articles on univariate extreme value statistics it was assumed that exact generalized Pareto random variables (r.v.s), respectively, generalized extreme value r.v.s were observed, typically he only assumed that the underlying distribution belongs to the domain of attraction of some extreme value distribution. Under this much more general condition, he analyzed the consequences of this deviation from the ideal situation. The second order condition, de Haan and Stadtmüller (1996) introduced and analyzed for that purpose, is now the generally accepted standard condition in this field (cf. (2.4) for a simplified version). (It is worth mentioning that essentially the same condition has been independently suggested by Pereira (1994) .) Similarly, also in de Haan's work on multivariate extreme value statistics it is not assumed that the observations are drawn from an exact extreme value distribution, but only that the underlying distribution belongs to the domain of attraction of such a distribution. Moreover, he always preferred weak smoothness conditions on the exponent measure pertaining to this multivariate extreme value distribution to restrictive parametric submodels of the natural infinite-dimensional extreme value model. With the improvement of the resulting nonparametric methods, in the last couple of years this approach has become more widely accepted as a reliable tool, that is more robust than parametric approaches.
The extreme value estimators, that were suggested and analyzed for univariate i.i.d. samples by Laurens de Haan and many others, can also be used for the marginal tail analysis of stationary time series, but often their performance deteriorates because of the serial dependence between the observations. Therefore, in contrast to the aforementioned general trend towards weak model assumptions, in the literature on extreme value statistics for time series (and particularly linear time series) often an approach is favored in which a parametric serial dependence structure is assumed and estimators are considered which are based on a tail analysis of the (nearly independent) residuals after the parametric model has been fitted. In the main Section 2, we will reassess some of the results which seemingly show the underperformance of a direct extreme value analysis, that only requires weak nonparametric assumptions on the dependence structure, relative to the model-based approach.
Often one is interested not only in the marginal tail behavior but also in the extremal dependence structure. The literature on the dependence analysis is strongly dominated by the problem of estimating the extremal index, that describes the influence of the serial dependence on the asymptotic behavior of maxima of consecutive observations. It is somewhat surprising that, while in the last two decades statistical methods which are based on exceedances (or order statistics) instead of block maxima have become much more popular, this shift of focus is not reflected in the statistical theory of the extremal dependence structure. In Section 3, we will argue that the statistical inference of the extremal dependence structure should be put on a broader basis and exemplify this claim by the asymptotic behavior of naturally arising statistics that were analyzed by Laurens de Haan and co-authors in a specific time series model. Obviously, the extreme value statistics of time series is a field of research much too broad and diverse to be reviewed in a short article. For that reason, we decided to focus on the two above topics, knowing that this selection is largely a matter of taste. Important subfields which we will not discuss at all are, for instance, the extreme value inference under additional structural assumptions (e.g. for Markov chains) and the analysis of nonstationary or multivariate time series, among many other topics. We will also not discuss Laurens de Haan's contributions to the extreme value theory of continuous time processes, since he usually assumes that i.i.d. copies of the whole process are observed. Consequently, this theory is a natural extension of the theory for multivariate observations rather than the theory for time series and will thus be discussed in Michael Falk's contribution to this volume.
Throughout this article, we will assume that X t , t ∈ Z, is a stationary time series with marginal distribution function (d.f.) F X , that belongs to the domain of attraction of some extreme value distribution.
2
Marginal tail analysis: In models we trust?
In this section we assume that only the tail behavior of the stationary marginal d.f. F X is to be analyzed. To this end, estimators of tail parameters based on exceedances over high thresholds can be used which were developed for i.i.d. observations, but the serial dependence must be taken into account when the accuracy of these estimators is assessed (e.g. to construct confidence intervals).
Roughly speaking, one can distinguish three different approaches:
(i) One tries to identify independent clusters of exceedances and constructs a new data set by taking one observation (usually the cluster maximum) from each cluster. This way one obtains an i.i.d. sample whose tail behavior can be analyzed using standard techniques from classical extreme value statistics for i.i.d. data.
(ii) In a nonparametric approach, one may also apply the classical tail estimators (originally proposed for i.i.d. samples) directly to all exceedances observed in the time series. However, if one wants to construct confidence intervals, then one needs results on their asymptotic behavior that hold true under mild assumptions on the serial dependence structural.
(iii) Finally, in a semiparametric fashion, one can fit a parametric model of the serial dependence to the data and then one can try to infer the tail behavior of the time series from a suitable analysis of the residuals. This approach seems best suited for heavy-tailed linear time series for which the relationship between the tail of the stationary distribution and the tail of the distribution of the innovations is particularly simple. Unfortunately, in many applications either it is difficult to identify independent clusters of extremes, or the clusters are large so that it would be a great waste of information to use but one observation in each cluster. For example, time series of returns of some financial investment often exhibit long periods of high volatility during which several dependent exceedances occur. Moreover, declustering schemes often depend on certain subjective choices, and usually the influence of these choices on the accuracy of the tail analysis is difficult to assess. (A first trial to overcome these problem was made by Ledford and Tawn (2003) .)
For these reasons, in the sequel we will focus on the nonparametric approach (ii) and the model-based semiparametric approach (iii). In particular, we will compare the accuracy and the robustness of resulting estimators of extreme quantiles in the case of heavy-tailed linear time series.
Direct extreme value analysis
Among all tail estimators, the asymptotic behavior of the Hill estimator
under serial dependence has been studied most thoroughly in literature; here X j:n denotes the jth smallest order statistic of X 1 , . . . , X n . One of the first references is an unpublished manuscript by Rootzén, Leadbetter and de Haan (1990) , in which the asymptotic normality of the Hill estimator is established under quite weak conditions, including strong mixing of the time series. At about the same time, Hsing (1991) independently proved the asymptotic normality of the Hill estimator under comparable, but different structural assumptions on the serial dependence. Since then, the limit distribution of (variants of) the Hill estimator under serial dependence has been examined in several papers; see, e.g., Resnick and Stȃricȃ (1997) and Novak (2002) .
Of course, in most applications, the extreme value index is not the primary object of interest, but for instance exceedance probabilities or extreme quantiles are to be estimated. Consequently, Rootzén, Leadbetter and de Haan (1990) also examined the asymptotic behavior of extreme quantile estimators. Moreover, more general statistics of the type
(with suitable functions φ n ) were considered, which are nowadays known as tail array sums. The asymptotic theory of tail array sums was further developed by Leadbetter and Rootzén (1993) and Leadbetter (1995) . In a final version, this part of the manuscript was published in the article Rootzén, Leadbetter and de Haan (1998) .
The general results about the asymptotic normality of tail array sums proved a powerful tool. In particular, Rootzén (1995) , who established the weak convergence of the empirical process
(withF X = 1 − F X ) towards a Gaussian process under β-mixing (absolute regularity) of the time series, used this result to verify the convergence of the finite dimensional marginal distributions. (In the improved version Rootzén (2006) , a similar result is also established under the weaker assumption that the time series is strongly mixing.) Using this convergence, Drees (2000) proved a weighted approximation of the pertaining tail quantile process, from which one can easily conclude the asymptotic normality of a general class of estimators of the extreme value index or of estimators of extreme quantiles; cf. Drees (2000 Drees ( ,2002 Drees ( ,2003 .
Model-based tail estimators
Here we focus on linear time series models, because for this class the semiparametric model-based approach seems particularly promising. More precisely, we assume that the time series allows a representation as a moving average of infinite order:
Moreover, the i.i.d. innovations Z t are assumed to have balanced heavy tails, i.e. their survival functionF Z satisfies
for some γ > 0, p ∈ (0, 1] and some slowly varying function L. Mikosch and Samorodnitsky (2000) proved that
j < ∞ for γ < 1/2, and 0 < ∞ j=−∞ |ψ j | 1/γ−ε < ∞ for some ε > 0 in the case γ ≥ 1/2, and if E(Z t ) = 0 for γ < 1. (Under stronger conditions, similar results were already established by Davis and Resnick (1985) and Datta and McCormick (1998) , among others.)
In particular, the time series has the same extreme value index γ as the innovations. Hence, if one has estimated the coefficients ψ j and the time series model is invertible, then it suggest itself to estimate γ by applying the Hill estimator (or some other estimator of the extreme value index) to the resulting residualsẐ t , which are approximately i.i.d. Moreover, if p (or some estimate of it) is known, one may even calculate estimates of exceedance probabilitiesF X (x) over high thresholds x or estimators of extreme quantiles F −1 X (1 − t) (for small t > 0) from estimators of the corresponding quantities of the d.f. F Z of the innovations, which in turn can be obtained from a tail analysis of the residuals. This program has been worked out for the first time by Resnick and Stȃricȃ (1997) for the Hill estimator and autoregressive time series AR(m) of order m < ∞:
Letφ i , 1 ≤ i ≤ m, be estimators of the coefficients such that d n (φ i − ϕ i ) 1≤i≤m converges to some nondegenerate distribution; here d n → ∞ determines the rate of convergence of the estimatorsφ i . Define the residualŝ Resnick and Stȃricȃ (1997) proved that the Hill estimator based on the absolute residualŝ
(with |Ẑ| j:n−m denoting the jth smallest order statistic of
weakly, provided that the d.f. F |Z| of the absolute innovations satisfies the second order condition
for someρ ≤ 0, and the number k of order statistics used for estimation tends to ∞ sufficiently slowly such that
(2.6) (Ling and Peng (2004) , who established a similar result for ARMA time series, showed that condition (2.6) is not needed if d n equals the best attainable rate.)
In contrast, the Hill estimator applied to the absolute observations |X t | directly is asymptotically normal with asymptotic variance
with ψ i denoting the coefficients of the MA(∞)-representation of the time series, i.e. X t = ∞ i=0 ψ i Z t−i , provided that the d.f. F |X| of the absolute observations and the sequence of numbers of order statistics used for estimation satisfy the analogs to the conditions (2.4) and (2.5). Note that the asymptotic variance (2.7) of the Hill estimator directly applied to the absolute values of the observations is strictly larger than the asymptotic variance γ 2 of the Hill estimator based on the absolute residuals. For example, if one considers an AR(1) time series with coefficient ϕ 1 ∈ (−1, 1), then ψ i = ϕ i 1 , i ∈ N 0 , and the asymptotic variance (2.7) equals γ 2 (1 + |ϕ 1 | 1/γ )/(1 − |ϕ 1 | 1/γ ). Therefore, Resnick and Stȃricȃ (1997) claimed that "the procedure of applying the Hill estimator directly to an autoregressive process is less efficient than the procedure of first estimating autoregressive coefficients and then estimating α" (= 1/γ) "using estimated residuals". This conclusion, however, is justified in general only if both Hill estimators use the same number of order statistics. Since the optimal numbers of order statistics used by the Hill estimators are essentially determined by the functionsÃ occurring in the second order condition (2.4) for F |Z| (in the case of the residual-based estimator) and A in the analog condition for the absolute time series (for the directly applied Hill estimator), it is a priori unclear which of the estimators has the smaller variance when they both use an appropriate number of order statistics. Indeed, if the second order parameterρ is smaller in absolute value than the analogous parameter ρ from the second order condition for F |X| , then the best rate of convergence that can be achieved by the residual-based Hill estimator is of lower order than the optimal rate of the directly applied Hill estimator, i.e. the former estimator has asymptotic efficiency 0 with respect to the latter estimator. Conversely, if |ρ| > |ρ| then the directly applied Hill estimator is asymptotically inefficient w.r.t. the model-based estimator, if both use the optimal number of order statistics.
For general linear time series, it is not known how the second order behavior of F |X| is related to the second order behavior of F |Z| . However, for first order moving averages the relationship has been discussed by Geluk, Peng and de Vries (2000) and , and the same technique can be used for finite order moving averages. For general linear dependence structures but a rather particular class of distributions of innovations, the relationship can be deduced from results by Barbe and McCormick (2004) . More precisely, assume that
as x → ∞. Then, by Section 2.1 of Barbe and McCormick (2004) , the tail of the linear time series (2.1) behaves asymptotically as
Hence, for this type of innovations, both functions A(t) andÃ(t) are multiples of t −1 , but the constant factors differ from each other. Note that the above expansion ofF Z is equivalent to F −1
, up to terms of smaller order the tails behave like those of a shifted Pareto distribution. This shows that indeed the result by Barbe and McCormick describes the relationship between the second order behavior of the tails of F Z and F X (or of F |Z| and F |X| ) only for a rather limited family of distributions of innovations.
To sum up, in general, the result by Resnick and Stȃricȃ (1997) does not allow to compare the asymptotic performance of the direct nonparametric approach and the model-based estimator if both use an appropriate number of order statistics.
Having said that, it is nevertheless plausible to expect that the residual-based estimator has a smaller variance if the extra factor by which γ 2 is multiplied in the variance formula (2.7) is much larger than 1 (e.g. if the absolute coefficient of an AR(1) time series is close to 1). However, even in that case, the model based approach has serious drawbacks:
• As mentioned before, usually one is not mainly interested in the extreme value index but e.g. in exceedance probabilitiesF X (x) (or extreme quantiles). To estimate such quantities, one uses the relationship (2.3) which may introduce a non-negligible additional error term if for the given threshold x the ratioF X (x)/F Z (x) is poorly approximated by the right hand side of (2.3).
• Of course, the model-based approach makes sense only if the model assumptions are (approximately) fulfilled. Although this remark is almost trivial, it is nevertheless crucial to be aware of the fact that even moderate deviations from the linear relationship between X t and X t−1 , . . . , X t−m , which can hardly be detected by statistical tests, may completely wreck up the residual-based estimator, as we will see in the next subsection.
2.3
Comparison of model-based and direct extreme quantile estimators: a simulation study
Here we assume that X t , t ∈ Z, is a stationary AR(1) time series, i.e. X t = ϕ 1 X t−1 + Z t with i.i.d. innovations Z t satisfying (2.2), and that an extreme quantile F −1 X (1 − t) (t > 0 small) is to be estimated. In this case relation (2.3) reads as
For simplicity (and in favor of the model-based approach) we assume that p is known to be equal to 1/2, so that (2.8) simplifies to
which, by the regular variation ofF Z , is equivalent to the following relationship between the corresponding quantile functions:
Hence, in the model-based approach one may estimate F −1 X (1 − t) as follows:
• Estimate ϕ 1 , e.g., by the sample auto-correlationφ 1 at lag 1.
• Approximate F −1 
whereẐ j:n−1 is the jth smallest order statistic of the residualsẐ t = X t −φ 1 X t−1 , 2 ≤ t ≤ n, andγ 
for sufficiently small u and k/n.)
In a small simulation study we consider time series of length n = 2000 with ϕ 1 = 0.8 and two different symmetric distributions of the innovations Z t : a) a double-sided (unshifted) Pareto distribution, i.e.F Z (x) = F Z (−x) = 0.5x −1/γ for x ≥ 1 with γ = 1/2; b) a double-sided shifted Pareto distribution, i.e.F Z (x) = F Z (−x) = 0.5(x + 1) −1/γ for x ≥ 0 with γ = 0.3.
Clearly, Model a) is particularly favorable for the model-based approach, since the Hill estimator based on the innovations and (according to aforementioned results) also the Hill estimator based on the residuals is asymptotically unbiased for all intermediate sequences k = k n . In contrast, one might expect a significant bias of the model-based quantile estimator in Model b) if one uses too large a number of order statistics, as the Hill estimator is sensitive to a shift of the data. In the first Model, it is a priori not clear how large the bias of the direct nonparametric quantile estimator will be, since the second order behavior of F X is not known. For Model b), however, the aforementioned result by Barbe and McCormick (2004) is applicable. A careful inspection of the proofs given by Resnick and Stȃricȃ (1997) and Drees (2000) and lengthy, but straightforward calculations show that the ratio of minimal asymptotic root mean squared errors of the model-based Hill estimator and the directly applied Hill estimator equals
which is approximately equal to 1.03 for ϕ 1 = 0.8 and γ = 0.3. Hence, one may expect that the directly applied Hill estimator performs slightly better than the model-based estimator and this superiority may also carry over to the corresponding quantile estimators.
We assume that the quantile F Figure 1 displays the simulated root mean squared error (RMSE) and the L 1 -error of the direct quantile estimator (solid, resp. dotted line) and of the model-based estimator (dashed, resp. dash-dotted line) versus the number k of order statistics used for estimation. Obviously, the model-based approach outperforms the direct estimator in Model a), in that it has a much smaller RMSE and L 1 -error if k is chosen optimally. Moreover, its performance is less sensitive to an inappropriate choice of k: it performs reasonably well for all values of k between 150 and 750 (i.e., as expected one might use a very large proportion of all positive residuals), while the performance of the direct quantile estimator quickly deteriorates when k is smaller than 200 or larger than 300. Conversely, as expected, in Model b) the direct estimator performs somewhat better than the model-based estimator, i.e., its minimal RMSE and L 1 -error is smaller than the corresponding errors of the modelbased estimator, and the performance of the direct estimator is less sensitive to the choice of k. However, both effects are much less pronounced than in Model a). This can also be seen from Table 1 which summarizes the minimal errors with the corresponding optimal values of k and also the simulated bias and the standard errors (i.e. simulated standard deviations) for the choice of k which leads to the minimal RMSE: while in Model a) the RMSE of the direct estimator is about 2.5 times larger than the RMSE of the model-based estimator, the ratio between the minimal RMSE's in Model b) is just about 1.2. From these results, one gets the impression that, although the model-based approach does not yield more accurate estimators for all distributions of innovations, its overall performance is at least as good as the performance of the direct nonparametric approach. However, as we will see next, this interpretation is premature (and indeed quite dangerous) as the model-based estimator can be very sensitive to relatively small deviations to the model.
As an example, we consider a nonlinear AR(1) time series, namely a stationary solution to the equation
Here the linear relationship between X t and X t−1 is perturbed by an extra logarithmic term. Of course, one cannot expect that the relationship (2.8) holds in this nonlinear model. Hence, most likely, the model-based estimator will show an increased bias.
From Figure 2 , which shows a typical scatterplot of (X t−1 , X t ) for a time series according to model (2.9) with shifted double-sided Pareto innovations from Model b), it is apparent that, with the naked eye, such a time series can hardly be distinguished from a classical linear AR (1) p. 36 f.) detect dependence in the residuals with probability less than 0.06, i.e. these tests are not capable of detecting the model deviation. Also the Portmanteau test with nominal size 0.05 applied to the residuals has a maximal power of about 0.13, i.e. the rejection rate is less than 0.1 higher than the false alarm rate if the data comes from the corresponding AR(1) model. (Note that the Portmanteau test should not be applied if the variance of the innovations is infinite; hence, strictly speaking, it is not suitable for Model a).) To sum up, it is almost impossible to distinguish a time series from model (2.9) from a linear AR(1) time series. Figure 3 shows the RMSE and L 1 -errors of the quantile estimator obtained from the direct approach and the model-based approach when the time series are simulated according to (2.9), but erroneously a linear AR(1) model is assumed. Table 2 gives the minimal errors in this case (analogously to Table 1 ). For both d.f.s of the innovations, the errors of the model-based quantile estimators are much larger in the nonlinear AR(1) model than for the classical linear AR(1) time series. To a large extent, the deterioration of the performance is caused by the large bias, but also the variance is much larger now even if the decrease of the optimal number of order statistics is taken into account. In sharp contrast, the direct quantile estimator, which does not rely on a specific time series model, is more precise for these nonlinear AR(1) time series than for the linear ones. Consequently, if the innovations are drawn from Model a), then the minimal RMSE of the model-based quantile estimator is about 25% larger than the minimal RMSE of the direct quantile estimator, while for innovations according to Model b) the RMSE of the model-based estimator is more than 7 times larger than the RMSE of the nonparametric estimator! Figure 4 demonstrates that the very poor performance of the quantile estimator which is based on the residual analysis is not due a few particularly wrong estimates but that indeed the estimator yields rather poor results with a high probability. In this plot, for innovations according to Model b), kernel estimates of the density of the direct (solid line) and the model-based quantile estimators (dashed line) are displayed for optimal values of k (i.e., k = 99 and k = 22, respectively). While the mode of both densities is close to the true value (indicated by the vertical dotted line), the density of the model-based estimator 
bias / s.e. direct estimation 11.9 (k=247) 8.4 (k=260) 2.1 (k=99) 1.5 (k=122) -0.0 / 11.9 0.0 / 2.1 model based estimation 14.9 (k=462) 11.4 (k=498) 15.4 (k=22) 9.7 (k=16) 9.2 / 11.7 9.5 / 12.1 is strongly skewed to the right and has a large spread. In contrast, the distribution of the nonparametric estimator is more symmetric and much more concentrated around the true value.
To sum up, the example shows that the model-based approach to the estimation of extreme quantiles can give completely misleading estimates even if the deviation from the assumed linear time series model is moderate in the sense that it is very difficult to detect by means of statistical tests. Therefore, it seems advisable to use estimators only with utmost care which are based on an extreme value analysis of residuals obtained under parametric model assumptions about the dependence structure. In particular, it is not justified to consider them generally superior to the directly applied extreme value estimators.
3 Analysis of the extremal dependence structure: Is there a world behind the extremal index?
So far we have only considered estimators of the marginal tail behavior. For many applications, also the dependence between consecutive extreme values of the time series is of interest. For example, if X t denotes the negative return (loss) of some financial investment, it is important to assess the risk that all (or some of) the losses X t , X t+1 , . . . , X t+m−1 in m consecutive periods (or perhaps the total loss m−1 i=0 X t+i ) are large. In the analysis of the extreme value behavior of maxima M n := max 1≤t≤n X t of n consecutive observations the so-called extremal index plays a crucial role. LetX t , 1 ≤ t ≤ n, denote an associated sequence of i.i.d. random variables with d.f. F X . Assume that, for some normalizing constants a n > 0 and b n ∈ R, max 1≤t≤nXt − b n a n −→ G weakly for some nondegenerate d.f. G. Leadbetter (1983) proved that then
and ∃ m n = o(n) : lim n→∞ α n,mn = 0 holds for all u n = a n x + b n with x > G −1 (0), and the d.f. P {(M n − b n )/a n ≤ x} of the standardized maximum converges for some x > G −1 (0). Hence, if the extremal index θ is strictly positive, the maximum converges to some nondegenerate limit distribution that is of the same type as the limit distribution in the case of independence.
Moreover, Hsing, Hüsler and Leadbetter (1988) proved that under weak additional assumptions (including the slightly stronger mixing condition ∆(u n )) the point process n t=1 ε t/n 1 (anx+bn,∞) (X t ) of standardized time points at which exceedances occur converges to a compound Poisson process. Then, typically, the extremal index θ equals the reciprocal value of its mean cluster size (although in general one only knows that θ is a lower bound for this value).
Since the asymptotic behavior of maxima of consecutive observations is completely determined by the extremal index and the tail behavior of F X , the literature on the statistical analysis of the extremal dependence structure focusses on the estimation of θ and, to a lesser extent, the estimation of the cluster size distribution; see Hsing (1991 Hsing ( , 1993 , Smith and Weissman (1994) , Weissman and Novak (1998) , Ancona-Navarrete and Tawn (2000) and Ferro and Segers (2003) , among others.
However, as the aforementioned example shows, in financial applications often other statistics of extreme values (than maxima) are of main interest, and the same holds true in other fields of applications where exceedances over high thresholds rather than block maxima are considered. We will demonstrate by a particular time series model that the extremal index and the cluster size distributions are often not sufficient to determine the distribution of statistics which arise in a natural way.
In the remainder of this section, we consider stationary solutions of stochastic recurrence equations of the type
with (A t , B t ) denoting i.i.d. random vectors with values in (0, ∞) 2 . For instance, a squared ARCH(1) time series satisfies this relationship; further applications of this model were described by Vervaat (1979) . Kesten (1973) proved that such a stationary solution exists if A 1 does not have a lattice distribution, the distribution of B 1 /(1 − A 1 ) is not degenerate, and if there exists κ > 0 such that EA Note that log W j , j ≥ 1, is a random walk with negative drift. Hence the sequence W j , j ≥ 1, tends to 0 and it is almost surely bounded. Let U k denote the kth largest value of this sequence. Then the extremal index θ and the probability π k that a cluster of the limiting compound Poisson point process has size k are given by
Hence the extremal index is determined by the distribution of the maximum of the geometric random walk W j , j ≥ 1, and the probability that a cluster of exceedances has size k is determined by the distributions of the k largest "order statistics" of this sequence.
More recently, Gomes et al. (2004) (see also Gomes et al. (2006) ) analyzed the joint asymptotics of k consecutive observations of the stationary solution of the recurrence equation (3.10). More precisely, they proved that there exists a sequence a n > 0 such that
for all x j > 0. Obviously, the limits on the right hand sides cannot be expressed in terms of the extremal index θ and the cluster size distribution π k , k ≥ 1, for all x j > 0. However, this will not even be possible in the special case that all x j are equal to some x, say, so that
because the right hand sides depend on the distribution of the minimum and the maximum of a finite segment of the sequence W j , j ≥ 1, instead of the distribution of the order statistics of the whole sequence.
The asymptotic variance of the Hill estimator discussed in Section 2 is another example of a parameter which arises naturally in statistical applications and cannot be determined from the extremal index and the cluster size distribution. Drees (2000) showed that the Hill estimator based on the k largest observations of a stationary solution of the recurrence equation (3.10) is asymptotically normal with variance
provided that k tends to ∞ not too fast. (An analogous result holds true for the maximum likelihood estimator of the extreme value index, which is asymptotically normal with a similar variance with factor (1 + 1/κ) 2 instead of κ −2 .) Here, the parameter is determined by all marginal distributions of the geometric random walk W j , j ≥ 1.
These examples demonstrate that in many applications the extremal index (and often also the cluster size distribution) does not give the information one is actually interested in. Thus there is clearly a need to put the statistical analysis of the extremal dependence on a broader basis such that also parameters can be treated which describe aspects of the dependence structure different from the size of clusters of exceedances.
An interesting point of departure may be the concept of cluster functionals introduced by Yun (2000) and developed further by Segers (2003) . Roughly speaking, these are functionals which depend only on all shortest vectors of observations containing exceedances over a given high threshold. An asymptotic theory on estimators of functionals of that type would be a significant step forward towards a general approach to analyze the extremal dependence structure of stationary time series.
Conclusions
In Section 2 we compared the direct approach to the marginal tail analysis, advocated by Rootzén, Leadbetter and de Haan (1990) , among others, with a model-based approach where the tail of the residuals is analyzed. It was pointed out that the perception that the latter approach is more efficient when the model assumptions are correct is not generally justified. Moreover, it was shown that the model-based estimators can be extremely sensitive to moderate deviations from the models, which are difficult to detect by statistical means. Hence, in most applications, the direct nonparametric analysis, that has proved powerful in the classical i.i.d. setting in several papers by Laurens de Haan and many others, seems also preferable for the tail analysis of serially dependent data.
It is worth mentioning that usually the model-based approach is even more problematic if a nonlinear time series model is assumed. For example, as we have seen in Section 3, the marginal tail behavior of a stationary solution to the stochastic recurrence equation (3.10) does not only depend on the tail of the "innovations" A t (and B t ), but on their whole distribution, since the extreme value index γ = 1/κ is determined by the relationship EA κ 1 = 1. So, in a parametric submodel, it will not be sufficient to analyze the tail behavior of suitably defined residuals, but one has to estimate this expectation, that depends on the center of the distribution of the innovations and, in addition, is sensitive to deviations in the tail. Hence, to obtain a reliable estimate, usually one has to combine some nonparametric estimate for the central region with an extreme value estimator for the tail of the distribution of the innovations, which makes the whole method cumbersome.
While in the marginal tail analysis sometimes too restrictive model assumptions are used, the inference on the extremal dependence structure is often too focussed on the extremal index (which is then estimated in quite general time series models). The nonlinear time series (3.10) is a nice example in which parameters arise in a natural way which cannot be expressed in terms of the extremal index or the cluster size distribution. This observation calls for more general estimators of the extremal dependence structure. Unfortunately, even from the most optimistic point of view, such a general theory has just started to emerge and many challenging problems still wait for a solution.
