We analyze a multi-server priority queueing system with partial buffer sharing, where the input is a discrete autoregressive process of order 1 (DAR(1)) which is known as a good mathematical model for a VBR-coded teleconference video traffic. We assume that arriving packets are classified into two priority classes, say, high priority class and low priority class based on their importance. A threshold T is set to limit the accessibility of low priority packets to the buffer. When the partial buffer sharing is applied to the real time traffic such as teleconference video traffic, it is known that it can decrease the queueing delay at the expense of the loss of low priority packets which is less important. Since the queueing delay is more important than the loss probability for real time traffic, it is important to analyze the queueing delay of DAR(1) arrivals under the partial buffer sharing policy. Based on the Wiener-Hopf factorization of the GI/GI/1 queue, we obtain the waiting time distribution of a packet which is not discarded at its arrival in the steady state. Numerical examples are provided to show the feasibility of our analysis. We also show that the partial buffer sharing policy significantly decreases the waiting time as the value of threshold increases.
Introduction
The partial buffer sharing policy is an overload control mechanism to meet the required QoS (Quality of Service) of different traffic in B-ISDNs (Broadband -Integrated Services Digital Networks). In the partial buffer sharing policy, the input packets are classified into priority classes according to their importance, and threshold value(s) is(are) assigned to each priority class to limit their access to the network resources. So, when a packet, belonging to a certain priority class with threshold value T , arrives at the system, the packet is accepted to be stored in the buffer only if the queue length, defined by the total number of packets in the system, at the packet arrival time is less than or equal to T . Otherwise, the packet is discarded. By doing this, higher priority packets have less loss probability and shorter queueing delay at the expense of loss of lower priority packets. It has been shown that the partial buffer sharing policy not only performs well to meet the various QoS requirements for multiple priority classes, but also can be implemented easily, so it has been proposed as a good candidate for an overload control mechanism and analyzed intensively [5, 7, 8, 16, 17] . Lucantoni et al. [8] analyzed the partial buffer sharing policy when the arrival process is a Poisson process. Kröner et al. [7] examined the performance of the partial buffer sharing policy based on the M/G/1/N queueing system. They also considered an ON and OFF source as input traffic and provided an approximation for the loss probability of each class. Hou et al. [5] analyzed the partial buffer sharing policy with a multiplexing of ATM CBR (Continuous Bit Rate) traffic and bursty traffic. Yin et al. [17] considered a packet voice multiplexer where packets are selectively discarded during periods of congestion. They assumed that the input traffic is a Markov modulated fluid flow (MMFF) and analyzed the system to show that their control mechanism achieves significant improvement in system performance. Yegani [16] considered an ATM multiplexer whose inputs consist of voice and data traffic. He modelled the input traffic as a Markov modulated Poisson process (MMPP) and analyzed the MMPP/G/1/N queue to examine the system performance. Some variants of the partial buffer sharing policy and other overload control mechanisms can be found in the literature. Interesting readers refer to [1, 3, 4, 10, 6, 14, 15, 1] and the references therein.
Although the earlier studies have been focused on the MMPP or its variants as the input traffic model, another traffic models should be also considered to more deeply understand the performance behavior of the partial buffer sharing policy. One of important traffic models other than the MMPP or its variants is the discrete autoregressive process of order 1 (shortly, DAR(1)). The DAR(1) process was shown to be a good candidate to model VBR-coded teleconference video traffic at frame level by Elwalid et al. [9] . It is shown that the DAR(1) process is a Markov process whose autocorrelation function is geometrically decaying and it exhibits general marginal distribution [12, 13] . In spite of such merits and its importance as a stochastic model, relatively little attention has been paid to the DAR(1) process in performance analysis because the analysis of a queueing system with the DAR(1) process is not easy to develop. Recently, some analytic techniques for the queueing system with the DAR(1) process and no control mechanism, were developed by Hwang et al. [12, 13] . However, to the best of the authors' knowledge there is no study on the performance analysis of the partial buffer sharing policy when the input is according to the DAR(1) process.
In this paper, we analyze an infinite buffer multi-server queueing system with the partial buffer sharing policy where the input traffic is modelled by the DAR(1) process. We assume that, when the input generates packets, it classifies the packets into two classes, say a high priority class and a low priority class, according to their importance. There is a single infinite size buffer in the system which accommodates arriving packets and serves packets in the buffer in a FIFO (First In First Out) manner. In the analysis, a threshold T is set to limit the accessibility of low priority packets to the buffer and there is no limit for high priority packets to access to the buffer because we consider an infinite size buffer. Since for real time traffic the queueing delay is more important QoS (Quality of Service) parameter than the loss probability, in our model the partial buffer sharing policy is used to decrease the waiting time of packets in the buffer (i.e., the queueing delay) at the expense of the loss of low priority packets. Note that a previous study revealed that the partial buffer sharing policy can reduce the waiting time in the buffer while maintaining the least degradation in information loss when it is applied to the buffer which accommodates real time traffic such as packetized voice traffic [17] . Furthermore, we can easily implement the partial buffer sharing in real situation. Therefore, it is worth while to analyze the waiting time distribution under the partial buffer sharing policy when we have real time traffic.
The rest of the paper is organized as follows: In section 2, we describe the DAR(1) arrival process and the system modelling. In section 3, we analyze the system by using the Wiener-Hopf factorization of the GI/GI/1 queue and in section 4 we compute the waiting time distribution of an arbitrary packet which is not discarded at its arrival instant. In section 5, we provide numerical results to show the feasibility of our analysis and to examine the performance behaviors of the partial buffer sharing policy when the input traffic is according to the DAR(1) arrivals. Conclusions are given in section 6.
The Model
We consider an infinite buffer multi-server queueing system with the partial buffer sharing policy where the time axis is divided into slots of equal size. The packet arrival process is according to a discrete autoregressive process of order 1 (shortly, DAR(1) process).
In order to define a DAR(1) process {A m } m≥0 , we should introduce two independent random sequences {α m } and {B m }. Here, {α m } is an i.i.d. (independent and identically distributed) sequence of Bernoulli random variables with state space {0, 1} and the distribution of α m is given by:
{B m } is an i.i.d. sequence with probability mass function denoted by
Then, the discrete autoregressive process {A m } of order 1 is defined as follows:
That is, A m is equal to its previous value A m−1 with probability 1−p, and it is equal to a new random variable B m with probability p. Accordingly, the higher p the lower correlation between A m and A m+1 . For other interesting properties of the DAR(1) process, refer to [12, 13] . Since we view the DAR(1) process as our packet arrival process in this paper, A m is interpreted as the number of packets (or the size of a batch) arriving in the m-th slot. We assume that, when a packet is generated, it is classified into two priority groups according to its importance. So, to model such situation we further assume that the sequence {B m } consists of two sub-processes {B m may be dependent with each other, in general. Hence, the discrete autoregressive arrivals {A m } considered in the paper is actually given by:
For the analysis, we assume the joint probability mass function of
m is independent of m and denoted by
Further, the marginal distributions for both sub-processes are denoted by
We assume that there are c(≥ 1) server(s) in the system and accordingly, at most c packets in the queue can be served in a slot simultaneously. The service discipline is FIFO (First In First Out). We also assume that a newly arriving packet enters the system immediately after the beginning of a slot, i.e., early arrival model, so it can be served immediately after its arrival if the queue length is less than c at its arrival time. We assume that the system can always accept at least c newly arriving packets in each slot. We will explain the details of accepting packets shortly.
We assume a threshold T is given in the system. So, when a batch consisting of high and low priority packets arrives at the system and the queue length at its arrival epoch does not exceed the threshold T , all the packets in the batch are stored in the queue. However, when the queue length at the batch arrival epoch exceeds the threshold T , the number of packets allowed to be stored depends on the number of high priority packets in the batch as follows: If the queue length at the batch arrival epoch exceeds the threshold T and the number c h of high priority packets in the batch is greater than or equal to c, then only high priority packets are stored. On the other hand, if the number c h of high priority packets in the batch is less than c, then min(c − c h , c l ) low priority packets in the batch are stored as well as c h high priority packets where c l is the number of low priority packets in the batch. Therefore, the system tries to accept as many low priority packets as possible as long as the system performance does not become worse (or the queue length does not increase due to the acceptance of low priority packets) even when the queue length exceeds the threshold T . By doing this we can achieve a good overload control mechanism which decrease the queueing delay while degrading the loss probability of low priority packets. 
Preliminaries
For the analysis we first explain basic, active and idle periods of the arrival process introduced in [13] . Based on the concept of the basic period, an active period is defined by a basic period during which there arrives a batch of size greater than 0. An idle period is then defined by the time interval between two consecutive active periods. Note that we can have an active period immediately followed by the next active period. In this case, we have an idle period of length 0. Without loss of generality we may assume that the first active period starts from slot 1.
For later use, we introduce two random variables X n and Y n which denote the lengths of the n-th active period and the n-th idle period, respectively, for n ≥ 1. Then it is easy to show
denote the number of high priority packets, andB (L) n denote the number of low priority packets arriving during a slot of the n-th active period. We useB n =B
remain the same during the n-th active period and thatB n =B
should be greater than 0. We then have
n are essentially the same as B 
The Queue Length Distribution
Now we are ready to analyze our system. For doing this, we first construct an embedded Markov chain for the queue length where the beginnings of active periods are considered as our embedded points. For the time being we assume that the service discipline is LIFO (Last In First Out) for convenience and simplicity (The reason why we do this will be clear in the analysis). Note that this assumption does not make any difference in the stationary distribution of the queue length at the embedded points.
Let q n denote the queue length at the n-th embedded point for n ≥ 1. Then, if q n ≤ T , then both priority packets in a batch newly arriving at the system are stored in the queue until the queue length exceeds the threshold value T during the n-th active period. Once the queue length exceeds T during the n-th active period, some of low priority packets in a batch newly arriving at the system, depending on the number of high priority packets in the same batch, are discarded during the remaining slots of the n-th active period.
For the analysis, when q n = m(≤ T ), we introduce a random variable η n,m defined as follows:
where x means the smallest integer greater than or equal to x. The meaning of η n,m is as follows: WhenB n ≤ c, all arriving packets are immediately served after their arrival and η n,m denotes the number of packets in the queue which are served during the n-th active period. WhenB n > c, η n,m denotes the number of packets stored in the queue (η n,m does not include the packets served immediately after its arrival) during the n-th active period. So, if the length X n of the n-th active period is less than or equal to (T +1−m)/(B n −c) , then all arriving packets are accepted. Otherwise, all arriving packets are accepted during the slots (1, (T + 1 − m)/(B n − c) ) of the n-th active period, and only (B (H) n − c) + packets in each slot are stored during the rest of slots of the n-th active period.
When q n > T , some of low priority packets in a batch newly arriving at the system, depending on the number of high priority packets in the same batch, are discarded during the n-th active period. Similarly above, when q n > T , we introduce a random variable ζ n defined as follows:
Based on the above observation {q n } have the following evolution equation:
The general solution of the Markov chain defined as in (1) can be found in [2] . In [2] they presented an analytic method of getting the P.G.F. (Probability Generating Function) of the stationary distribution of the Markov chain, based on the Wiener-Hopf factorization. In the paper, we follow the method in [2] to obtain the P.G.F. of {q n }. Based on the results, we also present a numerical algorithm to compute performance measures to investigate the effect of the threshold on the system performance. In the analysis, we assume E[ζ n − cY n ] < 0 for the stability of our system.
Let g m (z) be the P.G.F. of the random variable η n,m − cY n , and f (z) be the P.G.F. of the random variable ζ n − cY n . For computing g m (z) let's consider the case of (B
where
.
Therefore, from (2) and (3) we obtain g m (z). Next we derive the P.G.F. f (z) of the random variable ζ n − cY n . From the definition of ζ n we have
where(x) − = min(0, x) and P {B
n = 0} = 0. Introduce the P.G.F. of the distribution of q n as follows:
Then, it follows from (1) that
Let P (z) be the P.G.F. of the stationary distribution of {q n }, i.e.,
Introducing
and letting n → ∞ in (5) we get, for |z| = 1
or, equivalently,
Consider the Wiener-Hopf factorization of 1 − f (z) as follows:
Here, ν + is defined to be the first (strong) ascending ladder index and ν − is defined to be the first (weak) descending ladder index, and
Note that both sides of (7) vanished when z = 1 and that, from our stability condition of the system we have R − (1) = 0. As in [2] , introducing, for |z| ≥ 1R
and substituting (8) into (7), we get
Rewriting (9) as
, |z| = 1 and applying Liouville's theorem, we have
where K is a constant, and finally we get
The values of p m , m = 0, · · · , T in (11) can be computed from (11) itself as follows:
For the details of the analysis, interested readers may refer to [2] .
Numerical Algorithm
Even though we obtain the P.G.F. P (z) of the stationary distribution of {q n }, to compute the distribution numerically we should compute {γ (m) k } and {r k }. In this subsection we focus our attention on how to compute those values numerically. For the numerical computations, we first need to truncate the distribution of f (z) by [−B, A], i.e.,
Here, we take A and B sufficiently large, so that
j=−∞ f j < for a small value of . Then it immediately follows that [11] 
When R − (z) = 0 for |z| ≥ 1, z = 1 (which holds in most practical situations), we have for |z| ≥ 1, z = 1
Observing the fact that R − (z) < ∞ as |z| → ∞ we have s i = 0 for i > 0. Therefore, for |z| ≥ 1, z = 1
From the fact that R (16), we have the following equations for {s n } 0 n=−∞ :
where the sequence {d i } is given in (15) . Hence, we can compute {s n } by iteration from (17) and (18). Now letting
from (10) we can obtain {h
k } from the following equations:
Our next step is to compute {γ
Since we are interested in the queueing delay of a packet stored in the buffer, we first have to compute the loss probability of low priority packets. For doing this, we tag an arbitrary slot during active periods in the steady state. Let k(n) be the probability that the elapsed life time of the random variable X is n at our tagged slot where X is the generic random variable for {X n }. Then we have
are the generic random variables of {B
n }, respectively, and E[B] be the mean of the random variable B where B is the generic random variable of {B m }.
Given that there are m packets in the beginning of the active period to which our tagged slot belongs, if m ≤ T , then the loss probability D(m) is given by
Here, the first equation is obtained from the following:
P {B (H) = l,B (L) = k − l} is the probability that an arbitrary batch consists of l high priority packets and k − l low priority packets for k ≥ 1.
is the probability that the queue length exceeds the threshold value T before our tagged slot.
is the probability that an arbitrary packet in the batch arriving at our tagged slot is lost.
Similarly, if m ≥ T + 1, then the loss probability D(m) is given by
Hence, from (24) and (25) the loss probability D is given by
Next we derive the P.G.F. W a (z) of the waiting time W a of an arbitrary packet (which is not discarded at its arrival) under the FIFO (First In First Out) service discipline. We tag an arbitrary packet. Let W a (z, k|m) = E[z W a I{B = k}|q = m] where q denotes the steady state version of the random variable sequence {q n } andB denotes the size of the batch to which our tagged packet belongs. Then, for k ≤ c
Here, the value of s denotes the number of packets in front of our tagged packet in the batch to which they belong. For m ≤ T and k > c, by the same argument given in the derivation of (24) we have
For m ≥ T + 1 and k > c we have
Hence, from (27), (28) and (29) we have
In this section we investigate the effect of the partial buffer sharing policy on system performance. For numerical computations we consider the input traffic having the following probability generating function.
where N h and N l are finite positive integers and 0 < t h , t l < 1. In this case, we can apply the numerical algorithm presented in subsection 3.3 to investigate the system performance. Let ρ be the offered load, defined by
Similarly we define ρ h and ρ l by
In the first experiment, we vary the threshold value and examine the behavior of the waiting time distribution. Here we use ρ = 0.85, ρ h = 0.5, b(0, 0) = 0.6, p = 0.5 and N h = N l = 10. The results are given in figure 2. In figure 2 , it is shown that the threshold value plays an important role in the waiting time distribution and as we expected the tail behaviors of the waiting time distribution become heavier as we increase the value of threshold. To check the effect of the value of p we vary the value of p from 0.5 to two different values: 0.3 and 1.0. When p = 1.0, arrivals are independent. In the experiment we use the same values for the other parameters as given above, and we plot the complementary waiting time distributions as we change the value of p in figure 3 . As shown in the figure, when the arrivals are independent, the partial buffer sharing policy achieves significant improvement in the waiting time. On the other hand, when the arrivals are the DAR(1) arrivals, the partial buffer sharing policy also improve the performance in the waiting time, but the improvement in the waiting time is relatively less significant than in the case of independent arrivals. In addition, we find that the improvement becomes less as the arrivals have stronger time correlations. These results show that the threshold value of the partial buffer sharing policy should be larger in the case of correlated arrivals than in the case of independent or less correlated arrivals.
In our last experiment, we fix the ratio of the high priority packets and the low priority packets and change the total offered load ρ to examine the changes in the waiting time distribution. Here, we use ρ h /ρ = 0.7, b 0 = 0.6, p = 0.5, T = 50 and N h = N l = 10. In figure 4 we change the total offered load ρ from 0.6 to 0.95 and the tail behaviors of the waiting time are plotted. As in previous observation, the partial buffer sharing policy achieves significant improvement in waiting time.
Conclusion
In the paper, we analyzed an infinite buffer multi-server queueing system with the partial buffer sharing policy, where the packet arrivals are according to a discrete autoregressive process of order 1 (DAR(1)) and either high or low priority is given to each packet. We obtained the waiting time distribution of a packet stored in the buffer in the steady state, based on the GI/GI/1 queueing theory. Some numerical results showed that the partial buffer sharing policy, when applied to the DAR(1) process, significantly decreases the waiting time at the expense of the packet loss of low priority. Since the DAR(1) process is a good candidate for modelling VBR-coded teleconference video traffic and the partial buffer sharing policy is also a good candidate for an overload control mechanism in the network, our analysis is useful in designing B-ISDN networks. 
