Abstract: Nowadays, the use of freeform surfaces in various functional applications has become more widespread. Multi-sensor coordinate measuring machines (CMMs) are becoming popular and are produced by many CMM manufacturers since their measurement ability can be significantly improved with the help of different kinds of sensors. Moreover, the measurement accuracy after data fusion for multiple sensors can be improved. However, the improvement is affected by many issues in practice, especially when the measurement results have bias and there exists uncertainty regarding the data modelling method. This paper proposes a generic data modelling and data fusion method for the measurement of freeform surfaces using multi-sensor CMMs and attempts to study the factors which affect the fusion result. Based on the data modelling method for the original measurement datasets and the statistical Bayesian inference data fusion method, this paper presents a Gaussian process data modelling and maximum likelihood data fusion method for supporting multi-sensor CMM measurement of freeform surfaces. The datasets from different sensors are firstly modelled with the Gaussian process to obtain the mean surfaces and covariance surfaces, which represent the underlying surfaces and associated measurement uncertainties. Hence, the mean surfaces and the covariance surfaces are fused together with the maximum likelihood principle so as to obtain the statistically best estimated underlying surface and associated measurement uncertainty. With this fusion method, the overall measurement uncertainty after fusion is smaller than each of the single-sensor measurements. The capability of the proposed method is demonstrated through a series of simulations and real measurements of freeform surfaces on a multi-sensor CMM. The accuracy of the Gaussian process data modelling and the influence of the form error and measurement noise are also discussed and demonstrated in a series of experiments. The limitations and some special cases are also discussed, which should be carefully considered in practice.
Introduction
Nowadays, modern optical components with freeform surfaces are widely used since they have the advantages of excellent optical performance and functionalities [1] . Due to the high accuracy requirement and geometrical complexity of freeform surfaces, their design and manufacture are not only challenges, but their measurement is also a challenge since the measurement process needs to characterize the machined freeform surfaces to determine the conformance with the design. and how it is affected by these factors. The performance of the data modelling method should also be verified experimentally.
In order to address these issues, this paper proposes a Gaussian process data modelling and maximum likelihood data fusion method for multi-sensor CMM measurement of freeform surfaces. The datasets from different sensors are firstly modelled using the Gaussian process to obtain the mean surfaces and the covariance surfaces, which represent the underlying surfaces and the associated uncertainties. Hence, the mean and covariance surfaces are then fused together with the maximum likelihood principle. The method is verified through a series of simulations and real measurement conducted on a multi-sensor CMM, followed by detailed discussions including some failure situations to which much attention should be paid. The proposed Gaussian process and maximum likelihood-based method establishes a generalized, sensor-independent data fusion framework for multi-sensor CMMs, which provides an indispensable solution for integrating different sensor data for measuring high-precision freeform surfaces. The influence of the form error and measurement noise on the accuracy of the data modelling method is also discussed and demonstrated in a series of experiments, while the performance of the Gaussian process modelling of the measurement uncertainty is also experimentally verified.
Gaussian Process Data Modelling and Maximum Likelihood-Based Data Fusion Method
A schematic diagram of the proposed Gaussian process data modelling and maximum likelihood data fusion method is shown in Figure 1 . It starts with the registration of two datasets to a common coordinate system. The measured data of the CMM is presented in a point cloud format while the global coordinate information for different sensors is determined in advance in the calibration process, by using a standard calibration ball. However, Shen et al. [17] reported that there still existed small residual error regarding the sensor's related position at the micrometre level. To further improve the overall accuracy of the measurement process, the datasets are first registered to a single coordinate system with the ICP (Iterative Closest Point) algorithm [18] . This aims to perform fine registration since the coordinate information of the two datasets is calibrated before the measurement so coarse registration is undertaken. After registration, the datasets are aligned in a common coordinate system. The measurement datasets are then modelled using the Gaussian process, and the mean surfaces and the covariance surfaces of the measurements are obtained at the same locations. Hence, the mean surfaces and the covariance surface are fused together using the maximum likelihood data fusion algorithm. In the end, the best estimated underlying surface and its associated measurement uncertainty are determined. In this method, Gaussian process modelling is used to determine the underlying surface and its measurement uncertainty for each measurement from different sensors. With the measurement data and the uncertainty information, the maximum likelihood data fusion is used to determine the best estimated result in a statistical manner. The details of the proposed generalized data fusion method are explained in the following sections. modelling method and how it is affected by these factors. The performance of the data modelling method should also be verified experimentally. In order to address these issues, this paper proposes a Gaussian process data modelling and maximum likelihood data fusion method for multi-sensor CMM measurement of freeform surfaces. The datasets from different sensors are firstly modelled using the Gaussian process to obtain the mean surfaces and the covariance surfaces, which represent the underlying surfaces and the associated uncertainties. Hence, the mean and covariance surfaces are then fused together with the maximum likelihood principle. The method is verified through a series of simulations and real measurement conducted on a multi-sensor CMM, followed by detailed discussions including some failure situations to which much attention should be paid. The proposed Gaussian process and maximum likelihood-based method establishes a generalized, sensor-independent data fusion framework for multi-sensor CMMs, which provides an indispensable solution for integrating different sensor data for measuring high-precision freeform surfaces. The influence of the form error and measurement noise on the accuracy of the data modelling method is also discussed and demonstrated in a series of experiments, while the performance of the Gaussian process modelling of the measurement uncertainty is also experimentally verified.
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Gaussian Process Data Modelling
In the present study, the measured point clouds are modelled using the Gaussian process. A Gaussian process is a generalization of the Gaussian probability distribution [13] . There is always 
In the present study, the measured point clouds are modelled using the Gaussian process. A Gaussian process is a generalization of the Gaussian probability distribution [13] . There is always Since the Gaussian process is a machine learning process, the parameters of the model are first initiated and then optimized by minimizing the negative log marginal likelihood. This is implemented in an iterative process in the GPML toolbox.
Maximum Likelihood Data Fusion
After Gaussian process modelling, the mean surface and the associated uncertainty at any position can be estimated for each measurement. For a particular multi-sensor CMM measurement which considers measurement datasets from two different sensors, the mean surfaces and the associated measurement uncertainties can be denoted as m 1 , m 2 and u 1 , u 2 , respectively. As the measurement noise is governed by Gaussian distribution, i.e., the probability of both measurements obtaining result m can be determined by
For a particular measurement at a specified position, the likelihood of both sensors observing m is
The natural logarithm of the above function is
where C = ln 1 2πu 1 u 2 . According to the maximum likelihood principle, the best estimation for m can be determined when Equation (11) is maximized, which yieldŝ
Hence,
Thus,
The best estimated valuem can be determined
Define weights 
Using the uncertainty propagation principle [21] , the uncertainty form can be determined aŝ
Using the weight denotation yields the uncertainty valueû
Equation (19) shows that the fused uncertainty has a smaller value than that from each of the original measurement data.
Data Modelling and Data Fusion Principle from the View of Dimensional Measurement Science
From a statistical point of view, the measurement dataset that has a smaller measurement uncertainty has a larger weighting in relation to the fused measurement value and vice versa. It is intuitively understood that there is a bias towards the measurement data which is more accurate. Equation (19) also shows that the fused uncertainty is smaller than any other uncertainty from the original measurement data. The fusion of two Gaussian distributions is illustrated in Figure 2 . The horizontal axis denotes the measurement value at a specific position and the vertical axis denotes the probability of obtaining that measurement value. The two measurement datasets are of Gaussian distribution and are denoted as Data 1 and Data 2 in Figure 2 . Data 2 is more accurate than Data 1 since Data 2 has a smaller standard deviation. The fused data has an even smaller standard deviation which illustrates that it has improved accuracy.
Using the weight denotation yields the uncertainty value
From a statistical point of view, the measurement dataset that has a smaller measurement uncertainty has a larger weighting in relation to the fused measurement value and vice versa. It is intuitively understood that there is a bias towards the measurement data which is more accurate. Equation (19) also shows that the fused uncertainty is smaller than any other uncertainty from the original measurement data. The fusion of two Gaussian distributions is illustrated in Figure 2 . The horizontal axis denotes the measurement value at a specific position and the vertical axis denotes the probability of obtaining that measurement value. The two measurement datasets are of Gaussian distribution and are denoted as Data 1 and Data 2 in Figure 2 . Data 2 is more accurate than Data 1 since Data 2 has a smaller standard deviation. The fused data has an even smaller standard deviation which illustrates that it has improved accuracy. Due to the nature of dimensional measurement, every measurement result has associated uncertainty and the true value is never known. Moreover, there are systematic errors and random Due to the nature of dimensional measurement, every measurement result has associated uncertainty and the true value is never known. Moreover, there are systematic errors and random errors contained in the measurement result. The systematic error denotes the bias from the estimated mean value to the true value while the random error complies with the Gaussian distribution of the measurement result which represents the measurement uncertainty. In the procedure of maximum likelihood-based multi-sensor data fusion, the fusion algorithm takes into account both the systematic error and random error and calculates the fused result in a statistical manner. It is easy to understand that the output uncertainty is reduced in the fusion result since the fusion procedure itself can be considered as a multiple (double) measurement process which can reduce the measurement uncertainty compared to single measurement in the final result [22] . It is interesting to note that the weights for each dataset are determined by the associated uncertainties, i.e., the random errors. If a measurement has large systematic error but small random error while another measurement has small systematic error but large random error, the fused result will have a large bias to the measurement with small random error, which will introduce a large systematic error in the fused result.
This issue also exists in other fusion methods such as weighted least square fusion [23] . This is especially true for state-of-the-art technology where the measurement instruments have high repeatability with very low measurement noise. However, the systematic error is sometimes large as compared to the random error, which means that the repeatability is high but the accuracy is not ensured (may deviate from the true value) [24] . On the other hand, with advanced technology such as the precision calibration method, the systematic error of CMMs is controlled well, which can reduce the influence of this effect. The influence of the systematic error and random error on the fused result under different situations is shown in Figure 3 . With two different measurement datasets Data 1 and Data 2, it is assumed that Data 2 has smaller uncertainty than Data 1, the fused result Df has smaller uncertainty than both Data 1 and Data 2, and the mean of Df has a bias towards Data 2, which is shown in Figure 3 . It is interesting to note that the true value (short as Tv) of the measurement is unknown and it can be considered under the following four situations: (a) Tv < M1 < M2; (b) M1 < Tv < M2 (bias to M1); (c) Tv < M1 < M2 (bias to M2); and (d) M1 < M2 < Tv, where M1 and M2 are the mean values of Data 1 and Data 2. The case shown in Figure 3c is the ideal case, which has the optimal result that the fused result has the smallest bias to the true value. The case shown in Figure 3a is the worst case in which the fused result has the largest bias to the true value.
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In practice, the sensor with small measurement uncertainty usually possesses a small systematic error. This is particularly true when comparing an optical sensor with contact sensor which are widely used in multi-sensor CMMs, e.g., the laser sensor has large uncertainty and large systematic error while the touch trigger probe has small uncertainty and small systematic error. The case shown in Figure 3d is another case in which the fused result has a smaller uncertainty: it has a smaller bias than Data 1 but larger than Data 2. This is the case that should be paid much attention in multi-sensor data fusion for dimensional measurement. In general, with a sophisticated designed multi-sensor CMM, the case shown in Figure 3c is the most desired case statistically, since the true value should be among the two mean values of the different measurements and bias to the sensor with a higher accuracy in a well-calibrated situation. In fact, this situation has the highest probability in the measurement process.
In this study, the mean value and associated uncertainty for the measurement datasets are not directly given by the measurement instrument but they are modelled using the Gaussian process modelling method. Due to the existence of measurement uncertainty, the data points in the measurement result cannot represent the mean surface but are Gaussian distributed along the mean surface. The use of Gaussian process data modelling aims to model the raw data to obtain the mean surface and the associated uncertainty at every position of interest. The mean surface can be treated as the best estimated true value for the surface. With a sophisticated designed multi-sensor CMM and a well-established Gaussian process model, the mean surfaces from two different sensors should be consistent with each other with small systematic error. However, in some cases in which the accuracy requirement is stringent, the measurement error from the hardware and the modelling error from the Gaussian process method may influence the final result, especially when one of the sensors has a large systematic error.
Experiments and Discussion
To demonstrate the effectiveness and limitation of the proposed method, a series of simulated and real measurements with a sinusoidal surface and an f-theta lens surface was carried out. The weakness of the Gaussian process modelling was also demonstrated in a series of evaluation experiments. The real measurement experiments were conducted on a Werth VideoCheck UA multi-sensor CMM (Werth Messtechnik GmbH, Gießen, Germany) (see Figure 4 ) and the results were analysed and discussed. The designed and machined sinusoidal and f-theta lens freeform surface are shown in Figure 5 . Two sensors were used in the measurement experiment: one is the Werth opto-electronic non-contact laser distance sensor (Werth Messtechnik GmbH, Gießen, Germany) and the other is the trigger probe Renishaw TP200 (Renishaw plc, Gloucestershire, UK) with a 1.997-mm diameter tip. The probing error of the trigger probe is ±0.65 µm while the probing error of the laser sensor is ±1.0 µm. The Maximum Permissible Measuring Error (MPE) of the CMM is (0.75 + L/300) µm. The experiment was conducted in a clean room and the environmental temperature was 20 ± 1 • C. 
Simulated Experiments

Sinusoidal Surface
The first experiment simulated the measurement of a sinusoidal surface with two different sensors. For each sensor, the measurement had different uncertainty values. Figure 6 shows the simulated measurement results and the measurement can be determined as:
where ε 30 μm and ε 20 μm are the added normal distributed noises, which represent different measurement uncertainties. Modelling of the two measured datasets was undertaken by the Gaussian process method. In the Gaussian process modelling, the mean function was initially chosen to be zero mean function and the covariance function was Squared Exponential function, while the likelihood function was specified to be Gaussian. The parameters of the covariance function corresponding to unit 
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where ε 30 μm and ε 20 μm are the added normal distributed noises, which represent different measurement uncertainties. Modelling of the two measured datasets was undertaken by the Gaussian process method. In the Gaussian process modelling, the mean function was initially chosen to be zero mean function and the covariance function was Squared Exponential function, while the likelihood function was specified to be Gaussian. The parameters of the covariance function corresponding to unit Modelling of the two measured datasets was undertaken by the Gaussian process method. In the Gaussian process modelling, the mean function was initially chosen to be zero mean function and the covariance function was Squared Exponential function, while the likelihood function was specified to be Gaussian. The parameters of the covariance function corresponding to unit characteristic length-scale and unit signal standard deviation were firstly initiated to be zeros and the likelihood parameter was initiated to be ln (0.1), which denotes the standard deviation of the noise to be 0.1 mm. The parameters of the Gaussian process were then optimized by minimizing the negative log marginal likelihood. The results of Gaussian process modelling are shown in Figure 7 . The covariance is shown in a profile view for better illustration. The root mean squared (RMS) values of the covariance surfaces are 29.8 µm and 19.8 µm, and the modelling errors are both 0.2 µm, which clearly demonstrate the effectiveness of modelling the noise for the two measurement datasets.
to be 0.1 mm. The parameters of the Gaussian process were then optimized by minimizing the negative log marginal likelihood. The results of Gaussian process modelling are shown in Figure 7 . The covariance is shown in a profile view for better illustration. The root mean squared (RMS) values of the covariance surfaces are 29.8 μm and 19.8 μm, and the modelling errors are both 0.2 μm, which clearly demonstrate the effectiveness of modelling the noise for the two measurement datasets. The fused result with maximum likelihood data fusion algorithm is shown in Figure 8 . The result shows that the overall uncertainty value is reduced and the RMS value of the covariance surface is 16.5 mm, which is smaller than both of the original measurement data. The deviations from the original measured surfaces and fused surface to the underlying surface were evaluated and the result is shown in Figure 9 . Figure 9a ,b shows the evenly distributed patterns along the whole surface which demonstrates the effectiveness of the modelling method and choice of zero mean surface. It is interesting to note that the edge area of the measurement results, especially the corner area, has a larger prediction error since there are insufficient measurement data in those areas. Table 1 shows the RMS value of the uncertainties and the deviations for the original measurement datasets and the fused dataset. The result clearly shows that both the uncertainty and the deviation from the reference surface have improvements over the original measurement results. The fused result with maximum likelihood data fusion algorithm is shown in Figure 8 . The result shows that the overall uncertainty value is reduced and the RMS value of the covariance surface is 16.5 mm, which is smaller than both of the original measurement data.
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. F-Theta Lens Surface
Another simulation experiment was conducted on an f-theta lens freeform surface to evaluate the proposed method. Compared with the sinusoidal surface, the f-theta lens surface is relatively smoother without periodical features. The measurement of the f-theta lens surface is determined by:
where 1/250, 1/92,000 and 1/25 are the design parameters of the surface and ε 40 μm and ε 30 μm are the added normal distributed noises which represent the different measurement errors. Figure 10 shows the simulated measurement surfaces. Figure 11 shows the results of Gaussian process modelling with the mean surface and the covariance surface determined. The RMS values of the covariance surface are 38.6 μm and 31.0 μm and the modelling error are 1.4 μm and 1.0 μm, respectively. The results show that the measurement uncertainty is estimated well using the Gaussian process. Figure 12 shows the result after maximum likelihood data fusion. The RMS value of covariance surface is 24.2 μm which is smaller than that from the original covariance surface, and this is expected from the use of the data fusion principle. 
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Model Error Analysis for Gaussian Process Modelling
In the previous simulation experiments, the measurement noises were modelled well using the Gaussian process modelling method. However, in real-life situations, machined surfaces are not perfect and may contain defects and form error due to machining error which may affect the modelling accuracy of the Gaussian process. In this section, a series of simulation experiments was conducted to verify the effectiveness and limitations of Gaussian process modelling by adding the form error to the simulated surface. That is to say, the simulated surface has a base form, form error and measurement noises, as shown in Figure 14 . The base form is a sinusoidal surface with lateral pitch of 50 mm, the peak-to-valley (PV) value is 4 mm and the surface is denoted by S b . The machining error denoted by S e is simulated to be a sinusoidal deviation from the base form with a higher spacial frequency together with a pitch of 5 mm and smaller peak-to-valley height (PV) value of 0.1 mm, and the PV value is varied in a series of experiments in order to validate the model. The combination of the base form and the form error determines the actual form (S c ) of the surface as shown in Equation (22):
For the measurement noise N, it is simulated to be Gaussian distributed noise with zero mean and 0.005 mm standard deviation, the expended deviation is 0.015 mm (k = 3), and this amplitude is also varied to test the performance of the model. The simulated measurement result of the surface is denoted as S m :
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In the previous simulation experiments, the measurement noises were modelled well using the Gaussian process modelling method. However, in real-life situations, machined surfaces are not perfect and may contain defects and form error due to machining error which may affect the modelling accuracy of the Gaussian process. In this section, a series of simulation experiments was conducted to verify the effectiveness and limitations of Gaussian process modelling by adding the form error to the simulated surface. That is to say, the simulated surface has a base form, form error and measurement noises, as shown in Figure 14 . The base form is a sinusoidal surface with lateral pitch of 50 mm, the peak-to-valley (PV) value is 4 mm and the surface is denoted by . The machining error denoted by is simulated to be a sinusoidal deviation from the base form with a higher spacial frequency together with a pitch of 5 mm and smaller peak-to-valley height (PV) value of 0.1 mm, and the PV value is varied in a series of experiments in order to validate the model. The combination of the base form and the form error determines the actual form ( ) of the surface as shown in Equation (22)
For the measurement noise , it is simulated to be Gaussian distributed noise with zero mean and 0.005 mm standard deviation, the expended deviation is 0.015 mm (k = 3), and this amplitude is also varied to test the performance of the model. The simulated measurement result of the surface is denoted as :
, The experiment was conducted as follows. The amplitude of the base form was fixed as ±2 mm and the standard deviation of the measurement noise was fixed as 0.005 mm. The expanded deviation of the measurement noise level (k = 3) was 0.015 mm. The amplitudes of the form errors in the experiments were simulated to be ±0.005 mm, ±0.01 mm, ±0.02 mm, ±0.03 mm, ±0.04 mm and ±0.05 mm. The simulated measurement result of the surface was then modelled by using the Gaussian process modelling method and the mean surface and the covariance surface were calculated. The objective function of the performance of the Gaussian process model was The experiment was conducted as follows. The amplitude of the base form was fixed as ±2 mm and the standard deviation of the measurement noise was fixed as 0.005 mm. The expanded deviation of the measurement noise level (k = 3) was 0.015 mm. The amplitudes of the form errors in the experiments were simulated to be ±0.005 mm, ±0.01 mm, ±0.02 mm, ±0.03 mm, ±0.04 mm and ±0.05 mm. The simulated measurement result of the surface S m was then modelled by using the Gaussian process modelling method and the mean surface S mean and the covariance surface S cov were calculated. The objective function O E of the performance of the Gaussian process model was determined by the RMS of the deviation from the mean surface S mean to S c :
The result of the experiment is shown in Figure 15a . The result shows that when the form error is smaller than the measurement noise, the error of the model is large, while when the form error is larger than the measurement noise, the error of the model is small. This result demonstrates that when the form error is smaller than or similar to the measurement noise, the model has the limitation of being unable to distinguish the form error and measurement noise which leads to a large modelling error that treats both the form error and the measurement noise as the measurement noise. This leads to an overestimation of the overall uncertainty of the measurement.
Another experiment was conducted to fix the base form and the form error, and change the amplitude of the measurement noise. The amplitude of the base form was also fixed as ±2 mm as in the previous experiment while the form error was fixed as ±0.02 mm. The standard deviations of the measurement noise were simulated to be 0.001 mm, 0.005 mm, 0.01 mm, 0.02 mm and 0.03 mm. The method of evaluation of the performance of the model is similar to previous experiments and the result is shown in Figure 15b . The expanded deviation values of the measurement noise are used in the figure. The result shows that the model error increases when the measurement noise increases in a linear relationship. When the measurement noise is larger than the form error, the modelled error may also be affected by the form error but this is not clearly shown in the result since it may be covered by the effect of the large measurement noise. 
Another experiment was conducted to fix the base form and the form error, and change the amplitude of the measurement noise. The amplitude of the base form was also fixed as ±2 mm as in the previous experiment while the form error was fixed as ±0.02 mm. The standard deviations of the measurement noise were simulated to be 0.001 mm, 0.005 mm, 0.01 mm, 0.02 mm and 0.03 mm. The method of evaluation of the performance of the model is similar to previous experiments and the result is shown in Figure 15b . The expanded deviation values of the measurement noise are used in the figure. The result shows that the model error increases when the measurement noise increases in a linear relationship. When the measurement noise is larger than the form error, the modelled error may also be affected by the form error but this is not clearly shown in the result since it may be covered by the effect of the large measurement noise. In general, the experiment results show that the accuracy of the model of Gaussian process modelling is not only affected by the measurement noise but also by the form error of the measured surface, especially when the amplitude of the form error is smaller than that of the measurement noise. Considering that the model error affected by the measurement noise is in the confidence region of the uncertainty modelled by the Gaussian process which is acceptable in the result, the model error affected by the form error is not the same case since it may cause the mean surface to have a bias to the true value which is outside the confidence region of the modelling. This is one of the limitations of Gaussian process data modelling in that it affects the accuracy of the proposed method.
Evaluation of the Performance of Measurement Uncertainty Modelling Using the Gaussian Process
To evaluate the performance of the Gaussian process model for modelling the measurement uncertainty for a multi-sensor CMM, a repeated measurement experiment using a touch trigger probe was conducted and compared with the specification of the sensor and the result of using Gaussian In general, the experiment results show that the accuracy of the model of Gaussian process modelling is not only affected by the measurement noise but also by the form error of the measured surface, especially when the amplitude of the form error is smaller than that of the measurement noise. Considering that the model error affected by the measurement noise is in the confidence region of the uncertainty modelled by the Gaussian process which is acceptable in the result, the model error affected by the form error is not the same case since it may cause the mean surface to have a bias to the true value which is outside the confidence region of the modelling. This is one of the limitations of Gaussian process data modelling in that it affects the accuracy of the proposed method.
To evaluate the performance of the Gaussian process model for modelling the measurement uncertainty for a multi-sensor CMM, a repeated measurement experiment using a touch trigger probe was conducted and compared with the specification of the sensor and the result of using Gaussian process modelling. A workpiece was designed as shown in Figure 16 and eight points (marked A-H) were measured 50 times with a purposely-designed DMIS (Dimensional Measuring Interface Specification) programming language [25] . The eight points were chosen to be on a flat surface and curved surface with different tilting angles. The results show good agreement with similar distribution and Figure 17 shows one of the measurement results in a histogram and fitted Gaussian distribution. The standard deviation of the fitted Gaussian distribution is about 0.7 µm, which is at the same level of the specification of the tough trigger probe (0.65 µm). The freeform surface shown in Figure 5a was measured using the tough trigger probe with a dense measurement (0.5 mm pitch). The measured data were modelled using Gaussian process modelling and the mean surface and the associated uncertainty are shown in Figure 18 . The RMS of the uncertainty is 0.74 μm which is slightly larger than the specification of the probe and the experimental standard deviation value. The result demonstrates the effectiveness of the Gaussian process method to model measurement uncertainty. It should be noted that the uncertainties in the edge and corner areas are large due to the lack of data points in those areas and the measurement uncertainties are different with different measurement density, with less measurement points or larger sampling pitch, so it is clear that the measurement uncertainty is larger due to the reduction of measurement data. The freeform surface shown in Figure 5a was measured using the tough trigger probe with a dense measurement (0.5 mm pitch). The measured data were modelled using Gaussian process modelling and the mean surface and the associated uncertainty are shown in Figure 18 . The RMS of the uncertainty is 0.74 μm which is slightly larger than the specification of the probe and the experimental standard deviation value. The result demonstrates the effectiveness of the Gaussian process method to model measurement uncertainty. It should be noted that the uncertainties in the edge and corner areas are large due to the lack of data points in those areas and the measurement uncertainties are different with different measurement density, with less measurement points or larger sampling pitch, so it is clear that the measurement uncertainty is larger due to the reduction of measurement data. The freeform surface shown in Figure 5a was measured using the tough trigger probe with a dense measurement (0.5 mm pitch). The measured data were modelled using Gaussian process modelling and the mean surface and the associated uncertainty are shown in Figure 18 . The RMS of the uncertainty is 0.74 µm which is slightly larger than the specification of the probe and the experimental standard deviation value. The result demonstrates the effectiveness of the Gaussian process method to model measurement uncertainty. It should be noted that the uncertainties in the edge and corner areas are large due to the lack of data points in those areas and the measurement uncertainties are different with different measurement density, with less measurement points or larger sampling pitch, so it is clear that the measurement uncertainty is larger due to the reduction of measurement data. 
Measurement Experiment Using a Multi-Sensor CMM
The two workpieces with sinusoidal and f-theta lens surface surfaces shown in Figure 5 were measured with the Werth multi-sensor CMM with a laser sensor and touch trigger probe to demonstrate the effectiveness of the proposed data modelling and data fusion method. Generally, the laser sensor derives its strength from its non-contact measurement nature but has larger measurement uncertainty while the tough trigger probe has higher measurement accuracy with smaller uncertainty. The measurement with the laser sensor was designed to be dense and the measurement with the touch trigger probe was designed to have less sampling points.
Measurement of a Sinusoidal Surface
The experiemnt was designed as follows. First, the sinusodial surface was measured using the touch trigger probe with a density of 0.5 mm and the measurement result was treated as the reference data since it had high density and high accuracy. Then the surface was measured using a laser sensor with a density of 1 mm pitch and this measurement result was determined as the first dataset. The measured data were then modelled using the Gaussian process and the results are shown in Figure 19 . Figure 19a illustrates the raw data from the laser sensor, Figure 19b ,c show the mean surface and the associated uncertainty of the Gaussian process while Figure 19d shows the deviation from the mean surface to the reference surface. The RMS of the uncertainty is 18.3 µm and the RMS of the deviation is 38. 
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Measurement of a Sinusoidal Surface
The experiemnt was designed as follows. First, the sinusodial surface was measured using the touch trigger probe with a density of 0.5 mm and the measurement result was treated as the reference data since it had high density and high accuracy. Then the surface was measured using a laser sensor with a density of 1 mm pitch and this measurement result was determined as the first dataset. The measured data were then modelled using the Gaussian process and the results are shown in Figure  19 . Figure 19a illustrates the raw data from the laser sensor, Figure 19b ,c show the mean surface and the associated uncertainty of the Gaussian process while Figure 19d shows the deviation from the mean surface to the reference surface. The RMS of the uncertainty is 18.3 μm and the RMS of the deviation is 38.3 μm. The large measurement uncertainty may be caused by the unstable measurement by the optical sensor. It should be noted that the prediction grid for the Gaussian process has 1-mm pitch in the area where ∈ 30, 30 mm and ∈ 30, 30 mm. A subset of 50 randomly sampled measurement points from the dense measurement data of the touch trigger probe was selected as the second dataset. The raw data and the result after the Gaussian process for the second dataset are shown in Figure 20 . Figure 20a shows the raw measurement data, Figure 20b shows the mean surface, Figure 20c shows the associated uncertainty, and Figure 20d shows the deviation of the mean surface from the reference surface. Note that the grid of the prediction for the Gaussian process is the same as that for the laser sensor. The RMS of the A subset of 50 randomly sampled measurement points from the dense measurement data of the touch trigger probe was selected as the second dataset. The raw data and the result after the Gaussian process for the second dataset are shown in Figure 20 . Figure 20a shows the raw measurement data, Figure 20b shows the mean surface, Figure 20c shows the associated uncertainty, and Figure 20d shows the deviation of the mean surface from the reference surface. Note that the grid of the prediction for the Gaussian process is the same as that for the laser sensor. The RMS of the measurement uncertainty is 15.7 µm and the RMS of the deviation map is 13.2 µm. The large measurement uncertainty is due to the small number of sampling points. The fused result of the dataset from the laser sensor and trigger probe is shown in Figure 21 . Figure 21a shows the fused mean surface, Figure 21b shows the associated uncertainty and Figure  21c shows the deviation from the fused mean surface to the reference data. The RMS of the uncertainty is 8.0 μm and the RMS of the deviation map is 8.4 μm, both showing improvements compared to the original measurement datasets.
Five different datasets for the touch trigger probe from different sampling positions were obtained and underwent the above procedure and the results are shown in Figure 22 . The measurement data of the laser sensor were the same. Figure 22a shows the results of the RMS of the measurement uncertainties and Figure 22b shows the result of the RMS of the deviations. Both results show a consistent improvement of the measurement uncertainty and deviation from the reference data for the repeated measurement. The result demonstrates the effectiveness of the proposed data modelling and data fusion method. The high repeatability of the improvement of the data fusion may result from the well-established sensor configuration and high performance of data modelling which fit the situation shown in Figure 3c . The fused result of the dataset from the laser sensor and trigger probe is shown in Figure 21 . Figure 21a shows the fused mean surface, Figure 21b shows the associated uncertainty and Figure 21c shows the deviation from the fused mean surface to the reference data. The RMS of the uncertainty is 8.0 µm and the RMS of the deviation map is 8.4 µm, both showing improvements compared to the original measurement datasets.
Five different datasets for the touch trigger probe from different sampling positions were obtained and underwent the above procedure and the results are shown in Figure 22 . The measurement data of the laser sensor were the same. Figure 22a shows the results of the RMS of the measurement uncertainties and Figure 22b shows the result of the RMS of the deviations. Both results show a consistent improvement of the measurement uncertainty and deviation from the reference data for the repeated measurement. The result demonstrates the effectiveness of the proposed data modelling and data fusion method. The high repeatability of the improvement of the data fusion may result from the well-established sensor configuration and high performance of data modelling which fit the situation shown in Figure 3c .
measurement uncertainties and Figure 22b shows the result of the RMS of the deviations. Both results show a consistent improvement of the measurement uncertainty and deviation from the reference data for the repeated measurement. The result demonstrates the effectiveness of the proposed data modelling and data fusion method. The high repeatability of the improvement of the data fusion may result from the well-established sensor configuration and high performance of data modelling which fit the situation shown in Figure 3c . 
Measurement of an f-Theta Lens Surface
The f-theta lens freeform surface was measured in the present study. Instead of showing the improvement of the final result, this experimental result shows that when one measurement has a large systematic error, the performance of the final result will be affected. Similar to the previous experiment, the surface was measured using a touch trigger probe with a dense measurement of 0.5-mm pitch and the result was determined as the reference data. In this experiment, there existed a large systematic error in the measurement of the laser sensor which may have been caused by the outliers in the measurement result, as shown in Figure 23 . It is noted that the outliers were removed in the data processing with a statistical analysis method [26] . However, there was still residual error in the dataset which may affect the final result. The outliers may be caused by the characteristics of the measured surface such as specular reflection of the reflectance light [27] which is considered to influence the optical sensor. After the outliers were removed, the raw data were processed with Gaussian process modelling and the mean surface was obtained together with the associated uncertainty. The deviation of the mean surface to the reference surface was also determined as shown in Figure 24 . The RMS of the uncertainty was 18.9 μm and the RMS of the deviation map was 24.9 μm. The result shows a larger uncertainty and even larger deviation than the previous measurement experiment which may introduce a larger systematic error for this measurement.
A subset of 50 points of the measurement data from the touch trigger probe was used as the second dataset for the measurement. The data were modelled using the Gaussian process and the mean surface and the associated uncertainty were determined. The deviation from the mean surface 
The f-theta lens freeform surface was measured in the present study. Instead of showing the improvement of the final result, this experimental result shows that when one measurement has a large systematic error, the performance of the final result will be affected. Similar to the previous experiment, the surface was measured using a touch trigger probe with a dense measurement of 0.5-mm pitch and the result was determined as the reference data. In this experiment, there existed a large systematic error in the measurement of the laser sensor which may have been caused by the outliers in the measurement result, as shown in Figure 23 . It is noted that the outliers were removed in the data processing with a statistical analysis method [26] . However, there was still residual error in the dataset which may affect the final result. The outliers may be caused by the characteristics of the measured surface such as specular reflection of the reflectance light [27] which is considered to influence the optical sensor. 
A subset of 50 points of the measurement data from the touch trigger probe was used as the second dataset for the measurement. The data were modelled using the Gaussian process and the mean surface and the associated uncertainty were determined. The deviation from the mean surface to the reference surface was also determined as shown in Figure 25 . The RMS of the uncertainty was After the outliers were removed, the raw data were processed with Gaussian process modelling and the mean surface was obtained together with the associated uncertainty. The deviation of the mean surface to the reference surface was also determined as shown in Figure 24 . The RMS of the uncertainty was 18.9 µm and the RMS of the deviation map was 24.9 µm. The result shows a larger uncertainty and even larger deviation than the previous measurement experiment which may introduce a larger systematic error for this measurement.
A subset of 50 points of the measurement data from the touch trigger probe was used as the second dataset for the measurement. The data were modelled using the Gaussian process and the mean surface and the associated uncertainty were determined. The deviation from the mean surface to the reference surface was also determined as shown in Figure 25 . The RMS of the uncertainty was 5.7 µm while the RMS of the deviation map was 2.9 µm. The fused results of the two datasets are shown in Figure 26 . The RMS of fused uncertainty was 5.2 μm while the RMS of the deviation map was 4.8 μm. It is found that the fused uncertainty was improved and smaller than the original two datasets. However, the deviation is larger than the one only considering the touch trigger probe. Another five measurement results were obtained at different sampling locations and the results are shown in Figure 27 . All the results show that the uncertainty was improved while the deviations were worse. This is due to the fact that the The fused results of the two datasets are shown in Figure 26 . The RMS of fused uncertainty was 5.2 μm while the RMS of the deviation map was 4.8 μm. It is found that the fused uncertainty was improved and smaller than the original two datasets. However, the deviation is larger than the one only considering the touch trigger probe. Another five measurement results were obtained at different sampling locations and the results are shown in Figure 27 . All the results show that the The fused results of the two datasets are shown in Figure 26 . The RMS of fused uncertainty was 5.2 µm while the RMS of the deviation map was 4.8 µm. It is found that the fused uncertainty was improved and smaller than the original two datasets. However, the deviation is larger than the one only considering the touch trigger probe. Another five measurement results were obtained at different sampling locations and the results are shown in Figure 27 . All the results show that the uncertainty was improved while the deviations were worse. This is due to the fact that the measurement data from the laser sensor have large bias from the true value which affects the final fused result. This experiment demonstrated the case similar to the situation as discussed in Figure 3d , where the true value is larger than the mean values of both original measurements. This is the limitation of the data fusion method in that when one of the sensors has large systematic error, the fused result will be poorer than when only considering the data from another sensor. Future work will be focused on the quantitative analysis of the influence of the systematic error on the fusion result. Practically, more attention should be paid to correcting the systematic error, especially that which is caused by the optical sensors such as the laser sensor. Another approach to this issue when considering the systematic error is generating adaptive weighting using a Bayesian framework [28] . In this situation, the fault-inducing systematic error may be detected and the weighting for those points can be adjusted accordingly. limitation of the data fusion method in that when one of the sensors has large systematic error, the fused result will be poorer than when only considering the data from another sensor. Future work will be focused on the quantitative analysis of the influence of the systematic error on the fusion result. Practically, more attention should be paid to correcting the systematic error, especially that which is caused by the optical sensors such as the laser sensor. Another approach to this issue when considering the systematic error is generating adaptive weighting using a Bayesian framework [28] . In this situation, the fault-inducing systematic error may be detected and the weighting for those points can be adjusted accordingly. 
Conclusions
Coordinate measuring machines (CMMs) equipped with multiple sensors are becoming popular in the high-end precision metrology market since their measurement ability can be enhanced by combining the datasets measured by different sensors. Development of a data modelling method for datasets measured by different sensors and an appropriate data fusion method are the key issues for measurement with multi-sensor CMMs to further enhance the measurement performance. This paper presents a data modelling and data fusion method for multi-sensor CMMs which is based on Gaussian process modelling and the Bayesian inference-based maximum likelihood principle. The raw data from different sensors are firstly modelled by the Gaussian process to obtain the mean surface and covariance surface which represent the underlying surface and the measurement uncertainty, as well as the prediction for the data at unsampled positions. The mean surface and covariance surface are then fused together using the maximum likelihood principle so as to obtain the best estimated surface and the associated uncertainty. Simulation and real experiments show that both the measurement uncertainty and prediction error at unsampled positions have improvement over single-sensor measurement. Special attention should be paid to the important aspect of avoiding or reducing the systematic error from each sensor so that the performance of the fusion algorithm can limitation of the data fusion method in that when one of the sensors has large systematic error, the fused result will be poorer than when only considering the data from another sensor. Future work will be focused on the quantitative analysis of the influence of the systematic error on the fusion result. Practically, more attention should be paid to correcting the systematic error, especially that which is caused by the optical sensors such as the laser sensor. Another approach to this issue when considering the systematic error is generating adaptive weighting using a Bayesian framework [28] . In this situation, the fault-inducing systematic error may be detected and the weighting for those points can be adjusted accordingly. 
Coordinate measuring machines (CMMs) equipped with multiple sensors are becoming popular in the high-end precision metrology market since their measurement ability can be enhanced by combining the datasets measured by different sensors. Development of a data modelling method for datasets measured by different sensors and an appropriate data fusion method are the key issues for measurement with multi-sensor CMMs to further enhance the measurement performance. This paper presents a data modelling and data fusion method for multi-sensor CMMs which is based on Gaussian process modelling and the Bayesian inference-based maximum likelihood principle. The raw data from different sensors are firstly modelled by the Gaussian process to obtain the mean surface and covariance surface which represent the underlying surface and the measurement uncertainty, as well as the prediction for the data at unsampled positions. The mean surface and covariance surface are then fused together using the maximum likelihood principle so as to obtain the best estimated surface and the associated uncertainty. Simulation and real experiments show that both the measurement uncertainty and prediction error at unsampled positions have improvement over single-sensor measurement. Special attention should be paid to the important aspect of avoiding 
Coordinate measuring machines (CMMs) equipped with multiple sensors are becoming popular in the high-end precision metrology market since their measurement ability can be enhanced by combining the datasets measured by different sensors. Development of a data modelling method for datasets measured by different sensors and an appropriate data fusion method are the key issues for measurement with multi-sensor CMMs to further enhance the measurement performance. This paper presents a data modelling and data fusion method for multi-sensor CMMs which is based on Gaussian process modelling and the Bayesian inference-based maximum likelihood principle. The raw data from different sensors are firstly modelled by the Gaussian process to obtain the mean surface and covariance surface which represent the underlying surface and the measurement uncertainty, as well as the prediction for the data at unsampled positions. The mean surface and covariance surface are then fused together using the maximum likelihood principle so as to obtain the best estimated surface and the associated uncertainty. Simulation and real experiments show that both the measurement uncertainty and prediction error at unsampled positions have improvement over single-sensor measurement. Special attention should be paid to the important aspect of avoiding or reducing the systematic error from each sensor so that the performance of the fusion algorithm can be achieved. The proposed method is a generic data modelling and data fusion method which can be implemented into various kinds of multi-sensor CMMs with different sensors. The limitation of the proposed method is that the performance is affected by the systematic error. Future work will be focused on the identification of systematic error and setting different weights according to the accuracy of the datasets regarding the systematic error and random error.
