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Abstrakt
Diplomová práca sa zaoberá rozptylom elektromagnetického žiarenia na biologickej
bunke použitím metódy konečných diferencií v časovej oblasti (FDTD), Bornovej aprox-
imácie a Rytovovej aproximácie. Metóda FDTD dáva presné výsledky v širokej škále
problémov. Je spravené porovnanie Bornovej aproximácie a Rytovovej aproximácie
prostredníctvom FDTD metódy. Ďaľšia časť práce zahrnuje krátky popis koheren-
ciou riadeného holografického mikroskopu CCHM. Záverečná časť sa venuje zobrazeniu
rozptýleného poľa získaného z jednotlivých simulácií pomocou simulácie objektového
ramena mikroskopu CCHM.
Summary
The master’s thesis deals with the scattering of electromagneticc waves from a living
cell using the finite-difference time-domain method (FDTD), the Born approximation
and the Rytov approximation. FDTD is full wave method that gives accurate results in
wide variety of scattering problems. The comparison of the Born aproximation and the
Rytov aproximation is presented via FDTD method. Next part of my thesis includes
a short description of coherence-controlled holographic microscope (CCHM). The final
part deals with the imaging of the scattered field via simulation of object arm of CCHM,
using results of the Born approximation, Rytov approximation and FDTD method.
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The nature of light provides wide variety of phenomena. Probably the most common
is scattering with different areas of applications. Light scattering can be used as non-
invasive process in imaging techniques. This makes light scattering highly applicable
in biology. In this way, there is a present need of understanding the interaction of light
with biological structures as tissues and cells. This may help to detect morphological
changes in a tissue caused by disease, which can cause changes in scattered light. But it
is difficult to meaningfully relate measurements to specific underlying physical changes.
Thus, there is a need of quantitative model for simulating the scattering of structures
of various shape to be able to make predictions of how effectively a particular optical
diagnostic technique will be to detect disease.
This gives rise to various special imaging techniques. From direct methods, it can be
confocal microscopy [1] or optical coherence tomography [2]. Among indirect methods,
diffuse optical tomography is perhaps the best example of using measurement of light
propagation in tissue to reconstruct tissue features that cannot otherwise be imaged
and relies on reconstructing tissue properties based on transport theory due to multiple
scattering [3, 4].
Clearly methods of modeling the scattering are needed and can help in development




Scattering is a general physical process, where some forms of radiation, such as light,
sound, or moving particles, are forced to deviate from a straight trajectory by one or
more paths due to localized non-uniformities in the medium through which they pass.
A passing through any inhomogeneous medium includes optical phenomenon such as
law of refraction, reflection or diffraction. But it is rather hard to precisely define
differences between phenomena as diffraction, scattering and interference. One may
see a comparison in [5].
Scattering theory tries to mathematically describe scattering phenomenon. In gen-
eral, the scattering may be divided into two major parts: elastic scattering and inelastic
scattering. Inelastic scattering is process in which the kinetic energy of a incident par-
ticle is not conserved. It means that some of the energy is lost or increased. Examples
of such scattering are Stokes and Anti-Stokes Raman scattering, which provide a struc-
tural fingerprint by which molecules can be identified. Another is Compton scattering,
which is used, for instance, in radiation therapy. There are also many others types
of inelastic scatterings with wide variety of usage in many applications areas. On the
other hand, elastic scattering is process in which the kinetic energy of incident par-
ticle is conserved. Speaking in terms of electromagnetic scattering, we say that the
wavelength of scattered wave is unchanged. Typical examples of elastic scattering are
Rayleigh and Mie scattering. These examples describe scattering on small spherical
particles. We can see in the Fig. (1.1) transitions among particular types of scattering
depending on size 𝑟 of a particle and wavelength 𝜆, where 𝑥 = 2𝜋𝑟/𝜆.
Figure 1.1: Scattering regimes on spherical particles [6].
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Rayleigh and Mie scattering are obtained as analytical solutions of Maxwell’s equa-
tions. Both methods are used to describe scattering on particles present, for instance
in the atmosphere. Rayleigh scattering is used in description of wave scattering on
molecules of air, whereas Mie scattering takes place where size of particles is about size
of wavelength of light.
There are areas of applications, where scattering on objects with more complicated
structures is present. For instance, it is biology, where object as tissues and cells
do not exhibit any symmetry. In general, it is rather hard to describe scattering of
such objects analytically. One have to simulate scattering via some approximative
or rigorous numerical method. Then, these methods can be used in development of
microscopy techniques.
1.1 Approximative methods
A number of different numerical methods have been applied in biology optics [7, 8, 9].
For instance, the T-matrix method which is a generalization of Mie scattering. The
method is based on surface integral representation of the electric field and on expansions
of the surface fields in sets of vector functions that are complete on the unit sphere.
It was indicated, that the T-matrix method is not suitable method for simulating
scattering on red blood cell with realistic shape [10]. Another one is the superposition
approximation. The term superposition denotes that the scattering object is divided
into several parts. Then the resulting scattered field is given as a sum of particular
fields. This is based on the assumption that multiple scattering within the cell is small.
Now, we introduce some other approximative methods, which belongs to more accurate
methods for biological objects than reminded some above.
1.1.1 The discrete dipole approximation DDA
The discrete dipole approximation was proposed by Purcell and Pennypacker [11]. It
is a general method to compute scattering and absorption of electromagnetic waves by
particles of arbitrary geometry and composition. The scatterer is divided into a set
of point dipoles. These dipoles interact with each other and the incident field, giving
rise to a system of linear equations, which is solved to obtain dipole polarizations. All
the measured scattering quantities can be obtained from these polarizations [12]. The
total field is given by expression




where ?⃗?(?⃗?𝑗, ?⃗?𝑘) is the Green dyadic and 𝑝(?⃗?𝑘) is a dipole moment. ?⃗?𝑗 is position of
resulting electric field from a dipole at position ?⃗?𝑘. The light scattering by red blood
cell [13] and particles much larger than the wavelength [14] was also simulated using
DDA.
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1.1.2 Born approximation BA
The Born approximation was first introduced by the German physicist Max Born in
context of atomic particle scattering [15]. However it is also applicable to light scat-
tering. The solution is obtained by the first order iteration of an integral equation for
scattering problems. This means, that the total wave amplitude at a point is assumed
to be equal to the amplitude of the incident wave. This is the mathematical expression
of the assumption that only the primary scattered wave created by the incident wave
is of importance, and every other scattering wave is neglected. Also this method was
used in light scattering by red blood cells [16].
1.1.3 Rytov approximation RA
The Rytov approximation is widely used in line-of-sight propagation problems [17],
also in problems of wave propagation in random media, diffraction tomography [18], or
inverse-scattering theory [19]. It has the form of exponential representation. Also, the
Rytov approximation may be expressed in terms of the first Born approximation. In
some case it is considered to be superior to Born approximation.
1.2 Rigorous methods
Rigorous methods are considered as robust methods providing exact solutions and are
applicable to wide range of scattering problems. Algorithms of rigorous methods are
based on discretizing the whole domain into small parts of required dimension. The
simulated problem is then computed in every node of simulation. There are various
rigorous methods. Some of the most known are finite-difference time-domain (FDTD),
pseudo-spectral time-domain (PSTD) and finite-element method (FEM). From names
of methods we see, that FDTD and PSTD solve problem by discretizing space in
time-domain, whereas FEM solves problem by discretizing space in frequency-domain.
There are several available softwares based on these methods.
Advantages and disadvantages of rigorous methods
Rigorous methods provide several advantages to the problem. There is an option to
define material and properties of structure in each point of simulation grid. As was
mentioned these methods provide almost absolute accuracy. Also, some of them are
simple and straightforward to implement. On the other hand, by rigorous methods we
lose insight into the problem. Then, it is hard to tell which process plays major role in
the problem. Also, the use of these methods is currently limited by computer resources.
Thus, for particular problem an approximative method may be sufficient accurate and
much faster.
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1.3 Microscopy in biology
Microscopy in biology plays major role. It enables us to observe small object of var-
ious shapes. Most dominant type of light–cell interaction is elastic light scattering.
Static light scattering originates from spatial heterogeneity of the optical refractive in-
dex. Spatially heterogeneous distribution of refractive index of various cell structures
may affect light propagation including the spectroscopic, polarization, or angular fea-
tures of scattered light emerging from tissue [20]. Biological cells are weakly absorbing
and belong to phase objects (Fig. 1.2), mainly for wavelength in the near infrared
[21]. This gives rise to microscopy techniques, where phase distortion of wave can
be captured. Then, one speaks about the phase contrast microscopy. For instance,
it is Zernike phase contrast microscopy [22], Differential interference contrast or Hoff-
man modulation-contrast microscopy [23]. Another technique is called holographic
microscopy. We will discuss this technique in later chapter.
Figure 1.2: Illustrative images of phase objects and holographic microscopy [24].
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2. Simulation methods
From approximative methods presented in the previous chapter, the Rytov and Born
approximations were chosen. As will be seen later, it is because RA and RB require
only one simulation and there have been done some work using RA and RB. From
rigorous methods, it is the FDTD method. In this chapter, we mathematically define
these approximations and consider its validity. Also, we introduce some basic concepts
of simulations using FDTD. At the end of this chapter, we discuss parameters of the
simulations and its results using approximative methods and rigorous method FDTD.
First, we begin with Maxwell’s equations and derivation of basic integral equation,
which is necessary for derivation of BA, RA and FDTD method.
2.1 Maxwell’s equations
Maxwell’s equations fully describe macroscopic electromagnetic phenomena. According
to system properties, Maxwell’s equations can be simplified. For our purposes, the
system is fully described with macroscopic quantity, index of refraction 𝑛. The Maxwell
equations with no free charges and currents within studied system in MKS units are
given by [25]
∇× ℰ⃗ = −𝜇𝜕ℋ⃗
𝜕𝑡
(2.1)
∇× ℋ⃗ = 𝜖𝜕ℰ⃗
𝜕𝑡
(2.2)
∇ · 𝜇ℋ⃗ = 0 (2.3)
∇ · 𝜖ℰ⃗ = 0, (2.4)
where we used material equations
?⃗? = 𝜖ℰ⃗ (2.5)
ℬ⃗ = 𝜇ℋ⃗, (2.6)
where ?⃗? is electric displacement vector, ℰ⃗ is electric field and ℋ⃗ is magnetic field. 𝜇
and 𝜖 are the permeability and permittivity, respectively. ∇ is differential operator
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?⃗?). The symbols × and . represent a vector cross product
and vector dot product, respectively.
Our interest is to obtain one differential equation describing system separately for each




















Now, we change the order of space partial derivatives with time partial derivative in










Using identities (𝑢 represents 1/𝜇 and ?⃗? represents ∇× ℰ⃗)
∇× (𝑢?⃗?) = 𝑢[∇× (?⃗?)] +∇(𝑢)× (?⃗?) (2.10)
∇×∇× = ∇∇−∇2 (2.11)





+∇𝑙𝑛𝜇(?⃗?,𝜔)×∇× ℰ⃗ +∇[ℰ⃗ · ∇𝑙𝑛𝜖(?⃗?,𝜔)] = 0. (2.13)
This is initial equation for further analysis.
2.2 Cell as an inhomogenous medium
As was mentioned earlier, we are interested in simulations of light scattering from cell
surrounded by homogeneous medium. In our further analysis we consider the response
of the medium to the incident wave to be linear and is described by real macroscopic
parameter(no absorption) - index of refraction 𝑛(?⃗?,𝜔). Next we assume that medium
is time-independent, i.e. that at the macroscopic scale the physical properties do not
change with time - static scattering, non-magnetic which means that magnetic per-
meability is equal to vacuum permeability 𝜇0. Moreover, we assume the medium to
be non-dispersive, i.e. independent of wavelength 𝑛(?⃗?,𝜔) → 𝑛(?⃗?) and isotropic, which
means properties are independent of the direction of polarization of a wave.
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2.3 Integral equation of scattering potential
Using stated assumptions and considering monochromatic electromagnetic field with
time dependence exp(−𝑖𝜔𝑡), without showing explicitly, (2.13) becomes [15]
∇2ℰ⃗(?⃗?) + 𝑘2𝑛2(?⃗?)ℰ⃗ +∇[ℰ⃗(?⃗?) · ∇𝑙𝑛𝜖(?⃗?)] = 0, (2.14)





It is rather hard to solve Eq. (2.14). The reason is that components of electric field
become coupled, it is because in general, every component of ∇𝜖(?⃗?) is dependent on
each spatial coordinate. One can assume that the index of refraction is effectively
constant over distances of the order of wavelength 𝜆 = 2𝜋/𝑘. This implies, that the
last term of (2.14) may be neglected. Now, we have
∇2ℰ⃗(?⃗?) + 𝑘2𝑛2(?⃗?,𝜔)ℰ⃗(?⃗?,𝜔) = 0. (2.16)
Cartesian component of ℰ⃗ are no longer coupled and together with medium isotropy,
we can study the system for a single Cartesian component (which also neglects behavior
on boundaries). This also brings a good insight into the behaviour of scattered field.
Denoting the component of ℰ⃗ by 𝑈(?⃗?) we obtain the following scalar equation:
∇2𝑈(?⃗?) + 𝑘2𝑛2(?⃗?)𝑈(?⃗?) = 0 (2.17)
Many literatures rather re-write (2.17) to the form mathematically equivalent with the
time-independent Schrödinger equation for non-relativistic particle. Thus, we obtain
differential equation with non-zero right side






Function 𝐹 (?⃗?,𝜔) is called scattering potential of the medium. It is the function defining
object.
The fact, that Maxwell’s equations are linear, and so is Helmholtz operator, it
enables us to express the total field 𝑈(?⃗?) as the sum of the incident field 𝑈 𝑖(?⃗?) and of
the scattered field 𝑈 𝑠(?⃗?), as follows
𝑈(?⃗?) = 𝑈 𝑖(?⃗?) + 𝑈 𝑠(?⃗?). (2.20)
For our purposes, as will be seen later, let incident field be a plane wave. Now, (2.17)
becomes
(∇2 + 𝑘2)𝑈 𝑖(?⃗?) + (∇2 + 𝑘2)𝑈 𝑠(?⃗?) = −4𝜋𝐹 (?⃗?,𝜔)𝑈(?⃗?), (2.21)
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where
(∇2 + 𝑘2)𝑈 𝑖(?⃗?,𝜔) = 0. (2.22)
This is known as the Helmholtz equation and plane wave is one of its solutions. Using
(2.22) we get
(∇2 + 𝑘2)𝑈 𝑠(?⃗?) = −4𝜋𝐹 (?⃗?,𝜔)𝑈(?⃗?). (2.23)
If it is possible, sometimes, it is more convenient to re-write differential equation into
the form of an integral equation. Later, it enables us to make certain approximations.
One way to obtain such an integral equation is to use technique of Green’s function.
In mathematics, a Green’s function is tool for solving inhomogeneous linear differential
equations with specified initial and boundary conditions. Here, it is based on the fact
of linearity of Helmholtz operator. Physically, it may be thought as the response of
a system to a unit impulse at certain position 𝑟 = 𝑟′. In other words, every point in
domain is consider as a point source, described by Dirac delta function 𝛿, giving rise to
the spherical wave. Due to linearity, one can obtain solution by integrating throughout
the whole domain. Speaking mathematically
(∇2 + 𝑘2)𝐺(?⃗? − ?⃗? ′) = −4𝜋𝛿 (3)(?⃗? − ?⃗? ′). (2.24)





𝐹 (?⃗?,𝜔)𝑈(?⃗?)𝐺(?⃗? − ?⃗? ′)𝑑3𝑟 ′, (2.25)
where Green’s function [26]
𝐺(?⃗? − ?⃗? ′) = exp(𝑖𝑘|?⃗? − ?⃗?
′|)
|?⃗? − ?⃗? ′|
, (2.26)
where ?⃗? is position vector of observation and ?⃗? ′ is the position vector of inhomogeneities,
see (Fig. 2.1).
As we mentioned, incident field is a plane wave. Without loss of generality let 𝑈 𝑖(?⃗?)
has amplitude of unity, frequency 𝜔 and direction of propagation denoted by wave
vector ?⃗?0.
For the total field 𝑈(?⃗?) we have
𝑈(?⃗?) = exp(𝑖𝑘0 · ?⃗?) +
∫︁∫︁∫︁ ∞
−∞
𝐹 (?⃗? ′,𝜔)𝑈(?⃗? ′)
exp[𝑖𝑘(?⃗? − ?⃗? ′)]
|?⃗? − ?⃗? ′|
𝑑3𝑟 ′. (2.27)
Eq. (2.27) is known as the integral equation of potential scattering and it is the ba-
sic equation for determining 𝑈(?⃗?). It has the form of a iterative method. Each new
calculated field has to be substituted into integral and re-calculated inside whole scat-
tering volume. This means, that we calculate field only inside the scattering volume
𝑉 . Once the solution throughout 𝑉 is known, the solution outside 𝑉 can be obtained
by substituting into integral of (2.27).
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Figure 2.1: Illustrating the notation relating to scattering on a medium occupying a
volume 𝑉 .
2.4 First Born Approximation
In general, we don’t know the field inside the scatterer, so one can make a first iteration,
i.e. approximate field inside scatterer of equation (2.27). For slightly varying 𝑛(?⃗?)
from unity, let us replace the field 𝑈(?⃗? ′) inside the scatterer only by the incident field,
mathematically
𝑈 = 𝑈 𝑖 + 𝑈 𝑠 = 𝑈 𝑖. (2.28)
This means that each point in the scatterer is affected only by incident field and
no scattered field. One talks about single scattering. Moreover, we consider elastic
scattering |⃗𝑘0| = |⃗𝑘 ′|. Putting (2.28) into (2.27) we obtain
𝑈(?⃗?) ≈ 𝑈𝐵(?⃗?) = exp(𝑖𝑘0 · ?⃗?) +
∫︁∫︁∫︁ ∞
−∞
𝐹 (?⃗? ′,𝜔) exp(𝑖𝑘0 · ?⃗? ′)
× exp[𝑖𝑘
′(?⃗? − ?⃗? ′)]
|?⃗? − ?⃗? ′|
𝑑3𝑟 ′.
(2.29)
This approximation is generally referred to as the first Born approximation or just the
Born approximation. In practice, one often measures a field far from the scatterer,
so-called far field. Then for large 𝑟, it holds
|?⃗? − ?⃗? ′| =
√





= 𝑟 − ?⃗? · ?⃗? ′ + 𝜖
|?⃗? − ?⃗? ′| ≈ 𝑟 − ?⃗? · ?⃗? ′,
where ?⃗? = ?⃗?/𝑟
exp(𝑖𝑘′|?⃗? − ?⃗? ′|)
|?⃗? − ?⃗? ′|
≈ exp(𝑖𝑘𝑟)
𝑟
exp(𝑖𝑘 ′ · ?⃗? ′). (2.30)
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Using the approximation (2.30) in (2.29), we see that
𝑈𝐵(?⃗?) ≈ exp(𝑖𝑘0 · ?⃗?) + 𝑈 𝑠𝐵(?⃗?), (2.31)
where










𝐹 (?⃗?,𝜔)𝑈(?⃗? ′) exp(𝑖𝑘 ′ · ?⃗? ′)𝑑3𝑟 ′ (2.33)





𝐹 (?⃗? ′,𝜔) exp[𝑖(?⃗?0 − ?⃗? ′) · ?⃗? ′]𝑑3𝑟 ′. (2.34)
Now function 𝑓0(?⃗?0 ,⃗𝑘 ′;𝜔) has the form of 3D Fourier transform [27] of 𝐹 (?⃗?;𝜔) with
reciprocal, fourier variable ?⃗?, i.e.
𝑓0(?⃗?0 ,⃗𝑘
′;𝜔) = 𝐹 (?⃗?,𝜔) =
∫︁∫︁∫︁ ∞
−∞
𝐹 (?⃗? ′,𝜔) exp(𝑖?⃗? · ?⃗? ′)𝑑3𝑟 ′, (2.35)
where
?⃗? = ?⃗?0 − ?⃗? ′. (2.36)
It says that in the far-field, for a incident plane wave of direction ?⃗?0, the amplitude
of scattered field in a point of observation, determined by ?⃗? ′, is proportional to the
scattering amplitude [27]. This is true within the accuracy of the Born approximation.
2.5 Rytov Approximation
Formally, while one can expand the total field into a series of partial fields (Born case)
𝑈 = 𝑈(0) + 𝑈(1) + 𝑈(2) + ..., (2.37)
others can expand the total field into a series of exponentials instead [17]
𝑈 = exp(𝜓) = exp(𝜓(0) + 𝜓(1) + 𝜓(2) + ...). (2.38)
The expansion series (2.38) is the essence of the Rytov approximation. For the exact
total field expressed by exponential using function 𝜓 = 𝜓(?⃗?) we have
𝑈 = exp[𝜓(?⃗?)], (2.39)
where 𝜓(?⃗?) have to carry information about space distribution of the amplitude and of
the phase. This means, that 𝜓(?⃗?) has to be a complex function. Now we have
𝑈 = exp[𝜓(?⃗?)] = ?⃗?(?⃗?) exp[𝑖𝜑(?⃗?)], (2.40)
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where evidently
𝜓(?⃗?) = 𝑙𝑛[?⃗?(?⃗?)] + 𝑖𝜑(?⃗?). (2.41)
Just like in case of the Born approximation, in general, the exact total field 𝑈(?⃗?) inside
a scatterer is unknown.
Now, let substitute field (2.39) into the (2.17). We obtain
∇2𝜓(?⃗?) +∇𝜓(?⃗?) · ∇𝜓(?⃗?) + 𝑘2𝑛2(?⃗?) = 0, (2.42)
where we used
∇2𝑈(?⃗?) = ∇ · ∇𝑈(?⃗?) = ∇ · ∇ exp[𝜓(?⃗?)]
= ∇ exp[𝜓(?⃗?)].∇𝜓(?⃗?)
= exp[𝜓(?⃗?)]∇𝜓(?⃗?).∇𝜓(?⃗?) + exp[𝜓(?⃗?)]∇2𝜓(?⃗?).
(2.43)
This is a nonlinear first order differential equation for ∇𝜓 and is known as the Ricatti
equation.
As was mentioned in the previous section, the index of refraction differs slightly
from unity, thus we can express the index of refraction as a space variation from unity
as follows
𝑛2(?⃗?) = [1 + 𝛿𝑛(?⃗?)]2 ≈ 1 + 2𝛿𝑛(?⃗?). (2.44)
Now, Eq. (2.42) becomes
∇2𝜓(?⃗?,𝜔) +∇𝜓(?⃗?,𝜔) · ∇𝜓(?⃗?,𝜔) + 𝑘2[1 + 2𝛿𝑛(?⃗?,𝜔)] = 0. (2.45)
In the absence of the fluctuations (𝛿𝑛 = 0) we have
∇2𝜓0(?⃗?,𝜔) +∇𝜓0(?⃗?,𝜔) · ∇𝜓0(?⃗?,𝜔) + 𝑘2 = 0. (2.46)
Let us re-write series for 𝜓, similar as in Born approximation, into two terms. First will
stands for solution of homogeneous medium (as above) and second stands for solutions
containing inhomogeneities, denoted with capital letter 𝑆. Explicitly
𝜓 = 𝜓0 + 𝜓𝑆. (2.47)
Equation (2.46) is independent of the medium and hence 𝜓0 must be associated with
incident field 𝑈 𝑖, i.e.
exp[𝜑0(?⃗?,𝜔)] = 𝑈
𝑖(?⃗?,𝜔). (2.48)
Next step is to insert (2.47) into (2.42) and take difference between result (2.46). We
obtain
∇2𝜓𝑆(?⃗?,𝜔) +∇𝜓0(?⃗?,𝜔) · ∇𝜓𝑆(?⃗?,𝜔) = −∇𝜓𝑆(?⃗?,𝜔) · ∇𝜓𝑆(?⃗?,𝜔) + 2𝑘2𝛿𝑛. (2.49)
Noting that
∇2[𝑈 𝑖(?⃗?)𝜓𝑆(?⃗?)] = ∇2𝑈 𝑖𝜓𝑆(?⃗?) + 2𝑈 𝑖𝑖∇𝜓0(?⃗?) · ∇𝜓𝑆(?⃗?) + 𝑈 𝑖(?⃗?)∇2𝜓𝑆(?⃗?). (2.50)
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It holds that ∇2𝑈 𝑖 = 𝑘2𝑈 𝑖. Last two terms of (2.50) are equal with (2.49), except for
factor 𝑈 𝑖. Equalling them we get
∇2𝜓𝑆(?⃗?) +∇𝜓0(?⃗?) · ∇𝜓𝑆(?⃗?) =
1
𝑈 𝑖
[∇2[𝑈 𝑖(?⃗?)𝜓𝑆(?⃗?)] + 𝑘2𝑈 𝑖(?⃗?)𝜓𝑆(?⃗?)]. (2.51)
Substituing right-hand side of (2.51) into left-hand side of (2.49), we get
(∇2 + 𝑘2)[𝑈 𝑖(?⃗?)𝜓𝑆(?⃗?)] = −[∇𝜓𝑆(?⃗?) · ∇𝜓𝑆(?⃗?) + 2𝑘2𝛿𝑛]𝑈 𝑖. (2.52)
We have already had these in Sec. 2.4, (2.23). It is inhomogeneous wave equation. Now,






[∇𝜓𝑆(?⃗?) · ∇𝜓𝑆(?⃗?) + 2𝑘2𝛿𝑛]𝑈𝑖
× exp[𝑖𝑘(?⃗? − ?⃗?
′)]
|?⃗? − ?⃗? ′|
𝑑3𝑟 ′.
(2.53)
This is expression for the "scattered" part of 𝜓. Again, similar as in the Born approx-
imation, we may assume that the first addend in the angle brackets is small compared
to second one. Then, we can neglect this term. One then obtains first iteration called







exp[𝑖𝑘(?⃗? − ?⃗? ′)]
|?⃗? − ?⃗? ′|
𝑑3𝑟 ′. (2.54)









𝑘2[1− 𝑛(?⃗?) 2]𝑈 𝑖 exp[𝑖𝑘(?⃗? − ?⃗?
′)]
|?⃗? − ?⃗? ′|
𝑑3𝑟 ′. (2.55)
With 𝑈 𝑖 = exp(𝑖𝑘0.?⃗?) integral is known as first Born approximation for the scattered




[𝑈 𝑖]−1[𝑈 𝑠𝐵]. (2.56)
The total field in the first Rytov approximation can be written as
𝑈𝑅(?⃗?) = exp[𝜓0(?⃗?) + 𝜓𝑅(?⃗?)] = 𝑈
𝑖(?⃗?) exp[𝜓𝑅(?⃗?)]. (2.57)
If we expand exponential in the series we can see that first two terms are indentical to
first Born approximation for the total field, i.e.
𝑈 𝑖(?⃗?) exp[𝜓𝑅(?⃗?)] = 𝑈
𝑖(?⃗?)(1 + 𝜓𝑅(?⃗?) + ...). (2.58)
If we substitute (2.55) into (2.57) we have
𝑈 𝑖(?⃗?)(1 + 𝜓𝑅(?⃗?) + ...) = 𝑈
𝑖(?⃗?) + 𝑈𝐵(?⃗?) + .... (2.59)
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This is the reason, why the first Rytov approximation is considered superior to the first
Born approximation for incident wave being plane wave.
In practice, calculating 𝜓 needs phase-unwrapping. It is because the imaginary part
of 𝜓




2.6 Validity of the Born and the Rytov approxima-
tion
Due to approximations we made in the previous two sections, it is natural that both
methods underlie to restrictions in usage. Several papers deal with the validity of the
Born and Rytov approximations [18, 28]. We briefly sum up some demands of both
approximations, starting with the BA.
In the Born approximation, as the first iteration we replaced the total field inside
the scatterer only by incident field 𝑈 = 𝑈 𝑖 + 𝑈 𝑠 ≈ 𝑈 𝑖, this holds for
𝑈 𝑠(?⃗? ′) ≪ 𝑈 𝑖(?⃗? ′). (2.61)
Any contribution to a field is a complex number. This implies, that above inequality
must hold for both amplitude and phase. In case of amplitude, it means, that there is
only little a absorption by the specimen. This is true for biological cells at near infrared,
as was mentioned. In case of phase, it means, that there is only a little change in phase
caused by change in optical path length due to inhomogeneities. For phase change







For simplicity, let’s think of specimen with fixed and homogeneous distribution of
inhomogeneities. Thereby, (2.62) becomes
△𝜑 = 2𝜋
𝜆
𝑠(𝑛𝑠 − 𝑛𝑚) ≪ 2𝜋. (2.63)
This implies that
𝑠(𝑛𝑠 − 𝑛𝑚) ≪ 𝜆. (2.64)
It means that optical path difference is much smaller than the wavelength 𝜆. There-
fore the validity of the Born approximation underlies the restriction of optically thin
samples.
In case of the Rytov approximation it is a little bit more complicated considering
its non-linear, but exponential description of wave propagation. Nevertheless, certain
analyses have shown that the Rytov approximation should be valid for optically thicker
samples than in case of the Born approximation. Moreover, it requires that |∇𝜓𝑆| ≪
2𝜋/𝜆 [19]. This holds for large scale at which 𝛿𝑛 fluctuates compared to the wavelength
𝜆 . It is evident that for the shorter wavelength 𝜆 usage of the Rytov approximation
should becomes more valid.
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2.7 FDTD
2.7.1 Introduction to the FDTD method
Electromagnetic simulations solving Maxwell equations have become an essential tool
with applications ranging from telecommunications to radar systems [29], design of
high speed electronic circuit boards [30], scattering simulations of biological samples
[31] and much more.
In early days, large-scale of Maxwell’s equations solutions have been motivated
by the requirements of military defense. Especially, the need of understanding the
scattering of electromagnetic waves by complex, electrically large material structures
for a defensive radar system development using mechanical calculators.
With the rise of computers, primarily, it was frequency domain used for solving
Maxwell’s equations. Later, it turned out that approaches based on the frequency
domain have difficulty treating nonmetallic material composition and volumetric com-
plexity of a structure. This led to early explorations of a novel alternative approach,
direct time-domain solutions of Maxwell’s differential equations, called finite difference
time domain (FDTD) [29].
FDTD method was first presented by Yee in 1966 [32]. He proposed the discretiza-
tion algorithm for Maxwell’s equations, today called Yee’s algorithm. It solves the
Maxwell’s equations in a direct manner by discretizing the physical space with regular
elementary volumes.
Since then, many alternative griddings of the Maxwell’s equations have been pro-
posed. However, none have had the seminal impact and longevity of his "original family
recipe".
The growth of the FDTD method since the late 1970’s can certainly be paralleled
to the ongoing advances in computer technology. There are several primary reasons for
the expansion of interest in FDTD method, such as being fully explicit, can cover a wide
frequency range with a single simulation run, and treat nonlinear material properties
in a natural way, since it is a time-domain method.
2.7.2 Yee’s algorithm
Yee’s algorithm is based on discretizing the volume domain with a regular, structured,
rectangular grid, using central difference operators having second-order accuracy. To
maintain the accuracy, the electric and magnetic fields must be staggered in both space
and time.
Yee’s algorithm is derived from electromagnetic induction, which relates electric
and magnetic fields. Using differential form of Maxwell’s curl equations (2.1) and (2.2)











































































In order to best approximate curl of electric (magnetic) field at a point where magnetic
(electric) field is being computed, the central difference formula is used (Fig. 2.2). For






where △ is optional difference step defining size of the grid (Fig. 2.3). For a uniform,
rectangular grid, each point of the grid can be denoted as follows
(𝑖,𝑗,𝑘) = (𝑖△𝑥,𝑗△𝑦,𝑘△𝑧), (2.72)
where 𝑖, 𝑗 and 𝑘 are integers. Similarly, time is uniformly discretized as 𝑡 = 𝑛△𝑡. then
the function 𝑓(𝑥,𝑦,𝑧,𝑡) can be expressed at any point within the grid using the notation:
𝑓(𝑥,𝑦,𝑧,𝑡) = 𝑓(𝑖△𝑥, 𝑗△𝑦, 𝑘△𝑧, 𝑛△𝑡) = 𝑓𝑛𝑖,𝑗,𝑘. (2.73)
Descretizing equations (2.65)-(2.70) using (2.71) and notation of (2.73) we have [34]












































































Figure 2.3: Primary(left) and secondary(right) grid cell of the regular, structured,
rectangular, staggered grip [34].
21
Stability and grid size
To obtain correct, converging simulation results, one has to ensure numerical stability
of a simulation. Crucial is the size of time and space discretization step. Sizes must
be small such that electromagnetic field does not change significantly over one grid
cell. This means that the wavelength of a source must be much higher than spatial
discretization of a grid, otherwise velocity propagation of numerical waves could be
affected in an unwanted manner [29]. There is also a relation between time step △𝑡











where 𝑐 is the speed of light. This defines the Courant-Fredrichs-Lewy (CFL) stabil-
ity limit of the three-dimensional Yee algorithm for Maxwell’s equations. This limit







2.7.3 Total-field Scattered-field TF/SF
For simulations requiring plane-wave source, there was designed the so-called total-
field/scattered-field technique (TF/SF), (earlier Huygen surface). This technique re-
sulted from attempts to introduce a plane-wave source that avoids the difficulties caused
by initial condition approach discussed in [29].
TF/SF technique is based on the linearity of Maxwell’s equations. Thus, electric
and magnetic fields can be expressed as a superposition of incident and scattered fields
ℰ⃗𝑡𝑜𝑡𝑎𝑙 = ℰ⃗𝑖𝑛𝑐 + ℰ⃗𝑠𝑐𝑎𝑡𝑡, ℋ⃗𝑡𝑜𝑡𝑎𝑙 = ℋ⃗𝑖𝑛𝑐 + ℋ⃗𝑠𝑐𝑎𝑡𝑡, (2.82)
where ℰ⃗𝑖𝑛𝑐, ℋ⃗𝑖𝑛𝑐 forms the plane wave propagating in the homogeneous free space with
the absence of any inhomogeneities. These are assumed to be known at all points of
the grid at all time-steps. The scattered fields ℰ⃗𝑠𝑐𝑎𝑡𝑡, ℋ⃗𝑠𝑐𝑎𝑡𝑡 are the perturbations of the
field due to interaction of the incident field with any inhomogeneity. These are initially
unknown.
2D TF/SF formulation is schematically shown in the Fig. (2.4). Whole simulation
region is divided into two distinct subregions, Region 1 and Region 2 bounded by
desired boundary conditions discussed below.
Region 2 is a certain part of grid where total fields are assumed to be stored in
the computer memory at specific plane called monitor. Here Yee algorithm operates
on total-field vector components. Any inhomogeneities must be embedded within this
region. The incident plane wave is launched at the bottom edge of this region. If the
grid is not aligned, so that incident wave is along one of the principal axes, the incident
fields can be analytically computed at each cell position [33]. This makes possible to
simulate problems with non-normal incidence.
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Region 1 is a remaining part of a grid, where only scattered fields are assumed to be
stored in the computer memory. Here, Yee algorithm operates only on scattered-field
vector components.
(a) Illustrating TF/SF technique [33].
(b) Illustrating the elimina-
tion of a scattered field at
the boundaries [35].
Figure 2.4: Primary(left) and secondary grid cell of the regular, strctured, rectangular,
staggered grip
There are several advantages using TF/SF source summarized in [29], for instance
near-field to far-field transformation monitor can be located within Region 1 and there-
fore having values of fields outside the simulation. Setting arbitrary time waveform
and duration, angle of incidence or angle of polarization, etc. Because of finiteness of
a simulation there must be specific boundary conditions, depending on requirements,
at the outermost grid planes. For instance, it might be a metal boundary conditions
that behave as a Perfect Electric Conductor (PEC), i.e. as a perfectly reflecting sur-
face. Analogously Perfect Magnetic Conductor (PMC). Many problems are interested
in simulation of free space which means boundary conditions are placed at infinity to
avoid the reflection toward the inned domain. To simulate a free space one can use
special case of absorbing boundary conditions (ABC), called Perfectly Matched Layer
(PML) [36].
PML
These boundaries absorb electromagnetic waves incident upon them, thus there are no
reflections on boudaries. They are described as a lossy medium dependent on the angle
of incidence and angular frequency of incident wave. On the other hand, the attenua-
tion of such a wave is dependent on thickness of PML boundaries and its conductivity
and its artificially added magnetic nonphysical conductivity. The higher thickness and
conductivity, the higher attenuation. But there must be rather smooth variation of
conductivity at the medium-PML interface, otherwise, spurious numerical reflections
can occur. High thickness of PML rather results in computational cost.
23
24
3. Simulation and results
3.1 Simulation using Born approximation and Rytov
approximation
For simulation of scattering in BA and RA, we used home-made software Matlab. Both
simulations were computed for various directions of the incident plane waves with unity
amplitude of 𝑈 𝑖𝐵,𝑅. Every direction of the plane wave can be described by the wave
vector ?⃗? = (𝑘𝑥,𝑘𝑦,
√︀
𝑘2 − 𝑘2𝑥 − 𝑘2𝑥), thus any direction is uniquely describred by the vec-
tor ?⃗?𝑡 = (𝑘𝑥,𝑘𝑦), where 𝑡 stands for transverse. In the next sections only 𝑘𝑡 will be used.
Parameters of simulation
Scattering of the idealized model of cell was simulated (Fig. 3.1). The cell is placed in
the plane 𝑧 = 0, consists of the two different structures, shapes and indexes of refrac-
tions. The greatest one is called mitochondrion having elliptical shape with semi-major
axis 𝑎 and semi-minor axes 𝑏, 𝑐 and having index of refraction 𝑛 = 1.37. The second one
is called organelle having spherical shape and index of refraction 𝑛 = 1.42. The index
of refraction of background is 𝑛 = 1.336. The cell contains three identical organelles
parallel along axis 𝑥 with equidistant spacing. Other parameters of the simulation are
in the Tab. (3.1).
wave length 𝜆 [nm] 1000
cubic grid cell size △ [nm] 125
mitochondrion (𝑎,𝑏,𝑐) [𝜇m] (5, 3.5, 3.5)
organelle radius [𝜇m] 0.75
position of mid organelle (𝑥,𝑦,𝑧) [𝜇m] (0, 0, -1.2)
organelle spacing (𝑥,𝑦,𝑧) [𝜇m] (±3, 0, -1.2)
Table 3.1: Simulation parameters.
Monitor was placed at the distance 𝑧 = 150 nm and its dimensions are 𝐿𝑥 = 32
𝜇m 𝐿𝑦 = 16 𝜇m. There is 𝑁𝑥 = 128 points in 𝑥 directions and 𝑁𝑦 = 64 points in 𝑦
directions. Together it is 8192 points on the monitor where fields 𝑈 𝑖,𝑗𝐵,𝑅 were computed,
where 𝑖,𝑗 denotes the position of a point on the monitor. Points are equidistantly
spaced, i.e. △𝑥 = △𝑦 = 250 nm.
Directions of individual plane waves were computed using relation between direct
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?⃗?𝑞,𝑝𝑡 = (𝑞△𝑘𝑥, 𝑝△𝑘𝑦), 𝑞 = 0,1,..., 26, 𝑝 = 0,1, ...,13. (3.2)
For 𝑞 = 𝑝 = 0 we have plane wave propagating in the 𝑧 direction, we will consider such
wave as wave of normal incidence. This relations fulfill Nyquist-Shannon sampling
theorem [37]. Higher sampling does not provide any change in results.
Figure 3.1: 2D projection of the cell with monitor shown and three different direction
of incident plane waves.
26
3.2 FDTD simulation
Rigorous FDTD method calculations were performed in the 3D Lumerical FDTD So-
lution software [35]. Similar as in the previous section, we will use ?⃗?𝑡 notation.
Parameters of FDTD simulation
For simulation we used the same parameters as described in previous section, except
for the size of grid cell and number of point on the monitor. Equally, shape of the
grid was cubic with size of the spatial step △ = 50 nm. Here 𝑁𝑥 = 640 𝑁𝑦 = 320.
All points in BA and RA monitor intersect with the points of FDTD monitor and
only these were chosen for further processing. Number of PML layers were set up to
16. Polarization was chosen in the direction of the 𝑦 axis. Auto-shutoff criteria were:
simulation duration 𝑡 = 2000 fs and energy left in the simulation domain 𝐸 = 1.10−5
of initial value. Dimension of simulation domain was 𝑋 = 34 𝜇m, 𝑌 = 7 𝜇m, 𝑍 = 18
𝜇m.
3.3 Results
The main goal in this section is to compare accuracy of BA and RA to FDTD method.
All 2D images are just a fraction of the whole monitor due to lucidity, whereas all 1D
cross-section images are of range of the width/height of the monitor. All figures are
ordered in the following manner: BA, RA, FDTD method.





three angles of incidence 0°, 15° and 37°. Its particular maximal and minimal values
shown in the Tab. (3.2). It can be seen, that the range of the field values across the
whole monitor of the Rytov method corresponds to the FDTD method more than the
















𝐿) 𝛼 = 37° (1.84, 1.55, 1.40) (0.81, 0.81, 0.82)
















𝐿) 𝛼 = 37° (1.22, 1.41, 1.32) (0.00, 0.00, 0.00)
Table 3.3: Maximal and minimal values of particular scattered fields.
Fig. (3.3). Here, it can be seen that even the field distribution is more accurate in
27
the case of RA. BA does not contain some detail information in the regions between
maximal values of the field. Here, we have to say that whether it is scattered or total
field, values are almost equal at the edges of monitor for all cases of incidence.
Figure 3.2: The absolute value of total field at distance 𝑧 = 150 nm behind the cell.
Columns represents results of BA(left), RA(middle), FDTDmethod(right) for the angle
of incidence: 0°, 15° and 37°; 𝑞 = 0, 12, 26.
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Figure 3.3: Slice through absolute value of the total fields of the BA, RA, FDTD
method; normal incidence (𝑞 = 0, 𝑝 = 0). Sub-figure: schematically shown slice.
Despite of all above conclusions, from the Fig. (3.4) and (3.5), and Tab. 3.3, it can
be seen, that it is the RA which has wider range of absolute values of the scattered
field. Concerning the field distribution it is similar for both. As was discussed in the
previous chapters, the total field is just a sum of the scattered field and the incident
plane wave. RA reach higher maximal value of the scattered field than BA, whereas BA
reach higher maximal value of the total field, this means, that there must be different
phase distribution of the scattered fields (Fig. 3.6) of approximative methods, because
phase of the incident wave is equal for both. As we saw, the resultant superposition of
these two field is more accurate in the RA for the normal incidence.
Figure 3.4: Absolute value of scattered field at distance z=150nm behind the cell:
BA(left), RA(middle), FDTD method(right); normal incidence (𝑞 = 0, 𝑝 = 0).
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Figure 3.5: Slice through the absolute value of the scattered field of the BA, RA, FDTD
method; normal incidence (𝑞 = 0, 𝑝 = 0).
Figure 3.6: Slice through the phase of the scattered fields of the BA and RA; normal
incidence (𝑞 = 0, 𝑝 = 0).
Now, we shall show the contributions to the field from particular parts of the cell:
mitochondrion and three organelles. The first one was obtained by setting organelle’s
index of refraction to that of mitochondrion. The second one was obtained by setting
mitochondrion’s index of refraction to that of the background. We have to say that, for
several reasons, the sum of the fields from the particular contributions are not equal
to that obtained by the cell as a whole. But, it may be helpful to realize which parts
of the cell cause greater deviations from FDTD method for the RA and BA.
First, we start with the mitochondrion. In the Fig. (3.7), we can see the absolute values




𝐿 . Here, it can be seen again, that BA
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rises error mainly in its phase. In this case, the Rytov method is more accurate in the
scattered field than the Born method (Fig. 3.8b), which does not hold for the whole
cell with organelles.
Figure 3.7: Mitochondrion: absolute value of the total(top) and scattered(bottom)
field at distance 𝑧 = 150 nm behind the mitochondrion: BA(left), RA(middle), FDTD
method(right); normal incidence (𝑞 = 0, 𝑝 = 0).
(a) Total field (b) Scattered field
Figure 3.8: Mitochondrion: slices through the absolute values of the total and scattered
fields; normal incidence (𝑞 = 0, 𝑝 = 0).
In case of the organelles, we show only the slice figures. As expected it is obvious
from the Fig. (3.9a), that RA scatters more than the BA and FDTD method. Also, we
can see again that BA "forgot" about that one local minimum compared to Fig. (3.9b),
where it did not. In the last Fig. (3.10), there are the slices through the phase of the
field of particular methods. Here, the FDTD method field had to be multiplied by the
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phase factor exp−𝑖𝜑 to align phases, where 𝜑 is the phase of the incident plane wave
at 𝑧 = 150 nm. It can be seen, that BA phase stops to trace FDTD line at 𝑥 = −3.5
𝜇m, approximately. It is because an organelle starts to be optically too thick for the BA.
(a) Total field (b) Scattered field
Figure 3.9: Organelles: slices through the absolute values of the total and scattered
fields; normal incidence (𝑞 = 0, 𝑝 = 0).
Figure 3.10: Organelles: slice through the phase of the scattered fields of BA, RA,
FDTD method; normal incidence (𝑞 = 0, 𝑝 = 0).
Thus, we can conclude that for the optically thick objects the resulting complex
field 𝑈𝐵 is rather inaccurate. For the optically thick and optically less dense objects,
relative to surrounding, the RA is clearly more appropriate for a use. On the other
hand for the optically higher dense object, the RA rather scatters too much. This
corresponds to that discussed in the Sec. 2.6.
In the following we will discuss the case of oblique incidence of plane wave (𝑞 ̸= 0,
𝑝 ̸= 0). At the end, there will be analyzed the influence of changing the wavelength 𝜆 of
the incident plane wave. All the other slice figures of the resulting fields are displayed
from the line passing through overall maximal value in the 𝑥 axis direction. Due to
the vectorial character of the FDTD method only 𝐸𝑦 component of the field is chosen
to obtain scalar expression of the field. The difficulty emerges when the direction
of propagation of the incident wave is no longer only in the (𝑥,𝑧) direction; 𝑝 ̸= 0.
This means that the polarization direction of incident wave is generally expressed by
?⃗? = (𝐸𝑥 ̸= 0, 𝐸𝑦 ̸= 0, 𝐸𝑧 ̸= 0). From the FDTD method, we can obtain all three
projections of ?⃗? in the observation plane. Now, 𝐸𝑦 is not of magnitude of the unity
and it would bring errors in the comparison of the resulting fields. For this purposes,
all the slice figures are obtained by normalizing the particular fields.
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In the Fig (3.11), we can see the comparison for plane wave of the maximal angle
of incidence; 𝑞 = 26, 𝑝 = 13. Here the colors of the image depends only on the
relative differences between particular values. The range of colors is linearly distributed
between maximal and minimal value. It can be seen, that Born method is rather
inaccurate.
(a) BA (b) RA (c) FDTD
Figure 3.11: Absolute value of the total field at distance 𝑧 = 150 nm behind the cell;
𝑞 = 26, 𝑝 = 13 .
The slice graphs (Fig. 3.12) describe the inaccuracy better. The graph shows abso-





|𝑈𝐵,𝑅,𝐿|2 = 1. (3.3)
(a) 𝑞 = 0, 𝑝 = 0 (b) 𝑞 = 12, 𝑝 = 0
(c) 𝑞 = 26, 𝑝 = 0 (d) 𝑞 = 26, 𝑝 = 13
Figure 3.12: Slices through the absolute values of the total fields for 4 directions of the
angle of incidence (𝑞, 𝑝).
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From the Fig. (3.12c) and (3.12d) it seems, like RA is slightly shifted compared to
FDTD method, but a slice do not have to be displayed from the same line. To quantify









where 𝑁𝑝 is the number of points on the monitor. Complex total fields 𝑈𝐵,𝑅,𝐿 had to
be phase aligned. Resulting error is shown in the Fig. (3.13) for three tilts in 𝑦 axis
direction corresponds to values 𝑝 = 0, 7, 13.
Figure 3.13: Values of the error 𝐸 for all 𝑞 and 𝑝 = 0, 7, 13. Error of the BA is
cross-marked and the RA circle-marked.
We can see very slight upward tendency in the RA for the particular 𝑝. It is more
obvious in the BA case. There is an overall increasing error for increasing angles in
both methods. Magnitude of Born error is approximately three times higher than
Rytov error.
Now we will analyze the influence of the wavelength 𝜆 on the resulting field. From
the error Fig. (3.14), we can see the downward tendency for both methods. Particular
field are shown in the Fig. (3.15). It is not surprising in the BA, because it holds that
with the increasing wavelength 𝜆, an object becomes optically thinner. Whereas, in the
Sec. 2.6, we introduced the condition |∇𝜓𝑆| ≪ 2𝜋/𝜆 for the Rytov approximation. The
results are in contradiction with the condition. It is not the only condition ensuring
higher coincidence of results. Even though it may hold for some special cases.
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Figure 3.14: Values of the error 𝐸 for 𝑞 = 0, 𝑝 = 0 as a function of wavelengths 𝜆.
Figure 3.15: Absolute value of total field at distance 𝑧 = 150 nm behind the
cell: BA(left), RA(middle), FDTD method(right) for three different wavelengths:
500 nm(up), 1500 nm(middle), 3000 nm(bottom).
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4. Simulation of CCHM
4.1 Coherence-Controlled Holographic Microscope
It has been almost 20 years since the first holographic microscope was developed in VUT
[38]. Since then, several designs and constructions have been proposed and realized [39,
40]. The last one is coherence-controlled holographic microscope (CCHM) developed
in VUT, in co-operation with TESCAN Orsay Holding.
CCHM (Fig. 4.1) is based on computerized off-axis arrangement with special design
enabling utilization of spatial and temporal non-coherent illumination. Computerized
off-axis arrangement itself enables imaging of transparent, phase objects. It is because
the phase shift of the waveform, caused by an object, relative to reference waveform is
captured by interference of these two waves. Resulting interference intensity pattern
of the object and the reference wave in the image plane can be described as follows
𝑖 = |𝑢𝑜 + 𝑢𝑟|2 = |𝑢𝑜|2 + |𝑢𝑟|2 + 𝑢*𝑜𝑢𝑟 + 𝑢𝑜𝑢*𝑟. (4.1)
Complex object wave can be reconstructed by mathematical algorithms. This means,
we can extract 𝑢𝑜 from the last term of Eq. (4.1) and display its phase and amplitude
image.
Optical system is proposed to use Köhler illumination. Here, the light source is
imaged to the back focal plane of condenser lens 𝐶. This means that each point of
the source forms the plane wave in the object space of objective 𝑂, and for now, is
described by the reduced wave vector ?⃗? = (?⃗?𝑡,𝐾𝑧) = 𝑘0/2𝜋. Specimen plane 𝑆 is
placed in the focal plane of objective 𝑂. In the further analysis we consider only the
area prompted by the dashed line.
Now, we partially describe theoretical imaging process of CCHM for monochro-
matic extended source, specifically, imaging of the part mentioned above. The whole
description is in [41] and some parts where simulated in [42]. After that, we simulate
the object arm of the CCHM, using the previous results, to obtain complex field 𝑢0
behind the aperture diaphragm of objective.
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Figure 4.1: Optical set-up of coherence-controlled holographic microscope (CCHM).
LS – light source, A – aperture stop of adjustable size, IF – interference filter, L –
collector lens, BS – beam splitters, M – mirrors, Mm – movable mirrors, C – condenser
lenses, R – reference plane, S – specimen (object) plane, D – diffuser, O – objective
lenses, TL – tube lenses, OL – output lenses, DG – diffraction grating, OP – output
plane.
4.2 Image formation in CCHM
In many applications in optics, it is useful to express wave in its 2D Fourier spectrum,
so-called angular spectrum, i.e. as a superposition of plane waves. It can be shown,
that this can be done for any wave satisfying Helmholtz equation [27]. It is usually
derived in way, that the whole space is divided by a plane into two subspaces, where
one contains all sources of radiation and the other is free space with no sources. In our
analysis, we divide the space with the plane perpendicular to propagation axis 𝑧, right




𝑈(?⃗?𝑡) exp(2𝜋𝑖?⃗? · ?⃗?)𝑑𝐾𝑥𝑑𝐾𝑦, (4.2)
where ?⃗? = (𝑞𝑡,𝑧) = (𝑥,𝑦,𝑧) is a position vector in a Cartesian coordinate system and





𝑢(?⃗?) exp(−2𝜋𝑖?⃗? · ?⃗?)𝑑𝑞𝑥𝑑𝑞𝑦. (4.3)
Green’s function expressed in Sec. 2.4 also satisfy Helmholtz equation at any point
except the origin, in other words, outside the cell. This is why we divided our space in
such a way. Now we can express spherical wave in angular spectrum [43]
exp(𝑖𝑘|?⃗? − ?⃗? ′|)
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Inserting (4.4) into (2.29) and after some algebraic manipulations, including interchang-






𝑡 ; ?⃗?𝑡) exp(2𝜋𝑖?⃗?









𝐹 (?⃗? ′,𝜔) exp[2𝜋𝑖(?⃗? − ?⃗? ′) · ?⃗? ′]𝑑3𝑟 ′ ∼ 𝑓0(?⃗?0,?⃗?;𝜔), (4.7)
where we take only real part of 𝐾
′
𝑧 . We see that Fourier coefficients, i.e. field at the
infinity, can be obtained by knowing the scattered field 𝑈 𝑠(?⃗?) at any distance behind
the object. Taking inverse Fourier transform we have
𝑈(?⃗?
′
𝑡 ; ?⃗?𝑡) =
∫︁∫︁ ∞
−∞
𝑈 𝑠(?⃗?) exp(2𝜋𝑖?⃗? ′ · ?⃗?)𝑑2𝐾 ′𝑡 (4.8)
Thus, for sufficient amount of values 𝑈(?⃗? ′𝑡 ; ?⃗?𝑡), it could be possible to determine a
distribution 𝐹 (?⃗? ′,𝜔) of object. This is true within the Born approximation and it is
known as the basic theorem of diffraction tomography. It does not have to be sufficiently
accurate for some objects.
To physically obtain Fourier spectrum, one have to image the plane waves. This can
be achieved by a lens. Then frequency spectrum is imaged at the back focal plane of
the objective. This allows us to filter such a frequency spectrum. Filtration is achieved
by setting the numerical aperture 𝑁𝐴 of a condenser and numerical aperture 𝑁𝐴𝑠 of
an objective. Numerical aperture of rotationally symmetrical system is described by
pupil function








1 for 𝑥 < 1
1/2 for 𝑥 = 1
0 otherwise.
(4.9)
Let be 𝑃𝐶(?⃗?𝑡) and 𝑃𝑂(?⃗?𝑡) pupil function of condenser, for a flat broad source, and







𝑖(?⃗?𝑡) is amplitude of frequency spectrum. Setting to unity
𝑈(?⃗?𝑡) = 𝑃𝐶(?⃗?𝑡) (4.11)
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𝑡 ; ?⃗?𝑡) + 𝛿(?⃗?
′
𝑡)]𝑃𝐶(?⃗?𝑡)





In Eq. (4.12), 𝑈(?⃗? ′𝑡 ; ?⃗?𝑡) is the Fourier spectrum of scattered field obtained from the
results of particular methods at distance 𝑧 = 150 nm and 𝛿(?⃗? ′𝑡) is Dirac distribution
representing contribution from incident wave. The whole simulation is schematically
shown in the figure below.
Figure 4.2: Schematic illustration of microscope simulation for Köhler illumination.
FP - fourier plane, C - condenser, S - specimen plane, M - monitor, O - objective.
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5. Simulation and Results
There are two main goals of simulation, the first is to realize how the resulting signal
is affected by setting up various combinations of numerical aperture 𝑁𝐴 of condenser
and numerical aperture 𝑁𝐴𝑠 of objective, where 𝑁𝐴 ≥ 𝑁𝐴𝑠 must hold. The second
one is comparison of signals 𝑢𝑜(𝑞𝑡) obtained from the fields 𝑈 from the BA, RA and
FDTD method. Simulations were done in home-made Matlab software.
First, similar as in previous results, we compare 2D Fourier transform for fields
𝑈𝐵,𝑅,𝐿 obtained at the distance 150 nm behind the cell. We can see results for the
particular methods at the top of the Fig. (5.1). Here, the red dot is contribution from
incident wave. The incident wave was of the maximal angle (𝑞 = 26, 𝑝 = 13). At the
bottom, we have two slices, one for normal incidence and second for maximal angle
passing through maximal value. Here, 𝑥-component of transverse wave vector ?⃗?𝑡 were
transformed to angle as each value of far-field has its own direction. It is quite hard
to tell which method fits better, but from the details we can see, that RA slice trace
FDTD better.
(a) BA (b) RA (c) FDTD
(d) 𝑞 = 0, 𝑝 = 0 (e) 𝑞 = 26, 𝑝 = 13
Figure 5.1: Top: far-field of 𝑈𝐵,𝑅,𝐿, 𝑞 = 26, 𝑝 = 13; Bottom: slices for two incident
waves.
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We will now discuss the results from simulation of the object arm. As we stated
earlier, cell belongs to phase objects, thus it is the phase of 𝑢𝑜(𝑞𝑡) in our interest. In the
Fig. (5.2), there are resulting images of simulation for numerical apertures 𝑁𝐴 = 0.8,
𝑁𝐴𝑠 = 0.5. Visually, the RA looks more similar to the FDTD method than the BA.
More detail insight show slices in the Fig. (5.3). It shows values for numerical aperture
𝑁𝐴 = 0.4, 𝑁𝐴𝑠 = 0.1. These are the first values of numerical aperture for which
we can distinguish particular organelles. From the yellow curve representing error, it
can be clearly seen, that also here the Rytov method is more accurate. In the next
Fig. (5.4), we can see the development of the curve for the numerical aperture of
(a) Born (b) Rytov (c) FDTD
Figure 5.2: The phase of the signal 𝑢0 for 𝑁𝐴 = 0.8, 𝑁𝐴𝑠 = 0.5
(a) Born/FDTD (b) Rytov/FDTD
Figure 5.3: Slices through the maximal phase values of the signal 𝑢0 for 𝑁𝐴 =
0.4, 𝑁𝐴𝑠 = 0.1
condenser 𝑁𝐴 = 0.5 by changing the numerical aperture of objective. Here it can
be seen that for 𝑁𝐴𝑠 = 0.1 there are higher differences between local maximal and
minimal values of the peaks compared to previous case. It is clear, that the higher
sampling(𝑁𝐴) the better resolution occurs. Even numerical apertures 𝑁𝐴 = 0.8 and
𝑁𝐴𝑠 = 0.1 displayed in the Fig. (5.5), confirm this. On the other hand the development
of curves shows, that for higher values of 𝑁𝐴𝑠 the contrast always decreases. Also it
can be seen, that for 𝑁𝐴 = 𝑁𝐴𝑠 results do not agree as for 𝑁𝐴 > 𝑁𝐴𝑠.
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To conclude the results, we saw that the Rytov approximation is overall more
accurate than the Born. As was shown in the chapter of the Rytov approximation,
the Born approximation is composed only of first two terms of the Rytov exponential.
This confirms, that it is crucial for optically thick and phase object. Even microscope
simulation shows that scattered fields obtained from the Rytov approximation provide
signal highly accurate to gain signal 𝑢𝑜 very similar to the one obtained by the FDTD
method. This makes the Rytov method applicable in the inverse scattering methods
for such objects, where obtained signal 𝑢0 is processed by reverse algorithm to obtain
distribution of the index of refraction. Even BA gives good results and for some usage
can be sufficient.
The simulation shows, that for this arrangement of microscope, optimal setup of
numerical apertures is to have the highest possible value of 𝑁𝐴 and 𝑁𝐴𝑠 approximately
in range 0.1 < 𝑁𝐴 < 0.2, for structure of such dimensions. Enhancement of contrast
in image can lead to better image processing, for instance setting up threshold. In
reality this could lead to low signal and overall worse imaging.
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(a) 𝑁𝐴 = 0.5, 𝑁𝐴𝑠 = 0.1 (b) 𝑁𝐴 = 0.5, 𝑁𝐴𝑠 = 0.1
(c) 𝑁𝐴 = 0.5, 𝑁𝐴𝑠 = 0.3 (d) 𝑁𝐴 = 0.5, 𝑁𝐴𝑠 = 0.3
(e) 𝑁𝐴 = 0.5, 𝑁𝐴𝑠 = 0.5 (f) 𝑁𝐴 = 0.5, 𝑁𝐴𝑠 = 0.5
Figure 5.4: Slices through the maximal phase values of the signal 𝑢0 for various values
of numerical apertures 𝑁𝐴𝑠.
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(a) 𝑁𝐴 = 0.8, 𝑁𝐴𝑠 = 0.1 (b) 𝑁𝐴 = 0.8, 𝑁𝐴𝑠 = 0.1
(c) 𝑁𝐴 = 0.8, 𝑁𝐴𝑠 = 0.3 (d) 𝑁𝐴 = 0.8, 𝑁𝐴𝑠 = 0.3
(e) 𝑁𝐴 = 0.8, 𝑁𝐴𝑠 = 0.5 (f) 𝑁𝐴 = 0.8, 𝑁𝐴𝑠 = 0.5
(g) 𝑁𝐴 = 0.8, 𝑁𝐴𝑠 = 0.8 (h) 𝑁𝐴 = 0.8, 𝑁𝐴𝑠 = 0.8
Figure 5.5: Slices through the maximal phase values of the signal 𝑢0 for various values




The first chapter of the work deals with the research study of the topic. There were
introduced several approximative methods dealing with the scattering on biological
specimens. Also, several rigorous methods were introduced. The Born method and
the Rytov method were chosen as approximative methods. The FDTD method was
proposed as rigorous method.
In the second chapter, all three methods were mathematically described. The scat-
tering phase object was introduced. It was the cell consisting of mitochondrion with
spherical shape containing three equal organelles uniformly distributed in space.
The approximative scattering on the cell was simulated in home-made Matlab soft-
ware. The rigorous scattering on the cell was simulated in Lumerical FDTD solutions.
The simulations were done for incident plane waves with various angles steps, equidis-
tantly spaced, to imitate Köhler illumination. Approximative methods were compared
to the rigorous FDTD method. The results shows that for such object as cell of di-
mension several micrometers determined by index of refraction 𝑛, the Rytov method is
notably overall more accurate than the Born method. The Rytov method also shows
high accuracy to FDTD method even for high angles. Following analysis showed the
fact, that Rytov method is more accurate for optically thick scatterers. On the other
hand absolute value of scattered field for optically dense object appears to be better in
case of the Born method. It seems, that for some objects, combination of the BA and
the RA would fits better.
In the last chapters, the coherence-controlled holographic microscope developed in
VUT was introduced. There was shortly reminded mathematical description of ob-
ject arm for a flat broad coherent source. By the description and the results from
the third chapter the resulting signal 𝑢𝑜 was simulated for particular methods. The
simulation had 2 variable parameters: numerical aperture of condenser 𝑁𝐴 and nu-
merical aperture of objective 𝑁𝐴𝑠. The results for all methods show the best values
of numerical aperture to ensure the highest contrast of resulting signal. The higher
numerical aperture 𝑁𝐴 of condenser the better contrast is obtained. For numerical
aperture of objective it is the range 0.1 < 𝑁𝐴 < 0.2. Comparison of resulting signal
for particular approximative method with FDTD method shows great agreement for
both, Rytov method and Born method. But Rytov method gives more accurate results.
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