In this article we define globally convergent decomposition algorithms for supervised training of generalized radial basis function neural networks. First, we consider training algorithms based on the two-block decomposition of the network parameters into the vector of weights and the vector of centers. Then we define a decomposition algorithm in which the selection of the center locations is split into sequential minimizations with respect to each center, and we give a suitable criterion for choosing the centers that must be updated at each step. We prove the global convergence of the proposed algorithms and report the computational results obtained for a set of test problems.
Introduction
We consider a generalized radial basis function (RBF) neural network with M hidden nodes and one output unity, whose input-output mapping is defined by
where x ∈ R n is the input vector, w i ∈ R, for i = 1, . . . , M are the output weights, c i ∈ R n , for i = 1, . . . , M, are the centers, φ : R + → R + is an RBF, and · is the Euclidean norm. Given a set of input-output training pairs (x p , t p ) ∈ R n × R, for p = 1, . . . , P, and letting w = (w 1 , . . . , w M ) and c = (c 1 , . . . , c M ), we define by E p (w, c) a measure of the distance between the desired output t p corresponding to the input x p and the actual output y(x p ; w, c) of the network, so that the overall error function E is given by E(w, c) = P p=1 E p (w, c) .
Two basic approaches are commonly adopted for tackling the learning problem in generalized RBF networks (Bishop, 1995; Haykin, 1999) : (1) unsupervised selection of centers and supervised learning of the output weights and (2) supervised learning of both center positions and output weights. The first strategy consists of fixing the center positions c i (and possibly the other internal parameters of each unit) using an unsupervised technique and then estimating the linear weights w i of the output layer by means of a supervised technique consisting of minimizing E with respect to w, which typically corresponds to solving a linear least-squares problem. The simplest criterion for choosing the center positions can be that of setting them equal to a random subset of the input vectors from the training set. As an improvement on this procedure several clustering techniques have been also suggested, such as the K-means clustering algorithm of Moody and Darken (1989) , which attempt to estimate appropriate locations for the centers that more accurately reflect the distribution of the data points (see Bishop, 1995, and Haykin, 1999 , for a review). We note that the use of unsupervised techniques takes no account of the target values associated with the training inputs, and it may lead to the use of an unnecessarily large number of basis functions in order to achieve adequate performance.
The alternative training strategy consists of the supervised selection of both center positions and output weights (Poggio & Girosi, 1990) , and it can be implemented by minimizing the training error E with respect to both w and c using gradient-descent techniques. Some computational experimentation performed on the NETtalk task (Wettschereck & Dietterich, 1992) has shown that generalized RBF networks with supervised selection of center positions yield improved generalization performance, in comparison with RBF based on unsupervised selection of centers and supervised learning of the output weights. However, choosing the basis function parameters by supervised learning may constitute a difficult nonlinear optimization problem, which can be quite computationally intensive for large values of the input dimension and of the size of the training set.
In order to overcome this difficulty to some extent, while retaining the advantages of supervised learning, we can attempt to decompose the optimization problem into a sequence of simpler problems by partitioning the problem variables into different blocks and then employing some blockdescent technique, based on alternate partial minimizations with respect to the different blocks. This permits the use of specialized techniques for the solution of the subproblems, which can be advantageous in terms of both computing times and error values. However, appropriate conditions should be satisfied in order to guarantee convergence toward minimizers of the error function. In fact, block descent methods may not converge in the nonconvex case unless suitable precautions are adopted for avoiding oscillatory behavior (Bertsekas, 1999; Powell, 1973) .
In this article, on the basis of some recent results on block descent methods for nonlinear optimization , 2000 , we define convergent decomposition algorithms for supervised training of generalized RBF networks. First, we consider a two-block training scheme, based on alternating the optimization with respect to the output weights with the optimization of the center locations. In this scheme, as in the case of unsupervised learning, we retain the possibility of computing a global optimum with respect to the output weights by solving a least-squares problem, but we can also guarantee convergence toward stationary points of the error function with respect to both c and w. However, when the number M of centers and the dimension n of the input space are very large, even the approximate minimization with respect to c can be computationally expensive. Therefore, we define a decomposition algorithm in which the optimization of the center locations is split into sequential minimizations with respect to each center c i , and we introduce a suitable criterion for selecting the centers that must be updated at each step. In this way, unnecessary operations can be avoided; moreover, when a single center is updated, considerable computational savings can be obtained by exploiting the structure of the objective function in the minimization process. The convergence of this technique is ensured by imposing appropriate conditions on the approximate minimizations with respect to c i .
In section 2 we formally define the learning problem for RBF networks and introduce some basic notation. In section 3 we describe two-block learning algorithms based on alternating the optimization with respect to the output weights with the optimization of the center locations, and we prove the convergence of these schemes. In section 4 we define a globally convergent learning algorithm based on the additional decomposition of the vector c into M blocks. In section 5 we show the results obtained with the proposed algorithms in the solution of some standard test problems taken from Preschelt (1994) ; in particular, we report the results of early stopping experiments and comparisons with an efficient reduced memory quasi-Newton algorithm of the Numerical Algorithms Group (NAG) library, in terms of both computing times and generalization errors. Finally, some concluding remarks are given in section 6. In appendixes A and B we collect the convergence proofs of the proposed algorithms. In appendix C we describe in detail a line search procedure employed in the convergence analysis and the computational experimentation.
Problem Formulation and Basic Notation
Given the set of input-output training pairs (x p , t p ) ∈ R n ×R, for p = 1, . . . , P, we define the least-squares error:
where it is assumed that the function φ is continuously differentiable on R + . If we introduce the P × M matrix (c) with elements
and we set t = (t 1 , . . . , t P ) T , then the error function E LS can be put into the form
For the solution of the training problem, we consider a regularized error function (Bishop, 1995) , which is obtained by adding to E LS a regularization term expressed as the squared norm of the network parameters, that is:
where is a given positive number. We note that the function E can be put into the form
and hence, if we introduce the (P + M) × M matrix˜ (c) and the (P + M) vectort defined bỹ
where I is the M × M identity matrix, we can also write
Given a vector (w 0 , c 0 ) ∈ R M × R Mn of network parameters, we can define the level set of E corresponding to E(w 0 , c 0 ), that is:
We note that the function E has the following properties:
• E is a strictly convex quadratic function of w for fixed c.
• The level set L 0 is compact for any given (w 0 , c 0 ) ∈ R M × R Mn .
• E admits a global minimum point in R M × R Mn .
Then the supervised training problem associated with the given data set can be formulated as the optimization problem
We will indicate by
where φ is the first-order derivative of φ.
Two-Block Learning Algorithms
In this section, we consider two-block training procedures, which are defined as a sequence of iterations consisting of two steps. In the first step, starting from the current estimate (w k , c k ), we compute an estimate w k+1 of the output weights, holding fixed the vector c k . In the second step, holding fixed w k+1 , we compute a new vector c k+1 that updates the center positions. In this approach, as in the case of unsupervised learning of center locations, we retain a distinction between the optimization of the output weights, which can be performed by solving a linear least-squares problem, and the construction of the hidden units. However, the activation functions of the hidden units are now computed through a nonlinear optimization technique, and the repeated alternation of the two steps yields asymptotically a stationary point in the extended space of the parameters w and c. Different schemes can be defined in relation to the technique used for updating the vector c. A first possibility can be that of performing an approximate minimization of the error function with respect to c, using some convergent minimization algorithm, which terminates with a new vector c k+1 when some stopping criterion is satisfied. This strategy corresponds to a modified version of the block nonlinear Gauss-Seidel method (see, e.g., Bertsekas, 1999) and it is described formally in the following scheme, where the stopping rule is defined through an adjustable upper bound ξ k on the norm of the partial gradient ∇ c E:
Step 0. Set k = 0.
Step 1. Compute w k+1 = arg min w E(w, c k ), by solving the linear leastsquares problem
Step 2. Using a minimization method, compute c k+1 such that
Step 3. Set k = k + 1 and go to step 1.
Although block-coordinate methods may not converge in the general nonconvex case, Grippo and Sciandrone (1999) have shown that convergence can be established in the case of a two-block decomposition, even in the absence of any convexity assumption on the objective function. In our case, the convergence proof can be further simplified because of the fact that E is strictly convex with respect to w. Taking this into account, we can establish the following proposition, whose proof is reported in appendix A. Proposition 1. Let {(w k , c k )} be the sequence generated by algorithm 1. Then:
ii. The sequence {E(w k , c k )} converges to a limit.
iii. Every limit point of {(w k , c k )} is a stationary point of E.
In practice, step 2 of algorithm can be performed by using any convergent algorithm for unconstrained optimization, such as the steepest-descent method. However, a more convenient approach could be that of performing only a fixed number of minimization steps with respect to c. In this case, in order to define a convergent algorithm, we must guarantee that appropriate conditions are satisfied at each iteration. Sufficient convergence conditions could be imposed, for instance, by choosing as a search direction in R Mn the negative partial gradient with respect to c, that is,
and then requiring that
where the step size α k along d k is computed by means of a "convergent" line search algorithm. More specifically, we can require that the step size α k is produced by a line search along d k , such that the following condition holds: Condition 1. For all k we have: 
Condition 1 imposes, in essence, that the line search algorithm must be able to drive to zero the directional derivative of E along d k (and hence the partial gradient ∇ c E(w k+1 , c k )), at least when equation 3.2 holds and the sequence {(w k+1 , c k )} has limit points. The steepest descent direction appearing in condition 1 can also be replaced with any "gradient-related" (Bertsekas, 1999) 
Many different algorithms are available for determining a step size α k in a way that condition 1 is satisfied. In fact, we can introduce simple modifications in the convergence proofs of standard line search algorithms (see, e.g., Bertsekas, 1999) for taking into account the fact that the objective function is now also dependent on w k . The simplest idea could be that of employing an Armijo-type inexact line search algorithm, which consists of choosing
where ρ k ≥ ρ > 0 is some initial estimate of the step size, δ ∈ (0, 1), and γ ∈ (0, 1). More generally, we can adopt acceptability conditions for the step size that ensure that the objective function has been "sufficiently reduced" and the step size is "sufficiently large." In equation 3.4, the first requirement is satisfied through the condition
while the second is implicitly imposed by requiring both that the initial tentative stepsize is bounded away from zero (ρ k ≥ ρ > 0) and that the contraction factor δ is fixed. Another particular example, where the preceding conditions are taken into account, can be derived, as a special case, from the line search algorithm described in appendix C. Making use of condition 1, we can define the following training scheme:
Step 1. Compute w k+1 = arg min w E(w, c k ), by solving the linear leastsquares problem:
Step 2.
, compute α k using any line search algorithm satisfying condition 1.
b. Choose c k+1 as any vector such that
The following proposition, whose proof is reported in appendix A, states that algorithm 2 retains essentially the same convergence properties of algorithm 1:
Proposition 2. Suppose that algorithm 2 generates an infinite sequence
iii. Every limit point of
The condition of step 2b can be satisfied, for instance, by taking c k+1 = c k + α k d k . More generally, starting from the point c k + α k d k , some iterations of any descent method could be performed to generate c k+1 . Thus, as conditions a and b of step 2 are usually met in most of computational implementations of unconstrained optimization methods (such as conjugate gradient methods or quasi-Newton methods), the preceding analysis ensures that a convergent two-block training scheme can be realized, in practice, by running some standard code for a fixed number of iterations each time that w k is updated through a least-squares technique.
A Block Decomposition Algorithm
In this section we define a decomposition algorithm in which the problem variables (w, c) are partitioned into the M + 1 blocks corresponding to the weights w and the center positions c i , for i = 1, . . . , M. As in the algorithms of the preceding section, the weights are computed by solving a linear leastsquares problem for fixed values of c, but now the center positions are updated in sequence for i = 1, . . . , M. As the problem is nonconvex in (w, c) and the variables are partitioned into a number of blocks larger than two, suitable restrictions must be imposed on the computation of the updated values for c i , in order to guarantee the convergence of the iterative process. In fact, to prevent the occurrence of oscillatory behavior, we must ensure that
We can again use a line search along the steepest-descent direction; however, in this case, the line search algorithm must also be compatible with equation 4.1. More specifically, for each k ≥ 0 and i = 1, . . . , M, letting
we suppose that a line search along d k i computes a step size α k i , such that the following condition holds:
Condition 2. For all k ≥ 0 and for all i = 1, . . . , M it results:
i. We have
In comparison with condition 1, we note that condition 2 imposes similar requirements on the objective function reduction and on the limit behavior of the partial gradients, but also requires that equation 4.4 is satisfied. We note that this condition could be satisfied in principle by imposing a constant upper bound on the step size α k i in the Armijo-type line search algorithm (algorithm 2). A more flexible line search algorithm that satisfies condition 2 without imposing a priori upper or lower bounds on the step size is described in detail in appendix C.
A convergent training algorithm, where condition 2 is taken into account, is defined in the following scheme:
; compute α k i using any line search algorithm satisfying condition 2.
b. Computec k i such that:
at step 2 is satisfied, the center c i is not updated. In fact, if the gradient is "small," the minimization with respect to c i is not expected to produce a significant reduction of the error function, and hence we can speed up the training process by avoiding unnecessary operations. A heuristic rule for the choice of the sequence {ξ k i } is given in section 5, where implementation details of algorithm 3 are described. It is possible, in principle, to adopt alternative rules for selecting at each iteration the centers to be updated. In order to ensure the convergence of the sequence, it can be sufficient, for instance, to guarantee that each center will be considered within a fixed number of successive iterations .
The conditions of step 2b, on the one hand, guarantee a sufficient reduction of the objective function and, on the other, ensure that the distance c k+1 i − c k i between successive points goes to zero. These conditions can be satisfied, for instance, by setting
However, any minimization method can be adopted to generate the candidate pointc k i .
Remark 2. We note that at step 2, when a center c i must be updated, at least one evaluation of the error function in correspondence to new positions of c i must be performed. However, the evaluation of the error function, which depends on the outputs y(
corresponding to input patterns x p for p = 1, . . . , P, can be organized in a way that considerable computational savings are obtained at the expense of storing the outputs obtained in correspondence to c k i . In fact, we can write
so that the new output is obtained by means of few elementary operations. The convergence properties of algorithm 3 are given in the following proposition whose proof is reported in appendix B.
Proposition 3. Let {(w k , c k )} be the sequence generated by algorithm 3. Then:
ii. The sequence {E(w k , c k )} admits a limit.
iii. We have lim k→∞ w k+1 − w k = 0.
Computational Experiments
In this section we present the numerical results obtained with algorithms 2 and 3 in a set of four test problems taken from Preschelt (1994) , and we compare the performance of the proposed algorithms with that of an efficient algorithm (routine E04DGF of NAG library), which implements a reduced-memory quasi-Newton method for the joint minimization of the error function with respect to w and c.
We adopted as basis function φ the direct multiquadric function defined as
where the scaling parameter σ has been chosen equal to 0.01. The regularization parameter in equation 2.1 has been fixed to the value 10 −6 . In what follows we report a short description of the problems, the implementation description of the training algorithms, and the computational results.
Training Problems.

Problem P1 (Credit Card Problem).
In this classification problem, the task is that of predicting the approval or nonapproval of a credit card to a customer. The data set consists of 690 pairs (x p , d p ) , where x p ∈ R 51 and d p ∈ {0, 1}.
Problem P2 (Heart Problem).
In this classification problem, the task is that of deciding whether at least one of four major vessels of the heart is reduced in diameter by more than 50%. The diagnosis must be made on the basis of personal data (e.g., age and smoking habits). The data set consists of 303 pairs (x p , d p ) , where x p ∈ R 35 and t p ∈ {0, 1}.
Problem P3 (Cancer Problem).
In this classification problem, the task is that of predicting a breast lump as either benign or malignant. This classification must been performed on the basis of information regarding, for instance, the uniformity of cell size and cell shape. The data set consists of 699 pairs (x p , t p ), where x p ∈ R 9 and t p ∈ {0, 1}.
Problem P4 (Building Problem).
In this approximation problem, the task is that of predicting energy consumption in a building taking into account the outside temperature, outside air humidity, and other similar information. The data set consists of 4208 pairs (x p , t p ), where x p ∈ R 14 and t p ∈ R.
Training Algorithms.
Algorithm Q-N.
The algorithm makes use of the E04DGF routine of the NAG library. This routine implements a preconditioned, limited memory (two-step) quasi-Newton conjugate gradient method. It is intended for use on large-scale problems; in fact, it does not require matrix operations and has storage costs that grow linearly with the number of variables. It can be considered quite efficient in terms of computational cost, because of the "good" convergence properties of quasi-Newton methods. A description of the method can be found in Gill and Murray (1979) and Gill, Murray, and Wright (1981) . We have used the default values of the parameters in the E04DGF routine.
Algorithm 2 (Section 3).
The updating of the output weight vector w (step 1) is performed by using a standard routine (F04JAF routine of NAG library) for solving the linear least-squares problem. This routine, which implements a direct method, computes the minimum norm solution of a linear least-squares problem by means of the pseudoinverse matrix (determined by the singular value decomposition). The vector of centers c is updated (step 2) by executing a fixed number of iterations (10 in our case) of the quasi-Newton method implemented by the E04DGF routine. In this case, the conditions of step 2 are satisfied automatically, as the first iteration of the quasi-Newton method consists of a line search along the negative gradient, and the objective function is reduced in the subsequent iterations. The iteration counter k is updated at step 3, so that a main iteration of algorithm 2 involves the solution of a linear least-squares problem (for the updating of the vector w) and 10 inner iterations of the E04DGF routine (for the updating of the vector c).
Algorithm 3 (Section 4).
The vector w is updated (step 1) as in algorithm 2, while each center c i is updated by using the line search algorithm (algorithm LS) defined in appendix C, and then letting
The implementation of algorithm LS is described below.
Regarding the sequences ξ k i , i = 1, . . . , M, we used the rule
where, starting from 0 = 0.5, we set
The iteration counter k is updated at step 3, so that a single main iteration of algorithm 3 involves the solution of a linear least-squares problem (for the updating of w) and one run of algorithm LS for each center c i that is updated.
Algorithm LS (Appendix C).
The line search algorithm has been implemented according to the pseudocode given in appendix C with the following values of the parameters:
Regarding the initial value of the step size ρ k i , we set
The expansion and contraction factors θ i and δ i are determined, when needed, on the basis of a quadratic interpolation formula, by computing first the number
and then letting
A fine tuning of the parameters has not been performed; however, on the basis of a few experiments, it would appear that the algorithm is quite robust with respect to reasonable changes of the parameter values. We note that the value of the parameter γ u i may have some effect on the line search accuracy, because of the fact that for large values of γ u i , the first tentative step size ρ k i is more easily accepted, and no quadratic interpolation is performed. In some cases, in particular when a higher precision in the approximation of a stationary point is required, better results could be obtained by reducing the value of γ u i .
Computational Results.
A first set of preliminary computational experiments was performed with the aim of evaluating the efficiency of the proposed algorithms in the minimization of function 2.1. Some computational results for all problems are reported in Buzzi, Grippo, and Sciandrone (1999) . Here, we show only the comparative performance of algorithm Q-N, algorithm 2, and algorithm 3, in correspondence to problem 4 for a network with a number of hidden nodes fixed to 15 and for an increasing number P of training pairs.
In particular, we report in Table 1 the computing times (on an IBM RISC System/6000 375) required for reaching prescribed values of the normalized Note that algorithms 2 and 3 are consistently faster (in terms of CPU time) than algorithm Q-N for all values of P in almost all cases, in spite of the fact that the convergence rate of decomposition algorithms is typically much inferior to that of standard methods. Also, the most relevant savings are obtained with algorithm 3, in particular when we do not require a great precision in the objective function value. Similar behaviour of the algorithms was observed with reference to the other problems (Buzzi et al., 1999) .
Starting from these results, we have performed a more extensive experimentation in order to evaluate both the computational efficiency of the proposed algorithms and the generalization properties of the trained networks. To this aim, we have adopted an early stopping strategy. Then, for each problem, we have subdivided the available data into three disjoint sets: training, validation, and test sets. As suggested in Preschelt (1994) , we used in all experiments the first 50% of the data as training set, the next 25% for the validation set, and the final 25% for the test set. No preprocessing of the training data has been performed.
By using training and validation sets, we have employed the following rules to establish when the training process can be terminated:
Early Stopping Rules
• The error on the validation set has been evaluated: -Every main iteration of algorithm 2.
-Every 10 main iterations of algorithm 3.
-Every 10 iterations of algorithm Q-N.
• Each algorithm has been stopped when the error on the validation set has failed to decrease, with respect to the best value attained, after five evaluations of the validation error.
Then the generalization capability of the network has been evaluated using the test set. For each problem, three different architectures (in the number M of hidden nodes) have been considered. For each problem and each architecture, we have used three different starting points (w 0 , c 0 ), where the components of w 0 are randomly chosen in the interval [−0.5, 0.5] , and the vectors c 0 i are randomly chosen among the input training vectors. In each experiment, all different algorithms have been started from the same initial point. Note, however, that the choice of w 0 does not affect the behavior of algorithms 2 and 3, which start with a global minimization of E with respect to w.
The results obtained are shown in the Tables 2 through 5 , where for each problem and each architecture, we report, in correspondence to each training algorithm starting from three different initial points (each column is associated to the same initial point) the normalized final error E/2P relative to the training, validation, and test set; the classification error on the test set (problems P1-P3); and the CPU time employed on an IBM RISC System/6000 375. We note that the computing times reported in the tables also include the time spent for evaluating the validation error.
It can be observed that all algorithms show comparable performances in terms of generalization errors on the test set. However, algorithms 2 and 3 are significantly faster than algorithm Q-N in terms of computing time. The advantages are more relevant in correspondence to algorithm 3 in almost cases. In particular, taking the mean value of the CPU time employed by the algorithms over the 36 runs, algorithm 3 is about three times faster than algorithm Q-N.
Conclusion
Supervised selection of center locations appears to be a useful technique for training generalized RBF networks. When the problem dimensions (input dimension, number of units, size of the training set) are not very large, stan- dard descent methods, such as reduced-memory quasi-Newton methods or conjugate gradient methods, can provide efficient training algorithms, in the context of some learning strategy based on regularization or on early stopping rules. A potentially useful alternative has been suggested in this article (algorithm 2): the two-block decomposition of the optimization problem with respect to weight and center locations. In our experience, this typically yields a reduction in the number of objective function evaluations and, hence, reduced training times. It is also conceivable that the global optimization performed in the weight space may prevent the training algorithm from being trapped at irrelevant local minimizers, which could be a possible shortcoming (although not revealed by our experimentation) of local optimization techniques based on the joint minimization with respect to weights and centers locations. When the problem dimension increases and the number of training pairs is very large, the problem of developing efficient algorithms for supervised learning of center locations appears to be an important problem (Wettschereck and Dietterich, 1992) and the adoption of a block-descent technique (such as algorithm 3), based on the additional decomposition with respect to the different centers, could be promising. In particular, the use of suitable criteria for choosing the centers to be updated at each step and the possibility of exploiting the structure of the objective function for reducing the computational cost of each function evaluation when a single center is updated (as explained in remark 2) appear to be valuable features. Block descent techniques can be even more advantageous in the context of an early stopping strategy. In fact, decomposition techniques are typically faster during the early stages of the minimization process, while they possess ultimately a convergence rate that can be much inferior to that of standard methods. Thus, if high precision is not required in the location of a minimizer, a decomposition approach may yield even more significant computational gains, in comparison with the joint optimization with respect to c and w.
The essential motivation of this article has been that of providing a theoretical foundation to the development of new training algorithms for generalized RBF based on decomposition techniques and that of reporting some preliminary computational experience. Further research and experimentation may be needed for developing more efficient training codes, and we mention some of the most important points that may deserve some attention. The first could be that of defining alternative criteria for choosing the center to be updated at each step, in place of the (rather expensive) criterion based on gradient evaluation employed in algorithm 3. In particular, one may think of using some clustering technique in this phase, for selecting the most promising center to be optimized, or else of using information based on past iterations . Another point could be that of defining suitable criteria, possibly based on monitoring the behavior of the objective function, for deciding to what extent the optimization of the center selected at some step must be continued before passing to consider a new center; in this case, the choice of the algorithm for optimizing the center location must also be considered. Finally, it could be possible to replace the solution of the least-squares problem with an incremental update of the weights, each time that a new center (or a group of centers) has been moved, by employing, for instance, some modified factorization method or some iterative descent technique in the weight space.
A deeper investigation of the computational aspects and a more extensive experimentation with larger-dimensional problems will be the object of future work. 
Then, the sequence {(w k , c k )} belongs to the compact set L 0 , and this proves assertion i. Assertion ii follows from equation A.1, recalling that E is bounded from below.
In order to prove assertion iii, let {(w k , c k )} K be a subsequence converging to some (w,c) . First, we observe that by the instructions at step 2, we have for all k,
and hence, taking limits for k → ∞, k ∈ K, and recalling that, by assumption, ξ k tends to zero, we have
Therefore, we must show only that ∇ w E(w,c) = 0. We note that E(w, c) is a positive definite quadratic function of w, with smallest eigenvalue λ min ∇ 2 ww E(w k+1 , c k ) ≥ , where > 0 is the parameter appearing in equation 2.1. Then we can write
(A.4)
As w k+1 minimizes E(w, c k ) we have A.5) and hence, by equation A.4 we can write
By equation A.1, recalling assertion ii, it follows that 
Then, by equations A.5 and A.8 and the continuity of ∇E, it follows that ∇ w E(w,c) = 0, which concludes the proof.
Proof of Proposition 2. Suppose that algorithm 2 generates an infinite sequence {(w k , c k )}. By the instructions of the algorithm, we have, for all k,
By employing the same arguments used in the proof of proposition 1, we can prove assertions i and ii; moreover, we can show that if {(w k , c k )} K is a subsequence converging to some (w,c), we have
Therefore, to prove assertion iii, we must show only that ∇ c E(w,c) = 0. Now, by the instructions of step 2 we have for each k ∈ K,
where α k is the step size produced at step 2a along the direction
Thus, recalling assertion ii, we have also
Then, using condition 1 we obtain ∇ c E(w,c) = 0, which concludes the proof.
Appendix B
Proof of Proposition 3. By the instructions of the algorithm, we have
Then, assertions i through iii can be proved as in the proof of proposition 1. Now, by step 2, for each i ∈ {1, . . . , M} we have either that
In any case, reasoning on subsequences if necessary, recalling equation 4.4 of condition 2, equation B.1 and assertion ii, we have that assertion iv holds.
Finally, in order to prove assertion v, by contradiction, let us assume that there exists a sequence {w k , c k } K such that and therefore, as ∇ w E(w k+1 , c k ) = 0 for all k it follows that ∇ w E(w,c) = 0. Then, we must have
for some i ∈ {1, . . . , M} and σ > 0. For k ∈ K and k sufficiently large, we have
On the other hand, we can write
from which, recalling assertions iii and iv, we get
Finally, from equation B.3, taking into account assertion ii we obtain
Then, recalling the fact that α k i is produced by a line search technique for which condition 2 holds, we obtain ∇ c i E(w,c) = 0, which contradicts equation B.2.
Appendix C
In this appendix we describe a line search algorithm that satisfies condition 2 of section 4, under the assumption that the search direction is defined by
The algorithm we will consider is designed in a way that the following features (which have both theoretical and computational motivations) are taken into account:
i. A "sufficient reduction" of the objective function value is enforced.
ii. The quantity α k i d k i is forced to zero in the limit. iii. A "sufficiently large" step size α k i is guaranteed. iv. The initial tentative step size ρ k i > 0 is not subject to "a priori" restrictions, and it can be chosen, for instance, on the basis of the past history.
v. The acceptability condition can be checked with a single new function evaluation.
vi. Efficient interpolation criteria for reducing or increasing the tentative step sizes are admitted.
The first three points are directly concerned with satisfaction of condition 2; the last points (which must be compatible with the other conditions) are essentially motivated by the need for reducing as much as possible the computational cost of each line search run. As it will be shown, points i and ii are satisfied by imposing an acceptability condition of the form The requirement of point iii is fulfilled and α i can be accepted without any further function evaluation when, in addition to equation C.1, we have also either that α i is greater than some fixed lower boundρ i or that a condition of the form
is satisfied for γ u i > γ l i . Thus, requirements i, ii, and iii can be satisfied, in principle, starting from an appropriate tentative step size ρ k i and performing only one function evaluation (as suggested at points iv and v).
When equation C.1 is satisfied for α i = ρ k i but the step size is not "sufficiently large" in the sense defined above, we must increase α i by a (variable) factor θ i (point vi), which can be determined using a safeguarded extrapolation formula in a way that 1 < θ l i ≤ θ i ≤ θ In fact, as we shall see, each of these conditions implies that α i was sufficiently large. If equation C.1 is not satisfied in correspondence to the initial tentative step size α i = ρ k i , the step size must be reduced by a (variable) factor δ i such that δ l i ≤ δ i ≤ δ u i , where 0 < δ l i < δ u i < 1 are predetermined constant values. The factor δ i can be determined using a safeguarded interpolation formula. By repeating, if needed, the interpolation phase, we must finally obtain a "sufficiently large" step size that satisfies equation C.1.
This procedure is defined formally in the following scheme. In the next proposition we show that algorithms LS is well defined and terminates in a finite number of inner steps. so that as θ lfor all k ∈ K and k sufficiently large since otherwise, the continuity of ∇ c i E and the convergence of the sequence would imply ∇ c i E (w,c 1 , . . . ,c i , . . . ,c M ) = 0.
Line Search Algorithm (LS)
By proposition 4, for all k we have that
