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Abstract
A new nonparametric approach to the problem of testing the joint independence of two or more random
vectors in arbitrary dimension is developed based on a measure of association determined by interpoint
distances.The population independence coefﬁcient takes values between0 and1, and equals zero if andonly if
the vectors are independent.We show that the corresponding statistic has a ﬁnite limit distribution if and only
if the two random vectors are independent; thus we have a consistent test for independence. The coefﬁcient is
an increasing function of the absolute value of product moment correlation in the bivariate normal case, and
coincides with the absolute value of correlation in the Bernoulli case. A simple modiﬁcation of the statistic
is afﬁne invariant. The independence coefﬁcient and the proposed statistic both have a natural extension to
testing the independence of several random vectors. Empirical performance of the test is illustrated via a
comparative Monte Carlo study.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we present a new nonparametric approach to the problem of testing the joint
independence of two or more random vectors. Suppose X ∈ Rp and Y ∈ Rq are random vectors
with unspeciﬁed distributions F1 and F2, and unspeciﬁed joint distribution F. The problem is to
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test if X and Y are independent; formally, to test the hypothesis
H0 : F = F1F2 vs H1 : F = F1F2. (1)
Our test is based on a measure I = I(X, Y ) of independence of random vectors X, Y. The
coefﬁcient I has several good properties. This measure of dependence satisﬁes 0I1, and
I = 0 if and only if X and Y are independent. If In denotes the empirical counterpart of I, then
nI2n has a ﬁnite limit distribution if and only if X,Y are independent; thus we have a consistent test
for independence. A simple modiﬁcation of the test statistic is afﬁne invariant. The coefﬁcient I
and the statistic In have a natural extension to testing the independence of k random vectors, for
k2.
Many parametric and nonparametric tests of bivariate or multivariate independence are in the
literature, but not many universally consistent nonparametric tests. Of particular interest is the
case when data has a non-linear or non-monotone dependence structure, because few tests will
perform well across a wide variety of monotone and non-monotone types of dependence. Our
proposed test is universally consistent, powerful against a wide range of dependence structures,
and easily implemented in arbitrary dimension.
A nonparametric test for independence of Cramér-von Mises type was proposed by Hoeffding
[7] for the bivariate case. The Blum et al. [1] test is asymptotically equivalent to Hoeffding’s test.
The Hoeffding-BKR tests are robust to non-monotone dependence. More recently, Feuerverger
[4] proposed a consistent bivariate rank test of independence. He notes, however, that extension
to dimension d > 2 is not straightforward. Our method is also applicable for ranks, but this does
not make our test distribution-free because ranks typically make tests distribution-free only in one
dimension.
If one assumes multivariate normality of the joint distribution F, the problem of testing (1)
is equivalent to testing that the covariance matrix 12 = Cov(X, Y ) = 0 (see [20]); Wilks 
statistic and related nonparametric approaches proposed by Puri and Sen [13] are discussed in
Section 3. Other tests have been proposed by e.g. S. Csörgo˝ [2], Deheuvels [3], and Sinha and
Weiand [14].
The problem of testing independence of random vectors receives much continued interest. See
recent work of Gieser and Randles [5], Hettmansperger and Oja [6], Stepanova [16], Taskinen et
al. [18], and Um and Randles [19].
The coefﬁcient I, statistic In, related statistics, and our theoretical results are presented in
Section 2. Empirical results are presented in Section 3.
2. Coefﬁcient I and statistic In
Wepropose the statisticIn, deﬁned below, for testing the hypothesis of independence betweenX
andY in the multidimensional case. We show that I2n coincides with the squared product moment
correlation statistic in the bivariate case when both distributions are Bernoulli. Our proposed
statistic, which takes values in [0, 1], provides a measure of association between random vectors
in dimensions p2. In the bivariate case, the population coefﬁcient I is a strictly increasing
function of the absolute value of the product moment correlation . The asymptotic distribution
of nI2n is a quadratic form of centered Gaussian random variables, and tests based on In are
consistent against all dependent alternatives.
Let Zj = (Xj , Yj ), Xj ∈ Rp, Yj ∈ Rq , j = 1, 2, . . . , n, be a random sample from a general
population Z = (X, Y ) ∈ Rp+q . Assume that X ≡ 0 and Y /≡ 0 (neither X nor Y are constant
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a.e.). Let | · |d denote the Euclidean norm in Rd , and Zkl = (Xk, Yl). We propose the following
statistic In for testing independence of X and Y:
In =
√
2z¯ − zd − z
x + y − z , (2)
where
zd = 1
n2
n∑
k,l=1
|Zkk − Zll |p+q,
z = 1
n4
n∑
k,l=1
n∑
i,j=1
|Zkl − Zij |p+q,
x = 1
n2
n∑
k,l=1
|Xk − Xl |p,
y = 1
n2
n∑
k,l=1
|Yk − Yl |q,
z¯ = 1
n3
n∑
k=1
n∑
i,j=1
|Zkk − Zij |p+q .
Motivation for (2) is developed in Theorem 1, which follows. The population coefﬁcient I deﬁned
by formula (3) is a normalized distance between the joint characteristic function of (X, Y ) and the
product of the marginal characteristic functions of X and Y; thus I is a measure of dependence.
If we replace the characteristic functions in I with the corresponding empirical characteristic
functions, then applying (4) we see that the empirical counterpart of I is In, as deﬁned by (2).
The statisticIn is obviously invariant to shifts, orthogonal transformations, or common rescaling
of X and Y, and its computation does not require matrix inversion.
Let f (t, s), f1(t) and f2(s) denote the characteristic functions of random variables Z, X andY,
respectively. For complex functions  deﬁned on Rp × Rq , denote by ‖(t, s)‖ the ‖ · ‖-norm in
the weighted L2-space of functions on Rp+q . That is,
‖(t, s)‖2 =
∫
Rp+q
|(t, s)|2q(t, s) dt ds,
where
q(t, s) = (|t |2p + |s|2q)−(1+p+q)/2.
Theorem 1. Let In be given by Eq. (2) and deﬁne the independence coefﬁcient
I = I(f ) = ‖f (t, s) − f1(t)f2(s)‖∥∥∥√(1 − |f1(t)|2)(1 − |f2(s)|2) ∥∥∥ . (3)
Then:
(i) If E(|X|p + |Y |q) < ∞, then almost surely
lim
n→∞ In = I.
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(ii) 0In1. In the case p = q = 1, where random variables X, Y each take only two values
(i.e. they are Bernoulli), we have I = |xy |, where xy is the correlation coefﬁcient between
random variables X and Y . In this case the sample values also coincide: In = |rxy |.
(iii) I = 0 if and only if random variables X, Y are independent.
(iv) I = 1 if and only if there exists a random set A and nonrandom vectors a, b, c, d, such that
X = a + b(A) and Y = c + d(A). Here (M) is the indicator function of a random set M.
(v) Under the null hypothesis of independence and conditions of statement (i), we have weak
convergence
lim
n→∞ nI
2
n
D=Q,
where Q is a nonnegative quadratic form of centered Gaussian random variables, and E[Q] = 1.
Proof. (i) The almost sure convergence of statistics zd , x and y follows from the Strong Law
of Large Numbers (SLLN) for von Mises functionals [9, Section 3.3]. The convergence of the
statistic z follows from SLLN for two-sample U-statistics [9, Section 3.2], and convergence of z¯
follows from SLLN for exchangeable zk [9, Section 10.1].
Moreover, for all  ∈ (0, 2) there exists a positive constant C such that∫
Rp+q
(1 − exp{i(t, X) + i(s, Y )}) q(t, s) dt ds = C(|X|2p + |Y |2q)/2, (4)
where
q(t, s) = (|t |2p + |s|2q)−(+p+q)/2,
and the integral is understood in the principal value sense. In the quotient case,  = 1, we have
immediately from (4) the integral representation In = I(fn), where
fn(t, s) = 1
n
n∑
k=1
exp{i(t, Xk) + i(s, Yk)}
is the empirical characteristic function. Let
fn1(t) =
1
n
n∑
k=1
exp{i(t, Xk)}, fn2(s) =
1
n
n∑
k=1
exp{i(s, Yk)}
be the empirical characteristic functions of X and Y, respectively. Substitute the corresponding
integral sums for integrals, and apply inequalities of the type |f (t)− f (s)| |t − s|E|X|. By the
integrability of weight function q(t, s) and by the Law of Large Numbers, we obtain convergence
in probability In P→ I, and therefore statement (i).
(ii) Let u = ei(t,X) − f1(t) and v = ei(s,Y ) − f2(s). Then
|f (t, s) − f1(t)f2(s)|2 = |E[uv]|2(E[|u||v|])2E[|u|2|v|2]
= (1 − |f1(t)|2)(1 − |f2(s)|2). (5)
Hence we have the inequalities 0I1 and 0In1.
Now suppose that p = q = 1 and X, Y are Bernoulli random variables. For simplicity
let Xk, Yk be indicators of random events. In this case it is obvious that I = |xy |. To obtain
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In = |rxy |, observe that in this special case
fn(t, s) − fn1(t)fn2(s) = (XY − X Y)(eit − 1)(eis − 1) (6)
and
1 − |fn1(t)|2 = |eit − 1|2X(1 − X),
where X is the sample mean. Hence I2n is equal to the square of the sample correlation coefﬁcient
rxy .
(iii) If X andY are independent, then f = f1f2, which implies that ‖f (t, s)−f1(t)f2(s)‖ ≡ 0,
and therefore I = 0. Conversely, suppose that I = 0. Then
‖f (t, s) − f1(t)f2(s)‖2 =
∫
Rp+q
|f (t, s) − f1(t)f2(s)|2
(|t |2p + |s|2q)(1+p+q)/2
dt ds = 0.
Hence f (t, s) − f1(t)f2(s) = 0 a.e., and therefore X and Y are independent.
(iv) First consider the case p = q = 1. Random vectors X, Y are not constants, therefore
E|u|2 = 0 and E|v|2 = 0 if t, s = 0. Suppose I = 1. The equality (E[|u||v|])2 = E|u|2E|v|2
for all t, s follows from (5). Therefore |u|2/E|u|2 = |v|2/E|v|2 holds for all t, s = 0 almost
surely. Letting t, s → 0 we obtain (Y − EY)2/V ar(Y ) = (X − EX)2/V ar(X). As s → 0, for
all ﬁxed t = 0 we have
1 + |f1(t)|2 − eitXf1(−t) − e−itXf1(t) = (1 − |f1(t)|2) (X − EX)
2
V ar(X)
(7)
almost everywhere. From (7) at once we deduce the boundedness of X . Moreover, considering
in (7) expansion in t and equating terms in powers of t, we obtain an algebraic expression for
X in tj , j = 1, 2, 3, 4. Therefore random variable X is discrete. Let xk, k = 1, 2, 3, 4, be the
points of discontinuity of X. Equality (7) now represents equality to zero of a linear combination
of exponential curves exp{ityk}. Linear independence of the exponential curves implies that for
all k the following sets (indices of exponential curves) coincide: {xj − xk}4j,k=1 corresponding
to |f1(t)|2 in (5) and ±{xj − xk}4j=1 corresponding to the remaining terms in (7). It follows that
random variable X takes only two values. By similar reasoning,Y takes only two values.As proved
above in statement (iii), I = |rxy |, and therefore rxy = ±1.
The multidimensional case is easily reduced to the one-dimensional case.
(v) The proof of statement (v) applies the Central Limit Theorem to fn(t, s) − fn1(t)fn2(s),
and the Law of Large Numbers for (1 − |fn1(t)|2) and (1 − |fn2(s)|2), as in [10]. Let us explain
the choice of the denominator in the integral representation of In. The mathematical expectation
of the numerator of I2n is (1−|f1(t)|2)(1−|f2(s)|2), which is exactly the denominator of I2. The
empirical version of (1 − |f1(t)|2)(1 − |f2(s)|2) is the expression in the denominator of I2n . This
choice gives the equality E[Q] = 1, which simpliﬁes estimation of the asymptotic signiﬁcance
level of the test. 
Remark 1. Coefﬁcient I can be written as
I = L‖f (t, s) − f1(t)f2(s)‖,
where the magnitude L depends only on individual distributions of X, Y . This allows us to
interpret I as a measure of association between random variables X and Y . The weight function
q(t, s) was chosen so that factor I had scale invariance.
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Corollary 1. The statistic
√
n In determines a statistically consistent test of the hypothesis H0 :
F1 = F2 of independence against all ﬁxed dependent alternatives.
Proof. In the proof of Theorem 1(i) we have In = I(fn). Hence if X and Y are dependent, and
E|X|p + E|Y |q < ∞, the numerator of I2n converges in probability to the positive constant
‖f (t, s) − f1(t)f2(s)‖2 =
∫
Rp+q
|f (t, s) − f1(t)f2(s)|2
(|t |2p + |s|2q)(1+p+q)/2
dt ds.
Therefore under any dependent alternative, there is a constant c > 0 (that depends on the distri-
bution of (X, Y )) such that for every  > 0,
lim
n→∞ P(|I
2
n − c| > ) = 0.
Thus, if 0 < c < ∞ is the critical value for the test decision, then
lim
n→∞ P(
√
nInc) = 1,
so the test based on
√
n In is consistent against all dependent alternatives such that E|X|p +
E|Y |q < ∞.
The requirement E(|X|p + |Y |q) < ∞ of Theorem 1 can be bypassed, if we transform X, Y
to random vectors X˜, Y˜ with coordinates
x˜k = vk1 + |vk| , y˜k =
uk
1 + |uk| ,
where vk, uk are the coordinates of X, Y respectively. Then |X˜|p + |Y˜ |q < √p + √q, and
the hypothesis of independence of X and Y is equivalent to independence of random vectors X˜
and Y˜ . 
2.1. The bivariate normal case
Let us evaluate the coefﬁcient I in the bivariate normal case: Z ∼ N(0,), where  =
(ij )i,j=1,2, 11 = 22 = 1, 12 = 21 = . Applying formula
∫∞
−∞(t
2 + s2)−3/2 ds = 2t−2,
(see [12, p. 300, no. 2.2.5.24]) and a spherical change of variableswe can evaluate the denominator
in I2:
J1
def=
∫ ∞
−∞
∫ ∞
−∞
(1 − |f1(t)|2)(1 − |f2(s)|2)
(t2 + s2)3/2 dt ds
= 2
∫ ∞
−∞
∫ ∞
−∞
1 − e−t2
(t2 + s2)3/2 dt ds −
∫ ∞
−∞
∫ ∞
−∞
1 − e−t2−s2
(t2 + s2)3/2 dt ds
= 4
∫ ∞
−∞
1 − e−t2
t2
dt −
∫ ∞
0
∫ 2
0
1 − e−r2
r2
dr d
= (8 − 2)
∫ ∞
0
1 − e−t2
t2
dt = (8 − 2)√.
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Fig. 1. Theoretical coefﬁcient I2 (solid line) is a monotone function of 2 in the bivariate normal case. Simulated values
of the empirical coefﬁcient I50 (dots) are plotted vs the correlation of the sampled bivariate normal population.
Here in the last integral we used integration by parts. The numerator in I2 is also evaluated by a
spherical change of variables, t = r sin, s = r cos, and integration by parts in variable r:
J2
def=
∫ ∞
−∞
∫ ∞
−∞
|f (t, s) − f1(t)f2(s)|2
(t2 + s2)3/2 dt ds
=
∫ ∞
−∞
∫ ∞
−∞
e−t2−s2(1 − ets )2
(t2 + s2)3/2 dt ds
=
∫ ∞
0
∫ 2
0
r−2
(
e−r2 − 2e−r2−r2 sin cos + e−r2−2r2 sin cos
)
dr d
= √
∫ 2
0
(
−1 + 2
√
1 + 
2
sin 2 −√1 +  sin 2) d
= √
(
−2 + 4√4 + 2|| E(√e1) − 4√1 + || E(√e2)) ,
where E(u) is the elliptical integral of the second kind
E(u) =
∫ /2
0
√
1 − u2 sin2  d,
e1 = 2||2+|| and e2 = 2||1+|| . Finally, I =
√
J2/J1. One can note that I2 =∑∞j=1 2j cj = g(2),
where cj > 0, so that I2 is a strictly monotone function of 2. This relation is illustrated in
Fig. 1 in Section 3.
2.2. Properties of In
In the following,(·) is the cumulative distribution function (cdf) of the Normal(0,1) Law, and
−1(·) is the inverse function.
Theorem 2. For the quadratic form Q of Theorem 1(v), the following inequality holds:
P {Q(−1(1 − /2))2},
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for all 0 < 0.215. Thus, for all 0 < 0.215, a test rejecting the hypothesis H0 of indepen-
dence of X and Y when
√
n In−1(1 − /2) (8)
has an asymptotic signiﬁcance level at most .
Proof. Theorem 2 is a special case of a theorem of Székely and Bakirov [17, p. 189; see also
pp. 185–186], which establishes sharp bounds for upper tail probabilities of quadratic forms Q
of centered Gaussian random variables. If Vd is a chi-square random variable with d degrees of
freedom, denote by vd the unique point where the cdf’s of Vd/d and Vd+1/(d + 1) intersect.
Deﬁne the constant ad = P(Vd/d > vd).
The points of intersection vd of the cdf’s of Vd/d and Vd+1/(d + 1) are a decreasing function
of d. Székely and Bakirov proved that if ad = P(Vd/d > vd) = P(Vd+1/(d + 1) > vd), then
for all vdx < vd−1 the upper tail probability P(Q > x) is at most ad . The exact values of
the constants (vd, ad), d = 1, 2, . . . , are tabulated in [17, p. 185]. For d = 1 these constants
are v1 = 1.536397 and a1 = 0.2151549. Therefore, upper tail probabilities for quadratic forms
Q of centered Gaussian random variables satisfy P(Q > x)a1 .= 0.215, for all v1x <
∞ = v0. 
Remark 2. The limiting distribution of nI2n is the distribution of the quadratic form
Q
D=
∞∑
i=1
	iN
2
i ,
where Ni are independent standard normal random variables, and {	i} are the eigenvalues of
an integral operator that depends on the distribution of (X, Y ). Although the distribution of Q
depends on the underlying distribution of (X, Y ), the inequality P {Q(−1(1 − /2))2} in
Theorem 2 holds for arbitrary (X, Y ). This inequality guarantees that for all  < 0.215 (that is,
for essentially all statistically relevant ), a test based on (8) has asymptotic signiﬁcance level at
most . (In general, the asymptotic test criterion is conservative.)
We also can use a version of statistic In that is invariant to afﬁne transformations of X and
afﬁne transformations of Y. In deﬁnition (2) of In one should substitute S−1/2X Xk for Xk and
S
−1/2
Y Yk for Yk , where SX, SY are the sample covariance matrices of X and Y, respectively (the
covariance matrices are assumed to be nonsingular). The analogous properties of the statistic
proved in Theorems 1 and 2 hold, because this substitution means only that we replace the kernel
(|t |2p + |s|2q)−(1+p+q)/2 with the kernel (|S1/2X t |2p + |S1/2Y s|2q)−(1+p+q)/2.
2.3. The k-sample coefﬁcient I
By analogy it is possible to build a coefﬁcient and criterion for testing a hypothesis about the
joint independence of several random vectors. Suppose that {Z1, . . . , Zk} are pj -dimensional
random vectors, j = 1, . . . , k. Let fn = fn(t1, . . . , tk) be the empirical characteristic function
of random vector Z = (Z1, . . . , Zk) ∈ Rd , where d = p1 + · · · + pk , and let fnj = fnj (tj )
be the empirical characteristic function of Zj . Deﬁne ‖ · ‖ to be the norm in weighted L2 space
of functions on Rd , with weight function (
∑k
j=1 |tj |2pj )−(1+d)/2. The statistic for testing joint
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independence of Z1, . . . , Zk is
In =
‖fn −∏kj=1 fnj ‖∥∥∥∥√1 − (1 +∑kj=1(|fnj |−2 − 1))∏kj=1 |fnj |2∥∥∥∥ . (9)
The choice of denominator in In is explained in the proof of Theorem 1(v), and the analogous
properties proved in Theorems 1 and 2 remain valid.A computational formula for statistic (9) can
be derived using formulas similar to (4).
2.4. Testing independence in contingency tables
Consider the problem of testing a hypothesis of independence in two-dimensional contingency
table size p × q, corresponding to random variables
X =
⎛⎜⎜⎜⎝
(A1)
(A2)
...
(Ap)
⎞⎟⎟⎟⎠ , Y =
⎛⎜⎜⎜⎝
(B1)
(B2)
...
(Bq)
⎞⎟⎟⎟⎠ ,
where each group of sets {Ai}pi=1, {Bj }qj=1 are mutually exclusive and exhaustive. Let nij be the
number of sample events favorable to AiBj , ni. = ∑j nij , n.j = ∑i nij , and n = ∑i,j nij .
Applying equalities similar to (6), it is possible to derive the formula for the test statistic
I2n =
∑p
i=1
∑q
j=1(
nij
n
− ni.
n
n.j
n
)2∑p
i=1
∑q
j=1
ni.
n
(1 − ni.
n
)
n.j
n
(1 − n.j
n
)
=
∑p
i=1
∑q
j=1(n nij − ni.n.j )2∑p
i=1
∑q
j=1 ni.n.j (n − ni.)(n − n.j )
.
We see that the contribution of small nij to I2n will be rather small. That is an advantage of the
statistic I2n , because we do not need to suppose that all cell counts nij are positive and sufﬁciently
large, as in the case of well known chi-square type statistics for testing independence (see e.g. [8,
Section 10.1]).
3. Empirical results
Computations were carried out in R 1.9.1 and external C libraries. The software to compute
the In statistic and implement the I test is available in the energy package version 1.0.3 for R.
Example 1 (Bivariate normal). Our ﬁrst example (Fig. 1) compares the theoretical coefﬁcient
I2 (solid line) with the empirical values I2n (dots) for sample size n = 50 from the bivariate
normal distribution with zero mean, unit variance and correlation . The theoretical value of I
was derived in Section 2.1. The graph illustrates the monotone relation between I (or E[In])
and ||.
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Table 1
Empirical signiﬁcance levels for 2000 independent normal samples, at signiﬁcance level  = 0.1, rounded to nearest tenth
of a percent
n p q I D r n p q I W T S
10 1 1 10.0 17.0 10.7 10 3 3 10.4 12.1 11.7 13.1
20 1 1 10.3 12.8 9.2 20 3 3 10.2 10.4 11.1 10.8
30 1 1 9.8 12.4 9.9 30 3 3 9.6 10.6 11.6 10.8
40 1 1 10.4 12.3 9.5 40 3 3 9.6 9.8 10.2 9.6
50 1 1 9.5 12.0 9.7 50 3 3 10.5 10.3 10.7 9.8
75 1 1 10.4 11.1 9.5 75 3 3 9.9 9.6 9.5 9.9
100 1 1 9.5 9.8 10.1 100 3 3 9.9 9.1 10.8 9.5
Univariate tests I, Hoeffding D, correlation r, multivariate tests I, Wilks (W), Puri–Sen sign statistic (T ), Puri–Sen
Spearman statistic (S).
3.1. Empirical power comparisons
A Monte Carlo power comparison was conducted to assess the performance of the test of
independence based on In relative to some commonly applied tests. For each example, 2000
random samples were generated and power estimated as the proportion of signiﬁcant tests at
 = 0.1. Empirical signiﬁcance levels of tests under H0 are summarized in Table 1.
In the bivariate case, we compared In with the correlation test and Hoeffding’s D [7]. A large
sample approximation B was proposed by Blum et al. [1], which is asymptotically equivalent
to D because nD + 1/36 and nB have the same asymptotic distribution under independence.
Both statistics D and B are described in detail in [8, Section 8.6]. Test decisions for Hoeffding’s
independence test in this study are based on the large sample approximation nB, implemented by
Frank Harrell in the R package Hmisc.
In higher dimensions, we compared In with three variations on a likelihood ratio test (LRT).
The likelihood ratio test of the hypothesis H0 : 12 = 0, with 
 unknown, is based on
|S|
|S11||S22| =
|S22 − S21S−111 S12|
|S22| , (10)
where S, S11, S22 denote the sample covariances of Z,X, Y , respectively, and S12 is the sample
covariance Ĉov(X, Y ) (here |·| is the determinant). Undermultivariate normality,Wn = 2 log 	 =
−n log |I −S−122 S21S−111 S12| has theWilks distribution:(q, n−1−p, p) [20]. For large n and
p, q > 2 one can apply Bartlett’s approximation: −(n − 12 (p + q + 3) log |I − S−122 S21S−111 S12|
is approximately chi-squared with pq degrees of freedom [11, Section 5.3.2b].
If the sampled populations are non-normal, correlation may not reﬂect certain types of depen-
dence. Puri and Sen [13, Chapter 8] proposed a class of nonparametric statistics, analogous to the
LRT, based on sample dispersion matrices other than covariance or correlation. If T = (Tij ) is an
appropriate sample dispersion matrix, the tests replace S, S11, and S22 in (10) with T, T11, and T22.
For example, T can be a matrix of Spearman’s rank correlation statistics [15].Another version is a
sign test. The ij th entry in the dispersion matrix is 1
n
∑n
k=1 sign(Zki − Z˜i)sign(Zkj − Z˜j ), where
Z˜i is the sample median of the ith variable. Critical values of both tests are given by Bartlett’s
approximation, as with the Wilks LRT. These tests are not invariant, however; the power of the
tests depends on the covariance structure of X and Y.
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Fig. 2. Empirical power of three tests of bivariate independence, for Example 2, logY regression on logX:I (I ), Hoeffding
(D), and the correlation test (r), at signiﬁcance level  = 0.1.
To implement the I test for small samples, a bootstrap approach can be applied. The main idea
of the bootstrap is as follows. Suppose (1), . . . , (n) is a permutation of the integers 1, . . . , n.
Under the hypothesis of independence, Z∗ = (X, (Y )) has the same distribution as Z = (X, Y ),
where (Y ) = {Y(1), . . . , Y(n)}. Suppose that R replicates of the statistic In provide an adequate
approximation to the sampling distribution of In for a test decision at signiﬁcance level .
(1) Compute the observed test statistic In.
(2) Generate a random permutation  of indices 1 : n, and re-index the Y sample, as Y ∗ =
{Y(1), . . . , Y(n)}.
(3) Compute I∗n = In(X, Y ∗).
(4) Repeat (2, 3) R times to obtain a reference distribution for In under H0.
(5) Reject H0 if In exceeds (1 − ) of the replicates I∗n .
In practice, the number of replicates R can be small. Our empirical results suggest that R = 199
provides good control of Type I error rate and good power under the alternatives tested at  = 0.1.
Note that the statistic can be simpliﬁed for implementation via bootstrap.
3.1.1. Bivariate alternatives
We summarize empirical power for a few examples of bivariate alternatives from non-normal
populations, and examples with non-linear dependence, comparing the I test with the correlation
test and Hoeffding’s independence test.
Example 2 (Regression). Consider the linear model logY = 0 +1 logX+ε, where 0, 1 are
parameters and ε represents random error. Without loss of generality for testing independence,
we suppose 0 = 0 and 1 = 1. Empirical results for this type of alternative are displayed in
Fig. 2 and Table 2. The samples were generated as Y = XN , where X ∼ N(0, 2) and N ∼
N(0, ε2) are independent, which after translation can be represented by the linear model above.
Here  = ε = 1 and signiﬁcance level is  = 0.1. From these results it is clear that the test based
on I is far more powerful than either the correlation test or Hoeffding’s D against this alternative.
This example is repeated for the case p = q = 3 in Example 4.
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Table 2
Empirical power for Example 2, of three tests of bivariate independence, log Y regression on logX at  = 0.1 signiﬁcance
level
n In Hoeffding Correlation
5 25.8 10.9 25.5
7 35.1 22.3 28.4
10 48.0 24.1 31.9
15 64.7 24.3 32.7
20 74.7 24.6 32.6
25 83.7 26.4 33.6
30 89.0 27.5 33.8
40 95.9 31.5 33.8
50 98.9 34.7 33.8
60 99.7 42.6 33.8
70 99.9 46.9 34.1
80 100.0 53.1 33.5
90 100.0 62.2 34.0
100 100.0 70.2 34.5
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Fig. 3. Empirical power of three tests of bivariate independence for Example 3 (bivariate ring) with ε = 0.1 : I (I ),
Hoeffding (D), and the correlation test (r), at signiﬁcance level  = 0.1.
Example 3 (Bivariate ring). This bivariate example illustrates an extreme case of non-linear
dependence. In this example, the distributions (X, Y ) are centered at points uniformly distributed
along the unit circle, with N(0, ε2) noise in both coordinates (a circular cloud of points). Here
ε = 0.1 and  = 0.1. Results displayed in Fig. 3 again show that the I test is more sensitive than
the classical tests against certain types of non-linear dependence.
3.1.2. Multivariate alternatives
In the empirical results below, theWilks Lambda statistic is denoted byW , the Puri–Sen statistic
with Spearman dispersion matrix is denoted by S, and Puri–Sen sign statistic is denoted by T.
Example 4 (Regression). This example is the multivariate p = q = 3 version of the bivariate
regression Example 2. The samples were generated as Z = (X, Y ) where Y = XN , X and N are
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Fig. 4. Empirical power for Example 4, dimensions p = q = 3, logYj regression on logXj : I (I ), Wilks Lambda (W),
Puri–Sen T , Puri–Sen S, at  = 0.1 signiﬁcance.
Table 3
Empirical power for Example 4, dimensions p = q = 3, logYj regression on logXj at  = 0.1 signiﬁcance level
n In W T S
10 40.6 30.2 11.8 17.8
15 52.6 36.4 14.1 17.8
20 60.1 35.0 12.7 18.6
30 73.6 38.4 11.8 18.4
40 83.5 40.1 10.9 18.8
50 90.5 41.5 11.5 18.2
75 98.1 42.6 11.6 18.1
100 99.8 41.2 11.4 18.5
150 100.0 43.7 11.0 19.6
iid with N3(0, I ) distributions. Thus (after translation) the logarithms of coordinates (Xj , Yj ),
j = 1, 2, 3, are related by a regression relation. Empirical power is displayed in Fig. 4 and a
subset of the results summarized in Table 3. From these results we see that the I test is far more
powerful than Wilks Lambda and the Puri–Sen statistics against this alternative.
Example 5 (Multivariate normal). Multivariate normal alternatives are considered in the fol-
lowing example. Here we investigate the relative performance of tests for the case where (X, Y )
are jointly distributed as multivariate normal. In this example sample size n = 2pq is propor-
tional to the product of dimensions, where p, q are the dimensions of X, Y , respectively. The
marginal distributions of X and Y are standard multivariate normal, and Cov(Xi, Yj ) =  for
i = 1, . . . , p, j = 1, . . . , q.
The results displayed in Fig. 5 correspond to the case  = 0.1 and signiﬁcance level  = 0.1.
In this example the Wilks LRT appears to be superior, as expected for multivariate normal data,
but the I test and the Puri–Sen S (Spearman dispersion matrix) are quite close to the Wilks LRT
in power. Moreover, the I test is quite powerful, even when dimension is considerably larger than
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Fig. 5. Empirical power for Example 5, of four tests of independence of vectors with multivariate normal joint distribution:
I (I ), Wilks Lambda (W), Puri–Sen T , Puri–Sen S, at  = 0.1 signiﬁcance, n = 2pq.
sample size. (We have not compared the tests in the casepq > n because Bartlett’s approximation
for the LRT is not accurate in that case.)
4. Summary
The multivariate coefﬁcient I measures association and dependence between two or more
random vectors in arbitrary dimension. This parameter is always between 0 and 1, larger values
correspond to a greater degree of association, and I is exactly 0 if and only if the vectors are
jointly independent. The exact coefﬁcient I2 in the bivariate normal case is a monotone function
of 2 and coincides with 2 in the Bernoulli case. Tests for independence based on the empirical
coefﬁcient In are consistent against all ﬁxed dependent alternatives. The I test does not require
distributional assumptions (not even continuity), and does not require inverting the covariance
matrix.
Empirical results show that the proposed test is much more powerful than classical LRT tests
against certain alternatives with non-linear or non-monotone dependence. Although Hoeffding’s
D is robust against many types of non-monotone alternatives, our example shows that the I test
was clearly superior against the log–log regression alternative. Our simulations also show that the
power of the I test is close to Wilks  in the multivariate normal case.
The I test can also be applied when the dimensions of X and Y are much larger than sample
size, which suggests possible application in classiﬁcation problems, exploratory data analysis,
analysis of microarray data, and other high dimensional data. In summary, the proposed I test
offers a nonparametric multivariate test of independence that is universally consistent, applicable
in arbitrarily high dimension, and very powerful against non-monotone types of dependence.
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