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Introduction
Cette thèse comporte trois chapitres indépendants portant sur l’itération des applications
rationnelles sur des variétés projectives et plus spécifiquement sur l’étude du comportement de
la suite des degrés des itérés de telles applications.
Dans le premier chapitre, nous prouvons l’existence d’invariants fondamentaux que sont les
degrés dynamiques dans un cadre très général, et ce sans hypothèse ni sur la caractéristique du
corps de base ni sur les singularités de l’espace ambiant. Cette preuve repose sur des propriétés
de positivité des cycles algébriques, et propose une alternative aux approches analytiques de
Dinh et Sibony [DS05b] ou algébriques de Truong [Tru16a].
Le second chapitre est issu d’un article écrit en commun avec Jian Xiao. Notre contribution
porte sur des objets centraux en géométrie convexe appelés valuations. Nous transférons à l’es-
pace des valuations des notions de positivité des cycles algébriques récemment introduites par
Lehmann et Xiao [LX15a], ce qui nous permet d’étendre l’opération de convolution originelle-
ment définie par Bernig et Fu [BF06] à une sous-classe de valuations suffisamment positives.
Le troisième chapitre constitue le coeur de la thèse, et porte sur des estimations des de-
grés dynamiques des automorphismes dit modérés de la quadrique affine de dimension 3. Nos
arguments sont de natures variées, et s’appuient sur l’action du groupe modéré sur un com-
plexe carré CAT(0) et Gromov hyperbolique récemment introduite par Bisi, Furter et Lamy
dans [BFL14].
Nous avons finalement collecté dans un dernier et court chapitre quelques pistes de recherche
directement inspirées des travaux présentés ici.

Fixons une variété projective normale X de dimension n définie sur un corps k algébri-
quement clos, et H un diviseur ample sur X. Étant donnée une application rationnelle domi-
nante f : X 99K X, il est crucial de pouvoir contrôler la croissance des nombres d’intersection
(V ·fp(W )) lorsque V etW sont des sous-variétés algébriques de X et que p→∞. Par exemple
dans le cas où k = C et W est de dimension n− i, le nombre Hn−i · fp(W ) s’interprète comme
le volume de fp(W ) par la formule de Wirtinger. Les travaux de Gromov [Gro87], puis de Dinh
et Sibony [DS05b] ont alors montré que la croissance asymptotique des volumes des variétés
bornaient l’entropie topologique de f .
Revenons au cas d’un corps k algébriquement clos quelconque, et notons π1 et π2 les projec-
tions du graphe de f dans X ×X sur chacun de ses facteurs. Pour tout i 6 n, le i-ième degré
de f , noté degi,H(f), est un entier donné par la formule
degi,H(f) = (π
∗
1H
n−i · π∗2H i) .
Il a été remarqué par Russakovski et Schiffman [RS97] que la suite (degi,H(fp))p∈N était sous-
multiplicative dans le cas des applications rationnelles des espaces projectifs. Ce résultat a
ensuite été généralisé par Dinh et Sibony [DS05b] au cas de toutes les applications ration-
nelles définies sur le corps des complexes. Notre premier théorème étend cela en caractéristique
quelconque.
vii
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Théorème 1. Soient X une variété projective normale de dimension n et H un diviseur ample
sur X. Les assertions suivantes sont vérifiées.
(i) Il existe une constante C > 0 telle que pour tout entier i 6 n et pour toutes applications
rationnelles dominantes f, g : X 99K X, on ait :
degi,H(f ◦ g) 6 C degi,H(f) degi,H(g).
(ii) Considérons g : Y 99K X une application birationnelle entre variétés projectives nor-
males et H ′ un diviseur ample sur Y . Alors il existe une constante C > 0 telle que pour
toute application rationnelle dominante f : X 99K X, on ait pour tout i 6 n :
1
C
degi,H(f) 6 degi,H′(g
−1 ◦ f ◦ g) 6 C degi,H(f).
On déduit du lemme de Fekete et du théorème ci-dessus l’existence de la limite
λi(f) := lim
p→∞
degi,H(f
p)
et le fait que cette limite ne dépende ni du choix du diviseur ample, ni de la classe de conjugaison
birationnelle de f . Ce taux de croissance λi(f) est appelé i-ième degré dynamique de f .
Dans le cas d’une application régulière d’une variété complexe lisse dans elle-même, Dinh [Din05]
a montré que λi(f) était égal au rayon spectral de l’action de f sur l’espace de cohomologie de
De Rham H2i(X,R). L’énoncé qui suit constitue une généralisation de ce fait dans le cadre du
théorème précédent.
Dans un cadre purement algébrique, il est naturel de travailler avec les groupes de Chow
Ai(X) des cycles de dimension i, et les groupes de Chow opérationnels Ai(X) des cycles de
codimension i définis par Fulton [Ful98]. Une application rationnelle dominante f : X 99K X
induit naturellement un morphisme de Ai(X) vers An−i(X). Cependant, ces groupes de Chow ne
sont en général pas finiment engendrés, et il est plus commode de travailler avec des R-espaces
vectoriels pour lesquels on peut espérer analyser les propriétés spectrales d’opérateurs induits
par f . On considère donc plutôt les groupes de cycles de dimension i à équivalence numérique
près dont il existe deux avatars Nn−i(X) et Ni(X). Ce sont des R-espaces vectoriels de dimension
finie obtenus comme quotients des groupes de Chow An−i(X) et Ai(X) respectivement. On
obtient de plus un morphisme naturel f ∗ : Ni(X) → Nn−i(X) dont la norme est reliée aux
degrés via le résultat suivant :
Théorème 2. Soit X une variété projective normale et H un diviseur ample sur X. Il existe
une constante C > 0 telle que pour tout i 6 n et pour toute application rationnelle dominante
f : X 99K X, on ait :
1
C
6
||f ∗ : Ni(X)→ Nn−i(X)||
degi,H(f)
6 C,
où ||f ∗ : Ni(X)→ Nn−i(X)|| désigne la norme d’opérateur du morphisme induit f ∗ : Ni(X)→
Nn−i(X).
En particulier, le théorème 2 implique que le degré dynamique se calcule par la formule :
λi(f) = lim
p→+∞
||(fp)∗ : Ni(X)→ Nn−i(X)||1/p.
Nous allons maintenant indiquer brièvement les méthodes pour démontrer le Théorème 1.
Sur le corps des complexes, on se ramène tout d’abord au cas où X est lisse par le théorème
de désingularisation d’Hironaka. Dinh et Sibony utilisent ensuite des arguments de nature
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purement analytiques. Le point clef est un résultat d’approximation des courants positifs fermés
de bidegré quelconque par des différences de courants positifs lisses de masse contrôlée.
Sur un corps de caractéristique quelconque, ces deux outils ne sont pas disponibles. Truong
([Tru16a]) parvient cependant à se ramener au cas lisse en s’appuyant sur l’existence d’altéra-
tions dûe à De Jong. Cette étape le force à quitter le monde des applications rationnelles et à
définir les degrés pour des correspondances assez générales. L’approximation des courants est
dans son approche remplacée par le Chow’s moving lemma. Ses arguments portent tous dans
le groupe de Chow de la variété ambiante.
Notre preuve n’utilise pas le théorème de De Jong, et nous travaillons directement sur la
variété X singulière. Nous nous appuyons sur la généralisation des inégalités dites de Morse
holomorphes transcendantes dues à Xiao [Xia15a], et Popovici [Pop16a] qui nous permettent de
comparer deux classes d’intersections complètes. Étant donné un diviseur α nef et un diviseur
β big nef sur X, rappelons que l’on note αi 6 βi si pour tout ε > 0, le cycle βi − αi + εH i est
rationnellement équivalent à un cycle effectif. L’inégalité de Siu implique pour des classes de
diviseurs que :
α 6 n
(α · βn−1)
(βn)
β.
Notre remarque cruciale est qu’en appliquant successivement l’inégalité précédente, on aboutit
à :
αi 6 (n− i+ 1)i (α
i · βn−i)
(βn)
βi. (1)
Cette inégalité est plus faible que celle obtenue par Xiao et Popovici dans le cas complexe mais
elle reste valide sur un corps de caractéristique quelconque. Montrons de quelle manière on
peut exploiter l’inégalité (1) pour montrer le théorème dans le cas où f, g : X → X sont des
morphismes réguliers surjectifs. On observe que α = f ∗g∗H et β = f ∗H sont tous deux des
diviseurs big nef, et en intersectant l’inégalité (1) avec Hn−i, on obtient la sous-multiplicativité
des degrés souhaitée. La preuve dans le cas général adopte la même stratégie que dans le cas
régulier si ce n’est que l’on doit faire les calculs d’intersection sur un modèle birationnel de X
adéquat.
Notons que les inégalités (1) ci-dessus comportent des analogues en géométrie convexe don-
nés par Xiao et Lehmann ([LX17]). Ces analogues vont jouer un rôle important dans le second
chapitre de cette thèse que nous présentons maintenant.

Le travail effectué en commun avec Jian Xiao porte sur divers aspects de géométrie convexe
de l’espace euclidien Rn. Rappelons qu’une valuation φ est une fonction à valeurs réelles définie
sur l’ensemble des corps convexes K(Rn), qui est continue pour la distance de Gromov-Hausdorff
et telle que pour tous corps convexes K,L ∈ K(Rn) satisfaisant K ∪ L ∈ K(Rn), on ait
φ(K ∪ L) = φ(K) + φ(L)− φ(K ∩ L).
Nous nous restreindrons de plus aux valuations invariantes par translation vérifiant φ(K+ t) =
φ(K) pour tout corps convexe K ∈ K(Rn) et tout t ∈ Rn. Les principaux exemples de telles
valuations sont obtenues à partir des volumes mixtes K 7→ V (K[i], Li, . . . , Ln−i) où Li, . . . , Ln−i
sont des corps convexes fixés.
Les travaux de Bernig et Fu [BF06] mettent en évidence une structure d’algèbre graduée
commutative sur un sous-espace de l’espace Val(Rn) de toutes valuations. Rappelons qu’un
théorème de McMullen montre que Val(Rn) se décompose en somme directe
Val(Rn) = ⊕Vali(Rn),
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où les valuations φ ∈ Vali(Rn) sont homogène de degré i, i.e. pour tout K ∈ K(Rn) et tout
λ > 0, on a φ(λK) = λiφ(K).
En utilisant des techniques d’analyse subtils, Bernig et Fu ont défini une opération de
convolution sur le sous-espace (dense pour une topologie adéquate) des valuations dites lisses.
Lorsque K1, . . . , Kl, K ′1, . . . , K ′m sont des corps convexes à bord lisses et strictement convexes,
les valuations V (K1, . . . , Kl, ·[n − l]), V (K ′1, . . . , K ′m, ·[n − m]) sont lisses et leur convolution
peut être définie par :
V (K1, . . . , Kl, ·[n− l]) ∗ V (K ′1, . . . , K ′m, ·[n−m]) = V (K ′1, . . . , Kl, K ′1, . . . , K ′m, ·[n−m− l]).
Le cœur de l’approche de Bernig et Fu est de montrer que cette opération s’étend continûment
à l’espace de toutes les valuations lisses.
Alesker et Bernig [AB17] ont ensuite étendu cette opération de convolution à des classes de
valuations non nécessairement lisses en utilisant la théorie géométrique de la mesure. Cependant
leur approche ne permet pas de définir la convolée de volumes mixtes de polytopes en toute
généralité.
Notre approche de la convolution repose sur le sous-espace V ′ suivant de Val(Rn). Notons ∆
le simplexe standard dans Rn. Une valuation φ est dans V ′ s’il existe un entier i et une mesure
µ de Radon signée sur K(E)n−i telle que∫
L1,...,Ln−i
V (∆[i], L1, . . . , Ln−i) d|µ|(L1, . . . , Ln−i) <∞,
où |µ| désigne la valeur absolue de la mesure µ et
φ(K) =
∫
L1,...,Ln−i
V (K[i], L1, . . . , Ln−i)dµ(L1, . . . , Ln−i)
pour tout corps convexe K dans Rn. On montre que le sous-espace des valuations lisses de V ′
est strictement inclus dans V ′, mais reste dense dans Val(Rn).
Rappelons que toute valuation peut être polarisée de la manière suivante :
φ(K1, . . . , Ki) =
1
i!
(
∂i
∂t1∂t2 . . . ∂ti
)
|t1=...=ti=0+φ(t1K1 + . . .+ tiKi),
où K1, . . . , Ki sont des corps convexes.
Théorème 3. Il existe un unique opérateur bilinéaire symétrique ∗ : V ′ × V ′ → V ′ compatible
avec la convolution sur l’espace des valuations lisses, et qui soit borné pour la norme
‖φ‖P = inf{ε > 0, |φ(K1, . . . , Ki)| < εV (∆[n− i], K1, . . . , Ki) pour tout K1, . . . , Ki ∈ K(Rn)}.
La convolution induit sur V ′ une structure d’algèbre commutative normée graduée admettant un
élément neutre.
Notre opérateur de convolution se déduit assez simplement de la convolution sur l’espace
des mesures. Le point clef est de montrer que l’opérateur ainsi obtenu est borné. Pour cela,
nous utilisons de manière intensive les estimées suivantes dûes à Xiao et Lehmann, qui sont des
analogues convexes de (1).
Théorème 4 (Xiao-Lehmann). Si K1, . . . , Ki, L,K ′1, . . . , K ′n−i sont des corps convexes et L est
d’intérieur non vide, alors l’inégalité suivante est satisfaite :
V (K1, . . . , Ki, K
′
1, . . . , K
′
n−i) 6
(
n
i
)
V (L[n− i], K1, . . . , Ki)
vol(L)
V (L[i], K ′1, . . . , K
′
n−i).
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En guise d’application du Théorème 3, nous retrouvons ainsi une formule dûe à Lin [Lin12]
et Favre-Wulcan [FW12] reliant le i-ième degré dynamique d’une application monomiale avec
les propriétés spectrales de son application linéaire induite.
Rappelons que si g ∈ GLn(R) et φ est une valuation sur Rn, alors g · φ est la valuation
φ ◦ g−1. Notons V ′i le sous-espace des valuations homogènes de degré i dans V ′.
Théorème 5. Considérons une application lineaire g ∈ GLn(R). Alors l’égalité suivante est
vérifiée :
‖g : V ′n−i → V ′n−i‖ = lim
p→+∞
‖gp · V (∆[i], ·[n− i])‖1/p = 1
| det(g)|
ρ1 · ρ2 · ... · ρi,
où les ρi sont les valeurs absolues des valeurs propres de g ordonnées par ordre décroissant.
Considérons f une application monomiale, c’est-à-dire que f est de la forme :
(x1, . . . , xn)→ (xa111 . . . xa1nn , . . . , x
an1
1 . . . x
ann
n ),
où g = (aij) est une matrice inversible n × n à coefficients entiers. On peut montrer que le
i-ième degré de f se déduit d’un calcul de volume mixte
degi(f) = V (g(∆)[i],∆[n− i]).
Par conséquent, le i-ième degré dynamique de f se déduit du théorème précédent et nous
obtenons l’égalité λi(f) = ‖g : V ′n−i → V ′n−i‖, ce qui nous donne un analogue du Théorème 2.

La détermination de la suite degi(fp) des degrés des itérés d’une application rationnelle d’un
espace projectif donnée est un problème extraordinairement difficile. Dans le cas le plus simple
des applications monomiales, le degré des itérés se calcule en termes de volumes mixtes et on
ne peut obtenir de formules simples pour degi(fp) en fonction des coefficients de la matrice
déterminant l’application même lorsque i = 1, voir [HS95]. Des calculs assistés par ordinateur
ont été réalisés en particulier par Abarenkova, Anglès d’Auriac, Boukraa, Maillard [AdMV06,
AAdB+99, AAdBM99] pour i = 1, mais ceux-ci ne portent que sur un petit nombre d’itérés
(généralement p ≤ 15) du fait de la croissance exponentielle des degrés. Par conséquent, nous
nous restreindrons uniquement à la détermination de l’asymptotique de la suite (degi(fp)) et
au taux de croissance exponentiel λi(f) de celle-ci.
De nombreux travaux portent sur la croissance de ces suites pour les applications rationnelles
de surfaces : citons par exemple les travaux de Friedland et Milnor [FM89] dans le cas des
automorphismes du plan affine ; de Diller et Favre [DF01] et de Blanc et Cantat [BC16] pour
les applications birationnelles ; et de Favre et Jonsson pour les applications polynomiales du plan
affine [FJ11]. Boucksom, Favre et Jonsson [BFJ08a] ont de plus montré que deg1(fp) ' cλ1(f)p
pour un c > 0 dès que λ1 > λ22.
À partir de la dimension trois, les méthodes employées dans le cas des surfaces s’avèrent
inopérantes. De fait très peu de résultats ont été établis, et nous ne disposons de résultats
généraux que pour des classes d’applications rationnelles préservant des structures géométriques
très fortes. Les degrés et la croissance sont connus pour les applications régulières, dans le cas
monomial, et pour les applications birationnelles sur des variétés hyperkählériennes ([Bia16]).
En dimension trois, le cas particulier des pseudo-automorphismes et des automorphismes a fait
l’objet de nombreux travaux [Tru16b, OT14, Tru17, OT15]. Pour les automorphismes et les
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endomorphismes, la connaissance de la suite des degrés permet de retrouver des informations
de nature dynamique et géométriques [Zha09, Zha10, CWZ14, CO15, Les15].
Nous allons traiter ici d’une classe assez large d’exemples : les automorphismes dits modérés
de la quadrique affine de dimension 3.
Fixons (x, y, z, t) des coordonnées affines dans A4 et notons Q la quadrique affine de A4
d’équation xt−yz = 1. Nous nous intéressons au sous-groupe dit modéré Tame(Q) engendré par
les applications de la forme (x, y, z, t)→ (x, y, z+xP (x, y), t+ yP (x, y)) et par les applications
linéaires préservant cette quadrique. Notons que la fermeture de Zariski de Q dans P4 est
une variété rationnelles lisse, et que l’on obtient donc une inclusion naturelle du sous-groupe
Tame(Q) dans Bir(P3).
Le théorème principal du dernier chapitre s’énonce comme suit.
Théorème 6. Soit f un automorphisme modéré. Alors l’une des conditions suivantes est véri-
fiée.
(i) La suite (deg(fn), deg(f−n)) est bornée. De plus soit f est conjuguée à une application
linéaire ; soit f 2 est conjuguée à un automorphisme de la forme
(x, y, z, t) 7→ (ax, by+xR(x), b−1z+xP (x, y), a−1(t+ yP (x, y) + zR(x) +xR(x)P (x, y)))
avec a, b ∈ k∗, P ∈ k[x, y] et R ∈ k[x].
(ii) Il existe une constante C > 0 telle que pour tout n ∈ N∗ et pour tout ε ∈ {+1,−1} :
1
C
n 6 deg(f εn) 6 Cn,
et f est conjuguée à un automorphisme de la forme :
(x, y, z, t) 7→ (ax, b−1(z + xR(x)), b(y + xP (x)z), a−1(t+ z2P (x) + yR(x))),
avec a, b ∈ k∗, R ∈ k[x] et P ∈ k[x] \ k.
(iii) Il existe une constante C > 0 (qui dépend de f) telle que :
min(deg(f−n), deg(fn)) > C
(
4
3
)n
.
Bien que ce résultat ne permette pas de déterminer l’asymptotique de la suite deg1(fp), il
répond cependant à deux questions naturelles posées par Urech [Ure16, Question 2, Question
4] dans le cas des applications dans Tame(Q). Notons de plus que nous obtenons l’inclusion
{λ(f), f ∈ Tame(Q)} ⊂ {1} ∪ [4/3,+∞[.
Pour démontrer ce théorème, nous allons exploiter des arguments de théorie géométrique
des groupes (l’action de Tame(Q) sur un complexe carré C adéquat) ainsi que des estimées
fines des valeurs de valuations spéciales sur les dérivées partielles de fonctions régulières sur Q
(appelées inégalités de type parachute). Expliquons les principales étapes de la preuve de ce
théorème.
Rappelons tout d’abord la construction du complexe C dû à Bisi-Furter-Lamy [BFL14].
Celui-ci est un complexe polyhédral de dimension deux dont les cellules de dimension maximale
sont des carrés et dont les sommets sont de trois types différents (en d’autres termes il existe un
marquage sur les sommets par {I, II, III}). Notons O4 le sous-groupe des applications linéaires
préservant Q. On définit alors
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— les sommets de type I comme les sous-ensembles de k[Q] donnés par
[f1] := {af1 | a ∈ k∗},
où f = (f1, f2, f3, f4) est un automorphisme modéré ;
— les sommets de type II comme les sous-ensembles de k[Q]2 donnés par
[f1, f2] :=
{
(af1 + bf2, cf1 + df2)|
(
a b
c d
)
∈ GL2(k)
}
où f = (f1, f2, f3, f4) est un automorphisme modéré ;
— et enfin les sommets de type III comme les sous-ensembles de k[Q]4 donnés par :
[f ] := {u ◦ f ∈ k[Q]4 | u ∈ O4},
où f = (f1, f2, f3, f4) est un automorphisme modéré.
Une arête relie un sommet v de type I à un sommet v′ de type II ssi il existe un automorphisme
modéré f = (f1, f2, f3, f4) tel que v = [f1] et v′ = [f1, f2]. De la même manière, on relie un
sommet v de type II à v′ de type III ssi il existe un automorphisme modéré f = (f1, f2, f3, f4)
tel que v = [f1, f2] et v′ = [f ].
Enfin deux sommets v1 et v2 de type II, un sommet v3 de type III et un sommet v4 de
type I forment un carré ssi on peut trouver un automorphisme modéré f tel que v1 = [f1, f2],
v2 = [f1, f3], v3 = [f ] et v4 = [f1].
On munit chaque carré de la métrique euclidienne de telle sorte que chaque arête soit de
longueur 1, et on définit une distance naturelle sur C en considérant des chaînes de carrés reliant
deux points donnés. Dans la suite, nous appellerons 2 × 2 carrés tout assemblage de 4 carrés
dont l’union est isométrique à [0, 2]2 et est centrée en un sommet de type III.
Le groupe Tame(Q) agit naturellement sur C par isométries de la façon suivante :
g · [f1] = [f1 ◦ g−1], g · [f1, f2] := [f1 ◦ g−1, f2 ◦ g−1] et g ◦ [f ] = [f ◦ g−1],
où f = (f1, f2, f3, f4) ∈ Tame(Q). Notons que cette action est transitive sur les sommets de
type fixé et libre.
Bisi, Furter, et Lamy ont décrit en détail la structure du complexe C et montré que celui-
ci était à la fois CAT(0) et Gromov-hyperbolique. La structure des isométries des espaces
hyperboliques est bien comprise, voir [BH99]. On conclut qu’un automorphisme modéré f soit
fixe un sommet du complexe (on dit alors qu’il est elliptique), soit agit par translation non-
triviale sur une géodésique de C (et on dit qu’il est hyperbolique).
Nous traitons le cas des automorphismes elliptiques à la Section 3.5.2 en exploitant la
description explicite des stabilisateurs des points du complexe donnée par Bisi-Furter-Lamy.
On tombe soit dans les cas (1) et (2) du Théorème soit sur des applications qui préservent
toutes des fibrations, et qui sont conjuguées à des automorphismes de la forme
(x, y, z, t) 7→ (x, f2, f3, f4),
avec f2, f3, f4 ∈ k[Q].
Le cœur de notre analyse concerne les automorphismes hyperboliques. Soit f ∈ Tame(Q),
un tel automorphisme. On va démontrer qu’il existe une constante C > 0 telle que
deg(fp) ≥ C(4/3)pd, (2)
où d est la distance de translation sur une géodésique invariante par f .
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Pour ce faire, soit γ une demi-géodésique invariante par l’action de f . Quitte à conjuguer par
un élément du groupe modéré, on peut toujours supposer que γ passe dans le carré contenant [Id]
et [x]. Observons que la géométrie d’une géodésique invariante générale admet une combinatoire
compliquée car elle peut successivement toucher des points de types différents. Afin de simplifier
nos explications, nous supposerons que γ est une demi-géodésique partant de [t] passant par
[Id] et [x], et passant alternativement par des sommets de type I et III.
[x]
[t]
[y]
[z]
f · [x]
fp · [x]
γ

[Id]

[f−1]

[f−p]
La preuve consiste alors à estimer le degré des points de type I contenus dans γ. Plus
précisément, on montre par récurrence qu’entre deux sommets de type I consécutifs, le quotient
des degrés est au moins 4/3. Dans toute la suite, on fixe donc un automorphisme f ∈ Tame(Q)
de telle sorte que l’image du carré S0 de taille 2 × 2 dont les sommets sont les coordonnées
x, y, z et t est un carré S telle que S0 ∩ S = [x] comme sur la figure ci-contre.
Notons tout d’abord que la fonction − deg définit une valuation sur k[Q] déterminée par ses
valeurs (égales) sur les coordonnées x, y, z et t (on dit qu’elle est monomiale). Afin de pouvoir
mettre en place notre récurrence nous aurons besoin de dissymétriser les rôles de ces quatre
coordonnées. Pour ce faire nous choisissons une valuation monomiale ν telle que
ν(t) > max{ν(z), ν(y)} ≥ min{ν(z), ν(y)} > ν(x),
et nous cherchons à estimer ν(x ◦ f−p) pour tout entier p. Le théorème en découlera en prenant
une suite de valuations monomiales convergeant vers − deg.
Pour montrer ν(f · [x]) < (4/3)ν(x), on exploite la géométrie locale au voisinage du link de
[x] dans C (voir §3.3.5) pour construire une suite de carrés S0, . . . , Sp = S tels que [x] ∈ Si,
ei = Si ∩ Si+1 est un arête contenant [x], et ei ∩ ei+1 = [x] pour tout i. Lorsque trois carrés
consécutifs Si ne sont pas contenus dans un grand carré de taille 4× 4 nous dirons que la suite
forme un escalier en colimaçon autour de [x].
En guise d’exemple, notons g1, g2, g3, g4 les automorphismes élémentaires donnés par :
g1 = (x, y, z − xP1(x, y), t− yP1(x, y)),
g2 = (x, y − xP2(x, z), z, t− zP2(x, z)),
g3 = (x, y, z − xP3(x, y), t− yP3(x, y)),
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où P1, P2, P3 ∈ k[x, y] \ k[x]. Considérons un automorphisme f de la forme :
f = g1 ◦ g2 ◦ g3 ◦ (t, z, y, x).
Alors l’escalier en colimaçon autour [x] est composé de quatre carrés représentés dans la figure
suivante.
[t+ yP1] [t+ yP1 + (z + xP1)P2(x, z + xP1)]
f · [z] = [y + xP2(x, z + xP1)]
f · [x]f · [y]
[z + xP1]
[y]
[t]
S3S0
S1 S2
[z]
[x]
Pour simplifier l’argumentation, nous munissons chaque arête reliant deux sommets de type
I d’une orientation dès que la valeur de ν est différente sur ces sommets. On indiquera une
flèche allant de [v1] à [v2] lorsque ν([v1]) > ν([v2]). Notons que le choix de la valuation ν induit
une orientation sur le carré de départ S0, voir la figure ci-dessous.
[t+ yP1 + (z + xP1)P2(x, z + xP1)]
f · [z] = [y + xP2(x, z + xP1)]
f · [x]f · [y][z]
[t+ yP1] [z + xP1]
[y]
[t]
S3S0
S1 S2
[x]
Des arguments élémentaires nous permettent dans un premier temps de traiter le cas des
sommets du carré S1, et on obtient la figure suivante.
S3S0
[t+ yP1 + (z + xP1)P2(x, z + xP1)]
f · [z] = [y + xP2(x, z + xP1)]
f · [x]f · [y]
[t+ yP1]
S1 S2
[z]
[z + xP1]
[y]
[t]
[x]
Pour propager les orientations des arêtes le long de S2 et borner les degrés de ses sommets,
on utilise maintenant les inégalités appelées "parachutes".
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Ces inégalités sont dérivées des travaux de Sheshtakov et Umirbaev [SU03] et permettent
de minorer le degré. Plus précisément, notons f1, f2 les composantes d’un automorphisme f =
(f1, f2, f3, f4) tels que ν(f1) < ν(f2) < 0. Supposons que f1, f2 ne soient pas critiquement
résonants, c’est-à-dire qu’il n’existe aucun polynôme H de la forme x − λyq où λ ∈ k∗ et q
est un entier tel que ν(H(f1, f2)) > ν(f1) et ν(f1) = qν(f2). Nous marquons en bleu de telles
arêtes. Les inégalités parachutes (voir §3.4) montrent alors que pour tout polynôme P ∈ k[x, y],
on a
ν(f2P (f1, f2)) < min
{
4
3
ν(f2), ν(f1)
}
.
Lorsque f1, f2 sont critiquement résonants, les inégalités parachutes ne s’appliquent plus et on
marque alors une telle arête en rouge. Le point clef est de montrer que lorsque deux carrés
consécutifs sont adjacents le long d’une arête critiquement résonante, alors on peut choisir une
autre suite de carré S̃0, S̃1, . . . formant un colimaçon et dont les arêtes S̃i ∩ S̃i+1 sont toutes
non critiquement résonantes. La construction de cette nouvelle suite de carrés repose sur la
géométrie au voisinage d’un sommet de type I et un changement de carré correspond à une
homotopie dans le link des sommets de type I.
Illustrons notre méthode sur notre exemple f = g1 ◦ g2 ◦ g3 ◦ (t, z, y, x), et montrons que
ν(x ◦ f) < (4/3)ν(x) lorsque P1 est de la forme
P1 = x
6 + x4 + y3,
et P2, P3 ∈ k[x, y] \ k[x] sont quelconques. Nous allons estimer le degré en considérant trois
carrés consécutifs dans le colimaçon autour de [x].
Remarquons que l’arête contenant [x] et [z + x(x6 + x4 + y3)] est critiquement résonante.
En effet le polynôme H = x− y7 vérifie :
ν(H(z + x7 + x5 + xy3, x)) = 5ν(x) > 7ν(x).
On considère alors le carré contenant [x], [y] et [z + x5 + xy3]. L’arête [x], [z + x5 + xy3] est
aussi critiquement résonante, mais on a toujours :
ν(z + x5 + xy3) = 5ν(x) < ν(x).
Et nous avons : ν(H̄(z + x5 + xy3, x)) = ν(xy3) > 5ν(x) où H̄ = x − y5. On considère alors
le carré S̃1 contenant [y], [x] et [z + xP1(x, y) − x7 − x5]. Comme l’arête S̃1 ∩ S̃2 n’est pas
critiquement résonante, les inégalités parachute s’appliquent, et comme P2 ∈ k[x, y] \ k[x], on
a :
ν(y + xP2(x, z + x
7 + x5 + xy3)) < min
(
4
3
ν(x), ν(z + xy3)
)
.
Un argument élémentaire (Lemme 3.5.4.3 et Lemme 3.5.4.2) nous donne l’orientation de toutes
les arêtes du carrés S2 (ainsi que celles de S̃1 et S̃2) :
[t+ y4] [t+ y4 + (z + xy3)P2(x, z + xy
3)]
[t+ x6y + x4y + y4]
[y + xP2(x, z + x
7 + x5 + xy3)]
S̃1
[z + xy3]
S̃2
S0
S1 S2
[t] [z]
[x]
[y]
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Pour obtenir les estimations sur le carré S3, on tente d’appliquer le même raisonnement aux
trois carrés S̃1, S̃2, S3 :
[z + xy3]
S̃2
[t+ y4 + (z + xy3)P2(x, z + xy
3)]
[y]
[t+ y4]
S3
S̃1
f · [z] = [y + xP2(x, z + x7 + x5 + xy3)]
[x]
f · [y] f · [x]
Si l’arête S̃2 ∩ S3 n’est pas critiquement résonante, les inegalités parachute s’appliquent direc-
tement et on obtient finalement que la valeur de ν sur le sommet f · [x] est minimale dans S3
et que l’on a ν(f · [x]) < ν(f · [y]) < 4
3
ν(x) ce qui termine la preuve.
[z + xy3]
S̃2
[t+ y4 + (z + xy3)P2(x, z + xy
3)]
[y]
[t+ y4]
S3
S̃1
f · [z] = [y + xP2(x, z + x7 + x5 + xy3)]
[x]
f · [y] f · [x]
Sinon S̃2∩S3 est critiquement résonante, et on cherche à construire deux carrés S ′2, S ′3 comme
sur la figure :
[z + xy3]
S̃2
[t+ y4 + (z + xy3)P2(x, z + xy
3)]
[y]
[t+ y4]
S3
S̃1
f · [z]
[x]
f · [y] f · [x]
S ′1
S ′2
A nouveau les inégalités parachute permettent de conclure. Pour expliquer comment trouver
l’arête non critiquement résonante S ′1 ∩ S ′2, notons que f3 = y + xP2(x, z + x7 + x5 + xy3). Le
fait que [x], [f3] soit critiquement résonante nous permet de trouver λ ∈ k∗ et q ∈ N∗ tels que
ν(f3 − λxq) > ν(f3) = qν(x). Si [x], [f3 − λxq] n’est pas critiquement résonante, S ′1 (resp. S ′2)
xviii TABLE DES MATIÈRES
est l’unique carré contenant [x], [z+xy3] et [f3−λxq] (resp. [x], [f2 = f · y] et [f3−λxq]). Sinon
on remarque alors que pour tout polynôme R ∈ k[x] \ k, on a :
ν(y + xP2(x, z + x
7 + x5 + xy3) + xR(x)) < ν(x) ,
ce qui nous permet de trouver λ′, q′ tels que ν(f3 − λxq − λ′xq
′
) > ν(f3 − λxq) = q′ν(x), et une
récurrence rapide nous permet finalement de trouver l’arête non critiquement résonante désirée
(voir Proposition 3.6.1.2 pour les détails).
Chapitre 1
Degrees of iterates of rational maps on
normal projective varieties
Let f : X 99K X be any dominant rational self-map of a normal projective variety X of
dimension n defined over an algebraically closed field k of arbitrary characteristic. If X is not
normal then one can always consider its normalization. Moreover, if the field is not algebraically
closed, then we shall take its algebraic closure.
Given any big and nef (e.g ample) Cartier divisor HX on X, and any integer 0 6 i 6 n, one
defines the i-th degree of f as the integer :
degi,HX (f) = (π
∗
1H
n−i
X · π
∗
2H
i
X),
where π1 and π2 are the projections from the normalization of the graph of f in X ×X onto
the first and the second factor respectively and where (·) denotes the intersection product on
this graph.
The main theorem of the chapter can be stated as follows.
Theorem 1. Let X be a normal projective variety of dimension n and let HX be a big and nef
Cartier divisor on X.
(i) There is a positive constant C > 0 such that for any dominant rational self-maps f, g
on X, one has :
degi,HX (f ◦ g) 6 C degi,HX (f) degi,HX (g).
(ii) For any big nef Cartier divisor H ′X on X, there exists a constant C > 0 such that for
any rational self-map f on X, one has :
1
C
6
degi,HX (f)
degi,H′X (f)
6 C.
Observe that Theorem 1.(ii) implies that the degree growth of f is a birational invariant,
in the sense that there is a positive constant C such that for any birational map g : X ′ 99K X
with X ′ projective, and any big nef Cartier divisor HX′ on X ′, one has
1
C
6
degi,HX (f
p)
degi,HX′ (g
−1 ◦ fp ◦ g)
≤ C,
for any p ∈ N. Indeed, by applying Theorem 1.(ii) for the induced action by f on the norma-
lization of the graph of g, one deduces that the growth of the degrees on the graph of g and
on X and X ′ are controlled by a strictly positive constant. Fekete’s lemma and Theorem 1.(i)
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also imply the existence of the dynamical degree (first introduced in [RS97] for rational maps
of the projective space) as the following quantity :
λi(f) := lim
p→+∞
degi,HX (f
p)1/p .
The independence of λi(f) under the choice of HX , and its birational invariance are the conse-
quence of Theorem 1.(ii) .
When k = C, Theorem 1 was proved by Dinh and Sibony in [DS05b], and further generalized
to compact Kähler manifolds in [DS04a]. The core of their argument relied on a procedure of
regularization for closed positive currents of any bidegree ([DS04a, Theorem 1.1]) and was
therefore transcendental in nature. When k is a field of characteristic zero, there exists an
inclusion of the field k in C by Lefschetz principle ([Lef53]) and Dinh and Sibony’s argument
proves that the i-th dynamical degree of any rational dominant map is well-defined. Recently,
Truong [Tru15] managed to get around this problem and proved Theorem 1 for arbitrary smooth
varieties using an appropriate Chow-type moving lemma. He went further in [Tru16a] and
obtained Theorem 1 for any normal variety in all characteristic by applying de Jong’s alteration
theorem ([Jon96]). Note however that he had to deal with correspondences since a rational self-
map can only be lifted as a correspondence through a general alteration map. Our approach
avoids this technical difficulty.
To illustrate our method, let us explain the proof of Theorem 1, when X is smooth, i = 1
and f , g are regular following the method initiated in [BFJ08a, Proposition 3.1]. Recall that a
divisor α on X is pseudo-effective and one writes α > 0 if for any ample Cartier divisor H on
X, and any rational ε > 0, a suitable multiple of the Q-divisor α+ εH is linearly equivalent to
an effective one.
Recall also the fundamental Siu inequality 1 ([Laz04, Theorem 2.2.13], [Cut15]) which states :
α 6 n
(α · βn−1)
(βn)
β, (1.1)
for any nef divisor α, and any big and nef divisor β.
Since the pullback by a dominant morphism of a big nef divisor remains big and nef, we
may apply (1.1) to the big nef divisors α = g∗f ∗HX and β = f ∗HX , and we get
g∗f ∗HX 6 n
deg1,HX (f)
(HnX)
g∗HX .
Intersecting with the cycle Hn−1X yields the submultiplicativity of the degrees with the constant
C = n/(HnX).
We observe that the previous inequality (1.1) can be easily extended to complete intersec-
tions by cutting out by suitable ample sections. In particular, we get a positive constant C such
that for any big nef divisors α and β, one has :
αi 6 C
(αi · βn−i)
(βn)
βi. (1.2)
Such inequalities have been obtained by Xiao ([Xia15a]) and Popovici ([Pop16a]) in the case
k = C. Their proof uses the resolution of complex Monge-Ampère equations and yields a
constant C =
(
n
i
)
. On the other hand, our proof applies in arbitrary characteristic and in fact
to more general classes than complete intersection ones. We refer to Theorem 3 below and the
1. this inequality is also referred to as the weak transcendantal holomorphic Morse inequality in [LX15b]
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discussion preceding it for more details. Note however that we only obtain C = (n − i + 1)i,
far from the expected optimal constant C =
(
n
i
)
of Popovici. Once (1.2) is proved, Theorem 1
follows by a similar argument as in the case i = 1.
Going back to the case whereX is a complex smooth projective variety, recall that the degree
of f is controlled up to a uniform constant by the norm of the linear operator f •,i, induced
by pullback on the de Rham cohomology space H2idR(X)R ([DS05b, Lemma 4]). One way to
construct f •,i is to use the Poincaré duality isomorphisms ψX : H2idR(X,R) → H2n−2i(X,R),
ψΓf : H
2i
dR(Γf ,R)→ H2n−2i(Γf ,R) where Hi(X,R) denotes the i-th simplicial homology group
of X. The operator f •,i is then defined following the commutative diagram below :
H2idR(Γf ,R)
ψΓf // H2n−2i(Γf ,R)
π1∗ // H2n−2i(X,R)
ψ−1X

H2idR(X,R) f•,i
//
π∗2
OO
H2idR(X,R),
where Γf is a desingularization of the graph of f in X ×X, and π1, π2 are the projections from
Γf onto the first and second factor respectively.
In order to state an analogous result in our setting, we need to find a replacement for
the de Rham cohomology group H2idR(X)R and define suitable pullback operators. When X is
smooth, one natural way to proceed is to consider the spaces Ni(X)R of algebraic R-cycles of
codimension i modulo numerical equivalence. The operator f •,i is then simply given by the
composition π1∗ ◦ π∗2 : Ni(X)R → Ni(X)R.
When X is singular, then the situation is more subtle because one cannot intersect arbitrary
cycle classes in general 2. One can consider two natural spaces of numerical cycles Ni(X)R and
Ni(X)R on which pullback operations and pushforward operations by proper morphisms are
defined respectively. More specifically, the space of numerical i-cycles Ni(X)R is defined as the
group of R-cycles of dimension i modulo the relation z ≡ 0 if and only if (p∗z ·D1 · . . . ·De+i) = 0
for any proper flat surjective map p : X ′ → X of relative dimension e and any Cartier divisors
Dj on X ′. One can prove that Ni(X)R is a finite dimensional vector space and one defines
Ni(X)R as its dual Hom(Ni(X)R,R).
Note that our presentation differs slightly from Fulton’s definition (see Appendix 1.9 for a
comparison), but we also recover the main properties of the numerical groups. This approach
is more suitable to compare cycles using positivity estimates on complete intersections.
As in the complex case, we are able to construct Poincaré duality maps ψX : Ni(X)R →
Nn−i(X)R and ψΓf : N
i(Γf )R → Nn−i(Γf )R, but they are not necessarily isomorphisms due to
the presence of singularities. As a consequence, we are only able to define a linear map f •,i
as f •,i := π1∗ ◦ ψΓf ◦ π∗2 : N
i(X)R → Nn−i(X)R between two distinct vector spaces. Despite
this limitation, we prove a result analogous to one of Dinh and Sibony. The next theorem was
obtained by Truong for smooth varieties ([Tru16a, Theorem 1.1.(5)]).
Theorem 2. Let X be a normal projective variety of dimension n. Fix any norms on Ni(X)R
and Nn−i(X)R, and denote by ‖ · ‖ the induced operator norm on linear maps from Ni(X)R to
Nn−i(X)R. Then there is a constant C > 0 such that for any rational selfmap f : X 99K X, one
has :
1
C
6
||(f)•,i||
degi,HX (f)
6 C. (1.3)
2. an arbitrary curve can only be intersected with a Cartier divisor, not with a general Weil divisor.
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Our proof of Theorem 2 exploits a natural notion of positive classes in Ni(X)R combined
with a strengthening of (1.2) to these classes that we state below (see Theorem 3).
To simplify our exposition, let us suppose again that X is smooth. As in codimension 1, one
can define the pseudo-effective cone Psefi(X) as the closure in Ni(X)R of the cone generated
by effective cycles of codimension i. Its dual with respect to the intersection product is the
nef cone Nefn−i(X), which however does not behave well when i > 2 (see [DELV11a]). Some
alternative notions of positive cycles have been introduced by Fulger and Lehmann in [FL14b],
among which the notion of basepoint free classes emerges. Basepoint free classes have many
good properties such as being both pseudo-effective and nef, being invariant by pull-backs by
morphisms and by intersection products, and forming a salient convex cone with non-empty
interior. The terminology comes from the fact that the basepoint free classes always have a
cycle representing them with intersects any subvariety with the expected dimension. Denote by
BPFi(X) the cone of basepoint free classes. It is defined as the closure in Ni(X)R of the cone
generated by R-cycles of the form p∗(D1 · . . . ·De+i) where Dj are ample Cartier R-divisors and
p : X ′ → X is a flat surjective proper morphism of relative dimension e.
For basepoint free classes, we are able to prove the following generalization of (1.2).
Theorem 3. Let X be a normal projective variety of dimension n. Then there exists a constant
C > 0 such that for any basepoint free class α ∈ BPFi(X), for any big nef divisor β, one has
in Ni(X)R :
α 6 C
(α · βn−i)
(βn)
× βi. (1.4)
Theorem 2 follows from (1.4) by observing that f •,i BPFi(X) ⊂ Psefi(X), so that the
operator norm ||f •,i|| can be computed by evaluating f •,i only on basepoint free classes.
In the singular case, the proof of Theorem 2 is completely similar but the spaces Ni(X)R
and Nn−i(X)R are not necessarily isomorphic in general. As a consequence, several dual notions
of positivity appear in Ni(X)R and Ni(X)R that make the arguments more technical.
Finally, using the techniques developed in this paper, we give a new proof of the product
formula of Dinh, Nguyen, Truong ([DN11a, Theorem 1.1],[DNT12, Theorem 1.1]) which they
proved when k = C and which was later generalized by Truong ([Tru16a, Theorem 1.1.(4)]) to
normal projective varieties over any field.
The setup is as follows. Let q : X → Y be any proper surjective morphism between normal
projective varieties, and fix two big and nef divisors HX , HY on X and Y respectively. Consider
two dominant rational self-maps f : X 99K X, g : Y 99K Y , which are semi-conjugated by q,
i.e. which satisfy q ◦ f = g ◦ q. To simplify notation we shall write X/qY
f
99K
g
X/qY when these
assumptions hold true.
Recall that the i-th relative degree of X/qY
f
99K
g
X/qY is given by the intersection product
reldegi(f) := (π
∗
1(H
dimX−dimY−i
X · q
∗HdimYY ) · π∗2H iX),
where π1 and π2 are the projections from the graph of f in X × X onto the first and the
second component respectively. One can show a relative version of Theorem 1 (see Theorem
1.5.2.1), and define as in the absolute case, the i-th relative dynamical degree λi(f,X/Y ) as the
limit limp→+∞ reldegi(fp)1/p. It is also a birational invariant in the sense that if ϕ : X ′ 99K X,
ψ : Y ′ 99K Y such that q′ = ψ−1 ◦ q ◦ ϕ is regular, then λi(ϕ−1 ◦ f ◦ ϕ,X ′/Y ′) = λi(f,X/Y ),
and does not depend on the choices of HX and HY . When q : X 99K Y is merely rational and
dominant, then we define (see Section 1.6) the i-th relative degree of f by replacing X with the
normalization of graph of q. We prove the following theorem.
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Theorem 4. Let X, Y be normal projective varieties. For any dominant rational self-maps
f : X 99K X, g : Y 99K Y which are semi-conjugated by a dominant rational map q : X 99K Y ,
we have
λi(f) = max
max(0,i−l)6j6min(i,e)
(λi−j(g)λj(f,X/Y )) . (1.5)
Our proof follows closely Dinh and Nguyen’s method from [DN11a] and relies on a funda-
mental inequality (see Corollary 1.7.1.5 below) which follows from Künneth formula at least
when k = C. To state it precisely, consider π : X ′ → X a surjective generically finite morphism
and q : X → Y a surjective morphism where X ′, X and Y are normal projective varieties
such that n = dimX = dimX ′ and such that l = dimY . We prove that for any basepoint free
classes α ∈ BPFi(X ′) and β ∈ BPFn−i(X ′), one has :
(β · α) 6 C
∑
max(0,i−l)≤j≤min(i,e)
Uj(α)× (β · π∗(q∗H i−jY ·H
j
X)), (1.6)
whereHY andHX are big and nef divisors on Y andX respectively, and Uj(α) is the intersection
product given by Uj(α) = (π∗(q∗H l−i+jY ·H
e−j
X ) · α).
In the singular case, Truong has obtained this inequality using Chow’s moving intersection
lemma. We replace this argument by a suitable use of Siu’s inequality and Theorem 3 in order
to prove a positivity property for a class given by the difference between a basepoint free class
in X ′ ×X ′ and the fundamental class of the diagonal of X ′ in X ′ ×X ′ (see Theorem 1.7.1.1).
Inequality (1.6) is a weaker version of [DN11a, Proposition 2.3] proved by Dinh-Nguyen when Y
is a complex projective variety, and was extended to a field arbitrary characteristic by Truong
when Y is smooth ([Tru16a, Lemma 4.1]).
Organization of the chapter
In the first Sections 1.1 and 1.2, we review the background on the Chow groups and recall
the definitions of the spaces of numerical cycles and provide their basic properties. In §1.3,
we discuss the various notions of positivity of cycles and prove Theorem 3. In §1.4, we define
relative numerical cycles and canonical morphisms which are the analogous to the Poincaré
morphisms ψX in a relative setting. In §1.5, we prove Theorem 1, Theorem 2 and Theorem
4. Finally we give an alternate proof of Dinh-Sibony’s theorem in the Kähler case ([DS05b,
Proposition 6]) in §1.8 using Popovici [Pop16a] and Xiao’s inequality [Xia15a]. Note that these
inequalities allow us to avoid regularization techniques of closed positive currents but rely on
a deep theorem of Yau. In Section 1.9, we prove that our presentation and Fulton’s definition
of numerical cycles are equivalent, hence proving that any numerical cycles can be pulled back
by a flat morphism.
1.1 Chow group
1.1.1 General facts
Let X be a normal projective variety of dimension n defined over an algebraically closed
field k of arbitrary characteristic.
The space of cycles Zi(X) is the free abelian group generated by irreducible subvarieties
of X of dimension i, and Zi(X)Q, Zi(X)R will denote the tensor products Zi(X) ⊗Z Q and
Zi(X)⊗Z R.
6 CHAPITRE 1. DEGREES OF RATIONAL MAPS
Let q : X → Y be a morphism where Y is a normal projective variety. Since X and Y are
respectively projective, the map q is proper. Following [Ful98], we define the proper pushforward
of the cycle [V ] ∈ Zi(X) as the element of Zi(Y ) given by :
q∗[V ] =
{
0 if dim(q(V )) < dimV
[k(η) : k(q(η))]× [q(V )] if dimV = dim(q(V )),
where V is an irreducible subvariety of X of dimension i, η is the generic point of V and k(η),
k(q(η)) are the residue fields of the local rings Oη and Oq(η) respectively. We extend this map
by linearity and obtain a morphism of abelian groups q∗ : Zi(X)→ Zi(Y ).
Let C be any closed subscheme of X of dimension i and denote by C1, . . . , Cr its i-
dimensional irreducible components. Then C defines a fondamental class [C] ∈ Zi(X) by the
following formula :
[C] :=
r∑
j=1
lOCj,C (OCj ,C)[Cj],
where lA(M) denotes the length of an A-module M ([Eis95, section 2.4]).
For any flat morphism q : X → Y of relative dimension e between normal projective
varieties, we can define a flat pullback of cycles q∗ : Zi(Y )→ Zi+e(X) (see [Ful98, section 1.7]).
If C is any subscheme of Y of dimension i, the cycle q∗[C] is by definition the fundamental class
of the scheme-theoretic inverse by q :
q∗[C] := [q−1(C)] ∈ Zi+e(X).
Let W be a subvariety of X of dimension i + 1 and ϕ be a rational map on W . Then we
define a cycle on X by :
[div(ϕ)] :=
∑
ordV (ϕ)[V ],
where the sum is taken over all irreducible subvarieties V of dimension i of W ⊂ X. A cycle α
defined this way is rationally equivalent to 0 and in that case we shall write α' 0.
The i-th Chow group Ai(X) of X is the quotient of the abelian group Zi(X) by the free
group generated by the cycles that are rationally equivalent to zero. We denote by A•(X) the
abelian group ⊕Ai(X).
We recall now the functorial operations on the Chow group, which result from the intersec-
tion theory developped in [Ful98].
Theorem 1.1.1.1. Let q : X → Y be a morphism between normal projective varieties. Then
we have :
(i) The morphism of abelian groups q∗ : Zi(X) → Zi(Y ) induces a morphism of abelian
groups q∗ : Ai(X)→ Ai(Y ).
(ii) If the morphism q is flat of relative dimension e, then the morphism q∗ : Zi(Y ) →
Zi+e(X) induces a morphism of abelian groups q∗ : Ai(Y )→ Ai+e(X).
Assertion (i) is proved in [Ful98, Theorem 1.4] and assertion (ii) is given in [Ful98, Theorem
1.7].
Remark 1.1.1.2. Let q : X → Y is a flat morphism of normal projective varieties. Suppose
α ∈ Ai(Y ) is represented by an effective cycle α'
∑
nj[Vj] where the nj are positive integers.
Then q∗α is also represented by an effective cycle.
Any cycle α ∈ Z0(X)Z is of the form
∑
nj[pj] with pj ∈ X(k) and nj ∈ Z. We define the
degree of α to be deg(α) :=
∑
nj and we shall write :
(α) := deg(α) =
∑
nj.
The morphism of abelian groups deg : Z0(X)Z → Z induces a morphism of abelian groups
deg : A0(X)→ Z.
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1.1.2 Intersection with Cartier divisors
Let X be a normal projective variety and D be a Cartier divisor on X. Let V be a subvariety
of of dimension i in X and denote by j : V ↪→ X the inclusion of V in X. We define the
intersection of D with [V ] as the class :
D · [V ] := j∗[D′] ∈ Ai−1(X),
where D′ is a Cartier divisor on V such that the line bundles j∗OX(D) and OV (D′) are isomor-
phic. Observe thatD′ exists since the exact sequence 0 // O∗V //M∗V //M∗V /O∗V // 0
induces a surjective map from the divisor subgroupsH0(V,M∗V /O∗V ) of V onto the Picard group
Pic(V ) = H1(V,O∗V ) whereM∗V is the sheaf of non-zero rational functions on V .
We extend this map by linearity into a morphism of abelian groups D· : Zi(X)→ Ai−1(X).
Theorem 1.1.2.1. Let X be a normal projective variety and D be a Cartier divisor on X.
The map D· : Zi(X)→ Ai−1(X) induces a morphism of abelian groups D· : Ai(X)→ Ai−1(X).
Moreover, the following properties are satisfied :
1. For all Cartier divisors D and D′ on X, for all class α ∈ Ai(X), we have :
(D′ +D) · α = D′ · α +D · α.
2. (Projection formula) Let q : X → Y be a morphism between normal projective varieties.
Then for all class β ∈ Ai(X) and all Cartier divisor D on Y , we have in Ai−1(Y ) :
q∗(q
∗D · β) = D · q∗(β).
1.1.3 Characteristic classes
Definition 1.1.3.1. Let X be a normal projective variety of dimension n and L be a line
bundle on X. There exists a Cartier divisor D on X such that the line bundles L and OX(D)
are isomorphic. We define the first Chern class of L as :
c1(L) := [D] ∈ An−1(X).
Definition 1.1.3.2. For all normal projective varieties X, the group ICi(X) is the free group
generated by elements of the form D1 · . . . ·Di where D1, . . ., Di are Cartier divisors on X.
Definition 1.1.3.3. Let X be a normal projective variety and E be a vector bundle of rank
e + 1 on X. Given any vector bundle E on X, we shall denote by P(E) the projective bundle
of hyperplanes in E following the convention of Grothendieck. Let p be the projection from
P(E∗) to X and ξ = c1(OP(E∗)(1)). We define the i-th Segré class si(E) as the morphism
si(E) x · : A•(X)→ A•−i(X) given by :
si(E) xα := p∗(ξ
e+i · p∗α). (1.7)
Remark 1.1.3.4. WhenX is smooth of dimension n, we can define an intersection product on the
Chow groups Ai(X) × Al(X) → An−i−l(X) (see [Ful98, Definition 8.1.1]) which is compatible
with the intersection with Cartier divisors and satisfies the projection formula (see [Ful98,
Example 8.1.7]). Applying the projection formula to (1.7), we get
si(E) xα = p∗(ξ
e+i) · α,
so that si(E) is represented by an element in An−i(X). To simplify we shall also denote si(E)
this element.
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As Segré classes of vector bundles are operators on the Chow groups A•(X), the composition
of such operators defines a product.
Theorem 1.1.3.5. (cf [Ful98, Proposition 3.1]) Let q : X → Y be a morphism between normal
projective varieties. For any vector bundle E and F on Y , the following properties hold.
(i) For all α ∈ Ai(Y ) and all j < 0, we have sj(E) xα = 0.
(ii) For all α ∈ Ai(Y ), we have s0(E) xα = α.
(iii) For all integers j,m, we have sj(E) x(sm(F ) xα) = sm(F ) x(sj(E) xα).
(iv) (Projection formula) For all β ∈ Ai(X) and any integer j, we have q∗(sj(q∗E) x β) =
sj(E) x q∗β.
(v) If the morphism q : X → Y is flat, then for all α ∈ Ai(Y ) and any integer j, we have
sj(q
∗E) x q∗α = q∗(sj(E) xα)).
The j-th Chern class cj(E) of a vector bundle E on X is an operator cj(E) : A•(X)→ A•−j
defined formally as the coefficients in the inverse power series :
(1 + s1(E)t+ s2(E)t
2 + . . .)−1 = 1 + c1(E)t+ . . .+ cr+1(E)t
r+1.
A direct computation yields for example c1(E) = −s1(E), c2(E) = (s1(E)2 − s2(E)).
Definition 1.1.3.6. Let X be a normal projective variety. The abelian group Ai(X) is the
subgroup of Hom(A•(X), A•−i(X)) generated by product of Chern classes ci1(E1) · . . . · cip(Ep)
where i1, . . ., ip are integers satisfying i1 + . . .+ ip = i and where E1, . . . , Ep are vector bundles
over X. We denote by A•(X) the group ⊕Ai(X).
Observe that by definition, Ai(X) contains the image of ICi(X).
Recall that the Grothendieck group K0(X) is the free group generated by vector bundles
on X quotiented by the subgroup generated by relations of the form [E1] + [E3] − [E2] where
there is an exact sequence of vector bundles :
0 // E1 // E2 // E3 // 0 .
Moreover, the group K0(X) has a structure of rings given by the tensor product of vector
bundles.
Recall also that the Chern character is the unique morphism of rings ch : (K0(X),+,⊗)→
(A•(X),+, ·) satisfying the following properties (see [Ful98, Example 3.2.3]).
1. If L is a line bundle on X, then one has :
ch(L) =
∑
i>0
c1(L)
i
i!
.
2. For any morphism q : X ′ → X and any vector bundle E on X, we have q∗ ch(E) =
ch(q∗E).
For any vector bundle E on X, we will denote by chi(E) the term in Ai(X) of ch(E).
We recall Grothendieck-Riemann-Roch’s theorem for smooth varieties.
Theorem 1.1.3.7. (see [Ful98, Corollary 18.3.2]) Let X be a smooth variety. Then the Chern
character induces an isomorphism :
ch x[X] : E ∈ K0(X)⊗Q→ ch(E) x[X] ∈ A•(X)⊗Q.
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We also recall the definition of Schur polynomials.
Definition 1.1.3.8. Consider a vector bundle E of rank e on X. Fix two integers e, i and a
decreasing partition λ = (λ1, . . . , λi) of i with terms lower or equal than e. The Schur class
sλ(E) is the class given by :
sλ(E) =
∣∣∣∣∣∣∣∣
cλ1(E) cλ1+1(E) . . . cλ1+i−1(E)
cλ2−1(E) cλ2(E) . . . cλ2+i−2(E)
. . .
cλi−i+1(E) cλi−i+2(E) . . . cλi(E)
∣∣∣∣∣∣∣∣ .
If E is a vector bundle of rank e on X, then the Schur class sλ(E) ∈ Ai(X) is the Schur
polynomial in the variables given by the Chern classes c1(E), . . . , ce(E).
When the vector bundle E is globally generated, then the Schur classes can be interpreted
as degeneracy loci (see [Laz04, Example 8.3.6]).
1.2 Space of numerical cycles
1.2.1 Definitions
In all this section, X, Y,X1, X2, X3 and X ′ are normal projective varieties and X is of
dimension n. Two cycles α and β in Zi(X) are said to be numerically equivalent and we will
denote by α ≡ β if for all flat morphisms p1 : X1 → X of relative dimension e and all Cartier
divisors D1, . . . , De+i in X1, we have :
(D1 · . . . ·De+i · q∗α) = (D1 · . . . ·De+i · q∗β).
Definition 1.2.1.1. The group of numerical classes of dimension i is the quotient Ni(X) =
Zi(X)/ ≡.
By construction, the group Ni(X) is torsion free and there is a canonical surjective morphism
Ai(X)→ Ni(X) for any integer i.
Remark 1.2.1.2. Observe also that for i = 0, two cycles are numerically equivalent if and only
if they have the same degree. Since smooth points are dense in X (see [Har77, Theorem 5.3])
and are of degree 1, this proves that the degree realizes the isomorphism N0(X) ' Z.
We set Ni(X)Q and Ni(X)R the two vector spaces obtained by tensoring by Q and R
respectively.
Remark 1.2.1.3. This definition allows us to pullback numerical classes by any flat morphism
q : X → Y of relative dimension e. Our presentation is slightly different from the classical one
given in [Ful98, Section 19.1]. We refer to Appendix 1.9 for a proof of the equivalence of these
two approaches.
Proposition 1.2.1.4. Let q : X → Y a morphism. Then the morphism of groups q∗ : Zi(X)→
Zi(Y ) induces a morphism of abelian groups q∗ : Ni(X)→ Ni(Y ).
Proof. Let n be the dimension of X and l be the dimension of Y , and let α be a cycle in Zi(X)
such that α is numerically trivial. We need to prove that q∗α is also numerically trivial.
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Take p1 : Y1 → Y a flat morphism of relative dimension e1. Let X1 be the fibred product
X ×Y Y1 and let p′1 and q′ be the natural projections from X1 to X and Y1 respectively.
X1
q′

p′1 // X
q

Y1
p1 // Y
Since flatness is preserved by base change ([Har77, Proposition 9.2.(b)]), the morphism p′1
is flat and q′ is proper. Pick any cycle γ whose class is in ICe1+i(Y1). We want to prove that
(γ ·p1∗q∗α) = 0. By [Ful98, Proposition 1.7], we have that p∗1q∗α = q′∗p′1
∗α in Ze1+i(Y1). Applying
the projection formula, we get :
γ · p∗1q∗α = γ · q′∗p′∗1 α' q′∗(q′∗γ · p′∗1 α).
Because p′1 is flat and q′∗γ ∈ ICe1+i(X1), we have (q′∗γ · p′∗1 α) = 0 so that (γ · p∗1q∗α) = 0 as
required.
The numerical classes defined above are hard to manipulate, we want to define a pullback
of numerical classes by any proper morphism. We proceed and define dual classes.
We denote by Zi(X) = HomZ(Zi(X),Z) the space of cocycles. If p1 : X1 → X is a flat
morphism of relative dimension e1, then any element γ ∈ ICe1+i(X1) induces an element [γ] in
Zi(X) by the following formula :
[γ] : α ∈ Zi(X)→ (γ · p∗1α) ∈ Z. (1.8)
Definition 1.2.1.5. The abelian group Ni(X) is the subgroup of Zi(X) generated by elements
of the form [γ] where γ ∈ ICe1+i(X1) and X1 is flat over X of relative dimension e1.
Remark 1.2.1.6. By definition, the map deg : Z0(X) → Z is naturally an element of Z0(X).
Moreover, one has using Theorem 1.1.3.5.(ii) that :
z ∈ Z0(X)→ (s0(E) x z) = deg(z) ∈ Z,
for any vector bundle E on X. Hence, deg defines an element of N0(X) by definition of Segré
classes (Definition 1.7).
Proposition 1.2.1.7. By definition of the numerical equivalence relation, any element of Ni(X)
induces an element of the dual HomZ(Ni(X),Z). Hence, we can define a natural pairing between
Ni(X) and Ni(X). For any normal projective variety, the pairing Ni(X) × Ni(X) → Z is non
degenerate (i.e the canonical morphism from Ni(X) to HomZ(Ni(X),Z) is injective).
Proof. It follows directly from the definition of Ni(X) and Ni(X).
A priori, an element of Ni(X) is a combination of elements [γ1] + [γ2] + . . . + [γj]. The
following proposition proves one can always take j = 1 at least if we tensor all spaces by Q.
Proposition 1.2.1.8. Any element of Ni(X) is induced by γ ∈ ICe1+i(X1)Q where p1 : X1 → X
is a flat morphism of relative dimension e1.
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Proof. By an immediate induction argument, we are reduced to prove the assertion for the sum
of two elements [γ1] + [γ2] where γj ∈ ICej+i(Xi)Q and pj : Xj → X are flat morphisms of
relative dimension e1 and e2 respectively.
Let us considerX ′ the fibre productX1×X2 overX and p′j the flat projections fromX ′ toXj
for j = 1, 2. By linearity , we only need to show that there exists an element γ′1 ∈ ICe1+e2+i(X ′)
such that [γ′1] = [γ1] in N
i(X).
X1 ×X2
p′2zz
p′1
$$
X1
p1
$$
X2
p2
zz
X
Take an ample Cartier divisor HX2 on X2 and λ2 an integer such that p2∗H
e2
X2
'λ2[X]. Setting
γ′1 =
1
λ2
p′∗1 H
e2
X2
·p′∗2 γ1, we need to prove that for any α ∈ Zi(X), one has (γ1 ·p∗1α) = (γ′1 ·p′∗2 p∗1α).
By [Ful98, Proposition 1.7], we have the equality p′2∗p
′∗
1 H
e2
X2
= p∗1p2∗H
e2
X2
in Ze2(X2), hence :
p′2∗p
′∗
1 H
e2
X2
= λ2p
∗
1[X].
Since X1 is reduced and p∗1[X] is a cycle of codimension 0 in X1, we have p∗1[X] = [X1]. Hence
by the projection formula, we have :
1
λ2
p′2∗(p
′∗
2 (γ1 · p∗1α) · p′∗1 H
e2
X2
) =
1
λ2
(p∗1α · γ1) · p2∗p′∗1 H
e2
X2
=
1
λ2
(p∗1α · γ1) · λ2[X1]
= p∗1α · γ1.
In particular, the degrees are equal and [γ1] = [γ′1] ∈ Ni(X) as required.
By the same argument, there exists a class γ′2 ∈ ICe1+e2+i(X1 ×X2) such that [γ2] = [γ′2] ∈
Ni(X), hence [γ1] + [γ2] = [γ′1] + [γ′2] = [γ′1 + γ′2] ∈ Ni(X) as required.
Definition 1.2.1.9. We define N•(X) (resp. N•(X)) by ⊕i Ni(X) (resp. ⊕i Ni(X)).
1.2.2 Algebra structure on the space of numerical cycles
We now define a structure of algebra on N•(X), and prove that N•(X) has a structure of
N•(X) module.
Pick γ ∈ ICe1+i(X1)Q where p1 : X1 → X is a flat morphism of relative dimension e1. The
element γ induces a morphism in the Chow group :
γ x · : α ∈ Al(X)→ p1∗(γ · p∗1α) ∈ Al−i(X). (1.9)
The morphism γ x · : Al(X) → Al−i(X) induces a morphism of abelian groups from Nl(X) to
Nl−i(X).
Proposition 1.2.2.1. Any element α ∈ Ni(X) induces a morphism α x · : N•(X) → N•−i(X)
such that the following conditions are satisfied.
(i) If α is induced by γ ∈ ICe1+i(X1)Q where p1 : X1 → X is a flat morphism of relative
dimension e1, then for any integer l and any z ∈ Nl(X), one has in Nl−i(X) :
α x z = γ x z.
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(ii) For any α, β ∈ Ni(X) and any z ∈ Nl(X), we have :
(α + β) x z = α x z + β x z.
Proof. Let us consider α ∈ Ni(X) and suppose it is induced by γ1 ∈ ICe1+i(X1)Q where p1 :
X1 → X is a flat morphism of relative dimension e1. We define the map α x · as :
α x z = γ1 x z,
for any z ∈ Nl(X). We show that the morphism does not depend on the choice of the class
γ1 and (i) is follows from Proposition 1.2.1.8. Assertion (ii) follows from the linearity of the
intersection product whose proof follows closely the proof of Proposition 1.2.1.8.
Suppose that [γ1] = [γ2] ∈ Ni(X) where γ2 ∈ ICe2+i(X2)Q and p2 : X2 → X is a flat
morphism of relative dimension e2, then we need to prove that :
p1∗(γ1 · p∗1z) ≡ p2∗(γ2 · p∗2z),
for any fixed z ∈ Zl(X). Take β ∈ ICe3+l−i(X3) where p3 : X3 → X is flat morphism of relative
dimension e3, we only need to show that :
(β · p∗3p1∗(γ1 · p∗1z)) = (β · p∗3p2∗(γ2 · p∗2z)).
Let X ′1 and X ′2 the fibre products X1 × X3 and X2 × X3, and p′1 : X ′1 → X3, p′3 : X ′1 → X1,
q2 : X
′
2 → X3, q3 : X ′2 → X2 be the corresponding flat projection morphisms such that we
obtain the following commutative diagrams :
X ′1
p′1
  p
′
3~~
X ′2
q2
  
q3~~
X1
p1
!!
X3
p3}}
X2
p2
!!
X3
p3}}
X X.
As above, we have p∗3p1∗ = p′1∗p
′∗
3 , hence :
(β · p∗3p1∗(γ1 · p∗1z)) = (β · p′1∗p′∗3 (γ1 · p∗1z))
= (p′∗1 β · p′∗3 (γ1 · p∗1z))
= (p′∗3 γ1 · p′∗1 p∗3z · p′∗1 β)
= (γ1 · p′3∗p′∗1 (p∗3z · β))
= (γ1 · p∗1p3∗(p∗3z · β))
= (γ2 · p∗2p3∗(p∗3z · β)).
By a similar argument, we show that (β · p∗3p2∗(γ2 · p∗2z)) = (γ2 · p∗2p3∗(p∗3z · β)) which implies
the desired equality :
(β · p∗3p1∗(γ1 · p∗1z)) = (β · p∗3p2∗(γ2 · p∗2z)).
Proposition 1.2.2.2. There exists a unique structure of commutative graded ring with unit
(deg) on N•(X) given by (α, β) ∈ N•(X)×N•(X) 7→ α ·β ∈ N•(X) which satisfies the following
properties :
(i) For any α, β ∈ N•(X) and any z ∈ N•(X), one has :
(α · β) x z = (α x(β x z)) = (β x(α x z)).
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(ii) For any z ∈ N•(X), we have (deg) x z = z.
(iii) The morphism of abelian groups given by
(α, z) ∈ N•(X)× N•(X) 7→ α x z ∈ N•(X)
is bilinear.
Hence, the abelian group N•(X) has the structure of a graded N•(X)-module.
Proof. Take α1 ∈ Ni(X) and α2 ∈ Nl(X) and define ϕ ∈ Zi+l(X) by the formula :
ϕ : z ∈ Zi+l(X)→ (α1 x(α2 x z)).
We prove that ϕ is an element of Ni+l(X).
By linearity, we can suppose that αi is induced by γi ∈ ICi+ej(Xj) where pj : Xj → X is a
flat morphism of relative dimension ej for j = 1, 2. Let X ′ = X1 ×X X2 be the fibre product,
let p′1 and p′2 be the projections from X ′ to X1 and X2 respectively such that we have the
commutative diagram :
X ′
p′1
!!p′2}}
X1
p1
!!
X2
p2}}
X.
By the projection formula, we obtain for all z ∈ Zi+l(X) :
ϕ(z) = (p′∗1 γ2 · p′∗2 γ1 · p′∗2 p∗1z). (1.10)
In particular, we have shown that ϕ is induced by p′∗1 γ2 · p′∗2 γ1 ∈ ICe1+e2+i+l(X ′), hence ϕ is an
element of Ni+l(X). Moreover, the commutativity of the intersection product in (1.10) proves
that (α2 x(α1 x z)) = (α1 x(α2 x z)) for any z ∈ Ni+l(X), hence α1 · α2 = α2 · α1.
Pick a vector bundle E on X. As the element deg ∈ N0(X) is equal to z → (s0(E) x z) in
N0(X) (see Remark 1.2.1.6), we get using Theorem 1.1.3.5.(ii) that :
(α x z) = (α x(s0(E) x z)) = (s0(E) x(α x z)) = ((α · deg) x z) = (deg ·α) x z,
for any z ∈ Nl(X) and any α ∈ Nl(X). Hence, deg is a unit of N•(X).
1.2.3 Pullback on dual numerical classes
Let us consider q : X → Y a proper morphism. We define for any integer i the pullback
q∗ : Ni(Y ) → HomZ(Ni(X),Z) as the dual of the pushforward operation q∗ : Ni(X) → Ni(Y )
with respect to the pairing Ni(X)× Ni(X)→ Z defined in Proposition 1.2.1.7.
Proposition 1.2.3.1. Let q : X → Y be a proper morphism. The morphism q∗ induces a
morphism of graded rings q∗ : N•(Y )→ N•(X) which satisfies the projection formula :
∀α ∈ Ni(Y ),∀z ∈ Nl(X), q∗(q∗α x z) = α x q∗z.
14 CHAPITRE 1. DEGREES OF RATIONAL MAPS
Proof. We only need to prove that the image q∗(Ni(Y )) is contained in Ni(X) and that the
projection formula is satisfied as it directly implies that q∗ : N•(Y )→ N•(X) is a morphism of
rings since :
(α · β) x q∗z = q∗(α · β) x z = α x q∗(q∗β x z) = (q∗α · q∗β) x z,
for any α ∈ Ni(Y ), β ∈ Nl(Y ) and any z ∈ Ni+l(X).
Consider a class α ∈ Ni(Y ) which is induced by γ ∈ ICe1+i(Y1) where p1 : Y1 → Y is a flat
proper morphism of relative dimension e1. Setting X1 to be the fibre product Y1×X and p′1, q′
the projections from X1 to X and X1 respectively, one remarks using the equality q′∗p′∗1 = p∗1q∗
([Ful98, Proposition 1.7]) that q∗α is induced by q′∗γ, hence q∗α ∈ Ni(X) as required. And the
projection formula follows easily from the projection formula on divisors (Theorem 1.1.2.1.(ii)).
Let us sum up all the properties of numerical classes proven so far :
Theorem 1.2.3.2. Let q : X → Y be a proper morphism. For any integer 0 6 i 6 dimX and
0 6 l 6 dimY :
(i) The pushforward morphism q∗ : Zi(X) → Zi(Y ) induces a morphism of abelian groups
q∗ : Ni(X)→ Ni(Y ).
(ii) The dual morphism q∗ : Z l(Y )→ Z l(X) maps Nl(Y ) into Nl(X).
(iii) The induced morphism q∗ : N•(Y )→ N•(X) preserves the structure of graded rings.
(iv) (Projection formula)For all α ∈ Nl(Y ) and all z ∈ Ni(X), we have q∗(q∗α x z) ≡ α x q∗z
in Ni−l(Y ).
1.2.4 Canonical morphism
Theorem 1.2.4.1. The morphism ψX : α ∈ Ni(X) 7→ α x[X] ∈ Nn−i(X) is the unique mor-
phism which satisfies the following properties.
(i) The image of the morphism deg : Z0(X) → Z seen as an element of Z0(X) is given by
ψX(deg) = [X].
(ii) The morphism ψX is Ni(X)-equivariant, i.e for all α ∈ Ni(X) and all β ∈ Nl(X), we
have :
ψX(α · β) = α xψX(β).
(iii) Suppose q : X → Y is a generically finite morphism where Y is of dimension n, then we
have the following identity :
q∗ ◦ ψX ◦ q∗ = deg(q)× ψY .
Proof. Recall that deg is the unit in N•(X), hence ψX(deg) = [X] and (ii) follows directly from
the definition and Proposition 1.2.2.2.
Assertion (iii) is then a consequence of the projection formula (see Theorem 1.2.3.2.(iv))
and the fact that q∗[X] = deg(q)[Y ].
Let us prove that ψX is unique. Suppose that ϕ : Ni(X)→ Nn−i(X) satisfies the hypothesis
of the theorem. Since ϕ(deg) = [X] and since deg is the unit element of the ring N•(X), we
have that for any α ∈ Ni(X), α = α · deg. By (ii),
ϕ(α) = ϕ(α · deg) = α xϕ(deg) = α x[X] = ψX(α),
as required.
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Now we prove some properties of ψX in some particular cases.
Theorem 1.2.4.2. The following properties are satisfied.
(i) If X is smooth, then for all integers 0 6 i 6 n, the induced morphism ψX : Ni(X)Q →
Nn−i(X)Q is an isomorphism.
(ii) If X is smooth and q : X → Y is a surjective generically finite morphism where Y is a
normal projective variety. Then we have for all integer i :
q∗(ψY (N
n−i(Y )Q)
⊥) = q∗(Ni(Y )Q) ∩Ker(q∗ ◦ ψX : Ni(X)Q → Nn−i(Y )Q). (1.11)
Proof. (i) Let us show that ψX is surjective. By the Grothendieck-Riemann-Roch’s theorem
(Theorem 1.1.3.7), the Chern character induces an isomorphism :
ch x[X] : E ∈ K0(X)⊗Q→ ch(E) x[X] ∈ A•(X)⊗Q.
This implies that the morphism ψX : Ni(X)Q → Nn−i(X)Q is surjective because any Chern
class is the image of a product of Cartier divisors by a flat map (see Remark 1.1.3.4).
We now prove that ψX : Ni(X)Q → Nn−i(X)Q is injective. Take α1 ∈ Ni(X)Q such that
ψX(α1) = 0. By Proposition 1.2.1.8, the class α1 is induced by γ1 ∈ ICe1+i(X1)Q where p1 :
X1 → X is a flat morphism of relative dimension e1. The condition ψX(α1) = 0 is equivalent to
the equality p1∗γ1 = 0 ∈ Nn−i(X). We need to show that (γ1 · p∗1z) = 0 for any cycle z ∈ Zi(X).
As X is smooth, we may compute intersection products inside the Chow group A•(X) directly
by Remark 1.1.3.4 and we get :
(γ1 · p∗1z) = (p1∗(γ1 · p∗1z)) = (p1∗γ1 · z) = 0
as the class z ∈ Ni(X) is the image of an element of Nn−i(X)Q by surjectivity of ψX .
(ii) We have the following series of equivalence :
β ∈ ψY (Nn−i(Y )Q)⊥ ⇔ ∀α ∈ Nn−i(Y )Q, (β xψY (α)) = 0
⇔ ∀α ∈ Nn−i(Y )Q, (β x(q∗ψXq∗α)) = 0
⇔ ∀α ∈ Nn−i(Y )Q, (q∗β · q∗α) = 0
⇔ ∀α ∈ Nn−i(Y )Q, (α x q∗ψXq∗β) = 0
⇔ q∗β ∈ Ker(q∗ ◦ ψX : Ni(X)Q → Nn−i(Y )Q,
where the second equivalence follows from Theorem 1.2.4.2.(iii), the third and the fourth equi-
valence from the projection formula, and the last equivalence is a consequence of the fact that
ψX is self-adjoint :
(β xψY (α)) = (β x(α x[Y ])) = (α x(β x[Y ])) = (α xψY (β)),
where α ∈ Ni(Y ) and β ∈ Nn−i(Y ).
Remark 1.2.4.3. The proof of Theorem 1.2.4.2.(i) shows that when X is smooth, Ni(X)Q is
the quotient of Zi(X)Q by cycles z ∈ Zi(X)Q such that for any cycle z′ ∈ Zn−i(X)Q, one has
(z · z′) = 0.
Remark 1.2.4.4. When X is smooth and when k = C, denote by Algi(X) the subgroup of the
de Rham cohomology H2i(X,C) generated by algebraic cycles of dimension i in X. Then there
is a surjective morphism Algi(X)→ Ni(X)Q
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1.2.5 Numerical spaces are finite dimensional
Theorem 1.2.5.1. Both Q-vector spaces Ni(X)Q and Ni(X)Q are finite dimensional.
Proof. If X is smooth, then using Remark 1.2.4.3, Ni(X)Q is the quotient of Zi(X)Q by the
equivalence relation which identifies cycles α and β in Zi(X)Q if for any cycle z ∈ Zn−i(X)Q,
(z ·α) = (z ·β). In particular, the vector-space Ni(X)Q is finitely generated (see [Mil13, Theorem
23.6] for a reference), and so is Ni(X)Q using Theorem 1.2.4.2.(i).
If X is not smooth, by DeJong’s alteration theorem (cf [Jon96, Theorem 4.1]), there exists
a smooth projective variety X ′ and a generically finite surjective morphism q : X ′ → X. We
only need to show that the pushforward q∗ : Ni(X ′)Q → Ni(X)Q is surjective. Indeed this first
implies that Ni(X)Q is finite dimensional. Since the natural pairing Ni(X)Q × Ni(X)Q → Q
is non degenerate we get an injection of Ni(X)Q onto HomQ(Ni(X)Q,Q) which is also finite
dimensional.
We take V an irreducible subvariety of codimension i in X. If dim q−1(V ) = dimV , then the
class q∗[q−1(V )] in NdimV (X)Q is represented by a cycle of dimension dimV which is included
in V . As V is irreducible, we have q∗[q−1(V )] ≡ λ[V ] for some λ ∈ N∗.
If the dimension of q−1(V ) is strictly greater than V , we take W an irreducible component
of q−1(V ) such that its image by q|W : W → V is dominant. We write the dimension of W as
dimV + r where r > 0 is an integer. Fix an ample divisor HX on X. The class HrX x[W ] ∈
NdimV (X
′)Q is represented by a cycle of dimension dimV in W . So the image of the class
q∗(H
r
X x[W ]) ∈ NdimV (X)Q is a multiple of [V ] which implies the surjectivity of q∗.
Corollary 1.2.5.2. For any integer 0 6 i 6 n, the pairing Ni(X)R × Ni(X)R → R is perfect
(i.e the canonical morphism from Ni(X)R to HomR(Ni(X)R,R) is an isomorphism).
Corollary 1.2.5.3. Suppose that the dimension of X is 2n, then the morphism ψX : Nn(X)Q →
Nn(X)Q is an isomorphism.
Proof. We apply (1.11) to an alteration X ′ of X where q : X ′ → X is a proper surjective
morphism and where X ′ is a smooth projective surface. This proves that ψX : Nn(X)Q →
Nn(X)Q is surjective. By duality, this gives that ψX : Nn(X)Q → Nn(X)Q is injective. As a
consequence, we have that ψX : Nn(X)Q → Nn(X)Q is an isomorphism.
Corollary 1.2.5.4. Let X be a complex normal projective variety with at most rational sin-
gularities. We suppose that X is numerically Q-factorial in the sense of [BdFFU15]. Then the
morphisms ψX : N1(X)Q → Nn−1(X)Q and ψX : Nn−1(X)Q → N1(X)Q are isomorphisms.
Proof. Using [BdFFU15, Theorem 5.11], then any Weil divisor which is numerically Q-Cartier is
Q-Cartier. In particular, ψX : N1(X)Q → Nn−1(X)Q is surjective. Using (1.11) to an alteration
of X ′ applied to i = 1, we have that ψX : N1(X)Q → Nn−1(X)Q is injective. Hence N1(X)Q and
Nn−1(X)Q are isomorphic and by duality Nn−1(X)Q and N1(X)Q are also isomorphic.
Example 1.2.5.5. When X = X(∆) be a toric variety associated to a complete fan ∆. The map
ψX : N
1(X)Q → Nn−1(X)Q is an isomorphism if and only if ∆ is a simplicial fan. Indeed, denote
by N the lattice containing ∆ and M = Hom(N,Z) its dual. For any cone σ ∈ N , we denote
by M(σ) the vector space defined by M(σ) = {l ∈ M |〈l, v〉 = 0, ∀v ∈ σ}. The proposition
in [Ful93, §5.1] implies that any class in Nn−1(X)Q is represented by a torus-invariant Weil
Q-divisor D =
∑
ai[Vi] in X(∆). Since every maximal cone σ in the fan ∆ ⊂ N is full-
dimensional, one has M(σ) = {0} and there exists an element u(σ) ∈M/M(σ) = M such that
for any 1-dimensional ray vi ∈ σ, one has :
〈u(σ), vi〉 = −ai.
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The element u(σ) is uniquely determined if and only if the family of rays vi ∈ σ are linearly
independent (i.e ∆ is simplicial).
1.3 Positivity
The notion of positivity is relatively well understood for cycles of codimension 1 and of
dimension 1. For cycles of intermediate dimension this situation is however more subtle and
was only recently seriously considered (see [DELV11a], [CC15], [CLO16] and the recent series
of papers by Fulger and Lehmann ([FL14a], [FL14b]).
For our purpose, we will first review the notions of pseudo-effectivity and numerically ef-
fective classes. Then we generalize the construction of the basepoint free cone introduced by
[FL14b] to normal projective varieties. This cone is suitable for stating generalized Siu’s in-
equalities (see Section 1.3.4).
1.3.1 Pseudo-effective and numerically effective cones
As in the previous section, X is a normal projective variety of dimension n. To ease notation
we shall also write Ni(X) and Ni(X) for the real vector spaces Ni(X)R and Ni(X)R.
Definition 1.3.1.1. A class α ∈ Ni(X) is pseudo-effective if it is in the closure of the cone
generated by effective classes. This cone is denoted Psefi(X).
When i = 1, Psef1(X) is the Mori cone (see e.g [KM98, Definition 1.17]), and when i = n−1,
Psefn−1(X) is the classical cone of pseudo-effective divisors, its interior being the big cone.
Definition 1.3.1.2. A class β ∈ Ni(X) is numerically effective (or nef) if for any class α ∈
Psefn−i(X), (β xα) > 0. We denote this cone by Nefi(X).
When i = 1, the cone Nef1(X) is the cone of numerically effective divisors, its interior is
the ample cone.
We can define a notion of effectivity in the dual Ni(X).
Definition 1.3.1.3. A class α ∈ Ni(X) is pseudo-effective if ψX(α) ∈ Psefn−i(X). We will
write this cone as Psefi(X).
Definition 1.3.1.4. A class z ∈ Ni(X) is numerically effective if for any class α ∈ Psefi(X),
one has (α x z) > 0. This cone is denoted Nefi(X).
By convention, we will write α 6 β (resp. α 6 β) for any α, β ∈ Ni(X) (resp. α, β ∈ Ni(X)
) if β − α ∈ Psefi(X) (resp. β − α ∈ Psefi(X)).
When X is smooth, the morphism ψX induces an isomorphism between Ni(X) and Nn−i(X),
and we can identify these cones :
Nefi(X) = Nefn−i(X),
Psefi(X) = Psefn−i(X).
1.3.2 Pliant classes
We recall the definition of pliant classes introduced in [FL14b, Definition 3.1] and their main
properties. Their definition involve Schur classes which were introduced in Section 1.1.3.
Definition 1.3.2.1. The pliant cone PL•(X) is defined as the convex cone generated by product
of Schur classes of globally generated vector bundle.
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We denote by PLi(X) the set of pliant classes of codimension i in X.
Theorem 1.3.2.2. (see [FL14b, Theorem 1.3]) The pliant cone PLi(X) satisfies the following
properties.
(i) The cone PLi(X) is a closed convex salient cone with non-empty interior in Ni(X)R.
(ii) The cone PLi(X) contains product of ample Cartier divisors in its interior.
(iii) For all integer i, l, we have PLi(X) · PLl(X) ⊂ PLi+l(X).
(iv) For any (proper) morphism q : X → Y , one has that q∗ PLi(Y ) ⊂ PLi(X).
We recall another proposition which we will reuse in our proofs.
Proposition 1.3.2.3. (cf [FL14b, Example 3.13]) Let G be a Grassmannian variety. Then
PLi(G) = Psefi(G).
1.3.3 Basepoint free cone on normal projective varieties
In this section, we define a cone BPFi(X) and prove in Corollary 1.3.3.4 that this cone
is equal to the basepoint free cone defined by Fulger-Lehmann when X is smooth. This ge-
neralizes [FL14b, Theorem 1.7] to normal projective varieties and our proof follows closely
Fulger-Lehmann’s approach.
Recall that a complete intersection γ ∈ ICi+e(X ′) onX ′ where p : X ′ → X is a flat morphism
of relative dimension e and where X ′ is an equidimensional projective scheme induces naturally
(see Definition 1.2.1.5) an element [γ] ∈ Ni(X)R = HomR(Ni(X)R,R) by intersecting the class
γ with the pullback by p of a i-dimensional cycle in X. We also refer to Proposition 1.2.2.2 for
the definition of the product Ni(X)R × Nl(X)R → Ni+l(X)R.
Definition 1.3.3.1. The cone BPFi(X) is the closure of the convex cone in Ni(X)R generated
by products of the form [γ1] · . . . · [γl] where each γj is a product of ej + ij ample Cartier divisors
on an equidimensional projective scheme Xj which is flat over X of relative dimension ej and
where ij are integers satisfying i1 + . . .+ il = i.
Remark 1.3.3.2. By definition, the cone BPFi(X) contains the products of ample Cartier divi-
sors and Segré classes of anti-ample vector bundles.
Recall also that if q : X → Y is a flat morphism of relative dimension e between projective
schemes, then the pushforward is well-defined on numerical cycles q∗ : Ni(X)R → Ni−e(Y )R (see
Corollary 1.9.5).
Theorem 1.3.3.3. The cone BPFi(X) is satisfies the following properties.
(i) The cone BPFi(X) is a salient, closed, convex cone with non-empty interior in Ni(X)R.
(ii) The cone BPFi(X) contains products of ample Cartier divisors in its interior.
(iii) For all integer i and l, we have BPFi(X) · BPFl(X) ⊂ BPFi+l(X).
(iv) For any (proper) morphism q : X → Y , we have q∗ BPFi(Y ) ⊂ BPFi(X).
(v) For any integer i, we have BPFi(X) ⊂ Nefi(X) ∩ Psefi(X).
(vi) In codimension 1, one has BPF1(X) = Nef1(X).
(vii) For any flat morphism q : X → Y between equidimensional projective schemes of relative
dimension e and any integer i > e, we have q∗ BPFi(X) ⊂ BPFi−e(Y ).
Moreover, BPF(X) is the smallest cone satisfying properties (iii), (vi) and (vii).
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Proof. We prove successively the items (iii), (vii), (v), (vi), (iv), (ii) and (i).
(iii), (vii) This follows from the definition of BPFi(X).
(v) It is sufficient to prove that for any effective cycle z ∈ Zn−l(X) and any basepoint free
class α ∈ BPFi(X), then α x z ∈ Psefn−i−l(X). Indeed, apply this successively to z = [X]
and z ∈ Psefi(X) give the inclusions BPFi(X) ⊂ Psefi(X) and BPFi(X) ⊂ Nefi(X). By
definition of basepoint free classes and by linearity, we can suppose that α is equal to a product
[γ1] · . . . · [γp] where γi ∈ ICej+ij(Xj)R are products of ample Cartier divisors on Xj where
pj : Xi → X is a flat proper morphism of relative dimension ej and where ij are integers such
that i1 + . . . + ip = i. By definition, one has [γ1] x z = p1∗(γ1 · p∗1z). Because the cycle z is
pseudo-effective, the cycle p∗1z remains pseudo-effective as p1 is a flat morphism. As γ1 is a
positive combination of products of ample Cartier divisors, we deduce that the cycle γ1 · p∗1z
is pseudo-effective. Hence, [γ1] x z ∈ Psefn−l1−l(X). Iterating the same argument, we get that
α x z ∈ Psefn−i−l(X) as required.
(vi) The interior of Nef1(X) is equal to the ample cone of X so by definition :
Int(Nef1(X)) ⊂ BPF1(X).
As the closure of the ample cone is the nef cone by [Laz04, Theorem 1.4.21.(i)], one gets
Nef1(X) ⊂ BPF1(X). Conversely, the cone BPF1(X) is included in the cone Nef1(X), so we
get BPF1(X) = Nef1(X).
(iv) By linearity and stability by products, we are reduced to treat the case of a class [D]
induced by an ample Cartier divisor on Y1 where p1 : Y1 → Y is a flat proper morphism, and
prove that q∗[D] is a limit of ample Cartier divisors on a flat variety over X. Let X1 be the fibre
product of Y1 and X and let q′ be the natural projection from X1 to Y1, observe that q∗[D] is
induced by q′∗D which remains nef on X1 as q′ is proper. In particular, it is the limit of ample
divisors on N1(X1).
(i) Take α ∈ BPFi(X) such that −α ∈ BPFi(X). Then for all z ∈ Psefi(X), one has that
(α x z) = 0 as α is nef by (v). Since effective classes of dimension i generate Zi(X), it follows that
(α x z) = 0 for any z ∈ Ni(X)R which implies by definition that α = 0. This shows BPFi(X) is
salient.
(ii) We show now that BPFi(X) contains product of ample divisors in its interior. To do so
we prove that PLi(X) ⊂ BPFi(X) for any integer i > 1.
For i = 1, BPF1(X) = Nef1(X), and by definition, the divisor h is ample so it is in the
interior of the nef cone and we are done. Take a globally generated vector bundle E of rank r
on X and consider the induced morphism φ given by :
φ : X → G = G(r,P(H0(X,E)∗)).
Since PLi(X) ⊃ φ∗ PLi(G) and since these cones are preserved by pullbacks, we are then reduced
to proving that PLi(G) ⊂ BPFi(G). Denote by G = PGL(H0(X,E)∗) the projective special
orthogonal group of the vector space H0(X,E)∗ and consider a class α ∈ Ni(G)R. Since G is
smooth, ψG : Ni(G)R → Nn−i(G)R is an isomorphism by Theorem 1.2.4.2 and α is represented
by an effective cycle z ∈ Zn−i(G)R.
Consider W the Zariski closure in G×G given by :
W = {(g, g · x)}g∈G,x∈z ⊂ G×G.
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By construction, W is a quasi-projective scheme and the projection p : W → G onto G is a
flat morphism. Denote by q : W → G the projection onto G. Fix H a very ample divisor on
G and denote by M the dimension of the group PGL(H0(X,E)∗). Then there exists an open
embedding j : W → PMG such that one has the following diagram :
G // PM PMG
hoo
π
  
W
j
==
q
``
p // G
where π : PMG → G is the projection onto G and h : PMG → PM is the projection onto PM
By construction the general fiber of q over an element g ∈ G is numerically equivalent to α
and since we can choose H to be a hyperplane of PM , we have :
1
(HM)
p∗q
∗HM = α ∈ Nn−i(G)R.
Moreover [Ful98, Proposition 1.7] implies that p∗j∗ = π∗ in Zn−i(PMG ), hence :
p∗q
∗HM = π∗h
∗HM = (HM)α ∈ Nn−i(G)R.
Since H is ample, h∗H is nef and the class h∗HM belongs to BPFn−i(PMG ). Assertion (vii) thus
implies that the class π∗h∗HM/(HM) = α belongs to BPFn−i(G)R, as required.
Since PLi(X) has non-empty interior in Ni(X)R by Theorem 1.3.2.2.(ii), we have proved
(ii).
Let us prove that the cone BPFi(X) is the smallest cone satisfying properties (iii), (vi) and
(vii). Denote by BPF′ the minimal cone satisfying these conditions. We have that BPF′i(X) ⊂
BPFi(X) by minimality. Take q : X1 → X a flat morphism of relative dimension e where X1 is
an equidimensional projective scheme and consider α ∈ ICi+e(X1) a product of ample Cartier
divisors on X1. Since q∗ : Ni(X1)R → Ni−e(X)R and since α ∈ BPF′i+e(X1), we have that
q∗α ∈ BPF′i(X) by (vii), hence BPFi(X) ⊂ BPF′i(X) as required.
We recall Fulger-Lehmann’s construction of the basepoint free cone. A class α ∈ Nn−i(X)R
is strongly basepoint free if there is :
• an equidimensional quasi-projective scheme U of finite type over k,
• a flat proper morphism s : U → X
• and a proper morphism p : U → W of relative dimension n − i to a quasi-projective
scheme W such that each component of U surjects onto W
such that
s|Fp∗([Fp]) = α,
where [Fp] is the fundamental class of a general fiber of p. We denote by BPF′i(X) the closure of
the convex cone generated by strongly basepoint free classes in this sense. The cone BPF′(X) as
above was defined by Fulger-Lehmann and they proved that this cone satisfies Theorem 1.3.3.3
when X is smooth ([FL14b, Theorem 1.7]). The following result proves that the cones BPF′(X)
and BPF(X) are equal in this case.
Corollary 1.3.3.4. Suppose X is smooth, then the cone BPFi(X) is equal to the basepoint free
cone BPF′i(X).
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Remark 1.3.3.5. Our construction of the cone BPF(X) allows us to generalize Fulger-Lehmann’s
result for normal varieties. This improvement is due to the fact that we are able to pushforward
dual numerical classes by flat morphism.
Proof. By [FL14b, Theorem 1.7], the cone BPF′(X) satisfies the conditions of Theorem 1.3.3.3,
hence BPFi(X) ⊂ BPF′i(X). Let us prove the reverse inclusion BPF′i(X) ⊂ BPFi(X). Take
p : U → W a projective morphism onto an equidimensional quasi-projective variety W where
U is a quasi-projective scheme and a flat map s : U → X such that s∗[Fp] = α where Fp is a
general fiber of p. Take HW an ample divisor on W , then the class α satisfies :
α = s∗p
∗H i+eW ∈ Nn−i(X)R.
Choose an ample divisor H on U , since the class p∗HW is nef, for any ε > 0, the divisor
p∗HW + εH is ample.
Since the morphism s : U → X is also quasi-projective and there exists an integer l (which
depends on ε) such that the following diagram is commutative
PlX
π
  
U
fε
>>
s // X
where fε : U → PlX is an immersion induced by p∗HW + εH and π : PlX → X is the flat
projection onto X.
Let ξ be the relative class c1(OPlX (1)) on P
l
X , then one has that for any cycle z ∈ Zi(X)R :
((p∗HW + εH)
i+e · s∗z) = (ξi+e · π∗z),
since f ∗ε ξ = p∗HW + εH. Hence, we obtain :
(s∗(p
∗HW + εH)
i+e · z) = (π∗ξi+e · z).
Since the class ξi+e is nef and since these cones are stable by flat pushforward, we have π∗(ξi+e) ⊂
BPFi(X). Taking the limit as ε → 0, we have that s∗(p∗HW + εH)i+e → α = s∗p∗H i+eW , hence
α ∈ BPFi(X) since each class s∗(p∗HW + εH)i+e) ∈ Ni(X)R belongs to BPFi(X).
We give here a detailed proof of the fact that the pseudo-effective cone is salient (see also
[FL14b, Corollary 3.17]). The proof uses a useful proposition that we will use later on.
Proposition 1.3.3.6. Let α ∈ Psefn−i(X) be a pseudo-effective class on X and γ ∈ BPFn−i(X)
be class lying in the interior of the basepoint free cone. Then we have (γ xα) = 0 if and only if
α = 0.
Proof. Let us fix two basepoint free classes β and γ in Nn−i(X), and a norm || · || on Nn−i(X)R.
As γ is in the interior of BPFn−i(X) by Theorem 1.3.3.3.(ii), there exists a positive constant
C > 0 such that for any β ∈ BPFn−i(X), one has :
C||β||Nn−i(X)Rγ − β ∈ BPF
n−i(X).
Intersecting with α ∈ Psefn−i(X) and using Theorem 1.3.3.3.(v), we have that (β · α) = 0.
Since the basepoint free cone BPFn−i(X) generates all Nn−i(X)R by Theorem 1.3.3.3.(i), we
have proved that (β′ xα) = 0 for any β′ ∈ Nn−i(X), hence α = 0 as required.
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Corollary 1.3.3.7. The pseudo-effective cone Psefn−i(X) is a closed, convex, full dimensional
salient cone in Nn−i(X)R.
Proof. We take u ∈ Psefn−i(X) such that −u ∈ Psefn−i(X), then for any ample Cartier divisor
HX on X, the products (Hn−iX · u) and (−u ·H
n−i
X ) are non-negative hence (u ·H
n−i
X ) = 0. This
implies that u = 0 by Proposition 1.3.3.6.
1.3.4 Siu’s inequality in arbitrary codimension
We recall Siu’s inequality :
Proposition 1.3.4.1. ([Laz04, Theorem 2.2.13]) Let V be a closed subscheme of dimension r
in X and let A,B be two Q-divisors nef on X such that A|V is big, then we have in Ni−1(X),
B x[V ] 6
r((Ar−1 ·B) x[V ])
(Ar x[V ])
A x[V ].
Remark 1.3.4.2. The case V = X is a consequence of the bigness criterion given in [Laz04,
Theorem 2.2.13], however we will need the result for possibly non-reduced subschemes of X.
Remark 1.3.4.3. The proof of the previous proposition implies thatB|V 6 r(Ar−1·B x[V ])/(Ar x[V ])×
A|V in the Chow group A1(V ). However, since we want to work in the numerical group, we
compare these classes in X (we look at their pushforward by the inclusion of V in X).
Proof. The proof is the same as in [Laz04, Theorem 2.2.13], that is to find a section of the line
bundle OV (m(A − B)). Up to some small pertubations of A and B of the form A + εH and
B+ εH of A and B where ε→ 0, we can suppose that A and B are ample. Moreover, by taking
a high multiple of A and B, we can suppose that they are also both very ample. Since B is
very ample, we choose m general elements Ej of the linear system |B| and consider the exact
sequence :
0 // OV (mA−mB) // OV (mA) // O∪Ej(mA) // 0.
Taking long exact sequence associated, one obtains the minoration :
h0(V,OV (mA−mB) > h0(V,OV (mA))− h0(∪mj=1Ej,O∪mj=1Ej(mA)).
Observe that [∪Ej] =
∑m
j=1[Ej] = mB x[V ]. Applying [GGJ
+16, Corollary 3.6.3] to the nef
divisor A, we get h0(V,OV (mA)) = mr/(r!)(Ar x[V ]) + o(mr) and
h0(∪Ej,O∪mj=1Ej(mA)) =
m∑
j=1
mr−1
(r − 1)!
Ar−1 ·B x[V ] + o(mr).
Hence,
h0(V,OV (mA−mB)) >
mr
r!
(Ar − rAr−1 ·B) x[V ] + o(mr).
In particular, this implies the required inequality.
The next result is a key for our approach to controlling degrees of dominant rational maps.
Theorem 1.3.4.4. Let i be an integer and V be a closed subscheme of dimension r in X. For
any Cartier divisors α1, . . . , αi and β which are big and nef on V , then there exists a constant
C > 0 depending only on r and i such that :
(α1 · . . . · αi) x[V ] 6 (r − i+ 1)i
(α1 · . . . · αi · βr−i x[V ])
(βr x[V ])
× βi x[V ] ∈ Nr−i(X).
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Remark 1.3.4.5. Observe that (βn) > 0 since β is big.
Proof. By continuity, we can suppose that αi and β are ample Cartier divisors. We apply
successively Siu’s inequality by restriction to subschemes representing the classes α2 · . . . ·αi x[V ]
, β · α3 · . . . · αi x[V ], . . ., βi−1 · αi x[V ] :
α1 · α2 · . . . · αi x[V ] 6 (r − i+ 1)
(α1 · . . . · αi · βr−i x[V ])
(βr−i+1 · α2 · . . . · αi x[V ])
× β · α2 · . . . · αi x[V ],
β · α2 · . . . · αi x[V ] 6 (r − i+ 1)
(βr−i+1 · α2 · . . . · αi x[V ])
(βr−i+2 · α3 · . . . · αi x[V ])
× β2 · α3 · . . . · αi x[V ],
. . . . . .
βi−1 · αi x[V ] 6 (r − i+ 1)
(βr−1 · αi x[V ])
(βr x[V ])
× βi x[V ].
This gives the required inequality :
α1 · . . . · αi x[V ] 6 (n− i+ 1)i
(α1 · . . . · αi · βr−i x[V ])
(βr x[V ])
× βi x[V ].
Corollary 1.3.4.6. Let i be an integer, then for any a ∈ BPFi(X) and any big nef Cartier
divisor β on X, one has :
a 6 (n− i+ 1)i (a · β
n−i)
(βn)
× βi.
Proof. By linearity and stability by product, we just need to prove the inequality for a =
D1 ·. . .·De1+i ∈ ICe1+i(X1), where Di are ample Cartier divisors X1, where p1 : X1 → X is a flat
proper morphism of relative dimension e1. We apply Theorem 1.3.4.4 to a′ = De1+1 ·. . .·De1+i ·Z
and β′ = p∗1β|Z where Z = D1 · . . . ·De1 . We obtain :
a 6 (n− i+ 1)i (a · p
∗
1β
n−i)
(p∗1β
n · Z)
× p∗1bi · Z.
As the restriction of p1 on Z is generically finite, by the projection formula, we get :
a 6 (n− i+ 1)i (a · β
n−i)
(βn)
× βi.
The previous inequality can be applied when we have positivity hypothesis on a birational
model as follows.
Corollary 1.3.4.7. Let X, Y be two normal projective varieties of dimension n. Let β be a
class in BPFi(Y ), we suppose there exists a birational morphism q : X → Y and an ample
Cartier divisor A on X such that Ai 6 q∗β. Then there exists a class β∗ ∈ Ni(X)R ∩ Psefi(X)
such that for any class α ∈ BPFi(X), we have :
α 6 (α x β∗)× β.
Proof. We just have to set β∗ =
(n− i+ 1)i
(An)
q∗ψX(A
n−i).
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Remark 1.3.4.8. We conjecture that for any basepoint free class a ∈ BPFi(X) and any big nef
divisor b, one has
a 6
(
n
i
)
(a · bn−i)
(bn)
bi. (1.12)
One can show that this inequality (if true) is optimal since equality can happen when X is an
abelian variety.
1.3.5 Norms on numerical classes
In this section, the positivity properties combined with Siu’s inequality allows us to define
some norms on Ni(X)R and on Ni(X)R.
Norms on Ni(X)R
Let i 6 n be an integer and let γ ∈ BPFi(X) be a basepoint free class on X. Any cycle
z ∈ Ni(X)R can be written z = z+ − z− where z+ and z− are pseudo-effective. We define :
Fγ(z) := inf
z=z+−z−
z+,z−∈Psefi(X)
{(γ x z+) + (γ x z−)}. (1.13)
Proposition 1.3.5.1. For any class γ ∈ BPFi(X) lying in the interior of the basepoint free
cone, the function Fγ defines a norm on Ni(X)R. In particular, if we fix a norm || · ||Ni(X)R on
Ni(X)R, there exists a constant C > 0 such that for any pseudo-effective class z ∈ Psefi(X),
one has :
1
C
||z||Ni(X)R 6 (γ x z) 6 C||z||Ni(X)R . (1.14)
Proof. The only point to clarify is that Fγ(z) = 0 implies z = 0. Observe that Proposition
1.3.3.6 implies the result for z ∈ Psefi(X). In general, pick any two sequences (z+p )p∈N and
(z−p )p∈N in Psefi(X) such that z = z+p − z−p and such that γ · z+p + γ · z−p −→0. Since z+p and z−p
are pseudo-effective and γ is basepoint free, it follows from Theorem 1.3.3.3.(v) that
lim
p→+∞
(γ · z+p ) = lim
p→+∞
(γ · z−p ) = 0.
As γ lies in the interior of BPFi(X), given any β in BPFi(X), one has that Cγ − β is still in
BPFi(X) for some sufficently large constant C > 0. Intersecting with the pseudo-effective classes
z+p and z−p and using Theorem 1.3.3.3.(v), we have limp→∞(β x z+p ) = limp→∞(β x z−p ) = 0, thus
(β x z) = 0. Since the basepoint free cone BPFi(X) generates all Ni(X) by Theorem 1.3.3.3.(i),
we conclude that z = 0 as required.
Norms on Ni(X)R
Definition 1.3.5.2. We define the subcone BPFi0(X) of BPF
i(X) as the classes α ∈ BPFi(X)
such that for any birational map q : X ′ → X, there exists an ample Cartier divisor A on X ′
such that q∗α > Ai.
Proposition 1.3.5.3. When X is smooth, the cone BPF10(X) is equal to the big nef cone. In
particular BPFi0 is neither closed nor open in general.
Proof. Take α ∈ N1(X)R a big nef divisor. Then for any birational map q : X ′ → X and any
ample Cartier divisor A, one has by Theorem 1.3.4.4 applied to A and q∗α :
A 6 n
(A · q∗αn−1)
(αn)
q∗α.
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Hence, α ∈ BPF10(X). Conversely, take a class α ∈ BPF10(X), then there exists an ample divisor
A on X such that α > A. Since ample divisors are big, we have that α is big. Moreover, since
BPF1(X) = Nef1(X) ∩ Psef1(X), we have that α is big and nef as required.
Proposition 1.3.5.4. The cone BPFi0(X) is a convex open subset of BPF
i(X) that contains
the classes induced by products of big nef divisors.
Proof. The cone BPFi0(X) contains the products of big and nef Cartier divisors. The fact that
BPFi0(X) is convex is a consequence of Siu’s inequality. We take two elements α and β in
BPFi0(X) and any birational map q : X ′ → X. By definition, there exists some ample Cartier
divisors A and B on X ′ such that q∗α > Ai and q∗β > bi. As A and B are ample, there is
a constant C > 0 such that Ai > Cbi using the generalization of Siu’s inequality (Theorem
1.3.4.4). This proves that q∗(t× α+ (1− t)× β) > (tC + (1− t))× bi for any t ∈ [0, 1]. Hence
t× α + (1− t)× β ∈ BPFi0(X) and the cone BPFi0(X) is convex.
We prove that BPFi0(X) is an open subset of BPF
i(X). We take α ∈ BPFi0(X). We take
any ample Cartier divisor HX on X such that α− tH iX is in BPFi(X) for small t > 0. We just
need to show that α − tH iX stays in BPFi0(X) when t is small enough. Let q : X ′ → X be a
birational map where X ′ is projective and normal. By definition of α, there exists an ample
Cartier divisor A on X ′ such that q∗α > Ai. By Siu’s inequality, there exists a constant C such
that :
q∗H iX 6 C
(Ai · q∗Hn−iX )
(HnX)
× Ai.
This implies the inequality :
q∗β − tq∗H iX >
(
1− tCA
i ·Hn−iX
HnX
)
× Ai. (1.15)
As Ai 6 q∗α, we have the following upper bound :
(Ai ·Hn−iX ) 6 (q
∗α · q∗Hn−iX ).
We get the following minoration which depends only on α and HX :
1− tC(α ·H
n−i
X )
(HnX)
6 1− tC(A
i ·Hn−iX )
(HnX)
. (1.16)
Using (1.15) and (1.16), one gets that for t <
(HnX)
C(α ·Hn−iX )
, the class α− tH iX is in BPFi0(X).
Remark 1.3.5.5. The cone BPFi0(X) is not always equal to the cone generated by complete
intersections. Following [LX15b, Example 9.6], there exists a smooth toric threefold such that
the cone generated by complete intersections in N1(X)R is not convex, so it cannot be equal to
BPF20(X) using the following proposition.
Let X be a normal projective variety of dimension n. Any class α ∈ Ni(X)R can be decom-
posed as α+ − α− where α+ and α− are basepoint free classes. For any γ ∈ BPFn−i0 (X), we
define the function :
Gγ(α) := inf
α=α+−α−
α+,α−∈BPFi(X)
{(γ · α+) + (γ · α−)}. (1.17)
Proposition 1.3.5.6. For any γ ∈ BPFn−i0 (X), the function Gγ defines a norm on Ni(X)R.
In particular, for any norm || · ||Ni(X)R on N
i(X)R, there is a constant C > 0 such that for any
class α ∈ BPFi(X) :
1
C
||α||Ni(X)R 6 (γ · α) 6 C||α||Ni(X)R .
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Proof. The only fact which is not immediate is the fact that Gγ(α) = 0 implies α = 0. We are
reduced to treat the case where α ∈ BPFi(X).
Suppose first that X is smooth. Since γ belongs to the interior of the basepoint free cone
by Proposition 1.3.5.4, one has that for any basepoint free class β ∈ BPFn−i(X), there exists a
constant C > 0 such that :
C||β||γ − β ∈ BPFn−i(X).
In particular, since α is nef, one has :
0 = Gγ(α) = C||β||(γ · α) > (β · α) > 0.
Hence (β · α) = 0 for any basepoint free class β ∈ BPFn−i(X) and α = 0 ∈ Ni(X)R since the
basepoint free cone generates all Nn−i(X)R by Theorem 1.3.3.3.(i).
Suppose that X is not smooth. Fix an ample Cartier divisor HX on X. Take an alteration
π : X ′ → X of X. Since the morphism π∗ : Ni(X)R → Ni(X ′)R is injective, we are reduced to
prove that π∗α = 0. Consider β ∈ BPFn−i(X), we have by the projection formula that :
(π∗γ · π∗α) = (α · γ).
Since γ belongs to the interior of the basepoint free cone, there exists a constant C > 0 such
that :
Hn−iX 6 Cγ.
In particular, this implies that :
(π∗Hn−iX · π
∗α) = (Hn−iX · α) = 0.
Since π∗HX is a big nef Cartier divisor, the class π∗Hn−iX belongs to BPF
n−i
0 (X
′) by Proposition
1.3.5.4, hence π∗α = 0 by the previous argument.
Remark 1.3.5.7. In fact, the above proof gives a stronger statement : for any generically finite
morphism q : X ′ → X and any γ ∈ BPFn−i0 (X), the function Gq∗γ defines a norm on Ni(X ′)R.
1.4 Relative numerical classes
1.4.1 Relative classes
In this section, we fix q : X → Y a surjective proper morphism between normal projective
varieties where dimX = n, dimY = l and we denote by e = dimX − dimY the relative
dimension of q.
Definition 1.4.1.1. The abelian group Ni(X/Y ) is the subgroup of Ni(X) generated by classes
of subvarieties V of X such that the image q(V ) is a point in Y .
Observe that by definition, there is a natural injection from Ni(X/Y ) into Ni(X) :
0 // Ni(X/Y ) // Ni(X).
Definition 1.4.1.2. The abelian group Ni(X/Y ) is the quotient of Zi(X) by the equivalence
relation ≡Y where α ≡Y 0 if for any cycle z ∈ Zi(X) whose image by q is a collection of points
in Y , we have (α x z) = 0.
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Therefore, one has the following exact sequence :
Ni(X) // Ni(X/Y ) // 0.
As before, we write Ni(X/Y )R = Ni(X/Y )⊗Z R, Ni(X/Y )R = Ni(X/Y )⊗ R, N•(X/Y ) =
⊕Ni(X/Y ) and N•(X/Y ) = ⊕Ni(X/Y ).
Proposition 1.4.1.3. The abelian groups Ni(X/Y ) and Ni(X/Y ) are torsion free and of finite
type. Moreover, the pairing Ni(X/Y )Q × Ni(X/Y )Q → Q induced by the pairing Ni(X)Q ×
Ni(X)Q → Q is perfect.
Proof. Since Ni(X/Y ) is a subgroup of Ni(X), it is torsion free and of finite type. The group
Ni(X/Y ) is also torsion free. Indeed pick α ∈ Zi(X) such that pα ≡Y 0 for some integer p,
then for any cycle z whose image by q is a union of points, we have (pα x z) = p(α x z) = 0
hence α ≡Y 0. Finally, since there is a surjection from Ni(X) to Ni(X/Y ), the group Ni(X/Y )
is also of finite type.
Let us show that the pairing is well defined and non degenerate. Take a cycle z ∈ Zi(X)Q
such that q(z) is a finite number of points in Y , then if α ∈ Ni(X) such that its image is 0
in Ni(X/Y ), then (α x z) = 0 and the pairing Ni(X/Y ) × Ni(X/Y ) → Z is well-defined. Let
us suppose that for any α ∈ Ni(X/Y )Q, (α x z) = 0. This implies that for any β ∈ Ni(X),
the intersection product (β x z) = 0, thus z ≡ 0. Conversely, suppose that (α x z) = 0 for any
z ∈ Ni(X/Y ), then by definition α ≡Y 0.
Example 1.4.1.4. When Y is a point, we have Ni(X/Y ) = Ni(X) and Ni(X/Y ) = Ni(X).
Example 1.4.1.5. If the morphism q : X → Y is finite, then we have N0(X/Y )Q = N0(X/Y )Q =
Q and Ni(X/Y ) = Ni(X/Y ) = {0} for i > 1 since X is irreducible.
Example 1.4.1.6. When i = 1, the group N1(X/Y ) is generated by curves contracted by q
so that N1(X/Y ) is the relative Neron-Severi group and its dimension is the relative Picard
number (see [?]).
Remark 1.4.1.7. When i is greater than the relative dimension, the relative classes might not
be trivial. For example if q : X → Y is a birational map, then e = 0 but the space N1(X/Y )R
is generated by classes of exceptional divisors of q.
Proposition 1.4.1.8. The intersection product on N•(X) induces a structure of algebra on
N•(X/Y ). Moreover, the action from N•(X) on N•(X) induces an action from N•(X/Y ) on
N•(X/Y ), so that the vector space N•(X/Y )R becomes a N•(X/Y )R-module.
Proof. Observe that if z ∈ Zi(X) such that q(z) is a union of points in Y and α ∈ Nl(X), then
α x z lies in Ni−l(X/Y ). Indeed, by definition, the class α x z is represented by a cycle supported
in z, so its image by q is a collection of points in Y .
Let us now prove that the product is well-defined in N•(X/Y ). Take α ∈ Ni(X) such that
α = 0 in Ni(X/Y ) and β ∈ Nl(X), we must prove that α · β = 0 in Ni(X/Y ). Pick a cycle
z ∈ Zi+l(X) whose image by q is a collection of points, by the properties of the intersection
product, ((α · β) x z) = (α x(β x z)). As β x z is in Ni(X/Y ), we get that ((α · β) x z) = 0 as
required.
As an illustration, we give an explicit description of these groups in a particular example.
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Proposition 1.4.1.9. Suppose q : X = P(E)→ Y where E is a vector bundle of rank e+ 1 on
Y . Then for any integer 0 6 i 6 e, one has :
Ni(X/Y )Q = Q ξe−i x q∗[pt],
Ni(X/Y )Q = Q ξi,
where ξ = c1(OP(E)(1)).
Proof. Since the pairing Ni(X/Y )Q×Ni(X/Y )Q → Q is non degenerate and since (ξi x(ξe−i x q∗[pt])) =
1, the second equality is an immediate consequence of the first one. We suppose first that i > 0.
Pick α ∈ Zi(X) which defines a class in Ni(X/Y )Q. Using [Ful98, Theorem 3.3.(b)], α is ratio-
nally equivalent to
∑
e−i6j6e ξ
j x q∗αj where αj is an element of the Chow group Ai−e+j(Y )Q.
Since the image of α by q is a union of points in Y , we have that q∗α = 0 in Ai(Y )Q. Observe
that
q∗(ξ
e x q∗αe) = αe,
and that for any j < e, one has that
q∗(ξ
j x q∗αj) = 0
since the support of the cycle αi is of dimension i−e+ j < i and q∗(ξe x q∗αj) belongs to Ai(Y ).
Hence the conditions q∗α = 0 implies that αe = 0 in Ai(Y )Q. Since ξj xα defines also a class in
Ni−j(X/Y )Q, this implies also that αe−j = 0 in Ai−e+j(Y )Q for any j < i. We have finally that
in Ni(X/Y )Q :
α = ξe−i x q∗αe−i.
Since αe−i belongs to A0(Y )Q and N0(Y ) = Q[pt], the Q-module Ni(X/Y ) is generated by
ξe−i x q∗[pt] for i > 0.
For i = 0, the groups N0(X)Q and N0(X/Y )Q are isomorphic to Q, so we get the desired
conclusion.
1.4.2 Pullback and pushforward
In this section, we fix any two (proper) surjective morphisms q1 : X1 → Y1, q2 : X2 → Y2
between normal projective varieties. To simplify the notation, we write X1/q1Y1
f→
g
X2/q2Y2
when we have two regular maps f : X1 → X2 and g : Y1 → Y2 such that q2 ◦ f = g ◦ q1 and we
shall say that X1/q1Y1
f→
g
X2/q2Y2 is a morphism. When f : X1 99K X2 and g : Y1 99K Y2 are
merely rational maps, then we write X1/q1Y1
f
99K
g
X2/q2Y2 and we shall call it a rational map.
Proposition 1.4.2.1. Let X1/q1Y1
f→
g
X2/q2Y2 be a morphism. Then the morphism of abe-
lian groups f∗ : Ni(X1) → Ni(X2) induces a morphism of abelian groups f∗ : Ni(X1/Y1) →
Ni(X2/Y2).
Proof. Take a cycle z ∈ Zi(X1) such that q1(z) is a union of points of Y1. Then the image of
the cycle z by q2 ◦ f is also a union of points of Y2 due to the fact that q2 ◦ f = g ◦ q1. Hence
f∗ maps Ni(X1/Y1) to Ni(X2/Y2).
Proposition 1.4.2.2. Let X1/q1Y1
f→
g
X2/q2Y2 be a morphism. Then the morphism of gra-
ded rings f ∗ : N•(X1) → N•(X2) induces a morphism of graded rings f ∗ : N•(X1/Y1)Q →
N•(X2/Y2)Q.
Proof. This results follows immediately by duality from the previous proposition since the
pairing Ni(Xi/Yi)Q × Ni(Xi/Yi)Q → Q is non degenerate.
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1.4.3 Restriction to a general fiber and relative canonical morphism
Recall that dimX = n, dimY = l and that the relative dimension of q : X → Y is e.
Proposition 1.4.3.1. There exists a unique class αX/Y ∈ Nl(X)Q satisfying the following
conditions.
1. The image ψX(αX/Y ) belongs to the subspace Ne(X/Y )Q of Ne(X)Q.
2. For any class β ∈ Nl(X)Q, q∗β = (αX/Y x β) [Y ].
Moreover, for any open subset V of Y such that the restriction q to U = q−1(V ) is flat, and for
all y ∈ V and any irreducible component F of the scheme-theoretic fiber Xy, we have :
ψX(αX/Y ) = [Xy] = r[F ],
where r is a rational number which only depends on F and where [Xy] (resp. [F ]) denotes the
fundamental class of Xy (resp. F ) viewed as an element of Ne(X/Y ).
More explicitly, the class αX/Y is given by
αX/Y =
1
(H lY )
q∗H lY ∈ Nl(X/Y )Q,
where HY is an ample divisor on Y .
Remark 1.4.3.2. Recall that by generic flatness (see [FGI+05, Theorem 5.12]), one can always
find an open subset V of Y such that the restriction of q to q−1(V ) is flat over V .
Proof. Fix an ample Cartier divisor HY on Y , we set
αX/Y :=
1
(H lY )
q∗H lY ∈ Nl(X)Q.
Write the class H lY in A0(Y ) as :
H lY =
∑
aj[pj] (1.18)
where pj ∈ V (k) are points in V and aj are positive integers satisfying
∑
aj = (H
l
Y ). By the
projection formula (Theorem 1.2.3.2.(iv)), the class αX/Y satisfies (i) and (ii) . Let us show that
any class satisfying (i) and (ii) is unique. Suppose there is another one α′ ∈ Nl(X)Q. Then for any
class β ∈ Nl(X)Q, ((αX/Y −α′) x β) = 0 so that α = α′ since the pairing Nl(X)Q×Nl(X)Q → Q
is non degenerate.
Let us prove the last assertion. By generic flatness [FGI+05, Theorem 5.12], Let V be an
open subset of Y such that the restriction q|q−1(V ) : q−1(V ) → V is flat and such that the
dimension of every fiber is e. Since HY is ample, we can find some hyperplanes of Hi ⊂ Y such
that H1 ∩ . . . ∩ Hl represents the class H lY and such that H1 ∩ . . . ∩ Hl ⊂ V . In particular,
by [Ful98, Proposition 2.3.(d)], the pullback q∗H lY is represented by a cycle in the fiber of
H1 ∩ . . .∩Hl. Denote by u : V → Y and g : U → X the inclusion maps of V and U into Y and
X respectively. The morphisms u and g are open embedding hence are flat. Moreover we have
the following commutative diagram.
U
q|U

u // X
q

V
g // Y
Using [Ful98, Example 2.4.2], one has that for any β ∈ Al(X) :
(q∗H lY x β) = (q
∗
|Ug
∗(H lY ) xu
∗β).
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Using (1.18), one obtains in Ae(X) :
q∗|Ug
∗H lY = q
∗
|Ug
∗(
∑
aj[pj]) =
∑
aj[q
−1(pj)],
which is well-defined since the restriction of q on U is flat. By [Ful98, Theorem 10.2], we have
that [Xpj ] = [Xy] ∈ Ne(X) for any pj, y ∈ V . In particular, we have :
ψX(q
∗H lY ) = (
∑
aj)[Xy] = (H
l
Y ) [Xy] ∈ Ne(X),
where y is a point in V , which proves that ψX(αX/Y ) = [Xy] in Ne(X)Q for any point y in V . By
the Stein factorization theorem, there exists a morphism q′ : X → Y ′ with connected fibres and
a finite morphism f : Y ′ → Y such that q′ = q◦f . Since (H lY )[Xy] = q∗H lY = q′∗f ∗H lY and since
f ∗H lY ∈ Nl(Y ′)R which is canonically isomorphism to R, we have that f ∗H lY = p · [y′] ∈ Nl(Y ′)R
where p is an integer and where [y′] is a general point in f−1(y). We have thus proven that :
[Xy] =
p
(H lY )
[q′−1(y′)] ∈ Ne(X),
and q′−1(y′) is an irreducible component of Xy as required.
The class previously constructed allows us to define a restriction morphism.
Definition 1.4.3.3. Suppose that dimY = l and that HY is an ample Cartier divisor on Y ,
then we define ResX/Y : N•(X)Q → N•−l(X/Y )Q by setting :
ResX/Y (β) :=
1
(H lY )
q∗H lY x β = αX/Y x β.
This morphism does not depend on the choice of HY .
We shall denote by Res∗X/Y : β ∈ N•(X/Y )Q → αX/Y · β ∈ N•+l(X)Q the dual morphism
induced by ResX/Y with respect to the pairing N•(X/Y )Q × N•(X/Y )Q → Q.
Proposition 1.4.3.4. Recall that dimY = l. The following properties are satisfied.
1. For any class α ∈ N•(X)Q, one has :
ψX ◦ Res∗X/Y (α) = ResX/Y ◦ψX(α).
2. For any morphism X ′/q′Y ′
f→
g
X/qY where dimX ′ = dimX = n and dimY ′ = dimY = l
such that the topological degree of g is d, we have for any α ∈ Ni−l(X/Y )Q :
d× Res∗X′/Y ′ ◦f ∗α = f ∗ ◦ Res∗X/Y α.
The definition of the restriction morphism gives a natural way to generalize the definition
of the canonical morphism ψX : Ni(X)→ Nn−i(X) to the relative case.
Definition 1.4.3.5. Recall that the relative dimension of the morphism q : X → Y is e. For
any integer i > 0, we define the canonical morphism ψX/Y by :
ψX/Y := ψX ◦ Res∗X/Y : β ∈ Ni(X/Y )Q → ψX(αX/Y · β) ∈ Ne−i(X/Y )Q.
Remark 1.4.3.6. When i > e by convention the map ψX/Y is zero.
We give here a situation where this map is an isomorphism.
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Proposition 1.4.3.7. Suppose q : X → Y is a smooth morphism of relative dimension e, then
for any integer 0 6 i 6 e, the map ψX/Y : Ni(X/Y )Q → Ne−i(X/Y )Q is an isomorphism.
Proof. Since the pairing Ni(X/Y )Q × Ni(X/Y )Q → Q is perfect by Proposition 1.4.1.3, we
have that the dual morphism ψ∗X/Y : N
e−i(X/Y )Q → Ni(X/Y )Q of ψX/Y is surjective whenever
ψX/Y : N
i(X/Y )Q → Ne−i(X/Y )Q is injective. We are thus reduced to prove the injectivity of
ψX/Y : N
i(X/Y )Q → Ne−i(X/Y )Q. Take a ∈ Ni(X/Y )Q such that ψX/Y (a) = 0, and choose a
class α ∈ Ni(X)Q representing a. We fix a subvariety V of dimension i in a fiber Xy of q where
y is a point in Y . We need to prove that (α x[V ]) = 0.
By Proposition 1.4.3.1, the condition ψX/Y (α) = 0 implies that :
α x[Xy] = 0 ∈ Ne−i(X)Q.
As the morphism q : X → Y is smooth, the fiber Xy over y is smooth. By Theorem 1.2.4.2,
there exists a class β ∈ Ne−i(Xy)Q such that :
β x[Xy] = [V ].
In particular, we get :
(α x[V ]) = (α x(β x[Xy])) = (β x(α x[Xy])) = 0
as required.
Example 1.4.3.8. If X = P(E) where E is a vector bundle on Y , then Proposition 1.4.1.9 implies
that ψX/Y : Ni(X/Y )Q → Ne−i(X/Y )Q is an isomorphism for any integer 0 6 i 6 e.
Example 1.4.3.9. If X is the blow-up of P1×P1 at a point and q is the projection from P1×P1
to the first component Y = P1 composed with the blow-down from X to P1×P1. Then the mor-
phism ψX/Y : N0(X/Y )Q → N1(X/Y )Q is not surjective and ψX/Y : N1(X/Y )Q → N0(X/Y )Q
is not injective.
1.5 Application to dynamics
In this section, we shall consider various normal projective varieties Xj and Yj respectively
of dimension n and l and we write e = n − l Recall from Section 1.4.2 that the notation
Xj/qjYj means that qj : Xj → Yj is a surjective morphism of relative dimension e and that
X/qY
f
99K
g
X ′/q′Y
′ means that f : X 99K X ′ and g : Y 99K Y ′ are dominant rational maps such
that q′ ◦ f = g ◦ q. We shall also fix HXj and HYj big and nef Cartier divisors on Xj and Yj
respectively.
In this section we prove Theorem 1 and Theorem 2. They will follow from Theorem 1.5.2.1
and Theorem 1.5.3.2 respectively.
1.5.1 Degrees of rational maps
Definition 1.5.1.1. Let us consider a rational map X1/q1Y1
f
99K
g
X2/q2Y2 and let Γf (resp. Γg)
be the normalization of the graph of f (resp. g) in X1 ×X2 (resp. Y1 × Y2). We denote by Γ̃f
the normalization of the graph of the map induced by q ◦ f from Γf to Γg, we thus have the
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following diagram.
Γ̃f
π1
~~
π2
  
$



X1
q1

f // X2
q2

Y1
g // Y2
Γg
π′1
``
π′2
>>
The i-th relative degree of f is defined by the formula :
reldegi(f) := (π
∗
1(H
e−i
X1
· (q∗1HY1)l) · π∗2(HX2)i).
When Y1 and Y2 are reduced to a point, we simply write degi(f) = reldegi(f).
Remark 1.5.1.2. If e = 0, then reldegi(f) = (q∗1H lY1) if i = 0 and reldegi(f) = 0 for i > 0.
Remark 1.5.1.3. Observe that in the above diagram, the $ : Γ̃f → Γg is a regular surjective
morphism.
Note that the degrees always depend on the choice of the big nef divisors, but to simplify
the notations, we deliberately omit it.
We now explain how to associate to any rational map X1/q1Y1
f
99K
g
X2/q2Y2 a pullback
operator (f, g)•,i.
Definition 1.5.1.4. Let X1/q1Y1
f
99K
g
X2/q2Y2 be a rational map and let π1 and π2 be the
projections from the graph of f in X1×X2 onto the first and the second factor respectively. We
define the linear morphisms (f, g)•,i and (f, g)•,i by the following formula :
(f, g)•,i : α ∈ Ni(X2/Y2)R −→ (π1∗ ◦ ψΓ̃f/Γg ◦ π
∗
2)(α) ∈ Ne−i(X1/Y1)R.
(f, g)•,i : β ∈ Ni(X1/Y1)R −→ (π2∗ ◦ ψΓ̃f/Γg ◦ π
∗
1)(β) ∈ Ne−i(X2/Y2)R.
Remark 1.5.1.5. When Y1 and Y2 are reduced to a point, then we simply write f •,i(α) :=
(f, Id{pt})
•,i(α) and f•,i(β) := (f, Id{pt})•,i(β).
Remark 1.5.1.6. Since Ni(X/Y ) = 0 and Ne−i(X) = 0 when i > e, it implies that (f, g)•,i and
(f, g)•,i are identically zero for any i > e.
1.5.2 Sub-multiplicativity
Theorem 1.5.2.1. Let us consider the composition X1/q1Y1
f1
99K
g2
X2/q2Y2
f2
99K
g2
X3/q3Y3 of do-
minant rational maps. Then for any integer 0 6 i 6 e, there exists a constant C > 0 which
depends only on the choice of HX2, HY2, i, l and e such that :
reldegi(f2 ◦ f1) 6 C reldegi(f1) reldegi(f2).
More precisely, C = (e− i+ 1)i/(HeX2 · q
∗
2H
l
Y2
).
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Proof. We denote by Γ̃f1 (resp. Γ̃f2 , Γg1 ,Γg2) the normalization of the graph of q2 ◦ f1 (resp.
q3 ◦ f2, g1, g2) and π1, π2 (resp.π3, π4, π′1, π′2 and π′3, π′4) the projections onto the first and the
second factor respectively. We set Γ as the graph of the rational map π−13 ◦ f1 ◦π1 : Γ̃f1 99K Γ̃f2 ,
u and v the projections from Γ onto Γ̃f1 and Γ̃f2 and $i the restriction on Γ̃fi of the projection
from Xi ×Xi+1 to Yi × Yi+1 for each i = 1, 2. We have thus the following diagram.
Γ
u
~~
v
  
Γ̃f1
$1



π1
~~
π2
  
Γ̃f2
π3
~~
π4
  
$2



X1
q1

f1
// X2
q2

f2
// X3
q3

Y1
g1 // Y2
g2 // Y3
Γg1
π′1
aa
π′2
==
Γg2
π′3
aa
π′4
==
(1.19)
By Proposition 1.4.3.1 applied to q2 ◦ π2 ◦ u : Γ → Y2, the class ψΓ(u∗π∗2q∗2H lY2) is represented
by the fundamental class [V ] where V is a subscheme of dimension e in Γ which is a general
fiber of q2 ◦ π2 ◦ u. We apply Theorem 1.3.4.4 by restriction to V to the class a = v∗π∗4H iX3 x[V ]
and b = u∗π∗2HX2 x[V ]. We obtain :
v∗π∗4H
i
X3
x[V ] 6 (e− i+ 1)i
(v∗π∗4H
i
X3
· u∗π∗2He−iX2 x[V ])
(u∗π∗2H
e
X2
x[V ])
u∗π∗2H
i
X2
x[V ] ∈ Ne−i(Γ). (1.20)
Let us simplify the right hand side of inequality (1.20). Since π2 ◦ u = π3 ◦ v, ψΓ(u∗π∗2q∗2H lY2) =
[V ] ∈ Ne(Γ) and since the morphism v is generically finite, one has that :
(v∗π∗4H
i
X3
· u∗π∗2He−iX2 x[V ]) = (v
∗(π∗4H
i
X3
· π∗3He−iX2 · π
∗
3q
∗
2H
l
Y2
)) = d× reldegi(f2), (1.21)
where d is the topological degree of v. The same argument gives :
(u∗π∗2H
e
X2
x[V ]) = d× (HeX2 · q
∗
2H
l
Y2
). (1.22)
Using (1.21), (1.22), inequality (1.20) can be rewritten as :
u∗π∗2q
∗
2H
l
Y2
· v∗π∗4H iX3 6 C reldegi(f2) u
∗π∗2H
i
X2
· u∗π∗2q∗2H lY2 ∈ N
l+i(Γ),
where C = (e− i+1)i/(HeX2 ·q
∗
2H
l
Y2
). Since the class u∗π∗1H
e−i
X1
∈ Ne−i(Γ) is nef, we can intersect
this class in the previous inequality to obtain :
(u∗(π∗1H
n−l−i
X1
·π∗2q∗2H lY2) ·v
∗π∗4H
i
X3
) 6 C ′ reldegi(f2)(u
∗π∗2H
i
X2
·u∗π∗2q∗2H lY2 ·u
∗π∗1H
n−l−i
X1
). (1.23)
Let us simplify the expressions in inequality (1.23). Because π∗2q∗2H lY2 = $
∗
1π
′∗
2 H
l
Y2
and degl(g1) =
(π′∗2 H
l
Y2
), we deduce that :
π∗2q
∗
2H
l
Y2
=
degl(g1)
(H lY1)
$∗1π
′
1
∗
H lY1 =
degl(g1)
(H lY1)
π∗1q
∗
1H
l
Y1
. (1.24)
Applying (1.24), the inequality (1.23) can be translated as :
degl(g1)
(H lY1)
(u∗π∗1(H
n−l−i
X1
·q∗1H lY1)·v
∗π∗4H
i
X3
) 6 C
degl(g1)
(H lY1)
reldegi(f2)(u
∗(π∗2H
i
X2
·π∗1q∗1H lY1 ·π
∗
1H
n−l−i
X1
)).
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We obtain thus :
degl(g1)
(H lY1)
reldegi(f2 ◦ f1) 6 C
degl(g1)
(H lY1)
reldegi(f1) reldegi(f2).
This concludes the proof of the inequality after dividing by degl(g1)/(H lY1).
1.5.3 Norms of operators associated to rational maps
The proof of Theorem 2 relies on an easy but crucial lemma which is as follows.
Lemma 1.5.3.1. Let us consider (V, || · ||) a finite dimensional normed R-vector space and let
C be a closed convex cone with non-empty interior in V . Then there exists a constant C > 0
such that any vector u ∈ V can be decomposed as v = v+ − v− where u+ and u− are in C such
that :
||v+/−|| 6 C||v||.
Proof. Let us define the map f : V → R+ given by :
f(v) = inf{||v′||+ ||v′ − v|| | v′ ∈ C , v′ − v ∈ C}.
We check easily that f defines a norm on V which is similar to the proof of Proposition 1.3.5.1.
Since V is finite dimensional, there exists a constant C such that for any v ∈ V , one has :
f(v) 6 C||v||,
Hence ||v+|| 6 C||v|| and ||v−|| 6 C||v||.
Theorem 1.5.3.2. Let X/qY
f
99K
g
X/qY be a rational map. We fix an integer i 6 e, some norms
on Ni(X/Y )R, on Ne−i(X/Y )R. Then there is a constant C > 0 such that for any rational map
X/qY
f
99K
g
X/qY , we have :
1
C
6
||(f, g)•,i||
reldegi(f)
6 C.
In particular, the i-th relative dynamical degree of f satisfies the following equality :
λi(f,X/Y ) = lim
p→+∞
||(fp, gp)•,i||1/p.
Moreover, when Y is reduced to a point, we obtain :
λi(f) = lim
p→+∞
||(fp)•,i||1/p.
Remark 1.5.3.3. The proof of Theorem 2 follows directly from Theorem 1.5.3.2 since Ni(X/Y ) =
Ni(X) and Ne−i(X/Y ) = Ne−i(X) when Y is reduced to a point.
Proof. We denote by π1 and π2 the projections from the normalization of the graph Γ̃f of q ◦ f
onto the first and the second component respectively as in Definition 1.5.1.1. Since we want
to control the norm of f •,i by the i-th relative degree of f , we first find an appropriate norm
to relate the norm on Ne−i(X)R with an intersection product. As Ne−i(X/Y )R is a subspace of
Ne−i(X)R, we can extend the norm || · ||Ne−i(X/Y )R into a norm on Ne−i(X)R. As Ne−i(X)R is
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a finite dimensional vector space and since He−iX is a class in the interior of the basepoint free
cone BPFe−i(X), we can suppose by equivalence of norms that the norm on Ne−i(X)R given by
||z|| = inf
z=z+−z−
z+,z−∈Psefe−i(X)
{(He−iX x z
+) + (He−iX x z
−)}
as in Proposition 1.3.5.1.
Let us prove that the lower bound of ||(f, g)•,i||/ reldegi(f) is 1. We denote by ϕ : Ni(X)→
Ni(X/Y ) the canonical surjection. SinceH iX is basepoint free, it implies that the class (f, g)•(ϕ(H iX)) ∈
Ne−i(X/Y )R ⊂ Ne−i(X)R is pseudo-effective. In particular, this implies that its norm is exactly
reldegi(f). We have thus by definition :
||(f, g)•,i||
reldegi(f)
=
(
||(f, g)•,i||
||(f, g)•,iϕ(H iX)||
)
> 1,
as required.
Let us find an upper bound for ||(f, g)•,i||/||(f, g)•,iϕ(H iX)||. First we fix a morphism s :
Ni(X/Y )R → Ni(X)R such that ϕ ◦ s = Id. Take α ∈ Ni(X/Y )R of norm 1, then the class
u = s(α) ∈ Ni(X)R is a representant of α. By construction, the norm of u is bounded by
||u||Ni(X)R 6 C1||α||Ni(X/Y )R = C1 where C1 is the norm of the operator s. Since by Proposition
1.4.3.4.(ii), Res∗Γf/Γg ◦π
∗
2 = (1/ degl(g))× π∗2 ◦ Res∗X/Y , we have therefore :
(f, g)•,iα =
1
degl(g)
× π1∗ ◦ ψΓf ◦ π∗2 ◦ Res
∗
X/Y (α) = ResX/Y f
•,iu.
By Theorem 1.3.3.3, the pliant cone BPFi(X) has a non-empty interior in Ni(X)R and we can
apply Lemma 1.5.3.1. There exists a constant C2 > 0 which depends only on BPFi(X) and
the choice of the norm on Ni(X)R such that the class u can be decomposed as u = u1 − u2
where ui ∈ BPFi(X) such that ||ui||Ni(X)R 6 C2||u||Ni(X)R for i = 1, 2. We set αi = ϕ(ui) for all
i ∈ {1, 2}. By the triangular inequality, we have :
||(f, g)•,iα||Ne−i(X/Y )
||(f, g)•,iϕ(H iX)||
6
||(f, g)•,iα1||Ne−i(X)R
||(f, g)•,iϕ(H iX)||
+
||(f, g)•,iα2||Ne−i(X)R
||(f, g)•,iϕ(H iX)||
.
We have to find an upper bound of ||(f, g)•,iαi||Ne−i(X/Y )R for each i = 1, 2. Applying Siu’s
inequality (Corollary 1.3.4.6) to a = π∗2ui and b = π∗2HX and then composing with ResX/Y ◦π1∗◦
ψΓf gives
ResX/Y (f
•,i(ui)) 6 C3
||ui||Ni(X)R
(HnX)
× ResX/Y (f •,i(H iX)),
where C3 is a positive constant which depends only on the choice of big nef divisors. This
implies by intersecting with He−iX the inequality :
||((f, g)•,i(αi)||Ne−i(X/Y )R 6 C3
||ui||Ni(X)R
(HnX)
||(f, g)•,i(ϕ(H iX))||Ne−i(X/Y )R .
In particular we have shown that :
1 6
||(f, g)•,iα||Ne−i(X/Y )R
||(f, g)•,iϕ(H iX)||Ne−i(X/Y )R
6
2C1C2C3
(HnX)
,
which concludes the proof.
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1.6 Semi-conjugation by dominant rational maps
In this section, we consider a more general situation than in the previous section. We still
suppose that the varieties Xi and Yi are of dimension n and l respectively such that the relative
dimension is e = n− l, but we suppose the maps qi : Xi 99K Yi merely rational and dominant :
they may exhibit indeterminacy points. Recall also that HXi and HYi are again big and nef
Cartier divisors on Xi and Yi respectively.
Definition 1.6.0.1. Let f : X1 99K X2, g : Y1 99K Y2, q1 : X1 99K Y1 and q2 : X2 99K Y2 be
four dominant rational maps such that q2 ◦ f = g ◦ q1. We define the i-th relative dynamical
degree of f (still denoted reldegi(f)) as the relative degree reldegi(f̃) with respect to the rational
map Γq1/Y1
f̃
99K
g
Γq2/Y2 where Γqi are the normalization of the graphs of qi in Xi × Yi for each
integer i ∈ {1, 2} respectively and f̃ : Γq1 99K Γq2 is the rational map induced by f .
Theorem 1.6.0.2. (i) Consider now the following commutative diagram :
X1
f1 //
q1

X2
f2 //
q2

X3
q3

Y1
g1 // Y2
g2 // Y3
where fi : Xi 99K Xi+1, gi : Yi 99K Yi+1, q1 : X1 99K Y1, q2 : X2 99K Y2, q3 : X3 99K Y3
are dominant rational maps for any integer j ∈ {1, 2, 3} such that qj+1 ◦ fj = gj ◦ qj for
any integer j ∈ {1, 2}. Then there exists a constant C > 0 which depends only e, i and
the choice of big nef Cartier divisors such that :
reldegi(f2 ◦ f1) 6 C reldegi(f2) reldegi(f1).
(ii) Consider now the following commutative diagram :
X ′1
ϕ1
xx
f̃ //

X ′2
ϕ2
xx

X1
f //
q1

X2
q2

Y ′1
g̃ //
φ1
xx
Y ′2
φ2
xx
Y1
g // Y2
,
where f : X1 99K X2, g : Y1 99K Y2, q1 : X1 99K Y1, q2 : X2 99K Y2 are four dominant
rational maps such that q2 ◦f = g ◦ q1. We consider some birational maps ϕi : X ′i 99K Xi
and φi : Y ′i 99K Yi for i = 1, 2 such that f̃ = ϕ
−1
2 ◦ f ◦ ϕ1 and g̃ = φ−12 ◦ g ◦ φ1. Then for
any integer 0 6 i 6 e, there exists a constant C > 0 which depends on e, i, on the choice
of big nef Cartier divisors and on the rational maps ϕ1 and ϕ2 such that :
1
C
reldegi(f) 6 reldegi(f̃) 6 C reldegi(f). (1.25)
Proof. (i) Recall that the normalization of the graph of qj in Xj × Yj is birational to Xj for
j ∈ {1, 2}, hence one can define f̃j : Γqj 99K Γqj+1 the rational maps induced by fj on the graph
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Γqj of qj for j ∈ {1, 2} respectively. Then (i) results directly from Theorem 1.5.2.1 applied to
the composition Γq1/Y1
f̃1
99K
g1
Γq2/Y2
f̃2
99K
g2
Γq3/Y3.
(ii) Let us suppose first that the maps qj : Xj → Yj and q′j : X ′j → Y ′j are all regular for
j = 1, 2. Let us apply successively Theorem 1.5.2.1 to the composition X ′1/q′1Y
′
1
ϕ1
99K
φ1
X1/q1Y1
f
99K
g
X2/q2Y2
ϕ−12
99K
φ−12
X ′2/q′2Y
′
2 . We obtain :
reldegi(ϕ
−1
2 ◦f◦ϕ1) 6 C2 reldegi(f◦ϕ1) reldegi(ϕ−12 ) 6 C1C2 reldegi(f) reldegi(ϕ1) reldegi(ϕ−12 ),
(1.26)
where C1 = (e− i+ 1)i/(HeX1 · q
∗
1H
l
Y1
) and C2 = (e− i+ 1)i/(HeX2 · q
∗
2H
l
Y2
). This proves that :
reldegi(ϕ
−1
2 ◦ f ◦ ϕ1) 6 C reldegi(f),
where
C =
(e− i+ 1)2i reldegi(ϕ1) reldegi(ϕ−12 )
(HeX1 · q
∗
1H
l
Y1
)(HeX2 · q
∗
2H
l
Y2
)
.
The proof follows easily from the regular case since the maps Γq′1 99K Γq1 and Γq′2 99K Γq2 are
birational where Γq′i are the graphs of q
′
i in X ′i × Y ′i for i = 1, 2.
Proof of Theorem 1 : (i) We apply Theorem 1.5.2.1 to Y1 = Y2 = Y3 = Spec(k), X1 = X2 =
X3 = X and HX1 = HX2 = HX3 = HX , we get thus the desired conclusion :
degi(g ◦ f) 6
(n− i+ 1)i
(HnX)
degi(f) degi(g).
(ii) Applying Theorem 1.6.0.2.(ii) to the varieties X ′1 = X ′2 = X1 = X2 = X, Y ′1 = Y ′2 =
Y1 = Y2 = Spec(k), to the choice of big nef divisors HX′1 = HX′2 = H
′
X , HY ′1 = HY ′2 = H
′
Y ,
HX1 = HX2 = HX and to the rational maps ϕ1 = ϕ2 = IdX , φ1 = φ2 = g = IdSpec(k),
f : X 99K X yields the desired result.
1.7 Mixed degree formula
Let us consider three dominant rational maps f : X 99K X, q : X 99K Y , g : Y 99K Y such
that q◦f = g◦q. Theorem 1.6.0.2.(i) implies that for any integer i 6 e the sequence reldegi(fn)
is submultiplicative. Define i-th relative dynamical degree as follows.
λi(f,X/Y ) := lim
p→+∞
(reldegi(f
p))1/p.
When Y is reduced to a point, then we simply write λi(f) := λi(f,X/{pt}).
Remark 1.7.0.1. Since reldegi(fp) ∈ N is an integer, one has that λi(f,X/Y ) > 1.
Remark 1.7.0.2. Theorem 1.6.0.2.(ii) implies that λi(f,X/Y ) is invariant by birational conju-
gacy, i.e λi(f,X/Y ) does not depend on the choice of big nef Cartier divisors and on any choice
of varieties X ′ and Y ′ which are birational to X and Y respectively.
Our aim in this section is to prove Theorem 4. To that end, we follow the approach from
[DNT12]. The main ingredient (Corollary 1.7.1.5) is an inequality relating basepoint free classes
which generalizes to arbitrary fields (see [DN11a, Proposition 2.3] and [DNT12, Proposition
2.5]). This inequality is a direct consequence of Theorem 1.7.1.1 which estimates the positivity
of the diagonal in a quite general setting. After this, we prove in Theorem 1.7.2.3 the submulti-
plicativity formula for the mixed degrees. Once the submultiplicativity of these mixed degrees
holds, the proof follows from a linear algebra argument.
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1.7.1 Positivity estimate of the diagonal
In this section, we prove the following theorem.
Theorem 1.7.1.1. Let q : X → Y be a surjective morphism such that dimY = l and such
that q is of relative dimension e. There exists a constant C > 0 such that for any surjective
generically finite morphism π : X ′ → X and any class γ ∈ BPFl+e(X ′ ×X ′) :
(γ x[∆X′ ]) 6 C × (γ · (π × π)∗(HeX ·H lY )), (1.27)
where p1 and p2 are the projections from X ×X to the first and the second factor respectively,
HX = p
∗
1HX + p
∗
2HX and HY = p∗1q∗HY + p∗2q∗HY , and where ∆X′ (resp. ∆X) is the diagonal
of X ′ (resp. of X) in X ′ ×X ′ (resp. in X ×X).
Remark 1.7.1.2. The fact that the constant C > 0 does not depend on π but only on HX , HY is
crucial in the applications. Theorem 1.7.1.1 implies that the difference (π×π)∗(HeX ·H lY )− [∆′X ]
belongs to the dual cone of the cone BPFe+l(X ′×X ′)R with respect to the intersection product,
however we conjecture that this class should be pseudo-effective :
[∆X′ ] 6 CψX′×X′((π × π)∗(HeX ·H lY )) ∈ Nl+e(X ′ ×X ′)R. (1.28)
We shall use several times the following lemma which is proved at the end of this section.
Lemma 1.7.1.3. Let X1/q1Y1
f
99K
g
X2/q2Y2 be two dominant rational maps where dimY1 =
dimY2 = l and dimX1 = dimX2 = e + l and where q1, q2 are regular surjective morphisms.
We denote by Γf and Γg the normalizations of the graph of f and g in X1 × X2 and Y1 × Y2
respectively, π1, π2, π′1, π′2 are the projections from Γf and Γg on the first and the second factor
respectively. Then there exists a constant C > 0 such that for any surjective generically finite
morphism π : X ′ → Γf , any integer 0 6 j 6 l and any class β ∈ BPFe+l−j(X ′), one has :
(β · π∗π∗2q∗2H
j
Y2
) 6 C
degj(g)
(H lY1)
× (β · π∗π∗1q∗1H
j
Y1
),
where degj(g) is the j-th degree of the rational map g with respect to the divisors HY1 and HY2.
Proof of Theorem 1.7.1.1. By Siu’s inequality, we can suppose that both the classes HX and
HY are ample in X and Y respectively. We proceed in three steps. Fix π : X ′ → X.
Step 1 : We suppose first that X = Pl×Pe, Y = Pl and q is the projection onto the first
factor. Since X ×X is smooth, the pullback (π × π)∗ is well-defined in Nl+e(X ×X)R because
the morphism ψX×X : Nl+e(X ×X)R → Nl+e(X ×X)R is an isomorphism. Our objective is to
prove that there exists a constant C1 > 0 such that
[∆X′ ] 6 C1ψX′×X′((π × π)∗(HeX ·H lY )) ∈ Nl+e(X ′ ×X ′)R.
As X × X is homogeneous, we apply the following lemma analogous to [Tru16a, Lemma 4.4]
which we prove at the end of the section.
Lemma 1.7.1.4. Let X be a homogeneous projective variety of dimension n and let π : X ′ → X
be a surjective generically finite morphism. Then one has that :
[∆X′ ] 6 (π × π)∗[∆X ] ∈ Nn(X ′ ×X ′)R.
1.7. MIXED DEGREE FORMULA 39
We denote by p′1, p′2 (resp. p′′1, p′′2) the projections from Y × Y (resp. from X ×X) onto the
first and the second factor respectively. Since the basepoint free cone has a non-empty interior
by Theorem 1.3.3.3.(i) and since the class p′∗1 HY + p′∗2 HY is ample on Y × Y , there exists a
constant C2 > 0 such that the class −[∆Y ] + C2(p′∗1 HY + p′∗2 HY )l ∈ Nl(Y × Y )R is basepoint
free. Since ∆X = ∆Y ×∆Pe and by intersection and by pullback, we have that the class :
−[∆X ] + C2H lY · p∗[∆Pe ] ∈ Ne+l(X ×X)
is basepoint free where p denotes the projection from X×X to Pe×Pe. By the same argument,
there exists a constant C3 > 0 such that the class −p∗[∆Pe ]+C3HeX ∈ Ne(X×X)R is basepoint
free. We have proved that the class :
−[∆X ] + C2C3H lY ·HeX ∈ Ne+l(X ×X)R
is basepoint free. Since the basepoint free cone is stable by pullback, we have thus :
[∆X′ ] 6 (π × π)∗[∆X ] 6 C1ψX′×X′((π × π)∗(H lY ·HeX)) ∈ Nl+e(X ′ ×X ′)R,
where C1 = C2 × C3 as required.
Step 2 : We now suppose that X = Y × Pe. Since Y is projective, there exists a dominant
rational map φ : Y 99K Pl (φ can be chosen as the composition of an embedding in PN with
a linear projection on a linear hypersurface). Let Y ′ be the normalization of the graph of φ in
X × Pe×Pl and we denote by φ1 and ϕ1 the projections from Y ′ onto the first and the second
factor respectively. Let ϕ2 : Y ′×Pe → Pl×Pe (resp. φ2 : Y ′×Pe → X) the map induced by ϕ1
(resp. φ1). Let X ′′ be the fibred product of X ′ with Y ′ × Pe so that φ3, π′ are the projections
from X ′′ onto X ′ and Y ′ × Pe respectively. We obtain the following commutative diagram :
X ′
π

X ′′
φ3
oo
π′

Y × Pe
q

Y ′ × Pe
φ2
oo
ϕ2
%%
pY ′

Pl×Pe
pPl

Y Y ′
φ1
oo
ϕ1
&& Pl
where pY ′ and pPl are the projections from Y ′ × Pe and Pl×Pe onto Y ′ and Pl respectively
and where the horizontal arrows are birational maps. Let us prove that there exists a constant
C4 > 0 which does not depend on the morphism π : X ′ → X such that for any basepoint free
class γ′ ∈ BPFe+l(X ′′ ×X ′′), one has :
(γ′ x[∆X′′ ]) 6 C4(γ
′ · (φ3 × φ3)∗(π × π)∗(HeX ·H lY )).
Fix a class γ′ ∈ BPFe+l(X ′′ ×X ′′). We apply the conclusion of the first step to the surjective
generically finite morphism π′′ := ϕ2 ◦ π′ : X ′′ → Pl×Pe. There exists a constant C1 > 0 such
that
[∆X′′ ] 6 C1ψX′′×X′′((π
′′ × π′′)∗(H lPl ·H
e
Pl×Pe)) ∈ Nl+e(X
′′ ×X ′′)R, (1.29)
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where HPl×Pe is an ample Cartier divisor in (P
l×Pe)2 and HPl is the pullback by pPl × pPl of
an ample Cartier divisor in Pl×Pl. Let us apply Theorem 1.3.4.4 to the class (π′′×π′′)∗HePl×Pe
and to the class (π′ × π′)∗(φ2 × φ2)∗HX , there exists a constant C5 > 0 such that :
(π′′ × π′′)∗HePl×Pe 6 C5
((π′ × π′)∗((φ2 × φ2)∗H2l+eX · (ϕ2 × ϕ2)∗HePl×Pe))
((π′ × π′)∗(φ2 × φ2)∗H2(l+e)X )
× (π′ × π′)∗(φ2 × φ2)∗HeX ∈ Ne(X ′′ ×X ′′)R.
Since ((π′ × π′)∗α) = deg(π′)(α) for any class α ∈ N2l+2e((Y ′ × Pe)2)R, we have thus :
(π′′ × π′′)HePl×Pe 6 C6(π
′ × π′)∗(φ2 × φ2)∗HeX ∈ Ne(X ′′ ×X ′′)R, (1.30)
where C6 = C5((φ2×φ2)∗H2l+eX · (ϕ2×ϕ2)∗HePl×Pe)/((φ2×φ2)
∗H2l+2eX ) > 0 does not depend on
π : X ′ → X. Using (1.30) and (1.29), we obtain :
[∆X′′ ] 6 C7ψX′′×X′′((π
′′ × π′′)∗H lPl · (φ3 × φ3)
∗(π × π)∗HeX) ∈ Nl+e(X ′′ ×X ′′)R, (1.31)
where C7 = C6 × C1. Since the basepoint free cone is contained in the nef cone by Theorem
1.3.3.3.(v), we have thus :
(γ′ x[∆X′′ ]) 6 C7(γ
′ · (φ3 × φ3)∗(π × π)∗HeX · (π′′ × π′′)∗H lPl). (1.32)
Let us denote by X1 = (Y × Pe)2, X2 = (Pl×Pe)2, Y1 = Y × Y , Y2 = Pl×Pl and let f :=
(ϕ2 ◦φ−12 ×ϕ2 ◦φ−12 ) : X1 99K X2 and g := (ϕ1 ◦φ−11 ×ϕ1 ◦φ−11 ) : Y1 99K Y2 be the corresponding
dominant rational maps. Let us apply Lemma 1.7.1.3 to the class (π′ × π′)∗(ϕ2 × ϕ2)∗H lPl and
to the class (π′ × π′)∗(φ2 × φ2)∗H lY , there exists a constant C8 > 0 which is independent of the
morphism π′ × π′ : X ′′ ×X ′′ → (Y ′ × Pe)2 such that for any class β ∈ BPF2e+l(X ′′ ×X ′′) :
(β · (π′ × π′)∗(ϕ2 × ϕ2)∗H lPl) 6 C8
degl(g)
(H2lY )
(β · (φ3 × φ3)∗(π × π)∗H lY ). (1.33)
Using (1.32) and (1.33) to the class β = γ′ · (φ3 × φ3)∗(π × π)∗HeX ∈ BPFl+2e(X ′′ × X ′′), we
obtain :
(γ′ x[∆X′′ ]) 6 C4(γ
′ · (φ3 × φ3)∗(π × π)∗(HeX ·H lY )),
where C4 = C4 × C8(degl(g))/(H2lY ) > 0 does not depend on π. The conclusion of the theorem
follows from the projection formula and from the fact that φ3× φ3 is a birational map. Indeed,
we apply the previous inequality to γ′ = (φ3 × φ3)∗γ where γ ∈ BPFl+e(X ′ ×X ′), we obtain
(γ x[∆X′ ]) = ((φ3 × φ3)∗γ x[∆X′′ ]) 6 C4(γ · (π × π)∗(HeX ·H lY ))
as required.
Step 3 : We prove the theorem in the general case. Suppose q : X → Y is a surjective
morphism of relative dimension e and fix a class β ∈ BPFl+e(X ′ ×X ′). Since X is projective
over Y , there exists a closed immersion i : X → Y × PN such that q = p′Y ◦ i where p′Y is
the projection of Y × PN onto Y . Let us choose a projection Y × PN 99K Y × Pe so that the
composition with i gives a dominant rational map f : X 99K Y × Pe. Let us denote by Γf the
normalization of the graph of f in X × Y × Pe and π1, π2 the projections of Γf onto the first
and the second factor respectively. We set X ′′ the fibred product of X ′ with Γf and we denote
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by π′ and φ the projection of X ′′ to Γf and X ′ respectively. We get the following commutative
diagram :
X ′
π

X ′′
φ
oo
π′

X
q

f
##
Γf
π2

π1oo
Y Y × PepYoo
where pY is the projection of Y × Pe onto Y . We apply the result of Step 2 to the class
(φ×φ)∗β ∈ BPFl+e(X ′′×X ′′) and to the diagonal of X ′′. There exists a constant C4 > 0 which
does not depend on π such that :
((φ× φ)∗β x[∆X′′ ]) 6 C4((φ× φ)∗(β · (π × π)∗H lY ) · ((π2 ◦ π′)× (π2 ◦ π′))∗HeY×Pe). (1.34)
Let us apply Theorem 1.3.4.4 to the class ((π2 ◦ π′) × (π2 ◦ π′))∗HeY×Pe and to the class (φ ×
φ)∗(π × π)HX . There exists a constant C9 > 0 such that :
((π2 ◦ π′)× (π2 ◦ π′))∗HeY×Pe 6 C9
((π′ × π′)∗((π2 × π2)∗HeY×Pe · (π1 × π1)∗H2l+eX ))
((π′ × π′)∗(π1 × π1)∗H2l+2eX )
(φ× φ)∗(π × π)HeX ∈ Ne(X ′′ ×X ′′)R.
Since ((π′ × π′)∗((π2 × π2)∗HeY×Pe · (π1 × π1)∗H2l+eX ))/((π′ × π′)∗(π1 × π1)∗H
2l+2e
X ) = dege(f ×
f)/(H2l+2eX )and using (1.34), we obtain :
((φ× φ)∗β x[∆X′′ ]) 6 C((φ× φ)∗(β · (π × π)∗(HeX ·H lY ))),
where C = C4C9 dege(f × f)/(H2l+2eX ). Since the morphism π1 : Γf → X is birational, the
map φ : X ′′ → X ′ is also birational and we conclude using the projection formula and since
(φ× φ)∗[∆X′′ ] = [∆X′ ] :
(β x[∆X′ ]) 6 C(β · (π × π)∗(HeX ·H lY )).
Recall that X, Y are normal projective varieties and HX , HY are ample divisors on X and
Y respectively.
Corollary 1.7.1.5. Let q : X → Y be a surjective morphism of relative dimension e where
dimY = l. Then there exists a constant C > 0 such that for any surjective generically finite
morphism π : X ′ → X such that for any class α ∈ BPFi(X ′) and any class β ∈ BPFl+e−i(X ′),
one has :
(β · α) 6 C
∑
max(0,i−l)6j6min(i,e)
Uj(π∗ψX′(α))× (β · π∗(q∗H i−jY ·H
j
X)), (1.35)
where Uj(π∗ψX′(α)) = (He−jX · q∗H
l−i+j
Y x π∗ψX′(α)).
Remark 1.7.1.6. Note that when i 6 e, then the inequality is already a consequence of Siu’s
inequality (Theorem 1.3.4.4). Indeed, the term on the right hand side of (1.35) with j = i
corresponds exactly to the term C(π∗Hn−iX · α)× π∗H iX .
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Remark 1.7.1.7. Equation (1.35) proves that the class
−ψX′(α) + C
∑
max(0,i−l)6j6min(i,e)
Uj(π∗ψX′(α))ψX′(π
∗(q∗H i−jY ·H
j
X)) ∈ Nn−i(X
′)R
is in the dual of the basepoint free cone BPFn−i(X ′). Moreover, if (1.28) is satisfied, then this
class is pseudo-effective.
Proof. We apply Theorem 1.7.1.1 to the class γ = p∗1β · p∗2α ∈ BPFn(X ′ ×X ′). There exists a
constant C1 > 0 such that for any surjective generically finite morphism π : X ′ → X and any
class γ ∈ BPFn(X ′ ×X ′), one has :
(γ x[∆X′ ]) 6 C1(γ · (π × π)∗(HeX ·H lY )).
We denote by p1 and p2 the projections of X ′ × X ′ onto the first and the second factors
respectively. Fix α ∈ BPFi(X ′) and β ∈ BPFn−i(X ′). Let us apply the previous inequality to
γ = p∗1β · p∗2α ∈ BPFn(X ′ ×X ′). We obtain :
(β · α) = (p∗1β · p∗2α x[∆X′ ]) 6 C1(p∗1β · p∗2α · (π × π)∗(HeX ·H lY )).
Since (p∗1π∗(HmX · q∗H
j
Y ) · p∗2(π∗(q∗H
l−m
Y ·H
e−j
X ) · γ)) = 0 when m+ j 6= i, we obtain :
(β · α) 6 C
∑
max(0,i−l)6j6min(e,i)
(π∗(q∗H l−i+jY ·H
e−j
X ) · α)(π
∗(q∗H i−jY ·H
j
X) · β).
where C = C1
(
1 + max
((
e
j
)(
l
i− j
)))
. Hence by the projection formula, we have
proved the required inequality :
(β · α) 6 C
∑
max(0,i−l)6j6min(e,i)
Uj(π∗ψX′(α))× (β · π∗(q∗H i−jY ·H
j
X))).
Proof of Lemma 1.7.1.4 : (see [Tru16a, Lemma 4.4]) Since X is homogeneous, it is smooth.
Let G be the automorphism group of X × X, we denote by · the (transitive) action of G
on X × X. By generic flatness (see [FGI+05, Theorem 5.12]), there exists a non empty open
subset V ⊂ X × X such that the restriction of π × π to U := (π × π)−1(V ) is flat over V .
Recall that two subvarieties F ⊂ X × X and W ⊂ X × X intersect properly in X × X if
dim(F ∩ W ) = dimF + dimW − 2n. Since G acts transitively on X × X, there exists by
[Ful98, Lemma B.9.2] a Zariski dense open subset O ⊂ G such that for any point g ∈ O, the
cycle g · [∆X ] intersects properly every component of X × X \ V . In particular, there exists
a one parameter subgroup τ : Gm → G such that τ(1) = Id ∈ G and such that τ maps
the generic point of Gm to a point in O. Let S be the closure in X ′ × X ′ × P1 of the set
{(x′, t) ∈ U ×Gm | (π× π)(x′) ∈ τ(t) ·∆X}. Let p : X ′×X ′× P1 → X ′×X ′ be the projection
onto X ′ ×X ′ and let f : S → P1 be the morphism induced by the projection of X ′ ×X ′ × P1
onto P1. As in [Ful98, Section 1.6], we denote by St := p∗[f−1(t)] ∈ Zn(X ′×X ′) for any t ∈ Gm.
By construction the cycle S1 ∈ Zn(X ′ ×X ′) is effective and its support contains the diagonal
∆X′ in X ′ ×X ′, hence :
[∆X′ ] 6 S1 ∈ Nn(X ′ ×X ′)R.
Let t ∈ Gm such that τ(t) ∈ O. Since S1 = St ∈ An(X ′ ×X ′) for any t ∈ P1, we have thus :
[∆X′ ] 6 St ∈ Nn(X ′ ×X ′)R.
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Since the cycle τ(t) · [∆X ] intersects properly every component of X × X \ V and since the
restriction of π×π to U = (π×π)−1(V ) is flat over V , [Ful98, Example 11.4.8.(b)] asserts that
the pullback of (π × π)∗τ(t) · [∆X ] is rationnally equivalent to the cycle [(π × π)−1|U (τ(t) ·∆X)].
We have thus :
St = [(π × π)−1|U (τ(t) ·∆X)] = (π × π)
∗[∆X ] ∈ An(X ′ ×X ′).
Hence :
[∆X′ ] 6 (π × π)∗[∆X ] ∈ Nn(X ′ ×X ′)R.
Proof of Lemma 1.7.1.3. Observe that one has the following commutative diagram :
X ′
π

Γf
π1
~~
π2
  
X1
f //
q1

X2
q2

Y1
g // Y2
Γg
π′1
``
π′2
>>
Fix a class β ∈ BPFe+l−j(X ′). By linearity and by Proposition 1.2.1.8, we can suppose that the
class β is induced by a product of nef divisors D1 · . . . ·De1+e+l−j where Di are nef divisors on X ′1
where p : X ′1 → X ′ is a flat morphism of relative dimension e1. The intersection (β ·π∗π∗2q∗2H
j
Y2
)
is thus given by the formula :
(β · π∗π∗2q∗2H
j
Y2
) = (D1 · . . . ·De1+e+l−j · p∗π∗π∗2q∗2H
j
Y2
).
Take A an ample Cartier divisor on X ′1 and set αε = (D1 + εA) · . . . (De1+e + εA) ∈ Ne1+e(X ′1)R
for any ε > 0. Since the class αε is a complete intersection and since the morphisms qi are
surjective, there exists a cycle Vε ∈ Zl(X ′1)R such that ψX′1(αε) = {Vε} ∈ Nl(X
′
1)R and such
that the restrictions of the morphisms π1 ◦ π ◦ p and π2 ◦ π ◦ p to the support of Vε are
surjective and generically finite onto Y1 and Y2 respectively. We apply Theorem 1.3.4.4 to the
class (p∗π∗π∗2q∗2H
j
Y2
)|Vε and to (p∗π∗π∗1q∗1HY1)|Vε , we get :
p∗π∗π∗2q
∗
2H
j
Y2
· αε 6 C
(p∗π∗(π∗2q
∗
2H
j
Y2
· π∗1H
l−j
Y1
) x{Vε})
(p∗π∗π∗1q
∗
1H
l
Y1
x{Vε})
× p∗π∗π∗1q∗1H
j
Y1
· αε ∈ Nj+e1+e(X ′1)R.
By the projection formula applied to the morphism π ◦ p, we have that
(p∗π∗(π∗2q
∗
2H
j
Y2
· π∗1H
l−j
Y1
) x{Vε})/(p∗π∗π∗1q∗1H lY1 x{Vε}) = degj(g)/(H
l
Y1
),
hence :
p∗π∗π∗2q
∗
2H
j
Y2
· αε 6 C
degj(g)
(H lY1)
p∗π∗π∗1q
∗
1H
j
Y1
· αε ∈ Nj+e1+e(X ′1)R.
We intersect with the class (De1+e+1 · . . . ·De1+e+l−j) ∈ Nl−j(X ′1)R and take the limit as ε tends
to zero. We obtain :
(β · π∗π∗2q∗2H
j
Y2
) = (D1 · . . . ·De1+e+l−j · p∗π∗π∗2q∗2H
j
Y2
) 6 C
degj(g)
(H lY1)
(β · π∗π∗1q∗1H
j
Y1
),
as required.
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1.7.2 Submultiplicativity of mixed degrees
Definition 1.7.2.1. Let X1/q1Y1
f
99K
g
X2/q2Y2 be rational maps where e = dimXi− dimYi and
l = dimYi for i = 1, 2. We fix some ample divisors HXi and HYi on each variety respectively.
We define for any integer 0 6 i 6 n :
ai,j(f) :=
{
((H l−jY1 ·H
e+j−i
X1
) x f •,i(H iX2)) if max(0, i− e) 6 j 6 l,
0 otherwise.
Remark 1.7.2.2. For j = 0, it is the i-th relative degree ai,0(f) = reldegi(f) and when j = l, it
corresponds to the i-th degree of f , ai,l(f) = degi(f).
Theorem 1.7.2.3. Let q1 : X1 → Y1, q2 : X2 → Y2, q3 : X3 → Y3 be three surjective morphisms
such that dimXi = e+ l and dimYi = l for all i ∈ {1, 2, 3}. Then there exists a constant C > 0
such that for any rational maps X1/q1Y1
f1
99K
g1
X2/q2Y2, X2/q2Y2
f2
99K
g2
X3/q3Y3 and for all integers
0 6 j0 6 l :
ai,j0(f2 ◦ f1) 6 C
∑
max(0,i−l)6j6min(e,i)
degi−j(g1)ai,i−j(f2)aj,j+j0−i(f1).
Proof. Since we are in the same situation as Theorem 1.5.2.1, we can consider the diagram
(1.19) and we keep the same notations. We denote by n = e+ l the dimension of Xi.
Let us denote by d the topological degree of the map f2. We apply Corollary 1.7.1.5 to
the pliant class α := (1/d)v∗π∗4H iX3 ∈ BPF
i(Γ), to the class β := u∗π∗1(H
e−i+j0
X1
· q∗1H
l−j0
Y1
) ∈
BPFn−i(Γ) and to the morphism π = ϕ ◦ π3 ◦ v. There exists a constant C1 > 0 which depends
only on the choice of divisors HY2×Pe and HY2 such that :
ai,j0(f2 ◦ f1) 6 C1
∑
max(0,i−l)6j6min(e,i)
Uj(π∗ψΓ(α))(β · π∗(HjX2 · q
∗
2H
i−j
Y2
)),
where Uj(γ) = (He−jX2 ·q
∗
2H
l−i+j
Y2
x γ) for any class γ ∈ Nn−i(X2)R. We observe that Uj(π∗ψΓ(α)) =
ai,i−j(f2). We have thus :
ai,j0(f2◦f1) 6 C1
∑
max(0,i−l)6j6min(e,i)
ai,i−j(f2)(u
∗(π∗1(H
e−i+j0
X1
·q∗1H
l−j0
Y1
)·π∗2(H
j
X2
·q∗2H
i−j
Y2
))). (1.36)
Applying Lemma 1.7.1.3 to the class u∗π∗2q∗2H
i−j
Y2
∈ BPFi−j(Γ) and to β′ = β · u∗π∗2H
j
X2
∈
BPFn−i+j(Γ), there exists a constant C2 > 0 such that :
(β′ · u∗π∗2q∗2H
i−j
Y2
) 6 C2 degi−j(g1)(u
∗(π∗1(H
e−i+j0
X1
· q∗1H
l−j0+i−j
Y1
) · π∗2H
j
X2
)).
Since the map u : Γ→ Γf1 is birational, we have that :
(u∗(π∗1(H
e−i+j0
X1
· q∗1H
l−j0
Y1
) · π∗2(H
j
X2
· q∗2H
i−j
Y2
))) 6 C2 degi−j(g1)aj,j0+j−i(f1). (1.37)
Finally, (1.36) and (1.37) imply :
ai,j0(f2 ◦ f1) 6 C
∑
max(0,i−l)6j6min(e,i)
ai,i−j(f2)aj,j0+j−i(f1) degi−j(g1),
where C = C2C1 > 0 is a constant which is independent of f1 and f2 as required.
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1.7.3 Proof of Theorem 4
Recall that we want to prove the following formula :
λi(f) = max
j6i
(λj(f,X/Y )λi−j(g)).
By definition of the relative degrees, we are reduced to prove the theorem when q : X → Y is
a proper surjective morphism. Recall that dimX = n and dimY = l such that q : X → Y has
relative dimension e = n− l. Let us consider the following commutative diagram :
Γf
π2
  
π1
~~
$



X
f //
q

X
q

Y
g // Y
Γg
π′2
>>
π′1
``
(1.38)
where f : X 99K X, g : Y 99K Y are dominant rational maps, Γf ,Γg are the normalization of
the graph of f and g respectively, π1, π2, π′1, π′2 are the projections from Γf and Γg onto the first
and second factor respectively and $ : Γf → Γg is the restriction of q × q to Γf .
The following lemma proves that maxj6i(λj(f,X/Y )λi−j(g)) 6 λi(f).
Lemma 1.7.3.1. For any integer max(0, i− l) 6 j 6 min(i, e), there exists a constant C > 0
such that for any rational map X/qY
f
99K
g
X/qY , we have degi−j(g) reldegj(f) 6 C degi(f).
Granting the above lemma, then we obtain the lower bound on λi(f) as :
λi(f) > λj(f,X/Y )λi−j(g).
Proof. It suffices to consider the product (π∗1(H
e−j
X · q∗H
l−i+j
Y ) · π∗2(H
j
X · q∗H
i−j
Y )). Since πi ◦ q =
$ ◦ π′i for i ∈ {1, 2}, we obtain :
(π∗1(H
e−j
X · q
∗H l−i+jY ) · π
∗
2(H
j
X · q
∗H i−jY )) = ($
∗(π′1
∗
H l−i+jY · π
′∗
2 H
i−j
Y ) · π
∗
1H
e−j
X · π
∗
2H
j
X).
Moreover, one has that π′∗1 H
l−i+j
Y ·π′∗2 H
i−j
Y = (π
′∗
1 H
l−i+j
Y ·π′∗2 H
i−j
Y ) [p0] = degi−j(g) [p0] where p0
is a general point in Γg. We can hence apply Proposition 1.4.3.1 to the morphism $ : Γf → Γg
and obtain :
(π∗1(H
e−j
X · q
∗H l−i+jY ) · π
∗
2(H
j
X · q
∗H i−jY )) = degi−j(g)(π
∗
1H
e−j
X · π
∗
2H
j
X x[Γf p0 ]).
Since π′1 is a birational morphism, a general fiber of$ is equal to a general fiber of π′1◦$. In other
words, we have that ResΓf/Γg = ResΓf/Y and since π
∗
1H
e−j
X · π∗2H
j
X x[Γf p0 ] = ResΓf/Γg(π
∗
1H
e−j
X ·
π∗2H
j
X), we obtain :
(π∗1(H
e−j
X · q
∗H l−i+jY ) · π
∗
2(H
j
X · q
∗H i−jY )) = degi−j(g)× reldegj(f).
As HX is ample, we apply Theorem 1.3.3.3 to the classes π∗2q∗HY and π∗2HX :
π∗2q
∗H i−jY 6 (n− i+ j + 1)
i−j (π
∗
2q
∗H i−jY · π∗2H
n−i+j
X )
(π∗2H
n
X)
π∗2H
i−j
X = C1π
∗
2H
i−j
X ∈ N
i−j(X)R,
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where C1 = (n− i+ j+ 1)i−j(q∗H i−jY ·H
n−i+j
X )/(H
n
X) depends only on n, i and the choice of big
nef Cartier divisors. Intersecting with π∗1H
n−i
X · π∗2H
j
X , one obtains :
degi−j(g) · reldegj(f) 6 C1(π∗2H iX · π∗1(H
e−j
X · q
∗H l−i+jY )).
By the same argument, there exists a constant C2 > 0 which depends only on HY , HX and i
such that :
π∗1q
∗H l−i+jY 6 C2π
∗
1H
l−i+j
X .
Hence, we obtain :
degi−j(g) reldegj(f) 6 C degi(f),
where C = C1C2.
Let us prove the converse inequality. We fix an integer 0 6 i 6 n. Let us apply Theorem
1.7.2.3 to f1 = f , f2 = fp, g1 = g and g2 = gp, we can rewrite the inequality as :
ai,j0(f
p+1) 6 C
∑
max(0,i−e)6j6min(i,l)
degj(g)ai−j,j0−j(f)ai,j(f
p). (1.39)
Let us denote by Ui(f) the column vector given by :
Ui(f) = (ai,j(f))06j6l =
 ai,0(f). . .
ai,l(f)
 .
Let us also denote by Mi(f) the (l + 1)× (l + 1) lower-triangular matrix given by :
Mi(f) := (degj(g)ai−j,m−j(f)× χ[i−e,min(i,l)](j))06m6l,06j6l,
where χA denotes the characteristic function of the set A. Therefore, (1.39) can be rewritten
as :
Ui(f
p+1) 6 CMi(f) · Ui(fp),
where · denotes the linear action on Zl+1. A simple induction proves :
Ui(f
p) 6 Cp(Mi(f))
p−1 · Ui(f)
Since the (l + 1)-th entry of the vector Ui(fp) corresponds to degi(fp), we deduce that :
degi(f
p)1/p 6 C 〈el, (Mi(f))p · Ui(f)〉1/p , (1.40)
where (e0, . . . , el) denotes the canonical basis of Zl+1. In particular, degi(fp)1/p is controlled
up to a constant by the eigenvalues of the matrix Mi(f) which are degj(g) reldegi−j(f) for
max(0, i− e) 6 j 6 min(i, l) since Mi(f) is lower-triangular. Applying (1.40) to f r, we get :
degi(f
pr)1/(pr) 6 C1/r||Ui(f r)||1/pr max
max(0,i−e)6j6min(i,l)
(degj(g
r) reldegi−j(f
r))1/r.
We conclude by taking the lim sup as r → +∞, p→ +∞ :
λi(f) 6 max
max(0,i−l)6j6min(i,e)
λi−j(g)λj(f,X/Y ).
Remark 1.7.3.2. Note that the previous theorem gives information only on the dynamical de-
grees of f . Lemma 1.7.3.1 provides a lower bound on the degree of fp. However, one cannot find
an upper bound for degi(fp) which would only depend on the relative degrees and the degree on
the base. If X = E×E is a product of two elliptic curves and if f : (z, w) ∈ E×E → (z, z+w)
is an automorphism of X, then the degree growth of fp is equivalent to p2 whereas the degree
on the base and on any fiber are trivial.
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1.8 Kähler case
We prove the submultiplicativity of the k-th degrees in the case where (X,ω) is a complex
compact Kähler manifold. For any closed smooth (p, q)-form α on X, we denote by {α} its class
in the Dolbeault cohomology Hp,q(X)R.
Definition 1.8.0.1. Let (X,ω) be a compact Kähler manifold. A class α ∈ H1,1(X)R is nef if
for any ε > 0, the class α + ε{ω} is represented by a Kähler metric.
A class α of degree (i, i) is pseudo-effective if it can be represented by a closed positive
current T . Moreover, one says that α is big if there exists a constant δ > 0 such that T − δω is
a closed positive current and we write T > δωi.
Theorem 1.8.0.2. (cf [Xia15a, Remark 3.1], [Pop15])Let (X,ω) be a compact Kähler manifold
of dimension n. Let k be an integer and α, β be two nef classes in H1,1(X) such that αi ∈ H i,i(X)
is big and such that
∫
X
αn −
(
n
i
)∫
X
αn−i ∧ βi > 0. Then the class αi − βi is big.
Recall that the degree of a meromorphic selfmap f : X 99K X when (X,ω) is given by :
degi(f) :=
∫
Γf
π∗1ω
n−i ∧ π∗2ωi,
where Γf is the desingularization of the graph of f and πj are the projections from Γf onto the
first and the second factor respectively.
Remark 1.8.0.3. When X is a projective variety and ω represents the class of a hyperplane
section HX , then the intersection of the form coincides with the cup-product in cohomology,
hence degi(f) = degi,HX (f).
Corollary 1.8.0.4. Let (X1, ωX1), (X2, ωX2) and (X3, ωX3) be some compact Kähler manifolds
of dimension n. Then there exists a constant C > 0 which depends only on the choice of
the Kähler classes ωXj such that for any dominant meromorphic maps f1 : X1 99K X2 and
f2 : X2 99K X3, one has :
degi(f2 ◦ f1) 6 C degi(f1) degi(f2).
Moreover, the constant C may be chosen to be equal to
(
n
i
)
/(
∫
X2
ωnX2).
Proof. The previous theorem gives that for any big nef class βi ∈ H i,i(X), for any nef class
α ∈ H1,1(X), one has :
αi 6
(
n
i
) ∫
X
αi ∧ βn−i∫
X
βn
× βi. (1.41)
Then, the proof is formally the same as Theorem 1.5.2.1. Indeed, one only needs to consider
the diagram (1.19) where Y1 = Y2 = Y3 are reduced to a point and where Γf1 ,Γf2 ,Γ are the
desingularizations of the graph of f1, f2 and π−13 ◦ f1 ◦ π1 respectively. We apply (1.41) to
α = v∗π∗4ωX3 and β = v∗π∗3ωX2 to obtain :
v∗π∗4ω
i
X3
6
(
n
i
)
degi(f2)∫
X2
ωnX2
× v∗π∗3ωiX2 .
By intersecting the previous inequality with the class u∗π∗1ω
n−i
X1
, we finally get :
degi(f2 ◦ f1) 6
(
n
i
)
degi(f2) degi(f1)∫
X2
ωnX2
.
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1.9 Comparison with Fulton’s approach
In [Ful98, Chapter 19], a cycle z ∈ Zi(X) on a variety X is defined to be numerically trivial
if (c x z) for any product c = ci1(E1) · . . . · cip(Ep) ∈ Ai(X) of Chern classes cij(Ej) where Ej
is a vector bundle on X and i1 + . . . + ip = i. This appendix is devoted to the proof of the
following result :
Theorem 1.9.1. Let X be a normal projective variety of dimension n. For any z ∈ Zi(X), the
following conditions are equivalent :
(i) For any product of Chern classes c = ci1(E1) · . . . · cip(Ep) ∈ Ai(X)R where Ej are vector
bundles on X and i1 + . . .+ ip = i, we have (c x z) = 0.
(ii) For any integer e, any flat morphism p1 : X1 → X of relative dimension e where X1
is a projective scheme and any Cartier divisors D1, . . . , De+i on X1, we have (D1 · . . . ·
De+i x p∗1z) = 0.
(iii) For any integer e, any flat morphism p1 : X1 → X of relative dimension e between
normal projective varieties and any Cartier divisors D1, . . . , De+i on X1, we have (D1 ·
. . . ·De+i x p∗1z) = 0.
The implication (ii) ⇒ (i) follows immediately from the definition of Chern classes. The
implication (ii) ⇒ (iii) is also straightforward. For the converse implications (i) ⇒ (ii) and
(i)⇒ (iii), we rely on the following proposition.
Proposition 1.9.2. Let q : X → Y be a flat morphism of relative dimension e where X is a
projective scheme and Y is a normal projective variety. For any Cartier divisors D1, . . . , De+i
be some ample Cartier divisors on X, there exist vector bundles Ej, and a homogeneous polyno-
mial c = P (ci1(E1), . . . , cip(Ep)) of degree i with respect to the weight (i1, . . . , ip), with rational
coefficients such that for any cycle z ∈ Zi(X), (c · z) = (D1 · . . . ·De+i · q∗z).
Proof. We take some ample Cartier divisorsD1, . . . , De+i onX. We denote by Li the line bundle
OX(Di). By Grauert’s Theorem (cf [Har77, Corollary 12.9]), the sheaves Riq∗(Lm11 ⊗. . .⊗L
me+i
e+i )
are locally free. By [Har77, Theorem 8.8], we have that Riq∗(Lm11 ⊗ . . .⊗ L
me+i
e+i ) = 0 for i > 0
and mi large enough since the line bundle Li are ample. So the sheaf q∗(Lm11 ⊗ . . .⊗ L
me+i
e+i ) is
locally free and we have in K0(Y ) :
q∗[Lm11 ⊗ . . .⊗ L
me+i
e+i ] =
∑
(−1)i[Riq∗(Lm11 ⊗ . . .⊗ L
me+i
e+i )] = [q∗(L
m1
1 ⊗ . . .⊗ L
me+i
e+i )]. (1.42)
Lemma 1.9.3. For any j 6 i :
1. The function (m1, . . . ,me+i)→ chj(q∗(Lm11 ⊗ . . .⊗ L
me+i
e+i )) ∈ Nj(Y )R is a polynomial of
degree e+ j with coefficients in Nj(Y ).
2. For any cycle z ∈ Zj(Y ), the coefficient in m1 ·. . .·me+i in (chj(q∗(Lm11 ⊗. . .⊗L
me+i
e+i )) x z)
is ((D1 · . . . ·De+i) x q∗z).
Proof. Let us set F = Lm11 ⊗ . . .⊗ L
me+i
e+i . We prove the result by induction on 0 6 j 6 i.
For j = 0, choosing a point y ∈ Y (k), the number ch0(q∗(F)) is equal to h0(Xy,F|Xy).
By asymptotic Riemann-Roch, for m1, . . . ,me+i large enough, it is a polynomial of degree
dimXy = e. Moreover, Snapper’s theorem (see [Deb01, Definition 1.7]) states that the coefficient
in m1 · . . . ·me+i is the number (D1 · . . . ·De+i x[Xy]).
We suppose by induction that chi(q∗(F)) is a polynomial of degree e+ i for any i 6 j where
j 6 i− 1. For any subvariety V of dimension j + 1 in Y , we denote by W its scheme-theoretic
preimage by q.
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For any scheme V , let us denote by τV the morphisms :
τV : K0(V )⊗Q→ A•(V )⊗Q.
We refer to [Ful98, Theorem 18.3] for the construction of this morphism and its properties.
We apply Grothendieck-Riemann-Roch’s theorem for singular varieties (see [Ful98, Theorem
18.3.(1)]) and using (1.42), we get in A•(Y )Q :
ch(q∗(Lm11 ⊗ . . .⊗ L
me+i
e+i )) x τV (OV ) = q∗(ch(L
m1
1 ⊗ . . .⊗ L
me+i
e+i ) x τW (OW )). (1.43)
The term in A0(Y )Q in the left handside of the previous equation is equal to :
chj+1(q∗(F)) x[V ] +
∑
i6j
chi(q∗(F)) x τV,i(OV ),
where τV,i(OV ) is the term in Ai(Y ) of τV (OV ). By the induction hypothesis, every chi(q∗F)
is a polynomial of degree e + i, and the right hand side of equation (1.43) is a polynomial of
degree e+ j + 1, so chj+1(q∗(Lm11 ⊗ . . .⊗L
me+i
e+i )) is also a polynomial of degree e+ j + 1. Now
we identify the coefficients in m1 · . . . ·me+i of the term in N0(Y ) in equation (1.43). It follows
from [Ful98, example 18.3.11] that τW (OW ) = [W ] +RW where RW is a linear combination of
cycles of dimension < e+ i. Therefore, the coefficient in m1 · . . . ·me+i of the right hand side of
equation (1.43) in N0(Y ) is ((D1 · . . . ·De+i) x[W ]) if j + 1 = i or 0 otherwise.
We have proved that the coefficient of chj+1(q∗(Lm11 ⊗ . . . ⊗ L
me+i
e+i )) x[V ] is ((D1 · . . . ·
De+i) x[W ]) if dimV = i or 0 otherwise. Extending it by linearity, one gets the desired re-
sult.
We have that chi(q∗(Lm11 ⊗ . . . ⊗ L
me+i
e+i )) is by definition a polynomial in Chern classes of
vector bundles on Y . Using the previous lemma, the coefficient U(D1, . . . , De+i) in m1 · . . . ·me+i
of chi(q∗(Lm11 ⊗ . . . ⊗ L
me+i
e+i )) is equal to P (ci1(E1), . . . , cip(Ep)) where P is a homogeneous
polynomial with rational coefficients of degree i with respect to the weight (i1, . . . , ip) and Ei
are vector bundles on Y . We have proven that for any cycle z ∈ Zi(Y ) :
(P (ci1(E1), . . . , cip(Ep)) x z) = ((D1 · . . . ·De+i) x q∗z).
As any Cartier divisor can be written as a difference of ample Cartier divisors. The proposition
provides a proof for the implication (i)⇒ (ii) of Theorem 1.9.1.
Remark 1.9.4. In codimension 1, the intersection product (D1 · . . . ·De+1 x q∗z) is represented by
Deligne’s product IX(OX(D1), . . . , ,OX(De+1)) ∈ N1(X)R (see [Gar00] for a reference). Indeed,
one has by [Gar00, Section 6] that for any cycle z ∈ N1(X) :
c1(IX(OX(D1), . . . , ,OX(De+1))) x z = D1 · . . . ·De+1 x q∗z.
This gives an answer to the question of numerical pullback formulated in [FL14b, section
1.2].
Corollary 1.9.5. Let q : X → Y be a flat morphism of relative dimension e between normal
projective varieties. Then the morphism q∗ : A•(Y )Q → Ae+•(X)Q induces a morphism of
abelian groups q∗ : N•(Y )Q → Ne+•(X)Q. By duality, the morphism q∗ : A•(X)Q → A•−e(Y )Q
induces a morphism of abelian groups q∗ : N•(X)Q → N•−e(Y )Q.
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Chapitre 2
Positivity of convex valuations on convex
bodies and invariant valuations by linear
actions (en commun avec Jian Xiao)
Introduction
Let E be a Euclidian real vector space of dimension n, and let K(E) be the family of convex
bodies (i.e., compact closed convex subsets) of E. We endow the space K(E) with the Hausdorff
metric, that is, for any K,L ∈ K(E) the distance is defined by
dH(K,L) = min{ε > 0|K ⊂ L+ εB & L ⊂ K + εB},
where B is the unit ball in E. A real (convex) valuation φ on E is a function φ : K(E) → R
such that
φ(K ∪ L) = φ(K) + φ(L)− φ(K ∩ L)
for any K,L ∈ K(E) satisfying K ∪ L ∈ K(E). Moreover, a valuation φ is called translation
invariant if φ(K + t) = φ(K) for any K ∈ K(E) and any t ∈ E, and it is called continuous if
it is continuous with respect to the topology of K(E) given by the metric dH . We denote by
Val(E) the Banach space of continuous, translation invariant valuations on E where the norm
of φ ∈ Val(E) is given by :
||φ|| := sup
K⊂B
|φ(K)|, (2.1)
where the supremum is taken over all convex bodies K contained in the unit ball B.
A valuation φ ∈ Val(E) is called homogeneous of degree i, where 0 6 i 6 n, if for any
K ∈ K(E) and any λ ≥ 0, one has :
φ(λK) = λiφ(K).
The subspace of Val(E) of homogeneous valuations of degree i is denoted by Vali(E). By a
theorem of McMullen (see [McM77]), there is a decomposition of Val(E) in terms of Vali(E)
given by :
Val(E) =
n⊕
i=0
Vali(E).
The most basic examples of homogeneous valuations of degree i are given by the mixed volumes
K 7→ V (L1, . . . , Ln−i, K[i])
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where L1, . . . , Ln−i ∈ K(E) and the symbol V (−) denotes the mixed volume of convex bodies,
and K[i] means that the convex body K is repeated i times in the expression of the mixed
volume.
The space of valuations contains a dense subspace called the space of smooth valuations.
We recall the definition of this space. The Lie group GL(E) has a natural action on Val(E) :
GL(E)× Val(E)→ Val(E),
(g, φ) 7→ g · φ,
where g ·φ(K) := φ(g−1K) for any K ∈ K(E) (see [Ale01]). The valuation φ is called smooth if
the map g 7→ g ·φ is smooth. We denote by Val∞(E) the subset of Val(E) of smooth translation
invariant valuations, and by Val∞i (E) the smooth translation invariant valuations which are
homogeneous of degree i. Similar to the decomposition for Val(E), one also has
Val∞(E) =
n⊕
i=0
Val∞i (E).
We now introduce the following key notion of positivity for convex valuations. For any
positive Radon measure µ on K(E)n−i such that∫
K(E)n−i
V (B[i], K1, . . . , Kn−i)dµ(K1, . . . , Kn−i) < +∞,
we define a valuation φµ given by
φµ(L) =
∫
K(E)n−i
V (L[i], K1, . . . , Kn−i)dµ(K1, . . . , Kn−i).
Observe that the dominated convergence theorem ensures the fact that φµ is a continuous
translation invariant valuation. Moreover, such a valuation is monotone in the sense that if
K ⊂ L ∈ K(E) then φ(K) 6 φ(L). Note that the linear map µ→ φµ is not injective.
A valuation φ ∈ Vali(E) is said to be P-positive if there exists a measure µ as above such
that φ = φµ. We denote by Pi ⊂ Vali(E) the set of P-positive homogeneous valuations of
degree i.
Example 2.0.0.1. The set of positive linear combinations of mixed volumes of degree i is contai-
ned in Pi.
Remark 2.0.0.2. We emphasize that the positivity notation introduced above is different from
(and stronger than) the positivity in the traditional setting. In the traditional setting, a valua-
tion φ ∈ Val(E) is called positive if φ(K) ≥ 0 for any K ∈ K(E). Many interesting results on
this kind of positive valuations have been obtained by Parapatits-Wannerer [PW13] and Bernig-
Fu [BF11]. Note that a monotone valuation must be positive in this traditional sense. There
are valuations which are positive in the traditional sense but not monotone, e.g., Kazarnovskii
pseudo-volume in hermitian integral geometry (see [BF11]), and there are also valuations which
are monotone but not P-positive in our setting (see [Ber12, Section 5.5]).
By a polarization argument, a valuation φ ∈ Pi defines a unique function on K(E)i :
φ(L1, . . . , Li) =
1
i!
(
∂i
∂t1∂t2 . . . ∂ti
)
|t1=...=ti=0+
φ(t1L1 + . . .+ tiLi),
where L1, . . . , Li are convex bodies. If L1 = ... = Li = L, then φ(L1, . . . , Li) = φ(L).
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We say that a valuation φ ∈ Pi is strictly P-positive if there exists ε > 0 such that
φ(L1, . . . , Li) > εV (B[n− i], L1, ..., Li)
holds for any convex bodies L1, . . . , Li.
The convex cone Pi generates a vector space V ′i ⊂ Vali(E). For any φ ∈ V ′i, there is a signed
Radon measure µ on K(E)n−i such that its absolute value |µ| satisfies :∫
K(E)n−i
V (B[i], K1, . . . , Kn−i)d|µ|(K1, . . . , Kn−i) < +∞.
The subspace V ′i is endowed with an appropriate norm defined as follows.
Definition 2.0.0.3. For any φ ∈ V ′i, the norm || · ||P is defined by
||φ||P := inf{t ≥ 0| |φ(L1, ..., Li)| ≤ tV (B[n− i], L1, ..., Li) for any L1, ..., Li ∈ K(E)}.
The fact that ||φ||P is finite follows from the reverse Khovanskii-Teissier inequality [LX17]
(see also Theorem 2.2.2.1). One of the main properties of the norm || · ||P is that the subspace
V ′i ∩ Val∞i (E) forms a dense subspace in V ′i with respect to this norm (see Theorem 2.2.3.8).
Remark 2.0.0.4. The norm || · ||P is inspired by complex geometry, the motivation is that the
analogous notation for a cohomology class over a projective manifold measures the pseudo-
effectivity of that class. In our setting, ||φµ||P measures the positivity of φµ.
Let VPi be the completion of V ′i with respect to the norm || · ||P . By definition, for any L ⊂ B
we have |φ(L)| ≤ vol(B)||φ||P , hence ||φ|| ≤ vol(B)||φ||P . Thus there is a continuous injection
(VPi , || · ||P) ↪→ (Vali(E), || · ||).
A deep theorem of Alesker [Ale01] implies that the linear combinations of mixed volumes span
a dense set in Val(E). As a consequence, VPi is dense in Vali(E) with respect to the norm || · ||.
We do not know whether VPi is dense in Vali(E) with respect to the norm || · ||P .
Besides the norm || · ||P , another norm || · ||C induced by the cone structure is also defined
on V ′i. For any φ ∈ V ′i, ||φ||C is given by
||φ||C := inf
φ=φ+−φ−,φ±∈Pi
(φ+(B) + φ−(B)),
Its properties are also discussed in the paper (see Section 2.2.3). However, we do not know
whether smooth valuations are dense in V ′i for the topology induced by this cone norm.
Our first theorem shows that the convolution of valuations can be uniquely extended to
VPi . Let us recall the convolution operation defined by Bernig-Fu [BF06] and studied further
by Alesker [Ale11] on smooth valuations. By [BF06] (see also [Ale11]), there exists a unique
continuous, symmetric bilinear map ∗ which is homogeneous of degree −n :
Val∞(E)× Val∞(E)→ Val∞(E),
(φ, ϕ) 7→ φ ∗ ϕ,
such that for any K,L ∈ K(E) with smooth and strictly convex boundary, one has that :
vol(·+K) ∗ vol(·+ L) = vol(·+K + L) ∈ Val∞(E).
In particular, assume that K1, ..., Kn−i, L1, ..., Ln−j ∈ K(E) have smooth and strictly convex
boundary, then
V (−;K1, . . . , Kn−i) ∗ V (−;L1, . . . , Ln−j) =
i!j!
n!
V (−;K1, . . . , Kn−i, L1, . . . , Ln−j). (2.2)
We can now state our first theorem (see Theorem 2.2.3.8 and Theorem 2.2.4.1).
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Theorem 5. Fix two integers i, j such that 2n > i + j > n. There exists a unique symmetric
bilinear operator ∗̃ : VPi × VPj → VPi+j−n satisfying the following properties.
1. The operator ∗̃ is continuous with respect to the topology induced by the norm || · ||P .
2. The operator ∗̃ coincides with the convolution ∗ on (VPi ∩ Val∞i (E))× (VPj ∩ Val∞j (E)),
and VPk ∩Val
∞
k (E) is dense in VPk with respect to the topology induced by the norm || · ||P .
In particular, the space (
⊕n
i=0 VPi , ∗̃) is a commutative associative algebra with the unit given
by the Lebesgue measure.
A priori, the convolution is only well defined on the space of smooth valuations Val∞(E)
and one cannot extend it continuously to Val(E). Theorem 5 allows us to extend the operation
with respect to a finer topology than the one in Vali(E).
Bernig-Faifman and Alesker-Bernig (see [BF16], [AB12]) studied another extension on the
generalized valuations satisfying specified conditions, using the general theory of wave fronts.
The space of generalized valuations, denoted by Val−∞(E), is defined to be the dual of Val∞(E).
However, it is unclear how one can compare these two extensions.
Our extension is closely related to equation (2.2). Indeed, if µ and ν are two Radon measures
on K(E)n−i and K(E)n−j respectively so that their associated valuations φµ and φν belong to
V ′i and V ′j respectively, then the valuation φµ∗̃φν ∈ V ′i+j−n is a valuation associated to the
measure :
i!j!
n!
p∗1µ⊗ p∗2ν,
where p1 : K(E)2n−i−j → K(E)n−i and p2 : K(E)2n−i−j → K(E)n−j are the projections onto the
first n− i factors and the last n− j factors respectively. The formula for the valuation φµ∗̃φν
is given by :
φµ∗̃φν(−) :=
i!j!
n!
∫
K(E)2n−i−j
V (−;K1, . . . , Kn−i, K ′1, . . . K ′n−j)dµ(K1, . . . , Kn−i)dν(K ′1, . . . , K ′n−j),
which is always well defined by Proposition 2.2.2.4.
Let L1, ..., Ln−1 ∈ K(E) be convex bodies with non-empty interior, by Minkowski’s existence
theorem (see [Ale38]), there exists a unique (up to a translation) convex body L ∈ K(E) with
non-empty interior such that
V (L1, . . . , Ln−1,−) = V (L[n− 1],−).
Our next result can be considered as a variant of Minkowski’s existence theorem (see Theo-
rem 2.3.1.1 and Proposition 2.3.2.1).
Theorem 6. For any ψ ∈ Pi strictly P-positive, then there is a constant c > 0 (depending only
on ψ) and a convex body B with vol(B) = 1 such that
ψ∗̃V (B[i− 1],−) = cV (B[n− 1],−) ∈ Val1(E).
Moreover, up to translations the solution set
S = {B ∈ K(E)|ψ∗̃V (B[i− 1],−) = cV (B[n− 1];−), vol(B) = 1}
is compact in K(E) endowed with the Hausdorff metric.
Remark 2.0.0.5. When i = 1, the previous Theorem is just a consequence of Minkowski’s
existence theorem [Ale38, Sch14] (see Example 2.2.1.7).
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Our next results focus on linear actions on valuations. We are interested in the behaviour
of the sequence {gk · φ}∞k=1 where φ ∈ VPn−i and g ∈ GL(E). Given g ∈ GL(E), φ ∈ Pn−i and
ψ ∈ Pi two strictly P-positive valuations, we define the i-th dynamical degree of g by
di(g) := lim
k→∞
((gk · φ)∗̃ψ)1/k.
The terminology “dynamical degree” comes from the study of dynamics of holomorphic maps,
where these numbers are defined for rational self-maps on projective varieties. These two notions
of dynamical degrees are closely related in the particular case of rational self-maps over toric
varieties which preserve the torus action.
Note that g induces a linear operator (denoted by gn−i) on the Banach space (VPn−i, || · ||P) :
gn−i : VPn−i → VPn−i.
A direct application of the reverse Khovanski-Teissier inequality (see Theorem 2.2.2.1) and the
method in [Dan17] shows that the number di(g) is well-defined and is equal to the norm of the
operator gn−i. Our next theorem (see Theorem 2.4.1.9 and Theorem 2.4.2.1) relates the norm
of gn−i, the eigenvalues of g and the dynamical degrees.
Theorem 7. Given g ∈ GL(E), the dynamical degree di(g) exists and is independent of the
choices of the strictly P-positive valuations φ ∈ Pn−i, ψ ∈ Pi. Moreover, assume that ρ(gn−i) is
the spectral radius of gn−i and ρ1, ..., ρn are the eigenvalues of g satisfying
|ρ1| ≥ |ρ2| ≥ ... ≥ |ρn|,
then the i-th dynamical degree di(g) = ρ(gn−i) = | det g|−1
∏i
k=1 |ρk|.
Our proof relies on the observation that the dynamical degrees define continuous mappings
from GL(E) to R. We are then reduced to proving the Theorem 7 for diagonalizable matrices.
Observe that our proof gives an alternative approach to the results of Lin (see [Lin12, Theorem
6.2]) and Favre-Wulcan (see [FW12, Corollary B]) which relied on Minkowski weights and
integral geometry respectively.
We say that a valuation φ is di(g)-invariant if it belongs to the eigenspace of eigenvalue
di(g) (i.e., g · φ = di(g)φ).
By Alexandrov-Fenchel inequality or Theorem 7, it is clear that the sequence of dynamical
degrees {di(g)} is log-concave. In particular, di(g)2 ≥ di+s(g)di−s(g). Our last theorem (see
Theorem 2.5.2.1) gives some positivity properties of invariant valuations under a natural strict
log-concavity assumption on these numbers.
Theorem 8. Assume 2i ≤ n. Consider g ∈ GL(E). Then the following properties are satisfied.
1. There exists a non zero di(g)-invariant valuation in Pn−i ⊂ VPn−i.
2. Assume that the strict log-concavity inequality is satisfied for some s 6 min(i, n− i) :
di(g)
2 > di−s(g)di+s(g),
then for any two di(g)-invariant convex valuations φ1, φ2 ∈ VPn−i, we have
φ1∗̃φ2 = 0.
3. Assume that
d21(g) > d2(g),
then there exists a unique (up to a multiplication by a positive constant) d1(g)-invariant
convex valuation φ ∈ Pn−1 ⊂ VPn−1. Moreover, φ lies in an extremal ray of Pn−1 ⊂ VPn−1.
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In the study of monomial maps, the conclusion of (3) implies also the existence of a unique
invariant b-divisor class in the sense of [FW12]. The results (2) and (3) can be understood as
the higher dimensional convex analog of a result by [BFJ08b] for projective surfaces. Given a
projective surface X and a dominant rational map f on it. Suppose that the dynamical degree
d1(f) and d2(f) satisfy d1(f)2 > d2(f), Boucksom, Favre and Jonsson proved the existence and
the uniqueness (up to scaling) of two nef Weil-classes θ+ and θ− which are d1(f)-invariant by
f ∗ and f∗ respectively. They proved also that the self-intersection θ+ · θ+ is equal to zero.
Remark 2.0.0.6. We remark that Theorem 7 and Theorem 8 also hold for the norm || · ||C. As
for Theorem 5, as we do not know if the density result (Theorem 2.2.3.8) holds for the norm
|| · ||C, we have a slightly weaker version of Theorem 5 for this norm.
2.0.1 Organization of the chapter
In Section 2.1, we give a brief review of valuations on convex sets. Section 2.2 devotes to
the study of some positivity results of convex valuations, and the continuous extension of the
convolution operator. In Section 2.3, using the convolution operator we study a generalization
of Minkowski’s existence theorem. In Section 2.4, we use the positivity results to study the
dynamical degree and calculate its value. In Section 2.5, we study the positivity of invariant
valuations under a natural strict log-concavity assumption on certain dynamical degrees.
2.1 Preliminaries
2.1.1 Convex valuations
We first give a brief overview of valuations on convex sets. The classical references are
[MS83, McM93]. We also refer the reader to the more recent surveys [Ale07], [AF14] and [Ber12].
Our general reference for convexity is [Sch14].
Let E be a Euclidian real vector space of dimension n. We denote the family of non-empty
compact convex subsets of E by K(E). Then K(E) has a natural topology induced by the
Hausdorff metric defined as follows :
dH(K,L) := inf{ε > 0| K ⊂ L+ εB & L ⊂ K + εB},
where B is the unit ball, where K,L ∈ K(E) and where + is the Minkowski sum. By Blaschke
selection theorem, (K(E), dH) is a locally compact space. Moreover, by associating a convex
set to its support function, (K(E), dH) can be isometrically embedded into the function space
C0(Sn−1) equipped with L∞-norm.
Definition 2.1.1.1. A functional φ : K(E)→ R is called a real convex valuation if
φ(K ∪ L) = φ(K) + φ(L)− φ(K ∩ L)
whenever K,L,K ∪ L ∈ K(E).
Remark 2.1.1.2. The convex valuation is just called valuation in classical literatures, here we
follow the terminology of [Ale07] because the valuation theory has been extended to not neces-
sarily convex sets on manifolds.
Definition 2.1.1.3. A convex valuation φ is called continuous if φ is continuous with respect
to the Hausdorff metric dH ; A convex valuation φ is called translation-invariant if φ(K +x) =
φ(K) for any K ∈ K(E) and any x ∈ E.
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Let us denote by Val(E) the space of translation-invariant continuous valuations. The linear
space Val(E) has the natural topology given by a sequence of semi-norms :
||φ||N = sup
K⊂BN
|φ(K)|,
where BN is the ball of radius N . This sequence of semi-norms defines a Fréchet space structure
on Val(E). Actually, Val(E) is a Banach space endowed with the norm || · ||1.
2.1.2 McMullen’s grading decomposition
We recall McMullen’s decomposition of the space of valuations Val(E).
Definition 2.1.2.1. A convex valuation φ is called α-homogeneous if φ(λK) = λαφ(K) for
any λ ≥ 0, K ∈ K(E).
Let us denote by Valα(E) the subspace of Val(E) of α-homogeneous convex valuations. The
following result is due to McMullen [McM77].
Theorem 2.1.2.2 (McMullen decomposition). Let n = dimE, then
Val(E) =
n⊕
i=0
Vali(E).
Furthermore, every valuation φ can be decomposed uniquely into even and odd parts
φ = φeven + φodd,
where φeven(−K) = φeven(K), φodd(−K) = −φodd(K) for every K ∈ K(E). Thus we have the
following decomposition
Val(E) =
⊕
i=0,...,n;ε∈{even,odd}
Valεi(E).
Examples
Let us present some examples of convex valuations :
1. The Euler characteristic χ which satisfies χ(K) = 1 for every K ∈ K(E) is a constant
valuation.
2. The Lebesgue measure vol(·) belongs to Valn(E).
3. For any convex body A, the function φ : K(E)→ R defined by φ(K) = vol(K +A) is in
Val(E).
4. Let K1, ..., Kr ∈ K(E) be convex bodies, then there is a polynomial relation
vol(t1K1 + ...+ trKr) =
∑
i1+...+ir=n
n!
i1!i2!...ir!
V (K1[i1], ..., Kr[ir])t
i1
1 ...t
ir
r ,
where ti ≥ 0 andKj[ij] denotes ij copies ofKj and where the coefficient V (K1[i1], ..., Kr[ir])
denotes the mixed volume. Fix A1, ..., An−k ∈ K(E), then the function ψ : K(E) → R
defined by
ψ(K) := V (K[k], A1, ..., An−k)
belongs to Valk(E).
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2.1.3 Alesker’s irreducibility theorem
The group GL(E) acts on Val(E) by
(g · φ)(K) = φ(g−1K).
Note that Valeveni (resp. Val
odd
i ) is invariant under this action.
Example 2.1.3.1. Assume that φ ∈ Vali(E) is given by φL1,...,Ln−i(K) := V (K[i], L1, ..., Ln−i),
then
(g · φL1,...,Ln−i)(K) = V (g−1(K)[i], L1, ..., Ln−i)
= | det g|−1V (K[i], g(L1), ..., g(Ln−i))
= | det g|−1φg(L1),...,g(Ln−i)(K),
which implies g · φL1,...,Ln−i = | det g|−1φg(L1),...,g(Ln−i). In particular, if | det g| = 1, then g ·
φL1,...,Ln−i = φg(L1),...,g(Ln−i).
In the case of a general Radon measure µ on K(E)n−i such that :∫
K(E)n−i
V (B[i], g(L1), ..., g(Ln−i))dµ(L1, ..., Ln−i) < +∞,
we have
g · φµ(K) =
1
| det g|
∫
K(E)n−i
V (K[i], g(L1), ..., g(Ln−i))dµ(L1, ..., Ln−i).
In particular, if we set g · µ(L1, ..., Ln−i) = µ(g−1(L1), ..., g−1(Ln−i)), then g · φµ = 1| det g|φg·µ.
Alesker’s irreducibility theorem [Ale01] is one of the milestones of the modern development
of convex valuation theory, it can be stated as follows :
Theorem 2.1.3.2 (Alesker’s irreducibility theorem). As a GL(E)-module, the natural repre-
sentation of GL(E) on the space Valeveni (E) and Val
odd
i (E) is irreducible for every i = 0, 1, ..., n
(that is, there is no proper closed GL(E)-invariant subspace).
As an immediate consequence, the above irreducibility result implies McMullen’s conjec-
ture on mixed volumes : the valuations of the form φ(K) = vol(K + A) span a dense sub-
space in Val(E) ; the mixed volumes span a dense subspace in Val(E). Moreover, the above
theorem also implies in the same way that the linear combinations of valuations of the form
φ(K) = V (K[i],∆[n− i]), where ∆ is a simplex in E, are dense in the space Vali(E). Alesker’s
irreducibility theorem also enables us to define some explicit positive cones in Vali(E) with nice
properties.
2.1.4 Convolution and product of smooth valuations
Definition 2.1.4.1 (Alesker). A valuation φ ∈ Val(E) is called smooth if the map
GL(E)→ Val(E), g 7→ g · φ
is smooth as a map from a Lie group to a Banach space.
As a smooth valuation φ induces a map GL(E)→ Val(E) given by g 7→ g ·φ ∈ Val(E). The
space of smooth valuations can be endowed with the topology of C∞ functions on GL(E) with
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values in the Banach space Val(E) (this is usually called the Garding topology). This topology
is naturally stronger than the topology from Val(E) since there is a continuous injection
Val∞(E) ↪→ Val(E).
The space of smooth valuations is denoted by Val∞(E), it is dense in Val(E). Moreover, the
representation of GL(E) in Val∞(E) is continuous (see e.g. [AF14]).
By McMullen’s grading decomposition, we have
Val∞(E) =
⊕
i=0,...,n;ε∈{even,odd}
Valε,∞i (E).
Example 2.1.4.2. Assume that A1, ..., An−i ∈ K(E) are strictly convex bodies with smooth
boundary, then φA1,...,An−i(−) = V (−[i];A1, ..., An−i) is in Val∞i (E).
Example 2.1.4.3 (G-invariant valuations). Let G ⊂ SO(E) be a compact subgroup. Let ValG(E)
be the subspace of Val(E) of G-invariant convex valuations. By [Ale07, Proposition 2.6, 2.7]
(see also [Ale04]), the space ValG(E) is finite dimensional if and only if G acts transitively on
the unit sphere of E, and under the assumption that G acts transitively on the unit sphere of
E one has ValG(E) ⊂ Val∞(E).
An crucial ingredient in recent development of valuation theory (or algebraic integral geo-
metry) is the product structure introduced by Alesker [Ale04]. To define it, Alesker used his
irreducibility theorem.
Definition 2.1.4.4 (Product). There exists a bilinear map
Val∞(E)× Val∞(E)→ Val∞(E)
which is uniquely characterized by the following two properties :
1. continuity ;
2. if A,B ∈ K(E) are strictly convex bodies with smooth boundary, then the product of
φA(·) = vol(·+ A), φB(·) = vol(·+B) is given by
φA · φB(K) = volV×V (∆(K) + (A×B)),
where ∆ : E → E × E is the diagonal embedding.
The product makes Val∞(E) a commutative associative algebra with the unit given by the Euler
characteristic.
Example 2.1.4.5. (see [Ale04, Proposition 2.2]) Assume that A1, ..., An−k and B1, ..., Bk are
strictly convex bodies with smooth boundary, then
V (−;A1, ..., An−k) · V (−;B1, ..., Bk) =
k!(n− k)!
n!
V (A1, ..., An−k,−B1, ...,−Bk) vol(−).
The convolution on Val∞(E) was introduced by Bernig and Fu in [BF06].
Definition 2.1.4.6 (Convolution). There exists a bilinear map
Val∞(E)× Val∞(E)→ Val∞(E)
which is uniquely characterized by the following two properties :
1. continuity ;
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2. if A,B ∈ K(E) are strictly convex bodies with smooth boundary, then the convolution of
φA(·) = vol(·+ A), φB(·) = vol(·+B) is given by
φA ∗ φB(K) = vol(K + (A+B)).
The convolution makes Val∞(E) a commutative associative algebra with the unit given by the
Lebesgue measure.
The following formula of ∗ is important in its extension to arbitrary mixed volumes (see
Section 2.2.4).
Example 2.1.4.7. (see [BF06, Corollary 1.3]) Assume that A1, ..., An−k and B1, ..., Bn−l are
strictly convex bodies with smooth boundary, and k + l ≥ n, then
V (−;A1, ..., An−k) ∗ V (−;B1, ..., Bn−l) =
k!l!
n!
V (−;A1, ..., An−k, B1, ..., Bn−l).
The product and convolution of smooth valuations are dual to each other by Alesker’s
Fourier transform.
Theorem 2.1.4.8 (see [Ale11]). There is an algebra isomorphism̂: (Val∞(E), ·)→ (Val∞(E), ∗)
such that
φ̂ · ψ = φ̂ ∗ ψ̂, φ, ψ ∈ Val∞(E).
Remark 2.1.4.9. Comparing with the intersection theory in algebraic geometry, it is convenient
to view Val∞i (E) as the group of numerical cycle classes of dimension i, then the convolution
can be considered as the cup product of cohomology classes, the product can be considered as
the intersection of cycles and Alesker-Fourier transform can be considered as Poincaré duality.
In our setting, by Example 2.1.4.7 we find it convenient to apply convolution operation rather
than product operation.
2.2 P-Positive convex valuations
2.2.1 P-Positivity of valuations
By Alesker’s irreducibility theorem, we know that the mixed volumes span a dense subspace
in Val(E). Let φ ∈ Vali(E), then for any ε > 0 there exist valuations given by mixed volumes
and real numbers c1, ..., cm such that
||φ−
m∑
k=1
ckψk|| ≤ ε,
where ψk(−) = V (−;Kk1 , ..., Kkn−i) ∈ Vali(E) for some Kk1 , ..., Kkn−i ∈ K(E). This motivates the
following definition for our positive cone.
For any positive Radon measure µ on K(E)n−i such that∫
K(E)n−i
V (B[i], K1, . . . , Kn−i)dµ(K1, . . . , Kn−i) < +∞,
Denote by φµ the map from K(E) to R given by :
φµ(L) =
∫
K(E)n−i
V (L[i], K1, . . . , Kn−i)dµ(K1, . . . , Kn−i),
where L ∈ K(E) is a convex body. We will see that for any Radon measure µ as above, the
map φµ defines a continuous translation invariant valuation (see Lemma 2.2.1.4).
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Definition 2.2.1.1. We define the convex cone Pi ⊂ Vali(E) given by :
Pi :=
{
φµ|φµ(L) :=
∫
K(E)n−i
V (L[i], K1, . . . , Kn−i)dµ(K1, . . . , Kn−i)
}
,
where µ is taken over the positive Radon measures on K(E)n−i such that∫
K(E)n−i
V (B[i], K1, . . . , Kn−i)dµ(K1, . . . , Kn−i) < +∞.
We call a valuation φ ∈ Vali(E) P-positive if φ ∈ Pi.
It is clear that Pi is a convex cone.
By a polarization argument, observe that a valuation φ ∈ Pi defines a unique function on
K(E)i :
φ(L1, . . . , Li) =
1
i!
∂i
∂t1∂t2 . . . ∂ti
(φ(t1L1 + . . .+ tiLi))|t1=...=ti=0+ ,
where L1, . . . , Li are convex bodies. In particular, φ(L, . . . , L) = φ(L).
Definition 2.2.1.2. We say that a valuation φ ∈ Pi is strictly P-positive if there exists ε > 0
such that :
φ(L1, ..., Li) > εV (B[n− i], L1, ..., Li)
for any convex body L1, ..., Li ∈ K(E).
Remark 2.2.1.3. The definition for “strict positivity” is inspired by the study of positivity
properties of cohomology classes in complex geometry. The convex body B can be viewed as
a Kähler class, and the inequality defining strict positivity of φµ can be viewed as the pseudo-
effectivity of φµ − εV (B[n− i];−).
We prove that the cone Pi is well-defined, i.e., Pi ⊂ Vali(E).
Lemma 2.2.1.4. For any Radon measure µ on K(E)n−i such that :∫
K(E)n−i
V (B[i], K1, . . . , Kn−i)dµ(K1, . . . , Kn−i) < +∞,
the valuation φµ defines a continuous and translation invariant valuation.
Proof. Let us first prove that the integral is well-defined. Take a convex body L ∈ K(E), there
exists a constant λ > 0 such that L ⊂ λB. Since the mixed volume is monotone, we have :
φµ(L) =
∫
K(E)n−i
V (L[i], K1, . . . , Kn−i)dµ(K1, . . . , Kn−i)
≤ λi
∫
K(E)n−i
V (B[i], K1, . . . , Kn−i)dµ(K1, . . . , Kn−i) < +∞.
As V (−;K1, . . . , Kn−i) is a translation invariant valuation for anyK1, . . . , Kn−i ∈ K(E), it is
clear that φµ is also a translation invariant valuation. Let us prove that φµ is continuous. Assume
that dH(Lk, L) → 0, we need to check that φµ(Lk) → φµ(L). This is a direct consequence of
the dominated convergence theorem.
Definition 2.2.1.5. We denote by V ′i the subspace generated by Pi, i.e., V ′i = Pi − Pi.
By Alesker’s density theorem, V ′i is dense in Vali(E) (with respect to the norm || · ||).
62 CHAPITRE 2. POSITIVITY OF CONVEX VALUATIONS
Example 2.2.1.6. When µ is a finite linear combination of Dirac measures on K(E)n−i, then the
associated valuation φµ ∈ V ′i is a linear combination of mixed volumes.
Example 2.2.1.7. Let us consider the positive cones P1 and Pn−1 :
1. By Minkowski’s existence theorem (see [Sch14]), if µ is a positive Borel measure on Sn−1
which is not concentrated on any great subsphere and has the origin as its center of
mass, then µ is given by the surface area measure of a convex body with non-empty
interior. In particular, for any n−1 convex bodies K1, ..., Kn−1 with non-empty interior,
up to a translation, there is a unique convex body K with non-empty interior such that
V (−;K1, ..., Kn−1) = V (−;K[n− 1]).
By Minkowski’s existence theorem again, for any two convex bodies K,L, up to a trans-
lation, there exists a unique convex body M such that
V (−;K[n− 1]) + V (−;L[n− 1]) = V (−;M [n− 1]).
We claim that the set of strictly P-positive elements in P1 is just
{V (−;K[n− 1])| K ∈ K(E) with non-empty interior}.
Thus the cone P1 can be viewed as a convex cone in the space of Borel measures on
Sn−1. To this end, let φµ ∈ P1, we show that it gives a bounded linear functional on
C0(Sn−1) endowed with the norm | · |∞. For any f ∈ C0(Sn−1), we have
φµ(f) :=
∫
K(E)n−1
dµ(A1, ..., An−1)
∫
Sn−1
fdS(A1, ..., An−1)
≤ |f |∞
∫
K(E)n−1
dµ(A1, ..., An−1)
∫
Sn−1
hBdS(A1, ..., An−1)
= φµ(B)|f |∞,
where dµ(A1, ..., An−1) is the surface area associated to A1, ..., An−1 and hB is the support
function of the unit ball which is equal to 1 on Sn−1. Furthermore, if φµ is strictly P-
positive, then by Minkowski’s existence theorem there is a unique (up to a translation)
convex body Kµ with non-empty interior such that φµ = V (−;Kµ[n− 1]).
2. For Pn−1, by the discussions in the proof of Theorem 2.2.3.8 and Theorem 2.5.2.1 we
will see that
Pn−1 = {V (−;K)| K ∈ K(E)}.
By the embedding theorem for convex bodies, Pn−1 can be also realized as a convex cone
in the continuous function space C0(Sn−1), which is generated by support functions.
Remark 2.2.1.8. For the space Valn−1(E), we have McMullen’s characterization [McM80]. Let
L(Sn−1) denote the space of the restriction of linear functions to the unit sphere, then there is
an isomorphism between the quotient space C0(Sn−1)/L(Sn−1) and Valn−1(E). Thus for every
φ ∈ Valn−1(E), up to a linear function, there is a unique continuous function fφ such that
φ(K) =
∫
Sn−1
fφ(x)dS(K
n−1;x),
where dS(Kn−1;x) is the surface area measure of K. By the correspondences established in
[LX17], the analogy of the space Valn−1(E) on a projective variety is the vector space of real
numerical divisor classes, and the analogy of Pn−1 is the movable cone of divisor classes. As for
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P1, its closure is the dual of the cone given by positive continuous functions, and its analogy
in complex geometry is the movable cone of curve classes.
For the general space Vali(E) = Val+i (E)
⊕
Val−i (E), we have the Klain-Schneider reali-
zations (see e.g. [Ale01, Section 2], [Ale11, Section 2.4]). The space Val+i (E) can be GL(E)-
equivalently realized as a subspace of the space of smooth sections of certain line bundle over
the Grassmannian Gri(E), and the space Val−i (E) can be GL(E)-equivalently realized as a sub-
space of the quotient of the space of smooth sections of certain line bundle over the partial flag
space Fi,i+1(E). Thus by Klain-Schneider realizations, it seems possible to discuss positivity in
the smooth section space of certain line bundles.
Remark 2.2.1.9. Another motivation for the definition of Pk is the positive cone in ValSO(n)(E)
– the space of SO(n)-invariant valuations. By the definition in [Ber12, Section 5.5], a valuation
φ is called positive if φ(K) ≥ 0 for all K ∈ K(E). By Hadwiger’s theorem, a SO(n)-invariant
valuation φ is positive if and only if φ =
∑
k ckµk, where ck ≥ 0 and µk is the k-th intrinsic
volume. Thus PSO(n)k = R+µk. In the setting of hermitian integral geometry, there are also
similar results (see [BF11, Proposition 4.1]). It is interesting to give a characterization for
valuations φ ∈ Vali(E) satisfying φ(K) ≥ 0 for every K ∈ K(E).
2.2.2 Reverse Khovanskii-Teissier inequality
Consider two Radon measures µ, ν on K(E)n−i and K(E)n−j respectively. Let φµ ∈ V ′i, φν ∈
V ′j be their associated valuations. We define the valuation φµ∗̃φν given by :
φµ∗̃φν(−) =
i!j!
n!
∫
K(E)2n−i−j
V (−;A1, . . . , An−i, B1, . . . Bn−j)dµ(A)dν(B). (2.3)
where dµ(A) := dµ(A1, . . . , An−i), dν(B) := dν(B1, . . . , Bn−j). We will see immediately that
the integral in (2.3) is well defined, that is, for any D ∈ K(E), φµ∗̃φν(D) is finite (see Corollary
2.2.2.5).
The following inequality is a key ingredient of our paper. It was proved for valuations given
by mixed volumes in [LX17, Theorem 5.9]. In this section, we state it for valuations from the
positive cones Pi.
Theorem 2.2.2.1. Let φ ∈ Pk and ψ ∈ Pn−k, then for any K ∈ K(E) we have
φ(K)ψ(K) ≥ vol(K)φ∗̃ψ.
Proof. By definition, there exists two Radon measures µ and ν on K(E)n−k and K(E)k such
that φ = φµ and ψ = φν respectively. By definition, φµ∗̃φν is equal to
φµ∗̃φν =
k!(n− k)!
n!
∫
K(E)n
V (A1, ..., An−k, B1, ..., Bk)dµ(A1, ..., An−k)dµ(B1, ..., Bk).
Claim : there is a constant c > 0 depending only on n, k such that
V (K[k];A1, ..., An−k)V (K[n− k];B1, ..., Bk) ≥ cV (A1, ..., An−k, B1, ..., Bk) vol(K).
The above inequality is just a slight generalization of [LX17, Theorem 5.9], and the proof
is similar. We refer to [LX17, Section 5] for the details (see also [Xia17]). Let us give a sketch
of the argument here. Without loss of generality, we can assume the Al, Bl and K are open
and have non-empty interior. We apply a result of [Gro90] and results from mass transport (see
[Bre91, McC95]). Then after solving a real Monge-Ampère equation related to K, the desired
geometric inequality of convex bodies can be reduced to an inequality for mixed discriminants
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– the mixed discriminants given by the Hessian of those convex functions defining the convex
bodies. More precisely, as in [LX17] (see also [ADM99]) the inequality for mixed volumes is
reduced to an inequality for integrals :∫
Rn
D(∇2fA1 , ...,∇2fAn−k , (∇2FK)[k])dx
∫
Rn
D((∇2FK)[n− k],∇2fB1 , ...,∇2fBk)dx
≥ k!(n− k)!
n!
∫
Rn
det(∇2FK)dx
∫
Rn
D(∇2fA1 , ...,∇2fAn−k ,∇2fB1 , ...,∇2fBk)dx,
where ∇2 is the Hessian operator, D(−) denotes mixed discriminants, and fAi , fBj , FK are
convex functions obtained by the results in [Gro90] and [Bre91, McC95].
Let MK , M1, . . .Mn−k, M ′1, . . . ,M ′k be the associated positive symmetric matrices given by
∇2FK , ∇2fA1 , . . .∇2fAn−k , ∇2fB1 , . . . ,∇2fBk respectively. After an application of the Cauchy-
Schwarz inequality
(
∫
|fg|dv)2 ≤ (
∫
|f |2dv)(
∫
|g|2dv)
to the left hand side of the above inequality for integrals, the pointwise inequality needed is :
D(MK [k];M1, ...,Mn−k)D(MK [n− k];M ′1, ...,M ′k) ≥
k!(n− k)!
n!
D(M1, ...,Mn−k,M
′
1, ...,M
′
k) det(MK).
The above inequality for positive matrices is equivalent to an inequality for positive (1, 1)-
forms by replacing the positive matrices by positive (1, 1) forms and the discriminants by
wedge product of differential forms (see e.g. [Xia17, Section 2]). Assume that M = [aij̄] is a
positive Hermitian matrix, then it determines a positive (1, 1) form on Cn given by :
M 7→ ωM :=
√
−1
∑
i,j
aij̄dz
i ∧ dz̄j.
By this correspondence, the pointwise inequality for discriminants is equivalent to
(ωkMK ∧ωM1∧ ...ωMn−k)(ω
n−k
MK
∧ωM ′1∧ ...∧ωM ′k) ≥
k!(n− k)!
n!
ωnMK (ωM1∧ ...ωMn−k∧ωM ′1∧ ...∧ωM ′k).
Note that wedge products of positive (1, 1) forms are Hermitian positive. More generally,
assume that Φ is a Hermitian positive (n−k, n−k) form, Ψ is a Hermitian positive (k, k) form
and ω is a positive (1, 1) form 1, then
(Φ ∧ ωk)(ωn−k ∧Ψ) ≥ k!(n− k)!
n!
(Φ ∧Ψ)ωn. (2.4)
Recall that a (l, l) form is Hermitian positive on the vector space Cn if its associated Hermitian
form on ∧lCn is semipositive (see [DELV11b, Definition 1.4]), that is, the coefficients of the
(l, l) form give a semipositive Hermitian matrix on ∧lCn, here ∧lCn is the l-th wedge product
of Cn. By taking some local coordinates, it is sufficient to check the above inequality when ω
is given by the identity matrix. As Φ is Hermitian positive, then∑
|J |=n−k
(
∑
|I|=n−k
ΦI,I)dzJ ∧ dz̄J − Φ
1. For the positivity of forms, we refer the reader to [Dem12b, Chapter 3] and [DELV11b, Section 1]. In
[DELV11b, Definition 1.4], “Hermitian positive” is called semipositive.
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is also Hermitian positive. As Ψ is Hermitian positive and the cone generated by Hermitian
positive (k, k) forms is dual to the cone generated by Hermitian positive (n − k, n − k) forms
(see [DELV11b, Section 1]), we get ∑
|J |=n−k
(
∑
|I|=n−k
ΦI,I)dzJ ∧ dz̄J − Φ
 ∧Ψ ≥ 0,
which gives the desired pointwise inequality (2.4).
In summary, we finally obtain
φ(K)ψ(K) ≥ vol(K)φ∗̃ψ,
as required.
Remark 2.2.2.2. As for the terminology “reverse Khovanskii-Teissier inequality”, it was used in
[LX16]. The reason is that : the classical Khovanskii-Teissier inequality gives us a lower bound
of φ∗̃ψ, but the above inequality gives us an upper bound :
φ∗̃ψ ≤ inf
vol(K)=1
φ(K)ψ(K).
See also [LX16] for a discussion in the abstract setting from the viewpoint of convex analysis.
In complex geometry, as a corollary of Demailly’s holomorphic Morse inequality (see [Dem12a,
Chapter 8]), the special case of the above inequality for divisor classes (when k = 1) was first
noted by Siu [Siu93]. The inequality for general (k, k) classes was first noted in [Xia15b]. The
pointwise inequality for forms in the proof is a generalization of [Pop16b], where the weak
transcendental Morse inequality for (1, 1) classes was proved with optimal estimate.
Bézout type inequality
Recently, inspired by Bézout bound in algebraic geometry, the second author [Xia17] noticed
that the reverse Khovanskii-Teissier inequality can be used to obtain Bézout type inequality in
convex geometry (see also [SZ16]). This can be also formulated using convolution.
Theorem 2.2.2.3 (see [Xia17], Theorem 1.1). Let φi ∈ Pn−ai where 1 ≤ i ≤ r and |a| :=∑r
i=1 ai ≤ n, then there is a constant c > 0 depending only on n, a1, ..., ar such that, for any
D ∈ K(E) we have
(φ1∗̃...∗̃φr)(D) vol(D)r−1 ≤ c
r∏
i=1
φi(D).
In particular, if |a| = n, then
(φ1∗̃...∗̃φr) vol(D)r−1 ≤ c
r∏
i=1
φi(D).
Proof. This follows directly from Theorem 2.2.2.1, as exactly in [Xia17, Theorem 1.1].
Proposition 2.2.2.4. The operator ∗̃ defined by the formula (2.3) induces a bilinear map
∗̃ : V ′i × V ′j → V ′i+j−n.
Proof. This proposition follows immediately from the following Lemma 2.2.2.5 and Lemma
2.2.2.6.
Lemma 2.2.2.5. For any φµ ∈ Pi, ψν ∈ Pj, the integral (2.3) defining φµ∗̃ψν is well defined.
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Proof. We only need to check that the integral defining φµ∗̃ψν(D) is well defined, when D has
non-empty interior. This follows directly from Theorem 2.2.2.3.
It is possible that different Radon measures give the same valuations, we prove that φµ∗̃φν
is independent of the representations.
Lemma 2.2.2.6. The valuation φµ∗̃φν is independent of the choices of µ, ν.
Proof. Consider Radon measures µ1, µ2 on K(E)n−i and ν1, ν2 on K(E)n−j respectively. Assume
that φµ1 = φµ2 , φν1 = ψν2 , we prove that φµ1 ∗̃φν1 = φµ2 ∗̃φν2 .
We need to verify that for any L ∈ K(E),∫
K(E)2n−i−j
V (L[i+ j − n];A1, . . . , An−i, B1, . . . Bn−j)dµ1(A)dν1(B)
=
∫
K(E)2n−i−j
V (L[i+ j − n];A1, . . . , An−i, B1, . . . Bn−j)dµ2(A)dν2(B).
For any t = (t1, . . . , tj) ∈ (R+)j, denote by Kt = t1K1 + ... + tjKj where K1, ..., Kj are
convex bodies. Since φν1 = φν2 , we have that φν1(Kt) = φν2(Kt). Since φνi(Kt) is a polynomial
in t1, ..., tj, the equality on the coefficients of the polynomial gives∫
K(E)n−j
V (K1, ..., Kj;B1, . . . Bn−j)dν1(B) =
∫
K(E)n−j
V (K1, ..., Kj;B1, . . . Bn−j)dν2(B).
In particular, this implies φµ1 ∗̃φν1 = φµ1 ∗̃φν2 . Similarly, φµ1 ∗̃φν2 = φµ2 ∗̃φν2 , hence φµ1 ∗̃φν1 =
φµ2 ∗̃φν2 .
2.2.3 Norms on the space of valuations
The aim of this section is to define some norms on the space generated by Pi. These norms
are induced by the positive cone Pi.
Positivity norm || · ||P
We define the norm || · ||P , for which we will show that the subspace Pi∩Val∞(E) of smooth
valuations is dense in V ′i.
Definition 2.2.3.1. For any valuation φ ∈ V ′i, we define ||φ||P by the following formula.
||φ||P := inf{t ≥ 0| |φ(L1, ..., Li)| ≤ tV (B[n− i], L1, ..., Li) for any L1, ..., Li ∈ K(E)}.
First we note that for any φ ∈ V ′i, ||φ||P is well defined.
Proposition 2.2.3.2. The map || · ||P : V ′i → R+ defines a norm on V ′i.
Proof. The only fact which is not straightforward is whether || · ||Pi is well-defined. Consider
φ ∈ V ′i, we prove that there exists a t > 0 such that
|φ(L1, ..., Li)| ≤ tV (B[n− i], L1, ..., Li).
By definition, there exists a signed Radon measure µ on K(E)n−i such that φ = φµ. Consider
the Hahn decomposition µ = µ+ − µ− of the measure µ so that φµ = φµ+ − φµ− . One has that
|φ(L1, ..., Li)| ≤ φµ+(L1, ..., Li) + φµ−(L1, ..., Li).
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Let us find an upper bound for φµ+(L1, ..., Li). By Theorem 2.2.2.1 we have
φµ+(L1, ..., Li) =
∫
K(E)n−i
V (L1, ..., Li, K1, ..., Kn−i)dµ
+(K)
≤ cV (B[n− i], L1, ..., Li)
∫
K(E)n−i
V (B[i], K1, ..., Kn−i)dµ
+(K),
where c > 0 depends only on n, i, vol(B). Since φµ+ ∈ Pi, we get
φµ+(L1, ..., Li) ≤ tV (B[n− i], L1, ..., Li)
for some t > 0. Similar estimates also hold for φµ− , this proves that ||φ||P < +∞.
Remark 2.2.3.3. Observe that by homogeneity for L1, ..., Li, we have
||φ||P := inf{t ≥ 0| |φ(L1, ..., Li)| ≤ tV (B[n− i], L1, ..., Li) for any L1, ..., Li ⊂ B}.
By the above remark, we get :
Proposition 2.2.3.4. For any φ ∈ V ′i, ||φ|| ≤ vol(B)||φ||P . Hence, there is a continuous
injection :
(V ′i, || · ||P) ↪→ (Vali(E), || · ||).
Regarding the definition for || · ||P , we introduce the following positivity notation.
Definition 2.2.3.5. Let φ, ψ ∈ V ′i, we say that φ  ψ (or equivalently, ψ  φ), if for any
L1, ..., Li ∈ K(E),
φ(L1, ..., Li) ≤ ψ(L1, ..., Li).
Using the terminology from complex geometry, φ  ψ means that ψ − φ is pseudo-effective
in some sense.
Lemma 2.2.3.6. Let ψ ∈ Pj, φ1, φ2 ∈ V ′i. Assume that φ1  φ2, then φ1∗̃ψ  φ2∗̃ψ.
Proof. This follows directly from the definition.
We also note that the GL(E) actions preserve the partial order .
Lemma 2.2.3.7. Let g ∈ GL(E). Consider φ1, φ2 ∈ V ′i such that φ1  φ2, then g · φ1  g · φ2.
Next we show that the space of smooth valuations is dense in V ′i with respect to the topology
given by || · ||P .
Theorem 2.2.3.8. The space of finite sums of mixed volumes of convex bodies with strictly
convex and smooth boundary is dense in V ′i for the topology induced by the norm || · ||P . In
particular, the space Val∞i (E) ∩ V ′i is dense in V ′i for the topology induced by the norm || · ||P .
Proof. Since V ′i is generated by Pi, we are reduced to prove the density of smooth valuations in
Pi. We prove that the finite sums of mixed volumes of convex bodies with strictly convex and
smooth boundary are dense in V ′i.
We prove it in two steps.
Step 1 : Let us first prove that the valuations in Pi such that their associated measure has
bounded support are dense in Pi.
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Take φ ∈ Pi such that φ = φµ where µ is its associated positive Radon measure on K(E)n−i.
For any integer k > 0, we consider the measure µk given by µk = µ|B(0,k), where
B(0, k) =
{
(K1, . . . , Kn−i) ∈ K(E)n−i | Kj ⊂ kB,∀ 0 6 j 6 n− i
}
⊂ K(E)n−i.
By construction, the measure µk has bounded support. (By Blaschke selection theorem, B(0, k)
is a compact set.) By the monotone convergence theorem, we have that :
φµk(L) =
∫
K(E)n−i
V (K1, . . . , Kn−i, L[i])dµk(K1, . . . , Kn−i)→ φ(L).
Let us prove that ||φµ − φµk ||P converges to zero as k → +∞. Fix some convex bodies
L1, . . . Li. By construction, one has that :
0 6 φ(L1, . . . , Li)− φµk(L1, . . . , Li).
Moreover, by Theorem 2.2.2.1 applied to φ′ = V (K1, . . . , Kn−i,−[i]) and ψ′ = V (L1, . . . , Li,−[n−
i]) and to the convex body B, there exists a constant C > 0 such that we have :
V (K1, . . . , Kn−i, L1, . . . , Li) 6 C
V (K1, . . . , Kn−i,B[i])
vol(B)
V (B[n− i], L1, . . . , Li).
Integrating on the previous inequality, one obtains :
φ(L1, . . . , Li)− φµk(L1, . . . , Li)
6
C
vol(B)
(∫
B(0,k)c
V (K1, . . . , Kn−i,B[i])dµ(K1, . . . , Kn−i)
)
V (B[n− i], L1, . . . , Li),
where B(0, k)c = K(E)n−i \B(0, k). We have thus proved :
|(φ− φµk)(L1, . . . , Li)| 6
C
vol(B)
(φ(B)− φµk(B))V (B[n− i], L1, . . . , Li),
for any convex bodies L1, . . . Li. Since φ(B) − φµk(B) → 0 as k → +∞, we have that ||φ −
φµk ||P → 0 as required.
Step 2 : Suppose that φ = φµ ∈ Pi is a valuation where µ is a Radon measure on K(E)n−i
whose support is bounded. We prove that φ can be approached by φk, where φk ∈ Pi∩Val∞i (E)
is a finite sum of mixed volumes given by convex bodies with strictly convex and smooth
boundary.
Suppose that the support of µ is contained in B(0, N) where N > 0 is an integer. For any ε >
0, there exists a partition ∪mj=1Oj of B(0, N) such that for any (K1, . . . , Kn−i), (K ′1, . . . , K ′n−i) ∈
Oj, one has :
dH(Kj, K
′
j) ≤ ε, ∀ 1 ≤ j ≤ n− i. (2.5)
Since the valuations given by mixed volumes are monotone and since suppµ ⊂ B(0, N),
there is a constant C > 0 (depending only on N, i) such that
|V (K1, . . . , Kn−i, L1, . . . , Li)−V (K ′1, . . . , K ′n−i, L1, . . . , Li)| 6 CεV (B[n− i], L1, . . . , Li). (2.6)
Let us define the measure µε given by
µε :=
m∑
j=1
µ(Oj)δ(Kj1 ,...,K
j
n−i)
,
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where (Kj1 , K
j
2 , . . . , K
j
n−i) ∈ Oj satisfying that K
j
1 , . . . K
j
n−i are convex bodies with smooth and
strictly convex boundary, and where δ(Kj1 ,Kj2 ,...,Kjn−i) is the dirac mass at the point (K
j
1 , K
j
2 , . . . , K
j
n−i).
Let us estimate the norm ||φµε − φ||P . Take L1, . . . , Li ∈ K(E). By definition, one has that
φµε(L1, . . . , Li) =
m∑
j=1
µ(Oj)V (K
j
1 , . . . , K
j
n−i, L1, . . . , Li),
=
m∑
j=1
∫
Oj
V (Kj1 , . . . , K
j
n−i, L1, . . . , Li)dµ(K1, . . . , Ki).
The difference |φµε(L1, . . . , Li)− φ(L1, . . . , Li)| is bounded by :
|φµε(L1, . . . , Li)− φ(L1, . . . , Li)|
6
m∑
j=1
∣∣∣∣∣
∫
Oj
(V (Kj1 , . . . , K
j
n−i, L1, . . . , Li)− V (K1, . . . , Kn−i, L1, . . . , Li))dµ(K1, . . . , Kn−i)
∣∣∣∣∣
6
m∑
j=1
∫
Oj
|V (Kj1 , . . . , K
j
n−i, L1, . . . , Li)− V (K1, . . . , Kn−i, L1, . . . , Li)|dµ(K1, . . . , Kn−i).
Applying (2.6) to the previous inequality, we obtain the following upper bound :
|φµε(L1, . . . , Li)− φ(L1, . . . , Li)| 6 Cε
m∑
j=1
∫
Oj
V (B[n− i], L1, . . . , Li)dµ(K1, . . . , Kn−i).
Hence,
|φµε(L1, . . . , Li)− φ(L1, . . . , Li)| 6 CεV (B[n− i], L1, . . . , Li)µ(B(0, N)),
and this implies that ||φµε − φ||P 6 Cεµ(B(0, N)) is arbitrary small since µ(B(0, N)) is finite.
We have thus proven that finite sums of mixed volumes of convex bodies with smooth and
strictly convex boundary are dense in Pi with respect to the norm || · ||P as required.
A direct consequence is the following result :
Corollary 2.2.3.9. The set of valuations {V (L;−[n− 1]) | L ∈ K(E)} is dense in Pn−1 with
respect to the topology given by || · ||P .
For further relation between the spaces Val∞i (E) and V ′i, it is natural to ask :
Questions. Do we have Val∞i (E) ⊂ V ′i ?
Note that Val∞i (E) has a decomposition into even valuations and odd valuations, i.e.,
Val∞i (E) = Val
∞,+
i (E)
⊕
Val∞,−i (E). For even valuations, it is not hard to get the following
result :
Proposition 2.2.3.10. For any integer i 6 n, we have the inclusion Val∞,+i (E) ⊂ V ′i.
Proof. Take an even valuation φ ∈ Val∞,+i (E). By [Ale11] (see also [Ber12]), there exists a
smooth measure dmφ on Gri(E) such that
φ(K) =
∫
H∈Gri(E)
volH(πH(K))dmφ(H),
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where πH : E → H is the orthogonal projection onto H and where volH denotes the volume
on H. By the projection formula (see [Sch14, Theorem 5.3.1]), take B ∈ K(E) with non-empty
interior and let BH := B ∩H⊥, one has that :(
n
i
)
V (BH [n− i], K[i]) = volH⊥(BH) volH(πH(K)),
where πH : E → H is the orthogonal projection onto H. In particular, one has that :
φ(K) =
∫
H∈Gri(E)
volH⊥(BH)
−1
(
n
i
)−1
V (BH [n− i], K[i])dmφ(H).
Take µ to be the push-forward of the measure volH⊥(BH)−1
(
n
i
)−1
dmφ(H) by the continuous
map :
H ∈ Gri(E)→ Bn−iH ∈ K(E)
n−i.
Then we have that :
φ(K) =
∫
V (K[i], L1, . . . , Ln−i)dµ(L1, . . . , Ln−i),
and φ ∈ V ′i as required.
Remark 2.2.3.11. For the case when φ is odd, there exists a smooth function ϕ : Gri+1(E) →
Vali(E) such that for any H ∈ Gri+1(E), one has that ϕ(H)|H ∈ Val∞,−i (H) and
φ(K) =
∫
H∈Gri+1(E)
ϕ(H)(πH(K))dm(H),
where dm is a smooth measure on Gri+1(E). Since the valuation ϕ(H)|H defines a valuation of
degree i on the (i+ 1)-dimensional space H, by Remark 2.2.1.8, ϕ(H)|H can be written as the
integral against some continuous function f on the unit sphere in H. However, we do not know
if the smoothness of ϕ(H)|H would imply enough regularity of f . If f is at least second-order
differentiable, then by [Sch14, Lemma 1.7.8] f can be written as the difference of two support
functions, and one could get a positive answer to Question 2.2.3.
Cone norm || · ||C
As V ′i is generated by Pi, it is naturally endowed a norm ||· ||C induced by the cone structure.
This construction is inspired by the construction in algebraic geometry (see [Dan17]).
Definition 2.2.3.12. For any φ ∈ V ′i, we define ||φ||C by the following formula :
||φ||C := inf
φ=φ+−φ−,φ±∈Pi
φ+(B) + φ−(B).
Here, the symbol C stands for the fact that this norm is induced by the convex cone Pi.
Remark 2.2.3.13. Equivalently, by the Jordan decomposition of signed measures we have ||φµ||C :=
φ|µ|(B), where |µ| is the absolute value of a Radon measure µ on K(E)n−i.
Remark 2.2.3.14. By construction, if φ ∈ Pi, then ||φ||C = φ(B).
Lemma 2.2.3.15. The function || · ||C defined above is a norm on the space V ′i.
Proof. It is clear that :
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— For any c ∈ R and any φ ∈ V ′i, we have ||cφ||C = |c|||φ||C ;
— For any φ, ψ ∈ V ′i, we have ||φ+ ψ||C ≤ ||φ||C + ||ψ||C.
It remains to verify :
— If ||φ||C = 0, then φ = 0.
To this end, take a sequence of decompositions φ = φ+k − φ
−
k such that φ
+
k (B) + φ
−
k (B) → 0.
By the definition of the Banach structure on Val(E) (see (2.1)), for any K ⊂ B we have
|φ(K)| = |φ+k (K)− φ
−
k (K)| ≤ φ
+
k (B) + φ
−
k (B)→ 0.
Hence, φ(K) = 0 for any K ⊂ B, implying φ = 0.
Proposition 2.2.3.16. The set of P-positive valuations φµ, where µ has bounded support, is
dense in Pi with respect to the topology given by || · ||C.
Proof. This is straightforward.
Comparison of two norms
Proposition 2.2.3.17. For any φ ∈ V ′i, one has that ||φ||P ≤ C||φ||C for some uniform constant
C > 0. Hence, there is a continuous injection :
(V ′i, || · ||C) ↪→ (V ′i, || · ||P).
Proof. Consider φ ∈ V ′i and assume that φ = φ+ − φ− where φ+, φ− ∈ Pi. Fix some convex
bodies L1, . . . , Li. One has that :
|φ(L1, . . . , Li)| 6 |φ+(L1, . . . , Li)|+ |φ−(L1, . . . , Li)|.
By Theorem 2.2.2.1 applied to φ′ = φ±, ψ = V (L1, . . . , Li,−[n− i]) and to the convex body B
respectively, there exists a uniform constant C > 0 such that :
φ±(L1, . . . , Li) 6 Cφ±(B)V (B[n− i], L1, . . . , Li).
In particular, this implies that :
|φ(L1, . . . , Li)| 6 C(φ+(B) + φ−(B))V (B[n− i], L1, . . . , Li).
By considering two sequences φ+,j, φ−,j ∈ Pi such that limj φ+,j(B) + φ−,j(B) = ||φ||C, we
obtain :
|φ(L1, . . . , Li)| 6 C||φ||CV (B[n− i], L1, . . . , Li),
for any convex bodies L1, . . . , Li. By definition, we obtain :
||φ||P 6 C||φ||C,
as required.
Corollary 2.2.3.18. One has the following sequence of continuous injections :
(V ′i, || · ||C) ↪→ (V ′i, || · ||P) ↪→ (Vali(E), || · ||).
Proof. This follows directly from Proposition 2.2.3.4 and Proposition 2.2.3.17.
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Sub-multiplicity of norms
We get the following sub-multiplicity result for the norms defined above. This will be im-
portant in the completion of the space V ′i.
Lemma 2.2.3.19. Let φµ ∈ Pi, ψν ∈ Pj, then there is c > 0 depending only on i, j, n, vol(B)
such that :
— ||φµ∗̃ψν ||C ≤ c||φµ||C||ψν ||C ;
— ||φµ∗̃ψν ||P ≤ c||φµ||P ||ψν ||P .
Proof. Let us first prove the first inequality. Note that
||φµ∗̃ψν ||C = φµ∗̃ψν(B) ≤ cφµ(B)ψν(B) = c||φµ||C||ψν ||C,
where the second estimate follows from Theorem 2.2.2.3.
For the second inequality, let L1, ..., Li+j−n ∈ K(E), we have
φµ∗̃ψν(L1, ..., Li+j−n) =
i!j!
n!
∫
K(E)2n−i−j
V (L1, ..., Li+j−n, A1, ..., An−i, B1, ..., Bn−j)dµ(A)dν(B)
≤ c||φµ||P
∫
K(E)n−j
V (B[n− i];L1, ..., Li+j−n, B1, ..., Bn−j)dν(B)
≤ c||φµ||P ||ψν ||PV (B[2n− i− j];L1, ..., Li+j−n).
Thus, by definition ||φµ∗̃ψν ||P ≤ c||φµ||P ||ψν ||P .
2.2.4 An extension of the convolution operator
Recall that for φµ ∈ V ′i, ψν ∈ V ′j, the formula for φµ∗̃ψν ∈ V ′i+j−n is defined by
φµ∗̃ψν(−) =
i!j!
n!
∫
K(E)2n−i−j
V (−;A1, . . . , An−i, B1, . . . Bn−j)dµ(A)dν(B).
Let VCi ,VPi be the completions of the space V ′i with respect to the norms || · ||C and || · ||P
respectively.
In the following, we let γ ∈ {C,P}. We show that the operator ∗̃ extends continuously to
the spaces Vγi with respect to || · ||γ.
Theorem 2.2.4.1. With respect to ||·||γ, the operator ∗̃ : V ′i×V ′j → V ′i+j−n extends continuously
to a bilinear operator
∗̃ :Vγi × V
γ
j → V
γ
i+j−n
(Φ,Ψ) 7→ Φ∗̃Ψ.
Proof. We first consider the case when γ = C. Assume that {φk} ⊂ V ′i, {ψk} ⊂ V ′j are Cauchy
sequences with respect to the norm ||·||C, and φk → Φ, ψk → Ψ. We show that {φk∗̃ψk} ⊂ V ′i+j−n
is also a Cauchy sequence with respect to || · ||C.
As {φk}, {ψk} are Cauchy sequences, by the definition of the cone norm || · ||C, we have the
following properties :
1. For any ε > 0 and for all k, l large enough, there exist decompositions
φk − φl = φ+ − φ−, ψk − ψl = ψ+ − ψ−
such that φ± ∈ Pi, ψ± ∈ Pj and
φ+(B) + φ−(B) < ε, ψ+(B) + ψ−(B) < ε.
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2. There exist two decompositions
φk = φ
+
k − φ
−
k , ψk = ψ
+
k − ψ
−
k
such that φ±k ∈ Pi, ψ
±
k ∈ Pj and such that
φ+k (B) + φ
−
k (B) ≤ C, ψ
+
k (B) + ψ
−
k (B) ≤ C
for a uniform constant C > 0.
We write φk∗̃ψk − φl∗̃ψl as follows :
φk∗̃ψk − φl∗̃ψl = φk∗̃(ψk − ψl) + (φk − φl)∗̃ψl
= (φ+k − φ
−
k )∗̃(ψ+ − ψ−) + (φ+ − φ−)∗̃(ψ
+
k − ψ
−
k )
= (φ+k ∗̃ψ+ + φ
−
k ∗̃ψ− + φ+∗̃ψ
+
k + φ
−∗̃ψ−k )
−(φ+k ∗̃ψ− + φ
−
k ∗̃ψ+ + φ+∗̃ψ
−
k + φ
−∗̃ψ+k ).
(2.7)
This is a decomposition of φk∗̃ψk − φl∗̃ψl as a difference of two elements in Pi+j−n. By
Lemma 2.2.3.19 applied to each term of (2.7), we get
||φk∗̃ψk − φl∗̃ψl||C ≤ c′Cε, (2.8)
where c′ depends only on vol(B), i, j, n. Thus {φk∗̃ψk} must be a Cauchy sequence with respect
to the norm || · ||C.
Next, assume that {φ′k}, {ψ′k} are another two Cauchy sequences also satisfying φ′k →
Φ, ψ′k → Ψ, we need to verify that the limits of {φ′k∗̃ψ′k} and {φk∗̃ψk} are the same, i.e.,
lim
k→∞
||φ′k∗̃ψ′k − φk∗̃ψk||C = 0.
Since ||φ′k − φk||C → 0 and ||ψ′k − ψk||C → 0, this follows from similar arguments as above.
In particular, the convolution of Φ,Ψ is defined by the following (well-defined) limit :
Φ∗̃Ψ := lim
k→∞
φk∗̃ψk ∈ VCi+j−n ⊂ Vali+j−n(E).
Let us consider the case when γ = P . We use the same notations as above. Assume that
{φk} ⊂ Pi − Pi, {ψk} ⊂ Pj − Pj are Cauchy sequences with respect to the norm || · ||P , and
φk → Φ, ψk → Ψ. We show that {φk∗̃ψk} ⊂ Pi+j−n − Pi+j−n is also a Cauchy sequence with
respect to || · ||P .
As {φk}, {ψk} are Cauchy sequences, by the definition of the positivity norm || · ||P , we have
the following properties :
1. For any ε > 0 and for all k, l large enough,
− εV (B[n− i];−)  φk − φl  εV (B[n− i];−)
− εV (B[n− j];−)  ψk − ψl  εV (B[n− j];−).
2. There exists c > 0 such that for all k we have
− cV (B[n− i];−)  φk  cV (B[n− i];−)
− cV (B[n− j];−)  ψk  cV (B[n− j];−)
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We write φk∗̃ψk − φl∗̃ψl as follows :
φk∗̃ψk − φl∗̃ψl = φk∗̃(ψk − ψl) + (φk − φl)∗̃ψl.
For any L1, ..., Li+j−n ∈ K(E), as φk∗̃(ψk − ψl)(L1, ..., Li+j−n) is computed by an integral, by
the above properties it is easy to see that
|φk∗̃(ψk − ψl)(L1, ..., Li+j−n)| ≤ cεV (B[2n− i− j];L1, ..., Li+j−n).
Hence, ||φk∗̃(ψk − ψl)||P ≤ cε. Similarly, we also have ||ψk∗̃(φk − φl)||P ≤ cε.
The same argument shows that the limit
Φ∗̃Ψ := lim
k→∞
φk∗̃ψk ∈ VPi+j−n ⊂ Vali+j−n(E)
is well defined, i.e., it is independent of the choices of the Cauchy sequences.
Remark 2.2.4.2. By Theorem 2.2.4.1, the results in Theorem 2.2.2.1 and Theorem 2.2.2.3 can
be extended to valuations in the closure of the cones Pi, with respect to the norms || · ||γ.
2.3 A variant of Minkowski’s existence theorem
By the discussion in Example 2.2.1.7, the classical Minkowski’s existence theorem shows
that every strictly P-positive element in P1 is of the form V (−;K[n − 1]). In this section, we
discuss a generalization of this result, proving Theorem 6.
2.3.1 Existence of the solutions
Theorem 2.3.1.1. For any strictly P-positive valuation ψ ∈ Pi, there is a constant c > 0
(depending only on ψ) and a convex body B with vol(B) = 1 such that
ψ∗̃V (B[i− 1];−) = cV (B[n− 1];−) ∈ Val1(E).
In the following proof, we denote by φB the valuation given by φB = V (B[i−1];−[n− i+1])
where B is a convex body.
Given ψ ∈ Pi, by scaling the convex set B, Theorem 2.3.1.1 implies that the functional
equation (with unknown B ∈ K(E)) :
(ψ − V (B[n− i];−)) ∗̃φB = 0 ∈ Val1(E), where vol(B) > 0
always admits a solution.
Proof. The proof is inspired by the method in [LX16] 2. We consider the following variational
problem :
c := inf
M∈K(E),vol(M)=1
ψ(M).
Claim 1 : Let {Ml} be a minimizing sequence, that is, vol(Ml) = 1 and ψ(Ml) ↘ c, then
we prove that up to some translations, the sequence {Ml} is compact in (K(E), dH).
Since ψ ∈ Pi is strictly P-positive, there exists an ε > 0 such that :
ψ(L1, . . . , Li) > εV (B[n− i], L1, . . . , Li)
2. It was realized in [LX17] that the same ideas had previously appeared in the classical work of Alexandrov
[Ale38].
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for any convex body L1, . . . , Li. In particular, one has that
V (K[n− i],M [i]) ≤ ψ(M)
for any convex body M where K = 1/εn−iB. Then there is a uniform constant d > 0 such that
V (K[n− i];Ml[i]) ≤ d
for the minimizing sequence Ml.
By Alexandrov-Fenchel’s inequality, we have
V (K[n− i];Ml[i]) ≥ V (K[n− 1],Ml)n−i/n−1 vol(Ml)i−1/n−1 = V (K[n− 1],Ml)n−i/n−1,
where the last equality follows from vol(Ml) = 1. In particular, V (K[n − 1],Ml) is uniformly
bounded above. Let rl > 0 be the minimal number such that Ml ⊂ rlK (up to a translation).
Or equivalently, 1/rl is the maximal number such that Ml/rl ⊂ K (up to a translation). By
the Diskant inequality,
1/rl ≥
V (K[n− 1],Ml)
1
n−1 −
(
V (K[n− 1],Ml)
n
n−1 − vol(K) vol(Ml)
1
n−1
) 1
n
vol(Ml)
1
n−1
≥ vol(K)
nV (K[n− 1],Ml)
,
where the last inequality follows from the generalized binomial formula (see also [LX17]). We
get 3
rl ≤ nV (K[n− 1],Ml)/ vol(K). (2.9)
Thus the sequence rl is uniformly bounded above. Then Blaschke selection theorem implies that,
up to translations, the sequence Ml has an accumulation point B ∈ K(E) with vol(B) = 1. In
particular,
c = ψ(B) = inf
M∈K(E),vol(M)=1
ψ(M).
Claim 2 : For any N ∈ K(E), we have
n!
i!(n− i+ 1)!
ψ∗̃φB(N)− ψ(B)V (B[n− 1], N) ≥ 0, (2.10)
and
n!
i!(n− i+ 1)!
ψ∗̃φB(B)− ψ(B)V (B[n− 1], B) = 0. (2.11)
Note that, since the minimal of the variational problem is achieved atM = B, for any t ≥ 0
and any convex body N , we have
ψ
(
B + tN
vol(B + tN)1/n
)
≥ ψ(B).
Calculating the right derivative at t = 0 implies
n!
i!(n− i+ 1)!
ψ∗̃φB(N)− ψ(B)V (B[n− 1], N) ≥ 0.
3. This can also be obtained by applying Theorem 2.2.2.1.
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The equality (2.11) for B follows from the minimal property of B.
Claim 3 : There is a convex body L with non-empty interior such that
n!
i!(n− i+ 1)!
ψ∗̃φB(−) = V (L[n− 1],−).
By the discussion in Example 2.2.1.7, this is a direct consequence of Minkowski’s existence
theorem since ψ∗̃φB ∈ P1 is strictly P-positive.
Now we can finish the proof of our theorem. By Claim 2 and 3, we have
V (L[n− 1], N)− ψ(B)V (B[n− 1], N) ≥ 0
for any N ∈ K(E). Let N = L, we get
vol(L) = V (L[n− 1], L) ≥ ψ(B)V (B[n− 1], L) ≥ ψ(B) vol(B)n−1/n vol(L)1/n.
Thus vol(L)n−1/n ≥ ψ(B) vol(B)n−1/n. On the other hand, let N = B, the equality in Claim 2
implies
V (L[n− 1], B) = ψ(B) vol(B) ≥ vol(L)n−1/n vol(B)1/n.
Thus V (L[n− 1], B) = vol(L)n−1/n vol(B)1/n, which implies the L = ψ(B)1/n−1B. Then we get
n!
i!(n− i+ 1)!
ψ∗̃φB(−) = V (L[n− 1],−) = ψ(B)V (B[n− 1],−).
This finishes the proof of the result.
2.3.2 Compactness of the solution set
In Minkowski’s existence theorem, up to some translation, the solution is unique. In the
generalized case, we show that the (normalized) solution set of the functional equation (with
unknown B ∈ K(E))
(ψ − V (B[n− i];−)) ∗̃φB = 0 ∈ Val1(E), where vol(B) = 1, φB(−) = V (−;B[i− 1]),
is compact in (K(E), dH).
Proposition 2.3.2.1. Given any strictly P-positive valuation ψ ∈ Pi, up to translations, the
set of normalized solutions of the above equation is compact.
Proof. Fix a convex body L with non-empty interior. Since vol(B) = 1, similar to the argument
in Theorem 2.3.1.1, by Blaschke selection theorem and the Diskant inequality it is sufficient to
show that V (B;L[n− 1]) is uniformly bounded above.
To this end, note that
V (B[n− 1], L) ≥ V (B,L[n− 1])1/n−1 vol(B)n−2/n−1,
thus it is sufficient to prove the upper bound for V (B[n − 1], L). By the functional equation,
we get
n!
i!(n− i+ 1)!
(ψ∗̃φB)(L) = V (B[n− 1], L).
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Assume that ψ is given by the measure µ, then
n!
i!(n− i+ 1)!
(ψ∗̃φB)(L) =
∫
K(E)n−i
V (B[i− 1], L;A1, ..., An−i)dµ(A1, ..., An−i)
≤ cV (B[i− 1], L[n− i+ 1])
∫
K(E)n−i
V (L[i], A1, ..., An−i)dµ(A1, ..., An−i),
where the second inequality follows from Theorem 2.2.2.1, and c > 0 depends only on n, i, vol(L).
Then it is sufficient to give a upper bound for V (B[i− 1], L[n− i+ 1]).
Since ψ is strictly P-positive,
1 = vol(B) =
n!
i!(n− i+ 1)!
(ψ∗̃φB)(B) ≥ c′V (L[n− i];B[i]),
thus V (B[i], L[n − i]) is uniformly bounded above. On the other hand, since vol(B) = 1, the
Alexandrov-Fenchel inequality implies that
V (B[i], L[n− i]) ≥ V (B[i− 1], L[n− i+ 1])n−i/n−i+1.
Thus V (B[i − 1], L[n − i + 1]) is uniformly bounded above, which implies the compactness of
the solution set.
Remark 2.3.2.2. By the above proof, it is clear that the compactness result holds whenever the
vol(B) has a uniformly positive lower bound.
Remark 2.3.2.3. Using the same argument as in Theorem 2.3.1.1 and Proposition 2.3.2.1, one
can get the following analogy in complex geometry (see also [LX16, Section 5]).
Let X be a compact Kähler manifold of dimension n. Assume that Θ ∈ Hk,k(X,R)
is a strictly positive (k, k) class in the sense that for some Kähler class ω the class
Θ− ωk contains some positive (k, k) current. Let
c = inf
A Kähler, vol(A)=1
(Θ · An−k).
Then there is a decomposition
Θ ·Bn−k−1 = cBn−1 +N ,
where B is big and nef satisfying vol(B) = 1, N · N ≥ 0 for any nef class N and
N ·B = 0. Moreover, the set of the (normalized) solutions B is compact.
In particular, if any big nef class is Kähler, we must have N = 0, thus on Kähler manifolds
satisfying this condition, for any strictly positive (k, k) class Θ, there is a Kähler class B such
that
(Θ−Bk) ·Bn−k−1 = 0.
Note that this holds for Abelian varieties and generic hyperkähler manifolds.
Assume that X is a smooth Abelian variety or generic hyperkähler manifold, and assume
2k ≤ n. By Hodge theory, we have the primitive decomposition with respect to the Kähler class
B :
Θ−Bk = Pk ⊕B · Γ,
where Pk ∈ Hk,k(X,R) is the primitive class (i.e., Bn−2k+1 · Pk = 0), and Γ is a (k − 1, k − 1)
class. In particular, if n = 4, k = 2, then (Θ−B2) ·B = 0. Hence, up to a primitive class, every
strictly positive (2, 2) class class is equal to B2 for some Kähler class B.
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2.4 Dynamical degrees
2.4.1 Existence
Recall that GL(E) has a natural action on Val(E), which is defined by
(g · φ)(K) = φ(g−1K).
The space Vali(E) is fixed by this action. Furthermore, by Example 2.1.3.1, the map φ 7→ g · φ
maps the positive cone Pi to Pi.
Definition 2.4.1.1 (Degree). Given ψ ∈ Pi and φ ∈ Pn−i strictly P-positive, the (n − i)-th
degree of g ∈ GL(E) with respect to φ, ψ is defined by
degn−i(g) = (g · ψ)∗̃φ.
We are interested in the sequence {degn−i(gp)}p.
Definition 2.4.1.2 (Dynamical degree). Given g ∈ GL(E), ψ ∈ Pi and φ ∈ Pn−i strictly
P-positive, the (n− i)-th dynamical degree of g is defined by
dn−i(g) : = lim
k→∞
degn−i(g
k)1/k
= lim
k→∞
((gk · ψ)∗̃φ)1/k.
Remark 2.4.1.3. In the study of the dynamics of a holomorphic map f : X → X where X is a
projective variety, one can similarly define a degree :
degk(f) =
∫
X
f ∗ωk ∧ ωn−k,
where ω is a Kähler class on X. Similarly, we can study the asymptotic behaviour of the
sequence degn−i(fk), k ∈ N, and the i-th dynamical degree of f is defined similarly.
Our first fundamental result is that the (n− i)-th dynamical degree exists, that is, the limit
defining dn−i(g) exists, and dn−i(g) is independent of the choices of ψ ∈ Pi, φ ∈ Pn−i.
Sub-multiplicity estimate
In order to prove the existence of dn−i(g), we first establish the following sub-multiplicity
estimate for degrees.
Lemma 2.4.1.4. Consider φ ∈ Pn−i and ψ ∈ Pi are given by
ψ(−) = V (−;B[n− i]) ∈ Pi, φ(−) = V (−;B[i]) ∈ Pn−i,
where B ∈ K(E) has non-empty interior. We consider the n− i-th degree degn−i given by φ, ψ.
Assume f, g ∈ GL(E), then there is a constant C > 0 depending only on vol(B), n, i such that
degn−i(fg) ≤ C degn−i(f) degn−i(g).
In particular, given g ∈ GL(E), the sequence {log
(
C degn−i(g
k)
)
}∞k=1 is subadditive, that is,
log(C degn−i(g
k+l)) ≤ log(C degn−i(gk)) + log(C degn−i(gl)), for any k, l ∈ N.
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Proof. For any convex body B, let us denote by φB and ψB given by φB = V (B[i],−[n − i])
and ψB = V (B[n− i],−[i]).
Since degn−i(−) is given by ψB and φB, we get
degn−i(f) degn−i(g) = ((f · ψB)∗̃φB) ((g · ψB)∗̃φB)
= | det(fg)|−1
(
ψf(B)∗̃φB
) (
ψg(B)∗̃φB
)
= | det(fg)|−1| det f |−1
(
ψf(B)∗̃φB
) (
ψfg(B)∗̃φf(B)
)
.
(2.12)
Note that there exists a constant c′ > 0 such that (ψf(B)∗̃φB)(ψfg(B)∗̃φf(B)) = c′φB(f(B))ψfg(B)(f(B)).
By Theorem 2.2.2.1, there is a uniform constant c > 0 such that
(ψf(B)∗̃φB)(ψfg(B)∗̃φf(B)) ≥ c vol(f(B))(ψfg(B)∗̃φB)
= c| det f || det fg| vol(B)((fg · ψB)∗̃φB)
= c| det f || det fg| vol(B) degn−i(fg).
(2.13)
Thus, (2.12) and (2.13) imply that
degn−i(fg) ≤ C degn−i(f) degn−i(g),
where C = 1/(c vol(B)) > 0 and this finishes the proof of the sub-multiplicity estimate.
Remark 2.4.1.5. In the study of complex dynamics, the analogous estimate for rational self-
maps is obtained in [DS05c, DS04b] using the theory of positive currents. The above simple
proof is inspired by [Dan17].
Lemma 2.4.1.6 (Fekete lemma). For every subadditive sequence {ak}∞k=1, the limit limk→∞
ak
k
exists and
lim
k→∞
ak
k
= inf
k≥1
ak
k
.
Theorem 2.4.1.7. Given g ∈ GL(E), the dynamical degree dn−i(g) exists and is independent
of the choices of strictly P-positive ψ ∈ Pi, φ ∈ Pn−i.
Proof. If ψ = V (−;B[n − i]), φ = V (−;B[i]), the existence of dn−i(g) follows directly from
Fekete’s lemma.
For the independence on ψ, φ, we first note that
ψ  ||ψ||PV (B[n− i];−), φ  ||φ||PV (B[i];−),
which follow from the definition of || · ||P . Applying Lemma 2.2.3.7 implies :
gk · ψ  ||ψ||Pgk · V (B[n− i];−).
Moreover, Lemma 2.2.3.6 yields :
(gk · ψ)∗̃φ 6 ||ψ||Pgk · V (B[n− i];−)∗̃φ.
Then we get :
(gk · ψ)∗̃φ 6 ||ψ||P ||φ||P(gk · V (B[n− i];−))∗̃V (B[i];−). (2.14)
On the other hand, by the strict positivity of ψ, φ, there is a constant C > 0 depending
only on ψ, φ such that
C(gk · V (B[n− i],−)∗̃V (B[i],−) 6 (gk · ψ)∗̃φ. (2.15)
Thus, the inequalities (2.14), (2.15) imply that dn−i(g) does not depend on the choices of
φ ∈ Pn−i and ψ ∈ Pi.
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Norms of linear operators
Let g ∈ GL(E), then by Example 2.1.3.1 it induces a linear operator (denoted by gi) :
gi : V ′i → V ′i.
In the following, let γ ∈ {C,P}.
We first show that gi extends to a map :
gi : Vγi → V
γ
i .
Lemma 2.4.1.8. Let g ∈ GL(E). Assume that ||φk − φ||γ → 0, then ||g · φk − g · φ||γ → 0.
Proof. For the norm || · ||C, it is obvious.
We only need to deal with the norm || · ||P . By definition, we have
|(φk − φ)(L1, ..., Li)| ≤ ||φk − φ||PV (B[n− i];L1, ..., Li),
which implies
|g · (φk − φ)(L1, ..., Li)| ≤ ||φk − φ||PV (B[n− i]; g−1(L1), ..., g−1(Li))
= ||φk − φ||P
1
| det g|
V (g(B)[n− i];L1, ..., Li).
On the other hand, by Theorem 2.2.2.1 we have
V (g(B)[n− i];L1, ..., Li) ≤ cV (g(B)[n− i];B[i])V (B[n− i];L1, ..., Li),
where c > 0 depends only on n, i, vol(B). Hence,
||g · (φk − φ)||P ≤ c
1
| det g|
V (g(B)[n− i];B[i])||φk − φ||P .
This finishes the proof of the result.
Next we show that the dynamical degree dn−i(g) is just the spectral radius of this operator.
Theorem 2.4.1.9. Let g ∈ GL(E) and let gi be the induced operator on Vγi , then the following
equality is satisfied :
dn−i(g) = ||gn−i : VPi → VPi || = ||gn−i : VCi → VCi ||,
where the symbol ||gn−i : VPi → VPi || and ||gn−i : VCi → VCi || denotes the norm of the operator
gn−i on VPi and VCi respectively.
Proof. For simplicity, since each space is endowed with its appropriate norm, we denote by
||gn−i||P and ||gn−i||C the norm of the operator gn−i on VPi and VCi respectively. We need to
verify the equality
dn−i(g) = lim
k→∞
||gki ||1/kγ .
We first consider the case when γ = C.
Let φB = V (B[n− i];−), by defintion we get
||gk · φB||C = (gk · φB)(B) = V (gk(B)[n− i],B[i])/| det g|k,
||φB||C = φB(B) = V (B[n− i],B[i]).
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This implies that
||gki ||C ≥
V (gk(B)[n− i],B[i])
| det g|k vol(B)
. (2.16)
On the other hand, take a sequence φl ∈ Pi−Pi such that ||φl||C = 1 and ||gk ·φl||C → ||gki ||C
as l →∞. For l0 large enough, we have ||gki ||C ≤ 2||gk · φl0||C. Assume that φl0 = φ+l0 − φ
−
l0
is a
decomposition for φl0 , then
||gki ||C ≤ 2(gk · φ+l0(B) + g
k · φ−l0(B)).
For the term gk · φ+l0(B), by Theorem 2.2.2.1 there is a constant c > 0 depending only on
n, i, vol(B) such that
gk · φ+l0(B) =
∫
K(E)n−i
V (g−k(B)[i], A1, ..., An−i)dµ
+
l0
(A1, ..., An−i)
≤ cV (g−k(B)[i],B[n− i])
∫
K(E)n−i
V (B[i], A1, ..., An−i)dµ
+
l0
(A1, ..., An−i)
= cV (g−k(B)[i],B[n− i])φ+l0(B).
Similarly,
gk · φ−l0(B) ≤ cV (g
−k(B)[i],B[n− i])φ−l0(B). (2.17)
Since ||φl0||C = 1, we get
||gki ||C ≤ 2cV (g−k(B)[i],B[n− i]). (2.18)
Next we consider the case when γ = P . Note that ||φB||P = 1. By the definition for
||gk · φB||P , we have gk · φB(B) ≤ ||gk · φB||P vol(B), hence
||gk · φB||P ≥ V (B[n− i], g−k(B)[i])/ vol(B).
This implies that
||gki ||P ≥
V (gk(B)[n− i],B[i])
| det g|k vol(B)
. (2.19)
On the other hand, take a sequence φl such that ||φl||P = 1 and ||gk · φl||P → ||gki ||P as
l→∞. For l0 large enough, we have ||gki ||P ≤ 2||gk · φl0||P . For any L1, .., Li,
|gk · φl0(L1, .., Li)| = |φl0(g−k(L1), .., g−k(Li))|
≤ ||φl0||PV (B[n− i], g−k(L1), .., g−k(Li)).
Applying ||φl0||P = 1 and Theorem 2.2.2.1 yields a uniform constant c′ > 0 such that
||gki ||P ≤ c′V (gk(B)[n− i],B[i])/| det gk|. (2.20)
In summary, by (2.16), (2.18), (2.19), (2.20) and taking the limits, we obtain the desired
equality
dn−i(g) = lim
k→∞
||gki ||1/kγ .
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Log-concavity
By Theorem 2.4.1.7, the definition of dn−i(g) is independent of the choices of ψ, φ. A direct
consequence of this result is the following :
Proposition 2.4.1.10. For any g ∈ GL(E), the sequence {di(g)} is log-concave, that is, for
1 ≤ i ≤ n− 1
di(g)
2 ≥ di−1(g)di+1(g).
Proof. By Theorem 2.4.1.7, we get
di(g) = lim
k→∞
(| det gk|−1V (gk(B)[i], B[n− i]))1/k
= | det g|−1 lim
k→∞
(V (gk(B)[i], B[n− i]))1/k,
where B is a fixed convex body with non-empty interior. Then the log-concavity property
follows immediately from the Alexandrov-Fenchel inequality for mixed volumes.
Relative version
In the study of dynamics of a holomorphic map that preserves some fibration, it is useful to
consider a relative version of dynamical degrees. We have a corresponding picture for convex
valuations. Let S be a subspace of dimension m, and assume that l : S → E is the embedding.
Assume that g ∈ GL(E) fixes the subspace S, equivalently, there is a map f ∈ GL(S) such
that g ◦ l = l ◦ f .
Definition 2.4.1.11. Assume that ψ ∈ Pi(E), φ ∈ Pn−i+m(E) are strictly P-positive, and let
τB = V (−;B[m]) ∈ Valn−m(E), where B ∈ K(S) satisfies volS(B) > 0, then the (n − i)-th
relative degree of g is defined by
reldegn−i(g) = (g · ψ)∗̃φ∗̃τB.
Definition 2.4.1.12. The (n− i)-th relative dynamical degree of g is defined by
reldn−i(g) = lim
k→∞
(reldegn−i(g
k))1/k.
Similar to Theorem 2.4.1.7, we have :
Theorem 2.4.1.13. The relative dynamical degree reldn−i(g) exists and is independent of the
choices of ψ ∈ Pi, φ ∈ Pn−i (which are strictly P-positive), and B ∈ K(S) with non-empty
interior.
Proof. The proof is similar to Theorem 2.4.1.7, so we omit the details. The only extra ingredient
is the following reduction formula for mixed volumes (see [Sch14, Theorem 5.3.1]).
Lemma 2.4.1.14. Let k be an integer satisfying 1 ≤ k ≤ n−1, let H ⊂ Rn be a k-dimensional
linear subspace and let L1, ..., Lk, K1, ..., Kn−k be convex bodies with Li ⊂ H for i = 1, ..., k.
Then (
n
k
)
V (L1, ..., Lk, K1, ..., Kn−k) = VH(L1, ..., Lk)VH⊥(pH⊥(K1), ..., pH⊥(Kn−k)),
where VH(·) and VH⊥(·) denote the mixed volume in H and H⊥, and pH⊥ : Rn → H⊥ is the
projection map.
Remark 2.4.1.15. Similar to the complex geometry setting (see e.g. [DN11b], [Dan17]), one could
also establish a product formula between the dynamical degrees and the relative dynamical
degrees.
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2.4.2 Evaluation of dynamical degrees
In this section, we give a formula for dn−i(g) using the eigenvalues of g. The key point is
the formula
dn−i(g) = | det g|−1 lim
k→∞
(V (gk(B)[n− i], B[i]))1/k.
Theorem 2.4.2.1. Let g ∈ GL(E), and assume that ρ1, ..., ρn are the eigenvalues of g satisfying
|ρ1| ≥ |ρ2| ≥ ... ≥ |ρn|,
then the (n− i)-th dynamical degree dn−i(g) = | det g|−1
∏n−i
k=1 |ρk|.
It is clear that we only need to check the equality
d̂n−i(g) := lim
k→∞
(V (gk(B)[n− i], B[i]))1/k =
n−i∏
k=1
|ρk|.
Remark 2.4.2.2. In the study of dynamics of monomial maps, the above formula was first obtai-
ned in [Lin12, FW12]. The proof of [Lin12] is algebraic, and the proof of [FW12] applies some
ideas from integral geometry. We present a different (and simpler) approach to the calculation
of di(g), by using positivity results.
Simple case : d1(g)
We first discuss the simple calculation for d1(g). We need to verify the formula
lim
k→∞
V (gk(B), B[n− 1])1/k = |ρ1(g)|.
By Theorem 2.4.1.7, for any L,M ∈ K(E) with non-empty interior, we have
d1(g) = | det g|−1 lim
k→∞
V (gk(L),M [n− 1])1/k.
First, we prove d1(g) ≤ | det g|−1|ρ1(g)|. To this end, we fix a Euclidean structure on E and
assume that 0 ∈ L is an interior point. Then for any point x ∈ ∂L we have |g(x)| ≤ ||g|||x|,
thus
g(L) ⊂ c||g||B
where B is the unit ball and c = maxx∈∂L |x|. In particular, applying the observation to gk
implies
gk(L) ⊂ c||gk||B.
Thus,
d1(g) ≤ | det g|−1 lim
k→∞
||gk||1/kV (cB,M [n− 1])1/k
= | det g|−1|ρ1(g)|.
Next, we prove the reverse inequality d1(g) ≥ | det g|−1|ρ1(g)|. For any k, we can take a unit
vector xk such that |gk(xk)| = ||gk||. We take L = 2B and take M = B. Then the segment
Sk := [0, xk] ⊂ L, yielding
V (gk(Sk),M [n− 1]) ≤ V (gk(L),M [n− 1]).
Note that
V (gk(Sk),M [n− 1]) = ||gk||V (||gk||−1gk(Sk),M [n− 1]).
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Since ||gk||−1gk(Sk) is a unit vector, Lemma 2.4.1.14 implies
V (||gk||−1gk(Sk),M [n− 1]) = n−1Vgk(Sk)⊥(M).
Since M = B, the volume Vgk(Sk)⊥(M) is a constant, thus
V (gk(Sk),M [n− 1]) = c||gk||.
Then taking the limit implies
d1(g) = | det g|−1 lim
k→∞
V (gk(L),M [n− 1])1/k
≥ | det g|−1 lim
k→∞
(c||gk||)1/k = | det g|−1|ρ1(g)|.
In summary, we get the formula d1(g) = | det g|−1|ρ1(g)|.
General case
For the general case, the idea is as follows :
1. Prove the formula for diagonalizable matrices over C with distinct eigenvalues ;
2. Show that dn−i(·) is a continuous function over GL(E) ;
3. For an arbitrary g ∈ GL(E), approximate g using diagonalizable matrices over C with
distinct eigenvalues and apply the continuity of dn−i(·).
Lemma 2.4.2.3. Assume g ∈ GL(E) is diagonalizable over C, and assume g has distinct
eigenvalues. Then d̂k(g) =
∏k
i=1 |ρi(g)|.
Proof. After a change of basis, we could assume that the matrix form of g takes its real Jordan
canonical form. Since g has distinct eigenvalues, its real Jordan canonical form can be written
as 
J1
. . .
Js
λs+1
. . .
λn

,
where Ji =
(
ai bi
−bi ai
)
corresponds to the non-real eigenvalue λi = ai+
√
−1bi, and λs+1, ..., λn
are real eigenvalues.
In order to calculate the dynamical degree of g, we consider the following convex body
Kr = Dr1 × ...×Drs × Irs+1 × ...× Irn ,
where Dri is a disk of radius ri, and Irj is a segment of length rj with 0 as its center.
For any γ, τ ≥ 0, we have γKr + τKt = Kγr+τt. In particular, this gives an explicit formula
for vol(γKr + τKt). On the other hand, note that
vol(Kγr+τt) = vol(γKr + τKt) =
∑
k
n!
k!(n− k)!
V (Kr[k], Kt[n− k])γkτn−k.
By comparing the coefficients, we get the explicit formula for V (Kkr , K
n−k
t ) for any r, t. Here,
we omit the detailed computations.
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Next we take r = t = (1, ..., 1) and compute V (gp(K1)[k], K1[n− k]). To this end, we note
that
gp(K1) = Krp ,
where rp = (|λ1|p, ..., |λs|p, |λs+1|p, ..., |λn|p). Then a direct computation shows that
d̂k(g) =
k∏
i=1
|ρi(g)|.
Remark 2.4.2.4. The calculations in Lemma 2.4.2.3 are inspired by the calculations in [FW12,
Section 5.1], where the authors did the computations for diagonalizable maps over R and also
gave a remark for diagonalizable maps over C.
Next we show that the dynamical degree function
dk : GL(E)→ R, g 7→ dk(g)
is continuous.
Theorem 2.4.2.5. The dynamical degree dk(·) is a continuous function on GL(E). More pre-
cisely, let {gl}l≥1, g ∈ GL(E) endowed with the topology induced by the L2-norm of E × E,
then
lim
gl→g
dk(gl) = dk(g).
Proof. It is sufficient to prove that
lim
gl→g
d̂k(gl) = d̂k(g).
By Theorem 2.4.1.7, the dynamical degree is independent of the choices of φ, ψ. In the
following we take K = B to be the unit ball with 0 as its center. We have
d̂k(g) = lim
k→∞
V (gp(K)[k], K[n− k])1/p.
We first prove liml→∞ d̂k(gl) ≥ d̂k(g). We consider the inradius of gpl (K) relative to gp(K),
which is defined by
r(gpl (K), g
p(K)) := max{λ > 0| λgp(K) ⊂ gpl (K) up to some translation}.
Applying the Diskant inequality to gpl (K), g
p(K), we get
r(gpl (K), g
p(K)) ≥ vol(g
p
l (K))
nV (gpl (K)[n− 1], gp(K))
.
We next estimate the mixed volume V (gpl (K)[n− 1], gp(K)). Note that
V (gpl (K)[n− 1], g
p(K)) = | det(gl)|pV (K[n− 1], (g−pl ◦ g
p)(K))
= | det(gl)|p
∫
Sn−1
h(g−pl ◦gp)(K)
(x)dS(Kn−1;x),
where h(g−pl ◦gp)(K) is the support function of the convex body (g
−p
l ◦ gp)(K), and dS(Kn−1; ·) is
the surface area measure. For any linear map A : E → E, by the definition of support function
we have
hA(K)(x) = max{x · y| y ∈ A(K)} = max{ATx · y| y ∈ K}.
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Thus hA(K)(x) = hK(ATx). Since K = B, we have hK(x) = hB(x) = |x|. Then we get
h(g−pl ◦gp)(K)
(x) = hK((g
−p
l ◦g
p)Tx) = |(g−pl ◦g
p)Tx|
≤ ||g−pl ◦g
p|||x| = ||g−pl ◦g
p||hK(x).
Applying the above inequality to V (gpl (K)[n− 1], gp(K)) implies
V (gpl (K)[n− 1], g
p(K)) ≤ | det(gl)|p(||g−pl ◦g
p||) vol(K).
Then we have
V (gpl (K)[k], K[n− k])
1/p ≥ r(gpl (K), g
p(K))k/pV (gp(K)[k], K[n− k])1/p
≥
(
vol(gpl (K))
nV (gpl (K)[n− 1], gp(K))
)k/p
V (gp(K)[k], K[n− k])1/p
≥
(
| det(gl)|p vol(K)
n| det(gl)|p(||g−pl ◦gp||) vol(K)
)k/p
V (gp(K)[k], K[n− k])1/p
= (||g−pl ◦g
p||1/p)−kn−k/pV (gp(K)[k], K[n− k])1/p.
Lemma 2.4.2.6. For any sequence gl converging to g, we have
lim
l→+∞
lim
p→+∞
||g−pl ◦g
p||1/p ≤ 1.
Proof. We only need to consider the action of g−pl ◦gp on invariant subspaces. Assume that
||x|| = 1 and x ∈ ker(g − λI)b, where b is the multiplicity of the eigenvalue λ. By assumption,
we have that :
gp(x) ∈ ker(g − λI)b.
By considering the Jordan form of g, there exists a constant C > 0 (independent of x, as
||x|| = 1) such that :
||gp(x)|| 6 Cpb|λ|p.
Since gl converges to g, gp(x) is in the union of invariant subspaces of gl which correspond to
the eigenvalues converging to λ. Thus for any fixed δ > 0, there exists lδ such that when l ≥ lδ,
we have
||g−pl ◦ g
p(x)|| 6 C ′pb′(|λ| − δ)−p|λ|p,
where C ′, b′ are uniform constants by considering Jordan forms. Taking the limits gives
lim
l→+∞
lim
p→+∞
||g−pl ◦ g
p||1/p 6 1.
Using the above lemma, we get d̂k(g) ≤ liml→∞ d̂k(gl).
Similarly, by studying the inradius of gp(K) relative to gpl (K), we get d̂k(g) ≥ liml→∞ d̂k(gl).
This finishes the proof of the continuity.
Remark 2.4.2.7. The complex analog of Theorem 2.4.2.5 implies the following interesting conti-
nuity result for dynamical degrees of holomorphic maps :
Let X be a compact Kähler manifold of dimension n. Assume that fl, f are domi-
nated holomorphic self-maps of X, and assume that the induced actions
f ∗l , f
∗ : H1,1(X,R)→ H1,1(X,R)
satisfy liml→∞ f ∗l = f ∗, then liml→∞ dk(fl) = dk(f) holds for any k.
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To our knowledge, the previous result is that : if the induced actions on Hk,k(X,R) satisfies
liml→∞ f
∗
l = f
∗, then liml→∞ dk(fl) = dk(f).
Now we can finish the proof of Theorem 2.4.2.1.
Proof of Theorem 2.4.2.1. It is sufficient to prove d̂k(g) =
∏k
i=1 |ρi(g)|. Assume that f ∈ GL(E)
is diagonalizable over C and has distinct eigenvalues. For any fixed g ∈ GL(E), we consider the
path
gt := (1− t)f + tg.
By linear algebra (see e.g. [Har95]), there is a sequence gl such that each gl has distinct eigen-
values (thus it is diagonalizable over C), and liml→∞ gl = g. (Note that this density statement
is not true for diagonalizable matrices over R.)
Since the eigenvalues depend continuously on the entries of a matrix, we get liml→∞ |ρi(gl)| =
|ρi(g)|. Applying d̂k(gl) =
∏k
i=1 |ρi(gl)| and Theorem 2.4.2.5 yields
d̂k(g) = lim
l→∞
d̂k(gl) = lim
l→∞
k∏
i=1
|ρi(gl)| =
k∏
i=1
|ρi(g)|.
2.4.3 A generalization : multiple dynamical degrees
Actually we can show the existence of some kind of dynamical degrees of multiple linear
actions. By the previous discussions for dynamical degrees, for simplicity, we only consider
valuations of the type V (−;B[i]).
Definition 2.4.3.1. Let g1, g2, ..., gk ∈ GL(E), and let B ∈ K(E) be a convex body with non-
empty interior. Then we define the degree deg(g1, ..., gk) as
deg(g1, ..., gk) = (g1 · ψB)∗̃...∗̃(gk · ψB)∗̃φB,
where ψB = V (−;B) and φB = V (−;B[n− k]). In particular, if g1 = ... = gk = g, then we get
the k-th degree degk(g) (up to some scaling).
Proposition 2.4.3.2. If we define the dynamical degree of g1, ..., gk as
d(g1, ..., gk) := lim sup
p→∞
deg(gp1, ..., g
p
k)
1/p,
then d(g1, ..., gk) exists and does not depend on the choices of B. Moreover, d(g1, ..., gk) is
bounded above by
∏k
i=1 dk(gi).
Proof. This follows directly from Theorem 2.2.2.3.
An application to Laurent system
We give an application to the solution set of a Laurent system. First recall the famous
Bernstein-Khovanskii-Kushnirenko theorem (see e.g. [Ber75], [Kho78], [Kus76]). Let V = Rn.
We identify Zn with the Laurent monomials, i.e., to each integral point a = (a1, ..., an) ∈ Zn
we associate the monomial xa := xa11 x
a2
2 ...x
an
n . A Laurent polynomial P (x) =
∑
cax
a is a finite
linear combination of Laurent monomials with coefficients ca ∈ C. The support of a Laurent
polynomial P (x) =
∑
cax
a is defined as
supp(P ) := {a ∈ Zn|ca 6= 0}.
We denote the convex hull of a finite set I ⊂ Zn by ∆I ⊂ V . For each finite set I ⊂ Zn, we
associate the linear subspace of Laurent polynomials : LI = {P | supp(P ) ⊂ I}.
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Theorem 2.4.3.3 (Bernstein-Khovanskii-Kushnirenko theorem). Let I1, ..., In be finite sets
of Zn. Let N(I1, ..., In) be the number of solutions in (C∗)n of a general system of Laurent
polynomial equations P1 = P2 = ... = Pn = 0 with Pi ∈ LIi, then
N(I1, ..., In) = n!V (∆I1 , ...,∆In).
The group GL(n,Z) has a natural action on Zn, which in turn induces an action on the
Laurent polynomials :
P (x) =
∑
cax
a 7→ (g · P )(x) :=
∑
cax
g(a),
where g ∈ GL(n,Z). It is natural to ask the asymptotic behaviour of the number of solutions
under this induced action. Note that we have g(∆I) = ∆g(I).
Proposition 2.4.3.4. Let I1, ..., In be finite sets of Zn, and let gi ∈ GL(n,Z) with 1 ≤ i ≤ k.
Let N(p, g1, ..., gk) be the number of solutions in (C∗)n of a general system of Laurent polynomial
equations P1 = P2 = ... = Pn = 0 with Pi ∈ Lgpi (Ii) for i ≤ k and Pj ∈ LIj for j ≥ k + 1, then
the limit
lim sup
p→+∞
1
p
logN(p, g1, ..., gk)
exists. In particular, the function N(·, g1, ..., gk) defined over positive integers has polynomial
growth.
Proof. Fix a convex body L ⊂ V with non-empty interior. Then there exists a constant c > 0
such that ∆Ii ⊂ cL (up to some translation) for any i. This implies
N(p, g1, ..., gk) = n!V (∆gp1(I1), ...,∆g
p
k(Ik)
,∆Ik+1 , ...,∆In)
= n!V (gp1(∆I1), ..., g
p
k(∆Ik),∆Ik+1 , ...,∆In)
≤ n!cnV (gp1(L), ..., g
p
k(L), L[n− k]).
Applying Proposition 2.4.3.2 gives the desired result.
Remark 2.4.3.5. In the complex geometry setting, for holomorphic self-maps of a compact
Kähler manifold, the multiple dynamical degrees control how the multiple maps separate the
orbits.
2.5 Positivity of invariant convex valuations
In this section, we focus on the space Val(E) and the positive cones defined in this space.
Let φµ ∈ V ′n−i, recall that the action of g ∈ GL(E) on φµ (see Example 2.1.3.1) is given by
g · φµ =
1
| det g|
φg·µ.
2.5.1 Invariant classes in complex dynamics
To motivate the discussions, we first recall some facts from complex dynamics. Let X be a
compact Kähler manifold of dimension n, and let f ∈ Aut(X) be a holomorphic automorphism
of X. Positive invariant classes and invariant currents play an important role in the study of
dynamics of f . We consider the following positive cone in Hk,k(X,R) :
Pk = {{Θ} ∈ Hk,k(X,R)| Θ is a smooth positive (k, k) form}.
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It is clear that Pk is convex. We denote its closure in Hk,k(X,R) by Pk. It is clear that Pk is a
closed convex cone with non-empty interior, satisfying Pk−Pk = Hk,k(X,R). Since f ∗ preserves
Pk, the Perron-Frobenius theorem implies that there exists an eigenclass Γk ∈ Pk \ {0} such
that
f ∗Γk = dkΓk,
where dk is the spectral radius of f ∗ on Hk,k(X,R). Moreover, dk is equal to the k-th dynamical
degree of f (see e.g. [DS05a]).
2.5.2 Invariant convex valuations
In this section, we prove a general Theorem (see Theorem 2.5.2.1) which will imply Theorem
8.
Let g ∈ GL(E), φ ∈ Valn−i(E), we say that φ is invariant (or di(g)-invariant) if g · φ =
di(g)φ.
By Proposition 2.4.1.10, the sequence of dynamical degrees di(g) is log-concave. In particu-
lar, we have
di(g)
2 ≥ di+s(g)di−s(g)
whenever i± s are well defined.
As in [FW12, Section 6, 7], suppose that di(g)2 > di+1(g)di−1(g), then the authors show
how to obtain a di(g)-invariant valuation by methods from dynamics. We focus on the po-
sitivity properties of such invariant valuations, but under a weaker condition. Note that by
log-concavity,
di+1(g)di−1(g) ≥ di+s(g)di−s(g).
Thus the condition di(g)2 > di−s(g)di+s(g) is in general much weaker than the condition di(g)2 >
di−1(g)di+1(g).
We show that positive invariant valuations have very weak positivity, if this kind of strict
log concavity assumption holds. In the following, let γ ∈ {C,P}.
Theorem 2.5.2.1. Assume that 2i ≤ n, and g ∈ GL(E). Then the following properties are
satisfied.
1. The subspace of di(g)-invariant valuations in Valn−i(E) is non trivial.
2. Assume that the strict log-concavity inequality is satisfied for s 6 min(i, n− i) :
di(g)
2 > di−s(g)di+s(g),
then for any two di(g)-invariant convex valuations ψ1, ψ2 ∈ Vγn−i we have
ψ1∗̃ψ2 = 0.
3. Assume that
d21(g) > d2(g),
then there exists a unique (up to a multiplication by a positive constant) d1(g)-invariant
convex valuation ψ ∈ Pn−1
γ (the closure of Pn−1 in the topology given by || · ||γ), and ψ
lies in an extremal ray of Pn−1
γ.
Proof. Let us prove statement (1). Up to a conjugation by an element of GL(E), we are reduced
to the problem of finding a ρi−n-invariant valuation in Pn−i for 0 6 i 6 n, where ρ is the spectral
radius of g in each of the following cases :
(a) The matrix of g in the canonical basis has Jordan form and the only eigenvalue of g is
ρ ∈ R.
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(b) One has that n = 2 and g = ρ Id ◦h where h is in the orthogonal group and where
ρ ∈]0,+∞[.
Suppose we are in the case (a). Fix i 6 n. Let (e1, . . . , en) be the canonical basis of E, let B
be the unit ball in E and denote by Ei = Vect(e1, . . . , ei). Consider Bi := B ∩Ei and consider
the valuation given by :
φi(L) := V (Bi[i], L[n− i]).
Let us compute g · φi(L) for L ∈ K(E) :
g · φi(L) = V (Bi[i], g−1(L)[n− i]) =
1
| det(g)|
V (g(Bi)[i], L[n− i]).
By the projection formula for mixed volumes (Lemma 2.4.1.14), since Bi is contained in a
subspace of dimension i and since g leaves the subspace Ei invariant, we have :
g · φi(L) :=
1
ρn
(
n
i
)−1
volEi(g(Bi)) volE⊥i (pi(L)),
where pi : E → E⊥i is the orthogonal projection onto E⊥i . Since | det(g|Ei)| = ρi, we have that :
g · φi = ρi−nφi,
as required.
Suppose we are in the case (b). Then g = ρ Id ◦h where h is an element of the orthogonal
group. If i = 0 then the valuation vol is ρ2-invariant and if i = 2, then the trivial valuation
constant equal to 1 is ρ0-invariant. Let us find a valuation in P1 which is ρ-invariant. There
exists a ball K in E such that h(K) = K. Consider the valuation φ ∈ P1 given by :
φ(L) := V (K,L),
for any L ∈ K(E). We have that :
g · φ(L) = 1
ρ2
V (g(K), L) =
1
ρ2
V (ρ(K), L) =
1
ρ
V (K,L) = ρ−1φ(L),
as required.
Let us show how statement (1) follows from the previous arguments. Take g ∈ GL(E). By
construction, there exists a decomposition of E into :
E = ⊕Ek,
where each Ek is a g-invariant subspace such that g|Ek satisfies condition (a) or (b). Denote by
λk = ρ(g|Ek). On each subspace, there exists a convex body Bk ⊂ Ek such that the valuation
given by V (Bk[j],−[dimEk − j]) is λj−dimEkk -invariant. Considering a well-chosen valuation of
the form
φ(L) = V (B1[i1], . . . , Bk[ik], L[n− i]),
where i1 + . . .+ ik = i, gives the required invariant valuation.
Let us prove statement (2). First note that it is sufficient to prove
ψ1∗̃ψ2∗̃φB = 0,
where φB(−) = V (−;B[n− 2i]) and B ∈ K(E) is a convex body with non-empty interior and
smooth boundary.
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Note also that if ψ ∈ Valn−i(E) is di(g)-invariant, then for any c 6= 0 and K ∈ K(E) we
have :
((cg) · ψ)(K) = ψ((cg)−1(K)) = ci−nψ(g−1(K))
= ci−n(g · ψ)(K) = ci−ndi(g)ψ(K)
= di(cg)ψ(K),
thus (cg) · ψ = di(cg)ψ. In particular, ψ is g-invariant if and only if it is cg-invariant. Without
loss of generality, to simplify the notations, we can assume that | det g| = 1.
We first consider the case for VCn−i.
For j ∈ {1, 2}, since ψj ∈ VCn−i, we can take a sequence ψj,l = ψ+j,l − ψ
−
j,l such that
liml→∞ ψj,l = ψj and
ψ+j,l(B) + ψ
−
j,l(B) ≤ c (2.21)
for some uniform constant c > 0, where ψ+j,l, ψ
−
j,l ∈ Pn−i.
Since ψ1, ψ2 ∈ VCn−i are invariant valuations, we have
gk · (ψ1∗̃ψ2)∗̃φB = (gk · ψ1)∗̃(gk · ψ2)∗̃φB
= di(g)
2kψ1∗̃ψ2∗̃φB.
The expansion of (ψ1,l∗̃ψ2,l)∗̃φB gives :
ψ1∗̃ψ2∗̃φB = lim
l→∞
(ψ1,l∗̃ψ2,l)∗̃φB
= lim
l→∞
(
ψ+1,l∗̃ψ
+
2,l + ψ
−
1,l∗̃ψ
−
2,l − ψ
+
1,l∗̃ψ
−
2,l − ψ
−
1,l∗̃ψ
+
2,l
)
∗̃φB.
Since ψ+j,l, ψ
−
j,l ∈ Pn−i, we get :
di(g)
2k(ψ1∗̃ψ2∗̃φB) 6 lim inf
l→∞
gk ·
(
ψ+1,l∗̃ψ
+
2,l + ψ
−
1,l∗̃ψ
−
2,l
)
∗̃φB. (2.22)
Applying Theorem 2.2.2.1 to φ := gk · (ψ+1,l∗̃ψ
+
2,l) (respectively g
k · (ψ−1,l∗̃ψ
−
2,l)), ψ := φB ∈
Val2i(E) and the convex body K := gk(B), we obtain
vol(gk(B))
(
gk · (ψε1,l∗̃ψε2,l)∗̃φB
)
≤ gk · (ψε1,l∗̃ψε2,l)(gk(B))φB(gk(B)), (2.23)
where ε ∈ {+,−}. On the other hand, by Theorem 2.2.2.3, we have
φB(g
k(B)) = V (gk(B)[2i], B[n− 2i])
= V (gk(B)[i+ s], gk(B)[i− s], B[n− 2i])
≤ C1V (gk(B)[i+ s], B[n− i− s])V (gk(B)[i− s], B[n− i+ s]),
where C1 > 0 is a constant which depends only on B, i and n.
By (2.21) and Theorem 2.2.2.1, we also have
lim inf
l→∞
((ψ+1,l∗̃ψ
+
2,l + ψ
−
1,l∗̃ψ
−
2,l)∗̃φB) ≤ C3 (2.24)
for some constant C3 > 0. Note that there exists a constant C2 > 0 such that
gk · (ψε1,l∗̃ψε2,l)(gk(B)) = C2(ψε1,l∗̃ψε2,l∗̃φB). (2.25)
By (2.22), (2.23), (2.24), (2.25) and the estimate for φB(gk(B)), we deduce that there exists
a uniform constant C4 > 0 such that
di(g)
2k(ψ1∗̃ψ2∗̃φB) ≤ C4V (gk(B)[i+ s], B[n− i− s])V (gk(B)[i− s], B[n− i+ s]). (2.26)
92 CHAPITRE 2. POSITIVITY OF CONVEX VALUATIONS
Next we consider the case for VPn−i.
We take approximations ψj,l such that liml→∞ ψj,l = ψj and
|ψj,l(L1, ..., Ln−i)| ≤ cV (B[n− i];L1, ..., Ln−i)
for some uniform constant c > 0, and any L1, ..., Ln−i. As we are reduced to the situation
| det g| = 1, this implies
|gk · ψj,l(L1, ..., Ln−i)| ≤ cV (gk(B)[n− i];L1, ..., Ln−i). (2.27)
By the definition of ∗̃ and (2.27), we get
gk · (ψ1,l∗̃ψ2,l)∗̃φB ≤ c2V (gk(B)[2i], B[n− 2i]).
Then the same arguments as above shows that
di(g)
2k(ψ1∗̃ψ2∗̃φB) ≤ C5V (gk(B)[i+ s], B[n− i− s])V (gk(B)[i− s], B[n− i+ s]). (2.28)
In summary, if ψ1∗̃ψ2∗̃φB > 0, after taking k-th root of the above inequality (2.26) or (2.28)
and letting k tend to infinity, we get
di(g)
2 ≤ di+s(g)di−s(g).
This contradicts with our assumption. Thus,
ψ1∗̃ψ2∗̃φB ≤ 0.
Since the valuations −ψ1 is also invariant, the previous argument holds and we also have :
(−ψ1)∗̃ψ2∗̃φB ≤ 0.
Hence, we must have ψ1∗̃ψ2∗̃φB = 0.
Finally we prove the statement (3). Suppose i = n − 1 (thus the assumption is d1(g)2 >
d2(g)).
We claim that
Pn−1
P
= Pn−1
C
= Pn−1
and that any valuation φ ∈ Pn−1
P is of the form V (L;−[n− 1]) for some L ∈ K(E).
Take φ ∈ Pn−1
P . By Corollary 2.2.3.9, there exists a sequence of valuations φj = V (Lj,−[n−
1]) such that ||φj − φ||P → 0. Then we have that V (Lj,B[n− 1]) is uniformly bounded above.
By Diskant’s inequality (similar to the estimate (2.9)), the convex bodies Lj (up to some
translations) are bounded. We can thus extract a subsequence of Lj (up to some translations)
converging to a convex body L. In particular, φ = V (L,−[n− 1]) as required.
Next let ψ ∈ Pn−1
C, we prove that ψ is also of the form ψ(−) = V (L;−[n − 1]). As
Pn−1 ⊂ Pn−1
P , any valuation in Pn−1 is of the form V (L;−). Hence there exists a sequence of
convex bodies Lk ∈ K(E) such that
||V (Lk;−[n− 1])− ψ||C → 0.
This implies that V (Lk;B[n− 1]) is uniformly bounded above. Then the same argument as in
the previous step shows that ψ = V (L;−[n− 1]) for some L ∈ K(E), as required.
This finishes the proof of the claim.
2.5. POSITIVITY OF INVARIANT CONVEX VALUATIONS 93
Now we have ψ1(−) = V (−[n− 1];K) and ψ2(−) = V (−[n− 1];L) for some K,L ∈ K(E).
Then ψi∗̃ψj ∗̃φB = 0 for i, j ∈ {1, 2} implies
V (K,L,B[n− 2]) = V (K[2], B[n− 2]) = V (L[2], B[n− 2]) = 0.
In particular,
V (K,L,B[n− 2]) = V (K[2], B[n− 2])V (L[2], B[n− 2]).
Now the uniqueness result follows from [Sch14, Theorem 7.6.8], which we present below as a
lemma.
Lemma 2.5.2.2. If the equality holds in
V (K,L,C1, ..., Cn−2) ≥ V (K[2], C1, ..., Cn−2)V (L[2], C1, ..., Cn−2),
where C1, ..., Cn−2 are smooth convex bodies with non-empty interior, then K,L are homothetic.
As in our setting, B is smooth, this immediately proves the uniqueness of invariant valua-
tions.
The proof for the extremal ray property also follows from the above lemma. Assume that
ψ ∈ Pn−1
γ is invariant and can be written as
ψ = φ1 + φ2,
where φ1 = V (−;K1), φ2 = V (−;K2). We need to verify that φ1, φ2 are proportional. The
vanishing of ψ∗̃ψ∗̃φB is equivalent to
V (K1, K2, B[n− 2]) = V (K1[2], B[n− 2]) = V (K2[2], B[n− 2]) = 0,
which yields that K1, K2 are homothetic. Thus ψ must lie in an extremal ray of the cone
Pn−1
γ ⊂ Vγn−1.
Weak closedness
The above argument for Theorem 2.5.2.1 (3) shows that the cone Pn−1 is closed with respect
to the topology given by || · ||P . Actually, this cone is also weakly closed in the following sense.
Observe that for any convex body K ∈ K(E), the evaluation map induces a continuous linear
form on VPk :
evK : VPk → R, φ 7→ φ(K).
The continuity of evK follows from
|φ(K)| 6 ||φ||PV (B[n− k], K[k]).
Consider the weak topology, which is the coarsest topology on VPk such that the evaluation
maps evK are continuous. We first note that the weak topology contains a countable basis of
neighborhoods. Consider the finite intersection of neighborboods of the form :
U =
{
φ ∈ VPk | |φ(P )−
N∑
i=1
aiV (P1,i, . . . , Pn−k,i, P [k])| < b
}
,
where ai, b ∈ Q, N ∈ N and where P and Pj,i are rational polytopes in E. By construction
U is an open set of VPk for the weak topology. The fact that such subset U defines a basis of
neighborhoods results from the density of rational polytopes inside K(E).
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Proposition 2.5.2.3. The cone Pn−1 ⊂ VPn−1 is closed with respect to the weak topology. In
particular, one has the following equality :
Pn−1
P
= Pn−1 = Pn−1
w
,
where Pn−1
w is the closure of the cone Pn−1 with respect to the weak topology and where Pn−1
P
is the closure of the cone Pn−1 with respect to the norm || · ||P .
Proof. Since the space VPn−1 endowed with the weak topology is first countable, every point
φ ∈ VPn−1 in the weak closure of the cone Pn−1 is the weak limit of a sequence φj ∈ Pn−1. Recall
that every valuation in Pn−1 is of the form V (M ;−[n − 1]) for some convex body M ∈ K(E)
and one can write each φj as φj = V (Lj;−[n−1]) where Lj ∈ K(E). Since φj converges weakly
to φ, this implies that :
φj(B) = V (Lj,B[n− 1])→ φ(B),
as j tend to +∞. In particular, the sequence {V (Lj,B[n−1])}j is bounded. By Diskant’s inequa-
lity, there exists a subsequence of the sequence {Lj}j∈N (up to translations), which converges
to a convex body L. Hence, we have that φ = V (L;−[n− 1]) for some L ∈ K(E) and φ ∈ Pn−1
as required.
Remark 2.5.2.4. We are not sure about the weak closedness of Pk when k 6= n− 1.
Remark 2.5.2.5. In general the invariant valuations are not smooth. The invariant valuations
in [FW12] are given by the volume of a projection onto a linear subspace. By the reduction
formula for mixed volumes, they are given by mixed volumes, which are elements in Pi.
Remark 2.5.2.6. For any g ∈ GL(E), the action of g satisfies g(Pi) ⊂ Pi. Recall that in
functional analysis we have the famous Krein-Rutman theorem :
Let X be a Banach space, and let C ⊂ X be a closed convex cone such that C −C is
dense inX. Let T : X → X be a non-zero compact operator satisfying T (C) ⊂ C, and
assume that its spectral radius ρ(T ) is strictly positive. Then there is an eigenvector
u ∈ C \ {0} such that T (u) = ρ(T )u.
If X is of finite dimension, then this is the Perron-Frobenius theorem, which is very useful to
construct invariant classes in complex dynamics. In our setting, in general the induced linear
operator by g is not compact. However, if we consider the finite dimensional space ValG(E)
where G ⊂ SO(E) is a compact subgroup acting transitively on the unit sphere of E, and
consider appropriate cones in this space, then we can apply the result directly.
Remark 2.5.2.7. We remark that the same vanishing result also holds true for the dynamics of
dominated holomorphic maps. Furthermore, by Hodge theory (see e.g. [Voi07]), the extremal
ray property holds true for invariant (1, 1) classes. More precisely, using the notations in Section
2.5.1, we have :
LetX be a compact Kähler manifold of dimension n. Let f : X → X be a dominated
holomorphic self-map. Assume 2k ≤ n. If d2k > dk+sdk−s, then for any Kähler class
ω and any invariant positive classes Θ1,Θ2 ∈ Pk ⊂ Hk,k(X,R) we have
Θ1 ·Θ2 · ωn−2k = 0.
Moreover, if d21 > d2, then the non-zero invariant class Θ ∈ P1 is unique (up to
some scaling) and lies in an extremal ray of P1.
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The proof of Θ1 ·Θ2 ·ωn−2k = 0 is the same as in Theorem 2.5.2.1, where we apply the reverse
Khovanskii-Teissier inequality in complex geometry [LX17]. For the uniqueness and extremity
of Θ ∈ P1, we decompose Θi, i = 1, 2 as follows :
Θi = aiω + Pi,
where ai ∈ R, and Pi is a primitive class, i.e., ωn−1 · Pi = 0. Since Θi · Θj · ωn−2 = 0 for
i, j ∈ {1, 2}, both P1 and P2 can not be zero. Moreover, combining with ωn−1 · Pi = 0 implies
P 21 · ωn−2 = −a21ωn,
P 22 · ωn−2 = −a22ωn,
P1 · P2 · ωn−2 = −a1a2ωn.
Thus the matrix [Pi · Pj · ωn−2]i,j is degenerate. By Hodge-Riemann bilinear relations, we have
P1 = cP2 for some non-zero constant c. Then we get a21 = c2a22. We claim a1 = ca2, which then
implies Θ1 = cΘ2. If some ai = 0, then this is clear ; otherwise, if a1 = −ca2, by considering
Θ1 − cΘ2 we get that ω is also an invariant class, which is impossible by the vanishing result.
Thus we finish the proof of the uniqueness result. The extremity property follows from the same
argument.
96 CHAPITRE 2. POSITIVITY OF CONVEX VALUATIONS
Chapitre 3
Degree growth of tame automorphisms
preserving an affine quadric threefold
3.1 Introduction
We work over an algebraically closed field k of characteristic zero.
In Chapter 1, we have seen that the degree growth of a rational map is partially encoded
by its dynamical degrees. In dimension two, these asymptotic growth rates are known for
birational maps ([Giz80],[DF01]), for polynomial maps of the affine plane ([FJ11]), for monomial
maps ([Lin12], [FW12]). From the dimension three on, very few examples have been computed
and finding large classes of rational maps for which the dynamical degrees can be determined
explicitly remains a difficult task. The main reason is that we usually rely on the construction
of a good birational model (e.g. an algebraically stable model in the sense of Fornaess and
Sibony [FS95]) to find the degree sequences, but the structure of the set of birational models
of threefolds is far more complicated than its analog for surfaces.
A first natural choice would be the group of polynomial automorphisms of the three di-
mensional affine space. Even though there has been some recent progress on the structure of
this group ([Wri15], [Lam15], [LP18a]), it still remains quite mysterious. We have thus turned
our attention to a simpler situation, namely the subgroup of tame automorphisms of the affine
quadric threefold.
We denote by (x, y, z, t) the affine coordinates in A4 and consider the affine quadric Q given
by :
Q = V (xt− yz − 1).
Observe that the Picard group of the closure Q of Q in P4 is generated by H = c1(O(1)|Q) so
that one can define the algebraic degree of an automorphism by :
deg(f) := deg1(f) = (π
∗
1H
2 · π∗2H),
where π1 and π2 are the projections of the graph of the birational map induced by f inQ×Q onto
the first and the second factor respectively. Observe that by definition deg2(f) = (π∗1H ·π∗2H2) =
deg(f−1) since f is an automorphism. The subgroup Tame(Q) of tame automorphisms is defined
as the subgroup generated by affine automorphism and transformations induced by :
(x, y, z, t) 7→ (x, y, z + xP (x, y), t+ yP (x, y)),
with P ∈ k[x, y].
Theorem 9. Let f be a tame automorphism, then one of the following possibilities occur :
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(i) The sequence (deg(fn), deg(f−n)) is bounded and f is conjugated to linear map ; or f 2
is conjugated to an automorphism of the form
(x, y, z, t) 7→ (ax, by+xR(x), b−1z+xP (x, y), a−1(t+ yP (x, y) + zR(x) +xR(x)P (x, y)))
with a, b ∈ k∗, P ∈ k[x, y] and R ∈ k[x].
(ii) There exists a constant C > 0 such that :
1
C
n 6 deg(f εn) 6 Cn,
for all ε ∈ {+1,−1} and f is conjugated to an automorphism of the form :
(x, y, z, t) 7→ (ax, b−1(z+xR(x)), b(y+xP (x)z), a−1(t+z2P (x)+yR(x)+xzP (x)R(x))),
with a, b ∈ k∗, R ∈ k[x] and P ∈ k[x] \ k.
(iii) The sequences deg(fn) and deg(f−n) grow at least exponentially and there exists a
constant C(f) > 0 such that :
min(deg(f−n), deg(fn)) > C(f)
(
4
3
)n
.
Theorem 9 is a first step towards an understanding of the dynamical degrees of tame auto-
morphisms.
Corollary 1. The following inclusion is satisfied :
{λ1(f) | f ∈ Tame(Q)} ⊂ {1} ∪ [4/3,+∞[.
This result is reminiscent of a theorem of Blanc and Cantat [BC16, Corollary 2.7] stating
that the set of first dynamical degrees of any birational surface maps is included in {1}∪[λL,∞)
where λL ' 1.176280 denotes the Lehmer number
Another immediate consequence of Theorem 9 is the following corollary.
Corollary 2. Any tame automorphism f ∈ Tame(Q) satisfying λ1(f) = 1 preserves a fibration
or belongs to O4 and both sequences deg(fn), deg(f−n) are either bounded or linear.
This corollary gives a positive answer to a question by Urech [Ure16, Question 4] in a special
situation.
Our strategy of proof of Theorem 9 exploits extensively the structure of the group of tame
automorphisms. We use the natural action of Tame(Q) on a square complex C which was
introduced and studied by Bisi-Furter-Lamy in [BFL14]. This action is faithful, transitive on
squares, and isometric. The complex C plays the same role for Tame(Q) as the Bass-Serre tree
for Aut[k2].
One of the main result of [BFL14] is that C is a geodesic space which is both CAT(0) and
Gromov-hyperbolic. As a result, a tame automorphism induces an action on the complex which
is rather constrained : either it is elliptic and fixes a vertex in the complex C ; or it is hyperbolic
and acts by translation on an invariant geodesic line.
Using an explicit description of the stabilizer subgroups of each vertices, we compute the
degree sequences of elliptic tame automorphisms.
The crucial point of the proof is the study in Section 3.6 of the degree growth of hyperbolic
automorphisms. When the invariant geodesic line remains in a band (i.e a subset of C isometric
to [0, 2]×R2), the degree of the iterates is multiplicative and the dynamical degree is an integer.
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When the invariant geodesic leaves a band, the multiplicativity of the degrees of the iterates
fails in general. The core of the proof is to show that in this case the sequence of degrees is
bounded from below by C (4/3)n for some positive constant C > 0. Let us explain how this is
done.
To simplify the discussion denote by v0 the unique vertex of C which is fixed by all li-
near transformations preserving the quadric and by dC the distance in the complex C. Let
f ∈ Tame(Q) be any hyperbolic automorphism. First we show that by conjugating with an ap-
propriate automorphism, we can suppose that v0 lies at distance ≤ 2 of an f -invariant geodesic
line. Suppose that v0 is contained in an invariant geodesic of f . Our goal is to prove that
deg(fn) > (4/3)dC(v0,f
n·v0) for all n ∈ N. (3.1)
The sequence of 2× 2 squares cut by the geodesic segment [v0, fn · v0] allows us to write
fn = gp ◦ gp−1 · · · ◦ g1 (3.2)
as a composition of elementary automorphisms and affine transformations preserving the qua-
dric. This decomposition is not unique in general and ideally, one would hope to prove that the
degree is multiplicative so that deg(fn) ≥
∏p
i=1 deg(gi). The obstruction to this property is the
presence of resonances, which are explained as follows. Two regular functions P,R ∈ k[Q] are
resonant if there exists λ ∈ k∗ and two integers p, q such that deg(P p − λRq) < p deg(P ) =
q deg(R) and they are called critical if p = 1 or q = 1.
In the case these resonances are not critical, then we show that one can apply the so-
called parachute inequalities (recalled in Section 3.4.6) to deduce (3.1). These inequalities are
elementary valuative estimates on the values of partial derivatives of suitable polynomials, and
are derived from the proof of Nagata’s conjecture by Shestakov-Umirbaev (see [SU03], [Kur16],
[LV13]).
To get around the appearance of critical resonances, we prove that fn always admits an
appropriate factorization for which the parachute inequalities can be applied inductively. In
other words, we write fn = g′p ◦ . . . ◦ g′1 where g′i are tame automorphisms such that for each
i 6 p, g′i+1 and (g′i ◦ . . . ◦ g′1) do not have critical resonances.
Denote by S0, · · · , Sp the 2 × 2 squares cut by the geodesic segment [v0, fn · v0]. We fix a
valuation ν of monomial type (see §3.4.2 for a precise definition) such that one of the vertex of S0
has ν-value strictly less than the three others. This dissymmetry induced by ν on these vertices
appears to be crucial when we apply our key Proposition (see 3.6.1.2) to find an alternative
sequence of squares. Arguing by induction, we then show that we can modify the sequence of
squares to obtain a family S := {S0, S ′1 · · · , S ′p} such that every consecutive edge has no critical
resonances. To construct S we exploit in a deep way the geometry of the link of the vertices of
the complex. The induction argument is detailed in §3.6.1 to §3.6.6. The proof of Theorem 9
and 10 are given in §3.6.7 and §3.6.8 respectively.
Our methods also yield the next result of independent interest.
Theorem 10. Consider the vertex v0 in the complex which is fixed by all affine transformations
preserving the quadric, then for any tame automorphisms f ∈ Tame(Q) for which f is not affine,
the following inequality holds :
log(deg(f)) >
log(4/3)
2
√
2
dC(f · v0, v0)− 2 log(4/3),
where dC denotes the distance in the complex.
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This phenomenon already appears in the case of plane automorphisms since one can bound
from below the logarithm of the degree of a plane automorphism by log(2) multiplied by the
distance between two vertices in the Bass-Serre tree associated to the group Aut(A2). Also in
the case of Bir(P2), there is a relationshipt between the degree and the distance on a suitable
hyperbolic space.
3.2 General facts on the tame group of the quadric
We work over an algebraically closed field k of characteristic zero. We fix some affine coor-
dinates (x, y, z, t) ∈ A4 and consider the smooth affine quadric threefold Q given by :
Q := V (xt− yz − 1) ⊂ A4.
We also fix an open embedding A4 ⊂ P4 so that A4 = V (w) in the homogeneous coordinates
[x, y, z, t, w] ∈ P4.
In this section, we briefly describe the geometry of the affine quadric and give some preli-
minary properties of its elementary and orthogonal group of automorphism.
3.2.1 The geometry of a quadric threefold and its compactification in
P4
The affine variety Q ⊂ A4 is a smooth quadric threefold. The Zariski closure Q of the affine
quadric is also smooth in P4 and has Picard rank one by Lefschetz hyperplane theorem. A
birational map from Q to P3 is given by choosing a point p0 ∈ Q and sending a point p ∈ Q to
the intersection of the line (pp0) with a hyperplane in P4 which does not contain p0.
We denote by H∞ := Q\Q the hyperplane section at infinity. It is a smooth quadric surface
given in homogeneous coordinates by :
H∞ := V (xt− yz) ⊂ P4.
We identify H∞ with P1×P1 by the isomorphism induced by the composition of the Segre
embedding P1×P1 ↪→ P3 with the inclusion P3 = V (w) ↪→ P4. In homogeneous coordinates, it
is given by :
([ξ0, ξ1], [η0, η1]) 7→ [ξ0η0, ξ0η1, ξ1η0, ξ1η1, 0]. (3.3)
Any line in H∞ of the form {λ} × P1 (resp. P1×{λ}) where λ ∈ P1 is said to be vertical
(resp. horizontal).
([0, 1], [0, 1]) = [0, 0, 0, 1, 0] ∈ Q
([0, 1], [1, 0]) = [0, 0, 1, 0, 0] ([1, 0], [1, 0]) = [1, 0, 0, 0, 0]
([1, 0], [0, 1]) = [0, 1, 0, 0, 0]
horizontal line P1×{λ}
vertical line {λ} × P1
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The two projection maps πx : Q → A1 and πy : Q → A1 given by :
πx :(x, y, z, t) ∈ Q 7→ x,
πy :(x, y, z, t) ∈ Q 7→ y,
induce algebraic fibrations which are trivial over A1 \ {0} such that π−1x (A1 \ {0}) and π−1y (A1 \
{0}) are isomorphic to A1 \ {0} × A2. Observe that the fibers over 0 are both isomorphic to
A1 × A1 \ {0} so that the fibrationas are not locally trivial over a neighborhood of the origin.
Observe that the intersection with H∞ of the closure of the fiber over 0 in Q is the union of a
vertical line and a horizontal line. The projection on the two components :
πx,y : (x, y, z, t)→ (x, y)
induces a surjective morphism πx,y : Q → A2 \ (0, 0) which is also trivial over A2 \ {x = 0}.
The affine quadric Q carries naturally a volume form Ω which is the Poincaré residue of the
rational 4-form dx ∧ dy ∧ dz ∧ dt/f along Q. More explicitly, Ω is defined by :
Ω =
dx ∧ dy ∧ dz
x
|Q =
dy ∧ dz ∧ dt
t
|Q =
dx ∧ dz ∧ dt
z
|Q.
One checks that Ω extends as a rational 3-form Ω on Q such that its divisors of poles and zeros
satisfies
div(Ω) = −3[H∞].
3.2.2 The orthogonal group
A regular automorphism f of Q is determined by a morphism f ] of the k-algebra k[Q] and
hence by its image on the four regular functions x, y, z, t. If we denote by fx, fy, fz, ft ∈ k[Q]
the image of x, y, z, t by f ], it is convenient to adopt a matrix-like notation for f as follows :
f =
(
fx fy
fz ft
)
.
Observe that fxft − fzfy = 1 since f ] is a morphism of the k-algebra k[Q] and that any such
automorphism preserves the volume form Ω (up to a constant).
Denote by q(x, y, z, t) = xt − yz the quadratic form defined on the vector space V = k4.
The group O4 is the subgroup of linear automorphisms of k4 which leave the quadratic form q
invariant :
O4 = {f ∈ GL4(k) | q ◦ f = q}.
An element of O4 naturally defines an automorphism of the quadric hypersurface Q. As a
consequence, we have that for any f ∈ O4,
f ∗Ω = ε(f)Ω,
where ε : O4 → k∗ is a morphism of groups. Since Ω is the Poincare residue of the form
dx ∧ dy ∧ dz ∧ dt/(xt − yz − 1) to Q, this implies that for any f ∈ O4, ε(f) is equal to the
determinant of the endomorphism of k4 associated to f , hence ε(f) ∈ {+1,−1}. The subgroup
SO4 is the kernel of ε and has index 2 in O4.
Observe that every element of O4 extends as regular automorphism of Q which leaves the
hyperplane at infinity invariant. In particular, the restriction map onto H∞ induces a morphism
of groups from O4 onto Aut(P1×P1).
The main properties of O4 and SO4 are summarized in the following proposition.
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Proposition 3.2.2.1. The following properties are satisfied :
(i) The group SO4 acts transitively on the set of horizontal and vertical lines at infinity
respectively, and on the set of points at infinity.
(ii) Any element of f ∈ O4 which does not belong to SO4 exchanges the horizontal lines at
infinity with the vertical lines at infinity.
(iii) The following sequence is exact.
1 // {+1,−1} // O4 // Aut(P1×P1) // 1.
(iv) For any element f ∈ O4, we have :
f ∗Ω = ε(f)Ω,
where ε(f) ∈ {+1,−1} and Ker(ε) = SO4.
Proof. Observe that (iii) follows directly from the following exact sequence :
1 // {+1,−1} // O4 // PSO4 // 1,
and the fact that PSO4 ' PGL2×PGL2 which is given in [FH91, Section 23.1].
In particular, (iii) directly implies (i).
3.2.3 Elementary transformations
The group EV (resp. EH) of vertical (resp. horizontal) elementary transformations is defined
by
EV :=
{(
ax by
b−1(z + xP (x, y)) a−1(t+ yP (x, y))
)
| P ∈ k[x, y], a, b ∈ k∗
}
,
EH :=
{(
ax b(y + xP (x, z))
b−1z a−1(t+ zP (x, z))
)
| P ∈ k[x, y], a, b ∈ k∗
}
.
The terminology comes from the fact that these transformations are restrictions to the quadric
of transformations of A4 of the form
(x, y, z, t)→ (x, y + P (x), z +R(x, y), t+ S(x, y, z))
where P ∈ k[x], R ∈ k[x, y], S ∈ k[x, y, z], which are elementary in the sense of [SU03].
Any automorphism in EV fix the two fibrations πx : (x, y, z, t)→ x and πy : (x, y, z, t)→ y
and this geometric property characterizes the group EV (see Proposition 3.2.3.1 below). An
explicit computation proves that any elementary automorphism f preserves the volume form
Ω :
f ∗Ω = Ω.
Proposition 3.2.3.1. An automorphism f ∈ Aut(Q) belongs to the subgroup EV (resp. EH) if
and only if f fixes the two fibrations πx, πy : Q → A1 (resp. πx, πz : Q → A1).
Before proving this Proposition, we shall need the following lemma :
Lemma 3.2.3.2. Take f ∈ k[Q] a regular function which is nowhere vanishing on Q, then
f ∈ k∗.
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Proof. Denote by I the ideal generated by (q− 1) and (f), then one has V (I) = V ((q)) and by
the Nullstellensatz we obtain : √
I = (q − 1),
where
√
I is the radical of I. In particular, there exists an integer n such that q − 1 divides fn
and fn belongs to k∗.
Proof. If f belongs to EV then f clearly preserves the two fibrations πx and πy. Let us prove
the converse implication. Take f ∈ Aut(Q) such that f preserves both fibrations πx and πy.
Step 1 : Since the fibers of πx and πy over A1 \{0} are isomorphic to A2 and the fibers over
0 are isomorphic to A1 × A1 \ {0}, we deduce that f must fix the fibers π−1x (0) and π−1y (0). In
particular, this implies that there exists a, b ∈ k∗ such that the maps induced by f on the base
are given by x 7→ ax and y 7→ by.
Step 2 : Observe that
ϕ : (x, y, s) 7→ (x, y, s, 1 + ys
x
)
is an isomorphism from A2 \{x = 0}×A1 to Q\π−1x (0) and that ϕ−1 ◦f ◦ϕ is an automorphism
of A2 \{x = 0}×A1 which fixes the fibration induced by the first projection. As a consequence,
there exists A ∈ k[x, y][x−1] and B ∈ k[x, y][x−1] such that :
ϕ−1 ◦ f ◦ ϕ : (x, y, s) 7→ (ax, by, b−1(A(x, y)s+B(x, y))).
In particular, this implies that f is given by :
f =
 ax by
b−1(A(x, y)z +B(x, y)) a−1
(
1 + yzA
x
+
yB(x, y)
x
) 
Step 3 : We prove that A = 1 and that B is of the form xP where P ∈ k[x, y]. Since f is
an automorphism of the quadric, by Lemma 3.2.3.2, there exists a constant c ∈ k∗ such that :
f ∗Ω = cΩ,
where Ω is the volume form on Q. A straightforward computation implies that A = c. Moreover,
the map f expressed in the chart y 6= 0 is of the form :
(x, t, y) 7→
 ax by
b−1
(
c(xt− 1)
y
+B(x, y)
)
a−1
(
1 + (xt− 1)c
x
+
yB(x, y)
x
)  .
Since the fourth component must be a regular function on the quadric, in particular, the function
(1 + (xt− 1)c)/x+ yB/x must be regular at x = 0. This condition implies that c = 1 and that
x|B. In particular, B = xP where P ∈ k[x, y] as required. We have thus :
f =
(
ax by
b−1(z + xP (x, y)) a−1(t+ yP (x, y))
)
∈ EV,
which concludes the proof.
Let us now focus on the properties of the action of these elementary transformations on
the compactification Q. Recall that the indeterminacy locus Ind(f) ⊂ Q of a rational map
f : Q 99K Q is the set of critical values of the morphism π1 : Γf → Q where π1 is the projection
of the graph of f in Q×Q onto the first component.
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For the proof of our next result, we need to introduce some technical terminologies on New-
ton polygons (see [CLS11, Section 2.3]). Recall that the Newton polygon ∆(P ) of a polynomial
P ∈ k[u,w] is the convex hull of points (i, j) ∈ N2 appearing in the power series expansion of
P . Observe that the Newton polygon of a polynomial is a rational polytope.
Given a polynomial P ∈ k[x, y] of degree p and λ ∈ P1, we define the polynomial Pλ ∈ k[u,w]
by the formula :
Pλ(u,w) :=

wpP
(
1
w
,
η + u
w
)
if λ = [1, η] where η ∈ k,
wpP
(
u
w
,
1
w
)
if λ = [0, 1].
(3.4)
The polygon ∆(P,λ) associated to the pair (P, λ) is the Newton polygon of the polynomial
Pλ ∈ k[u,w].
Definition 3.2.3.3. A pair (P, λ) where P ∈ k[x, y] is a polynomial of degree p and λ ∈ P1 is
special if the following conditions are satisfied.
(i) We have P (λ) = 0 where P is the homogeneous component of P of maximal degree in
x, y.
(ii) There exists a Puiseux series u(w) such that ordw u(w) > 0 and such that :
ordw Pλ(u(w), w) > p. (3.5)
Theorem 3.2.3.4. Consider the elementary transformation e ∈ EV given by :
e =
(
ax by
b−1(z + xP (x, y)) a−1(t+ yP (x, y))
)
,
where P ∈ k[x, y] \ k[x].
(i) The indeterminacy set of e is contained in H∞ and is given by (under the identification
H∞ ' P1×P1) :
Ind(e) :=
(
{[0, 1]} × P1
)
∪
(⋃
n
P1 × {λn}
)
,
where λn ∈ P1 describes all the values for which the pair (P, λn) is special.
(ii) The image of a point in m ∈ H∞\Ind(e) is the intersection of the horizontal line passing
through m with the vertical passing through [0, 0, 0, 1, 0] ∈ Q.
Remark 3.2.3.5. By symmetry, an element of EH contracts the hyperplane at infinity H∞ ∩ Q
to the line P1×{[0, 1]}.
We have the following picture.
Example 3.2.3.6. Consider the polynomial P ∈ k[x, y] given by :
P = 2x2y − 3xy2 + y3 − 2xy + 2y2 − 2x+ 2y + 3,
and let e be the elementary morphism given by :
e =
(
x y
z + xP (x, y) t+ yP (x, y)
)
.
The zeros of P̄ are the points [1, 0], [1, 1] and [1, 2] ∈ P1 and only (P, [1, 0]) is special. We have
thus :
Ind(e) = {[0, 1]} × P1 ∪P1×{[1, 0]}.
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(0, 0) = [0, 0, 0, 1, 0] ∈ Q
(0,∞) (∞,∞)
(∞, 0)
e(m)•
m
•
Figure 3.1 – Indeterminacy set of an elementary transformation (in red) which satisfies condi-
tion (3.5) on the hyperplane at infinity H∞ ' P1×P1.
Proof. Take P ∈ k[x, y] \ k[x] so that e ∈ EV is given by :
e =
(
ax by
b−1(z + xP (x, y)) a−1(t+ yP (x, y))
)
,
where a, b ∈ k∗. Since we can always consider g ◦ e where g a linear automorphism of the form(
a−1x b−1y
bz at
)
,
we can suppose that a = b = 1. Denote by F the closed subset in H∞ given by :
F = {[0, 1]} × P1 ∪
(⋃
n
P1 × {λn}
)
where λn ∈ P1 are the zeros of the section P .
Step 1 : e is the restriction to Q of the birational map of P4
E : [x, y, z, t, w] 7→ [xwp, ywp, zwp + xwpP (x/w, y/w), twp + ywpP (x/w, y/w), wp+1].
In particular, we obtain :
E([x, y, z, t, 0]) = [0, 0, xP̄ (x, y), yP̄ (x, y), 0],
so that the indeterminacy locus of E is contained in
(P̄ (x, y) = 0) ∩ (w = 0) ⊂ P4 .
This implies that
Ind(e) ⊂ Ind(E) ∩H∞.
Moreover, the image of a point m ∈ H∞ \ F by e is exactly the intersection of the horizontal
line passing by m with the vertical line {[0, 1]} × P1 proving (ii). The hyperplane at infinity is
thus contracted to the vertical line [0, 1]× P1 at infinity, in particular we have that :
{[0, 1]} × P1 ⊂ Ind(e).
We have proven that
Ind(e) ⊂ F.
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Step 2 : Suppose that the pair (P, λ) is special. Up to a conjugation by the involution
(x, y, z, t)→ (−y, x,−t, z)
which exchanges the lines P1×{[0, 1]} and P1×{[1, 0]} at infinity, we can suppose that λ ∈
P1 \[0, 1] and λ = [1, η] where η ∈ k. Take a point m ∈ P1 \{[0, 1]} × {λ} on that line and
suppose by contradiction that e is regular at this point. Then e must map m to the point
of intersection m′ = [0, 0, 1, η, 0] ∈ H∞ of the horizontal line P1×{λ} with the vertical line
[0, 1] × P1. Let m = [1, η, ξ, ξη, 0] be the homogeneous coordinates of m where ξ ∈ k. A
coordinate chart near m is given by :
ϕm : (u, v, w)→ [1, u+ η, v + ξ, (v + ξ)(u+ η) + w2, w].
Since P (1, η) = 0, the map e ◦ ϕm is given in coordinate charts by :
(u, v, w)→ [wp, (η + u)wp, (ξ + v)wp + Pλ(u,w),
((ξ + v)(η + u) + w2)wp + (η + u)Pλ(u,w), w
p+1].
In the previous expression, we notice that the third and fourth component in the homogeneous
coordinates contain a term of the form Pλ where λ = [1, η] as in (3.4).
Choose a Puiseux series u for which condition (3.5) is satisfied. Consider the local branch
c : (A1, 0)→ (A3, 0) given by
c : s→ (u(s), v(s) = s, w(s) = s).
An explicit computation proves that the composition e ◦ ϕm ◦ c defines a local branch near the
point m′′ ∈ Q given in homogeneous coordinates by m′′ = [1, η, ξ′, ξ′η, 0] where ξ′ ∈ k is the
coefficient in the leading term in the Taylor expansion of P (1/w, (η+u)/w)wp. This contradicts
our assumption since the two points m′ and m′′ are distinct. We have thus proved that
{[0, 1]} × P1 ∪
(
P1×{λ}
)
⊂ Ind(e).
Step 3 : Conversely, suppose that λ ∈ P1 such that P (λ) = 0 but the pair (P, λ) is not
special. We prove that e is regular at any point m ∈ P1 \{[0, 1]} × {λ} at infinity. By the
same argument as in the previous step, we suppose that λ ∈ P1 \{[0, 1]}. Let λ = [1, η], m =
[1, η, ξ, ξη, 0] in homogeneous coordinates where η, ξ ∈ k and let ϕm be the chart near the point
m previously defined. We prove that for any morphism c′ : (A1, 0) → (Q,m), the composition
e ◦ c′ induces a homomorphism of local rings from OA1,0 to OQ,m′ where m′ = [0, 0, 1, η, 0] is the
intersection at infinity of the lines P1×{λ} and {[0, 1]}× P1. Suppose that the local morphism
ϕm ◦ c′ : (A1, 0)→ (A3, 0) is given by :
ϕm ◦ c′ : s→ (u(s), v(s), w(s)),
where u, v, w : (A1, 0)→ (A1, 0) are regular functions at 0. Let p1, p2, p3 be the order of vanishing
along the maximal ideal in OA1,0 of u, v and w respectively. Observe that we can suppose that
the germ c′ does not belong to H∞ and this implies that p3 > 0. In particular, there exists two
Puiseux series f and g such that u(s) = f(w(s)) and v(s) = g(w(s)).
Since the pair (P, λ) is not special, the Puiseux series f does not satisfy condition (3.5).
This implies that :
ordw w
pP
(
1
w
,
η + f(w)
w
)
< p,
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whereas ordw wp = p 6 ordw((η + u)wp). Consider the local branch c′′ near the point 0 in A3
given by :
c′′ : τ 7→ (u = f(τ), v = g(τ), τ),
then an explicit computation in coordinates proves that the composition e ◦ ϕm ◦ c′′ is given
by :
τ 7→ [O(τ p−r), O(τ p−r), 1 +O(τ), η +O(τ), τ p+1−r],
where r = ordw wpP (1/w, (η + f(w))/w) and where O(τ l) denote a term which vanishes with
order larger or equal than l. In particular, the composition e ◦ ϕm ◦ c′′ defines a local branch
near the point m′ = [0, 0, 1, η, 0]. This implies that the morphism e ◦ c maps (A1, 0) to (Q,m′),
as required.
Condition (3.5) can be expressed combinatorially. Recall that if ∆(P,λ) is 2-dimensional, the
normal fan of the Newton polytope ∆(P,λ) is a fan where the one dimensional rays are the inner
normal vectors of the polytope (i.e the normal vector which pointing to the interior of the
polytope). We thus have the following characterization.
Proposition 3.2.3.7. Let Q =
∑
i,j aiju
iwj ∈ k[u,w] be a polynomial of degree q and let ∆(Q)
be the Newton polygon of Q. Then the following assertions are equivalent.
(i) There exists a Puiseux series u(w) such that ordw u(w) > 0 and such that :
ordwQ(u(w), w) > q.
(ii) Either the Newton polygon ∆(Q) does not contain any point on the segment {0}× [0, q[,
or ∆(Q) is 2-dimensional and there exists two integers (p1, p2) ∈ N × N∗ which satisfy
the following conditions :
(a) The vector (p1, p2) is an inner normal vector of the polygon ∆(Q).
(b) The line {(x, y) ∈ R2 | p1x + p2y = p2q} which passes through the point (0, q) and
which is normal to (p1, p2) intersects the polygon ∆(Q).
(c) There exists (u0, w0) ∈ (k∗)2 such that for any integer l < qp2 :∑
p1i+p2j=l
aiju
i
0w
j
0 = 0.
Remark 3.2.3.8. This proposition provides an effective way to compute the indeterminacy locus
of an elementary automorphism.
Proof. We prove (i)⇒ (ii) : Let u(w) be a Puiseux series which satisfies (i). By definition, there
exists an integer q ∈ N∗ such that u ∈ k((w1/q)). Let us consider p2 = q and p1 = ordw u(w) · q.
If the polygon ∆(Q) belongs to the half space
{(x, y) | p1x+ p2y > p2q},
then (ii) is satisfied since the segment {0}× [0, q[ does not intersect the Newton polygon ∆(Q).
Suppose that ∆(P ) is 2-dimensional and contains a point in the segment {0} × [0, q[. Let
us prove that assertion (a) must be satisfied. Suppose that (p1, p2) is not an inner normal
vector of the polygon ∆(Q), then this implies that ordw(Q(u(w), w)) < q which contradicts our
assumption.
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Suppose that condition (b) is not satisfied, then we have that ∆(Q) is contained in the
half-space {(x, y) ∈ R2 | p1x+ p2y < p2q}. In particular, this implies that :
ordw(Q(u(w), w)) < q,
which contradicts our assumption.
Let us prove that condition (c) is satisfied. Write u(w) = u0wp1/p2(1 +
∑
i=1 biw
γi) where
bi ∈ k, (γi) is a strictly increasing sequence of positive rational numbers and u0 ∈ k∗, then the
condition that ordw(Q(u(w), w) ≥ q implies that (u = u0, v = 1) satisfies :∑
ip1+jp2=l
aiju
i
0 = 0
for any l < p2q. We have thus proven that condition (c) is satisfied.
Let us prove (ii)⇒ (i). Suppose that the Newton polygon ∆(Q) does not contain any point
in the segment {0}× [0, q[, then there exists two integers (p1, p2) ∈ N×N∗ such that the polygon
∆(Q) is contained in the half plane :
{(x, y) ∈ R2 | p1x+ p2y > p2q}.
In particular, this implies that any Puiseux series u(w) of the form :
u(w) = u0w
p1/p2 ,
where u0 is generic, satisfies (i).
Suppose that the Newton polygon is 2-dimensional but intersects the segment {0} × [0, q[.
Consider (p1, p2) satisfying the conditions (a), (b) and (c). Consider (u0, w0) ∈ k∗ which satisfy
condition (c) and the Puiseux series u(w) given by :
u(w) = u0
(
w
w0
)p1/p2
.
By construction, every term of order strictly smaller than q vanishes, hence :
ordw P (u(w), w) > q.
We have thus proven (i).
3.3 The square complex associated to the tame group
The tame group, denoted Tame(Q), is the subgroup of Aut(Q) generated by EV and O4. It
is naturally included in Bir(P3) since the variety Q is rational.
Lemma 3.3.0.1. Any tame automorphism fixes the volume form Ω up to a sign, i.e there exists
a group morphism ε : Tame(Q)→ {+1,−1} such that :
f ∗Ω = ε(f)Ω,
for all f ∈ Tame(Q).
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The subgroup STame(Q) is the kernel of ε, it is generated by SO4 and EV and has index 2
in Tame(Q).
The tame group Tame(Q) is a strict subgroup of Aut(Q). The proof of the strict inclusion
is due to Lamy-Vénereau who adapted the ideas from [SU03] to prove that the automorphism
given by (
x− y(x− t)n y
z + (x− t)(x+ t)n − y(x+ t)2n t+ y(x+ t)n
)
is not tame (see [LV13, Section 5.1]). Bisi-Furter-Lamy went further in the study of this group
and proved that this group satisfies the Tits alternative (see [BFL14, Theorem C]). Their proof
relies on the construction of a square complex on which the group acts by isometry which we
now recall.
3.3.1 Construction of the square complex
The square complex, denoted C, is a 2-dimensional polyhedral complex where the cells of
dimension 2 are squares and where the cells of dimension 0 and 1 have some special markings.
We say that a regular function f1 ∈ k[Q] is a component of an automorphism if there exists
f2, f3, f4 ∈ k[Q] such that f = (f1, f2, f3, f4) defines an automorphism of the quadric. One
similarly defines the notion of components for a pair (f1, f2) or for a triple (f1, f2, f3) of regular
functions on Q when they can be completed to a 4-tuple defining an automorphism of the affine
quadric.
We distinguish three types of vertices for the complex C :
• Type I vertices are equivalence classes of components f1 ∈ k[Q] of an automorphism,
where two components f1 and f2 are identified if there exists an element a ∈ k∗ such
that f1 = af2. A vertex induced by a component f1 ∈ k[Q] is denoted by [f1].
• Type II vertices are equivalence class of components (f1, f2) of an automorphism where
f1 = x ◦ f, f2 = y ◦ f ∈ k[Q] for f ∈ Tame(Q) and where one identifies two components
(f1, f2) with (g1, g2) if (g1, g2) = (af1 + bf2, cf1 + df2) for some matrix :(
a b
c d
)
∈ GL2 .
A vertex induced by a component (f1, f2) is denoted by [f1, f2]. Denote by f3 = z ◦
f and f4 = t ◦ f , the vertices [f1, f2], [f1, f3], [f2, f4], [f3, f4] are well-defined since
the automorphisms (f1, f3, f2, f4), (−f2,−f4, f1, f3) and (−f3, f4,−f1, f2) are also tame.
Moreover, given a component (f1, f2) and an invertible matrix
(
a b
c d
)
∈ GL2, there
exists an automorphism g such that x ◦ g = af1 + bf2 and y ◦ g = cf1 + df2. Let us
insist on the fact that on the contrary, there are no vertices of the form [f1, f4] or [f2, f3].
Indeed, suppose that f1 = x ◦ g and f4 = y ◦ g where g is tame, then the automorphism
f−1 ◦ g satisfies x ◦ f−1 ◦ g = x, y ◦ f−1 ◦ g = t. Using the fact that the volume form Ω
is preserved, we arrive at a contradiction.
• Type III vertices are equivalence classes of automorphisms f ∈ Tame(Q) where two tame
automorphisms f and g are equivalent if there exists h ∈ O4 such that f = h ◦ g. An
equivalence class of f ∈ Tame(Q) is denoted by [f ].
The edges of the complex C are of two types :
• Type I edges join a vertex of type I of the form [f1] with a vertex of type II of the form
[f1, f2] where (f1, f2) are the components of a tame automorphism.
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• Type III edges join a vertex of type II of the form [f1, f2] with a vertex of type III [f ]
where (f1, f2) are the components of the automorphism given by f .
The cells of dimension 2 are squares containing two type II vertices of the form [f1, f2],
[f1, f3], one vertex of type I given by [f1] and one vertex of type III given by [f ] where (f1, f2, f3)
are the components of the automorphism f ∈ Tame(Q). We have the following figure of a square.
As in [BFL14], we adopt the following convention for the pictures : the vertices of type I, II
and III are represented by the symbol ◦, • and  respectively.
[f1]◦
[(
f1 f2
f3 f4
)]
[f1, f3]
•
[f1, f2]•
The square complex C is obtained by the quotient of the disjoint union of all cells by the
equivalence relation ∼ where any two cells C1, C2 are identified along C1 ∩ C2.
Each square of the complex is endowed with the euclidean metric d so that each square is
isometric to [0, 1]× [0, 1]. For any points p and q in C, define by :
dC(p, q) = inf
{
N∑
i=0
d(pi, pi+1)
}
,
where the infimum is taken over all sequence of points p0 = p, . . . , pN = q where pi and pi+1
lie on the same square in C. As any cell of the complex C has only finitely many isometries,
we may apply a general result from [BH99, Section I.7] and we conclude that the function dC
induces a metric on the complex and turns (C, dC) into a complete metric space. We will explain
in section 3.5 the global properties on the complex induced by this metric.
We recall the action of the tame group Tame(Q) on the complex C. Pick any two automor-
phisms f, g ∈ Tame(Q). We define the action of g on the components of f by setting :
g · [f1] := [f1 ◦ g−1],
g · [f1, f2] := [f1 ◦ g−1, f2 ◦ g−1],
g · [f ] := [f ◦ g−1].
The action on vertices induces a morphism of the square complex which preserves the type of
vertices and edges and preserves the distance.
Recall that the subgroup STame(Q) generated by SO4 and elementary transformations has
index 2 in Tame(Q).
Definition 3.3.1.1. An edge E of the complex is called horizontal (resp. vertical) if there exists
an element f ∈ STame(Q) such that f ·E is equal to the edge joining [x, y] with [x] (resp. [x, z]
with [x]) or to the edge between [Id] and [x, z] (resp. [Id] and [x, y]).
We will show that the set of vertical and horizontal edges form a partition of the set of
edges (see (iii) and (iv) of Proposition 3.3.2.3).
We shall explain the properties of this action by exploiting the local geometry near each
vertex of the complex.
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3.3.2 Stabilizer of vertices of type III
The link of a vertex v is by definition the graph L(v) constructed as follows. The vertices
are in bijection with the vertices v′ such that [v, v′] is an edge of the complex C. And we draw
an edge joining v′ and v′′ in L(v) if the vertices v, v′, v′′ belong to the same square.
Observe that the action of the tame group on the vertices of type III is transitive. As a
result, we shall focus on the stabilizer subgroup of the vertex [Id]. Observe that the subgroup
O4 fixes the vertex [Id] and its action on the complex induces naturally an action on the link
L([Id]).
Proposition 3.3.2.1. The link L([Id]) is a complete bipartite graph and there exists an O4-
equivariant bijection between the set of vertices of the link L([Id]) to the set of lines at infinity
such that the vertices which belong to a vertical (resp. horizontal) edge of type III are mapped
to vertical (resp. horizontal) lines at infinity in H∞. Moreover, this bijection induces an O4-
equivariant bijection from the edges of L([Id]) to the set of points at infinity H∞.
Remark 3.3.2.2. Observe that Proposition 3.2.2.1 and Proposition 3.3.2.1 imply that the group
O4 acts faithfully and transitively on the link L([Id]).
Proof. We identify two types of vertices in the link of [Id], the vertices which belong to a
horizontal edge containing [Id] or those which are contained in a vertical edge containing [Id].
We define a map ϕ from the vertices of the link L([Id]) to the set of lines in H∞. Take a
vertex v in the link L([Id]) and a component (f1, f2) such that [f1, f2] = v. By definition, there
exists an element f ∈ O4 such that f1 = x ◦ f and f2 = y ◦ f since the stabilizer of [Id] is O4.
The zero locus V (f1) ∩ V (f2) ∩H∞ in Q is the line at infinity corresponding to the preimage
of {x = y = 0} ∩ Q by f . Observe that the line V (f1) ∩ V (f2) ∩ H∞ does not depend on the
choice of representative of the equivalence class v since any two other component in the same
class defines the same homogeneous ideal 〈f1, f2, xt− yz − w2〉. We thus define ϕ(v) to be the
line V (f1)∩V (f2)∩H∞. Observe that if v is a vertex of type II such that the edge containing v
and [Id] is vertical, then f ∈ SO4. Hence the line at infinity V (x◦f)∩V (y ◦f)∩H∞ is vertical.
Observe also that ϕ is naturally O4-equivariant. The same argument holds for the vertices of
type II which belong to horizontal edges containing [Id].
Let us prove that the map ϕ is surjective. Consider a vertical line L ⊂ H∞ at infinity, then
there exists by Proposition 3.2.2.1.(i) an automorphism f in SO4 such that the image of the
vertical line at infinity given by [0, 1]×P1 is L. Since ϕ([x, y]) corresponds to the line [0, 1]×P1,
the vertex of type II [x ◦ f, y ◦ f ] defines a component of an automorphism which belongs to
the link L([Id]) such that ϕ([x ◦ f, y ◦ f ]) = L. Hence, ϕ is surjective.
Let us prove that ϕ is injective. Consider two vertices v1, v2 such that their image by ϕ is
equal, we prove that v1 = v2. Consider two components (f1, f2), (g1, g2) such that [f1, f2] = v1
and [g1, g2] = v2. We must prove that (f1, f2) and (g1, g2) belong to the same equivalence class.
By symmetry, we can suppose that the line ϕ(v1) is vertical. Hence, there exists f, g ∈ SO4 such
that f1 = x ◦ f, g1 = x ◦ g, f2 = y ◦ f and g2 = y ◦ g. In particular, this implies that f ◦ g−1 fixes
the vertical line at infinity given by {[0, 1]} × P1. Using Proposition 3.2.2.1.(iii), we conclude
that f ◦ g−1 is of the form
f ◦ g−1 =
(
ax+ by cx+ dy
a′z + b′t c′z + d′t
)
,
where the matrices
(
a b
c d
)
,
(
d′ −b′
−c′ a′
)
∈ M2(k) satisfy(
a b
c d
)
·
(
d′ −b′
−c′ a′
)
=
(
1 0
0 1
)
.
112 CHAPITRE 3. DEGREE GROWTH OF TAME AUTOMORPHISMS
In particular, this implies that the components (f1, f2) and (g1, g2) are equivalent since f1 =
ag1 + bg2, f2 = cg1 + dg2.
One similarly defines a bijection from the edges of the link L([Id]) to H∞. The link is
complete since a horizontal and a vertical line in H∞ always intersect at a point in H∞, hence
for any vertices v1, v2 in L([Id]) which are mapped by ϕ to a vertical and a horizontal line
respectively, there exists an edge joining v1 and v2.
Proposition 3.3.2.1 implies the following statement on the properties of the action on the
complex.
Proposition 3.3.2.3. The tame group Tame(Q) acts by isometry on the complex C and satisfies
the following properties.
(i) The action preserves the types of vertices and the types of edges.
(ii) The action is faithful and transitive on the set of vertices of type I , II and III respec-
tively.
(iii) The subgroup STame(Q) acts transitively on the set of vertical (resp. horizontal) edges
of type I and III.
(iv) Any automorphism f ∈ Tame(Q) which does not belong to the subgroup STame(Q) sends
a vertical edge to a horizontal edge of the same type.
(v) The subgroup STame(Q) acts transitively on the set of 1× 1 squares.
(vi) The group Tame(Q) acts transitively on the union of 4 squares which is isometric to
[0, 2]× [0, 2] and which contains a common vertex of type III.
Proof. We prove successively assertions (i), (ii), (v), (iii), (iv) and (vi). Assertion (i) follows
from the definition of the action, as for assertion (ii), the transitivity on the set of vertices
of type III is straightforward. As a consequence, we are thus reduced to check the transitivity
on the set of vertices of type II and type I which belong to a square containing [Id] which
results from the transitivity of the action of O4 on the link L([Id]) by Proposition 3.3.2.1 and
Proposition 3.2.2.1.
Let us prove the faithfulness of the action. Observe that if a tame automorphism fixes every
vertices of type III, or type II or type I, then it fixes the whole complex since every vertex of
type III (resp. type II or I) is the middle point of a geodesic segment joining type I or type II
points. The faithfulness also follows from the faithfulness of the action on the link L([Id]).
We prove assertion (v). Since the group STame(Q) acts transitively on the vertices of type
III, we are reduced to prove that the action of STame(Q) is transitive on the squares which
contain the vertex [Id]. Observe that a square containing [Id] corresponds to a edge in the link
L([Id]) which in turns corresponds uniquely a point at infinity by Proposition 3.3.2.1. Since
the group SO4 acts transitively on the points at infinity by Proposition 3.2.2.1.(i), it also acts
transitively on the squares containing [Id], as required.
Assertion (iii) and (iv) also follow from the transitivity of STame(Q) on the vertices of type
III and Proposition 3.3.2.1. Finally, we prove assertion (vi). By (ii), we are reduced to prove the
transitivity on the union of 4 squares containing [Id]. By Proposition 3.3.2.1, any such union
is in bijection with the union of 4 lines at infinity in H∞ = P1×P1 forming a chain of P1. We
thus conclude using the transitivity of the action of O4 ' PGL2×PGL2 on these chains of 4
lines at infinity.
Another consequence of Prosition 3.3.2.1 is the following description of stabilizer subgroups.
Proposition 3.3.2.4. The following properties are satisfied.
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(i) The stabilizer of a vertex of type III in STame(Q) is conjugated in STame(Q) to SO4.
(ii) The stabilizer of an edge of type III is conjugated in Tame(Q) to the subgroup :(
ax+ by cx+ dy
a′z + b′t c′z + d′t
)
where the matrices
(
a′ b′
c′ d′
)
∈ GL2 and
(
a b
c d
)
=
1
a′d′ − b′c′
(
a′ b′
c′ d′
)
.
(iii) The stabilizer of a 1× 1 square is conjugated in Tame(Q) to :{(
ax b(y + cx)
b−1(z + dx) a−1(t+ cz + dy + dcx)
)
| (a, b, c, d) ∈ k∗× k∗× k× k
}
o
{(
x z
y t
)
, Id
}
(iv) The pointwise stabilizer of the union of the four squares containing [Id] and [x], [y], [z]
and [t] respectively is equal to :{(
ax by
b−1z a−1t
)
| a, b ∈ k∗
}
Remark 3.3.2.5. Observe that the stabilizer of an edge of type III is isomorphic to GL2 which
is obtained using the O4-equivariant bijection given by Proposition 3.3.2.1.
Proof. One checks directly that the stabilizer of a vertex of type III is conjugated in Tame(Q)
to O4 and assertion (i) follows directly by definition of the subgroup STame(Q).
Let us prove assertion (ii). By transitivity on type III and type II vertices of the action
and by conjugating with an appropriate element in Tame(Q), we are reduced to compute the
stabilizer of the edge joining [Id] and [x, y]. By Proposition 3.3.2.1.(i), this implies that this
stabilizer is a subgroup of SO4 which acts on the hyperplane H∞ at infinity by fixing the vertical
line {[0, 1]} × P1. Hence any such element is of the form :(
ax+ by cx+ dy
a′z + b′t c′z + d′t
)
where the matrices
(
a b
c d
)
,
(
d′ −b′
−c′ a′
)
∈ M2(k) satisfy
(
a b
c d
)
·
(
d′ −b′
−c′ a′
)
=
(
1 0
0 1
)
,
as required.
One proves assertion (iii) and (iv) similarly using the same arguments.
3.3.3 Stabilizers of vertices of type II
We focus on the stabilizer subgroups of vertices of type II.
Proposition 3.3.3.1. The following properties are satisfied.
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(i) The stabilizer of a vertex of type II in Tame(Q) is conjugated in Tame(Q) to the semi-
direct product EV oGL2 where the group GL2 is identified with the stabilizer of the edge
of type III joining [Id] and [x, y].
(ii) The stabilizer of a vertical edge of type I is conjugated in STame(Q) to the subgroup :
EH o
{(
ax d−1y
dz + cx at+ ca−1d−1y
)
| (a, c, d) ∈ k∗× k× k∗
}
.
(iii) The pointwise stabilizer of the geodesic segment of length 2 joining the vertices [f1], [f3]
and [f1, f3] where f = (f1, f2, f3, f4) ∈ STame(Q) is conjugated in STame(Q) to :
EH o
{(
ax by
b−1z a−1t
)
, a, b ∈ k∗
}
.
Proof. Let us prove assertion (i). Since the group Tame(Q) acts transitively on the set of
vertices of type II, we are reduced to find the stabilizer of the vertex of type II given by [x, y].
It is clear that EV oGL2 ⊂ Stab([x, y]). Let us prove the reverse inclusion. Take an element f
in the stabilizer Stab([x, y]) of this vertex. By definition, f is of the form :
f =
(
ax+ by cx+ dy
f3 f4
)
,
where
(
a b
c d
)
∈ GL2(k) and where f2, f4 ∈ k[Q]. Since the action of PGL2(k) is 2-transitive
on P1 and since the vertices of type I contained in a square containing [Id] are in bijection
with the edges in the link L([Id]) which in turn correspond to the points in H∞ by Proposition
3.3.2.1, we can apply an automorphism g ∈ SO4 which fixes the vertical line {[0, 1]} × P1 at
infinity such that g ◦ f is of the form :
g ◦ f =
(
ax by
f ′3 f
′
4
)
,
where a, b ∈ k∗ and f ′3, f ′4 ∈ k[Q]. We then apply Proposition 3.2.3.1, and g ◦ f ∈ EV.
By construction g belongs to the stabilizer of the edge of type III joining [Id] and [x, y].
By Proposition 3.3.2.4.(ii), this subgroup is isomorphic to GL2, hence we have an inclusion
Stab([x, y]) ⊂ EV oGL2 as required.
Assertions (ii) and (iii) follow from the same arguments.
3.3.4 Bass-Serre tree associated to plane automorphisms
We consider the field K = k(x). We define the graph Tk(x) which is a bipartite metric graph.
1. Vertices of type I are equivalence classes of components f1 ∈ k(x)[y, z] of plane auto-
morphisms where one identifies two components f1 and g1 if there exists a ∈ k(x)∗ and
b ∈ k(x) such that f1 = ag1 + b. An equivalence class induced by a component f1 is
denoted [f1].
2. Vertices of type II are equivalence classes of automorphisms f where one identifies two
automorphisms f and g if there exists an affine automorphism h such that f = h ◦ g i.e
there exists a matrix M ∈ GL3(k(x)) of the form :
M =
 a b ca′ b′ c′
0 0 1

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such that (f1, f2) = (ag1 + bg2 + c, a′g1 + b′g2 + c) where f = (f1, f2) and g = (g1, g2).
An equivalence class induced by a plane automorphism f = (f1, f2) is denoted [f1, f2]
3. Edges link a point of type I v1 with a point of type II v2 if there exists a polynomial
automorphism f = (f1, f2) such that [f1] = v1 and [f1, f2] = v2.
We endow this graph Tk(x) with the distance such that each edge is of length 1. This graph
Tk(x) is thus a complete geodesic metric space.
The action of an automorphism g ∈ A2k(x) on Tk(x) is defined as follows :
g · [f1] = [f1 ◦ g−1],
and
g · [f1, f2] = [f1 ◦ g−1, f2 ◦ g−1]
for any automorphism f = (f1, f2) ∈ Aut(A2k(x)).
A classical theorem from Jung ([Jun42]) proves that the graph Tk(x) is a tree and that the
group of plane automorphism acts faithfully, by isometry and transitively on the set of type I
and II vertices respectively.
3.3.5 Link over a vertex of type I
In this subsection, we study the link over the vertex of type I given by [x].
Observe that the stabilizer subgroup of the vertex [x] acts naturally in the link of the vertex
[x].
Lemma 3.3.5.1. The group Stab([x]) acts transitively, faithfully in the link of [x].
Proof. By Proposition 3.3.2.3.(v), the group STame(Q) acts transitively on the set of 1 × 1
squares and since a 1× 1 square containing [x] defines an edge in the link L([x]), the induced
action of Stab([x]) is transitive on the edges of the link L([x]). Observe also that the involution
σ : (x, y, z, t) 7→ (x, z, y, t) induces an action on the link which exchanges the vertices [x, y],
[x, z] in the link and fixes the edge between these two vertices. This proves that the action of
the stabilizer Stab([x]) is transitive on the link of [x].
Let us prove that the action is faithful. Suppose f ∈ Stab([x]) acts by the identity map in
the link over [x], then in particular, f must fix pointwise the square containing [Id] and [x]. By
Proposition 3.3.2.4.(iii), f is of the form :
f =
(
ax d−1(y + bx)
d(z + cx) a−1(t+ cy + bz + bcx)
)
,
where a, d ∈ k∗ and b, c ∈ k. Since f must also fix the vertices of type II [x, y + xP (x)] and
[x, z + xP (x)] where P ∈ k[x], we have that a = d = 1 and c = b = 0 as required.
In the following arguments, we will use the fact that the link L([x]) is connected ([BFL14,
Lemma 3.2]), which is a highly non-trivial argument which relies deeply on the reduction theory
inspired by the work of Shestakov-Umirbaev (see [BFL14, Corollary 1.5]).
Recall that the general fiber of the projection πx : Q → A1 defined in Section 3.2.3 is
isomorphic to A2. We fix an identification of π−1x (A1 \ {0}) with A1 \ {0} × A2 given by :
(x, y, z) 7→ (x, y, z, (yz + 1)/x). (3.6)
The relationship between the stabilizer of the vertex [x] and Aut(A2k(x)) is realized explicitly as
follows.
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Denote by L([x])′ the first barycentric division of L([x]). We shall define a simplicial map
π : L([x])′ → Tk(x) as follows.
Let v be a vertex of type II in C which defines a vertex in the link of [x], then since the
action of Stab([x]) on the link L([x]) is transitive by Lemma 3.3.5.1, there exists an element
f ∈ Stab([x]) such that f · [x, y] = v. Since f naturally fixes the fibration πx, under the
identification π−1x (A1 \ {0}) ' A1 \ {0} × A2 given by (3.6), the regular map f is given by :
(x, y, z) 7→ (x ◦ f, y ◦ f, z ◦ f).
Under this identification, (y ◦ f, z ◦ f) induces an element of A2k(x). We thus define
π(v) = [y ◦ f ] ∈ Tk(x).
Observe that π(v) does not depend on the choice of f . Indeed, if g ∈ Stab([x]) is another
automorphism such that g ◦ [x, y] = v, then by Proposition 3.3.2.4.(ii), the composition g ◦ f−1
satisfies :
g ◦ f−1 ∈ EH o
{(
ax d−1y
dz + cx at+ ca−1d−1y
)
| (a, c, d) ∈ k∗× k× k∗
}
,
hence [y ◦ g] = [y ◦ f ] ∈ Tk(x).
Let m ∈ L([x])′ be the middle point of an edge E of L([x]) and let m0 be the middle point
of the geodesic joining [x, y] and [x, z] in L([x])′. Since the action of Stab([x]) in the link L([x])
is transitive by Lemma 3.3.5.1, there exists an element f ∈ Stab([x]) such that f ◦ m0 = m.
Since f naturally fixes the fibration πx, it induces an automorphism of π−1x (A1 \{0}) and under
the identification given by (3.6), it is of the form
(x, y, z) 7→ (x ◦ f, y ◦ f, z ◦ f).
We thus define :
π(m) = [y ◦ f, z ◦ f ].
Observe also that π(m) does not depend on the choice of f . If g ∈ Stab([x]) such that g·m0 = m,
then g and f differ by an element which belongs to the subgroup :{(
ax b(y + cx)
b−1(z + dx) a−1(t+ dy + cz + cdx)
)
| a, b ∈ k∗, c, d ∈ k
}
o
{
Id,
(
x z
y t
)}
,
hence [y ◦ g, z ◦ g] = [y ◦ f, z ◦ f ] ∈ Tk(x) and π(m) is well-defined.
If E is an edge of L([x])′ of length 1, then we define the image of E by π as the geodesic
joining the image of the endpoints of E by π. As a result,the map π is a simplicial map between
L([x])′ and Tk(x) such that the action of Stab([x]) descends into an action on Tk(x) (one can
prove that π : L([x])′ → Tk(x) is the unique Stab([x])-equivariant map for which π([x, y]) = [y]
and π([x, z]) = [z]).
Definition 3.3.5.2. The subgroup A[x] is the intersection of STame(Q) with the kernel of the
morphism induced by the Stab([x])-equivariant simplicial map π : L([x])′ → Tk(x).
Remark 3.3.5.3. Equivalently,
Proposition 3.3.5.4. Denote by m ∈ L([x])′ the middle point between the point [x, y] and
[x, z]. The simplicial map π : L([x])′ → Tk(x) satisfies the following properties.
(i) The image of the edge between the point [x, y] and m by π is a fundamental domain of
Tk(x).
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(ii) The image π(L([x])′) is a subtree of Tk(x).
(iii) The preimage by π of the segment of length 2 joining [z] and [y] is a bipartite graph.
(iv) The subgroup A[x] ⊂ Stab([x]) ∩ STame(Q) is generated by elements of the form :(
ax b(y + xP (x))
b−1(z + xS(x)) a−1(t+ zP (x) + yS(x) + xP (x)S(x))
)
,
where P, S ∈ k[x] and a, b ∈ k∗.
Proof. Let us prove assertion (i). The image of m is the point of type II given by [Id] and
the image of [x, y] is the point of type I given by [y]. Since the edge between [Id] and [y] is a
fundamental domain of the Bass-Serre tree, assertion (i) holds.
Since π is a simplicial map and since the link L([x]) is connected, its image by π is a subtree
of Tk(x), hence assertion (ii) holds.
We prove assertion (iii). Denote by E the segment joining [y] and [z] in Tk(x). We distinguish
two type of vertices in L([x]). For any vertex v ∈ L([x]), either the edge joining [x] and v is
vertical, either it is horizontal. Take two vertices [x, f2], [x, f3] of L([x]) such that π([x, f2]) = [y]
and π([x, f3]) = [z]. We prove that there is an edge between [x, f2] and [x, f3] in the link. By
definition, there exists P, S ∈ k(x) and a, b ∈ k(x)∗ such that
f2 = a(x)y + P (x),
f3 = b(x)z + S(x).
Since f2, f3 ∈ k[Q] are regular functions, this implies that a, b ∈ k[x] and P, S ∈ k[x]. Moreover,
since (x, f2) is a component of an automorphism, there exists g3, g4 ∈ k[Q] such that the
component (x, f2, g3, g4) defines a tame automorphism. Since the volume form Ω must be fixed,
this implies that :
a(x)∂zg3 = 1.
This implies in particular that a ∈ k∗ and g3 = a−1z + h where h ∈ k[Q] where ∂zh = 0. This
implies that the function g4 is given by :
g4 = t+ a
−1z
P (x)
x
+ ay
h
x
.
In particular, since g4 is regular, we have that x must divide P and f2 is of the form :
f2 = ay + xR(x),
where R ∈ k[x]. We have thus proven that the vertex [x, f2] is of the form [x, y + xR(x)].
Similarly, one proves that the vertex [x, f3] is of the form [x, z + xS ′(x)] where S ′ ∈ k[x].
Clearly, the morphism given by :
f =
(
x y + xR(x)
z + xS ′(x) t+ zR(x) + yS ′(x) + xR(x)S ′(x)
)
defines a tame automorphism and there is an edge between [x, f2] and [x, f3] as required.
Let us prove the statement (iv). Let us denote by φ : Stab([x])→ Aut(A2k(x)) the morphism
of groups induced by the simplicial map π : L([x])′ → Tk(x). It is clear that any element of the
form : (
ax b(y + xP (x))
b−1(z + xS(x)) a−1(t+ zP (x) + yS(x) + xP (x)S(x))
)
,
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where P, S ∈ k[x] and a, b ∈ k∗ induces the identity on Tk(x). Conversely, we prove that any
element of A[x] has this form. Pick g ∈ A[x], since φ(g) fixes every vertices of Tk(x), φ(g) is an
affine automorphism of A2(k(x)). As φ(g) fixes every vertex of type I and since it belongs to
the image of φ, the plane automorphism φ(g) must be of the form :
φ(g) = (y, z)→ (b(y + xP (x)), c(z + xS(x))),
where P, S ∈ k[x] and where b, c ∈ k∗. In particular, as g ∈ Tame(Q), b = c−1 and g is of the
form : (
ax b(y + xP (x))
b−1(z + xS(x)) a−1(t+ zP (x) + yS(x) + xP (x)S(x))
)
,
proving (iv).
3.3.6 2× 2 squares centered along each vertices
We say that a subset S ⊂ C is a 2 × 2 square of C if S is the union of four distinct 1 × 1
squares such that S isometric to [0, 2]× [0, 2]. Moreover, we say that a 2× 2 square is centered
on a vertex v if the vertex v corresponds to the image of the point (1, 1) by an isometry from
[0, 2]× [0, 2] to S.
Two 1×1 (resp. 2×2) squares S, S ′ are said to be adjacent if their union S∪S ′ is isometric
to [0, 2] × [0, 1] (resp. [0, 4] × [0, 2]). Two 1 × 1 squares S and S ′ are adjacent along a vertical
(resp. horizontal) edge if they are adjacent and their intersection S ∩S ′ is a vertical edge (resp.
horizontal).
Two 1× 1 (resp. 2× 2) squares S1 and S2 are said to be adherent if they are not adjacent
but their intersection is reduced to a vertex which does not belong to the interior of each square.
If a vertex v ∈ C belongs to the intersection of two adherent squares S1 ∩ S2, then S1 and S2
are said to be adherent along the vertex v.
We say that two 1 × 1 (resp. 2 × 2) squares S, S ′ are flat if there exists two 1 × 1 (resp.
2 × 2) squares S1, S2 such that the union S1 ∪ S2 ∪ S ∪ S ′ is isometric to [0, 2] × [0, 2] (resp.
[0, 4] × [0, 4]). Similarly, three 1 × 1 (resp. 2 × 2) squares are flat if we can find another 1 × 1
(resp. 2× 2) square such that their union is isometric to [0, 2]× [0, 2] (resp. [0, 4]× [0, 4]).
We will prove that three 1×1 squares S1, S2, S3 such that S1 and S2, S2 and S3 are adjacent
and contain a common vertex of type II or III are necessarily flat (see Lemma 3.3.6.2 and
Lemma 3.3.6.1 below). However, this property fails when the squares contain a common vertex
of type I (see Lemma 3.3.6.3 below). Therefore, we need to give an appropriate terminology.
A collection (S, S ′) of 1×1 or 2×2 squares is vertically gallery connected if they contain
a common vertex v of type I and there exists a sequence of adjacent squares S1 = S . . . , Sk = S ′
such that the following conditions are satisfied :
1. for all integer i 6 k − 1, the squares Si and Si+1 are alternatively adjacent along a
vertical or horizontal edge containing v ;
2. the first two squares S1 and S2 are adjacent along a vertical edge containing v ;
One also defines horizontally gallery connected squares by symmetry.
A collection (S, S ′) of 1 × 1 or 2 × 2 squares is contained in a vertical spiral staircase
(see 3.3.6.5 for an example) if the collection (S, S ′) is vertically gallery connected and such that
in any minimal the sequence S1 = S, . . . , Sk = S ′ of squares connecting S to S ′, any three
consecutive squares (Si, Si+1, Si+2) for i 6 k − 2 is not flat. When two squares S, S ′ are flat,
then the collection (S, S ′) is not contained in a spiral staircase.
We will see that two squares S, S ′ which are adherent along a vertex of type I are either flat
or the pair (S, S ′) is contained in a vertical or horizontal spiral staircase (see Lemma 3.3.6.4).
The next lemmas describe when three squares containing a common vertex are flat.
3.3. THE SQUARE COMPLEX ASSOCIATED TO THE TAME GROUP 119
Lemma 3.3.6.1. Let v be a vertex of type III and let S1, S2, S3 be three distinct 1× 1 squares
such that S1 is adjacent to S2 along an edge containing v, and S2 is adjacent to S3 along an
edge containing v. Then the three squares can be completed into a 2 × 2 square centered along
v.
◦
◦◦
◦
•
•
•
•
S1
S2 S3
S4
Figure 3.2 –
Proof. Since the group acts transitively on the vertices of type III by Proposition 3.3.2.3, we can
suppose that the vertex [Id] is a common point of the three squares. By Proposition 3.3.2.1.(i)
and (ii), the three squares determine 3 distinct points p1, p2, p3 at infinity such that p1 and p2
are on a same line at infinity L12, and p2 , p3 lie on another line L23 which is transverse to L12.
The point p4 is the intersection of the line L passing through p1 which is transverse to the line
L12 with the line L′ which is passes through p3 and which is transverse to the line L23. This
point determines a unique square S4 containing [Id] by Proposition 3.3.2.1.(ii) and the union
S1 ∪ S2 ∪ S3 ∪ S4 is isometric to [0, 2]× [0, 2] as required.
Lemma 3.3.6.2. Let v be a vertex of type II and let S1, S2, S3 be three distinct 1× 1 squares
such that S1 is adjacent to S2 along an edge containing v, and S2 is adjacent to S3 along an
edge containing v. Then the three squares can be completed into a 2 × 2 square centered along
v.
•
• •
◦ ◦


•
•
S1
S4 S3
S2
Proof. By transitivity on the vertices of type III and since the group PGL2 acts 2 transitively
on P1, we reduce to the case where the squares S1 and S2 contain [Id] and the points [x] and
[y] respectively. Let f be a the tame automorphism such that the vertex [f ] belongs to S3. By
composing with an element of SO4, we can suppose that f is of the form :
f =
(
ax by
f3 f4
)
,
where a, b ∈ k∗ and f3, f4 ∈ k[Q]. By Proposition 3.2.3.1, f ∈ EV is of the form :
f =
(
ax by
b−1(z + xP (x, y)) a−1(t+ yP (x, y))
)
,
where P ∈ k[x, y]. We are thus in the following situation :
If σ is the involution σ : (x, y, z, t) → (y, x,−t,−z), then f ◦ σ = σ ◦ f , and this proves
that S4 is the square containing the points [x, y], [y], [f ′] and [y, t + yP (x, y)] and the union
S1 ∪ S2 ∪ S3 ∪ S4 is isometric to [0, 2]× [0, 2], as required.
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• [x, z]•
[y]◦ [x]◦
[Id]

[f ]

•
[x, z + xP (x, y)]•
S1
S3
S2
Lemma 3.3.6.3. Let v be a vertex of type I and let S, S1, S2 be three distinct 1 × 1 squares
such that S is adjacent to S1 along an edge containing v, and S is adjacent to S2 along an edge
containing v. Let g1 and g2 ∈ STame(Q) such that g1S = S1 and g2S = S2. Then the three
squares can be completed into a 2× 2 square centered along v if and only if g1 or g2 belongs to
Av.

 

• •
•
•
◦
S1
S2
S
Proof. Since the group STame(Q) is transitive on the set of 1× 1 squares, we can suppose that
the common vertex v is [x] and that S2 contains the vertex [Id]. We are thus in the following
situation :
[x]
[x, z]
[x, y]
[x, z + xP (x, y)]
[x, y + xR(x, z)]
 

• •
•
•
◦
S1
S2
S
where P,R ∈ k[x, y].
Let us prove the first implication (⇒). Suppose that the squares S1, S2, S3 are flat. Then
there exists a component f4 ∈ k[Q] such that the element f given by :
f =
(
x y + xR(x, z)
z + xP (x, y) f4
)
belongs to Tame(Q). In particular, it must fix the volume form Ω, this implies that :
∂yP (x, y)∂zR(x, z) = 0 ∈ k[Q] .
This implies that ∂yP (x, y) = 0 or ∂zR(x, z) = 0 hence g1 or g2 belongs to A[x] as required.
We prove the reverse implication (⇐). By symmetry, we can suppose that g1 ∈ A[x] and
R ∈ k[x]. Consider the automorphism h ∈ Tame(Q) given by :
h =
(
x y + xR(x)
z + xP (x, y) t+ xP (x, y)R(x) + yP (x, y) + zR(x)
)
,
then [h] defines a vertex of type III and is contained in a square S4 such that the union
S1 ∪ S2 ∪ S3 ∪ S4 is isometric to the euclidean square [0, 2]× [0, 2] as required.
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Lemma 3.3.6.4. Take S and S ′ two 2 × 2 squares centered at a vertex of type III which are
adherent along a vertex of type I. Then S and S ′ satisfy one of the following properties.
(i) Either the pair (S, S ′) is flat.
(ii) Either the pair of squares (S, S ′) is contained in a horizontal or vertical spiral staircase.
Proof. Consider two squares S, S ′ such that the pair of square (S, S ′) is not flat. Up to a
conjugation by an element of STame(Q), we can suppose that S and S ′ are adherent along [x].
Since the group Tame(Q) acts transitively the set of 2× 2 squares centered on type III vertices
by Proposition 3.3.2.3.(vi), there exists an element g ∈ STame(Q) such that g ·S = S ′. Choose
a minimal sequence Si of adjacent 2× 2 squares centered along a vertex of type III containing
[x] such that S1 = S, . . . , Sk = S ′. Since the sequence of square is minimal, the square Si
and Si+2 are adherent along the vertex [x] but not flat. Moreover, the squares Si and Si+1 are
alternatively adjacent along vertical and horizontal edges. Hence the pair (S, S ′) is contained
in a horizontal or vertical spiral staircase, as required.
Example 3.3.6.5. Consider P1, P2, P3 ∈ k[x, y] \ k[x], denote by S the square containing [x] and
[Id] and S ′ the square containing [x] and [f ] where f ∈ Tame(Q) is given by :
f =
(
x y + xP1(x, y) + xP3(x, z + xP2(x, y + xP1(x, y)))
z + xP2(x, y + xP1(x, y)) f4
)
,
where f4 = t+y(P1(x, y)+P3(x, z+xP2(x, y+xP1(x, y))))+yP2(x, y+xP1(x, y))+x(P1(x, y)+
P3(x, z + xP2(x, y + xP1(x, y))))P2(x, y + xP1(x, y))). Then the pair (S, S ′) is contained in a
horizontal spiral staircase and one has the following figure :
[y, x]•
[z, x]
•
[y + xP1(x, y), x]•
[z + xP2(x, y + xP1(x, y)), x]•[y + xP1(x, y) + xP3(x, y + xP1(x, y)), x]•
[x]
◦
[Id]

[f ]

S ′
S
Figure 3.3 – Example of spiral staircase.
In practice, we will need the following technical lemma :
Lemma 3.3.6.6. Consider two 2×2 adjacent squares S1, S2 along a horizontal edge containing
[x1], [y1] and a polynomial P ∈ k[x, y] \ k. Denote by [z1], [t1] the other vertices of S1 such that
[x1], [z1] belong to a vertical edge of S1 and by [z1 + x1P (x1, y1)], [t1 + y1P (x1, y1)] the vertices
of S2. Let g be the tame automorphism defined by
g =
(
x y
z + xP (x, y) t+ yP (x, y)
)
so that g · S1 = S2.
The following assertions hold.
(i) We have g ∈ A[x1] if and only if P ∈ k[x] \ k.
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(ii) For any square S ′ adjacent to S1 along the vertical edge containing [x1], [z1], the squares
S1, S
′, S2 are flat if and only if P ∈ k[x] \ k.
The following figure summarizes the situation :
S1
S2
◦
[t1]
◦
[z1]
◦ [x1]◦[y1]
◦
[t1 + y1P (x1, y1)] ◦
[z1 + x1P (x1, y1)]
• •
• •
•
•
•
Proof. By conjugation, we can suppose that x1 = x, y1 = y, z1 = z and t1 = t. Assertion (i)
follows directly from the definition of A[x].
Let us prove assertion (ii). Choose a square S ′ such that g′S1 = S ′ where g′ /∈ A[x]. Lemma
3.3.6.3 implies that the squares S1, S2, S ′ are flat if and only if g ∈ A[x]. And g ∈ A[x] is
equivalent to the fact that P ∈ k[x] \ k by assertion (i).
3.4 Valuative estimates
This section is devoted to the generalization of the so-called parachute inequalities (see
[BFL14, Minoration A.2]). Our proof extends the method of [LV13] to more general valuations.
3.4.1 Valuations on affine and projective varieties
Let X be an affine variety of dimension n over k. By convention for us, a valuation on X is
a map ν : k[X]→ R ∪ {+∞} which satisfies the following properties.
1. We have ν−1({+∞}) = {0}.
2. The function ν is not constant on k[X] \ {0}.
3. For any a ∈ k∗, one has ν(a) = 0.
4. For any f1, f2 ∈ k[X], one has ν(f1f2) = ν(f1) + ν(f2).
5. For any f1, f2 ∈ k[X], one has ν(f1 + f2) > min(ν(f1), ν(f2)).
When the subset ν−1({+∞}) is not reduced to {0}, we say that ν is a semi-valuation.
We endow the space of valuations with the coarsest topology for which all evaluation maps
ν 7→ ν(f) are continuous where f ∈ k[X].
The group R∗+ naturally acts on the set of valuations by multiplication.
The main examples of valuations are monomial valuations. We recall their definition below.
Fix a point p on X, an algebraic system of coordinates u = (u0, . . . , un−1) at this point and some
weights α = (α1, . . . , αn) ∈ Rn. We shall denote by uI =
∏n
j=0 u
ij
j when I = (i0, . . . , in−1) ∈ Nn
and by 〈I, α〉 = α0i0 + . . .+αn−1in−1 the usual scalar product. The monomial valuation ν with
weight α with respect to the system of coordinates u is defined by :
ν
(∑
I∈Nn
aIu
I
)
= min {〈I, α〉 | aI 6= 0} ,
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where aI ∈ k.
When f ∈ Op,X is a regular function at the point p, then one defines ν(f) as :
ν(f) = ν(
∑
aI(f)u
I),
where
∑
aI(f)u
I is a formal expansion of f near p. The fact that ν(f) does not depend on the
choice of the formal expansion of f near p is proved in [JMta12, Proposition 3.1].
Observe that when α = (1, 0, . . . , 0), then the associated valuation coincides with the order
of vanishing along {u0 = 0}. Observe also that when X = Spec(k[x, y, z, t]), the valuation − deg
coincides with the monomial valuation with weight (−1,−1,−1,−1) with respect to (x, y, z, t).
Consider a regular morphism f : X → Y where Y is an affine variety and a valuation ν on
X. The pushforward of the valuation ν on X by f is denoted f∗ν is given by the formula :
f∗ν = ν ◦ f ],
where f ] denotes the morphism of k-algebra corresponding to f .
We also recall the notion of center of a valuation ν.
When ν| k[X] > 0, then the center of ν in X, denoted Z(ν), is the scheme theoretic point
corresponding to the prime ideal {f1 ∈ k[X] | ν(f1) > 0}. When this condition does not hold,
there exists a regular function f1 such that ν(f1) < 0 and we say that ν is centered at infinity.
In the latter case, for any projective variety X̄ containing X as a Zariski open subset, the center
of ν in X̄ is a non-empty Zariski closed irreducible subset which is contained in X̄ \X. Denote
by Rν the valuation ring and byMν its maximal ideal, then the center Z(ν) of ν in X̄ can be
defined as follows :
Z(ν) = {p ∈ X̄ | Op,X̄ ⊂ Rν ,Mp,X̄ =Mν ∩ Op,X̄},
where Op,X̄ denotes the local ring of regular functions at the point p and where Mp,X̄ is
its maximal ideal. The fact that Z(ν) is non-empty follows from the valuative criterion of
properness and we shall refer to [Vaq00] for the general properties of this set.
Example 3.4.1.1. The center of the valuation − deg : k[Q]→ R−∪{+∞} in Q is the hyperplane
H∞ = Q \ Q at infinity.
3.4.2 Valuations V0 on the quadric
We denote by q ∈ k[x, y, z, t] the polynomial q = xt − yz and by π : k[x, y, z, t] → k[Q]
the canonical projection. Our objective is to define a subset of the set of all valuations on the
quadric Q.
Take a point p = (x0, y0, z0, t0) ∈ A4 and a weight α = (α0, α1, α2, α3) ∈ (R−)4, we write by
ναp the monomial valuation on k[x, y, z, t] with weight α with respect to the system of coordinates
(x− x0, y − y0, z − z0, t− t0).
Proposition 3.4.2.1. For any point p ∈ A4 and any weight α = (α0, α1, α2, α3) ∈ (R− \ {0})4
such that α0 + α3 = α2 + α1, the map ν : k[Q]→ R− ∪ {+∞} given by :
ν(f) := sup
{
ναp (R) | R ∈ k[x, y, z, t], π(R) = f
}
,
for any f ∈ k[Q] is a valuation on the quadric which is centered at infinity.
Moreover, suppose p = (x0, y0, z0, t0) ∈ k4 and ν ′ : k[Q] → R− ∪ {+∞} is a valuation such
that ν(π(x − x0)) = ν ′(π(x − x0)), ν(π(y − y0)) = ν ′(π(y − y0)), ν(π(z − z0)) = ν ′(π(z − z0))
and ν(π(t− t0)) = ν ′(π(t− t0)), then
ν ′(f) > ν(f),
for any regular function f ∈ k[Q].
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Definition 3.4.2.2. The set V0 is set of all valuations ν : k[Q]→ R− ∪ {+∞} defined by
ν(f) := sup{ναp (R) | π(R) = f},
for any f ∈ k[Q] where p ∈ k4 and where α = (α0, α1, α2, α3) ∈ (R− \ {0})4 is a multi-index for
which α0 + α3 = α1 + α2.
Recall also that the group R+,∗ acts naturally by multiplication on the set of valuations on
the quadric. This action induces an action on V0 and we thus define the normalized subset of
valuations V̂0 as follows :
V̂0 = {ν ∈ V0 | min(ν(π(x)), ν(π(y)), ν(π(z)), ν(π(t))) = −1}.
By construction, V̂0 can be identified with the image of V0 by the quotient map by the action
of the group R+,∗.
Remark 3.4.2.3. Observe that for x0 = y0 = z0 = t0 = 0 and α1 = α2 = α3 = α4 = −1,
the corresponding valuation on the quadric is the order of vanishing along the hyperplane at
infinity.
Example 3.4.2.4. Consider p = (0, 0, 0, 0) and α = (−1/2,−3/5,−9/10,−1), then the associated
valuation ν is the monomial valuation at the point [0, 0, 0, 1, 0] ∈ Q with weight (2/5, 1/10, 1)
with respect to the coordinate chart (u, v, w) 7→ [w2 + uv, u, v, 1, w] ∈ Q. In particular, its
center is the point [0, 0, 0, 1, 0] ∈ Q.
Example 3.4.2.5. Consider p = (1, 2, 3, 4) and α = (−1/2,−3/5,−9/10,−1), then the associated
valuation ν is the monomial valuation at the point [6, 2, 3, 1, 0] ∈ Q with weight (2/5, 1/10, 1)
with respect to the coordinate chart (u, v, w) 7→ [w2 + (2 + u)(3 + v), 2 + u, 3 + v, 1, w] ∈ Q. In
particular, its center is the point [6, 2, 3, 1, 0] ∈ Q.
To prove the proposition, we shall need the following technical lemma.
Lemma 3.4.2.6. Let ν ′ : k[x, y, z, t] → R− ∪ {+∞} be a valuation such that ν ′| k[x,y,z,t]\k < 0.
For any polynomial R ∈ k[x, y, z, t] given by
R =
∑
ijkl
aijmnx
iyjzmtn,
with aijmn ∈ k, the following assertions are equivalent :
(i) There exists a polynomial R1 ∈ k[x, y, z, t] such that π(R1) = π(R) ∈ k[Q] and such that
ν ′(R1) > ν
′(R).
(ii) The polynomial q divides Rw where Rw is the homogeneous polynomial given by :
Rw =
∑
iν′(x)+jν′(y)+mν′(z)+nν′(t)=ν′(R)
aijmnx
iyjzmtn.
Proof. The implication (ii)⇒ (i) is straightforward. If q|Rw then we can decompose R as :
R = qR1 + S,
where R1, S ∈ k[x, y, z, t] such that ν ′(S) > ν ′(qR1). Hence π(R1 +S) = π(R) and ν ′(R1 +S) >
min(ν ′(R1), ν
′(S)) > ν ′(R) as required.
Let us prove the implication (i) ⇒ (ii). Take a polynomial R1 which satisfies (i). Then we
can write :
R1 = R + (q − 1)S,
where S ∈ k[x, y, z, t]. Let us prove that Rw + qSw = 0. Observe that ν ′(R1) > ν ′(R) implies
that ν ′(qS) = ν ′(R). Let us suppose by contradiction that Rw + qSw 6= 0. This implies that
ν ′(Rw1 ) = ν
′(Rw + qSw) = ν ′(Rw) which also contradicts our assumption. Hence Rw + qSw = 0
and q|Rw as required.
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Observe that Lemma 3.4.2.6 implies that the supremum ν(f) in Proposition 3.4.2.1 is a
maximum which is reached on a value R ∈ k[x, y, z, t] such that π(R) = f and such that q does
not divide Rw.
Proof of Proposition 3.4.2.1. Fix p ∈ k4 and α ∈ (R− \ {0})4. Observe that for any f1 ∈ k[Q],
the value ν(f1) is smaller or equal than 0. If a ∈ k∗, the above remark proves that ν(a) =
ν ′(a) = 0.
Fix f1, f2 ∈ k[Q] and let us prove that ν(f1 + f2) > min(ν(f1), ν(f2)). Take R1, R2 ∈
k[x, y, z, t] such that ν ′(R1) = ν(π(R1)) and ν ′(R2) = ν(π(R2)).
As ναp is a valuation on k[x, y, z, t], we have by definition :
ν ′(R1 +R2) > min(ν
′(R1), ν
′(R2)) = min(ν(π(R1)), ν(π(R2))).
In particular, the maximal value in the right hand side yields :
ν(f1 + f2) > min(ν(f1), ν(f2)).
We prove that ν(π(f1f2)) = ν(π(f1)) + ν(π(f2)). Take two polynomials R1 and R2 ∈
k[x, y, z, t] such that π(R1) = f1, π(R2) = f2 and ν(f1) = ναp (R1), ν(f2) = ναp (R2). Observe
that (R1R2)w = Rw1 Rw2 . As the polynomial q does not divide either Rw1 or Rw2 , it does not
divide (R1R2)w since the ideal generated by q is a prime ideal. Hence by Lemma 3.4.2.6, one
has ν(f1f2) = ναp (R1R2) = ναp (Rw1 ) + ναp (Rw2 ) = ν(f1) + ν(f2) as required.
Observe that ν is by definition centered at infinity since ν(π(x)) < 0.
Let us prove that the valuation ν is minimal, take another valuation ν ′ : k[Q]→ R−∪{+∞}
such that ν ′(π(x− x0)) = ν(x− x0), ν ′(π(y − y0)) = ν(π(y − y0)), ν ′(π(z − z0)) = ν(π(z − z0))
and ν ′(π(t − t0)) = ν(π(t − t0)). Then the map ν̂ ′ : R ∈ k[x, y, z, t] → ν ′(π(R)) defines a
semi-valuation on k[x, y, z, t]. Since the monomial valuation ναp is minimal, in the sense that for
any R ∈ k[x, y, z, t] :
ν̂ ′(R) > ναp (R).
Take f ∈ k[Q] and choose a polynomial R ∈ k[x, y, z, t] such that ναp (R) = ν(f), the above
inequality implies :
ν ′(f) > ν(f),
as required.
3.4.3 Valuations in V0 and the geometry at infinity
We provide a geometric interpretation of the valuations in V0 and we prove that this subset
is closely related to the link over the vertex [Id] in the complex C.
Fix a point p ∈ H∞ at infinity in Q and let C1, C2 be the vertical and horizontal lines
at infinity respectively passing through p. We say an algebraic system of local coordinates
u = (u0, u1, u2) at the point p is compatible with the geometry at infinity if
H∞ = {u0 = 0},
C1 = {u0 = 0} ∩ {u1 = 0}
and
C2 = {u0 = 0} ∩ {u2 = 0}.
We denote by T the set given by
T = {(α0, α1, α2) ∈ R3+ | α1 + α2 < α0}.
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Observe that the subset T is convex, its closure in R3 is the convex cone generated by
(1, 0, 0), (1, 1, 0) and (1, 0, 1). The group R∗+ acts naturally on T by multiplication and the
quotient of T by this action is naturally identified with
T̂ = {(1, α1, α2) ∈ R3+ | α1 + α2 < 1}.
Proposition 3.4.3.1. For any compatible algebraic system of local coordinates at p ∈ H∞, the
monomial valuation with weight α ∈ T at p belongs to V0.
Conversely, any ν ∈ V0 whose center contains p is a monomial valuation with weight α ∈ T
with respect to a compatible algebraic system of local coordinates.
Proof. Step 1 :Fix p ∈ H∞. Consider a valuation ν which is monomial with weight α =
(α0, α1, α2) with respect to a compatible algebraic system of local coordinates u near p. We
prove that ν does not depend on the choice of an algebraic system of coordinates at the point
p ∈ H∞. Suppose first that α0 > 0, α1 > 0, α2 > 0 and that α0, α1, α2 are Q-independent. By
symmetry, we can suppose that p is the point [1, y0, z0, t0, 0] ∈ Q ⊂ P4 where t0 = y0z0 and
that the lines C1 and C2 are given by :
C1 = {[ξ0, ξ0y0, ξ1, ξ1y0, 0] | [ξ0, ξ1] ∈ P1} ⊂ Q.
C2 = {[η0, η1, z0η0, z0η1, 0] | [η0, η1] ∈ P1} ⊂ Q.
Let us choose an affine chart (v0, v1, v2) at the point p given by :
v0 = 1/x,
v1 = (y − y0)/x,
v2 = (z − z0)/x.
The coordinate chart (v0, v1, v2) satisfies the conditions of the proposition. Let us prove that
ν is also equal to the monomial valuation with weight (α0, α1, α2) with respect to the chart
(v0, v1, v2). By definition, we can write
u0 = h0(v0, v1, v2)v0,
u1 = v1 + v
a
0h1(v0, v1, v2)
u2 = v2 + v
b
0h2(v0, v1, v2),
where a, b > 0 are positive integers, h0, h1 and h2 are regular functions at the point (0, 0, 0)
and h0(0, 0, 0) 6= 0. Since h0 is a unit, we have that ν(x0) = ν(y0) = α0 and the conditions
αi < α0 for i = 1, 2 imply that ν(u1) = ν(v1) and ν(u2) = ν(v2). We have thus proven that
when α0, α1, α2 are Q-independent, ν does not depend on the choice of the compatible algebraic
system of coordinates. We conclude then by density since for a general weight α, one can find
a sequence of Q-independent weight which converges to α.
Step 2 : Assume ν is a monomial valuation with weight α = (α0, α1, α2) with respect to a
compatible algebraic system of local coordinates u near p. Let us prove that ν ∈ V0. Consider the
weight α′ = (−α0, α1−α0, α2−α0, α1 +α2−α0) and p′ = (0, y0, z0, t0) ∈ k4. Take ν ′ : k[Q]→ R
the valuation given by :
ν ′(f) := sup{να′p′ (R) | π(R) = f},
for any f ∈ k[Q]. We prove that ν = ν ′. Since ν(x) = −α0 < 0, ν(y − y0) = α1 − α0 < 0 and
ν(z − z0) = α2 − α0 < 0 and ν(t− t0) = α1 + α2 − α0 < 0 then by Proposition 3.4.2.1, we have
that :
ν(f) > ν ′(f)
for any f ∈ k[Q].
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Since ν is the monomial valuation with weight α with respect to the algebraic system of
local coordinates u near p, we also have that :
ν ′(f) > ν(f)
for any f ∈ k[Q], hence ν ′ = ν and ν ∈ V0.
Step 3 : Conversely, if ν ∈ V0 such that its center contains the point p = [1, y0, z0, t0, 0] ∈
Q \ Q at infinity where y0z0 = t0. We prove that ν is monomial with respect to a compatible
algebraic system of local coordinates near the point p ∈ Q. By definition, there exists a valuation
ν ′ : k[x, y, z, t]→ R− ∪ {+∞} such that
ν(f) = sup{ν ′(R) | π(R) = f},
for any f ∈ k[Q]. Consider u = (u0, u1, u2) the compatible system of local coordinates at the
point p where u0 = 1/x, u1 = (y − y0)/x, u2 = (z − z0)/x. Since p ∈ Z(ν), this implies that
ν ′(x) < 0 and ν ′(y − y0) > ν ′(x), ν ′(z − z0) > ν ′(x) and −ν ′(x) + ν ′(y − y0) + ν ′(z − z0) >
0. Consider α0 = −ν ′(x), α1 = −ν ′(x) + ν ′(y − y0), α2 = −ν ′(x) + ν ′(z − z0) and µ the
monomial valuation with weight (α0, α1, α2) with respect to the system of local coordinates u.
By Proposition 3.4.2.1, one has the inequality ν 6 µ and since the valuation µ is also minimal
and since ν(ui) = µ(ui) for i = 0, 1, 2, we have that µ 6 ν. Hence, ν = µ and ν is monomial
with weight (α0, α1, α2) with respect to the affine chart (u0, u1, u2), as required.
We now provide a geometric characterization of the subset V0.
Consider VC the union of all the 1 × 1 squares containing [Id] with all the edges of type I
removed.
Proposition 3.4.3.2. There exists a continuous bijection ϕ : VC → V̂0. In particular, this map
induces a continuous bijection from VC × R∗+ to V0.
Remark 3.4.3.3. Observe that ϕ is not a homeomorphism since V̂0 is compact but VC is not.
Proof. Step 1 : Let us define ϕ. For each 1 × 1 square S in C containing [Id], there exists
a canonical isometry jS : S → [0, 1] × [0, 1] such that j([Id]) = (0, 0) and the horizontal
and vertical edges of type III are mapped to [0, 1] × {0} and {0} × [0, 1] respectively. Using
Proposition 3.3.2.1, each square S determines uniquely a point p(S) at infinity. Fix a square S
and a compatible algebraic system of coordinates uS at p(S). For any point m ∈ S ∩VC \ {[Id]}
, we define ϕ|S(m) to be the monomial valuation at p(S) with respect to uS with weight
α =
(
1,max(β0, β1)
β0
β0 + β1
,max(β0, β1)
β1
β0 + β1
)
∈ T̂
with (β0, β1) = jS(m) ∈ [0, 1[2\{(0, 0)}.
We define ϕ([Id]) to be the order of vanishing at infinity ordH∞ .
One checks directly that ϕ is well-defined and has values in V̂0. Moreover, if mn ∈ VC is a
sequence of points which converges to [Id], then ϕ(mn) converges to ordH∞ since the weights
converge to (1, 0, 0).
Step 2 : We claim that the map ϕ is injective, indeed, consider two points m1,m2 ∈ VC such
that ϕ(m1) = ϕ(m2). Then since the valuation ϕ(mi) have the same center and this implies
that they belong to a common square S. The injectivity follows then from the injectivity of the
map :
(β0, β1) ∈ [0, 1]2 \ {(0, 0)} 7→
(
max(β0, β1)
β0
β0 + β1
,max(β0, β1)
β1
β0 + β1
)
.
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Let us prove that ϕ is surjective. Take ν ∈ V̂0, then by Proposition 3.4.3.1, ν is a monomial
valuation with respect to a compatible algebraic system of coordinates at a point p with weight
α = (1, α0, α1) ∈ R3+ such that α0 + α1 < 1. Since the point p determines a 1× 1 square S by
Proposition 3.3.2.1 and since the map :
(β0, β1) ∈ [0, 1[2 7→
(
1,max(β0, β1)
β0
β0 + β1
,max(β0, β1)
β1
β0 + β1
)
has values in T̂ , the map ϕ is surjective.
The preimage of a closed subset of V̂0 is naturally a closed subset of VC. Indeed, for any
regular function f near the point p, the function m ∈ VC 7→ ϕ(m)(f) defines a continuous,
convex, piecewise affine function. In particular, this implies that for any rational function f ∈
k(Q), the function m 7→ ϕ(m)(f) is continuous. Hence the preimage of a closed set by ϕ is also
closed. We have thus proved that ϕ is continuous, as required.
Example 3.4.3.4. Consider the following chain of rational curves (C1, C2, C3, C4) at infinity in
Q \ Q. We have the following picture :
C1
C2
C3
C4
p14• p34•
p23•p12•
We denote by pij the intersection point corresponding to Ci ∩ Cj for all i, j ∈ {1, 2, 3, 4}.
Consider F the set of valuations ν ∈ V̂0 whose center is either one of the curves C1, C2, C3, C4
or one of the points p12, p23, p34, p41. Then F corresponds to the following square :
ordC2•◦
ordp34
ordp23
ordp14
ordp12 ◦
◦◦
ordC3•ordC1 •
ordC4
•
ordH∞

where ordCi corresponds to the pushforward by πi : BlCi Q → Q of the divisorial valuation
associated to the exceptional divisor of the blow-up of the curve Ci in Q and where the black
point is the valuation order of vanishing along H∞. Moreover, when p14 = [0, 0, 0, 1, 0], p12 =
[0, 0, 1, 0, 0], p23 = [1, 0, 0, 0, 0] and p34 = [0, 1, 0, 0, 0], the bijection ϕ−1 previously defined maps
F ∈ V̂0 to the 2× 2 square in C containing [x], [y], [z], [t] and [Id] such that :
ϕ−1(ordp23) = [x], ϕ
−1(ordp34) = [z], ϕ
−1(ordp14) = [t], ϕ
−1(ordp12) = [y],
ϕ−1(ordC1) = [y, t], ϕ
−1(ordC2) = [x, y], ϕ
−1(ordC3) = [x, z], ϕ
−1(ordC4) = [z, t],
and ϕ−1(ordH∞) = [Id].
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3.4.4 Parachute
In this subsection, we define the parachute associated to a component of a tame automor-
phism.
We write by q = xt−yz ∈ k[x, y, z, t] and by π : k[x, y, z, t]→ k[Q] the canonical restriction
map. For any 4-tuple (R1, R2, R3, R4) ∈ k[x, y, z, t] of polynomials, we write :
dR1 ∧ dR2 ∧ dR3 ∧ dR4 = Jac(R1, R2, R3, R4)dx ∧ dy ∧ dz ∧ dt,
with Jac(R1, R2, R3, R4) ∈ k[x, y, z, t].
Definition 3.4.4.1. The pseudo-jacobian of a triple (f1, f2, f3) of regular functions on Q is
defined by
j(f1, f2, f3) := Jac(q, R1, R2, R3))| Q,
where Ri ∈ k[x, y, z, t] are polynomials such that π(Ri) = fi for i = 1, 2, 3.
Observe that the pseudo-jacobian j(f1, f2, f3) is well-defined since any two representatives
R1, R2 ∈ k[x, y, z, t] of the same equivalence class in k[Q] are equal modulo (q − 1).
Remark 3.4.4.2. Geometrically, the Poincare residue of the map induced by the rational map
(x, y, z, t) 7→ f1, f2, f3, f4 for fi ∈ k[Q] is given by 1/j(f1, f2, f3)df1 ∧ df2 ∧ df3. In other words,
j(f1, f2, f3) controls how the volume form Ω on the quadric is changed by the induced rational
map.
Lemma 3.4.4.3. Let ν ∈ V0 be a valuation. For any f1, f2, f3 ∈ k[Q], we have :
ν(j(f1, f2, f3)) > ν(f1) + ν(f2) + ν(f3)− ν(xt)
Proof. Fix f1, f2, f3 ∈ k[Q] and a valuation ν ∈ V0. By definition, there exists a valuation
ν ′ : k[x, y, z, t]→ R− ∪ {+∞} such that ν(P ) = sup{ν ′(R)|π(R) = P} for any P ∈ k[Q] where
π : k[x, y, z, t] → k[Q] is the canonical projection. Take R1, R2, R3, R4 ∈ k[x, y, z, t]. We first
claim that :
ν ′(Jac(R1, R2, R3, R4)) > ν
′(R1) + ν
′(R2) + ν
′(R3) + ν
′(R4)− ν ′(xyzt).
Let a(k)I ∈ k be the coefficients of Rk for k = 1, 2, 3, 4 so that :
Rk =
∑
I=(i1,i2,i3,i4)
a
(k)
I x
i1yi2zi3ti4 .
One obtains by linearity that Jac(R1, R2, R3, R4) is a sum of monomials where the valuation of
each term is greater or equal to :
ν ′(R1) + ν
′(R2) + ν
′(R3) + ν
′(R4)− ν ′(xyzt).
Hence :
ν ′(Jac(R1, R2, R3, R4)) > ν
′(R1) + ν
′(R2) + ν
′(R3) + ν
′(R4)− ν ′(xyzt).
In particular, we apply to R4 = q and obtain :
ν ′(Jac(R1, R2, R3, q)) > ν
′(R1) + ν
′(R2) + ν
′(R3)− ν ′(xt),
since ν ′(q) = ν ′(xt) = ν ′(yz).
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Take f1, f2, f3 ∈ k[Q], by Lemma 3.4.2.6, there exists R1, R2, R3 ∈ k[x, y, z, t] such that
π(Ri) = fi ∈ k[Q] and ν(fi) = ν ′(Ri) for all i = 1, 2, 3, the above inequality implies :
ν(j(f1, f2, f3)) > ν
′(Jac(q, R1, R2, R3)) > ν
′(R1) + ν
′(R2) + ν
′(R3)− ν ′(xt),
where the first inequality follows from the definition of ν. Observe that ν ′(xt) = ν(xt) by
Lemma 3.4.2.6, hence we have proven that :
ν(j(f1, f2, f3)) > ν(f1) + ν(f2) + ν(f3)− ν(xt),
as required.
Observe that the regular function j(f1, f2, f3) may vanish so that ν(j(f1, f2, f3)) may be
equal to +∞, even if ν ∈ V0.
Lemma 3.4.4.4. For any algebraically independent functions f1, f2 ∈ k[Q], one of the four
regular functions j(x, f1, f2), j(y, f1, f2), j(z, f1, f2), j(t, f1, f2) is not identically zero. In parti-
cular,
min(ν(j(x, f1, f2)), ν(j(y, f1, f2)), ν(j(z, f1, f2)), ν(j(t, f1, f2))) < +∞,
for any valuation ν ∈ V0.
Proof. Consider two algebraically independent regular functions f1, f2 ∈ k[Q] and suppose
by contradiction that j(x, f1, f2) = j(y, f1, f2) = j(z, f1, f2) = j(t, f1, f2) = 0. We need the
following result on the dimension of the k-vector space of derivations ([Lan02, Section VIII.5,
Proposition 5.5]). If K ⊂ L is a subfield of characteristic zero, then
trdegK L = dimL DerK(L). (3.7)
By the above equation applied to K = k(f1, f2) and L = k(Q), we have that any two k(f1, f2)-
derivations are proportional. Since j(x, f1, ·), j(y, f1, ·), j(z, f1, ·) and j(t, f1, ·) are k(f1, f2)-
derivations, this implies that :
j(x, f1, x)j(y, f1, y)− j(x, f1, y)j(y, f1, x) = 0 ∈ k[Q],
Hence,
j(x, f1, y) = 0 ∈ k(Q).
Similarly, we have that :
j(f1, x, y) = j(f1, x, z) = j(f1, x, t) = j(f1, y, z) = j(f1, y, t) = j(f1, z, t) = 0.
Hence the maps j(x, y, ·), j(x, z, ·), j(y, z, ·) are also k(f1)-derivations. By (3.7) applied to K =
k(f1) and to L = k(Q), we have that the space of k(f1) derivations is 2-dimensional. In parti-
cular, there exists a, b, c ∈ k(Q) such that :
aj(x, y, ·) + bj(x, z, ·) + cj(y, z, ·) = 0,
where a, b and c are not all equal to zero. Suppose that a 6= 0, we have that :
aj(x, y, z) = 0 ∈ k(Q),
hence j(x, y, z) = x = 0 ∈ k[Q] which is impossible.
Definition 3.4.4.5. For any monomial valuation ν ∈ V0 and for any algebraically independent
regular functions f1, f2 ∈ k[Q], the parachute ∇(f1, f2) with respect to the valuation ν is defined
by the following formula :
∇(f1, f2) = min(ν(j(x, f1, f2)), ν(j(y, f1, f2)), ν(j(z, f1, f2)), ν(j(t, f1, f2)))− ν(f1)− ν(f2).
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Observe that Lemma 3.4.4.4 and Lemma 3.4.4.3 imply that ∇(f1, f2) is finite and is strictly
greater than zero.
For any polynomial R ∈ k[x, y], we write by ∂2R ∈ k[x, y] the partial derivative with respect
to y. The next identity is similar to [LV13, Lemma 5] and is one of the main ingredient to find
an upper bound on the value of a valuation.
Lemma 3.4.4.6. Let ν ∈ V0, let R ∈ k[x, y] and let f1, f2 ∈ k[Q] be two algebraically inde-
pendent elements. Suppose that there exists an integer n such that ν(∂n2R(f1, f2)) is equal to the
value on ∂n2R of the monomial valuation in two variables having weight ν(f1) and ν(f2) on x
and y respectively. Then
ν(R(f1, f2)) < degy(R)ν(f2) + n∇(f1, f2).
Proof. We observe that j(x, f1, ·) is a derivation in k[Q]. And since j(x, f1, f2) > ν(f1)+ν(f2)−
ν(xt) for any f1, f2 ∈ k[Q], we have that :
ν(∂2R(f1, f2)j(x, f1, f2)) = ν(j(x, f1, R(f1, f2))) > ν(f1) + ν(R(f1, f2)) + ν(x)− ν(xt).
In particular since ν(x)− ν(xt) = −ν(t) > 0, this gives :
ν(∂2R(f1, f2) > −(ν(j(x, f1, f2))− ν(f1)− ν(f2)) + ν(R(f1, f2))− ν(f2).
A similar argument with y, z and t gives :
ν(∂2R(f1, f2)) > −∇(f1, f2) + ν(R(f1, f2))− ν(f2). (3.8)
We apply (3.8) inductively and obtain :
ν(∂2R(f1, f2)) > −∇(f1, f2) + ν(R(f1, f2))− ν(f2),
ν(∂22R(f1, f2)) > −∇(f1, f2) + ν(∂2R(f1, f2))− ν(f2),
. . .
ν(∂n2R(f1, f2)) > −∇(f1, f2) + ν(∂n−12 R(f1, f2))− ν(f2).
This implies that :
ν(∂n2R(f1, f2)) > −n∇(f1, f2)− nν(f2) + ν(R(f1, f2)).
Since ν(∂n2R(f1, f2)) is equal to the value of the monomial valuation with weight (ν(f1), ν(f2))
applied to ∂n2 (R), we have that :
(degy R− n)ν(f2) > ν(∂n2R(f1, f2)) > −n∇(f1, f2)− nν(f2) + ν(R(f1, f2)).
Hence,
ν(R(f1, f2)) < degy(R)ν(f2) + n∇(f1, f2),
as required.
3.4.5 Key polynomials
We explain when one can find a polynomial which satisfies the hypothesis of Lemma 3.4.4.6.
Consider µ : k[x, y] → R− ∪ {+∞} any valuation and µ0 : k[x, y] → R− ∪ {+∞} the
monomial valuation having weight µ(x) and µ(y) on x and y respectively. For any polynomial
R ∈ k[x, y], we write by R ∈ k[x, y] the homogeneous polynomial given by :
R =
∑
iµ(x)+jµ(y)=µ0(R)
aijx
iyj,
with aij ∈ k such that R =
∑
ij aijx
iyj.
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Proposition 3.4.5.1. Consider µ : k[x, y]→ R− ∪ {+∞} any valuation and µ0 the monomial
valuation having weights µ(x) and µ(y) on x and y respectively. The following properties are
satisfied.
(i) For any R ∈ k[x, y], one has µ(R) > µ0(R).
(ii) If µ 6= µ0, then there exists two coprime integers s1, s2 satisfying s1µ(x) = s2µ(y) and a
unique constant λ ∈ k for which the polynomial H = xs1 − λys2 satisfies µ(H) > µ0(H).
(iii) For any R ∈ k[x, y], one has µ(R) > µ0(R) if and only if H|R.
The polynomial H associated to µ is called a key polynomial associated to µ.
Proof. Let us prove assertion (i). Write R ∈ k[x, y] as R =
∑
aijx
iyj where aij ∈ k. Recall that
the fact that µ0 is monomial implies that :
µ0(R) = min{iµ0(x) + jµ0(y) | aij 6= 0}.
Also, µ is a valuation, hence :
µ(R) > min{iµ0(x) + jµ0(y) | aij 6= 0} = µ0(R).
We have thus proved that µ(R) > µ0(R), as required.
Step 1 : Fix s1, s2 two coprime integers and λ ∈ k. Suppose that s1µ(x) = s2µ(y) and
that the polynomial H = xs1 − λys2 satisfies µ(H) > µ0(H), we prove that λ is unique. Take
λ′ 6= λ ∈ k, then
µ(xs1 − λ′ys2) = µ(H + (λ− λ′)ys2) = s2µ(y),
since µ(H) > µ((λ− λ′)ys2). Hence µ(xs1 − λ′ys2) = µ0(xs1 − λ′ys2) for any λ′ 6= λ.
Step 2 : Choose two integers s1, s2 such that s1µ(x) = s2µ(y). We prove that there exists
λ ∈ k∗ such that µ(xs1−λys2) > s1µ(x) = s2µ(y). Suppose by contradiction that for any λ ∈ k,
one has µ(xs1 − λys2) = s1µ(x). We claim that µ(R) = µ0(R) for any polynomial R ∈ k[x, y].
Fix R ∈ k[x, y]. Observe that if R is a homogeneous polynomial with respect to the weight
(µ(x), µ(y)), then R is of the form :
R = αxk0
∏
i
(xs1 − λiys2)
where α, λi ∈ k∗ and k0 ∈ N. Our assumption implies that µ(R) = µ0(R) for any homogeneous
polynomial R.
If R is a general polynomial, then R can be decomposed into R =
∑
iRi where each
polynomial Ri is homogeneous. Since µ(Ri) = µ0(Ri) for each i, this proves that µ(R) = µ0(R)
for any R ∈ k[x, y], which contradicts our assumption. We have thus proven assertion (ii).
Step 3 : We prove assertion (iii). Suppose that µ(R) = µ(R), we claim that H does not
divide R. Observe that µ0(R) = µ0(R), hence µ(R) = µ(R) = µ0(R). The equality µ(R) =
µ0(R) implies that H does not divide R by the previous argument.
Conversely, suppose that H does not divide R, we prove that µ(R) = µ0(R). Since H does
not divide R, we have that µ(R) = µ0(R). Decompose R into R = R+S where S ∈ k[x, y] such
that µ0(S) > µ0(R). We have that :
µ(R) > min(µ(R), µ(S)).
Since µ(S) > µ0(S) > µ0(R) = µ(R), we have thus :
µ(R) = µ(R) = µ0(R),
as required. We have proven that µ(R) = µ0(R) if and only if H does not divide R which is
equivalent to assertion (iii).
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3.4.6 Parachute inequalities
We introduce various notions of resonances of components of a tame automorphism. These
notions will play an important role in the theorem below. Consider a valuation ν ∈ V0 and a
component (f1, f2) of a tame automorphism. We are interested in the value of ν on R(f1, f2)
where R ∈ k[x, y]. The estimates of the value ν(R(f1, f2)) will depend on the possible values of
the pair (ν(f1), ν(f2)). We shall distinguish the following three cases :
1. The family (ν(f1), ν(f2)) is Q-independent and we say that the component (f1, f2) is
non resonant with respect to ν.
2. There exists two coprime integers s1, s2 such that s1 > s2 > 2 or s2 > s1 > 2 such
that s1ν(f1) = s2ν(f2) and we say in this case that the component (f1, f2) is properly
resonant with respect to ν.
3. Either ν(f1) is a multiple of ν(f2) or ν(f2) is a multiple of ν(f1) and there exists a
polynomial H ∈ k[x, y] of the form x−λyk where k ∈ N∗, λ ∈ k∗ such that ν(H(f1, f2)) >
ν(f1) = kν(f2). In this case, the component (f1, f2) is called critically resonant with
respect to ν.
Example 3.4.6.1. When ν = − deg : k[Q]→ R−∪{+∞}, the family (x, y) is not critically reso-
nant, but it is neither properly resonant nor non resonant (in particular there is no alternative).
However, (x, y) is non resonant for the monomial valuation with weight (−
√
2,−
√
3,−
√
2,−
√
3)
on (x, y, z, t).
Example 3.4.6.2. Take f1 = x, f2 = y+x2 ∈ k[Q], then (f1, f2) is critically resonant with respect
to the valuation ordH∞ = − deg.
Example 3.4.6.3. Take f1 = z + x2, f2 = y + x3 ∈ k[Q], then (f1, f2) is properly resonant with
respect the valuation ordH∞ = − deg.
For ν ∈ V0 and (f1, f2) a component of a tame automorphism, the following theorem allows
us to estimate the value of ν on R(f1, f2) only when (f1, f2) is not critically resonant.
Theorem 3.4.6.4. Let ν ∈ V0 be a valuation and let ν0 be the monomial valuation on k[x, y]
with weight (ν(f1), ν(f2)) with respect to (x, y). The following assertions hold.
(i) For any polynomial R ∈ k[x, y], one has the lower bound ν(R(f1, f2)) > ν0(R(x, y)).
(ii) If the component (f1, f2) is non resonant with respect to ν, then for any polynomial
R ∈ k[x, y], one has ν(R(f1, f2)) = ν0(R(x, y)).
(iii) Suppose that the component (f1, f2) is properly resonant with respect to ν and let s1, s2
be two coprime integers such that s1ν(f1) = s2ν(f2), then for any polynomial R ∈ k[x, y],
either ν(R(f1, f2)) = ν0(R(x, y)) or ν(R(f1, f2)) > ν0(R(x, y)) and we have :
ν(R(f1, f2)) < min
{(
s1 − 1−
s1
s2
)
ν(f1),
(
s2 − 1−
s2
s1
)
ν(f2)
}
.
Remark 3.4.6.5. Observe that in assertion (iii), only one inequality is relevant. Suppose for
example that ν(f1) < ν(f2), then s1 < s2 and the value (s2− 1− s2/s1)ν(f2) is greater or equal
to 0 whereas ν(R(f1, f2)) < 0.
Before giving the proof of Theorem 3.4.6.4, we state two consequences of this theorem below.
Corollary 3.4.6.6. Let ν ∈ V0 be a monomial valuation and let f = (f1, f2, f3, f4) be an
element of Tame(Q). We suppose that ν(f1) < ν(f2) and that (f1, f2) is not critically resonant
with respect to ν. Then for any polynomial R ∈ k[x, y] \ k[y], we have :
ν(f2R(f1, f2)) < ν(f1).
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Proof. Two cases appear. Either ν(R(f1, f2)) = ν0(R(x, y)) where ν0 is the monomial valuation
with weight (ν(f1), ν(f2)) with respect to (x, y), and we are finished since R ∈ k[x, y] \ k[y].
Or ν(R(f1, f2)) > ν0(R(x, y)) and there exists some integers s1, s2 such that s1ν(f1) = s2ν(f2)
where s2 > s1 > 2. Using Theorem 3.4.6.4.(iii) and the fact that s1 > 2, we have thus :
ν(f2R(f1, f2)) < (s1 − 1)ν(f1) < ν(f1),
as required.
We state the second corollary for which the constant 4/3 appears naturally.
Corollary 3.4.6.7. Let ν ∈ V0 be a valuation and let (f1, f2) a properly resonant component
with respect to ν such that ν(f1) < ν(f2). Then for any polynomial R ∈ k[x, y] \ k[y], one has :
ν(f1R(f1, f2)) <
4
3
ν(f1).
Proof. Denote by ν0 : k[x, y]→ R−∪{+∞} be the monomial valuation with weight (ν(f1), ν(f2))
with respect to (x, y). Two cases appear, either ν(R(f1, f2)) = ν0(R(x, y)) and we are done
since ν(R(f1, f2)) 6 2ν(f1) as R ∈ k[x, y] \ k[y] or ν(R(f1, f2)) > ν0(R(x, y)). In the latter case,
consider two coprime integers s1, s2 such that s1ν(f1) = s2ν(f2). Since ν(f1) < ν(f2) and the
component (f1, f2) is properly resonant, one has the inequality s2 > s1 > 2. Using Theorem
3.4.6.4.(iii), we have that :
ν(f1R(f1, f2)) <
(
s1 −
s1
s2
)
ν(f1).
Suppose s1 > 3, then s1 − s1/s2 > 2 as s1/s2 6 1. Hence, we have that :
ν(f1R(f1, f2) 6 2ν(f1) <
4
3
ν(f1).
The only remaining case is when s1 = 2 and s2 > s1 = 2. Then s1/s2 6 2/3 and we obtain :
ν(f1R(f1, f2)) <
(
2− 2
3
)
ν(f1) =
4
3
ν(f1).
Proof of Theorem 3.4.6.4. Let us denote by R =
∑
aijx
iyj. Consider the projection πxy : Q →
A2 induced by the embedding of Q into A4 composed with the projection onto A2 of the form :
πxy : (x, y, z, t) ∈ Q(k) 7→ (x, y).
Choose an automorphism f such that f = (f1, f2, f3, f4) where f3, f4 ∈ k[Q]. We denote by µ
the valuation on k[x, y] given by µ = πxy∗f∗ν.
Observe that for any polynomial R ∈ k[x, y], we have ν(R(f1, f2)) = µ(R(x, y)) and as-
sertion (i) follows directly from Proposition 3.4.5.1.(i). Observe also that assertion (ii) follows
immediately from the fact that ν(f1) and ν(f2) are Q-independent.
Let us prove assertion (iii). We can suppose by symmetry that ν(f1) < ν(f2). Since the
component (f1, f2) is properly-resonant, there exists two coprime integers s1, s2 such that
s1ν(f1) = s2ν(f2) and such that s2 > s1 > 2.
By Proposition 3.4.5.1 applied to µ, there exists λ ∈ k∗ such that the polynomial H =
xs1 − λys2 satisfies
µ(H(x, y)) = ν(H(f1, f2)) > ν0(H) = s1ν(f1).
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For any polynomial R ∈ k[x, y], denote by R be the polynomial given by :
R =
∑
iµ(x)+jµ(y)=ν0(R(x,y))
aijx
iyj.
By construction, we have that there exists an integer n > 1 such that R ∈ (Hn) \ (Hn+1).
We shall use the following lemma (proved at the end of this section) :
Lemma 3.4.6.8. Let R ∈ k[x, y] such that H|R . Consider the integer n = max{k | Hk divides R} >
1. Then the following properties are satisfied.
(i) For any integer k 6 n, we have ∂k2 (R) = ∂2R.
(ii) For any integer k 6 n, we have Hn−k|∂k2R but Hn−k+1 - ∂k2R.
The above lemma implies that ∂k2R = ∂k2R and that Hn−k)|∂k2R but Hn−k+1 - ∂k2R for any
k. In particular, H does not divide ∂n2R and Proposition 3.4.5.1.(iii) implies that :
µ(∂n2R(x, y)) = ν0(∂
n
2R) = ν0(∂
n
2 R̄).
The previous equation translates as :
ν((∂n2R)(f1, f2)) = ν0(∂
n
2R)
and R satisfies the conditions of Lemma 3.4.4.6 (for the same integer n), which in turn implies
that :
ν(R(f1, f2)) < degy(R)ν(f2) + n∇(f1, f2),
Since Hn|R̄, one has degy(R) > degy(R) = s2n, hence :
ν(R(f1, f2)) < n (s2ν(f2) +∇(f1, f2)) .
Since n > 1 and since ∇(f1, f2) 6 −ν(f1)− ν(f2), we have
ν(R(f1, f2)) < s2ν(f2)− ν(f1)− ν(f2).
Since s1ν(f1) = s2ν(f2), we get :
ν(R(f1, f2)) < ν(f1)
(
s1 − 1−
s1
s2
)
,
as required.
Proof of Lemma 3.4.6.8. Consider a monomial valuation ν0 : k[x, y]→ R−∪{+∞} with weight
(α, β) ∈ (R−,∗)2 with respect to (x, y) and H = xs1 − λys2 where s1, s2 are coprime integers
such that s1α = s2β.
Let us prove assertion (i) for k = 1. Fix R ∈ k[x, y] and write R as :
R =
∑
ij
aijx
iyj,
where aij ∈ k. The partial derivative is given explicitly by :
∂2R =
∑
i≥0,j≥1
jaijx
iyj−1.
Since H|R, one has R ∈ k[x, y] \ k[x] and ν0(R) = ν0(R). Take (i, j) such that aij 6= 0 and
iα+(j−1)β = ν0(∂2R). Then iα+ jβ = ν0(∂2R)+ν0(y) ≤ ν0(R). Conversely, since H|R, there
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exists (i, j) such that iα+jβ = ν0(R) where j ≥ 1, hence we have that iα+(j−1)β ≥ ν0(∂2R).
Hence, ν0(∂2R) = ν0(R)− β and ∂2R = ∂2R.
Let us prove assertion (ii) for k = 1. We have that Hn|R but Hn+1 - R, then we have :
R = HnS,
where S ∈ k[x, y] is a homogeneous polynomial such that H - S. By definition,
∂2R = ns2H
n−1ys2−1S +Hn∂2S.
Hence Hn−1|∂2R. Suppose by contradiction that Hn|∂2R, then this implies that H|ys2−1S which
is impossible since H does not divide S. We have thus proven that Hn−1|∂2R but Hn - ∂2R, as
required.
We conclude by an immediate induction on k 6 n to prove assertion (i) and (ii).
3.5 Global geometry of the complex
In this section, we first review the results due to Bisi-Furter-Lamy regarding the global
geometric properties of the metric square complex (C, dC) introduced in Section 3.3. We then
describe the degree of iterates of a tame automorphism fixing a vertex of the complex. Subsection
3.5.3 contains a discussion on bands. In Subsection 3.5.4 we introduce an important graph and
show that it is equivalent to the complex C. This information plays a crucial role in the proof
of Theorem 10.
3.5.1 Gromov curvature and Gromov-hyperbolicity
Recall that a map γ : [0, l]→ (C, dC) defines a geodesic segment of length l if γ induces an
isometry from [0, l] to γ([0, l]). A map γ : R→ C which is an isometry onto its image is called
a geodesic line and a map γ : R+ → C which is an isometry onto its image is called a geodesic
half-line. Recall also that γ : [0, l] → C is a quasi-geodesic if there exists λ > 0,M > 0 such
that for any s, s′ ∈ [0, l], the following inequality is satisfied :
1
λ
|s− s′| −M 6 dC(γ(s), γ(s′)) 6 λ|s− s′|+M.
Observe that a geodesic is by definition a quasi-geodesic.
We say that a metric space is a geodesic metric space if any two points can be joined by a
geodesic segment.
A geodesic space (X, d) is CAT(0) (see [BH99, Section II.1]) if its triangles are thinner than
euclidian triangles. In other words, (X, d) satisfies the following condition. For any three points
p, q, r in X, take a triangle in the euclidean plane (R2, || · ||) with vertices p̄, q̄, r̄ ∈ R2 such that
d(p, q) = ||p̄ − q̄||, d(q, r) = ||q̄ − r̄|| and d(r, p) = ||r̄ − p̄||. Then for any point m1 ∈ X and
m2 ∈ X in the geodesic segment [p, q] and [q, r] respectively, one has :
d(m1,m2) 6 ||m̄1 − m̄2||,
where m̄1 and m̄2 are the unique points on the segments [p̄, q̄] and [q̄, r̄] respectively such that
d(m1, p) = ||p̄− m̄1|| and d(r,m2) = ||r̄ − m̄2||.
Let us recall the notion of Gromov-hyperbolic metric space. Let δ > 0 be a positive real
number. A metric space (X, d) is δ-hyperbolic if for any geodesic triangle T = [p, q]∪ [q, r]∪ [r, p]
in X and for any point m ∈ [p, q], we have :
d(m, [q, r] ∪ [r, p]) 6 δ
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Theorem 3.5.1.1. ([BFL14, Theorem A]) The square complex C, endowed with the distance
dC, is a geodesic metric space which is simply connected, CAT(0) and Gromov-hyperbolic.
Sketch of Proof. The simple connectedness of the complex is a consequence of the reduction
theory, which in turns relies heavily on the parachute inequalities that we shall describe exten-
sively in Section 3.4 below.
Given a loop in C, a first step is to prove that the given loop is homotopic to a loop which
passes only through vertices of type III and II. This can be done since every square contains
one vertex of type III and two vertices of type II. Then, given such a loop γ, one proves that
γ is homotopic to the trivial loop by induction on the maximal degree of the vertices of type
III contained in γ (the degree is defined since the vertices of type III are equivalence classes
modulo O4). To prove such a statement, one uses the following formulation of the reduction
theory (see [BFL14, Theorem A.1]). Any tame automorphism f is equal to the composition :
f = e1 ◦ . . . ◦ ek ◦ g,
where e1, . . . , ek are automorphisms conjugated to EV by an element of O4 and where g ∈ O4.
As a consequence, if a vertex [f ] of type III is a vertex with maximal degree on γ, there exists
an automorphism e conjugated to EV by an element of O4 such that the degree of e◦f is strictly
smaller. Then a closer study proves that one can find a local homotopy near [f ] and loop γ′
which is homotopic γ and which passes through the vertex [e ◦ f ].
The Gromov-hyperbolicity property follows from the simple connectedness and the so-called
"thin-bigon criterion" applied to the 1-skeleton of C (see [Pap95]). The authors prove that the
complex C does not contain any subset which is isometric to [0, 6]× [0, 6] which in turns imply
that the 1-skeleton of C satisfies the thin bigon criterion, i.e there exists a large numberM such
that for any two geodesics on the 1-skeleton joining the same points, their distance is bounded
by M . This statement is enough to conclude that the triangles in C are thin.
Finally, the study of the geometry near each vertex of C provides an upper bound on the
local curvature on a neighborhood of each vertex, which implies the CAT(0) property using a
theorem due to Gromov (see [BH99, II.Theorem 5.2]).
The previous result has important consequences on the behavior of the isometries of the
complex, i.e distance preserving maps. Recall that the translation length, denoted l(f), of an
isometry f : C → C is defined by :
l(f) = inf
v∈C
dC(v, f(v)).
Observe that for any isometry f , the points in the complex where the infimum is reached is
invariant by f . We denote by Min(f) the subset of C on which the infimum is reached.
Theorem 3.5.1.2. Let f : C → C be an isometry of C which is also a morphism of complex.
Then either l(f) = 0 and f fixes a vertex in the complex, either l(f) > 0 and one can find
f -invariant geodesic line on which f acts by translation by l(f).
Proof. Take f an isometry of the complex C. Then Min(f) is non-empty by [BH99, II.6.6.(2)].
Suppose that l(f) > 0, then f satisfies the hypothesis of [BH99, II.Theorem 6.8]. More precisely,
[BH99, II.Theorem 6.8.(1)] asserts that an isometry f of a CAT(0) space satisfies l(f) > 0 if
and only if f translates by l(f) on an invariant geodesic line, as required. Otherwise l(f) = 0,
we prove that there exists a vertex which is fixed by f . Take a sequence of points vp in C such
that the distance dC(vp, f 2 · vp) tends to 0. If these points belong to the interior of a square,
their image will also be in the interior of a square. Since the distance between vp and f 2 · vp is
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arbitrarily small, they should belong to two squares Sp, S ′p which intersect, the only solution is
that the intersection is fixed by f 2, hence f 2 fixes a vertex or an edge or a square. Since each
edge is joined by two vertices of different type and since f 2 preserves the type of vertices, we
conclude that f 2 fixes a vertex in the complex. Similarly, if f 2 fixes a square, then it also fixes
the unique vertex of type III on the given square. A similar argument also holds if the sequence
vp are contained in the edges of C. In any of these cases, we conclude that f must also preserve
a vertex in the complex C, as required.
3.5.2 Application to the degree growths of elliptic automorphisms
In this section, we apply the results of the previous section to study the degree growth of
particular tame automorphisms. We call an isometry of C which is also a morphism of complex
elliptic if its translation length is zero, otherwise we say it is hyperbolic. As the tame group
acts by isometry on the complex C and as a morphism of complex, we say similarly that a
tame automorphism is elliptic or hyperbolic if its action on the complex is elliptic or hyperbolic
respectively.
We now compute the degree growth of elliptic tame automorphisms.
Theorem 3.5.2.1. Let f ∈ Tame(Q) be any tame automorphism of Q fixing a vertex in the
square complex. Then we are in one of the following situations :
(i) The sequence (deg(fn), deg(f−n)) is bounded and f is linear or f 2 is conjugated in
Bir(P3) to an automorphism of the form (x, y, z) 7→ (ax, by + xR(x), b−1z + xP (x, y))
with a, b ∈ k∗, P ∈ k[x, y] and R ∈ k[x].
(ii) There exists a constant C > 0 such that :
1
C
n 6 deg(f εn) 6 Cn,
where ε ∈ {+1,−1} and f is conjugated in Bir(P3) to an automorphism of the form :
(x, y, z) 7→ (ax, b−1(z + xR(x)), b(y + xP (x)z)),
with a, b ∈ k∗, R ∈ k[x] and P ∈ k[x] \ k.
(iii) There exists a constant C > 0 and an integer d such that :
1
C
dn 6 deg(f εn) 6 Cdn,
where ε ∈ {+1,−1} and f is conjugated in Bir(P3) to a composition of elements of the
form :
(x, y, z) 7→ (ax, b(z + xP (x, y)), b−1(y + xR(x))),
where a, b ∈ k∗, R ∈ k[x] and P ∈ k[x, y] such that degy(P ) > 2.
Remark 3.5.2.2. In case (iii) of the previous Theorem, suppose f is a normal form, then
deg(fp) = Cdp + C0 where C > 0 and C0 ∈ Z.
Remark 3.5.2.3. We summarize the growth of the degree of elliptic automorphisms.
Fixed vertex Action on the link Fibration Behavior on the fiber deg(fn)
Type III bounded
Type II over P2 Flow of a vector field bounded
Type I trivial on the Bass-Serre tree overP1 Flow of a vector field bounded
Type I involution on the Bass-Serre tree over P1 Affine linear
Type I hyperbolic on the Bass-Serre tree over P1 Composition of Henon exponential
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Proof. Take f ∈ Tame(Q) an elliptic automorphism. Since f fixes a vertex on the complex, we
will distinguish three cases depending on the type of vertices f fixes. Moreover, recall that the
degree growth is an invariant of conjugation and that by Proposition 3.3.2.3, the tame group
acts transitively on the set of vertices of type I, II and III respectively. We are thus reduced
to compute the degree growth for f in the subgroups Stab([Id]), Stab([x, z]) and Stab([x])
respectively.
First case : If f ∈ Stab([Id]) = O4, the sequence (deg(fn), deg(f−n)) is bounded.
Second case : Suppose that f ∈ Stab([x, z]). By Proposition 3.3.3.1, one has :
Stab([x, z]) = EH o
{(
ax+ bz a′y + b′t
cx+ dz c′y + d′t
)
|
(
a b
c d
)(
d′ −b′
−c′ a′
)
= I2 ∈M2(k)
}
.
Denote by πxz : Q → A2 \ {(0, 0)} the map induced by the projection
(x, y, z, t)→ (x, z).
Using Proposition 3.2.2.1 and the fact that the vertices of type I contained in a square containing
[Id] are in one to one correspondance with the hyperplane at infinity by Proposition 3.3.2.1,
we can conjugate by an element of SO4 so that f also fixes the vertices [x], [z]. By Proposition
3.2.3.1, f is then of the form : (
ax b(y + xP (x, z))
b−1z a−1(t+ zP (x, z))
)
,
where a, b ∈ k∗ and P ∈ k[x, y]. Recall that π−1xz (A2 \ ({0} × A1)) is isomorphic to A2 \ ({0} ×
A1)×A1. We fix an isomorphism, since f fixes the fibration π, it induces a regular automorphism
on A2 \ ({0} × A1)× A1 of the form :
f : (x, z, y) 7→
(
ax, b−1z, b(y + xP (x, z))
)
.
In particular, the sequence (deg(fn), deg(f−n)) is bounded and f satisfies assertion (i).
Third case : Consider f ∈ Stab([x]) such that f /∈ Stab([x, y]) ∪ Stab([x, z]). Since f
preserves the fibration πx : Q → A1 and since π−1x (A1 \ {0}) is isomorphic to A1 \ {0}×A2, the
automorphism f is of the form :
f : (x, y, z)→ (x, f1, f2),
where (f1, f2) defines an element of Aut(A2k[x]).
By Proposition 3.3.5.4, f induces an action on the subtree of the Bass-Serre tree associated
to Aut(A2k(x)). If f induces an action on this subtree which fixes every point of the tree, then f
belongs to A[x]. By Proposition 3.3.5.4.(iv), f is then of the form :(
ax b(y + xP (x))
b−1(z + xS(x)) a−1(t+ zP (x) + yS(x) + xP (x)S(x))
)
where P, S ∈ k[x] \ k. In particular, the sequences (deg(fn)) and deg(f−n)) are bounded and
f satisfies assertion (i) since in the fixed trivialization, f is of the form (x, y, z) 7→ (x, by +
xP (x), z + xS(x)).
Recall that the vertices of type II in the Bass-Serre tree Tk(x) were equivalence classes of
components (f1, f2) of automorphisms in Aut(A2k(x)) where two components (f1, f2) ' (g1, g2)
if and only if there exists
(
a b
c d
)
∈ GL2(k(x)) such that (g1, g2) = (af1 + bf2, cf1 + df2).
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Suppose that f, f 2 /∈ A[x] and the action of f on the subtree of Tk(x) fixes a vertex. If the
fixed vertex in the tree Tk(x) is of type II, then we can suppose that f fixes the vertex given by
[y, z]. In particular, this implies that f is conjugated to(
ax b(y + xP (x)z)
b−1(z + xR(x)) a−1(t+ z2P (x) + yR(x))
)
or
(
ax b−1(z + xR(x))
b(y + xP (x)z) a−1(t+ z2P (x) + yR(x))
)
with P ∈ k[x] \k and R ∈ k[x]. In particular, the sequences deg(fn) and deg(f−n) are bounded
in the first case and grow linearly in the second. In the first case, f satisfies assertion (i) and
f satisfies assertion (ii) in the second.
If f, f 2 /∈ A[x] and the action f on TC(x) fixes a vertex of type I but no vertices of type II,
then f is conjugated to an element which fixes the vertex [y], in particular it is conjugated to(
ax b(y + xP (x, z))
b−1(z + xR(x)) a−1(t+ z2P (x) + yR(x))
)
with P,R ∈ k[x] \ k. In this case, the degrees are both bounded and f satisfies assertion (i).
The remaining case is when the action on the tree Tk(x) is hyperbolic and using the amalga-
mated product structure, we deduce that f is conjugated to a composition of elements of the
form : (
ax b(z + xP (x, y))
b−1(y + xR(x)) a−1(t+ zR(x) + yP (x, y) + xP (x, y)R(x))
)
,
where R ∈ k[x] and P ∈ k[x, y] such that degy(P ) > 2. In this case, the degree sequences
(deg(fn)), (deg(f−n) are both equivalent to dn and f satisfies assertion (iii).
3.5.3 Bands and regions
Let us define the notion of band in the complex.
Recall that a vertical (resp. horizontal) region of C is a connected component of C minus
all vertical (resp. horizontal) edges. One can understand the geometry of a region as follows.
Observe that on each 1 × 1 square, the orthogonal projection onto the symmetry axis of the
square which permutes the vertical edges defines a strong deformation retraction on the square.
The retraction on each square induces a retraction of a region on a graph denoted TV where
V stands for vertical. Observe that the graph TV does not depend on the choice of the region
since the group STame(Q) acts transitively on the 1× 1 square, hence on vertical regions. One
can also similarly define the graph TH .
The complement C \TV of the graph TV contains two geodesically convex connected compo-
nents (see [BS99, Lemma 3.2]). We briefly explain the proof of this result. Fix a vertical region
R which retracts to the graph TV . We claim that C \ TV has at least 2 geodesically connected
components. Take two points p, q in a common square S which belong to two different connected
components of S \ TV . We prove that p and q do not belong to the same connected component
in C \TV . Indeed, suppose that there exists a geodesic path γ in C \TV joining p and q, then this
defines a loop γ′ by adding γ to the segment in S joining q to p. By construction, γ′ intersects
TV at a unique point, but since C is simply connected, γ′ is homotopic to a trivial loop and
the number of generic transversal intersection points with TV is always even. This contradicts
the fact that the number of generic transversal intersection points of γ′ with TV is odd. Fix a
point p0 ∈ C \ TV , define a map ϕ : C \ TV → Z/2Z which maps a point q ∈ C \ TV to the
number of generic transversal intersection points modulo 2 of any path γ joining p0 to q with
TV . The previous argument proves that ϕ is well-defined and continuous. In particular, C \ TV
has exactly 2 connected components.
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The graph TV is a tree. Indeed, the fact that the complement C \ TH of a given graph TH
has two connected components implies that TV \ TH also has also two connected components.
Hence, for any point p ∈ TV which belongs to the interior of a square, the complement TV \{p}
has also two connected components, and since TV is a one dimensional complex, it must be a
tree.
Definition 3.5.3.1. A vertical (resp. horizontal) band is the closure in C of ]0, 1[×γ where γ
is a geodesic line in TV (resp. TH).
Definition 3.5.3.2. A vertical (resp. horizontal) band of width 2 is a subset of C which contains
a band and which is isometric to [0, 2]× R.
3.5.4 Function on the vertices of the complex and the graph C ′ asso-
ciated to a valuation
Fix a valuation ν ∈ V0. Given any automorphism f = (f1, f2, f3, f4) ∈ Tame(Q), we remark
that ν(f1) does not depend on the choice of representative of the class [f1] so that ν induces a
function on the vertices of type I of C.
We say that a vertex v ∈ C of type I is ν-minimal (resp. ν-maximal) in a 2×2 square S if
ν(v) is strictly smaller (resp. greater) than the value of the valuation ν on every other vertices
of type I of S. Observe that for some valuations, two vertices of type I can have the same value
on ν, hence there can be no ν-minimal or ν-maximal vertices.
We now define a graph Cν associated to a valuation ν ∈ V0 as follows :
1. the vertices are the vertices of C type I ;
2. one draws an edge between two vertices v1 and v2 of C ′ if there exists a 2× 2 square S
centered at a vertex of type III in C containing v1, v2 such that the vertices v1, v2 belong
to an edge of S or v1 and v2 are the ν-minimal and ν-maximal vertices of S respectively.
Observe that whenever there is no ν-maximal or minimal vertex in a 2×2 square S centered
at a point of type III, then we only draw the four edges of the square S.
The graph C ′ is endowed with the distance dν such that its the edges have length 1.
Lemma 3.5.4.1. The graph C ′ is a connected metric graph.
Proof. This follows from the fact that the 1-skeleton of C is connected.
Since we will exploit the properties of this function on the vertices of type I, we introduce
the following convention on the figures. Take an edge of length 2 between two type I vertices
v1, v2, then we put an arrow pointing to v2 if ν(v2) < ν(v1) as in the following figure.
◦v1 ◦v2
Lemma 3.5.4.2. Let ν : k[Q] → R ∪ {+∞} be a valuation which is trivial over k∗ and such
that ν(x), ν(y), ν(z), ν(t) < 0. Let S be a 2 × 2 square of the complex C centered at a type III
vertex. Suppose S has a unique ν-maximal vertex (resp. ν-minimal), then there exists a unique
ν-minimal (resp. ν-maximal) vertex and the ν-minimal and ν-maximal vertices are at distance
2
√
2 in C.
Let S be a 2 × 2 square centered at a vertex of type III which satisfies the conditions of
Lemma 3.5.4.2. and let φ be the associated isometry. Denote by [x1], [y1], [z1] and [t1] the vertices
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of type I of the square S where x1, y1, z1, t1 ∈ k[Q] such that the vertex [x1] is ν-minimal and
[t1] is ν-maximal in S. Then there exists a unique isometry φ : S → [0, 1]2 such that :
φ([x1]) = (2, 2),
and
φ([t1]) = (0, 0),
and such that the horizontal edges of S are given the geodesic segments between [x1] and [y1],
and between [z1] and [t1].
Using this convention, Lemma 3.5.4.2 implies that we are in the following situation :
[x1]
[z1][t1]
[y1]
◦ ◦
◦◦

In particular, the subgraph of C ′ containing the vertices of S looks as follows :
◦ [x1]
◦ [z1]◦[t1]
◦[y1]
Proof of Lemma 3.5.4.2. Let S be a 2×2 square satisfying the hypothesis of the Lemma. Denote
[t1] the ν-maximal vertex of S. Denote also by [z1], [y1], [x1] the type I vertices of S such that
the edges between [t1] and [z1], between [t1] and [y1] are horizontal and vertical respectively.
Observe that ν(x1), ν(y1), ν(z1), ν(t1) < 0 and that :
ν(x1t1 − y1z1) = ν(1) = 0.
This implies that :
ν(x1) + ν(t1) = ν(y1) + ν(z1).
In particular, ν(t1) > ν(y1) implies that :
ν(x1) < ν(z1).
By symmetry, we also prove that ν(x1) < ν(y1) and this implies that [x1] is the unique ν-minimal
vertex of S, as required.
Observe that for two distinct valuations ν1, ν2 ∈ V0, the graphs Cν1 and Cν2 are not in general
equal.
Lemma 3.5.4.3. Fix any valuation ν ∈ V0, and any two adjacent 2× 2 squares S, S ′ centered
at a vertex of type III. Suppose that v is a vertex in S ∩ S ′ which is ν-minimal in S.
Then the unique vertex v′ ∈ S ′ \ S which belongs to an edge containing v is also ν-minimal
in S ′.
One has the following figure :
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S
v
S ′
v′
◦ ◦ ◦
◦ ◦ ◦
Proof of Lemma 3.5.4.3. Take x1, y1, z1, t1 ∈ k[Q] such that v = [x1], [z1] ∈ S∩S ′ and [y1], [t1] ∈
S are the four distinct vertices of S. We claim that we are in the following situation :
S
◦
[x1]
◦
[z1]
S ′
◦
[t1]
◦
[y1]
◦
[t1 + z1P (x1, z1)]
◦
[y1 + x1P (x1, z1)]
where P ∈ k[x, y]\k. Indeed, recall that the tame group acts as g · [f ] = [f ◦ g−1]. In particular,
if S0 is the standard 2 × 2 square containing [x], [y], [z], [t] and [Id] and if f = (x1, y1, z1, t1),
then S = f−1 · S0. Since S and S ′ are adjacent along an two edges of type I, there exists an
element e ∈ EH such that S ′ = (f−1 ◦ e ◦ f) · S. This proves that S ′ = (f−1 ◦ e) · S0, and the
vertex v′ is given by :
v′ = [y ◦ e−1 ◦ f ],
as required.
Since ν(x1) < ν(y1) and since ν(P (x1, z1)) < 0, this implies that :
ν(y1 + x1P (x1, z1)) = ν(x1P (x1, z1)) < ν(x1).
Similarly, one has :
ν(t1 + z1P (x1, z1)) = ν(z1P (x1, z1)) < ν(z1).
Hence since the vertex [z1] is ν-maximal, we have that v′ = [y1 + x1P (x1, z1)] is the ν-minimal
vertex in S ′ by Lemma 3.5.4.2, as required.
The following proposition compares the distance dν with the distance dC.
Proposition 3.5.4.4. The distance dν and the distance dC are equivalent, i.e there exists a
constant C > 0 such that for any vertices v1, v2 ∈ C of type I, one has :
1
2
√
2
dC(v1, v2) 6 dν(v1, v2) 6 3dC(v1, v2).
Proof. For each 2 × 2 square S centered at a vertex of type III in C, the restriction to S ∩ Cν
of the distance in Cν and the distance dC are bi-lipschitz equivalent. More precisely, for any
v1, v2 ∈ S ∩ Cν , the following inequality holds :
dC(v1, v2)
2
√
2
6 dν(v1, v2) 6 3dC(v1, v2).
Hence, if we apply the previous inequality to a chain of points which belong successively to the
same square, we obtain the distance in C is equivalent to the distance dν and for any vertices
v1, v2 of type I in C, we have :
dC(v1, v2)
2
√
2
6 dν(v1, v2) 6 3dC(v1, v2),
as required.
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3.6 Degree estimates in the graph Cν
In this section, we prove the following theorem, which is a refinement of [BFL14, Theorem
A.1] where the authors proved that the distance between two vertices of type III [f ] and [g]
where f, g ∈ Tame(Q) is smaller than the degree of f ◦ g−1.
Fix a valuation ν ∈ V0 and consider the graph Cν associated to ν. The main theorem of this
section allows one to compare the distance in Cν with the logarithm of ν on the vertices of Cν .
We recall that the standard 2× 2 square S0 is the square whose vertices are [x], [y], [z] and [t].
Theorem 3.6.0.1. Pick any valuation ν ∈ V0 satisfying :
max(ν(y) + ν(t), ν(z) + ν(t)) < ν(x) < min(ν(y), ν(z), ν(t)). (3.9)
Consider any geodesic segment of C joining [Id] to a vertex v of type I which intersects an edge
of the square S0, then the following assertions hold.
1. We have :
ν(v) 6
(
4
3
)dν([t],v)−1
max(ν(x), ν(y), ν(z), ν(t)).
2. For any valuation ν ′ ∈ V0 satisfying (3.9), we have :
dν([t], v) = dν′([t], v).
Observe that condition (3.9) implies that the vertex [x] is ν-minimal in S0.
The proof of Theorem 4.6.0.4 basically proceeds by induction on the distance between [t]
and v. To be able to prove the induction step we will need to prove our key Proposition given
Section 3.6.1.
In Section 3.6.2, we prove the main estimates on the degrees on a spiral staircase. The
method use extensively the Parachute inequalities and the geometry of the link of a vertex of
type I.
Then Section 3.6.3,Section 3.6.4 and Section 3.6.5 provide three consequences of these esti-
mates.
As a result, in §3.6.6, we prove Theorem 3.6.0.1 by induction using purely combinatorial
arguments based on the statements proved in §3.6.2, §3.6.3, §3.6.5 and §3.6.4.
Finally, Theorem 3.6.0.1 allows us to deduce Theorem 9 and Theorem 10. In §3.6, we will
consider only 2 × 2 squares of the complex which are centered on a vertex of type III and we
will adopt the convention on the figures defined in Section 3.5.4, where an arrow point to a
vertex on which the valuation is strictly smaller.
3.6.1 Choice of squares with non-critically resonant edges
The proof amounts to prove inductively that the value of a given valuation on the vertices
behaves at least multiplicatively. To do so, we will need to consider non-critically resonant
edges.
Fix a valuation ν ∈ V0 and fix a 2× 2 square S. Consider a vertex [x1] of type I in S which
is ν-minimal in S where x1 ∈ k[Q] and denote by [z1] another vertex of type I in S such that
[x1] and [z1] belong to a vertical edge of the square S. For any square S ′ which is adjacent to
S along the edge containing [x1] and [z1], Lemma 3.5.4.3 implies that the function induced by
ν on the vertices is as follows,
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S
◦
[x1]◦
[y1]
◦
[t1]
◦
[z1]
◦
[y1 + x1P (x1, z1)]
◦
[t1 + z1P (x1, z1)]
S ′
where y1, t1,∈ k[Q] and P ∈ k[x, y] \ k. Observe that if the component (x1, z1) is not critically
resonant with respect to ν, then by Corollary 3.4.6.7, one has :
max(ν(y1 + x1P (x1, z1), ν(t1 + z1P (x1, z1))) <
4
3
ν(z1).
Moreover, Corollary 3.4.6.6 implies also :
max(ν(y1 + x1P (x1, z1), ν(t1 + z1P (x1, z1))) < ν(x1)
When the component (x1, z1) is critically resonant, then the previous inequality does not
necessarily hold since we cannot apply Corollary 3.4.6.7.
Our key observation is that the previous inequality remains valid whenever there exists
a square S1 adjacent to S along the edge containing [t1], [z1] and such that its other edge
containing [z1] is not critically resonant. If we choose S1 so that the squares S1, S, S ′ are flat,
we arrive at the following situation where a blue edge means that the corresponding component
is not critically resonant and a red edge that the component is critically resonant :
◦
[f1]
◦
[f2]
S1
S S ′
◦
[f ′1]
◦
◦
◦
◦
◦
◦
We now illustrate our argument in the following lemma.
Lemma 3.6.1.1. Fix ν ∈ V0 and S, S ′ two adjacent 2× 2 squares. Consider v1, v2 two vertices
of the common edge of these squares and suppose that v1 is ν-minimal in S. Suppose that the
edge joining v1 and v2 corresponds to a component (f1, f2) which is not critically resonant. Then
for any vertex v′ ∈ S ′ distinct from v1, v2, we have :
ν(v′) < min
(
4
3
ν(v2), ν(v1)
)
.
Proof. Observe that this lemma follows immediately from Corollary 3.4.6.7 and Corollary
3.4.6.6.
The Proposition below is the key ingredient in our proof and explains how one can find a
square which has an edge which is not critically resonant.
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Proposition 3.6.1.2. Fix a valuation ν ∈ V0. Let S be any 2 × 2 square having a unique
ν-minimal vertex, and let [f1], [f2] be any horizontal (resp. vertical) edge of S. Suppose that
ν(f1) < ν(f2), that (f1, f2) is critically resonant and that for any polynomial R ∈ k[x] \ k, one
has :
ν(f1 − f2R(f2)) < ν(f2).
Then there exists a square S1 adjacent to S along the vertical (resp. horizontal) edge containing
[f2] which satisfies the following properties.
(i) For any square S2 adjacent to S along the edge containing [f1], [f2], the squares S1, S, S2
are flat.
(ii) The horizontal (resp. vertical) edge in S1 containing [f2] is not critically resonant.
(iii) There exists an element g ∈ A[f2] such that g · S = S1.
Proof. Statement (i) and (iii) follow from Lemma 3.3.6.6.(ii) and Lemma 3.3.6.6.(i) respecti-
vely. Indeed pick any polynomial R ∈ k[x] \ k, and let SR be the square containing [f2], [f1 −
f2R(f2)] which is adjacent to S along the vertical edge containing [f2]. Since R depends on
a single variable, it follows that for any square S2 adjacent to S along the edge containing
[f1], [f2], the squares SR, S2, S are flat.
We now prove (ii), and produce a polynomial R ∈ k[x]\k such that the component (f2, f1−
f2R(f2)) is not critically resonant. Since the component (f1, f2) is critically resonant, there
exists a constant λ ∈ k∗ and an integer n > 1 such that
ν(f1 − λfn2 )) > ν(f1) = nν(f2).
Since ν(f1) < ν(f2), we get n > 2 so that R1 := λxn−1 ∈ k[x] \ k.
If the component (f2, f1− f2R(f2)) is not critically resonant, then the square S1 containing
[f2], [f1−f2R(f2)] which is adjacent to S along the vertical edge containing [f2] satisfies assertion
(ii) and we are done. Otherwise, (f2, f1 − f2R(f2)) is critically resonant. Observe that by
assumption, we have
ν(f1 − f2R1(f2)) < ν(f2) ,
so that ν(f1 − f2R1(f2)) = n2ν(f2) for some n2 > 1, and ν(f1 − f2R2(f2)) > n2ν(f2) for some
polynomial R2 ∈ k[x] \ k of the form R2(x) = R1(x) +λ′xn2−1. Repeating this argument we get
a sequence of polynomials Ri ∈ k[x] \ k, and either (f2, f1 − f2Ri(f2)) is not critically resonant
for some index i ; or (f2, f1−f2Ri(f2)) is critically resonant for all i. However in the latter case,
the sequence (ν(f1 − f2Ri(f2)) is strictly increasing and (ν(f1 − f2Ri(f2)) are all multiples of
ν(f2) which yields a contradiction. The proof is complete.
3.6.2 Degree estimates at a ν-maximal vertex
In this section, we analyze the situation of two 2× 2 squares adherent at a vertex of type I.
Recall from Section 3.3.6 that a pair of adherent squares (S, S ′) is contained in a spiral
staircase if there exists a sequence of squares S0 = S, . . . , Sp = S ′ connecting S and S ′ which are
adjacent alternatively along vertical and horizontal edges and such that any three consecutive
squares Si, Si+1, Si+2 are not flat for i 6 p − 2. When the intersection between S0 and S1 is a
horizontal (resp. vertical) edge, we say that the staircase is vertical (resp. horizontal).
Theorem 3.6.2.1. Fix a valuation ν ∈ V0.
Consider three 2 × 2 squares S, S1 and S ′ having a vertex [x1] of type I in common. We
assume that S and S1 have a common horizontal edge [x1], [y1], and that the pair (S, S ′) is
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contained in a vertical spiral staircase containing S1. Denote by [z1] the vertex in S1 which
forms a vertical edge with [x1].
Assume that [x1] is ν-maximal in S1, that the component (x1, z1) is not critically resonant,
that ν(z1) < ν(y1) and ν(z1) < (4/3)ν(x1). Then for any vertex v ∈ S ′ distinct from [x1], one
has :
ν(v) <
4
3
ν(x1).
The following figure summarizes the situation of the Theorem.
◦ ◦
• •
•
S
S1
S ′
◦
[t1]
◦
[z1]
◦
[x1]
◦
[y1]
◦
[z′]
◦
[t′]
◦
[y′]
We shall use repeatedly the following lemma, whose proof is given at the end of this section.
Recall from Section 3.3.5 the definition of the subgroup Av of the stabilizer of a vertex v of
type I.
Lemma 3.6.2.2. Take three 2 × 2 squares S1, S2, S3 containing [x1] and which are adjacent
alternatively along vertical and horizontal edges. Suppose that S1, S2 and S3 are not flat. Then
the following assertions hold.
(i) Suppose that S ′1 is a 2× 2 square which is adjacent to S2 along S1 ∩ S2 such that there
exists an element g ∈ A[x1] for which g ·S1 = S ′1. Then the squares S ′1, S2, S3 are not flat.
(ii) For any 2 × 2 squares S ′1, S ′2 such that S1, S2, S ′1, S ′2 are flat, the squares S ′1, S ′2, S3 are
not flat. Moreover, given any g1, g2 ∈ Stab([x1]) ∩ STame(Q) such that g1S1 = S ′1, and
g2S2 = S
′
2, we have g1, g2 ∈ A[x1].
This lemma will allow us to consider alternative spiral staircase around the vertex [x1]. We
thus have the following figures in each situation.
S ′1
S3
S1S2
◦
◦ ◦
◦
[x1]◦
◦◦
◦
◦
◦
•
•
•
•
•
•
• •
•
•
•
•
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S ′2 S
′
1
S3
S1S2
[x1]
•
•
•
•
•
•
• •
◦
◦
◦
◦
◦
◦
◦
◦
◦ ◦ ◦
• • •
• •
•
Proof of Theorem 3.6.2.1. Take a valuation ν ∈ V0 and three squares S, S1, S ′ satisfying the
conditions of the theorem. By assumption, there exists an integer p > 2 and a sequence of
adjacent squares S2, . . . , Sp−1 such that S0 = S, S1, S2, . . . , Sp = S ′ forms a vertical staircase.
We denote by [y1], [z1], [t1], [x1] and [z′], [y′], [t′] the vertices of S1 and S ′ respectively so that
the edges [x1], [y1] and [x1], [y′] are horizontal and the edges [x1], [z1] and [x1], [z′] are vertical.
We are thus in the following situation.
S
S1
S ′
◦
[t1]
◦
[z1]
◦
[x1]
◦
[y1]
◦
[z′]
◦
[t′]
◦
[y′]
◦ ◦•
• • •
•
•
•
Recall that S and S ′ are connected by a vertical staircase S = S0, S1, . . . , Sp−1, Sp = S ′.
Lemma 3.6.2.3. The theorem holds whenever the edges Si ∩ Si+1 are not critically resonant
for all i ≥ 1.
Lemma 3.6.2.4. For any vertex v such that [x1], v is an edge of S ′, there exists a vertical
staircase S = S0, S̃1, S̃2, . . . , S̃q−1, S̃q such that
— S̃1 = S1 ;
— S̃q and S ′ are adjacent along the edge [x1], v ;
— the edges S̃i ∩ S̃i+1 are not critically resonant for all i ≥ 1.
Take any vertex v of S ′ such that [x1], v is an edge of S ′. By Lemma 3.6.2.4 we get a sequence
of squares S̃i connecting S to S̃q and satisfying the assumptions of Lemma 3.6.2.3. This proves
ν(v) <
4
3
ν(x1) as required.
Proof of Lemma 3.6.2.3. We prove by induction on i the following two properties :
(P1) For any vertex v 6= [x1] in Si \ S0, one has :
ν(v) <
4
3
ν(x1).
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(P2) Let v1 6= [x1] be the unique vertex which is contained in the edge Si ∩Si−1 and let v2 be
the other vertex in Si which belongs to an edge containing [x1]. Then one has :
ν(v2) < ν(v1).
Observe that (P1) and (P2) are satisfied when i = 1 by our standing assumption on S1.
Let us prove the induction step. For all i, denote by ti the unique vertex of Si which does
not lie in Si−1 ∪ Si+1 ; by yi the vertex in Si ∩ Si−1 distinct from x1. We also write zi for the
vertex in Si ∩ Si+1 distinct from x1 (so that yi+1 = zi). We thus have the following picture :
Si
Si−1
[ti−1] [zi−1]
Si+1
[x1] [yi + x1P (x1, zi)]
[yi]
[ti] [zi] [ti+1]
◦
◦
◦
◦
◦
◦
◦
◦
•
•
•
By our induction hypothesis, we have :
ν(zi) < ν(yi) < ν(x1) .
Observe that yi+1 is given by :
yi+1 = yi + x1P (x1, zi).
for some polynomial P ∈ k[x, y]. Since the squares (Si−1, Si, Si+1) is not flat, Lemma 3.3.6.6.(i)
and Lemma 3.3.6.3 imply that that P /∈ k[x].
Since the component (x1, zi) is not critically resonant, Corollary 3.4.6.6 and Corollary 3.4.6.7
applied to f1 = zi and f2 = x1 imply :
ν(x1P (x1, zi)) < min
(
4
3
ν(x1), ν(zi)
)
,
hence :
ν(yi+1) = ν(yi + x1P (x1, zi)) = ν(x1P (x1, zi)) < min
(
4
3
ν(x1), ν(zi)
)
.
This proves that [x1] is ν-maximal in Si+1, hence [ti+1] is ν-minimal in Si+1 by Lemma 3.5.4.2
and assertion (P1) and (P2) hold for i+ 1, as required.
Proof of Lemma 3.6.2.4. We prove by induction on the length of the vertical staircase, i.e. on
p the following stronger version of the lemma. For any vertex v such that [x1], v is an edge of
S ′, there exists a vertical staircase S = S0, S̃1, S̃2, . . . , S̃q−1, S̃q such that
— S̃1 = S1 ;
— S̃q and S ′ are adjacent along the edge [x1], v, and there exists an element g ∈ A[x1] for
which g · S̃q = S ′.
— the edges S̃i ∩ S̃i+1 are not critically resonant for all i ≥ 1.
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For p = 2, we may choose S̃1 = S1, S̃2 = S ′, and there is nothing to prove since [x1], [z1] is not
critically resonant by our standing assumption.
Let us prove the induction step. Suppose that the claim is true for any staircase of length p,
and pick a staircase (S = S0, S1, . . . , Sp+1 = S ′) joining S to S ′. By the induction step applied
to the vertex vp ∈ Sp ∩ Sp+1 distinct from x1, we may find another vertical spiral staircase
(S = S0, S1 = S̃1, S̃2, . . . , S̃q) such that the edges S̃i ∩ S̃i+1 are not critically resonant for all
1 ≤ i ≤ q, and there exists an element g ∈ A[x1] for which g · S̃q = Sp.
Observe that the S̃q and Sp+1 are adjacent along the edge containing [x1], vp. Since Sp−1, Sp, Sp+1
are not flat, Lemma 3.6.2.2.(ii) implies that the squares S̃q−1, S̃q, Sp+1 are also not flat.
If the edge Sp+1 ∩ S̃q is not critically resonant, the proof is complete. Otherwise, the edge
S̃q ∩ Sp+1 is critically resonant. Denote by [zq] and v′ the vertices in S̃q distinct from x1 and
lying in S ′ and S̃q−1 respectively. By Lemma 3.6.2.3, we have ν(zq) < ν(v′) < ν(x1), and we
have the following picture.
S̃q−1
Sp+1 = S
′S̃q
zq
[x1]
v′ v
◦
◦
◦
◦
◦
◦
◦
◦
•
•
•
We claim that
ν(zq − x1R(x1)) < ν(x1).
for any polynomial R ∈ k[x] \ k. Taking this claim for granted we conclude the proof of
the lemma. By Proposition 3.6.1.2, we may find a square S ′′q adjacent to S̃q along the edge
containing [x1], v′ whose edges containing [x1] are not critically resonant and such that the
triple S̃q, S ′′q , Sp+1 is flat. Let S̃q+1 be the 2× 2 square completing the 4× 4 square containing
S̃q, S
′′
q , Sp+1.
Since the squares S̃q−1, S̃q and Sp+1 are not flat, Lemma 3.6.2.2.(ii) implies that the triple
S̃q−1, S
′′
q and S ′p+1 is also not flat, so that the sequence (S1, S̃2, . . . , S̃q−1, S ′′q , S̃q+1) is contained in
a spiral staircase such that any edge lying in two consecutive squares is not critically resonant.
Lemma 3.6.2.2.(ii) applied to S̃q−1, S̃q, Sp+1 implies the existence of an element g ∈ A[x1] such
that g · S̃q+1 = Sp+1. This finishes the proof of the induction step.
We now prove our claim. Fix a polynomial R ∈ k[x]\k, and consider the square SR containing
[x1], [zp − x1R(x1)] and v′. Since xR(x) ∈ k[x], the squares SR, S̃q and Sp+1 are flat by Lemma
3.3.6.6.(ii). We thus have the following picture.
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S̃q−1
Sp+1S̃q
[zq]
[x1]
v′
[zq − x1R(x1)]
v
◦
◦
◦
◦
◦
◦
◦
◦
◦ ◦ ◦
•
•
•
• •
• • •
By Lemma 3.3.6.6, there exists an element g ∈ A[x1] such that g · S̃q = SR. By Lemma 3.6.2.2.(i)
the triple S̃q−2, S̃q−1, SR are not flat since S̃q−2, S̃q−1, S̃q are not flat. We have thus proven that
the sequence (S, S1, S̃2, . . . , S̃q−1, SR) is contained in a spiral staircase for which any edge lying
in two consecutive squares is not critically resonant. By Lemma 3.6.2.3 the vertex [x1] is ν-
maximal in SR, hence :
ν(zq − x1R(x1)) < ν(x1),
as required.
Proof of Lemma 3.6.2.2. By transitivity of the action of STame(Q) on the 2 × 2 squares, we
can suppose that S2 is the standard 2 × 2 square containing [x], [t], [y], [z] and that S1 and S3
are adjacent along the vertical and horizontal edge containing [x] respectively. Take g1, g3 ∈
Stab([x]) ∩ STame(Q) such that g1 · S2 = S1 and g3S2 = S3.
Let us prove assertion (i). Since S1, S2, S3 are not flat, Lemma 3.3.6.3 implies that g1, g3 /∈
A[x]. Observe that gg1 ·S2 = S ′1 and g3 ·S2 = S3 where g ◦ g1 /∈ A[x], hence the squares S ′1, S2, S3
are also not flat by Lemma 3.3.6.3.
Let us prove assertion (ii).
Consider g, g′ ∈ Stab([x]) ∩ STame(Q) such that g · S1 = S ′1, g′ · S2 = S ′2. Since g1 /∈
A[x] but the squares S ′1, S1, S2 are flat, Lemma 3.3.6.3 implies that g, g′ ∈ A[x]. Observe that
gg1g
′−1 · S ′2 = S ′1 and g3g′−1 · S ′2 = S3 and that g ◦ g1 ◦ g′−1, g3 ◦ g′−1 /∈ A[x], hence the squares
S ′1, S
′
2, S3 are not flat by Lemma 3.3.6.3.
3.6.3 Degree at a non-extremal vertex
Theorem 3.6.3.1. Take a valuation ν ∈ V0. Consider two 2 × 2 adherent squares S and S ′
at a vertex of type I given by [x1] with x1 ∈ k[Q] such that the pair (S, S ′) is contained in a
vertical spiral staircase. Denote by [y1] the unique vertex in S distinct from [x1] which belongs
to the horizontal edge containing [x1]. Suppose that the edge containing [x1], [y1] is not critically
resonant. Then for any vertex v distinct from [x1] in S ′ one has :
ν(v) <
4
3
ν(x1).
One has the following picture :
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S
S ′
◦
[t1]
◦
[z1]
◦
[x1]◦
[y1]
◦
[z′]
◦
[t′]
◦
[y′]
•
•
•
•
Remark 3.6.3.2. By symmetry, observe that the same assertion holds if [z1] is ν-minimal in S
and the pair (S, S ′) is contained in a horizontal spiral staircase.
Proof. Consider two squares S, S ′ and the vertices [x1], [y1] ∈ S satisfying the conditions of the
Theorem. By definition, there exists an integer p and p adjacent squares S0 = S, . . . , Sp = S ′
containing [x1] connecting S and S ′.
Since S0 = S and S1 are adjacent, the vertex [x1] is ν-maximal in S1 by Lemma 3.5.4.3.
Denote by [z1] the vertex in S1 such that the vertices [x1] and [z1] are contained in the
vertical edge of S1 so that we are in the following situation :
S
S ′
[y1]
[x1]
S1
[z1]
◦ ◦
◦ ◦
◦ ◦ ◦ ◦
◦
• •
•
•
Fix any polynomial R ∈ k[x]\k. Consider SR the square containing [x1], [y1] and [z1−x1R(x1)].
By Lemma 3.3.6.6, the squares S1, SR, S2 are flat. Take S̃R the 2 × 2 square completing the
4× 4 square containing S1, SR, S2. Lemma 3.6.2.2.(ii) implies that S, SR, S̃R are not flat since
S, S1, S2 are not flat. This proves in particular that the vertex [x1] is ν-maximal in SR, hence :
ν(z1 − x1R(x1)) < ν(x1).
By Proposition 3.6.1.2, there exists a square S ′1 adjacent to S along [x1], [y1] such that the
squares S ′1, S1, S2 are flat and such that the vertical edge in S ′1 containing [x1] is not critically
resonant. Consider the square S ′2 completing the 4×4 square containing S ′1, S1, S2. By construc-
tion, the edge S ′1 ∩ S ′2 is not critically resonant. Observe also that Lemma 3.6.1.1 implies that
for any vertex v ∈ S ′1 distinct from [x1] and [y1], one has :
ν(v) < max
(
ν(y1),
4
3
ν(x1)
)
.
Suppose that p > 3, then the triple (S, S ′1, S ′) satisfies the assumptions of Theorem 3.6.2.1
and we conclude that for any vertex v distinct from [x1] in S ′ :
ν(v) <
4
3
ν(x1).
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We have thus proven the theorem.
Suppose that p = 2 and the squares S ′ and S1 are adjacent. We are thus in the following
situation :
S ′1 S
′
2
S
S ′S1
[z1]
[x1]
[y1] v
◦
◦
◦
◦
◦
◦
◦
◦
◦ ◦ ◦
•
•
•
• •
• • •
where v is the unique vertex in S ′ distinct from [x1] which belongs to the horizontal edge
containing [x1]. By Theorem 3.6.2.1, [x1] is ν-maximal in S ′2, hence it is also ν-maximal in S ′
and ν(v) < 4/3ν(x1). Observe also that Lemma 3.6.1.1 implies that :
ν(z1) <
4
3
ν(x1).
This proves that for any v ∈ S ′ distinct from [x1], one has :
ν(v) <
4
3
ν(x1),
and the theorem holds.
3.6.4 Degree estimates on a band
We investigate the behavior of the degree on a band of width 2.
Theorem 3.6.4.1. Take a valuation ν ∈ V0. Let v be any ν-maximal vertex of a 2×2 square S.
Suppose that for any square S̃ adjacent to S along the horizontal edge containing v, the vertex
v is also ν-maximal in S. Let S = S0, S1, . . . , Sp be a sequence of squares such that
— S1 is adjacent to S along the vertical edge of S not containing v ;
— Si is adjacent to Si+1 along a vertical edge for all 0 ≤ i ≤ p− 1 ;
— Si ∩ Si−1 ∩ Si+1 = ∅ for all 1 ≤ i ≤ p− 1.
Then Sp admits unique ν-minimal vertex and for any vertex v′ /∈ Sp−1, we have
ν(v′) <
(
4
3
)p
ν(v2) ,
where v2 is the vertex in S ∩ S1 which is not ν-minimal.
v′
v′′
S
v2v
S ′. . .
S̃
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦
◦ ◦
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Proof. Lemma 3.5.4.3 and a straightforward induction shows that each square Si has a ν-
maximal vertex lying in Si∩Si−1, and a ν-minimal vertex lying in Si \Si−1. For each 0 ≤ i ≤ p,
we denote by [xi] the ν-minimal vertex in Si and by [zi] ∈ Si the vertex forming the edge
Si ∩ Si+1 with [xi], see the figure below. Observe that v = [z0] and v2 = [z1].
Si
[xi] [xi+1]
Si+1
[xi+2]
[zi+1][zi] [zi+2]
◦ ◦ ◦
◦ ◦ ◦
Let us introduce the following three properties :
(Ai) One has :
ν(zi+1) 6
(
4
3
)i
ν(z1).
(Bi) For any square S̃ adjacent to Si along [zi], [zi+1], the vertex [zi] is ν-maximal in S̃.
(Ci) If the edge containing [xi+1], [zi+1] is critically resonant, then there exists a square S̃
adjacent to Si along [zi], [zi+1] such that the squares Si, S̃, Si+1 are flat and the vertical
edge in S̃ containing [zi+1] is not critically resonant.
Observe that (A0) is true trivially, and (B0) is true by assumption. Our theorem will be pro-
ved if we are able to show the implications (Bi) =⇒ (Ci), (Ai)&(Bi)&(Ci) =⇒ (Ai+1) and
(Bi)&(Ci) =⇒ (Bi+1) for all 1 ≤ i ≤ p− 1.
— (Bi)⇒ (Ci)
Fix a polynomial R ∈ k[x] \ k, and let SR be the adjacent square containing [zi+1], [zi] and
[xi+1 − zi+1R(zi+1)]. The square SR is adjacent to Si along [zi], [zi+1], hence by (Bi) the vertex
[zi] is ν-maximal in SR, and
ν(xi+1 − zi+1R(zi+1)) < ν(zi+1).
By Proposition 3.6.1.2 applied to the edge [xi+1], [zi+1], there exists a square S̃ adjacent to Si
along [zi], [zi+1] which satisfies the required conditions. We have thus proven (Ci).
— (Ai)&(Bi)&(Ci) =⇒ (Ai+1)
Suppose that (xi+1, zi+1) is not critically resonant, then Lemma 3.6.1.1 (i) applied to Si,
Si+1 implies ν(zi+2) < 4/3ν(zi+1) hence by (Ai)
ν(zi+2) <
(
4
3
)i+1
ν(z1),
proving (Ai+1) as required.
Suppose that the component (xi+1, zi+1) is critically resonant, then by assertion (Ci) and
(Bi), we can find a square S̃ adjacent to Si along [zi], [zi+1] such that Si, Si+1, S̃ are flat and
the vertical edge containing [zi+1] is not critically resonant. Observe that assertion (Bi) implies
that [zi] is ν-maximal in S̃ and we have the following picture :
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Si
[xi] [xi+1]
Si+1
[xi+2]
[zi+1]
[zi] [zi+2]
S̃
◦ ◦ ◦
◦ ◦ ◦
◦ ◦ ◦
By Lemma 3.6.1.1 (i) applied to S̃, we get
ν(zi+2) <
4
3
ν(zi+1) <
(
4
3
)i+1
ν(z1),
as required.
— (Bi)&(Ci) =⇒ (Bi+1)
Fix a square S̃ which is adjacent to Si+1 along [zi+1], [zi+2]. We need to prove that [zi+1] is
ν-maximal in S̃. If the squares Si, Si+1, S̃ are flat, denote by S̃i the 2 × 2 squares completing
the 4× 4 square containing Si, Si+1, S̃. Then assertion (Bi) implies that [zi] is ν-maximal in S̃i,
hence by Lemma 3.5.4.3 applied to the adjacent squares S̃i, S̃, the vertex [zi+1] is also ν-maximal
in S̃, as required.
Otherwise the squares (Si, S̃) are contained in a horizontal spiral staircase. Suppose first
that the component (xi+1, zi+1) is not critically resonant. Then the squares (Si, S̃) satisfy the
assumptions of Theorem 3.6.3.1, hence [zi+1] is ν-maximal in S̃, proving (Bi+1) as required (see
the figure below).
Si
[xi] [xi+1]
Si+1
[xi+2]
[zi+1][zi]
[zi+2]
S̃
◦ ◦ ◦
◦ ◦
◦ ◦ ◦
Suppose that the component (xi+1, zi+1) is critically resonant. By assertion (Ci), we can find a
square S̃i adjacent to Si along [zi], [zi+1] such that S̃i, Si, Si+1 are flat and the vertical edge in
S̃ containing [zi+1] is not critically resonant. Take S̃i+1 the 2 × 2 square completing the 4 × 4
square containing Si, Si+1, S̃i. By Lemma 3.6.2.2.(ii), the squares S̃i, S̃i+1, S̃ are not flat since
the squares Si, Si+1, S̃ are not flat (see the figure below). We have thus proven that (S̃i, S̃) is
contained in a horizontal spiral staircase, and the edge S̃i ∩ S̃i+1 is not critically resonant. This
implies by Theorem 3.6.3.1 that [zi] is ν-maximal in S̃, proving (Bi+1) as required.
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Si
[xi] [xi+1]
Si+1
[xi+2]
[zi+1]
[zi] [zi+2]
S̃i
S̃
◦ ◦ ◦
◦◦ ◦
◦ ◦ ◦
◦ ◦
3.6.5 Degree estimates at a ν-minimal vertex
Theorem 3.6.5.1. Consider any valuation ν ∈ V0. Let S and S ′ be two adherent 2× 2 squares
intersecting at a vertex v which is ν-minimal in S. Then the following holds.
(i) The vertex v is the ν-maximal vertex of S ′.
(ii) If v′ is a vertex in S ′ which does not belong to any band containing S, then we have :
ν(v′) <
4
3
ν(v)
Remark 3.6.5.2. Suppose that the vertex v ∈ S ′ belongs in a band containing S, then we will
apply the estimates in Theorem 3.6.4.1 instead.
Proof. Let us prove assertions (i) and (ii).
Suppose first that S and S ′ belong to a 4x4 squares containing S, S ′, S1 and S2 as in the
figure below. Since S, S1 and S, S2 are adjacent along an edge containing v, Lemma 3.5.4.3
implies that we are in the following situation :
S
S1 S ′
[z1 + x1R(x1, y1)]
v
v′
[y1 + xP (x1, z1)][y1]
[z1][t1]
S2
◦ ◦ ◦
◦◦ ◦
◦ ◦ ◦
where v = [x1], [y1], [z1], [t1] ∈ S and P,R ∈ k[x, y] \ k. Observe that v is ν-maximal in S ′ and
we have proved assertion (i). Since the squares S, S1, S2 are flat, Lemma 3.3.6.6 and Lemma
3.3.6.3 imply that P ∈ k[x] \ k or R ∈ k[x] \ k. Suppose that P ∈ k[x] \ k, then we have
(4/3)ν(x1) > ν(y1 + x1P (x1)) = (deg(P ) + 1)ν(x1) > ν(v
′) proving (ii) as required.
Suppose next that (S, S ′) is contained in a spiral staircase. Choose a sequence of squares
S0 = S, . . . , Sp = S
′ of squares containing v and connecting S and S ′ such that each triple
of consecutives squares is not flat. By symmetry, we can suppose that S0 and S1 are adjacent
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along a horizontal edge containing v. Observe that Lemma 3.5.4.3 applied to S, S1 implies that
the edge S1 ∩ S2 contains the ν-minimal vertex in S1.
If the edge S1∩S2 is not critically resonant, then the pair (S1, S ′) is contained in a horizontal
staircase so that one has the following picture :
S
S1 S ′
v3
v
◦ ◦
◦ ◦
◦ ◦ ◦ ◦
◦
• •
•
•
By Theorem 3.6.3.1, the vertex v is ν-minimal in S ′ and one has ν(v′) < (4/3)ν(v) for all
v′ 6= v in S ′. We have thus proved assertion (i) and (ii).
We now suppose that the edge S1 ∩ S2 is critically resonant. Denote by [f1] the ν-minimal
vertex in S1 and by v = [f2]. Fix any polynomial R ∈ k[x]\k and take SR the square containing
[f1 − f2R(f2)], [f2] and the edge S1 ∩ S0. Lemma 3.3.6.6.(ii) implies that the squares S1, SR, S2
are flat. Take S ′R the 2 × 2 square completing the 4 × 4 square containing S1, SR, S2. Since
the squares S, S1, S2 are not flat, Lemma 3.6.2.2 implies that S, SR, S ′R are also not flat. In
particular, the squares S and SR intersect along an edge containing v, Lemma 3.5.4.3 implies
that
ν(f1 − f2R(f2)) < ν(f2).
By Proposition 3.6.1.2 applied to the edge [f1], [f2], we can find a square S ′1 adjacent to S along
S ∩ S1 and g ∈ Av such that g · S1 = S ′1 and such that the vertical edge containing v in S1
is not critically resonant. By Lemma 3.3.6.3, the squares S1, S ′1, S2 are flat. Take S ′2 the 2 × 2
square completing the 4× 4 square containing S1, S2, S ′1. As the three squares S, S1, S2 are not
flat, Lemma 3.6.2.2 implies that the squares S, S ′1, S ′2 are also not flat.
If p > 3, then the pair (S ′1, Sp) is contained in a horizontal spiral staircase and the edge
S ′1 ∩ S ′2 is not critically resonant. Hence, by Theorem 3.6.3.1, the vertex v is ν-maximal in S ′
and for any vertex v′ distinct from v in S ′, one has :
ν(v′) <
4
3
ν(v),
proving (i) and (ii) as required.
Suppose that p = 2 so that S2 = S ′. Observe that S ′2 and S ′ are adjacent along a horizontal
edge containing v. Since v is ν-maximal in S ′2, it is also ν-maximal on the edge S ′2 ∩ S ′. Since
v is ν-maximal on the vertical edge S1 ∩ S ′, we have thus proven that v is ν-maximal in S ′
and assertion (i) holds. Take v2 the vertex contained in S ′ ∩ S ′2 distinct from v. Since the edge
S ′1 ∩ S ′2 is not critically resonant, Lemma 3.6.1.1 implies that ν(v2) < 4/3ν(v). Hence, for any
vertex v′ ∈ S ′ not contained in the same band as S, one has ν(v′) < (4/3)ν(v) proving (ii) as
required.
3.6.6 Proof of Theorem 3.6.0.1
Take S0 the standard square containing [x], [y], [z], [t]. Fix a valuation ν ∈ V0 such that :
max(ν(y) + ν(t), ν(z) + ν(t)) < ν(x) < min(ν(y), ν(z), ν(t)).
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Pick any vertex v of type I such that the geodesic segment in C joining [Id] to v intersects
an edge of the standard square. Choose any geodesic segment γ : [0, n] → Cν joining [t] to v
such that the sequence (ν(γ(i)))0≤i≤n is maximal for the lexicographic order in Rn+1 among all
geodesic segments joining [t] to v. Pick any sequence S̃0, . . . , S̃n−1 of 2 × 2 squares such that
γ(i), γ(i+ 1) ∈ S̃i for all i 6 n− 1. We claim that the following properties hold.
(A) The vertex γ(i) is the unique ν-maximal vertex in S̃i for all 0 ≤ i ≤ n− 1.
(B) We have ν(γ(i+ 1)) <
4
3
ν(γ(i)) for all 1 6 i 6 n− 1.
(C) For any other valuation ν ′ ∈ V0 satisfying (3.9), the vertex γ(i) is also ν ′-maximal in S̃i
for all 0 ≤ i ≤ n− 1.
Observe first that these properties (A), (B) and (C) imply Theorem (i) and (ii).
Observe the slight discrepancy in the indices between (A), (C) and (B). We do not claim
that ν(γ(1)) <
4
3
ν([t]) in general. This claim is however sufficient to imply Theorem 3.6.0.1 (1)
and (2).
Observe that assertion (C) implies that dν([t], v) ≥ dν′([t], v) and we conclude by symmetry
that dν([t], v) = dν′([t], v) for any other valuation ν ′ ∈ V0 satisfying (3.9). This proves that
assertion 2 of the theorem holds.
We shall prove the claim by induction on n > 1. Fix another valuation ν ′ ∈ V0 satisfying
(3.9).
Suppose n = 1. There is only one square S̃0 containing [t] and v (it may not be the standard
square). Since n = 1, we only need to prove assertions (A) and (C).
Lemma 3.6.6.1. Take any 2 × 2 square S adjacent to the standard square S0 along an edge
containing [t]. Then the vertex [t] is ν-maximal in S.
Moreover, denote by v1 the vertex in S∩S0 distinct from [t] in S and by v2 the vertex distinct
from v1 for which the vertices [t], v2 form an edge of S. Then one has ν(v2) < ν(v1).
Grant this lemma. If S̃0 and S0 are adjacent along an edge containing [t] Lemma 3.6.6.1
implies assertions (A) and (C) immediately. Suppose now that S̃0 and S0 are adherent at [t].
If the squares S̃0 and S0 are flat, then Lemma 3.6.6.1 applied to the two squares adjacent to
both S0 and S̃0 again implies that [t] is also ν-maximal and ν ′-maximal in S̃0.
Otherwise (S0, S̃0) are contained in a spiral staircase. Take an integer p > 2 and a sequence
of squares S0, S ′1, . . . , S ′p = S̃0 connecting S0 to S̃0 such that each three consecutive squares
are not flat. If the edge S0 ∩ S ′1 is not critically resonant, take [f1] the vertex distinct from [t]
of the edge S ′2 ∩ S ′1. Denote by [f2] the vertex in S0 ∩ S ′1 distinct from [t]. By Lemma 3.6.6.1,
one has ν(f1) < ν(t) and ν(f1) < ν(f2). Take any polynomial R ∈ k[x] \ k, denote by SR the
square containing [f1− tR(t)], [t], [f2]. By construction, SR is adjacent to S0 and Lemma 3.6.6.1
implies that ν(f1− tR(t)) < ν(t). By Proposition 3.6.1.2, we can find a square S ′′1 = g ·S ′1 with
g ∈ A[t] such that S ′1, S ′′1 , S ′2 are flat and the edge containing [t] in S ′′1 distinct from S0∩S ′1 is not
critically resonant. Take S ′′2 the 2× 2 square completing the 4× 4 square containing S ′1, S ′2, S ′′1 .
If p > 3, the triple S0, S ′1, S ′2 is not flat by Lemma 3.6.2.2.(ii), hence S0, S ′′1 , S ′′2 are also
not flat. The squares (S0, S ′′1 , S̃0) thus satisfy the conditions of Theorem 3.6.2.1, and [t] is ν-
maximal in S̃0. If p = 2, then S ′2 = S̃0 and by Theorem 3.6.2.1 applied to (S0, S ′′1 , S ′′2 ), the
vertex is ν-maximal in S ′′2 . Since S ′′2 and S̃0 are adjacent along an edge containing [t] and [t]
is also ν-maximal in S ′1, it is also ν-maximal in S̃0, proving assertion (A) as required. Observe
that the same argument also applies for ν ′ ∈ V0, hence assertion (C) also holds.
We have thus proven the claim for n = 1.
Let us suppose that the claim is true for n > 1. We shall prove it for n + 1. Choose any
geodesic γ : [0, n + 1] → Cν joining [t] to a vertex v for which the sequence (ν(γ(i)))0≤i≤n is
maximal. Denote by vi = γ(i). Take any sequence of squares S̃0, . . . , S̃n for which vi, vi+1 ∈ S̃i.
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By our induction hypothesis applied to the vertex vn, the sequence S̃0, . . . , S̃n−1 satisfy
assertions (A), (B) and (C).
Suppose first that S̃n−1 and S̃n are adjacent or equal. Observe that assertion (A) implies
that v = γn+1 cannot belong to the square S̃n−1, otherwise it would contradict the fact that
γ is a geodesic in Cν (recall that in this graph we draw an edge joining the ν-maximal to the
ν-minimal edge). This implies that S̃n−1 and S̃n are adjacent along an edge containing the
ν-minimal vertex in S̃n−1. Lemma 3.5.4.3 shows that the vertex in S̃n−1 ∩ S̃n which is not
ν-minimal in S̃n−1 is ν-maximal in S̃n. By the maximality of the sequence (ν(γ(i)))0≤i≤n the
vertex vn cannot be ν-minimal in S̃n−1, hence is ν-maximal in S̃n, proving assertion (A). The
following figure summarizes the situation :
vn−1 vn
S̃nS̃n−1
◦ ◦ ◦
◦ ◦ ◦
Since vn−1 is also ν ′-maximal in S̃n−1, the vertex vn is also ν ′-maximal in S̃n by Lemma 3.5.4.3.
We have thus proven assertion (C).
Let us check that S̃n−1 satisfies the condition of Theorem 3.6.4.1. Take another square S̃
adjacent to S̃n−1 containing vn−1, vn. Observe that the sequence S̃0, . . . , S̃n−2, S̃ satisfies the
conditions of the theorem and contains vn which is at distance n. We apply our induction
hypothesis to the vertex vn and to the sequence of squares S̃0, . . . , S̃n−2, S̃. Assertion (A) implies
that the vertex vn−1 is ν-minimal in S̃, as required.
We may thus apply Theorem 3.6.4.1 to the band S̃n−1 ∪ S̃n which yields
ν(vn+1) <
4
3
ν(vn),
proving (B), as required.
Suppose that the squares S̃n−1, S̃n are adherent and flat. If vn, vn−1 form an edge of S̃n−1,
then we can find a band of two squares containing vn−1, vn, vn+1, which corresponds to the
previous situation. Otherwise (vn, vn−1) is not an edge of S̃n−1, and since vn−1 is ν-maximal and
ν ′-maximal in S̃n−1 by assertions (A) and (C), the vertex vn is ν-minimal and ν ′-minimal in
S̃n−1. Observe that the vertex vn+1 cannot belong to a band containing vn, vn−1 since we have
chosen a geodesic γ for which the sequence (ν(γ(i)))0≤i≤n is maximal. We thus arrive at the
following situation :
S̃n−1
vn−1
vn
vn+1
S̃n
◦ ◦ ◦
◦◦ ◦
◦ ◦ ◦
•
•
•
• • •
•
•
By Theorem 3.6.5.1 (i) and (ii) applied to S̃n−1 and S̃n, the vertex νn is ν-maximal and ν ′-
maximal in S̃n (hence (A), (C) hold), and one has ν(vn+1) < 4/3ν(vn), and assertion (B) holds.
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Suppose that the squares S̃n−1, S̃n are contained in a spiral staircase.
Let us suppose first that the vertices vn−1, vn do not belong to the same edge of S̃n−1. By
assertions (A) and (C) applied to vn−1, the vertex vn−1 is ν-maximal and ν ′-maximal in S̃n−1,
hence vn is ν-minimal and ν ′-minimal in S̃n−1. We thus have the following figure :
S̃n−1
vn−1
vn
S̃n
◦ ◦
◦ ◦
◦ ◦ ◦•
•
• •
In particular, by Theorem 3.6.5.1.(i) applied to the squares S̃n−1, S̃n implies that vn is ν-
maximal and ν ′-maximal in S̃, proving (A) and (C). Observe that vn+1 cannot belong to a
band containing vn−1, vn since we have chosen the geodesic such that ν(γ(i)) is maximal. In
particular, Theorem 3.6.5.1.(ii) implies that :
ν(vn+1) <
4
3
ν(vn),
proving (B) as required.
Let us suppose that the vertices vn−1, vn belong to an edge of S̃n−1. Since the argument are
similar for horizontal edges, we can suppose that the edge joining vn−1, vn is vertical, and the
pair (S̃n−1, S̃n) belongs to a vertical spiral staircase.
Write by vn = [f2] and let [f1] be the vertex distinct from vn in S̃n−1 which belongs to
the horizontal edge containing vn. For any polynomial R ∈ k[x] \ k, denote by SR the 2 × 2
containing [f2], [f1 − f2R(f2)], vn−1. We thus have the following figure :
[f1 − f2R(f2)]
SR
S̃n
S̃n−1
vn−1
[f2][f1]
◦ ◦
◦ ◦
◦ ◦ ◦•
•
• •
◦
◦
•
•
•
Using our induction hypothesis for the vertex vn and to the sequence of squares S̃0, . . . , S̃n−2, SR,
assertions (A) and (C) imply that the vertex vn−1 is ν-maximal and ν ′-maximal in SR, hence
ν(f1 − f2R(f2)) < ν(f1) and ν ′(f1 − f2R(f2)) < ν ′(f1). By Proposition 3.6.1.2, we can find
a square S ′ containing vn−1, vn for which the horizontal edge containing vn is not critically
resonant and such that there exists g ∈ Avn such that g · S ′ = S̃n−1. By Lemma 3.6.2.2, since
(S̃n−1, S̃n) is contained in a vertical spiral staircase, this implies that the pair (S ′, S̃n) is also
contained in a vertical spiral staircase. Since vn is neither ν-maximal nor ν-minimal in S ′, the
pair (S ′, S̃n) satisfies the conditions of Theorem 3.6.3.1.
One has the following figure :
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S ′
S̃n
S̃n−1
vn−1
vn[f2]
◦ ◦
◦ ◦
◦ ◦ ◦•
•
• •
◦
◦
Observe that the same argument applies for ν ′ and we can find another square S ′′ adjacent to
S̃n−1 along vn, vn−1 such that S ′′, S̃n−1 is contained in a vertical spiral staircase and such that
the horizontal edge in S ′′ containing vn is not critically resonant for ν ′. By Theorem 3.6.3.1,
the vertex vn is ν-maximal and ν ′-maximal in S̃n and ν(vn+1) < (4/3)ν(vn), proving (A), (B)
and (C) as required.
We have thus proven that our induction step is valid, and the theorem is proved.
Proof of Lemma 3.6.6.1 . Fix a valuation ν ∈ V0 satisfying (3.9) and take a square S adjacent
to S0 along an edge containing [t].
Observe that the edge S ∩ S0 is either vertical or horizontal. Since the proof is similar for
both cases, we can suppose that S ∩ S0 is vertical so that S and S0 intersect along the edge
containing [y], [t]. Remark that in this case, we have v1 = [y] and v2 is the vertex distinct from
[t] which belongs to the horizontal edge in S containing [t].
We are thus in the following situation :
S S0
v2 = [z + tP (y, t)]
[x]
[z][t]
v1 = [y][x+ yP (y, t)]
◦ ◦ ◦
◦ ◦ ◦
where P ∈ k[x, y] \ k.
Observe also that the edge S ∩ S0 is not critically resonant.
Since ν(P (y, t)) 6 min(ν(y), ν(t)) and since (3.9) implies that 2ν(t) < ν(z) and ν(y)+ν(t) <
ν(z), we get :
ν(tP (y, t)) < ν(z),
hence ν(z + yP (y, t)) < ν(z) and the vertex [z + tP (y, t)] is ν-maximal in S. Observe also that
the component (y, t) is not critically resonant. By Corollary 3.4.6.6, we obtain :
ν(z + tP (y, t)) < ν(y),
hence ν(v2) < ν(v1), as required.
3.6.7 Proof of Theorem 9
Consider a tame automorphism f ∈ Tame(Q). Since the complex C is CAT(0) and since
the action of f is an isometry and a morphism of complex, the action of f on the complex
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either fixes a vertex or a geodesic line. In the first case, f is elliptic and by Theorem 3.5.2.1,
the sequences (deg(fn)), (deg(f−n)) are either both bounded, both linear or both equivalent to
Cdn where C > 0 and d ∈ N.
We are thus reduced to prove the theorem in the case where f induces an action which fixes
a geodesic line γ : R → C. Take an hyperbolic automorphism f and a geodesic line γ : R → C
fixed by f . Denote by S0 the standard 2× 2 square containing [x], [y], [z] and [t]. Since for any
tame automorphism h ∈ Tame(Q), there exists a constant C > 0 such that :
1
C
6
deg(fn)
deg(h−1fnh)
6 C,
by taking an appropriate conjugate of f , we can suppose that γ starts in S0 and intersects an
edge of S0. Consider the geodesic segment γ′n joining [Id] and [x ◦ f−n]. By construction, γ′n
intersects an edge of the standard square S0 as γ starts in S0.
Fix any valuation ν such that (3.9) is satisfied. There are infinitely many valuations in
V0 satisfying (3.9) arbitrarily close to − deg. Indeed, consider the sequence of weight αi =
(−1,−1 + 3/i,−1 + 5/i,−1 + 7/i), then by Proposition 3.4.2.1, there exists a sequence of
valuations νi with weight αi on (x, y, z, t) which converges to − deg.
All assumptions of Theorem 3.6.0.1 are then satisfied and we get :
νi(f
n · [x]) = νi(x ◦ f−n) 6
(
4
3
)dνi ([t],[x◦f−n])−1
max(νi(y), νi(z), νi(x), νi(t)).
Observe that νi tends to − deg, moreover, assertion (2) of Theorem 3.6.0.1 implies that the
distance dνi([t], [x ◦ f−n]) are all equal for all i which implies :
deg(f−n) >
(
4
3
)dν([t],[x◦f−n])−1
,
for a given valuation ν satisfying (3.9).
We now prove that the sequence (dν([t], [x ◦ f−n]))n grows at least linearly. Indeed since
the invariant geodesic γ passes through S0, then it passes through all the squares f i · S0 for
all i 6 n. Observe that all the squares f i · S0 are distinct and there are at least n squares.
Consider a geodesic segment γ1n in Cν joining [t] and [x ◦ f−n] and a shortest path γ2n in Cν
contained in a sequence of squares containing the geodesic γ between these two vertices. The
hyperbolicity of C implies that the lengths l(γ1n), l(γ2n) in Cν of γ1 and γ2 are comparable as n
tends to infinity :
lim
n→+∞
l(γ1n)
l(γ2n)
= 1.
Since the length in Cν of γ2n is larger or equal than n, we have proven that :
lim
n→+∞
1
n
dν([t], [x ◦ f−n]) > 1.
Hence
deg(f−n) > C
(
4
3
)n−1
,
where C > 0. Since the argument is similar for deg(fn), we have thus proven that :
min(deg(fn), deg(f−n)) > C
(
4
3
)n
where C > 0.
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3.6.8 Proof of Theorem 10
Take f, g ∈ Tame(Q). Since the tame group acts by isometries on the complex, we can
suppose that g = Id. Consider γ the geodesic in C joining [Id] to [x ◦ f ]. Since the stabilizer of
[Id] is the group O4 by Proposition 3.3.2.3 and since the group O4 acts transitively on the 1× 1
squares containing [Id] by Proposition 3.3.2.1, we can suppose that the geodesic γ intersects
an edge of type I containing [x] of the 1 × 1 square containing [x], [Id], [z, x] and [x, y]. In
particular, the geodesic γ intersects an edge of the standard square S0. We have proved that
the vertex v = [x◦f ] satisfies the conditions of Theorem 3.6.0.1, and by considering a sequence
of valuations νp ∈ V0 converging to − deg satisfying (3.9), we have :
νp(x ◦ f) 6
(
4
3
)dνp ([t],[x◦f ])−1
max(νp(y), νp(z), νp(x), νp(t)).
By Proposition 3.5.4.4, we have for all integer p :
1
2
√
2
dC(v1, v2) 6 dνp(v1, v2).
for any vertices v1, v2 of type I. Since dC([t], [x ◦ f ]) > dC([Id], [f ])− 2
√
2, we thus obtain after
taking the limit as p→ +∞ :
log deg(f) > CdC([f ], [Id])− C ′,
where C ′ = 2 log(4/3) and C = log(4/3)/(2
√
2) so that :
log deg(f−1 ◦ g) > log(4/3)
2
√
2
dC(f · [Id], g · [Id])− 2 log(4/3),
as required.
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Chapitre 4
Perspectives
Dans ce dernier chapitre, nous proposons quelques perspectives de recherche directement
inspirées des résultats présentés dans cette thèse.
4.1 Degrés dynamiques des automorphismes modérés de la
quadrique
Le Théorème principal du chapitre 3 montre que le premier degré dynamique de tout au-
tomorphisme modéré de Q appartient à {1} ∪ [4/3,+∞[. Dans tous les exemples pour lesquels
nous avons su mener à leur terme les calculs de degré, nous avons trouvé un degré dynamique
entier. Nous ne savons cependant pas si λ1(f) ∈ N∗ pour tout automorphisme modéré f .
La détermination de l’ensemble {λ1(f), f ∈ Tame(Q)} s’inscrit naturellement dans la li-
gnée des travaux de Friedland-Milnor [FM89] dans le cas des automorphismes polynomiaux
du plan, et de Blanc-Cantat [BC16] pour les applications birationnelles de surfaces, mais reste
totalement ouverte. Il est en effet compliqué de produire des modèles algébriquement stables
pour les automorphismes modérés en ne connaissant que leur action sur le complexe carré C.
Pour la construction de tel modèle, il apparait crucial d’étudier plus avant l’action d’un tel
automorphisme sur un espace de valuations adéquat.
Nous pensons cependant que les méthodes développées au Chapitre 3 permettent de mon-
trer que {λ1(f), f ∈ Tame(Q)} ⊂ {1} ∪ [2,+∞[ ce qui serait déjà intéressant. L’idée serait
de classifier les automorphismes hyperboliques tels que λ1(f) ≤ 2, puis d’estimer leur degré
dynamique.
4.2 Produits aléatoires d’automorphismes dans Tame(Q)
Le Théorème 10 permet d’obtenir un analogue en dimension 3 de résultats dûs à Maher et
Tiozzo concernant les produits aléatoires d’applications birationnelles de surfaces.
Pour simplifier la discussion, fixons une mesure µ de probabilité et de support G fini dans
Tame(Q), et considèrons la marche aléatoire associée à cette mesure. Plus précisément on
regarde la mesure produit µN sur l’espace GN, et on note rn(ω) = g1 · · · gn pour tout élément
ω = (g1, . . . , gn, . . .) ∈ GN. On cherche alors à comprendre la croissance des degrés deg(rn(ω))
pour n→∞, et ω typique.
Par le théorème de Kingman, et la sous-multiplicativité des degrés on peut montrer l’exis-
tence d’un réel λ ≥ 0, décrivant la croissance des degrés d’un produit aléatoire. Ce nombre est
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appelé exposant de Lyapunov de la marche aléatoire et est défini comme limite
λ := lim
n→∞
1
n
∫
g∈Gn
log(deg(rn(g)))dµ
⊗n(g) .
Notre résultat sur le trou spectral et les méthodes de Maher-Tiozzo permettent de montrer que
λ > 0 dès que G contient deux élements hyperboliques qui ne commutent pas.
On peut généraliser la définition ci-dessus aux cas de mesure à support dénombrable sous
une hypothèse d’intégrabilité adéquate. Dans cette situation, il serait intéressant de déterminer
les mesures µ pour lesquels l’exposant de Lyapunov est nul.
4.3 Croissance des degrés des automorphismes modérées
de A3
Il serait intéressant de démontrer une version du Théorème 6 pour les automorphismes de
l’espace affine, et plus particulièrement pour le groupe Tame(A3) des automorphismes de A3
engendrés par les applications affines et les applications élémentaires de la forme (x, y, z) 7→
(x, y + P (x), z +Q(x, y)).
Lamy [Lam15] a introduit un complexe triangulaire C3 sur lequel Tame(A3) agissait par
isométries, et a montré que C3 est simplement connexe. Ce complexe est de plus Gromov-
hyperbolique ([LP16]) mais n’est pas CAT(0), ce qui ne permet pas de décrire l’action d’un
automorphisme de manière assez précise pour pouvoir estimer le degré de ses itérés. Récemment
cependant Lamy et Przytycki [LP18b] ont construit un espace X3 géodésique et CAT(0) sur
lequel Tame(A3) agissait librement, transitivement et par isometries.
Il est probable que l’étude de l’action simultanée de Tame(A3) sur C3 et X3 permette d’ob-
tenir des estimations sur la croissance des dégres des automorphismes modérés.
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Titre : Croissance des degrès d’applications rationnelles en dimension trois.
Mots clés : Géométrie algébrique, dynamique algébrique, positivité des cycles algébriques, géométrie
convexe, valuations, convolution, automorphismes modérés.
Résumé : Cette thèse comporte trois chapitres
indépendants portant sur l’itération des applications
rationnelles sur des variétés projectives et plus
spécifiquement sur l’étude du comportement de la
suite des degrés des itérés de telles applications.
Dans le premier chapitre, nous prouvons l’existence
d’invariants fondamentaux que sont les degrés dyna-
miques dans un cadre très général, et ce sans hy-
pothèse ni sur la caractéristique du corps de base
ni sur les singularités de l’espace ambiant. Cette
preuve repose sur des propriétés de positivité des
cycles algébriques, et propose une alternative aux ap-
proches analytiques de Dinh et Sibony ou algébriques
de Truong. Le second chapitre est issu d’un article
écrit en commun avec Jian Xiao. Notre contribution
porte sur des objets centraux en géométrie convexe
appelés valuations. Nous transférons à l’espace
des valuations des notions de positivité des cycles
algébriques récemment introduites par Lehmann et
Xiao, ce qui nous permet d’étendre l’opération de
convolution originellement définie par Bernig et Fu
à une sous-classe de valuations suffisamment posi-
tives. Le troisième chapitre constitue le coeur de la
thèse, et porte sur des estimations des degrés dyna-
miques des automorphismes dit modérés de la qua-
drique affine de dimension 3. Nos arguments sont de
natures variées, et s’appuient sur l’action du groupe
modéré sur un complexe carré CAT(0) et Gromov hy-
perbolique récemment introduite par Bisi, Furter et
Lamy. Nous avons finalement collecté dans un der-
nier et court chapitre quelques pistes de recherche
directement inspirées des travaux présentés ici.
Title : Degree growth of rational maps in dimension three.
Keywords : Algebraic geometry, algebraic dynamics, positivity of algebraic cycles, convex geometry, valua-
tions, convolution, tame automorphisms.
Abstract : This thesis is divided into three inde-
pendent chapters on the iterates of rational maps on
projective varieties and more specifically on the study
of the growth of the degree sequences of the iterates
of such maps. In the first chapter, we give a construc-
tion of the fundamental invariants called dynamical
degrees. Our method holds in a very general set-
ting, without any conditions on the characteristic of the
base field or on the singularities of the ambient space.
Our argument is based on the study of positivity pro-
perties of algebraic cycles and gives an alternative ap-
proach to the analytical technics of Dinh and Sibony
or to the algebraic arguments of Truong. The second
chapter is taken from an article written in joint work
with Jian Xiao. Our paper focuses on central objects in
convex geometry called valuations. We transfer some
positivity notions of algebraic cycles recently introdu-
ced by Lehmann and Xiao, this allows us to extend
the convolution operation defined by Bernig and Fu
to a subspace of sufficiently positive valuations. The
third chapter is the core of this thesis and focuses on
the dynamical degrees of the so-called tame automor-
phisms of an affine quadric threefold. Our arguments
are of various nature and rely on the action of the
tame group on a CAT(0), Gromov hyperbolic square
complex recently introduced by Bisi, Furter and Lamy.
Finally, we have collected in the last chapter a few per-
pectives directly inspired by this work.
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