Abstract-Nanopore sequencing is an emerging new technology for sequencing Deoxyribonucleic acid (DNA), which can read long fragments of DNA (∼50 000 bases), in contrast to most current short-read sequencing technologies which can only read hundreds of bases. While nanopore sequencers can acquire long reads, the high error rates (20%-30%) pose a technical challenge. In a nanopore sequencer, a DNA is migrated through a nanopore, and current variations are measured. The DNA sequence is inferred from this observed current pattern using an algorithm called a base-caller. In this paper, we propose a mathematical model for the "channel" from the input DNA sequence to the observed current, and calculate bounds on the information extraction capacity of the nanopore sequencer. This model incorporates impairments, such as (non-linear) intersymbol interference, deletions, and random response. These information bounds have two-fold application: 1) The decoding rate with a uniform input distribution can be used to calculate the average size of the plausible list of DNA sequences given an observed current trace. This bound can be used to benchmark existing base-calling algorithms, as well as serving a performance objective to design better nanopores. 2) When the nanopore sequencer is used as a reader in a DNA storage system, the storage capacity is quantified by our bounds.
I. INTRODUCTION

D
NA sequencing technology has undergone a major revolution with the cost of sequencing plummeting nearly six orders of magnitude. Much of this improvement was made possible by second generation sequencers, utilizing massive parallelization, but these machines can only read short fragments of Deoxyribonucleic acid (DNA), typically a few hundred bases long. These short reads are then stitched together with algorithms exploiting the overlap between reads to assemble them into long DNA sequences. This assembly is unreliable because of repeated regions which commonly occur in genomic DNA. These repeated regions play an important role in evolution, development and in the genetics of many diseases [1] - [3] . Nanopore sequencing promises to address this problem, by increasing the read lengths by orders of magnitude (≈10-100K bases) [4] . The technology is based on DNA transmigrated through a nanopore, and the ion current variations through the pore are measured [4] - [7] . The sequence of DNA bases is inferred from the observed current traces using an algorithm termed as base-caller [8] , [9] . Nanoporesequencing technology is also beginning to be commercialized by Oxford Nanopore Technologies [10] . Nanopore sequencers have enabled new applications such as rapid virology [10] - [12] and forensics [13] .
However, despite recent progress, there is an important bottleneck; nanopore sequencers built to date, have high error rate for de novo sequencing. 1 It is unclear whether the present error-rate is fundamental to the nanopore or due to the limitations of present base-calling algorithms. Thus one goal of the present direction of work is to understand the information-theoretic limits of the nanopore sequencer, and help benchmark base-calling algorithms. To achieve this goal, standardized signal-level models are needed to analyze such sequencers, which are currently unavailable. Another important benefit of such information theoretic understanding is that it provides a way to optimize the nanopore sequencer (for maximum information decoding capacity).
Motivated by this, our first contribution is in developing a mathematical model for the nanopore sequencer. We use the physics of the nanopore sequencers and experimental data provided by our collaborators [7] to develop a signallevel model for the nanopore channel, which captures (non-linear) inter-symbol interference, signal-level synchronization errors, and random response of the nanopore to the same inputs. 1 De novo sequencing refers to decoding the DNA sequence without the help of any reference DNA. For example, state-of-the-art nanopore sequencers have nearly 20-30% single-read sequencing error-rate [14] . Error-rates of 10-15% are reported using double-stranded sequencing, but are still high for many applications [15] , [16] .
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In de-novo DNA sequencing, the DNA sequence is arbitrary and only the decoder is under our control. In such a case, a performance metric of interest is the number of plausible input sequences given that the output is observed. When the mapping between the DNA sequence and observed current is noiseless and fully invertible, the number of plausible sequences is exactly one, which is the true sequence. In a noisy and imperfect DNA sequencer, as in the model described above, many sequences will be plausible and thus the size of the uncertainty list is a measure of the decoding capability of a sequencer: the smaller the list size is, the better the sequencer is at extracting the information. For an i.i.d. uniform input distribution, each input sequence is (weakly) typical. The reliable decoding rate calculated with an i.i.d. uniform input distribution, gives a count of the number of sequences that can be reliably distinguished from all possible sequences, and therefore the remaining list size is the difference between the total number of sequences and this reliable rate. This list size is therefore a quantifiable performance metric for the sequencer.
Our second contribution is the reliable information rate analysis for the nanopore channel. We first generalize Dobrushin's multi-letter capacity formula [17] for channels with synchronization errors to the case with inter-symbol interference, which includes the nanopore channel as a special case. Then we develop single-letter computable lower bounds on the nanopore channel capacity using techniques for deletion channels. As argued before, these lower bounds are used for estimating the size of uncertainty list of DNA sequences after observing the output current trace, giving a metric for the performance of the nanopore sequencer. We can also use these ideas to assess information storage capability in DNA using nanopore sequencers as decoders, by optimizing the input distribution, which can be done if we can design DNA information storage codes.
As another contribution, we also develop novel computable upper bounds for the decoding capacity of nanopore channel, using a combination of upper-bounding techniques for deletion channels and finite-state channels.
To apply these ideas to assess the performance of the nanopore sequencer, we numerically evaluate these bounds for both synthetic data using nanopore models as well as measured responses from nanopore data, which could give insights into the physical design of nanopore having good decoding performance. Using channel models obtained from measured data, we show that the reliable decoding rate of the nanopore is 1.6-1.9 bits for channel parameters obtained in the data. 2 Note that the exponent of the average list size is log |X | − R = 2 − R, where R is the reliable decoding rate and X = {A, C, G, T }. This means, from our numerics stated above (and explored in Sections III,VII), a list size exponent of between 0.1-0.4 is potentially achievable. In addition, through a model for the nanopore response we exhibit a tradeoff for the achievable rates of nanopore sequencers when the nanopore length K increases: larger K provides more protection against deletion errors, but also introduces more noise in the K -mer map responses, therefore providing a sweet spot for K with respect to achievable rates. Therefore the reliable decoding rate, and the list size, give a quantifiable performance metric, which can enable analysis of such design trade-offs.
The major technical challenge for the analysis of the nanopore channel lies in the fact that it belongs to the category of channels with synchronization errors. The study of such channels dates back to Gallager [18] and Dobrushin [17] , and interest in the problem was revived due to new bounds in [19] (see also [20] ). See [21] for a survey of results. However, even the simplest i.i.d. deletion channel capacity is unresolved. In this paper we develop novel lower and upper bounds for a channel model inspired by nanopore sequencing. We believe that several of the techniques and results could also be of independent interest, beyond its application to nanopore sequencing. In [22] , a nanopore sequencer is modeled at a hard-decision level by a simplified insertion-deletion channel, where no run of DNA bases is deleted (similar to [23] ) or inserted, to understand how to combine multiple reads. Our channel model, however, is aimed at designing base-callers (algorithms for decoding DNA from current trace) and therefore operates at fine-grained signal level.
The paper is organized as follows. Section II develops the signal-level model for the nanopore channel. We outline the main technical results of this paper in Section III. We develop the proof of the multi-letter capacity formula in Section IV, the achievable rates for the nanopore channel in Section V, and the upper bounds in Section VI. Numerical evaluation of these bounds, including channel model derived from real measurements in nanopore sequencers provided by UW nanopore lab [7] are given in Sections III and VII. Many of the proof details for Section IV are given 3 in [28] and the proofs of Section V are given in the Appendix.
II. MODEL, NOTATION AND PROBLEM FORMULATION
A. Nanopore Sequencer
We will use the nanopore sequencer shown in the simplified schematic in Fig. 1 , with details in [7] and [24] . A salt solution is divided into two wells: cis well and trans well by a lipid bilayer membrane. A nanopore is inserted into the bilayer, and a voltage applied between the cis and trans wells results in an ionic current. The (single-strand) DNA sequence to be measured is prefixed and affixed with short known DNA pieces (called adaptors) and enters the nanopore. As the DNA migrates through the pore, modulations of the ionic current caused by different nucleotides partially blocking the pore are measured. An enzyme controls the DNA motion through the nanopore, slowing it down so that the current variations can be measured accurately. 4 An ideal nanopore sequencing system would ensure that DNA migrates through the pore at a constant rate, that Fig. 1 . Nanopore sequencer schematic, adapted from [7] .
only one base of DNA affects the current at a given time and from the observed current, the nucleotide of DNA can be decoded unambiguously with high probability. However, the following phenomena occur due to the physics of the nanopore and the enzyme (see Fig. 2 ). (i) Inter-symbol interference: Each observed current value is influenced by multiple bases or "K -mer" (K bases), because the constriction of the nanopore is thicker than a single nucleotide. In our experiments K ≈ 4, so we also call them quadromers or "Q-mers" for short. As in DNA sequences there are 4 different type of nucleotides, there are 4 4 = 256 different Q-mers all together (see Fig. 2 ). (ii) Random dwelling time: Each Q-mer of the DNA sequence may spend a varying amount of time in the nanopore. This means that the measured current segment corresponding to a Q-mer transitions to the next Q-mer segment at random times (see Fig. 2 ). In fact the speed at which the DNA sequence migrates through the enzyme is a stochastic process. (iii) Backtracking and skippings: The nucleotides are not necessarily read in order by the nanoporethere is some backtracking and significant mis-stepping in the nanopore induced by the enzyme that draws the DNA through the nanopore. This results in segments that are repeated as well as segments that pass through without registering a current reading, resulting in backstepping as well as skipping (deletion) of segments (see Fig. 2 ). (iv) Q-mer map fading: For each segment i , the measured current level G i is a function of the Q-mer z i dwelling in the nanopore. However, this function is not deterministic: each time the same dwelling Q-mer produces a current level with some variation, which resembles the fading effect in communication channels. In Fig. 3 , we plot the mean value of the 256 random Q-mer map, together with their variances as error-bar. (v) Noisy samples: On top of the Q-mer map fading, within the same segment i , each sample of the same current level is subject to a random noise. Hence G i is estimated 5 byĜ i , the average of all samples within segment i (see Fig. 2 ). Usually we model the noise as an AWGN process with some variance σ 2 i , which may vary from segment to segment. Hence if at each sample time t the measured current value is c(t),
, where T i−1 and T i denote the boundary of the samples within segment i .
B. Channel Model and Notation
We can model the nanopore experiment as a communication process, with the input being the DNA sequence to be measured and the output being the current samples produced. However, the sample-resolution channel is too complicated to admit any useful analysis and algorithm development-since the random dwelling time demands an infinite memory for the channel. In practice [7] , a separation-based approach is often taken to solve this issue. In this scheme the data-processing of the measured current consists of two stages: 1) finding the transitions of the dwelling Q-mers using a change-point detection algorithm, or similar algorithms, to determine the boundaries of each step; 2) estimating the mean value of the current samples during each step, which gives the current level corresponding to the dwelling Q-mer. The decoder then take the levels as input for further processing and estimate the DNA sequence. In Fig. 2 , we see that G 1 , .., G m is sent through a dwelling process to obtain current trace c(1), .., c(T ) which after level-finding yieldsĜ 1 , ..,Ĝ m . In this paper, we will assume that level-finding is perfect and henceĜ i = G i . In practice, the effect of level-finding errors can be folded into the backtracking / skipping model built for the enzyme so that the end-to-end modeling is still quite accurate.
Thus in our mathematical model, we assume that the channel in the box in Fig. 2 from G 1 , . ., G m toĜ 1 , ...,Ĝ m is an identity channel, thus modeling the nanopore purely at the DNA symbol level. We also make two further simplifications to facilitate the analysis of the model, while still trying to capture the most important effects for the nanopore experiment. First, in the experiment, skipping happens much more frequently than backtracking. Thus we ignore the backtracking effect and model skipping as an i.i.d. deletion process. 6 Second, we model the Q-mer map fading as an independent random process, with each Q-mer having its own fading distribution. The nanopore experiment measurement results give statistics of these distributions, such as means and standard deviations (see Fig. 3 ). In addition, usually these measured levels for the same Q-mer fall in a certain range. Thus a natural model to capture these characteristics is the uniform distribution 7 : we assume each Q-mer has a uniform fading distribution that conforms with its measured mean and standard deviation. The support of each uniform distribution is a bounded interval, with the center being the mean value of the corresponding Q-mer map and the width being a constant multiple of the standard deviation. It can also be called the range of a Q-mer map. As shown in Fig. 3 , the Q-mer map ranges have a lot of intersections and thus induce a partition on the set of all possible current level values (see Fig. 4 for an example, where {v 1 , . . . , v 5 } partitions the union of the ranges r 1 -r 3 ). Such intersections cause ambiguity in the inference of the dwelling Q-mer: for example, if the measured current level falls in the region v 2 in Fig. 4 , then there would be two possible Q-mers, z 1 and z 2 , which correspond to ranges r 1 and r 2 , respectively, causing such a measurement.
Such a partition provides a set of sufficient statistics for the channel output. For example, in Fig. 4 , if we observe a current level G ∈ v 2 , then since the fading distribution is uniform, knowing the exact place in v 2 does not give us more information about which one of the two possible Q-mers, z 1 or z 2 , is more likely to be the dwelling Q-mer. Thus we can Fig. 4 , transition probability
just consider the part v 2 as the output of the channel, and call it the discretized level corresponding to G. Since the fading process is memoryless, the discretized random Q-mer map can be modeled as a DMC, as shown in Fig. 5 . The channel transition probability is determined by
for any discretized interval v and any Q-mer z, where r (z) denotes the Q-mer map range of z and l(·) denote the length of an interval. The process of level-finding and discretization is depicted in Fig. 6 (corresponding to the lower-right block in Fig. 2) , which amounts to a DMC as described above.
Hence we arrive at a simplification of the nanopore channel model. In this simplified channel (depicted in Fig. 7 ), the input (corresponding to the bases in the DNA sequence) symbol at time n is denoted by X n , which has a finite alphabet X . X n is passed through an ISI channel with memory K −1, to form the
denotes the ISI channel state at time n − 1. The alphabets for the K -mers and ISI states are denoted by Y = X K and S = X K −1 , respectively. The initial state s 0 is known (they are the prefixed adaptors). The K -mers {Y n } are then sent to a deletion channel, where each K -mer is independently deleted with probability p d . We can represent the deletion process by
, where D i = 1 denotes a deletion at time i . When the input of the deletion channel is a length-n vector Y n , its output is a K -mer vector of random length, denoted by Z (n) . The corresponding alphabet is
n 1 is input to the deletion channel, we use Z (n 2 ) (n 1 ) to denote the output. 8 Finally, after deletion, a K -mer Z m is sent to a DMC to produce the channel output V m (corresponding to the discretized levels, see Fig. 6 ), whose alphabet is denoted by V. We also use V (n 2 ) (n 1 ) to denote the output of DMC corresponding to the random-length K -mer vector Z (n 2 ) (n 1 ) , and denote its alphabet by V (n 2 −n 1 +1) . For readers' convenience, we summarize our notations in Table I . Also note that we use the terms "string" and "vector" interchangeably in this paper.
III. MAIN RESULTS
As argued in Section I, a performance metric for decoding capability of a nanopore sequencer, is the number of plausible input sequences given that the output is observed. This is quantified by the exponent of the average list size, which can be upper bounded as log |X | − R, where R is an achievable reliable decoding rate for i.i.d. uniform inputs. If we optimize the input distribution, then we obtain an achievable rate that can be used to measure the capability of the nanopore sequencer as a reader for an information storage system using DNA. Given this motivation, we next summarize the technical results presented in the paper. Also note that several of the techniques and results could also be of independent interest, beyond their application to nanopore sequencing.
In this paper we obtain a multi-letter capacity formula, and its lower and upper bounds for the nanopore channel given in Fig. 7 . We first prove the multi-letter capacity formula for a class of channels with both synchronization errors and inter-symbol interference, which generalizes Dobrushin's Theorem 1 in [17] (see Section IV for the detailed definition of the channel) to channels with input memory:
Theorem 1: The capacity of the channel (6) exists and is given by C = lim n→∞ C n , where Despite its generality, however, the multi-letter capacity formula is not computable. In Section V we derive computable achievable rates for a cascade of a deletion channel with a DMC, i.e., the channel without the first block in Fig. 7 , then apply the result to the nanopore channel. The main result for the lower bound is the following theorem (see Section V for the notations and definitions):
Theorem 2: For the cascade of a deletion channel with a DMC, the following is an achievable rate for each irreducible Markov transition matrix P on the input alphabet Y:
Therefore, if P is a collection of irreducible Markov transition matrices, then sup P∈P C(P) is also achievable.
For the achievable rates of the nanopore channel, we can apply the results above, with a constraint on the choice of Markov transition matrix P: since the current K -mer takes the form Y n = X n n−K +1 , the next K -mer Y n+1 can only be obtained from left-shifting X n n−K +1 by one position and attaching a new nucleotide X n+1 to the right. Thus for the nanopore channel the Markov transition matrix can only be supported on such legal transitions.
In Fig. 8 and 9 , we plot the achievable rates in Theorem 2, both when the input distribution is i.i.d. uniform and when P is optimized. The channel used is constructed from experimental data using the Q-mer map data from experiments in [7] Fig. 8. Achievable rates using Q-mer map data from experiments [7] .
with level discretization. We can see that optimized transition matrices can achieve higher rates than the uniformly generated one. When the deletion probability p d is small, the difference between the two cases become small. As mentioned earlier, to connect these results to the performance metric for nanopore sequencers, we also evaluate the exponent of average list size. 9 On the right vertical axes of these figures we Fig. 9 . Achievable rates using Q-mer map data from experiments [7] . mark the corresponding exponents of average list size, which is defined to be log |X | − R for a reliable decoding rate R. These exponents make the interpretation of the achievable rates clearer: the average number of plausible inputs given the output is approximately 2 n(log |X |−R) , for length-n input sequences.
The computable capacity upper bounds are derived in Section VI. Our starting point is the following upper bounds provided by Theorem 3, when we prove the multi-letter capacity formula in Section IV: for each n, define
then each C n is a capacity upper bound for the nanopore channel. These upper bounds are in the form of finite block mutual information and can be computed using the classic BlahutArimoto algorithm. However, since the extra term log |S| above considerably affects the effectiveness of the upper bound for small to moderate n, while for large n the computation is not practical due to the exponential complexity of the first term, we seek a relaxation that has much less complexity. For that purpose we introduce periodical synchronization symbols to the channel output (as in [25] ), and convert the resulting channel across synchronization periods to a finite state channel [26] with only ISI memory. In this form the upper bounds can be relaxed (see Theorem 4 in Section VI), which upper bounds mutual information by the relative entropy between the "worst-case" block conditional probability and a stationary Markov distribution on the output. The relaxation can then be computed using the Viterbi algorithm with linear complexity, and so we can compute it for very large n, which suppresses the term log |S| and yields practically more effective upper bounds.
We further investigate the trade-off of the effects of random K -mer map responses and deletion errors when increasing the nanopore length K . Since the experiment data only allows for the study of K = 4, we construct a nanopore model as follows. In this model the mean value of the K -mer map is assumed to be a linear combination of the single-nucleotide responses, and the variance is a constant. To be specific, let f (X) be the current value when all the nucleotides in the dwelling K -mer are uniformly X, we assume the mean value of the response of any K -mer Y n = X n n−K +1 can be expressed as
where {α i } are all positive and sum to 1. Supposedly the nucleotides dwelling in the center of the nanopore have a larger influence in the K -mer response, so α i is larger when i is closer to (K + 1)/2. Furthermore, assume the fading distribution for Y n takes the form
(which does not change with K ). We generate such a fading model for different ISI length K . See Fig. 10 for an example of K -mer map means and standard deviations (|X | = 4). The coefficients {α i } are sampled from a scaled Cauchy distribution, i.e.
for some positive constants c and γ (which are fit from the experimental data when K = 4). Furthermore, A is taken to be the average standard deviation in Fig. 3 , multiplied by a scaling factor w.
We compute the achievable rates for the corresponding nanopore channels, which are generated using the intervaldiscretization recipe in Section II. In Fig. 11 and 12 , for different deletion probability p d and for different scaling factor w, respectively, we plot the achievable rates for increasing ISI length K . The input is i.i.d. uniform with alphabet size |X | = 4. Intuitively, the larger K is, the more correlation the input symbols have, hence the transmitted message is better protected against deletions. This is reflected by the increasing achievable rate curve for the no-fading case (w = 0) in Fig. 12 . On the other hand, the larger K is, the more noisy the DMC is, since there are more intersections for the K -mer map intervals (cf. Fig. 10 ). This effect is demonstrated by the decreasing achievable rate curve for the no-deletion case ( p d = 0) in Fig. 11 . In general, there is a trade-off between these two effects: as shown in Fig. 11 , when w = 1, for different non-zero p d the achievable rates first increase and then decrease, all peaking at K = 2. When the DMC quality improves/deteriorates, this peak shifts its position, as demonstrated in Fig. 12 when p d = 0.1. In particualr, larger w corresponds to more intersections for the K -mer map intervals (cf. Fig. 10 ), which means a poorer DMC. In this case for an increasing K the second effect becomes more important, so the rate peak happens at a smaller value of K .
IV. MULTI-LETTER CAPACITY FORMULA FOR CHANNELS WITH SYNCHRONIZATION ERRORS AND ISI
We consider a channel model generalized from Dobrushin's channel with synchronization errors [17] , which includes the nanopore channel in Fig. 7 as a special case. In Dobrushin's model, due to the synchronization errors, the number of output symbols is not fixed for each input symbol. In addition to that, we also consider channel memory, in the form of intersymbols interference (ISI). We define the notations of this channel in Table I . The channel has finite input and output alphabets X and V, repsectively, and an ISI length K -thus there is a finite state S n = X n n−K +2 . Assume the initial state distribution P S 0 is independent from the input (for the nanopore channel the initial state s 0 is fixed). At time n, when the previous ISI state is s n−1 , each transmission of an input symbol x n ∈ X gives rise to an output string v (n) ∈ V * with transition probability p(v (n) | x n , s n−1 ) that is independent of time n. Also, the distribution of V (n) is determined from the system only through s n−1 and x n , that is, conditioned on s n−1 and x n , the output string V (n) is independent of all the other input, output, and state symbols. Furthermore, we assume that the average length of the output string is always a nonzero finite number, i.e., the transition distribution satisfies
for some b > 0 and a < ∞, where · denotes the length of a string.
According to the channel law above, for the group of output strings (v (1) , · · · , v (n) ) we have the group transition probability
where
. Therefore, the n-block channel transition probability can be written as
where v (1) • · · · • v (n) denotes the concatenation of the strings v (1) , · · · , v (n) (see Table I ).
In this section we prove the multi-letter capacity formula (see Theorem 1 in Section III) for the channel (6). The proof is obtained by adapting the proof of [17, Th. 1] to our generalized channel model. In the adaptation, we have to deal with several technical difficulties caused by the ISI channel (which is a finite state channel). The original proof in [17] consists of two parts: i) in [17, Sec. 3 ] the block-capacity (maximized block mutual information, corresponding to nC n in our paper) is shown to be subadditive, and so the limit of the average capacity (C n in our paper) exists by Fekete's lemma; ii) in [17, Sec. 4 ] the information stability for the channel is proved by constructing a sequence of input random variables, each of which is (mostly) composed of i.i.d. input blocks. Such input blocks induce i.i.d. channel blocks whose mutual information achieves the corresponding block-capacity. In our new model, the subadditivity proof does not work for the block-capacity any more. To prove the existence of the limit of C n , we demonstrate that an auxiliary term C n (defined in (8) below) satisfies the subadditive property, and then we show that C n approximates C n asymptotically. Furthermore, due to the input memory we cannot obtain i.i.d. channel blocks using the original construction; instead, we need to append a "guard interval" (consisting of deterministic symbols) at the end of each input block to eliminate the dependence across the blocks. Therefore we need a new proof to handle this situation, and we combine techniques from the classical finite state channels [26] and from Dobrushin [17] , along with a few of our own ingredients.
We first give an outline of the proof, and then show the technical details in the subsequent two subsections. As stated in [17, Sec. 4] , to prove Theorem 1 it suffices to show the information stability 10 of the sequences of transition probabilities (6) for each block length n. Define the information density of the pair of jointly distributed discrete random variables X and Y by
. 10 In [27] , the information stability is also studied for a channel with ISI and timing errors. However, the ISI is linear (which comes from an FIR filter), and the timing error model is different from the synchronization errors considered here: no output symbols get deleted or inserted, but the linear coefficients (tap weights for the filter) change as a result of the timing errors. Hence we cannot directly apply those techniques and results to our problem.
Note that for an n-block i.i.d. channel, the information capacity is nC n (defined in (1)), which is associated with the length-n block transition probability. If the limit of C n exists and is denoted by C, then information stability means the existence of a sequence of random variablesξ n on the alphabet X n , such that ifη n is the output of the length-n block channel (6) when the channel input isξ n , then for any δ > 0 Pr |iξ n ,η n − nC| > δn → 0 as n → ∞.
Thus to prove Theorem 1 we need to 1) show the limit of C n exists, and 2) construct the random variables {ξ n } that satisfy (7). The former is achieved in Section IV-A, while the latter is finished in Section IV-B.
A. Existence of Limit
As mentioned earlier, the original subadditivity proof in [17, Sec. 3] does not work for the block-capacity nC n due to the ISI. To make the proof work, we introduce an auxiliary sequence {C n } in the spirit of Gallager's finite state channels [26] , which satisfies subadditivity, and so its limit exists. Then we prove that C n defined in (1) and C n actually converge to the same limit C. Incidentally, we also show that C n is an upper bound of C for any finite n. We describe these results below, but refer the readers to the arXiv version of this paper [28, Appendix A-B] for the complete proofs. 11 Lemma 1: For each n define
Let N be arbitrary and let m, n be positive integers satisfying m + n = N. Then we have
and so by using Fekete's lemma (see [28, Appendix A, Lemma 7]), we can see that lim n→∞ C n exists and is equal to inf n C n .
Theorem 3:
The limit of C n exists when n → ∞ and is equal to C inf n C n = lim n→∞ C n . Hence for any finite n, C n is an upper bound of C.
B. Information Stability
For this part of the proof we develop on the ideas in [17, Sec. 4 ] to construct a random sequence {ξ n } that satisfies (7), by creating a new construction suitable for the ISI channel. The construction uses i.i.d. input blocks of the same length k that are drawn from a particular distribution, so that the information density can be approximated by the sum of information densities for (mostly) i.i.d. channel k-blocks, for which law of large numbers applies. As mentioned above, to guarantee independence among the blocks we need to introduce a guard interval. Moreover, for the information density approximation to work, two other random variables, η n,k and η n,k , are also constructed to approximate the channel output. With these approximations (7) is shown to hold using the tools of union bound and triangle inequality. These ideas are elaborated below.
Fix an integer k. For each integer n, we split n symbols into blocks of length k with a trailing remainder, i.e., we write
where g is an integer and 0 ≤ l < k. Without loss of generality assume k ≥ K , where K is the ISI length, and write
which is the length of channel memory. To eliminate the dependence across the channel k-blocks, we form an input k-block by constructing a random variable of length k , and append a deterministic guard interval of length K − 1 to it. Assume s 0 = s * ∈ S = X K −1 and P X k = P * achieve the maximum of C k defined in (8) . Define a random vectorX k on X k as follows:X k 1 has the distribution P * andX k k +1 = s * , which has a deterministic value. The full distribution ofX k is denoted byP. 12 LetṼ (k) be the corresponding channel output of (6) and define
then the following lemma shows that I k converges to the same limit C as in Theorem 3. The proof is presented in [28, Appendix A-C]. Lemma 2:
With these k-blocks we build a family of input random variables {ξ n,k } n,k , within which {ξ n } will be selected. See Fig. 13 . Let x 0 be an arbitrary fixed element of X . Definē
where (10)). In this vectorξ n,k , allX i , i = 1, . . . , g, are i.i.d. k-dimensional random vectors in X k having the distributionP. Furthermore,X is the fixed vectorx 0 = (x 0 , x 0 , . . . , x 0 ) ∈ X l . Let P ξ denote the distribution ofξ n,k and letη n,k denote the corresponding channel output from (6) . 12 Note that s * , P * andP all depend on k, that is, they may change their values when k changes.
which is the concatenation of the random vectors on the right side (cf. Table I ). Furthermore, define the tuplȇ
The structures of the input and output vectorsξ n,k andη n,k are depicted in Fig. 13 . With such a construction we can show the following results, whose proofs are presented in [28, Appendix A-C]. We first show that the input and output are block-independent under input distribution P ξ .
Lemma 3: When the channel input distribution is P ξ , the pairs of random variables (
With such a block-independence and a (modified) weak law of large numbers (see [28, Appendix A, Lemma 10]), we then prove two convergence results.
Lemma 4: When the channel input distribution is P ξ , we have Pr η n,k > 2an → 0 as n → ∞.
Lemma 5: For a fixed k, the average information density iξ n,k ,η n,k /g converges to k I k in probability when g → ∞.
as n → ∞. The following lemma summarizes two results from [17] . Lemma 6: Let X, Y be jointly distributed random variables and let ϕ be a mapping from Y to Z. Define S ϕ (z) = |ϕ −1 (z)| for z ∈ Z, i.e., the number of solutions of the equation ϕ(y) = z in Y. Then we have
which is [17, eq. (4.
3)], and
which is [17, 
eq. (4.7)]. The first equation can be interpreted as the additional information needed to reconcile between Y and ϕ(Y ).
Next we define another random variable η n,k (in (17) below) and bound the differences betweenη n,k ,η n,k and η n,k through the functions relating them. First, the outputη n,k of the channel (6) (when the input isξ n,k ) can be written as
whereη n,k is defined in (13) and the function ϕ : (V * ) g+1 → V * concatenates its arguments:
which is the number of ways to partition v symbols into g + 1 blocks, including the empty ones. Next define
Then η n,k = ρ(η n,k ) for some function ρ. By (16) in Lemma 6 and Lemma 4 we have
as n → ∞. Moreover,η n,k can also be viewed as a function of η n,k , i.e.,η n,k = τ (η n,k ) for some function τ . Note that
Then by (15) in Lemma 6 we have
≤ nr (k) (20) with some function r (k) of k when n is large enough. (20) 
Finally we have all the ingredients to tackle (7) . Note that by the triangle inequality, we have
where 1 , 2 , 3 , and 4 are respectively defined as the first to fourth terms on the right side of the inequality. By union bound,
Now by (21) ,
when n is large enough; by (18) ,
as n → ∞; by (14) ,
as n → ∞; and at last, by Lemma 2, if k is so large (but fixed) that |I k − C| < δ/8, then
when n is large enough, which means Pr ( 4 > δn/4) = 0 (26) in this case. Now we combine the results from (23)- (26) . Since r (k) → 0 as k → ∞, for any > 0, we can find an integer k such that 4r (k ) δ ≤ 3 and |I k − C| < δ/8. With this k we can further find N , such that if k = k and n ≥ N , we have
Therefore, by (22) Pr iξ
With such a result we can construct the requiredξ n from the family {ξ n,k } n,k . Without loss of generality, we can choose N m+1 ≥ N m + 1. Also for notational convenience we define k 0 = 1 and N 0 = 1. Furthermore, for each n > 0 define
(Note that this inequality holds trivially when m(n) = 0.) Now defineξ n =ξ n,k(n) . By definitionη n =η n,k(n) , and so
as n → ∞, since m(n) → ∞ as well. Hence (7) is true for such choices ofξ n and information stability holds for the channel (6).
V. ACHIEVABLE RATES
In this section we derive computable achievable rates for a cascade of a deletion channel with a DMC, which can be applied to the nanopore channel. Our approach is based on and generalizes the lower bound ideas for (noisy) deletion channels in [19] . The codebook is generated randomly using a stationary ergodic Markov process. 13 The decoder outputs an estimated codeword if, roughly speaking, the output length is typical and it is the unique codeword which is jointly typical with the output. With such a coding system we derive an achievable rate by analyzing the average error probability, which utilizes techniques for watched Markov chains in [19] , the general AEP [29] , and ergodic theory [30] .
Consider an i.i.d. deletion channel with input alphabet Y, connected to a DMC with output alphabet V. We assume all alphabets are finite and the deletion probability p d satisfies 0 ≤ p d < 1. Let a stationary Markov process {Y i } i≥1 on Y with an irreducible transition matrix P be input to the deletion channel, and let {Z j } j ≥1 denote the corresponding output of the deletion channel. Let π be the steady state distribution of P. Then {Z j } is a watched Markov chain 14 [19] , which is also a stationary Markov process [31, . Define θ = 1 − p d > 0, then the watched Markov chain {Z j } has a transition matrix
which also has π as the steady state distribution. Note that as P is irreducible,P is primitive, i.e., all of its entries are positive. Hence by [30, Th. 1.19] , {Z j } is a stationary ergodic process. The corresponding output process {V j } j ≥1 of the DMC is a hidden Markov process, and the joint process {Z j , V j } j ≥1 is also stationary and ergodic (see [32] ). As in [29] we use H (V) to denote the entropy rate of the stationary ergodic process {V j } and define the conditional entropy rate −1q b 13 In the nanopore channel, the ISI channel naturally provides such a Markov structure.
14 A watched Markov chain, a.k.a. a censored Markov chain, is formed by a regular Markov chain {U i } and a subset U of its state space U . If we only observe the outcome of the Markov chain when U i ∈ U , then the result is called a watched Markov chain with watched set U . In our case, D i ) and U = Y × {0}, i.e., we only observe U i when there is no deletion.
for γ > 0 and define
With all these definitions we have the achievable rate theorem (Theorem 2 in Section III), whose proof is presented below.
Proof of Theorem 2: First we need to give a few more definitions. If we transmit n symbols Y n 1 over the deletion channel, then the number of received symbols
is a random variable. For > 0 and m > 0, we define typical sequences for the process {Z j } as usual [29] and denote the corresponding typical set by A We study the average probability of error P
(n)
e,i , i = 1, 2, 3, induced by the three error patterns above, respectively, when n is large. First, by WLLN of the deletion process, P (n) e,1 → 0 when n → ∞. Second, in Appendix A-A we prove that P (n) e,2 → 0 as well. Finally, for P (n) e, 3 , by union bound and as Y n (2) , …, Y n (2 n R ) are independent, we can write
where the event F is defined as
Now by union bound again and by the independence of V m and Y n (2), we have 
and for any typical sequence v m
(As mentioned earlier, we use H (V) to denote the entropy rate of the non-i.i.d. stationary ergodic process {V j } and define the conditional entropy rate
In what follows H (Z) and H (Z|V) are defined similarly.) Thus we can express
Furthermore, in Appendix A-B we show that
Since both bounds (29) and (30) are independent of z m and
we have
Plugging into (27) :
for any γ > 0. Now fix γ . If we want P (n) e,3 → 0 as n → ∞, we need the term inside the square brackets above to be less than zero when n is large enough. Since m n = θ − , this condition requires that
where c is a finite constant. Since is arbitrary, for any
we can always find > 0 such that (32) is satisfied, and so all average error probabilities P (n) e,i , i = 1, 2, 3 vanishes when n is large. Thus using standard achievability argument [29] the rate R is achievable. Taking supremum over all γ > 0, we have
is also an achievable rate.
Corollary 1: For a deletion channel, the following is an achievable rate for each irreducible Markov transition matrix P:
If P is a collection of irreducible Markov transition matrices, then sup P∈P C(P) is also achievable.
The corollary above is obtained by setting the DMC in Theorem 2 to be an identity channel. These results are generalizations and improvements of the Markov lower bound results for (noisy) deletion channels in [19] . First, Theorem 2 applies to any DMC, while the noisy deletion channel result in [19, Th. 5 .1] is only valid for symmetric DMC. Second, the result in [19, Th. 4.3] only considers a special subset of irreducible Markov transition matrices as the optimization space, while the results above can optimize over any collection of irreducible transition matrices. Finally, even over the same optimization space, for each transition matrix the results above can still provide a better lower bound than [19] . For example, specializing to the binary deletion channel, the achievable rate (in nats) in [19, Corollary 4.2] is the supremum of
over a certain set and for some parameters q, A and B. Corollary 1, however, in this case gives an achievable rate whose corresponding objective function takes the form
which is an improvement to the previous result by Jensen's inequality. Note that the same formula for this special case is also obtained in [33, Corollary 1] using a different method.
The codewords designed on the K -mers naturally translate to the codewords on the nucleotides using the bijective ISI mapping, but the length is increased by K − 1. If X n 1 denotes the codeword on the nucleotides, then the corresponding codeword on the K -mers is Y n K . The resulting code rate is reduced by a factor of (n − K + 1)/n, which approaches 1 when n → ∞, and so the achievable rate results from last section still apply. There is yet another potential issue with this scheme. Since the transmission starts from time 1, the first few received symbols may be influenced by the initial state s 0 (the prefixed adaptors in the nanopore experiments). However, as n → ∞, such influence is negligible and the decoder in the previous section still works with the same asymptotic error performance.
VI. CAPACITY UPPER BOUNDS
In this section we derive computable capacity upper bounds for the nanopore channel. First, from Theorem 3, we know for each n, C n defined in (8) is an upper bound for the nanopore channel capacity, which can be computed using the classic Blahut-Arimoto algorithm. However, since these bounds are in the form of finite block mutual information plus an extra term, they suffers from two issues: i) the computational complexity grows exponentially, since the optimization space is |X | ndimensional; ii) for smaller n, the extra term 1 n log |S| = K −1 n ·log |X | is relatively large and decays very slowly with n, which greatly reduces the effectiveness of the upper bounds.
To address these issues, we seek a relaxation of C n that allows for an easy computation with large n, so that the second term in (8) is negligible after division by n, while the growth of the first term (the block mutual information) is still tracked in a certain way. For that purpose we add periodic synchronization symbols to the output (as in [25] ), and use the formulation developed in [34] .
Let M denote the period of synchronization and consider block length N = nM. Let B k be the random variable that denotes the number of output symbols of the deletion channel that corresponds to the chunk of input symbols X kM (k−1)M+1 , for 1 ≤ k ≤ n. Then 0 ≤ B k ≤ M and we have the one-to-one correspondence
Note that if we group every M channel uses together, we can define a new channel with inputX n and outputV n , whose input and output alphabets are X M and V (M) , respectively. This is a finite state channel [26] with statē
since the channel transition probability satisfies
Observe that sinces 0 = s 0 and S is also the alphabet forS n , we can rewrite I X n ;V n s 0 = I X n ;V n s 0 and thus obtain the following relaxation of (8):
Note that C n also coincides exactly with the upper bound in [26, Th. 4.6 .1] for the new finite state channel. Moreover, this is indeed a channel with only inter-symbol interference (ISI) memory, sinceS n is fully determined byX n andS n−1 . As a result, we can apply methods in [34] to this channel to simplify the computation of C n . LetŪ k = S k−1 ,X k denote the input branch of the new channel at time k, then we have an one-to-one correspondence (s 0 ,x n ) ←→ū n . Following [34] we have
where W denotes the transition probability p(v n |ū n ) and R can be any probability distribution on sequencesv n . Hence we have a relaxed capacity upper boundC n for the new channel
and for the original channel we have the relaxation Theorem 4: C N ≤
MC
n for all N = nM. This new upper bound admits a linear complexity algorithm, if we make further assumptions on the distribution R, as in [34] . First take R to be the probability measure for an L-th order Markov chain. Since
we can establish the decompostion (following [34] , but notation changed slightly)
where we defines k =ū
If we further restrict R to be a stationary measure of an L-th order homogeneous Markov chain, thenφ k (·) is time invariant for k > L, and so we can drop the subscript and writeφ =φ k . Consequently, we can build a trellis with 
can be computed as the cumulative weight along the corresponding path, and so we can use the Viterbi algorithm to compute the maximum path weight for (34) . Since the Viterbi algorithm has linear complexity, we can compute (34) for a large n, so that the influence of the second term log |S| is negligible. The corresponding trellis path length is n − L + 1. To make this bound as tight as possible, we also need to choose the probability distribution R carefully. As mentioned in [34] , a good choice of R can be obtained from the (L + 1)-dimensional output distribution of the finite state channel p v nsn |x nsn−1 when the input distribution is optimized with respect to the achievable rate (e.g., using the generalized Blahut-Arimoto algorithm [35] ). The computational complexity of this algorithm is mainly limited by M and L: the number of states grows exponentially with M · L, and so does the output alphabet size, which is |V (M) | L . The latter turns out to be the major bottleneck for the computation in the case of the nanopore channel.
VII. NUMERICAL RESULTS
First we use two more examples to illustrate the computation of the capacity bounds for the nanopore channel. The first example has ISI memory length K = 2, input alphabet size |X | = 2, and uses a symmetric DMC: in this case V = Y, p(y|y) = c for all y and p(y |y) = c for all y = y, for some constants c and c . The bounds are plotted in Fig. 14 and 15 for different deletion probabilities. The second example has the same ISI memory length and input alphabet size, but the DMC is not symmetric: it is constructed similarly to the example in Section III, where a part of the Q-mer map data in Fig. 3 (corresponding to the first 2 2 = 4 Q-mers) is extracted to simulate the real world situation. The corresponding bounds are plotted in Fig. 16 and 17 .
In both examples, we plot the achievable rates in Theorem 2 as the capacity lower bounds, both when the input distribution is i.i.d. uniform and when P is optimized. We also plot the achievable rate of pure deletion channel from Corollary 1 when the input distribution is i.i.d. uniform, to illustrate the rate loss due to the signal degradation caused the DMC. From Fig. 14 and 15 we can see that for the channel with a symmetric DMC, i.i.d. uniformly generated codewords already have a performance very close to the optimal coding scheme in Section V. From Fig. 16 and 17 (and also Fig. 8 and 9 in Section III), we can see that when the DMC is not symmetric, non-uniformly generated codewords can achieve higher rates than the uniform ones. But when the deletion probability p d is small, the uniform case is still close to optimal. We also plot the capacity upper bounds in Theorem 4 with different parameters for these two examples. From the computation results we found that either increasing the synchronization period M or the output Markov order L (see Section VI for the definitions) yields a tighter upper bound, but when M is not too small the bounds become very close to each other for different L. Hence in Fig. 14, 15, 16 and 17 we only plot the upper bounds for different M (with L = 1). We can see that in the case with a symmetric DMC, the upper and lower bounds almost coincide for small p d and so we can bound the capacity tightly. With a non-symmetric DMC, the gap between the upper and lower bounds is also small for small p d . We note that further computational optimization is needed to calculate the upper bounds for the example in Section III.
In Section III we discussed a nanopore model with linear ISI and uniform fading, to illustrate the influence of ISI length on the performance of nanopore sequencers. In particular, increasing the ISI length K brings in better protection against deletion errors, but it also introduces more noise in the DMC. In what follows we provide more numerical results illustrating this trade-off. We compute the achievable rates for the nanopore channels when the input alphabet size is |X | = 2 (we use the measured data for nucleotides A and C). In Fig. 18, 19 , 20 and 21, these achievable rates for different ISI length K are plotted, both when the input is i.i.d. uniform and when the input Markov chain is optimized. (Recall that w is the scaling factor defined in Section III.) Again, in Fig. 18  and 19 we see the peaks of the achievable rates, resulting from the opposing effects in the trade-off, and in Fig. 20 and 21 we see the shifting of these peaks due to different noise levels in the DMC.
Finally, we want to discuss an alternative point of view for the capacity bounds. As pointed out earlier, achievable rates under the uniform distribution can be translated into equivalent uncertainty list sizes for base-calling. An alternative measure is the decoding error-rate, which is the preferred metric when decoding to a single choice. The two measures, decoding error-rate and list-size are related since the uncertainty list is not usually comprised of arbitrary sequences but of sequences around the true sequence. While it is hard to make this formal, we can get a sense of the relationship between the two by using the following back-of-the-envelope calculation. Consider an "equivalent" 4-ary symmetric DMC with crossover probability q, whose capacity is equal to the achievable rate of the nanopore. The input of this channel can be viewed as the DNA sequence to be measured, X n , while the output can be viewed as a certain estimate of the sequence,X n . The transition probability of this DMC is defined as
where a, b ∈ X . The channel capacity and the corresponding list size exponent (defined in Section III) are ploted in Fig. 22 (the right figure) . As a rule of thumb, from this figure, we can read off the corresponding crossover probability q from the achievable rates in Fig. 8 and 9 . For example, for a set of typical deletion probabilities p d , the corresponding q are listed in Table II . We can also treat the cases for alphabet size 2 similarly, using a binary symmetric DMC and the left figure of Fig. 22 .
VIII. DISCUSSION
This paper introduced a signal-level mathematical model for the nanopore sequencer, and developed an informationtheoretical analysis of the nanopore channel. The model incorporates various impairments to the nanopore read: ISI, deletions, and random Q-mer responses. We first generalized Dobrushin's multi-letter capacity formula to the channels with both ISI and synchronization errors, which includes the nanopore channel as a special case. Then we derived a singleletter computable lower bound of nanopore channel capacity. Furthermore, we developed novel computable upper bounds for the capacity. In addition, we also analyzed the tradeoff of the achievable rates when increasing the nanopore length, through a linear ISI model. These results could enable benchmarking nanopore sequencer performances and provide some insight in designing better nanopore sequencers.
There are also several open questions. The information theoretical analysis gives bounds on the list size, but does not directly translate to error probability. One open question is how to develop bounds on error probability for the nanopore channel, for errors in the sense of edit distances. To improve the error rate performance of the nanopore sequencer, one may want to combine the results from multiple reads/measurements of the same DNA sequence. For example, current technology might enable the read of both a DNA sequence and its reverse complement. Such experiments give rise to a parallel nanopore channel, whose capacity analysis is quite challenging-it involves the capacity of multiple deletion channels, which is not well understood. Another interesting but also challenging problem is the assembly of the multiple read results. For the current technology, multiple reads may come from different random sections from the same DNA. If each section is passed through a nanopore sequencer to produce a read, then how to decode, align and assemble them to give the correct decoding results for the original DNA is an important, but very challenging problem. Distinct from the classical assembly problem for the shotgun sequencing technology where short reads are precisely sequenced, here each read is long and is subject to some error (cf. [36] - [38] , etc.). Finally, the computation of upper bounds developed in this paper is still quite expensive. Developing more computationally efficient upper and lower bounds to the decoding capability of the nanopore channel is an important open question.
APPENDIX A PROOFS FOR SECTION V
A. Proof for P (n)
e,2 → 0 Let A (m) (Z , V ) denote the jointly typical set for the process
e,2 as follows:
The first term is bounded by Pr Z m / ∈ A * (m) (Z ) , which goes to 0 as n → ∞ by the general AEP and the ergodic theorem. For the second term, define the event
In this event, Z m is clearly a subsequence of Y n (1) since T ≥ m, and it is doubly-strongly typical. Thus the event
contains G ∩ F as a subset, since the latter requires that for all doubly-strongly typical subsequence z m of Y n (1),
while the former just requires this to hold for one of them (i.e., for Z m ). As a result, the second term in the decomposition of P (n) e,2 can be bounded by
which also goes to 0 as n → ∞ by the general AEP for the stationary ergodic joint process {Z j , V j }. Therefore, we conclude that P
(n)
e,2 → 0.
B. Upper Bound for Pr (z m Y n (2))
Let z m ∈ A * (m) (Z ). We generalize the idea in [19] Proof: Since P is a finite irreducible Markov chain, it is a finite closed equivalent class, and thus is recurrent by [31, . Following the notations of [31, Secs. 4.6 and 4.7] , define the hitting probability matrices H andH , where the (a, b)-th entry of H andH denotes the probability that b is reached in finite time from a since time 1 and after time 1, respectively, then both H andH are all-1 matrices, by [31, .
As a consequence, we have Pr(τ 1 < ∞) = Pr(N 1 < ∞) = π H = 1.
Also, simple conditional probability calculation gives us Pr(N 2 = k) = Pr(N 2 = k | τ 1 < ∞), and using strong Markov property as above we conclude that Observe that since P is a stochastic matrix, for any z ∈ Y the spectral radius ρ(P z ) ≤ P z ∞ ≤ 1 as the maximum absolute row sum ofP z , i.e., P z ∞ , is at most 1. Hence for γ > 0 the series below is (absolutely) convergent, and we have b .
With these definitions we have 
