Using machine learning techniques in financial markets, particularly in stock trading, attracts a lot of attention from both academia and practitioners in recent years. Researchers have studied different supervised and unsupervised learning techniques to either predict stock price movement or make decisions in the market. In this paper we study the usage of reinforcement learning techniques in stock trading. We evaluate the approach on real-world stock dataset. We compare the deep reinforcement learning approach with state-of-the-art supervised deep learning prediction in real-world data. Given the nature of the market where the true parameters will never be revealed, we believe that the reinforcement learning has a lot of potential in decision-making for stock trading.
Introduction
Searching for an effective model to predict the prices of the financial markets is an active research topic today [13] despite the fact that many research studies have been published for a long time [3, 11] . In the midst of financial markets prediction, stock price prediction is considered as one of the most difficult tasks [44] . Among the state-of-the-art techniques, machine learning techniques are the most widely chosen techniques in recent years, given the rapid development of the machine learning community. The other reason is that the traditional statistical learning algorithms can not cope with the non-stationary and non-linearity of the stock markets [15] .
In general, there exists two main approaches to analyze and predict stock price which are technical analysis [23] and fundamental analysis [39] . The technical analysis looks into the past data of the market only to predict the future. On the other hand, the fundamental analysis takes into account other information such the economic status, news, financial reports, meeting notes of the discussion between CEOs, etc.
The technical analysis relies on the efficient market hypothesis (EMH) [25] . The EMH states that all the fluctuation in the market will be reflected very quickly in the price of stocks. In practice, the price can be updated in the magnitude of milliseconds [8] , leading to a very high volatility of the stocks. In recent years the technical analysis attracts a lot of attention due to a simple fact that we have enough information just by looking to the historical stock market, which is public and well-organized, compared to the fundamental analysis where we need to analyze unstructured dataset.
Compared to the supervised learning techniques and at a certain level, unsupervised learning algorithms, are widely used in stock price prediction, to the best of our knowledge the reinforcement learning for stock price prediction has not yet received enough support as it should be. The main issue of supervised learning algorithms is that they are not adequate to deal with time-delayed reward [22, 18] . In other words, supervised learning algorithms focus only on the accuracy of the prediction at the moment without considering the delayed penalty or reward. Furthermore, most supervised machine learning algorithms can only provide action recommendation on particular stocks 1 , using reinforcement learning can lead us directly to the decision making step, i.e. to decide how to buy, hold or sell any stock.
In the present paper we study the usage of reinforcement learning in stock trading. We review some related works in Section 2. We present our approach in Section 4. We describe and discuss the experimental results in Section 5. We conclude the paper and draw some future research directions in Section 6.
Literature Review
There are two main applications of using machine learning in the stock markets: stock price prediction and stock trading.
Stock price prediction can be divided into two applications: price regression or stock trend prediction. In the first application, the researchers aim to predict exactly the numerical price, usually based on day-wise price [15] or closed price of a stock. In the second approach, the researchers usually aim to predict the turning point of a stock price, i.e. when the stock price change the moving direction from up to down or vice versa [44] . Traditionally time-series forecasting techniques such as ARIMA and its variant [43, 26] are adapted from the econometric literature. However, these methods cannot cope with non-stationary and non-linearity nature of the stock market [2] .
It is claimed that the stock price reflects the belief or opinions of the market on the stock rather than the value of the stock itself [7] . Several research studies propose to analyzing the social opinions to predict the stock price. In the research study of [33] , the authors used Google Trends, i.e. to analyze the Google query volumes for a particular keyword or search term, they can measure the attention level of the public to a stock. The research is based on one idea that a decision making process will start by information collection [37] .
Over centuries, the researchers and practitioners have developed many technical indicators to predict the stock price [29] . as a set of tool that allow us to predict the future stock market by solely looking to the historical market data [31] . Originally the technical analysis are not highly supported in academia [27] even though it is very common in practice [35] . Nevertheless, with the development of the machine learning community, technical analysis gains attention of researchers in recent years. [32] derived what the authors called "Trend Deterministic Data Preparation" from ten technical indicators then combined them with several machine learning techniques such as Support Vector Machine (SVM) or Random-Forest for the stock price movement prediction. The "Trend Deterministic Data Preparation" are simply the indication from the technical indicators that the price will go up or down, so the approach of [32] can be considered as ensemble learning from local experts [17] .
The authors of [44] inherited the idea of Japanese candle stick in stock analysis [30] to develop a status box method combined with probabilistic SVM to predict the stock movement. We visualized a Japanese candlestick in Figure 1 . The status box developed by [44] is presented in Figure 2 . The main idea is instead of focusing on only one time period as the traditional Japanese candlestick method, the status box focus on a wider range of time, that allow us to overcome the small fluctuation in the price. It is quite straightforward to combine technical analysis and fundamental analysis into a single predictive model. The authors of [42] combined news analysis with technical analysis for stock movement prediction and claimed that the combination yields a better predictive performance than any single source.
Deep learning, both supervised and unsupervised techniques, have been utilized for stock market prediction. One of very first research work in this segment belongs to the work of [40] published in 1996 to use recurrent neural networks (RNN) in ARIMA-based features. Many other feature extraction methods based on supervised or unsupervised learning have been developed since then [21] . The authors of [4] used three different unsupervised feature extraction methods: principal component analysis (PCA), auto-encoder and restricted Boltzmann machine (RBM) for the auto-regressive (AR) model. In the same direction, the authors of [24] designed a multi-filters neural network to automatically extract features from stock price time-series. The authors combine both convolutional and recurrent filters to one network for the feature extraction task. In [45] the authors used Empirical Mode Decomposition [34] with neural networks for the feature extraction.
Our Contribution
Compared to supervised/unsupervised learning approaches, the difference of our approach is that we generate a trading strategy rather than only stock price prediction as in existing research studies [10, 19] . Stock price prediction definitely is a very important task, but eventually we need to build a strategy to decide what to buy and what to sell in the market that requires a further research step. In this study, we employ a simple baseline greedy strategy given the prediction of a supervised learning algorithm (RNN-LSTM) but definitely studying a strategy based on the prediction of another algorithm is not a trivial task.
Several research works in using reinforcement learning have been presented [22, 6, 1] in literature. However, the work of [22] is presented in 2001 using only TD(0) algorithm, while the works of [6] or [1] used external information such as news for the trading task. In our approach we do not use any external information but only the historical data of stock prices for the trading. 
Reinforcement Learning
Reinforcement learning [38] is visualized in Figure 3 . Different from supervised learning techniques that can learn the entire dataset in one scan, the reinforcement learning agent learns by interacting repeatedly with the environment. We can imagine the agent as a stock trader and the environment as the stock market [22] . At a time step t, the agent performs an action A t and receives a reward R t+1 = R(S t , A t ). The environment then move to the new state S t+1 = δ(S t , A t ). The agent needs to learn a policy π : S → A, i.e. learn to react to the environment in which it can maximize the total reward as:
Here, the coefficient γ represents the decay factor, usually consider as interest rate in finance, reflects the "one dollar today is better than one dollar tomorrow" statement. It means any trading strategy should beat the risk-free interest rate because otherwise a reasonable investor should not invest to this strategy at allshe should invest money to the risk-free rate such as buying T-bonds or opening a saving account. The latter option will give her a better profit and lower risk. However in high-frequency trading and short period of time we can set γ close to 1. The optimal policy is notated as π * .
In this paper we employ Deep Q-learning [28] by approximate the optimal policy function by a deep neural network. The term "Deep" here refers to Deep Convolutional Neural Networks (CNNs) [36] . Here we paramerterize the Q-function by a parameter set θ.
In our settings, the actions are similar to other stock trading studies. The possible actions include buy, hold or sell. We defined the rewards as the profit (positive, neutral or negative) after each action.
The loss function is:
with
The network is updated by a normal gradient descent:
In deep Q-network, the gradient of the loss function is calculated as:
5 Experiments
Datasets
We use the daily stock price of more than 7, 000 US-based stocks collected up to 10-November-2017 2 . For each stock, we always use the period of time from 01-January-2017 until 10-November-2017 for testing, and the data from 01-January-2015 until 31-December-2016 as the training set. Hence, there are 504 samples for training and 218 samples for testing. The sample size is so small compared to well-known supervised learning problem such as ImageNet [20] that contains one million labelled images, but as we will present in Section 5.2, we still can generate positive profit strategies. The stock price of Google is displayed in Figure 4 . 
Experimental Results
We evaluate three variants of Deep Q-learning which is vanilla Deep Q-learning [28] , double DQN [12] and dueling double DQN [41] . We used RNN-LSTM model with a greedy strategy approach as the baseline model. According to a recent time-series prediction 3 organized in July 2019, the RNN-LSTM model achieved the highest performance in forecasting a financial time-series. The greedy strategy means that we buy every-time we predict the stock will go up and sell if we predict the stock will go down. We visualize the performance of four models vanilla DQN, double DQN, dueling DQN and the baseline LSTM model on the Google stock (code: GOOGL) in Figure 5 , Figure 6 and Figure 7 respectively. The profit of each model are described in the figure. In each figure, we visualize the profit of each model in general, the profit of each model against the stock price and the profit of each model against the standard deviation of the stock price.
Generally speaking, the Deep Q-network yields the highest average profit compared to the Double Deep Q-Network and the Dueling Deep Q-Network. The result is consistent to other studies [14] . However, as expected, Deep Q-Network yields a higher volatility compared to two other methods. We display the distribution of profit generated by each model in Figure 8 . It is clear that Double Q-Network seeks for profit, hence sometimes it generates the negative profit. We note that the LSTM model combined with the greedy algorithm is much more stable than other models because we buy and sell immediately when we detect any signal of changing the price. Fig. 8 . Distribution of profit of three models As described above, we visualize the profit against mean of stock price and standard deviation of stock price in the testing period in Figure 9 and 10. The main idea is to see if a model behave differently or not in different segments of stock price. The general trends for all models are the expected profit range are higher given the higher stock price and stock volatility. The results are consistency with the principle of no arbitrage in finance [9] which basically stated that we cannot expect a higher profit without facing a higher risk.
Conclusions
In this paper we study the usage of Deep Q-Network for stock trading. We evaluated the performance of Deep Q-Network in large-scale real-world datasets. Deep Q-Network allow us to trade the stock directly without taking further optimization step like other supervised learning methods. Using only few hundreds samples, reinforcement learning algorithms variants based on Q-learning can generate the strategies that on average earning a positive profit.
In the future, we plan to incorporate multiple stock trading, i.e. portfolio management strategies, into the study. Furthermore, we will introduce different constraints into the model, for instance the maximum loss one can resist while using a model. Another approach is to integrate simulated behavior of users in non-cooperative or cooperative markets [5, 16] .
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