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En este artículo se presenta una modificación del algoritmo de búsqueda aleatoria 
repetitiva. En esta propuesta se propone cambiar los parámetros fijos, que son ingresa-
dos por el usuario, por valores deterministas usando un mapa caótico. El algoritmo 
propuesto se usó para optimizar 4 funciones de prueba bien conocidas en 10, 20 y 30 
dimensiones.  Para todas las funciones de prueba, el algoritmo propuesto converge a 
mejores puntos que los puntos óptimos obtenidos usando la versión tradicional en 
la que el usuario fija los parámetros. Los resultados obtenidos motivan a continuar 
con el desarrollo  y pruebas del algoritmo propuesto,  para un mayor conjunto de 
funciones de prueba  y comparar con otros algoritmos heurísticos establecidos.
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operaciones; métodos de optimización; métodos de búsqueda.
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CHAOS-BASED REPETITIVE RANDOM SEARCH
ABSTRACT
In this paper, we present a modification of the repetitive random search algo-
rithm. In our proposal, we change the fixed parameters which values are set by the 
user, by deterministic values following a chaotic map. The proposed algorithm is 
used to optimize four well known test functions for 10, 20 and 30 dimensions. For 
all cases, our proposal converges to better points that the optimal points obtained 
using the traditional version with fixed values in the parameters. The obtained results 
encourage us to continue the development and testing of the proposal algorithm 
with a major suite of test functions, and to compare it with other well established 
heuristic algorithms.
Key words: Algorithms; chaos; minimization methods; operations research; 
optimization methods; search methods.
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INTRODUCCIÓN
Muchos problemas en las ciencias aplicadas, como 
la ingeniería, la economía y las matemáticas, invo-
lucran el uso de técnicas de optimización global; 
aunque las técnicas basadas en gradientes  han 
gozado de popularidad debido a su elegancia, su 
matemática y su rigurosidad, ellas pueden ser em-
pleadas solamente en un número restringido de 
problemas; estas limitaciones están relacionadas 
con la disponibilidad de información sobre el gra-
diente de la función, la complejidad de la función 
objetivo y la dificultad del cálculo de sus derivadas, 
la falta de robustez ante la presencia de discontinui-
dades, la localidad de su ámbito de búsqueda y la 
presencia de múltiples óptimos locales [1]. 
El desarrollo de métodos heurísticos para la 
optimización de funciones no lineales no es un 
tema nuevo, y sus desarrollos prácticos se dan 
desde la década de los 60; entre los desarrollos 
preliminares se encuentran el método de Powell 
[2], la optimización aleatoria [3], la técnica de 
Hooke y Jeeves [4], el algoritmo de Nelder y Mead 
[5] y la búsqueda aleatoria repetitiva (RSS, por 
su sigla en ingles) [6]. No obstante, en las últimas 
décadas se ha dado un impresionante crecimiento 
en el desarrollo de nuevas metodologías; véanse 
[7-10] y las referencias en ellos. En muchas de las 
metodologías desarrolladas, el éxito en el proceso 
de optimización está condicionado a que el usuario 
fije valores apropiados para los parámetros que 
controlan el algoritmo de optimización; de este 
problema adolecen técnicas heurísticas como la 
RSS [6], y basadas en gradientes, tal como la regla 
delta generalizada, que es usada comúnmente  para 
la optimización en modelos de redes neuronales 
artificiales [11]. 
La RRS es un método de búsqueda local y 
elitista, con un componente aleatorio, que no 
utiliza información del gradiente de la función; 
su estrategia es iniciar en un punto de arranque y 
luego crear un camino aleatorio, donde la dirección 
y el tamaño de paso son asignadas por una función 
que tiene en cuenta la dirección exitosa encontrada 
en la iteración anterior. Este algoritmo requiere 
de 2 parámetros fijos, que son especificados por 
el usuario, los cuales modifican de manera signifi-
cativa el desempeño del algoritmo; esto representa 
un problema al momento de hacer uso de RRS, ya 
que deben ser fijados de acuerdo con la experticia 
del usuario, y ajustados a las características de cada 
problema particular. 
Recientemente, la teoría de sistemas caóticos 
ha sido aprovechada para desarrollar nuevas me-
todologías de optimización [12-14]; una de sus apli-
caciones más importantes es el uso de secuencias 
numéricas generadas a partir de un mapa caótico, 
en vez de generadores de números seudo-aleatorios 
[12, 13, 15, 16], así como también, la hibridación 
de algoritmos existentes [16-19].
El objetivo de este artículo es presentar un nue-
vo método híbrido que combina la RSS y la teoría 
de sistemas caóticos; específicamente, se plantea 
cambiar los parámetros de la RSS, que son fijados 
por el usuario, por valores deterministas generados 
usando un mapa caótico. 
El artículo está organizado de la siguiente 
manera: en la siguiente sección se describe la gene-
ración de secuencias por medio de mapas caóticos 
(sección 2). Después, se describe la metodología 
propuesta para este estudio (sección 3). A continua-
ción, se analiza el comportamiento del algoritmo 
propuesto, cuando se optimizan cuatro funciones 
de prueba (sección 4). Finalmente, se describen las 
conclusiones de este estudio (sección 5). 
1. CAOS Y ALGORITMOS DE 
OPTIMIZACIÓN
El término caos se refiere, en el sentido matemático, 
a un comportamiento complejo, limitado, inestable 
e impredecible generado por un sistema simple no 
lineal y determinista, conocido como mapa caótico, 
de tal manera que las secuencias generadas son casi 
aleatorias y sensibles a las condiciones iniciales [20]. 
La teoría del caos ha sido usada en el desarrollo 
de técnicas novedosas para la optimización global, 
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las cuales tienen tres direcciones de investigación: 
primero, la solución de problemas combinatorios, 
como el problema del viajero [21, 22]. Segundo, 
el desarrollo de los algoritmos de optimización 
de caos  basados en la generación de secuencias 
caóticas en lugar de la generación de números alea-
torios. Y tercero, la hibridización de algoritmos de 
optimización, incluyendo las técnicas basadas en 
gradientes [15, 17, 18], algoritmos genéticos [23, 24], 
métodos de punto interior [25], recocido simulado 
[26], la optimización de enjambre de partícula [27, 
28], búsqueda tabú [29], búsqueda por coordenadas 
[30, 31] y algoritmos evolutivos [17], entre otros.
Uno de los mapas caóticos más conocidos 
corresponde a la parábola logística, definida 
como:
1 4 (1- ) (1)n n nγ γ γ+ =
 
donde γn∈(0;1) y γn∉{0,25;0,5;0,75} ya que se 
generaría un comportamiento cíclico periódico. En 
la figura 1 se presenta una gráfica de una secuencia 
generada a partir de la ecuación (1).
2. METODOLOGIA
2.1 Búsqueda aleatoria repetitiva
En esta sección se describe el algoritmo básico de la 
RSS. Se desea encontrar la solución del problema 
min f(x)  donde x es un vector de N × 1; y  f() es una 
función no lineal tal que : Nf →R R. Sea xl  el 
mejor punto encontrado hasta la k-ésima iteración; 
en la RSS, al igual que muchos otros algoritmos 
de optimización, la siguiente solución tentativa, xc, 
se calcula como:
( 1) ( ) ( ) (2)c lx k x k x k+ = +∆
con: 
( )( )( ) ( ) 1- (3)( )
z k
x k k u
z k
λ β β ∆ = × + ×  
Donde z(k)  es un vector que guarda la historia 
de las direcciones exitosas que han dado como 
resultado la minimización de f(). u es un vector 
aleatorio de magnitud unitaria. β∈(0;1)  es un 
factor de ponderación que combina la dirección 
de minimización de la iteración anterior con una 
dirección aleatoria (u). En la figura 2 se ilustra 
gráficamente el proceso de cálculo: la flecha gris 
punteada representa (1 – β × u  y la flecha gris con-
tinua representa β × z / z; la dirección resultante 
se obtiene como la suma de estos dos vectores. Si β 
es muy cercano a la unidad, ∆x(k)  tiene, práctica-
mente, la misma dirección de la iteración anterior, 
la cual está dada por z(k); y si β es muy cercano a 
cero, entonces la dirección de ∆x(k) es aleatoria, 
ya que solo es determinada por u.  Es así, como el 
parámetro β puede entenderse como un factor que 
controla la dirección de búsqueda. 
Las ecuaciones (2) y (3) se aplican repetidamen-
te hasta que se obtiene un punto candidato con 
f(xc(k + 1)) < f(xl); en este último caso, se optimiza 
el tamaño de paso, λ, en la dirección de ∆x(k). 
Una vez se ha encontrado un punto de mínima 
a lo largo de la dirección de ∆x(k), se procede a 
actualizar el vector de dirección:
 


























































Figura 1. Comportamiento mapa logístico
Fuente: elaboración propia
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Donde γ∈(0;1) es un factor de ponderación 
definido por el usuario, de tal forma, que la nueva 
dirección de búsqueda es una ponderación de las 
direcciones pasadas. Cuando γ tiende a cero, solo 
se tiene en cuenta la dirección exitosa en la itera-
ción actual, descartando las direcciones exitosas 
en iteraciones anteriores.   
El algoritmo es esquematizado en la figura 3. 
El proceso de optimización es realizado para un 
máximo de K iteraciones. En la línea 03, la función 
aleatorio(N)  genera un vector de magnitud unitaria 
cuyos elementos se encuentran en el intervalo [0;1]. 
El tamaño de paso, λ, es iniciado en un valor fijado 
por el usuario; cada vez que se obtiene un mejor 
punto, el tamaño de paso es amplificado (línea 09), 
pero si no se obtiene un mejor punto, el tamaño 
es disminuido (línea 12); es necesario controlar el 
tamaño de paso mínimo para evitar que se haga 
cero o sea muy pequeño (línea 13). En la versión del 
algoritmo presentado en la figura 3, no se realiza 
la búsqueda del mínimo exacto en la dirección de 
∆x; la razón es que tamaños de paso muy grandes 
pueden tener efectos negativos en el algoritmo, ya 
que podría estarse alejando del óptimo global.
2.2 Modificación propuesta
La modificación propuesta consiste en reemplazar 




Figura 2. Determinación de la dirección de búsqueda  
en el algoritmo de RSS
Fuente: elaboración propia 
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Figura 3. Algoritmo Búsqueda Repetitiva
Fuente: elaboración propia
( ) ( )1 (1- ) ( ) (4)z k z k x kγ γ+ = × + × ∆
142 Andrea García - Ángela Restrepo - Juan D. Velásquez
Universidad de Medellín
por el usuario en el algoritmo original, por valo-
res generados usando un mapa caótico; en esta 
investigación se usa la parábola logística definida 
en (1). De la línea 03 a la línea 06 de la figura 4 se 
introduce la modificación propuesta. En las líneas 
04 y 06 se introducen condicionales para verificar 
que las variables β y γ no tomen valores que generen 
un ciclo periódico.
3. RESULTADOS OBTENIDOS Y DISCUSIÓN
Para analizar el comportamiento del algoritmo 
propuesto, se utilizaron cuatro funciones de prue-
ba que tienen un único mínimo global. En la 
tabla 1, se presenta la definición de cada función, 
la ubicación del óptimo global, el valor de la 
función en el óptimo global, y el rango de bús-
queda para cada una de las funciones utilizadas.
En este estudio, se realizaron 50 corridas con 
puntos de arranque generados aleatoriamente en 
el rango de búsqueda definido en la tabla 1 para 
cada función. Se  realizaron corridas para N = 
10, 20 y 30 dimensiones. Cada corrida se limitó 
a un número máximo de iteraciones, dado por la 
siguiente ecuación:
200* (5)K N=
Para el caso del algoritmo original (RRS),  se 
tomó el conjunto de los mejores valores de γ y β 
para cada función de prueba por medio de un 
proceso de tanteo. Para el caso del algoritmo mo-
dificado (RRS caótico), los parámetros se hallaron 
con el mapa caótico (1). 
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 Figura 4. Algoritmo Búsqueda Repetitiva Caótico
Fuente: elaboración propia
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En la tabla 2 se presentan los resultados obteni-
dos al aplicar el algoritmo RRS y el algoritmo RRS 
caótico a las funciones de prueba mencionadas 
anteriormente. La columna “Mejor valor f” es el 
menor valor encontrado para la función objetivo 
en las 50 corridas realizadas. La columna “Valor 
promedio f” es el valor esperado de los punto de mí-
nima encontrados en cada una de las 50 corridas. 
“Desviación estándar” es la desviación estándar de 
los puntos de mínima encontrados.
Para casi todos los casos considerados, el 
algoritmo propuesto fue capaz de encontrar un 
óptimo global de mejor calidad que el obtenido 
usando RRS. Igualmente, el algoritmo propuesto 
converge a mejores puntos que el RSS, lo que se 
evidencia en un mejor valor del promedio de f(). 
Finalmente, la dispersión de los puntos obtenidos 
es mucho más baja que la obtenida para el RSS, 
confirmado la conclusión anterior.
4. CONCLUSIONES
En este artículo se presentó una nueva metodolo-
gía de optimización llamada “Búsqueda Aleatoria 
Repetitiva basada en caos”, desarrollada a partir de 
un método estocástico directo y mapas caóticos. 
De los resultados presentados se concluye que la 
metodología propuesta converge a mejores puntos 
óptimos que la búsqueda aleatoria repetitiva tradi-
cional, para los ejemplos presentados. La ventaja del 
método propuesto es que evita que el usuario fije 
los parámetros del algoritmo, ya que estos evolucio-
nan dinámicamente al introducir el mapa caótico.
Como un trabajo a futuro, es necesario evaluar 
el desempeño del algoritmo ante el uso de otros ma-
pas caóticos, e incluso, si los parámetros de la téc-
nica se muestrean aleatoriamente en cada iteración 
usando simulación de Monte Carlo; igualmente, es 
necesario investigar esquemas alternativos para el 
cálculo de  (tamaño de paso), como por ejemplo, 
simularlo por medio de un mapa logístico como 
se está haciendo con γ y b.
Nombre Definición optx ( )optf x Rango de búsqueda
Rosenbrock ( ) ( ) ( )( ) ( )( )2 22
1
100 1  1
N
i
f x i x i x ix
=
 
= − − + −  ∑ (1, 1, …, 1) 0 5  ( ) 10x i− ≤ ≤






= ∑ (0, 0, …, 0) 0 ( )5,2  5,12x i− ≤ ≤









 =   ∑ ∑ (0, 0, …, 0) 0 ( )100  100x i− ≤ ≤
Schwefel 2.22 ( )
11
| ( ) |  | ( ) | 
N N
ii
f x i x ix
==
= +∑ ∏ (0, 0, …, 0) 0 ( )10  10x i− ≤ ≤
Tabla 1. Funciones de prueba utilizadas
Fuente: elaboración propia
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 (a) Rosenbrock (b) Paraboloide
 (c) Schwefel 1.2 (d) Schwefel 1.2
Figura 5.  Funciones de prueba utilizadas
Fuente: elaboración propia.
Función N Algoritmo Mejor valor f Valor promedio f Desviación 
estándar
Paraboloide (2) 10 RRS 1,95 × 10-3 7,3515 32,4525
  Este estudio 1,23 × 10-3 2,35 × 10-3 0,64 × 10-3
 20 RRS 4,86 × 10-3 4,4449 14,8418
  Este estudio 3,59 × 10-3 5,81 × 10-3 0,89 × 10-3
 30 RRS 0,0201 14,7276 74,5019
  Este estudio 6,32 × 10-3 8,54× 10-3 1,22 × 10-3
Rosenbrock (3) 10 RRS 0,5789 1933,1601 11359,7011
  Este estudio 0,7244 19,3005 33,0989
 20 RRS 5,8332 4019,0818 20459,2609
  Este estudio 1,9284 32,9521 56,0820
 30 RRS 17,4186 25088,2809 160443,3000
  Este estudio 0,9373 35,5319 40,8751
Schwefel 1.2 (4) 10 RRS 3,84 × 10-11 0,0173 0,0752
  Este estudio 8,96 × 10-17 1,00 × 10-11 4,29× 10-11
 20 RRS 1,12  × 10-10 151,7981 1073,3701
  Este estudio 9,39  × 10-18 2,42  × 10-13 5,39 × 10-13
Tabla 2. Comparación de algoritmos
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