INTRODUCTION
In this paper we carry out the first case of a general program which may be described as the final and effective version of a theory of canonical forms for meromorphic linear differential equations initiated by Birkhoff. This theory is based upon the concept of computable invariants and yields a complete list of canonical forms and an effective procedure for calculating a linear transformation which reduces a given system to a canonical form. The complete information about the solution can then be obtained from the computable transformation and the knowledge of solutions of some special equations. Let x' = /l(z) x, (1.1) where A, # 0, the power series converges for 1 .a j > R and Y is a nonnegative integer called the (Poincart) rank of (1.1). It is well-known [5, p. 1091 that a fundamental matrix for (1.1) can be represented as @p(z) = S(z) ZM.
(1.2)
Here, S(z) is an rz x n matrix of single-valued, analytic functions in R < 1 z 1 < CKI with nonvanishing determinant.
Al is an n x n constant matris called a monodromy matrix and may be assumed to be in Jordan canonical form. The main problem is to describe the singular behavior of S(z) at co.
Birkhoff had the idea of removing all unnecessary singularities from this local problem by using certain transformations x = T(z) y on (1.1). The resulting system for y is called a simplified or reduced form and its coefficient matrix contains those parameters which are essential in order to represent the singularity of the solution up to such a left-hand factor T(x). The matrices T(z) we shall use have no identically vanishing determinant and are either analytic at co, with analytic inverse, or are meromorphic at co. Such transformations we simply call analytic or meromorphic, resp., and the corresponding systems are called analytically or meromorphically equivalent, resp. By using analytic transformations on (l.l), it is possible to produce a simplified system which has only two singular points, one at co and one which is at most regular singular [5, p. 11 l] and which we put at 0 for convenience. Birkhoff [3] claimed that it is even possible to make the coefficient matrix of the simplified system have at most a simple pole at 0, but this was shown to be false by counterexamples due to Gantmacher [7, p. 1471 and Masani [9] . Thus, there arise certain exceptional cases which must be discussed in addition to Birkhoff's main case.
In discussing (1.1) it is traditional to construct formal solutions. These are the only (generally) computable quantities associated with (1.1). In the regular singular case, formal solutions converge and give complete information about the solutions. In the irregular singular case, the general theory tells us that a formal solution is an asymptotic expansion for an actual solution as z --) CC if we restrict ourselves to a sector of appropriate angle. This procedure has been used to describe the singular behavior of S(z) at 00. Beyond this, the formal solutions must contain complete information about the solutions since the matrix ,4(z) can be calculated from them.
To extract the information which we seek, we describe a program which consists of the following steps:
(i) Invariants are introduced, that is, quantities which are unchanged with respect to equivalence. They are computed from a formal solution (Section 3), they characterize S(z) up to a left-hand factor T(z) (Sections 4-6) and from them we also calculate M (Section 7).
(ii) Explicit calculations of invariants are made for a set of special equations (Section 3). These special equations will give rise to all sets of invariants.
(iii) The invariants of a given system are matched with those of a special equation and T(z) is computed (Sections 6 and 7).
(iv) A complete listing is made of canonical forms, which are exactly those special equations which need to be solved in order to represent the singularities of solution of the general equations.
We carry out this program in the simplest interesting case, namely, when n=2, r=l, and A, has distinct eigenvalues. This case contains a great many examples of equations discussed in practice which arise from physical problems. All the phases of the program are developed completely in this case because the special equations involved (e.g., the confluent hypergeometric equation) can be solved (actually and formally) in terms of explicit integrals and infinite series. Many of the steps in this program are valid for larger n and Y and equal eigenvalues; however, the quantities involved as well as the proofs will generally look different from the case we discuss here.
REDUCTION TO A SIMPLIFIED FORM
The reduction begins with Birkhoff's idea [l-3], which we include here for the sake of completeness. The method uses an important factorization result for matrices of analytic functions. Hilbert (1905) and Plemelj (1908) discovered it (separately) and Birkhoff independently found it (1909) (1910) (1911) (1912) (1913) . Also see [IO] for a discussion and references. We state it in one of the forms which can be deduced easily from Birkhoff's result as LEMMA 2.1 (Birkhoff [2] ). Let S(z) be an n x n matrix of single-valued functions, analytic in a deleted neighborhood of 03 and assume det S(z) f 0 in this neighborhood. Then there exist n x n matrices P(z), K, E(z) such that S(z) = P(z) zKE(z), (2.1) where P(z) is analytic in a full rreighborhood of co with det P(m) # 0, K = diag(k, , . . . . k,}, k, 2 k, 3 .. 3 k, , ki are integers, and E(z) is entire with nonvanishing determinant in the $nite complex plane.
In the spirit of Birkhoff's development (also see Turrittin [IO]), we make the following application of this lemma. Let S(z) denote the single-valued part of a fundamental matrix (1.2) for the system (1.1) and let x = P(z) y, where P(z) is obtained from (2.1). Then
On one hand, since both P( z and P-'(z) are analytic at 00, letting B(z) ) denote the coefficient in (2.2), we have B(z) = c B&-l-P h=O and, in particular, B, is similar to 9, . On the other hand, since E' and E--l are entire, then E'E-l + EM.z-~E-~ is an entire (matrix) function plus a constant matrix divided by Z. When n = 2, we let B(z) = (bij(z)) and find that these conditions at 0 mean that
h=O If the sum is empty, it is taken to be zero. If k, < k, , there may be terms in the expansion of b,,(z) which have (at 0) a pole of order greater than one. These terms may cause exception to Birkhoff's claim. We attempt to annihilate them by further transformations of (2.2). It is easy to see that if the transformation y = 9% were made, then 0 would be a first-order pole of the system for w, but the order of the pole at co would, in general, now exceed Y -1. When meromorphic transformations are used, we always make the implicit assumption that the order of the pole at CC does not increase (but may, however, decrease). We state our first result as THEOREM I. Consider the system (1.1) when n = 2.
(a) There exists an analytic transformation x = T(z) y at co such that y' = B(z)J', where B(z) either has the form B(z) = 2x-l i B"T", (2.3)
OY one of the exceptional forms
where in (2.4) k is a positive integer, the Bi are lower triangular (0 < i < Y), and diag B, = diag(A,', A,'} with A,' -A,' = k.
(b) There exists a meromorphic transformation x = T(z) y at 00 such that y' = B(z) y and B(z) has the form (2.3).
If k, = k, , there is nothing to prove, hence we assume k, > k, and first prove (a). The proof distinguishes two cases. If b,,(z) = 0, the system is lower triangular and otherwise we say the system is not lower triangular. The triangular case is considered first. We trv to select the coefficients of Z(Z) in decreasing order beginning with z'~~-,,.~ so that &,(a) has, at 0, at most a simple pole. It is possible to annihilate the coefficient of z-"~, 2 5~ m C< k, -K, + I, in &t(z) if m -I 76 6:;' ~~ 6:;'. Therefore, 6,,(a) contains at most one term of the form ~-1 with k > 0 and k = 6:;' -b&j. If the coefficient is nonzero, we use a constant diagonal transformation to make it one. These are the exceptional cases (2.4). To complete the proof of part (a), we show that all the nontriangular cases can be transformed to the form (2.3). Let where b:';-'-"' f 0. Note that K, ~ k, -I .:<; s :< r ~~ 1. Recall that (2.2) has 0 as a regular singular point. Therefore there exists a nontrivial solution vector y = ( y1 , ya)z of the form 9 times a regular vector. Note that yr(a) x 0 since b,,(z) = 0. Then ya(z)/yl(z) h as a Laurent expansion at 0 whose principal part is a polynomial p(a) in Z-I whose degree is at most s + I. To prove this, we obtain from the system (2.2) y*.\';' = yl:v;%;; -/I&;.
(2.5)
Since yi(z) = ~9 XT=, a,zi, it is easy to see that the right-hand side of (2. If p(z) in (2.6) were replaced bv yp(x)/yl(z), the right-hand side would be zero. Therefore, letting y2(2)/y1(a) = p(x) $ P(Z), where r(z) is regular at 0, the right-hand side of (2.6) is easily seen to have at most a simple pole at 0. Moreover, since the degree of p(z) is at most s + 1 in z-r, then 6,,(s) likewise has at most a simple pole at 0 (i = 1, 2) and we are done.
To complete the proof of(b), now we need only treat the exceptional cases (2.4) and show that a meromorphic transformation of these makes 0 a simple pole (at most) and does not increase the order of the pole at CO.
Let U(Z) = b,,(z) -b,,(z) = aO~*-l-l + ... + ar-+-l, where a, f 0. Note that 0 < 1 < r. Then letting P-1 q(2) = c lp-" i=O and J' = [:,,, y] u, (2.4) becomes (as in the beginning of this proof)
has a pole at zero of at most the order k + 1. We select q. ,..., qkP1 successively so that &I has a pole at co of at most the order r -k -1. For I < I', this is easy to do since a, # 0. When 1 = r, it is important to realize that a, =: --k in this case. Now make the transformation u = diag{ 1, sm.") W, and the coefficient of
has a pole of order at most I' -1 at 00 and at most a simple pole at 0. This completes the proof of Theorem 1. Remark 1. Turrittin has proven [ 10, p. 4921 for arbitrary n and with the additional assumption that do has n distinct eigenvalues, that a meromorphic transformation reduces a given system to the form (2.3). Our result (b) is a special case of this if the eigenvalues of A, are distinct and shows that when n = 2, the assumption of distinct eigenvalues is not necessary. Remark 2. Another explanation is offered for the existence of the polynomial p(s) which is used in the reduction in the nontriangular case. The equation (2.6) (in which we assume 6,,(s) has at most a simple pole at 0) is a Riccati equation which we consider at co and seek a polynomial solution of prescribed degree less than or equal to s + 1. Substituting x;" p& into (2.6) and equating coefficients of like powers of Z, a system of equations for PSfl > Ps 7.e.9 Pl is derived. The first equation is quadratic in ~,~+r . Taking the root of larger real part for the starting value of p,,, , the remaining equations can be solved explicitly in a recursive manner for p, ,..., p, .
In the case that r = 1 and A, has distinct eigenvalues, we make a list of examples having the property that every system is analytically equivalent to one of them. It is convenient for us to make a fixed and final ordering of all pairs of complex numbers and consistent with this ordering, we label the eigenvalues of -4, as A1 , A, . To prove the corollary, we need only consider the exceptional cases (2.4) and show that they reduce to (2.8) and it is possible to determine a, , n, ,..., ap recursively such that it equals d'z-l-': (since A, f As). If the diagonal elements of B, are opposite to the fixed ordering of the pair {At , ha), we make a permutation transformation to make diag B, = A and use upper triangular matrices analogous to those above to put the system into the form (2.9). It is convenient to leave d and d' arbitrary nonzero constants and not make them units as we could.
FORMAL SOLUTIONS AND BIRKHOFF INVARIANTS
Throughout the remainder of the paper, we make the busic assumption: 71 = 2 and Y = 1, and A, is assumed to have distinct eigenvalues X, # h, (ordered as above, Section 2). Henceforth, when we speak of the system (1. l), we assume that A(z) has the above form. Depending upon A, only, we make a fixed choice of a nonsingular matrixF,, such thatF;'A$',, = (1 = diag(h, , X,}. All other possible choices for F, consist of multiplying a given F,, on the right by nonsingular, constant diagonal matrices D. We will sometimes use the notation AA , F,[A] to emphasize how the choice was made. If A, = ~1, it would be natural to choose F, = I. We define
and note that A' is independent of the choice of F,, and may also be denoted A,'.
There exists a unique formal fundamental solution matrix of (1.1) of the form A quantity associated with a differential system is called a Birkhofl inaaviant if it remains unchanged with respect to strict equivalence. Such invariants are named in honor of Birkhoff for his substantial contributions and insight into these problems. Birkhoff discovered quantities related to them in 1913 [4] and indicated some parts of the program which we follow. One example of a Birkhoff invariant is the similarity class of exp(2&M).
We are now interested in the problem of defining a system of Birkhoff invariants which can be computed from the formal fundamental solution matrix.
Formal Birkhofl invariants remain unchanged with respect to formal strict equivalence. Under formal strict equivalence, obviously fl remains invariant and (1' also, since every such transformation T(z) can be written as
(We remark that the above holds true even if T, f 1, but det T,, f 0.) Now from (3.4) it is trivial to see that A, and /l' are a complete system of formal Birkhoff invariants, i.e., two systems .x' = 9(z) x and 3" = B(z) y are formally strictly equivalent iff =1, = B,, and fl,' = ~1,'. In general, a system of invariants is called complete if it characterizes the corresponding type of equivalence. Note that if X' = B(z) s and y' = B(z) y are formally strictly equivalent, then the transformation T(z) between them is uniquely determined from FA4(z) = T(z)F,(z).
Since Y!?(z) uniquely determines .-l(z) and since G(z) involves only formal Birkhoff invariants, then the additional information necessary for a complete system of Birkhoff invariants, i.e., the necessary quantities to insure convergence of some T(z), must come from F(z). Examples indicate that the remaining (nontrivial) invariants are not generally stored in a bounded number of the F,, . The asymptotic behavior of the F, , however, will contain the information we seek.
First define
Note that these matrices are computed from A, and A, and can be considered "known."
The remaining Birkhoff invariants are computed from THEOREM II. Under our basic assumption, F,,K;l has an asymptotic expansion in a power series in n-l as 72 -a. Moreover, Note that if Ii0 is replaced by F,,D, then C (in 3.5) is replaced by D-VD. Another Birkhoff invariant of this type is F,C&1. It is independent of the choice of F,; however, its four entries are not independent of A,.
The matrices F, , n >, 1, are characterized by Eqs. (3.2) and the initial value F,; however, we are unable to prove directly from these equations that such F, have the desired asymptotic expansion. Instead, we prove Theorem II for the examples (2.7), (2.8), and (2.9) and use the following result to transfer the knowledge of the asymptotic behavior from the examples to the general case. Under our basic assumption we have THEOREM III.
Let F(z) = xr=,, F&l be a formal power series and assume
has an asymptotic expansion in a power series in n-l as n ---, 00. Assume Hence, the general term in II has a norm less than or equal to pc . p . nc qn -m)/T(n) and, therefore, as n + cc
Trivially,
Finally, the finitely many terms in I together have the asymptotic expansion Since k can be chosen as large as we please, it follows that where cj = i TJqm);
ITI=0
in particular, Co = T,C,(O) = ToCo . We now consider the standard example (2.7) and obtain an explicit expression for the coefficients in a formal fundamental solution. It is convenient to introduce a parameter set {OL, /3} which is uniquely associated with (2.7) up to the ordering of OL and t3 by the equations OL + p = A2' -AI' and a/3 = -cc'. Also define (a)n = ~(LX + 1) ... (CE + n -1) and (a)o = 1. LEMMA 3.1. The system (2.7) has a formal fundamental solution matrix (3.1) where F. = I and
Lemma 3.1 is proven by direct substitution of (3.6) into (3.2) and elementwise verification.
For the exceptional examples, we have the following explicit expressions. LEMMA 3.2. The system (2.8) has a formal fundamental solution matrix (3.1), where F,, = I, F, = 0, 0 < n < k, and
The system (2.9) has a formal fundamental solution matrix (3.1), where F,, = I, F, = 0, 0 < n < k, and
Both (3.7) and (3.8) are verified by substitution into (3.2). From the expression (3.6) we obtain the main part of Theorem II in the case (2.7) of the standard example. Furthermore, y = 0 # the second column of F(z) converges while y' = 0 ifl the $rst column of F(z) converges.
From (3.6) and the definition of K, , we have for large n
Using the fact that n-"r(n + z)/r(n) h as an asymptotic expansion in n-l with leading term 1, then F&i1 has an asymptotic expansion in n-l and the leading term is as in (3.5) (note Fo = I here) with y and y' given by (3.9). In addition, it is easy to see that y = 0 iff either c is 0 or one of 01 or /3 is a positive integer. Hence, from (3.6) y = 0 iff the second column ofF(z) is a polynomial m z-r. Likewise, y' = 0 iff the first column of F(z) is a polynomial in z-l. Hence, if y = 0, the second column of F(z) converges while if y # 0, then the asymptotic (3.5) shows that the second column diverges. The situation is analogous for the first column. For the example (2.8) from (3.7) and the definition of I\', , we have for n>lK+l
Therefore, F,K;' has an asymptotic expansion in n-l and in (3.5) , the values of y and y' are given by (3.10). Ob .
v~ously, the second column of F(z) converges while the first column of F(z) diverges. The example (2.9) is treated in the same manner.
We now prove Theorem II in the general case. The given system (1. Since T is invertible it is clear that a column of FA(z) converges (for large z) iff the corresponding column of J's(z) does. Also ye = 0 iff yA = 0. This completes the proof of Theorem II.
BIRKHOFF INVARIANTS AND STRICT EQUIVALENCE
The preceding section provides us with some Birkhoff invariants which are computable from a given system (satisfying our basic assumption). The collection (d, , A', C> forms, in fact, a complete system of Birkhoff invariants, and moreover, these invariants are "independent" (in fact, free) as we now show.
THEOREM IV.
Two systems s' = a(x) x and y' = B(z) y are strictly equivalent iff -4, = B, , A,' = A,', and CA = C, . Moreover, the degree-offreedom in a collection {A0 , AA', C,} is the following: A, can be any 2 x 2 matrix having distinct eigenvalues and given A, , the entries hl', &', y, y' of AA' and CA can be arbitrary complex numbers.
Note that the necessity of the first statement in Theorem IY is already proven (formal Birkhoff invariants and Theorem II). To prove the sufficiency, we first consider the examples of Corollary 2.1 and show that if A, = A, , A,4' = A,' and CA = C, , then the examples are strictly equivalent.
We actually prove more. Namely, given a system of Birkhoff invariants, we show how to explicitly construct a list of all special (i.e., standard and exceptional) examples having this given set of invariants. Then we show that any two examples in the list are strictly equivalent by actually constructing corresponding transformations between them. To complete the proof in the general case, we will finally (at the end of this section) apply some general principles.
To proceed with the proof for the examples, we assume that a set (d, , A', C} is given. Here, A, = A(h, # h, and ordered) and hi', h2', y, and y' are arbitrary complex numbers. We introduce one further auxiliary invariant p to be the general solution of cos 2i7.L = cos ?+I*' -A,') -27?yy'.
(4-l) (We remark that p is defined in terms of Birkhoff invariants, is independent of the choice of F,, , and could be defined for any system satisfying our basic assumption.) Note that (4.1) determines p only up to sign (-J) and modulo 1. In order to indicate the range of permissible values for (Y* , /?.+ in (4.6) we split the discussion into three subcases.
Case (2a). h,' -h,' + integer. Now one of (Y* , /3* is an integer and the other is not. This integer is not positive, but otherwise arbitrary. Formula (4.6) now describes all possible special examples with the given invariants since the exceptional example is impossible in this case.
Case (2b). X,' -X,' = 1 (a nonpositive integer).
Now 01* and /3, will both the integers, restricted only by the conditions 01.+ + j?.+ = 1 and that neither is positive. Formula (4.6) now describes all possible special examples with the given invariants, since the exceptional example is impossible in this case.
Case (2c). A,' -A,' = k (a positive integer).
Since OL* and ,6* must be nonpositive integers with sum 'Y* + /?* = k, no standard example exists which has the given invariants. There is, however, exactly one exceptional esample which does, namely (2.9) with d = y. In order to indicate the range of permissible values for c+ , /3, in (4.7) we split the discussion into three subcases:
Case (3a). A,' -A,' # integer. Now one of cy* , fi* is an arbitrary nonnegative integer and the other is not an integer (a* + /3* = X,' -h,'). Formula (4.7) now describes all possible special examples with the given invariants since the exceptional example is impossible in this case.
Case (3b). A,' -A,' = 1 (u nonpositive integer). Now OL.+ and fl* are arbitrary nonnegative integers satisfying OL* + fl, = -1. Again (4.7) describes all possible special examples with the given invariants since the exceptional example is impossible in this case.
Case (3c).
A,' -A,' = k (a positive integer). Since OL.+ and /3* must be nonnegative integers satisfying OL* + /3, = --K, no standard example exists which has the given invariants. There is, however, exactly one exceptional example which does, namely (2.8) with d' = y'.
In the remaining cases, there can be no exceptional examples.
C'use (4a). y = y' = 0, X,' -X,' f integer. Again one of OL.+ , /3* must be an integer, say m, and the other is not. From (3.9) it follows that c or c' is zero; but cc' = -cQ* , hence, m = 0 and, by (3.9) again, c = c' = 0. This is, therefore, the only special example with the given invariants. These are all the special examples with the prescribed invariants. Note that whenever a standard example is listed above in terms of OL* and p* , we always have {OL, /31 z {a, , /?.J. T o complete the proof of the theorem for the examples, we show that different examples within a given list are strictly equivalent. In the case y = y' = 0, we already know (Theorem II) that the formal seriesF,(z) is actually a polynomial in 2-l beginning with I which takes the esample .x' = .-2(z) x into y' = (A + A'z-') y. Hence, two such examples in the same list are strictly equivalent, and the corresponding transformation can easily be calculated as the quotient of their formal series. (So it actually was not necessary to list the examples in cases (4a), and (4b) explicitly.) It remains to discuss cases (I), (2a). (2b), (3a), and (3b). Here, we construct transformations which take one system with parameter set (a, /3) into an "adjacent" system with parameter set (CY + 1, p -I>. By iterating these transformations, all systems in a given list can be reached and the composite transformation is a polynomial in z-i with leading term I. Let (2.7) have parameter set {a, /3}, i.e., 01 + /3 = AZ' -A, ' It is easy to see that both (4.10) and (4.11) have the same parameter set {IX -+ 1, j3 -1). In case (1) 01, /3, c, c' are never zero and so (4.8) is always defined and successive applications connect any two representatives in a given list. In cases (2a), (2b), (3a), and (3b), we use either (4.8) or 4.9). These become undefined at the boundary (boundaries) of the range indicated; however, the proper (and obvious) choice of (4.8) or (4.9) will connect any two (different) examples in the same list by successive application of these transformations.
We now complete the proof of Theorem IV. By Corollary 2. it follows that the systems corresponding to A(z) and B(n) are strictly equivalent, and finally the original systems are strictly equivalent.
To prove the statement concerning the freedom of the invariants, notice that from our discussion of the examples, Xi', A,', y, y' are arbitrary complex numbers. Furthermore, the transformation
yields a system with leading coefficient A, in which the quantities X1', As', y, y' are free as before.
ANALYTICEQUIVALENCE,CANONICAL FORMS,AND EFFECTIVECALCULATIONS
-halytic invariants are defined to be quantities which remain unchanged with respect to analytic equivalence (defined in Section 1). For example, the similarity class of exp(2xiM) is an analytic invariant. We use the term formally analytically equivalent when the convergence of the power series is not required and speak of the corresponding invariants as formal analytic invariants. Analytic invariants can be expressed in terms of equivalence classes of Birkhoff invariants (or rather of a complete system of Birkoff invariants) and we now wish to describe a complete system of them in this way and make the analytic transformation to a canonical form effective.
Since x' = .4(z) x is formally analytically equivalent to (3.3) and from the remarks concerning formal Birkhoff invariants, it follows that flA and fl,' are a complete system of formal analytic invariants. If In order to obtain a nontrivial analytic invariant to complete the system of formal invariants, we discuss the "similarity"
class {DCAD-'1, where D is any nonsingular constant diagonal matrix. In the following theorem, it is important to observe that our basic assumption involves a fixed ordering of the pair h, f h, . Note that the transformation T is determined up to a free scalar nonzero constant if C, # 0 (or C, # 0). If C, = Cs = 0, however, D, is free and F,., , Fil are both convergent. Furthermore, note that my' is a nontrivial analytic invariant, which is even independent of the choice of F, .
To prove the necessity of the conditions in the first part of the theorem, note that from formal analytic equivalence we must have \Ve conclude this section with some remarks concerning our exceptional examples (5.11) and (5.12) and the counterexamples given by Gantmacher and Masani mentioned in the introduction. The latter are given in the case n = 2 and r = 0. When r = 0, the point CO is traditionally called a singularity of the first kind for (1.1) and th' IS implies that all solutions are regular singular at 8z~. From this. it is easy to show that any formal transformation of such a system to another of the same type must, in fact, converge. The examples given by Gantmacher and Masani are thus cases in which no formal transformation could reduce the system to Birkhoff's main case.
The exceptional examples (5.11) and (5.12), on the other hand, are cases which can be formally transformed into any standard example with the same formal invariants. None of these is analytically equivalent to the exceptional examples, i.e., all formal transformations between (5.11) (or (5.12)) and any standard example must diverge. In some cases, it can be shown directly that they diverge like C n! amn.
MEROMORPHIC EQUIVALENCE AND EFFECTIVE CALCULATIONS
ilferomorphic invariants are defined to be quantities which remain unchanged with respect to meromorphic equivalence (defined in Section 1). As a consequence of our basic assumption, we only consider such transformations which do not change the order of the pole of the system at co. An example of a meromorphic invariant is again the similarity class of exp(2rriIW). The term formally meromorphically equivalent is used if T(z) is a formal Laurent series with only finitely many nonzero terms with positive powers of z and such that det T(z) is not the identically zero series. The corresponding invariants are called formal meromorphic invariants.
Meromorphic transformations can be factored into a product P@> zKQW, (6.1)
where P(Z) is triangular with ones on the diagonal and a polynomial in z-l off the diagonal, K = diag{k, , k2}, k, are integers, and both Q(z) and Q-'(Z) are analytic at co. This factorization is usually attributed to Smith and can be derived from Hermite's transformation to a triangular form using the Gaussian algorithm. Formal meromorphic transformations can be factored in the same way, but now Q in (6.1) becomes a formal analytic transformation.
We first discuss formal meromorphic equivalence. Let X' = A(z) zc and y' = B(z) y (satisfying our basic assumption) be given, let *J(Z) = AA + z-lfl, ' and B(Z) = (1, + z-lfl,'. To obtain a complete system of meromorphic invariants, in addition to A and A' (mod 1) we now discuss a further meromorphic invariant. It turns out to be an equivalence relation on the pair (A', C). Note that T(z) is uniquely determined up to a free nonzero constant scalar factor if CA # 0. Moreover, (6.6) implies that w' exp[irr(X,' -A,')] is a (nontrivial) meromorphic invariant.
The formal analog of Theorem VI is Lemma 6.1 and is proven already; hence (6.4) are necessary for meromorphic equivalence. The proof of Theorem VI will come in four parts. We first prove statement (i) in case k, = k, . Then we prove the technical Lemma 6.2, which is important for the discussion of the case k, # k, . Third, we complete the proof of statement (i) in the case k, # k, . Lastly, we prove statement (ii). (1, 1) or (2, 2) position. and checking the initial terms along the diagonal, it follows that K' = K. In the second case F,,[A] and F,,[B] must be antitriangular and then K' is K with its elements permuted. The case K,' < k,' is treated similarly.
Continuing with the first case (K' = K), we will make further use of (6. under the assumption yA' + 0. From (6.12) (6.13) and the definitions of L(K), E(K), we see that (6.7) holds when the corresponding entries of C, , C, are nonzero. As we remarked previously, (6.7) holds automatically if corresponding entries are zero; therefore, it holds generally and this completes the proof of Lemma 6.2.
We now complete the proof of statement (i) of Theorem VI in the case K, # K, . Let x' = =l(z) x and y' = B(z) y be given and assume x = T(z) y where T(z) is meromorphic. Let K = diag{k, , k,} be associated with 4, B as in (6.4) . We factor T(z) = P(z) #'Q(Z) as in (6.1) Furthermore, 4' = -g(s) I and j' = B(s)j are meromorphically equivalent using P = zK:T, (k, # k,), hence according to Lemma 6.2, either K' = K or K' is K permuted. If the second arises, we return to the factorization we make for T above and write zK' = RzKR, where R = [y 3. If P(z) R and RQ(z) are denoted again by P(z) and Q(~),resp.,we have the above factorization with K' = K. After this change of notation, we can no longer assert that the leading coefficient in P is triangular, however, P is analytic like Q.
Thus, we have K' = K, in any case and we now can apply the rest of Lemma 6.2 to the transformation zK between I' = Lq(~) 5 and 3' = By, giving
(6.14)
Since X' = J(Z) x and i' = ,4(s) 2 are analytically equivalent using N -P(z) I, then from Theorem V we have similarly 
We obtain statements (6.5) and ( hence using Theorem V, we see that 7 = By and y' = By are analytically equivalent. Hence x' = Ax is meromorphically equivalent to y' = By. In the final step of the proof of Theorem VI, we complete (ii) by describing all the meromorphic transformations between the systems. If CA = C's = 0, then Do is free in (6.6), but FA , F;' converge and hence all formal transformations (6.3) converge. If CA # 0 (equivalently C, # 0), then D, satisfying (6.6) is unique up to a scalar factor. Since a convergent T(z) must exist, there is exactly one (apart from a scalar factor) convergent T(z) and so it must be the one listed in (6.5).
MEROMORPHIC CANONICAL FORMS AND APPLICATIONS
In this section, we will first simplify the analytic canonical forms (Section 5) by using meromorphic transformations. This can be used to calculate generally the monodromy matrix of a system in terms of its invariants. Furthermore, we shall relate the canonical forms to special differential equations of the second order. They transform the standard example (2.7) with parameter set (OL, /3> into the standard examples given respectively by the coefficient matrices
The corresponding systems have parameter sets {cu, p + 11, {LU, ,I3 -l}, resp. These transformations can be used to simplify (5.7) in case 01 -/3 is an integer, and (5.8), (5.9) in case 01 + /? is an integer, such that these integers become 0 in all cases. To simplify (5.11), (5.12) we use the "shearing" transformations diag{+, l}, diag{l, z"), resp. Thus we obtain COROLLARY 7. I. Each system (1.1) is meromorphically equivalent to one of the following canonical forms:
where neither OL nor /J is an integer and OL -/3 is either zero or not an integer. (7.6) where in (7.6), (7.7), (7.8) the quantity X2' -A,' is either zero or not an integer.
In the preceding list of examples, it is important to remember that At , As have a fixed ordering. It is easy to see that for every standard example ?" = (A + B,z-1) y, the eigenvalues of B, are given by $(A,' + A,') f ;(a -/3). We observe that for the examples in Corollary 7.1, the difference of the eigenvalues of B, , namely 01 -/3, is either zero or not an integer.
The four cases in Corollary (7.1) correspond exactly to the four cases discussed in Section 4. From Theorem VI, it is easy to see that examples from different cases are not meromorphically equivalent. Two examples of the type (7.5) are meromorphically equivalent iff hi', X2', LX, /3 are the same mod 1. This follows since the transformations (7.1) and (7.2) can be applied (unrestrictedly) to make A,' (resp.) A,' coincide in both examples without changing (01, /3> mod 1; thus the result can be derived from the corresponding result on analytic equivalence (see Corollary 5.1). Two examples within one of the other three cases (7.6), (7.7) and (7.8) are meromorphically equivalent iff hi', A,' are the same mod 1 (see Theorem VI). Of course, we were assuming throughout this discussion that A, , A, were fixed.
We now calculate a Jordan canonical form for a monodromy matrix of a given system in terms of the Birkhoff invariants {A', C}. It turns out that the auxiliary invariant p is very closely related to a monodromy matrix. We remark that the freedom in the definition of p corresponds exactly to the fact that in a canonical form of a monodromy matrix the diagonal terms can be permuted and changed mod 1. Furthermore, we see that 2~ is an integer exactly if cos "(A*' -A,') -2Tryy' = 51.
To prove Theorem VII, we first check its validity for the examples of Corollary 7.1. It is well-known (Frobenius' method, see [5, pp. 118-1221 ) that for a system of the form y' = (A + B,z-l) y, the matrix B, is a possible monodromy matrix provided that its eigenvalues do not differ by a non-zero integer. Hence we need only calculate a Jordan canonical form of B, in JURKAT, LUTZ AND PEYERIMHOFF these examples. This is trivial in cases (7.6), (7.7), and (7.8) and in case (7.5) with unequal eigenvalues. In case (7.5) with equal eigenvalues we find that M cannot be diagonal since B, is not (cc' = -c&l # 0). Thus, we see that in these examples M can be calculated as in Theorem VII if p is chosen to be (a -/?)/2 and X1', A,' are taken directly from the examples.
Next we see from Theorem VI that under a meromorphic equivalence, the following changes take place: Al', AZ' change additively by k, , A,; both w' and cos 2rrt~ change multiplicatively by ( -l)L1-"2; therefore, p changes additively by (k, -Q/2 mod 1; finally both 2~ and p + +(A,' + A,') remain unchanged mod 1. Since the corresponding changes in M are permissible and no other changes are involved under meromorphic equivalence, Theorem VII now follows using Corollary 7.1.
We conclude this section with some remarks concerning second order (scalar) linear differential equations with meromorphic coefficients. In the spirit of Birkhoff, we assume that all singularities of the coefficients have been removed at all finite nonzero points. Furthermore, we assume that 0 is at most a regular singular point of the equation and that the order p of solutions at co does not exceed 1. (See [8] f or a definition of the order p of solutions at a singular point and notice that r < 1 corresponds to p < 1, Theorem 3.) Thus, it is clear that y" + (a, + uy2-l) y' + (6, + b,z-' + &z-2) 1' = 0 (7.9) is the general equation having the properties stated above. The classical equations of Laguerre, Bessel, Whittaker-Watson, and the confluent hypergeometric equation are all of this type (see [6] ). Conversely, every solution of (7.9) can be expressed, e.g., by confluent hypergeometric functions apart from exponential factors and powers of z. Equation (7.9) corresponds by means of w1 = y, we = y' to the system where Ai' = (aih, + bi)/(ha -hi), X,' = -(a,X, + bl)/(hp -X,). It is easy to see that the parameter set for (7.12) is {d -Xi', h,' -d}, so that 'ye = 'ye , 7~' = ye' can be explicitly calculated using (3.9).
It is important to observe that in (7.12) Xi # h, can be made arbitrary by choosing a, and b, appropriately.
After this, hi' and h,' can be made arbitrary by choosing a, and b, appropriately.
After that, d can be made arbitrary by choosing b, accordingly. It now follows from Theorem V that any system (1.1) with yAyA' # 0 is analytically equivalent to one of the systems (7.10); in particular, the components of every solution can be expressed in terms of solutions of (7.9) their derivatives, and analytic functions (at co). If yA # 0, yA' = 0 or if yA = 0, yA' # 0, then it follows from Theorem VI that any such system (1.1) is meromorphically equivalent to one of the systems (7.10). In case yA = yA' = 0, we also have meromorphic equivalence if Xi' = X,' (mod 1); however, there is no meromorphic equivalence if h,' + h,' (mod 1). As described above, every system (1.1) satisfying our basic assumption can be reduced to (7.9) with the exception of one trivial case. Therefore, (7.9) is the analog of the standard example for second order scalar equations. It is interesting to note that analytic equivalence can essentially be described by the five invariants Xi, &, Xi', ha', ry' and that (7.9) carries exactly five parameters to match them.
