Weak independence of events and the converse of the Borel--Cantelli
  Lemma by Biró, Csaba & Curbelo, Israel R.
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WEAK INDEPENDENCE OF EVENTS AND THE CONVERSE
OF THE BOREL–CANTELLI LEMMA
CSABA BIRO´ AND ISRAEL R. CURBELO
Abstract. The converse of the Borel-Cantelli Lemma states that if {Ai}∞i=1 is
a sequence of independent events such that
∑
P (Ai) = ∞, then almost surely
infinitely many of these events will occur. Erdo˝s and Re´nyi proved that it is
sufficient to weaken the condition of independence to pairwise independence.
In this paper we study various conditions of weak independence that imply the
conclusion of the converse of the Borel–Cantelli Lemma. We will determine
the exact implicational relationship among these conditions.
1. Introduction
Let (Ω,F , P ) be a probability space, and let {An}∞n=1 be a sequence of events in
F . We let
lim sup
n
An = lim
m→∞
∞⋃
n=m
An = {ω ∈ Ω : ω is in infinitely many of the Ai’s},
and
lim inf
n
An = lim
m→∞
∞⋂
n=m
An = {ω ∈ Ω : ω is in all but infinitely many of the Ai’s}.
Note that these limits exist in arbitrary measure spaces, because the sets in question
are monotone. It is common to write lim supAn = {ω ∈ Ω : ω ∈ An i.o.}, and
P (lim supAn) = P (An i.o.) where i.o. stands for infinitely often.
The classical Borel–Cantelli Lemma states the following.
Theorem 1.1. If
∑∞
n=1 P (An) <∞ then P (An i.o.) = 0.
The converse is obviously not true without adding some conditions. The most
well-known of these is independence of these events. The resulting theorem is what
usually is called the Second Borel–Cantelli Lemma.
Theorem 1.2. If
∑∞
n=1 P (An) = ∞ and the events {An} are independent then
P (An i.o.) = 1.
The condition of independence is very strong, so effort has been made to weaken
it or replace it entirely. In 1959 Erdo˝s and Re´nyi [4] showed that instead of in-
dependence, one can assume pairwise independence. In fact they proved an even
stronger theorem.
Theorem 1.3. Let An be a sequence of events such that
∑∞
n=1 P (An) =∞ and
(1) lim inf
n→∞
∑n
k=1
∑n
l=1 P (AkAl)
(
∑n
k=1 P (Ak))
2
= 1.
then P (An i.o.) = 1.
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In their paper they point out that nonpositive correlation implies their condition.
(Pairwise independence of the events is a special case of nonpositive correlation.)
Kochen and Stone [5] used a similar condition to prove some different generaliza-
tions of the Borel-Cantelli Lemma. One of our conditions in this paper is inspired
by their paper.
In [3] the following theorem is proven.
Theorem 1.4. Let An be a pairwise independent sequence of events such that∑∞
n=1 P (An) =∞. Let In = 1An be the indicator variable of An. Then, as n→∞
(2)
∑n
i=1 Ii∑n
i=1 P (Ai)
→ 1 a.s.
Obviously (2) implies P (An i.o.) = 1. We later prove that an even weaker con-
dition implies P (An i.o.) = 1.
The first author and Darji [1] studied infinite random graphs, and for one of
their applications, they needed the theorem by Erdo˝s and Re´nyi, for the case of
nonpositive correlation. After some later revisions however, by the suggestion of
the referees, they ended up using a different result by Bruss [2]. This theorem is
usually called the/a counterpart of the Borel–Cantelli Lemma.
Theorem 1.5. Let An be a sequence of events such that Ak ⊆ Ak+1, and
∞∑
n=1
P (An+1|An) =∞.
where A denotes the complement of A. Then P (An i.o.) = 1.
In this theorem, it is usually assumed that P (An) 6= 1, so the conditional prob-
abilities are well defined. However, to make the theorem more elegant and widely
applicable, we will allow P (An) = 1, and we define P (An+1|An) = 1 for that case.
We will use this convention for the balance of the paper.
Despite having a simple proof, our results show that one can use Bruss’s The-
orem to prove some very general versions of the converse of the Borel–Cantelli
Lemma.
2. Conditions, statements of results
In the remainder of the paper, we will deal with an infinite sequence of events
A1, A2, . . . of some probability space (Ω,F , P ). Since we are interested in the con-
verse statements of the Borel–Cantelli Lemma, we will always assume
∑∞
n=1 P (An) =
∞. We will use In = 1An for the indicator variable of the event An: that is In = 1
if An occurs, In = 0 if it does not. We will use Sn =
∑n
i=1 Ii for the number of
events that occurred in the first n events, and µn = E[Sn] for the expected number
of occurred events. We will use Xn = Sn/µn if µn 6= 0, otherwise we set Xn = 1.
Notice that E[Xn] = 1. Finally, we use E
n
m = ∪
n
i=mAi.
We will use a short notation for certain conditions. In the following table, as
customary, we use
p
−→ for convergence in probability, and
a.s.
−−→ for almost sure
convergence.
We also use the term “eventually” to express that that there exits a positive
integer N such that the condition is satisfied whenever all indices in the condition
are at least N .
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Figure 1. Diagram of implications
IND An are independent (eventually)
PWI An are pairwise independent (eventually)
NOP for all i, j, Cov(Ii, Ij) ≤ 0 (eventually)
ER lim inf
n→∞
E[X2n] = 1
KS lim sup
n→∞
E[Sn]
2/E[S2n] = 1
D Xn
a.s.
−−→ 1
SUB there exists a subsequence Xnk of Xn such that Xnk
p
−→ 1
B for all m,
∞∑
i=m
P (Ei+1m |E
i
m) =∞
IO almost surely Ai occurs infinitely often
We completely determined the quasiorder of implications of these conditions.
Figure 1 contains all the information. A single arrow is implication, and a box
contains equivalent conditions.
In this paper, we provide a proof for all of these implications. Some of these
have been known (some of which we rediscovered), and we will provide the ap-
propriate references to the original results, although our proofs may be different.
Some results are new, and the main contribution of the paper is determining the
exact relationship of these conditions. Note that these conditions can be regarded
as notions “weak independence” of a sequence of infinitely many events. We will
also provide counterexamples for the implications that are not true.
3. Proofs and examples
This section will provide all proofs and counterexamples that justifies the dia-
gram in Figure 1.
Note that none of the conditions are influenced by adding or removing finitely
many events to the sequence {Ai}. Suppose µn = 0 for some n. The condition
µn → ∞ and that µn is monotone increasing imply that this can only happen for
the first finitely many values of n. In this case, we can remove those first events
from the beginning of the sequence without changing the truth value of any of the
conditions. So in the proofs, we may assume that µn > 0, and Xn = Sn/µn for all
n > 0.
3.1. Equivalences.
3.1.1. ER ⇐⇒ KS.
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Note that E[X2n] = E[S
2
n/µ
2
n] =
E[S2n]
E[Sn]2
, hence
lim inf
n→∞
E[X2n] = lim sup
n→∞
1
E[X2n]
= lim sup
n→∞
E[Sn]
2
E[S2n]
.
3.1.2. IO ⇐⇒ B.
The main idea here is to recognize that we can “translate” between general events
Ai, and increasing sets of events E
i
m, making it possible to use Bruss’s Theorem.
Note that for the events Eim, one occurs if and only if infinitely many occurs, and
this “all or nothing” phenomenon appears in this section in an obvious way.
The following lemma is essentially an adopted version of Bruss’s proof.
Lemma 3.1. Let m be a positive integer. Then P (Eim i.o.) = 1 if and only if∑
P (Ei+1m |E
i
m) =∞.
Proof. If there exists an i such that P (Eim) = 1, then clearly both conditions of the
lemma hold (recall our convention on conditioning on events of probability zero).
So from now, we assume that P (Eim) < 1 for all i.
Let qm = limi→∞ P (Eim), the probability that none of E
i
m occurs. Note that
P (Eim i.o.) = 1 means exactly qm = 0.
P (Eim) = P (E
i
m|E
i−1
m )P (E
i−1
m |E
i−2
m ) · · ·P (E
m+1
m |Emm)P (E
m
m ) =
P (Emm)
i−1∏
j=m
P (Ej+1m |E
j
m)
Now let i→∞, to get
qm = P (Emm)
∞∏
j=m
P (Ej+1m |E
j
m) = P (Emm )
∞∏
j=m
(1 − P (Ej+1m |E
j
m)).
By our assumption P (Emm) > 0, so qm = 0 if and only if
∏
(1− P (Ej+1m |E
j
m)) = 0,
which is equivalent to
∑
P (Ej+1m |E
j
m) =∞. 
Now notice that {Eim i.o.} =
⋃∞
i=mAi and by definition {Ai i.o.} =
⋂∞
m=1
⋃∞
i=mAi.
Thus the result follows immediately from Lemma 3.1 and the fact that
P
(
∞⋃
i=m
Ai
)
= 1 for all m ⇐⇒ P
(
∞⋂
m=1
∞⋃
i=m
Ai
)
= 1.
3.2. Positive results.
3.2.1. IND =⇒ PWI. Trivial.
3.2.2. PWI =⇒ NOP. Trivial.
3.2.3. NOP =⇒ ER.
First we will show that if Cov(Ii, Ij) ≤ 0 for all i, j ≥ 1, then in fact
lim
n→∞
E[X2n] = 1.
The case, when the covariance condition is false for the first finitely many events,
will be dealt later. Notice, however, that the conclusion is stronger than required.
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With the now stronger condition, we can now state simple upper bounds for the
variance of Sn and Xn. Since we will need this in a later proof as well, we state
this as a lemma.
Lemma 3.2.
Var(Sn) ≤ µn; Var(Xn) ≤
1
µn
.
Proof.
Var(Sn) = Var(
n∑
i=1
Ii) =
n∑
i=1
Var(Ii) + 2
∑∑
1≤i<j≤n
Cov(Ii, Ij)
≤
n∑
i=1
Var(Ii) =
n∑
i=1
P (Ai)(1− P (Ai)) ≤
n∑
i=1
P (Ai) = µn
Var(Xn) = Var
(
Sn
µn
)
=
Var(Sn)
µ2n
≤
1
µn

On the other hand, 0 ≤ Var(Xn) = E[X2n]−E[Xn]
2 = E[X2n]− 1, so E[X
2
n] ≥ 1.
Putting this together with the upper bound,
1 ≤ E[X2n] = 1 + Var(Xn) ≤ 1 +
1
µn
.
Then we let n→∞, which makes µn →∞, and therefore E[X2n]→ 1.
Now suppose that the covariance condition can fail for finitely many events. Let
N be an positive integer such that Cov(Ii, Ij) ≤ 0 for all i, j ≥ N . We will define
events A′1, A
′
2, . . . as follows: A
′
i = ∅ for i < N , and A
′
i = Ai for i ≥ N . Define I
′
i,
S′n, µ
′
n, X
′
n accordingly. This time Cov(I
′
i , I
′
j) ≤ 0 for all i, j ≥ 1. Notice that
(3) Sn −N ≤ S
′
n ≤ Sn, and µn −N ≤ µ
′
n ≤ µn,
and hence µ′n →∞. Accordingly, we apply the argument above. We conclude
lim
n→∞
E[(X ′n)
2] = 1.
But Xn and X
′
n are not so different:(
S′n
µ′n +N
)2
≤ X2n =
(
Sn
µn
)2
≤
(
S′n +N
µ′n
)2
To take expectations, we note
E
[(
S′n
µ′n +N
)2]
= E


(
X ′n
1 + N
µ′n
)2 = 1(
1 + N
µ′n
)2E [(X ′n)2] ,
and
E
[(
S′n +N
µ′n
)2]
= E
[(
X ′n +
N
µ′n
)2]
= E[(X ′n)
2] + 2
N
µ′n
E[X ′n] +
N2
(µ′n)
2
.
Using that µ′n →∞, and E[(X
′
n)
2]→ 1, we deduce that both of these expectations
converge to 1, and hence E[X2n]→ 1.
Remark: We indeed proved a stronger result by showing that the limit of the
sequence E[X2n] is 1, as opposed to just its lim inf.
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3.2.4. NOP =⇒ D.
The following argument is along the line of that in [3]. We generalized it to prove
our more general statement (with the “eventually”); any other change is just in the
exposition.
Just like in Section 3.2.3, we will assume nonpositive correlation for all events
first, then we modify the events to satisfy the stronger condition, and we show how
the conclusion is achieved for the original events.
Following this plan, we assume Cov(Ii, Ij) ≤ 0 for all i, j ≥ 1. The next step is
to apply Chebyshev’s inequality for the variable Sn. We use Lemma 3.2. Let ǫ > 0.
(4) P (|Sn − µn| ≥ ǫµn) ≤
Var(Sn)
ǫ2µ2n
≤
µn
ǫ2µ2n
=
1
ǫ2µn
If we let n→∞, the right hand side converges to 0, so we could use this inequality
to prove Xn
p
−→ 1. However, that is irrelevant for us, as we need almost sure
convergence. The trick is to get a better bound on a subsequence first, use the
(forward) Borel-Cantelli Lemma to get almost sure convergence of the subsequence,
and make a deduction back to the sequence.
Let nk = min{n : µn ≥ k2}. Let Tk = Snk the mentioned subsequence, let
νk = E[Tk], and note that νk = µnk . Notice further that due to nk being a
minimum,
(5) k2 ≤ νk ≤ k
2 + 1
Use the inequality (4) for the subsequence Tk.
P (|Tk − νk| ≥ ǫνk) ≤
1
ǫ2νk
≤
1
ǫ2k2
Summing the inequalities for all k, we get∑
P (|Xnk − 1| ≥ ǫ) <∞.
The Borel-Cantelli Lemma now implies that a.s. only finitely many of the events
|Xnk − 1| ≥ ǫ occur, which exactly means that Xnk
a.s.
−−→ 1. We just need to show
Xn
a.s.
−−→ 1.
Let n, k be such that nk ≤ n ≤ nk+1 so that µnk ≤ µn ≤ µnk+1 . The sequence
Sn is monotone increasing, so
Snk
µnk
·
νk
νk+1
≤
Snk
µnk
·
µnk
µn
≤
Sn
µn
≤
Snk+1
µnk+1
·
µnk+1
µn
≤
Snk+1
µnk+1
·
νk+1
νk
.
The leftmost side can be written as
Tk
νk
·
νk
νk+1
= Xnk ·
νk
νk+1
,
and similarly, the rightmost side is
Xnk+1 ·
νk+1
νk
.
If we can prove νk/νk+1 → 1 (or equivalently, νk+1/νk → 1), then taking limits in
the inequality above as k →∞, we will conclude Xn
a.s.
−−→ 1, as intended.
It remains to prove νk/νk+1 → 1. By the bounds (5),
k2
(k + 1)2 + 1
≤
νk
νk+1
≤
k2 + 1
(k + 1)2
.
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Clearly, both ends converge to 1, which finishes our proof, at least in the case when
the covariance condition is true for pairs of events.
For the balance, assume there exists a positive integer N such that Cov(Ii, Ij) ≤
0 whenever i, j ≥ N . Define a sequence of events A′1, A
′
2, . . ., just like in Sec-
tion 3.2.3: A′i = ∅ for i < N , and A
′
i = Ai for i ≥ N . Again, define I
′
i, S
′
n, µ
′
n, X
′
n
accordingly. The bounds (3) are still true, and by the argument above, X ′n
a.s.
−−→ 1.
Therefore
X ′n
1 + N
µ′n
=
S′n
µ′n +N
≤
Sn
µn
≤
S′n +N
µ′n
= X ′n +
N
µ′n
.
Both ends almost surely converges to 1, so we conclude Xn
a.s.
−−→ 1, finishing the
proof.
3.2.5. ER =⇒ SUB.
This is immediate from a simple lemma that is probably known. In fact stronger
versions can be proven, but we only present a proof of what we need.
Lemma 3.3. If {Xn} is a sequence of random variables such that E[Xn] = µ for
all n, and Var(Xn)→ 0 then Xn
p
−→ µ.
Proof. Let ǫ, δ > 0. Let k be such that 1/k2 < δ, and let N be such that for all
n ≥ N , kσn < ǫ, where σn =
√
Var(Xn), the standard deviation of Xn. Then, by
Chebyshev’s inequality, for all n ≥ N ,
P (|Xn − µ| ≥ ǫ) ≤ P (|Xn − µ| ≥ kσn) ≤
1
k2
< δ.

To prove the implication of this section, we suppose lim inf E[X2n] = 1. Then
there is a subsequence Xnk such that E[X
2
nk
]→ 1, or, equivalently, Var(Xnk)→ 0.
Then, applying Lemma 3.2.5 for Xnk , we conclude Xnk
p
−→ 1.
3.2.6. D =⇒ SUB.
Since almost sure convergence implies convergence in probability, and conver-
gence of a sequence implies convergence of a subsequence, this is trivial.
3.2.7. SUB =⇒ IO.
Assume that Xnk is a subsequence with Xnk
p
−→ 1. Then there exists a sub-
sequence Snl of Snk such that
(6) P
(∣∣∣∣ SnlE[Snl ] − 1
∣∣∣∣ > 12
)
< 2−l.
Notice that
(7)
{
Snl <
1
2
E[Snl ]
}
⊆
{
|Snl − E[Snl ]| >
1
2
E[Snl ]
}
=
{∣∣∣∣ SnlE[Snl ] − 1
∣∣∣∣ > 12
}
.
Then from (6) and (7) we get
P (Snl < E[Snl ]/2) < P
(∣∣∣∣ SnlE[Snl ] − 1
∣∣∣∣ > 1/2
)
< 2−l.
Taking sums on both sides gives us that
∞∑
l=1
P (Snl < E[Snl ]/2) <∞.
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By the Borel-Cantelli lemma
P (Snl < E[Snl ]/2 i.o.) = 0.
Hence Snl > E[Snl ]/2 for all but finitely many l. Since we assumed that E[Sn]→
∞, Snl →∞ almost surely. Thus P (An i.o.) = 1.
3.3. Negative results.
3.3.1. PWI 6=⇒ IND. Trivial.
3.3.2. NOP 6=⇒ PWI. Trivial.
3.3.3. ER 6=⇒ D.
Consider the probability space ((0, 1], B, λ) where B is the Borel σ-field and λ is
Lebesgue measure. Now consider a sequence A1, A2, ... consisting of the two events
(0, 1] and (0, 12 ]. The sequence will consist of alternating runs of (0, 1]’s and (0,
1
2 ]’s
as such
(0, 1], ..., (0, 1], (0, 12 ], ..., (0,
1
2 ], (0, 1], ..., (0, 1], (0,
1
2 ], ..., (0,
1
2 ], ..
Let ai be the length of the ith run of (0, 1]’s. Then the ith run of (0,
1
2 ]’s will also
be of length ai.
Then µn =
3
2 (a1 + · · · + ai−1) + ai. So Sn is either 2(a1 + · · · + ai−1) + ai, or
a1 + · · ·+ ai−1 + ai. Therefore
E[X2n] =
(
2(a1+···+ai−1)+ai
3
2
(a1+···+ai−1)+ai
)2
+
(
(a1+···+ai−1)+ai
3
2
(a1+···+ai−1)+ai
)2
2
As ai → ∞, we have E[X2n] → 1. So it is possible to choose ai to be the length
needed so that if An is the last (0, 1] term of the ith run, then E[X
2
n] − 1 < 2
−n.
Thus ER is satisfied.
To see that D is not satisfied, notice that if Ai1 , Ai2 , ... are the last terms of
the (0, 12 ] runs, then for j = 1, 2, ..., Xij =
4
3 when ω ∈ (0,
1
2 ] and Xij =
2
3 when
ω ∈ (12 , 1].
3.3.4. D 6=⇒ ER.
We start by fixing a function whose domain is a set of pairs of nonnegative
integers (n, k) with 0 ≤ k ≤ n, and codomain is the interval [0, 1]. We will use the
notation
[
n
k
]
for the value of this function at (n, k), and we will refer to the values as
Galton coefficients. Our state space Ω will be the set of infinite 0–1 sequences, and
the event Ai is that the ith digit is 1. We will start indexing the digits and the events
with i = 0. The probability measure will be based on the Galton coefficients. We
will refer to these kind of sequences of events in these probability spaces as Galton
sequences1. After making some general observations about Galton sequences, we
will show how to set the Galton coefficients to generate a Galton sequence for
which D holds, but ER does not. The reason we start indexing the events with 0 as
opposed to 1 is convenience of notation; we adjust the other notations accordingly.
This, of course, does not change behavior in the limit.
After fixing Galton coefficients, here is how to define the Galton sequence. We
will describe how to recursively sample the events.
1We named these sequences after Sir Francis Galton, inventor of the Galton board, which is
a physical device used to illustrate the binomial distribution. In case
[
n
k
]
= p for all n, k, the
distribution of Sn is binomial.
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Figure 2. Illustration of Galton coefficients. The lines denote
the possible paths of the balls in a physical Galton board. The
leftmost broken line describes a logarithmic “curve”. Any time
lines branch, the probabilities of a ball going right is 1/3.
• A0 occurs with probability
[
0
0
]
.
• If A0 did not occur, then A1 occurs with probability
[
0
1
]
, otherwise it occurs
with probability
[
1
1
]
.
• In general, suppose that A0, A1, . . . , Ai−1 is determined. Then Ai occurs
with probability
[
i
k
]
, where k is the number of events occurred among
{A0, . . . , Ai−1}.
The definitions of Sn must be modified to count events among {A0, . . . , An}, but
all other notations are essentially unchanged. It is still clear that E[Xn] = 1 for all
n ≥ 0.
In the next step, we will show how to define Galton coefficients such that µn →
∞, Xn
a.s
−−→ 1, but E[X2n] →∞, providing the required example. In the remaining
of this section, we use log to denote logarithm of base 2.
[
n
k
]
=


1 if n+ 1 is a power of 2, and k = ⌊logn⌋;
1
3 if n is a power of 2, and k = n;
1 if n is not a power of 2, and k = n;
0 otherwise.
(See Figure 2.)
The first goal is to determine the distribution of Sn. This is used to to compute
µn, and E[X
2
n]. The probability mass function (p.m.f.) pn(i) of Sn can be used
(with the Galton coefficients) to determine the p.m.f. pn+1(i) of Sn+1. Indeed,
pn+1(i) = pn(i− 1)
[
n
i− 1
]
+ pn(i)
(
1−
[
n
i
])
.
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Now let n ≥ 2, k = ⌊logn⌋, m = ⌈logn⌉, and let l be the least power of 2 that is
greater than k. One can use induction to show
pn(i) =


1− 1/3log l if i = k
2/31+log l if i = l
2/32+log l if i = 2l
...
2/3m if i = 2m−log l−1l = 2⌈logn⌉−1
1/3m if i = n
0 for all other values of i.
Right away it follows that µn ≥ k, and so µn →∞. On the other hand,
µn =
(
1−
1
3log l
)
k +
m−log l∑
i=1
2
3i+log l
2i−1l+
1
3m
n.
The middle summation term is the sum of a geometric sequence with first term
(2l)/31+log l, and quotient 2/3. This means that regardless of the number of terms,
it is upper bounded by (2l)/3log l. Using this, and other simple inequalities,
(8) µn ≤ k +
2l
3log l
+
n
3m
≤ k + 1,
if n is large enough, because both the second and the third term converges to zero.
The first goal is to showXn
a.s.
−−→ 1. In this part of the proof, we write k = k(n) =
⌊logn⌋ to emphasize the dependence of k on n. Let ω ∈ Ω be a 0–1 sequence.
From the definition it is immediate that
• if Sn(ω) = k(n), then Si(ω) = k(i) for all i ≥ n;
• if Sn(ω) < n then there exists N (which depends on ω) such that SN (ω) =
k(N), and therefore Si(ω) = k(i) for all i ≥ N .
Let K = {ω ∈ Ω : Sn(ω) = k(n) for some n}. Then K = {ω ∈ Ω : Sn(ω) =
n for all n}. Since P (K) = (1/3)(1/3) · · · = 0, we get P (K) = 1. In other words,
P (Sn = k(n) eventually) = 1. Therefore
k(n)
k(n) + 1
≤
Sn
µn
≤
k(n)
k(n)
= 1
for large enough n, a.s. We conclude Xn
a.s.
−−→ 1.
It remains to be shown that the second moment of Xn converges to infinity. For
large n, using the p.m.f. of Sn and (8),
E[X2n] =
E[S2n]
µ2n
≥
(
1− 1
3log l
)
k2 + 13mn
2
(k + 1)2
=
k2
(k + 1)2
−
k2
3log l(k + 1)2
+
n2
3m(k + 1)2
.
The first term converges to 1, and the second one converges to 0. So it comes down
to the third term.
n2
3m(k + 1)2
≥
n2
31+logn(logn+ 1)2
=
1
3
n2−log 3
(log n+ 1)2
→∞.
Remark 1. The technical details might hide the fact just how delicate was the
process of finding this counterexample. Even after coming up with the general idea
of what kind of p.m.f. Sn needs to have, and how to construct it from events with
Galton sequences, it required a very careful balancing act to make sure pn(n)→ 0
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just the right way. If it converges too fast, we get lim inf E[X2n] = 1, and if it
converges too slowly, then µn would get greater than logn, enough to make Xn
converge to a number less than 1. There is a fairly narrow band in which the rate
of convergence is just right. Furthermore, a similar balancing act is necessary for
µn, which, if converges to infinity too fast, would make lim inf E[X
2
n] = 1.
Remark 2. Somewhat interestingly, we found that in this example E[X2n] is not
monotone. We found a very nice proof that E[X2n] ≥ E[X
2
n−1], except when n is a
power of 2. This lemma would make the argument proving E[X2n] → ∞ simpler,
because we could restrict our attention to values of n that are powers of 2; however
one would have to include the proof of the lemma, thereby losing the simplicity.
3.3.5. IO 6=⇒ SUB.
Consider the probability space ((0, 1], B, λ) where B is the Borel σ-field and λ is
Lebesgue measure. Now consider an alternating sequence of events A1, A2, A3, . . .
as such
(0, 1], (0, 12 ], (0, 1], (0,
1
2 ], . . .
Clearly P (An i.o.) = 1.
Since Xn(ω) converges to 4/3 and 2/3 for ω ∈ (0,
1
2 ] and for ω ∈ (
1
2 , 1] respec-
tively, we may choose ǫ = 1/4 so that
lim
n→∞
P (|Xn − 1| > ǫ) = 1.
Thus no subsequence Xnk of Xn will converge in probability to 1.
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