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Turnovers of existing homes dominate housing transactions in housing market, which 
generates some researches on turnover pattern. But the direct study of the effect of price 
dynamics on turnover probability of housing units, using transaction database, is limited. 
This is, however, important for two reasons. First, housing is an investment tool for 
homeowners, which makes price dynamics an important issue influencing housing 
transactions; second, real estate literature is interested in the micro evidence of positive 
price-volume relationship in housing market.  
 
Even though the effect of price dynamics on turnovers has been studied in mobility and 
time-on-market context, and some theories have been proposed and tested, the empirical 
results could be enhanced by using different database and improved price effect variable 
measurement.  This research conducts a duration analysis against a transaction database 
in Singapore condominium market to estimate turnover probability. 2PSTAR model with 
Heckman Procedure is used to predict housing prices. The estimated results indicate that 
price appreciation has positive effect on turnover probability, while the effect of price 
depreciation is negative. The effect is asymmetric and rises with the magnitude of 
housing price changes. Turnover probability varies across housing submarkets.  
 
The empirical findings provide a more clear and comprehensive picture of the effect of 
price dynamics on turnovers than previous studies. These findings can be explained by 
 IV
the theories proposed in mobility and time-on-market literature, and contribute to provide 
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“Turnovers” are used interchangeably with “sales” to emphasize that sales of existing 
assets are being examined (Berkovec and Goodman 1996). In urban housing market, 
existing homes refer to the dwellings that are already on the market, owned by owners, so 
that turnovers may result from households’ mobility or investors’ portfolio adjustment. 
Even though turnovers form an important portion of total housing transactions, the direct 
study on turnovers is limited.  
 
Turnovers are firstly investigated with regard to aggregate housing demand. In urban 
housing market, it seems that changes in the turnovers of existing homes are often 
equated to the changes in housing demand, but it is not clear. Berkovec and Goodman 
(1996) examine the relationship between existing home sales and aggregate housing 
demand using national data. This work finds that turnover rate and price appreciation are 
positively correlated and jointly determined at national level, and sales of existing homes 
respond more quickly than do prices to changes in housing demand. Therefore, turnovers 
are superior to prices as a summary measure of high frequency change in housing 
demand. The conclusion is further approved by a search model.  
 
The relationship between turnover rate and housing price appreciation is further studied 
at submarket level. Hu and Thibodeau (2001) examine the relationship for Dallas County 
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housing submarkets. They find that turnover rate and price appreciation are also 
positively correlated and jointly determined at submarket level. They also find that 
demographic and socioeconomic characteristics explain most of the across submarket 
variation in rates of housing turnovers.  
 
Cheung et al (2004) suggests that the popularity of the housing unit as measured by its 
transaction frequency is important for repeat sale index construction and investment risk 
prediction. For transactionally active units, there should be some unique features relating 
to the transaction pattern and these features are believed to associate with the unit 
attributes. Using transaction database, this paper really finds that turnover probability of 
housing units differs across hedonic housing attributes.  
 
These direct studies reveal that turnover rate has a positive correlation with housing 
prices and housing demand whether at national or submarket level. These studies also 
suggest that turnover probability of housing units is associated with hedonic housing 
attributes. But the relationship between turnover probability and housing price dynamics 
at micro level is not directly studied—using transaction database. However, this study is 
important.  
 
Housing is not only consumption goods but also investment tool for homeowners, which 
makes the effect of housing price dynamics on individual housing turnovers an 
interesting issue. Housing market also displays strong positive price-volume relationship, 
which generates many scholars’ interest. Most of the related studies focus on existing 
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homes market, trying to reveal the effect of price dynamics on turnover probability. Some 
papers attempt to explain it from the angle of mobility (Nakagami and Pereira 1991, Keil 
1994, Chan 2001, Engelhardt 2003), and some other papers focus on time-on-market 
(Genosove and Mayer 1997, 2001). These papers contribute greatly to the real estate 
research society by proposing some theories and providing some empirical evidence to 
the theories. Basically, housing price appreciation accelerates mobility (Nakagami and 
Pereira 1991, Kiel 1994), and there are two alternative explanations: housing price 
appreciation will make households better off in terms of welfare, which encourages them 
to use the equity gained to finance higher consumption of either housing or other goods; 
households may desire to capture capital gains by selling the houses in case housing price 
falls down in the future. Price depreciation usually accompanies with low trading volume, 
and equity constraint and nominal loss aversion theories are the two main explanations 
(Genesove and May 1995, 1997, Chan 2001).  
 
However, there may be some limitations on the empirical results in the previous studies. 
All the literature typically exploits cross-sectional sampling data. And hence, its ability in 
capturing overall turnover pattern of a market is limited. Besides, sample data is likely to 
cover a short time period. The time spell may not be long enough to capture price effect.  
To assess with a better precision the effect of price dynamics on mobility or time-on-
market, the expected market value of every home should be known at any time point.  
However, these data are not available and previous literature usually uses national or 
urban level price indices as proxies for prices of housing units. This may incur estimation 
bias and limit our understanding.  
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 Can we provide a more clear and comprehensive picture of the effect of price dynamics 
on turnovers by an improved database? Can we propose more specific theories to explain 
the market by discovering improved empirical evidence? The two questions motivate me 
to explore the relationship between housing price dynamics and turnovers with rich 
transaction database rather than the survey or sample data in previous studies (Nakagami 
and Pereira 1991, Keil 1994, Chan 2001, Engelhardt 2003, Genosove and Mayer 1997, 
2001). Importantly, this research focuses on the empirical evidence of how housing price 
and turnovers move together, so the deep theoretical exploration will be left to future 
study. Since previous studies demonstrate the submarket characteristics of turnovers 
(Cheung et al 2004,  Hu et al 2001), the submarket issue should also be addressed.  
 
The transaction database is from Singapore condominium market, which covers 13 years’ 
housing transactions. The rich transaction database also provides the possibility to 
estimate housing price for each housing unit with innovative methodology, 2PSTAR 
model with Heckman Procedure (Sun et al 2005, Heckman 1976, 1979), which provides 




This thesis aims to reveal the relationships between price dynamics and turnover 
probability of housing units in urban housing market.  
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1. The effect of housing price appreciations and depreciations on housing turnover 
probability will be explored.  
2. The effect of housing price expectation on housing turnover probability will also be 
uncovered.  
3. The submarket pattern of turnover probability will also be investigated.  
 
1.3 Scope of the study 
 
Previous studies mainly focus on the housing market in the United States. In this research, 
the empirical study will choose Singapore housing market, especially limit to Singapore 




We investigate the impact of housing price dynamics on housing turnovers by modeling 
housing occupancy duration, thus, a semi-parametric proportional hazard model 
introduced by Cox (1972) will be employed. Time-varying variables will be used because 
of the existence of time-varying information.  
  
To improve the accuracy of housing price estimation, 2PSTAR model (Sun, et al 2005) 
with Heckman Procedure (Heckman 1976, 1979) is used to predict housing price for each 
housing unit at any time point. This model can, to certain degree, rectify the sample 
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selection bias (Heckman Procedure) and spatial-temporal auto-correlation bias (2PSTAR 




1. Housing price appreciation will have positive effect on turnover probability, while the 
effect of price depreciation is negative. The effect is asymmetric with price appreciation 
and depreciation and rises with the magnitude of housing price changes.  
2. Price expectation should have negative impact on turnover probability.  




I choose Singapore Condominium market to test the hypotheses. The primary database is 
derived from Singapore Institute of Surveyors and Valuers (SISV) transaction database, 
including all condominium transactions from January 1 1990 to June 30 2003. There are 
74, 990 observations in the database. The database includes details of address, dwelling 
related hedonic factors as well as contract and transaction dates.  
 
The condominium project and neighborhood related spatial information is added to the 
database. The spatial information is mainly obtained from Singapore Street Directory. All 
data is geo-coded at building level.  
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Urban Redevelopment Authority (URA) index and the estimated housing prices from 
2PSTAR model with Heckman procedure are added to the database. Macro economic and 
policy variables are also added into the database, including unemployment rate, GDP 
growth rate, 15 years’ mortgage loan interest rates and policy indicating the change on 
initial  LTV (loan-to-value).   
 
1.7 Organization  
 
This study is organized into six major Chapters. Chapter one provides an overview of this 
research. Chapter two reviews the relevant literature about the effect of housing price 
dynamics on turnovers, and some literature about housing price prediction. Chapter three 
analyzes determinants of turnovers. Chapter four introduces econometric model selection, 
data collection and variable selection. Chapter five presents the estimation results and 











Chapter 2     Literature Review 
 
2.1 Positive housing price and trading volume relationship in housing market  
 
Housing market exhibits strong positive correlation of prices and trading volume over 
housing cycles, which can not be explained by standard asset-market model (Poterba 
1984). Real estate literature attempting to explain the interaction between housing prices 
and trading volume fall into two main categories. One is trying to reveal the macro 
positive relationship and provide some theories to explain how trading volume influences 
housing prices, while the other aims to provide micro evidence of the effect of housing 
prices on trading volume. 
 
2.1.1 The macro housing price and trading volume relationship  
 
In housing market, trading volume usually leads housing prices and is more volatile than 
housing prices. Ortalo-Magne (1997) presents the behavior of the housing market both in 
U.S and U.K., and finds that the aggregate housing prices and trading volume move with 
GDP, with the trading volume leading both GDP and housing prices. In both countries, 
housing price fluctuations, as percentage deviations from the trend, are larger than those 
of GDP but smaller than those of the trading volume. This paper provides an explanation 
with a life-cycle model where agents face credit constraint and their housing consumption 
is restricted to a discrete set of possibilities. The theory asserts that the fluctuation in 
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housing prices depends crucially on fluctuation in the current income of young 
households (first-time buyers). 
 
Leung et al (2002) employs a disaggregated data set of the Hong Kong property market 
to examine the correlation between the detrended housing prices and the trading volume. 
Contemporaneous correlation between the two series is found. In addition, while the raw 
data does not display any lead-lag relationship, the business cycle component of the 
trading volume is leading the corresponding counterpart of the detrended price. The 
finding is consistent with the previous research in U.S. and U.K. market, although the 
data set is very limited. But, the paper does not provide clear theoretical explanation for 
the finding.   
 
This price-volume relationship is also explained and explored in existing homes market. 
Wheaton (1990) develops a matching model that deals with housing turnover, search, and 
pricing in an owner-occupied market. The model explains how price and vacancy can 
coexist and suggests that small changes in supply or demand, as they alter vacancy, can 
have very profound impact on market prices. This model also explains how, given fixed 
vacancy, greater market turnover can generate higher housing price.  
 
Berkovec and Goodman (1996) examine the relationship between existing home sales 
and aggregate housing demand using national data between the second quarter of 1968 
and the second quarter of 1993. This work finds that turnover rate and price appreciation 
are positively correlated and jointly determined in national level, but the sales of existing 
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homes respond more quickly than do prices to changes in housing demand. This paper 
presents a search behavior model which explains and confirms these empirical 
regularities.  
 
The above papers conclude that housing trading volume leads housing prices and trading 
volume is more volatile than housing prices. This conclusion exists in most markets like 
U.S., U.K. or Hong Kong. This conclusion holds both in overall housing market or 
exiting homes market. Even though the papers try to explain the relationship with kinds 
of theories and models, in general, that is the aggregate behavior of individuals that 
determine the price-volume exhibition in housing market.  
 
2.1.2 The effect of housing price dynamics on turnovers 
 
To explain the positive price-volume relationship in housing market, many scholars are 
interested in the micro evidence of the effect of housing prices on trading volume. In a 
mature housing market, turnovers are likely to form the main portion of all housing 
transactions, and the above literature (Berkovec and Goodman 1996, Ortalo-Magne 1997) 
indicate that existing homes market displays similar price-volume relationship with 
whole housing market. Therefore, the related studies about the micro evidence 




Because the researchers are interested in the homeowners’ housing consumption or 
investment behavior as a response to housing prices, these previous papers usually study 
in mobility or time-on-market context. These studies can be classified into two streams. 
One stream is to investigate the implication of price appreciation on housing market 
behavior, while the other stream addresses the impact of price depreciation on market 
behavior.   
 
The effect of housing price appreciation on mobility 
 
Basically, housing is consumption goods and mobility is the vehicle for households to 
adjust their housing consumption to the changes in circumstances (Rossi 1955, Speare 
1974, Dipasquale and Wheaton 1996). However, housing is also investment tool for 
homeowners, which means mobility may also be motivated by investment consideration.   
 
Nakagami and Pereira (1991) is one of the first researches incorporating both 
consumption and investment aspects of homeownership in one model. This paper 
hypothesizes that rapid housing price appreciation enables homeowners to accumulate the 
equity required to trade up to a more valuable house quickly. This paper develops a 
theoretical model and a simulation procedure to test the hypothesis. It is found that 
housing price appreciation makes current homeowners better off in terms of welfare and 
can intrigue an earlier optimal timing of move for those homeowners, who already own a 
house and are expecting to trade up to a more valuable house at some time in the future.  
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Kiel (1994) tests empirically how housing price appreciation affects homeowners as they 
consider whether to change the housing portion of their investment portfolio by moving 
to another unit, based on the concept that housing units are both consumption and 
investment goods. This paper proposes two hypotheses. One is that rapid appreciation 
may increase mobility, because homeowners choose to use the equity gained to finance 
higher consumption of either housing or other goods, or choose to capture the gains in 
case housing price falls down in the future; another is that low appreciation may increase 
mobility as homeowners desire to eliminate such assets with low capital return from their 
portfolio. Survey data from American Housing Survey (AHS) observed in 1978 and 1979 
is used for test. The estimated result confirms the first hypothesis with the finding that 
housing price appreciation increases mobility.  
 
The effect of housing price depreciation on mobility and time-on-market  
  
Price depreciation usually accompanies with low trading volume. Recently, two 
seemingly related, but competing, theories are proposed and empirically tested to explain 
the relationship. The first is housing equity constraint (Stein 1995, Lamont and Stein 
1999, Genosove and Mayer 1997, Chan 2001, Engelhardt 2003); the second, and quite 
provocative, is nominal loss aversion (Genesove and Mayer 2001, Engelhardt 2003). As 
Engelhardt (2003) argued, although both theories rely on the same propagation—a 
decline in nominal house price, they have distinct implications for housing market 
behavior. Equity constraint occurs because of down payment requirements in mortgage 
lending. In contrast, nominal loss aversion, whereby households are averse to realizing 
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nominal housing market losses, and, hence treat gains and losses asymmetrically, is a 
characteristic of preference.  
 
The basic theory of equity constraint is laid out in Stein (1995) and is clearly illustrated 
by an example. Consider a family that buy a house initially worth $100,000 and have 
15% equity. Suppose further that the family would like to move to the next town because 
of job change, and the purchase of a new house requires a minimum down payment of 
10%. If house prices stay where they are, the family can sell the old house, pay off the 
mortgage and still have enough money ($15,000) to make a down payment on a new 
house of comparable size. But if house prices fall by 10 percent, the family will only have 
enough to make a down payment of $5,000. Rather than moving to a much smaller house, 
they are better off staying in their current house than attempting to move. Or, they may 
try “fishing”—listing their current house at an above-market price in the (low-probability) 
hope of getting lucky and raising enough money to make a down payment.  
 
Stein (1995) further formalizes this intuition into a liquidity-based model of the housing 
market. He shows that after an initial economic shock knocks down the housing prices, 
this asymmetric effect can result in within-equilibrium housing market multipliers and 
multiple equilibria. The strength of the multipliers depends on the fraction of the 
homeowners who are constrained movers—the homeowners illustrated in the above 
example. In fact, at any level of house prices, there are also another two groups: 
“unconstrained movers” and “constrained non-movers”. The “unconstrained movers” 
consists of homeowners whose debts are so low that the down payment requirement does 
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not affect their behavior. “Constrained non-movers” refers to the homeowners who are so 
financially constrained that they would be better off sitting tight than moving, despite the 
potential gains from moving. Thus they would not react to increase in house prices. Or, 
the constrained non-movers may list their current house (fishing) at an above market 
price in the hope of getting lucky and raising enough money to make a reasonable down 
payment. Hence, he summarizes that it could the behavior of constrained movers that 
results in the falling trading volume accompanied with housing price depreciation.  
 
Lamont and Stein (1999) find empirical evidence to support Stein’s hypothesis.  Studying 
the borrowing patterns at the city level from the American Housing Survey for 44 
metropolitan areas between 1984 and 1994, they find that house prices react more 
sensitively to city specific shocks in cities where a greater fraction of homebuyers are 
highly leveraged.  
 
Genesove and Mayer (1997) test the existence of equity constraint by examining the 
effect of equity on the time-on-market and listing behavior of potential sellers in 
downtown Boston condominium market. Contemporaneous LTV is used as explanatory 
variable indicating equity situation. It is found that constrained sellers, with less than 
20% equity, are more likely to ask above market prices than unconstrained sellers, which 
will consequently make their houses listed on market for longer time. The “fishing” 
behavior proposed by Stein (1995) provides a good explanation for this finding in terms 
of owner-occupants. The authors argue that the finding still holds for investors. For 
investors, when the offered price falls short of the difference between the values of an 
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owner’s other asset and the outstanding loan balance, selling the unit will cause the 
owner to default on the loan. Thus, the owner is better off continuing to hold the property 
and waiting for it to appreciate. For this reason, the investors who own units with low 
equity attempt to avoid default by asking high prices.  
 
However, Genosove and Mayer (2001) offer an alternative explanation for the low 
trading volume during the down turn in house prices, as opposed to Stein (1995). 
Borrowing concepts from Kahneman and Tversky (1979) on behavioral economics, they 
explain that households do not move during down markets because of loss aversion, as 
opposed to equity constraint. Genosove and Mayer (2001) explain that homeowners treat 
gains and losses differently, and reluctate to realize nominal losses; hence, they will set 
higher list prices and have longer time on the market.   
 
This paper uses the similar but updated database with Genesove and Mayer (1997). The 
key explanatory variable is nominal loss—the truncated difference between the purchase 
price and the predicted price from a hedonic equation. Contemporaneous LTV is used to 
test the existence of equity constraint. They find that most of seller behaviors seem to be 
driven by nominal loss aversion. Equity constraint, though still significant, appears less 
important than loss aversion. Only about one-quarter of the effect of declining nominal 
house prices on listing, pricing and time on the market, operates through equity constraint.  
The results hold for both investors and owner-occupants, although investors exhibit about 
one-half of the degree of loss aversion as owner-occupants.  
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The equity constraint and nominal loss aversion hypotheses are further examined in 
mobility literature. Chan (2001) supports the equity constraint hypothesis and provides 
the first empirical evidence of the effect of equity constraint on mobility at household 
level. She examined the experience of homeowners in the New York metropolitan area 
with a unique data set of Chemical bank adjustable-rate mortgages (ARM). Her study is 
noteworthy in that the mortgage data are of unusually high quality, with arguably no 
measurement error in the mortgage spell length and explanatory variables. In addition, 
she provides evidence from public records that 95% of ARM terminations in her sample 
are from moves.  
 
She uses contemporaneous LTV to test equity constraint. Cumulative growth, which is 
the house price change from the time of mortgage origination to the previous period of 
mobility, is employed to indicate local economical condition and loss aversion. The 
coefficients of contemporaneous LTVs show that declining house prices may constrain 
mobility. The coefficients of cumulative growth indicate that negative cumulative growth 
is significantly associated with less mobility, and the effect rises with the magnitude of 
the house price decline. The author argues that, although there is also evidence of loss 
aversion and it does contribute to the lower mobility rates, the equity constraint 
hypothesis remains as the addition of these house price change variables does not 
significantly alter the estimation on contemporaneous LTV.   
 
However, Engelhardt (2003) presents the evidence of nominal loss by using unique 
database and innovative variables which separate equity constraint and nominal loss. The 
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detailed data is from the 1985-1996 National Longitude Survey of Youth (NLSY79) 
matched with housing price data from 149 metropolitan areas. This database focuses on 
young households. They are the most mobile and the most leveraged, hence the most 
likely to be equity-constrained when house prices decline. This sets up a strong empirical 
test for equity constraint. If there is little evidence in favor of constraint in this sample, 
then equity is likely unimportant for mobility, because one would not expect it to affect 
the mobility of older, wealthier households. Alternatively, if there is evidence in favor of 
constraint, then equity is important for mobility, at least for young households. 
 
This paper argues that contemporaneous equity should not be used as explanatory 
variable. In essence, contemporaneous equity is a function of initial equity and price 
changes. Therefore, low contemporaneous equity may be incurred by low initial equity 
without the effect of falling housing price; even though the low contemporaneous equity 
is incurred by housing price depreciation, it will not be possible to determine the effect of 
loss aversion distinct from equity constraint embedded in contemporaneous equity. 
Therefore, this paper uses nominal loss or gain to test nominal loss aversion hypothesis. 
Because initial equity may have an effect on mobility independent of equity constraint, 
initial LTV is used as control variable. All households with less than 20% in equity at the 
time purchase are considered potentially at risk of being constrained should nominal 
prices fall, so the interaction between nominal loss or gain and initial LTV is used as 
explanatory variables indicating equity constraint.  
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By separating two effects, his empirical work proves that household mobility is 
significantly influenced by nominal loss aversion and there is little evidence that low 




Our research aims to explore the relationship between housing prices and turnovers, so 
that I will make a summary of the findings about the effect of housing price dynamics on 
mobility or time-on-market.  
 
Main findings derived from previous studies 
 
Firstly, previous studies (Nakagami and Pereira 1991, Kiel 1994) conclude that housing 
price appreciation accelerates mobility, and propose two alternative explanations—
housing price appreciation will make households better off in terms of welfare, which 
encourages them to use the equity gained to finance higher consumption of either housing 
or other goods; households may desire to capture capital gains by selling the houses in 
case housing price falls down in the future.  
 
Secondly, equity constraint and nominal loss aversion theories are proposed and tested to 
explain the effect of housing price depreciation on mobility or time-on-market. Originally, 
equity constraint is usually tested with the variable contemporaneous LTV (Genesove 
and May 1995 1997, Chan 2001), and nominal loss aversion is usually tested with 
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variables as cumulative growth or nominal loss indicating price change between purchase 
date and selling date (or the previous period before selling) (Genesove and May 1997, 
Chan 2001). By incorporating both contemporaneous LTV and cumulative growth 
(nominal loss) in one model, it is found that both of the two effects exist.  Genesove and 
May (1997) find nominal loss is more important, while Chan (2001) concludes that 
equity constraint is more persuasive. However, Engelhardt (2003) argues that 
contemporaneous LTV should not be used to indicate equity constraint, because it may 
contain nominal loss information. By separating equity constraint and nominal loss and 
using a unique database, the paper concludes that nominal loss aversion is the main 
reason deterring mobility when housing price declines, even though equity constraint still 
exists.  
 
Research gap  
 
The previous literature provides rich theoretical explanations and empirical evidence 
about the effect of housing price dynamics on turnovers through mobility or time-on-
market studies. Can we provide a more clear and comprehensive picture of the effect of 
price dynamics on turnovers? Besides the discovered theories, are there other 
explanations for the positive price-volume relationship in housing market?  
 
Equity constraint and nominal loss aversion provide two alternative explanations for the 
effect of decline in nominal house price on turnovers. Previous studies (Chan 2001, 
Engelhardt 2003, Genosove and Mayer 1997, 2001) are good at differentiating the two 
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theories by some variable specification. However, as a sacrifice, we lose the direct picture 
of how price declines influence turnovers because of focusing on theory test.  
 
All previous papers exploit cross-sectional sampling data. And hence, its ability in 
capturing overall turnover pattern of a market is limited. Besides, sample data is likely to 
cover a shorter time period. The time spell may not be long enough to capture price effect. 
The research using rich transaction databases is expected to provide an overall picture 
between price dynamics and turnovers.   
 
To assess with absolute precision the effect of price dynamics on mobility or time-on-
market, the expected market value of every home would have to be known in every 
period. Unfortunately, these data are unavailable. Previous literature adopts different 
ways to proxy it. Engelhardt (2003) matches metropolitan level housing price index to 
each household observation. The urban level price change is used to proxy individual 
housing unit expected price change. Chan (2001) adopts county level index. Genesove 
and Mayer (1997) use property tax valuation data as well as the buying price adjusted by 
resale price index. Will the estimation results improve if I use improved price data?  
 
The effect of price performance on turnovers could be studied in more detail. The 
previous literature concludes that price appreciation will accelerate turnovers and price 
depreciation will delay turnovers. Is the effect linear or symmetric when price changes in 
the different magnitude? This is lack of attention, despite that Chan (2001) pays a little 
attention on it and concludes that the effect of declining price on mobility will rise with 
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the magnitude of housing price decline, while housing price increase of 4% or more is 
associated with reduced mobility. This makes it necessary to further explore the effect of 
price dynamics on turnovers.  
 
In previous literature, nominal loss or gain is approved to be good to measure the effect 
of housing price performance on mobility or time-on-market, and this variable is usually 
calculated as cumulative growth (Genesove and May 1997, Chan 2001, Engelhardt 2003). 
However, in practice, households usually compare capital return from housing with other 
assets, so average growth instead of cumulative growth is mostly considered; cumulative 
growth may not measure capital return accurately because of occupancy period effect. 
For example, if two houses experience the same cumulative growth 10%, while one 
house has been occupied for one year and another house has been occupied for ten years, 
and the average housing price inflation over the market is 2% per year, the former house 
is experiencing above market return and the later house is experiencing below market 
return. Thus, the two houses can not be treated as the same regarding to capital return. 
How about the results if I use average price growth instead of cumulative price growth?  
 
Urban economics (Dipasquale and Wheaton 1996) acknowledges that housing price 
expectation will influence housing transactions. However, previous studies do not include 
price expectation in empirical models. Even though Kiel (1994) attempts to test the 
impact of price expectation on mobility, his work derives conflict results because of price 
expectation measurement and estimation techniques. Therefore, our understanding on the 
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issue of price expectation impact on turnovers is very limited. By adding price 
expectation, it may also improve the estimation results of other price variables.  
 
Therefore, a research with rich transaction database, improved price data and better 
variable specification, is expected to provide a more clear and comprehensive picture of 
the relationship between price dynamics and turnovers. Hopefully, the improved 
empirical evidence provides the opportunity to propose more specific theories to explain 
the market. But the later is not the concern of this research. This research will focus on 
the empirical evidence. 
 
2.2 Housing price prediction models 
 
The focus of this research is the effect of housing price dynamics on turnovers, so that the 
expected market value of each housing unit at any time of a point has to be known. 
However, these data are typically not available.  
 
Hedonic model is traditionally used to estimate housing prices. In statistics, if sample is 
not randomly selected estimation bias may happen. The problem of identifying and 
correcting sample selection bias is addressed in general by Heckman (1976, 1979). In 
housing market, housing transaction volume usually has positive relationship with 
macroeconomic performance and differs in locations. Even the houses in a similar 
neighborhood may have different probability to be sold because of their particular 
characteristics.  The inconsistent transaction probability for housing units may incur the 
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problem of sample selection bias in housing price estimation if only transacted properties 
are used.  Heckman procedure has been used for sample selection correction by including 
both sold and unsold properties when estimating housing prices.  
 
Gatzlaff and Haurin (1998) argue that a sample of sold houses may not be a random 
sample of the housing stock; thus, house value indices derived from a sample with only 
sold houses may be subject to bias. Using data from Miami and Heckman Procedure, this 
research finds that an index based on the standard hedonic price analysis of sold 
properties yields biased estimates of the change in house prices that are smoother than the 
true cyclical movements of the price of the housing stock. Furthermore, the degree of this 
bias is related to local economic conditions. In the earlier work of Gatzlaff and Haurin 
(1997), they use the Heckman Procedure to resolve the sample selection bias problem 
when building repeat-sales index. In the work of Gatzlaff and Haurin (2002), they 
develop the concept of a constant-liquidity value index and an econometric procedure for 
estimating such an index. They demonstrate their proposed procedure on the NCREIF 
(National Council of Real Estate Investment Fiduciaries) database of institutional 
commercial property. In the proposed procedure, Heckman procedure is used for 
selection bias correction.  
 
The traditional hedonic model also suffers from spatial effects for real estate data, namely 
spatial dependence and spatial heterogeneity. In hedonic price theory, housing prices are 
related to two major classes of attributes. The first group includes the characteristics of 
the residential structure, and the second group refers to neighborhood effects. Basu and 
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Thibodeau (1998) point out that the single-family homes in the same neighborhood are 
likely to share similar structural characteristics as well as similar neighborhood amenities. 
These attributes partly determine the neighborhood property value, but are rarely 
included in any publicly available dataset. This is due to the difficulty of measurement as 
well as the difficulty to identify the relevant neighborhood boundary. Although proxies 
can be used, the un-captured neighborhood information is grouped into the hedonic 
residuals, resulting in residual spatial autocorrelations. The spatial autocorrelations 
become weaker as the distance between two properties increases. Such an effect is called 
the spatial dependence. Can (1992) states that the presence of geographic submarkets 
violates the assumption of long run equilibrium in urban housing markets since there will 
be independent hedonic price schedules within a single metropolitan area reflecting the 
demand and supply structures of submarkets. This implies spatial variability or 
heterogeneity in the parameters of varying marginal attributes prices depending on 
location across the urban landscape. However, it is difficult to specify such a function 
form and measure in variables in hedonic model. This will cause heteroscedasticity 
problem when estimating hedonic model.  Such an effect is called spatial heterogeneity.  
Wilhelmsson (2002) further states that even though two types of spatial effects exist, they 
should be handled jointly for some reasons. First, there may be no difference between 
heterogeneity and dependency in an observational sense. Secondly, spatial dependency 
induces a particular form of heteroscedasticity. And thirdly, it may be difficult to separate 
the two effects empirically.  
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In real estate research society, there have been many studies aimed to resolve spatial 
autocorrelation. Dubin (1988) is one of the first who introduced spatial models into real 
estate study. She uses geo-statistical model to test the presence of spatial autocorrelation 
between the hedonic residuals. She finds that spatial autocorrelation may cause negative 
bias in OLS estimates of variance of hedonic coefficients, and ML estimators using 
spatial model are more efficient than OLS estimators. Pace et al (1998) review the 
application of spatial statistics in real estate and the relevant literature and software. 
Spatial statistics has two ways to work with spatial data to make them fit the hedonic 
model used in housing market research. One way is to specify independent hedonic 
factors sufficiently so that the residuals appear no pattern over space, and the other way is 
to model the possible dependence of the true errors. But, the first way is always 
problematic. There are two ways to model the true errors, one is lattice models and 
another is geo-statistical model. Compared with the overview of Pace et al (1998), Dubin 
et al (1999) provides a detail summary of the spatial techniques both in lattice model or 
geo-statistical model. It describes alternative spatial auto-regression model specification, 
estimation methods, and prediction procedure. It also provides a brief description of 
potential real estate application and provides a numerical example in the appendix.  
 
Time also matters in the determination of real estate prices. It has been well recognized 
that real estate prices depend not only on recent market events but also on their lagged 
prices. Pace (1998, 2000) firstly propose a model (STAR) that takes into account not only 
spatial but also temporal information. The model is a hybrid between the autoregressive 
distributed lag model common in time series and the mixed regressive spatially 
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autoregressive model in spatial econometrics. The model seems to be superior to one that 
uses only time dummies and to one that controls for both time and space with a set of 
continuous and binary variables.  
 
The STAR model is further developed into a two-order spatiotemporal autoregressive 
model (2PSTAR) by Sun et al (2005). The prevailing spatial or spatiotemporal models 
are developed to capture the spatial or spatiotemporal information of property prices for 
single-family homes, where the spatial autocorrelations are mainly generated by the un-
captured neighborhood information and the spatial autocorrelation between any two 
properties will gradually lessen as the distance between them lengthens (Basuand 
Thibodeau, 1998). In a multi-unit high rise residential market, the spatial autocorrelations 
between property prices are complicated by both the un-captured building related 
information (building effect) and the un-captured neighborhood information 
(neighborhood effect). The impact of the building effect on property value and on the 
spatial autocorrelation between property prices may not be the same as the impact of the 
neighborhood effect as all the properties with one building are confined to one unique 
geographic location, which requires a modification on the current spatial or 
spatiotemporal models. This empirical work of this paper demonstrates that 2PSTAR 
model has a great improvement relative to STAR model in model fit and spatial 
autocorrelation decreases.  
 
In this research, to get accurate estimated results, I will use 2PSTAR model with 
Heckman procedure to estimate housing price for each single housing unit at any time of 
 26
a point. The Heckman procedure contributes to correct sample selection bias and the 
2PSTAR model will remove spatio-temporal autocorrelations among the residuals. Both 
measurements can therefore improve the accuracy of the parameter estimation. The best 
part about the model is its ability in estimating house prices. The 2PSTAR model 
approach is equivalent to estimating prices using a rolling automated valuation model, 
where the price of an individual housing unit at any time of a point is determined by not 
only its own hedonic factors, but also the prices of nearby and prior housing transactions, 
















Chapter 3    Determinants of Turnovers 
 
Turnover probability of a housing unit is defined as the probability to sell the unit at time 
t, given that the unit was not sold at time t-1.  Let TP(i, t) stands for the turnover 
probability of unit ‘i’ at time t.  It is expected to be a function of housing price effect and 
a set of control variables (Equation 1).  
 
),, MXOi ,,()( ,,,, ttititiPEftTP =             (1) 
Where, PE  indicates housing price effect on the turnover probability of unit ‘i’ at time t. 
O  stands for the characteristics associated with the homeowner of unit ‘i’ at time t. X  
stands for the characteristics associ ted with the unit ‘i’ at time t, and Mt stands for macro 
market economic condition at time t.  
 







Price grow  
 
Literature related to household mobility and time-on-market has shown that housing price 
appreciation or depreciation should have a direct effect on turnovers (Nakagami and 
Pereira 1991, Kiel 1994, Stein 1995, Genesove and Mayer 1997, 2001, Engelhardt 2003, 
Chan 2001). Even though some previous literatures try to differentiate the effect of equity 
constraint and nominal loss, this research’s focus is on the direct and whole picture of the 
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effect of price dynamics on turnovers. Therefore, I would like to use some variables 
indicating price change directly and clearly, without differentiating the two effects.  
 
The main variables indicating housing price effect are contemporaneous equity and 
cumulative growth (nominal loss or gain) in the previous studies. And cumulative growth 
(nominal loss or gain) is proved to be more reasonable in Engelhardt (2003). Cumulative 
growth is calculated as the price change between purchase time and selling time (or the 













CP                          (2) 
 
Where, P indicates house price, t indicates the selling time and t0 indicates the purchasing 
time. For those unsold dwellings, selling price is either estimated by a conventional 
hedonic function or proxied by metropolitan level price index. 
 
However, I argue that cumulative growth may not be good enough to measure price 
effect for two reasons. One is that homeowners usually compare capital return from 
housing with other asset, so average price growth instead of cumulative growth is usually 
considered; the other is that cumulative growth is affected by the occupancy period. 
Therefore, this study attempts to empirically improve the measurement of price effect by 





, − ttP titi                                               (3) 
,,
0
0 ×−=∆ PPAP titi
 
For those unsold dwellings, selling price is estimated by 2PSTAR model with Heckman 
Procedure, which is superior to the conventional model as discussed in the chapter 2.  
 
This research is interested in the turnover probability with different magnitudes of 
housing price changes. So that, the average price growth can be transformed into a set of 
dummy variables and each indicates a range of price growth. The cutting points of the 
ranges should be selected empirically on the criteria of their explanatory ability to the 
dependent variables as well as their sample distribution across the ranges.  
 
It is expected that price appreciation has positive impact on turnover probability, while 
the effect of price depreciation is negative. I also expect that the impact will increase with 




As an improvement to previous studies, I will try to reveal the effect of housing price 
expectation on turnovers.  
 
Basically, there are two methods to measure price expectation—adaptive expectation 
model and rational expectation model. The adaptive expectations or backward looking 
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expectation model assumes market participants form expectations based on some pattern 
or past behaviour in the market. The rational expectations hypothesis assumes that 
people’s subjective probability distributions about the future outcomes are the same as 
e actual probability distributions, conditional on the information available to them. In 
ankiw and Weil 1989). The factors that account for the market 
efficiency appear to be the presence of transaction costs and credit market constraints 
pectation models are frequently criticised as being 
d hoc, there is evidence from consumer surveys that consumers frequently operate in 
expectation (Ii,t,, see equation 4). Intuitively, if an owner expects a future housing price 
th
other words, the consumers are perfectly informed about the operation of the market. 
 
The concept of expectations was tested indirectly in the real estate literature through 
examinations of the efficiency of the housing markets. All evidence, however, suggests 
that housing markets are neither efficient nor can be characterised as a random walk 
(Englund and Ioannides 1997, Gatzlaff and Tirtiroglu 1995, Cho 1996, Dispaquale and 
Wheaton 1994, M
in
(Quigley, 2003).  
 
The inefficient market also implies that households expect the market to rise if past prices 
are rising. Case and Shiller (1988) find evidence that this is true—house buyers’ attitudes 
about likely future price appreciation are highly correlated with recent price behaviour. 
Therefore, although such adaptive ex
a
this manner (Case and Shiller 1988).  
 
Therefore, I use adaptive expectation model to measure the owner’s housing price 
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appreciation, he may hold up the current sales and wait for the future capital gains, given 
other things the same. If he expects any future price depreciation, he may sell the unit 

















                         (4) 
 price, n is the number of past quarters to be 
onsidered (DiPasque and Wheaton, 1996).  
itial LTV
 




o include initial LTV as control variable, but do not provide 
rediction of this variable.  
 
Initial LTV (loan-to-value) is not a variable indicating price effect directly. However, it is 
always used together with other price effect variables in mobility or time-on-market 
literature. In the work of Chan (2001) and Engelhardt (2003), if the initial LTV is more 
than 80%, it will have negative impact on mobility, although it has not implication on 
equity constraint. Engelhardt (2003) argues that desired leverage may be correlated with 
expected duration, so that initial LTV has negative effect on mobility independent of 
equity constraint. However, in mortgage termination literature of Deng et al (2003), 
initial LTV is used by data and empirical considerations, and the coefficient is positive. 




3.2 Characteristics of housing units 
ation, providing a homebuyer with a variety of dwelling choice 
lternatives (Tu 2003).   
 
Housing market displays segmentation characteristics. This is due to spatial immobility, 
durability and heterogeneity of houses. Spatial immobility implies that characteristics 
associated with a location are inherent in the bundle of attributes of a dwelling found at 
that location. These locational attributes include the socio-economic status of the 
neighborhood, its physical conditions, as well as wider notions of accessibility to any 
desired destinations, in terms of jobs, relatives and friends, private goods or public 
facilities. Combined, all of these attributes contribute to differences in housing quality 
and housing prices across locations. Housing is also durable, and typically has a 
relatively high purchase price involving the need for extensive mortgage borrowing. It is 
also common for dwelling to experience long run price appreciation. The investment 
aspect of owning a home, therefore, is likely to make housing a principal personal sector 
financial asset. On the supply side, a dwelling is modifiable. Heterogeneity of dwellings’ 
physical characteristics refers to the intrinsic variation found across housing types, ages, 
building materials, exterior or interior structures, and architecture designs, as well as 
different forms of landleasing. Heterogeneity generates variation in housing quality and 
house prices within a loc
a
 
An urban housing market that is immobile, durable yet capable of modification, and 
heterogeneous, can be thought of as being segmented into a series of interrelated but 
distinctive housing product groups. The dwellings within each product group are more 
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substitutable than the dwellings between the product groups and the degree of 
substitutability varies from group to group (Tu 2003). Housing market segmentation is 
therefore formed. In fact, it is impossible to find two absolutely substitutable dwellings, 
 that each dwelling can be looked as one submarket.   
tus and occupation, household 
omposition, and previous housing experience (Tu 2003). 
. 
nd hence turnover probability pattern across market segments is likely to be observed.  
pacts on turnovers, it is expected that turnover probability may 
ary across submarkets.  
so
 
At the same time, homebuyers are also heterogeneous. Studies of housing choice 
behavior show that would-be homebuyer’s preferences are determined and differentiated 
by, amongst other things, income levels, employment sta
c
 
The heterogeneous homebuyers will search for their preferred houses in the segmented 
housing market. This may incur different housing demand and supply characteristics in 
each submarket, resulting in a different matching process between demand and supply
A
 
The segmentation characteristics of housing market indicate that housing prices and 
housing price dynamics may vary across housing submarkets. Since prices and price 
changes directly have im
v
 
This submarket pattern of turnover probability is revealed in previous studies. Hu and 
Thibodeau (2001) find that turnover rate varies across submarkets. By using transaction 
database, Cheung et al (2004) get the conclusion that turnover probability of housing 
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units is associated with unit attributes. This paper also finds that the quality of units does 
not necessarily impact positively on their transaction frequency, which is unlike the 
edonic housing attributes’ reaction to a favorable transaction price. 
 (Cheung et al 
004), I can not expect that the signs of these housing attribute variables.  
.3 Characteristics of homeowners  
h
 
Since every unit can be looked as one submarket, hedonic housing attributes are therefore 
selected to indicate the impact of market segments on turnovers, including property 
characteristics, neighborhood characteristics and housing location. Since the quality of 





For owner-occupied homes, turnovers result from the homeowner’s mobility decision. 
Mobility is the vehicle for household to adjust their housing consumption to the changes 
in circumstances (Rossi 1995). Urban economics acknowledges that the changes are 
mainly from household characteristics and there are much literature trying to reveal these 
characteristics (Speare 1974, Dipasquale and Wheaton 1996). Dipasquale and Wheaton 
(1996) provide a good summary of these characteristics. Household income is the main 
factor determining overall housing consumption, but life cycle and demographic factors 
influence the preferences of households for specific housing characteristics. The 
demographic factors include household size, the age of household head and the number 
of children. There are also some special events in life cycle influencing housing 
consumption change, for example, job changing, marriage and divorce. For renter-
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occupied homes, homeowners’ characteristics may also have an impact on selling 
decision, though the factors may be different from that of owner occupiers and there is 
mited research in this area.  
. Their findings 
ply that homeowners’ characteristics have typical submarket pattern.  
the spatial correlation of the residuals can help to test the validity of other 
ariables.   
.4 Macro economic condition  
li
 
Therefore, previous literature studying housing price effect on mobility, for instance, 
Chan (2001), Engelhardt (2003), usually use household characteristics as control 
variables. However, Pavlov (2001) and Deng et at (2003) propose that homeowners’ 
characteristics are difficult to observe. Fortunately, homeowners with similar background 
tend to cluster together in neighborhoods, so that the omitted variables will be spatially 
correlated and spatial techniques can be used to capture the information
im
 
Since owner’s characteristics have submarket pattern, I expect that some of the owner’s 
information is captured by hedonic housing attributes variables which indicate market 
segments.   If the database is lack of owner’s characteristics variables, I assume the 






Changes of economic circumstances almost surely affect mobility behavior of home 
occupiers (Engelhardt 2003). The investors’ behavior should also be impacted by 
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economic circumstances. Therefore, macro economic condition, measured by GDP, 
mortgage rates and unemployment rates of an urban housing market, may also have an 
pact on turnover probability.  
demand, such as real disposable income, nominal 
terest rates and consume sentiment.  
mic condition if these variables are not strongly correlated with price 





However, these macro economic variables are possibly correlated with price effect 
variables because housing prices usually presents some pattern related to macro economy. 
For example, Ortalo-Magne (1997) presents the behavior of the housing market both in 
U.S and U.K., and finds that the aggregate housing prices move with GDP and housing 
price fluctuations, as percentage deviations from the trend, are larger than those of GDP. 
Berkovec and Goodman (1996) find housing prices are positively correlated with changes 
in factors affecting aggregate housing 
in
 
In this study, I include some macro variables such as GDP, interest rate and 












4.1 Model selection 
 
4.1.1 Duration model 
 
To investigate the effect of housing price dynamics on turnovers, the econometric 
analysis employs semi-parametric proportional hazard model of occupancy duration (Cox 
1972).  
 
The turnover probability developed in last section can be characterized by an empirically 
estimable hazard function. The hazard function (h) is defined as the probability that a 
housing unit is re-sold (the occupancy is terminated) in a small time interval t∆ , given 










                                                                 (5) 
 
Where Z is the vector of the variables determining turnover probability, including PEi,t, 
Oi,t, Xi,t ,and Mt, defined in equation 1.  
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 Accordingly, the survival function (S) of occupancy duration is defined as the probability 
that a housing unit survives longer than t, having not been re-sold till time point t 





0∫−=S                                                                                 (6) 
 
tion 
escribing turnover probability is defined as the below (Equation 7). (Lawless 2003) 
 
β=                                                                                        (7) 
Semi-parametric proportional hazard model specifies the occupancy duration of t  on Z 




Where )(0 th  is an arbitrary baseline hazard function, )exp(
'Zβ  represents the impact of 
the explanatory variables. β  is coefficient, while )exp(β is interpreted as hazard ratio, 
dicating the probability of turnover (occupancy termination) related with the variable.  
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The hazard ratio does not depend on time, since )(0 th  appears in both hazard functions. 
When the covariate is continuous, for every unit change of iZ , the hazard ratio of e  




is coded with 0 and 1, the hazard ratio  means the turnover probability for group coded 
with 1 is times that for group coded with 0 at udy. If a nominal 
scale covariate has more than two levels, th means the turnover 
probability relative to the reference group.  (Hosmer et al 1999) 
 
I utilize partial likelihood method for the estimation of
e
e  any time during the st
e hazard ratio βe
β (Lawless 2003). The essence of 
the partial likelihood is that given the housing units are at risk (not re-sold at time 
-1), the probability of turnover of h
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he partial likelihood (L) for β  is formed by taking the product over all termination 
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It is clear that the estimation process permits time-varying variables entering. Therefore, 
the model not only evaluates the determinants of current turnover, but also analyzes why 
the housing unit is not sold before.  
 
When two or more housing units have the same occupancy durations, ties in occupancy 
duration will occur. Usually, ties can occur because the underlying durations are discrete 
or because of rounding or grouping in continuous data. If there are a substantial number 
of ties, the discrete nature of the durations should be considered. Else, it is convenient to 
retain the continuous-time model (Equation 10 and Equation 11) and some software 
packages use it as the default procedure. (Lawless 2003) 
 
An approach introducing residuals for fitting the model is called the martingale residual 
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Where )(tNi takes a value 1 t time t  if a housing unit i has experienced the event of 
interest (turnover) and 0 otherwise; )(uYi is a censor 
 a
in cator that takes value 1 if a 
has survived up to tim , and 0 otherwise. is the estimation of 
artingale residuals, 
nd if the un-captured information is spatial correlated, the martingale residuals should be 
earch, it is assumed that turnover probability exhibits 
atial pattern. If the explanatory variables can not capture all the spatial information, the 
t of this research is to estimate house value at any time point for each 
ousing unit. 2PSTAR model with Heckman procedure is used to estimate housing prices. 
ection bias, while 2PSTAR model is able to 
move spatio-temporal autocorrelations among residuals. More importantly, 2PSTAR 
 
di
housing unit i e u )(ˆ 0 uH
baseline hazard function. In large samples the residuals iM should be approximately 
uncorrelated with mean 0. The distribution of iMˆ  is, however, highly skewed, and there 
can be systematic patterns in plots because of censoring. (Lawless 2003)  
 
Deng et al (2003) states that the un-captured information is left in m
ˆ
a
spatial auto-correlated. In this res
sp
martingale residuals will be spatial auto-correlated. Therefore, I will test the variable 
validity by calculating the martingale residual correlation coefficient. 
 




Heckman procedure is to correct sample sel
re
model is like an auto-mate valuation model, which can simulate a homeowner’s self 
home valuation.  
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Heckman Procedure  
The b
for in o steps. (Wooldridge 2003) 
1.
 
asic idea of Heckman procedure is to incorporate both sold and unsold properties 
 estimation, and the estimating process conta s tw
 
 Using all n  observations—whether transacted or not, estimate a probit model of is on 
iz and obtain the estimates hγˆ . Compute the inverse Mills ratio, )ˆ(ˆ γλλ ii z=  for each 
i . (Actually, it only needs these for the with i 1=is .).  
 vec l
p  number is h). 
 
is  is dummy variable indicating if a property is sold. iz is the tor inc uding the 




                                       on 
 are consistent and approxim  
Here,  is housing prices and, and  is the vector including variables explaining 
iz
Using the selected sample, that is, the observations for which 1=  (say, of them), 
run the regression of  
is 1n
i i
The estimated coefficients ately normally distributed.






 t  A simple test of selection bias is available from regression. Namely, it can use the usual






R model is proposed by Sun et al (2005).  
 
Equation (13) is the typical hedonic function. Y  is housing prices and, and X  are 
ables explaining housing prices. β is a vecto  of coefficients. The residualsr  εvari are 
usually spatial-temporal correlated.  
 
εβ += XY                                                                                                                       (13) 
 
The two-order spatiotemporal autoregressive (2PSTAR) model is 
     
µβ +−=− XWIYWI )()(                                                                                              (14) 
 
Where, I  is an n  by n  identity matrix.  is n  by n spatiotemporal weight matrix with W
nonnegative el ents designed to remove spatiotemporal autocorrelations among the 
o pende  variables. After the filtering process, the 
auto-correlated. Therefore,  is a  by 1 vector of 
 
em
bserved transaction prices and the inde nt
u nhedonic residuals should not be 
residuals with independent normal distribution.  
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The spatiotemporal filtering process, WI − , is specified by two-order filtering process: 
                
()( IWI )2211 TSSTTWwWw TSSTT φφφφφ −−−−                                                     (15) −=−
 
Where T  is an n  by n  temporal weight matrix intended to capture time effects, and 
are  by spatial weight matrixes, aimed at filtering down the building and 
neighborhood effects separately, and is a combined spatial weight matrix that does not 




rentia TSSTTww φφφφφ ,,,, 21dif  are the spatiotemporal autoregressive 
parameters.  
5) into equation (14), th
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Where TSSTTTSSTT wwww φφφφφβββββ ,,,,,,,,, 211  are the spatial, tem ral, and spatio-
poral autoregressive parameters. TSXSTXTXWXW ,,,, 21 are spat
2 po
tem ial, temporal, and 
poral lags of independent variables.  are the spatial, 
 




temporal, and spatio-temporal lags of the dependant variable.  
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1. Using all  observations, estimate a probit model of on 
estimates
n is i and obtain the z
hγˆ . Compute the inverse Mills ratio,  for each with )ˆ(ˆ γλλ ii z= i 1=is . 
 
2. Using the selected sample, that is, the observations for which 1=is  (say, 1n of them), 













                        (17) 
o specify the weight matrices is the most important work in the estimation process. In 
 of Sun et al (2005) and use his software. The 
stimation process and results are presented in Appendix 1.  




this research, I just follow the methodology
e
 
4.2 Data collection 
 
4.2.1 Singapore housing market and condominium market 
 
The sectors of Singapore housing market 
 
Singapore is one of the few countries in the world that practices an integrated housing 
sector policy. Singapore’s housing market is segmented into two sectors; the subsidized 
public housing sector and the private housing sector. Almost 86% of Singaporeans live in 
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 The public housing is provided by Housing and Development Board (HDB), which was 
stablished in 1960 to take over the role of constructing affordable housing units. Public 
’s budget, and more importantly, land made available to the 
DB at prices below market value. The HDB also provides mortgage financing to its 
velopers. In this sector, prices are free and 
ouses are traded competitively. Historically, the Singapore private housing market has 
e
housing supply is allocated based on “first-come-first-served” waiting lists as well as 
various eligibility conditions. Eligibility conditions, which have been relaxed over time 
as the housing program expanded, include citizenship status, non-ownership of other 
residential properties, minimum household size of two, and having household incomes 
ceilings. (Phang et al 1997) 
 
Public housing rents and prices of new units are subsidized by the government. Subsidies 
to the HDB are in the form of loans (at below market rates of interest) and grants 
financed from the government
H
flat-buyers. The loan quantum is either 80 or 90 percent (depending on loan scheme) of 
the price for the new flat and the maximum repayment period is 25 years. The HDB 
mortgage interest rate is pegged at 0.2 below the housing mortgage interest rates of 
commercial banks. This presents another subsidy for purchaser of an HBD flat. (Phang et 
al 1997, Bardhan et al 2003) 
 
The private sector is supplied by private de
h
catered to those groups that are not eligible to buy subsidized housing from the 
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government, generally the top decile income group in Singapore, including affluent 
Singaporeans, foreign investors, and expatriate community (Lum 2002).  
 
The development of condominium market  
an the condominium index.   
he big part of condominium market—40%, and the price dynamics of Figure 4.1, 
approve that condominium market can reflect the behavior of the whole private housing 
rket, the transaction behavior in condominium 
market is market-oriented, without the interference of government, which provides us the 
 
The residential property market has undergone a fundamental change in the last two 
decades. The increasing affluence and higher aspirations of Singaporeans have generated 
a demand for housing of better quality and greater variety, which motivates the prosperity 
of private housing market. At present, condominiums account for 40% of private housing 
market, while 25% are apartments, 20% are terraced houses and 15% are semi-detached 
houses or bungalows. 
 
Figure 4.1 shows the historical price dynamics of Singapore private residential market 
and condominium market in the last two decades. With the fast economic growth, 
Singapore private residential housing market has experienced great prosperity, especially 
in 1990s. The price dynamics of condominium market is consistent with the trend of 
overall private residential housing market, although during the most prosperous period of 
1993-1997, the overall price index is a little more th
 
T
market. As a part of private housing ma
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possibility to investigate the price dynamics effect on turnovers and makes the estimated 


























































      Source: Real Estate Statistic Series of URA 
 
The Urban Redevelopment Authority (URA), which is the statutory body responsible for 
the urban planning and development of Singapore, produces the URA Residential Price 
Index which covers private residential properties (including condominiums) and various 
statistic data of private residential market in Singapore. Since URA first released a 
separate price index for condominium market in 1984, I present the index in the last 








In Singapore, property listings in housing market are classi ing the old Singapore 
d . Figu ese district codes. The property edition 
o ts Tim zes Singapore privat inium) 
residential market into nine submarkets according to the 28 d
locations of the nine submarkets.  
 
In Singapore, both location 1 and 2 are downtown, while location 2 is the city center. 




Table 4.1 Locations of Condominium Submarket in The Straits Times 
 
Submarket Locations Districts (OLD) 
n structure of condominium market  
fied us
istrict codes re 4.2 plots the locations of th
f The Strai es further categori e (including condom
istricts. Table 4.1 shows the 
 areas. Location 3 and 
en though locations 8 and 9 are also residential areas, these areas are suburban witho
Location=1 City & South west 1-8 
Location=2 Orchard/Tanglin/Holland 9-10 
Location=3 Newton/Bt. Timah/Clementi 11 & 21 
Location=4 Balestier/MacPherson/Geylang 12-14 
Location=5 East Coast 15-16 
Location=6 Changi/Pasir Ris 17-18 
Location=7 Serangoon/Thouson 19-20 
Location=8 West 22-24 











Figure 4.2 Transaction Listings Structure of Singapore Condominium Market 
 
 
   Source of this map: Singapore online property 
 
4.2.2 Database 
he primary database is supplemented by data from several additional sources. Firstly, 
the condominium project and neighborhood related spatial information is added to the 
database. The spatial information is mainly obtained from Singapore Street Directory. All 
 
The primary database is derived from Singapore Institute of Surveyors and Valuers 
(SISV) transaction database, including all condominium transactions from January 1 
1990 to June 30 2003. After deleting several hundred compulsory foreclosed transactions, 
there are 74,990 observations in the database. The database includes details of address, 




data is geo-coded at building level, noted that each condominium may have a few 
buildings and each building corresponds to one x-y coordinates.  
 
Secondly, macro economic and policy variables are added into the database, including 
inimum cash outlay of 10% and 20% before and after May 1996. 
ut from Sept 2002, the minimum cash outlay was reduced back to 10%.  
whose previous transactions can not be observed, and 
ll the left 58,182 observations are right censored. 10,090 are turnover observations with 
 and 48,092 are censored data with average 24.82 
ccupancy duration.  
ation of every housing unit at any time of a point during its occupied time. In this 
unemployment rate, GDP growth rate, 15 years’ mortgage loan interest rates and policy 
indicating the changes on initial LTV. According to MAS (Monetary Authority of 
Singapore) guideline, before May 1996, the loan should be no more than 90% of the 
valuation or purchase price, whichever is lower. After this date, the ratio was lowered to 
80%. This means a m
B
 
Thirdly, the estimated housing prices from the 2PSTAR model with Heckman Procedure 
are added to the primary database. The price index from URA (Urban Redevelopment 
Authority) is also added to the database.  
 
To reduce estimation bias in semi-parametric proportional hazard model of occupancy 
duration, I delete the observations 
a
average 18.99 quarters’ occupancy time,
o
 
Because some variables are time-varying, the estimation database needs to include all the 
inform
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research, I use quarterly data. That implies that the actual number of observations is the 
e times the number of quarters each unit has been in the 
arket, that is, 1,390,888. The quarterly data can be seen continuous, so it is convenient 
hapter 3. The definitions of all variables and expected signs are in Table 
.2.  
proportional hazard model of occupancy duration for estimation, so 
at occupancy duration should be used as the dependent variable to measure turnovers. 




size of the primary databas
m
to retain the continuous-time model (Equation 11) and use the default procedure in SAS 
software packages for estimation.  
 
4.3 Variable selections and definition 
 




4.3.1 Dependent variable  
 
I use semi-parametric 
th
For censored observations—the housing units having not been re-sold or the last time 
being re-sold, the duration is measured as the quarters between purchase date and 
censored date. For uncensored observations—the housing units having been re-sold but 
not for the last time, the duration is measure by the quarters be
tu
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4.3.2 Explanatory variables  
 
Housing price effect 
 
The objective of this research is to investigate the effect of price dynamics on turnover 
probability of housing units. Based on the discussion in Chapter 3, I will firstly test the 
effects of average price growth and price expectation on turnovers, with the estimated 
ousing prices from 2PSTAR model with Heckman Procedure.  
 in each quarter during the occupancy duration.  
h
 
Because housing prices change over occupancy duration, the price growth variable 
should be time-varying. In this study, I use quarterly data, which means price growth will 
be calculated
 
My research aims to explore the turnover probability when housing price has different 
extent changes. So that, I transform price growth into a set of dummy variable and each 
indicates a range of average price growth during the occupancy period.  
 
The database includes URA index, which can be used as price proxies for housing units. 
Cumulative price growth can also be calculated from the database. These advantages 
encourage me to estimate several models with different price measurement and compare 
the results.  
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Therefore, there are four sets of price growth variables for each occupying period of a 
.2); fourth, dummy variable indicating cumulative price 
rowth range (‘Pricecug=1’……, Table 4.2). Correspondingly, there are another four sets 
also test the effect of price expectation on turnovers. When using Equation 4 to 
alculate price expectation, I consider last two periods (n equals 2 in Equation 4). The 
th estimated prices and URA index (‘Price Expect’, 
ndex Expect’, Table 4.2).  
re are only two kinds of initial LTV: 80%, between 
ay 1996 and Sept 2002; 90%, before May 1996 or after Sept 2002. This research 
housing unit when using estimated prices from 2PSTAR model with Heckman Procedure. 
First, average price growth (‘Pricegrow’, Table 4.2); second, cumulative price growth 
(‘Pricecug’, Table 4.2); third, dummy variable indicating average price growth range 
(‘Pricegrow=1’….., Table 4
g
when using URA index (‘Indexgrow’, ‘Indexcug’, ‘Indexgrow=1’…, ‘Indexcug=1’…). 
The cutting points of the ranges for dummy variables are selected empirically on the 
criteria of their explanatory ability to the dependent variables as well as their sample 




variable is also calculated with bo
‘I
 
In Singapore housing market, the initial LTV is strongly determined by mortgage policy. 
According to the mortgage policy, the
M





Characteristics of housing units 
 
In this research, I use hedonic housing attributes to indicate the impact of market 
so include Saletimes—the number of times a unit has 
een re-sold, as an explanatory variable to indicate market segment. Because, if a unit is 
ll the hedonic housing attributes variables are time-invariant, except for Age—the age 
arters.  
riables indicating owners’ information. Therefore, I 
ssume that some of the owners’ information is captured by submarket variables, while 
the other is classifi  the correlation of 
t gale res  means the omitted owners’ information has no 
s as ef
segments on turnovers. These variables include property characteristics, neighborhood 
characteristics and housing location.  
 
Besides the above variables, I al
b
frequently sold, it means the submarket (as a unit) is active. Because the database 
includes all the transactions from January 1 1990, and the left censored observations are 
deleted, the sales time for every housing unit can be derived from this database exactly. I 
expect that an active market should have positive impact on turnover probability.  
 
A
of a property measured by qu
 
Characteristics of homeowners 
 
In the database, there are not va
a
ed to martingale residuals in the duration model. If
he martin iduals is not serious, that
ignificant bi fect on the estimation results of other variables.   
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 M ition 
 
I , I us ment rate 







n this study e the changes of GDP growth rate, mortgage rate or unemploy
hese vari re time-varying.  
Table 4.2 Variable Definition for Hazard Model 
Variable Definition (measurement) 
 




The dependent variable measured by th
For censored case, it is the duration between censored date and 






Housing price cts 
uarterly housing price growth rate de
 
 
Pricegrow rived from real + 
quation 4). Last two 
Pricegrow=1 terly housing price - 
Pricegrow=2 terly housing price - 
Pricegrow=3 terly housing price - 
Pricegrow=4 terly housing price - 
Q
transaction price and the estimated housing price (%, equation 
3).   
 
PriceCug Cumulative housing price growth rate derived from real 
transaction price and the estimated housing price (%, equation 
).  3
 
Myopic housing price expectation derived from real transaction 




quarters are considered.  
 
ummy variable with 1 indicating the quar
- 
D
growth is less than -5%, otherwise 0.  
 
ummy variable with 1 indicating the quarD
growth is between -5% and -4%, otherwise 0.  
 
ummy variable with 1 indicating the quarD
growth is between -4% and -3%, otherwise 0.  
 
Dummy variable with 1 indicating the quar
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growth is between -3% and -2%, otherwise 0. 
 
Pricegrow=5 e with 1 indicating the quarterly housing price 
rowth is between -2% and -1%, otherwise 0. 
- 
Pricegrow=6  with 1 indicating the quarterly housing price 
rowth is between -1% and 0, otherwise 0. 
- 
Pricegrow=7 he quarterly housing price 
rowth is between 0 and 1%, otherwise 0. 
+ 
Pricegrow=8 the quarterly housing price 
rowth is between 1% and 2%, otherwise 0. 
+ 
Pricegrow=9 he quarterly housing price 
rowth is between 2% and 3%, otherwise 0. 
+ 
Pricegrow=10 he quarterly housing price 
rowth is between 3% and 4%, otherwise 0. 
+ 
Pricegrow=12  he quarterly housing price 
rowth is between 4% and 5%, otherwise 0. 
+ 
Pricegrow=12  1 indicating cumulative price growth is 
ore than 5%. 
+ 
PriceCug=1  1 indicating cumulative price growth is 
ss than -80%.  
- 
PriceCug=2 indicating cumulative price growth is 
etween -80% and -60%.  
- 
PriceCug=3 indicating cumulative price growth is 
ss than between -60% and -40%.  
- 
PriceCug=4  indicating cumulative price growth is 
etween -40% and -30%.  
- 
PriceCug=5 indicating cumulative price growth is 
etween -30% and -20%.  
- 
PriceCug=6 indicating cumulative price growth is 
etween -20% and -10%.  
- 
PriceCug=7 ndicating cumulative price growth is 
etween -10% and 0.  
- 
PriceCug=8 mulative price growth is 








Dummy variable with 1 indicating t
g
 
Dummy variable with 1 indicating 
g
 
Dummy variable with 1 indicating t
g
 
Dummy variable with 1 indicating t
g
 









Dummy variable with 1 
b
 
Dummy variable with 1 
le
 
Dummy variable with 1
b
 
Dummy variable with 1 
b
 
Dummy variable with 1 
b
 
Dummy variable with 1 i
b
 




PriceCug=9 ith 1 indicating cumulative price growth is 
etween 10% and 20%.  
+ Dummy variable w
b
 
PriceCug=10 with 1 indicating cumulative price growth is 
etween 20% and 30%.  
+ 
PriceCug=11 with 1 indicating cumulative price growth is 
etween 30% and 40%. 
+ 
PriceCug=12  price growth is 
etween 40% and 60%.  
+ 
PriceCug=13  1 indicating cumulative price growth is 
etween 60% and 80%.  
+ 
PriceCug=14 ting cumulative price growth is 
etween 80% and 100%.  
+ 
PriceCug=15 ting cumulative price growth is 
etween 100% and 150%. 
+ 
PriceCug=16 icating cumulative price growth is 
ore than 150%.  
+ 
Indexgrow owth rate derived from URA index 
, equation 3).   
+ 
IndexCug wth rate derived from URA index 
, equation 3).  
+ 
Index Expect tation derived from URA index 
quation 4). Last two quarters are considered.  
- 
Indexgrow=1  indicating the quarter price growth is 
ss than -5%, else 0.  
- 
Indexgrow=2  with 1 indicating the quarter price growth is 
etween -5% and -2%, else 0.  
- 
Indexgrow=3 dicating the quarter price growth is 
etween -2% and -1%, else 0.  
- 
Indxegrow=4 dicating the quarter price growth is 
etween -1% and 0, else 0.  
- 
Indexgrow=5 dicating the quarter price growth is 
etween 0 and 1%, else 0.  
+ 
Indexgrow=6  1 indicating the quarter price growth is 














Dummy variable with 1 indica
b
 
Dummy variable with 1 indica
b
 
Dummy variable with 1 ind
m
 
Quarterly housing price gr
(%
 
Cumulative housing price gro
(%
 
Myopic housing price expec
(e
 






Dummy variable with 1 in
b
 
Dummy variable with 1 in
b
 







Indexgrow=7  1 indicating the quarter price growth is 
etween 2% and 5%,, else 0.  
+ 
Indexgrow=8 indicating the quarter price growth is 
ore than 5%,, else 0.  
+ 
IndexCug=1 indicating cumulative price growth is 
ss than -40%.  
- 
IndexCug=2 indicating cumulative price growth is 
etween -40% and -30%.  
- 
IndexCug=3 indicating cumulative price growth is 
etween -30% and -20%.  
- 
IndexCug=4 indicating cumulative price growth is 
etween -20% and -10%.  
- 
IndexCug=5 indicating cumulative price growth is 
etween -10% and 0.  
- 
IndexCug=6 icating cumulative price growth is 
etween 0 and 10%.  
+ 
IndexCug=7 ith 1 indicating cumulative price growth is 
etween 10% and 20%.  
+ 
IndexCug=8  is 
etween 20% and 30%.  
 
with 1 indicating cumulative price growth is 
between 30% and 40%.  
 
% and 60%.  
 mulative price growth is 






Dummy variable with 1 
m
 
Dummy variable with 1 
le
 
Dummy variable with 1 
b
 
Dummy variable with 1 
b
 
Dummy variable with 1 
b
 
Dummy variable with 1 
b
 






Dummy variable with 1 indicating cumulative price growth
b
+ 
IndexCug=9 Dummy variable 
 






ummy variable with 1 indicating cu
+ 
IndexCug=11 D
between 60% and 80%.  
 
ummy variable with 1 i
+ 
D
between 80% and 100%. 
 
Index Dummy variable with 1 indicating cumulative price growth is 
between 100% and 150%.   
 
+ 
IndexCug Dummy variable with 1 indicating cumulative price growth is 
more than 150%.  
 
+ 
LTV Dummy variable indicating Initial Loan to Value. LTV=1  
 60
indicates Loan to Value ratio is 90%, LTV=0 indicates 80%.  *(1)
 
   
Characteristics of housing units  
  
Bbq ble with 1 indicating that the condo has a Barbecue * 
Carpark ble with 1 indicating that the condo has a Covered * 
GYM ble with 1 indicating the condo has a Gymnasium, * 
Jacuzzi with 1 indicating the condo has a Jacuzzi, * 
Fitness able with 1 indicating the condo has a Fitness * 
Minimart able with 1 indicating the condo has a Minimart, * 
MPH icating the condo has a Multi- * 
ound, 
 condo has a Sauna, 
Squash icating the condo has a Squash court, * 
Swimming ndicating the condo has a Swimming * 




* Area Built-area measured in sq.m which indicates the size of the 
apartment. 
 
Level Floor level of the apartment. 
 
* 
Freehold Dummy variable with 1 indicating the property is “freehold”, 
otherwise 0.  
 
* 




area, otherwise 0. 
 
Dummy varia









area/jogging track, otherwise 0. 
 
Dummy vari
other wise 0. 
 
Dummy variable with 1 ind
purpose hall, other wise 0. 
 




Sauna Dummy variable with 1 indicating the 
otherwise 0. 
 




Dummy variable with 1 i
pool, otherwise 0. 
 




Wading ing the condo has a Wading pool, 
therwise 0. 
* 
Security ndo has a 24-hrs 
curity system, otherwise 0. 
* 
Totaluni s in a condo. * 
CBD efers to the linear distance to CBD (km). * 
School g there is a primary school 
ithin 1 km, otherwise 0. 
* 
Location=1 ble with 1 indicating the unit is located in City and 
outh west, otherwise 0. 
* 
Location=2 ble with 1 indicating the unit is located in 
rchard/Tanglin/Holland, otherwise 0. 
* 
Location=3 ummy variable indicating the unit is located in Newton/Bt. 
Timah/Clementi, otherwise 0. 
* 
Location=4 Dummy variable with 1 indicating the unit is located in 
Location=5  unit is located in East * 
Location=6 the unit is located in * 
e unit is located in 
 
* 
Location=8 Dummy variable with 1 indicating the unit is located in West, 
e 0. 
* 




Macro economy variables 
Dummy variable with 1 indicat
o
 
Dummy variables with 1 indicating the co
se
 
Total number of unit
 
















Balestier/MacPherson/Geylang, otherwise 0. 
 
ummy variable with 1 indicating the
* 
D
Coast, otherwise 0. 
 
ummy variable with 1 indicating D
Changi/Pasir Ris, otherwise 0. 
 
Location=7 Dummy variable with 1 indicating th




Saletimes Refers to how many times a unit is sold. +
   
 
∆GDP The difference of GDP quarterly growth rate between 
termination date and purchase date (%). 
+ 
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∆Mortgage The difference of primary mortgage rate between termination 
 
- 
date and purchase date (%). 
∆Unemploy The difference of unemployment rate between termination date 
and purchase date (%). 
- 
(1): * indicates the sign of the variable can not be expected.  
 
4.4 Descriptive analysis 
 
Descriptive analyses of all variables are given in Appendix 2, Table 4.3 to Table 4.6, and 
Figure 4.3 to Figure 4.6. All the descriptive analysis is based on the database with 58, 182 
observations. For the time-varying variables, only the values at termination time are 
calculated.  
 
In Table A2.1 in Appendix 2, the mean of ‘Pricegrow’ ‘Pricecug’ ‘Indexgrow’ 
‘Indexcug’ (Definitions of the variables are in Table 4.2) of uncensored data is bigger 
than that of the censored data, which indicates a positive price growth has positive effect 
on turnover probability. The mean of ‘Price Expect’ and ‘Index Expect’ (Definitions of 
the variables are in Table 4.2) of uncensored data is also bigger than that of the censored 
tent with my expectation, so that further estimation is needed. 
ifferent mean and standard deviation values for the 
 or the censored data. The average of the variable Saletimes (Definition is in 
data. This is not consis
Other control variables also display d
uncensored
Table 4.2) is 1.1188 times for uncensored data, while 0.2098 times for censored data. Just 
as my expectation, active submarket will have higher turnover probability.  
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In this study, I want to investigate the housing price effect on housing turnover 
probability when housing experiences different degrees of appreciation/depreciation rate. 
also argue turnover probability has submarket pattern (Chapter 3). Therefore, these 
using price growth on turnover probability is the focus of this 
search. The average price growth for each housing unit is derived from the estimated 
 Table 4.3, for the mean of occupancy duration, it displays some pattern: the less the 
hich means the turnover probability will decrease when housing 
rice has larger change.  
igure 4.3(1) attempts to reconcile the contradiction. It shows the result of non-parametric 
nalysis of survival function of occupancy duration across price growth ranges. The 
I 
variables are described elaborately regards to occupancy duration in Table 4.3 to Table 
4.7, and Figure 4.3 to Figure 4.7. 
 
Price effect on occupancy duration  
 
The effect of average ho
re
housing prices (see Appendix 1). The occupancy durations across different price growth 
ranges are given in Table 4.3. The non-parametric occupancy duration analysis is also 
provided in Figure 4.3.  
 
In
price growth is, the longer occupancy duration is, which means the turnover probability 
will increase when housing price has bigger change. However, a contradicted result is 







horizontal axis indicates the occupancy period (quarters), while the vertical axis indicates 
e survival probability for any occupancy period.  
he figure shows that the higher the average growth is, the higher the probability of 
rnover will be. The result is as expected, but different from table 4.3. I think the non-
arametric analysis considers both occupancy duration and transaction volume, so it is 






















( erence of the survival curves among different price growth is tested with Log-rank, 
Wilcoxon and -2Log(LR) tests. The tested results indicate there is significant difference among the 
curves. The tested values are available for requirement. (Lawless 2003) 
1): The diff
 65


















Pricegrow=1 31 2 10 4.6129 2.4039
Pricegrow=2 28 3 10 7.0357 2.2358
Pricegrow=3 70 2 22 9.7000 4.2880
Pricegrow=4 197 2 29 1
2 37 19.1377 6.7313
Pricegrow=6 1,977 2 50 21.4699 7.4920
Pricegrow=7 2,069 1 50 21.6660 10.4622
Pricegrow=8 1,460 2 54 24.3527 9.3895
Pricegrow=9 858 2 52 23.1550 9.1486
Pricegrow=10 495 2 43 18.5010 9.3804
Pricegrow=11 380 2 42 16.0553 7.8387




Pricegrow=1 4,654 2 17 6.1530 3.0409
Pricegrow=2 1,557 2 21 12.5157 3.8631
Pricegrow=3 2,620 2 29 15.8962 5.0594
Pricegrow=4 7,320 2 37 23.5764 6.8561
Pricegrow=5 10,319 2 50 29.3076 7.7125
Pricegrow=6 8,471 2 54 31.6800 10.7223
Priceg 2966
Pricegrow=8 2,942 2 54 31.2879 11.6237
Pricegrow=9 859 2 52 24.4098 14.0764
Pricegrow=10 282 2 51 13.2305 9.4357
Pricegrow=11 242 2 44 9.3678 6.5210
Pricegrow=12 993 2 29 5.1551 2.6655
2.0152 4.6877
Pricegrow=5 857 
row=7 7,833 1 54 30.2552 12.












Note: the variable definition is in Table 4.2; the unit if the duration is quarters.  
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I also use cumulative price growth and URA index for estimation, so that the estimated 
results can be justified. When using average price growth derived from URA index, 
Table 4.4 and Figure 4.4(1) display the similar pattern as when using average price growth 
derived from estimated price. But for the same price growth, the survival function is 
different from that when using estimated price.  
 
 
Table 4.4 Occupancy Duration across Average Growth (URA index) 
 









      
Uncensored      
      
Indexgrow=1 24 2 8 5.4583 1.7932
Indexgrow=2 402 2 13 9.8234 3.0517
Indexgrow=3 1,295 3 29 17.3174 5.0705
Indxegrow=4 1,999 2 37 20.4057 7.4190
Indexgrow=5 1,822 1 41 21.4204 8.6845
Indexgrow=6 1,118 2 54 25.6717 9.8721
Indexgrow=7 1,735 2 50 23.4513 11.8355




Indexgrow=1 0 0 0 0.0000 0.0000
Indexgrow=2 0 0 0 0.0000 0.0000
Indexgrow=3 13,448 8 29 21.2403 7.7487
Indxegrow=4 24,668 2 37 23.1414 12.2101
 6,709 1 41 27.9277 12.7145
 3,171 42 54 45.8858 2.9714





Indexgrow=7 0 0 0   















How  or 
URA index (Table 4.5 and Table 4.6, Figure 4.5(1) and Figure 4.6(1)), I can not see clear 
p
 
I , if look at the  of occu ncy dura , ne rice  
a with shorter durat hile positiv  price gro  acc  with  
duration. That means housing price growth has negative im t on  prob . 
T tern can be seen fro nsaction volume. Figure 4.5 displ
pattern. Table 4.6 and Figure 4.6 display the sim r pattern h Ta d F .  
 
These findings are as my expectation that using cumulat pric  va r 











ever, when using cumulative price growth whether derived from estimated prices
attern.  
n Table 4.5 mean pa tion gative p growth
ccompanies ion, w e wth ompanies  longer
pac  turnover ability
he same pat m tra does not ay clear 
ila wit ble 4.5 an igure 4.5
















able 4.5 Occupancy Duration across Cumulative Growth (Estimated price)
      
 
      
PriceCug=1 54 1 33 19.9815 7.8368
PriceCug=2 851 1 41 16.0388 9.2232
PriceC 6616
PriceC 9740
1 51 19.1333 9.1818
8  1 47 9.27
7  1 54  
riceCug=8 622 1 49  
531 1 50 20.8814 9.4409
407 1 52 20.9189 10.4874
 3  1 50 10.4
 45  1
 1 48  1
 2 46  1
 3 47  
 2 42  1
 
 1 34  
7  1 50  
12  1 54  
3  1 54  
3  54  
3  53  
3  54  1
2 1 53 12.2
 2,602 1 54 27.9735 12.6222
0 2,422 1 53 28.1321 12.4980
riceCug=11 1,747 1 53 26.8609 14.6759
1,6  1 54 29.8  14.300
 54  1
 50  1
 1 52  
3 51  
Uncensored     
ug=3 2,396 1 49 17.7049 8.





















PriceCug=13 285 22.1754 0.1588
PriceCug=14 174 24.1954 0.5193
PriceCug=15 188 25.2926 8.8755




PriceCug=1 667 26.0315 8.0051
PriceCug=2 ,285 22.7870 9.4217
PriceCug=3 ,843 23.2253 11.4957
PriceCug=4 ,976 22.8277 13.8505
PriceCug=5 ,551 1 23.8468 12.5221












PriceCug=12 77 008 1
PriceCug=13 870 1 33.3839 2.6673
PriceCug=14 335 1 33.4896 3.5299
PriceCug=15 126 36.0635 14.1567
PriceCug=16 6 30.1667 18.2912
N le definition is in T
 




Figure 4.5 Survival Fun cross C ulative Growth ( d Pric
 
ction a um Estimate e) 
 
Note: the variable definition is in Table 4.2; the unit of duration is quarters.  
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Table 4.6 Occupancy Duration across Cumulative Growth (URA Index) 
 












IndexCug=1 16 10 11 10.6875 0.4787
IndexCug=2 325 6 29 19.3292 7.4775
IndexCug=3 783 5 31 17.8135 6.0877
IndexCug=4 1,291 2 35 18.4547 6.6432
IndexCug=5 1,454 1 37 16.0055 9.0950
IndexCug=6 1,200 2 35 18.2867 8.2512
IndexCug=7 898 2 38 15.8731 9.5432
IndexCug=8 533 3 39 18.3602 9.9777
IndexCug=9 545 4 41 19.4826 11.5982
IndexCug=10 919 6 45 22.9184 10.0292
IndexCug=11 749 8 46 23.5848 10.1564
IndexCug=12 526 11 54 24.6882 11.5833
IndexCug=13 722 13 50 24.5236 10.0248




IndexCug=1  0  0  0  0  0
IndexCug=2 5,408 27 29 28.3469 0.7868
IndexCug=3 7,949 23 31 27.9171 3.0030
IndexCug=4 12,105 9 35 22.9476 10.2040
IndexCug=5 13,202 1 37 15.4557 13.3670
IndexCug=6 1,705 18 20 18.6546 0.9387
IndexCug=7 1,814 19 38 27.4212 9.4411
IndexCug=8 1,047 39 39 39.0000 0.0000
IndexCug=9 1,595 40 41 40.4000 0.4901
IndexCug=10 1,780 42 45 43.7039 1.0584
IndexCug=11 259 46 46 46.0000 0.0000
IndexCug=12 1,228 47 54 49.4243 1.9476
IndexCug=13  0  0  0  0  0
  0  0  0  0  0IndexCug=14





 Figure 4.6 Survival Function across Cumulative Growth (URA Index) 
 
 
Note: riable definition is i  Table 4.2; the it of duratio uarters.  the va n  un n is q
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Variation of housing Occupancy cros  subm
 
Table 4.7 shows the occupancy duration across nine ho g sub The tab s 
not display significant difference of occupancy duration among l
occupancy duration of the uncensored data is concerned, there is higher turnover 
p  downtown than in suburban ea, since the occupan on is sh  
location 1, 2, 3, and 4. If transaction volume is concerned, location 2, 3 and 5 are more 
active.  
 
Figure 4.7 shows the result of non-parame c analysis of survival function for occupancy 
duration across locations.  The horizontal axis indicates the occupancy period, while the 
v ndicates th ival probabi y for any occupancy period.  But the result of 
able 4.7. The figure shows that location 2 and 
9 have the lowest survival probability fo eans the 
highest probability of turnover. Locations 1, 4, 5 and 7 are similar in occupancy duration 
probability, while locations 3, 6 and 8 have the similar probability of turnover.  
 
The result of Figure 4.7 should be more convinced than Table 4.7, because it includes 
both occupancy duration and transaction volume for estimation. With adding other 
hedonic housing attributes variables, there should be more accurate pattern resulting in 
semi-parametric proportional model.  
 
 
duration a s housing arkets  
usin markets. le doe
ocations. If the average 
robability in  ar cy durati orter in
tri
ertical axis i e surv lit
non-parametric analysis is different from T
r any occupancy duration, which m
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Location N MIN MAX MEAN STD
  
7 1 54 19.3983 9.3902
=6 625 1 47 21.0832 8.2238
Location=7 611 1 46 20.0000 9.9340
Location=8 983 1 51 20.1028 8.8353
Location=9 846 1 51 20.1170 9.6743
Censored 
Location=1 4,731 1 53 22.7212 13.3412
 3,487 1 47 24.8612 12.3251
 3,191 1 54 22.7703 14.502
Location=8 6,338 1 54 24.5773 11.2227
Location=9 2,926 1 54 27.1623 13.2947
Uncensored  
  
Location=1 886 1 46 18.9176 9.7715
Location=2 2,390 1 51 17.3954 10.1251
Location=3 1,364 1 46 19.1686 8.9758





Location=2 7,896 1 54 25.372 12.5423
Location=3 7,797 1 54 25.8036 10.8504
Location=4 4,186 1 54 23.7993 12.3101
Location=5 7,540 1 54 25.2289 12.3857
Location=6
Location=7
Note: all the variable definition is in Table 4.2.  
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Figure 4.7 Survival Function across Locations 
 
Note: all the variable definition is in Table 4.2; the unit of duration is quarters.   
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Chapter 5    Empirical Results 
 
5.1 Empirical model selection  
 
This research aims to explore the effect of price dynamics on turnover probability, 
he variables indicating macro economic condition is strongly correlated with housing 
 
especially when housing price experiences different appreciation/depreciation rate. Based 
on the discussion in Chapter 3, I will use average price growth derived from the estimated 
prices from 2PSTAR model with Heckman Procedure as measurement of price changes 
effect; to study the turnover probability when housing price has different magnitude 
changes, the average price growth is classified into a set of dummy variables. The 
database also provides the advantage of calculating cumulative price growth or using 
national index (URA index) as price proxies, so that I develop eight sets of price growth 
variables for each occupying period of a unit (Chapter 4). Therefore, this part estimates 




prices in the database, so I include just price effects and hedonic housing attributes 
variables in hazard model for estimation. The results of the eight models are shown in 
Appendix 3 (Table A3.1 to Table A3.8). The comparison of the eight models is given in 
Table 5.1.  
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 Table 5.1 Comparison of Eight Models 




Model 1 Pricegrow 0.0996 
 




16 Sig(4), 14 Non-sig 
Model 2 Indexgrow 0.0470 √ × 14 Sig, 16 Non-sig(5)
Model 3 PriceCug 0.0473 √ √ 16 Sig, 14 Non-sig 
(3)
Model 4 IndexCug 0.0477 √ × 13 Sig, 17 Non-sig 
Model 5 Pricegrow=1... 0.2463 √ √  27 Sig, 3 Non-sig 
Model 6 Indexgrow=1.. 0.0493    × × 15 Sig, 15 Non-sig 
Model 7 PriceCug=1… 0.0474 × √ 15 Sig, 15 Non-sig 
Model 8 IndexCug=1... 0.0483 × × 14 Sig, 16 Non-sig 
(1): The definition of the variables is in Table 4.2. 
(2): √ indicates the sign is as expected and the effect is significant.  
(3): × indicates the sigh is not as expected or the effect is not significant 
(5): The number of the variables that are not significant.  
(4): The number of the variables that are significant.  
 
Table A3.1 to Table A3.4, Appendix 3) use numerous variables 
dicating housing price growth. When using URA index (Model 2 and Model 4) or using 
2
2
hile when using URA index, the price expectation has no effect on turnovers 
odel 2 and Model 4). The hedonic housing attributes variables are not stable, because 
many of them ing different 
 
 
The first four models (
in
cumulative price growth (Model 3 and Model 4), the model fit are very low and similar, 
Pseudo R  less than 0.05. When using average price growth derived from 2PSTAR model 
with Heckman Procedure (Model 1), the model fit has significant improvement, with 
Pseudo R  0.0996. All the four models indicate that positive housing price growth has 
positive effect on turnover probability; and initial LTV has positive effect on turnover 
probability. When using the estimated prices from 2PSTAR model with Heckman 
Procedure, the price expectation has negative effect on turnover probability (Model 1 and 
Model 3); w
(M
are not significant and the significance will change when add
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housing price effect variables. The comparison ur models indi tes that t 
model is better with the high model fit an ected sign of price expectation effect.  
 
T models (Table A3 able A3.8, Appendix 3), use dummy variables 
which indicate the magnitude of housing price changes. The models using URA index or 
c e growth (Model el 7, Mo still have odel fit, Pseudo 
R 05. When using average price g erived f timated housing 
prices, Model 5 displays the highe el fit with o 0.2455
 
In Model 5, all the variables are consistent with heses. Ho appreciatio  
p fect on turnover prob  and housing depreciatio negative . 
Price expectation has negative effect on turnovers. The effect of initial LTV is positive. 
Most of the hedonic housing attributes has signific pact on tu  probabilit
 
However, in the other three models, the effect of housing price growth is ambiguous. In 
Model 6, turnover probability wi ase with e price growth, except tha  
g re than 5%. In Model 7, positive price growth has no significant influence 
o probability. Even t negative growth crease tu  
p has not clear d e if pric ifferent extent growth. M  
ome 
are not, and the hazard ratios in relation to negative price growth vary irregularly. The 
findings related to price appreciation in the three models are like the findings of Chan 
(2001) and Englhardt (2003). In the three models, the effects of hedonic housing 
 of the fo ca  the firs
d exp
he last four .5 to T
umulative pric 6, Mod del 8),  low m
2 less than 0. rowth d rom es
st mod  Pseud 41.  
 hypot using n has
ositive ef ability, n has effect
ant im rnover y.  
ll decre positiv t price
rowth is mo
n turnover hough  price will de rnover
robability, there ifferenc e has d odel 8
indicates that when price growth is positive, some variables are significant while s
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attributes are not robust. When using URA index, the price expectation has no impact on 
turnover (Model 6 and Model 8).  
 
The comparison of the last four models indicate Model 5 is much better than the other 
three in model fit and the capability of explaining the effect of price dynamics on 
turnovers, because the sign and significance of most variables are as expected. The 
finding is consistent with the descriptive analysis in Figure 4.3 to Figure 4.6.  
 
Comparing Model 1 with Model 5, it is found that model 5 is much better than model 1, 
because model 5 has much higher model fit and most housing hedonic attributes variables 
are significant. This finding indicates turnover probability has different response to 
different price change magnitudes.  
 
All the estimated results show that when using URA index as prices proxies, the 
estimated results are not robust and appear to be biased; average price growth is a better 
measurement than cumulative growth to measure housing price changes; using dummy 
variables indicating price growth ranges is better than using just one continuous variable 
to measure price impact. Therefore, I employ Model 5 as the ultimate empirical model.  
dings to 
 
5.2 Empirical model  
 
After ignoring several non-significant variables, Model 5 is re-estimated and the result is 
given in Table 5.2. For every building, I choose one of its nearby four buil
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calculate first-lag spatial auto-correlation coefficient of martingale residuals. The spatial 
216697. The low correlation coefficient indicates that the 
bmarket characteristics of turnover probability are to certain degree captured by all the 
correlation coefficient is 0.
su
hedonic variables. Even though owners’ information is omitted in this analysis, the low 
correlation coefficient suggests most of the information is captured by submarket 
variables.   
 
Table 5.2 The Ultimate Estimated Result of Hard Model  
  Parameter Standard   Hazard
Variable Estimate Error Pr > ChiSq Ratio
      
Pricegrow=1 -4.7451 0.1814 <.0001 0.009 
Pricegrow=2 -3.8076 0.1908 <.0001 0.022 
Pricegrow=3 -3.4003 0.1227 <.0001 0.033 
Pricegrow=4 -2.7279 0.0756 <.0001 0.065 
Pricegrow=5 -1.3269 0.0422 <.0001 0.265 
Pricegrow=6 -0.2108 0.0329 <.0001 0.81 
Pricegrow=8 0.6400 0.0352 <.0001 1.896 
Pricegrow=9 0.7220 0.0419 <.0001 2.058 
Pricegrow=10 0.7380 0.0515 <.0001 2.092 
Pricegrow=11 0.9574 0.0576 <.0001 2.605 
Pricegrow=12 1.6928 0.0364 <.0001 5.434 
Price Expect -1.6168 0.0527 <.0001 0.199 
LTV 0.5577 0.0320 <.0001 1.747 
Area 0.0012 0.0002 <.0001 1.001 
Level 0.986 
Freehold 0.0695 0.0302 0.0212 1.072 
Carpark 0.1482 0.0379 <.0001 1.16 
GYM -0.1863 0.0278 <.0001 0.83 
Fitness 0.1214 0.0312 0.0001 1.129 
Minimart 0.1798 0.0750 0.0165 1.197 
Tennis -0.3891 0.0324 <.0001 0.678 
Totaluni 0.0007 0.0001 <.0001 1.001 
Sauna 0.1487 0.0250 <.0001 1.16 
Swimming -0.2704 0.0631 <.0001 0.763 
Saletimes 0.2211 0.0306 <.0001 1.247 
School 0.2099 0.0259 <.0001 1.234 
CBD -0.0444 0.0050 <.0001 0.957 
MRT -0.0736 0.0174 <.0001 0.929 
Age 0.0039 0.0013 0.0034 1.004 
    
(1)
-0.0144 0.0020 <.0001 
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Location=1(2) 0.2292 0.0615 0.0002 1.258 
Location=2 0.8118 0.0638 <.0001 2.252 
Location=3 0.1522 0.0459 0.0009 1.164 
Location=4 0.1611 0.0625 0.0099 1.175 
Location=5 0.9881 0.0509 <.0001 2.686 
Location=6 0.3281 0.0509 <.0001 1.388 
Location=7 0.1744 0.0621 0.005 1.191 
Pseudo R Square 0.2452    
Note: (1) Pricegrow=7 is taken as base. (2), location=8 and location=9 are taken as base.  
 
5.2.1 Submarket effect 
 
Turnover probability displays clear submarket pattern, since most hedonic housing 
ttributes variables are significant. The property characteristics variables indicate that 
ousing units, which are older, larger, with low level and ‘freehold’, have higher 
a
h
probability of turnover. The hazard ratios of the neighborhood variables also reveal some 
pattern. Some facilities, such as Car Park, Minimart and Fitness, have positive effect on 
turnover probability; while some facilities, such as Swimming Pool, Gymnasium and 
Tennis Court, have negative impact on turnover probability. It can be seen that the 
housing units near to school have higher turnover probability. This may be due to 
housing consumption preference changes with the growing up of children. CBD and 
MRT have negative impact on turnover probability. That means the convenience of the 
facilities may keep the households from moving. The hazard ratio of “Saletimes” is 1.247. 
That means turnover probability is high in an active market.  
 
After controlling the property and neighborhood characteristics, the nine submarkets 
exhibit such descendent sequence of turnover probability: location 5, 2, 6, 1, 7, 4, 3, 8 
and 9. The sequence shows the houses with good residential environment (location 5, 6, 7) 
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have relatively high turnover probability, but the houses with high prices in downtown 
(locatin 1, 2, 3, 4) are not necessary to show high turnover inclination.  
 
The above findings are consistent with the work of Cheung et al (2004), in that housing 
turnover probability is associated with hedonic housing attributes, but the popularity of a 
nit is not necessary related to high quality. The findings confirm the discussion in 
effect of 




Chapter 3 that submarket is an important issue influencing turnover probability.  
 
5.2.2 Housing price effect  
 
The hazard ratios of average price growth variables are coherent with the hypotheses. 
Housing price appreciation has positive effect on turnover probability, while the 
h
appreciation and depreciation and rises with the magnitude of housing price changes. The 
effect of housing price changes on turnover probability is further described in Figure 5.1. 
The vertical axis indicates hazard ratio, and the horizontal axis indicates average price 










The figure shows that the effect of housing price changes on turnover probability is non-
linear and asymmetric with regard to price appreciation and deprecation. This reflects 
that owners have preference as to housing price changes. When housing price growth is 
between -1% and 1%, the turnover probability is relatively stable, between 0.81 and 1. 
When housing price change is more than 1% or less than -1%, turnover probability has 
big change. After that, turnover probability will continue to change quickly with price 
depreciation. When price depreciation reaches 3% or worse, the turnover probability 
drops to almost zero. But turnover probability will keep relatively stable till price growth 
up to 4%.  After 4%, turnover probability has great increase.  
 
These findings provide mor s proposed in mobility and 
time-on-market literature. When housing price has little growth, the leverage effect and 
e clear evidence for the theorie
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wealth will encourage more consumption in housing or other goods, so that turnover 
robability will rise (Nakagami and Pereira 1991, Kiel 1994). However, when price 
with price depreciation. This 
nding is more consistent with nominal loss aversion theory (Genesove and May 1997, 
nces bigger loss.  
he coefficient of initial LTV is positive. This finding is different from the results of 
p
continues to grow, homeowners will hold the property and expect more growth. The 
continuous big growth will make the homeowners very happy and realize capital gain in 
case price will go down in the future (Kiel 1994). This explanation also holds for 
investors.  
 
It seems that households are more sensitive to price depreciation than price appreciation, 
because the turnover probability has been going down 
fi
Engelhardt 2003), even though equity constraint may also exist. As an improvement to 
previous studies, Figure 5.1 reveals that the nominal loss aversion psychology is not 
persistent and will be more serious when housing price experie
 
The effect of price expectation is significant and negative. This means that turnover 
probability is not only impacted by price growth, but also influenced by price expectation. 
If an owner expects future price appreciation, he will hold up the property and wait for 
the capital gains, but if he expects price depreciation, he will sell the property soon and 
realize the current capital gains.  
 
T
mobility literature (Chan 2001, Engelhardt 2003), but consistent with the mortgage 
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literature Deng et al (2003). Here, I explain it as important variable for data and empirical 
consideration without clear meaning on turnover probability.  
 
5.3 Conclusions 
ith the hypotheses that: housing price appreciation 
as positive effect on turnover probability of housing units, while the effect of price 
 the effect is asymmetric regards to price appreciation and 




The estimation process concludes that the estimated prices derived from 2PSTAR model 
with Heckman Procedure is superior to national index to measure price dynamics effect 
on turnovers; average price growth is better than cumulative price growth to explain the 













Chapter 6     Conclusions 
 
6.1 Summary of the main findings 
 
The effect of housing price dynamics on housing turnovers is directly investigated, using 
th has great impact on turnover: price deprecation will 
transaction database. This study is important. Housing is an investment tool for 
homeowners, which makes housing price an important issue influencing turnovers. The 
study can also help to explain the positive price-volume relationship in housing market. 
Even though mobility and time-on-market literature have proposed theories and provided 
empirical findings about this matter, the empirical results could be enhanced by using 
different database and price effect variable measurement.  
 
In this research, I use a 13 years’ transaction database, which covers all the transactions 
in housing market. Housing prices are estimated with 2PSTAR model with Heckman 
Procedure. Housing price effect variables are also improved.  
 
The findings indicate price grow
erode turnover, while price appreciation will motivate turnover, and the effect rises with 
the magnitude of the housing price change. More importantly, the effect of price 
appreciation and depreciation is asymmetric and nonlinear. Price expectation has also 




The findings have two improvements to the previous studies. First, the findings reveal the 
arket, there 
ill be higher turnover probability. 
.2 Policy implications 
These findings have important implication for investors, mortgage institutes and 
academic research.  
 
Housing is an investment tool for homeowners, so that investment risk is an important 
aspect homebuyers will consider when buying a house. Investment risk is usually 
measured as the volatility of price. Howev r, turnover probability also has impact on 
investment risk (Change et at 2004). High turnover probability implies low investment 
risk, because it is easy to realize r clear the negative asset through 
lling a unit with high turnover probability. The findings about the effect of price 
turnover probability pattern when housing price has difference magnitude change, which 
is just paid a little attention in Chan (2001) in the previous literature. Second, these 
findings provide more clear evidence about the theories proposed in previous mobility or 
time-on-market studies.  
 
This research also finds turnover probability varies across market segments. Hedonic 
housing attributes have impact on turnover probability; houses with good residential 
environment have relatively high turnover probability, but the houses with high prices in 






the capital gain o
se
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dynamics on turnover probability indicate that turnover probability changes with the 
volatility of price, so that a homebuyer should consider both price change and turnover 
robability change at the same time. This research also finds that turnover probability 
g units by 
bserving the submarket and hedonic housing attributes characteristics.   
ally observed from household aspect, observing 
ousehold characteristics (Kau et al 1995, Quercia et al 1993, Clapp et al 2000, 
001, Deng et al 
003). Turnovers of housing units are likely to result in prepayment of mortgage. This 
ng attributes to predict mortgage prepayment risk, besides from household 
haracteristics. The submarket characteristics of turnover probability also suggest that 
e dynamics and turnover probability suggests that mortgage 
stitutes will confront low prepayment risk in recession housing market. This is a good 
news. But the default risk may rise. How the two risks complete? There are many 
mortgage papers trying to measure the competing risk, such as Pavlov (2001) and Deng 
p
displays submarket pattern and can be predicted using hedonic housing attributes. Thus, 
given other things same, investors can evaluate the investment risk of housin
o
 
The estimation process provides mortgage institutes another angle to observe mortgage 
prepayment. Mortgage prepayment is usu
h
Abrahams et al 1997, Clapp et al 2001). But these characteristics are difficult to be 
captured or measured whether in academic research or practice (Pavlov 2
2
research finds that turnover probability has submarket pattern and is also associated with 
hedonic housing attributes. Therefore, mortgage institutes can observe from submarket or 
hedonic housi
c
mortgage institutes should make difference mortgage policy for different submarkets.   
 
The relationship between pric
in
 90
et al (2003). But these papers never consider the competing risk under different market 
conditions. The findings encourage future mortgage studies to consider this issue.  
 
This research helps to explain the positive price-volume relationship in housing market. 
se to housing price changes.  
owever, housing market displays that trading volume leads housing price (Oltalo-
crease of real disposable income as an exogenous factor, will raise aggregate 




The findings explain how trading volume changes respond to housing price changes by 
revealing the homeowners’ transaction behavior as a respon
H
Magne 1997, Leung et al 2002, Berkovec and Goodman 1996). This is because that 
housing market is influenced by both exogenous and endogenous factors. For example, 
the in
h
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I use the same primary transaction database as occupancy duration estimation. The 
condominium project and neighborhood related spatial information is added to the 
atabase. GDP growth rate of every quarter is also added to the database.  
herefore, I expand the database from 74,990 to 
,229,294 observations by listing all the housing units in every quarter since 1990, 
my variable is employed to indicate if a housing unit is transacted 
t a quarter. The sum of  is 74,990, since there are 74,990 transacted observations.   
stimation process and variables
d
 
To use 2PSTAR model with Heckman procedure, every housing unit should be observed 
in every quarter since it is on market. T
2




 differs in locations. Even the houses in 
milar neighborhood have different probability to be sold because of their particular 
characteristics. So that hedonic housing attributes and macro economy variables will be 
 
In the first step of Heckman Procedure, a probit model needs to be estimated. s , will be 
employed as dependent variable. Housing transaction volume usually has positive 
relationship with macroeconomic level and
si
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employed as explanatory variables. In this research, I would like to use GDP growth rate 
in every quarter as an indicator of macro economy. A correction variable—inverse Mills 
ratio, will be derived from the estimation result for use in the next step.  
 
To make sure that the estimation of housing prices is accurate, I estimate several models 
nd justify the results.  
). The same dependent variable and 
edonic housing attributes variables as in OLS are employed, but the variables indicating 
a
 
Firstly, conventional hedonic model will be estimated (OLS). According to hedonic 
model theory, log of the transacted housing prices will be employed as dependent 
variable, and the variables indicating hedonic housing attributes and transaction time will 
be employed as explanatory variables.  
 
Secondly, OLS model with Heckman Procedure will be estimated (HeckOLS). Compared 
with the OLS model, the correction variable—inverse Mills ratio, will be added as one 
explanatory variable to correct sample selection bias.  
  
Thirdly, 2PSTAR model will be estimated (2PSTAR
h
transaction time are not needed, since the time information is included in the matrix to 
resolve spatial-temporal correlation. 
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Fourthly, 2PSTAR model with Heckman Procedure will be estimated (Heck2PSTAR). 
The same variables as in 2PSTAR model will be used, besides adding inverse Mills ratio 
as an explanatory variable for sample selection bias.  
The hedonic housing attributes variables in probit model and hedonic models are the 
same excep ating nine 
locations, while t use one variable separating housing market to 
d ntown area 
 
The variable de escriptive analysis is shown in table 






t for location variables. In probit model, I use nine variables indic
 in hedonic model I jus
ow and suburban area.   
finition is shown in table A1.1. D
 for every observation.  




Table A1.4 shows the estimated result of probit model. The model fit is well with 
Peseudo R2 0.519096. The estimated results show that the transaction probability for 
every unit is different. It 
differ relative to omic condition.  
 
esults are shown from table A1.4 to table A1.7.  
does not only differ across hedonic housing attributes, but also 
 macro econ
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T 5 ind he 
l del has ared to 
O wever, d 
a  the  
m mple s
 
T 6 sho  
models, the two m fit and reducing residual autocorrelation. 
Com red with Heck2PSTAR 
does not impro le the sign of MRT changes and 
s fficien
 
All the estimated results show that Heckman procedure will correct sample selection bias 
b co prove model fit and 
t  of d 
with OLS, Heck2PSTAR provement in model fit, and the signs of coefficients are 
more reasonable
 
After deleting some insignificant variables of Heck2PSTAR in Table A1.6, Table A1.7 
shows the ultim  result of Heck2PSTAR.   
 
able A1. icates that the estimated results of OLS and HeckOLS are different. T
ater mo  no improvement in model fit or residual auto-correlation comp
LS. Ho  some coefficients, especially coefficients of time variables, have change
fter adding  variable inverse Mills ratio. The inverse Mills ratio is significant, which
eans sa election bias exists.  
able A1. ws the results of 2PSTAR and Heck2PSTAR. Compared with previous two
odels are better in model 
pa  OLS, the signs of some coefficients in 2PSTAR change. 
ve model fit compared to 2PSTAR, whi
ome coe ts also change. The inverse Mills ratio is also significant.  
y changing efficients of some variables. 2PSTAR model will im
he accuracy  coefficients by removing spatial-temporal autocorrelations. Compare
 has im
 according to hedonic price theory.  
ate estimated
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B n the es
during the occupancy duration is estimated and added to the database for studying the 
effect of price dynam    
 
Table A1.1 Variable Definition 
(measurement) 
 
ased o timated result, the housing prices of every housing unit in every quarter 
ics on turnover probability.
 
for Estimating Housing Prices 
Variable Definition 
S The dumm nt variable  property is transac
quarter, other  used in th tep to estimate housing price—probit 
model 
y depende  with 1 indicating the ted at a 
wise 0, e first s






ed by l n the 
 to estimate ho
 
Independe  
Area Built-area measured in sq.m which indicates the size of the apartment. 
 
Level Floor level of the apartment. 




Dummy variable  indicatin condo has a Barbecue
otherwise 0. 
 
Dummy variable w ndicating ndo has a Covered car
otherwise 0. 
 
Dummy variable with 1 indicating t  a Gymnasium, otherwis
 
Dummy variable with 1 indicating the condo 
 
Dummy variable w ndicating the condo has a Fitness area/jogging track, 
otherwise 0. 
 





Age Age of the property (nu r of quarters). 
Bbq with 1 g that the  area, 
Carpark ith 1 i  that the co  park, 
GYM he condo has e 0. 
Jacuzzi has a Jacuzzi, otherwise 0. 
Fitness ith 1 i
Minimart ic
 
MPH Dummy variable with 1 indicating the condo has a Multi-purpose hall, oth
wise 0. 
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Plargrou therwise 0. 
 
Dummy variable with 1 indicating the condo has a Playground, o
Sauna Dummy variable with 1 indicating the condo has a Sauna, otherwise 0. 
 y variable with 1 indicating the condo has sh court, ise 0. 
ing y variable with 1 indicati  condo has a Swimming pool, otherwise 
 y variable with 1 indicating the condo has is court, ise 0. 
g y variable with 1 indicating the condo has a Wading pool, ise 0. 
y y variables with 1 indica he condo 4-hrs se ystem, 
ise 0. 
ni number of n a condo
s to linear distance to the nearest MRT Station (km). 
s to the linear distance to CBD (km). 
indica there is a primary school , 






 Dummy  u n
otherwise 0. 
 
4 Dummy variable with 1 indicating the unit is located in 
Balestier/MacPherson/ herwise 0. 
 
5 Dummy variable with 1 indicating the unit is located in East Coast, otherwise 
0. 
 
6 Dummy variable wit ating the unit d in Changi/Pa
otherwise 0. 
 
 Dummy variable with 1 indicating the unit is in Serangoon/T
otherwise 0. 
 
8 Dummy variable with ing the unit is lo  West, otherwise
 
Dummy variable with 1 indicating the unit is located in North, otherwis
 
 
Squash Dumm  a Squa  otherw
 
Swimm Dumm ng the
0. 
 
Tennis Dumm  a Tenn otherw
 
Wadin Dumm  otherw
 
Securit Dumm ting t has a 2 curity s
otherw
 










my variable with 1 indicating the unit is located in 
ard/Tanglin/Holland, otherwise 0. 




Location= h 1 indic is locate sir Ris, 
Location=7 located houson, 
Location= 1 indicat cated in  0. 
Location=9 e 0. 
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Center Dummy variable with 1 indicating unit locat owntown—Location=1 




90Q1—03Q2 Dummy variable with 1
 
GDP growth rate quarterly (%) 
 




Table A1.2 Descriptive Analysis of Continuous variables  
(1) MEAN STD MIN Variable MAX
Area (sq.m) 137.1249 57.7286 30.00 967.00
Level 7.3589 5.8095 1.00 38.00
CBD (km) 8.8886 4.2941 0.73 22.29
MRT (km) 1.3982 0.8662 0.08 12.53
Totaluni 1232.00
Age (quarters) 18.1091 23.0229 -25.50 119.50
GDP (%) 0.8733 1.1018 8.81
1
375.0442 300.8810 7.00 
-8.76 
Ln_price 13.5733 0.4457 11.92 16.3
( .  
Tab ) De  A is of Dummy s 
             ent (%    Variable     Perce
1): All the variable definition is in Table A1.1
 
le A1.3(1 scriptive nalys  variable
 
Variable(1)            Perc )(2)
  
                                     nt (%) 












































Sauna 56.12  
Swimm 95.05  
School 42.40   
(1): All the variable def n Ta
(  refers to the p f the its have the facilitie e num
h nits.  
 
inition is i ble A1.1.  
2): This ercentage o  housing un  which s against th ber of all 
ousing u
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Tab ) D  A is of Dummy s 
le(1)       Perce          cent (%)        Variable            P
le A1.3(2 escriptive nalys  variable
 
Variab nt (%(2)) Variable          Per ercent (%) 
90Q1 0.06 9 99Q 2.36  4Q3 3.71 1 
90Q2 0.25 9 99Q 3.28 
0.17 9 99Q 2.90 
0.17 95 99Q 1.73 
0.34 95 00Q 1.67 
0.74 95 00Q 1.28 
0.57 96Q 00Q 1.28 
0.56 96 00Q 1.67 
0.66 96 01Q 0.87 
0.85 96 01Q 1.05 
1.37 97 01Q 0.96 
1.56 97 01Q 0.51 
0.95 97 02Q 2.70 
2.39 97 02Q 2.34 
3.22 98 02Q 1.57 
3.01 98 02Q 1.91 
2.46 98 03Q 0.90 
3.94 98 03Q 1.00 
 4Q4 3.76 2 
90Q3  5Q1 2.52 3 
90Q4  Q2 4.20 4 
91Q1  Q
Q4 
3 3.14 1 
91Q2  3.42 2 
91Q3  1 4.70 3 
91Q4  Q2 5.82 4 
92Q1  Q3 3.00 1 
92Q2  Q4 1.79 2 
92Q3  Q1 1.82 3 
92Q4  Q2 1.86 4 
93Q1  Q3 1.65 1 
93Q2  Q4 1.38 2 
93Q3  Q1 0.77 3 
93Q4  Q2 1.38 4 
94Q1  Q3 1.25 1 
94Q2  Q4 1.31 2 
(1): All the variable defi n Tab
(  is calculated as er of h its e transacted at t gainst th
o sing units.  
1.4 d t of Probit Mo
le(2) amete  
 
   Standard Erro
 
        Pr
nition is i le A1.1. 








Par r Estimate        r          > ChiSq 



















Area 0.001 1 <.0001
Level 0.012 7 <.0001
Freeho -0.155 0 <.0001
Age -0.043 3 <.0001
Bbq -0.027 7 0.0099
Carpar -0.223 5 <.0001
GYM -0.064 9 <.0001
Jacuzz 0.062 1 <.0001


























on=8 -0.4326 0.0227 <.0001
ation=9 -0.2344 0.0247 <.0001
GDP <.0001
Peseudo R square 
MRT 0.0544 0.0055











Note: (1) Location=2  base; (2) The variable definition is in T
 
 
Tab  Es edonic Mode
OLS 
le               Coef (2)
HeckOL
 
Variable                   Coeffi      
is taken as a able A1.1. 
le A1.5 timated Result of H l 
 
Variab ficient          t
S 
cient           t(2)  
Intercept 12.50 ,37 Intercept 12.52 1,000 1 6.1000* 00 15.2000*
Level 
Area 
0.0 40 L 0.00 3
0. 301 Area 0. 2
-0.00 -8 MRT -0.00 -
0.21 105. Freehold 0.21 10
0.04 17.2 B 0.04 1
-0.018 -7 Carpark -0.0170 -
0.01 MPH 0.01
 0.00 0 P 0.00
0.0 3 S 0.05 3
ing 0.1 2 S 0.1
-0.02 Tennis -0.022
ng 0.0 Wading 0.0
27.7 S 0.05
-0.0 -5 Age -0.0
r 0.19 92 C 0.1
-0.5 -2 Inverse Mills 
R
-0.00 -
-0.5 -2 9 -0.5
-0.5 -23 90Q3 -0.5 -
-0.5 -32 90Q4 -0.5 -
-0.5 -40 91Q1 -0.5
-0.43 -31 91Q2 -0.5
-0.4 -3 91Q3 -0.4 -
-0.4 -3 91Q4 -0.4 -
-0.4 -36 92Q1 -0.4 -
0
0050 
63 .2680* evel 62 9.6440*
.6900* 0050 94.1100*
MRT 92 .3794* 95 8.5981*
Freehold 14 3800* 21 4.6900*
Bbq 00 890* bq 01 7
6.5948*
.3010*
Carpark 79 .5229* 93 
MPH 63 8.3821* 77 8.7301*

































90Q3 200 3.3990* 0Q2(1) 436 -28.8210*
90Q4 199 .2310* 212 23.4470*
91Q1 386 .4160* 214 23.2890*












92Q2 325 .0070* 35.3210*
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92Q3 -0.39 -3 92Q2 -0.436 7.7320* 329 -36.0370*
92Q4 -0.3 -37 92Q3 -0.3
-0.3 -3 92Q4 -0.3
-0.2 -31 93Q1 -0.3 -
-0.2 -2 93Q2 -0.2 -
-0.2 -24 93Q3 -0.22 -
-0.1 -17 93Q4 -0.21 -2
-0.0 -6 94Q1 -0.1 -
0.00 0 94Q2 -0.0
0.02 2.4 94Q3 0.00
0.0 94Q4 0.01 2
0.1 19 95Q1 0.0
0.09 10 95Q2 0.16 1
0.10 12 95Q3 0.08 1
0.1 19 95Q4 0.1
0.23 28 96Q1 0.16 1
0.18 20 96Q2 0.23 2
0.2 22 96Q3 0.1
0.23 23 96Q4 0.22 2
0.23 24 97Q1 0.2
0.2 23 97Q2 0.23
0.22 21 97Q3 0.23 2
0.1 10 97Q4 0.22 2
0.08 98Q1 0.13 1
0.06 5 98Q2 0.0
-0.05 -5 98Q3 0.0
-0.05 -5 98Q4 -0.05
0.0 7 99Q1 -0.0486 
0.1 17 99Q2 0.0
0.19 2 99Q3 0.15
0.29 99Q4 0.1
0.2 1 00Q1 0.2
0.17 1 00Q2 0.2125 20.0160*
0.1 17 00Q3 0.1715 16.1750*
0.0 00Q4 0.1739 17.4460*
0.09 8.9105* 01Q1 0.07 6.4009*
0.08 7.5682* 01Q2 0.10 9.1214*
0.0147 1.0385 01Q3 0.0883 7.7069*
- 94 01Q4 1.1529
0.05 37* 02Q1 -0.00 -0.1637
# 6.4000*
1.8053#
767 02Q4 -0.0058 -0.59762
66
03Q2 -0.0394 -3.4397*





 test(4)  2,698.6070 
801 .6920* 953 -37.8120*
93Q1 524 0.3710* 821 -37.7650*
93Q2 945 .9850* 524 30.3750*
93Q3 234 5.5690* 952 32.0470*
93Q4 158 .4200* 51 25.6830*
94Q1 589 .4230* 81 4.5420*
94Q2 589 .8964* 589 17.4260*
94Q3 61 .71126 584 -6.8404*
94Q4 13 856** 46 0.53249
95Q1 256 2.8273* 97 .2942**
95Q2 616 .1690* 265 2.9261*
95Q3 01 .3310* 19 9.2030*
95Q4 66 .2520* 87 0.1600*
96Q1 610 .2420* 057 12.1370*
96Q2 15 .0590* 17 9.3130*
96Q3 06 .0630* 21 8.1190*
96Q4 249 .7310* 807 20.0790*
97Q1 39 .6520* 39 2.6120*
97Q2 55 .0870* 348 23.7260*
97Q3 329 .2510* 51 24.0450*
97Q4 87 .9140* 18 3.1290*
98Q1 278 .4310* 84 1.8860*
98Q2 34 7.9436* 01 0.5900*
98Q3 33 .9112* 851 8.0853*
98Q4 97 .7088* 643 5.9997*
99Q1 10 .5691* 87 -5.6041*
99Q2 635 .3108* -5.2797*
99Q3 576 .7350* 632 7.2768*
99Q4 95 0.2800* 71 17.6720*
00Q1 30 29.3810* 995 20.2860*








02Q1 0.0010 -0.109 0.0163 
02Q2 88 6.44 15 
02Q3 0.0173 1.7166 02Q2 0.0585 
02Q4 -0.0064 -0.65264 02Q3 0.0182 
03Q1 -0.0139 -1.1
03Q2 -0.0414 -3.6250* 03Q1 -0.0130 -1.10
  
R Square 0.7189 
First Lag 0.6160 
Auto-
(3)correlation correlation
F test(4)  2,698.6430 F
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0.1341  Median Median e (5) e (5) 0.1341  
Note: (1) 90Q1 is taken as a base.  
          (2
          (3 i i-1    
             ation),  i=1…n 
          (4 s the overall significance.  
          (5 s the absolute median error.  
          (6 he Variable definition is in Table A1.1.  
            
         
Table A1.6 Estimated Result of Hedonic Model 
2PSTAR   
 
Variab   Coefficient             t(1)
Heck2PSTAR 
 
Varia       Coefficient      t(1)
) *, significant at 1% level; **, significant at  level, # significant at 10% level.  
ag autocorrelation means the spatio-tempo ation of u ,u (the nearest prior 
5%
) The first-l ral correl




le                ble                         
Intercept 1.0410 23.2890* Intercept 1.0592 470*23.7
Level 0.0056 47.4250* Level 0.0054 610*
Area 0.0041 294.4300* Area 0.0041 0*
MRT 0.001713 0.69936 MRT -0.0032 914*
Freehold 0.0728 32.5270* Freehold 0.0761 930*
Bbq 0.0138 7.6184* Bbq 0.0133 101*
Carpark -0.00591 -3.8426* Carpark -0.00033 0859
MPH 0.0016 0.95694 MPH 0.0041 899*
Playgr 0.0096 5.0286* Playg 0.0090 310*
Sauna 0.0022 1.3229 Sauna 0.0021 01
Swim 0.0093 3.0066* Swim 0.0151 119*
Tennis 0.0154 7.95618* Tennis 0.0172 354*
Wading 0.0025 1.5822 Wading 0.00 163*
School 0.0071 2.6484* School 0.00 957*
Age -0.0010 -28.2540* Age -0.000 975*
Center 0.0104 6.4137* Center 0.0079 535*
lag 1(2) -0.0065 -121.3300* Invers
Ratio 
-0.021 760*
lag 2 -0.0101 -27.0560* lag 1(2) -0.006 000*
lag 3 0.0039 9.9352* lag 2 -0.009 650*
lag 4 0.0032 65.7880* lag 3 0.004 750*
lag 5  -0.0049 -1.8542* lag 4 0.0032 810*
lag 6 -0.0488 -18.0310* lag 5  -0.050 580*
lag 7 -0.0138 -5.1877* lag 6 -0.012 931*
lag 8 -0.0043 -1.7855# lag 7 -0.0149 975*
lag 9  -0.0134 -4.39948 lag 8 0.0157 499*
lag 10 0.0147 6.4127* lag 9  -0.036 910*
lag 11 0.0080 2.1333** lag 10 -0.011 368*
lag 12 -0.0354 -12.5650* lag 11 0.0009 520*




























  4 -13.5
 7 -3.9
 17.0
   -4.4
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lag 14 0.0009 15.6280* lag 13 -0.0010 640*  -31.6
lag 15 -0.0010 -4.7028* lag 14 -0.008 65**
lag 16 -0.0010 -32.2130* lag 15 -0.0245 360*
lag 17 -0.0116 -2.8431* lag 16 -0.0263 293*
lag 18 -0.0244 -10.4620* lag 17 -0.0258 181*
lag 19 -0.0254 -8.3014* lag 18 0.0077 80**
lag 20 -0.0037 -1.8094# lag 19 0.000 263*
lag 21 -0.0238 -4.4019* lag 20 -0.035 744*
lag 22 0.0080 2.6257* lag 21 -0.004 453*
lag 23 0.0005 9.1895* lag 22 0.0003 372*
lag 24 -0.0314 -2.5571** lag 23 0.0100 519*
lag 25 -0.0043 -7.8081* lag 24 -0.018 050*
lag 26 0.0004 5.6462* lag 25 0.0209 854*
lag 27 0.0115 3.8227* lag 26 0.049 680*
lag 28 -0.0177 -3.3423* lag 27 -0.159 442*
lag 29 0.0226 3.6422* lag 28 0.0255 3.7745*
lag 30 5.9553* lag 29 0.0163 3.0326*
lag 31 -0.1550 -9.2035* la -0.0003 -3.3409*
lag 32 0.0251 3.6649* lag 31 0.0283 4.7996*
-0.0014 -3.2632*
0.0005 10.1840*
lag 34 0.0125 2.9812*
060* lag 36 0.0198 4.6592*
7918* lag 37 -0.0147 -3.6297*
2* lag 38 -0.0006 -6.4775*
g 39 0.0313 2.4905**
 1.6974 214.9600*
 -0.7845 -96.8970*
0.0286 2.2686** lag 42 0.1770 40.0960*
1.7010 214.6900* lag 43 -0.0440 -7.8532*
-0.7907 -96.9670* lag 44 -0.1158 -19.1190*
0.1803 40.6980*    
-0.0459 -8.1566*    
-0.1192 -19.6770*    
0.8933  R Square 0.8935  
(3)
0.1425  First Lag Auto-
correlation(3)
0.1374  

















lag 33 0.0187 3.4636* lag 32 
lag 34 -0.0004 -3.5415* lag 33 
lag 35 0.0279 4.7065*
lag 36 -0.0013 -3.1932* lag 35 0.0239 5.5916*
lag 37 0.0005 10.5
lag 38 0.0164 3.
lag 39 0.0247 5.781
lag 40 0.0198 4.6164* la
lag 41 -0.0165 -4.0431* lag 40











e (5) 0.0697   Median eMedian (5) 0.0696   
Note: (1) *, significant at 1% level; **, significant at 5% level, # significant at 10% level.  
       (2) Lag calculation is in equation (16).  
       (3) The first-lag autocorrelation means the spatio-temporal correlation of ui,ui-1 (the nearest prior  
             observation),   i=1…n 
       (4) It tests the overall significance.  
       (5) It indicates the absolute median error.  








Table A1.7 the Ultimate Result of Heck2PSTAR 
Heck2PSTAR 
 
Variable                                                           Coefficient                                    t(1)
















Inverse M -0.02 115
lag 1(2) -0.00 .46
lag 2 -0.009 703*
lag 3 0.00 097
lag 4 0.0032 .51*
lag 5  -0.0510 938*
lag 6 -0.008 831*
lag 7 -0.0142 666*
lag 8 -0.0295 999*
lag 9  -0.010 415
lag 10  0.0009 17.369*
-0.00 648
lag 12 -0.000 161*
lag 13  -0.008 94**
lag 14 -0.025 959*
lag 15 -0. 17
lag 16 -0.0245 459*
lag 17 0.007 93*
lag 18 0.000 175*
lag 19 -0.03 384
lag 20 -0.004 743*
lag 21 0.00 238
lag 22 0.0092 636*
lag 23 -0.0158 817*
lag 24 0.019 996*
lag 25  0.0490 774*
lag 26 -0.1663 -9.9004*
lag 27 0.0171 2.2947**
lag 28 0.0220 3.2506*
lag 29 0.0181 3.3494*


















































lag 31 0.0213 3.6219*
lag 32 -0.0012 -2.9359*
lag 33 0.0005 10.803*
lag 34 0.0137 3.2763*
lag 35 0.0257 5.984*
lag 36 0.0303 6.4546*
lag 37 -0.0199 -5.0587*
lag 38 -0.0114 -2.7646*
lag 39 -0.0006 -6.8314*
lag 40 0.0340 2.7031*
lag 41 1.7016 215.82*
lag 42 -0.7818 -96.485*
lag 43 0.1756 39.593*
lag 44 -0.0472 -8.4377*
lag 45 -0.1186 -19.508*
R Square 0.8934
First Lag Auto-correlation(3) 0.1389
F test (4) 9,261.4700
Median e (5) 0.0695  
            Note: (1) *, significant at 1% level; **, significant at 5% level.   
                     (2) Lag calculation is in equation (16).   
                     (3) The first-lag autocorrelation means the spatio-temporal correlation of ui,ui-1 (the nearest  
                           prior observation),   i=1…n 
                     (4) It tests the overall significance.  
                     (5) It indicates the absolute median error.  
                     (6) All the Variable definition is in Table A1.1. 
  








































AREA 58,182 32.0000 896.0000 127.4717 44.6756
LEVEL 58,182 1.0000 38.0000 7.2305 5.5601
CBD 58,182 0.9100 22.2900 9.1284 4.4866
MRT 58,182 0.0800 12.5300 1.3503 0.8742
Totaluni 58,182 7.0000 1,232.0000 394.9923 299.2251
Saletimes 58,182 0.0000 5.0000 0.1940 0.4498
Age 58,182 -23.0000 53.0000 19.0106 12.4512
Pricegrow 58,182 -59.3634 83.3751 -0.9914 4.3516
PriceCug 58,182 -90.3894 293.3895 -21.7637 39.5062
Indexgrow 58,182 -10.1002 18.6598 -0.0695 1.6686
IndexCug 58,182 -40.8634 197.1880 0.3726 31.5981
Price Expect 58,182 -1.9190 0.4508 -0.0112 0.0746
Index Expect 58,182 -0.0537 0.1436 -0.0019 0.0178
∆GDP 58,182 -17.5700 16.1500 -4.4947 4.7935 
∆Mortgage 58,182 -2.4100 2.1000 -0.7703 0.5393 








Occupancy 58,182 1.0000 54.0000 23.8060 12.1423
   
AREA 10,090 33.0000 896.0000 132.9782 52.7128
LEVEL 10,090 1.0000 37.0000 7.2581 5.4825
CBD 10,090 0.9100 22.1200 8.3436 4.3474
MRT 10,090 0.0800 12.1600 1.3317 0.8363
Totaluni 10,090 8.0000 1,232.0000 367.7410 297.2658
Saletimes 10,090 1.0000 5.0000 1.1188 0.3645
Age 10,090 -22.0000 49.0000 12.7528 10.4435
Pricegrow 10,090 -21.2592 83.3751 2.1419 4.6483
PriceCug 10,090 -88.7287 293.3895 -13.1609 45.2227
Indexgrow 10,090 -10.1002 18.6598 1.6024 3.1176
IndexCug 10,090 -40.8634 197.1880 24.7508 45.2665
Price Expect 10,090 -1.9190 0.4508 0.0154 0.1485
Index Expect 10,090 -0.0537 0.1436 0.0040 0.0422
∆GDP 10,090 -17.5700 16.1500 -1.0827 5.9673 
∆Mortgage 10,090 -2.4100 2.1000 -0.2376 0.6186 








Occupancy 10,090 1.0000 54.0000 18.9898 9.5524
   
AREA 48,092 32.0000 896.0000 126.3164 42.7088Censored 
 LEVEL 48,092 1.0000 38.0000 7.2247 5.5763
 119
CBD 48,092 0.9100 22.2900 9.2930 4.4980
MRT 48,092 0.0800 12.5300 1.3542 0.8819
Totaluni 48,092 7.0000 1,232.0000 400.7098 299.3229
Saletimes 48,092 0.0000 5.0000 0.2098 0.4642
Age 48,092 -23.0000 53.0000 20.3235 12.4394
Pricegrow 48,092 -59.3634 63.6714 -1.6488 3.9855
PriceCug 48,092 -90.3894 210.9767 -23.5686 37.9523
Indexgrow 48,092 -1.6313 2.0000 -0.4203 0.7873
IndexCug 48,092 -32.7025 100.0000 -4.7421 25.0441
Price Expect 48,092 -0.2034 0.2429 -0.0103 0.0459
Index Expect 48,092 -0.0032 -0.0032 -0.0032 0.0000
∆GDP 48,092 -11.8800 5.6900 -5.2106 4.1681 
∆Mortgage 48,092 -2.4100 0.0000 -0.8821 0.4468 





















    
Freehold 57.69 65.91 55.95 
BBQ 74.48 67.98 75.84 
Carpark 88.26 90.59 87.77 
GYM 69.61 64.76 70.62 
Jacuzzi 25.36 20.64 26.35 
Fitness 47.48 45.38 47.92 
Minimart 2.05 2.08 2.04 
MPH 49.46 55.70 48.14 
Playgrou 82.73 80.84 83.13 
Sauna 57.78 58.35 57.66 
Squash 57.49 68.27 55.23 
Swimming 96.83 96.87 96.82 
Tennis 78.5 78.48 78.49 
Wading 80.21 79.06 80.45 
Security 90.48 95.49 89.43 
School 39.64 45.61 38.38 
LTV 54.88 79.39 49.74 
Note: (1): The descriptive analysis is based on the database with 58,182 variables. Thus, for the time-  
                varying variables, only the values at termination time are observed and analyzed.  
         (2): The variables definition is in Table 4.2.  
         (3) In all database, the percentage of the units which have the facilities. 
         (4) For uncensored data, the percentage of the units which have the facilities. 





Appendix 3 Estimated Result of Hazard Model for Occupancy Duration 
 








Pr > ChiSq 
Hazard
Ratio
          
Pricegrow 0.0597 0.0007 <.0001 1.0610 
Price Expect -0.4135 0.0642 <.0001 0.6610 
LTV 0.4933 0.0289 <.0001 1.6380 
Area -0.0002 0.0002 0.4026 1.0000 
Level 0.0007 0.0020 0.7352 1.0010 
Freehold 0.1589 0.0296 <.0001 1.1720 
Bbq 0.0077 0.0285 0.7886 1.0080 
Carpark 0.0504 0.0388 0.1936 1.0520 
GYM -0.0580 0.0271 0.0321 0.9440 
Jacuzzi 0.1338 0.0299 <.0001 1.1430 
Fitness -0.0020 0.0313 0.9497 0.9980 
Minimart -0.0682 0.0759 0.3690 0.9340 
MPH 0.0208 0.0245 0.3964 1.0210 
Plargrou -0.0433 0.0339 0.2012 0.9580 
Sauna 0.0601 0.0255 0.0185 1.0620 
Squash 0.0127 0.0299 0.6705 1.0130 
Swimming 0.0124 0.0674 0.8537 1.0130 
Tennis -0.1308 0.0364 0.0003 0.8770 
Wading -0.0519 0.0314 0.0985 0.9490 
Security 0.0118 0.0573 0.8370 1.0120 
Totaluni 0.0002 0.0001 <.0001 1.0000 
Saletimes -0.1721 0.0311 <.0001 0.8420 
School 0.1224 0.0251 <.0001 1.1300 
CBD -0.0168 0.0051 0.0009 0.9830 
MRT -0.1097 0.0170 <.0001 0.8960 
Age 0.0325 0.0014 <.0001 1.0330 
Location=1(2) 0.1099 0.0589 0.0622 1.1160 
Location=2 0.1900 0.0604 0.0017 1.2090 
Location=3 0.0614 0.0474 0.1951 1.0630 
Location=4 -0.0735 0.0608 0.2270 0.9290 
Location=5 0.2796 0.0469 <.0001 1.3230 
Location=6 0.1999 0.0527 0.0001 1.2210 
Location=7 0.0679 0.0619 0.2728 1.0700 
Pseudo R Square 0.0996    
Note: (1), All the variables definition is in table 5.1. 












Pr > ChiSq 
Hazard
Ratio
          
Indexgrow 0.0284 0.0048 <.0001 1.0290 
Index Expect 0.0000 . . . 
LTV 0.5010 0.0284 <.0001 1.6500 
Area -0.0010 0.0002 <.0001 0.9990 
Level 0.0031 0.0020 0.1185 1.0030 
Freehold 0.1915 0.0295 <.0001 1.2110 
Bbq -0.0230 0.0284 0.4181 0.9770 
Carpark 0.0473 0.0387 0.2219 1.0480 
GYM -0.0484 0.0269 0.0722 0.9530 
Jacuzzi 0.0877 0.0295 0.0030 1.0920 
Fitness 0.0012 0.0309 0.9684 1.0010 
Minimart -0.1417 0.0759 0.0621 0.8680 
MPH 0.0014 0.0244 0.9549 1.0010 
Plargrou -0.0269 0.0336 0.4232 0.9730 
Sauna 0.0300 0.0254 0.2366 1.0300 
Squash -0.0320 0.0294 0.2777 0.9690 
Swimming 0.0331 0.0674 0.6229 1.0340 
Tennis -0.0278 0.0361 0.4407 0.9730 
Wading 0.0043 0.0314 0.8910 1.0040 
Security 0.0632 0.0577 0.2737 1.0650 
Totaluni 0.0002 0.0001 0.0006 1.0000 
Saletimes -0.2279 0.0307 <.0001 0.7960 
School 0.1585 0.0249 <.0001 1.1720 
CBD -0.0128 0.0051 0.0117 0.9870 
MRT -0.0759 0.0169 <.0001 0.9270 
Age 0.0371 0.0014 <.0001 1.0380 
Location=1(2) -0.0161 0.0582 0.7826 0.9840 
Location=2 -0.0136 0.0593 0.8187 0.9870 
Location=3 -0.0982 0.0473 0.0379 0.9060 
Location=4 -0.2383 0.0601 <.0001 0.7880 
Location=5 0.0528 0.0460 0.2512 1.0540 
Location=6 0.0786 0.0524 0.1338 1.0820 
Location=7 -0.1556 0.0612 0.0110 0.8560 
Pseudo R Square 0.0473    
Note: (1), All the variables definition is in table 5.1. 















Pr > ChiSq 
Hazard
Ratio
          
PriceCug 0.0011 0.0003 <.0001 1.0010 
Price Expect -0.1440 0.0685 0.0355 0.8660 
LTV 0.5052 0.0283 <.0001 1.6570 
Area -0.0008 0.0002 0.0009 0.9990 
Level 0.0027 0.0020 0.1819 1.0030 
Freehold 0.1923 0.0295 <.0001 1.2120 
Bbq -0.0179 0.0284 0.5280 0.9820 
Carpark 0.0529 0.0387 0.1714 1.0540 
GYM -0.0549 0.0270 0.0418 0.9470 
Jacuzzi 0.0955 0.0297 0.0013 1.1000 
Fitness 0.0009 0.0309 0.9766 1.0010 
Minimart -0.1414 0.0760 0.0630 0.8680 
MPH 0.0028 0.0244 0.9084 1.0030 
Plargrou -0.0339 0.0336 0.3120 0.9670 
Sauna 0.0336 0.0254 0.1860 1.0340 
Squash -0.0275 0.0295 0.3521 0.9730 
Swimming 0.0371 0.0674 0.5823 1.0380 
Tennis -0.0360 0.0362 0.3204 0.9650 
Wading -0.0006 0.0314 0.9855 0.9990 
Security 0.0515 0.0577 0.3724 1.0530 
Totaluni 0.0002 0.0001 0.0003 1.0000 
Saletimes -0.2204 0.0312 <.0001 0.8020 
School 0.1540 0.0250 <.0001 1.1660 
CBD -0.0142 0.0051 0.0053 0.9860 
MRT -0.0823 0.0169 <.0001 0.9210 
Age 0.0374 0.0014 <.0001 1.0380 
Location=1(2) -0.0144 0.0584 0.8051 0.9860 
Location=2 0.0028 0.0596 0.9630 1.0030 
Location=3 -0.0904 0.0473 0.0561 0.9140 
Location=4 -0.2288 0.0602 0.0001 0.7950 
Location=5 0.0861 0.0465 0.0641 1.0900 
Location=6 0.0911 0.0525 0.0827 1.0950 
Location=7 -0.1328 0.0614 0.0305 0.8760 
Pseudo R Square 0.0470    
Note: (1), All the variables definition is in table 5.1. 














Pr > ChiSq 
Hazard
Ratio
          
IndexCug 0.0024 0.0003 <.0001 1.0020 
Index Expect 0.0000 . . . 
LTV 0.4757 0.0288 <.0001 1.6090 
Area -0.0010 0.0002 0.0001 0.9990 
Level 0.0026 0.0020 0.1968 1.0030 
Freehold 0.1814 0.0296 <.0001 1.1990 
Bbq -0.0215 0.0284 0.4483 0.9790 
Carpark 0.0531 0.0387 0.1704 1.0550 
GYM -0.0547 0.0269 0.0420 0.9470 
Jacuzzi 0.0884 0.0295 0.0027 1.0920 
Fitness 0.0010 0.0309 0.9748 1.0010 
Minimart -0.1090 0.0761 0.1522 0.8970 
MPH 0.0005 0.0244 0.9821 1.0010 
Plargrou -0.0180 0.0337 0.5936 0.9820 
Sauna 0.0354 0.0254 0.1629 1.0360 
Squash -0.0418 0.0295 0.1566 0.9590 
Swimming 0.0170 0.0674 0.8006 1.0170 
Tennis -0.0284 0.0360 0.4298 0.9720 
Wading 0.0021 0.0314 0.9462 1.0020 
Security 0.0593 0.0577 0.3041 1.0610 
Totaluni 0.0002 0.0001 0.0003 1.0000 
Saletimes -0.1774 0.0318 <.0001 0.8370 
School 0.1515 0.0250 <.0001 1.1640 
CBD -0.0131 0.0051 0.0096 0.9870 
MRT -0.0749 0.0169 <.0001 0.9280 
Age 0.0344 0.0015 <.0001 1.0350 
Location=1(2) -0.0074 0.0583 0.8994 0.9930 
Location=2 0.0081 0.0594 0.8916 1.0080 
Location=3 -0.0821 0.0474 0.0832 0.9210 
Location=4 -0.2221 0.0602 0.0002 0.8010 
Location=5 0.0524 0.0461 0.2549 1.0540 
Location=6 0.0861 0.0524 0.1008 1.0900 
Location=7 -0.1440 0.0613 0.0189 0.8660 
Pseudo R Square 0.0477    
Note: (1), All the variables definition is in table 5.1. 
          (2), location=8 and location=9 are taken as base. 
 
 












          
Pricegrow=1(2) -4.7413 0.1814 <.0001 0.0090 
Pricegrow=2 -3.8040 0.1908 <.0001 0.0220 
Pricegrow=3 -3.3991 0.1226 <.0001 0.0330 
Pricegrow=4 -2.7486 0.0756 <.0001 0.0640 
Pricegrow=5 -1.3536 0.0424 <.0001 0.2580 
Pricegrow=6 -0.2234 0.0329 <.0001 0.8000 
Pricegrow=8 0.6466 0.0352 <.0001 1.9090 
Pricegrow=9 0.7263 0.0420 <.0001 2.0670 
Pricegrow=10 0.7402 0.0517 <.0001 2.0960 
Pricegrow=11 0.9581 0.0578 <.0001 2.6070 
Pricegrow=12 1.6876 0.0367 <.0001 5.4070 
Price Expect -1.6113 0.0524 <.0001 0.2000 
LTV 0.5976 0.0326 <.0001 1.8180 
Area 0.0013 0.0002 <.0001 1.0010 
Level -0.0158 0.0020 <.0001 0.9840 
Freehold 0.1250 0.0314 <.0001 1.1330 
Bbq -0.0713 0.0284 0.0119 0.9310 
Carpark 0.1844 0.0394 <.0001 1.2020 
GYM -0.1821 0.0285 <.0001 0.8340 
Jacuzzi 0.1279 0.0318 <.0001 1.1360 
Fitness 0.1097 0.0327 0.0008 1.1160 
Minimart 0.2616 0.0771 0.0007 1.2990 
MPH 0.0201 0.0249 0.4208 1.0200 
Plargrou 0.0191 0.0344 0.5798 1.0190 
Sauna 0.1356 0.0260 <.0001 1.1450 
Squash -0.2134 0.0318 <.0001 0.8080 
Swimming -0.1366 0.0673 0.0422 0.8720 
Tennis -0.2675 0.0388 <.0001 0.7650 
Wading -0.0519 0.0314 0.0979 0.9490 
Security -0.0782 0.0578 0.1756 0.9250 
Totaluni 0.0008 0.0001 <.0001 1.0010 
Saletimes 0.2273 0.0304 <.0001 1.2550 
School 0.1773 0.0267 <.0001 1.1940 
CBD -0.0560 0.0053 <.0001 0.9460 
MRT -0.1016 0.0179 <.0001 0.9030 
Age 0.0074 0.0015 <.0001 1.0070 
Location=1(3) 0.1966 0.0628 0.0017 1.2170 
Location=2 0.7460 0.0647 <.0001 2.1090 
Location=3 0.1887 0.0471 <.0001 1.2080 
Location=4 0.1137 0.0631 0.0713 1.1200 
Location=5 0.9633 0.0513 <.0001 2.6200 
Location=6 0.4391 0.0540 <.0001 1.5510 
Location=7 0.2296 0.0650 0.0004 1.2580 
Pseudo R Square 0.2463     
Note: (1), All the variables definition is in table 5.1. 
          (2), Pricegrow=7 is taken as base. 
          (3), location=8 and location=9 are taken as base.  
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Pr > ChiSq 
Hazard
Ratio
          
Indexgrow=1(2) -1.0288 0.2109 <.0001 0.3570 
Indexgrow=2 -0.4861 0.0614 <.0001 0.6150 
Indexgrow=3 -0.0056 0.0393 0.8868 0.9940 
Indxegrow=4 -0.0508 0.0338 0.1329 0.9500 
Indexgrow=6 -0.0685 0.0395 0.0828 0.9340 
Indexgrow=7 -0.1545 0.0359 <.0001 0.8570 
Indexgrow=8 0.1652 0.0471 0.0005 1.1800 
Price Expect 0.0000 . . . 
LTV 0.4561 0.0318 <.0001 1.5780 
Area -0.0010 0.0002 <.0001 0.9990 
Level 0.0035 0.0020 0.0854 1.0030 
Freehold 0.1955 0.0295 <.0001 1.2160 
Bbq -0.0228 0.0285 0.4228 0.9770 
Carpark 0.0426 0.0387 0.2712 1.0440 
GYM -0.0449 0.0269 0.0950 0.9560 
Jacuzzi 0.0885 0.0295 0.0027 1.0930 
Fitness 0.0016 0.0309 0.9595 1.0020 
Minimart -0.1648 0.0761 0.0303 0.8480 
MPH 0.0004 0.0244 0.9873 1.0000 
Plargrou -0.0311 0.0336 0.3542 0.9690 
Sauna 0.0272 0.0254 0.2844 1.0280 
Squash -0.0220 0.0295 0.4550 0.9780 
Swimming 0.0424 0.0674 0.5294 1.0430 
Tennis -0.0284 0.0361 0.4310 0.9720 
Wading 0.0034 0.0314 0.9141 1.0030 
Security 0.0649 0.0577 0.2607 1.0670 
Totaluni 0.0002 0.0001 0.0014 1.0000 
Saletimes -0.2602 0.0312 <.0001 0.7710 
School 0.1623 0.0249 <.0001 1.1760 
CBD -0.0121 0.0051 0.0164 0.9880 
MRT -0.0767 0.0169 <.0001 0.9260 
Age 0.0389 0.0014 <.0001 1.0400 
Location=1(3) -0.0177 0.0582 0.7614 0.9820 
Location=2 -0.0231 0.0593 0.6971 0.9770 
Location=3 -0.1059 0.0473 0.0252 0.9000 
Location=4 -0.2472 0.0601 <.0001 0.7810 
Location=5 0.0549 0.0460 0.2336 1.0560 
Location=6 0.0774 0.0525 0.1402 1.0800 
Location=7 -0.1597 0.0611 0.0089 0.8520 
Pseudo R Square 0.0493    
Note:  (1), All the variables definition is in table 5.1. 
          (2),.Indexgrow=5 is taken as base. 
          (3), location=8 and location=9 are taken as base. 
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Pr > ChiSq 
Hazard
Ratio
          
PriceCug=1(2) -0.0698 0.1472 0.6355 0.9330 
PriceCug=2 -0.1226 0.0557 0.0277 0.8850 
PriceCug=3 -0.0852 0.0467 0.0681 0.9180 
PriceCug=4 -0.1127 0.0510 0.0272 0.8930 
PriceCug=5 -0.1084 0.0524 0.0386 0.8970 
PriceCug=6 -0.0612 0.0532 0.2505 0.9410 
PriceCug=7 0.0154 0.0543 0.7766 1.0160 
PriceCug=9 0.0585 0.0592 0.3232 1.0600 
PriceCug=10 0.0051 0.0640 0.9371 1.0050 
PriceCug=11 0.0842 0.0662 0.2037 1.0880 
PriceCug=12 0.0681 0.0613 0.2663 1.0700 
PriceCug=13 0.0256 0.0725 0.7238 1.0260 
PriceCug=14 0.1371 0.0870 0.1151 1.1470 
PriceCug=15 -0.0835 0.0856 0.3297 0.9200 
PriceCug=16 -0.0009 0.1321 0.9946 0.9990 
Price Expect -0.1478 0.0688 0.0318 0.8630 
LTV 0.5062 0.0284 <.0001 1.6590 
Area -0.0008 0.0002 0.0011 0.9990 
Level 0.0024 0.0020 0.2281 1.0020 
Freehold 0.1912 0.0296 <.0001 1.2110 
Bbq -0.0246 0.0286 0.3893 0.9760 
Carpark 0.0606 0.0389 0.1195 1.0620 
GYM -0.0569 0.0270 0.0352 0.9450 
Jacuzzi 0.0939 0.0298 0.0016 1.0980 
Fitness 0.0079 0.0311 0.8000 1.0080 
Minimart -0.1370 0.0762 0.0722 0.8720 
MPH 0.0046 0.0245 0.8507 1.0050 
Plargrou -0.0319 0.0336 0.3422 0.9690 
Sauna 0.0313 0.0255 0.2195 1.0320 
Squash -0.0370 0.0297 0.2129 0.9640 
Swimming 0.0371 0.0674 0.5818 1.0380 
Tennis -0.0431 0.0363 0.2349 0.9580 
Wading 0.0078 0.0316 0.8043 1.0080 
Security 0.0479 0.0579 0.4085 1.0490 
Totaluni 0.0002 0.0001 <.0001 1.0000 
Saletimes -0.2195 0.0312 <.0001 0.8030 
School 0.1627 0.0252 <.0001 1.1770 
CBD -0.0152 0.0051 0.0031 0.9850 
MRT -0.0820 0.0171 <.0001 0.9210 
Age 0.0377 0.0014 <.0001 1.0380 
Location=1(3) -0.0248 0.0591 0.6754 0.9760 
Location=2 0.0000 0.0597 0.9994 1.0000 
Location=3 -0.0965 0.0475 0.0422 0.9080 
Location=4 -0.2361 0.0603 <.0001 0.7900 
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Location=5 0.0849 0.0467 0.0690 1.0890 
Location=6 0.0801 0.0529 0.1299 1.0830 
Location=7 -0.1366 0.0619 0.0272 0.8720 
Pseudo R Square 0.0474       
Note:P  P(1), All the variables definition is in table 5.1. 
          (2),. PriceCug=8 is taken as base. 
          (3),  location=8 and location=9 are taken as base. 
 
 








Pr > ChiSq 
Hazard
Ratio
          
IndexCug=1P(2) P -0.5499 0.2603 0.0346 0.5770 
IndexCug=2 -0.1559 0.0679 0.0216 0.8560 
IndexCug=3 -0.1045 0.0493 0.0340 0.9010 
IndexCug=4 -0.0724 0.0420 0.0852 0.9300 
IndexCug=5 -0.1795 0.0403 <.0001 0.8360 
IndexCug=7 -0.0589 0.0449 0.1898 0.9430 
IndexCug=8 -0.1085 0.0535 0.0427 0.8970 
IndexCug=9 -0.0584 0.0533 0.2736 0.9430 
IndexCug=10 0.0535 0.0459 0.2439 1.0550 
IndexCug=11 0.1481 0.0494 0.0027 1.1600 
IndexCug=12 0.0775 0.0560 0.1662 1.0810 
IndexCug=13 0.1662 0.0523 0.0015 1.1810 
IndexCug=14 0.5203 0.1025 <.0001 1.6820 
Price Expect 0.0000 . . . 
LTV 0.4723 0.0297 <.0001 1.6040 
Area -0.0009 0.0002 0.0001 0.9990 
Level 0.0027 0.0020 0.1827 1.0030 
Freehold 0.1829 0.0297 <.0001 1.2010 
Bbq -0.0192 0.0285 0.4996 0.9810 
Carpark 0.0530 0.0388 0.1713 1.0540 
GYM -0.0544 0.0270 0.0437 0.9470 
Jacuzzi 0.0872 0.0295 0.0032 1.0910 
Fitness 0.0020 0.0309 0.9493 1.0020 
Minimart -0.1104 0.0762 0.1475 0.8960 
MPH 0.0006 0.0244 0.9790 1.0010 
Plargrou -0.0197 0.0337 0.5583 0.9800 
Sauna 0.0341 0.0254 0.1799 1.0350 
Squash -0.0380 0.0296 0.1986 0.9630 
Swimming 0.0151 0.0674 0.8234 1.0150 
Tennis -0.0282 0.0360 0.4343 0.9720 
Wading 0.0001 0.0315 0.9967 1.0000 
Security 0.0565 0.0578 0.3281 1.0580 
Totaluni 0.0002 0.0001 0.0003 1.0000 
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Saletimes -0.1734 0.0321 <.0001 0.8410 
School 0.1525 0.0250 <.0001 1.1650 
CBD -0.0132 0.0051 0.0096 0.9870 
MRT -0.0745 0.0169 <.0001 0.9280 
Age 0.0344 0.0015 <.0001 1.0350 
Location=1 P(3)P -0.0070 0.0584 0.9052 0.9930 
Location=2 0.0089 0.0595 0.8805 1.0090 
Location=3 -0.0836 0.0475 0.0781 0.9200 
Location=4 -0.2199 0.0602 0.0003 0.8030 
Location=5 0.0533 0.0461 0.2477 1.0550 
Location=6 0.0866 0.0526 0.0997 1.0900 
Location=7 -0.1453 0.0614 0.0180 0.8650 
Pseudo R Square 0.0483     
Note:P  P(1), All the variables definition is in table 5.1. 
          (2), IndexCug=6 is taken as base. 
          (3), location=8 and location=9 are taken as base. 
 
 
