Abstract. An analogue of the correspondence between GL(k)-conjugacy classes of matricial polynomials and line bundles is given for K-conjugacy classes, where K ⊂ GL(k) is one of the following: maximal parabolic, maximal torus, GL(k − 1) embedded diagonally. The generalised Legendre transform construction of hyperkähler metrics is studied further, showing that many known hyperkähler metrics (including the ones on coadjoint orbits) arise in this way, and giving a large class of new (pseudo-)hyperkähler metrics, analogous to monopole metrics.
Introduction
A fundamental result in the theory of integrable systems is the correspondence between matrix Lax equations with a spectral parameter and linear flows on the affine Jacobian of a spectral curve. In its simplest version, this result can be stated as in [5] : there is a 1-1 correspondence between the affine Jacobian Jac S − Θ of a smooth compact curve S ∈ |O(kd)| of degree k and GL(k, C)-conjugacy classes of gl(k, C)-valued polynomials A(ζ) = d i=0 A i ζ i , the spectrum of which is S. Thus, up to conjugation, a matricial polynomial can be recovered from an algebro-geometric data associated to its spectrum. Our first aim in the present work is to recover more of the matricial polynomial than just "up to conjugation". We show in §3 how one can recover conjugacy classes of A(ζ) with respect to proper subgroups of GL(k, C), particularly with respect to a maximal parabolic P and a maximal torus T . The conjugacy classes with respect to P correspond to divisors on S, rather than to line bundles, while the conjugacy classes with respect to T correspond to a sequence of curves S 1 , S 2 , . . . , S k = S with S i ∈ |O(id)| satisfying additional conditions (see Theorem 3.6). The curves S i are given by the GelfandZeitlin map [19, 27, 13] with a spectral parameter.
The d = 2 case of the above setting is closely related to hyperkähler geometry and, in particular, to (pseudo-)hyperkähler metrics which can be obtained by means of the generalised Legendre transform (GLT) of Lindström and Roček [29] (see sections 4 and 5 for a review of hyperkähler metrics and of the GLT). This class includes all toric hyperkähler manifolds [12] , the natural metrics on the moduli spaces of SU (2)-monopoles [26, 23] , and the gravitational instantons of types A k [18] and D k [14, 16, 15] .
From one point of view [8, 18] , the metrics constructed via GLT are those with a generalised symmetry of maximal rank, i.e. the twistor projection Z 2n+1 → P 1 factorises via a vector bundle Z 2n+1 → E → P 1 of rank n, with the fibres of Z 2n+1 → E being Lagrangian for the twisted symplectic form of Z. The bundle E splits as n j=1 O(2r j ) and r j = 1 yields a genuine symmetry of the hyperkähler structure. The hyperkähler structure is then recovered from a single function F on the space V of (real) sections of E. The hyperkähler manifold M is a torus (or another abelian group) bundle over a submanifold X ⊂ V , with the dimension of the torus equal to #{j; r j = 1}. The submanifold X is the image of the generalised moment map on M . The function F can be obtained as a contour integral of a holomorphic function G of n + 1 variables (or a sum of such). The functions G and F are often found by ad hoc methods, depending on the example, and it is one of the aims of this paper to present a formal and systematic derivation of F for a class of hyperkähler manifolds obtained via GLT.
The holomorphic function G can be singular or multi-valued, and in the present paper we consider the case of GLT, where the function G arises from an element of H 1 (D, O) for some branched covering D of E = n j=1 O(2r j ). For example, when E = O(2) ⊕ O(4) we can consider a 2-fold covering:
or a 3-fold one: (4); (η + α 1 )(η 2 + α 2 ) = 0}.
The space V should be now viewed as a space of spectral curves -all compact curves in |O(4)| for D 1 , and a subset of the set of reducible compact curves in |O(6)| for D 2 . Our first observation is that, if D is chosen so that V corresponds to all compact reducible curves S of the form S = S 1 ∪ · · · ∪ S k , with components S i ∈ |O(2m i )|, i = 1, . . . , k, then the submanifold X of V (the image of the generalised moment map on M ) corresponds to curves S on which a certain line bundle is trivial (see §6).
We then restrict ourselves further, to hyperkähler metrics, the twistor space of which can be trivialised using spectral curves and sections of line bundles. This is the case for SU (2)-monopole metrics and for (A k -and D k -) gravitational instantons, and we show that any such hyperkähler manifold can be constructed via GLT. Moreover, we compute explicitly the function F for such a manifold. The examples include SU (N )-monopole metrics, asymptotic monopole metrics considered in [11] , and, somewhat surprisingly, hyperkähler metrics on regular adjoint orbits of GL(k, C).
In this last example, the work done in §3 (particularly Theorem 3.6) plays a crucial role. Conversely, given a space V of spectral curves and a line bundle K on T P 1 with c 1 (K) = 0, we write down a function F : V → R, the GLT of which produces a pseudo-hyperkähler metric with twistor space trivialised using spectral curves and sections of K. This gives a huge family of hyperkähler metrics, analogous to monopole metrics. We observe, for example, that there is a "master metric" from which all (pseudo-)hyperkähler metrics on regular adjoint orbits of GL(k, C) can be obtained as twistor quotients. Moreover, just as monopole metrics correspond to Nahm's equations, these metrics correspond to other integrable systems, defined by ODEs on triples of matrices. Essentially, K can be determined by a harmonic polynomial on R 3 , with Nahm's equations corresponding to a quadratic polynomial. In the last section, we consider briefly the matrix-valued ODEs corresponding to a cubic harmonic polynomial.
Line bundles and matricial polynomials
We give here (mostly following [10] ) a brief summary of spectral curves and line bundles, including Beauville's theorem.
In what follows, T denotes the total space of the line bundle O(d) on P 1 , π : T → P 1 is the projection, ζ is the affine coordinate on P 1 and η is the fibre coordinate on T. In other words T is obtained by gluing two copies of C 2 with coordinates (ζ, η) and (ζ,η) via:
We denote the corresponding two open subsets of T by U 0 and U ∞ . Let S be a compact algebraic curve in the linear system O(dk), i.e. over ζ = ∞ S is defined by the equation
where a i (ζ) is a polynomial of degree di. S can be singular or non-reduced. We recall the following facts (see, e.g., [2] ):
line bundles on T with zero first Chern class) is generated by
Thus, the (arithmetic) genus of S is g = (k − 1)(dk − 2)/2. For a smooth S, the last proposition describes line bundles of degree 0 on S. In general, by a line bundle we mean an invertible sheaf. Its degree is defined as its Euler characteristic plus g − 1. The theta divisor Θ is the set of line bundles of degree g − 1 which have a non-zero section.
Let O T (i) denote the pull-back of O(i) to T via π : T → P 1 . If E is a sheaf on T we denote by E(i) the sheaf E ⊗ O T (i) and similarly for sheaves on S. In particular, π * O is identified with O S . We note that the canonical bundle K S is isomorphic to
If F is a line bundle of degree 0 on S, determined by a cocycle q ∈ H 1 (T, O T ), and s ∈ H 0 S, F (i) , then we denote by s 0 , s ∞ the representation of s in the trivialisation U 0 , U ∞ , i.e.:
We recall the following theorem of Beauville [5] :
There is a 1−1 correspondence between the affine Jacobian
is regular (i.e. its centraliser is 1-dimensional) for every ζ and the characteristic polynomial of A(ζ) is (2.1). 2
The correspondence is given by associating to a line bundle E on S its direct image V = π * E, which has a structure of a π * O-module. This is the same as a homomorphism A : V → V (d) which satisfies (2.1). The condition E ∈ J g−1 − Θ is equivalent to H 0 (S, E) = H 1 (S, E) = 0 and, hence, to
. Thus, we can interpret A as a matricial polynomial precisely when E ∈ J g−1 − Θ.
Somewhat more explicitly, the correspondence is seen from the exact sequence
T → E(1) → 0, where the first map is given by η · 1 − A(ζ) and E(1) is viewed as a sheaf on T supported on S. The inverse map is defined by the commuting diagram (2.4)
where D ζ is the divisor consisting of points of S which lie above ζ (counting multiplicities). That the endomorphismÃ(ζ) has degree d in ζ is proved e.g. in [2] . Given the above proposition, we adopt the following definition:
Remark 2.5. For a singular curve S, Beauville's correspondence most likely extends to J g−1 − Θ, where J g−1 is the compactified Jacobian in the sense of [3] . It seems to us that this is essentially proved in [2] .
Finally, we recall the following fact (see, e.g. [6, 10] ):
Conjugacy classes with respect to subgroups
We assume that S ∈ |O(d)| is a compact reduced curve of degree k. We want to describe the conjugacy classes of matricial polynomials A(ζ) = d i=0 A i ζ i with respect to several subgroups of GL(k, C):
• maximal parabolic:
• maximal reductive:
• maximal torus T , consisting of diagonal matrices. We denote by
We need the following fact about sections of O S (l), the proof of which proceeds analogously to that [21 
In particular, any section of O S (dk − d) can be written uniquely as
i=0 η i π * c i , with c k−1 being a constant. Denoting by (s) the divisor of a section s, we define
We can describe conjugacy classes with respect to groups P and G k−1 in algebrogeometric terms:
, the characteristic polynomial of which is P (ζ, η). There exist natural bijections:
Remark 3.3. The assumption that S is reduced (i.e. without multiple components) is not needed in (ii). Although we make use of it in (i), this is probably also unnecessary.
Moreover, the projection on either factor realises D as a C k−1 -bundle (not a line bundle -it should be viewed as a (
We now discuss T -conjugacy classes. We consider a parameterised version of the Gelfand-Zeitlin map [19, 27, 13] , and associate to A(ζ) k spectral curves: 
Moreover, there is a 1 − 1 correspondence between these data and M 0 S /T . The remainder of the section is devoted to a proof of these two propositions. We remark that many arguments are adapted from [25] .
We begin with a given matricial polynomial A(ζ). Let F = E(1) be the line bundle given by (2.3), i.e. F = Coker η − A(ζ) . Let G be the line bundle corresponding to A T (ζ), i.e., owing to Proposition 2.6,
. Both F and G are line bundles of degree g + k − 1 = dk(k − 1)/2, and
We consider sections s, s ′ of F, G obtained by projecting the constant section e k = (0, . . . , 0, 1)
T of O ⊕k T . We associate divisors to A(ζ) via the maps (3.5)
From the definition, Φ 1 is P -invariant and Φ 2 is G k−1 -invariant. Moreover, the image of Φ 1 lies U g+k−1 , while the image of Φ 2 lies in
We need to show that Φ 2 maps into R dk−d . In fact, we shall show that
) defines the curve S k−1 . Let the subscript adj denotes the classical adjoint:
It follows that (s) coincides with the zero-divisor of (η − A(ζ)) adj e k , the latter being a section of Ker(η − A(ζ)) ≃ G * . Let us write
Computing minors along the last row gives
These formulae imply that (s) and (s ′ ) are subdivisors of det(η − B(ζ)) . We now use the Weinstein-Aronszajn formula:
Since at a point of S ∩ S k−1 , η − B(ζ) has corank 1, (η − B(ζ)) adj has rank 1, and so (η−B(ζ)) adj = uv T for a pair of vectors u, v. Therefore 0 = x(ζ)(η−B(ζ)) adj y(ζ) = xuv T y, which means that either xu = 0 or v T y = 0, and, hence, either x(η − B(ζ)) adj = 0 or (η − B(ζ)) adj y = 0. This proves (3.6).
We construct the inverse mapping to Φ 1 . We need the following lemma.
there exists a section s ′ , which does not vanish at exactly one point p ∈ π −1 (ζ), and we may assume that s(p) = 0. Thus, (ss ′ )(p) = 0 and ss ′ vanishes at the remaining k − 1 points of π −1 (ζ). On the other hand, if we had ss
, then the vanishing of ss ′ at k − 1 points of the fibre would imply that ss ′ vanishes on the whole fibre, which is a contradiction.
Remark 3.8. This lemma is the only place, where the assumption that S is reduced is used.
Let D ∈ U g+k−1 . The above lemma and Lemma 3.1 imply that there exists a section of
Computing the endomorphism A(ζ) with respect to the flag 
It remains to prove Proposition 3.6. The vector space V defined in the construction of Φ −1 
Hyperkähler metrics
A Riemannian metric is called hyperkähler if its holonomy is a subgroup of Sp(n). Thus, a Riemannian manifold is hyperkähler if it has a triple I, J, K of complex structures, which behave algebraically like a basis of imaginary quaternions, and which are covariant constants for the Levi-Civita connection. We denote by ω I , ω J , ω K the corresponding Kähler forms.
There is a corresponding notion of pseudo-hyperkähler metrics in signature (4p, 4q).
Twistor space.
A hyperkähler structure on a manifold M can be encoded in an algebraic object -the twistor space Z. As a manifold, Z is M × S 2 , equipped with a complex structure, which is the standard one on S 2 ≃ P 1 , while on the fibre Z → (a, b, c) ∈ S 2 , it is the complex structure aI + bJ + cK of M . The natural projection π : Z → P 1 is holomorphic and M can be identified with a connected component of the space of sections of π, the normal bundle of which is the direct sum of O(1)-s and which are invariant under the antipodal map on S 2 (which induces an antiholomorphic involution σ on Z). Such sections are called twistor lines. Finally, the Kähler forms of M combine to define a twisted holomorphic symplectic form on the fibres of Z
where ζ is the affine coordinate of P 1 . Thus, Ω is an O(2)-valued fibrewise symplectic form on Z.
4.2. Kähler potentials. As remarked above, the complex-valued form Ω I = ω J + √ −1ω K is a holomorphic symplectic form for the complex structure I. The Darboux theorem holds for such forms and we can find a local I-holomorphic chart
In this local chart, the Kähler form ω I can be written as (4.3)
for a real-valued function K (we write (4.3) with positive sign, as in our examples the Kähler potential is negative). We see that the complex structure J is given by:
Thus the condition J 2 = −1 gives a system of nonlinear PDE's for K. This system is equivalent to the following condition:
where the symplectic group is defined with respect to the form (4.2). Conversely, suppose that in some local coordinate system u i , z i we have a Kähler form ω I given by a Kähler potential K such that this system of PDE's is satisfied. Then, if we define ω J + iω K by the formula (4.2), we obtain a hyperhermitian structure. However ω J and ω K are closed, and so, by Lemma 4.1 in [4] , J and K = IJ are integrable and we have locally a hyperkähler structure. Therefore there is 1-1 correspondence between Kähler potentials satisfying the above system of PDE's and local hyperkähler structures.
Twistor lines from a Kähler potential.
From the definition of the twistor space, the hyperkähler structure is determined by the twisted form Ω and by a family of sections of π : Z → P 1 . Let ζ = 0 correspond to the complex structure I. We can trivialise the twistor space in a neighborhood of a point in π −1 (0). Let ζ, U 1 , . . . , U n ,Z 1 , . . . , Z n be local holomorphic coordinates, so that Ω = n i=1 dU i ∧ dZ i in these coordinates. A twistor line is now a 2n-tuple of functions U i (ζ), Z i (ζ). Since there is a unique twistor line passing through every point of Z, the functions U i (ζ), Z i (ζ) are determined by their values u i , z i at ζ = 0. It follows now from (4.1) that the Kähler form ω I , and hence the hyperkähler metric, is determined by the values at ζ = 0 of first derivatives of U i (ζ), Z i (ζ) with respect to ζ. More precisely, if
Hence, it is enough to know the twistor lines only up to first order (once we trivialise the twistor space near ζ = 0).
, then, comparing the last formula with (4.3), we conclude that, up to additive constants, p i = K zi and q i = −K ui . The freedom of adding an arbitrary constant to each p i and q i can be incorporated into the choice of a Kähler potential, and so, the twistor lines are given, up to the first order, by:
Generalised Legendre transform
The generalised Legendre transform, invented by Lindström and Roček [29] , is a construction of (pseudo-)hyperkähler metrics whose twistor space admits a special type of Hamiltonians. It generalises the case of 4n-dimensional hyperkähler manifolds, the symmetry group of which has rank n. Recall that a tri-Hamiltonian action of a group H on M , which extends to a holomorphic action of a complexification H C of H for every complex structure, gives rise to a Hamiltonian σ-equivariant action of H C on the twistor space Z. The moment map is then a section of h C ⊗ π * O(2), where h is the Lie algebra of H.
It happens however, quite often, that the twisted symplectic form Ω of a twistor space Z, of complex dimension 2n + 1, admits n independent Poisson-commuting sections f i : Z → π * O(2r i ), where r i are no longer constrained to be 1. Each O(2r i ), r i ≥ 1, admits a canonical anti-holomorphic involution τ , induced by that of O(2) ≃ T P 1 , and each f i is assumed to satisfy τ • f i = f i • σ (σ is the antiholomorphic involution on Z induced by the antipodal map of S 2 ). Such "completely integrable" hyperkähler manifolds M of quaternionic dimension n are produced by the generalised Legendre transform (GLT), which we proceed to describe.
The maps f i induce mapsf i from the space of sections of Z, in particular from the manifold M , to the space of sections of O(2r i ), i.e. to the space of polynomials of degree 2r i , which we write as
The real structure τ acts on this space by
and, consequently, we obtain a map
As explained in [29, 22] , M is a torus (or another abelian group) bundle over the image off , where the dimension of the torus is equal to #{i; r i = 1}. The image off (and the hyperkähler structure of M ) is, in turn, determined by a function F :
An equivalent characterization of (5.2) is that F is given by a contour integral of a holomorphic (possibly singular or multivalued) function of 2n + 1 variables
where α i (ζ) = 2ri a=0 w i a ζ a , or a sum of such contour integrals. The function F determines the hyperkähler structure as follows. We have local complex coordinates z 1 , . . . , z n , u 1 , . . . , u n where
Then the Kähler potential defined by
satisfies the hyperkähler Monge-Ampère equations (4.5) and defines the metric of M . Explicit formulae for the metric in terms of second derivatives of F are given in [29] . We remark that the subset defined by (5.6) is not necessarily a manifold and, hence, the image off is only an open subset of (5.6). In addition, one usually needs several functions F defined on overlapping regions of is invertible (see [29] ). Thus, it is possible that the second condition fails at every point where (5.6) holds, and we do not obtain a hyperkähler metric from F .
Example 5.2. We consider two examples of (non-generalised) Legendre transform in four dimensions. The first, a well known one, is given by the function F = 2x 2 − zz. It produces the flat metric on R 4 . The second one is the hyperkähler metric obtained from a cubic harmonic polynomial on R 3 :
The Legendre transform produces a translation-invariant metric in I-holomorphic coordinates z, u, with u +ū = F x = 6x 2 − 3zz. The Kähler potential for ω I is
Up to a constant multiple, the metric is
where x = (u +ū + 3zz)/6. It is defined on the subset {(u, z); u +ū + 3zz > 0} and is non-complete. In addition to the translational symmetry u → u + it, it possesses a circle symmetry (u, z) → (u, e it z). This hyperkähler metric is non-flat. The simplest way to see this is to notice that the surface z = 0 is a totally geodesic submanifold (since it is the fixed-point set of the circle symmetry). The metric on this surface is
, which is not flat.
Remark 5.3. A very natural interpretation of hyperkähler manifolds arising from GLT has been given by Dunajski and Mason [17, 18] (see also [9] . They show that these manifolds are precisely leaves of the natural hyperkähler foliation of generalised hyperkähler manifolds, which have a genuine triholomorphic symmetry.
GLT on spectral curves
As mentioned above, the function G in (5.3) can be (and usually is) multivalued. Instead of dealing with such functions we can consider single-valued functions on some covering of P 1 . For the time being, we assume that the twistor space Z has a (locally surjective) projection
equivariant with respect to antiholomorphic involutions, so that the induced map on real sections is
For every l, we identify an element of
with a curve S l in the linear system |O(2m l )|, given by the equations
where
is a polynomial of degree 2i invariant under (5.1) and η is the fibre coordinate in O(2) ≃ T P 1 . We identify points of
We now assume that the function G of (5.3) can be lifted to a meromorphic function G(ζ, η) on the singular curve S = S 1 ∪ · · · ∪ S k , and, similarly, the cycle c is also defined on S. Thus, the function F : S → R is defined by
where each G p is a meromorphic function on T = T P 1 and c p is a homology cycle on the singular curve S. A sufficient condition for F to be real is given by (cf. [24] ): Lemma 6.1. A function F defined by (6.5) is real, provided each G p and c p satisfy the following two conditions:
Proof. Let us write L p for the differential in p-th term, so that F = cp L p . Observe that the second condition implies that L p = −L p • τ , which, together with the first condition, shows that cp L p is real.
We now discuss constraints (5.6) for an F of the form (6.5). Recall, that for a smooth curve S l given by the polynomial (6.3), a basis of H 0 (S l , Ω 1 ) is given by the forms (6.8)
Let c be a cycle on a singular curve S = S 1 ∪ · · · ∪ S k . When restricted to a component S l , c becomes a chain γ l -the sum of a cycle on S l and oriented paths between intersection points of S l with other S j . Let w i a be a coefficient of the polynomial P l (ζ, η). We compute the derivatives F w i a at a point S ∈ S, where the component S l is nonsingular:
and (6.9)
where we computed dη/dw i a by implicit differentiation of (6.3):
and, comparing with (6.8), we see that for 2 ≤ a ≤ 2i − 2 (6.10)
Thus, the collection of derivatives
can be viewed as an element of H 0 (S l , Ω 1 ) * , and so it defines an element of Jac 0 (S l ). Consequently, the constraints (5.6) for F of the form (6.5) imply triviality of certain line bundles on each S l .
Remark 6.2. The hyperkähler structures obtained from (6.5) have a local R ksymmetry.
6.1. A generalisation. So far, we have assumed that the twistor space has a locally surjective projection
so that the induced map on real sections iŝ
and its image has a non-empty interior. The general form of the GLT, as discussed in §5, applies also to affine subspaces of V = k l=1
, where we fix the components belonging to some of the R 2i+1 . Thus, for any R ⊂ {(i, l); l = 1, . . . , k, i = 1, . . . , m l }, let p R be the projection of V onto X R = (i,l)∈R R 2i+1 . For any x ∈ X R , we can apply the GLT to the restriction of a given function F on V to the affine subspace p −1 R (x). Once again, we obtain a pseudo-hyperkähler structure, provided that the matrix (5.9) is invertible.
If V was interpreted as a space of spectral curves, then so is p −1 R (x): some of the coefficients α i (ζ) in (6.3) are now fixed. The constraints (5.6) are still equivalent to (6.10), but only with respect to a subspace of the space of holomorphic differentials.
This generalisation has a simple interpretation in terms of twistor quotients introduced in [8] . It was shown there that that the hyperkähler metrics obtained from the GLT correspond to twistor spaces which admit a compatible fibrewise action of G = ⊕O(−2i + 2). The above passage from GLT on V to GLT on p −1 R (x) should be viewed as a twistor quotient with respect to a subgroup of G. The projection p R is the moment map for this subgroup and x R is a particular level set for taking the twistor quotient.
Hyperkähler metrics of monopole type
We continue to discuss hyperkähler metrics obtained via the generalised Legendre transform from an F :
As observed in the last section, a rather mild assumption that F arises from a contour integral on a covering of P 1 defined by (6.4) , implies that the image off : M → S consists of spectral curves on which certain line bundles are trivial. A well-known example of this situation is the natural metric on the moduli space of charge n SU (2)-monopoles, which arises via GLT from the following function [26, 23] :
where0 is the sum of simple contours around points in the fibre π −1 |S (0). Here k = 1, i.e. S = S 1 , m 1 = n, and the constraints (5.6) correspond (as easily seen from (6.10)) to the triviality on S 1 of the line bundle L 2 with transition function exp(2η/ζ). Moreover, in this case the twistor lines are determined by sections of L 2 : essentially the twistor space can be (locally) trivialised near ζ = 0, as in section 4.3, where Z i (ζ) are roots of P 1 (ζ, η) = 0 and U i (ζ) is the logarithm of the value of a section of L 2 at the point (ζ, Z i (ζ)) ∈ S 1 . We shall now consider hyperkähler metrics, the twistor lines of which admit a similar description.
We begin by generalising (7.1). We want a function F : S = S(m 1 , . . . , m k ) → R. Recall that a point of S corresponds to a reducible curve S = S 1 ∪ · · · ∪ S k given by (6.4) . Let H l (ζ, η), l = 1, . . . , k be a meromorphic function on T which is a linear combination of monomials η i /ζ j , i, j > 0. Denote by0 l , l = 1, . . . , k, the sum of simple contours around points in the fibre π −1 |S l (0) of S l , and, finally, let c be a homology cycle on S. We define an F on S by
For this function, (6.10) becomes:
where γ l is the restriction of c to S l . The second term in this equation defines an abelian sum, which is identified with ∆ are the points at which c enters S l from other curves and ∆ + l the points at which c leaves S l . Thus, via Serre's duality, we have:
2i+1 → C be of the form (7.2) and let S = S 1 ∪ · · · ∪ S k be such that each S l is nonsingular. Let E l , l = 1, . . . , k, be the line bundle on T with transition function exp ∂H l ∂η . If the equations (5.6) are satisfied at S, then
2. An F of the form (7.2) will give a hyperkähler metric only if it is realvalued. It follows from Lemma 6.1 that the first term is real provided τ * c = −c, while the remaining ones are real if each H l satisfies (6.7). This condition is easily seen to be equivalent to each H l being a sum of
Remark 7.3. The expression (7.3) can be further simplified. Observe namely, that the (l + 1)-st term in (7.2) is simply − Res0 l H l (ζ, η)/ζ 2 and so it can be expressed as a symmetric function of the roots η 1 , . . . , η n of P l (ζ, η). Hence, this term in (7.2) can be written as a functionH(w i a ) of the coefficients of P l , which makes computing its derivatives trivial. For example, in the case of F given by (7.1), one computes easily that the first term is equal to
where α 1 (ζ), α 2 (ζ) are the coefficients in the polynomial P (ζ,
defining a spectral curve S. Thus, the derivative with respect to w i a (2i−2 ≥ a ≥ 2) is 0 unless i = 2, and comparing with (7.3), we see, as in [24] , that (5.6) are satisfied at S if and only if Observe now that the reality property of each H l translates into the following reality property of E l :
where "bar" means taking the opposite complex structure. We can now identify (at least locally) the (hyperkähler) manifold M , obtained from (7.2), with the set of (S, ν), where S = S 1 ∪ · · · ∪ S k is a reducible curve such that (7.4) holds for l = 1, . . . , k, and ν = (ν 1 , . . . , ν k ) with each ν l a section of
. Multiplying each ν l by a complex number of modulus one realises M as a T k -bundle over the image of (6.2).
We claim that the metric on M can be described as for monopole metrics. Let us represent each ν l by a pair of functions f
. . , m l , be the points of S l over ζ. For ζ near 0 define a ζ-dependent complex-symplectic form by:
We claim 
We shall prove this theorem together with its inverse, which we now state. Let E 1 , . . . , E k be line bundles on T satisfying the reality property (7.6). Let V be an open subset of S = S(m 1 , . . . , m k ) such that all S ∈ V are isotopic, S l are smooth, and no intersection points lie over ζ = 0 or ζ = ∞. Suppose that to any S ∈ V and any l = 1, . . . , k we associated disjoint divisors ∆ Theorem 7.5. Suppose that M is a hyperkähler manifold, which as a manifold is the set of (S, ν), where S = S 1 ∪ · · · ∪ S k ∈ V satisfy the above assumptions and (7.4) holds for l = 1, . . . , k, and ν = (ν 1 , . . . , ν k ) with each ν l a section of
. Suppose also that the twistor space of M is trivialised near ζ = 0 so that the twisted symplectic form is given by (7.7) .
Then there exists a homology cycle c on S, with τ * c = −c, entering each S l at points of ∆ − l and leaving it at points of ∆ + l , and such that the hyperkähler metric of M is produced by the generalised Legendre transform applied to the function (7.2).
The remainder of the section is devoted to a proof of these two theorems. The basic idea comes from [26, 16, 23] .
We begin by discussing the situation on a single component S l . Thus, we assume that we consider a smooth curve C given by the equation
We assume that we have a meromorphic section ν of a line bundle on C, which is the restriction of a line bundle E on T, with the transition function exp ∂H ∂η . We represent ν by a pair of meromorphic functions f 0 (ζ, η) on S ∩ U 0 and f ∞ (ζ,η) on
+ be the zero divisor of ν and ∆ − its polar divisor. We assume that they are disjoint from the fibres of C over ζ = 0 and ζ = ∞. For the time being, we do not require any reality conditions.
We consider the form (7.7), which we rewrite in terms of coefficients of the polynomial rather than its roots (cf. [23] ):
Note that U j is a (multi-valued) function on P 1 . We now cut the surface C as in [20, pp. 242-243] , so that log f 0 and the U j become single valued functions. Let  a 1 , . . . , a g ,b 1 , . . . , b g be cycles on C representing the canonical basis of H 1 (C, Z), disjoint except the common base point s 0 ∈ C and not containing any zero or pole of ν. Let ǫ i be smooth arcs from s 0 to the points {p i } in the support of (ν), disjoint from all a r , b r (except for s 0 ). We may also assume that that a r , b r , ǫ i do not contain any points of the fibres over 0, ∞. Then the complement P of all these paths is a simply connected region as drawn below (cf. [20, p. 242] ).
We view P as a polygon with sides a r , a
i . We choose a singlevalued branch of log f 0 on P . The function κ j (ζ, η) = ∂η ∂α j log f 0 (ζ, η) is a meromorphic function on P and we have U j (ζ) = m i=1 κ j (ζ, η i ). Now, for an integer s:
where 0 is a simple cycle around 0 ∈ P 1 and0 its lift to C. Since the differential on the right-hand side has poles only at ζ = 0 and ζ = ∞, we have
On the other hand, the patching formula for κ j is
and hence
The integrand in the third term arises, as observed in Remark 7.3, from a function on P 1 and, so it can be replaced thanks to the residue theorem, by the integral around 0. Thus:
We now compute ∂P κ j dζ ζ s . We rewrite it as ∂P log f 0 ψ, where ψ is a meromorphic differential (equal to Similarly,
Since the integral of log f 0 over a homology cycle is an integer multiple of 2π √ −1, we have a well defined homology cycle in H 1 (C, Z), represented by
If we define a chain γ as
then we obtain, from the above calculations,
We now define a function φ on a neighbourhood of (C, ∆
if a = 0
We now impose reality conditions: we assume that the curve C is τ -invariant, the line bundle E satisfies (7.6) and that ντ * ν = 1. In particular, τ (∆ − ) = ∆ + . First of all, we can choose a canonical basis of H 1 (C, Z) for which (7.14) τ * (a r ) = −a r , τ * (b r ) = b r , r = 1, . . . , g.
This follows (cf. [24, p.227] ) from two facts: (1) since τ is anti-holomorphic, the intersection number of any two cycles satisfies #(λ, µ) = −#(τ * λ, τ * µ), and (2) τ * is diagonalisable. Thus, we take a r to be the (−1)-eigenvectors and b r to be 1-eigenvectors of τ * . We now have d log f 0 = −τ * d log f 0 , and, hence,
Therefore ar d log f 0 is real, but, since it is also an integer multiple of 2π √ −1, it must be equal to zero. Hence, the cycle (7.11) is, in this canonical basis, a linear combination of the a r only, and so τ * λ = −λ. Moreover, as τ (∆ − ) = ∆ + , we can replace i ord pi (f 0 )ǫ i in (7.12) by paths going from p i to τ (p i ), so that τ * (γ) = −γ.
We now prove Theorem 7.4. We have the function F given by (7.2), and we know, from Corollary 7.4 and the reality conditions, that on each S l there is a section
with ν l τ * ν l = 1. From the above calculations, applied to every component S l , we obtain another function
, which, apriori, may differ from F in the choice of the cycle. Let c ′ be the cycle for F ′ , i.e. c ′ is the sum of γ's on different S l . We denote the restriction of c ′ to S l by γ ′ l . Computing the second term in (7.2), as in Remark 7.3, we conclude, from (5.6) and (7. 3) that
for every l and every holomorphic differential Ω on S l . The paths components on each S l are determined by the singularities of ν l , and hence, they are the same for γ l and for γ To prove Theorem 7.5, we define the function F in (7.2) as k l=1 φ(S l ) , and the cycle c on S is the sum of γ's on different S l . Theorem 7.5 follows easily from (7.13), (5.8), and (4.6) (all terms of the form R(∆ + , ∆ − ), arising from different S l , cancel).
Examples
8.1. SU (2)-monopole metrics and asymptotic monopole metrics. The moduli space of SU (2)-monopoles of charge n is a 4n-dimensional complete hyperkähler manifold, biholomorphic to the space of rational maps P 1 → P 1 of degree n. When we vary the complex structure, the denominator of the rational map, corresponding to a given monopole, traces a curve S ∈ |O(2n)|. Hitchin [21] shows that the line bundle L 2 on T with transition function exp(2η/ζ) is trivial on S. The monopole metric is a basic example of Theorem 7.5. Indeed, it has been shown by Ivanov and Roček [26] (for n = 2) and by Houghton [23] (for arbitrary n) that the monopole metric can be constructed via the generalised Legendre transform from the function
It has been known since the work of Taubes [31] that the infinity of the moduli space of (centred) monopoles corresponds to a monopole decaying to a superposition of monopoles of lower charges. Thus, for any partition (n 1 , . . . , n k ) of n, there is an asymptotic region of the monopole moduli space, where monopoles are approximately a superposition of k monopoles of charges n 1 , . . . , n k . To understand the asymptotic dynamics, we make a guess that the metric approximates the metric given by (8.1), but this time defined on unions of spectral curves of degrees n 1 , . . . , n k . In other words, this time F is defined on S(n 1 , . . . , n k ). Corollary 7.1 implies that the condition (5.6) is equivalent to L
l is the divisor cut out on S l by the other curves. These are, indeed, the constraints for the asymptotic monopole metrics considered in [11] and Theorem 7.5 shows that the metrics produced by the GLT in this case are those in [11] . In fact, it was this GLT approach which first suggested what the asymptotic monopole metrics should be.
We observe that Remark 7.3 applies to these asymptotic metrics as well, and the constraints (5.6) are equivalent to (7.5) being valid on every S l , l = 1, . . . , k.
SU (N )-monopole metrics.
We recall the twistor description, due to Hurtubise and Murray, of the moduli space of SU (N )-monopoles with maximal symmetry breaking. An SU (N )-monopole has a magnetic charge (m 1 , . . . , m N −1 ) and its Higgs field at infinity is conjugate to √ −1 diag(µ 1 , . . . , µ N ), with µ 1 < µ 2 < · · · < µ N . A generic monopole with these data corresponds to a collection of τ -invariant compact spectral curves S p ∈ |O(2m p )|, p = 1, . . . , N − 1, in generic position, along with a splitting S p ∩ S p−1 = S p,p−1 ∪ S p−1,p into subsets of disjoint cardinality, such that τ (S p,p−1 ) = S p−1,p and, over S p ,
where L s is the line bundle defined in the previous subsection. In addition, there are vanishing and positivity conditions -see [25, p.38] .
The moduli space of SU (N )-monopoles with fixed (m 1 , . . . , m N −1 ) and (µ 1 , . . . , µ N ) has a natural hyperkähler metric. It follows from the work of Hurtubise and Murray [25] that the Nahm transform induces a biholomorphism between the twistor space of this metric and the twistor space of the natural L 2 metric on the moduli space of solutions to Nahm's equations. Moreover, this biholomorphism commutes with the the real stucture, preserves the twistor lines and the fibres of the projections onto P 1 . Therefore the Nahm transform preserves the hypercomplex structure and, whence, the Levi-Civita connection.
It follows now, by comparing [25, §3] with [7] , that the metric on the moduli space of solutions to Nahm's equations can be described in terms the above spectral data, by the formula (7.7), where ζ, η l j (ζ) , j = 1, . . . , m l , are the points of S l over ζ, l = 1, . . . , N 1 , and
, where P l = P l (ζ, η) is the polynomial defining S l . Let ν l = σ l /τ * σ l , l = 1, . . . , N − 1. It satisfies ν l τ * ν l = 1 and it is a section of
Moreover ν l is represented, on {ζ = 0}, byf
P l+1 (ζ,η) and we compute (7.7) (omitting ζ in η l j (ζ)):
Thus, we are in the situation described in Theorem 7.5, and the SU (N )-monopole metrics arise from the GLT applied to the function
. The cycle c satisfies τ * c = −c and it enters each S l at points of S l,l+1 + S l,l−1 and leaves at points of S l+1,l + S l−1,l (c is determined by the sections ν l as in the proof of Theorem 7.5).
Remark 8.1. For N = 3 and µ 3 −µ 2 = µ 2 −µ 1 = 1, the function F is just half of the corresponding to the asymptotic SU (2)-monopole metric. Nevertheless, the cycles, and hence the metrics are different. What happens is that the twistor space is the same in both cases, but the real sections corresponding to SU (3)-monopoles belong to a different connected component from the sections corresponding to the asymptotic SU (2)-monopole metric. This can be seen from the corresponding Nahm flow, which has a singularity at −1, 0, 1 for the SU (3)-monopoles [25] , but is smooth on (−2, 0) and on (0, 2) for the asymptotic SU (2)-monopole metric. The point is that the triviality of (8.3) does not imply the triviality of (8.2).
Once again, we can guess the form of the asymptotic metric. In the region, where where the monopole of type l, l = 1, . . . N − 1, is approximately a superposition of k monopoles of charges n 1 , . . . , n k , the asymptotic metric is given by the GLT applied to (8.4) on S(m 1 , . . . , m l−1 , n 1 , . . . , n k , m l+1 , . . . , m N −1 ). 8.3. Adjoint orbits and related metrics. It is by now well-known that adjoint orbits of complex semisimple Lie groups carry hyperkähler metrics (cf. [28] ). For regular semisimple orbits, the most general construction is due to Alekseevsky and Graev [1] and to Santa-Cruz [30] , who associate a U (k)-invariant pseudohyperkähler structure to any reduced spectral curve S ∈ |O(2k)| (provided S satisfies a reality condition). Suppose that S is a curve given by (2.1) and the polynomial coefficients a i (ζ) satisfy (5.1). The twistor space is defined as (8.5) Z S = {p ∈ O(2) ⊗ gl(k, C); p is a regular matrix} A real section of Z S → P 1 is a quadratic polynomial A(ζ) = A 0 + A 1 ζ + A 2 ζ 2 , such that A(ζ) is a regular matrix for every ζ and which satisfies A 0 = −A * 2 , A 1 = A * 1 . Such a real section is a twistor line if, in addition, the normal bundle of A(ζ) is the sum of O(1)'s. This last condition translates into a condition on centralisers of A(ζ) -see [30, Theorem 4] . The manifold N S of twistor lines is a pseudo-hyperkähler manifold. Observe, that a fibre of Z S over a ζ ∈ P 1 , such that the fibre of S over it consists of distinct points, is an adjoint GL(k, C) orbit. The twisted form Ω is on such a fibre just the Kostant-Kirillov-Souriau. Consequently, with respect to the complex structure corresponding to such a (generic) ζ ∈ P 1 , N S is isomorphic to an open subset of an adjoint orbit. The well-known complete hyperkähler metrics of Kronheimer correspond to S fully reducible, i.e. a union of rational curves.
We now claim that the pseudo-hyperkähler structure of N S can be obtained via the generalised Legendre transform. We consider the space W S ⊂ S(1, . . . , k), defined by setting S k = S, and apply the GLT to the function (8.6) c η ζ 2 dζ on W S . Indeed, the results of [13] imply that the Kostant-Kirillov-Souriau form of regular adjoint orbits of GL(k, C) is trivialised in coordinates given by the GelfandZeitlin map (considered in §3) and by the Gelfand-Zeitlin torus. Thus, the twistor space of N S can be trivialised, owing to Proposition 3.6 with d = 2, by the curves S l and sections σ l of O(2)[D l−1 − D l ] satisfying σ l τ * σ l = P l+1 P l−1
, where P l = P l (ζ, η) is the polynomial defining S l . We now proceed as for SU (N )-monopoles and conclude, from Theorem 7.5, that the metric of N S is given by the function (8.6) on W S .
We can also consider the function (8.6) on the full S(1, . . . , k). We obtain a (pseudo)-hyperkähler manifold N , from which all the N S can be produced via the twistor quotient construction, as in §6.1. The complex symplectic structure of N is that of GL(k, C)×P , where P ≃ C k is a regular Slodowy slice (cf. [13] ). The metric on N is a limiting case of the metrics on moduli spaces of SU (k + 1)-monopoles of charge (1, . . . , k), if we allow µ p − µ p+1 → 0 for p = 1, . . . , k. The metric on N probably has an SU (N )-symmetry, just like the metrics on each N S . aff of line bundles of degree g − 1 corresponds to a flow of matricial polynomials, and, hence, a hyperkähler metric exists on the space of matricial flows which correspond to periodic flows. The periodicity means that the matrices should have the same behaviour at s = 1 as at s = 0; the latter being canonically determined by the flow on the Jacobian approaching the bundle O S (n − 2) ∈ J g−1 . In the simplest case, l(ζ, η) = from the formula (7.7). We also note that for n = 1 we obtain the metric considered in Example 5.2.
