We discuss the difficulties of estimating quadratic functionals based on observations Y (t) Bessel coefficient of the unknown function f. We invent a new method for developing lower bounds based on testing two highly composite hypercubes, and address its advantages. The attainable lower bounds are found by applying the hardest I-dimensional approach as well as the hypercube method.
Introduction
The problem of estimating a quadratic functional was considered by Bickel and Ritov (1988) , Hall and Marron (I 987b), and Ibragimov et al (1987) . Their results indicate the following phenomena: for estimating a quadratic functional, the regular rate of convergence can be achieved when the unknown density is smooth enough, and otherwise a singular rate of convergence will be achieved. Naturally, one might ask: what is the difficulty of estimating a nonlinear functional nonparametrically? The problem itself is poorly understood and the pioneering works show that the new phenomena need to be discovered.
Let us consider the following problem of estimating a quadratic functional. Suppose that we observe y =(Yj) with These are two interesting geometric shapes of constraints, which appear quite often in the literature of non-parametric estimation ( Donoho el al (1988) , Efroimovich arId Pinsker (1982) , parzen (1971), Pinsker (1980) , Prakasa Rao (1983) , etc.). The connections of such geometric constraints with the usual constraints on the bounded derivatives will be discussed in section 4.
An interesting feature of our study is the use of geometric idea, including hypercube subproblem, inner length. and hardest hyperrectangle subproblem. We use the difficulty of a hypercube subproblem to develop a lower bound. We show in section 3 and 4 that for some geometric shapes of constraints (e.g. hyperrectangles, ellipsoids. and weighted lp -bodies), the difficulty of a full nonparametric problem is captured by a hypercube subproblem. We compare the hypercube bound with the minimax risk of a truncated quadratic estimator, and show that the ratio of the lower bound and the upper bound is bounded away from O. Thus, in minimax theory at least, there is little to be gained by nonquadratic procedures, and hence, consider quadratic estimators are good enough for estimating a quadratic functional.
A related approach to ours is the hypersphere method developed by Ibragimov et al (1987) . The notion of their method is to use the difficulty of a hypersphere subproblem as that of a full nonparametric problem. Their results indicate that for estimating a spherically symmetric functional with an ellipsoid constraint, the difficulty of the full problem is captured by a hypersphere subproblem. We might ask more generally: can the hypersphere method apply to some other symmetric functionals (see (2. 1» and other shapes of constraints to get attainable lower rates? Unforetunely, the answer is "No". We show in section 6 that the hypersphere method can not give anainable lower rates of convergence for some other kind of constraints (e.g. hyperrectangles) and some other kind of symmetric functionals (e.g. (1.5) with k * 0). In contrast, our hypercube bound can give anainable rates in these cases. Indeed. in section 5, we demonstrate that our hypercube method can give a lower bound at least as sharp as the hypersphere method, no matter what kinds of constraints and functionals are. In other words, the hypercube method is strictly better than the hypersphere method. Our arguments also indicate that the hypercube method has potential applications to some other symmetric functionals, as the value of a symmetric functional remains the same on the vertices of a hypercube.
Comparing our approach to the traditional approach of measuring the difficulty of a linear functional (see Liu (1987 a, c, 1988) , Fan (1989) , Farrell (1972) , Hall and Marron (1987a) , Khas'minskii (1979) , Stone (1980) , Wahba (1975) and many others), the hypercube method uses the difficulty of an ncr-dimensional (ncr~00) subproblem, instead of 1-dimensional, as the difficulty of the full nonparametric problem. It has been shown that for estimating a linear functional, the difficulty of a I-dimensional subproblem can capture the difficulty of a full problem with great generality. However, totally phenomena occur if we are trying to estimate a quadratic functional. The difficulty of the hardest I-dimensional subproblem can only capture the difficulty of a full non-parametric problem for the regular cases (the case that the regular rate can be achieved). For nonregular cases, the hardest I-dimensional subproblem can not capture the difficulty of the full problem. Thus, any I-dimensional based methods fail to give an attainable rate of convergence. The discrepancy is, however, resolved by using multi-dimensionally based hypercube method. Our hypercube method indicates that the difficulty of the full problem for a nonregular case is captured at an ncr-dimensional subproblem.
Let us indicate briefly how the problem (1.1)-(1.4) is related to estimating a quadratic functional of an unknown function. See also Donoho et al (1988) , Ibragimov et al (1987) , Efroimovich and Pinsker (1982) , Nussbaum (1985) . Suppose we are interesting in estimating
a with a priori information that f is smooth. but f is observed in a white noise The white-noise model (1.6) is closely related to the problems of density estimation, and spectral density. It should be no surprise that the results allow one to attack certain asymptotic minimax problems for estimating the asymptotic variance of a R-estimate (Bickel and Ritov (1988) , Hall and Marron (I 987b», and the asymptotic variance of similar problem in time series, and even some problems in bandwidth selection Marron (1987a, 1987b» .
Other comments on the applications of the white noise model (1.6) can be found in Donoho et al (1988) .
Even though we discuss the possible applications on a bounded interval [0, 1], the notion above can be easily extended to an unbounded interval.
In this paper, we consider only for observations (1.1) taking it for granted that the results have a variety of applications, such as those just mentioned. We also take it for granted that the behavior as cr -7 0 is important, which is natural when we make connections with density estimation.
Content.
We begin by introducing the hypercube method of developing a lower bound in section 2, and then show that the hypercube method gives an anainable rate of convergence for hyperrectangular constraint in section 3. The estimator that achieves the optimal rate of convergence is a truncated estimator. In section 4, we extend the results to some other shapes of constraints, e.g. ellipsoids, lp-bodies. In section 5, we demonstrate that our hypercube method is a bener technique than the hypersphere method of Ibragimov et al (1987) . In section 6, we
give some further remarks to show that the hypercube method is strictly bener than hypersphere method. Some comments are further discussed in section 7. Technical proofs are given in section 8.
The hypercube bound
Let's introduce some terminologies. Suppose that we want to estimate a functional T (x) under a constraint x E 1: c ROO. Let 1:0 c 1:. We call estimating T(x) on 1: 0 as a subproblem of the estimation, and estimating T(x) on 1: as a full problem of the estimation. We say that the difficulty of a subproblem captures the difficulty of the full problem, if the best attainable rates of convergence for both problems are the same. In terms of minimax risk, the minimax risks for the subproblem and the full problem are the same within a factor of constant Now, suppose that we want to estimate a symmetric functional T (x), Le. The idea of constructing a lower bound of estimating T is to use the difficulty of estimating T on a hypercube as a lower bound of the difficulty of the full problem. More precisely, take the largest hypercube of dimension n (which depends on 0 ) in the constraint L, and assign probability _1_ to each vertex of the hypercube, and then test the vertices against the 2"
origin. When no perfect test exists ( by choosing some critical value n, depending on 0), the difference in functional values at vertices of two hypercubes supplies a lower bound. The approach we use is related to the one of Ibragimov et al (1987) , who, however use a hypersphere rather than a hypercube.
To carry out the idea, we formulate a testing problem
based on the observations (1.1), i.e. we want to test the origin against the vertices of the largest hypercube with a uniform prior. The problem is equivalent to the testing problem
where C\>(y, t, 0) is the density function of N (t , where B is a symmetric matrix, and c is a constant Simple algebra shows that the risk of qB (y) under the quadratic loss is
The following proposition tells us that the class of quadratic estimators with diagonal matrices is a complete class among all estimators defined by (3.3).
Proposition 1. Let DB be a diagonal matrix, whose diagonal elements are those of B.
Then for each symmetric B ,
where 1: is defined by (1.3) .
Thus only diagonal matrices are needed to be considered. For a diagonal matrix
the estimator (3.3) has risk (3.6) 00 00 00 00
(3.7)
A natural question is when the estimator (3.3) with B defined by (3.6) converges almost surely.
.
Even for the diagonal matrices, it is hard to find the exactly optimal quadratic estimator (see Sacks and Ylvisaker (1981 ». For the infinite dimensional estimation problem, usually the bias is a major contribution to the risk. Thus, we would prefer to use the unique unbiased quadratic estimator but it might not converge in L 2, and even it does converge, it might contribute too much in variance term. Thus, we consider a truncated quadratic estimator
and choose m to minimize its maximum MSE. For the estimator qUI" (y), the maximum MSE is (3.10)
Our main result of estimating quadratic functionals under hyperrectangular constraints can be summarized as follows. The lower bound will be established in Theorem 3 below.
Assumption A. Assume that when n is large, the following conditions hold.
i)
nA n 4 is a strictly decreasing sequence, which goes to 0 as n -> 00, and When (q + 1)/2 < P ::;; q + 0.75, simple algebra shows that the optimal m, which minim-
and the maximum risk of the optimal truncated estimator (3.13) with m =mo is estimator is given by (3.13) with m =mo. The optimal mo is defined by (3.14) when (q + 1)/2 < P ::;; q + 0.75 with the maximum risk given by (3.15) , and the optimal 4 mo = do 4p-1 when p > q + 0.75 with the maximum risk given by (3.16) . Moreover, the estimator achieves the optimal rate of convergence.
When p~q + 0.75, the regular rate 0 (0 2 ) is achieved by the best truncated estimator, and hence the difficulty of the full problem of estimating Q(x) is captured by a I-dimensional subproblem. However, the situation changes when p < q + 0.75. The difficulty of the hardest I-dimensional subproblem can not capture the difficulty of the full problem any more (Compare (7.2) with (3.15». Thus, we need to establish a larger lower bound for this case by applying Theorem 1. By our method of construction, intuitively we need an no-dimensional subproblem, not I-dimensional subproblem, in order to capture the difficulty of the full problem for this case. 
Moreover,for any estimator T(y), 
The estimator which achieves the optimal rate of convergence is
Moreover, the estimators achieve the optimal rates given by the difficulty of the full problem with great generality. We will make some general assumptions:
Assumption B.
i) The sequences {An}, and {On} are positive nondecreasing sequences.
ii) There exists a positive constant c such that
Let's study the weighted lrbodies (ellipsoids) first. Consider the truncated estimator 
Moreover, the truncated estimator L r (yl-cr' l) achieves the optimal rate of convergence, ------
achieves the optimal rate of convergence given by if a~2k + 0.25
Now, let's give the optimal rate for the weighted lp -body constraints (p > 2). when p~2, and is convex when 1 $ P <2, and is not convex when 0 < p <1 (Donoho et al (1988». To understand the difficulty of estimation problem under some constraint, it is good to try to study such a kind of geometric constraint first. Our results in this section show that for the special quadratically convex constraints, the difficulty of estimating a quadratic functiona! is captured by a hypercubical subproblem. As the hardest hyperrectangular subproblem is at least as difficult as a hypercubical subproblem, the difficulty of estimating Q (x) under a weighted lp -body is further captured by the hardest hyperrectangular subproblem.
Remark 2. The constraints on the condition that the kth derivative is bounded, and the constraints that the Fourier coefficients fall in certain Roo set are both smoothness constraints.
A simple connection is that Thus, the optimal rates under the bounded derivative constraints should be the same as those under lz-body constraints. Indeed, in density estimation setting, Bickel and Ritov (1988) give the optimal rate of convergence for estimating the functional discussed in Example 4 under certain constraint on the boundedness of derivatives of a density, and the optimal rate is precisely the same as (4.7) ( with 0 = n-lIz ). Thus, the special1z-body constraints are the same as constraints on the boundedness of derivatives. Also, for estimating quadratic functionals, optimal rates under a hyperrectangular constraint {x: I Xj I :S Cr P} and the optimal rates under a bounded a-derivative constraint agree when p = a + 0.5. (compare (3.18) with Bickel and Ritov (1988) or (4.7».
Comparison with Ibragimov-Nemirovskii-Khas'minskii Our method of developing a lower bound is similar to that of Ibragimov et al (1987).
Their method is based on testing the largest inner sphere instead of testing the vertices of a hypercube. Let's walk through the main steps of Ibragimov et aI's method: i) inscribe the largest n-dimensional hypersphere S II into the constraint 1:;
ii) test the origin against SII based on the observations (1.1);
iii) choose dimension n (depending on 0) such that no perfect testing procedure exists; 
iv) compute the difference of functional inf IT(x) -T(O)
I
does. Therefore. it turns out that our method has much broader applications not only in the shapes of geometric constraints (e.g. hyperrectangle; see Remark 3) but also in the classes of symmetric functionals being estimated (see Remark 4).
The argument of the above statement is as follows. Let r" (L) be the n -dimensional inner radius of a set L (Figure 1) , namely, the supremum of the radii of all n-dimensional discs centered at 0 lying in L (see Ibragimov et al (1987) and Chentsov (1980». Then it is easy to see that our n -dimensional inner length I" (L)~r" (L)/-rn because if one can inscribe an ndimensional inner disc into L, then one can also inscribe an n -dimensional inner hypercube inside the disc (Figure 1 
with a prior of x" uniform on the sphere { 11x" II ='" }. ( 
5.1) is
if cr/r n -> 0 (Note that n depends on cr in the current setting).
Comparing Lemma I and the Lemma 1 of the present paper, we find out that testing an n -dimensional sphere with the uniform prior against the origin is as difficult as testing the vertices (with uniform prior) of the largest inner hypercube of the sphere (Figure 1) above are the same), one can inscribe an n -dimensional inner hypercube with the inner length in (I:), but it is impossible to inscribe an n -dimensional inner sphere with radius in in (I:) (Figure 2) . Hence, the hypersphere method can not give an attainable lower bound in these cases (see Remark 3) even though the functional may be spherically symmetric. Another advantage of our method is that it is easy to inscribe a hypercube into a nonsymmetric constraint as we only require the vertices of the hypercube lying in the constraint instead of the entire hypercube (see Example 5 below). (3.17) . It is clear that in the current setting a hypercube is o easier to inscribe into a hyperrectangle than a hypersphere, and hence hypersphere's method cannot give an anainable lower rate, while we can get the anainable lower bound via the hypercube method. Remark 4. Using the method of Ibragimov et al (1987) to develop the lower bound for the weighted lp -body ( Aj =jq , OJ =j'), we find that the lower bound is of order
which is not an attainable rate when q ;to O. Thus, the hypersphere method does not work in 00 the current sening. The reason for this is that the value of the functional Q (x) = L rxl 1 changes when x lies on an n-dimensional sphere (note that when q =0, the hypersphere's method can also give an attainable lower rate as Q (x) remains the same when x is on the sphere). Note that in the current setting, the largest n -dimensional inner hypercube lies in the largest n-dimensional hypersphere (see Figure I) . Thus, the reason for our method to give a larger lower bound is not due to the fact that the hypercube is easier to inscribe than the hypersphere, but is due to the fact that for estimating a symmetric functional ((2.1)), the value of the functional remains the same when x is on vertices of the hypercube.
Discussions a) Possible Applications
We have demonstrated that for special kinds of constraints of the hyperrectangles and the 
where 8('t) is a hyperrectangle with the coordinates 't, q (y) is an estimator based on our model (1.1), and C is a finite constant. For estimating linear functionals, the phenomenon above is true (Donoho et (1988». We can apply our hypercube bound to a non-symmetric constraint, and also to an unsymmetric functional. Let's give an example involved the use of our theory. 
where n a is the smallest integer satisfying (2.5 . is an unsymmetric set in this example and T(j) is an unsymmetric functional (see (2.1)).
Our hypercube method can also apply to estimating an unsymmetric functionals with an unsymmetric positivity constraints.
1
The functional T(f) above can also be replaced by where C r =L r r can be calculated numerically. From Table 7 .1, we know that the best truncated estimator is very efficient. Thus, the difficulty of the hardest I-dimensional subproblem captures the difficulty of the full problem pretty well in the case p > q + 0.75. 
c) Bayesian approach
The following discussion will focus on estimating the quadratic functional 00
Q (x) = L r xl with the constraint x E 1: = {x: IXj I ::;; r p }.
1
It is well known that the minimax risk is attained at the worst Bayes risk. The traditional method of finding a minimax lower bound is using Bayesian method with an intuitive prior.
However, in the current setting, all intuitive Bayesian methods jail to give an attainable (sharp in rate) lower bound. Thus, finding an attainable rate of estimating a quadratic functional is a non-trivial job.
By an intuitive prior, we mean that assign the prior uniformly on the hyperrectangle, which is equivalent to that independently assign the prior uniformly on each coordinate, or more generally we mean that assign the prior The conclusion follows.
Proof of Theorem 5. We will prove the truncated estimator achieves the rate given by (4.8) and then use the hypercube approach to prove the lower bound.
For the truncated estimator (3.9), the maximum risk max R (qUI', x) x E I:,.
Let q = P be the conjugate number of £... Then To prove the lower bound result, similar to the proof of Theorem 4, we need only to con- •
