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TWO IDENTITIES RELATING EISENSTEIN SERIES ON
CLASSICAL GROUPS
DAVID GINZBURG AND DAVID SOUDRY
Abstract. In this paper we introduce two general identities relating Eisen-
stein series on split classical groups, as well as double covers of symplectic
groups. The first identity can be viewed as an extension of the doubling con-
struction introduced in [CFGK17]. The second identity is a generalization of
the descent construction studied in [GRS11].
0. Introduction
For simplicity, in order to avoid general notation in this introduction, we describe
the two identities in the case of symplectic groups.
Let F be a number field, and let A be its ring of Adeles. Let τ be an irreducible,
automorphic, cuspidal representation of GLn(A). Consider, for a positive integer
ℓ, the Speh representation ∆(τ, ℓ) of GLnℓ(A). Let m, i be positive integers, and
assume that m is even. Consider, for a complex number s, the parabolic induction
ρ∆(τ,m+i),s = Ind
Sp2n(m+i)(A)
Qn(m+i)(A)
∆(τ,m+ i)| det ·|s,
where Qn(m+i) is the Siegel parabolic subgroup of Sp2n(m+i). Let E(f∆(τ,m+i),s)
be the Eisenstein series on Sp2n(m+i)(A), corresponding to a smooth, holomorphic
section f∆(τ,m+i),s of ρ∆(τ,m+i),s.
For our first identity, we consider a Fourier coefficient Fψ(E(f∆(τ,m+i),s)) of
our Eisenstein series, along the unipotent radical Umn−1 of the standard parabolic
subgroup Qmn−1, whose Levi part is isomorphic to GL
n−1
m × Sp2(m+ni). The cor-
responding character of Umn−1(A) is written explicitly in (1.2), and denoted there
by ψH , with H = Sp2n(m+i). This character is attached to the symplectic partition
((2n − 1)m, 12ni+m). It is stabilized by a subgroup DA, where D isomorphic to
Spm×Sp2ni+m. See [CM93], Theorem 6.1.3. For g ∈ Spm(A), h ∈ Sp2ni+m(A), de-
note by t(g, h) the corresponding element in DA. We consider the Fourier coefficient
above as a function on Spm(A)× Sp2ni+m(A) (it is automorphic),
(0.1)
Fψ(E(f∆(τ,m+i),s))(g, h) =
∫
U
mn−1(F )\Umn−1(A)
E(f∆(τ,m+i),s, ut(g, h))ψ
−1
H (u)du.
Now we use Fψ(E(f∆(τ,m+i),s))(g, h) as a kernel function and integrate it against
cusp forms ϕσ in a space of an irreducible, automorphic, cuspidal representation σ
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of Spm(A), thus obtaining automorphic functions on Sp2ni+m(A),
(0.2) E(f∆(τ,m+i),s, ϕσ)(h) =
∫
Spm(F )\Spm(A)
Fψ(E(f∆(τ,m+i),s))(g, h)ϕσ(g)dg.
Theorem A. E(f∆(τ,m+i),s, ϕσ) is an Eisenstein series on Sp2ni+m(A), corre-
sponding to the parabolic induction from ∆(τ, i)| det ·|s × σι, where σι is a certain
outer conjugation of σ by an element of order 2. There is an explicit meromor-
phic section Λ(f∆(τ,m+i),s, ϕσ) of the last parabolic induction, such that for Re(s)
sufficiently large,
(0.3) E(f∆(τ,m+i),s, ϕσ)(h) =
∑
γ∈Qni(F )\Sp2ni+m(F )
Λ(f∆(τ,m+i),s, ϕσ)(γh).
The right hand side of (0.3) continues to a meromorphic function in the whole
plane. Denote it by E(Λ(f∆(τ,m+i),s, ϕσ)). Then, as meromorphic functions on
Sp2ni+m(A),
E(f∆(τ,m+i),s, ϕσ) = E(Λ(f∆(τ,m+i),s, ϕσ)).
We can prove a similar identity with normalized Eisenstein series, outside a
finite set of places of F , containing the Archimedean ones, outside which τ and
σ are unramified. We also prove analogous identities for metaplectic groups and
split orthogonal groups. The nice thing about this identity is that it expresses an
Eisenstein series on Sp2ni+m(A), induced from ∆(τ, i)| det ·|
s×σι, in a uniform way,
for all σ, in terms of an Eisenstein series on Sp2n(m+i)(A), induced from ∆(τ,m+
i)| det ·|s. For example, when i = 1, we get an expression of an Eisenstein series on
Sp2n+m(A), induced from the cuspidal representation τ | det ·|
s × σι, in terms of an
Eisenstein series on Sp2n(m+1)(A), induced from ∆(τ,m + 1)| det ·|
s. This shows
that Eisenstein series induced from Speh representations play a prominent role. We
can use them to produce Eisenstein series induced from cuspidal representations of
Levi parts of maximal parabolic subgroups.
We note that the section Λ(f∆(τ,m+i),s, ϕσ) has a nice explicit integral expres-
sion, and that it is related to the integrals of the generalized doubling method of
[CFGK17] for Spm×GLn. It is interesting that the identity above exhibits a tower,
as in towers of theta lifts, with the tower parametrized by i. It will be easy to
note that our proofs are valid for i = 0 as well. In this case, the proof amounts to
the Euler product expansion of the generalized doubling integrals for Spm ×GLn,
representing the partial L-function LS(σ × τ, s). In this case, E(f∆(τ,m+i),s, ϕσ)
defines an element in σι. Thus, the tower starts with the cuspidal representation σι
on Spm(A), and moves up to the Eisenstein series representations on Sp2ni+m(A)
induced from ∆(τ, i)| det ·|s × σι, for i = 1, 2, ....
We also allow the case n = 1, where τ is simply a character of F ∗\A∗, and then
∆(τ,m + i) = τ ◦ detGLm+i , ρ∆(τ,m+i),s = Ind
Sp2(m+i)(A)
Qm+i(A)
τ(det ·)| det ·|s. In this
case, Umn−1 is trivial, and the function Fψ(E(f∆(τ,m+i),s))(g, h) is the restriction
of the Eisenstein series E(fτ◦detGLm+i ,s) to Spm(A) × Sp2i+m(A). In this case,
the Eisenstein series E(fτ◦detGLm+i ,s, ϕσ) of Theorem A, corresponds to the sec-
tion Λ(fτ◦detGLm+i ,s, ϕσ) of the parabolic induction from (τ ◦ detGLi)| det ·|
s × σ to
Sp2i+m(A). This was considered in [GPSR97], Sec. 1, for (arbitrary) orthogonal
groups and i = 1 and generalized by Moeglin in [M97], for any i and H symplectic,
or even orthogonal.
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In our second identity, we consider, for i ≥ 1, the descent of E(f∆(τ,i+1),s) from
Sp2n(i+1)(A) to the metaplectic group Sp
(2)
2ni(A), that is we apply to E(f∆(τ,i+1),s)
a Fourier-Jacobi coefficient corresponding to the partition (2n, 12ni). Denote this
coefficient by D
(2),φ
ψ,ni (E(f∆(τ,i+1),s)), and view it as an automorphic function of
h˜ ∈ Sp
(2)
2ni(A). Here φ ∈ S(A
ni) is a Schwartz function entering in the theta se-
ries on the semi-direct product of the Heisenberg group in 2ni + 1 variables and
Sp
(2)
2ni(A). We consider in a similar way the analogous descent of E(f∆(τ,i+1)γψ,s)
from Sp
(2)
2n(i+1)(A) to Sp2ni(A). Here, γψ is the Weil factor attached to ψ. Denote
the corresponding Fourier-Jacobi coefficient by Dφψ,ni(E(f∆(τ,i+1)γψ,s)), and view it
as an automorphic function of h ∈ Sp2ni(A). We note that the case i = 0 makes
sense. Here, the Fourier-Jacobi coefficients above are simply ψ-Whittaker coeffi-
cients of our Eisenstein series, which are well known. The second main theorem in
this paper is
Theorem B. D
(2),φ
ψ,ni (E(f∆(τ,i+1),s)) is an Eisenstein series on Sp
(2)
2ni(A), corre-
sponding to the parabolic induction from ∆(τ, i)γψ−1 | det ·|
s. There is an explicit
meromorphic section Λ(f∆(τ,i+1)γψ,s, φ) of the last parabolic induction, such that
for Re(s) sufficiently large,
(0.4) D
(2),φ
ψ,ni (E(f∆(τ,i+1),s))(h˜) =
∑
γ∈Qni(F )\Sp2ni(F )
Λ(f∆(τ,i+1),s, φ)(γh˜).
The right hand side of (0.4) continues to a meromorphic function in the whole
plane. Denote it by E(Λ(f∆(τ,i+1),s, φ))(h˜). Then, as meromorphic functions on
Sp
(2)
2ni(A),
(0.5) D
(2),φ
ψ,ni (E(f∆(τ,i+1),s)) = E(Λ(f∆(τ,i+1),s, φ)).
We can prove a similar identity with normalized Eisenstein series, outside a finite
set of places of F , containing the Archimedean places, outside which τ is unram-
ified. We prove a similar theorem for the descent Dφψ,ni(E(f∆(τ,i+1)γψ,s)) from
Sp
(2)
2n(i+1)(A) to Sp2ni(A), expressing it as an Eisenstein series on Sp2ni(A), cor-
responding to the parabolic induction from ∆(τ, i)| det ·|s. We also prove similar
identities for split orthogonal groups.
As in Theorem A, we allow the case n = 1, where τ is a character of F ∗\A∗. In
this case, Theorem B, for HA = Sp2i+2(A), is a special case of a theorem of Ikeda
[I94].
There are several extensions and applications to the above two identities. First,
we intend to extend these identities to metaplectic covering groups of split classical
groups. In recent years there is a growing interest in the structure of automorphic
representations of these groups. There is also a growing realization that many con-
structions which work for the linear groups can be extended to metaplectic covering
groups. For example, as described in [CFGK16], the doubling construction for lin-
ear groups given in [CFGK17], extends in a natural way to metaplectic covering
groups. Thus, as in the above case when i = 1, we expect to express every Eisen-
stein series on a metaplectic covering group, parabolically induced from cuspidal
data τ and σ, in terms of an Eisenstein series involving the representation τ only.
In other words, we expect that a similar identity to identity (0.2) will hold also for
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metaplectic covering groups. Here, τ and σ are irreducible cuspidal representations
of certain metaplectic covering groups. In general, we expect that Theorems A and
B extend to metaplectic covering groups of split classical groups.
A second extension which we intend to study is a variation of the first iden-
tity. This new identity, which we refer to as the dual identity, uses the fact that
the embedding of Spm(A) × Sp2ni+m(A) inside Sp2n(m+i)(A) given by t(g, h) is
not symmetric with respect to g and h. We give some details in the case when
i = 1. Instead of starting with a Fourier coefficient corresponding to the unipotent
orbit ((2n − 1)m, 12n+m) of the group Sp2n(m+1), we start with a Fourier coeffi-
cient corresponding to the orbit ((2n − 1)2n+m, 1m) of the group Sp2n(2n+m−1).
Recall that m is an even number. In both cases the stabilizer contains the same
group Spm(A) × Sp2n+m(A). However, for g ∈ Spm(A), and h ∈ Sp2n+m(A), the
embedding now is given by t(h, g). As in equation (0.1) we can form the Fourier
coefficient
(0.6)
Fψ(E(f∆(τ,2n+m−1),s))(h, g) =
∫
U(F )\U(A)
E(f∆(τ,2n+m−1),s, ut(h, g))ψ
−1
H (u)du.
Here U is a certain unipotent subgroup of Sp2n(2n+m−i), and ψH is a character of
U(A). Pairing this Fourier coefficient against a function ϕσ(g) as above, we obtain
the identity
(0.7) E(f∆(τ,m+1),s, ϕσ)(h) =
∫
Spm(F )\Spm(A)
Fψ(E(f∆(τ,2n+m−1),s))(h, g)ϕσ(g)dg.
In other words, we expect two different ways to obtain the same Eisenstein series
E(f∆(τ,m+1),s, ϕσ). First by using Theorem A, and the second by interchanging the
roles of g and h and forming a similar construction.
There are also certain applications to the identities given by Theorems A and B,
which we intend to study. The first is the study of poles of the various Eisenstein
series involved in these identities. Thus, if E(Λ(f∆(τ,m+i),s, ϕσ)) has a pole at
s = s0, then E(f∆(τ,m+i),s) must have a pole at s = s0, and then we can relate
the leading terms in the Laurent expansions via the identity. We note that the
poles of E(f∆(τ,m+i),s) are well studied in [JLZ13]. Of course, the pole s = s0 of
E(Λ(f∆(τ,m+i),s, ϕσ)) might come from a pole of the section Λ(f∆(τ,m+i),s, ϕσ), and
then we have to separate these poles out. Moreover, we hope to use the above two
identities to study the Fourier coefficients which the residue representations support.
In many constructions which use certain small representations, a crucial ingredient
is the knowledge of the top unipotent orbit which these representations have. Even
for an Eisenstein series induced from cuspidal data attached to a maximal parabolic
subgroup, this information is not known in general. For example, consider the
Eisenstein series E(f∆(τ,m+1),s, ϕσ). This Eisenstein series on Sp4n+m(A) associated
with the parabolic induction from τ |det·|s×σι. It is well known that this Eisenstein
series has a simple pole if the partial L function LS(τ × σ, s)LS(τ,∧2, 2s) has a
simple pole at s = 1/2. It is conjectured, that the unipotent orbit associated with
this residue is ((2n + m), 2n). See Conjecture (FC) in [GJR04]. We hope to use
Theorem A to study this conjecture.
In a forthcoming work of ours, we will use the identities as in Theorem B
to analyze the maximal unipotent orbits supported by the two Eisenstein series
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E(f∆(τ,i+1)γψ,s), and E(f∆(τ,i+1),s) at their various poles. For example, given a
Fourier coefficient, which is nontrivial on the residue at a given pole s0 of the
Eisenstein series on the r.h.s. of (0.5), and corresponds to a unipotent orbit for
Sp2ni, we get a corresponding unipotent orbit for Sp2n(i+1) supported by the residue
at s0 of E(f∆(τ,i+1),s). We will also combine both identities of Theorems A, B to
find explicit relations of various Rankin-Selberg integrals to those of the doubling
method.
In the next section, we will state precisely the main theorems of this paper.
Sections 2-4 deal with Theorem A (and its analogues for metaplectic groups and
split orthogonal groups), and Sections 5-8 deal with Theorem B (and its analogues).
1. Statement of the main theorems
In this section, we consider Eisenstein series on a split classical group H , or a
metaplectic double cover of a symplectic group, induced from a Speh representa-
tion. We will introduce an explicit kernel function obtained by considering a certain
Fourier coefficient of such an Eisenstein series. In the linear case, it turns out to
be an automorphic function on a product of two classical groups L×G, where L is
a direct factor of the Levi part of a maximal parabolic subgroup of G. In case of
metaplectic groups, G and L should be replaced by their double covers. Then we
pair this kernel function against cusp forms on L. Our first main theorem will iden-
tify such a kernel integral as an Eisenstein series on G. Later on, we will consider
another Fourier coefficient, or a Fourier-Jacobi coefficient on the Eisenstein series
above (on H). It is of the same form as the ones studied in [GRS11] (descent).
Viewed as automorphic functions on the group H ′ stabilizing the character defin-
ing the Fourier coefficient, our second main theorem will identify this descent, as
a similar type Eisenstein series on H ′, induced from a similar Speh representation,
but of length shorter by 1.
1. The groups
Let F be a number field and A its ring of Adeles. We will consider symplectic
groups Sp2k and split orthogonal groups SOk over F . We will realize these groups
as matrix groups in the following standard way. Let wk denote the k × k permu-
tation matrix which has 1 along the main anti-diagonal. Then the corresponding
matrix algebraic groups are
Sp2k = {g ∈ GL2k |
tg
(
wk
−wk
)
g =
(
wk
−wk
)
},
SOk = {g ∈ SLk |
tgwkg = wk}.
We will oftentimes denote such a group by Hℓ, where ℓ is the number of vari-
ables of the corresponding anti-symmetric, or symmetric form. We let Hℓ act on
the column space over F of dimension ℓ. We will consider also double covers of
symplectic groups over the local fields Fv, or over the Adele ring A. We will de-
note these groups by Sp
(2)
2k (Fv), Sp
(2)
2k (A), and realize them using the normalized
Rao cocycle, corresponding to the standard Siegel parabolic subgroup ([Rao93]).
In order to unify notation, let ǫ = 1, 2. We will consider the groups H
(1)
ℓ = Hℓ and
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the groups H
(2)
ℓ only when Hℓ is symplectic. In both cases we will use the notation
H
(ǫ)
ℓ with the agreement that when Hℓ is orthogonal then ǫ = 1. In the metaplectic
case, we apply the language of algebraic groups by saying that the Fv - points of
H
(2)
ℓ is the group H
(2)
ℓ (Fv), and the A - points of H
(2)
ℓ is the group H
(2)
ℓ (A).
We fix positive integers n,m, and a nonnegative integer i. We are mainly in-
terested in the case where i is positive, but the definitions and results make sense
also for i = 0. As will be seen, the case i = 0 corresponds to the generalized
doubling method of [CFGK17]. We will consider soon certain Eisenstein series on
H
(ǫ)
2n(m+i). In case this group is symplectic, or metaplectic, we assume that m is
even. When convenient, we will shorten our notation by putting H = H
(ǫ)
2n(m+i) and
rH = 2n(m+ i). We let δH = 1 when H is orthogonal, and δH = −1, when H is
symplectic, or metaplectic. When H is orthogonal, and m is even, we will assume
that m ≥ 4. (The reason is that we will soon consider cuspidal representations
on Hm(A). The case of split SO2 is problematic, since it doesn’t have nontrivial
unipotent radicals.) When H is orthogonal and m is odd, we will allow m = 1. As
will be clear in the sequel, all arguments work here nicely.
We denote the standard basis of F 2n(m+i) by
{e1, ..., en(m+i), e−n(m+i), ..., e−1}.
Assume thatH is linear. For positive integers, k1, ..., kℓ, such that k1+· · ·+kℓ ≤
rH
2 ,
let Qk1,...,kℓ = Q
(1)
k1,...,kℓ
= QHk1,...,kℓ denote the standard parabolic subgroup of H ,
whose Levi part is isomorphic to GLk1×· · ·×GLkℓ×H
′, whereH ′ is a classical group
of the same type asH . Denote the corresponding Levi part byMk1,...,kℓ =M
H
k1,...,kℓ
,
and unipotent radical by Uk1,...,kℓ = U
H
k1,...,kℓ
. When k1 = · · · = kℓ = k, we will
simply denote Qkℓ , Mkℓ , Ukℓ . When H is metaplectic, we consider the analogous
subgroups Q
(2)
k1,...,kℓ
= QHk1,...,kℓ , obtained as the inverse image in H of the similar
parabolic subgroup of the corresponding symplectic group.
When H is linear and j ≤ rH2 , denote, for a ∈ GLj , by aˆ the following element
of H ,
aˆ =

a IrH−2j
a∗

 ,
where a∗ = wj
ta−1wj .
Given positive integers k1, ..., kℓ, such that k1 + · · · + kℓ = k, we denote by
Pk1,...,kℓ the standard parabolic subgroup of GLk, consisting of upper triangular
block matrices, with diagonal of the form diag(g1, ..., gℓ), where gi ∈ GLki , for
1 ≤ i ≤ ℓ. We denote the corresponding unipotent radical by Vk1,...,kℓ .
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Consider the parabolic subgroup Qmn−1. The elements of Umn−1 have the form
(1.1)
u =


Im x1 ⋆ ⋆
. . . · · · · · ·
Im xn−2 ⋆ ⋆
Im y1 y2 y3 ⋆ ⋆
I[m2 ] y
′
3 ⋆
I2(ni+[m+12 ])
y′2 ⋆
I[m2 ] y
′
1 ⋆
Im x
′
n−2 · · · ⋆
. . . ⋆
x′1
Im


,
and, of course, u should lie in H . In case H is metaplectic, we identify Umn−1 as a
subgroup of H , over local fields, or Adeles, by the embedding u 7→ (u, 1). We fix a
nontrivial character ψ of F\A. It defines the following character ψH = ψU
mn−1
of
Umn−1(A), trivial on Umn−1(F ). Its value on the element u of the form (1.1), with
Adele coordinates, is
(1.2) ψH(u) = ψ(tr(x1 + · · ·+ xn−2))ψ(tr((y1, y2, y3)AH),
where AH is the following matrix. When m is even,
(1.3) AH =

 Im2 00(2ni+m)×m2 0(2ni+m)×m2
0 Im
2

 .
When m is odd (and hence H is orthogonal),
(1.4) AH =


I[m2 ] 0 0
0 0 0
0 1 0
0 12 0
0 0 0
0 0 I[m2 ]


,
where the second and fifth block rows of zeroes contain each ni+[m2 ] rows. We note
that ψH corresponds to the nilpotent orbit in the Lie algebra of H corresponding
to the partition ((2n− 1)m, 12ni+m). See [MW87], [GRS03].
Assume that H is linear. The stabilizer of ψH in Mmn−1(A) is the Adele point
of an algebraic group over F , which we denote by D = DψH . It is isomorphic
to Hm × H2ni+m. Note that when m = 2m
′ is even and H is symplectic, this is
Sp2m′ × Sp2(ni+m′). When H is orthogonal, this is the group SO2m′ × SO2(ni+m′).
Assume that m = 2m′ − 1 is odd, so that H is orthogonal. Then D is isomorphic
to SO2m′−1 × SO2ni+2m′−1. See [CM93], Theorem 6.1.3. The elements of D are
realized as
(1.5) t(g, h) = diag(g∆n−1, j(g, h), (g∗)∆n−1), g ∈ Hm, h ∈ H2ni+m,
where g∆n−1 = diag(g, ..., g) (n− 1 times), and j(g, h) is as follows.
Assume that m = 2m′ is even. Then g ∈ H2m′ and h ∈ H2(ni+m′), and H is either
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symplectic, or orthogonal. Write g =
(
a b
c d
)
, where a, ..., d are m′ ×m′ matrices.
Then
(1.6) j(g, h) =

a bh
c d

 , g ∈ H2m′ , h ∈ H2(ni+m′).
Let X±m′ be the subspaces spanned by
e±(2m′(n−1)+1), e±(2m′(n−1)+2), ..., e±(2m′(n−1)+m′),
and let Y ±ni+m′ be the subspace spanned by
e±(2m′(n−1)+m′+1, e±(2m′(n−1)+m′+2, ..., e±(2m′(n−1)+2m′+ni).
Denote
Xm = X
+
m′ +X
−
m′ , Y2ni+m = Y
+
ni+m′ + Y
−
ni+m′ .
Then j(g, h) acts on Xm according to g, and acts on Y2ni+m according to h.
Assume that m = 2m′ − 1 is odd. Then H = SO2n(2m′−1+i), g ∈ SO2m′−1, h ∈
H2ni+2m′−1 ∼= SO2ni+2m′−1. In this case, we will write the elements of H2ni+2m′−1
with respect to the symmetric matrix w′2ni+2m′−1, where
(1.7) w′2ni+2m′−1 =

 wni+m′−1−1
wni+m′−1

 ,
so that
H2ni+2m′−1 = {g ∈ SL2ni+2m′−1 |
tgw′2ni+2m′−1g = w
′
2ni+2m′−1}.
Write
g =

a1 b1 c1a2 b2 c2
a3 b3 c3

 , h =

A1 B1 C1A2 B2 C2
A3 B3 C3

 ,
where the first and third block rows (resp. columns) of g contain each m′ − 1 rows
(resp. columns), and similarly, the first and third block rows (resp. columns) of h
contain each ni+m′ − 1 rows (resp. columns). Then
(1.8) j(g, h) =


a1 0
1
2b1 b1 0 c1
0 A1
1
2B1 −B1 C1 0
a2 A2
1
2 (b2 +B2) b2 −B2 C2 c2
1
2a2 −
1
2A2
1
4 (b2 −B2)
1
2 (b2 +B2) −
1
2C2
1
2c2
0 A3
1
2B3 −B3 C3 0
a3 0
1
2b3 b3 0 c3


.
Let X±m′−1 be the subspaces spanned by
e±((2m′−1)(n−1)+1), e±((2m′−1)(n−1)+2), ..., e±((2m′−1)(n−1)+m′−1),
and let Y ±ni+m′−1 be the subspaces spanned by
e±((2m′−1)(n−1)+m′), e±((2m′−1)(n−1)+m′+1), ..., e±((2m′−1)(n−1)+ni+2m′−2).
Denote
Xm = X
+
m′−1 + F (en(m+i) +
1
2
e−n(m+i)) +X
−
m′−1,
Y2ni+m = Y
+
ni+m′−1 + F (en(m+i) −
1
2
e−n(m+i)) + Y
−
ni+m′−1.
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Then j(g, h) acts on Xm according to g, and it acts on Y2ni+m according to h. More
precisely, for x± ∈ X±m′−1, and z ∈ F ,
j(g, h)(x++z(en(m+i)+
1
2
e−n(m+i))+x
−) = (x′)++z′(en(m+i)+
1
2
e−n(m+i))+(x
′)−,
where (x′)± ∈ X±m′−1, z
′ ∈ F , such that
g

x+z
x−

 =

(x′)+z′
(x′)−

 ,
where we identify x± with its column vector of m′− 1 coordinates according to the
basis above of X±m′−1. Similarly, for y
± ∈ Y ±ni+m′−1, and z ∈ F ,
j(g, h)(y++z(en(m+i)−
1
2
e−n(m+i))+y
−) = (y′)++z′(en(m+i)−
1
2
e−n(m+i))+(y
′)−,
where (y′)± ∈ Y ±ni+m′−1, z
′ ∈ F , such that
h

y+z
y−

 =

(y′)+z′
(y′)−

 ,
where we identify y± with its column vector of ni +m′ − 1 coordinates according
to the basis above of Y ±ni+m′−1.
Assume that H is metaplectic. Then the analogue of (1.5) is given by the homo-
morphism (over Fv)
t(2) : Sp
(2)
2m′(Fv)× Sp
(2)
2ni+2m′(Fv) 7→ Sp
(2)
2n(2m′+i)(Fv)
given by
(1.9) t(2)((g, α), (h, β)) = (t(g, h), αβ(x1(g), x2(h))),
where t(g, h) is given by (1.5), α, β = ±1, and x1, x2 are the Rao x-functions on
Sp2m′(Fv), Sp2ni+2m′ (Fv), respectively. They take values in F
∗
v /(F
∗
v )
2; (x1(g), x2(h))
is the Hilbert symbol. The kernel of the homorphism (1.9) is
{((I2m′ , ǫ), (I2ni+2m′ , ǫ)) |ǫ = ±1}.
See, for example, [JS07], Sec. 2.1. In order to unify and ease our notations, we
will re-denote, when convenient, t(g, h), j(g, h), in the linear case, by t(1)(g, h),
j(1)(g, h). Similarly, we will re-denote, in the linear case, the stabilizer of ψH
by D(1), and in the metaplectic case, we will denote by D(2)(Fv) the image of
the homorphism (1.9). When there is no risk of confusion, we will simply denote
t(g, h) = t(ǫ)(g, h), D = D(ǫ), ǫ = 1, 2.
2. Eisenstein series
Let τ be an irreducible, automorphic, cuspidal representation of GLn(A). As-
sume that τ has a unitary central character. Let ∆(τ,m+ i) be the Speh represen-
tation of GLn(m+i)(A). This representations is spanned by the residual Eisenstein
series corresponding to the parabolic induction from
τ | det ·|
m+i−1
2 × τ | det ·|
m+i−3
2 × · · · × τ | det ·|−
m+i−1
2 .
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We consider the Eisenstein series on HA, E(f∆(τ,m+i)γ(ǫ)
ψ
,s
), corresponding to a
smooth, holomorphic section f
∆(τ,m+i)γ
(ǫ)
ψ
,s
of the parabolic induction
ρ
∆(τ,m+i)γ
(ǫ)
ψ
,s
= IndHA
Q
(ǫ)
n(m+i)
(A)
∆(τ,m+ i)γ
(ǫ)
ψ | det ·|
s.
Here, ǫ = 1, 2, according to whether H is linear, or metaplectic. When ǫ = 1, H is
linear and γ
(1)
ψ = 1. When ǫ = 2, HA = Sp
(2)
2n(2m′+i)(A), and γ
(2)
ψ = γψ ◦ det is the
Weil factor attached to ψ, composed with the determinant. This is a character of the
double cover of GLn(2m′+i)(A). We will denote the value at h of our Eisenstein series
by E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, h). Consider the Fourier coefficient of E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
) along
Umn−1 with respect to the character ψH , and view it as a function onDA = DψH (A).
Fψ(E(f∆(τ,m+i)γ(ǫ)
ψ
,s
))(g, h) =
(1.10)
∫
U
mn−1(F )\Umn−1(A)
E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ut(g, h))ψ−1H (u)du,
where g ∈ H
(ǫ)
m (A), h ∈ H
(ǫ)
2ni+m(A). Since DA stabilizes ψH , the function (1.10) is
automorphic on DA.
Let σ be an irreducible, automorphic, cuspidal representation of H
(ǫ)
m (A). One
of the main objects of study in this paper is the following kernel integral,
(1.11)
E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(h) =
∫
Hm(F )\Hm(A)
Fψ(E(f∆(τ,m+i)γ(ǫ)
ψ
,s
))(g, h)ϕσ(g)dg,
where ϕσ is in the space of σ, and h ∈ H
(ǫ)
2ni+m(A). This is an automorphic function
on H
(ǫ)
2ni+m(A). Note the precise form of (1.11), in the metaplectic case.
E(f∆(τ,m+i)γψ,s, ϕσ)(h, β) =
(1.12)
∫
Sp2m′ (F )\Sp2m′ (A)
Fψ(E(f∆(τ,m+i)γψ,s))((g, 1), (h, β))ϕσ((g, 1))dg.
Our first main goal is to identify E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ) as an Eisenstein series on
H
(ǫ)
2ni+m(A), parabolically induced from ∆(τ, i)γ
(ǫ)
ψ | det ·|
s × σι, where σι is the fol-
lowing representation obtained from σ. Assume, first, that H is linear. Then σι is
the following outer conjugation. Let
J0 =

 I[m2 ]Im−2[m2 ]
−δHI[m2 ]


and define, for b ∈ Hm(A),
(1.13) bι = J−10 bJ0, σ
ι(b) = σ(bι).
In the metaplectic case, let m = 2m′, and consider the matrix J0 as above. Note
that now,
J0 =
(
Im′
Im′
)
,
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and consider, as in (1.13), the automorphism of Hm = Sp2m′ given by b 7→ b
ι =
J−10 bJ0. We will soon lift this automorphism, over each local field, to Sp
(2)
2m′(Fv).
We use the same notation, as in (1.13), and similarly define σι. We will show in
Sec. 3 that, for Re(s) sufficiently large,
(1.14) E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(h) =
∑
h′∈Qni(F )\H2ni+m(F )
Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(h
′h),
where
Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(h) =
(1.15)
∫
Hm(A)
ϕσ(g)
∫
U ′
m(n−1)
(A)
fψ
∆(τ,m+i)γ
(ǫ)
ψ
,s
(δ0ut(g, h))ψ
−1
H (u)dudg.
Here, U ′m(n−1) is a certain subgroup of Um(n−1), δ0 is a certain element in H(F ),
and the upper ψ on the section denotes a composition of the section with a Fourier
coefficient on ∆(τ,m + i). This Fourier coefficient is along Vni,mn , with respect to
the character

Ini ⋆ ⋆ ⋆ · · · ⋆
Im x1 ⋆ · · · ⋆
Im x2 · · · ⋆
. . .
Im xn−1
Im


7→ ψ(tr(x1 + x2 + · · ·+ xn−1)).
We prove in Sec. 3 that Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ) is a smooth, meromorphic section of
(1.16) Ind
H
(ǫ)
2ni+m(A)
Q
(ǫ)
n (A)
∆(τ, i)γ
(ǫ)
ψ | det ·|
s × σι.
Note the case i = 0. Here, in (1.14) there is no summation. It reads
E(f
∆(τ,m)γ
(ǫ)
ψ
,s
, ϕσ)(h) = Λ(f∆(τ,m)γ(ǫ)
ψ
,s
, ϕσ)(h) =∫
Hm(A)
ϕσ(g)
∫
U ′
m(n−1)
(A)
fψ
∆(τ,m)γ
(ǫ)
ψ
,s
(δ0ut(g, h))ψ
−1
H (u)dudg,
and (1.16) says that Λ(f
∆(τ,m)γ
(ǫ)
ψ
,s
, ϕσ) is smooth, meromorphic and takes values
in σι. Let us write the precise form of σι in (1.16) in the metaplectic case. For this,
we first write the lift to Sp(2)m (A) of the automorphism b 7→ b
ι of Spm(A), m = 2m
′.
Let
u¯0 =
(
Im
Im Im
)
∈ Sp4m′(F ).
We denote by c the normalized Rao cocycle, without mentioning the rank of the
corresponding symplectic group. This will always be clear from the context. Define,
for each local field Fv, for (b, ǫ) ∈ Sp
(2)
m (Fv),
(1.17) (b, ǫ)ι = (bι, ǫc(u¯0, j(b
ι, b))(x(bι), x(b)).
Here, x is the Rao x-function on Spm(Fv). Note that when we write
b =
(
b1 b2
b3 b4
)
,
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with bi being m
′ ×m′ blocks, then
j(bι, b) =


b4 b3
b1 b2
b3 b4
b2 b1

 .
It is an exercise to check that (1.17) defines an automorphism. For (b, ǫ) ∈ Sp
(2)
2m′(A),
let ((bv, ǫv))v be in its inverse image in the restricted tensor product of the groups
Sp
(2)
2m′(Fv). Then we keep denoting by (b, ǫ)
ι, the element in Sp
(2)
2m′(A), which is the
image of ((bv, ǫv)
ι)v. We define
σι((b, ǫ)) = σ((b, ǫ)ι).
The inducing representation in (1.16) in the metaplectic case is
(1.18)
(

a b
a∗

 , α) 7→ αγψ(det(a))(det(a), x(b))| det(a)|s∆(τ, i)(a)⊗ σι((b, 1)),
for a ∈ GLni(A), b ∈ Sp2m′(A), α = ±1.
Our identity can be formulated in terms of normalized Eisenstein series. Let S
be a finite set of places of F , containing the infinite ones, outside which σ, τ and
ψ are unramified. Assume that our section is decomposable, unramified outside S,
and normalized in a way which we don’t specify now. Let us multiply our given
Eisenstein series on H(A) by its normalizing factor outside S, dH,Sτ (s). Note that
(1.19)
d
Sp2n(2j+1),S
τ (s) = L
S(τ, s+ j+1)
j+1∏
k=1
LS(τ,∧2, 2s+2k−1)
j∏
k=1
LS(τ, sym2, 2s+2k);
(1.20) d
Sp4nj ,S
τ (s) = L
S(τ, s+j+
1
2
)
j∏
k=1
LS(τ,∧2, 2s+2k)LS(τ, sym2, 2s+2k−1);
(1.21) d
Sp
(2)
2n(2j+1)
,S
τ (s) =
j∏
k=1
LS(τ,∧2, 2s+ 2k)
j+1∏
k=1
LS(τ, sym2, 2s+ 2k − 1);
(1.22) d
Sp
(2)
4nj ,S
τ (s) =
j∏
k=1
LS(τ,∧2, 2s+ 2k − 1)LS(τ, sym2, 2s+ 2k);
(1.23) d
SO2n(2j+1),S
τ (s) =
j+1∏
k=1
LS(τ,∧2, 2s+ 2k − 1)
j∏
k=1
LS(τ, sym2, 2s+ 2k);
(1.24) dSO4nj ,Sτ (s) =
j∏
k=1
LS(τ,∧2, 2s+ 2k)LS(τ, sym2, 2s+ 2k − 1).
Denote
E∗S(f∆(τ,m+i)γ(ǫ)
ψ
,s
, h) = dH,Sτ (s)E(f∆(τ,m+i)γ(ǫ)
ψ
,s
, h).
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This is a normalized Eisenstein series.
Let d
H
(ǫ),S
2ni+m
σ,τ (s) be the normalizing factor, outside S, corresponding to the global
induced representation (1.16). Explicitly,
(1.25)
d
Sp2n(2j+1)+m ,S
σ,τ (s) = L
S(σ×τ, s+j+1)
j+1∏
k=1
LS(τ,∧2, 2s+2k−1)
j∏
k=1
LS(τ, sym2, 2s+2k);
(1.26)
d
Sp4nj+m,S
σ,τ (s) = L
S(σ× τ, s+ j +
1
2
)
j∏
k=1
LS(τ,∧2, 2s+2k)LS(τ, sym2, 2s+2k− 1);
(1.27)
d
Sp
(2)
2n(2j+1)+m
,S
σ,τ (s) = L
S
ψ(σ×τ, s+j+1)
j∏
k=1
LS(τ,∧2, 2s+2k)
j+1∏
k=1
LS(τ, sym2, 2s+2k−1);
(1.28)
d
Sp
(2)
4nj+m,S
σ,τ (s) = L
S
ψ(σ× τ, s+ j+
1
2
)
j∏
k=1
LS(τ,∧2, 2s+2k− 1)LS(τ, sym2, 2s+2k);
(1.29)
d
SO2n(2j+1)+2m′ ,S
σ,τ (s) = L
S(σ×τ, s+j+1)
j+1∏
k=1
LS(τ,∧2, 2s+2k−1)
j∏
k=1
LS(τ, sym2, 2s+2k);
(1.30)
d
SO4nj+2m′ ,S
σ,τ (s) = L
S(σ×τ, s+j+
1
2
)
j∏
k=1
LS(τ,∧2, 2s+2k)LS(τ, sym2, 2s+2k−1);
(1.31)
d
SO2n(2j+1)+2m′−1,S
σ,τ (s) = L
S(σ×τ, s+j+1)
j∏
k=1
LS(τ,∧2, 2s+2k)
j+1∏
k=1
LS(τ, sym2, 2s+2k−1);
(1.32)
d
SO4nj+2m′−1,S
σ,τ (s) = L
S(σ×τ, s+j+
1
2
)
j∏
k=1
LS(τ,∧2, 2s+2k−1)LS(τ, sym2, 2s+2k).
Recall that in the symplectic, or metaplectic cases m is even. Also, in the meta-
plectic case, σ is a genuine representation of Sp(2)m (A), and L
S
ψ(σ × τ, s) depends
on ψ. We will denote in general LSǫ,ψ(σ × τ, s), so that when ǫ = 1, this is just
LS(σ × τ, s), and when ǫ = 2, this is LSψ(σ × τ, s). Let
λS(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ) =
dH,Sτ (s)
d
H
(ǫ),S
2ni+m
σ,τ (s)
Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ).
We prove in Sec. 4 that λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ) is decomposable, and it is normalized,
so that its component at v outside S is such that its value at 1 is a pre-chosen
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unramified vector in ∆(τv, i)⊗ σv. Consider then (1.11) in a normalized form
(1.33)
E∗S(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)(h) =
∫
Hm(F )\Hm(A)
Fψ(E
∗
S(f∆(τ,m+i)γ(ǫ)
ψ
,s
))(g, h)ϕσ(g)dg.
Then (1.14) says that for Re(s) sufficiently large,
E∗S(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)(h) =
(1.34) d
H
(ǫ),S
2ni+m
σ,τ (s)
∑
h′∈Qn(F )\H2ni+m(F )
λS(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)(h
′h).
The right hand side of (1.34) is the normalized Eisenstein series (outside S)
E∗S(λS(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)) on H
(ǫ)
2ni+m(A) corresponding to the normalized section
λS(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ) of Ind
H
(ǫ)
2ni+m(A)
Q
(ǫ)
n (A)
∆(τ, i)γ
(ǫ)
ψ | det ·|
s × σι. Our first main theo-
rem then is the identity
Theorem 1.1.
E∗S(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ) = E
∗
S(λS(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)).
The left hand side is given by the kernel integral (1.11), normalized by dH,Sτ (s). The
right hand side is the normalized Eisenstein series on H
(ǫ)
2ni+m(A) corresponding to
the section λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ) of Ind
H
(ǫ)
2ni+m(A)
Q
(ǫ)
n (A)
∆(τ, i)γ
(ǫ)
ψ | det ·|
s×σι. This section
is spherical and normalized outside S.
The proof of this theorem will occupy the next three sections. As we remarked in
the introduction, we allow the case n = 1, where τ is simply a character of F ∗\A∗,
∆(τ,m + i) = τ ◦ detGLm+i and ρ∆(τ,m+i)γ(ǫ)
ψ
,s
= Ind
H
(ǫ)
2(m+i)
(A)
Q
(ǫ)
(m+i)
(A)
τ(det ·)γ
(ǫ)
ψ | det ·|
s.
Since now Umn−1 is trivial, the function (1.10) is the restriction of the Eisen-
stein series E(f
(τ◦det)γ
(ǫ)
ψ
,s
, ·) to H
(ǫ)
m (A) × H
(ǫ)
2i+m(A). The Eisenstein series ob-
tained from (1.11) corresponds to a section of the parabolic induction from (τ ◦
detGLi)γ
(ǫ)
ψ | det |
s×σ to H
(ǫ)
2i+m(A). This section is the analytic continuation of the
following integral, which converges absolutely for Re(s) sufficiently large,
(1.35) Λ(f
(τ◦det)γ
(ǫ)
ψ
,s
, ϕσ)(h) =
∫
Hm(A)
f
(τ◦det)γ
(ǫ)
ψ
,s
(j(g, h))ϕσ(g)dg.
Here, t(g, h) = j(g, h). The integral (1.35) was considered in [GPSR97], Sec. 1, for
(arbitrary) orthogonal groups and i = 1 and generalized by Moeglin in [M97] for
any i and H linear.
Our second main theorem states roughly that the ”descent” of the Eisenstein
series parabolically induced from ∆(τ, i+ 1)| det ·|s is an Eisenstein series parabol-
ically induced from ∆(τ, i)| det ·|s. More precisely, let H be one of the groups
SO2n(i+1), SO2n(i+1)+1, Sp2n(i+1), Sp
(2)
2n(i+1). Consider the Eisenstein series on HA,
E(f
∆(τ,i+1)γ
(ǫ)
ψ
,s
). Let j0 = 0, when H is odd orthogonal, and j0 = 1, when H is
even orthogonal, symplectic, or metaplectic. Consider the Fourier coefficient along
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U1n−j0 with respect to the character (on Adele points)
(1.36) ψn−j0(

z x yI2ni+1+j0 x′
z∗

) = ψ(n−j0−1∑
r=1
zr,r+1)ψ(xn−j0 · e0).
Here, z ∈ Zn−j0(A), where, in general, Zk denotes the standard maximal unipotent
subgroup of GLk; xn−j0 is the last row of x and e0 is the following column vector
in F 2ni+1+j0 . When H is even orthogonal,
e0 =


0ni
1
1
2
0ni

 .
When H is odd orthogonal,
e0 =

0ni1
0ni

 .
When H is symplectic, or metaplectic,
e0 =
(
1
02ni+1
)
.
This character is stabilized by the Adele points of the following subgroup of ele-
ments:
t(h) =

In−j0 h
In−j0

 ∈ H2n(i+1)+1−j0 , he0 = e0.
In case H is orthogonal, this is isomorphic to H2ni+j0 . In case H is symplectic, we
get the semi-direct product of H
(ǫ)
2ni and the following unipotent subgroup, isomor-
phic to the Heisenberg group in 2ni+1 variables H2ni+1. It consist of the elements
t(u), where
u =

1 x tI2ni x′
1

 ∈ Sp2ni+2.
When H is orthogonal, define, for h ∈ H2ni+j0 (A),
(1.37)
Dψ,ni(E(f∆(τ,i+1),s))(h) =
∫
U
1n−j0
(F )\U
1n−j0
(A)
E(f∆(τ,i+1),s, ut(h))ψ
−1
n−j0
(u)du.
This is an automorphic function on H2ni+j0 (A). It is defined by applying a Bessel
coefficient to E(f∆(τ,i+1),s). The nilpotent orbit corresponding to this Fourier co-
efficient is associated to the partition (2n− 1, 12ni+1), when H is even orthogonal,
and to the partition (2n+ 1, 12ni), when H is odd orthogonal.
Assume that H is symplectic, or metaplectic. In this case, we consider the
Fourier-Jacobi coefficient on E(f
∆(τ,i+1)γ
(ǫ)
ψ
,s
), corresponding to the partition
(2n, 12ni). Thus, for H = Sp2n(i+1), we define, for h˜ ∈ Sp
(2)
2ni(A), projecting to
h ∈ Sp2ni(A),
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Dφψ,ni(E(f∆(τ,i+1),s))(h˜)
(1.38) =
∫
U1n (F )\U1n (A)
E(f∆(τ,i+1),s, ut(h))ψ
−1
n−1(u)θ
φ
ψ−1(j(u)h˜)du,
where θφψ−1 is the theta series corresponding to φ ∈ S(A
ni), and j(u) denotes the
projection of U1n onto H2ni+1. For H = Sp
(2)
2n(i+1), we define, for h ∈ Sp2ni(A),
which is the projection of h˜ ∈ Sp
(2)
2ni(A),
Dφψ,ni(E(f∆(τ,i+1)γψ,s))(h)
(1.39) =
∫
U1n (F )\U1n (A)
E(f∆(τ,i+1)γψ,s, ut(h˜))ψ
−1
n−1(u)θ
φ
ψ−1(j(u)h˜)du.
We regard Dφψ,ni(E(f∆(τ,i+1)γ(ǫ)
ψ
,s
)) as an automorphic function on Sp
(2)
2ni(A), or
Sp2ni(A), respectively.
When H is even orthogonal, the fact that (1.37) is an Eisenstein series on
SO2ni+1(A), parabolically induced from ∆(τ, i)| det ·|
s is a special case of (1.14)
and Theorem 1.1. We simply take there m = 1. We write this down in Sec. 5.
The remaining work on our second main result is summarized in the following two
theorems and appears in Sec. 6-8.
Theorem 1.2. Assume that H is odd orthogonal. Then Dψ,ni(E(f∆(τ,i+1),s)) is a
sum of two Eisenstein series on SO2ni(A). The corresponding sections
Λ±(f∆(τ,i+1),s) are given by explicit unipotent Adelic integrations of f∆(τ,i+1),s,
similar to (1.15) (without the dg-integration). They both define smooth meromor-
phic sections of Ind
SO2ni(A)
Qni(A)
∆(τ, i)| det ·|s. Moreover, E∗S(f∆(τ,i+1),s) is the sum of
the two normalized (outside S) Eisenstein series on SO2ni(A), corresponding to the
above two sections.
Theorem 1.3. Assume that H is symplectic (resp. metaplectic). Then
Dφψ,ni(E(f∆(τ,i+1)γ(ǫ)
ψ
,s
)) is an Eisenstein series on Sp
(2)
2ni(A) (resp. Sp2ni(A)). The
corresponding section Λ(f
∆(τ,i+1)γ
(ǫ)
ψ
,s
, φ) is given by an explicit unipotent Adelic
integration of f
∆(τ,i+1)γ
(ǫ)
ψ
,s
. It defines a smooth meromorphic section of
Ind
Sp
(2)
2ni(A)
Q
(2)
ni (A)
∆(τ, i)γψ−1 | det ·|
s (resp. Ind
Sp2ni(A)
Qni(A)
∆(τ, i)| det ·|s ). Moreover,
E∗S(f∆(τ,i+1)γ(ǫ)
ψ
,s
) is the normalized (outside S) Eisenstein series on Sp
(2)
2ni(A) (resp.
Sp2ni(A)), corresponding to the section Λ(f∆(τ,i+1)γ(ǫ)
ψ
,s
, φ).
As we remarked in the introduction, we allow the case n = 1, where τ is a
character of F ∗\A∗, ∆(τ, i+1) = τ◦detGLi+1 . Note that whenH = SO2i+2, (1.37) is
simply the restriction from SO2i+2(A) to SO2i+1(A) and then Dψ,i(E(fτ◦detGLi+1 ,s))
is an Eisenstein series on SO2i+1(A) corresponding to a section (explicit) of the
parabolic induction from τ ◦ detGLi | det ·|
s. When n = 1, Theorem 1.3 for H is
symplectic is a special case of a theorem of Ikeda. See [I94].
In the sequel, we will need the following proposition. Recall again the notion of
Fourier coefficients corresponding to nilpotent orbits.
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Proposition 1.4. Let O be a nilpotent orbit in glnj, corresponding to a partition
P of nj. Assume that ∆(τ, j) admits a nontrivial Fourier coefficient with respect
to O. Then
P ≤ (nj).
Moreover, let O(∆(τ, j)) denote the set of maximal nilpotent orbits, whose corre-
sponding Fourier coefficients are supported by ∆(τ, j). Then
O(∆(τ, j)) = (nj).
This is Prop. 5.3 in [G06]. See [JL13] for a detailed proof.
2. Analysis of the Fourier coefficient Fψ(E(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ·))(g, h)
In this section, we unfold the Fourier coefficient Fψ(E(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ·))(g, h).
We will analyze the contributions to the Fourier coefficient of the various double
cosets in Qn(m+i)\H/DUmn−1, and we will show that except the open double coset
all others contribute zero.
Assume that Re(s) is sufficiently large. Then, for x ∈ HA, our Eisenstein series
is given by the following absolutely convergent series
E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, x) =
∑
γ∈Qn(m+i)\H
f
∆(τ,m+i)γ
(ǫ)
ψ
,s
(γx).
Here, we abbreviated Qn(m+i)(F ) to Qn(m+i) etc. In the metaplectic case, we know
that we can embed Sp2n(m+i)(F ) as a subgroup of Sp
(2)
2n(2m′+i)(A) by γ 7→ (γ, 1),
and we identify γ and (γ, 1). We factor the summation modulo Qm(n−1) from the
right.
(2.1) E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, x) =
∑
α∈Qn(m+i)\H/Qm(n−1)
∑
γ
f
∆(τ,m+i)γ
(ǫ)
ψ
,s
(αγx),
where the second summation is over γ ∈ Qm(n−1) ∩ α
−1Qn(m+i)α\Qm(n−1). The
representatives α in (2.1) are described in [GRS11], Sec. 4.2. They are parameter-
ized by integers 0 ≤ r ≤ m(n− 1),
(2.2) αr =

Ir α′r
Ir

 ,
where
α′r =


0 Im+ni 0 0
0 0 0 Im(n−1)−r
δHIm(n−1)−r 0 0 0
0 0 Im+ni 0

ωm(n−1)−rH .
Here, ωH = I, unless H is orthogonal, where we need its presence to guarrantee
that the determinant of αr is 1. We will choose ωH (when H is orthogonal), as
follows. When m is even,
ωH = diag(I(m+i)n−1, w2, I(m+i)n−1).
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Recall that w2 =
(
1
1
)
. When m is odd,
ωH = diag(I(m+i)n−1,
(
2
1
2
)
, I(m+i)n−1).
Since H will always be clear from the context, we will write ω0 instead of ωH . We
will use the same notation ω0 for the similar element in a group of the same type
as H , but in a different number of variables, that is when we replace I(m+i)n−1 by
an identity matrix of a different size. The elements of Qm(n−1) ∩ α
−1
r Qn(m+i)αr,
which we will denote, for short, by Q(r), have the form
(2.3)


a1 a2 y1 y2 z1 z2
0 a4 0 y4 0 z4
c v y′4 y
′
2
c∗ 0 y′1
a∗4 a
′
2
a∗1


ω
m(n−1)−r
0
∈ H,
where a1 ∈ GLr, a4 ∈ GLm(n−1)−r, c ∈ GLm+ni. The element (2.3) is conjugated
by αr to the element
(2.4)


a1 y1 z1 a2 y2 z2
c y′4 0 v y
′
2
a∗4 0 0 a
′
2
a4 y4 z
′
1
c∗ y′1
a∗1


.
Apply the Fourier coefficient (1.9). Then by (2.1)
Fψ(E(f∆(τ,m+i)γ(ǫ)
ψ
,s
))(x) =
(2.5)
m(n−1)∑
r=0
∫
U
mn−1 (F )\Umn−1(A)
∑
γ∈Q(r)\Qm(n−1)
f
∆(τ,m+i)γ
(ǫ)
ψ
,s
(αrγux)ψ
−1
H (u)du.
Note that, according to our notation, when H is metaplectic, (2.5) has the following
form.
Fψ(E(f∆(τ,m+i)γψ,s))(x, β) =
(2.6)
2m′(n−1)∑
r=0
∫ ∑
γ∈Q(r)\Q2m′(n−1)
f∆(τ,2m′+i)γψ ,s((αrγ, 1)(u, 1)(x, β))ψ
−1
H (u)du,
where x ∈ Sp2n(2m′+i)(A), β = ±1, and the du-integration is over
U(2m′)n−1(F )\U(2m′)n−1(A). Note that in (2.6), (αrγ, 1) = (αr , 1)(γ, 1). Denote the
summand corresponding to r in (2.5) by Fψ,r(f∆(τ,m+i)γ(ǫ)
ψ
,s
)(x).
Theorem 2.1. For all 0 < r ≤ m(n − 1), and all smooth holomorphic sections
f
∆(τ,m+i)γ
(ǫ)
ψ
,s
,
Fψ,r(f∆(τ,m+i)γ(ǫ)
ψ
,s
) = 0.
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The proof will occupy the rest of this section. It is similar in nature to [GJS15],
Sec. 3. We continue the unfolding process of (2.5), assuming that Re(s) is suffi-
ciently large. We will factorize the summation in γ in (2.5) in several steps. The
first one is modulo Qmn−1 from the right. The summation in γ in (2.5) becomes,
for fixed r and fixed u,
(2.7)
∑
γ∈Q(r)\Qm(n−1)/Qmn−1
∑
η∈Q
mn−1∩γ
−1Q(r)γ\Q
mn−1
f
∆(τ,m+i)γ
(ǫ)
ψ
,s
(αrγηux).
Looking at (2.3), we may take the elements γ = aˆ as representatives for
Q(r)\Qm(n−1)/Qmn−1, where a is a representative of Pr,m(n−1)−r\GLm(n−1)/Pmn−1 .
We will choose these representatives as follows. See (3.19) in [GJS15]. Let r1, ..., rn−1
and ℓ1, ..., ℓn−1 be non-negative integers, such that
(2.8)
n−1∑
i=1
ri = r,
n−1∑
i=1
ℓi = m(n− 1)− r; ri + ℓi = m, i = 1, ..., n− 1.
Put r¯ = (r1, ..., rn−1). Let ar¯ be the following permutation matrix in GLm(n−1)(F ).
It has the form
(2.9) ar¯ =
(
w′1 w
′
2 · · · w
′
n−1
w′′1 w
′′
2 · · · w
′′
n−1
)
,
where, for 1 ≤ i ≤ n− 1, each matrix w′i is of size r ×m, and each matrix w
′′
i is of
size (m(n− 1)− r)×m. The matrices w′i have the form
(2.10) w′i = (w
′
i,1, 0r×ℓi), w
′
i,1 =

 0(r1+···+ri−1)×riIri
0(ri+1+···+rn−1)×ri

 , 1 ≤ i ≤ n− 1.
Similarly,
(2.11) w′′i = (0(m(n−1)−r)×ri, w
′′
i,2), w
′′
i,2 =

 0(ℓ1+···+ℓi−1)×ℓiIℓi
0(ℓi+1+···+ℓn−1)×ℓi

 , 1 ≤ i ≤ n− 1.
For example, for n = 4,
ar¯ =


Ir1 0 0 0 0 0
0 0 Ir2 0 0 0
0 0 0 0 Ir3 0
0 Iℓ1 0 0 0 0
0 0 0 Iℓ2 0 0
0 0 0 0 0 Iℓ3


.
We will take γ = aˆr¯ in (2.7). Note again, that since we deal with rational elements,
we don’t need to worry about the cocycle in the metaplectic case. We now describe
the subgroup Qmn−1 ∩ aˆ
−1
r¯ Q
(r)aˆr¯. Its elements have the form
(2.12) θ =

A B Ch B′
A∗

 ∈ H ,A ∈ GLm(n−1)(F ),
and we specify the forms of each block. First, h ∈ Q
ω
m(n−1)−r
0
ni+m , that is h lies in the
ω
m(n−1)−r
0 -conjugate of the standard parabolic subgroup of H2(ni+m), whose Levi
19
part is isomorphic to GLni+m. Next,
A =


g1 x1,2 · · · x1,n−1
g2 · · · x2,n−1
. . .
gn−2 xn−2,n−1
gn−1

 ,
where each block is of size m×m, such that, for 1 ≤ i, j ≤ n− 1, gi ∈ Pri,ℓi , and
(2.13) xi,j =
(
x
(1)
i,j x
(2)
i,j
0ℓi×rj x
(4)
i,j
)
.
Note that x
(1)
i,j is of size ri × rj , x
(2)
i,j is of size ri × ℓj, and x
(4)
i,j is of size ℓi × ℓj.
B =


x1
x2
...
xn−1

 ,
where each block is of size m× 2(ni+m), such that, for 1 ≤ i ≤ n− 1,
(2.14) xi =
(
x
(1)
i x
(2)
i
0ℓi×(ni+m) x
(4)
i
)
ω
m(n−1)−r
0 .
Note that x
(1)
i , x
(2)
i are of size ri×(ni+m), and x
(4)
i is of size ℓi×(ni+m). Finally,
write C as a m(n− 1)×m(n− 1) block matrix, with all blocks ci,j of size m×m,
1 ≤ i, j ≤ n− 1. Then
(2.15) ci,j =
(
c
(1)
i,j c
(2)
i,j
0ℓi×ℓn−j c
(4)
i,j
)
.
For the element (2.12), θ ∈ Qmn−1 ∩ aˆ
−1
r¯ Q
(r)aˆr¯, let us describe aˆr¯θaˆ
−1
r¯ . For this,
write, for 1 ≤ i ≤ n− 1,
gi =
(
g
(1)
i g
(2)
i
0ℓi×ri g
(4)
i
)
.
Write aˆr¯θaˆ
−1
r¯ in the form (2.3), with the same notation. Then, for t = 1, 2, 4,
(2.16) at =


g
(t)
1 x
(t)
1,2 · · · x
(t)
1,n−1
g
(t)
2 · · · x
(t)
2,n−1
. . .
g
(t)
n−2 x
(t)
n−2,n−1
g
(t)
n−1


;
(2.17) yt =


x
(t)
1
x
(t)
2
· · ·
x
(t)
n−1

 ;
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(2.18) zt =

 c
(t)
1,1 · · · c
(t)
1,n−1
· · ·
c
(t)
n−1,1 · · · c
(t)
n−1,n−1

 .
Note the form of (2.4) when applied to aˆr¯θaˆ
−1
r¯ .
Let us factor the summation in η in (2.7) modulo Umn−1 = Umn−1(F ) from
the right. From the description (2.13)-(2.15) of Qmn−1 ∩ aˆ
−1
r¯ Q
(r)aˆr¯, we may take
representatives of Qmn−1 ∩ a
−1
r¯ Q
(r)ar¯\Qmn−1/Umn−1 of the form
(2.19) hη¯;γ = diag(η1, ..., ηn−1, γ, η
∗
n−1, ..., η
∗
1),
where ηi ∈ Pri,ℓi\GLm(F ), for 1 ≤ i ≤ n− 1, and γ ∈ Q
ω
m(n−1)−r
0
ni+m \H2(ni+m).
Put Q(r¯;η¯;γ) = h−1η¯;γ(Qmn−1 ∩ aˆ
−1
r¯ Q
(r)aˆr¯)hη¯;γ . The summation (2.7) becomes
(2.20)
∑
r¯
∑
hη¯;γ
∑
u′∈Q(r¯;η¯;γ)∩U
mn−1\Umn−1
f
∆(τ,m+i)γ
(ǫ)
ψ
,s
(αraˆr¯hη¯;γu
′ux).
Substitute (2.20) in (2.5) to get, for 0 ≤ r ≤ m(n− 1),
Fψ,r(f∆(τ,m+i)γ(ǫ)
ψ
,s
)(x) =
(2.21)
∑
r¯
∑
γ
∑
η¯
∫
Q(r¯;η¯;γ)∩U
mn−1\Umn−1 (A)
f
∆(τ,m+i)γ
(ǫ)
ψ
,s
(αraˆr¯hη¯;γux)ψ
−1
H (u)du.
Factor the summation in γ modulo j(Hm × H2ni+m) from the right. Thus the
sum over γ ∈ Q
ω
m(n−1)−r
0
ni+m \H2(ni+m)/j(Hm × H2ni+m) is followed by a sum over
(g′, h′) ∈ j−1(γ−1Q
ω
m(n−1)−r
0
ni+m γ ∩ (Hm × H2ni+m))\Hm × H2ni+m. In (2.21), hη¯;γ
is now replaced by hη¯;γj(g′,h′), and similarly for Q
(r¯;η¯;γ) . Now, change variable
in η¯, ηi 7→ ηig
′, so that η¯ 7→ η¯(g′)∆n−1 . Note that h(g′)∆n−1 ,j(g′,h′) = t(g
′, h′).
Since t(g′, h′) normalizes Ujn−1m (F ), Ujn−1m (A) and preserves ψH (the same in the
metaplectic case), (2.21) becomes
(2.22)
∑
r¯
∑
γ
∑
(g′,h′)
∑
η¯
∫
f
∆(τ,m+i)γ
(ǫ)
ψ
,s
(αraˆr¯hη¯;γut(g
′, h′)x)ψ−1H (u)du,
where γ is summed over Q
ω
m(n−1)−r
0
ni+m \H2(ni+m)/j(Hm×H2ni+m), (g
′, h′) is summed
over j−1(γ−1Q
ω
m(n−1)−r
0
ni+m γ ∩ (Hm × H2ni+m))\Hm × H2ni+m, η¯ = (η1, ..., ηn−1) is
summed over
∏n−1
i=1 Pri,ℓi\GLm(F ). Finally, u is integrated along
Q(r¯;η¯;γ) ∩ Umn−1\Umn−1(A).
We will now write a set of representatives of
Q
ω
m(n−1)−r
0
ni+m \H2(ni+m)/j(Hm ×H2ni+m).
Note that j(Hm×H2ni+m) is invariant to conjugation by ω0. Thus, it is enough to
find a set of representatives of Qni+m\H2(ni+m)/j(Hm ×H2ni+m). Let us realize
Qni+m\H2(ni+m) as the variety Z of all (maximal) ni + m-dimensional isotropic
subspaces of the space in which H2(ni+m) acts. We consider the action of j(Hm ×
H2ni+m) on Z. Given an orbit O of this action, it is clear that dim(Z ∩Xm) = dO
is independent of Z, for any Z ∈ O. (See right after (1.6) for the definition of Xm.)
The following lemma is proved exactly as Lemma 3.1 in [GJS15].
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Lemma 2.2. The number dO is the only invariant of the orbit O.
Using this lemma, we can list the following representatives, parametrized by
e = dO, 0 ≤ e ≤ [
m
2 ].
(2.23)
γe = diag(Ie,


I[m2 ]−e
0 I[m2 ]−e
0 0 I2(ni+(m−2[m2 ])+e)
I[m2 ]−e 0 0 I[
m
2 ]−e
0 −δHI[m2 ]−e 0 0 I[
m
2 ]−e

 , Ie).
We may now take in (2.22), γ = γe. Note that γe commutes with ω0.
Proposition 2.3. Let r¯ = (r1, ..., rn−1) be as in (2.8) and e as above. If the
summand corresponding to r¯, γe, in (2.22), is nonzero, then
r1 ≤ r2 ≤ · · · ≤ rn−1 ≤ e ≤ [
m
2
].
Proof. Consider the following element v of the form (2.12), with B = 0, C = 0,
h = I2(ni+m), A with g1 = · · · = gn−1 = Im, and, for 1 ≤ i < j ≤ n− 1,
xi,j = η
−1
i
(
0 y
(2)
i,j
0 0
)
ηj ,
where the last matrix has Adele coordinates and its block division is of sizes as in
(2.13). It follows that v ∈ Q(r¯;η¯;γ)(A) ∩ Umn−1(A). By (2.16),
(2.24) aˆr¯hη¯;γvh
−1
η¯;γ aˆ
−1
r¯ =
(
Ir y
0 Im(n−1)−r
)∧
,
(this is an element of the form (2.3)); the matrix y is the following
y =


0 y
(2)
1,2 · · · y
(2)
1,n−1
0 y
(2)
2,n−1
. . .
y
(2)
n−2,n−1
0


.
By (2.4), the element on the r.h.s. of (2.24) is conjugated by αr into U(m+i)n(A).
Thus, in (2.22),
(2.25) f
∆(τ,m+i)γ
(ǫ)
ψ
,s
(αraˆr¯hη¯;γvut(g
′, h′)x) = f
∆(τ,m+i)γ
(ǫ)
ψ
,s
(αraˆr¯hη¯;γut(g
′, h′)x).
We note that
(2.26) ψH(v) =
n−1∏
i=2
ψ(tr(
(
0 y
(2)
i−1,i
0 0
)
ηiη
−1
i−1)).
Thus, by (2.25), we get in (2.22) an inner integration of the character (2.26). Hence
we must have that ηiη
−1
i−1 is of the following form (or else, we get zero)
(2.27) ηiη
−1
i−1 =
(
µ
(1)
i−1 µ
(2)
i−1
0ℓi×ri−1 µ
(4)
i−1
)
.
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Note that µ
(1)
i−1 ∈ Mri×ri−1(F ). Since ηiη
−1
i−1 ∈ GLm(F ), we must have ri−1 ≤ ri,
for 2 ≤ i ≤ n − 1. It remains to show that rn−1 ≤ e. The proof is similar when
we take the following element v of the form (2.12), with Adele coordinates, so that
A = Im(n−1), h = I2(ni+m), B with
xi = η
−1
i
(
0 y
(2)
i
0 0
)
ω
m(n−1)−r
0 γe, 1 ≤ i ≤ n− 1,
where the last matrix has block division of sizes as in (2.14). The matrix C is with
ci,j = η
−1
i
(
0 ζ
(2)
i,j
0 0
)
(η∗n−j)
−1,
where the last matrix has block division of sizes as in (2.15). Then v ∈ Q(r¯;η¯;γ)(A)∩
Umn−1(A), and by (2.17), (2.18),
(2.28)
aˆr¯hη¯;γevh
−1
η¯;γe aˆ
−1
r¯ =


Ir 0 0 y 0 ζ
Im(n−1)−r 0 0 0 0
Ini+m 0 0 y
′
Ini+m 0 0
Im(n−1)−r 0
Ir


ω
m(n−1)−r
0
,
(this is an element of the form (2.3)); the matrix y is the following
y =


y
(2)
1
y
(2)
2
· · ·
y
(2)
n−1

 ,
and ζ is the matrix of all blocks ζ
(2)
i,j . By (2.4), the element on the r.h.s. of (2.28)
is conjugated by αr into U(m+i)n(A). Thus we get (2.25), with the present element
v and γ = γe. Now we note that (since ω0γe = γeω0 and ω0AH = AH)
(2.29) ψH(v) = ψ(tr(
(
0 y
(2)
n−1
0 0
)
γeAHη
−1
n−1)).
Thus, we get in (2.22) an inner integration of the character (2.29), and we conclude
that
(2.30) γeAHη
−1
n−1 =
(
ν(1) ν(2)
0(ni+m)×rn−1 ν
(4)
)
.
Note that ν(1) ∈M(ni+m)×rn−1(F ). It follows that
(2.31) η−1n−1 =
(
µ
(1)
n−1 µ
(2)
n−1
0(m−e)×rn−1 µ
(4)
n−1
)
.
Since η−1n−1 ∈ GLm(F ), we must have rn−1 ≤ e. This proves the proposition. 
Note that from (2.30), (2.31), it follows that
(2.32) ν(1) =
(
µ
(1)
n−1
0(ni+m−e)×rn−1
)
.
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It also follows that for m even,
(2.33) ν(4) =
(
0(ni+e)×ℓn−1
µ
(4)
n−1
)
,
and for m odd, if we write
µ
(4)
n−1 =

d1d2
d3

 , d1 ∈M([m2 ]−e)×ℓn−1(F ), d2 ∈M1×ℓn−1(F ), d3 ∈M[m2 ]×ℓn−1(F ),
then
(2.34) ν(4) =


1
2d2
0(ni+e)×ℓn−1
d1
d3

 .
Consider now Q(r¯;η¯;γe)(A) ∩ Umn−1(A). Its elements and their conjugates by
a∧r¯ hη¯;γe , can be read from (2.12)-(2.18), and further conjugation by αr can be read
from (2.3)-(2.4). Using these, we see that factoring the du-integration in (2.22),
modulo Q(r¯;η¯;γe)(A) ∩ Umn−1(A), and carrying out the conjugations above, gives
the following inner integration, for fixed r¯ as in Prop. 2.3, η¯ as in (2.27)-(2.31),
γ = γe, (g
′, h′),
(2.35)
∫
Er¯(F )\Er¯(A)
f
∆(τ,m+i)γ
(ǫ)
ψ
,s
(vαraˆr¯hη¯;γut(g
′, h′)x)ψ−1Er¯ ;η¯,e(v)dv,
where Er¯ is a semi-direct product of two unipotent subgroups. One is a subgroup
of U(m+i)n, and the other is the following unipotent subgroup V
∧
r¯ ⊂ GL
∧
(m+i)n =
M(m+i)n. Its elements have the form
(2.36) vˆ =


Ir1 x1,2 · · · x1,n−1 b1 ∗ · · · ∗
Ir2 · · · x2,n−1 b2 ∗ · · · ∗
. . .
Irn−1 bn−1 ∗ · · · ∗
Ini+m cn−1 · · · c1
Iℓn−1 yn−2,n−1 · · · y1,n−2
. . .
y1,2
Iℓ1


∧
.
Note that Vr¯ = Vr1,...,rn−1,m+ni,ℓn−1,...,ℓ1. The character ψEr¯;η¯,e is trivial on
Er¯(A)∩U(m+i)n(A), and takes the following value on v in (2.36), with Adele coor-
dinates,
(2.37)
n−2∏
i=1
ψ(tr(µ
(1)
i xi,i+1))ψ(tr(µ˜
(4)
i yi,i+1))ψ(tr(ν
(1)bn−1))ψ(tr(ν˜
(4)cn−1)),
where µi, ν are as in (2.27), (2.30), and we define
µ˜
(4)
i = −wℓi
tµ
(4)
i , ν˜
(4) = −wℓn−1
tν(4)wni+m.
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Let us view (2.37) as a character of Vr¯(A) and denote it by ψVr¯ ;η¯,e. For an auto-
morphic form ξ in the space of ∆(τ,m+i), consider the following Fourier coefficient
(2.38) ξψ,r¯,η¯,e(a) =
∫
Vr¯(F )\Vr¯(A)
ξ(va)ψ−1Vr¯ ;η¯,e(v)dv.
Then (2.35) is the application of the Fourier coefficient (2.38) to the automorphic
form on GL(m+i)n(A), evaluated at the identity, a 7→ f∆(τ,m+i)γ(ǫ)
ψ
,s
(aˆh), (where
in (2.35), h = αraˆr¯hη¯;γeut(g
′, h′)x). We denote this Fourier coefficient, evaluated
at I(m+i)n, by f
ψ,r¯,η¯,e
∆(τ,m+i)γ
(ǫ)
ψ
,s
(h). Denote U r¯,η¯,emn−1 = Q
(r¯;η¯;γe) ∩ Umn−1. Then (2.22)
becomes
(2.39)∑
r¯
∑
e
∑
(g′,h′)
∑
η¯
∫
U r¯,η¯,e
mn−1
(A)\Umn−1(A)
fψ,r¯,η¯,e
∆(τ,m+i)γ
(ǫ)
ψ
,s
(αraˆr¯hη¯;γeut(g
′, h′)x)ψ−1H (u)du.
Here the various summations are as in (2.22), with r¯, η¯ as in Prop. 2.3 and its
proof. The last step in the proof of Theorem 2.1 will be to show
Proposition 2.4. Assume that rn−1 > 0. Then the Fourier coefficient (2.38) is
identically zero on ∆(τ,m+ i).
Proof. We note that rank(µ
(1)
i ) = ri, rank(µ
(4)
i ) = ℓi+1, for 1 ≤ i ≤ n − 2. Also,
rank(ν(1)) = rank(µ
(1)
n−1) = rn−1, rank(ν
(4)) = rank(µ
(4)
n−1) = m − e. These
follow from the last proof. Due to the form of ν(1), ν(4), (2.32)-(2.34), it is not
hard to see that one can conjugate the character ψVr¯ ,η¯, given by (2.37), by an
element diag(a1, ..., an−1, b, αn−1, ..., α1) ∈ GL(m+i)n(F ), where ai ∈ GLri(F ), αi ∈
GLℓi(F ), for 1 ≤ i ≤ n − 1, and b ∈ GLni+m(F ), to a character of the same form
(as (2.37)), as follows. The matrix µ
(1)
i is replaced by
Ri =
(
Iri
0(ri+1−ri)×ri
)
, 1 ≤ i ≤ n− 2.
The matrix ν(1) is replaced by
Rn−1 =
(
Irn−1
0(ni+m−rn−1)×rn−1
)
.
The matrix µ˜
(4)
i is replaced by
Li =
(
Iℓi+1
0(ℓi−ℓi+1)×ℓi+1
)
, 1 ≤ i ≤ n− 2.
Finally, ν˜(4) is replaced by
S =
(
Im−e 0(m−e)×(ni+e)
0(e−rn−1)×(m−e) 0(e−rn−1)×(ni+e)
)
.
After conjugation, the character ψVr¯ ,η¯ becomes the character
(2.40)
n−2∏
i=1
ψ(tr(Rixi,i+1))ψ(tr(Liyi,i+1))ψ(tr(Rn−1bn−1))ψ(tr(Scn−1)).
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The character (2.40) corresponds to the nilpotent orbit (in gℓ(m+i)n(F )) of the
matrix
(2.41) A =


0r1
R1 0r2
. . .
0rn−2
Rn−2 0rn−1
Rn−1 0ni+m
S 0ℓn−1
Ln−1 0ℓn−2
. . .
L2 0ℓ1


.
The orbit of A corresponds to a partition of the form ((2n − 1)r1 , ...). By Prop.
1.4, we must have r1 = 0, unless n = 1, in which case the proposition is clear, since
n − 1 = 0. Assume that n > 1. Consider the matrix (2.41), with r1 = 0. Then,
similarly, its orbit corresponds to a partition of the form ((2n− 2)r2 , ...). By Prop.
1.4, we must have r2 = 0, unless n = 2, in which case the proposition is clear, since
n − 1 = 1. If n > i − 1, and we proved that ri−1 = 0, then we get that the orbit
of A corresponds to a partition of the form ((2n− i)ri , ...). By Prop. 1.4, we must
have ri = 0, unless n = i, in which case the proposition is clear, since n− 1 = i− 1.
This proves the proposition. 
The last proposition implies that if Fψ,r(f∆(τ,m+i)γ(ǫ)
ψ
,s
) is nonzero, then r1 =
· · · = rn−1 = 0 (due to Prop. 2.3). By (2.8), r = 0. This completes the proof of
Theorem 2.1.
3. The contribution of the open orbit to E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)
Theorem 2.1, (2.5) and (2.39) imply that
Fψ(E(f∆(τ,m+i)γ(ǫ)
ψ
,s
))(x) = Fψ,0(E(f∆(τ,m+i)γ(ǫ)
ψ
,s
))(x) =
(3.1)
[m2 ]∑
e=0
∑
(g′,h′)
∑
η¯
∫
U 0¯,η¯,e
mn−1
(A)\U
mn−1(A)
fψ,0¯,η¯,e
∆(τ,m+i)γ
(ǫ)
ψ
,s
(α0aˆ0¯hη¯;γeut(g
′, h′)x)ψ−1H (u)du.
Let us describe the ingredients of (3.1) in the present case (i.e. r = 0). Recall
that the summation on η¯ = (η1, ..., ηn−1) runs over
∏n−1
i=1 Pri,ℓi\GLm(F ). Since
ri = 0, for 1 ≤ i ≤ n− 1, we may take ηi = Im, for all i, and so there is no further
summation on η in (3.1). Let us denote the element hη¯,γe in this case by hγe . Note
also that a0¯ = Im(n−1), and that
(3.2) α0 =


0 Ini+m 0 0
0 0 0 Im(n−1)
δHIm(n−1) 0 0 0
0 0 Ini+m 0

ωm(n−1)0 .
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Note that ω
m(n−1)
0 = I when m is even. When m is odd, i.e. Hm is odd orthogonal,
ω
m(n−1)
0 = ω
n−1
0 . We denote, for η¯ as above, f
ψ,0¯,η¯,e
∆(τ,m+i)γ
(ǫ)
ψ
,s
= fψ,e
∆(τ,m+i)γ
(ǫ)
ψ
,s
. Note
that V0¯ = Vni+m,mn−1 , and the character ψV0¯;η¯,e is now the following character ψ
′
e
of Vni+m,mn−1 ,
(3.3)
ψ′e(


Ini+m cn−1 · · · c1
Im yn−2,n−1 · · · y1,n−2
. . .
y1,2
Im

 =
n−2∏
i=1
ψ−1(tr(yi,i+1))ψ
−1(tr(νcn−1)),
where in case m is even,
ν =
(
Im−e 0(m−e)×(ni+e)
0e×(m−e) 0e×(ni+e)
)
,
and in case m = 2m′ − 1 is odd,
ν =


Im′−1 0 0(m′−1)×(ni+e) 0
0 0 0 12
0 Im′−1−e 0 0
0 0 0e×(ni+e) 0

 .
Next, the subgroup U 0¯,η¯,emn−1 , which we denote for short U
e
mn−1 , consists of the ele-
ments 
v y 0I2(ni+m) y′
v∗


ω
m(n−1)
0
∈ Umn−1 ,
where v ∈ Vmn−1 and y has the form
y = (0m(n−1)×e, y1, 0m(n−1)×(ni+(m−2[m2 ])+e), y2, y˜1, y3),
where y1 is of sizem(n−1)×2([
m
2 ]−e), y2 is of sizem(n−1)×(ni+(m−2[
m
2 ])+e), y3
is of sizem(n−1)×e, and y˜1 = y1 ·diag(I[m2 ]−e,−δHI[
m
2 ]−e
). Finally, the summation
in (g′, h′) in (3.1) runs over j−1(γ−1e Q
ω
m(n−1)
0
ni+m γe ∩ (Hm ×H2ni+m))\Hm ×H2ni+m.
See (2.22). The elements of γ−1e Q
ω
m(n−1)
0
ni+m γe ∩ (Hm × H2ni+m) have the following
form.
(3.4) (

a x yb x′
a∗

 ,

A X Yeb X ′
A∗


wˆ[m
2
]−e,ni+e
) ∈ Hm ×H2ni+m,
where a ∈ GLe, A ∈ GLni+e, and, for b ∈ Hm−2e,
eb = JebJ
−1
e , Je =

 I[m2 ]−eIm−2[m2 ]
−δHI[m2 ]−e

 ;
w[m2 ]−e,ni+e =
(
I[m2 ]−e
Ini+e
)
:= βe.
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Note that b 7→ eb is an outer conjugation of H2ni+m. Now (3.1) becomes
Fψ(E(f∆(τ,m+i)γ(ǫ)
ψ
,s
))(x) =
∑[m2 ]
e=0
∑
h′∈Qni+e\H2ni+m
∑
g′∈Q0e\Hm
(3.5)
∫
Ue
mn−1
(A)\U
mn−1(A)
f
ψ′e
∆(τ,m+i)γ
(ǫ)
ψ
,s
(α0hγeut(g
′, βˆeh
′)x)ψ−1H (u)du.
Here, Qni+e = Q
H2ni+m
ni+e , and Q
0
e is the subgroup of Q
Hm
e consisting of elements as
the first matrix in (3.4), with b = Im−2e. The Fourier coefficient f
ψ′e
∆(τ,m+i)γ
(ǫ)
ψ
,s
is
obtained by applying the ψ′e coefficient (3.3) to a 7→ f∆(τ,m+i)γ(ǫ)
ψ
,s
(I, a) (and then
we evaluate at α0hγeut(g
′, βˆeh
′)x). As in (2.38), consider the Fourier coefficient
applied to an automorphic form ξ in the space of ∆(τ,m+ i),
(3.6) ξψ
′
e(a) =
∫
V
ni+m,mn−1(F )\Vni+m,mn−1(A)
ξ(va)ψ′−1e (v)dv.
It will be convenient to conjugate the character ψ′e as follows. Define the following
element w0 ∈ GL(m+i)n(F ). Assume that m is even, then
w0 = diag(
(
Ini
Im
)
, Im(n−1)).
Assume that m = 2m′ − 1 is odd. Then
w0 = diag(


0 0 Ini 0
Im′−1 0 0 0
0 0 0 12
0 Im′−1 0 0

 , I(2m′−1)(n−1)).
We will use the following conjugate of ψ′e: ψe(v) = ψ
′
e(w
−1
0 vw0). Then
(3.7) ξψe(w0a) =
∫
Vni+m,mn−1(F )\Vni+m,mn−1(A)
ξ(vw0a)ψ
−1
e (v)dv = ξ
ψ′e(a).
Explicitly, the character ψe is given by
(3.8) ψe(


Ini 0 y1 · · · yn−1
Im x1 · · · ∗
. . .
Im xn−1
Im

) = ψ
−1(tr(aex1)
n−1∏
i=2
ψ−1(tr(xi),
where ae =
(
Im−e 0
0 0e×e
)
.
Proposition 3.1. For any automorphic form ξ in the space of ∆(τ,m + i), and
any y ∈Mni×m(A), ξ
ψe is left invariant to ny = diag(
(
Ini y
Im
)
, Im(n−1)).
Proof. Consider, for fixed a, the following function on Mni×m(F )\Mni×m(A),
φξ(y) = ξ
ψe(nya).
Note that, for y ∈ Mni×m(F ), ny normalizes the rational and Adele points of
Vjm+n,jn−1m , and it preserves ψe. Consider the Fourier expansion of φξ along the
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compact Abelian group Mni×m(F )\Mni×m(A). We claim that the Fourier coeffi-
cients of φξ with respect to all nontrivial characters are zero. Indeed, such a Fourier
coefficient is, in fact, a Fourier coefficient of ξ along the unipotent radical Vni,mn
with respect to a character of the form
(3.9) ψA;e(


Ini y0 y1 · · · yn−1
Im x1 · · · ∗
. . .
Im xn−1
Im

) =
ψ−1(tr(Ay0))ψ
−1(tr(aex1)
n−1∏
i=2
ψ−1(tr(xi),
where A ∈ Mm×ni(F ) is nonzero. It is easy to see that such a Fourier coefficient
corresponds to a partition of the form (n + 1, ...), which by Prop. 1.4 must be
trivial. Thus, φξ is equal to its constant term along Mni×m(F )\Mni×m(A). This
proves the proposition. 
Consider the character (3.9) ψ0;e (i.e. A = 0). Denote
(3.10) ξψ0;e(a) =
∫
Vni,mn(F )\Vni,mn (A)
ξ(va)ψ−10;e(v)dv.
Then the last proposition and (3.7) show that, for any automorphic form ξ in the
space of ∆(τ,m+ i),
(3.11) ξψ
′
e(a) = ξψ0;e(w0a).
Denote α˜0 = wˆ0α0. By (3.11) and Prop. 3.1, we can rewrite (3.5) as
Fψ(E(f∆(τ,m+i)γ(ǫ)
ψ
,s
))(x) =
(3.12)
[m2 ]∑
e=0
∑
h′
∑
g′
∫
Ue
mn−1
(A)\U
mn−1(A)
f
ψ0;e
∆(τ,m+i)γ
(ǫ)
ψ
,s
(α˜0hγeut(g
′, βˆeh
′)x)ψ−1H (u)du.
Here h′ runs over Qni+e\H2ni+m and g
′ runs over Q0e\Hm. At this point, we go
back to our kernel integral (1.11), and bring into our considerations, for the first
time, the cuspidal representation σ of Hm(A). Using (3.12), we have
(3.13) E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(h) =
[m2 ]∑
e=0
∑
h′∈Qni+e\H2ni+m
Λe(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)(h
′h),
where
Λe(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)(h) =
(3.14)∫
Q0e(F )\Hm(A)
ϕσ(g)
∫
Ue
mn−1
(A)\U
mn−1(A)
f
ψ0;e
∆(τ,m+i)γ
(ǫ)
ψ
,s
(α˜0hγeut(g, βˆeh))ψ
−1
H (u)dudg.
Denote by M0e the reductive part of Q
0
e (M
0
e = GL
∧
e ). The unipotent radical of Q
0
e
is Ue = U
Hm
e . We factor the dg-integration in (3.14) modulo Ue(A). The subgroup
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wˆ0α0hγet(Ue, 1)h
−1
γe α
−1
0 wˆ
−1
0 lies inside Q(m+i)n. The elements of the projection of
this subgroup on the Levi part of Q(m+i)n have the following form
(3.15) diag(


Ini
Ie u 0
Im−2e 0
Ie

 ,

Ie u xIm−2e u′
Ie


∆n−1
)∧ ∈ GL∧(m+i)n,
where the diagonally repeated matrix, denote it by y, lies in Ue. Denote the element
(3.15) by z(y)∧. Now one checks that
Λe(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)(h) =
(3.16)∫
M0e (F )Ue(A)\Hm(A)
∫
Ue(F )\Ue(A)
ϕσ(yg)
∫
f
ψ0;e
∆(τ,m+i)γ
(ǫ)
ψ
,s
(z(y)∧α˜0hγeut(g, βˆeh))
ψ−1H (u)dudydg,
where the du-integration is along Uemn−1(A)\Umn−1(A).
Proposition 3.2. For any y ∈ Ue(A),
f
ψ0;e
∆(τ,m+i)γ
(ǫ)
ψ
,s
(z(y)x) = f
ψ0;e
∆(τ,m+i)γ
(ǫ)
ψ
,s
(x),
for all x ∈ HA and all f∆(τ,m+i)γ(ǫ)
ψ
,s
.
Proof. This follows from the following extra-invariance property of the Fourier co-
efficient (3.10), namely let g1, g2 ∈ SLm(A), such that aeg1 = g2ae. Note that
diag(Ini, g1, g
∆n−1
2 ) fixes the character ψ0;e. Then, for any automorphic form ξ in
the space of ∆(τ,m+ i),
(3.17) ξψ0;e(diag(Ini, g1, g
∆n−1
2 )a) = ξ
ψ0;e(a).
We will sketch the proof for g1, g2 in certain standard unipotent radicals. The
proof works similarly for g1, g2 in any root subgroups. Note first that the Fourier
coefficient ξψ0;e factors through the constant term of ξ along the unipotent radical
Vni,mn. Consider the restriction of such constant terms to elements of the form
diag(Ini, b), b ∈ GLmn(A), as automorphic forms on GLmn(A). These form the
elements of | det ·|
1−ni
2 ∆(τ,m). See Lemma 4.1 in [JL13]. Let ψe be the following
character of Vmn(A),
(3.18) ψe(


Im x1 · · · ∗
Im · · ·
. . .
Im xn−1
Im

) = ψ
−1(tr(aex1)
n−1∏
i=2
ψ−1(tr(xi).
Consider, for η in the space of ∆(τ,m), the Fourier coefficient ηψe of η with respect
to ψe, along Vmn . Then we have to prove that for g1, g2, as in (3.17), and a ∈
GLmn(A),
(3.19) ηψe(diag(g1, g
∆n−1
2 )a) = η
ψe(a).
The proof is similar to the proof of Prop. 3 in [FG15]. The basic idea of the
proof is the same one used in the proof of Prop. 3.1, that is when we take a
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Fourier coefficient of u 7→ ηψe(ua), along an abelian unipotent subgroup X of
the stabilizer above of ψe, with respect to a nontrivial character, it follows that
if this Fourier coefficient is nontrivial, then we get a resulting nontrivial Fourier
coefficient on ∆(τ,m), corresponding to a partition, which is strictly larger than
(nm). By Prop. 1.4, we will get a contradiction. Hence only the trivial character
of XA appears in the Fourier expansion of η
ψe along X , that is ηψe is left-XA
invariant. Here is an example sketching how the proof goes. Take above g1 = Im
and g2 = νe(z) =
(
Im−e z
Ie
)
. Consider a Fourier coefficient
(3.20)
∫
M(m−e)×e(F )\M(m−e)×e(A)
ηψe(diag(Im, νe(z)
∆n−1))ψ−1(tr(Bz))dz,
where 0 6= B ∈Me×(m−e)(F ). Substitute (3.10), and (3.20) becomes
(3.21)
∫
M(m−e)×e(F )\M(m−e)×e(A)
∫
Vmn (F )\Vmn (A)
η(diag(Im, νe(z)
∆n−1)va)
ψ−1e (v)ψ
−1(tr(Bz))dvdz.
Now we carry out the process of exchanging roots,([GRS11], Sec. 7.1), as follows.
Write in the matrix (3.18), for 2 ≤ j ≤ n− 1,
xj =
(
xj,1 xj,2
xj,3 xj,4
)
,
where xj,1 is of size (m−e)×(m−e). Now it is easy to check that one can exchange
(in the sense of Sec. 7.1 in [GRS11]) x2,3 with diag(Im, νe(z1), I(n−2)m). Denote by
V 1 the subgroup of Vmn obtained by replacing in (3.18) x2,3 by zero. We conclude
that if (3.20) is nontrivial (as η varies) then the following Fourier coefficient is not
identically zero,
(3.22)
∫
M2
(m−e)×e
(F )\M2
(m−e)×e
(A)
∫
V 1(F )\V 1(A)
η(diag(Im, νe(z1), ν
∆n−2(z))v′a)
ψ−1e (v
′)ψ−1(tr(Bz))dv′dz1dz.
Next, we exchange roots in (3.22), x3,3 with diag(I2m, νe(z2), I(n−3)m), and get the
analogue of (3.22), namely that the following Fourier coefficient is not identically
zero,
(3.23)∫
M3
(m−e)×e
(F )\M3
(m−e)×e
(A)
∫
V 2(F )\V 2(A)
η(diag(I2m, νe(z1), νe(z2)ν
∆n−3(z))v′a)
ψ−1e (v
′)ψ−1(tr(Bz))dv′dz1dz2dz,
where V 2 is the subgroup of Vmn obtained by replacing in (3.18) x2,3 and x3,3 by
zero. We continue in this way, exchanging xj,3 with diag(Ijm, νe(zj), I(n−j−1)m),
step by step, up to j = n−1, and finally we get that the following Fourier coefficient
is not identically zero,
(3.24)
∫
Mn−1
(m−e)×e
(F )\Mn−1
(m−e)×e
(A)
∫
V ′(F )\V ′(A)
η(diag(Im, νe(z1), ..., νe(zn−1))v
′a)
ψ−1e (v
′)ψ−1(tr(Bzn−1))dv
′dz1 · · · dzn−1,
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where V ′ is the subgroup of Vmn obtained by replacing in (3.18) xj,3 by zero, for
2 ≤ j ≤ n− 1. Note that the product of V ′ and the subgroup of all
diag(Im, νe(z1), ..., νe(zn−1) is the unipotent radical Vm,m−e,mn−2,e. Now one checks
that the Fourier coefficient (3.24) on ∆(τ,m) corresponds to a partition of mn, of
the form (n+1, ...), and, by Prop. 1.4, (3.24) is identically zero, for all nonzero B.
A similar argument works for proving the left invariance of ηψe under the Adele
points of elements of the form above with
g1 =

Ie a 0Im−2e 0
Ie

 , g2 =

Ie a bIm−2e 0
Ie

 .

Corollary 3.3. For all 1 ≤ e ≤ [m2 ],
Λe(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ) = 0.
Proof. Note that when Hm is even orthogonal, we assume that m ≥ 4, so that Ue
is a nontrivial unipotent radical of Hm, when e ≥ 1.
By Prop. 3.2 and (3.16),
Λe(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)(h) =∫
M0e (F )Ue(A)\Hm(A)
ϕUeσ (g)
∫
f
ψ0;e
∆(τ,m+i)γ
(ǫ)
ψ
,s
(α˜0hγeut(g, βˆeh))ψ
−1
H (u)dudg,
where the du-integration is along Uemn−1(A)\Umn−1(A), and ϕ
Ue
σ denotes the con-
stant term of ϕσ along the unipotent radical Ue = U
m
e . Since σ is cuspidal, this
constant term is zero identically on σ. 
Now, we can rewrite (3.13) as
(3.25) E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(h) =
∑
h′∈Qni\Hm+2ni
Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(h
′h),
where
Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(h) = Λ0(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)(h) =
(3.26)
∫
Hm(A)
ϕσ(g)
∫
U ′
m(n−1)
(A)
fψ
∆(τ,m+i)γ
(ǫ)
ψ
,s
(δ0ut(g, h))ψ
−1
H (u)dudg.
Here, δ0 = α˜0hγ0 i(Im, βˆ0), f
ψ
∆(τ,m+i)γ
(ǫ)
ψ
,s
= f
ψ0;0
∆(τ,m+i)γ
(ǫ)
ψ
,s
, and U ′m(n−1) is the
following subgroup of Um(n−1), realizing the quotient U
0
mn−1\Umn−1,
(3.27) U ′m(n−1) = {ux;y =


Im(n−1) x 0 y
Im+ni 0 0
Im+ni x
′
Im(n−1)


ω
m(n−1)
0
∈ H}.
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Note that δ0 = ǫ
0hγ0 , with
(3.28) ǫ0 =


0 W0 0 0
0 0 0 Im(n−1)
δHIm(n−1) 0 0 0
0 0 W ∗0 0

ωm(n−1)0 ,
where for m = 2m′ even,
W0 =

 0 Ini 0Im′ 0 0
0 0 Im′

 ,
and for m = 2m′ − 1 odd,
W0 =


0 Ini 0 0
Im′−1 0 0 0
0 0 0 12
0 0 Im′−1 0

 ;
hγ0 = diag(Im(n−1), γ
0, Im(n−1)), with
γ0 =


I[m2 ]
Ini
I[m2 ]
I2(m−2[m2 ])
I[m2 ] 0 0 I[
m
2 ]
0 0 0 Ini
0 0 −δHI[m2 ] I[
m
2 ]


.
Note again that ω
m(n−1)
0 = I, unless m is odd and n is even, where ω
m(n−1)
0 = ω0,
and in this case ω0 commutes with hγ0 .
Proposition 3.4. Let q ∈ Q
Hm+2ni
ni (A) be of the form
q =

a x yb x′
a∗

 ,
where a ∈ GLni(A), b ∈ Hm(A). Assume that H is linear. Then
Λ(f∆(τ,m+i),s, ϕσ)(qh) =
(3.29)
| det(a)|−m(n−1)
∫
Hm(A)
ϕσ(b
ιg)
∫
U ′
m(n−1)
(A)
fψ∆(τ,m+i),s(aˆδ0ut(g, h))ψ
−1
H (u)dudg,
where bι = J−10 bJ0 (see (1.13), (3.4); Here, aˆ = diag(a, I2mn, a
∗).)
Proof. Write in (3.26), with qh instead of h, (g, qh) = (bι, q)((bι)−1g, h) (see (3.4)).
Change variable, in (3.26), g 7→ bιg. We get
Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(qh) =∫
Hm(A)
ϕσ(b
ιg)
∫
U ′
m(n−1)
(A)
fψ
∆(τ,m+i)γ
(ǫ)
ψ
,s
(δ0ut(b
ι, q)t(g, h))ψ−1H (u)dudg.
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Now, it is straightforward to check that the inner du-integral is equal to
| det(a)|−m(n−1)
∫
U ′
m(n−1)
(A)
fψ
∆(τ,m+i)γ
(ǫ)
ψ
,s
(diag(a, (bδ)∆n)∧δ0ut(g, h))ψ
−1
H (u)du.
The factor | det(a)|−m(n−1) comes from a change of variables in u. The main part
of the calculation is to check that
δ0t(b
ι, q)δ−10 = diag(a, (b
δ)∆n , ((bδ)∗)∆n , a∗)u,
where u ∈ U(m+i)n(A). By (3.17),
fψ
∆(τ,m+i)γ
(ǫ)
ψ
,s
(diag(a, (bδ)∆n)∧α0ut(g, h)) = f
ψ
∆(τ,m+i)γ
(ǫ)
ψ
,s
(aˆα0ut(g, h)).
This proves the proposition. 
Let us write the version of the last proposition in the metaplectic case. Let q
be the matrix as in the proposition, and h ∈ Sp
(2)
m+2ni(A). Here m = 2m
′ is even.
Then the analogue of (3.29) is
Λ(f∆(τ,m+i)γψ,s, ϕσ)((q, (det(a), x(b))h) =
(3.30)
| det(a)|−m(n−1)
∫
ϕσ((b, 1)
ι(g, 1))
∫
fψ∆(τ,m+i)γψ,s((aˆ, 1)δ0ut(g, h))ψ
−1
H (u)dudg,
Here, g is integrated over Hm(A) = Spm(A) and u is integrated over U
′
m(n−1)(A);
(b, 1)ι is given by (1.17). The main point here is to carry out precisely in the
metaplectic group the following conjugation (notation as above)
(δ0, 1)(t(b
ι, q), (x(bι), det(a)x(b))(δ0, 1)
−1,
and show that it is equal to
(δ0t(b
ι, q)δ−10 , c(u¯0, j(b
ι, b))(x(bι), x(b))(det(a), x(b)).
Let σι be the cuspidal representation of H
(ǫ)
m (A) realized in the space of functions
b 7→ ϕσ(b
ι), as ϕσ varies in the space of σ. In the metaplectic case, σ
ι is the
representation of Sp
(2)
2m′(A), given by σ
ι(b, ǫ) = σ((b, ǫ)ι).
Theorem 3.5. The function on H
(ǫ)
m+2ni(A), Λ(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)(h), defined for
Re(s) sufficiently large by the integral (3.26), admits an analytic continuation to a
meromorphic function of s in the whole plane. It defines a smooth meromorphic
section of
ρ
∆(τ,i)γ
(ǫ)
ψ
,σι,s
= Ind
H
(ǫ)
m+2ni(A)
Q
(ǫ)
ni (A)
∆(τ, i)γ
(ǫ)
ψ | det ·|
s × σι.
Thus, by (3.25), E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(h) is the Eisenstein series on H
(ǫ)
m+2ni(A),
corresponding to the section Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ) of ρ∆(τ,i)γ(ǫ)
ψ
,σι,s
.
Proof. Consider the r.h.s. of (3.29), for Re(s), sufficiently large, so that the in-
tegral converges absolutely. It is clearly smooth in h and of moderate growth.
Fix h in the inverse image of KHm+2ni , the standard maximal compact subgroup
of Hm+2ni(A), inside H
(ǫ)
m+2ni(A), and then consider the integral as a function of
(a, b) ∈ GL
(ǫ)
ni (A)×H
(ǫ)
m (A). It is left invariant to GLni(F )×Hm(F ). As a function
of b, it lies in σι. For any fixed h0 ∈ HA, the following function on GL(m+i)n(A),
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A 7→ fψ
∆(τ,m+i)γ
(ǫ)
ψ
,s
(Aˆh0) factors through the constant term along the unipotent
radical Vni,mn (of the parabolic subgroup Pni,mn of GL(m+i)n). In the metaplectic
case, we mean the function on GL(m+i)n(A), A 7→ f
ψ
∆(τ,m+i)γψ,s
((Aˆ, 1)h0). This
constant term is, in fact, applied to ∆(τ,m + i). Hence the following function on
GLni(A), a 7→ f
ψ
∆(τ,m+i)γ
(ǫ)
ψ
,s
(aˆh0) lies in | det(a)|
s+
(m+i)n−δH
2 times a function ob-
tained as φ(diag(a, Imn)), where φ lies in the constant term of ∆(τ,m + i) along
Vni,mn. Altogether, taking into account the factor | det ·|
−m(n−1) in front of (3.29),
it is easy to check that, as a function of a, we get an element of
(δ
1
2
Q
Hm+2ni
ni
)|GLni(A)| det ·|
s∆(τ, i)γ
(ǫ)
ψ .
Now it is clear that the r.h.s. of (3.29) defines an element of
δ
1
2
Q
Hm+2ni
ni
∆(τ, i)γ
(ǫ)
ψ | det ·|
s ⊗ σι.
Since the function q 7→ Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(qh), for q ∈ Q
(ǫ),Hm+2ni
ni (A) is invariant
to the unipotent radical, we get what we want, for Re(s) sufficiently large. In
particular, (3.25) exhibits, (for Re(s) sufficiently large) E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(h)
as an Eisenstein summation corresponding to the section Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ) of
ρ
∆(τ,i)γ
(ǫ)
ψ
,σι,s
. Hence the usual calculation of the constant term of the series (3.25),
along the unipotent radical of Q
Hm+2ni
ni , works, that is
E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)Qni = Λ(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ) +M(Λ(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)),
where the second term is obtained by applying the associated intertwining operator
to Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ). Let at = tIni, for t ∈ A
∗. Then it follows that
δ
− 12
Q
Hm+2ni
ni
(aˆt)E(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)Qn(aˆth) =
(3.31) αs(t)Λ(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)(h) + βs(t)M(Λ(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ))(h),
where αs(t) = γ
(ǫ)
ψ (t
ni)ωτ (t)|t|
nis, βs(t) = γ
(ǫ)
ψ (t
−ni)ω−1τ (t)|t|
−nis. Again, in the
metaplectic case, we replace aˆt by (aˆt, 1). Consider (3.31) for two different values
|t1|, |t2|, and solve the resulting 2× 2 system of linear equations. By Cramer’s rule,
we get that
Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(h) =
(3.32) θ1(s)E(f∆(τ,m+i),sγ
(ǫ)
ψ , ϕσ)Qn(aˆt1h) + θ2(s)E(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)Qn(aˆt2h),
where θ1(s), θ2(s) are explicit easy meromorphic functions. Since
E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)Qni(h) is holomorphic (for any h), away from poles of the
Eisenstein series E(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ·), (3.32) gives the meromorphic continuation
of Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ)(h). This proves the theorem. 
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4. The section Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ) and its relation to the doubling
integrals for σ × τ
Our main goal here is to examine the section Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ) as a mero-
morphic function. In the linear case, we will consider the automorphic form in
∆(τ, i)⊗ σι,
(a, g) 7→ δ
− 12
Q
Hm+2ni
ni
(aˆ)| det(a)|−sΛ(f∆(τ,m+i),s, ϕσ)(

a g
a∗

).
Here, a ∈ GLni(A), g ∈ Hm(A). In the metaplectic case, we modify this to
δ
− 12
Q
Hm+2ni
ni
(aˆ)| det(a)|−sγψ(det(a))(det(a), x(g))Λ(f∆(τ,m+i)γψ,s, ϕσ)(

a g
a∗

 , 1).
We first apply to ∆(τ, i) the Fourier coefficient along Vin ⊂ GLni, with respect to
the following character of Vin(A),
(4.1) ψ−1Vin (


Ii x1 ∗
. . .
xn−1
Ii

) = ψ−1(tr(x1) + · · ·+ tr(xn−1)).
Next, we take an L2-pairing along H
(ǫ)
m (A) against a cusp form g 7→ ξσ(g
ι), where
ξσ ∈ σ. We get
L(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ, ξσ) =
(4.2)∫
Hm(A)
< σ(g)ϕσ, ξσ >
∫
U ′
m(n−1)
(A)
fWi,ψ
∆(τ,m+i)γ
(ǫ)
ψ
,s
(δ0ut(g, Im+2ni))ψ
−1
H (u)dudg.
We explain the notations:
< σ(g)ϕσ , ξσ >=
∫
Hm(F )\Hm(A)
ϕσ(bg)ξσ(b)db,
and, for y ∈ HA,
fWi,ψ
∆(τ,m+i)γ
(ǫ)
ψ
,s
(y) =
∫
Vin (F )\Vin (A)
fψ
∆(τ,m+i)γ
(ǫ)
ψ
,s
(vˆy)ψVin (v)dv.
Recall that in the metaplectic case, unipotent elements such as vˆ ∈ Vˆin(A), are iden-
tified with (vˆ, 1). The integral (4.2) is Eulerian in the sense that for decomposable
data it is a product of similar local integrals
L(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ, ξσ) =
∏
v
Lv(f∆(τv,i;m)γ(ǫ)ψv ,s
, ϕσv , ξσˆv ).
The notations are as follows.
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Lv(f∆(τv,i;m)γ(ǫ)ψv ,s
, ϕσv , ξσˆv ) =
(4.3)∫
< σv(g)ϕσv , ξσˆv >
∫
f
∆(τv,i;m)γ
(ǫ)
ψv
,s
(δ0ui(g, Im+2ni); Ini, Imn)ψ
−1
Hv
(u)dudg;
The dg-integration is over Hm(Fv) and the du-integration is over U
′
m(n−1)(Fv).
Here, for a place v, we choose a realization Vσv of the space of σv, ϕσv ∈ Vσv , and
ξσˆv ∈ Vˆσv . Let
ρ
∆(τv,i;m)γ
(ǫ)
ψv
,s
= Ind
H(Fv)
Q
(ǫ)
ni,mn(Fv)
(∆(τv , i)γ
(ǫ)
ψv
| det ·|s−
m
2 ×∆(τv,m)γ
(ǫ)
ψv
| det ·|s+
i
2 ),
where ∆(τv, i) is realized in its model with respect to ψ
−1
Vin
and ∆(τv,m) is re-
alized in its model with respect to ψ−1Vmn . These are the models which show up
in [CFGK17], where they are called Whittaker-Speh-Shalika models. For ∆(τv , i),
this is a space of smooth functions on GLni(Fv), which translate from the left,
with respect to Vin(Fv), according to the character (4.1); similarly for ∆(τv,m).
Then, in the linear case, f∆(τv,i;m),s is a section of ρ∆(τv,i;m),s, and we view it as
a function on H(Fv) × GLni(Fv) × GLmn(Fv), such that for a fixed element in
H(Fv), the function in the two other variables lies in the tensor product of the two
models above of ∆(τv, i) and ∆(τv ,m). It will be convenient to simplify notation
and to re-denote f∆(τv,i;m),s(y) = f∆(τv,i;m),s(y; Ini, Imn). In the metaplectic case,
the representation ∆(τv, i)γψv | det ·|
s−m2 ×∆(τv,m)γψv | det ·|
s+ i2 acts on the Levi
part by
(diag(a1, a2)
∧, 1) 7→
(4.4) γψv (det(a1) det(a2))| det(a1)|
s−m2 | det(a2)|
s+ i2∆(τv, i)(a1)⊗∆(τv ,m)(a2).
Here, a1 ∈ GLni(Fv), a2 ∈ GLmn(Fv). We view f∆(τv,i;m)γψv ,s as a function on
Sp
(2)
2n(m+i)(Fv)×GL
(2)
ni (Fv)×GL
(2)
mn(Fv), where we use the homomorphism
GL
(2)
ni (Fv)×GL
(2)
mn(Fv)→ GL
(2)
n(m+i)(Fv)
given by
((a1, α), (a2, β)) 7→ (
(
a1
a2
)
, αβ(det(a1), det(a2))).
We fix a finite set of places S, containing the Archimedean places, outside which
τ , σ and ψ are unramified, f
∆(τv,i;m)γ
(ǫ)
ψv
,s
= f0
∆(τv,i;m)γ
(ǫ)
ψv
,s
is spherical and normal-
ized, as well as the matrix coefficient g 7→< σv(g)ϕ
0
σv , ξ
0
σˆv
>.
The integral (4.3) converges absolutely for Re(s) sufficiently large. The techni-
calities of the proof of this convergence are standard and similar to those of the
convergence of the local integrals in [CFGK17]. Consider the inner integral in (4.3),
(4.5)
ℓψv (f∆(τv,i;m)γ(ǫ)ψv ,s
)(g) =
∫
U ′
m(n−1)
(Fv)
f
∆(τv,i;m)γ
(ǫ)
ψv
,s
(δ0ut(g, Im+2ni))ψ
−1
Hv
(u)du.
Write g = k1aˆk2 in the Cartan decomposition, with a = diag(a1, ..., a[m2 ]), |a1| ≤
· · · ≤ |a[m2 ]| ≤ 1; k1, k2 ∈ KHm(Fv). As in the end of the proof of Prop. 3.4,
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ℓψv(f∆(τv,i;m)γ(ǫ)ψv ,s
)(g) =
(4.6) ℓψv(ρ∆(τv,i;m)γ(ǫ)ψv ,s
(t(k2,

Ini k˜1
Ini

))f
∆(τv,i;m)γ
(ǫ)
ψv
,s
)(aˆ),
where k˜1 = J0k
−1
1 J
−1
0 (see (1.13)). (We know that in the metaplectic case, the
double cover splits over Spm(Ov).) Fixing k1, k2, we may assume that g = aˆ. Note
that outside S, ℓψv (f
0
∆(τv,i;m)γ
(ǫ)
ψv
,s
)(g) = ℓψv(f
0
∆(τv,i;m)γ
(ǫ)
ψv
,s
)(aˆ).
Write the elements of U ′m(n−1)(Fv) in the form u
′
x;y as in (3.27), with x = (x1, x2, x3),
where x1 has [
m
2 ] columns, x2 has ni columns, and x3 has m− [
m
2 ] columns. Let
U ′′m(n−1)(Fv) = {ux;y ∈ U
′
m(n−1)(Fv)| x2 = 0}.
Recall that in the metaplectic case, we identify the elements (u′x;y, 1) with ux;y.
Proposition 4.1. Let v be a place of F . There is a section f ′
∆(τv,i;m)γ
(ǫ)
ψv
,s
, which
depends on (the smoothness of) f
∆(τv,i;m)γ
(ǫ)
ψv
,s
, such that for all diagonal a,
(4.7)
ℓψv(f∆(τv,i;m)γ(ǫ)ψv ,s
)(aˆ) =
∫
U ′′
m(n−1)
(Fv)
f ′
∆(τv,i;m)γ
(ǫ)
ψv
,s
(δ0ut(aˆ, Im+2ni))ψ
−1
Hv
(u)du.
If f
∆(τv,i;m)γ
(ǫ)
ψv
,s
is spherical, then f ′
∆(τv,i;m)γ
(ǫ)
ψv
,s
= f
∆(τv,i;m)γ
(ǫ)
ψv
,s
. In general,
f ′
∆(τv,i;m)γ
(ǫ)
ψv
,s
is obtained from f
∆(τv,i;m)γ
(ǫ)
ψv
,s
by a finite sequence of convolutions
against certain Schwartz functions (described in the proof).
Proof. Assume that v is a finite place. We assume, for simplicity, that ψv is nor-
malized. Denote, for x2 ∈Mm(n−1)×ni(Fv),
ℓ′ψv(f∆(τv,i;m)γ(ǫ)ψv ,s
)(aˆ, x2) =
(4.8)
∫
U ′′
m(n−1)
(Fv)
f
∆(τv,i;m)γ
(ǫ)
ψv
,s
(δ0u
′′u0,x2,0;0t(aˆ, Im+2ni))ψ
−1
Hv
(u′′)du′′.
We will show that (4.8) has support in x2 in a set of the form raΩ, where Ω is a
compact set, independent of a, and ra = (aˆ)
∆n−1 = diag(aˆ, ..., aˆ), n − 1 times. In
case v is outside S, Ω = Mm(n−1)×ni(Ov), where Ov is the ring of integers in Fv.
We let Pv ⊂ Ov denote the prime ideal. Put da = t(aˆ, Im+2ni). Note that in (4.8),
d−1a u0,x2,0;0da = u0,r−1a x2,0;0.
Let z ∈Mni×[m2 ](P
k
v ). Take k to be so large that the matrix
cz =

Im(n−1) I[m2 ]
z Ini


∧
∈ H(Fv),
fixes f
∆(τv,i;m)γ
(ǫ)
ψv
,s
. For v outside S, we take k = 0. Note that daczd
−1
a = cza−1 .
Note also that cza−1 commutes with ω0, hγ0 and hγ0 commutes with the elements
ux;y. Conjugate c
−1
za−1ux;ycza−1 = ux1+x2za−1,x2,x3;y. Change variable x1 7→ x1 −
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x2za
−1 in (4.8), where we write u′′ = ux1,0,x3;y. Note that ψ
−1
H (u
′′) changes to
ψ−1H (u
′′)ψ(tr(a−1x
(n−1,1)
2 z)), where we write
x2 =


x
(1)
2
...
x
(n−1)
2

 , x(j)2 =
(
x
(j,1)
2
x
(j,2)
2
)
; x
(j,1)
2 ∈M[m2 ]×ni(Fv), x
(j,2)
2 ∈M(m−[m2 ])×ni(Fv).
Next, conjugation by ǫ0 takes cza−1 into the unipotent radical UQni,mn(Fv), and
hence
ℓ′ψv(f∆(τv,i;m)γ(ǫ)ψv ,s
)(aˆ, x2) = ψ(tr(a
−1x
(n−1,1)
2 z))ℓ
′
ψv(f∆(τv,i;m)γ(ǫ)ψv ,s
)(aˆ, x2).
This implies that x
(n−1,1)
2 ∈ aM[m2 ]×ni(P
−k
v ), or else (4.8) is zero. In case our
section is spherical, this means that a−1x
(n−1,1)
2 has integral coordinates. (We
assume that ψv is normalized for v /∈ S.) Thus, we can express
(4.9)
ℓ′ψv(f∆(τv,i;m)γ(ǫ)ψv ,s
)(aˆ, x2) =
N∑
j=1
φj(a−1x
(n−1,1)
2 )ℓ
′
ψv(f
j
∆(τv,i;m)γ
(ǫ)
ψv
,s
)(aˆ, x2(n− 1, 1)),
where φj are characteristic functions of small neighborhoods of a finite set of el-
ements; N and the sections f j
∆(τv,i;m)γ
(ǫ)
ψv
,s
depend only on f
∆(τv,i;m)γ
(ǫ)
ψv
,s
. The
elements x2(n− 1, 1) are obtained from x2 by replacing x
(n−1,1)
2 by zero. Again, in
the spherical case, N = 1, φ1 is the characteristic function of the corresponding ma-
trices with integral coordinates and f1
∆(τv,i;m)γ
(ǫ)
ψv
,s
= f0
∆(τv,i;m)γ
(ǫ)
ψv
,s
. We may now
continue and examine ℓ′ψv(f
j
∆(τv,i;m)γ
(ǫ)
ψv
,s
)(aˆ, x2(n − 1, 1)). Thus we may consider
(4.8) with x2(n− 1, 1) instead of x2.
Let z ∈M[m2 ]×ni(P
k
v ), with k large, so that the following element fixes
f
∆(τv,i;m)γ
(ǫ)
ψv
,s
,
ez = diag(Im(n−1),


I[m2 ] 0 0 z 0
Ini 0 0 z
′
I2(m−[m2 ]) 0 0
Ini 0
I[m2 ]

 , Im(n−1)).
In the spherical case, we take k = 0. Note that daezd
−1
a = eaz, and that conjugation
by δ0 takes eaz into the unipotent radical UQni,mn(Fv). Next,
e−1az ux;yeaz =


Im(n−1) x v(x1az, x2z
′(a∗)−1) y
Im+ni 0 v(x1az, x2z
′(a∗)−1)′
Im+ni x
′
Im(n−1)


ω
m(n−1)
0
,
where v(x1az, x2z
′(a∗)−1) = (0m(n−1)×[m2 ], x1az, x2z
′(a∗)−1). Denote the last ma-
trix by ux,v(x1az,x2z′(a∗)−1);y. Thus, we get that
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ℓ′ψv(f∆(τv,i;m)γ(ǫ)ψv ,s
)(aˆ, x2) =∫
U ′′
m(n−1)
(Fv)
f
∆(τv,i;m)γ
(ǫ)
ψv
,s
(δ0u0,v(x1az,x2z′(a∗)−1);0u
′′u0,x2,0;0da)ψ
−1
Hv
(u′′)du′′,
where u′′ = ux1,0,x3;y, and x2 = x2(n− 1, 1). We have
f
∆(τv,i;m)γ
(ǫ)
ψv
,s
(δ0u0,v(x1az,x2z′(a∗)−1);0h) = ψ(tr(x
(n−1,2)
2 z
′(a∗)−1))f
∆(τv,i;m)γ
(ǫ)
ψv
,s
(h).
We conclude that
ℓ′ψv(f∆(τv,i;m)γ(ǫ)ψv ,s
)(aˆ, x2) = ψ(tr(x
(n−1,3)
2 z
′(a∗)−1))ℓ′ψv (f∆(τv,i;m)γ(ǫ)ψv ,s
)(aˆ, x2),
for all z ∈M[m2 ]×ni(P
k
v ). Here, x
(n−1,3)
2 = x
(n−1,2)
2 , in case m is even. In case m is
odd, x
(n−1,3)
2 is obtained from x
(n−1,2)
2 by deleting its first row. This implies that if
ℓ′ψv(f∆(τv,i;m)γ(ǫ)ψv ,s
)(aˆ, x2(n−1, 1)) is nonzero, then (a
∗)−1x
(n−1,3)
2 ∈M[m2 ]×ni(P
−k
v ).
When m = 2m′ − 1 is odd, we still need to show that we have a similar compact
support in the first row of x
(n−1,2)
2 . For this we use right translations by the
ω
m(n−1)
0 -conjugate of 

Im(n−1)
Ini 0 z
Im′−1 0
1


∧
,
for column vectors z ∈ (Pkv )
ni and k large. The argument is similar. We showed, so
far, that ℓ′ψv(f∆(τv,i;m)γ(ǫ)ψv ,s
)(aˆ, x2) is supported such that x
(n−1)
2 ∈ aˆMm×ni(P
−k
v ),
with k = 0 in the spherical case, and then (for x
(n−1)
2 ∈ aˆMm×ni(Ov))
ℓ′ψv(f
0
∆(τv,i;m)γ
(ǫ)
ψv
,s
)(aˆ, x2) = ℓ
′
ψv(f
0
∆(τv,i;m)γ
(ǫ)
ψv
,s
)(aˆ, x2(n− 1)),
where x2(n − 1) is obtained from x2 by replacing x
(n−1)
2 by zero. For v ∈ S
and finite, we conclude that there is an expression similar to (4.9) with x2(n − 1)
instead of x2(n − 1, 1), the Schwartz functions are now on Mm×ni(Fv), evaluated
on aˆ−1x
(n−1)
2 . Thus, we may continue and consider (4.8) with x2(n− 1) instead of
x2. The argument is similar, using right translations by

Im(n−2)
Im
I[m2 ]
z Ini


∧
,
for z ∈ Mni×m(P
k
v ), and k large so that all such elements fix f∆(τv,i;m)γ(ǫ)ψv ,s
. We
conclude that in the support, x
(n−2)
2 ∈ aˆMm×ni(P
−k
v ). In general, let x2(n− j+1)
be the matrix obtained from x2 by replacing x
(n−1)
2 , x
(n−2)
2 , ..., x
(n−j+1)
2 by zero.
Then we show that ℓ′ψv (f∆(τv,i;m)γ(ǫ)ψv ,s
)(aˆ, x2(n − j + 1)) is supported such that
x
(n−j)
2 ∈ aˆMm×ni(P
−k
v ), for k large. For this, we apply a similar argument by
using right translations by the following elements fixing f
∆(τv,i;m)γ
(ǫ)
ψv
,s
, for all z ∈
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Mni×m(P
k
v ), 

Im(n−j)
Im
Im(j−2)
I[m2 ]
z Ini


∧
.
We do this for j = 3, 4, ..., n, and we get what we want. Note again, that in the
spherical case, we take k = 0 at each step. Finally, when v is Archimedean, the
proof is the same, except that instead of right translations by the unipotent elements
above, with z close to zero, we use convolutions against Schwartz functions on the
unipotent subgroups above, and apply at each step the Dixmier-Malliavin Lemma
[DM78]. We show how to adapt the first step of the proof in case v is Archimedean.
By the Dixmier-Malliavin Lemma, f
∆(τv,i;m)γ
(ǫ)
ψv
,s
is a finite sum of sections of the
form φ′ ⋆ ϕ
∆(τv,i;m)γ
(ǫ)
ψv
,s
, where φ′(cz) = φ(z), φ ∈ S(Mni×[m2 ](Fv)), and
φ′ ⋆ ϕ
∆(τv,i;m)γ
(ǫ)
ψv
,s
=
∫
Mni×[m
2
](Fv)
φ(z)ρ
∆(τv,i;m)γ
(ǫ)
ψv
,s
(cz)ϕ∆(τv,i;m)γ(ǫ)ψv ,s
dz.
Then the calculations that we did in this case show that
ℓ′ψv(φ
′ ⋆ ϕ
∆(τv,i;m)γ
(ǫ)
ψv
,s
)(aˆ, x2) = φˆ(a
−1x
(n−1,1)
2 )ℓ
′
ψv(ϕ∆(τv ,i;m)γ(ǫ)ψv ,s
)(aˆ, x2),
where φˆ is the Fourier transform
φˆ(a−1x
(n−1,1)
2 ) =
∫
Mni×[m
2
](Fv)
φ(z)ψ(tr(a−1x
(n−1,1)
2 z)dz.
The proof carries over in complete analogy with the non-Archimedean case. This
completes the proof of the proposition. 
We can now compute the value of (4.3), for unramified normalized data.
Theorem 4.2. Let v be a place outside S. Then
Lv(f
0
∆(τv,i;m)γ
(ǫ)
ψv
,s
, ϕ0σv , ξ
0
σˆv ) =
Lǫ,ψv(σv × τv, s+
i+1
2 )
DHτv(s)
.
When H = Sp2n(2m′+i) ,
DHτv(s) = L(τv, s+m
′+
i+ 1
2
)
m′∏
k=1
L(τv,∧
2, 2s+2k+ i)L(τv, sym
2, 2s+2k+ i− 1).
When H = Sp
(2)
2n(2m′+i),
DHτv(s) =
m′∏
k=1
L(τv,∧
2, 2s+ 2k + i − 1)L(τv, sym
2, 2s+ 2k + i)
When H = SO2n(2m′+i),
DHτv (s) =
m′∏
k=1
L(τv,∧
2, 2s+ 2k + i)L(τv, sym
2, 2s+ 2k + i− 1).
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When H = SO2n(2m′−1+i),
DHτv (s) =
m′∏
k=1
L(τv,∧
2, 2s+ 2k + i− 1)
m′−1∏
k=1
L(τv, sym
2, 2s+ 2k + i).
Proof. By Prop. 4.1 and (4.6), the integral (4.3) is equal to (for Re(s) sufficiently
large)
Lv(f
0
∆(τv,i;m)γ
(ǫ)
ψv
,s
, ϕ0σv , ξ
0
σˆv
) =
(4.10)
∫
< σv(g)ϕ
0
σv , ξ
0
σˆv >
∫
f0
∆(τv,i;m)γ
(ǫ)
ψv
,s
(δ0ut(g, Im+2ni)(ǫ
0)−1)ψ−1Hv (u)dudg.
Here, the dg-integration is along Hm(Fv), and the du-integration is along U
′′
m(n−1).
Write u ∈ U ′′m(n−1)(Fv) in the form ux1,0,x3;y, as before. We have
(4.11) ǫ0hγ0ut(g, Im+2ni)(ǫ
0)−1 = diag(Ini, ǫ0hγ′0u
′
x1,x3;yt
′(g, Im)ǫ
−1
0 , Ini),
where ǫ0 is obtained from ǫ
0 by deleting in W0 in (3.28) the row and column of Ini
and similarly in W ∗0 . For example, when m is even,
ǫ0 =


0 Im 0 0
0 0 0 Im(n−1)
δHIm(n−1) 0 0 0
0 0 Im 0

 .
Put x = (x1, x3), viewed as a m(n− 1)×m matrix, and re-denote u
′
x1,x3;y = u
′
x;y.
Then
u′x;y =


Im(n−1) x 0 y
Im 0 0
Im x
′
Im(n−1)


ω
m(n−1)
0
;
hγ′0 = diag(Im(n−1), γ
′
0, Im(n−1)),
γ′0 =


I[m2 ]
I[m2 ]
I2(m−2[m2 ])
I[m2 ] 0 I[
m
2 ]
0 −δHI[m2 ] I[
m
2 ]

 .
Finally, we explicate t′(g, Im). Assume that m = 2m
′ is even, and write g =(
a b
c d
)
, where the blocks are m′ ×m′ matrices. Then
t′(g, Im) = diag(g
∆n−1,

a 0 b0 Im 0
c 0 d

 , (g∗)∆n−1);
In the metaplectic case, we modify this as in (1.9).
Assume that m = 2m′ − 1 is odd. Write g =

a1 b1 c1a2 b2 c2
a3 b3 c3

, where the first and
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third block rows (resp. columns) contain m′ − 1 rows (resp. columns).Then
t′(g, Im) = diag(g
∆n−1,


a1 0
1
2b1 b1 0 c1
0 Im′−1 0 0 0 0
a2 0
1
2 (b2 + 1) b2 − 1 0 c2
1
2a2 0
1
4 (b2 − 1)
1
2 (b2 + 1) 0
1
2c2
0 0 0 0 Im′−1 0
a3 0
1
2b3 b3 0 c3


, (g∗)∆n−1).
Denote, for h ∈ H
(ǫ)
2nm(Fv),
f0
∆(τv,m)γ
(ǫ)
ψv
,s+ i2
(h) = f0
∆(τv,i;m)γ
(ǫ)
ψv
,s
(diag(Ini, h, Ini)).
This is the spherical, normalized element of
ρ
∆(τv,m)γ
(ǫ)
ψv
,s+ i2
= Ind
H
(ǫ)
2nm(Fv)
Q
(ǫ)
mn(Fv)
∆(τv,m)γ
(ǫ)
ψv
| det ·|s+
i
2 ,
where ∆(τv ,m) is realized in its Whittaker-Speh-Shalika model, as before. Put
δ′0 = ǫ0hγ′0 , and let U
0
m(n−1)(Fv) denote the subgroup of all elements of the form
u′x;y. Consider the character ψH2nm,v of U
H2nm
mn−1 (Fv) defined similarly to ψHv , only
that in (1.2), we take the following matrix AH2nm instead of AH . When m = 2m
′
is even,
AH2nm =

 Im′ 00m×m′ 0m×m′
0 Im′

 .
When m = 2m′ − 1 is odd (and hence H2nm = SO2n(2m′−1)),
AH2nm =


Im′−1 0 0
0 0 0
0 1 0
0 12 0
0 0 0
0 0 Im′−1


,
where the second and fifth block rows of zeroes contain each m′−1 rows. Note that
the stabilizer of ψH2nm,v inside M
H2nm
mn−1 (Fv) is isomorphic to Hm(Fv) × Hm(Fv).
This is the subgroup of all elements
t′(g, h) = diag(g∆n−1, j′(g, h), (g∗)∆n−1),
where g, h ∈ Hm(Fv)×Hm(Fv), t
′(g, Im) is described above, and t
′(Im, h) is given
as follows. When m = 2m′ is even,
t′(Im, h) = diag(Im′ , h, Im′);
Again, in the metaplectic case, we use (1.9).
When m = 2m′ − 1 is odd, write
h =

A1 B1 C1A2 B2 C2
A3 B3 C3

 ,
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where the corner blocks are matrices of size (m′ − 1)× (m′ − 1) Then, as in (1.8),
t′(Im, h) =


Im−1 0 0 0 0 0
0 A1
1
2B1 −B1 C1 0
0 A2
1
2 (1 +B2) 1−B2 C2 0
0 − 12A2
1
4 (1−B2)
1
2 (1 +B2) −
1
2C2 0
0 A3
1
2B3 −B3 C3 0
0 0 0 0 0 Im−1


.
This is the set-up of the generalized doubling construction [CFGK17], correspond-
ing to the L-function for σv × τv, except that s is shifted to s+
i
2 . From (4.11), the
integral (4.10) becomes
Lv(f
0
∆(τv,i;m)γ
(ǫ)
ψv
,s
, ϕ0σv , ξ
0
σˆv
) =
(4.12)∫
Hm(Fv)
< σv(g)ϕ
0
σv , ξ
0
σˆv >
∫
U0
m(n−1)
(Fv)
f0
∆(τv,m)γ
(ǫ)
ψv
,s+ i2
(δ′0ut
′(g, Im))ψ
−1
H′v
(u)dudg.
This is the unramified integral of [CFGK17] for H
(ǫ)
m × GLn, with s shifted by
i
2 .
Now, we use the unramified computation of [CFGK17] and get the theorem. 
The arguments of the last proof and of the proof of Prop. 4.1 show in general,
at any place v
Proposition 4.3. Given a smooth, holomorphic section f
∆(τv,i;m)γ
(ǫ)
ψv
,s
of
ρ
∆(τv,i;m)γ
(ǫ)
ψv
,s
, there is a smooth, holomorphic section f˜
∆(τv,m)γ
(ǫ)
ψv
,s+ i2
of
ρ
∆(τv,m)γ
(ǫ)
ψv
,s+ i2
, which depends on the given section, such that, for Re(s) suffi-
ciently large,
Lv(f∆(τv,i;m)γ(ǫ)ψv ,s
, ϕσv , ξσˆv ) =∫
Hm(Fv)
< σv(g)ϕσv , ξσˆv >
∫
U0
m(n−1)
(Fv)
f˜
∆(τv,m)γ
(ǫ)
ψv
,s+ i2
(δ′0ut
′(g, Im))ψ
−1
H2nm,v
(u)dudg.
The last integral is the local integral arising from the generalized global doubling
method corresponding to σ × τ .
Recall the normalizing factor dH,Sτ of E(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ·) on H(A). See (1.12)-
(1.18). Let dHτv be its local analog at v outside S. Note that in Theorem 4.2,
DHτv(s) = d
H
(ǫ)
2nm
τv (s +
i
2 ). Let d
H
(ǫ),S
2ni+m
σ,τ (s) be the normalizing factor, outside S,
corresponding to the global induced representation
ρ
∆(τ,i)γ
(ǫ)
ψ
,σι,s
= Ind
H
(ǫ)
2ni+m(A)
Q
(ǫ)
ni (A)
∆(τ, i)γ
(ǫ)
ψ | det ·|
s ⊗ σι.
Similarly, let d
H
(ǫ)
2ni+m
σv ,τv (s) be the local analog at v outside S.
Proposition 4.4. In the notation above, for v outside S,
(4.13) dHτv (s)Lǫ,ψv(σv × τv, s+
i+ 1
2
) = d
H
(ǫ)
2nm
τv (s+
i
2
)d
H
(ǫ)
2ni+m
σv ,τv (s).
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Proof. The proof is by a straight forward verification. Let us carry this out in one
example. Take H = Sp2n(m+i), when i = 2i
′ + 1 is odd. Here, m = 2m′ is even (as
always in the symplectic, or metaplectic cases). Then, as in (1.19),
d
Sp2n(m+i)
τv (s) =
(4.14) L(τv, s+m
′+ i′+1)
m′+i′+1∏
k=1
L(τv,∧
2, 2s+2k−1)
m′+i′∏
k=1
L(τv, sym
2, 2s+2k).
We have, as in (1.20),
D
Sp2n(m+i)
τv (s) = d
Sp4nm′
τv (s+
i
2 ) =
(4.15) L(τv, s+m
′+i′+1)
m′+i′+1∏
k=i′+2
L(τv,∧
2, 2s+2k−1)
m′+i′∏
k=i′+1
L(τv, sym
2, 2s+2k).
Thus, by (4.14), (4.15),
(4.16)
d
Sp2n(m+i)
τv (s) = d
Sp4nm′
τv (s+
i
2
)
i′+1∏
k=1
L(τv,∧
2, 2s+ 2k − 1)
i′∏
k=1
L(τv, sym
2, 2s+ 2k).
We note that
(4.17)
d
Sp2ni+m
σv ,τv (s) = L(σv×τv, s+i
′+1)
i′+1∏
k=1
L(τv,∧
2, 2s+2k−1)
i′∏
k=1
L(τv, sym
2, 2s+2k).
Now, (4.16), (4.17) imply that
d
Sp2n(m+i)
τv (s)L(σv × τv, s+ i
′ + 1) = dSp4nm′τv (s+
i
2
)d
Sp2ni+m
σv ,τv (s),
which is (4.13) in this case. All other cases are checked similarly. 
Denote in Theorem 4.2,
f0,∗
∆(τv,i;m)γ
(ǫ)
ψv
,s
= dHτv (s)f
0
∆(τv,i;m)γ
(ǫ)
ψv
,s
.
Then Theorem 4.2 and (4.13) imply
(4.18) Lv(f
0,∗
τv ,∆(τv,i;m)γ
(ǫ)
ψv
,s
, ϕ0σv , ξ
0
σˆv ) = d
H
(ǫ)
2ni+m
σv ,τv (s).
This is the normalizing factor at v corresponding to an Eisenstein series associated
to a section of ρ
∆(τ,i)γ
(ǫ)
ψ
,σι,s
, say a decomposable section, such that at a place v,
outside S, the local section is normalized to be a tensor product of two unramified
vectors in the spaces of ∆(τv, i), σv, which we fix outside S. For ∆(τv, i), we may
use its model with respect to ψ−1v,Vin , and take its normalized, unramified element.
By (4.18), these properties are satisfied by the section
λS(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ) =
dH,Sτ (s)
d
H
(ǫ)
2ni+m,S
σ,τ (s)
Λ(f
∆(τ,m+i)γ
(ǫ)
ψ
,s
, ϕσ).
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Consider the Eisenstein series on H
(ǫ)
2ni+m(A), corresponding to this section. Denote
it by E(λS(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ), and in normalized form,
E∗S(λS(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ) = d
H
(ǫ)
2ni+m,S
σ,τ (s)E(λS(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ).
Now we get the identity of Theorem 1.1,
(4.19) E∗S(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ) = E
∗
S(λS(f∆(τ,m+i)γ(ǫ)
ψ
,s
, ϕσ)),
where the left hand side of (4.19) is our kernel integral (1.11), with the normalized
Eisenstein series on H(A), E∗S(f∆(τ,m+i)γ(ǫ)
ψ
,s
) = dH,Sτ (s)E(f∆(τ,m+i)γ(ǫ)
ψ
,s
). See
(1.19).
5. Application of Bessel coefficients to E(f∆(τ,i+1),s) on SO2n(1+i)(A):
descent to SO2ni+1(A)
Let H = SO2n(i+1). The previous theorems are valid here when we take m = 1.
Thus, in this case, H1 = SO1 is the trivial group, and Hm+2ni is SO2ni+1. Let us
write the group Umn−1 and the character ψH in this case. The elements of U1n−1
have the form
(5.1) u =

z x yI2ni+2 x′
z∗

 ∈ H, z ∈ Zn−1
where Zk denotes the upper unipotent subgroup of GLk. The character ψH of
U1n−1(A), which we re-denote by ψn−1 is given on u, with Adele coordinates, as
follows. Let ψZn−1 be the standard Whittaker character of Zn−1(A), corresponding
to ψ, that is
ψZn−1(z) = ψ(z1,2 + z2,3 + · · ·+ zn−2,n−1).
Then
(5.2) ψn−1(u) = ψZn−1(z)ψ(xn−1,ni+1 +
1
2
xn−1,ni+2).
The character ψn−1 is stabilized by SO2ni+1(A) realized as the subgroup of elements
diag(In−1, h, In−1), with h ∈ SO2ni+2(A) satisfying
h


0ni
1
1
2
0ni

 =


0ni
1
1
2
0ni

 .
Let j denote the isomorphism from SO2ni+1 to this stabilizer, given by (1.8), and
denote
t(h) =

In−1 j(h)
In−1

 , h ∈ SO2ni+1.
We considered the Eisenstein series E(f∆(τ,i+1),s) on SO2n(i+1)(A), corresponding
to the section f∆(τ,i+1),s, and we took its Fourier coefficient along U1n−1, with
respect to ψn−1. We re-denote this Fourier coefficient by Dψ,ni(E(f∆(τ,i+1),s)),
and, as before, we view it as an automorphic function on SO2ni+1(A), realized as
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above. This is the Bessel coefficient used in automorphic descent. See [GRS11].
Thus,
(5.3)
Dψ,ni(E(f∆(τ,i+1),s))(h) =
∫
U1n−1(F )\U1n−1 (A)
E(f∆(τ,i+1),s, ut(h))ψ
−1
n−1(u)du.
We don’t need to further integrate along H1 against σ, as H1 is trivial. Now (3.25),
Theorem 3.5 and (4.19) become in this case
Theorem 5.1. For Re(s) sufficiently large and h ∈ SO2ni+1(A),
Dψ,ni(E(f∆(τ,i+1),s))(h) =
∑
h′∈Qni\SO2ni+1
Λ(f∆(τ,i+1),s)(h
′h),
where
(5.4) Λ(f∆(τ,i+1),s)(h) =
∫
U ′n−1(A)
fψ∆(τ,i+1),s(δ0ut(h))ψ
−1
n−1(u)dudg.
This function Λ(f∆(τ,i+1),s), defined for Re(s) sufficiently large by the last integral,
admits an analytic continuation to a meromorphic function of s in the whole plane.
It defines a smooth meromorphic section of
ρ∆(τ,i),s = Ind
SO2ni+1(A)
Qni(A)
∆(τ, i)| det ·|s.
Thus, Dψ,ni(E(f∆(τ,i+1),s))(h) is the Eisenstein series on SO2ni+1(A), correspond-
ing to the section Λ(f∆(τ,i+1),s) of ρ∆(τ,i),s. Moreover, when we normalize (outside
S, as before) E(f∆(τ,i+1),s) by
E∗S(f∆(τ,i+1),s) = d
SO2n(i+1),S
τ (s)E(f∆(τ,i+1),s),
then Dψ,ni(E
∗
S(f∆(τ,i+1),s)) is an Eisenstein series on SO2ni+1(A), corresponding
to ρ∆(τ,i),s, and it is normalized outside S.
For completeness, let us specify in this case the elements which appear in (5.4).
U ′n−1 is the subgroup
U ′n−1 = {ux;y =


In−1 x 0 y
Ini+1 0 0
Ini+1 x
′
In−1


ωn−10
}, ψn−1(ux;y) = ψ(xn−1,ni+1);
δ0 =


0 Ini 0 0 0 0
0 0 12 0 0 0
0 0 0 0 0 In−1
In−1 0 0 0 0 0
0 0 0 2 0 0
0 0 0 0 Ini 0


ωn−10 ;
Finally
fψ∆(τ,i+1),s(x) =
∫
Vni,n(F )\Vni,n(A)
∫
Zn(F )\Zn(A)
f∆(τ,i+1),s(vˆ
(
Ini
z
)∧
x)ψZn(z)dzdv.
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6. Application of Bessel coefficients to E(f∆(τ,i+1),s) on
SO2n(i+1)+1(A): descent to SO2ni(A)
In this section, we will consider a Fourier coefficient similar to the one in the
previous section applied to an Eisenstein series on SO2n(i+1)+1(A), parabolically
induced from ∆(τ, i + 1). Here, we cannot use the work of the previous sections,
since there the group H is even orthogonal (when H is orthogonal). However, the
treatment is similar, and in fact, most of the details can be derived from [GRS11],
Chapter 5 (Theorems 5.1, 5.2, 5.3).
Denote in this section H = SO2n(i+1)+1 (written with respect to w2n(i+1)+1).
Consider the unipotent radical U1n consisting of the elements
(6.1) u =

z x yI2ni+1 x′
z∗

 ∈ H, z ∈ Zn
and the character ψni of U1n(A) given by
(6.2) ψn(u) = ψZn(z)ψ(xn,ni+1).
This character is stabilized by SO2ni(A) realized as the subgroup of elements
diag(In, h, In), with h ∈ SO2ni+1(A) satisfying
h

0ni1
0ni

 =

0ni1
0ni

 .
The isomorphism of this stabilizer and SO2ni is given by
j(
(
a b
c d
)
) =

a 0 b0 1 0
c 0 d

 ,
where a, b, c, d ∈Mni×ni and
(
a b
c d
)
∈ SO2ni. For h ∈ SO2ni, denote
(6.3) t(h) =

In j(h)
In

 .
Denote by Qn(i+1) the standard parabolic subgroup of H , whose Levi part Mn(i+1)
is isomorphic to GLn(i+1). We will use the following notation, similar to our previ-
ous one,
Mn(i+1) = {aˆ =

a 1
a∗

 |a ∈ GLn(i+1)}.
Consider the parabolic induction
(6.4) ρ∆(τ,i+1),s = Ind
SO2n(i+1)+1(A)
Qn(i+1)(A)
∆(τ, i + 1)| det ·|s.
Let f∆(τ,i+1),s be a smooth, holomorphic section of ρ∆(τ,i+1),s in (6.4), consider the
corresponding Eisenstein series E(f∆(τ,i+1),s), and apply to it the Fourier coeffi-
cient along U1n in (6.1), with respect to the character (6.2). Denote this Fourier
coefficient by Dψ,ni(E(f∆(τ,i+1),s)), and, as before, we view it as an automorphic
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function on SO2ni(A), realized via (6.3). This is the Bessel coefficient used in
automorphic descent. See [GRS11]. Thus,
(6.5) Dψ,n(E(f∆(τ,i+1),s))(h) =
∫
U1n (F )\U1n (A)
E(f∆(τ,i+1),s, ut(h))ψ
−1
n (u)du.
The analog of (3.25) in this case is a little more involved. It turns out that (6.5)
is a sum of two Eisenstein series on SO2ni(A), with the second term obtained from
the first by an outer conjugation. In order to write the precise identity, we need to
introduce some more notations. Let α0 ∈ H be the following element
(6.6) α0 =


0 Ini 0 0 0
0 0 0 0 In
0 0 (−1)n 0 0
In 0 0 0 0
0 0 0 Ini 0

 ;
Denote
(6.7) U ′n = {ux1,x2;y =


In x1 x2 0 y
Ini 0 0 0
1 0 x′2
Ini x
′
1
In

 ∈ H};
(6.8) ω0 = diag(In(i+1),−1, In(i+1)); ω
′
0 = diag(Ini−1,
(
1
1
)
, Ini−1) ∈ O2ni.
We extend t in (6.3) to O2ni, so that t(ω
′
0) ∈ O2n(i+1)+1. Denote ω
′′
0 = ω0t(ω
′
0).
Let ψVni,1n be the following character of Vni,1n(A), similar to (3.9)
(6.9) ψVni,1n (
(
Ini y
z
)
) = ψZn(z), z ∈ Zn(A),
and let, for g ∈ HA,
(6.10) fψ∆(τ,i+1),s(g) =
∫
Vni,1n (F )\Vni,1n (A)
f∆(τ,i+1),s(vˆg)ψVni,1n (v)dv.
Theorem 6.1. For Re(s) sufficiently large, h ∈ SO2ni(A),
Dψ,ni(E(f∆(τ,i+1),s))(h) =
(6.11)
∑
γ∈Qni\SO2ni
Λ+(f∆(τ,i+1),s)(γh) +
∑
γ∈Qni\SO2ni
Λ−(f∆(τ,i+1),s)(γh
ω′0),
where
Λ+(f∆(τ,i+1),s)(h) =
∫
U ′n(A)
fψ∆(τ,i+1),s(α0ut(h))ψ
−1
n (u)du;
Λ−(f∆(τ,i+1),s)(h) =
∫
U ′n(A)
fψ∆(τ,i+1),s(α0ut(h)ω
′′
0 )ψn(u)du;
In the sum (6.11), Qni = Q
SO2ni
ni .
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Proof. The proof is similar to that of Theorem 1.1. Many details appear in [GRS11].
We sketch it here for the convenience of the reader. As in (2.1), we factorize (for
Re(s) large)
(6.12) E(f∆(τ,i+1),s, x) =
∑
α∈Qn(i+1)\H/Qn
∑
γ
f∆(τ,i+1),s(αγx),
where, as before, Qk = Q
H
k is the standard parabolic subgroup ofH = SO2n(i+1)+1,
with Levi part isomorphic to GLk×SO2(n(i+1)−k)+1 (1 ≤ k ≤ n(i+1)); the second
summation in (6.12) is over γ ∈ Qn ∩ α
−1Qn(i+1)α\Qn. The representatives α
in (6.12) are described in [GRS11], Sec. 4.2. They are parameterized by integers
0 ≤ r ≤ n,
(6.13) αr =

Ir α′r
Ir

 ,
where
α′r =


0 Ini 0 0 0
0 0 0 0 In−r
0 0 (−1)n−r 0 0
In−r 0 0 0 0
0 0 0 Ini 0

 .
The elements of Q(r) = Qn ∩ α
−1
r Qn(i+1)αr have the form
(6.14)


a x y1 y2 y3 z1 z2
0 b 0 0 y4 0 z
′
1
c u v y′4 y
′
3
1 u′ 0 y′2
c∗ 0 y′1
b∗ x′
a∗


,
where a ∈ GLr, b ∈ GLn−r, c ∈ GLni. The element (6.14) is conjugated by αr to

a y1 z1 y2 x y3 z2
c y′4 u 0 v y
′
3
b∗ 0 0 0 x′2
1 0 u′ y′2
b y4 z
′
1
c∗ y′1
a∗


ωn−r0
.
Thus, for h ∈ SO2ni(A),
Dψ,ni(E(f∆(τ,i+1),s))(h) =
(6.15)
n∑
r=0
∫
U1n (F )\U1n (A)
∑
γ∈Q(r)\Qn
f∆(τ,i+1),s(αrγut(h))ψ
−1
n (u)du.
The analogue of Theorem 2.1 is valid here, namely for all 1 ≤ r ≤ n, the summand
in (6.15), corresponding to r is (identically) zero. The proof follows similar steps as
that of Theorem 2.1, and it is easily read from the proof of Prop. 5.1 in [GRS11].
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One only needs to carry the easy translation from the language of twisted Jacquet
modules to that of Fourier coefficients. Thus, (6.15) becomes
Dψ,ni(E(f∆(τ,i+1),s))(h) =
(6.16)
∫
U1n (F )\U1n (A)
∑
γ∈Q(0)\Qn
f∆(τ,i+1),s(α0γut(h))ψ
−1
n (u)du.
Factor the sum in (6.16) modulo Q1n from the right. As before, Q1n = Q
H
1n denotes
the standard parabolic subgroup of of H = SO2n(i+1)+1, with Levi part isomorphic
to GLn1 × SO2ni+1. Note that Qn = Q
(0)Q1n . Hence (6.16) becomes
Dψ,ni(E(f∆(τ,i+1),s))(h) =
(6.17)
∫
U1n (F )\U1n (A)
∑
η∈Q(0)∩Q1n\Q1n
f∆(τ,i+1),s(α0ηut(h))ψ
−1
n (u)du,
The subgroup Q(0) ∩Q1n consists of the elements


b 0 0 y 0
c u v y′
1 u′ 0
c∗ 0
b∗

 ,
where c ∈ GLni and b ∈ BGLn - the standard Borel subgroup of GLn. Factor the
sum in (6.17) modulo U1n from the right. We get
Dψ,ni(E(f∆(τ,i+1),s))(h) =
(6.18) ∑
γ∈Q
SO2ni+1
ni \SO2ni+1
∫
U1n∩h
−1
γ (Q(0)∩Q1n )hγ\U1n (A)
f∆(τ,i+1),s(α0hγut(h))ψ
−1
n (u)du,
where, for γ ∈ SO2ni+1, hγ = diag(In, γ, In). Now, factor the sum in (6.18) modulo
SO2ni from the right (realized via the embedding j). The set
Q
SO2ni+1
ni \SO2ni+1/SO2ni consists of three elements. See Prop. 4.4 in [GRS11].
Here are representatives for the three double cosets: one is the identity I2ni+1,
another is γ0, such that hγ0 = ω
′′
0 , and the third is
γ1 = diag(Ini−1,

 11 1
− 12 −1 1

 , Ini−1).
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Let us show that the contribution of γ1 to (6.18) is zero. For this, we note that the
subgroup U11n = U1n ∩ h
−1
γ1 (Q
(0) ∩Q1n)hγ1 consists of the elements
(6.19)


z 0 − y12 −y1 y1 y2 0
Ini−1 0 0 0 0 y
′
2
1 0 0 0 y′1
1 0 0 −y′1
1 0 −
y′1
2
Ini−1 0
z∗


∈ H, z ∈ Zn.
When we conjugate the element (6.19) by α0hγ1 , we get
(6.20)

Ini−1 0 y′21 y′1
z∗


∧
From (6.19), (6.20), it follows that the contribution of γ1 to (6.18) is
(6.21) ∑
γ∈SO2ni∩γ
−1
1 Qniγ1\SO2ni
∫
U1
1n
(A)\U1n (A)
Iψ(f∆(τ,i+1),s)(α0hγ1ut(γh))ψ
−1
n (u)du,
where
(6.22) Iψ(f∆(τ,i+1),s)(x) =
∫
Vni,1n (F )\Vni,1n (A)
f∆(τ,i+1),s(vˆx)ψ˜Vni,1n (v)dv,
where
ψ˜Vni,1n (
(
Ini y
z
)
) = ψZn(z)ψ(yni,1).
The Fourier coefficient (6.22) is obtained by applying the Fourier coefficient with
respect to ψ˜Vni,1n to the elements of ∆(τ, i + 1) obtained as a 7→ f∆(τ,i+1),s(aˆx).
This Fourier coefficient corresponds to the partition (n + 1, 1ni−1), and by Prop.
1.4, this Fourier coefficient is zero on ∆(τ, i+ 1).
It remains to examine the contributions of I2ni+1 and γ0 to (6.18), and it is straight-
forward to check that we get the two terms of (6.11). 
Next, let us show that the two summands in (6.11) are Eisenstein series.
Theorem 6.2. Both functions Λ±(f∆(τ,i+1),s), defined for Re(s) sufficiently large
by the integrals in Theorem 6.1, admit analytic continuations to meromorphic func-
tions of s in the whole plane. They define smooth meromorphic sections of
ρ∆(τ,i),s = Ind
SO2ni(A)
Qni(A)
∆(τ, i)| det ·|s.
Thus, Dψ,ni(E(f∆(τ,i+1),s)) is the sum of two Eisenstein series on SO2ni(A); the
first corresponds to the section Λ+(f∆(τ,i+1),s) of ρ∆(τ,i),s, and the second corre-
sponds to the section h 7→ Λ−(f∆(τ,i+1),s)(h
ω′0) of
ρ
ω′0
∆(τ,i),s = Ind
SO2ni(A)
Q
ω′
0
ni (A)
∆(τ, i)| det ·|s.
Proof. We will show that for Re(s) sufficiently large, Λ± indeed define elements
of ρ∆(τ,i),s, and then the proof of meromorphic continuation is as in the proof of
Theorem 3.5. Since Λ− is defined in almost the same way as Λ+, it suffices to show
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this for Λ+(f∆(τ,i+1),s, h).
Let q =
(
a x
a∗
)
∈ Qni(A) ⊂ SO2ni(A). Note that
α0t(q)α
−1
0 =

a 0 xI2n+1 0
a∗


Hence, for Re(s) large,
(6.23) Λ+(f∆(τ,i+1),s, qh) = | det(a)|
−n
∫
U ′n(A)
fψ∆(τ,i+1),s(α0qut(h))ψ
−1
n (u)du
= | det(a)|−n
∫
U ′n(A)
fψ∆(τ,i+1),s(
(
a
In
)∧
α0ut(h))ψ
−1
n (u)du.
As in the proof of Theorem 3.5, for any fixed x0, the function on GLni(A), a 7→
fψ∆(τ,i+1),s(
(
a
In
)∧
x0) lies in | det(a)|
s+ n(i+1)2 times a function obtained as
φ(diag(a, In)), where φ lies in the constant term of ∆(τ, i+1) along Vni,n, followed
by taking a Whittaker coefficient with respect to ψZn . All in all, it is now easy
to see that, as a function of a ∈ GLni(A), the second integral in (6.23) defines an
element of
| det ·|s+
ni−1
2 ∆(τ, i) = δ
1
2
Q
SO2ni
ni
· | det ·|s∆(τ, i).

The last thing that we want to show in this case is the comatibility with normal-
ization. We will see that Λ+(f∆(τ,i+1),s) is related to the Langlans-Shahidi integral
on SO2n+1(A), corresponding to the symmetric-square L-function of τ . (In the pre-
vious section, we got a relation to the exterior-square L-function of τ , which follows
from Section 4, as a special case.) Of course, the same holds for Λ−(f∆(τ,i+1),s)
since it has almost the same structure. Thus, let us apply to ∆(τ, i) the Fourier
coefficient along Vin ⊂ GLni, with respect to the character ψ
−1
Vin
(4.1), and consider,
as in (4.2), the integral
(6.24) L(f∆(τ,i+1),s) =
∫
U ′n(A)
fWi,ψ∆(τ,i+1),s(α0u)ψ
−1
n (u)du.
The integral (6.24) is Eulerian in the sense that for decomposable data it is a
product of similar local integrals
L(f∆(τ,i+1),s) =
∏
v
Lv(f∆(τv,i;1),s),
where
(6.25) Lv(f∆(τv,i;1),s) =
∫
U ′n(Fv)
f∆(τv,i;1),s(α0u; Ini, In)ψ
−1
n,v(u)du.
Here, f∆(τv,i;1),s is a section of
ρ∆(τv,i;1),s = Ind
SO2n(i+1)+1(Fv)
Qni,n(Fv)
(∆(τv, i)| det ·|
s− 12 × τv| det ·|
s+ i2 ).
As before, Qni,n is the standard parabolic subgroup of H = SO2n(i+1)+1, whose
Levi part is isomorphic to GLni × GLn. The representation ∆(τv, i) is realized in
its model with respect to ψ−1Vin and τv is realized in its ψ
−1
Zn
-Whittaker model. As
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in (4.2), we view f∆(τv,i;m),s as a function on H(Fv) ×GLni(Fv) ×GLn(Fv), such
that for a fixed element in H(Fv), the function in the two other variables lies in the
tensor product of the two models above of ∆(τv, i) and τv. We simplify notation
and re-denote f∆(τv,i;1),s(y) = f∆(τv,i;1),s(y; Ini, In).
We fix a finite set of places S, containing the Archimedean places, outside which
τ is unramified, ψ is normalized, and f∆(τv,i;1),s = f
0
∆(τv,i;1),s
is spherical and
normalized. The integral (6.25) converges absolutely for Re(s) sufficiently large.
Again, the proof is standard and we skip it. (The proof of the next proposition
implies that the integral stabilizes for large compact subgroups of U ′n(Fv), when
v is finite, and an appropriate analog in case v is infinite.) Write the elements of
U ′n(Fv) in the form ux1,x2;y as in (6.7). Let
U ′′n (Fv) = {ux1,x2;y ∈ U
′
n(Fv)| x1 = 0}.
We have the following analog of Prop. 4.1.
Proposition 6.3. Let v be a place of F . There is a section f ′∆(τv,i;1),s, which
depends on (the smoothness of) f∆(τv,i;1),s, such that
(6.26) Lv(f∆(τv,i;1),s) =
∫
U ′′n (Fv)
f ′∆(τv,i;1),s(α0u)ψ
−1
n,v(u)du.
If f∆(τv,i;1),s is spherical, then f
′
∆(τv,i;1),s
= f∆(τv,i;1),s. In general, f
′
∆(τv,i;1),s
is ob-
tained from f∆(τv,i;1),s by a finite sequence of convolutions against certain Schwartz
functions (described in the proof).
Proof. The proof is similar to that of Prop. 4.1. We explain the case where v is finite
and indicate the main steps. We assume, for simplicity that ψv is normalized. Write
ux1,x2;y = v(x1)un(x2; y) = un(x2; y)v(x1), where v(x1) = ux1,0;0, un(x2; y) =
u0,x2;y. Note that
(6.27) α0un(x2; y)α
−1
0 = diag(Ini,

Inx′2 1
y x2 In

 , Ini).
Let
(6.28) L′v(f∆(τv,i;1),s)(x1) =
∫
U ′′n (Fv)
f∆(τv,i;1),s(α0v(x1)u)ψ
−1
n,v(u)du.
We will show that the last function has compact support in Mn×ni(Fv), and in case
of a spherical section this support is Mn×ni(Ov). Let
ea,b = diag(In,

Ini a b1 a′
Ini

 , In) ∈ H,
where a, b have coordinates sufficiently close to zero, such that right translation
by ea,b fixes f∆(τv,i;1),s. If the section is spherical, then we may take a, b to have
coordinates in Ov. It is straightforward to check that
α0ux1,x2;yea,b = u
′α0ux1,x2+x1a;y,
where u′ is in the unipotent radical of Qni,n(Fv). Changing variables x2 7→ x2−x1a
in (6.28) gives
L′v(f∆(τv,i;1),s)(x1) = L
′
v(ρ(ea,b)f∆(τv,i;1),s)(x1) = ψ((x1)na)L
′
v(f∆(τv,i;1),s)(x1).
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Here, ρ(ea,b) denotes right translation by ea,b, and (x1)n denotes the last row of x1.
We conclude that (x1)n is supported in a compact set (of the form (P
−k
v )
ni ⊂ Fniv ),
and in case the section is spherical, then (x1)n is supported in O
ni
v . Now, we may
assume that (x1)n = 0, and show that the (n−1)-th row of x1 must lie in a compact
set (in order to be in the support of L′v(f∆(τv,i;1),s)). Then we may assume that the
last two rows of x1 are zero and move on to show compact support in row (x1)n−2,
and so on. In general, assume that (x1)r = 0, for n− ℓ ≤ r ≤ n, 0 ≤ ℓ ≤ n− 2. Let
cℓ;z =


In−ℓ−1
1
0 Iℓ
z 0 Ini


∧
∈ SO2n(i+1)+1(Fv),
with z ∈ (Pkv )
ni, where k is sufficiently large, such that right translation by cℓ,z
fixes f∆(τv,i;1),s. As before, for x1 as above, we get
L′v(f∆(τv,i;1),s)(x1) = L
′
v(ρ(cℓ,z)f∆(τv,i;1),s)(x1) = ψ((x1)n−ℓ−1z)L
′
v(f∆(τv,i;1),s)(x1).
We conclude that (x1)n−ℓ−1 is supported in (P
−k
v )
ni, and in case the section is
spherical, it is supported in Oniv . 
We conclude
Theorem 6.4. Let v be a place outside S. Then
Lv(f
0
∆(τv,i;1),s
) =
1
L(τv, sym2, 2s+ i+ 1)
.
Proof. Denote, for h ∈ SO2n+1(Fv),
f0τv,s+ i2
(h) = f0∆(τv,i;1),s(diag(Ini, h, Ini)).
This is the spherical, normalized element of
ρτv,s+ i2
= Ind
SO2n+1(Fv)
Q
SO2n+1
n (Fv)
τv| det ·|
s+ i2 .
Prop. 6.3 and (6.27) show that, for Re(s) sufficiently large,
(6.29) Lv(f
0
∆(τv,i;1),s
) =
∫
U
SO2n+1
n (Fv)
f0τv,s+ i2
(

Inx′ 1
y x In

)ψ−1(xn)du.
This is the Jacquet integral applied to f0
τv,s+
i
2
, with respect to the standard ψv-
Whittaker character. Now, we get the theorem by the Casselman-Shalika formula.

Let us multiply our Eisenstein series E(f∆(τ,i+1),s) on SO2n(i+1)+1(A) by its
normalizing factor outside S, d
SO2n(i+1)+1,S
τ (s). We have
(6.30) d
SO2n(2j+1)+1,S
τ (s) =
j∏
k=1
LS(τ,∧2, 2s+ 2k)
j+1∏
k=1
LS(τ, sym2, 2s+ 2k − 1);
(6.31) dSO4nj+1,Sτ (s) =
j∏
k=1
LS(τ,∧2, 2s+ 2k − 1)LS(τ, sym2, 2s+ 2k).
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One sees immediately from (6.30), (6.31), that (see (1.23), (1.24))
(6.32)
d
SO2n(i+1)+1,S
τ (s)
LS(τ, sym2, 2s+ i+ 1)
= dSO2ni,Sτ (s).
Let
E∗S(f∆(τ,i+1),s) = d
SO2n(i+1)+1,S
τ (s)E(f∆(τ,i+1),s).
We conclude from Theorem 6.2, Theorem 6.4 and (6.32),
Theorem 6.5. The descent to SO2ni(A) of the normalized Eisenstein series
E∗S(f∆(τ,i+1),s), Dψ,n(E
∗
S(f∆(τ,i+1),s)), is the sum of two normalized (outside S)
Eisenstein series on SO2ni(A); the first corresponds to the section
Λ+(d
SO2n(i+1)+1,S
τ (s)f∆(τ,i+1),s) and the second corresponds to the section
h 7→ Λ−(d
SO2n(i+1)+1,S
τ (s)f∆(τ,i+1),s)(h
ω′0).
7. Application of Fourier-Jacobi coefficients to E(f∆(τ,i+1),s) on
Sp2n(1+i)(A): descent to Sp
(2)
2ni(A)
In this section and the next one, we will carry out for symplectic groups and
metaplectic groups the descent, via Fourier-Jacobi coefficients, analogous to the
previous two sections. Denote in this section H = Sp2n(i+1). We will use the
conventions of [GRS11]. Consider the unipotent radical U1n−1 consisting of the
elements
(7.1) u =

z x yI2ni+2 x′
z∗

 ∈ H, z ∈ Zn−1
and the character ψn−1 of U1n−1(A) given by
(7.2) ψn−1(u) = ψZn−1(z)ψ(xn−1,n).
This character is stabilized by the semi-direct product of Sp2ni(A) and H2ni+1(A),
where H2ni+1 is the Heisenberg group corresponding to the symplectic space of
dimension 2ni. The group Sp2ni is realized inside H by
t(h) = diag(In, h, In), h ∈ Sp2ni(A),
and the group H2ni+1 is realized inside H by
(7.3) t((x, e)) = diag(In−1,

1 x eI2ni x′
1

 , In−1) ∈ H.
We take H2ni+1(F ) as the group of pairs (x, t), with x a row vector of 2ni coordi-
nates, and t ∈ F , with multiplication defined by
(x, e) · (y, z) = (x+ y, e+ z + x
(
wni
−wni
)
ty).
Note that U1n = U1n−1 ⋊ t(H2ni+1), and denote by j the natural projection of
U1n on H2ni+1. We extend the character (7.2) to U1n(A) by making it trivial on
t(H2ni+1(A)). We continue to denote this extension by ψn−1.
Let ω
(2ni)
ψ be the Weil representation of H2ni+1(A)⋊Sp
(2)
2ni(A), associated to ψ, i.e.
the elements (0, z) of the center of H2ni+1(A) act by multiplication by ψ(z). We
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let ω
(2ni)
ψ act on the space of Schwartz functions S(A
ni). For φ ∈ S(Ani), we let θφψ
denote the corresponding theta series, viewed as a function onH2ni+1(A)⋊Sp
(2)
2ni(A).
Consider the parabolic induction
(7.4) ρ∆(τ,i+1),s = Ind
Sp2n(i+1)(A)
Qn(i+1)(A)
∆(τ, i + 1)| det ·|s.
Let f∆(τ,i+1),s be a smooth, holomorphic section of ρ∆(τ,i+1),s (7.4). Consider the
corresponding Eisenstein series E(f∆(τ,i+1),s), and apply to it the following Fourier-
Jacobi coefficient
Dφψ,ni(E(f∆(τ,i+1),s))((h, ǫ))
(7.5) =
∫
U1n (F )\U1n (A)
E(f∆(τ,i+1),s, ut(h))ψ
−1
n−1(u)θ
φ
ψ−1(j(u)(h, ǫ))du.
Here, h ∈ Sp2ni(A), and ǫ = ±1. Let us state the identity analogous to (3.25) and
Theorem 6.1. We need some more notation first. Let
(7.6) α0 =


0 Ini 0 0
0 0 0 In
−In 0 0 0
0 0 Ini 0

 .
Denote
(7.7) U ′n = {u
′
x;y =


In x 0 y
Ini 0 0
Ini x
′
In

 ∈ H}.
As in (6.10), let, for g ∈ HA,
(7.8) fψ∆(τ,i+1),s(g) =
∫
Vni,1n (F )\Vni,1n (A)
f∆(τ,i+1),s(vˆg)ψVni,1n (v)dv,
where ψVni,1n is given by (6.9).
Theorem 7.1. For Re(s) sufficiently large, h ∈ Sp2ni(A), ǫ = ±1,
(7.9) Dφψ,ni(E(f∆(τ,i+1),s))((h, ǫ)) =
∑
γ∈Qni\Sp2ni
Λ(f∆(τ,i+1),s, φ)((γ, 1)(h, ǫ)),
where
Λ(f∆(τ,i+1),s, φ)((h, ǫ)) =
∫
U ′n(A)
ωψ−1(j(u)(h, ǫ))φ(0)f
ψ
∆(τ,i+1),s(α0ut(h))du.
In the sum (7.9), Qni = Q
Sp2ni
ni . The function Λ(f∆(τ,i+1),s, φ), defined for Re(s)
sufficiently large, by the last integral, admits analytic continuation to a meromorphic
function of s in the whole plane. It defines a smooth meromorphic section of
ρ∆(τ,i)γ
ψ−1 ,s
= Ind
Sp
(2)
2ni(A)
Q
(2)
ni (A)
∆(τ, i)γψ−1 | det ·|
s.
Thus, Dφψ,ni(E(f∆(τ,i+1),s)) is the Eisenstein series on Sp
(2)
2ni(A) corresponding to
the section Λ(f∆(τ,i+1),s, φ) of ρ∆(τ,i)γ
ψ−1 ,s
.
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Proof. The proof follows the same steps as in the last sections. The details can easily
be read from Chapter 6 in [GRS11]. We start with unfolding the Eisenstein series in
(7.5), and factor the summation on Qn(i+1)(F )\Sp2n(i+1)(F ) modulo Qn(F ) from
the right. The easy analog of Prop. 6.2 in [GRS11] shows that only the open double
coset in Qn(i+1)(F )\Sp2n(i+1)(F )/Qn(F ) contributes to (7.5). The element α0 in
(7.6) is a representative of the open double coset. (See Sec. 4.2 in [GRS11] for
the representatives of all double cosets.) The subgroup Q(0) = Qn ∩ α
−1
0 Qn(i+1)α0
consists of the elements
(7.10)


a 0 y 0
b c y′
b∗ 0
a∗

 ∈ H,
where a ∈ GLn, b ∈ GLni. The element (7.10) is conjugated by α0 to

b y′ 0 c
a∗ 0 0
a y
b∗

 .
As in (6.17), we get (for Re(s) sufficiently large)
Dφψ,ni(E(f∆(τ,i+1),s))((h, ǫ))
(7.11)
=
∫
U1n (F )\U1n (A)
θφψ−1(j(u)(h, ǫ))
∑
η∈Q(0)∩Q1n\Q1n
f∆(τ,i+1),s(α0ηut(h))ψ
−1
n−1(u)du.
Let U
(0)
1n = U1n ∩Q
(0). The elements of U
(0)
1n have the form (7.10), with a = z ∈ Zn,
b = Ini, c = 0. Note, that for such an element v in U
(0)
1n (A), we have
(7.12) j(v) = ((0, yn), 0), α0vα
−1
0 =
(
Ini y
′
z∗
)∧
.
Factoring the summation in η in (7.11) modulo U1n from the right, we get
Dφψ,ni(E(f∆(τ,i+1),s))((h, ǫ))
(7.13)
=
∑
γ∈Qni\Sp2ni(F )
∫
U
(0)
1n
(F )\U1n (A)
θφψ−1(j(u)(γ, 1)(h, ǫ))f∆(τ,i+1),s(α0ut(γh))ψ
−1
n−1(u)du.
Here, Qni = Q
Sp2ni
ni . Note that U1n = U
′
n⋊U
(0)
1n , and, for u = u
′
x;y ∈ U
′
n, written in
the form (7.7), j(u) = ((xn, 0), yn,1). Let us fix γ in (7.13). Then the corresponding
summand becomes
(7.14)∫
U ′n(A)
∫
U
(0)
1n
(F )\U
(0)
1n
(A)
θφψ−1(j(vu)(γ, 1)(h, ǫ))f∆(τ,i+1),s(α0vut(γh))ψ
−1
n−1(v)dvdu.
Consider in (7.14) the inner integration of the dv-integration, when we integrate,
in the notation of (7.12), along Zn, and along y with zero last row. Using (7.12),
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this inner integral is
(7.15)
∫
V
ni+1,1n−1 (F )\Vni+1,1n−1(A)
f∆(τ,i+1),s(v
∧g)ψ˜V
ni+1,1n−1
(v)dv,
where g = v∧c α0ut(γh),
vc =

Ini c 01 0
In−1

 , ψ˜V
ni+1,1n−1
(
(
Ini+1 e
z
)
) = ψZn−1(z)ψ(eni+1,1).
By Prop. 3.1, the integral (7.15), as a function of g ∈ HA, is left invariant to v
∧
c ,
for any c ∈ Ani. Then (7.14) becomes
(7.16)
∫
U ′n(A)
∫
Fni\Ani
θφψ−1(((0, x), 0)j(u)(γ, 1)(h, ǫ))f
ψ
∆(τ,i+1),s(α0ut(γh))dxdu.
We have, for φ′ ∈ S(Ani),
θφ
′
ψ−1(((0, x), 0)) =
∑
e∈Fni
ωψ−1(((0, x), 0))φ
′(e) =
∑
e∈Fni
ψ−1(2ewni
tx)φ′(e).
Carrying out the dx-integration in (7.16), we get
∫
U ′n(A)
ωψ−1(j(u)(γ, 1)(h, ǫ))φ(0)f
ψ
∆(τ,i+1),s(α0ut(γh))du
= Λ(f∆(τ,i+1),s, φ)((γ, 1)(h, ǫ)).
This proves (7.9). The rest of the theorem is proved similarly to Theorem 6.2, and
we skip it. 
Now, we show compatibility with normalization. As in the last section (and the
ones before), we need to consider the local integrals, analogous to (6.25),
(7.17) Lv(f∆(τv,i;1),s, φv) =
∫
U ′n(Fv)
φv(xn)f∆(τv,i;1),s(α0u; Ini, In)ψ
−1
v (yn,1)du.
Let us explain the notations. As in (6.25), f∆(τv,i;1),s is a section of
ρ∆(τv,i;1),s = Ind
Sp2n(i+1)(Fv)
Qni,n(Fv)
(∆(τv , i)| det ·|
s− 12 × τv| det ·|
s+ i2 ),
with Qni,n denoting the standard parabolic subgroup of H = Sp2n(i+1), whose Levi
part is isomorphic to GLni × GLn. The representation ∆(τv , i) is realized in its
model with respect to ψ−1Vin and τv is realized in its ψ
−1
Zn
-Whittaker model. As
before, we simplify notation and re-denote f∆(τv,i;1),s(y) = f∆(τv,i;1),s(y; Ini, In).
Finally, we wrote in (7.17) an element u = u′x;y ∈ U
′
n(Fv) in the form (7.10), so
that xn is the last row of x and yn,1 is the (n, 1)-coordinate of y.
Let S be a finite set of places of F , containing the infinite ones, such that for a
place v outside S, τv is unramified, ψv is normalized, φv = φ
0
v is the characteristic
function of Oniv , and f∆(τv,i;1),s = f
0
∆(τv,i;1),s
is spherical and normalized. Write the
elements of U ′n(Fv) in the form ux1,x2;y as in (6.7). Let
U ′′n (Fv) = {u
′
0;y =

In 0 yI2ni 0
In

 ∈ H(Fv)}.
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We have the following analog of Prop. 4.1, 6.3.
Proposition 7.2. Let v be a place of F . There is a section f ′∆(τv,i;1),s, which
depends on (the smoothness of) f∆(τv,i;1),s and φv, such that
(7.18) Lv(f∆(τv,i;1),s, φv) =
∫
U ′′n (Fv)
f ′∆(τv,i;1),s(α0u)ψ
−1
v (un,n+2ni+1)du.
If f∆(τv,i;1),s and φv are spherical, then f
′
∆(τv,i;1),s
= f∆(τv,i;1),s. In general,
f ′∆(τv,i;1),s is obtained from f∆(τv,i;1),s by a finite sequence of convolutions against
certain Schwartz functions.
Proof. The proof is similar to that of Prop. 4.1, 6.3. We explain the case where v is
finite and indicate the main steps. We assume, for simplicity that ψv is normalized.
Write u′x;y = v(x)un(y), where v(x) = u
′
x;0, un(y) = u
′
0;y. Note that
(7.19) α0un(y)α
−1
0 = diag(Ini,
(
In
y In
)
, Ini).
Let
(7.20)
L′v(f∆(τv,i;1),s, φv)(x) =
∫
U ′′n (Fv)
φv(xn)f∆(τv,i;1),s(α0v(x)u)ψ
−1
v (un,n+2ni+1)du.
We will show that the last function has compact support in Mn×ni(Fv), and
in case of a spherical section this support is Mn×ni(Ov). First, the support of
L′v(f∆(τv,i;1),s, φv)(x) in xn is compact, since φv is in S(F
ni
v ). Thus, (7.20) is a
finite linear combination of integrals of the form (we keep denoting the section by
f∆(τv,i;1),s)
(7.21) lv(f∆(τv,i;1),s)(x(n)) =
∫
U ′′n (Fv)
f∆(τv,i;1),s(α0v(x(n))u)ψ
−1
v (un,n+2ni+1)du,
where x(n) is obtained from x by replacing xn with 0. Assume that we have proved
that the support of lv(f∆(τv,i;1),s, φv)(x(n)) in xr, for n− ℓ ≤ r ≤ n, 0 ≤ ℓ ≤ n− 2
is compact. Thus, we may assume that xr = 0, for n− ℓ ≤ r ≤ n. Let
cℓ;z =


In−ℓ−1
1
0 Iℓ
z 0 Ini


∧
∈ Sp2n(i+1)(Fv),
with z ∈ (Pkv )
ni, where k is sufficiently large, such that right translation by cℓ,z
fixes f∆(τv,i;1),s. As in the proof of Prop. 6.3, we get, for x as above,
lv(f∆(τv,i;1),s)(x) = lv(ρ(cℓ,z)f∆(τv,i;1),s)(x) = ψ((x)n−ℓ−1z)lv(f∆(τv,i;1),s)(x).
We conclude that xn−ℓ−1 is supported in (P
−k
v )
ni, and in case the section is spher-
ical, it is supported in Oniv . 
Now we get the analog of Theorem 6.4.
Theorem 7.3. Let v be a place outside S. Then
Lv(f
0
∆(τv,i;1),s
, φ0v) =
1
L(τv, s+
i
2 + 1)L(τv,∧
2, 2s+ i+ 1)
.
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Proof. Denote, for h ∈ Sp2n(Fv),
f0τv,s+ i2
(h) = f0∆(τv,i;1),s(diag(Ini, h, Ini)).
This is the spherical, normalized element of
ρτv,s+ i2
= Ind
Sp2n(Fv)
Q
Sp2n
n (Fv)
τv| det ·|
s+ i2 .
Prop. 7.2 and (7.19) show that, for Re(s) sufficiently large,
(7.22) Lv(f
0
∆(τv,i;1),s
, φ0v) =
∫
U
Sp2n
n (Fv)
f0τv,s+ i2
(
(
In
y In
)
)ψ−1(yn,1)du.
This is the Jacquet integral applied to f0
τv,s+
i
2
, with respect to the standard ψv-
Whittaker character. Now, we get the theorem by the Casselman-Shalika formula.

Let us multiply our Eisenstein series E(f∆(τ,i+1),s) on Sp2n(i+1)(A) by its nor-
malizing factor outside S, d
Sp2n(i+1),S
τ (s). See (1.19), (1.20). By (1.21), (1.22), we
check that
(7.23)
d
Sp2n(i+1),S
τ (s)
L(τv, s+
i
2 + 1)L(τv,∧
2, 2s+ i+ 1)
= d
Sp
(2)
2ni,S
τ (s).
Let
E∗S(f∆(τ,i+1),s) = d
Sp2n(i+1),S
τ (s)E(f∆(τ,i+1),s).
As in Theorem 6.5, we get
Theorem 7.4. The descent to Sp
(2)
2ni(A) of the normalized Eisenstein series
E∗S(f∆(τ,i+1),s), D
φ
ψ,ni(E
∗
S(f∆(τ,i+1),s)), is the normalized (outside S) Eisenstein
series on Sp
(2)
2ni(A) corresponding to the section Λ(d
Sp2n(i+1),S
τ (s)f∆(τ,i+1),s, φ).
8. Application of Fourier-Jacobi coefficients to E(f∆(τ,i+1)γψ,s) on
Sp
(2)
2n(1+i)(A): descent to Sp2ni(A)
We keep the notations of the previous section. We consider the parabolic induc-
tion
(8.1) ρ∆(τ,i+1)γψ,s = Ind
Sp
(2)
2n(i+1)
(A)
Q
(2)
n(i+1)
(A)
∆(τ, i + 1)γψ| det ·|
s.
Let f∆(τ,i+1)γψ,s be a smooth, holomorphic section of ρ∆(τ,i+1)γψ,s in (8.1), consider
the corresponding Eisenstein series E(f∆(τ,i+1)γψ,s), and apply to it the Fourier-
Jacobi coefficient similar to (7.5)
Dφψ,ni(E(f∆(τ,i+1)γψ,s))(h)
(8.2) =
∫
U1n (F )\U1n (A)
E(f∆(τ,i+1)γψ,s, ut˜(h))ψ
−1
n−1(u)θ
φ
ψ−1(j(u)(h, 1))du.
Here, h ∈ Sp2ni(A), and t˜(h) = (t(h), 1) ∈ Sp
(2)
2n(i+1)(A). As usual, we identify u ∈
U1n(A) with (u, 1). Define the function on Sp
(2)
2n(i+1)(A), f
ψ
∆(τ,i+1)γψ,s
, in a similar
way to (7.8). The proof of the following theorem is the same as that of Theorem
7.1, with obvious modifications. We just remark that in the proof that the section
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Λ(f∆(τ,i+1)γψ,s, φ) below corresponds to the parabolic data (Qni,∆(τ, i)| det ·|
s), we
use the fact that
γψ(t)γψ−1(t) = γψ(t)
2(t,−1) = (t,−t) = 1,
where (t, t′) denotes the Hilbert symbol.
Theorem 8.1. For Re(s) sufficiently large, h ∈ Sp2ni(A),
(8.3) Dφψ,ni(E(f∆(τ,i+1)γψ,s))(h) =
∑
γ∈Qni\Sp2ni
Λ(f∆(τ,i+1)γψ,s, φ)(γh),
where
Λ(f∆(τ,i+1)γψ,s, φ)(h) =
∫
U ′n(A)
ωψ−1(j(u)(h, 1))φ(0)f
ψ
∆(τ,i+1)γψ,s
(α0ut˜(h))du.
The function Λ(f∆(τ,i+1)γψ,s, φ), defined, for Re(s) sufficiently large, by the last
integral, admits analytic continuation to a meromorphic function of s in the whole
plane. It defines a smooth meromorphic section of
ρ∆(τ,i),s = Ind
Sp2ni(A)
Qni(A)
∆(τ, i)| det ·|s.
Thus, Dφψ,ni(E(f∆(τ,i+1)γψ,s)) is the Eisenstein series on Sp2ni(A) corresponding to
the section Λ(f∆(τ,i+1)γψ,s, φ) of ρ∆(τ,i),s.
At a place v of F , consider, as in (7.17), with the same notation,
(8.4)
Lv(f∆(τv,i;1)γψv ,s, φv) =
∫
U ′n(Fv)
φv(xn)f∆(τv,i;1)γψv ,s(α0u; Ini, In)ψ
−1
v (yn,1)du,
where f∆(τv,i;1)γψv ,s is a section of
ρ∆(τv,i;1)γψv ,s = Ind
Sp
(2)
2n(i+1)
(Fv)
Q
(2)
ni,n(Fv)
∆(τv, i)γψv | det ·|
s− 12 × τvγψv | det ·|
s+ i2 ,
See also (4.4). Now, the same proof as that of Prop. 7.2 shows that there is a
section f ′∆(τv,i;1)γψv ,s
, which depends on the smoothness of f∆(τv,i;1)γψv ,s and φv,
such that
(8.5)
Lv(f∆(τv,i;1)γψv ,s, φv) =
∫
U ′′n (Fv)
f ′∆(τv,i;1)γψv ,s(α0u; Ini, In)ψ
−1
v (un,n+2ni+1)du;
and if f∆(τv,i;1)γψv ,s and φv are spherical, then f
′
∆(τv,i;1)γψv ,s
= f∆(τv,i;1)γψv ,s. Thus,
for such a finite place v, where all data are spherical and normalized, define, for
(h, ǫ) ∈ Sp
(2)
2n (Fv),
f0τvγψv ,s+ i2
((h, ǫ)) = f0∆(τv,i;1)γψv ,s((diag(Ini, h, Ini), ǫ)).
This is the spherical, normalized element of
ρτvγψv ,s+ i2 = Ind
Sp
(2)
2n (Fv)
Q
(2)
n (Fv)
τvγψv | det ·|
s+ i2 .
By (8.5), we have, for Re(s) sufficiently large,
(8.6) Lv(f
0
∆(τv,i;1)γψv ,s
, φ0v) =
∫
U
Sp2n
n (Fv)
f0τvγψv ,s+ i2
((
(
In
y In
)
, 1))ψ−1(yn,1)du.
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This is the Jacquet integral applied to f0
τvγψv ,s+
i
2
, with respect to the standard
ψv-Whittaker character. The analog of the Casselman-Shalika formula ([BFH91])
in this case gives then the following.
Theorem 8.2.
Lv(f
0
∆(τv,i;1)γψv ,s
, φ0v) =
L(τv, s+
i+1
2 )
L(τv, sym2, 2s+ i+ 1)
.
Finally, let us multiply our Eisenstein series E(f∆(τ,i+1)γψ,s) on Sp
(2)
2n(i+1)(A)
by its normalizing factor outside S, d
Sp
(2)
2n(i+1)
,S
τ (s). See (1.21), (1.22). By (1.19),
(1.20), we check that
(8.7)
d
Sp
(2)
2n(i+1)
,S
τ (s)L(τv, s+
i+1
2 )
L(τv, sym2, 2s+ i+ 1)
= dSp2ni,Sτ (s).
Let
E∗S(f∆(τ,i+1)γψ,s) = d
Sp
(2)
2n(i+1)
,S
τ (s)E(f∆(τ,i+1)γψ ,s).
As in Theorem 7.4, we get
Theorem 8.3. The descent to Sp2ni(A) of the normalized Eisenstein series
E∗S(f∆(τ,i+1)γψ,s), D
φ
ψ,ni(E
∗
S(f∆(τ,i+1)γψ,s)), is the normalized (outside S) Eisen-
stein series on Sp2ni(A) corresponding to the section Λ(d
Sp
(2)
2n(i+1)
,S
τ (s)f∆(τ,i+1)γψ,s, φ).
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