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Abstract
We consider conformal non-Abelian Toda theories obtained by hamiltonian reduction from
Wess-Zumino-Witten models based on general real Lie groups. We study in detail the
possible choices of reality conditions which can be imposed on the WZW or Toda fields
and prove correspondences with sl(2,R) embeddings into real Lie algebras and with the
possible real forms of the associatedW-algebras. We devise a a method for finding all real
embeddings which can be obtained from a given embedding of sl(2,C) into a complex Lie
algebra. We then apply this to give a complete classification of real embeddings which
are principal in some simple regular subalgebra of a classical Lie algebra.
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1 Introduction
Toda field theories provide a rich set of examples of integrable models in two dimensions
which can be of either conformal or massive type. In each case integrability rests on
some underlying Lie algebra (or superalgebra) which renders the theory tractable despite
highly non-trivial self-interactions. In this paper we shall consider conformally-invariant
Toda theories [1] which can be obtained by hamiltonian reduction from a Wess-Zumino-
Witten (WZW) model [2],[3],[4]. More precisely, one can construct a Toda theory by
taking the lagrangian for a WZW model based on some real, non-compact Lie group G
and gauging a suitable nilpotent subalgebra of its Kac-Moody symmetry. This produces
a new field theory in which a WZW lagrangian for some subgroup G0 ⊂ G is obtained,
though modified by the addition of a potential term of a special kind. The resulting Toda
theory is usually referred to as abelian or non-abelian depending on the nature of G0 (the
original group G is always non-abelian).
Perhaps the most important aspect of conformally-invariant Toda models is that they
provide natural realizations of a certain class of infinite-dimensional chiral symmetry al-
gebras which contain a Virasoro subalgebra. These are referred to generically as extended
conformal algebras, or W-algebras. The simplest examples are the superconformal alge-
bras and the Kac-Moody/Virasoro semi-direct products, which have generators with spins
at most two that close on themselves in the conventional sense of Lie algebras. In general,
however, W-algebras may have generators of spin higher than two and they are usually
non-linear in the sense that classical Poisson brackets or quantum commutators close only
onto expressions that are polynomial in the generators. The great interest in W-algebras
stems from the fact that they greatly extend the domain of rational models, in which
the Hilbert space of the theory splits into finitely many irreducible representations of the
chiral symmetry algebra. For a comprehensive review see [5].
In the hamiltonian reduction approach mentioned above, the gauging of a nilpotent
subgroup of the original WZW model corresponds to imposing a certain set of first-class
constraints on the Kac-Moody currents. It is precisely the gauge-invariant polynomials
in these currents which become generators of the W-symmetry in the Toda theory. This
allows one to understand rather easily the spin content of the W-algebra in terms of
some simple group theory. Moreover, the Toda point-of-view has proved crucial to the
study of W-algebras, not just because it has provided Lagrangian realizations of known
W-algebras, but also because it has lead to the construction of many new examples which
are more difficult to obtain by other means. It is a plausible conjecture that hamiltonian
reduction can provide the basis for a complete classification of W-algebras.
Our aim in this paper is to carry out a detailed study of hamiltonian reduction and
the Toda theories and W-algebras which emerge when G is a general real Lie group.
Previously in the literature, attention has been confined largely to examples in which G
is maximally non-compact (i.e. the split real form) and, although the necessary general
apparatus has been in existence for some time, no systematic analysis of other possibilities
seems to have been undertaken. As indicated in our earlier preliminary investigation [6],
the consideration of Toda models based on general real forms turns out to be interesting
for a number of inter-related reasons.
- Different choices of real form for G yield different real forms for theW-algebra which
appears in the resulting Toda theory. This suggests a systematic way of generating
new real forms of W-algebras and of classifying them.
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- The existence of inequivalent real forms is clearly crucial as regards the representa-
tion theory of W-algebras. We can compare with the case of ordinary Lie algebras,
where the representation theory of compact and non-compact real forms is very
different. Recently, this question has been raised for the simpler cases of finite
W-algebras [7] (finite W-algebras can be constructed from finite dimensional Lie
algebras in the same way the “affine” W-algebras are constructed from affine Lie
algebras).
- The preceding remarks take on special significance when one bears in mind that
the reduced theory often has a residual Kac-Moody symmetry corresponding to a
subgroup K ⊂ G. Different real forms for G will lead to inequivalent real forms
of K. For many applications of Kac-Moody algebras we are most interested in the
compact real form; we may therefore expect that when we consider W-algebras it
will be of great interest to determine whether we are able to choose a real form of
G so as to make K compact.
The conformal reduction of a WZWmodel based on a group G can be phrased in terms
of choosing an sl(2,R) subalgebra of the Lie algebra G. Our approach can therefore be
interpreted as a systematic search for sl(2,R) embeddings into real Lie algebras. We shall
present a method for determining all possible real forms of a given Lie algebra compatible
with the existence of a given sl(2,R) subalgebra S ⊂ G, and we shall use this method
to classify a natural subset of the embeddings allowed when G is classical. Note that the
compact real form of G is never compatible with hamiltonian reduction in this sense, since
there are no embeddings of sl(2,R) into a compact real Lie algebra.
It is also important to draw a clear distinction between what we are trying to achieve
here and the theory and classification of embeddings of sl(2,C) into complex Lie alge-
bras, as studied by Dynkin about 40 years ago [8]. His classic results can be transferred
immediately to deal with embeddings of sl(2,R) in maximally non-compact or split real
Lie algebras but, as far as we know, very little has been done regarding embeddings of
sl(2,R) into general real Lie algebras, and no form of classification seems to have been
carried out until now. This actually goes some way towards explaining why so little has
been done in the area of hamiltonian reduction based on general real Lie groups, which
we hope to rectify here.
In a recent paper [9], Bina and Gu¨naydin have carried out the classification of real
forms of simple non-linear superconformal algebras, as well as others known as ‘quasi-
superconformal’ and ‘super-quasi-superconformal’ or Z2 × Z2 superconformal algebras
[10], using an approach based on quaternionic and superquaternionic symmetric spaces of
simple Lie groups and supergroups. Although we consider exclusively bosonic algebras in
this paper, we have already indicated in [6] how our methods can be extended to the hamil-
tonian reduction of superalgebras, and it would be interesting to apply them to the special
cases of superconformal and Z2 × Z2 algebras discussed in [9]. The quasi-superconformal
algebras (such as the Bershadsky algebra W23) involve hamiltonian reductions with half-
integer gradings, which again falls outside our present aims. Nevertheless our methods
are in principle applicable to these cases too.
The paper is organized in the following way: In section 2 we start by giving a brief
account of hamiltonian reduction as applied to a WZW model based on a general real Lie
group. In section 3 we recall some facts about the real forms of a complex Lie algebra
before stating and proving some general results. These establish precise correspondences
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between real forms of a Lie algebra consistent with an sl(2,R) embedding, real forms of
non-abelian Toda theories, and real forms of extended conformal algebras. In section 4
we illustrate our general results by discussing in some detail the reductions and real forms
for integral embeddings in algebras of rank two. In the following section 5 we further
develop our these techniques to cope with algebras of arbitrary rank. We apply them to
classify all integral embeddings which are principal in some regular subalgebra of one of
the classical algebras of type An, Bn, Cn, or Dn. In section 5.5 we give a summary of
the classification, followed by a discussion of our results and some suggestions for future
work. Two appendices contains some selected calculations.
2 Non-Abelian Toda Theories and Conformal
Hamiltonian Reduction.
In this section we give a brief review of the conformal hamiltonian reduction of a WZW
model based on a general real Lie group G and how this gives rise to a Toda theory (non-
abelian in general) realizing a certain W-algebra. This is in principle a special case of the
general reduction schemes described in sections 2 and 3 of [4]. However, this very fact
will allow us to make some drastic simplifications in the presentation and to concentrate
on the points that are most essential in order to understand the work that is to follow.
2.1 WZW models and Toda theories
Our starting point is a WZW model based on a real Lie group G. We have the standard
action
SWZW(g) =
1
2
∫
d2x tr(∂+g∂−g
−1) +
1
3
∫
D
tr(g−1dg)3 (2.1)
where the field g(x+, x−) ∈ G is a function of light-cone coordinates x± on two-dimensional
spacetime; D is some three-dimensional disc whose boundary is spacetime; and ‘tr’ denotes
the usual invariant inner-product on the Lie algebra G. The equations of motion are
equivalent to the conservation conditions
∂−J+ = ∂+J− = 0
for the Kac-Moody (KM) currents defined by
J+ = k(∂+g)g
−1 , J− = −kg−1∂−g ,
which take values in G. The constant k is the level. If we introduce a basis {ta} for G and
expand the current J± on this basis:
J±(x
±) =
∑
a
Ja±(x
±)ta
then the Poisson-brackets of the functions Ja±(x
±) can be given in the form (suppressing
± indices for convenience)
{Ja(x), J b(y)}PB = kηabδ′(x− y) + fabcJc(x)δ(x− y)
3
where the Killing form ηab has been used to raise and lower indices on the structure
constants fab
c (our conventions for Lie algebras will be specified in more detail in the
next section). This is the standard form for the Kac-Moody algebra Ĝ. The Kac-Moody
symmetry generated by these currents is
g(x+, x−)→ a(x+)g(x+, x−)b(x−)−1 where a(x+), b(x−) ∈ G . (2.2)
The model is also conformally invariant, with the fields g behaving as scalars. The traceless
energy-momentum tensor takes the well-known Sugawara form
T±± =
1
2k
tr(J±J±) .
The first step in the hamiltonian reduction of the WZW theory is to choose an integral
grading of the Lie algebra G by specifying a generator M ∈ G for which adM has integer
eigenvalues. This defines a decomposition
G =∑
n
Gn where X ∈ Gn ⇔ adM(X) = [M,X ] = nX ,
so that the integers n label the eigenspaces of adM . It follows that
X ∈ Gm , Y ∈ Gn ⇒ [X, Y ] ∈ Gm+n and tr(XY ) = 0 if m+ n 6= 0 .
This allows G to be a written as a direct sum of subalgebras of zero, strictly positive, or
strictly negative grade:
G = G+ ⊕ G0 ⊕ G− , G+ =
∑
n>0
Gn , G− =
∑
n<0
Gn .
We emphasize that G0 and G± are closed under the Lie bracket—in fact the latter two are
nilpotent subalgebras—and we can therefore associate with them subgroups G0 and G±
respectively. The restriction of the inner-product is non-degenerate on G0; it is completely
degenerate on both G+ and G− separately but defines a non-singular pairing between these
subalgebras.
The second step is to impose constraints on the Kac-Moody currents of the form
tr {X∓(J± − kM±)} = 0 , X± ∈ G± , (2.3)
where M± are specific elements chosen in G±1, but X± are arbitrary elements in G±.
These constraints fix exactly those parts of the currents J± living in the subalgebras G±
to be the constant elements M±. The new theory defined in this way is invariant under a
modification of the original conformal symmetry which is constructed so as to commute
with the constraints. This is achieved by shifting the energy-momentum tensor by a term
proportional to the grading operator, so that it becomes
T±± =
1
2k
tr(J±J±)− tr(M∂±J±)
The constraints above are first-class, corresponding to a gauged KM symmetry for the
nilpotent subgroups G±. In what follows we shall always assume in addition the non-
degeneracy condition
G∓ ∩ ker(adM±) = {0} (2.4)
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The importance of this can be explained in a number of different ways, but in particular
it guarantees that the residual KM symmetry in the presence of the constraints becomes
a W-algebra with a basis of primary fields. At a technical level, this is revealed through
the fact that the non-degeneracy condition allows us to impose highest weight or Drinfeld-
Sokolov (DS) gauges, which reveal a direct connection between the KM and W-algebra
generators, as we shall indicate below.
Let us now recall how to make manifest the gauge symmetry corresponding to the
constraints (2.3). We introduce gauge fields A± taking values in G± respectively and then
consider the action
S(g, A+, A−) = SWZW(g)
+
∫
d2x tr
{
A−(M+ − (∂+g)g−1) + A+(M− + g−1∂−g) + A−gA+g−1
}
(2.5)
which we claim is equivalent to the constrained WZW model. The gauged action above
is invariant under the local transformations
g → ugv−1, A+ → vA+v−1 − (∂+v)v−1, A− → uA−u−1 − (∂−u)u−1,
where u(x+, x−) ∈ G−, v(x+, x−) ∈ G+ . (2.6)
Although this is easy to check, it relies on a number of unusual features: the light-cone
components A± are defined in different subalgebras of the full Lie algebra G; the terms
involving M± are put in by hand, being gauge-invariant by themselves; and invariance of
these and other terms in the lagrangian depends crucially on properties of the grading.
Now any single component of a gauge field can always be set to zero (locally) by a gauge
transformation and since A± live, by definition, in disjoint subalgebras, we are always free
to make the gauge choice A± = 0. On doing so, we recover the previous action SWZW,
but in addition we must impose the equations of motion for A±, which in this gauge give
exactly the desired constraints (2.3).
We have thus established that the constrained WZW model is equivalent to the gauged
lagrangian (2.5) on making a specific gauge choice. But there is another natural gauge
choice which leads directly to the description in terms of a non-abelian Toda theory. Given
the grading of G introduced earlier, we can define (locally) a Gauss decomposition of an
arbitrary group element:
g = a g0 b, where a ∈ G−, g0 ∈ G0, b ∈ G+.
Now we can clearly use the gauge freedom (2.6) to set a = b = 1. Unlike the previous
gauge choice, the fields A± no longer vanish, but they can be eliminated algebraically from
the lagrangian. The result is a (non-abelian) Toda theory for the field g0 ∈ G0 governed
by the action
S(g0) = SWZW(g0)−
∫
d2x tr {M+g0M−g−10 }. (2.7)
The integrability of these models was first discussed in [1] from a rather different point of
view.
We emphasize that the first term in the Toda action is again of WZW type, though
now for the zero-grade subgroup G0. This part of the action has a KM symmetry Ĝ0,
but the potential term involving M± breaks this down to a smaller symmetry. If G0 is
non-Abelian, the theory as a whole will in general have a residual Kac-Moody invariance
K̂ contained within its chiral symmetry algebra, where the subalgebra K ⊂ G0 is the
centralizer of M±.
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2.2 sl(2) embeddings
The data specifying the grading and constraints on the original WZW model can be
expressed in terms of an embedding of sl(2,R) into G. We consider a set of generators
{M0,M+,M−} which obey
[M0,M±] = ±M± , [M+,M−] = 2M0 ,
and which are therefore a basis for an sl(2,R) subalgebra S ⊂ G. As the notation suggests,
M± should be identified with the specific Lie algebra elements used earlier in our definition
of the constraints (2.3). We can decompose G into irreducible representations of S, with
AdM0 having integer or half-integer eigenvalues, and we then say that S ⊂ G is an integral
or half-integral embedding respectively. Given an integral embedding, we can immediately
define an integral grading M = M0, which always satisfies the non-degeneracy condition
(2.4). This is the class of reduced WZWmodels we shall focus on in this paper. We should
emphasize that we will always understand the embedded subalgebra S to have a preferred
set of generators as above, so that we are really specifying not just the subalgebra but
also the particular element M0 which defines the grading.
There is actually a more general possibility for the choice of grading whenever there
exists a generator Y ∈ G that commutes with the entire subalgebra S. Then we can
also consider an integral grading operator of the form M = M0 + Y , provided (2.4) still
holds. One can show [11] that taking a non-zero Y does not change the W-algebra in
the reduced theory, so from this point of view one gains nothing new. In certain cases,
however, the addition of Y can be used to define an integral grading from a half-integral
embedding, giving a more general class of lagrangian realizations. It can also be shown
that to any choice of integer grading M and constraints M± which together satisfy (2.4),
one can always associate an embedded subalgebra S in the manner described above (see
e.g. sections 3.3, 3.4 and appendix B of [4] for more details). Notwithstanding these
comments, it is natural to restrict attention in the first instance to the case Y = 0. In
fact it is also true that Y 6= 0 leads to no new possibilities as far as the classification given
in section 5 is concerned.
From what we have said so far, we are confronted with the task of understanding
the possible sl(2,R) subalgebras S in G. Embeddings of sl(2,C) in complex Lie algebras
have been classified by Dynkin [8], and one may extend his results immediately to the case
where G is real but maximally non-compact. The classification states that any embedding
of sl(2) into G can be realized as a principal embedding in a regular subalgebra H ⊂ G,
up to a few exceptions which can be enumerated1. We recall that a regular subalgebra is
one for which ∆(H) ⊂ ∆(G), where ∆ denotes the set of all roots, while a principal sl(2)
embedding is one in whichM± are taken to be linear combinations of step operators for all
the positive/negative simple roots in some chosen basis. We shall denote an embedding
of this important kind simply by the pair (G,H). Abelian Toda models correspond to
reductions of the form (G,G), and are so called because the group G0 is in this case just
a maximal torus in G. In section 5 we shall classify the integral embeddings (G,H) with
G classical and H simple. The general results given in this section, however, will be
independent of any such more detailed information about an embedding S ⊂ G.
1The exceptions are n−2
2
embeddings in Dn, one embedding in E6, and two embeddings in each of E7
and E8, which are not principal in any regular subalgebra [8].
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2.3 W-algebras and conformal field theory
We have seen above that to every integral embedding S ⊂ G we can associate a non-abelian
Toda model. We now recall how this leads to a realization of an extended conformal
algebra which we denote by WGS . We need to clarify how the generators of the W-algebra
appear, and how this relates to the usual approach in CFT.
Up until now we have been working in Minkowski spacetime, with Kac-Moody currents
J±(x
±) taking values in the the real Lie algebra G. If we introduce a basis of generators
ta for G then we can write J± = ∑a Ja±ta and the components Ja± are real classical fields,
or hermitian operators upon quantization. To make contact with the usual language of
conformal field theory, we take our model to be defined on a circle in the spatial direction,
with all fields being periodic. After complexifying the coordinates (x±)→ (w, w¯) we use
a conformal transformation to map from the cylinder to the plane (w, w¯) → (z, z¯) =
(eiw, e−iw¯). Now our KM currents are the familiar holomorphic and anti-holomorphic
quantities
J(z) = Ja(z)ta, J¯(z¯) = J¯
a(z¯)ta
and for our purposes we may set the level k = 1 without loss of generality. The energy-
momentum tensor similarly has components T (z) and T¯ (z¯).
An important point which deserves emphasis is that all fields regarded as functions
on the complexified plane (z, z¯) have a natural notion of hermitian conjugation which is
inherited from their original definition as fields on Minkowski spacetime. For a holomor-
phic field Φ which is quasi-primary with conformal weight h, the hermitian conjugate Φ∗
is defined by
Φ∗(z) = (i/z)2hΦ(1/z) . (2.8)
We stress that z and z¯ are independent complex variables and that the conjugation op-
eration on fields is defined entirely within each holomorphic or anti-holomorphic sector.
Real fields in Minkowski space become self-conjugate, satisfying Φ = Φ∗. In particular
this applies to the Kac-Moody currents Ja(z) with h = 1. It also applies to the energy-
momentum tensor T (z) with h = 2, giving the standard hermiticity properties for the
Virasoro generators.
One very powerful aspect of the conformal reduction of WZW models is that much of
the structure ofW-algebras which emerge can be understood simply by analyzing how the
adjoint representation of G decomposes into irreducible representations of the embedded
subalgebra S. We shall therefore choose a basis of generators {ta} to be states of definite
total spin j and M0 eigenvalue m with respect to S. In addition, we need a label α to
distinguish representations of the same spin. Our generators will now be written {tα(j,m)}.
The subalgebra S itself is of course a representation of spin j = 1 which we label by
α = 0, so that t0(1,0) = M0 and t
0
(1,±1) = M±. Concentrating on the holomorphic sector,
the Kac-Moody current can be expanded J(z) = Jα(j,m)(z)t
α
(j,m) with respect to this basis,
and the constraints (2.3) then take the form:
Jα(j,m)(z) =
{
1 if α = 0 (j,m) = (1,−1)
0 else
for m < 0. (2.9)
As mentioned before, these constraints are first-class, corresponding to a gauge sym-
metry of the constrained action. The KM currents themselves transform under this gauge
symmetry, reflecting its non-abelian nature. The generators of the symmetry algebraWGS
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appearing in the constrained model can be defined as the set of gauge-invariant differential
polynomials in the KM currents. It is more enlightening to make this concrete, however,
by introducing some specific way of fixing the gauge symmetry. Any particular gauge
choice allows the gauge-invariant polynomials to be identified with certain components of
the KM currents, and the classical W-algebra is then given by the Dirac brackets of these
quantities, defined using the full set of constraints.
A very convenient gauge choice in which the generators have a particularly simple
structure is the highest-weight Drinfeld-Sokolov gauge, where the only non-zero current
components correspond to generators of highest weight with respect to S, i.e.
Jhw(z) =M− +
∑
Jα(j,j)(z) t
α
(j,j). (2.10)
One can show that there is exactly one independent gauge-invariant polynomial for each
of the highest weight components, so that the independent generators of WGS are simply
W αj+1(z) = J
α
(j,j)(z). Moreover, it is easy to show that the fields W
α
h have (holomorphic)
conformal weight h = j+1, so that the spin-content of theW-algebra can be simply read
off from the representation theory associated with the embedding S ⊂ G, see [10].
Two examples are worth mentioning. First, the energy-momentum tensor T of the
extended conformal algebra appears as the gauge-invariant polynomial corresponding to
the highest weight generator M+—i.e. to the representation carried by S itself, which we
have labelled α = 0. In this case j = 1 (the adjoint representation) and of course T has
h = 2 (although it is only quasi-primary). Second, consider the centralizer K ⊂ G0 of
S in G. Since it commutes with S, its generators must appear as singlets, with j = 0, in
the highest weight decomposition. Consequently, these generators have conformal weight
h = 1 and we expect them to be KM currents. This corresponds exactly to the residual K̂
Kac-Moody symmetry of the non-abelian Toda action to which we drew attention earlier.
It is important to stress that the simple relation between highest-weight generators
and gauge-invariant polynomials holds only in the highest weight gauge. In a general DS
gauge, the gauge-invariant polynomials take the form:
W αj+1(z) = J
α
(j,j)(z) + . . . , (2.11)
where the dots denote terms which are non-zero in general, but which are higher order in
currents and/or derivatives. It has been shown [12] that this form of the generators holds
also in the quantized algebra. This gives the generators of the W-algebra as differential
polynomials in all the currents in Ĝ.
Apart from the DS class of gauges, another important choice is the diagonal gauge,
where only currents corresponding to generators with zero grade are non-vanishing. In
this case we can write the current as:
Jdiag(z) = M− +
∑
Jα(j,0)(z) t
α
(j,0).
Using this gauge it is possible to see that if we restrict the general differential polynomial
expressions (2.11) involving the Ĝ currents to just those with zero grade, i.e. we keep
only the currents from Ĝ0, then this gives an equivalent realization of W. This restricted
realization is clearly the more natural point-of-view when considering the non-abelian
Toda action, with fields in G0, rather than the original gauged WZW theory based on G.
The equivalence between these two different sets of variables is essentially the so-called
generalized Miura transformation.
8
Finally, we recall that the structure of the original Lie algebra G is always present in
algebraWGS in the following way. Given an extended conformal algebra, we can define the
(linearized) vacuum preserving algebra (VPA) by expanding each generatorW α(z) of con-
formal weight h in modes: W α(z) =
∑
nW
α
n z
−n−h and considering the finite-dimensional
subalgebra which is generated by W αn with |n| ≤ (h − 1) on dropping all quadratic and
higher-order terms. This vacuum-preserving algebra is isomorphic to the original Lie
algebra G, as explained in [13]. Furthermore, the VPA always contains the subalgebra
S, whose generators {M0,M±} correspond precisely to the usual sl(2) subalgebra of the
Virasoro algebra with generators {L0, L±1}. These remarks will prove important later.
3 Real Forms
3.1 Real Forms of Lie algebras and sl(2) embeddings
We first recall some basic facts concerning the relationship between a real Lie algebra
G and its complexification, the complex Lie algebra Gc = G ⊗ C (for more details see
e.g. [14, 15]). We then give methods for constructing real forms which we shall later use
extensively.
For any real Lie algebra G or complex Lie algebra Gc, the Killing form will be denoted
by η(X, Y ) = λ tr(XY ) with λ a suitable constant. As a basis for either of these algebras
we introduce an orthonormal set of generators {ta} obeying
[ta, tb] = fab
ctc where fab
c ∈ R (3.12)
η(ta, tb) = ηab = σaδab where σa = ±1 (3.13)
If d± denotes the number of basis elements for which σa = ±1 then the real dimension
of the real Lie algebra G is dim(G) = d+ + d−. The character of G is defined to be the
signature of the Killing form, σ(G) = ∑a σa = d+ − d−. The character provides a way of
distinguishing between different real forms and hence of classifying them.
We shall reserve the symbols An, Bn, Cn, Dn for complex Lie algebras, while their real
forms will be denoted by the symbols given below together with their characters.
Gc G σ
An sl(n+1) ≡ sl(n+1,R) n
su(p, q) p+q = n+1 1− (p− q)2
su∗(n+1) n odd −n− 2
Bn so(p, q) p+q = 2n+1 n+
1
2
− 1
2
(p− q)2
Cn sr(n) ≡ sp(2n,R) n
sp(p, q) p+q = n −2[n + (p− q)2]
Dn so(p, q) p+q = 2n n− 12(p− q)2
so∗(2n) −n
(3.14)
It is clear from the table that the character σ usually specifies the real form G uniquely
given the complex type Gc. The only exceptions occur in the An and Dn series. For
n = 4k2−3, the algebras su∗(n+1) and su(k2+k−1, k2−k−1) have the same character
but are not isomorphic for k > 1. For n = k2 the algebras so∗(2n) and so(n+k, n−k)
also have the same character without being isomorphic. In these cases the algebras can
be distinguished by their maximal compact subalgebras.
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We shall use the symbol U1 to mean a complex Lie algebra with a single generator.
This has only one distinct real form in any intrinsic sense, of course, but it is nevertheless
useful to distinguish a ‘compact’ real form u(1) and a ‘non-compact’ form gl(1) which arise
through an embedding into a non-abelian algebra whose Killing form is negative-definite
or positive-definite respectively when restricted to these abelian subalgebras.
A convenient way to define a real form of a given complex Lie algebra Gc is via a
conjugation map, by which we mean an anti-linear automorphism τ of order two on Gc:
[τ(X), τ(Y )] = τ([X, Y ]), X, Y ∈ Gc.
τ(aX + bY ) = a∗τ(X) + b∗τ(Y ), a, b ∈ C.
τ 2 = 1
An automorphism of this type essentially corresponds to a notion of complex conjugation
on Gc, which explains its name (we follow [15] in this). Given a conjugation map, we can
define a corresponding real Lie algebra Gτ consisting of the elements it leaves invariant:
Gτ = {X ∈ Gc | τ(X) = X } . (3.15)
The statements that Gτ is a real subalgebra of Gc and that τ is an anti-linear automor-
phism of Gc are equivalent, since x, y ∈ G means that [x, y] = [τ(x), τ(y)] = τ([x, y]) ∈ G.
It is also easy to see that any real form of Gc arises in this way [14, 15]. (We shall often
omit the label τ and write the resulting real Lie algebra simply as G when no possible
confusion can arise.)
A conjugation map τ can be defined by its action on some basis {ta} for Gc as intro-
duced in (3.12) and (3.13) above, the extension to the whole algebra being fixed by the
property of anti-linearity. We write
τ(ta) =
∑
b
tbτba. (3.16)
where τab is an (n×n) matrix which must satisfy τ ∗abτbc = δac. A general element of the
corresponding real Lie algebra Gτ is then
Φ =
∑
a
φata, where (φa)
∗ =
∑
b
τabφb. (3.17)
It is sufficient for our purposes to consider a basis {ta} for which the Killing form and the
conjugation map are simultaneously diagonalized, so that in addition to (3.13) we have:
τab = ǫaδab, where ǫa = ±1 (3.18)
Notice that τ(ta) = ta automatically extends to an anti-linear automorphism because the
structure constants fab
c are real. The resulting real form G is simply the real span of
the basis {ta} with character σ(G) = ∑a σa as discussed in the first paragraph. More
generally, however, we see from (3.18) that the real form Gτ has character
σ(Gτ ) =∑
a
σaǫa. (3.19)
Of particular importance for any semi-simple complex Lie algebra Gc is the Cartan-
Weyl basis. Let H be a choice of Cartan subalgebra and ∆ the corresponding set of
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non-vanishing roots. For each α ∈ ∆ we have a Cartan generator hα ∈ H and step
operators e±α obeying
[hα, eβ] = (α · β)eβ , [eα, e−α] = hα , [eα, eβ] = Nαβ eα+β (α + β 6= 0) (3.20)
where Nαβ is non-vanishing iff α + β ∈ ∆. Let {αj} be a set of simple roots with
j = 1, . . . , rank(Gc); it is convenient to set hj = hαj . For each root we have
α =
∑
j
ℓj(α)αj , hα =
∑
j
ℓj(α)hj , ℓ(α) =
∑
j
ℓj(α) (3.21)
where ℓj(α) are integers and ℓ(α) is the height of the root. The subset of positive roots
(ℓ(α) ≥ 0) will be denoted ∆+. With this normalization for the generators the non-
trivial entries of the Killing form are η(hi, hj) = (αi · αj), a positive-definite matrix, and
η(eα, e−α) = 1 for each root α. It follows that we can write an orthogonal decomposition
of the space of generators {hj}⊕ {eα+ e−α}⊕ {eα− e−α} and by taking appropriate real
combinations within each of these subspaces the Killing form can be diagonalized with
eigenvalues +1, +1, −1 respectively.
There are two real forms which arise in a uniform way for any complex Lie algebra Gc
by using the Cartan-Weyl basis. Consider first a conjugation map which fixes each of the
Cartan-Weyl generators:
τ(hj) = hj , τ(e±α) = e±α (3.22)
This defines a real Lie algebra consisting of the real span of the Cartan-Weyl generators.
The character is σ = rank(Gc); this is the maximally non-compact or split real form.
Alternatively, if we consider the conjugation map
τ(hj) = −hj , τ(e±α) = −e∓α ⇔ τ(eα ± e−α) = ∓(eα ± e−α) (3.23)
then the resulting real Lie algebra is the real span of {ihj , i(eα + e−α), (eα − e−α)}. From
the remarks above it is clear that in this case the Killing form is negative-definite and the
character is σ = −dim(Gc); this is the compact real form.
In each of these two cases the conjugation map was chosen to fix the Cartan subalgebra
H . In fact there is no loss of generality in assuming this, since any automorphism is
conjugate to one with this property. Furthermore, the fact that τ(H) = H means that
the algebra automorphism specifies a root automorphism, by which we mean an element
of Aut(∆), the group of linear transformations which fix the set of roots ∆. This root
automorphism will, with a slight abuse of notation, also be denoted by τ . The root
automorphism does not quite specify the algebra automorphism uniquely, however; the
most general possibility is
τ(hαj ) = hτ(αj ), τ(eα) = χαeτ(α), τ(e−α) = χαeτ(−α) where χα = ±1 . (3.24)
The constants χα must satisfy the consistency condition
χα+β =
Nτ(α)τ(β)
Nαβ
χαχβ (3.25)
but we may choose χαi independently for each simple root, and then the remaining val-
ues are determined. Finally, the algebra automorphism τ defined in this way need not
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necessarily be of order two, even if the root automorphism in Aut(∆) is. To ensure this
one must have in addition
χα = χτ(α) (3.26)
for all α. It is not difficult to see that it is sufficient to impose this condition for each of
the simple roots.
We should now draw attention to the relationship between Aut(∆), defined above,
and the Weyl group W (∆), which is generated by reflections in the (hyper)planes per-
pendicular to each root. The Weyl group W (∆) is a normal subgroup of Aut(∆) and
the quotient Aut(∆)/W (∆) can be identified with outer-automorphisms of the algebra,
or more pictorially with the symmetry group of its Dynkin diagram. It is therefore non-
trivial only for the (simple) algebras An, Dn and E6. We shall refer to any representative
of this quotient group as a diagram automorphism, for obvious reasons.
We can now set the split and compact real forms in a more general context. The split
real form corresponds to the root automorphism τ(α) = α, which is simply the identity
in the Weyl group. It is clearly consistent to choose χα = 1 as in (3.22). The compact
real form corresponds to the root automorphism τ(α) = −α. For this element of Aut(∆),
the general solution of the consistency condition (3.25) is
χα = (−1)ℓ(α)+1
∏
j
(χαj )
ℓj(α) (3.27)
The compact form corresponds to the particular choice χα = −1 for all roots, but different
choices of the χα could lead to other conjugation maps and real forms.
We are now in a position to calculate the character of a real form defined by any
conjugation map of the general kind (3.24).
Theorem 1 Let τ be a conjugation map on Gc which fixes a Cartan subalgebra H and
which is defined from a root automorphism by the quantities χα as in (3.24). The character
of the corresponding real Lie algebra G is
σ = tr(τH) + 2
∑
α∈Γ−
χα (3.28)
where τH is the restriction of τ to H and Γ− = {α ∈ ∆+|τ(α) = −α}.
Proof: The key idea is to calculate the contributions to the character from combinations
of root generators which are diagonal with respect to both τ and η. If τ(α) = α and
τ(eα) = χαeα then the combinations (eα ± e−α) have equal eigenvalues χα under τ but
opposite eigenvalues ±1 for the Killing form. As a result we see from (3.19) that their
contributions to the character always cancel. If τ(α) = −α, on the other hand, then
τ(e±α) = −χαe∓α and now the combinations (eα ± e−α) have opposite eigenvalues ±χα
under τ . The total contribution to the character from these generators is therefore 2χα
for each α ∈ ∆+. Finally we consider those roots for which τ(α) 6= ±α. In this case
there are four linearly-independent combinations 1
2
(eα+ν1eτ(α)+ν2e−α+ν1ν2e−τ(α)) with
νi = ±1. The eigenvalue of τ is ν1χα while the eigenvalue of η is ν2. The contributions to
the character from all four combinations therefore cancel. The result now follows. ✷
Note that the formula in Theorem 1 successfully reproduces the two cases we encoun-
tered earlier. If the root automorphism τ is the identity in the Weyl group then Γ− is
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empty and σ = rank(Gc) as required for the split form. If we take instead the root au-
tomorphism τ(α) = −α then for the general case given by (3.27) we find that eq. (3.28)
becomes
σ = −rank(G) + 2 ∑
α∈∆+
(−1)ℓ(α)+1∏
j
(χαj )
ℓj(α) (3.29)
For the choice χα = −1 we find σ = −dim(G), as required for the compact real form.
Having developed some technology to discuss the real forms of Lie algebras, we recall
that our chief concern in this paper is with the integrable models and W-algebras which
are associated to embeddings of sl(2,R) into real Lie algebras, with a preferred basis
{M0,M+,M−} which selects the grading operator M0. There is a very simple idea which
we shall use later to obtain from the well-known classification of complex embeddings
a classification of (a large subset of) real embeddings. An embedding S ⊂ G extends
automatically to an embedding of complex algebras Sc ⊂ Gc, and the preferred basis
{M0,M+,M−} for the real algebra S ∼= sl(2,R) becomes a preferred basis for the complex
algebra Sc ∼= sl(2,C). Since much more is known about complex embeddings, we would
like to reverse this procedure, i.e., to take an embedding Sc ⊂ Gc with a preferred basis
and obtain from it an embedding of real forms S ⊂ G. It is clear that what we require is
the following.
Definition 1 An embedding Sc ⊂ Gc is compatible with a real form G or the conjugation
map τ which defines it iff τ fixes the preferred sl(2) generators:
τ(M0) = M0, τ(M±) = M± (3.30)
When this condition is met we clearly have an embedding S ⊂ G of the type we are
seeking.
We remark that the idea of a specific grading, as defined byM0 above, arises naturally
in the work of Dynkin on embeddings Sc ⊂ Gc. We shall make use later of a particular
result which underlies Dynkin’s classification, which states that for any integral complex
embedding it is possible to choose a Cartan subalgebra of grade zero elements, and a basis
of step operators for simple roots which have gradings 0 or ±12.
In the special case of a principal embedding Sc ⊂ Gc, all the raising and lowering
operators corresponding to the simple roots have grades +1 and -1 respectively. This
means that M± are linear combinations of these step operators with non-zero coefficients.
It is easy to see that for such an embedding the only compatible conjugation maps corre-
spond to diagram automorphisms. We shall refer to the resulting real embedding S ⊂ G
as being principal, irrespective of whether the diagram automorphism involved is trivial
or not. Nearly all complex embeddings are actually of the type (Gc,Hc), meaning that
Sc ⊂ Hc is a principal embedding in the regular subalgebra Hc ⊂ Gc. By extension of
what we have already said, any compatible real form (G,H) corresponds to a conjugation
map which must act as a diagram automorphism on Hc. These observations will prove
important in section 5.
Before moving on to Toda theories proper, we also note the following Corollary of
Theorem 1.
2We repeat that we deal only with integral embeddings in this paper; half-integral embeddings would
allow half-integral gradings of some step operators. Note also that in Dynkin’s original work the definition
of the grading is double that used here, so what we call integral gradings would correspond to even integral
gradings in Dynkin’s terminology.
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Corollary 1 Consider a real embedding S ⊂ G defined by a compatible conjugation map
from a complex embedding Sc ⊂ Gc. Let G0 be the real form of the zero-grade subalgebra
Gc0. The characters are related by
σ(G) = σ(G0)
Proof: The automorphism τ respects the gradation, i.e. the grade of τ(eα) is equal to the
grade of eα. Furthermore, the grade of e−α is minus the grade of eα. This implies that if
τ(eα) = ±e−α, then eα ∈ G0. Since furthermore the Cartan subalgebra of G is contained
in G0, the result follows immediately from eq. (3.28). ✷
3.2 Real Forms and Toda Theories
The WZW models which are most obviously relevant for physical applications are those
defined on a real compact group manifold, since these will have positive-definite actions
and the corresponding KM algebras will have highest-weight, unitary representations.
Nevertheless, WZW models for non-compact groups have attracted some attention in the
past, for example as models of string-theory in curved space-time, see e.g. [16], or as a
starting point for the construction of solvable black hole models, see e.g. [17].
Consider a WZW model based on a group G whose real Lie algebra G can be defined
from the complex Lie algebra Gc by a conjugation map τ . The group elements appearing
in the action can be parametrized locally (in a neighbourhood of the identity) by g =
exp(
∑
a φa(x)ta), where the fields φa(x) satisfy the reality-conditions (3.17). The currents
of this theory are also elements of the Lie algebra, and so they satisfy analogous reality
conditions:
J(z) = Ja(z) ta , (J
a)∗ =
∑
b
τabJ
b (3.31)
We want to investigate how these possible reality conditions for the fields and the currents
generalize to the case of a non-Abelian Toda model with WGS symmetry.
The action (2.7) for the non-Abelian Toda model is defined for an embedding S ⊂ G
which specifies the real Lie algebra G0. Now the the first term in the action SWZW(g0)
makes sense whatever real form of Gc0 we choose, but it is natural to ask which of these
real forms is consistent with reality of the potential,
V = tr {M+g0M−g−10 } (3.32)
and which of them arise from a choice of real form for Gc. The answer is provided by the
following:
Theorem 2 Consider a complex embedding Sc ⊂ Gc with zero-grade subalgebra Gc0. A
real form G0 for this subalgebra can be extended uniquely to a real form G for the whole
algebra which is compatible with the real embedding S ⊂ G if and only if the Toda potential
tr {M+g0M−g−10 } is real for any g0 ∈ G0.
Proof: The implication is immediate in one direction—since for a real form G with sub-
algebras S and G0 the quantity (3.32) is manifestly real.
To show the converse is more involved. It is useful to begin by thinking of G0 as defined
by a conjugation map τ0 on Gc0. We want to show that we can extend this uniquely to a
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conjugation map τ on Gc which satisfies (3.30). We note first that if such a map exists it
is certainly unique, because any x ∈ Gc can be written in the form
x = (adM±)
mx0 , x0 ∈ Gc0 ⇒ τ(x) = (adM±)mτ0(x0)
in order to satisfy (3.30). We need to show that this actually defines a conjugation map
on all of Gc.
Rather than doing this directly, however, the argument can be simplified by focusing
on elements at grades 0 and ±1. We can make use of a result of Dynkin mentioned earlier,
which states that for any integral complex embedding Sc ⊂ Gc we can choose a Cartan
subalgebra of grade zero elements and a basis of simple root generators with grades 0 or
±1. Since any element of the algebra can be expressed in terms of these in a canonical
way, it is enough to check that we have an automorphism acting on elements with these
specific grades. Thus it suffices to show that:
[τ(x), τ(y)] = τ([x, y]) for

(i) x, y ∈ Gc0
(ii) x ∈ Gc0, y ∈ Gc±1
(iii) x ∈ Gc1, y ∈ Gc−1
In fact, we shall recast this in yet another equivalent form. Recall that the invariant
subset of a conjugation map is a real Lie algebra precisely because the conjugation map
is an automorphism, as discussed in the last section. If we consider the sets Gn consisting
of the elements fixed by τ at each specific grade, then it is clear that the conditions above
are equivalent to showing that:
[x, y] ∈ G for

(i) x, y ∈ G0
(ii) x ∈ G0, y ∈ G±1
(iii) x ∈ G1, y ∈ G−1
(i) True by assumption.
(ii) Assume that (ii) is not true, i.e. that we can find t1 ∈ G1 and t0 ∈ G0 such that
[t1, t0] 6∈ G1. This implies that [t1, t0], and for generic real x also ext0t1e−xt0 , is a
complex linear combination of elements of G.
It is clear that any element in G1 can be written in the form ad(M+)(t0), t0 ∈ G0.
This implies that ad(G0)(M+) is dense in G1 and we can therefore assume that we
can find g0 ∈ G0 such that t1 = g0M+(g0)−1. Collecting these statements, we find
that ext0g0M+(g0)
−1e−xt0 is a complex linear combination of elements of G; it is now
easy to find an element g ∈ G0 such that V = tr {gM+g−1M−} 6∈ R, which is
inconsistent with the assumptions.
(iii) The proof of (iii) is very similar to the proof of (ii) above. Assume (iii) does not
hold, i.e. that we have t1 ∈ G1 and t−1 ∈ G−1, such that [t1, t−1] 6∈ G. This implies
that [t1, t−1] is a complex linear combination of elements in G0.
We can then find an element t0 ∈ G0 such that
tr {[t1, t−1]t0} = tr {[t0, t1]t−1} 6∈ R
and therefore, for generic real x, also
tr {ext0t1e−xt0t−1} 6∈ R
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Using the same arguments as in (ii), we can assume that we can find g0 and h0 in
G0 such that
t1 = g0M+(g0)
−1 t−1 = h0M−(h0)
−1,
and it is now easy to see that we can find a group element g ∈ G0 such that
V = tr {gM+g−1M−} 6∈ R
which contradicts the assumptions.
We have shown that (i), (ii), and (iii) are true, and we conclude that τ is an automor-
phism; we have therefore proven theorem 2. ✷
The result we have just proved generalizes an observation first made some time ago
[18] regarding the possible reality conditions for abelian Toda theories.
Corollary 2 Consider a principal complex embedding Sc ⊂ Gc so that Gc0 is a Cartan
subalgebra. A conjugation map defining a compatible real form for Gc is given by a diagram
automorphism, and the reality conditions for the Toda fields which ensure a real lagrangian
are therefore in one-to-one correspondence with symmetries of the Dynkin diagram.
3.3 Real Forms and W-algebras
The WZW model based on a real form G of a complex Lie algebra Gc has a Kac-Moody
symmetry Ĝ, which is in turn a real form of the complex Kac-Moody algebra Ĝ ⊗C. In a
similar way, an embedding S ⊂ G gives rise to a real algebra WGS which is a real form of
the complex extended conformal algebra WGS ⊗C, which can be thought of as associated
with the complex embedding Sc ⊂ Gc. Although it is often convenient algebraically to
work with this complexified algebra, one should not loose sight of the fact that it is some
specific real form which is truly the symmetry of the reduced WZW or non-abelian Toda
theory.
For the Virasoro subalgebra of a W-algebra there is a standard set of hermiticity
conditions which correspond to the fact that the energy-momentum tensor of the theory is
real in the sense of (2.8). In principle one can imagine the possibility of rather complicated
real forms of a given complexW-algebra which might change these hermiticity properties.
In this paper, however, we shall always understand aW-algebra to come with a preferred
Virasoro subalgebra, and we shall assume as part of its definition that a real form of a
complex W-algebra always restricts to the standard real form for this preferred Virasoro
subalgebra. Since the generators of the Virasoro algebra {L−1, L0, L1} correspond to the
preferred generators {M−,M0,M+} discussed earlier, any such real form corresponds to a
compatible conjugation map. This really amounts to saying that for the complex algebras
WGS ⊗ C, the only real forms we allow are of type WGS .
Before we can state the main result of this section, we must set up some notation. In
section 2.3 we described how the generators of WGS can be associated with the irreducible
representations occurring in the decomposition of the adjoint for the embedding S ⊂ G.
If we introduce the same basis of generators {tα(j,m)} for Gc, where α labels irreducible
representations of Sc as before, then the compatible conjugation map τ which defines G
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will in general act non-trivially. However, by virtue of (3.30), the action must be of the
form
τ(tα(j,m)) =
∑
β
tβ(j,m)τβα (3.33)
where the (j,m) labels are unaffected and in particular ταβ can have non-zero entries only
for representations α and β of the same total spin.
Theorem 3 Consider a real embedding S ⊂ G defined from Sc ⊂ Gc by a compatible
conjugation map τ . The generators of WGS , labelled by α, obey
(W α)∗ =
∑
β
ταβW
β (3.34)
with ταβ defined above in (3.33); and in particular the energy-momentum tensor is always
real. Furthermore, the conformal weights of the generators of WGS are independent of the
choice of real form G.
Proof: Given the basis of Lie algebra generators in (3.33), the W-algebra generators W α
can be identified with the Kac-Moody currents Jα(j,j) in the highest-weight DS gauge.
The required condition (3.34) follows from (3.31) given (3.33). Since the embedding is
compatible with the real form, and the energy-momentum tensor is associated with the
generator M+, it follows that it is always real. Finally, the matrix for the conjugation
map in (3.33) only mixes sl(2) representations of the same spin. As explained in section
2, the spin determines the conformal weight of the correspondingW-generator uniquely. ✷
We have mentioned that the algebra G can always be recovered from WGS as its VPA.
But we also know that there can be inequivalent embeddings in a given G which produce
distinct W-algebras. A manifestation of this is that when we consider a complex embed-
ding Sc ⊂ Gc and then take real forms by using compatible conjugation maps τ and τ ′,
we may well find real embeddings S ⊂ G and S ⊂ G ′ which are inequivalent, even when
G ∼= G ′. The reason is that this isomorphism of real algebras need not fix the embedded
subalgebra S. If the two real forms G and G ′ have zero-grade subalgebras G0 and G ′0 and
centralizers K and K′, then a necessary condition for the isomorphism G → G ′ to fix S
is that it should restrict to isomorphisms G0 → G ′0 and K → K′. In fact it is quite easy
to find examples where G ∼= G ′ and G0 ∼= G ′0 but K 6∼= K′ (see section 5). In this case the
algebras WGS and WG
′
S will certainly not be isomorphic. Moreover we see that there are
inequivalent non-abelian Toda models based on the same real Lie algebra G0, but with
Kac-Moody symmetries corresponding to different real forms of the same complex algebra
Kc.
One may wonder whether the real forms G0 and K are together enough to determine
the non-abelian Toda model and its W-algebra completely. If G0 and G ′0 are isomorphic
they must have the same character, and we know from Corollary 1 (page 14), that the
characters of G and G ′ are then also equal. This means in most cases that G and G ′
are actually isomorphic (with the possible exceptions of the few real forms mentioned
in section 3.1 with degenerate values of the character ). But we would like to know, in
addition, whether this isomorphism can always be chosen to fix S, in which case it would
certainly be necessary to have K and K′ isomorphic too. We shall not attempt to answer
this question in all generality, but we mention that for the wide variety of cases to be
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considered in the classification of section 5, the real forms G0 and K actually do specify
the embedding S ⊂ G and hence WGS uniquely.
A related point arises when we recall that most embeddings Sc ⊂ Gc are (with a
numerable set of exceptions) of the type (Gc,Hc). An important fact is that such an
sl(2,C) embedding is unique up to conjugation once the regular subalgebra Hc is given
up to isomorphism. The analogous result does not hold for real embeddings, however.
If we consider real embeddings (G,H) and (G ′,H′) defined by compatible conjugation
maps τ and τ ′ as before, then our previous remarks imply that we may have G ∼= G ′ and
H ∼= H′, but K 6∼= K′. Hence, specifying H up to isomorphism does not determine (up to
conjugation) a generalized principal sl(2,R) embedding.
Finally, it is also interesting to note that while a real form of an affine, or infinite-
dimensional, W-algebra always corresponds to a real form of the corresponding finite
W-algebra, the opposite statement is false. In fact, let T be the energy-momentum tensor
in a given affine algebra W and denote by ρ the map from W to the corresponding finite
algebra Wfin; then ρ(T ) is in the center of Wfin. This implies that we can have an
automorphism on a finite W-algebra which does not leave ρ(T ) invariant, and therefore
we may have a conjugation map ofWfin which does not descend from a conjugation map
of W .
4 Real forms and non-abelian Toda theories
for algebras of rank 2
We now illustrate some of our general results and show how they can be used to find
all integral embeddings into real Lie algebras of rank 2. These embeddings are each of
the type (G,H) which we shall obtain by conjugation maps compatible with the complex
embeddings (Gc,Hc). The regular subalgebras of any Gc are easily found by first drawing
its extended Dynkin diagram and then removing nodes to obtain all the possible Dynkin
diagrams for Hc [10]. For the algebras A2, B2 ∼= C2 or G2, the results obtained by this
procedure are shown in the table below. Each black node denotes a short root, and in
the last column we have marked with a ∗ those embeddings (Gc,Hc) which are integral.
We shall examine each of the integral embeddings in detail below. Although we could
discuss the half-integral embeddings in a similar way, these are of less direct interest from
the point of view of integrable Toda theories (at least of the simplest kind). The second
and third embeddings for both B2 and G2 are not really distinct. It is a well-known
feature of Dynkin’s method that it can give rise to embeddings which are conjugate to
one another, even when the regular subalgebras concerned are clearly not conjugate, and
this is what happens in these two examples. Representations of Lie algebras will be
denoted, as usual, by their dimension, except that for A1 we shall also write (j) to mean
the irreducible representation of spin j.
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Gc Dynkin Diagram Extended Diagram Sub-Diagrams Hc
A2 ◦ ◦ ◦ ◦  
◦❅
❅ ◦ ◦ A2 ∗
◦ A1
B2 ◦ • ◦ • ◦ ◦ • B2 ∗
◦ ◦ A1 ⊕A1 ∗
• A1 ∗
◦ A1
G2 ◦ • ◦ ◦ • ◦ • G2 ∗
◦ ◦ A2 ∗
◦ • A1 ⊕A1 ∗
◦ A1
• A1
4.1 Embeddings in A2
The only integral embedding in A2 is the principal one
(A2, A2) : M0 = h1 + h2, M± =
√
2(e±α1 + e±α2) (4.35)
The decomposition of the adjoint representation is 8 → (2) ⊕ (1) and the zero-grade
subalgebra is simply the Cartan subalgebra U1 ⊕ U1. This reduction corresponds to the
Abelian Toda theory of type A2. Introducing fields
Φ = φ1h1 + φ2h2
to parametrize the zero-grade subalgebra, we see that the WZW part of the action is
essentially trivial, while the potential term reads
V = e−2φ1+φ2 + e−2φ2+φ1
The W-algebra of the theory is generated by the energy-momentum theory T of spin 2
and one additional primary W of spin 3, these being even and odd respectively under the
interchange φ1 ↔ φ2. This is the famous W3 algebra of Zamalodchikov.
The split real form of A2 is sl(3,R) corresponding to the identity in the Weyl group
and a conjugation map which fixes all the Cartan-Weyl generators. The fields φj and
the generators T and W are then all real. There is only one other conjugation map (up
to isomorphism) which is compatible with the embedding (4.35). It is given by the root
automorphism τ : α1 ↔ α2 which acts as a reflection symmetry of the Dynkin diagram.
This defines the real form su(2, 1).
19
When we impose the conditions (3.17) corresponding to the new real form we find
(φ1)
∗ = φ2 ⇐⇒ φ1 = u+ iv , φ2 = u− iv (4.36)
with u and v real. The Toda potential is
V = 2e−u cos(3v)
when written in terms of the new fields, which is manifestly real, in keeping with Theorem
2. By virtue of their behaviour under φ1 ↔ φ2, the generators of theW-algebra now obey
T ∗ = T W ∗ = −W
in accordance with Theorem 3. This constitutes a new real form of the algebraW3 which
has in fact been considered previously in [19].
4.2 Embeddings in B2
The positive roots of B2 are α1 (long), α2 (short), α1 + α2 and α1 + 2α2 = ψ, the highest
root.
The principal embedding is integral, as always, and results in an abelian Toda model.
The adjoint representation decomposes as 10 → (3) + (1) and the corresponding W-
algebra therefore has a single generator of spin 4 in addition to the energy-momentum
tensor. The standard reality conditions for this Toda theory correspond to the maximally
non-compact form so(3, 2). There is no other real form of B2 compatible with the principal
embedding (by corollary 2, since there is no symmetry of the Dynkin diagram) and we
omit further discussion of this case.
Now we turn to the more interesting case of non-principal embeddings. Consider first
the embedding defined by the short root
(B2, A1) : M0 = h2, M± =
√
2e±α2
The decomposition of the adjoint is
10→ (1)⊕ (1)⊕ (1)⊕ (0)
and the zero-grade subalgebra is
A1 ⊕ U1 = {h1+h2,
√
2e(α1+α2),
√
2e−(α1+α2)} ⊕ {h2} (4.37)
The other integral embedding in the table is defined by a pair of orthogonal long roots
(B2, A1 ⊕A1) : M0 = h2, M± = e∓α1 + e±ψ
In this case the adjoint representation decomposes via representations of A1 ⊕ A1 in the
pattern
10→ (1, 0)⊕ (0, 1)⊕ (1/2, 1/2)→ (1)⊕ (1)⊕ (1)⊕ (0)
The zero-grade subalgebra is obviously again given by (4.37). The coincidence of the
final pattern of representations and the zero-grade subalgebras confirm our assertion that
these embeddings are equivalent; in fact it can be shown that they are conjugate (by
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exponentials involving the generators e±(α1+α2)) but we shall omit the details. The pattern
of representations reveals that we have a W-algebra consisting of an abelian Kac-Moody
generator U of spin 1 and two primary fields W± of spin 2 in addition to the energy-
momentum tensor T .
An efficient and quite general way to calculate the Toda potential is to first identify
the representations of the zero-grade subalgebra to which the generators M± belong,
since the potential term involves precisely the adjoint action of this subalgebra on these
generators. In the present case it is clear that the sets {e∓α1 , e±α2 , e±(α1+2α2)} carry spin-1
representations of the A1 factor in (4.37) and that they have opposite weight under the U1
generator. The potential term can now be readily calculated for either of the descriptions
(B2, A1) or (B2, A1⊕A1) given above (some details are given in appendix B). Introducing
a parametrization
Φ = uM0 + 2φ0(h1+h2) +
√
2φ+eα1+α2 +
√
2φ−e−(α1+α2) (4.38)
for G0 and taking g = expΦ we find (up to an overall constant)
(B2, A1) : V =
e−u
ρ2
(φ20 + φ+φ− cosh 2ρ)
(B2, A1 ⊕A1) : V = e
−u
4ρ2
{(
(φ+−φ−)2 − 4φ20
)
cosh 2ρ− (φ++φ−)2
}
where ρ2 = φ20+φ+φ−. The apparent difference in these potentials is really just an artifact
of the way we are parametrizing G0; they are related by exchanging (φ+ + φ−) ↔ 2φ0.
This corresponds precisely to the action on G0 of the isomorphism on G which relates the
embeddings.
Let us now consider the possible real forms consistent with these embeddings. For the
split real form G = so(3, 2) the Toda fields and the W-algebra generators discussed above
are all real and the zero-grade subalgebra is G0 = su(1, 1)⊕gl(1). There is only one other
real form which is compatible. This can be defined by the conjugation map
τ(h1) = −(h1 + 2h2), τ(h2) = h2, τ(e±α1) = e∓(α1+2α2), τ(e±α2) = e±α2
which in the (B2, A1 ⊕ A1) description simply amounts to exchanging the two A1’s. The
resulting real forms are G = so(4, 1) and G0 = su(2) ⊕ gl(1), rendering the non-abelian
factor compact in the latter case.
In terms of the parametrization (4.38) the effect, according to eq. (3.17), is to take
(φ0)
∗ = −φ0 (φ±)∗ = −φ∓ ⇐⇒ φ0 = iφ3, φ± = ±φ1 + iφ2
with φ1, φ2 and φ3 real. The Toda potentials can now of course be written in terms of
these new real fields. For the (B2, A1) case we find
V =
e−u
φ2
((φ21 + φ
2
2) cos 2φ+ φ
2
3)
with φ2 = φ21 + φ
2
2 + φ
2
3, while for the (B2, A1 ⊕ A1) embedding we have φ2 ↔ φ3 in the
above, in keeping with the relationship between the coordinate systems mentioned earlier.
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The reality properties of the W-algebra now change to
T ∗ = T, U∗ = −U, (W±)∗ = ±W± ⇐⇒ U = iU˜ , W± = ±W 1 + iW 2
where U˜ and W 1,W 2 are real. The detailed form of this classical W-algebra can be found
in our previous paper [6]. The representation theory of the algebra has also been analyzed
in [20]. It is interesting that it is the second (non-split) real form of the group which results
in a compact (though abelian) Kac-Moody symmetry, and which is therefore the real form
of the W-algebra possessing highest-weight representations of the standard kind.
4.3 Embeddings in G2
The positive roots of G2 are α1 (long), α2 (short), α1 + α2, α1 + 2α2, α1 + 3α2 and
2α1 + 3α2 = ψ, the highest root.
For the principal embedding the adjoint decomposes as 14 → (5) ⊕ (1) which gives
rise to an abelian Toda model whose W-algebra contains a primary field of spin 6 in
addition to the energy-momentum tensor. Once again there are no non-trivial choices for
a conjugation map in this case, since there is no symmetry of the G2 Dynkin diagram.
There are two superficially different non-principal integral embeddings listed in the
table. First we have
(G2, A2) : M0 = −(h1 + 3h2), M± =
√
2(e±α1 + e∓ψ)
for which the adjoint of G2 decomposes via representations of A2 as:
14→ 8⊕ 3⊕ 3¯→ (2)⊕ (1)⊕ (1)⊕ (1)
Alternatively we have
(G2, A1 ⊕ A1) : M0 = −(h1 + 3h2), M± = e±α1 +
√
3e∓(α1+2α2)
for which the adjoint decomposes via representations of A1 ⊕ A1 as
14→ (3/2, 1/2)⊕ (1, 0)⊕ (0, 1)→ (2)⊕ (1)⊕ (1)⊕ (1)
In both cases the zero-grade subalgebra is
A1 ⊕ U1 = {32(h1+h2),
√
3eα1+α2 ,
√
3e−(α1+α2)} ⊕ {h1 + 3h2} (4.39)
As in the example of B2, these embeddings can be shown to be conjugate in G2 but we
shall not discuss the details. For definiteness, we deal from now on with the (G2, A2)
description.
From the decomposition of the adjoint representation we see that the resulting W-
algebra has primary fields of spins 3, 2, 2 in addition to the energy-momentum tensor.
As in the B2 example, we can calculate the Toda potential by identifying the representa-
tions to which M± belong. It is easy to see that {e∓α1 , e±α2, e±(α1+2α2), e±(2α1+3α2)} form
spin-3/2 representations. Adopting a similar explicit parametrization for the zero-grade
subalgebra as in the B2 case (4.38) we find the Toda potential (up to a numerical constant)
V =
e−u
ρ3
{
2ρ3 cosh3 ρ+ 6φ20ρ cosh ρ sinh
2 ρ+ (φ3+ + φ
3
−) sinh
3 ρ
}
(4.40)
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with ρ2 = φ20 + φ+φ− (see appendix B for further details).
Turning our attention now to the possible real forms, we have as usual the maximally
non-compact form for G2, in which case the Toda fields and the W-algebra generators
referred to above are all real. To look for other possibilities compatible with the non-
principal embedding, we seek a root automorphism τ ∈ Aut(∆) which could be used
to construct a conjugation map τ(eα) = χαeτ(α) and τ(hα) = hτ(α), with χα = ±1, as
explained in the previous section. To leave M+ invariant we have just two possibilities.
Either τ fixes both α1 and ψ, in which case we quickly reduce to the trivial case, or
else it exchanges them: τ(α1) = −ψ and τ(ψ) = −α1 (this is reflection in the root
α1 + α2). The constants χα must satisfy the consistency conditions (3.25), which leads
to χ−ψ = −χα2 and χα1+α2 = −χα1χα2 . We must ensure τ(M+) = M+ which implies
that χα1 = χ−ψ = 1 and therefore χα1+α2 = 1. But it then turns out (for example by
computing characters) that this conjugation map again defines the split real form of G2.
Despite appearances, therefore, there is actually no other real form compatible with the
non-principal embedding, and hence no alternative real form of the W-algebra.
It is instructive to reconcile these observations with our formula for the potential. The
reality conditions corresponding to the automorphism τ which exchanges α1 and ψ would
be (φ0)
∗ = −φ0 and (φ1)∗ = σφ2, where an easy calculation shows that in fact σ = χα1+α2 .
Taking σ = +1 leads once again to the split real form. If we try to take σ = −1, however,
we see that this choice leads to a potential with a non-zero imaginary part. The fact that
this real form is not compatible with the embedding is therefore entirely consistent with
our earlier Theorem 2.
5 Embeddings (G,H) with G classical and H simple
In this section we describe the classification of real forms compatible with integral sl(2,C)
embeddings of the type (Gc,Hc) where Gc is one of the classical algebras and Hc is
a simple, regular subalgebra. The general strategy which we outline below could in
principle be applied to any integral embedding in a regular subalgebra. Embeddings in
the exceptional algebras could certainly be dealt with in a similar fashion and there is also
nothing technically which constrains us to consider only simple subalgebras, although this
is clearly the most natural case to investigate first and there would be a vast proliferation
of additional examples for non-simple subalgebras.
The first step is to find concrete expressions for root automorphisms and conjugation
maps which we can use to define all the real forms of the classical algebras. Once we
have done this, the next step will be to examine each of the simple regular subalgebras
which correspond to integral embeddings and then determine the subset of conjugation
maps which leave invariant the relevant principal embedding. This second step is greatly
simplified by the fact that the choice of subalgebra Hc ⊂ Gc fixes the complex embedding
uniquely up to conjugation. This means that we can make convenient assumptions about
which simple roots of Gc are also simple roots of Hc with no loss of generality. We
shall also find it useful to describe each embedding by giving its equivalent characteristic
diagram, for which one assigns the grade 0 or ±1 to each simple root of Gc. The third
and last step is to calculate the resulting real forms G0 and K which are the aspects of the
embedding most directly associated with the properties of the non-abelian Toda theory.
In the following subsections we shall discuss in turn embeddings in An, Dn, and then
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the related cases Bn and Cn. We shall certainly not include every detail of the arguments,
since this would make our account prohibitively lengthy. We shall also take the liberty
of omitting more and more routine technicalities as we work our way through the list of
possibilities. The final results of the classification are collected together as Theorem 5
and summarized in the table on page 34.
5.1 Conjugation Maps and Root Spaces
Recall that an automorphism of Hc which fixes a principal sl(2,C) subalgebra must fix
the Cartan subalgebra HH and must furthermore be a diagram automorphism of Hc. We
therefore seek all automorphisms of Gc which act as diagram automorphisms on some
regular subalgebra Hc. We claim that it is sufficient to consider automorphisms that
fix a Cartan subalgebra HG of the larger algebra Gc. This can be regarded as a slight
generalization of the well-known result that any automorphism of a complex Lie algebra
is conjugate by an inner automorphism to one which fixes a given Cartan subalgebra.
Theorem 4 Consider a complex simple Lie algebra Gc and a regular subalgebra Hc.
Choose Cartan subalgebras HG and HH respectively with HH ⊂ HG. Any automorphism
of Gc which restricts to an automorphism of Hc and which fixes HH is conjugate to an
automorphism with all these properties but which in addition fixes HG.
Proof: Define Zc to be the centralizer of Hc in Gc. We may choose a Cartan subalgebra
HZ for this centralizer with the property that HG ⊂ HH + HZ (in fact the spaces HH
and HZ must be orthogonal). Let τ be the automorphism fixing HH and Hc. We will
show that τ is conjugate to an automorphism τ˜ which fixes not only HH but also HZ ,
which is clearly enough to show that it fixes HG . First note that τ fixes Zc, simply be-
cause it also fixes Hc. But this means that τ restricts to an automorphism on Zc and
hence that there is an inner automorphism σ on Zc such that σ−1τσ fixes HZ . Since
inner-automorphisms are nothing but conjugation by some group element, σ is actually
automatically defined as an inner-automorphism on all of Gc. Furthermore, σ restricts to
the identity on Hc precisely because Zc is its centralizer. The desired automorphism of
Gc is therefore τ˜ = σ−1τσ. ✷
To write down conjugation maps we follow the procedure explained in section 3 for
constructing algebra automorphisms from the root automorphisms Aut(∆). The root
automorphisms are in turn conveniently described by regarding the roots as living in Rm
with its standard basis vectors {ei} obeying ei · ej = δij where i, j = 1, . . . , m. For the
algebras Bn, Cn and Dn we take m = n so that this is exactly the span of the set of roots
∆. For An, however, we take m = n+1, and the span of ∆ is the subspace of co-dimension
one orthogonal to
∑n+1
i=1 ei. The precise definitions of the roots are given below.
The important point for our purposes is that the group Aut(∆) always acts as a sub-
group of the signed permutations of the basis vectors {ei}; by which we mean permutations
accompanied by a change of sign of any number of the basis vectors. We can of course
decompose any permutation into disjoint cycles, and we shall use the phrase m-cycle to
mean one of length or order m. We shall also refer to an inverted m-cycle, meaning
an m-cycle accompanied by a change of sign of all the basis vectors it permutes. Thus
the map τ(ei) = ei+1 for i = 1, 2, . . . , m−1 and τ(em) = e1 is a typical m-cycle, while
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τ(ei) = −ei+1 for i = 1, 2, . . . , m−1 and τ(em) = −e1 is a typical inverted m-cycle. Note
that a 1-cycle is trivial as a permutation, but an inverted 1-cycle is non-trivial because
it reverses the sign of a single basis vector. The elements of Aut(∆) of order two are
precisely the permutations that consist entirely of 1-cycles and 2-cycles (transpositions)
each with or without inversions.
5.2 Embeddings in An
The root space of An is the subspace of R
n+1 orthogonal to
∑n+1
i=1 ei. The set of roots is
∆ = {ek − el : k 6= l} and the simple roots are αk = ek − ek+1 with k = 1, . . . , n. The
Weyl group W (∆) is the group of permutations of the vectors ei; Aut(∆) is the group of
permutations with a possible sign-change of all basis vectors. Note that the quotient is
then indeed Z2, the symmetry of the Dynkin diagram.
5.2.1 Real forms of An
We will show how to construct all possible real forms of An by defining conjugation maps
from the elements of Aut(∆) as in eq. (3.24).
Consider a conjugation map constructed from an element τ of W (∆). Suppose that τ
can be decomposed into p 2-cycles and n+1−2p invariant basis vectors. One such map is:
τ(α2i−1) = −α2i−1 1 ≤ i ≤ p
τ(α2i) = (αi−1 + αi + αi+1) 1 ≤ i < p
τ(α2p) = (α2p−1 + α2p)
τ(αi) = αi i > 2p
(5.41)
We want to calculate the characters of the possible real forms which result from this by
using equation (3.28) of Theorem 1. The trace of τ restricted to the Cartan subalgebra
is tr(τH) = n−2p. Next we consider those roots which satisfy τ(α) = −α, namely
α1, α3, . . . , α2p−1. The parameters χα which enter in equation (3.28) are strongly restricted
in this case by the consistency condition χα = χτ(α), which implies χα1 = χα3 = · · · =
χα2p−1 ≡ χ. If 2p = n + 1 then we may choose χ = ±1, but if 2p 6= n + 1 then we have
the unique possibility χ = 1. The result of the calculation for the character is therefore
σ = n− 2p+ 2χp =
{ −n− 2 if 2p = n+ 1 and χ = −1
n all other cases
From the table of real forms and characters (3.14) we see that any element of the
Weyl group which leaves a basis vector invariant can give rise only to conjugation maps
defining the split real form sl(n+1) of An. The only elements of the Weyl group capable
of producing a different real form are those consisting entirely of 2-cycles. This is only
possible when n is odd, and the result is the real form su∗(n+1). To obtain the remaining
real forms of An we must use root automorphisms which are not elements of the Weyl
group.
Consider an element τ ∈ Aut(∆) \ W (∆) which consists of p inverted 2-cycles and
n+1−2p inverted basis vectors. One such τ has an action on the simple roots just as in
(5.41) except for a change of sign on the right hand side of every equation. Now we have
tr(τH) = −(n−2p). The roots that satisfy τ(α) = −α are now the roots in the An−2p
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subalgebra generated by the n + 1 − 2p inverted basis vectors. For each positive root of
this subalgebra α ∈ ∆+(An−2p) we can consistently choose χα = −1 and then we find the
character
σ = 2p− n− 2|∆+(An−2p)| = −dim(An−2p) = 1− (n + 1− 2p)2
Comparing this result with table 3.14 we find that these are exactly the characters of
su(n+1−p, p) for p = 0, . . . , [n+1
2
].
5.2.2 Invariant regular subalgebras
The simple, regular subalgebras of An are Am with m ≤ n. The embedding is integral
when m is even or when m = n is odd, the latter giving the principal embedding. The
embedding is half-integral—and hence irrelevant for our purposes—for odd m < n.
We may describe a grading by assigning a number jk to each basis vector ek, so that the
grade of any root ek − el is jk − jl. It is then simple to identify the zero-grade subalgebra
as the set of all Cartan generators together with those step-operators for roots ek−el with
jk = jl. We can alternatively define a grading by specifying an integer pi for each simple
root αi and we denote this on the Dynkin diagram by writing pi above the appropriate
node. For example, we can take an embedded Am subalgebra generated by the first m
simple roots of An, and then the grading corresponds to the diagram:
1◦ 1◦ 1◦︸ ︷︷ ︸
m
−m
2◦ 0◦ 0◦
It is always possible to make a Weyl transformation to a basis where the gradings of the
simple roots are 0 or ±1; the resulting characteristic Dynkin diagram [8] is:
1◦ 1◦︸ ︷︷ ︸
m
2
0◦ 0◦ 1◦ 1◦︸ ︷︷ ︸
m
2
Note that in the case of the principal embedding of sl(2,C) into an algebra G, (G,G) in
our notation, the grades of all simple positive roots are 1 by definition.
Now the zero-grade subalgebra is generated by all Cartan generators and by the step
operators corresponding to simple roots that have grade zero. In this case we see that
Gc0 = An−m ⊕ mU1. It will be important that exactly one of the basis elements ei is
common to the root-spaces of both Am and Gc0; this is em2 +1 in the basis where Am is
generated by the first m simple roots of An.
We wish to consider automorphisms of An which leave Am invariant up to a diagram
automorphism. In the previous subsection we found that elements of W (∆) lead only to
the real forms sl(n+1) or su∗(n + 1). This first real form can of course be realized by
the identity in the Weyl group, which certainly leaves the Am subalgebra invariant. For
the second real form, however, we saw above that the corresponding elements of the Weyl
group must consist entirely of 2-cycles, and this implies that the only regular subalgebra
it can leave invariant is one of type A1. In fact if we now consider more general root
automorphisms in Aut(∆) \W (∆), then we find likewise that the only simple, regular
subalgebras that can be invariant are again those of type A1. We conclude that only the
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split real form of An corresponds to a conjugation map which restricts to the identity on
Am. This clearly results in the split real form of the zero-grade subalgebra.
The remaining possibility which we must investigate is that the conjugation map
on An acts as a non-trivial diagram automorphism on Am. Any such non-trivial diagram
automorphism τ acts on Am by interchanging ei and −em+2−i, i.e. it consists of m2 inverted
2-cycles and one inverted basis vector em+2
2
.
Let us now turn to the action of such an automorphism on Gc0 = An−m ⊕mU1. The
abelian part mU1 is composed of the Cartan generators of Am and the action of τ on it
is therefore completely determined; the resulting real form is m
2
gl(1)⊕ m
2
u(1). When we
come to the non-abelian part, we find that we can choose freely the action of τ on the
basis vectors of the root-space of An−m, except for the fact that it must invert the basis
vector em
2
+1 which, as we recall, lies in the root-spaces of both Gc0 and Am. We conclude
that the only restriction on the real form of the simple part of Gc0 is that it be constructed
using an automorphism which inverts at least one basis vector. In other words, it cannot
consist entirely of (inverted) 2-cycles. From the results of the previous subsection, we
find that by using such elements of Aut(∆) we can define conjugation maps giving each
of the real forms su((n−m)+1−p, p) with p = 0, . . . , [n−m+1
2
] of An−m. It is not possible,
however, to get the real form su∗(n−m+1).
Finally we come to the centralizer which is of complex type Kc = An−m−1 ⊕ U1. The
split real form of An, corresponding to the identity map on Am, obviously results in the
real form K = sl(n−m) ⊕ gl(1) for the centralizer. Aside from this, however, we must
consider the broader set of possibilities arising from non-trivial diagram automorphisms
of Am.
We first note that the abelian factor U1 in Kc is generated by the projection of the
vector
∑m
i=1 ei. It follows that any non-trivial diagram automorphism on Am produces
the compact form u(1) of this abelian factor. Now the relevant real forms of the simple,
non-abelian factor An−m−1 are clearly su((n−m)−r, r) with r = 0, . . . , [n−m2 ]. It is quite
possible for a given real form G0 to give rise to a number of different real forms K. In
other words, there may be more than one value of r in this list which is allowed for a given
value of p in our earlier list of real forms G0. Nevertheless, the values of r are severely
restricted simply by the fact that K ⊂ G0. In the present case it is clear that this is
satisfied only if r = p or r = p−1 (assuming ranges of values where these equations make
sense).
To show that both these possibilities can indeed occur, we can exhibit the relevant
conjugation maps. Set k = n−m for convenience and take the simple subalgebras Ak−1 ⊂
Kc and Ak ⊂ Gc0 to be generated by the first k and first k+1 basis vectors respectively. As
earlier, we consider an automorphism τ on Gc0 which inverts the first k−2p basis vectors,
and consists of inverted 2-cycles for the rest. We choose χα2 = χα3 = . . . = χαk−2p−1 = −1.
It is then easy to show that the non-abelian factor of G0 is su(k+1−p, p), while the non-
abelian factor of K is su(k−p, p) if χα1 = −1 and su(k+1−p, p−1) if χα1 = 1.
The statements made in the last few paragraphs should strictly be modified very
slightly for the special case p = 0, since then we obviously cannot take r = p − 1, and
there is a unique possibility for the centralizer K = su(k)⊕u(1). The fact that the result
is a compact group makes this one of the more interesting possibilities.
We now summarize what we have found for even m ≤ n. Only the split real form
G = sl(n+1) corresponds to the identity map on the regular subalgebra, with G0 =
sl(n−m+1)⊕mgl(1) and K = sl(n−m)⊕ gl(1). Other allowed real forms G = su(n+1−
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m
2
−p, m
2
+p) correspond to a non-trivial diagram automorphism of the regular subalgebra
and result in G0 = su(n−m+1−p, p)⊕ m2 gl(1)m2 u(1) and K = su(n−m−r, r)⊕u(1) where
r = p−1 or r = p (when these values make sense).
The remaining isolated case m = n admits just two possibilities corresponding to the
split form or a non-trivial diagram automorphism.
5.2.3 An example: (A4, A2)
The general discussion we have just given will probably seem more intelligible if we sup-
plement it with a simple example. Consider then the regular A2 subalgebra generated by
the first two simple roots α1 and α2 of A4 or, equivalently, by the basis vectors e1, e2, and
e3. The grading is given by the diagram
1◦ 1◦ -1◦ 0◦
and the characteristic diagram for the embedding is
1◦ 0◦ 0◦ 1◦
which can be found by applying a Weyl transformation to the original basis (exchange
of e3 with e5). From this we identify the complex zero-grade algebra Gc0 = A2 ⊕ 2U1,
where basis vectors of the root space of A2 are e2, e4 and e5. The complex centralizer is
Kc = A1 ⊕ U1, where A1 has root space spanned by e4 and e5.
The possible real forms of A2 are sl(3), su(2, 1) and su(3). As always, the first can be
obtained by using the trivial element of the Weyl group. An element of Aut(∆A4) which
does not lie in the Weyl group must either exchange e4 with −e5, or else invert e4 and e5
individually. As shown in subsection 5.2.1, the first possibility yields su(2, 1), while the
second gives rise to the compact real form su(3) if we choose χe2−e4 = χe4−e5 = −1.
If we want to find which possible real forms K are allowed for each real form of G0, we
need to investigate the automorphisms a little more closely. In this example we consider
all possible choices of χ1 = χe2−e4 and χ2 = χe4−e5 for the automorphism which inverts e4
and e5. This results in the real forms:
χ1 χ2 A
τ
2 ⊂ G0 Aτ1 ⊂ K
−1 −1 su(3) su(2)
1 −1 su(2, 1) su(2)
−1 1 su(2, 1) sl(2)
1 1 su(2, 1) sl(2)
The total set of possibilities can be summarized:
G G0 K
sl(5) sl(3)⊕ gl(1)⊕ gl(1) sl(2)⊕ gl(1)
su(3, 2) su(2, 1)⊕ gl(1)⊕ u(1) sl(2)⊕ u(1)
su(3, 2) su(2, 1)⊕ gl(1)⊕ u(1) su(2)⊕ u(1)
su(4, 1) su(3)⊕ gl(1)⊕ u(1) su(2)⊕ u(1)
28
5.3 Embeddings in Dn
The roots of Dn are ∆ = {±(ek ± el) : k 6= l}; the simple roots are αi = ei − ei+1 for
i = 1, . . . , n−1 and αn = en−1+en. For n > 4 the Weyl groupW (∆) acts as permutations
on the basis vectors ei together with a sign change (inversion) of any even number of
them. The group Aut(∆) acts as permutations together with a sign change (inversion)
of an arbitrary number of them. This is clearly consistent with Aut(∆)/W (∆) acting
as a Z2 symmetry of the Dynkin diagram. The case n = 4 has well-known exceptional
symmetry properties (e.g. Aut(∆)/W (∆) is the group of permutations on three objects)
but in fact these are not relevant for our purposes. We shall therefore present arguments
below for the general case n > 4; the special case n = 4 can be confirmed to fit into the
pattern despite its peculiarities.
5.3.1 Real forms of Dn
Consider an element τ ∈ Aut(∆) for which the first n− p basis vectors are invariant and
the last p are inverted. This gives an action on the simple roots:
τ(αi) = αi i < n− p
τ(αn−p) = αn−p + 2αn−p+1 + · · ·+ 2αn−2 + αn−1 + αn
τ(αi) = −αi n− p < i ≤ n
where αn−p + 2αn−p+1 + · · · + 2αn−2 + αn−1 + αn = αn−p + αn−p+1 + ψ, and ψ is the
highest root of the Dp subalgebra generated by the last p basis vectors. The roots of this
subalgebra are exactly those roots which satisfy τ(α) = −α. For this subalgebra we can
consistently choose χα = −1, and using eq. (3.28) we find the character:
σ = (n− 2p)− 2|∆+(Dp)| = n− p− dim(Dp) = n− 2p2, p = 0, . . . , n (5.42)
where tr(τH) = n− 2p. This is the character of the real form so(n+p, n−p).
In order to construct the real form so∗(2n) we could consider a more complicated
element of Aut(∆) with n
2
2-cycles if n is even, and n−1
2
2-cycles and one inverted basis
vector if n is odd. It is easy to check that this gives the correct real form with character
−n. An alternative method which will be more useful in what follows is to take the same
root automorphism written in (5.42) above with p = n, so that all the basis vectors are
inverted and τ(α) = −α. From this we can define a different conjugation map by taking
χαn−1χαn = −1. Using the formula χα = (−1)ℓ+1
∏
χℓiαi where α =
∑
ℓiαi has height
ℓ =
∑
ℓi, we find that the contributions to the character from the roots ek− el and ek+ el
always cancel for k < l. The character is therefore determined solely by the action of the
conjugation map on the Cartan subalgebra, giving the desired result σ = −n.
We have already seen that we can obtain the split real form so(n, n) by taking p = n
in the construction (5.42). This is simply the usual statement that the split real form
arises from the identity in the Weyl group. We can also obtain the split real form from
a conjugation map which inverts some basis vectors, however, which will be significant
shortly. To see how to do this we take the root automorphism (5.42) with p = n−2,
so that en−1 → −en−1 and en → −en while all other basis vectors are invariant. In
contrast to what we did earlier, however, we define a different conjugation map by choosing
χαn−1 = χαn = 1. An easy calculation then shows that the resulting character in σ = n,
as required.
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5.3.2 Invariant Regular Subalgebras
The simple regular subalgebras of Dn are Am with m < n and Dm with m ≤ n. Integral
embeddings arise for Am with m even or m = n− 1, and for all Dm.
• (Dn, Am). Consider first even m < n−1. We can assume without loss of generality
that Am is generated by the first m simple roots of Dn and the grading is specified by
1◦ 1◦︸ ︷︷ ︸
m
−m
2◦ 0◦ 0◦ 0◦
0◦
0◦ (5.43)
or in terms of the characteristic Dynkin diagram:
0◦ 1◦ 0◦ 1◦ 1◦︸ ︷︷ ︸
m
0◦ 0◦ 0◦
0◦
0◦ (5.44)
From this we see that the complex zero-grade subalgebra is Gc0 = Dn−m⊕ m2 A1⊕ m2 U1 and
the complex centralizer is Kc = Dn−m−1 ⊕ U1. There is exactly one basis vector which
belongs to the root-spaces of both Am and of Gc0, namely em2 +1.
Any automorphism τ which restricts to a diagram automorphism on Am is completely
determined on m
2
A1⊕ m2 U1 ⊂ Gc0 and gives the real form m2 sl(2)⊕ m2 gl(1). This is similar
to results which hold for the embeddings (Bn, Am) and (Cn, Am), the first of which is
discussed in appendix A; we therefore omit further details.
Turning to Dn−m ⊂ Gc0, we can freely choose the action of the automorphism τ on the
basis vectors which generate this subalgebra, except for the action on the basis vector it
has in common with Am. This basis vector must be invariant if τ leaves Am invariant,
but it must be inverted if τ acts as a non-trivial diagram automorphism on Am. From
the results above, we find that from any automorphism which acts as the identity on
Am we can construct conjugation maps leading to the real forms so(n−m+p, n−m−p)
with p = 0, . . . , n−m−1. From an automorphism which restricts to a non-trivial diagram
automorphism on Am we can in fact get all these and also the additional remaining real
form so∗(2n−2m). In order to show this we need to use the conjugation maps given earlier
which involve at least one inverted basis vector.
The possible real forms K are so(2n−2m−2)⊕gl(1) and so(n−m−1+p, n−m−1−p)⊕
gl(1) with p = 0, . . . , n−m−2 if τ leaves Am invariant, and so∗(2n−2m−2) ⊕ u(1) and
so(n−m−1+p, n−m−1−p)⊕ u(1), p = 0, . . . , n−m−1 if τ acts non-trivially on Am.
Finally, if m = n−1 then the grading is integral whether n is odd or even. The
outstanding case n even has Gc0 = n2A1 ⊕ n2U1 and Kc = U1. We simply quote the final
results for the real forms in the table on 34.
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• (Dn, Dm). We can assume that Dm is generated by the last m simple roots of Dn. The
grading is:
0◦ 0◦ 1−m◦ 1◦ 1◦
1◦
1◦︸ ︷︷ ︸
m
and the corresponding characteristic Dynkin diagram is:
1◦ 1◦︸ ︷︷ ︸
m−1
0◦ 0◦
0◦
0◦
From this we find Gc0 = Dn+1−m⊕ (m−1)U1, while the complex centralizer is Kc = Dn−m.
As in previous cases, it is important that en is a basis vector of the root spaces of both
Dm and Gc0.
An automorphism τ onDn which restricts to a diagram automorphism onDm will have
the first (m−1) basis vectors of Dm as fixed points, while en is a fixed point if τ restricts
to the identity on Dm, but is inverted if τ is a non-trivial diagram automorphism on Dm.
We can freely choose the action of the automorphism on the simple part Dn+1−m ⊂ Gc0,
provided that it fulfils this criterion.
Referring back to eq. (5.42) we see that with at least one invariant basis vector
in Dn+1−m we can obtain the real forms so((n−m+1) + p, (n−m+1) − p) with p =
0, . . . , n−m. Alternatively, with one inverted basis vector we can get the compact real form
so(2n−2m+2) and the real forms so((n−m+1)+p, (n−m+1)−p) with p = 1, . . . , n−m.
For the centralizer K we find that the possible real forms are respectively so(2n − 2m)
and so((n−m)+r, (n−m)−r) with r = p−1, p, p+1.
5.4 Embeddings in Bn and Cn
The cases of Bn and Cn are very similar to each other; in fact the groups W (∆) =
Aut(∆) are isomorphic. The roots of Bn are ∆ = {±ej ; ±(ek ± el) : k 6= l} and the
simple roots are αi = ei − ei+1 for i = 1, . . . , n−1 and αn = en. The roots of Cn are
∆ = {±2ej ; ±(ek ± el) : k 6= l} and the simple roots are αi = ei− ei+1 for i = 1, . . . , n−1
and αn = 2en. In either case the Weyl group W (∆) is the group of permutations of the
basis vectors ei with a sign change of an arbitrary number of them.
5.4.1 Real Forms of Bn and Cn
In the case of Bn we consider again a conjugation map with the first (n− p) basis vectors
invariant and the last p inverted. The result is
τ(αi) = −αi i < n− p
τ(αn−p) = αn−p + 2αn−p+1 + · · ·+ 2αn
τ(αi) = −αi n− p < i ≤ n
The set of characters that we obtain via this construction is:
σ = n− p− dim(Bp) = n− 2p(p+ 1),
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corresponding to the complete set of real forms of Bn.
As with the case of Dn, it will also be important that we can obtain the split real form
from a conjugation map which inverts one basis vector. The roots of Bn are:
ek − el = αk + · · ·+ αl−1
ek + el = αk + · · ·+ αl−1 + 2αl + · · ·+ 2αn
ek = αk + · · ·+ αn
We consider the conjugation map defined by α → −α, and we choose χα = 1 for all α.
Using equations (3.27) and (3.29), a brief calculation shows that the resulting character
is σ = n, i.e the resulting real Lie algebra is indeed the split real Lie algebra.
In the case of Cn we find that any automorphism which leaves at least one basis vector
invariant leads to the split real form with character n (details are given in appendix A).
We therefore consider an automorphism consisting of p 2-cycles acting on the first 2p basis
vectors and the rest of the basis vectors inverted. This automorphism acts on the simple
roots as:
τ(α2i−1) = −α2i−1 i ≤ p
τ(α2i) = α2i−1 + α2i + α2i+1 i < p
τ(α2p) = α2p−1 + α2p + 2αn−p+1 − · · · − 2αn−1 + αn
τ(αi) = −αi n− p < i ≤ n
Choosing χα = −1 for the last n− 2p simple roots generating a Cn−2p subalgebra, we get
the characters:
σ = −(n− 2p)− 2p− 2|∆+(Cn−2p)| = −2p− dim(Cn−2p) = −n− 2(n− 2p)2
with p = 0, . . . , [n
2
]. These are the characters of the remaining real forms sp(p, n−p) of
Cn.
5.4.2 Invariant Regular Subalgebras
The simple regular subalgebras of Bn are: Am, m < n; Bm, m ≤ n; and Dm, m ≤ n. For
an integral embedding we require Am with m even; but no additional restrictions on Bm
or Dm.
The simple regular subalgebras of Cn are: Am, m < n; and Cm, m ≤ n. For an integral
embedding we require Am with m even or m = n − 1; and Cm with m = n, giving the
principal embedding.
• (Bn, Am). We consider the regular Am subalgebra generated by the first m (even)
simple roots of Bn, with grading:
1◦ 1◦︸ ︷︷ ︸
m
−m
2◦ 0◦ 0◦ 0•
corresponding to the characteristic Dynkin diagram:
0◦ 1◦ 0◦ 1◦︸ ︷︷ ︸
m
0◦ 0◦ 0•
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The complex zero-grade subalgebra is Gc0 = Bn−m ⊕ m2 A1 ⊕ m2 U1, while the complex
centralizer is Kc = Bn−m−1 ⊕ U1.
Any automorphism which acts as a diagram automorphism on Am will have a restric-
tion to m
2
A1 ⊕ m2 U1 ⊂ Gc0 which is completely fixed; the corresponding conjugation map
defines the real form m
2
sl(2)⊕ m
2
gl(1). Details of this are given in appendix A.
The basis vector em+2
2
is common to the root-space of both Am and of Bn−m ⊂ Gc0. An
automorphism which restricts to the identity on Am must leave this basis vector invariant,
while an automorphism which restricts to a non-trivial diagram automorphism on Am
will invert em+2
2
so we are free to choose the action of an automorphism on Bn−m ⊂ Gc0
subject only to this constraint. Using one or the other of these possibilities we can define
conjugation maps leading to any real form of Bn−m. Similarly we can obtain all consistent
real forms of the simple part of the centralizer Bn−m−1 ⊂ Kc. The abelian factor U1 ⊂ Kc
has real forms gl(1) or u(1), depending on whether the automorphism on Am is trivial or
not.
• (Bn, Bm). We consider the regular Bm subalgebra generated by the last m simple roots
of Bn, with grading:
0◦ 0◦ −m◦ 1◦ 1◦ 1•︸ ︷︷ ︸
m
corresponding to the characteristic Dynkin diagram:
1◦ 1◦︸ ︷︷ ︸
m
0◦ 0◦ 0•
We find Gc0 = Bn−m ⊕mU1 and Kc = Dn−m.
An automorphism which is trivial when restricted to Bm will also be trivial on mU1 ⊂
Gc0. We can, however, choose the action of the automorphism on Bn−m ⊂ Gc0 and on Kc
freely, since in this case the root spaces of Bm and Gc0 do not intersect. We can therefore
obtain any real form of these subalgebras.
• (Bn, Dm). We consider the regular Dm subalgebra generated by the first (m−1) simple
roots of Bn and by the root em−1 + em. This gives the grading:
1◦ 1◦︸ ︷︷ ︸
m−1
0◦ 0◦ 0•
which is already a characteristic Dynkin diagram. We find Gc0 = Bn+1−m ⊕ (m−1)U1 and
Kc = Bn−m.
The basis vector em is common to the root-spaces of both Dm and Gc0. An automor-
phism τ which restricts to a diagram automorphism on Dm will leave the first m−1 basis
vectors of Dm invariant, while fixing em if τ is the identity on Dm, and inverting it if it
is a non-trivial diagram automorphism. We can therefore choose the action of the auto-
morphism on Bn+1−m ⊂ Gc0 subject only to this one constraint. From these two classes
of automorphisms we can define conjugation maps which give any desired real form of
Bn+1−m ⊂ Gc0 and any consistent real form of Kc.
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• (Cn, Am). We consider first even m < n − 1. The Dynkin diagram is identical to
that for the reduction (Bn, Am) with white and black nodes exchanged. The zero-grade
subalgebra is Gc0 = Cn−m ⊕ m2 A1 ⊕ m2 U1 and the centralizer is Kc = Cn−m−1 ⊕ U1.
The restriction of an automorphism to m
2
A1 ⊕ m2 U1 ⊂ Gc0 is completely determined
when we impose that the restriction to Am must be a diagram automorphism, and the
real form will be m
2
su(2) ⊕ m
2
gl(1) (the proof is similar to one given in appendix A for
embeddings in Bn). The basis vector em+2
2
is common to the root spaces of both Am and
Gc0. The action of an automorphism on Cn−m ⊂ Gc0 is constrained only by the fact that
it must leave em+2
2
invariant if it acts trivially on Am, while it must invert em+2
2
if it acts
non-trivially on Am.
Any automorphism on Cn−m which leaves at least one basis vector invariant defines
a conjugation map which results in the split real form of Cn−m. This requires some
justification and we again consign the details to the appendix so as not to interrupt our
summary. It follows that an automorphism which restricts to the identity on Am can result
only in the split real form of Cn−m ⊂ Gc0. An automorphism which acts non-trivially on
Am can result in any real form of Cn−m ⊂ Gc0. We can furthermore find conjugation maps
which give any consistent real form of Cn−m−1 ⊂ Kc. The abelian factor U1 ⊂ Kc always
has real form u(1) for an automorphism which acts as a non-trivial diagram automorphism
on Am.
Finally we mention the special case m = n − 1, which also gives an integer grading
when m is odd. Gc0 = n2A1 ⊕ n2U1 and the possible real forms are n2sl(2) ⊕ n2gl(1) and
n
2
su(2)⊕ n
2
gl(1). The centralizer is Kc = U1 with real forms gl(1) or u(1).
5.5 Summary of classification
Theorem 5 The real forms (G,H) compatible with an integral embedding (Gc,Hc) where
Gc is classical of rank n and Hc is simple of rank m are as shown in the Table. For each
such embedding we give the complex types Gc0 and Kc of the zero-grade subalgebra and
the centralizer, followed by their corresponding real forms G0 and K. We set k = n −m
throughout to simplify notation.
Proof: Sketched in the foregoing sections 5.1 to 5.4 with some additional technical details
in appendix A. ✷
Note that in order to write the results in the most compact way we have made free use
of the standard identifications U1 ∼= D1; A1 ∼= B1 ∼= C1; B2 ∼= C2; D2 ∼= A1⊕A1; A3 ∼= D3
and besides the equivalence of the real forms sl(2) ∼= su(1, 1) and so∗(8) ∼= so(6, 2).
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G compatible with G0 real form of K real form of
(An, Am) m even Ak ⊕mU1 Ak−1 ⊕ U1
sl(n+1) sl(k+1)⊕mgl(1) sl(k)⊕ gl(1)
su
(
n+1−m
2
, m
2
)
su(k+1)⊕ m
2
gl(1)⊕ m
2
u(1) su(k)⊕ u(1)
su
(
n+1−m
2
−p, m
2
+p
)
p = 1, . . . , [1
2
(k+1)]
su(k+1−p, p)⊕ m
2
gl(1)⊕ m
2
u(1)
su(k−p, p)⊕ u(1)
su(k+1−p, p−1)⊕ u(1)
G compatible with G0 real form of K trivial
(An, An) n odd nU1
sl(n+1) n gl(1) —
su
(
n+1
2
, n+1
2
)
n+1
2
gl(1)⊕ n−1
2
u(1) —
G compatible with G0 real form of K real form of
(Bn, Am) m even Bk ⊕ m2 A1 ⊕ m2 U1 Bk−1 ⊕ U1
so(n+1, n) so(k+1, k)⊕ m
2
sl(2)⊕ m
2
gl(1)
so(k, k−1)⊕ gl(1)
so(k, k−1)⊕ u(1)
so(k+1, k−2)⊕ u(1)
so(2n+1−m,m) so(2k+1)⊕ m
2
sl(2)⊕ m
2
gl(1) so(2k−1)⊕ u(1)
so(n+1+p, n−p)
p = 1, . . . , k−2 so(k+1+p, k−p)⊕
m
2
sl(2)⊕ m
2
gl(1)
so(k−1+p, k − p)⊕ u(1)
so(k+p, k−1−p)⊕ u(1)
so(k+1+p, k−2−p)⊕ u(1)
G compatible with G0 real form of K real form of
(Bn, Bm) Bk ⊕mU1 Dk
so(n+1, n) so(k+1, k)⊕mgl(1) so(k, k)
so(2n+1−m,m) so(2k+1)⊕mgl(1) so(2k)
so(n+1+p, n−p)
p = 1, . . . , k−1 so(k+1+p, k−p)⊕mgl(1)
so(k+p, k−p)
so(k+1+p, k−1−p)
G compatible with G0 real form of K real form of
(Bn, Dm) Bk+1 ⊕ (m−1)U1 Bk
so(n+1, n) so(k+2, k+1)⊕ (m−1) gl(1) so(k+1, k)
so(2n+2−m,m−1) so(2k+3)⊕ (m−1) gl(1) so(2k+1)
so(2n+1−m,m) so(2k+2, 1)⊕ (m−1) gl(1) so(2k, 1)
so(2k+1)
so(n+1+p, n−p)
p = 1, . . . , k−1 so(k+2+p, k+1−p)⊕ (m−1) gl(1)
so(k+p, k+1−p)
so(k+1+p, k−p)
so(k +2+p, k−1−p)
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G compatible with G0 real form of K real form of
(Cn, Am) m even Ck ⊕ m2 A1 ⊕ m2 U1 Ck−1 ⊕ U1
sr(n) sr(k)⊕ m
2
sl(2)⊕ m
2
gl(1)
sr(k−1)⊕ gl(1)
sr(k−1)⊕ u(1)
sp(m
2
, n− m
2
) sp(k)⊕ m
2
su(2)⊕ m
2
gl(1) sp(k−1)⊕ u(1)
sp
(
[n
2
]−p, [n+1
2
]+p
)
p = 1, . . . , [k
2
]− 1 sp
(
[k
2
]−p, [k+1
2
]+p
)
⊕ m
2
su(2)⊕ m
2
gl(1)
sp
(
[k
2
]−p−1, [k+1
2
]+p
)
⊕ u(1)
sp
(
[k
2
]−p, [k+1
2
]+p−1
)
⊕ u(1)
G compatible with G0 real form of K real form of
(Cn, An−1) n even
n
2
A1 ⊕ n2U1 U1
sr(n) n
2
sl(2)⊕ n
2
gl(1)
gl(1)
u(1)
sp
(
n
2
, n
2
)
n
2
su(2)⊕ n
2
gl(1) u(1)
G compatible with G0 real form of K trivial
(Cn, Cn) nU1
sr(n) n gl(1) —
G compatible with G0 real form of K real form of
(Dn, Am) m even Dk ⊕ m2 A1 ⊕ m2 U1 Dk−1 ⊕ U1
so(n, n) so(k, k)⊕ m
2
sl(2)⊕ m
2
gl(1)
so(k−1, k−1)⊕ gl(1)
so(k−1, k−1)⊕ u(1)
so∗(2n) so∗(2k)⊕ m
2
su(2)⊕ m
2
gl(1) so∗(2k−2)⊕ u(1)
so(2n−m,m) so(2k)⊕ m
2
sl(2)⊕ m
2
gl(1) so(2k−2)⊕ u(1)
so(2n−m−1, m+1) so(2k−1, 1)⊕ m
2
sl(2)⊕ m
2
gl(1) so(2k−3, 1)⊕ u(1)
so(n+p, n−p)
p = 1, . . . , k−2 so(k+p, k−p)⊕
m
2
sl(2)⊕ m
2
gl(1)
so(k−2+p, k−p)⊕ u(1)
so(k+p, k−2−p)⊕ u(1)
G compatible with G0 real form of K real form of
(Dn, An−1) n even
n
2
A1 ⊕ n2U1 U1
so(n, n) n
2
sl(2)⊕ n
2
gl(1)
gl(1)
u(1)
so∗(2n) n
2
su(2)⊕ n
2
gl(1) u(1)
G compatible with G0 real form of K real form of
(Dn, Dm) Dk+1 ⊕ (m−1)U1 Dk
so(n, n) so(k+1, k+1)⊕ (m−1) gl(1) so(k, k)
so(2n−m+1, m−1) so(2k+2)⊕ (m−1) gl(1) so(2k)
so(2n−m,m) so(2k+1, 1)⊕ (m−1) gl(1) so(2k−1, 1)
so(2k)
so(n+p, n−p)
p = 1, . . . , k − 1 so(k+1+p, k+1−p)⊕ (m−1)gl(1)
so(k−1+p, k+1−p)
so(k + p, k − p)
so(k+1+p, k−1−p)
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6 Concluding Remarks
We hope the results we have described in this paper will be of interest and of use from
three related but distinct points of view. First, for future work on integrable lagrangian
field theories. Second, for the continued investigation of W-algebras, their representation
theory, and their eventual classification. Third, for the purely mathematical problem of
classifying all embeddings of sl(2,R) into real Lie algebras. One may anticipate, given the
wide-ranging importance of Lie algebras in many branches of mathematics and physics,
that such a classification may well have unexpected applications in quite new areas.
There are also two more specific topics which immediately suggest themselves. One
very interesting question is the corresponding classification in the case of Lie superalge-
bras. The significance of these ideas for supersymmetric models was originally pointed
out in our earlier paper [6], where the choice of the appropriate real form was shown to
be essential for the correct realization of N = 4 superconformal symmetry in a particular
model. It remains to set this isolated example in a more general context, which should
also include the superconformal algebras discussed in [9] as special cases. Finally, it would
also be very interesting to extend the study carried out in this paper to the case of affine
Toda theories.
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A Technical Results for the Classification
In this appendix we give some technical details of results which were quoted in our clas-
sification of real embeddings in Theorem 5.
A.1 Dn
We will show that an automorphism on Dn for n > 4 which leaves at least one basis
vector invariant cannot give the real form so∗(2n) (note that so∗(8) is isomorphic to
so(6, 2)). In our proof of this we will use the character to distinguish real forms. This is
not sufficient by itself for the particular case when n = k2, since the real forms so∗(2k2)
and so(n+k, n−k) happen to have the same character. To complete the proof we should
therefore also consider the maximal compact subalgebra as a means of distinguishing these
real forms. We shall omit these details however.
Consider an element τ ∈ Aut(∆) of order two, consisting of p 2-cycles, q invariant
basis vectors, and r inverted basis vectors, so n = 2p + q + r. Taking into account the
consistency equation χα = χτ(α) given in (3.26), we find the character
σ = (q − r) + 2(p+ ∑
α∈∆+(Dr)
χα) = (n− r) + (−r + 2
∑
α∈∆+(Dr)
χα),
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where Dr is the subalgebra corresponding to the r inverted basis vectors. The term q− r
is the trace of τH and 2p is the contribution from the p positive roots that are inverted
by the p two-cycles. Note that, remarkably, the character depends only on r. The term
−r + 2∑α∈∆+(Dr) χα is the character σr of the real form of the Dr subalgebra, which
means that:
−r + 2 ∑
α∈∆r
+
χα = σr =
{
(r − 2j2), j = 1, . . . , [1
2
r]
−r
To obtain the real form so∗(2n) the character should be
σ = (n−r) + σr = −n
This has solutions if n = k2 or if r = n. In the latter case, the automorphism leaves
no basis vector invariant. In the former case we cannot distinguish, using the character
alone, between su∗(n) and so(n+k, n−k). But consideration of the maximal compact
subalgebra shows that it is the latter real form which is defined by this conjugation map.
A.2 Bn
For the reduction (Bn, Am) discussed in section 5.4 we found the zero-grade subalgebra to
be of complex type Gc0 = m2 U1 ⊕ m2 A1 ⊕ Bn−m. We claimed that any automorphism that
leaves Am invariant up to a diagram automorphism will result in the real form
m
2
sl(2) ⊂ G0
of m
2
A1 ⊂ Gc0. We now justify this statement.
The roots of m
2
A1 are e1+ em+1, e2+ em, . . . , em
2
+ em
2
+1. Consider e.g. e1+ em+1. If τ
acts as a non-trivial diagram automorphism on Am then τ(e1+ em+1) = −(e1+ em+1) and
χα1 = χα2 = . . . = χαm . In order to find the character of the real form of the corresponding
A1 we must find χe1+em+1 . Considering the roots α = α1+α2+ . . .+αm = e1− em+1 and
β = em+1 we see that e1 + em+1 = α + 2β. Now τ(α) = α and τ(β) = −(α + β), so
χα+2β =
Nαβ
Nα−(α+β)
Nα+β β
N−β−(α+β)
χα(χβ)
2
We see immediately that Nα+β β = N−β−(α+β). Also χα = −1 because
α = (α1 + · · ·+ αm
2
) + (αm
2
+1 + · · ·+ αm) ≡ β1 + β2
with τ(β1) = β2. By symmetry we have χβ1 = χβ2 , so χα =
Nβ1 β2
Nβ2 β1
χβ1χβ2 = −1. Finally,
Nαβ = −Nα−(α+β) because
NαβNα−(α+β) = NαβNα+β−α = α · β = −1
where we have used the Jacobi identity. We conclude that χe1+em+1 = 1 and we can now
calculate the character of the corresponding A1 to be 1, i.e. the character of sl(2).
Similar (but slightly more complicated) calculations can be done in the cases of
(Cn, Am) and (Dn, Am) referred to in the text.
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A.3 Cn
We show that any conjugation map on Cn with at least one invariant basis vector leads to
a real form with character σ = n, i.e. to the split real Lie algebra. We will limit ourselves
to show this in the case where the automorphism has only invariant and inverted basis
vectors. The calculation when the automorphism also contains 2-cycles is not significantly
different.
Consider a conjugation map on Cn which leaves the first p basis vectors invariant and
which inverts the remaining n−p basis vectors. The action of τ on the simple roots is:
τ(αi) = αi i < p
τ(αj) = −αj j > p
τ(αp) = τ(ep − ep+1) = ep + ep+1
Setting γ = ep+1 − en and writing
ep + ep+1 = (ep − ep+1) + (ep+1 − en) + (ep+1 − en) + 2en = αp + γ + γ + αn
we get the consistency condition
χαp = χep+ep+1 =
Nαp γ
Nαp+2γ+αn −γ
Nγ αn
N−γ−αn
χαpχαn = χαpχαn
since Nαp γ/Nαp+2γ+αn −γ = Nγ αn/N−γ−αn = −1. This implies χαn = 1.
Corresponding to the inverted basis vectors, there is a subalgebra of type Cn−p with
roots satisfying τ(α) = −α, and these can be written in the form:
ek − el = αk + · · ·+ αl−1
ek + el = αk + · · ·+ αl−1 + 2αl + · · ·+ 2αn−1 + αn
2ek = 2αk + · · ·+ 2αn−1 + αn
This, together with the equation (3.27), shows that when χαn = 1 the contribution to the
character from the roots ek − el cancels the contribution from the roots ek + el, and that
χ2ek = χαn . The total character is then:
σ = (p− (n− p)) + 2(n− p) = n
where the first term arises from tr(τH), while the second term is the contribution from
the roots 2ep+1, 2ep+2, . . . , 2en.
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B Calculating Toda Potentials
In this appendix we indicate how to calculate the non-abelian Toda potentials
V = tr(M+gM−g
−1)
for the cases of non-principal embeddings in B2 and G2 discussed in section 4. The
general idea is simply to identify the representations of G0 in which M± transform under
conjugation in G, since this is what occurs in V above. The actual calculations are
particularly easy to carry out when the only non-abelian factors in G0 are of the simple
type A1.
Consider the spin-1/2 representation of sl(2) acting on a pair of states labelled ± to
indicate their eigenvalues ±1/2 under the diagonal generator. With a standard choice of
coordinates φ0 and φ± we have
g ≡
(
U++ U+−
U−+ U−−
)
= exp
(
φ0 φ+
φ− −φ0
)
=
1
ρ
(
ρ cosh ρ+ φ0 sinh ρ φ+ sinh ρ
φ− sinh ρ ρ cosh ρ− φ0 sinh ρ
)
where ρ = φ0 + φ+φ−.
In the case of B2 the generators M± transform in the spin-1 representation, which
we may regard as a symmetrized product of two spin-1/2 representations. The relevant
matrix acting on states labelled by +1, 0, −1 is then U
2
++ U++U+− U
2
+−
U++U−+
1
2
(U++U−− + U+−U−+) U+−U−−
U2−+ U−+U−− U
2
−−

Taking the (B2, A1) description of the embedding, we have M± appearing as states of
spin 0. The contribution to the potential is therefore given by the ‘centre’ element of this
matrix:
(U++U−−+U+−U−+) =
1
ρ2
(ρ2 cosh2 ρ−φ20 sinh2 ρ+φ+φ− sinh2 ρ) =
1
ρ2
(φ20+φ+φ− cosh 2ρ)
as given in the text. The potential for the (B2, A1 ⊕ A1) embedding can be calculated
similarly, but involves the components with spins ±1 instead.
In the case of G2 the generators M± transform in the spin-3/2 representation, with
states labelled by +3/2, +1/2, −1/2, −3/2. Once again we can construct this as the
totally symmetrized product of three spin-1/2 representations. The matrix in question is
U3++ U
2
++U+− U++U
2
+− U
3
+−
U2++U−+
1
3
(U2++U−− + 2U+−U++U−+)
1
3
(U2+−U−+ + 2U+−U++U−−) U
2
+−U−−
U++U
2
−+
1
3
(U2−+U+− + 2U−+U++U−−)
1
3
(U++U
2
−− + 2U+−U−−U−+) U+−U
2
−−
U3−+ U
2
−+U−− U−+U
2
−− U
3
−−

For the (G2, A2) embedding the elements M± involve the states of extreme spin ±3/2. It
is easy to see that the contribution to the potential is therefore given by the sum of the
‘corner’ entries in the matrix above:
U3++ +U
3
−−+U
3
+− +U
3
−+ =
1
ρ3
( 2ρ3 cosh3 ρ+6ρφ20 cosh ρ sinh
2 ρ+ φ3+ sinh
3 ρ+ φ3− sinh
3 ρ )
where ρ = φ20 + φ+φ−, which is again the result given in the text.
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