To estimate a multiple integral of a function over the unit cube, Haber proposed two Monte Carlo estimators /'j and J'2 based on 2N and 4N observations, respec-2 2 » tively, of the function. He also considered estimators Dy and D2 of the variances of/j and J'2, respectively. This paper shows that all these estimators are asymptotically normally distributed as N tends to infinity.
1. Introduction. Monte Carlo integration is a method to estimate the value of a definite integral of a given real-valued function over a finite region (say, a cube) by observing the value of the function only at a finite number of points in the region which are chosen suitably and stochastically. Kitagawa [4] proposed several estimating methods but he was concerned mainly with the case when the function has a certain prior distribution.
Haber [1] , [2] proposed a mesh estimator of the integral and then improved it by means of the idea of "antithetic variâtes" due to Hammersley and Morton [3] . To estimate the variances of/, and J2 we need replications of observations.
Let zr be another random point in Ar, the zr being chosen independently of each other and also of the x's. Define similarly z'r -2cr -zr. Then the first term converges to the standardized normal distribution because of (i) and (ii), whereas the second term converges in probability to zero because of (iii) and the Chebyshev inequality. Part (i) is equivalent to the main theorem in Haber [2] or (1.8), while (ii) and (iii) can be verified by using reasoning similar to that in the proof of Theorem 1.
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