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Abstract
The steady sliding frictional contact problem between a moving rigid indentor of
arbitrary shape and an isotropic homogeneous elastic half-space in plane strain
is extensively analysed. The case where the friction coefficient is a step function
(with respect to the space variable), that is, where there are jumps in the friction
coefficient, is considered. The problem is put under the form of a variational
inequality which is proved to always have a solution which, in addition, is unique
in some cases. The solutions exhibit different kinds of universal singularities that
are explicitly given. In particular, it is shown that the nature of the universal
stress singularity at a jump of the friction coefficient is different depending on
the sign of the jump.
Keywords: elasticity, contact, friction, singularity, variational inequality,
uniqueness
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1. Background: steady sliding frictional contact in linear elasticity
The problem governing the equilibrium of a deformable body that is pressed
against a frictionless obstacle in the framework of linearised elasticity is the
so-called Signorini problem. Formally, the problem consists in finding a displace-
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ment field u : Ω→ Rd (d = 2, 3) such that:5 ∣∣∣∣∣∣∣∣∣∣∣∣∣∣
divσ(u) + fp = 0, in Ω,
u = up, on Γu,
t
def
= σ · n = tp, on Γt,
un − gp ≤ 0, tn ≤ 0,
(
un − gp
)
tn = 0,
tt = 0,
∣∣∣∣∣ on Γc,
(1)
where Ω denotes some smooth bounded open set in Rd (the so-called stress-free
reference configuration), Γu ∪ Γt ∪ Γc = ∂Ω denotes a splitting of the boundary
into three disjoint parts, and n is the outward unit normal. As usual, u is
the (unknown) displacement, σ(u) is the Cauchy stress associated with this
displacement by the linear elastic constitutive law, and t = σ · n denotes the10
surface traction. Any vector field v defined on part of the boundary can be
split into its normal and tangential parts: v = vnn + vt. The loading conditions
are defined by up (the surface displacement prescribed on Γu), tp (the surface
tractions prescribed on Γt), fp (the prescribed body forces), and gp (the initial
gap with the obstacle measured algebraically along the outward unit normal n15
to ∂Ω).
The existence and uniqueness of a solution was first proved in 1964 by
Gaetano Fichera who inspired the theory of variational inequalities which was
subsequently developed in the celebrated article [1] of Jacques-Louis Lions and
Guido Stampacchia. Naturally, the need to integrate the handling of dry friction20
in the theory immediately emerged [2]. But, the so-called Signorini problem
with Coulomb friction faced huge mathematical difficulties and the mathematical
structure of the problem has not been completely elucidated yet. A good account
of today’s state of art is to be found in [3].
An easier contact problem involving dry friction is the steady sliding frictional25
contact problem which was first studied in [4]. It is the problem of the equilibrium
of a (linearly) elastic body against a moving obstacle, the geometry of which
remaining invariable with respect to time. In R2, such a situation is met with a
straight obstacle moving along the direction of its boundary or with an obstacle
whose boundary is a circle rotating around its center (in that case, the obstacle30
can be either the disk or the region outside the circle). In R3, this situation
encompasses the case where the boundary of the obstacle is any surface of
revolution rotating around its revolution axis but there are other cases such as
the case of a rotating infinite screw. Dry friction between the moving obstacle
and the elastic body is assumed and a displacement field in the elastic body, that35
is independent of time, is sought. This situation is far simpler than that of the
Signorini problem with Coulomb friction because of the motion of the obstacle.
The Signorini problem with Coulomb friction is doubly a free boundary problem
because the contact zone (the points of the boundary that are in contact with
the obstacle) is unknown and also within the contact zone, the sticking zone (the40
points of the contact zone that adhere to the obstacle) is also unknown. In the
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steady sliding frictional contact problem, all the points in the contact zone are
slipping along the obstacle since it is moving and the sliding velocity is known in
advance. Considering the intersection of the outward normal to the body with
the obstacle, the motion of the body results in a given slip velocity field w on Γc45
and the steady sliding frictional contact problem is formally that of finding a
displacement field u : Ω→ Rd (d = 2, 3) such that:∣∣∣∣∣∣∣∣∣∣∣∣∣∣
divσ(u) + fp = 0, in Ω,
u = up, on Γu,
t
def
= σ · n = tp, on Γt,
un − gp ≤ 0, tn ≤ 0,
(
un − gp
)
tn = 0,
tt = −ftnwt/|wt|,
∣∣∣∣∣ on Γc,
(2)
where f ≥ 0 is the given friction coefficient. In the case f = 0, the Signorini
problem is recovered. Therefore, the steady sliding frictional contact problem
can formally be seen as a generalization of the Signorini problem in which the50
unknown reaction force is no longer directed along the normal to the boundary
but along a given direction which is possibly slanted with respect to the normal
(see figure 1).
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Figure 1: The Signorini problem (left) and the steady sliding frictional contact problem (right)
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This situation is very common in practice, and any machine which is supposed
to run steadily provides an example. However, the situation of, say, a rubber55
wiper blade sliding on a glass windshield, suggests that although steady motion is
generally encountered, unsteady motion, often called ‘stick-slip’ motion can also
happen. The understanding and therefore ultimately the prediction of that ‘stick-
slip’ phenomenon is still a challenge nowadays. In [4], the structure of the set of
solution for the steady sliding frictional contact problem was studied for the first60
time. Under appropriate regularity assumptions, it was proved that the problem
has a unique solution for small values of the friction coefficient. It was also
proved that in the case of a bounded body, multiple solutions can be encountered
for large values of the friction coefficient. Hence, the set of equilibrium solutions
for the steady sliding frictional contact problem may exhibit a bifurcation when65
the friction coefficient is taken as a parameter and this bifurcation can possibly
account for the occurrence of the ‘stick-slip’ phenomenon. Let us also mention
that the static bifurcation is only one possible mechanism to account for ‘stick-
slip’ and a flutter-type mechanism can also be possible and the latter should
certainly be considered to account for brake squeal for example.70
In [4], the particular case where the elastic body is an isotropic elastic half-
space in plane strain was also considered. A variational inequality governing
the steady sliding frictional contact problem was derived and studied. It was
proved to be uniquely solvable for all values of the friction coefficient. Therefore,
the above-mentioned bifurcation does not occur in the case of the half-space.75
Actually, the situation of the half-space appears to be a favourable framework to
study more thoroughly the mathematical structure of the steady sliding frictional
contact problem.
In [4], the analysis of the steady sliding frictional contact problem was
restricted to the situation where the friction coefficient is a given constant.80
However, in the case of a composite elastic body, one should expect to have the
friction coefficient which is only a step (that is, piecewise constant) function with
respect to the space variable. But, the extension of the analysis in [4] to this new
circumstance is not straightforward at all and raises many technical difficulties.
It is the reason why the analysis of the steady sliding frictional contact problem85
with piecewise constant friction coefficient is first performed in this article in the
favourable case where the elastic body is an isotropic elastic half-space in plane
strain.
2. Summary of the results that will be proved in this article
The results obtained from the analysis performed in this article convey strong90
(and sometimes rather nonintuitive) mechanical information, which certainly
has practical consequences. However, proving them precisely requires many
technicalities and sophisticated mathematical tools. The aim of this section is
to have the statement of these results made as simple as possible with a lot of
the mathematics disarmed, for the convenience of the reader.95
We consider an isotropic homogeneous linearly elastic two-dimensional half-
space defined by z > 0. The Poisson ratio is denoted by ν ∈ ]−1, 1/2[ and the
4
force unit is chosen so that the Young modulus E = 1. We denote by x the
space variable along the boundary and by t(x) the surface traction distribution
on the boundary and the normal and tangential components will be addressed100
as tn(x) and tt(x). Prescribing a vanishing stress field at infinity and setting:
u¯ =
u
2(1− ν2) , and γ =
1− 2ν
2(1− ν) ∈ ]0, 3/4[ ,
the surface displacement resulting from a given surface traction distribution t(x)
is given (see for example [5] for a proof) by:
u¯′n(x) + Ω =
1
pi
I 1
−1
tn(x
′)
x′ − x dx
′ − γ tt(x),
u¯′t(x) =
1
pi
I 1
−1
tt(x
′)
x′ − x dx
′ + γ tn(x),
where the sign
H
recalls that the integral should be understood in terms of the
Cauchy principal value, and where the real constant Ω represents an arbitrary
overall rotation, which will be taken as 0 in the sequel. The surface displacement
is obtained up to an arbitrary additive constant, which is interpreted as being105
a rigid motion. This arbitrary rigid motion cannot be fixed by prescribing
appropriate conditions at infinity since the displacement field is generally infinite
at infinity.
Consider some rigid obstacle, the geometry of which is defined by the equation
−z = ψ(x) (x ∈ ]−1, 1[), moving at a constant velocity w > 0 along x, which is110
assumed to be parallel to the boundary of the half-space (see figure 2). Set:
ψ¯ =
ψ
2(1− ν2) .
The steady sliding frictional contact problem was introduced and studied
in [4]. In the reference frame moving with the indentor, it is formally that of
finding t(x), u¯(x) : ]−1, 1[→ R such that:
• 1
pi
I 1
−1
tn(x
′)
x′ − x dx
′ − γ tt(x) = u¯′n(x),
• 1
pi
I 1
−1
tt(x
′)
x′ − x dx
′ + γ tn(x) = u¯′t(x),
• u¯n ≤ ψ¯, tn ≤ 0,
(
u¯n − ψ¯
)
tn ≡ 0,
• tt = −ftn,
•
∫ 1
−1
tn(x
′) dx′ = −P,
5
where P > 0 is the given normal component of the prescribed total force exerted
on the moving obstacle, f ≥ 0 is a given friction coefficient. Note that if ψ¯
is changed into ψ¯ + C, then we get a solution for the new problem by just
changing u¯n into u¯n + C in the solution. This means that the penetration of115
the indentor into the half-space is undefined and this is due to the fact that the
displacement field is infinite at infinity. The problem can be parametrized by
the total force P only, and not by the height of the moving obstacle, because it
is undetermined. This fact is intimately connected with the fact that the stress
field in the half-space is not square integrable: the elastic energy of the solution is120
infinite and this is the reason why the problem has to be brought to the boundary
by use of the fundamental solution of the Neumann problem for the half-space
(the so-called Boussinesq solution). Focusing on the normal components, this
E = 1
ν
P
w
x
z
Figure 2: Geometry of the problem.
formal problem reduces to that of finding tn(x), u¯n(x) : ]−1, 1[→ R such that:
• 1
pi
I 1
−1
tn(x
′)
x′ − x dx
′ + γf(x) tn(x) = u¯′n(x),
• u¯n ≤ ψ¯, tn ≤ 0,
(
u¯n − ψ¯
)
tn ≡ 0,
•
∫ 1
−1
tn(x
′) dx′ = −P.
(3)
In this article, the following theorem will be proved. It shows the uncondi-125
tional existence of a solution of the steady sliding frictional contact problem for
any piecewise constant friction coefficient.
Theorem 1. Let P > 0 be a positive real constant, ψ¯ : ]−1, 1[ → R be a
piecewise Lipschitz-continuous function and f : ]−1, 1[ → R be a piecewise
constant function. There exist a Radon measure tn ∈M ([−1, 1]) and a function
6
u¯n ∈ H1/2(−1, 1) such that:
• 1
pi
I 1
−1
tn(x
′)
x′ − x + γf tn = u¯
′
n, in ]−1, 1[ ,
• u¯n ≤ ψ¯, tn ≤ 0,
(
u¯n − ψ¯
)
tn ≡ 0,
•
∫ 1
−1
tn = −P.
In addition, if f is nondecreasing, tn and u¯n are unique.
To be precise, the first equation in theorem 1 holds in the sense of distribu-
tions over ]−1, 1[ and the Cauchy principal value integral is defined to be the130
distributional derivative of the convolution product −tn ∗ log (where the measure
tn is extended by zero on R \ [−1, 1]).
Proof. This a straightforward adaptation of the proofs of theorems 16 and 23.
In the case where ψ¯ ≡ 0 (moving rigid flat punch of finite width), it is possible
to derive an explicit formula for tn, for any step function f , by use of theorem 36135
in appendix C. We shall now give this formula in two cases.
1. The friction coefficient is a constant denoted by f . In that case, the explicit
solution of the above problem seems to have been first given by Galin [6].
It reads as:
tn(x) = −P cospiα
pi
1
(1 + x)
1
2+α(1− x) 12−α ,
where:140
α
def
=
1
pi
arctan(γf) =
1
pi
arctan
(
(1− 2ν)f
2(1− ν)
) (∈ [0, 1/2[ ). (4)
This distribution of the normal component of the surface traction is repre-
sented in figure 3. It has power singularities at both edges. The rear part
of the punch is more loaded than the front part, and consistently, the rear
singularity is stronger than the front one.
2. The friction coefficient has the constant value f− on ]−1, 0[ and the constant145
value f+ on ]0, 1[. The explicit formula in that case is derived by use of
theorem 36 in appendix C and seems to be new. It reads as:
tn(x) = − P
pi
√
1 + γ2f2(x)
|x|β
(1 + x)
1
2+α−(1− x) 12−α+ ,
where:
α−
def
=
1
pi
arctan(γf−) =
1
pi
arctan
(
(1− 2ν)f−
2(1− ν)
) (∈ [0, 1/2[ ) (5)
α+
def
=
1
pi
arctan(γf+) =
1
pi
arctan
(
(1− 2ν)f+
2(1− ν)
) (∈ [0, 1/2[ ) (6)
β
def
=
1
pi
arctan(γf−)− 1
pi
arctan(γf+)
(∈ ]−1/2, 1/2[ ). (7)
7
−1 1
P
x
Figure 3: Normal component of the surface stress under a moving rigid flat punch with
homogeneous friction coefficient.
This distribution of the normal component of the surface traction is repre-
sented in figure 4. Its shape is very different whether the larger friction
coefficient is front (f+) or rear (f−). In the former case, β is negative and150
the surface traction goes to infinity at the discontinuity (x = 0). In the
latter, β is positive and the surface traction goes to zero at the discontinuity
(x = 0).
We have therefore discovered a fact of engineering importance. In the
situation where a rigid punch with two different coatings (producing two155
different friction coefficients with a jump at some point) is steadily sliding
along the boundary of some linearly elastic body, the way the elastic body
is loaded in the vicinity of the friction coefficient discontinuity is strongly
influenced by the direction along which the indentor is moving.
−1 1
x
f− < f+
−1 1
x
f− > f+
−1 1
P
x
−1 1
P
x
Figure 4: Normal component of the surface stress when the larger friction coefficient is front
(left) or rear (right).
Another case where an explicit solution is available is the case of the moving160
rigid parabola with radius of curvature R¯/(2(1− ν2)) at the minimum and with
homogeneous friction coefficient f . A derivation of this solution which seems to
have been first discovered by Galin [6] can be found in [4]. The corresponding
8
function ψ¯ reads as follows:
ψ¯(x) =
x2
2R¯
.
The corresponding solution for the steady sliding frictional contact problem165
exhibits a connected contact zone surrounded by two detached zones. The
half-diameter a of the contact zone is given by:
a2 =
P R¯
2pi(1/4− α2) ,
where α is given by formula (4). Then, provided that P is small enough so
that (1 + 2α)a < 1, the function tn associated with the unique solution of the
corresponding problem in theorem 1 is given by:
tn(x) =
−P cospiα
2pia2(1/4− α2)
[
(1 + 2α)a+ x
]1/2−α[
(1− 2α)a− x
]1/2+α
,
=
−1
R¯
√
1 + γ2f2
[
(1 + 2α)a+ x
]1/2−α[
(1− 2α)a− x
]1/2+α
.
The contact zone [−(1 + 2α)a, (1 − 2α)a] is shifted towards the rear of the
parabola and the maximum amplitude of the surface traction is reached at
x = −4αa, which is always in the rear half of the contact zone.
P
x
−tn(x)
(1− 2α)a−(1 + 2α)a
Figure 5: Rigid parabola moving at the surface of an elastic half-space.
170
It happens that the power singularities that have been exhibited in all the
explicit solutions above are actually universal and apply to any shape of the
indentor as expressed by the following theorems.
Theorem 2. Assume that ψ¯′ is piecewise Lipschitz-continuous. Consider a
solution of the problem in theorem 1 that achieves active contact in a neighborhood175
of the point x = c ∈ ]−1, 1[. Then the measure tn satisfies the estimate:
tn(x) =
∣∣∣∣∣∣∣∣∣∣
1
γ
.
ψ¯′(c+)− ψ¯′(c−)
f(c+)− f(c−) −
θ |c− x|β√
1 + γ2f2(x)
, if f(c+) 6= f(c−),
ψ¯′(c+)− ψ¯′(c−)
1 +
(
(γf(c)
)2 ( log |x− c|pi + γf(c)H(x− c)
)
+ θ, otherwise,
for some measure θ whose restriction to a neighborhood of c is a continuous
function, and where β is given by formula (7) and H is the Heaviside function.
9
Proof. This is a straightforward adaptation of the proofs of theorems 9, 17 and
24. 180
The stress singularity arising in the case of a jump in the friction coefficient
seems to have never been investigated before. Stress singularities arising in
other but similar situations of contact problems in linear elasticity were also
investigated in [7], [8] and [5].
We shall express in words the conclusions of theorem 2, revealing how185
nonintuitive they are.
• In the case where the friction coefficient has no jump at c (f(c+) = f(c−)),
but where the indentor has a wedge at c (ψ¯′(c+) > ψ¯′(c−)), then the surface
traction has a logarithmic singularity at c. Note that the coefficient of that
singularity (the so-called stress intensity factor) is fully determined by the190
geometry of the wedge, the Poisson ratio and the friction coefficient. This
fact is in sharp contrast with the usual singularities met in linear elasticity
in polyhedra (see [9]) where the stress intensity factor is indeterminate
and depends actually on the global problem (and not only on the local
data). Needless to say, this result applies to the Signorini problem which195
corresponds to the particular case where f ≡ 0. Note that the nonpositivity
condition on tn(x) entails ψ¯′(c+) ≥ ψ¯′(c−). Therefore, in case of an
obstacle with reentrant corner (ψ¯′(c+) < ψ¯′(c−)), the vertex is never an
interior point of the contact zone.
• In the case where the friction coefficient has a jump at c (f(c+) 6= f(c−)),200
but where the indentor has no wedge at c (ψ¯′(c+) = ψ¯′(c−)), then the
surface traction has a power singularity at c. The surface traction goes to
infinity in the case f(c+) > f(c−), but it always goes to zero in the case
f(c+) < f(c−).
• In the case where the friction coefficient has a jump at c (f(c+) 6= f(c−)),205
and the indentor has a wedge at c (ψ¯′(c+) 6= ψ¯′(c−)), then the wedge has
no effect on the power singularity in the case f(c+) > f(c−), but in the
case f(c+) < f(c−), the surface traction has now a negative limit at c,
instead of zero.
Theorem 3. Let c ∈ [−1, 1]. We assume a constant friction coefficient f− ≥ 0210
on ]c− , c[ and a constant friction coefficient f+ ≥ 0 on ]c, c+ [ ( > 0), if
appropriate.
We consider a solution u¯n, tn of the problem in theorem 1 such that contact
with the indentor is achieved in a right-neighbourhood of c whereas detachment
occurs in a left-neighbourhood of c. More precisely, if one of the two following215
assumptions is satisfied:
• c = −1, u¯n = ψ¯ on ]−1,−1 + [ ( > 0) and ψ¯′ is Lipschitz-continuous on
]−1,−1 + [,
• c ∈ ]−1, 1[, ψ¯(c−) > ψ¯(c+), u¯n < ψ¯ on ]c− , c[ ( > 0), u¯n = ψ¯ on
]c, c+ [ and ψ¯′ is Lipschitz-continuous on ]c− , c[ and ]c, c+ [,220
10
then, the solution u¯n, tn in theorem 1 satisfies the estimate:
tn = − θ−|x− c|1/2+α− ,
where α− is given by formula (5) and θ− is a measure whose restriction to a
right-neighbourhood of x = c is a Hölder-continuous function. In addition, in
the case where θ−(c) > 0, then the following estimate holds true:
u¯′n(x) ∼ −
θ−(c)
√
1 + γ2f2−
|x− c|1/2+α− , as x→ c− .
If the following assumption is satisfied:225
• c ∈ ]−1, 1[, ψ¯(c−) = ψ¯(c+), u¯n < ψ¯ on ]c− , c[ ( > 0), u¯n = ψ¯ on
]c, c+ [ and ψ¯′ is Lipschitz-continuous on ]c− , c[ and ]c, c+ [,
then, the solution u¯n, tn in theorem 1 satisfies the estimate:
tn = −|c− x|1/2−α− θ−
where θ− is a measure whose restriction to a right-neighbourhood of x = c is a
Hölder-continuous function.230
Similarly, we consider a solution u¯n, tn of the problem in theorem 1 such
that contact with the indentor is achieved in a left-neighbourhood of c whereas
detachment occurs in a right-neighbourhood of c. More precisely, if one of the
two following assumptions is satisfied:
• c = 1, u¯n = ψ¯ on ]1− , 1[ ( > 0) and ψ¯′ is Lipschitz-continuous on235
]1− , 1[,
• c ∈ ]−1, 1[, ψ¯(c−) < ψ¯(c+), u¯n = ψ¯ on ]c− , c[ ( > 0), u¯n < ψ¯ on
]c, c+ [ and ψ¯′ is Lipschitz-continuous on ]c− , c[ and ]c, c+ [,
then, the solution u¯n, tn in theorem 1 satisfies the estimate:
tn = − θ+|x− c|1/2−α+ ,
where α+ is given by formula (6) and θ+ is a measure whose restriction to a240
left-neighbourhood of x = c is a Hölder-continuous function. In addition, in the
case where θ+(c) > 0, then the following estimate holds true:
u¯′n(x) ∼
θ+(c)
√
1 + γ2f2+
|x− c|1/2−α+ , as x→ c− .
If the following assumption is satisfied:
• c ∈ ]−1, 1[, ψ¯(c−) = ψ¯(c+), u¯n = ψ¯ on ]c− , c[ ( > 0), u¯n < ψ¯ on
]c, c+ [ and ψ¯′ is Lipschitz-continuous on ]c− , c[ and ]c, c+ [,245
11
then, the solution u¯n, tn in theorem 1 satisfies the estimate:
tn = −|c− x|1/2+α+ θ+
where θ+ is a measure whose restriction to a left-neighbourhood of x = c is a
Hölder-continuous function.
Proof. This a straightforward adaptation of the proof of theorem 10. 
In words, theorem 3 says that the singularity of the surface traction at a250
discontinuity of the indentor (a jump of ψ¯) is the same power singularity, going
to infinity, as the one obtained at the edge of the moving rigid flat punch. This
power singularity is different whether this discontinuity is a front or a rear
boundary of the contact zone. In the case of a boundary of the contact zone at a
smooth point of the indentor (a continuity point of ψ¯), then the surface traction255
has a power singularity having zero as a limit, as the one obtained at the edge
of the contact zone for the moving rigid parabola. This power singularity is
different whether this boundary is a front or a rear boundary of the contact zone.
Remark 1. The fact that the front and the rear edges of the moving indentor
experiment different stress singularities was already noted in [7]. It relies strongly260
on the fact that γ 6= 0 and the same is true of the existence of singularities at
a jump of the friction coefficient. This highlights the fact that the usual and
convenient approximation which consists in neglecting the influence of friction
on the normal component of the surface traction is not valid in the case of a
nonsmooth indentor of a nonconstant friction coefficient, except for the limiting265
case of incompressibility which corresponds to the situation γ → 0. More
generally, the analysis extends readily to the case where the moving indentor
is elastic (instead of rigid) by replacing γ by Dundurs’ bimaterial constant.
Naturally, in the exceptional cases where Dundurs’ bimaterial constant vanishes,
there is no influence of friction on the normal component of the surface traction,270
and the analysis is driven back to the frictionless situation.
Remark 2. The analysis performed for the geometry of the half-space in this
paper evidences the functional spaces that must be used to extend the analysis
performed for a smooth bounded body in the case of a constant friction coefficient
in [4] to the case of a piecewise constant friction coefficient. This extension still275
has to be written down, but in the light of [4], we must expect that the existence
result will be obtained only under the condition that the maximum value of the
friction coefficient is small enough. In that case, and provided that the bounded
body is made of an homogenous isotropic linear elastic material, the solution
will display the same singularities as those described in the present paper for280
the half-space, as is usual in linear elasticity.
3. Analysis of homogeneous friction
In this section, it is assumed that the friction coefficient f is a given real
constant. The dual (that is, taking the surface traction as main unknown) weak
12
formulation of the steady sliding frictional contact problem for the half-space285
with homogeneous friction coefficient was first obtained in [4] in terms of a
variational inequality. The Lions-Stampacchia theorem was applied to this weak
formulation to yield the existence and uniqueness of a solution. This will be
recalled here and, in addition, the displacement weak formulation will be derived.
3.1. Preliminaries290
Some useful facts, detailed proof of which can be found in [5], will first be
recalled. With arbitrary tˆ ∈ H−1/2(−1, 1), the extension by zero on the whole
real line (still denoted by tˆ) defines a distribution tˆ ∈ H−1/2(R). The following
convolution products:
tˆ ∗ log | · |, tˆ ∗ sgn(·),
(where sgn(·) is the sign function) define distributions over R whose restrictions295
to the interval ]−1, 1[ are in H1/2(−1, 1). In addition, the bilinear form defined
by:
tˆ1, tˆ2 7→ −
〈
tˆ1 ∗ log |x|, tˆ2
〉
H1/2,H−1/2
,
is symmetric and is also positive definite. It therefore defines a scalar product on
the space H−1/2(−1, 1), and this scalar product induces a norm that is equivalent
to that of H−1/2 (see [5] for a proof). The bilinear form:300
tˆ1, tˆ2 7→
〈
tˆ1 ∗ sgn(x), tˆ2
〉
H1/2,H−1/2
,
can easily be seen to be skew-symmetric. It is continuous on H−1/2 ×H−1/2.
These facts can be used to obtain the weak formulation of the steady sliding
frictional contact problem. The first equation in the formal problem (3) can be
rewritten under the form:
− 1
pi
tn ∗ log | · |+ γ f
2
tn ∗ sgn(·) = u¯n + C, in ]−1, 1[ ,
where C is an arbitrary constant. Introducing the 1-dimensional vector space:305
C
def
=
{
C χ]−1,1[
∣∣ C ∈ R},
where χS denotes the characteristic function of the set S, the normal surface
displacement is therefore seen to naturally belong to the quotient space H0
def
=
H1/2(−1, 1)/C . The dual space H ′0 is:
H ′0 =
{
tˆ ∈ H−1/2(−1, 1) ∣∣ 〈tˆ, χ]−1,1[〉 = 0},
and is a closed subspace of codimension 1 in H−1/2(−1, 1). Furthermore, taking
tn equal to:310
t0(x)
def
=
cospiα
pi
1
(1 + x)
1
2+α(1− x) 12−α , (8)
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with:
α
def
=
1
pi
arctan(γf)
(∈ ]−1/2, 1/2[ ),
in the first equation of problem (3), gives u¯′n ≡ 0 (see [5] or appendix C). Since∫ 1
−1 t0 = 1, any tˆ ∈ H−1/2(−1, 1) can be decomposed in the form:
t = t˜+ t0
〈
t, χ]−1,1[
〉
H−1/2,H1/2
,
where t˜ ∈ H ′0.
Now, given u¯n ∈ H0 = H1/2(−1, 1)/C , consider the problem of finding315
tn ∈ H−1/2(−1, 1) such that:
− 1
pi
tn ∗ log | · |+ γ f
2
tn ∗ sgn(·) = u¯n, on ]−1, 1[ ,〈
tn, χ]−1,1[
〉
H−1/2,H1/2
= −P.
(9)
To obtain a weak formulation of that problem, we introduce the bilinear form
defined on H−1/2(−1, 1)×H−1/2(−1, 1) by:
b
(
tˆ1, tˆ2
) def
= − 1
pi
〈
tˆ1 ∗ log |x|, tˆ2
〉
H1/2,H−1/2
+
γf
2
〈
tˆ1 ∗ sgn(x), tˆ2
〉
H1/2,H−1/2
.
The restriction of b(·, ·) to H ′0 ×H ′0 is continuous and coercive, for all f ∈ R.
Hence, making the shift of unknown:320
tn = t˜n − Pt0,
the above problem (9) reduces to that of finding t˜n ∈ H ′0 such that:
∀tˆ ∈ H ′0, b
(
t˜n, tˆ
)
=
〈
u¯n, tˆ
〉
H0,H′0
.
By the Lions-Stampacchia theorem [1] (actually, only the Lax-Milgram theorem,
which is a particular case of the Lions-Stampacchia theorem, is needed), this
problem has a unique solution denoted by:
t˜n = L (u¯n),
where L is a continuous linear mapping from H0 onto H ′0, and the unique325
solution tn of problem (9) is given by:
tn = L (u¯n)− Pt0.
Taking u ∈ W 1,p(−1, 1) for some p > 1, the problem of finding t ∈
∪p>1Lp(−1, 1) such that:
• 1
pi
I 1
−1
t(x′)
x′ − x dx
′ + γf t(x) = u′(x), for a.a. x ∈ ]−1, 1[ ,
•
∫ 1
−1
t(x′) dx′ = −P.
14
has a unique solution given by:
t(x) =
γf u′(x)
1 + (γf)2
− 1
1 + (γf)2
1
pi
I 1
−1
(1 + x′)
1
2+α(1− x′) 12−α
(1 + x)
1
2+α(1− x) 12−α .
u′(x′)
x′ − x dx
′
− P cospiα
pi
1
(1 + x)
1
2+α(1− x) 12−α ,
where:
α
def
=
1
pi
arctan(γf)
(∈ ]−1/2, 1/2[ ),
(see [5] or appendix C in the case p = +∞). Therefore, the restriction of L to
W 1,p(−1, 1)/C (p > 1) is given by:
L (u) =
γf u′(x)
1 + (γf)2
− 1
1 + (γf)2
1
pi
I 1
−1
(1 + x′)
1
2+α(1− x′) 12−α
(1 + x)
1
2+α(1− x) 12−α .
u′(x′)
x′ − x dx
′. (10)
3.2. Weak formulations of the steady sliding frictional contact problem330
Following Schwartz, D(]−1, 1[) stands for the space of infinitely many differ-
entiable real-valued functions with compact support in ]−1, 1[. Such a function
f ∈ D(]−1, 1[) will be said nonnegative (notation f ≥ 0) if it takes only non-
negative real values. A distribution t ∈ D ′(]−1, 1[) is said to be nonnegative
(notation t ≥ 0), if it is nonnegative in the sense of the dual ordering:335
t ≥ 0 in D ′ ⇐⇒ ∀f ∈ D such that f ≥ 0 in D , 〈t, f〉
D′,D ≥ 0.
It is well-known that a nonnegative distribution is a nonnegative measure, that
is, an element of the dual space of the space C0c (]−1, 1[) of all the continuous
functions with compact support in ]−1, 1[. In the particular case where the
distribution t can be identified with a locally integrable function, then t ≥ 0 in
D ′ if and only if it takes nonnegative values almost everywhere.340
This definition will apply in particular to distributions belonging to the
Sobolev spaces Hs(]−1, 1[) with s ∈ R: an element t ∈ Hs(]−1, 1[) will be said
nonnegative (notation t ≥ 0) if the distribution is nonnegative. For s ≥ 0, this
definition reduces to that of functions that are nonnegative almost everywhere.
For s ≤ 0, this definition is consistent with that of the dual ordering for the345
duality 〈Hs0 , H−s〉. Hence, no ambiguity will arise when writing t ≥ 0 for an
arbitrary t ∈ Hs(]−1, 1[). In the sequel, we will frequently meet quotient spaces
of type Hs/L where L is a finite-dimensional subspace of Hs(]−1, 1[). We
recall that an element t ∈ Hs/L satisfies t ≥ 0 in the sense of the quotient
ordering if there exists at least one nonnegative element in the equivalence class350
of v:
t ≥ 0 in Hs/L ⇐⇒ ∃l ∈ L , t+ l ≥ 0 in Hs.
Finally, a distribution t ∈ D ′(]−1, 1[) is said to be nonpositive (notation
t ≤ 0), if −t is nonnegative. We will also use the notations t1 ≤ t2 or t2 ≥ t1 to
mean t2 − t1 ≥ 0.
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Whenever not confusing, we will frequently use the same notation for the
equivalence class ψ¯ ∈ H0 = H1/2(−1, 1)/C and one of its arbitrary element
ψ¯ ∈ H1/2(−1, 1). Recalling the splitting tn = t˜n − Pt0, with t˜n ∈ H ′0, this abuse
helps in making the contact conditions explicit:
∃C ∈ R, u¯n − ψ¯ + C ≤ 0, t˜n − Pt0 ≤ 0,
0 = (t˜n − Pt0)(u¯n − ψ¯ + C) ∈ D ′(]−1, 1[), (11)
which entails that
〈
t˜n − Pt0, u¯n − ψ¯ + C
〉
H−1/2,H1/2 = 0.355
Given ψ¯ ∈ H0, we set:
K0
def
=
{
uˆ ∈ H0
∣∣ uˆ− ψ¯ ≤ 0}, (12)
K ′0
def
=
{
tˆ ∈ H ′0
∣∣ tˆ− Pt0 ≤ 0},
and:
ϕ(uˆ)
def
=
∣∣∣∣∣∣∣
inf
C | uˆ−ψ¯+C≤0
〈
−Pt0, uˆ− ψ¯ + C
〉
H−1/2,H1/2
, if uˆ ∈ K0,
+∞, otherwise,
=
∣∣∣∣∣∣∣
〈
−Pt0, u¯n − ψ¯ − ess sup
]−1,1[
(uˆ− ψ¯)
〉
H−1/2,H1/2
, if uˆ ∈ K0,
+∞, otherwise,
(13)
where the fact P ≥ 0 was used.
Lemma 4. For P ≥ 0, the functional ϕ is proper, lower semicontinuous on H0
and convex.
Proof. Since ϕ(uˆ) = 〈ess sup(uˆ − ψ¯) − (uˆ − ψ¯), P t0〉, it is obvious that ϕ is
convex. If a sequence (un)n∈N converges strongly in H1/2(−1, 1) (or even in360
L2(−1, 1)) towards u and, if:
∀n ∈ N, for a.a. x ∈ ]−1, 1[ , un(x) ≤M,
for some M ∈ R, then:
for a.a. x ∈ ]−1, 1[ , u(x) ≤M.
Therefore:
ess sup
]−1,1[
u ≤ lim inf
n→+∞ ess sup]−1,1[
un,
and the functional uˆ 7→ ess sup]−1,1[ uˆ is lower semicontinuous on H1/2(−1, 1).
This entails the lower semicontinuity of ϕ on H0. 365
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Proposition 5. Given P > 0, u¯n ∈ H0 and t˜n ∈ H ′0, the contact conditions (11)
can be equivalently rewritten as (i) or (ii) with:
(i) t˜n ∈ K ′0 and ∀tˆ ∈ K ′0,
〈
tˆ− t˜n, u¯n − ψ¯
〉
H′0,H0
≥ 0,
(ii) u¯n ∈ K0 and ∀uˆ ∈ K0,
〈
t˜n, uˆ− u¯n
〉
H′0,H0
+ ϕ(uˆ)− ϕ(u¯n) ≥ 0.
Proof.370
The fact that the contact conditions (11) imply (i) is obvious. Reciprocally,
assume that (i) is true. Since t˜n ∈ K ′0, t˜n − Pt0 is an element of H−1/2(−1, 1)
which is also a nonpositive measure. Pick u¯n, ψ¯ ∈ H1/2(−1, 1) in the respective
equivalence classes. Since t0 ∈ H−1/2(−1, 1), there exists a unique C ∈ R such
that:375
PC =
〈
t˜n − Pt0, u¯n − ψ¯
〉
H−1/2,H1/2
,
that is: 〈
t˜n − Pt0, u¯n − ψ¯ + C
〉
H−1/2,H1/2
= 0. (14)
Therefore:
∀tˆ ∈ K ′0,
〈
tˆ− Pt0, u¯n − ψ¯ + C
〉
H−1/2,H1/2
≥ 0. (15)
Set:
S
def
= Supp 〈u¯n(x)− ψ¯(x) + C〉+,
where 〈x〉+ = max{x, 0} stands for the positive part. If the Lebesgue measure
of S was not equal to zero, then, choosing:380
tˆ(x) =
∣∣∣∣∣ Pt0(x), if x ∈ ]−1, 1[ \ S,− 1measS ∫]−1,1[\S Pt0, if x ∈ S,
in formula (15) would lead to contradiction. Therefore measS = 0, that is
u¯n−ψ¯+C ≤ 0 almost everywhere in ]−1, 1[. Finally, u¯n−ψ¯+C is integrable with
respect to the measure t˜n−Pt0, thanks to formula (14), and (t˜n−Pt0)(u¯n−ψ¯+C)
is nothing but the null measure.
Let us now prove the equivalence between the contact condition (11) and385
statement (ii). First note that t˜ = Pt0 being impossible (since P > 0), the
constant C appearing in (11) is unique and must equal − ess sup(u¯n − ψ¯).
It is therefore obvious that the contact condition (11) implies statement (ii).
Reciprocally, let us assume that statement (ii) holds true. Applying it with the
two choices uˆ = ψ¯ and uˆ = ψ¯ + 2(u¯n − ψ¯) gives:390 〈
t˜n − Pt0, u¯n − ψ¯ − ess sup(u¯n − ψ¯)
〉
H−1/2,H1/2
= 0.
Therefore:
∀uˆ ∈ K0,
〈
t˜n − Pt0, uˆ− ψ¯ − ess sup(uˆ− ψ¯)
〉
H−1/2,H1/2
≥ 0,
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and, since t˜n ∈ H ′0, P > 0:
∀uˆ ∈ K0, ∀C ∈ R+
〈
t˜n−Pt0, uˆ− ψ¯− ess sup(uˆ− ψ¯)−C
〉
H−1/2,H1/2
≥ 0,
which can be summarized as:
∀uˆ ∈ H1/2(−1, 1) such that: uˆ ≤ 0,
〈
t˜n − Pt0, uˆ
〉
H−1/2,H1/2
≥ 0.
This is nothing but t˜n − Pt0 ≤ 0. Finally, take an arbitrary function ρ ∈
D(]−1, 1[). The function:395
uˆ = ψ¯ +
(
(max ρ)χ]−1,1[ − ρ
)(
u¯n − ψ¯ − ess sup(u¯n − ψ¯)
)
,
belongs to K0 and statement (ii) entails:〈
t˜n − Pt0,
(
u¯n − ψ¯ − ess sup(u¯n − ψ¯)
)
ρ
〉
H−1/2,H1/2
≤ 0,
and since this is true also for −ρ, this inequality is actually an identity. The last
statement in the contact condition (11) is therefore proved. 
Remark. Since ϕ is a proper, convex, lower semicontinuous function on H0
(lemma 4), statement (ii) in proposition 5 can be expressed in the language of400
subdifferentials as:
−t˜n ∈ ∂ϕ
[
u¯n
]
.
Similarly, setting:
ϕ∗
(−tˆ) def= −〈ψ¯, tˆ〉
H0,H′0
+ IK′0
(
tˆ
)
, (16)
(where IS denotes the indicator function of S, that is, taking the value 0 on S
and +∞ outside), statement (i) reads as:
u¯n ∈ ∂ϕ∗
[−t˜n],
showing that ϕ is nothing but the Legendre-Fenchel conjugate of ϕ∗ (up to some405
additive constant), and reciprocally.
Making use of the above definition and results, we have the following weak
formulation for the formal problem (3) governing the normal component tn (or
equivalently t˜n) of the surface traction exerted by the moving obstacle.
Problem I′. Let f ∈ R, P be positive and ψ¯ ∈ H0. Find t˜n ∈ K ′0 such that:410
∀tˆ ∈ K ′0, b
(
t˜n, tˆ− t˜n
) ≥ 〈ψ¯, tˆ− t˜n〉
H0,H′0
.
Straightforwardly applying the Lions-Stampacchia theorem (see [1] or theorem 25
of which the Lions-Stampacchia theorem is a particular case) gives:
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Proposition 6. Problem I ′ has a unique solution.
To obtain the dual formulation of problem I′, we first construct the dual
bilinear form defined by:415
a
(
u1, u2
) def
=
〈
u1,L (u2)
〉
= b
(
L (u1),L (u2)
)
.
Since L : H0 → H ′0 is continuous and one-to-one, a is continuous and coercive
on H0, thanks to the open mapping theorem. This definition associated with
the dual form of the contact conditions based on proposition 5, makes it possible
to give the dual formulation of problem I′:
Problem I. Let f ∈ R, P be positive and ψ¯ ∈ H0. Find u¯n ∈ K0 such that:420
∀uˆ ∈ K0, a
(
uˆ− u¯n, u¯n
)
+ ϕ(uˆ)− ϕ(u¯n) ≥ 0,
where t0(x) is the function defined by formula (8).
Proposition 7. Problem I has a unique solution. The unique solutions t˜n and
u¯n of problems I′ and I are linked by the relationship:
t˜n = L (u¯n).
Proof. Note that the mapping uˆ 7→ 〈ess sup(uˆ)− uˆ, P t0〉 is not linear, so that
the Lions-Stampacchia theorem cannot be directly applied to yield a solution425
of problem I. However, the extension of the Lions-Stampacchia theorem that is
provided in appendix A (theorem 25) together with lemma 4 yields a unique
solution of problem I. Another proof can also be proposed. Indeed, taking t˜n
the unique solution of problem I′ provided by proposition 6 and setting:
u¯n = L
−1(t˜n),
we get a solution of problem I, thanks to proposition 5. This solution is the only430
one, thanks to the coercivity of the bilinear form a. 
Summing up, denoting by pv 1/x the distributional derivative of the locally
integrable function log |x|, we have proved the following theorem.
Theorem 8. Let f ∈ R, P be positive and ψ¯ ∈ H1/2(−1, 1). There exists a
unique (u¯n, tn) ∈ H1/2(−1, 1)×H−1/2(−1, 1) such that:435
− 1
pi
tn ∗ pv 1/x+ γ f tn = u¯′n, in ]−1, 1[ ,
u¯n − ψ¯ ≤ 0, tn ≤ 0,
(
u¯n − ψ¯
)
tn = 0,〈
tn, χ]−1,1[
〉
H−1/2,H1/2
= −P.
Finally, if ψ¯ is replaced by ψ¯ + C (C ∈ R), then the corresponding solution is
(u¯n + C, tn).
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To conclude this section about homogeneous friction, we establish the form of
the universal singularities that should be expected in the solutions of problems I
and I′, in the spirit of the singularities of the solutions of linear elasticity in440
polyhedra, as discussed by Grisvard [9].
The following theorem shows that a logarithmic singularity must be expected
at a wedge of the moving indentor.
Theorem 9. Assume that ψ¯′ is piecewise Lipschitz-continuous. If the unique
solution of the problem in theorem 8 is such that contact is achieved in a445
neighbourhood of c ∈ ]−1, 1[, then:
tn =
ψ¯′(c+)− ψ¯′(c−)
1 + (γf)2
(
log |x− c|
pi
+ γf H(x− c)
)
+ θ,
where H is the Heaviside function and θ is a measure whose restriction to a
neighbourhood of c is a continuous function.
Proof. Set:
φ¯(x) = ψ¯′(c−) (x− c)χ]−1,c[(x) + ψ¯′(c+) (x− c)χ]c,1[(x),
where χS is the indicator function of the set S. We have the decomposition:450
tn = L (φ¯) +L (ψ¯ − φ¯) +L (u¯n − ψ¯)− P t0.
Since there exists  > 0 such that ]c− , c+ [ does not meet the support of
u¯n − ψ¯, the restriction of L (u¯n − ψ¯) to ]c− , c+ [ is a C∞ function. Besides,
the function ψ¯′− φ¯′ is Lipschitz-continuous in a neighbourhood of c which entails
that the function L (ψ¯ − φ¯) is continuous in a neighbourhood of c, thanks to
formula (10) and proposition 7 of [5]. Therefore:455
tn = L (φ¯) + θ˜,
for some measure θ˜ whose restriction to a neighbourhood of c is a continuous
function. The claim in the theorem is now a straightforward consequence of
formula (10) and propositions 7 and 8 of [5]. 
Remark. Since tn is a nonpositive measure, proposition 9 entails in particular
that, if active contact is achieved around a wedge of the indentor, then this460
wedge must satisfy:
ψ¯′(c+) ≥ ψ¯′(c−),
otherwise (reentrant corner of the obstacle), it is impossible for active contact to
occur all over a neighbourhood of c.
The following theorem describes the singularities that should be expected at
the boundary of the contact zone and shows in particular that the front and rear465
power singularities encountered at the edges of the rigid flat punch are universal.
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Theorem 10. Assume that ψ¯′ is piecewise Lipschitz-continuous. If the unique
solution of problem I is such that contact is achieved in a right-neighbourhood of
c ∈ [−1, 1[, that is, u¯n = ψ¯ in ]c, c+ [, then the following estimates at c hold
true.470
• In the case where c = −1, we have:
tn = − θ−
(1 + x)1/2+α
,
where
α
def
=
1
pi
arctan(γf)
(∈ ]−1/2, 1/2[ ),
and θ− is a measure whose restriction to a right-neighbourhood of x = −1
is a Hölder-continuous function. In the case where θ−(−1) > 0, then the
following estimate holds true:475
u¯′n(x) ∼ −
θ−(−1)
√
1 + γ2f2
|1 + x|1/2+α , as x→ −1− .
• In the case where c > −1 and detachment occurs in a left-neighbourhood
of c, that is u¯n < ψ¯ in ]c− , c[, we have:
tn = −|c− x|1/2−α θ−
where θ− is a measure whose restriction to a right-neighbourhood of x = c
is a Hölder-continuous function.
Similarly, if the unique solution of problem I is such that contact is achieved in a480
left-neighbourhood of c ∈ ]−1, 1], that is, u¯n = ψ¯ in ]c− , c[, then the following
estimates at c hold true.
• In the case where c = 1, we have:
tn = − θ+
(1− x)1/2−α ,
where θ+ is a measure whose restriction to a left-neighbourhood of x = 1
is a Hölder-continuous function. In the case where θ+(1) > 0, then the485
following estimate holds true:
u¯′n(x) ∼
θ+(1)
√
1 + γ2f2
|1− x|1/2−α , as x→ 1 + .
• In the case where c < 1 and detachment occurs in a right-neighborhood of
c, that is u¯n < ψ¯ in ]c, c+ [, we have:
tn = −|x− c|1/2+α θ+
where θ+ is a measure whose restriction to a left-neighbourhood of x = c is
a Hölder-continuous function.490
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Proof. The proof will be developed only for the case where contact occurs in a
right-neighbourhood of c. We first consider the case where c = −1. Set:
φ¯(x) ≡ (x+ 1)ψ¯′(−1+).
We have the decomposition:
tn = L (φ¯) +L (ψ¯ − φ¯) +L (u¯n − ψ¯)− P t0.
Since, u¯n − ψ¯ is supported in [−1 + , 1], the restriction to ]−1,−1 + [ of the
term L (u¯n − ψ¯) is readily seen to equal the product of t0 with a C∞ function.495
Therefore, the claim in the proposition holds true for that term. The term
L (ψ¯ − φ¯) can be developed by means of formula (10). The Cauchy integral in
that expression is seen to be the product of t0 with some Cauchy integral of the
form: I 1
−1
(1 + x′)1+βη(x′)
x′ − x dx
′,
for some positive β and some Hölder-continuous function η. Splitting500
(1 + x′)1+β = (1 + x)(1 + x′)β + (x′ − x)(1 + x′)β ,
it entails:
L (ψ¯ − φ¯) =
(
a′ + (1 + x) θ˜
)
t0,
for some constant a′ ∈ R and some Hölder-continuous function θ˜, thanks to
proposition 7 of [5]. Besides, the term L (φ¯) is:
L (φ¯) =
ψ¯′(−1+)
1 + (γf)2
{
γf − 1
pi
I 1
−1
(1 + x′)
1
2+α(1− x′) 12−α
(1 + x)
1
2+α(1− x) 12−α .
dx′
x′ − x
}
,
=
(
a′′ + b′′(1 + x)
)
t0(x),
thanks to formula (19) in [5]. Finally, it has been proved a little bit more than
claimed:
tn = −a+ (1 + x) θ
(1 + x)1/2+α
,
for some constant a ∈ R and some measure θ whose restriction to a right-
neighbourhood of c = −1 is a Hölder-continuous function. This stronger result505
will be of use to prove the claim in the case c > −1. Since, for x < −1:
u¯′n(x) =
1
pi
∫ 1
−1
tn(x
′)
x′ − x,
the estimate for u¯′n(x) is now a straightforward consequence of proposition 8 in
[5], and:
sinpi(1/2 + α) =
1√
1 + γ2f2
.
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It remains to prove the claim for the case c > −1. By hypothesis, tn vanishes
on ]c− , c[ (taking  smaller if necessary). We denote by t˜n the restriction of tn510
to ]−1, c− [. Then, we denote by u˜n ∈ C∞([c, 1]), the function defined by:
u˜n(x) =
1
pi
∫ c−
−1
t˜n(x
′)
x′ − x,
so that the function u¯n−u˜n defined on [c, 1] is the unique solution of the problem I
where ψ¯ is replaced by ψ¯− u˜n, P is replaced by P +
∫ c−
−1 t˜n and ]−1, 1[ is replaced
by ]c, 1[. Hence, c is the left edge for this new contact problem and the results
of the first part of the proof can be applied, which gives, for x ∈ ]c, 1[:515
tn = −a+ (x− c) θ
(x− c)1/2+α ,
for some constant a ∈ R and some measure θ whose restriction to a right-
neighbourhood of c is a Hölder-continuous function. We must have a ≥ 0. If
a 6= 0, then:
u¯′n(x) ∼ −
a
√
1 + γ2f2
(c− x)1/2+α , as x→ c− .
But this is incompatible with u¯n − ψ¯ ≤ 0 on ]−1, 1[. Therefore a = 0 and the
expected claim is proved. 520
4. Analysis of the case where f(x) = f−χ]−1,0[(x) + f+χ]0,1[(x)
In this section, we focus on the case where the friction coefficient has only
one jump located at x = 0. The complete understanding of that situation will
provide all the necessary tools to handle the more general situation where the
friction coefficient f(x) is an arbitrary step function (synonymously, piecewise525
constant function). From now on, we set:
s(x)
def
= γ f(x),
so that the steady sliding frictional contact problem to solve now reads formally
as:
• 1
pi
I 1
−1
tn(t)
t− x dt+ s(x) tn(x) = u¯
′
n(x),
• ∃C ∈ R, u¯n + C ≤ ψ¯, tn ≤ 0,
(
u¯n + C − ψ¯
)
tn ≡ 0,
•
∫ 1
−1
tn(t) dt = −P,
and we focus on the case where:
s(x) =
∣∣∣∣ s− if x ∈ ]−1, 0[ ,s+ if x ∈ ]0, 1[ ,
23
for two real constants s−, s+ ∈ R. Since the product stˆ is generally undefined
for tˆ ∈ H−1/2(−1, 1), an appropriate functional framework must be designed.
This is the object of the next section.530
4.1. A functional framework
To be able to formulate the corresponding problem, we introduce the space
H
′
defined as the completion of L2(−1, 1) (or C∞([−1, 1])) in the norm:
∥∥ϕ∥∥
H
′
def
=
(∥∥ϕ∥∥2
H−1/2 +
(∫ 1
0
ϕ
)2)1/2
.
It is readily checked that H
′
is a Hilbert space which is contained in H−1/2, and
that the two linear forms defined on C∞([−1, 1]) by:535
ϕ 7→
∫ 0
−1
ϕ, ϕ 7→
∫ 1
0
ϕ,
extend into continuous linear forms over H
′
(this last result is not true if H
′
is
replaced with H−1/2). In the sequel, we will commit the abuse of keeping the
above integral notation for general ϕ ∈ H ′. The dual space H of H ′ is:
H =
{
u+ C χ]0,1[
∣∣ u ∈ H1/2(−1, 1) and C ∈ R},
where χ]0,1[ is the function that takes identically the value 1 on ]0, 1[ and 0
outside.540
Proposition 11. The following embeddings are continuous:
H−1/2(−1, 0)×H−1/2(0, 1) ⊂ H ′ ⊂ H−1/2(−1, 1).
In addition, these three spaces are distinct.
Proof. The restriction operator from H1/2(−1, 1) into H1/2(0, 1) is obviously
continuous. Going to the dual side, it gives the existence of a real constant C
such that:
∀ϕ ∈ H−1/2(−1, 0)×H−1/2(0, 1),∥∥ϕ∥∥
H−1/2(−1,1) ≤ C
∥∥ϕ∥∥
H−1/2(−1,0)×H−1/2(0,1).
The continuity of the second embedding is trivial and that of the first one is
easily deduced from the latter estimate.
For all C ∈ R, the function C + log∣∣log |x/2|∣∣ is in H1/2(−1, 1) (thanks to545
the trace theorem and the fact that C + log
∣∣log |√x2 + y2/2|∣∣ is in H1 of the
unit disk). However, based on theorem 31, the function defined by:∣∣∣∣∣ C + log
∣∣log |x/2|∣∣, if x ∈ ]−1, 0[ ,
0, if x ∈ ]0, 1[ ,
24
is not in H1/2(−1, 1). Therefore, the function:∣∣∣∣∣ log
∣∣log |x/2|∣∣, if x ∈ ]−1, 0[ ,
0, if x ∈ ]0, 1[ ,
is not in H, whereas it is obviously in H1/2(−1, 0) × H1/2(0, 1). These two
spaces are therefore distinct and the same is true of their dual spaces H
′
and550
H−1/2(−1, 0)×H−1/2(0, 1). For the second embedding, the function u defined
by:
u(x) =
∣∣∣∣∣ log
∣∣log |x/2|∣∣− log∣∣log |1/2|∣∣, if x ∈ ]−1, 1[ ,
0, if x /∈ ]−1, 1[ ,
is in H1/2(R). The sequence (un) defined by:
un(x) =
∣∣∣∣∣∣∣∣
0, if x /∈ ]−1, 1[ ,
log
∣∣log |1/(2(n+ 1))|∣∣− log∣∣log |1/2|∣∣, if x ∈ ]− 1(n+1) , 1(n+1)[ ,
log
∣∣log |x/2|∣∣− log∣∣log |1/2|∣∣, otherwise,
converges towards u in H1/2(R). Therefore, the sequence (u′n) converges towards
u′ in H−1/2(R). Since all the u′n are supported in [−1, 1], the sequence of the555
restrictions to [−1, 1] of each u′n converges inH−1/2(−1, 1) towards the restriction
of u′. However: ∫ 1
0
u′n = log
∣∣log |1/2|∣∣− log∣∣log |1/(2(n+ 1))|∣∣,
is unbounded. Finally, u′ is in H−1/2(−1, 1), but not in H ′. 
Theorem 12. We denote by H1/200 (]0, 1[) the Hilbert space (see theorem 31) of
all the functions in H1/2(]0, 1[) such that the extension by zero is in H1/2(]−1, 1[).560
Let t ∈ H ′ be arbitrary. We consider, first, the restriction t|]0,1[ of t to ]0, 1[ and
then, the extension t¯ of this restriction, by zero to the whole real line R. Then,
t¯ is a distribution on R (such a result fails to be true for t ∈ H−1/2(−1, 1) in
general). Therefore, denoting by H(·) the Heaviside function, the convolution
product H ∗ t¯ is well-defined in the sense of Schwartz’s distributions. In addition,565
the restriction of H ∗ t¯ to the interval ]0, 1[ is in H1/200 (]0, 1[), and the continuity
estimate:
∀t1, t2 ∈ H ′,
〈
t¯1, H ∗ t¯2
〉
≤M ∥∥t1∥∥H′ ∥∥t2∥∥H′ ,
holds true for some real constant M independent of t1 and t2.
Proof. Let t ∈ H ′ and ϕ ∈ C∞c (R) be arbitrary. The restriction of ϕ(·)− ϕ(0)
to ]0, 1[ is in H1/200 (]0, 1[) and we therefore have:〈
t¯, ϕ− ϕ(0)
〉
≤ C ∥∥ϕ− ϕ(0)∥∥
H
1/2
00 (]0,1[)
,
≤ C ′ ∥∥ϕ− ϕ(0)∥∥
C1([−1,1]),
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for some constants C,C ′ ∈ R. Since:〈
t¯, ϕ(0)
〉
=
〈
t¯, ϕ(0)χ]0,1[
〉
= ϕ(0)
∫ 1
0
t¯ = ϕ(0)
∫ 1
0
t,
it is readily seen that t¯ defines a Schwartz distribution (of order 1) on R. Note570
that if t is only in H−1/2(−1, 1) (instead of H ′), then the restriction t|]0,1[
of t to ]0, 1[ is only in H1/200
′
(]0, 1[) which does not make it possible to define
〈t|]0,1[, χ]0,1[〉 in general.
Now, take t ∈ H ′ arbitrary and ϕn a sequence in C∞c (]−1, 1[) that converges
strongly towards t in H
′
. The sequence H ∗ ϕn =
∫ x
−1 ϕn converges towards575
H ∗ t in the sense of distributions. Similarly, H ∗ ϕ¯n converges towards H ∗ t¯
in the sense of distributions. Thanks to the use of the Fourier transform, the
continuity property:
∀t ∈ H−1/2(−1, 1), ∥∥H ∗ t∥∥
H1/2(−1,1) ≤M
∥∥t∥∥
H−1/2(−1,1),
holds true, for some real constant independent of t. But, H ∗ ϕ¯n is nothing but
the C∞ function equalling 0 on ]−1, 0[ and H ∗ϕn −
∫ 0
−1 ϕn on ]0, 1[. Therefore,580 ∥∥H ∗ ϕ¯n∥∥H1/2(−1,1) ≤M ∥∥ϕn∥∥H−1/2(−1,1) + ∣∣∣∣∫ 0−1 ϕn
∣∣∣∣ ≤M ′ ∥∥ϕn∥∥H′ ,
for some constant M ′ independent of n. Hence, H ∗ ϕ¯n converges to some
function in H1/2(−1, 1) which is supported in [0, 1[. This limit must equal H ∗ t¯.
We therefore have proved:
∀t ∈ H ′, ∥∥H ∗ t¯∥∥
H
1/2
00 (0,1)
≤M∥∥t∥∥
H
′ ,
for some (other) real constant M independent of t. This is enough to get the
whole claim in the theorem. 585
Theorem 13. The bilinear mapping defined for ϕ1, ϕ2 ∈ C∞([−1, 1]) by:
(ϕ1, ϕ2) 7→
∫ 1
−1
ϕ1(x)
∫ x
−1
s(x′)ϕ2(x′) dx′ dx,
defines a continuous bilinear mapping on H
′ ×H ′.
Proof.
Step 1. Case where s(x) is constant.
Let us note that in the particular case where s(x) is constant, the linear590
mapping under consideration is nothing but:
s
〈
ϕ1 , ϕ2 ∗H
〉
H−1/2(−1,1),H1/2(−1,1)
26
where H(x) denotes the Heaviside function and ϕ2 ∗H denotes the convolution
product of H with the extension by 0 on the whole line of ϕ2. The extension of an
arbitrary distribution in H−1/2(−1, 1) by 0 outside ]−1, 1[ is in H−1/2(R). The
convolution with H(x) is in H1/2loc (R) (because its derivative is in H
−1/2(R)) and595
the restriction of this convolution product to ]−1, 1[ is therefore in H1/2(]−1, 1[).
This bilinear mapping is therefore continuous on H−1/2(−1, 1)×H−1/2(−1, 1).
By proposition 11, it is therefore continuous on H
′ × H ′. Hence, it is now
sufficient to prove theorem 13 in the particular case where s− = 0 and s+ = 1
which will be assumed from now on.600
Step 2. Case where s− = 0 and s+ = 1.
Take t1, t2 ∈ H ′. With the same notations as the ones in theorem 12, the
bilinear form under consideration is nothing but:〈
t¯1, H ∗ t¯2
〉 ≤M ∥∥t1∥∥H′ ∥∥t2∥∥H′ ,
which is well-defined and continuous, thanks to theorem 12. 
Theorem 13 shows that the bilinear form:605
b
(
t1, t2
) def
= − 1
pi
〈
t1 ∗ log |x|, t2
〉
H1/2,H−1/2
+
〈∫ x
−1
st1, t2
〉
H,H
′
,
is continuous on H
′
. As previously, we focus on the closed subspace H
′
0 of H
′
defined by:
H
′
0
def
=
{
tˆ ∈ H ′ ∣∣ 〈tˆ, χ]−1,1[〉
H
′
,H
= 0
}
.
In order to analyse the coercivity of b on H
′
0, we are led to perform the
following calculation, for arbitrary p ∈ C∞([−1, 1]):
− 1
pi
∫ 1
−1
∫ 1
−1
p(x) p(t) log |x− t| dt dx+
∫ 1
−1
∫ x
−1
s(t) p(t) p(x) dt dx+
C
(∫ 1
−1
sp
)(∫ 1
−1
p
)
= − 1
pi
∫ 1
−1
∫ 1
−1
p(x) p(t) log |x− t|dt dx+ s+ − s−
2
(∫ 1
0
p
)2
+
s−(1 + 2C)
2
(∫ 1
−1
p
)2
+
(
s+ − s−
)
C
(∫ 1
−1
p
)(∫ 1
0
p
)
. (17)
A surprising fact happens: under the condition that s+ > s−, the bilinear
form is coercive on H
′
0, but it is not even nonnegative on H
′
0 in the case
s+ < s− (otherwise, one would have H
′
= H−1/2, which is not true thanks to610
proposition 11). We must therefore study these two cases separately.
4.2. Analysis of the case s+ > s−
Based on theorem 36 in appendix C, the function
t0(x) =
eτ(x)
pi(1− x)√1 + s2(x) ,
27
where:
τ(x) =
1
pi
I 1
−1
arctan
]0,pi[
(−1/s(x′)) dx′
x′ − x,
is in Lp(−1, 1) for some p > 1, is positive and satisfies:615
∀tˆ ∈ H ′0, b
(
t0, tˆ
)
= 0.
In addition, ∫ 1
−1
t0(x
′) dx′ = 1
thanks to the identity proved in the step 1 of the proof of theorem 14 of [5] (used
with the choices λ = −1 and x = 1). As previously, the function t0 is going to
be used to make a shift of the unknown in the steady sliding frictional contact
problem. We set:620
K
′
0
def
=
{
tˆ ∈ H ′0
∣∣ tˆ− Pt0 ≤ 0},
Since t0 is positive, K
′
0 is a nonempty closed convex subset of H
′
0. The dual
space H0 of H
′
0 is the quotient space H/C (where C is the line of all the constant
functions on ]−1, 1[).
Making the shift of unknown:
tn = t˜n − Pt0,
the steady sliding frictional contact problem now reads as follows.625
Problem II′. Let ψ¯ ∈ H0 ⊃ H1/2(−1, 1)/C . Find t˜n ∈ K ′0 such that:
∀tˆ ∈ K ′0, b
(
t˜n, tˆ− t˜n
) ≥ 〈ψ¯, tˆ− t˜n〉
H0,H
′
0
.
Since in the case s+ > s−, b is continuous and coercive on H
′
0, we have
already proved the
Proposition 14. Assume that s+ > s−, then problem II ′ has a unique solution.
For arbitrary u ∈ H0, there exists a unique t˜ ∈ H ′0 such that:630
∀tˆ ∈ H ′0, b
(
t˜, tˆ
)
=
〈
u, tˆ
〉
H0,H
′
0
.
Setting t˜ = L (u), we obtain a continuous linear mapping from H0 onto H
′
0 (take
t˜ ∈ H ′0 arbitrary, then tˆ 7→ b(t˜, tˆ) defines a continuous linear form u ∈ H
′′
0 = H0
and we have t˜ = L (u)). The space H0 = H1/2/C is identified to a closed
subspace (with codimension 1) of H0. Thanks to theorem 36, the restriction of
L to W 1,∞(−1, 1)/C is given by:635
L (u) =
s(x)u′(x)
1 + s2(x)
− e
τ(x)
(1− x)√1 + s2(x) 1pi
I 1
−1
u′(x′) (1− x′) e−τ(x′)√
1 + s2(x′)
.
dx′
x′ − x,
(18)
28
where:
τ(x) =
1
pi
I 1
−1
arctan
]0,pi[
(−1/s(x′)) dx′
x′ − x.
Recalling:
t0(x) =
eτ(x)
pi(1− x)√1 + s2(x) , (19)
any t ∈ H−1/2(−1, 1) can be decomposed into:
t = L (u) + t0
〈
t, χ]−1,1[
〉
H−1/2,H1/2
,
for some u ∈ H0.
Remark 1. The step function χ]0,1[ + C is in H0 and the question of what640
τ
def
= L (χ]0,1[ + C) ∈ H ′0 is arises. It satisfies:
− 1
pi
τ ∗ vp 1
x
+ s τ = δ, in ]−1, 1[ ,
where vp 1/x is the distributional derivative of log |x| and δ the Dirac measure.
Since the Hilbert transform maps Lp(−1, 1) into Lp(−1, 1) for all p ∈ ]1,∞[, it
is readily checked that:
∀p ∈ ]1,∞[ , τ /∈ Lp(−1, 1).
I do not know any explicit expression for τ .645
Remark 2. In problem II′, the function ψ¯ describing the geometry of the
obstacle is allowed to be not only in H1/2(−1, 1)/C but in H0. In particular,
ψ¯ may have a jump at 0, which is not allowed in problem I′. Hence, the
new functional framework displayed in section 4.1 is appropriate to deal with
discontinuities not only in the friction coefficient, but also in the shape of the650
obstacle.
The bilinear form:
a
(
u1, u2
) def
=
〈
u1,L (u2)
〉
= b
(
L (u1),L (u2)
)
,
is continuous and coercive on H0 (we recall that H0 is the quotient space H/C
where C is the line of all the constant functions on ]−1, 1[). It is recalled that an
element uˆ ∈ H0 will be said nonpositive (notation uˆ ≤ 0) if one (and therefore655
all) element of its equivalence class is (essentially) bounded by above. We define:
K0
def
=
{
uˆ ∈ H0
∣∣ uˆ− ψ¯ ≤ 0},
29
which is a nonempty closed convex subset of H0 and:
ϕ(uˆ)
def
=
∣∣∣∣∣∣∣
inf
C | uˆ−ψ¯+C≤0
〈
−Pt0, uˆ− ψ¯ + C
〉
H
′
,H
, if uˆ ∈ K0,
+∞, otherwise,
=
∣∣∣∣∣∣∣
〈
−Pt0, u¯n − ψ¯ − ess sup
]−1,1[
(uˆ− ψ¯)
〉
H
′
,H
, if uˆ ∈ K0,
+∞, otherwise,
where P ≥ 0 is assumed and where t0(x) is the function defined by formula (19).
Note that the functional ϕ is well-defined over the space H0. Lemma 4 is
readily seen to extend to this new definition of ϕ, so that ϕ is proper, lower
semicontinuous on H0 and convex. Making use of proposition 5 (which can be660
readily seen to extend to the case where ψ¯ ∈ H0), we obtain the dual formulation
of problem II′:
Problem II. Let P ∈ R be positive, and ψ¯ ∈ H0 ⊃ H1/2(−1, 1)/C . Find
u¯n ∈ K0 such that:
∀uˆ ∈ K0, a
(
uˆ− u¯n, u¯n
)
+ ϕ
(
uˆ
)− ϕ(u¯n) ≥ 0.
Proposition 15. Assume that s+ > s−, then problem II has a unique solution.665
The solution u¯n ∈ H0 of problem II belongs actually to H1/2(−1, 1)/C . The
solutions tn and u¯n of problems II′ and II are linked by the relationship:
t˜n = L (u¯n).
Proof. The bilinear form a is continuous and coercive on H0. The extension
of the Lions-Stampacchia theorem that is provided in appendix A (theorem 25)
yields a unique solution of problem II. By proposition 5 (which can be readily670
seen to extend to the case where ψ¯ ∈ H0), we obtain easily:
t˜n = L (u¯n).
Since u¯n ∈ H0 = (H1/2 + Rχ]0,1[)/C , we have u¯′n = u˜′n + Cδ, for some
u˜n ∈ H1/2/C and C ∈ R. Therefore:
− 1
pi
t˜n ∗ vp 1
x
− u˜′n = Cδ − s t˜n, in ]−1, 1[ ,
where vp 1/x is the distributional derivative of log |x| and δ the Dirac measure.
But, t˜n being in H−1/2(−1, 1) and u˜n being in H1/2(−1, 1)/C , the left member675
of this equality belongs to H1/200
′
(−1, 1). Since tn is a nonpositive distribution
30
and is therefore a measure on ]−1, 1[ which has finite total mass, t˜n is a Radon
measure which belongs to H−1/2(−1, 1). Hence the right member of the equality
is a Radon measure. Thanks to proposition 35, this measure has no atom. Since
t˜n and therefore s t˜n have no atoms, we necessarily have C = 0 and the expected680
conclusion follows. 
Summing up, we have proved the following theorem.
Theorem 16. Let P ∈ R be positive, s : ]−1, 1[ → R the function defined by
s = s− χ]−1,0[ + s+ χ]0,1[ with s− < s+ and ψ¯ ∈ H1/2(−1, 1) +Rχ]0,1[. Then,
there exists a unique (u¯n, tn) ∈ H1/2(−1, 1)×H ′ such that:685
− 1
pi
tn ∗ pv 1/x+ s tn = u¯′n, in ]−1, 1[ ,
u¯n − ψ¯ ≤ 0, tn ≤ 0,
(
u¯n − ψ¯
)
tn = 0,〈
tn, χ]−1,1[
〉
H−1/2,H1/2
= −P.
Finally, if ψ¯ is replaced by ψ¯ + C (C ∈ R), then the corresponding solution is
(u¯n + C, tn).
The solution of problem II′ is explicit in the case where the moving obstacle
is a rigid flat punch (ψ¯ ≡ 0). Based on theorem 36, the explicit solution in that
case, is given by690
tn(x) = −Pt0(x),
where t0(x) is the function defined by formula (19). This distribution of surface
traction under the punch exhibits a singularity at the place where a jump in
the friction coefficient occurs. More precisely, the function t0(x) behaves in the
neighbourhood of x = 0 as:
t0(x) ∼ 1
pi|x||β|
√
1 + s2−
, as x→ 0−,
t0(x) ∼ 1
pi|x||β|
√
1 + s2+
, as x→ 0+,
where695
β
def
=
1
pi
arctan
]0,pi[
(−1/s−)− 1
pi
arctan
]0,pi[
(−1/s+),
is in ]−1, 0[ because of the condition s+ > s−. This asymptotic behaviour is
actually universal with respect to the shape of the obstacle, as seen in the next
theorem.
Theorem 17. Assume that ψ¯′ is piecewise Lipschitz-continuous. In the case
s+ > s−, if the unique solution of problem II is such that the point x = 0 (where700
31
is the jump in the friction coefficient) is an interior point of the contact set (the
support of tn), then:
tn = − θ|x||β|√1 + s2(x) ,
where
β
def
=
1
pi
arctan
]0,pi[
(−1/s−)− 1
pi
arctan
]0,pi[
(−1/s+),
is in ]−1, 0[ because of the condition s+ > s−, and θ is a nonnegative measure on
]−1, 1[ whose restriction to a neighbourhood of x = 0 is a continuous continuous705
function.
Proof. Set:
φ¯(x) = ψ¯′(0−)xχ]−1,0[(x) + ψ¯′(0+)xχ]0,1[(x),
where χS is the indicator function of the set S. We have the decomposition:
tn = L (φ¯) +L (ψ¯ − φ¯) +L (u¯n − ψ¯)− P t0.
Since there exists  > 0 such that ]c− , c+ [ does not meet the support of u¯n−ψ¯,
the restriction of L (u¯n − ψ¯) to ]c− , c+ [ is the product of t0 with some C∞710
function. Besides, the function ψ¯′−φ¯′ is Lipschitz-continuous in a neighbourhood
of 0 which entails that the restriction of L (ψ¯− φ¯) to a neighbourhood of 0, is the
product of t0 with a continous function, thanks to formula (18) and proposition 7
of [5]. Therefore, the claim in the theorem holds true for the last three terms
in the above expression of tn(x). It remains only to prove that it also holds715
true for L (φ¯). But, this is a straightforward consequence of formula (18) and
proposition 7 of [5]. 
4.3. Analysis of the case s+ = s−
In this section, we analyse the case where s is a constant function as in
section 3, but we now admit ψ¯ ∈ H0 ⊃ H0 = H1/2(−1, 1)/C . The function720
ψ¯ may therefore have a jump at x = 0, which was precluded in the case
ψ¯ ∈ H1/2(−1, 1)/C analysed in section 3 . The necessary adaptation is going to
be described.
First, note that the definition (12) of K0 still makes sense in the case ψ¯ ∈ H0
and K0 is still a closed convex subset on H0. To check that it is nonempty,725
just set ψ¯ = ψ˜ + Cχ]0,1[ with ψ˜ ∈ H0 and note that ψ˜ ∈ K0. Based on this
simple observation, the formulation of the problem governing the normal surface
displacement remains unchanged.
Problem III. Let s, P ∈ R, P be positive, and ψ¯ ∈ H0. Find u¯n ∈ K0 such
that:730
∀uˆ ∈ K0, a
(
uˆ− u¯n, u¯n
)
+ ϕ
(
uˆ
)− ϕ(u¯n) ≥ 0,
where ϕ is the functional defined by formula (13).
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Problem III has a unique solution, thanks to theorem 25 in appendix A. Let
us turn now to the dual problem. Note that K ′0 contains only Radon measures
with no atom so that actually K
′
0 = K
′
0, and the problem governing the normal
surface traction remains unchanged.735
Problem III′. Let ψ¯ ∈ H0 ⊃ H1/2(−1, 1)/C . Find t˜n ∈ K ′0 such that:
∀tˆ ∈ K ′0, b
(
t˜n, tˆ− t˜n
) ≥ 〈ψ¯, tˆ− t˜n〉
H0,H
′
0
.
In this case, b is coercive on H ′0, but it is not coercive on H
′
0, and ψ¯ ∈ H0,
but ψ¯ /∈ H0 in general. Problem III′ can therefore not be solved by use of the
Lions-Stampacchia theorem. However, Problem III′ has a unique solution thanks740
to theorem 25 and the following lemma.
Lemma 18. The functional defined on H ′0 by:
ϕ∗(−tˆ) def=
∣∣∣∣∣∣
〈−tˆ, ψ¯〉
H
′
0,H0
, if tˆ ∈ K ′0,
+∞, otherwise,
is proper, convex and lower semicontinuous on H ′0.
Proof. First, note that the functional is obviously proper and convex. Now, pick
t∞ ∈ K ′0 and a sequence (tn) in K
′
0 that converges strongly in H ′0 towards t∞.745
The sequence (tn) must converge weakly-* in the space of measures towards t∞.
Hence, the sequence (
∫ 1
0
tn) converges towards (
∫ 1
0
t∞). This entails that the
sequence (tn) converges weakly in H
′
0 towards t∞, and therefore limϕ∗(tn) =
ϕ∗(t∞). This is enough to get the lower semicontinuity of ϕ∗ on H ′0. 
The solutions u¯n and t˜n of problems III and III′ are connected by:750
t˜n = L (u¯n),
thanks to proposition 5 (which can be readily seen to extend to the case where
ψ¯ ∈ H0).
Summing up, theorem 8 holds true not only for ψ¯ ∈ H1/2(−1, 1), but also
for ψ¯ ∈ H1/2(−1, 1) +Rχ]0,1[.
4.4. Analysis of the case s+ < s−755
In that case, the bilinear form b is not coercive in H
′
0.
To get insight into this case, let us examine the situation of the particular
case of the rigid flat punch, that is, ψ¯ ≡ 0. Reproducing the same reasoning as
that in the proof of proposition 2 of [5], it can be proved that any solution of the
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steady sliding frictional contact problem such that tn ∈ ∪p>1Lp(−1, 1) achieves
active contact everywhere below the punch: u¯n ≡ 0. Therefore, tn must solve
the following problem.
• 1
pi
I 1
−1
tn(x
′)
x′ − x dx
′ + s(x) tn(x) = 0, for a.a. x ∈ ]−1, 1[ ,
•
∫ 1
−1
tn(x
′) dx′ = −P.
Thanks to theorem 36 in appendix C, all the solutions in ∪p>1Lp(−1, 1) of this
singular integral equation are:
tn(x) = − P e
τ(x)
(1− x)√s2(x) + 1
(∫ 1
−1
eτ(x
′) dx′
(1− x′)√1 + s2(x′)
)−1
+
C eτ(x)
pix(1− x)√s2(x) + 1 ,
where C ∈ R is an arbitrary constant. Note that the identity proved in the step
1 of the proof of theorem 14 of [5] (with the choices λ = −1 and x = 1), gives:∫ 1
−1
eτ(x
′) dx′
(1− x′)√1 + s2(x′) = pi.
The fact that the above linear problem admits infinitely many solutions is another
proof of the fact that the bilinear form b is not coercive in H
′
0. An interesting fact760
arises: although the linear problem has infinitely many solutions, there is only
exactly one of these solutions which is a nonpositive function: that corresponding
to the choice C = 0. Therefore, the steady sliding contact problem has one and
only one solution in ∪p>1Lp(−1, 1). It reads as:
tn(x) = − P e
τ(x)
pi(1− x)√s2(x) + 1 .
It is interesting to note that the asymptotic behaviour of that solution in the765
neighbourhood of x = 0 is now given by:
tn(x) ∼ P |x|
β
pi
√
1 + s2−
, as x→ 0−,
tn(x) ∼ P |x|
β
pi
√
1 + s2+
, as x→ 0+,
(20)
where
β
def
=
1
pi
arctan
]0,pi[
(−1/s−)− 1
pi
arctan
]0,pi[
(−1/s+),
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is in ]0, 1[ because of the condition s+ < s−. Therefore, tn(x) is now locally
bounded around x = 0 (see figure 4).
We have therefore discovered a fact of engineering importance. In the770
situation, where a rigid punch with two different coatings (producing two different
friction coefficients with a jump at some point) is steadily sliding along the
boundary of some linearly elastic body, there is a singularity of the surface
traction at the jump in the case where the largest friction coefficient is front,
whereas the surface traction is locally bounded at the jump when the largest775
friction coefficient is rear.
So, in the case s+ < s−, the bilinear form b is coercive neither in H
′
nor in
H
′
0. A glance at theorem 36 in appendix C shows that, in the case s+ < s−, the
functions
C0 t0(x) + C1 t1(x) =
(C0x+ C1)e
τ(x)
pix(1− x)√s2(x) + 1 , (21)
where:780
τ(x) =
1
pi
I 1
−1
arctan
]0,pi[
(−1/s(x′)) dx′
x′ − x,
and C0, C1 ∈ R, are all in Lp(−1, 1) for some p > 1, and satisfy:
∀C0, C1 ∈ R, ∀tˆ ∈ H ′0, b
(
C0 t0 + C1 t1, tˆ
)
= 0.
In addition, t0 is positive, the restriction of t1 to ]−1, 0[ is negative and the
restriction of t1 to ]0, 1[ is positive. Furthermore, we have:∫ 1
−1
t0(x) dx = 1,
∫ 1
−1
t1(x) dx = 0.
Formula (17) shows that b is not coercive in H
′
0. However, it is coercive in
the space:785
H
′
00
def
=
{
t ∈ H ′
∣∣∣∣ ∫ 0−1 t˜ =
∫ 1
0
t˜ = 0
}
,
which is clearly a subspace of codimension 2 in H
′
and a subspace of codimension
1 in H
′
0. The restriction of b to H
′
00 is continuous and coercive. The dual space
of H
′
00 is H00 = H0/(Rχ]0,1[) which can be identified to H0 = H1/2(−1, 1)/C .
Therefore, for arbitrary u ∈ H00 ' H0, there exists a unique t ∈ H ′00 such that:
∀tˆ ∈ H ′00, b
(
t, tˆ
)
=
〈
u, tˆ
〉
.
Setting t = L
′
(u), we obtain a continuous linear mapping from H00 onto H
′
00.790
The distribution t satisfies:
− 1
pi
t ∗ pv 1/x+ s t = u′ + C δ, in ]−1, 1[ ,
35
for some C ∈ R. In the sequel, it will be desirable to ensure that C = 0. This
fact is equivalent to:
∀tˆ ∈ H ′0, b
(
t, tˆ
)
=
〈
u, tˆ
〉
,
which is itself equivalent to b(t, t1) =
〈
u, t1
〉
, due to the fact that H
′
0 = H
′
00+Rt1.
Proposition 19. The unique solution t = L
′
(u) in H
′
00 of the variational795
equality:
∀tˆ ∈ H ′00, b
(
t, tˆ
)
=
〈
u, tˆ
〉
,
actually satisfies:
∀tˆ ∈ H ′0, b
(
t, tˆ
)
=
〈
u, tˆ
〉
.
Furthermore, for u ∈W 1,∞(−1, 1)/C ⊂ H1/2(−1, 1)/C = H0, L ′(u) ∈ H ′00 is
given by:
L
′
(u) =
s(x)u′(x)
1 + s2(x)
− e
τ(x)
(1− x)√1 + s2(x) 1pi
I 1
−1
u′(x′) (1− x′) e−τ(x′)√
1 + s2(x′)
.
dx′
x′ − x
+ C1(u) t1(x),
where:
t1(x) =
eτ(x)
pix(1− x)√s2(x) + 1 , τ(x) = 1pi
I 1
−1
arctan
]0,pi[
(−1/s(x′)) dx′
x′ − x,
and C1(u) is a real constant which is uniquely determined by the condition
L
′
(u) ∈ H ′00, that is,
∫ 1
0
L
′
(u) = 0.800
Proof. Taking u in W 1,∞(−1, 1), the general solution τ ∈ ∪q>1Lq(−1, 1) of the
singular integral equation:
1
pi
I 1
−1
τ(x′)
x′ − x dx
′ + s(x) τ(x) = u′(x), for a.a. x ∈ ]−1, 1[ ,
is given by:
τ =
s(x)u′(x)
1 + s2(x)
− e
τ(x)
(1− x)√1 + s2(x) 1pi
I 1
−1
u′(x′) (1− x′) e−τ(x′)√
1 + s2(x′)
.
dx′
x′ − x
+
[
xC0 + C1
]
eτ(x)
pix(1− x)√s2(x) + 1 ,
=
s(x)u′(x)
1 + s2(x)
− e
τ(x)
x(1− x)√1 + s2(x) 1pi
I 1
−1
u′(x′)x′(1− x′) e−τ(x′)√
1 + s2(x′)
.
dx′
x′ − x
+
[
xC0 + C
′
1
]
eτ(x)
pix(1− x)√s2(x) + 1 ,
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thanks to theorem 36 of appendix C. Invoking theorem 11 (i) of [5], it can be
readily checked that:∫ 1
−1
{
s(x)u′(x)
1 + s2(x)
− e
τ(x)
(1− x)√1 + s2(x) 1pi
I 1
−1
u′(x′) (1− x′) e−τ(x′)√
1 + s2(x′)
.
dx′
x′ − x
}
dx = 0,
∫ 1
−1
{
s(x)u′(x)
1 + s2(x)
− e
τ(x)
x(1− x)√1 + s2(x) 1pi
I 1
−1
u′(x′)x′(1− x′) e−τ(x′)√
1 + s2(x′)
.
dx′
x′ − x
}
dx = 0.
Therefore:
t¯
def
= τ − t0
∫ 1
−1
τ
=
s(x)u′(x)
1 + s2(x)
− e
τ(x)
(1− x)√1 + s2(x) 1pi
I 1
−1
u′(x′) (1− x′) e−τ(x′)√
1 + s2(x′)
.
dx′
x′ − x + C1t1,
=
s(x)u′(x)
1 + s2(x)
− e
τ(x)
x(1− x)√1 + s2(x) 1pi
I 1
−1
u′(x′)x′(1− x′) e−τ(x′)√
1 + s2(x′)
.
dx′
x′ − x
+ C ′1t1,
belongs to H
′
0. There is only one value of the constant C1 such that it actually
belongs to H
′
00. Making that choice, we adopt the notation t˜ ∈ H
′
00 for t¯. It
satisfies:805
− 1
pi
∫ 1
−1
t˜(x′) log |x′ − x| dx′ +
∫ x
−1
s(x′) t˜(x′) dx′ = u(x) + C,
for all x ∈ ]−1, 1[ and some constant C ∈ R. Therefore:
∀tˆ ∈ H ′0, b
(
t¯, tˆ
)
=
〈
u, tˆ
〉
,
which is the expected conclusion t˜ = L
′
(u).
Next, take u ∈ H0 = H1/2(−1, 1)/C arbitrary and let t = L ′(u) ∈ H ′00 be
the unique solution of the variational equality:
∀tˆ ∈ H ′00, b
(
t, tˆ
)
=
〈
u, tˆ
〉
.
We have to prove:810
b
(
t, t1
)
=
〈
u, t1
〉
.
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We define:
l(u) = b
(
L
′
(u), t1
)
− 〈u, t1〉,
which is clearly a continuous linear form on H0 = H1/2(−1, 1)/C . Thanks to
the first part of the proof, this continuous linear form vanishes identically on
W 1,∞(−1, 1)/C . Since W 1,∞(−1, 1) is dense in H1/2(−1, 1), the continuous
linear form l(u) vanishes identically on H0 = H1/2(−1, 1)/C . This is the815
expected conclusion. 
The set:
K
′
00
def
=
{
tˆ ∈ H ′00
∣∣ ∃F ∈ R, tˆ+ Ft1 − Pt0 ≤ 0},
is clearly a closed convex subset of H
′
00. In the case where P ≥ 0, it is nonempty
because it contains 0. Set:
φ∗(tˆ) def=
∣∣∣∣∣∣∣
inf
F | tˆ+Ft1≤Pt0
〈
−ψ¯, tˆ+ Ft1
〉
H0,H
′
0
, if tˆ ∈ K ′00,
+∞, otherwise.
Proposition 20. The functional φ∗ is proper, lower semicontinuous on H
′
00820
and convex.
Proof. Recalling that t0 is positive on ]−1, 1[, t1 is negative on ]−1, 0[ and
positive on ]0, 1[, we have:
tˆ+ Ft1 − Pt0 ≤ 0, with tˆ ∈ H ′00 =⇒
− P
(∫ 0
−1
t0
)
/
(∫ 1
0
t1
)
≤ F ≤ P
(∫ 1
0
t0
)
/
(∫ 1
0
t1
)
.
Therefore, the infimum in the definition of φ∗ is taken over a closed subset of a
bounded real interval and is therefore achieved so that this infimum is actually
a minimum. Taking tˆ1, tˆ2 arbitrary in K
′
00, we therefore have:〈
−ψ¯, tˆ1 + F1t1
〉
H0,H
′
0
= inf
F | tˆ1+Ft1≤Pt0
〈
−ψ¯, tˆ1 + Ft1
〉
H0,H
′
0
,〈
−ψ¯, tˆ2 + F2t1
〉
H0,H
′
0
= inf
F | tˆ2+Ft1≤Pt0
〈
−ψ¯, tˆ2 + Ft1
〉
H0,H
′
0
,
so that:
∀λ ∈ [0, 1], λtˆ1 + (1− λ)tˆ2 +
[
λF1 + (1− λ)F2
]
t1 ≤ Pt0,
and therefore:
∀λ ∈ [0, 1], φ∗
(
λtˆ1 + (1− λ)tˆ2
)
≤ λφ∗(tˆ1) + (1− λ)φ∗(tˆ2),
38
that is, the functional φ∗ is convex. We will now prove that it is also lower
semicontinuous. Let tˆ∞ ∈ K ′00 and a sequence (tˆk)k∈N in K
′
00 converging825
strongly towards tˆ∞. Set:〈
−ψ¯, tˆk + Fkt1
〉
H0,H
′
0
= inf
F | tˆk+Ft1≤Pt0
〈
−ψ¯, tˆk + Ft1
〉
H0,H
′
0
.
We have:
lim inf
k→+∞
〈
−ψ¯, tˆk + Fkt1
〉
H0,H
′
0
=
〈
−ψ¯, tˆ∞ + F∞t1
〉
H0,H
′
0
,
for some F∞ satisfying:
tˆ∞ + F∞t1 ≤ Pt0.
Therefore:
φ∗(tˆ∞) ≤ lim inf
k→+∞
φ∗(tˆk),
that is, φ∗ is lower semicontinuous. 830
Problem IV′. Let ψ¯ ∈ H0 ⊃ H1/2(−1, 1)/C . Find t˜n ∈ K ′00 such that:
∀tˆ ∈ K ′00, b
(
t˜n, tˆ− t˜n
)
+ φ∗(tˆ)− φ∗(t˜n) ≥ 0.
Problem IV′ has a unique solution, thanks to proposition 20 and theorem 25.
The following proposition provides a pointwise interpretation of the solution of
problem IV′.
Proposition 21. Let P ∈ R be positive, u¯n ∈ H0 = H1/2(−1, 1)/R and t˜n ∈835
H
′
00. Then, the two following statements are equivalent.
(i) t˜n ∈ K ′00, and ∀tˆ ∈ K
′
00,
〈
u¯n, tˆ− t˜n
〉
H00,H
′
00
+φ∗(tˆ)−φ∗(t˜n) ≥ 0,
(ii) The function u¯n− ψ¯ is essentially bounded by above and there exists F˜ ∈ R
such that the three following statements hold true in ]−1, 1[:
u¯n −
∫ 1
−1 t1u¯n∫ 1
0
t1
χ]0,1[ − ψ¯ − ess sup
]−1,1[
(
u¯n −
∫ 1
−1 t1u¯n∫ 1
0
t1
χ]0,1[ − ψ¯
)
≤ 0,
t˜n + F˜ t1 − Pt0 ≤ 0,[
u¯n −
∫ 1
−1 t1u¯n∫ 1
0
t1
χ]0,1[ − ψ¯ − ess sup
]−1,1[
(
u¯n −
∫ 1
−1 t1u¯n∫ 1
0
t1
χ]0,1[ − ψ¯
)]
×
×
[
t˜n + F˜ t1 − Pt0
]
= 0.
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Proof.
(ii)⇒(i). Pick tˆ ∈ K ′00 arbitrarily. Since the infimum is taken over a closed
subset of a bounded interval, there exists Fˆ ∈ R such that:〈
−ψ¯, tˆ+ Fˆ t1
〉
H0,H
′
0
= inf
F | tˆ+Ft1≤Pt0
〈
−ψ¯, tˆ+ Ft1
〉
H0,H
′
0
,
tˆ+ Fˆ t1 ≤ Pt0.
Therefore:[
u¯n −
∫ 1
−1 t1u¯n∫ 1
0
t1
χ]0,1[ − ψ¯ − ess sup
]−1,1[
(
u¯n −
∫ 1
−1 t1u¯n∫ 1
0
t1
χ]0,1[ − ψ¯
)]
×
×
[
tˆ+ Fˆ t1 − Pt0 − t˜n − F˜ t1 + Pt0
]
≥ 0.
Integrating over ]−1, 1[, we get:840 〈
u¯n −
∫ 1
−1 t1u¯n∫ 1
0
t1
χ]0,1[ − ψ¯, tˆ+ Fˆ t1 − t˜n − F˜ t1
〉
H0,H
′
0
≥ 0,
that is:〈
u¯n, tˆ− t˜
〉
+ φ∗(tˆ) ≥
〈
−ψ¯, t˜+ F˜ t1
〉
≥ inf
F | t˜n+Ft1≤Pt0
〈
−ψ¯, t˜n + Ft1
〉
= φ∗(t˜n),
which is nothing but (i).
(i)⇒(ii). So we assume that (i) is true. There exists F˜ ∈ R such that:〈
−ψ¯, t˜n + F˜ t1
〉
H0,H
′
0
= inf
F | t˜n+Ft1≤Pt0
〈
−ψ¯, t˜n + Ft1
〉
H0,H
′
0
,
t˜n + F˜ t1 ≤ Pt0,
and we obtain:
∀tˆ ∈ K ′00, ∀Fˆ such that tˆ+ Fˆ t1 ≤ Pt0,〈
u¯n, tˆ− t˜n
〉
H0,H
′
0
−
〈
ψ¯, tˆ+ Fˆ t1 − t˜n − F˜ t1
〉
H0,H
′
0
≥ 0.
Recalling the notation:
K
′
0 =
{
tˆ ∈ H ′0
∣∣ tˆ ≤ Pt0},
we actually have:
∀tˆ ∈ K ′0,
〈
u¯n −
∫ 1
−1 t1u¯n∫ 1
0
t1
χ]0,1[ − ψ¯, tˆ− t˜− F˜ t1
〉
H0,H
′
0
≥ 0.
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Thanks to proposition 5 (which can be readily seen to extend to the situation
where H0 is replaced by H0), this entails that (ii) holds true. 845
As previously, problem IV′ can be given an equivalent formulation in terms
of displacement (primal formulation). We will systematically identify H00 with
H0 = H
1/2(−1, 1)/R. The bilinear form:
a
(
u1, u2
) def
=
〈
u1,L
′
(u2)
〉
H00,H
′
00
= b
(
L
′
(u1),L
′
(u2)
)
,
is continuous and coercive on H00. The conjugate of φ∗ by the Legendre-Fenchel
transform is defined by:850
φ(uˆ) = sup
tˆ∈H′00
{〈
tˆ, uˆ
〉− φ∗(tˆ)}
Since φ∗ is proper, convex and lower semicontinuous on H
′
00 (proposition 20), the
functional φ is proper, convex and lower semicontinuous on H00 ' H0. Hence,
theorem 25 yields a unique solution of the following problem.
Problem IV. Let P ∈ R be positive, and ψ¯ ∈ H0 ⊃ H1/2(−1, 1)/C . Find
u¯n ∈ H0 such that:855
∀uˆ ∈ H0, a
(
uˆ− u¯n, u¯n
)
+ φ(−uˆ)− φ(−u¯n) ≥ 0.
Setting t˜n = L
′
(u¯n), the equivalence:
−u¯n ∈ ∂φ∗
[
t˜n
] ⇐⇒ t˜n ∈ ∂φ[−u¯n],
shows the equivalence of problems IV′ and IV. Thanks to propositions 19 and 21,
the solutions u¯n ∈ H0 and t˜n ∈ H ′00 of problems IV and IV′ provide the unique
(u¯n, t˜n) ∈ H0 ×H ′00 such that there exists F˜ ∈ R such that:
− 1
pi
t˜n ∗ pv 1/x+ s t˜n = u¯′n,
u¯n −
∫ 1
−1 t1u¯n∫ 1
0
t1
χ]0,1[ − ψ¯ − ess sup
]−1,1[
(
u¯n −
∫ 1
−1 t1u¯n∫ 1
0
t1
χ]0,1[ − ψ¯
)
≤ 0,
t˜n + F˜ t1 − Pt0 ≤ 0,[
u¯n −
∫ 1
−1 t1u¯n∫ 1
0
t1
χ]0,1[ − ψ¯ − ess sup
]−1,1[
(
u¯n −
∫ 1
−1 t1u¯n∫ 1
0
t1
χ]0,1[ − ψ¯
)]
×
×
[
t˜n + F˜ t1 − Pt0
]
= 0,
in ]−1, 1[. We now must get rid of the unwanted term containing χ]0,1[. This is860
going to be achieved in the next proposition by replacing first ψ¯ by ψ¯ − Cχ]0,1[,
and then, performing a fixed point strategy.
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Proposition 22. Let P ∈ R be positive and ψ¯ ∈ H0 = H1/2(−1, 1)/R+Rχ]0,1[.
Then, there exist (u¯n, t˜n) ∈ H0 ×H ′00 and F˜ ∈ R such that:
− 1
pi
t˜n ∗ pv 1/x+ s t˜n = u¯′n,
u¯n − ψ¯ − ess sup
]−1,1[
(
u¯n − ψ¯
) ≤ 0,
t˜n + F˜ t1 − Pt0 ≤ 0,[
u¯n − ψ¯ − ess sup
]−1,1[
(
u¯n − ψ¯
)][
t˜n + F˜ t1 − Pt0
]
= 0,
in ]−1, 1[.865
Proof. In all the proof, we denote problems IV′(C) and IV(C), the problems IV′
and IV, in which the data ψ¯ ∈ H0 has been replaced by ψ¯ − Cχ]0,1[.
Step 1. Let u ∈ H1/2/R and t˜ = L ′(u). We have the identity:∫ 1
−1
t1u = − 2
pi
∫ 1
−1
t1
(
t˜ ∗ log | · |).
We shall establish the result only in the case where t˜ happens to be an
integrable function, the general case being easily deduced from this particular870
case by a density argument. Using proposition 19, we have:∫ 1
−1
t1u = b
(
t˜, t1
)
= − 1
pi
∫ 1
−1
t1
(
t˜ ∗ log | · |)+ ∫ 1
−1
t1
∫ x
−1
s t˜,
where the integral notation makes sense since t˜ has been supposed to be an
integrable function. Since t˜ ∈ H ′00 and s is constant over ]−1, 0[ and ]0, 1[, we
have: ∫ x
−1
s t˜ = s(x)
∫ x
−1
t˜,
so that:875 ∫ 1
−1
t1
∫ x
−1
s t˜ =
∫ 1
−1
s t1
∫ x
−1
t˜ = −
∫ 1
−1
t˜
∫ x
−1
s t1 = − 1
pi
∫ 1
−1
t1
(
t˜ ∗ log | · |),
where the last equality comes from b
(
t1, t˜
)
= 0. Hence:∫ 1
−1
t1u = − 2
pi
∫ 1
−1
t1
(
t˜ ∗ log | · |).
Step 2. Let C1, C2 ∈ R, arbitrary, and u1, u2 ∈ H1/2/R denote the solutions
of problems IV(C1) and IV(C2), respectively. Then, the following estimate holds
true: ∣∣∣∫ 1−1 t1(u2 − u1)∣∣∣∫ 1
0
t1
≤
√
2P (s− − s+)
√∣∣C2 − C1∣∣.
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Set t˜1 = L
′
(u1) and t˜2 = L
′
(u2). Thanks to step 1 and the Cauchy-Schwarz
inequality, we have:
∣∣∣∫ 1
−1
t1(u2 − u1)
∣∣∣ ≤
2
√
− 1
pi
∫ 1
−1
(
t˜2 − t˜1
)(
(t˜2 − t˜1) ∗ log | · |
)√− 1
pi
∫ 1
−1
t1
(
t1 ∗ log | · |
)
.
But:880
− 1
pi
∫ 1
−1
(
t˜2 − t˜1
)(
(t˜2 − t˜1) ∗ log | · |
)
= b
(
t˜2 − t˜1, t˜2 − t˜1
)
,
and:
− 1
pi
∫ 1
−1
t1
(
t1 ∗ log | · |
)
= −
∫ 1
−1
t1
∫ x
−1
s t1 =
s− − s+
2
(∫ 1
0
t1
)2
,
so that: ∣∣∣∫ 1−1 t1(u2 − u1)∣∣∣∫ 1
0
t1
≤
√
2(s− − s+) b
(
t˜2 − t˜1, t˜2 − t˜1
)
,
and there remains only to estimate b
(
t˜2− t˜1, t˜2− t˜1
)
. To obtain it, we start with:
[
u2−
∫ 1
−1 t1u2∫ 1
0
t1
χ]0,1[−ψ¯+C2χ]0,1[−ess sup
]−1,1[
(
u2−
∫ 1
−1 t1u2∫ 1
0
t1
χ]0,1[−ψ¯+C2χ]0,1[
)
−u1+
∫ 1
−1 t1u1∫ 1
0
t1
χ]0,1[+ψ¯−C1χ]0,1[+ess sup
]−1,1[
(
u1−
∫ 1
−1 t1u1∫ 1
0
t1
χ]0,1[−ψ¯+C1χ]0,1[
)]
×
×
[
t˜2 + F˜2t1 − Pt0 − t˜1 − F˜1t1 + Pt0
]
≤ 0,
in ]−1, 1[. By integration:∫ 1
−1
[
(u2−u1)−
∫ 1
−1 t1(u2 − u1)∫ 1
0
t1
χ]0,1[+(C2−C1)χ]0,1[
][
t˜2−t˜1+
(
F˜2−F˜1
)
t1
]
≤ 0,
which is nothing but:
b
(
t˜2 − t˜1, t˜2 − t˜1
)
+ (C2 − C1)
(
F˜2 − F˜1
) ∫ 1
0
t1 ≤ 0.
Recalling that, for i = 1, 2:885
−P
(∫ 0
−1
t0
)
≤ F˜i
(∫ 1
0
t1
)
≤ P
(∫ 1
0
t0
)
,
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the expected conclusion follows.
Step 3. For arbitrary C ∈ R, consider problem IV(C), its unique solution
uC ∈ H00 ' H0. Then:
∃M ∈ R, ∀C ∈ R,
∣∣∣∫ 1−1 t1 uC∣∣∣∫ 1
0
t1
≤M.
Let C ∈ R and uC ∈ H1/2(−1, 1)/R the solution of problem IV(C). Setting
t˜C = L
′
(uC) ∈ H ′00, there exist δ ∈ R and FC in the interval:890
−P
(∫ 0
−1
t0
)
/
(∫ 1
0
t1
)
≤ FC ≤ P
(∫ 1
0
t0
)
/
(∫ 1
0
t1
)
,
satisfying:
− 1
pi
t˜C ∗ pv 1/x+ s t˜C = u′C ,
uC − ψ¯ − δχ]0,1[ ≤ 0,
t˜C + FCt1 − Pt0 ≤ 0,[
uC − ψ¯ − δχ]0,1[
][
t˜C − FCt1 − Pt0
]
= 0,
in ]−1, 1[. Setting:
K
′
00(FC)
def
=
{
tˆ ∈ H ′00
∣∣ tˆ+ FCt1 − Pt0 ≤ 0},
t˜C ∈ K
′
00(FC) is the unique solution of the variational inequality:
∀tˆ ∈ K ′00(FC), b
(
t˜C , tˆ− t˜C
) ≥ 〈ψ¯, tˆ− t˜C〉H00,H′00 .
The test function:
tˆ0
def
=
∣∣∣∣∣∣
Pt0 + t1
(∫ 0
−1 t0
)
/
(∫ 1
0
t1
)
, in ]−1, 0[ ,
P t0 − t1
(∫ 1
0
t0
)
/
(∫ 1
0
t1
)
, in ]0, 1[ ,
is independant of C and belongs toK
′
00(FC). Using it in the variational inequality
gives:
b
(
t˜C , t˜C
) ≤ b(t˜C , tˆ0)+ 〈ψ¯, tˆ0 − t˜C〉H00,H′00 ,
which entails that
∥∥t˜C∥∥H′00 is bounded by a constant independant of C. The895
same is therefore true of
∥∥uC∥∥H00 . This entails the expected result.
Step 4. The mapping:
C 7→
∫ 1
−1 t1 uC∫ 1
0
t1
,
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defined for arbitrary C ∈ R, has at least one fixed point which entails the
proposition.
This function maps continuously [−M,M ] into itself so the conclusion follows900
from the Brouwer1 fixed point theorem and proposition 21. 
As a corollary of proposition 22, we get the following theorem.
Theorem 23. Let P ∈ R be positive, s : ]−1, 1[ → R the function defined by
s = s− χ]−1,0[ + s+ χ]0,1[ with s− > s+ and ψ¯ ∈ H1/2(−1, 1) +Rχ]0,1[. Then,
there exist u¯n ∈ H1/2(−1, 1) and tn ∈ H ′ such that:905
− 1
pi
tn ∗ pv 1/x+ s tn = u¯′n, in ]−1, 1[ ,
u¯n − ψ¯ ≤ 0, tn ≤ 0,
(
u¯n − ψ¯
)
tn = 0,〈
tn, χ]−1,1[
〉
H−1/2,H1/2
= −P.
Finally, if ψ¯ is replaced by ψ¯ + C (C ∈ R), then the corresponding solution is
(u¯n + C, tn).
Remark. The example of the rigid flat punch (that is, the case ψ¯ ≡ 0) studied
in the beginning of this section made it plausible that some kind of uniqueness
should be expected. In the case s− < s+, uniqueness was a straightforward
consequence of the coercivity of b. In the case s− > s+, the situation is more
involved since coercivity does not hold. Let us give an example of nonuniqueness
of tn. Set:
tn(x) = −P
∣∣t1(x)∣∣∫ 1
−1
∣∣t1(u)∣∣du,
u¯′n = −
1
pi
tn ∗ pv 1/x+ s tn, in ]−1, 1[ .
Choose ψ¯ ≡ u¯n, so that the above defined (u¯n, tn) ∈ W 1,p × Lp for all p such
that:
1
p
> α =
1
pi
arctan
]0,pi[
(−1/s−)− 1
pi
arctan
]0,pi[
(−1/s+),
provides a solution of the corresponding problem. But, it can be readily checked910
that (u¯n, tn + βt1/
∫ 1
−1 |t1|) is also a solution, for all β ∈ [−P, P ].
The above construction fails in the case ψ¯ is Lipschitz-continuous. It seems
plausible that u¯n is generally unique, and that the same is true of tn in the case
of a Lipschitz-continuous obstacle. But I have not been able to prove it so far.
1of course, it was not necessary to invoke Brouwer’s theorem here, but the choice has been
made to make no reference to the ordering on the real line, so that the proof can be readily
extended to the situation of an arbitrary finite number of jumps of the function s.
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The aim of the following theorem is to show that the asymptotic behaviour915
of tn at x = 0 encountered in the example at the beginning of the section, is
universal. It is remarkable that the surface traction goes to zero at the jump of
the friction coefficient whatever the shape of the (smooth) indentor is.
Theorem 24. Assume that ψ¯′ is piecewise Lipschitz-continuous. Let (u¯n, tn) be
a solution of the problem considered in theorem 23, such that the point x = 0920
where is the jump in the friction coefficient, is an interior point of the contact
set (the support of tn). Then, the measure tn behaves in the neighbourhood of
x = 0 as:
tn =
ψ¯′(0+)− ψ¯′(0−)
s+ − s− −
θ |x|β√
1 + s2(x)
,
where
β
def
=
1
pi
arctan
]0,pi[
(−1/s−)− 1
pi
arctan
]0,pi[
(−1/s+),
is in ]0, 1[ because of the condition s+ < s−, and θ is a measure whose restriction925
to a neighborhood of x = 0 is a function which is Hölder-continuous of exponent
1− β.
Proof. Set:
φ¯(x) = ψ¯′(0−)xχ]−1,0[(x) + ψ¯′(0+)xχ]0,1[(x),
where χS is the indicator function of the set S. We have the decomposition:
tn = L
′
(φ¯) +L
′
(ψ¯ − φ¯) +L ′(u¯n − ψ¯)− P t0 + C t1, (22)
for some C ∈ R. By hypothesis, [−, ] (0 <  < 1) is contained in the interior
of the contact set, and ψ¯′ is Lipschitz-continuous in ]−, 0[ and in ]0, [. The
distribution u¯n − ψ¯ is therefore supported in ]−1, 1[ \ ]−, [. We first focus on
the first term of expression (22) and set:
τ(x)
def
= L
′
(φ¯)(x)
=
s(x) φ¯′(x)
1 + s2(x)
− e
τ(x)
(1− x)√1 + s2(x) 1pi
I 1
−1
φ¯′(x′) (1− x′) e−τ(x′)√
1 + s2(x′)
.
dx′
x′ − x,
(up to an additive term of the form Ct1 that we bring together with the last930
term of (22)), thanks to proposition 19. The left limit and the right limit at
x = 0 of τ(x) can be computed by use of proposition 8 in [5]. They are found to
have the same value:
lim
x→0
τ(x) =
ψ¯′(0+)− ψ¯′(0−)
s+ − s− .
Therefore, the function τ is continuous at 0. It is readily checked to have also
finite limits at x = −1 and x = 1. Since its restriction to ]−1, 0[ and to ]0, 1[ is935
of class C∞, the distributional derivative τ ′ is therefore an integrable function.
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Thanks to theorem 36 in appendix C, the function τ (extended by 0 outside
]−1, 1[) satisfies:
− 1
pi
τ ∗ pv 1/x+ s τ = φ¯′, in ]−1, 1[ .
Taking the derivative (in the sense of distributions), we obtain:
− 1
pi
τ ′ ∗ pv 1/x+ s τ ′ + τ(0)(s+ − s−) δ =
(
ψ¯′(0+)− ψ¯′(0−)) δ, in ]−1, 1[ ,
that is:940
− 1
pi
τ ′ ∗ pv 1/x+ s τ ′ = 0, in ]−1, 1[ .
Making use2 of theorem 36 in appendix C, we have:
τ ′(x) = C0t0 + C1t1,
for some constants C0, C1 ∈ R, and therefore:
τ(x) = τ(0) +
∫ x
0
(
C0t0(x
′) + C1t1(x′)
)
dx′.
Hence, the claim in proposition 24 holds true at least for the term τ = L
′
(φ¯)
of expression (22). Since ψ¯′ − φ¯′ is Lipschitz-continuous, L ′(ψ¯ − φ¯) is the
product of t0 and some Hölder-continuous function of exponent 1− β, thanks945
to proposition 19 in this article and proposition 7 in [5]. Hence, the claim
in proposition 24 holds true at least for the sum of the first two terms of
expression (22).
In the case where u¯n − ψ¯ ∈W 1,∞(−1, 1), L (u¯n − ψ¯) is given by:
L
(
u¯n − ψ¯
)
(x) =
s(x)
(
u′(x)− ψ¯(x))
1 + s2(x)
− e
τ(x)
(1− x)√1 + s2(x) 1pi
I 1
−1
(
u′(x′)− ψ¯(x′)) (1− x′) e−τ(x′)√
1 + s2(x′)
.
dx′
x′ − x + C
′t1,
thanks to theorem 36. In that case:
∀x ∈ ]−ε, ε[ , L (u¯n − ψ¯)(x) =
− e
τ(x)
(1− x)√1 + s2(x) 1pi
∫ 1
−1
(
u′(x′)− ψ¯(x′)) (1− x′) e−τ(x′)√
1 + s2(x′)
.
dx′
x′ − x + C
′t1.
2we use actually a slightly stronger result, which is that C0t0 + C1t1 are not only all the
solutions of the homogeneous equation in ∪p>1Lp(−1, 1) but also in the larger space of all the
L1 functions whose convolution with vp1/x is in L1 (Hardy space). The proof of this stronger
result is straightforward from the proof of theorem 36.
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The first term in the second member is the product of t0 with some function
whose restriction to ]−, [ is of class C∞. Therefore, C ′ = −C since tn is a950
nonpositive measure. Hence, the restriction to ]−, [ of the last three terms in
the second member of (22) equals the product of t0 with some C∞ function.
If u¯n − ψ¯ /∈W 1,∞(−1, 1), a straightforward limiting procedure shows that the
same conclusion holds true. This is enough to conclude the proof. 
Appendix A: a generalization of the Lions-Stampacchia theorem955
Let H be a Hilbert space with scalar product (·, ·) and norm ‖ · ‖. We are
given a bilinear form a(·, ·) on H ×H which is assumed to be:
• coercive: ∃α > 0, ∀v ∈ H, a(v, v) ≥ α‖v‖2,
• continuous: ∃M > 0, ∀u, v ∈ H, a(u, v) ≤M‖u‖ ‖v‖.
We are also given a function φ : H → R ∪ {+∞} which is assumed to be:960
• proper: ∃u ∈ H, φ(u) 6= +∞,
• convex: ∀λ ∈ [0, 1], ∀u, v ∈ H, φ(λu+ (1− λ)v) ≤ λφ(u) + (1− λ)φ(v).
• lower-semicontinuous: ∀u ∈ H, φ(u) ≤ lim inf
v→u φ(v).
The following theorem is in the line of [10], chapter 2, section 8.5 or in [11],
chapter II, section 3. Since the precise statement that is needed in this paper is965
not exactly found in these references, a proof is provided here for easy reference,
but it brings nothing newer than the above references.
Theorem 25. There exists a unique u ∈ H such that:
∀v ∈ H, a(u, v − u) + φ(v)− φ(u) ≥ 0.
Furthermore, in the particular case where a(·, ·) is symmetric, u is characterised
by:970
1
2
a(u, u) + φ(u) = min
v∈H
{1
2
a(v, v) + φ(v)
}
.
Remark. Let K be a nonempty closed convex subset of H. Its indicator
function IK (that is, the function that takes identically the value 0 in K and
+∞ outside K) is proper, lower-semicontinuous and convex. Let also l ∈ H ′
be a continuous linear form on H. In the particular case where φ = IK − l,
theorem 25 is nothing but the well-known Lions-Stampacchia theorem [1], and975
in the case where K = H, one recovers the Lax-Milgram theorem.
Proof. Note that the uniqueness of u is obvious due to the coercivity of a. Let
us first examine the particular situation where a is symmetric. The epigragh:
epiφ =
{
(v, λ) ∈ H ×R ∣∣ φ(v) ≤ λ},
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is a nonempty (since φ is proper), closed (since φ is lower semicontinuous), convex
(since φ is convex) subset of H ×R. Pick λ0 < φ(v0) < +∞. By Hahn-Banach980
theorem, there exists a closed hyperplane that separates strictly the singleton
{(v0, λ0)} and epiφ. In particular, there exists γ ∈ R and a continuous linear
form l ∈ H ′ such that:
∀v ∈ H, φ(v) ≥ 〈l, v〉
H′,H ≥ β‖v‖+ γ,
where β = −‖l‖H′ . Therefore:
∀v ∈ H, 1
2
a(v, v) + φ(v) ≥ α‖v‖2 + β‖v‖+ γ.
Since α > 0:985
lim
‖v‖→+∞
{1
2
a(v, v) + φ(v)
}
= +∞,
and that function, being convex and lower semicontinuous attains its minimum,
that is, there exists u ∈ H such that:
1
2
a(u, u) + φ(u) = min
v∈H
{1
2
a(v, v) + φ(v)
}
.
This classically entails that 0 is in the subdifferential of that function at u:
∃g ∈ ∂φ[u], ∀v ∈ H, a(u, v − u) + (g, v − u) = 0,
where ∂φ[u] is the subdifferential of φ at u (we recall that the subdifferential of
the sum of a convex function and an everywhere continuous convex function is990
the sum of the subdifferentials, [12], corollary 2.63). But, from the definition of
the subdifferential:
∀v ∈ H, φ(v)− φ(u) ≥ (g, v − u),
and therefore:
∀v ∈ H, a(u, v − u) + φ(v)− φ(u) ≥ 0.
Hence the theorem is proved in the particular case where a(·, ·) is symmetric.
Let us turn to the general case. There exists a continuous linear operator995
A : H 7→ H such that:
∀u, v ∈ H, a(u, v) = (Au, v).
It satisfies ‖Au‖ ≤ M‖u‖. Let ρ > 0 be a real constant to be fixed in the
sequel, and l1, l2 ∈ H. Thanks to the first part of the proof, there exists uniquely
u1, u2 ∈ H such that:
∀v ∈ H, (ui, v − ui) + (li, v) + ρφ(v)− (li, ui)− ρφ(ui) ≥ 0,
where i = 1, 2. We easily obtain:1000
‖u2 − u1‖2 ≤ (l1 − l2, u2 − u1),
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which entails:
‖u2 − u1‖ ≤ ‖l2 − l1‖,
by the Cauchy-Schwarz inequality. Now, given an arbitrary w ∈ H, we denote
by u = Pw the unique solution of:
∀v ∈ H, (u, v − u) + (ρAw − w, v) + ρφ(v)− (ρAw − w, u)− ρφ(u) ≥ 0,
The nonlinear mapping P : H 7→ H satisfies the estimate:
‖Pw2 − Pw1‖ ≤ ‖w2 − w1 − ρ(Aw2 −Aw1)‖,
and therefore:
‖Pw2 − Pw1‖2 ≤ ‖w2 − w1‖2 − 2ρ(w2 − w1, Aw2 −Aw1) + ρ2‖Aw2 −Aw1‖2,
≤ (1− 2ρα+ ρ2M2) ‖w2 − w1‖2.
The nonlinear mapping P : H 7→ H is therefore Lipschitz-continuous with1005
modulus:
k =
√
1− 2ρα+ ρ2M2.
Choosing ρ ∈ ]0, 2α/M2[, we have k < 1 and P therefore has a unique fixed
point u, thanks to the Banach fixed point theorem. It satisfies:
∀v ∈ H, ρ(Au, v) + ρφ(v)− ρ(Au, u)− ρφ(u) ≥ 0,
and is therefore the expected solution. 
Appendix B: the spaces H1/2 and H−1/21010
We recall here for convenience some basic definitions and facts about the
spaces H1/2 and H−1/2. The proofs of all the results (except for the last two
ones) that are stated here are to be found in [13], chapter 1. Incidentally, the
subtleties related to the use of the space H1/200 seems to have escaped the attention
of the contact mechanics community with the exception of [14].1015
Definition 26. For a ∈ {−∞} ∪R and b ∈ R ∪ {+∞}, the space:
H1/2(a, b)
def
=
{
u ∈ L2(a, b)
∣∣∣ ∫ b
a
∫ b
a
|u(x)− u(y)|2
|x− y|2 dx dy <∞
}
,
endowed with the natural norm:
∥∥u∥∥
H1/2(a,b)
def
=
(∫ b
a
|u(x)|2 dx+
∫ b
a
∫ b
a
|u(x)− u(y)|2
|x− y|2 dx dy
)1/2
is a Hilbert space.
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The step function:
H(x) =
∣∣∣∣ 0 if x ∈ [−1, 0[ ,1 if x ∈ [0, 1],
is not in H1/2(−1, 1). Therefore, the extension by zero of some u ∈ H1/2(−1, 1)1020
will not be, in general, in H1/2(R). Besides, we have:
log log |x/2| ∈ H1/2(−1, 1),
which shows that H1/2(−1, 1) contains noncontinuous or even unbounded func-
tions.
With u ∈ L1 ∩ L2, the following definition:
F [u](t)
def
=
1√
2pi
∫ +∞
−∞
u(x) eixt dx, (23)
is adopted for the Fourier transform, which can be extended, as usual, to all the1025
tempered distributions.
Proposition 27. For u ∈ H1/2(R), the expression:
∥∥u∥∥
H1/2(R)
def
=
(∫ +∞
−∞
(
1 + |t|) ∣∣F [u](t)∣∣2 dt)1/2,
defines a norm on the space H1/2(R) which is equivalent to that of H1/2(R).
Theorem 28. The space H1/2(a, b) is (algebraically) the space of the restrictions
to ]a, b[ of the functions in H1/2(R):1030
H1/2(a, b) =
{
U|]a,b[
∣∣ U ∈ H1/2(R)}.
For u ∈ H1/2(a, b), the expression:∥∥u∥∥
H1/2(a,b)
def
= inf
{∥∥U∥∥
H1/2(R)
∣∣ U|]a,b[ = u}
defines a norm on the space H1/2(a, b) which is equivalent to that of H1/2(a, b).
Theorem 29. The set C∞0 (]a, b[) of the functions with infinitely many continu-
ous derivatives and compact support in ]a, b[ is dense in H1/2(a, b):
H
1/2
0 (a, b) = H
1/2(a, b).
Definition 30. For u ∈ H1/2(a, b), we will denote by u, the extension of u by1035
0 outside ]a, b[. We set:
H
1/2
00 (a, b)
def
=
{
u ∈ H1/2(a, b) ∣∣ u ∈ H1/2(R)}.
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Theorem 31. The following identity holds true:
H
1/2
00 (a, b) =
{
u ∈ H1/2(a, b)
∣∣∣ u(x) √b− a√
b− x√x− a ∈ L
2(a, b)
}
,
and the space H1/200 (a, b) endowed with the norm:
∥∥u∥∥
H
1/2
00 (a,b)
=
(∥∥u∥∥2
H1/2(a,b)
+
∥∥∥ u√b− a√
b− x√x− a
∥∥∥2
L2(a,b)
)1/2
.
is a Hilbert space.
Definition 32. We denote by H−1/2(a, b) the dual space of H1/2(a, b).1040
Since the restriction to ]a, b[ of some function in H1/2(R) is in H1/2(a, b),
then, on the dual side, the extension u of some u ∈ H−1/2(a, b) by 0 outside
]a, b[ defines a distribution in H−1/2(R).
Proposition 33. For u ∈ H−1/2(a, b), the expression:
∥∥u∥∥
H−1/2(a,b)
def
=
(∫ +∞
−∞
|F [u](t)|2
1 + |t| dt
)1/2
,
defines a norm on the space H−1/2(a, b) which is equivalent to that of H−1/2(a, b).1045
Based on theorem 31, the restriction to ]a, b[ of some distribution in H−1/2(R)
is not in H−1/2(a, b), in general, but in the larger space H1/200
′
(a, b). Any
u ∈ H1/200
′
(a, b) can be written in the form:
u = u0 + f1,
with u0 ∈ H−1/2(a, b) and f1 is a function such that f1
√
b− x√x− a/√b− a ∈
L2(a, b).1050
Theorem 34 (Sobolev embeddings). Assume that a and b are finite. Then:
∀p ∈ [1,∞[ , H1/2(a, b) ⊂ Lp(a, b),
with continuous embeddings. On the dual side:
∀p ∈ ]1,∞] , Lp(a, b) ⊂ H−1/2(a, b),
with continuous embeddings.
Proposition 35. Assume that a and b are finite. Let u ∈M ([a, b]) be a Radon
measure (that is, an element of the dual space of C0([a, b])). Suppose that in1055
addition, u ∈ H−1/2(a, b) or u ∈ H1/200
′
(a, b). Then the measure u has no atom
in ]a, b[.
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Proof. Let u ∈M ([a, b]) ∩H−1/2(a, b). The function f defined by:
f(x) =
∣∣∣∣∣∣∣∣∣
0, if x < a,∫
[a,x]
u− x− a
b− a
∫
[a,b]
u, if a < x < b,
0, if x > b,
is supported in [a, b], has bounded variation and its distributional derivative
equals the extension of u by zero outside [a, b]. In addition, the function f is1060
in H1/2(a, b) (consider the Fourier transform of f). Having bounded variation,
the function f admits a left limit and a right limit for all x0 ∈ [a, b]. But, the
integrability of the function:
(x, y)→
(
f(x)− f(y)
x− y
)2
,
on a neighbourhood of (x0, x0) requires that these left and right limits must be
equal. The function f is therefore a continuous function with bounded variation.1065
Hence, its distributional derivative u is a measure with no atom.
In the case where we have only u ∈M ([a, b])∩H1/200
′
(a, b), it is an easy matter
to build an extension of u (still denoted by u) such that u ∈M ([a− 1, b+ 1]) ∩
H−1/2(a− 1, b+ 1). Then, the expected conclusion follows from the first part of
the proof. 1070
Appendix C: the Carleman singular integral equation with discontin-
uous coefficient.
Given g ∈ L∞(−1, 1) and a ∈W 1,∞(−1, 1), the Carleman singular integral
equation is the problem of finding f ∈ ∪p>1Lp(−1, 1) such that:
for a.a. x ∈ ]−1, 1[ , a(x) f(x)− 1
pi
I 1
−1
f(t)
t− x dt = g(x),
This linear equation was solved very elegantly by Carleman in 1922. The set1075
of solutions is of dimension 1, and the solution is unique when the total mass∫ 1
−1 f has a prescribed value.
The extension of Carleman’s analysis to the case where a(x) is supposed only
piecewise Lipschitz-continuous was performed in [5]. Surprisingly, the kernel
(the vector space of solutions to the homogeneous equation), although still finite-1080
dimensional needs not to be of dimension 1 anymore. A precise proof of the
following theorem is to be found in [5].
Theorem 36. Let g ∈ L∞(−1, 1;R) and a : [−1, 1] → R be some piecewise
Lipschitz-continuous function. Take:
θ(x) =
∣∣∣∣∣∣ arctan]0,pi[
−1
a(x)
, if x ∈ [−1, 1] ,
0, if |x| > 1.
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The function θ(x) is piecewise Lipschitz-continuous in [−1, 1] and we take:1085
−1 = x˜1 < x˜2 < · · · < x˜m = 1,
to denote all its discontinuity points, and:
−1 < x1 < x2 < · · · < xn = 1,
to denote all the discontinuity points x˜i which in addition satisfy the condition:
θ(x˜i − 0) > θ(x˜i + 0).
Then, all the solutions f ∈ ∪p>1Lp(−1, 1;R) of the singular integral equation:
for a.a. x ∈ ]−1, 1[ , 1
pi
I 1
−1
f(t)
t− x dt+ a(x) f(x) = g(x),
are given by:
f(x) =
a(x) g(x)
a2(x) + 1
− e
τ(x)√
a2(x) + 1
1
pi
I 1
−1
g(t) e−τ(t)√
a2(t) + 1
.
dt
t− x
+
P (x) eτ(x)∏n
i=1(xi − x)
√
a2(x) + 1
,
where:
τ(x) =
1
pi
I 1
−1
θ(t)
t− x dt,
and, P ∈ Rn−1[X] is some arbitrary real polynomial the degree of which is at1090
most n− 1.
Careful examination of the proof of theorem 36 in [5] shows that we also
have:
∀k ∈ {1, 2, . . . , n− 1},
∫ 1
−1
eτ(x)∏n
i=k(xi − x)
√
a2(x) + 1
= 0.
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