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Abstract 
The objective of this paper is the development of a kinetic model for plasmasphere refilling 
following geomagnetic storms. The kinetic model is based on the ‘particle-in-cell’ method, a 
method based on the simulation of particle motion and thus well-suited to high altitude, low-
density regimes, where the plasma transport equations are not valid. The model was validated with 
exact, analytical benchmarks, which are provided in this paper. The results obtained from the 
kinetic model were then compared with results from a previously developed hydrodynamic 
solution methodology based on the ‘flux-corrected transport’ (FCT) method. In this paper, the 
kinetic results for H+ ions along the L=4 line are presented and the limitations of hydrodynamic 
modeling for low-density flow at high altitudes are explored. 
Plain Language Summary 
The paper applies recently-developed hydrodynamic and kinetic models to the plasmasphere 
refilling problem following geomagnetic storms. The refilling results for H+ ions are compared 
with a view to understanding the underlying physics. 
1 Introduction 
A geomagnetic storm [Gonzalez et al., 1994], a temporary disturbance of the Earth's 
magnetosphere, is caused by the interaction of the Earth’s magnetic field with the solar wind shock 
wave. A host of space weather related events and phenomena are attributed to geomagnetic storms, 
including solar energetic particle (SEP) events [Reames, 2017], geomagnetically induced currents 
[Pirjola, 2000] and ionospheric disturbances that lead to radio and radar scintillation [Edde, 1992]. 
As a result, geomagnetic storms have the potential to affect high-frequency radio communication, 
satellite navigation and power grids. 
 
The lowermost region of the magnetosphere is the plasmasphere [Banks et al.,1971; Carpenter & 
Park, 1973; Darrouzet et al., 2009; Goldstein et al., 2002; Gringauz, 1963; Millian & Thorne, 
2007; Obana et al., 2019; Pezzopane et al., 2019; Sandel et al., 2003]. It has been described in 
literature [Singh et al., 1986; Rasmussen & Schunk, 1988] as a toroidal mass of cold, 1 ev plasma, 
co-rotating with the earth. Immediately after a geomagnetic storm, the flux tubes associated with 
the outer layers of the plasmasphere are convected to the magnetopause in the sunward direction, 
and they lose the plasma contained within them. This sunward movement of plasma causes the 
plasmasphere to shift to lower latitudes. After the storm ends, magnetospheric convection goes 
back to levels before the storm, with the outer layers of the plasmasphere significantly depleted, 
and the creation of a pressure gradient between the ionosphere and the plasmasphere. This pressure 
gradient forces the ionospheric plasma to flow upward along the flux tube, thus initiating the 
process of plasmasphere refilling. 
 
Over the last several decades, several ionosphere-magnetosphere coupling models have been 
developed and these models have been used to model the refilling problem. These models fall 
within three broad categories: 
A.  Diffusion-dominated models, where the nonlinear inertial terms in the plasma transport 
equations are ignored and thus only low-speed, subsonic flow can be modeled. [Bailey, et 
al., 1997, Schunk et al., 2004, Young et al., 1980, Maruyuma et al., 2016]. 
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B. Hydrodynamic models, where the nonlinear inertial terms in the plasma transport equations 
are retained [Banks et al. 1971; Khazanov et al., 1984; Singh et al., 1986; Rasmussen & 
Schunk, 1988; Huba & Joyce, 2000; Krall & Huba, 2013, 2019; Chatterjee & Schunk, 
2019, 2020]. 
C. Kinetic models [Lin et al., 1991, 1992; Wilson et al., 1992; Wang et al., 2015]. , which are 
based on particle simulation [Hockney & Eastwood, 1988; Birdsall & Langdon, 2005] and 
does not require the validity of plasma transport equations and the assumption of 
Maxwellian velocity distribution function inherent in both hydrodynamic and diffusion 
dominated models.  
In this paper, we will present the refilling results from a kinetic model that has been developed as 
a part of K. Chatterjee’s doctoral dissertation [Chatterjee, 2018] under the supervision of R.W. 
Schunk, along with analytical benchmarks. But before that, we will briefly summarize the results 
from a hydrodynamic model [Boris & Book, 1976; Kuzmin et al., 2012] also developed as a part 
of K. Chatterjee’s doctoral dissertation [Chatterjee, 2018] and later published in Chatterjee & 
Schunk [2019, 2020]. 
2 Summary of Hydrodynamic Results 
The refilling results obtained using the hydrodynamic model developed in Chatterjee [2018] and 
Chatterjee & Schunk [2019, 2020] along the L=4 line show the following features: 
A. Fast, supersonic outflow of H+ ions from the conjugate ionospheres during the early hours 
of refilling. 
B. A transition from supersonic to subsonic flow in the middle hours of refilling. 
C. A state of diffusive equilibrium that is reached in the final stages of refilling.
It was also seen [Chatterjee, 2018; Chatterjee & Schunk, 2019, 2020] that even 15 hours after the 
onset of the refilling process, that there were shocks and discontinuities in the solution profile, 
which were in part hydrodynamic and in part electrostatic [Singh et al., 1986; Rasmussen & 
Schunk, 1988; Chatterjee, 2018; Chatterjee & Schunk, 2019, 2020]. The Coulomb collision mean 
free paths, estimated at representative latitude points after 30 minutes, 2 hours, 15 hours and 40 
hours (the end of refilling), are presented in Table 1 to Table 4 respectively. They were obtained 
through estimating the Coulomb collision frequencies between a particular species (designated 
below by the suffix s) and a particular target (designated by the target t), adding the collision 
frequencies together for different targets and then dividing the thermal velocity of the species by 
the total collision frequency. The collision frequency between a given species and a target is given 
by [Schunk & Nagy, 2009]: 
𝜗௦௧ =
ଵ଺
ଷ
௡೟௠೟
௠ೞା௠೟
Ω௦௧
(ଵ,ଵ)                                                      (1) 
where m represents the mass with the appropriate suffix, n represents the concentration with the 
appropriate suffix and Ω௦௧
ଵ,ଵ is a Chapman Cowling Collision Integral given in Chapman & Cowling 
[1970].  
 
 
  
Latitude (Degrees) Coulomb Collision Mean Free Path (km) 
0 7418 
-20, +20 6231 
-40, +40 5805 
-58, +58 4102 
Table 1. Coulomb Collision Mean Free Path for Hydrogen Ions after 30 Minutes. 
 
Latitude (Degrees) Coulomb Collision Mean Free Path (km) 
0 4926 
-20, +20 4311 
-40, +40 4115 
-58, +58 3962 
Table 2. Coulomb Collision Mean Free Paths for Hydrogen Ions after 2 Hours. 
 
Latitude (Degrees) Coulomb Collision Mean Free Path (km) 
0 4236 
-20, +20 4112 
-40, +40 3836 
-58, +58 3532 
Table 3.  Coulomb Collision Mean Free Paths for Hydrogen Ions after 15 Hours. 
 
  
Latitude (Degrees) Coulomb Collision Mean Free Path (km) 
0 3115 
-20, +20 2997 
-40, +40 2366 
-58, +58 2111 
Table 4. Coulomb Collision Mean Free Paths for Hydrogen Ions after 40 Hours. 
The Coulomb collision mean free paths shown in Table 1 to Table 3 respectively during early to 
middle hours of refilling are significantly larger than the length scale of the 
hydrodynamic/electrostatic discontinuities in the ion concentration profiles observed during those 
hours [Chatterjee, 2018; Chatterjee & Schunk, 2019, 2020]. As a result, the Coulomb collisions 
could not have played a thermalizing role thus bringing to question the inherent assumption of 
Maxwellian velocity distribution function in the hydrodynamic model and thereby presenting a 
rationale for kinetic modeling. 
3 The Development of the Kinetic Model with Analytical Benchmarks 
In the kinetic model, the ions are treated as “particles” moving under the influence of the 
forces that include electric field, gravitational force, magnetic mirror force [Chen, 2016] and 
collisional effects [Schunk & Nagy, 2009]. The numerical method chosen for this kinetic 
modeling is the well-known ‘particle-in-cell’ method [Hockney & Eastwood, 1988; Birdsall & 
Langdon, 2005]. The method itself has many variants and the variant chosen for this work is the 
“Macroscopic Particle-in-cell” (MPIC) method, in which electrons are treated as a thermalizing 
fluid, but the ions are described kinetically. The fundamentals of the MPIC method are described 
below. 
To begin with, we consider a composition of charged and neutral particles, interacting 
through electric, magnetic, gravitational and collisional forces. We associate a suffix i with a 
particle carrying a charge iq  at a position ix  and velocity iv . The particle is acted on by a 
combination of electric and magnetic forces along with an external force, which for our problems 
would be a combination of gravitational, magnetic mirror [Chen, 2016] and collisional forces: 
    )((, iiiiiextii q xBv )xEFF                                                                        (2) 
The electric and magnetic fields are produced by the charges of the particles and their motion along 
with any external charge and current sources. The fields are given as the solution of the Maxwell’s 
equations. The temporal evolution of the system of particles in space and time is divided into many 
such time steps given by ,t  and within each time step, each particle moves only a small distance; 
after each such step, the fields and the resultant forces are all recomputed. The particle positions 
and velocities are updated at the end of each time-step. For space plasma problems with large 
number densities, a Maxwellian velocity distribution is typically assumed in the derivation of the 
  
plasma transport equations. On the other hand, at high altitudes the number densities are small, 
leading to the presence of non-thermalized plasma.  
The objective of our particle-in-cell based model is the estimation of the phase space 
distribution function ),,( tvxf s  for a given species s, defined as number density per unit element 
of the phase space, which in the absence of collisions is defined by the solution of the Vlasov 
equation [Schunk & Nagy, 2009]. We will describe the fundamentals of the method within the 
context of the Vlasov equation and introduce collisions later in our model. 
The Vlasov equation in 1D can be defined as 
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where a is the acceleration.  In our chosen problem of interest, transport occurs along the flux tube 
and magnetic mirror force [Chen, 2016] plays a significant role. The Poisson’s equation for the 
electrostatic scalar potential describes the electric field: 
𝜀଴
డమఝ
డ௫మ
= −𝜌.                                                       (4) 
The position and time-dependent charge are obtained by integrating over the distribution function 
in the velocity space and given by: 
𝜌(𝑥, 𝑡) = ∑ 𝑞௦ ∫ 𝑓௦௦ (𝑥, 𝑣, 𝑡)𝑑𝑣.                                            (5) 
The computational framework of the PIC method is formulated by assuming that the distribution 
function of each species is given by the superposition of several superparticles, characterized by 
the suffix p: 
𝑓௦(𝑥, 𝑣, 𝑡) = ∑ 𝑓௣(𝑥, 𝑣, 𝑡)௣ .                                               (6) 
 A superparticle represents many physical particles that are near each other in the phase 
space. The derivation of the equations of motion for the superparticles is based on the 
understanding that the Vlasov equation is linear in 𝑓௦ and thus the equation satisfied by each 
superparticle must also be the same Vlasov equation. The overall distribution function is a result 
of the superposition of the elements and if each element satisfies the Vlasov equation, their 
superposition will have to satisfy it too. As a result, we can write the Vlasov equation for each 
superparticle: 
డ௙೛
డ௧
+ 𝑣 డ௙೛
డ௫
+ 𝑎 డ௙೛
డ௩
= 0.                                                (7) 
 The equations of motion for the superparticles are obtained by taking the zeroth order 
moment of the Vlasov equation, the first order moment in the position coordinate and the second 
order moment in the velocity coordinate respectively: 
ௗே೛
ௗ௧
= 0, ௗ௫೛
ௗ௧
= 𝑣௣,
ௗ௩೛
ௗ௧
= 𝑎௣.                                            (8) 
  
Thus, the PIC method is very intuitive in the sense that the evolution equations of the superparticles 
have the same structure as the Newton’s laws of motion, with the understanding that the forces on 
a superparticle could be forces that depend on all the other superparticles. One such force that will 
be handled in this paper is the electric field. In most PIC formulations, in the absence of magnetic 
fields, the electric potential is obtained through the solution of Gauss’s law and the electric field 
is obtained as the derivative of this potential. However, in our problem of interest, the electron 
temperature is assumed to be known, and as a result, an expression for the electric field is obtained 
in terms of ion densities alone under the assumption of charge neutrality [Schunk & Nagy, 2009]. 
 The equations given by Eq. (8) are the equations of Newtonian mechanics and are simple 
ordinary differential equations. The most commonly used algorithms for discretizing these 
equations is the so-called “leap-frog algorithm” which staggers the time levels of the position and 
velocity by a half time-step [Hockney & Eastwood, 1988; Birdsall & Langdon, 2005]. The scheme 
is given by: 
𝑥௣௡ାଵ =  𝑥௣௡ + (∆𝑡)𝑣௣
௡ାభమ, 𝑣௣
௡ାయమ = 𝑣௣
௡ାభమ + (∆𝑡)𝑎௣൫𝑥௣௡൯                       (9) 
where 𝑎௣൫𝑥௣௡൯  is the acceleration of a superparticle at 𝑥௣௡ caused by the sum total of the  
externally specified forces (such as gravitational force in our chosen problem of interest) and forces 
caused by the collective action of the particles (such as the ambipolar electric field in our problem 
of interest). The initial velocity of the first-time cycle is moved by half a time-step using an explicit 
method: 
𝑣௣
ଵ ଶ⁄ = 𝑣௣଴ + (∆𝑡)𝑎௣൫𝑥௣଴൯.                                         (10) 
We now outline the steps in the PIC algorithm used in this work within a one-dimensional 
framework: 
A. The plasma contains a certain number of superparticles and the one-dimensional 
problem domain is divided into a certain number of spatial bins or cells. 
B. The superparticles are placed in these spatial bins, according to a pre-determined 
probability distribution, as dictated by the physics of the problem. 
C. The superparticles are also assumed to follow a known velocity distribution function 
given from the physics of the problem and are placed in a pre-determined number 
of velocity bins. 
D. Under the influence of all the known forces, the superparticles are advanced by one 
time-step using Eq. (10). 
E. The particles are then re-arranged in the different spatial bins. 
F. Within each spatial bin, the particles are re-arranged in the pre-determined number 
of velocity bins. 
G. After every time step, the velocity distribution of the particles in a given spatial bin, 
the number of particles in a given spatial bin, and the average velocity of the particles 
in each bin are available.  
H. The forces on the particles are then computed and we go back to Step D. 
I. The process completes when a given number of time-steps are completed. 
 
  
We now provide the results of the validation of our PIC model with analytical benchmarks, 
which are given below: 
1. Benchmark 1: The first benchmark problem is a problem in the velocity domain with 
no spatial and time dependence. A charged particle is introduced in a sea of neutrals 
and is propelled by an external electric field. The goal is to estimate the steady-state 
velocity distribution function. The computational framework requires only velocity 
bins and spatial bins are not needed. The problem is one-dimensional, and the ions and 
neutrals are particles constrained to move in a line. In the PIC formulation, the motion 
of an ion is followed for many collisions, and its velocity is monitored. In Figure 1a, 
we provide the results for the case of zero electric field, where the ion assumes the 
Maxwellian velocity distribution of the neutral background in the steady state. In 
Figure 1b, the results are provided for the case of a strong electric field, and the ion 
distribution function in the steady state is the well-known drifted Maxwellian 
distribution function [Schunk & Nagy, 2009].
 
 
Figure 1a. Steady-state velocity distribution, zero electric field. The particle-in-cell solution is shown in blue and the 
analytical solution is shown in red. Figure 1b. Steady-state velocity distribution , finite electric field. The particle-in-
cell solution is shown in blue and the analytical solution is shown in red. 
 
2. Benchmark 2: The problem describes square wave propagation, where the particles 
have a given Maxwellian thermal velocity distribution function superimposed on a 
given drift velocity. In the particle-in-cell formulation, the particles are divided into a 
certain number of spatial bins within a given region. The particles in a given spatial 
bin are then arranged into a certain number of velocity bins based on the Maxwellian 
distribution function. This is a problem with no applied force and the particles move 
with the randomly assigned thermal velocity and the constant drift velocity. The 
algorithmic framework needed is like that in the refilling problem, because we need 
to divide both the physical space and the velocity space into bins. The evolution of the 
square wave is plotted in three limits: 
A. Figure 2a shows the result for a problem where a certain number of particles 
is uniformly distributed in a certain region of space. The particles follow the 
Maxwellian distribution with finite temperature, but the drift velocity is zero. 
  
As expected, after a certain amount of time has elapsed, there will be no net 
motion of the particles and the particles will diffuse into the adjoining space. 
B. Figure 2b shows the result for constant drift velocity and zero thermal 
velocity. From physical reasoning, the particles have no thermal motion and 
drifts into another region of space.  
C. Figure 2c shows the result for a finite thermal velocity and a constant drift 
velocity. Here the finite thermal velocity produces diffusion superimposed 
on the associated drift. The result is a decrease in the amplitude of the square 
wave with an increase in the spatial spread. 
The implementation of benchmark problems 1 and 2 establishes the validity of our 
PIC-based computational framework and we now present the details of a PIC-based 
solution methodology for the plasmasphere refilling problem following a geomagnetic 
storm. 
 
  
 
Figure 2a. Square wave propagation, zero thermal and constant drift velocity. Figure 2b. Square wave propagation, 
finite thermal and zero drift velocity. Figure 2c. Square wave propagation, finite thermal and constant drift velocity. 
X-axis: Arbitrary length scale. Y-axis: Number of particles per unit length. In “blue”: The particle density at time zero. 
In red: The particle density after a certain amount of time has elapsed. 
4 The Refilling Results Obtained with the Kinetic Model  
The MPIC method has been applied to both “open-line” problems such as the polar wind 
problem, and “closed-line” problems such as the plasmasphere refilling problem which is the 
problem of our interest. Our literature survey shows that the application of the MPIC method to 
the polar wind problem has been carried out by many scientists including Wilson et al. [1990], Ho 
et al. [1992] and Horwitz et al. [1994], Barakat et al. [1998], Demars et al. [1999] and Barakat & 
Schunk [2006]. The MPIC method has also been applied to the plasmasphere refilling problem by 
Lin et al. [1991], Lin et al. [1992], Wilson et al. [1992] and Wang et al. [2015]. 
The kinetic model developed in this work is one-dimensional in the position space, while 
being two-dimensional in the velocity space. The forces that act on the particles are gravitational 
force, magnetic mirror force [Chen, 2016] and ambipolar electric field [Schunk & Nagy, 2009]. 
The electrons were assumed to be isothermal and following the Boltzmann distribution with the 
assumption of charge neutrality between the electrons and the ions. The magnetic mirror force 
[Chen, 2016] follows from the invariance of the magnetic moment of the gyrating particle. As the 
gyrating particle moves from a region with weaker magnetic field to a region with stronger 
magnetic field, its velocity perpendicular to the magnetic field must increase to ensure that the 
magnetic moment is constant. The energy of the particle also must also be constant and hence the 
velocity of the particle parallel to the magnetic field must decrease. If the magnetic field reaches 
  
values that are high enough, the velocity parallel to the magnetic field must be zero and the particle 
is reflected into the region of the magnetic field. For our problem of interest, upward flowing 
thermal ions flowing from the ionosphere because of the pressure gradient become trapped within 
the flux tube and these trapped ions cause refilling of the plasmasphere. 
 In our chosen application example, immediately following a geomagnetic storm, for the L 
= 4 flux tube at a base altitude of 500 km, an ion concentration of 2000 𝑐𝑚ିଷ is assumed. An 
initial concentration of 10ିସ 𝑐𝑚ିଷ is assumed for the entirety of the flux tube above the base 
altitude, and the initial drift velocity is assumed to be zero. At the base altitude, the thermal velocity 
of the hydrogen ions is assumed to be 3560 K, and the ions injected into the flux tube are assumed 
to have velocity distributions consistent with the half of a Maxwellian that leads to upward flow: 
𝑓൫𝑣௣௔, 𝑣௣௥൯ = 𝐴଴ exp ቂ−
௩೛ೌమ ା௩೛ೝమ
ଶ௩೟మ
ቃ , 𝑣௣௔ ≥ 0, 𝐴଴ =
ଶ௡బ
(ଶగ
య
మ௩೟
య)
, 𝑣௧ଶ =
௞ బ்
௠
        (11a) 
𝑓൫𝑣௣௔, 𝑣௣௥൯ = 0 , 𝑣௣௔ ≤ 0                                                 (11b) 
Above vpa is the component of ion velocity that is parallel to the flux tube, vpr is the component of 
the ion velocity that is perpendicular to the flux tube and no is the density of hydrogen ions at the 
base altitude. Electron temperature is assumed to be equal to the thermal velocity of the injected 
ions (3560 K) and held constant throughout the simulation.  
  The model includes the effects of small-angle Coulomb collision through the methodology 
suggested by Takizuka & Abe [1977]. In this formulation [Barghouti, 1994], a pair of hydrogen 
ions within a given spatial cell is chosen at random. The Coulomb collision does not change the 
absolute value of the relative velocity U but causes its direction to change.  
 A hydrogen ion makes many small angle scatterings in a time period ∆𝑡. The deflection in 
the relative velocity U is computed from the accumulation of these many small angle scatterings. 
The variable 𝛿 = tan(𝜃 2⁄ ) is chosen at random from a Gaussian distribution with a mean of zero, 
and the variance of the distribution is given by  
𝑉𝐴𝑅 =  ଶగ௘
ర௡೔ఒ
௠ಹ
మ ௨య
Δ𝑡                                                        (12) 
where 𝑛௜is the Hydrogen ion density, 𝑚ு is the hydrogen mass, e is the electronic charge and 𝜆 is 
the Coulomb logarithm [Takizuka & Abe, 1977]. The change in the velocity of each element of the 
ion pair is given by 
 𝑣௜ଵᇱ = 𝑣௜ଵ +
𝚫𝒖
ଶ
, 𝑣௜ଶᇱ = 𝑣௜ଶ −
𝚫𝒖
ଶ
                                            (13) 
where the velocities after collision are denoted by primes. Eq. (13) indicates conservation of 
momentum and energy for the colliding pair and as a result for the entire population. 
 In Figure 3, Figure 4 and Figure 5 respectively, the number density, parallel temperature 
and perpendicular temperature are presented as a function of latitude. These results are presented 
from the early hours of refilling up until forty hours, and there is no significant change in the 
density and temperature values after that time. From the ion concentration plots, we observe that 
the refilling is smooth with no signature of any shock waves. The parallel temperature in the 
equatorial region during the early hours of refilling is very high, reaching a value of 30000 K after 
30 minutes. However, this temperature has been referred to as a “pseudo temperature” in literature 
[Wilson et al., 1992] which is a result of the fact, that one temperature is used to describe two 
counter streaming beams. After about 40 hours, this temperature comes down to a value of around 
3560 K, and the two counter streaming beams coalesce and morph into one beam with a 
Maxwellian distribution. During the early hours of refilling, the perpendicular temperature 
decreases with altitude in a manner consistent with the inverse of magnetic field, which is related 
  
to the conservation of magnetic dipole moment of particles [Chen, 2016]. With the passage of 
time, the perpendicular temperature increases to values near 3560 K, with energy being provided 
by the flow of the two counter streaming beams parallel to the field. 
The value of the ambipolar electric field depends on the increase in potential from the 
equator to the base of the flux tube, which depends on the difference in number densities between 
the equator and the base.  This can be attributed to the assumption of Boltzmann-distributed 
isothermal electrons and also to the fact that the gravitational potential difference is significantly 
smaller than the electric potential difference at the onset of the refilling process. However, as time 
progresses, the equatorial density increases which leads to a decrease in the potential drop. 
The time evolution of the parallel and perpendicular temperature contains some interesting 
physics. From Figure 4 and Figure 5, it can be observed that the parallel and perpendicular 
temperatures evolve to almost equal values in between 18 hours and 40 hours. The parallel 
temperature is always higher than the perpendicular temperature. This is because of the fact that 
at the onset of refilling, ions gain kinetic energy in the parallel direction because of the pressure 
gradient and the ambipolar electric field. The parallel kinetic energy then gets slowly converted to 
perpendicular energy. As a result, the parallel temperature decreases, and perpendicular 
temperature increases throughout refilling; in the final stages of simulation, the parallel 
temperature was seen to be just slightly higher than the perpendicular temperature. 
 In Figure 6, velocity distribution plots are provided at the magnetic equator at 
representative time intervals of 30 minutes, 12 hours and 40 hours respectively. These plots are 
produced through putting particles in velocity bins based on their parallel and perpendicular 
velocities near the equatorial region. The earliest reported plots in this paper are at 30 minutes 
when the velocity space plots corresponded to that of two streams whose velocity distributions 
peaked around 25 km/s. At 30 minutes, the parallel temperature was 30000 K and the perpendicular 
temperature was about 100 K. Subsequently to that time, the parallel temperature decreased, and 
the perpendicular temperature increased. As refilling continued, the spread of the perpendicular 
velocity distribution and perpendicular temperature increased. Around 12 hours, the two streams 
are on the path of convergence; and in 40 hours, we see a velocity distribution that is very close to 
a Maxwellian. 
In Figures 7a-c, we provide the one-dimensional plots for the parallel velocity distribution 
at the magnetic equator, which are obtained by integrating the two-dimensional velocity 
distributions of Figures 6a-c with respect to the perpendicular velocity variable. The parallel 
velocity distributions also correspond to the physical picture of two streams converging into one. 
On the other hand, in Figures 8a-c, we present a similar set of one-dimensional plots for 
the perpendicular velocity distribution, obtained by integrating the velocity distributions of Figures 
6a-c with respect to the parallel velocity. At 30 minutes, the distribution function had a very narrow 
spread, that gradually transformed into a Maxwellian over the refilling process. The distributions 
in Figures 7a-c and Figures 8a-c are normalized to an area of unity under the curve and in each 
frame, we place a Maxwellian at 3560 K for comparison. In the next section, we present our 
concluding remarks and plans for future work. 
 
  
 
 
Figure 3: Normalized concentration as a function of latitude. The concentration is normalized to 1000 particles per 
cubic centimeter. Snapshots at selected times during the refilling. 
 
 
 
Figure 4.  Parallel temperature as a function of latitude. Snapshots at selected times during the refilling process. 
 
Figure 5. Perpendicular temperature as a function of latitude. Snapshots at selected times during the refilling process. 
 
 
  
   
 
(From the left to the right) Figure 6a Two-dimensional velocity distribution function, 30 minutes. Figure 6b. Two-
dimensional velocity distribution function, 12 hours. Figure 6c. Two-dimensional velocity distribution function, 40 
hours. There is a four orders of magnitude difference between regions of highest magnitude (yellow) and regions of 
smallest magnitude (deep blue). 
 
   
 
(From left to right) Figure 7a. Parallel velocity distribution function, 30 minutes. Figure 7b.  Parallel velocity 
distribution function, 12 hours. Figure 7c. Parallel velocity distribution function, 40 hours. Red: Numerical simulation 
results. Blue: Maxwellian at 3560 K for comparison. 
 
   
 
(From the left to the right) Figure 8a. Perpendicular velocity distribution function, 30 minutes. Figure 8b. 
Perpendicular velocity distribution function, 12 hours. Figure 8c. Perpendicular velocity distribution function, 40 
hours. Red: Numerical simulation results. Blue: Maxwellian at 3560 K for comparison. 
 
5 Conclusion and Future Work 
Summarizing, a comparative study of the kinetic model developed in this paper and the 
hydrodynamic model developed in Chatterjee [2018] and Chatterjee & Schunk [2019, 2020] show 
agreement in certain aspects and disagreement in others. Both the models showed high drift 
velocities at the onset of refilling which settled down to zero drift velocity at steady state. However, 
the hydrodynamic model showed discontinuities in the number density profile in the early to 
middle phases of refilling, while the kinetic model produced smooth flow, with no discontinuities 
during the entire refilling process. As mentioned before, Coulomb collision cannot be the 
  
thermalizing mechanism for the discontinuities seen in the hydrodynamic results during the early 
to middle phases of refilling, and hence, non-Maxwellian velocity distribution functions are 
expected in those phases. In the kinetic model, these non-Maxwellian distribution functions are 
estimated from the first principles, and hence expected to produce more accurate results during the 
early to middle phases of refilling. In the future we plan to implement three-dimensional 
hydrodynamic and kinetic models for more detailed and through comparison. 
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