A phase field crystal ͑PFC͒ density functional for binary mixtures is coarse grained and a formalism for calculating the simultaneous concentration, temperature, and density dependence of the surface energy anisotropy of a solid-liquid interface is developed. The methodology systematically relates bulk free energy coefficients arising from coarse graining to thermodynamic data, while gradient energy coefficients are related to molecular properties. Our coarse-grained formalism is applied to the determination of surface energy anisotropy in two-dimensional Zn-Al films, a situation relevant for quantitative phase field simulations of dendritic solidification in zinc coatings.
I. INTRODUCTION
Multiscale modeling of nonequilibrium phase transformations has seen various advances in recent years. These include very efficient phase field approaches that accurately emulate free-surface models by using diffuse interface widths ͓1-4͔ and adaptive mesh refinement techniques for multiscale resolution ͓5-7͔. Recently the phase field methodology has been extended to self-consistently incorporate atomic scale effects, such as elastoplasticity and polycrystalline grain boundary interactions ͓8-10͔. At the heart of this formalism-coined the phase field crystal ͑PFC͒ method-is a free energy density that is constructed to be minimized by periodic density states with the symmetries of crystal phases.
Quantitative phase field simulations of microstructure require detailed knowledge of several parameters originating at the microscopic ͑i.e., atomic͒ scale. For example, the properties of dendrite solidification depend critically on the crystal-melt surface energy and its anisotropy. Modeling a particular material in a phase field simulation requires that a combination of the model's parameters be matched to its measured surface tension. Unfortunately, in many metallic systems, the surface energy and its anisotropy are not known experimentally, particularly in its temperature and compositional dependence. This problem could be circumvented, in theory, by directly using molecular dynamics or dynamic density functional theory. These methodologies, however, are unable to access the relevant time and length scales of typical phase transformations involved in microstructure evolution.
A compromise in the above problem is to use a static microscopic theory to derive surface energy and some other microscopic parameters that enter higher-scale phenomenological phase field or sharp interface dynamical models. One class of microscopic models for solidification arises from aforementioned classical density functional theory ͑CDFT͒ ͓11͔. An even simpler class of atomic scale models are phase field crystal models ͑PFC͒ ͓10͔, which arise from CDFT by retaining only a crude approximation of the two-point correlation function and reference free energy that enter CDFT. Recent works on pure materials and alloys ͓12-17͔ have shown that CDFT models and their PFC simplifications can be scaled up, through different coarse-graining approaches, into complex order parameter models, the latter of which can be further mapped onto traditional phase field models ͓16͔.
Toward the above goal, Wu et al. ͓14͔ recently extended the work of Shih ͓12͔ by using classical density functional theory and molecular dynamics to fit the gradient energy coefficients of a phenomenological Ginzburg-Landau model. A prediction of the surface energy of pure iron yielded very good agreement with direct molecular dynamics simulations. Majaniemi and Provatas ͓16͔ used coarse graining to obtain a set of complex amplitude equations from a CDFT for a weakly first order transformation in a pure material. Expressions were then derived for the decay length of density waves across the crystal-melt interface, from which surface energy anisotropy was computed.
Encouraged by the success of coarse-graining approaches in pure materials, it is reasonable to expect that extending them to CDFT/PFC type models of multicomponent systems ͓10͔ can help elucidate the form of the surface energy and its anisotropy in alloys. This paper applies a coarse-graining procedure to a classical density functional theory of a binary mixture in order to study the temperature and concentration dependence of surface energy. Following Ref. ͓10͔, a model of a two-component inhomogeneous fluid is first expressed in terms of two fields; the total atomic number density and the concentration of one of the components. Applying the single-mode approximation used in Ref. ͓16͔, a GinzburgLandau model is derived in terms of three complex amplitudes ͑i.e., order parameters͒, an impurity concentration field and the average density field. This amplitude model is used to predict the surface energy of solid-liquid interface of a binary alloy thin films. The analysis is carried out in two dimensions and applied to thin film Zn-Al coatings, a situation relevant to galvanization of steels.
II. BINARY ALLOY MODEL

A. Classical density functional theory
The starting point of this work is classical density functional theory ͓11,18,19͔, which provides a truncated expansion for the Helmholtz free energy functional of a two component mixture. Written in terms of the atomic number density, A ͑r͒ and B ͑r͒, of species A and B, respectively, this is given by
The notation C ij ͉͑r − rЈ͉͒ denotes the i − j two-point direct correlation function of a reference liquid phase at temperature T in coexistence with a solid. The variable i l is the average density of the species i͑=A , B͒ in the reference liquid state. For concreteness, coexistence will be characterized by an average density L ϵ A l + B l and a temperature T. Finally,
l . To make contact with traditional thermodynamic and phase field models, it is convenient to work with the transformed fields,
The properties of ͑r͒ and c͑r͒ can be motivated by writing In terms of the fields ͑r͒ and c͑r͒ the free energy in Eq. ͑1͒ becomes ͑relative to a reference state͒
where Ј ϵ ͑rЈ͒ and cЈ ϵ c͑rЈ͒ and where correlation operators acting on primed fields ͑or products of primed fields͒ denotes integration with respect to rЈ, i.e., C ij cЈЈ ϵ͐C ij ͉͑r − rЈ͉͒c͑rЈ͒͑rЈ͒d 2 rЈ, etc. Unprimed fields are with respect to r. The asymmetry in A and B terms arises due to the definition of c, which assumes B is a minority phase. Equation ͑3͒ leads to the alloy PFC model originally developed in Ref.
͓10͔ if concentration is defined in terms of A atoms.
B. Coarse grained free energy functional
In this subsection the free energy functional in Eq. ͑3͒ is simplified to the level of a phase field crystal ͑PFC͒ model by retaining only information of the first peak of the twopoint correlation functions. A standard coarse-graining operation is then performed on the resulting free energy functional to project out the long length scales properties in terms of the slow fields A n , c, and . Following Shih ͓12͔, the density ͑r͒ is expanded in a single mode approximation of the form
The fields A n ͑r͒ and n 0 ͑r͓͒ϵn A ͑r͒ + n B ͑r͔͒ are assumed to be slowly varying on scales where ͑r͒ varies appreciably. It is similarly assumed that the concentration field c͑r͒ varies slowly on atomic scales, to lowest order in the amplitudes. Finally, the two-point direct correlation functions are expanded in a Fourier series of the form
where i, j denote any of the particle combinations AA, BB, and AB, and "exp" denotes "experimental."
The expansions for ͑r͒ and C ij ͉͑r − rЈ͉͒ are substituted into the free energy in Eq. ͑3͒, and nonlinear terms are expanded up to fourth order in the fields A n , n 0 and c. The result is then coarse grained according to a box-averaging procedure used in ͓16͔. This integrates out of the free energy contributions arising on atomic scales, which are represented by oscillations of the phase factors in the expansion of ͑r͒. Thus, any integral that is a combination of slow fields ͓A n ͑r͒, c͑r͒, and n 0 ͑r͔͒ multiplying phase factors vanishes under coarse graining, unless the phase factor contains a linear combination of the K n that sum to zero. This straightforward albeit lengthy procedure yields a free energy defined on mesoscales written in terms of the slowly varying fields. The definitions and procedures described in the previous two paragraphs for two-dimensional ͑2D͒ HCP symmetry yields the following coarse grained ͑CG͒ dimensionless alloy free energy difference in terms of the dimensionless smooth fields
Repeated indices ͑i , j͒ in Eq. ͑6͒ imply summation. Space ͑r, x i , x j ͒ is in units of the lattice constant "a" and the magnitude of the K m is q o =4 / ͱ 3a, for a 2D hexagonal crystal.
The constants C ͑N͒ ͑N =1,2,3,4,5͒ are linear combination of the Fourier components Ĉ ij ͉͑k͉͒ evaluated at ͉k͉ = ͉K m ͉ = q o . They are given by
The parameters C 0 ͑N͒ are the same linear combinations of Ĉ ij ͉͑k͉͒ as the C ͑N͒ but with ͉k͉ = 0. The constants C ͑N͒Љ in the gradient terms denote the second derivatives of C ͑N͒ with respect to k, then evaluated at ͉k͉ = ͉K m ͉ = q o . The following constants have also been defined: 
where, for each N =1,2,3,
with H −1 denoting the inverse Fourier transform. The constants in Eqs. ͑7͒-͑9͒ are all generally dependent on temperature through their dependence on the correlation functions at coexistence.
The free energy in Eq. ͑6͒ can be made more accurate by considering contributions from higher order direct correlation functions in the expansion of Eq. ͑1͒. For example, the k = 0 mode of the Fourier representation of the three point correlation function will renormalize the polynomial coefficient of the square amplitude terms ͓21͔. While elegant, a proper inclusion of higher order correlation is a formidable task. In this work, only the form of Eq. ͑6͒ will be assumed. Bulk free energy coefficients will be fit from thermodynamic database information, while gradient energy coefficients will be inferred from microscopic theories or molecular dynamics.
III. EQUILIBRIUM PROPERTIES OF MODEL
A. Grand potential
The equilibrium fields and c are derived by extremizing the grand potential functional,
where F is the free energy in Eq. ͑3͒, while A and B are the generalized chemical potentials of species A and B, respectively. The definitions of A and B in terms of and c have been used in the second line of Eq. ͑11͒.
Integrating out the short wavelengths gives the corresponding coarse-grained grand potential ⍀ in terms of the smooth fields c, n 0 , and the A n . This is given, in dimensionless form, by
where, like F in Eq. ͑6͒, ⍀ is in units of k B T L a 2 , while A , B are in units of k B T and n 0 , A n in units of L .
B. Equilibrium profiles
The equilibrium fields A n ͑r͒, c͑r͒, and n 0 ͑r͒ are found by extremizing Eq. ͑12͒ with respect to each A n , c, and n 0 . It will hereafter be assumed that the complex amplitudes A n are real. This amounts to writing A n = n e ⌰ n ͑r͒ in Eq. ͑6͒, where n is real and ⌰ n ͑r͒ = 0. The amplitudes n , c, and n 0 are then given by the solutions of the Euler-Lagrange equations,
where eq ϵ B eq − A B and where A eq and B eq here denote the dimensionless equilibrium chemical potentials of species A and B, respectively.
To determine surface energy, Eqs. ͑13͒-͑15͒ are solved in one dimension, described here by a dimensionless coordinate ū which measures distance along the unit normal n that defines the orientation of the equilibrium interface under consideration. The explicit form of these one-dimensional ͑1D͒ equations is given by Eqs. ͑A3͒, ͑A5͒, and ͑A7͒ in Appendix A.
Equations ͑A3͒, ͑A5͒, and ͑A7͒ are solved subject to boundary conditions, which are established by the bulk equilibrium properties of the free energy of Eq. ͑6͒ ͑where A n → n ͒. Specifically, for a planar solid-liquid interface, Eqs. ͑A3͒, ͑A5͒, and ͑A7͒ must satisfy
where c s , c L , s , and L denote the equilibrium concentrations and ͓dimensionless͔ densities of the bulk solid and liquid phases, and s minimizes the bulk solid free energy with respect to . Appendix B shows how to calculate these boundary conditions.
C. Bulk free energy
The dimensionless bulk free energy is derived from F in Eq. ͑6͒ by making all amplitudes real and equal, i.e., A n → , and retaining only the nongradient parts of the free energy density ͓i.e., integrand of Eq. ͑6͔͒. This gives
where, here, c, n 0 , and represent the bulk ͑uniform͒ values of concentration, density and order parameter in the corresponding solid or liquid phases. ͑It is recalled that n 0 and are in units of L , and G in units of k B T L ͒.
Specialization to solid and liquid phases
The free energy density G is specialized to the solid phase by denoting c = c s , n 0 = s and s = ␤͑c s , s ͒, where ␤͑c , ͒ solves ‫ץ‬G / ‫ץ‬ = 0 for and is given explicitly by ␤͑c,͒ = 3 − 2 10
Note that the condition ␤ = 0 defines an maximum concentration ͓via the radical in Eq. ͑18͔͒ for which a bulk solid can be defined. The bulk free energy G is hereafter denoted G s ͑c s , s ͒ in the solid. The free energy G is specialized to the liquid phase by denoting concentration c = c L and density n 0 = L , and by setting =0 ͑"order" in the liquid is zero͒. The bulk free energy
Determination of bulk coefficients: constant density
This subsection illustrates how to determines the coefficients of G s and G L by matching the excess ͑i.e., nonlogarithmic͒ part of the free energy G s and In the liquid, = 0 in Eq. ͑17͒, and the dimensionless bulk liquid free energy becomes ͑setting n o =1͒,
͑19͒
where
For the bulk solid, the coefficients of the bulk free energy G s are obtained by expanding the excess part of G s to order O͑c 2 ͒ and then matching the result, order by order, to the expansion of G ex s . This yields
and where
while r solves 
͑25͒
The top frame in Fig. 1 shows the solid and liquid free energies G s ͑c͒ ͑blue curve͒ and G L ͑c͒ ͑yellow curve͒ for Zn-AL at a temperature T = 670 K. The bottom frame shows the free energy landscape G͑ , c͒ in Eq. ͑17͒ from which G s and G L are extracted ͑the parameter n o =1͒. Also shown in the top frame is the Redlich-Kister form of the free energy for each phase. In the case of the liquid, the Redlich-Kister and amplitude model's field free energies overlap identically. For the solid, the amplitude model's free energy ͑blue curve͒ overlap the Redlich-Kister only partially. This is because Eq. ͑17͒ predicts an order parameter change in the solid ͓via Eq. ͑18͔͒ as c increases past the equilibrium concentration c s ; the thermodynamic database prediction is a curve fit based on data acquired experimentally for concentrations near equilibrium, and extrapolated to all concentrations.
D. Surface tension
Let the solutions of Eqs. ͑A3͒, ͑A5͒, and ͑A7͒ across a planar interface be denoted n 0 ‫ء‬ ͑ū͒, c ‫ء‬ ͑ū͒, and n ‫ء‬ ͑ū͒ ͑n =1,2,3͒. The interface energy is defined as the excess of the grand potential. Its dimensionless form, ␥ , is by ␥ = ⍀͓ n ‫ء‬ ͑ū͒ , c ‫ء‬ ͑ū͒ , n 0 ‫ء‬ ͑ū͔͒ − ⍀ B , where ⍀ B is the dimensionless grand potential in the bulk solid ͑or liquid͒ and ū is the dimensionless distance along the planar interface ͓18͔. Starting from Eq. ͑12͒, Appendixes A and B yield
where f͕͑ n ͖ , c , n 0 ͒ is the integrand of F 1D in Eq. ͑A1͒ ͓i.e., Eq. ͑6͒ for the case of a planar interface͔, G s ͑c s , s ͒ is the bulk solid free energy defined in Sec. III C 1 and p denotes the equilibrium pressure ͑all in units of k B T L ͒.
IV. CALCULATION OF CRYSTAL-MELT SURFACE TENSION IN ZN-AL FILMS: CONSTANT DENSITY
This section uses the theory of Sec. III to approximate the anisotropic surface energy of a solid-liquid interface for 2D Zn-Al films, where element A denotes Zn and B denotes Al. For simplicity, the approximation of equal density in the FIG. 1. ͑Color online͒ ͑Top͒ Phase field free energies of the solid ͑lowest extending curver-blue͒ and liquid ͑nearest to the symbol G L ͑c͒-yellow͒. The Redlich-Kister free energies for both phases are superimposed ͑topmost extending curve-green͒ for solid, indistinguishable from phase field for liquid. ͑Bottom͒ 3D plot of Eq. ͑17͒ ͑n o =1͒.
solid and liquid phases is assumed. In this limit Eq. ͑26͒
, where the density has been set to n o =1 in f͕͑ n ͖ , c , n 0 ͒ and
The Euler-Lagrange equation for the field 1 ‫ء‬ ͓Eq. ͑A3͔͒ reduces at constant density to
where M 12 ͑c͒ and M 23 ͑c͒ are given by Eqs. ͑A4͒ and where n is the unit normal to the interface. Equations for 2 ‫ء‬ and 3
‫ء‬
are given by analogous permutations of Eq. ͑27͒. The concentration equation ͓Eq. ͑A7͔͒ reduces to
͑28͒
where 1 is given in Eqs. ͑A2͒. Equations ͑27͒ and ͑28͒ are solved using explicit finite differencing with fictitious time to iterate the equations to their steady state profiles. Boundary conditions for the bulk fields are denoted c = c L and n =0 as ū → −ϱ and c → c s and n = s ͑c s ͒ as ū → ϱ. The values of s , c s , c L , as well as eq , are obtained at a given temperature by applying the common tangent construction to the solid and liquid bulk free energies extracted from Eq. ͑17͒, the bulk coefficients of which are related to the Redlich-Kister coefficients for each phase as shown in Sec. III C 2. The dimensionless coefficient c s , c L , and eq are given in Table I gives
The gradient energy coefficient 1 ͑n ͒ multiplying the concentration term in Eq. ͑28͒ can be shown to be a constant independent of n , and given by 1 =3͐ 0 ϱ R 3 C ͑1͒ ͉͑R͉͒dR. Cahn and Hilliard ͓23͔ showed this to be given by the coefficient of the enthalpy of mixing term in the free energy of a regular solution. It is thus approximated here by ⍀ L ͑T͒ / RT coefficient appearing in the bulk liquid free energy, which was introduced in Sec. III C 2.
The top frame in Fig. 2 plots the surface energy ␥ versus the angle that the interface normal n makes with the x axis. The parameter ␥ o is the isotropic surface energy. Curves for the temperatures T = 662.5, 670, 675, 684, 690 K are plotted. The data suggest that the two dimensional surface energies can be fit to the form
which is a reasonable form, as shown in Ref.
͓16͔. The amplitudes of the different curves represent the surface energy anisotropy, ⑀ 6 ͑T͒, which is plotted separately, along with ␥ o ͑T͒, in Fig. 2 . The corresponding stiffness, ␥ ͑͒ + ␥ Љ͑͒, for each temperature is plotted in Fig. 3 . The behavior of ⑀ 6 ͑T͒ predicted here for an alloy is to be contrasted with the prediction of ⑀ 6 for a pure material derived from a Ginzburg- Landau ͑GL͒ amplitude model developed in Ref. ͓16͔. In the latter case it was found that ⑀ 6 was independent of temperature, at least at the level of a fourth order GL theory.
A 3D calculation of Haxhimali et al. ͓24͔ recently showed that at least one of the two crystal-melt anisotropy parameters in Zn-Al decreases as the average Zn content increases. This is consistent with the trend of ⑀ 6 ͑T͒ in Fig. 2 , since increasing temperatures increases the range of Zn concentration required for coexistence. The largest value of ⑀ 6 in Fig.  2 is also close to the anisotropy in a binary system studied by molecular dynamics by Becker et al. ͓25͔ . The variation of anisotropy in that work is smaller than that in this work however. This may be due to the small partition coefficient in their alloy system. Amini et al. ͓26͔ similarly found that a model hard sphere system exhibits a small variation of anisotropy versus temperatures-although their predictions are higher than either our work or that of Becker et al. Finally, it is also interesting to note that the range of ⑀ 6 in this work overlaps with the anisotropy for pure BCC iron reported in ͓14͔, where ⑀ 4 = ͑␥ 100 − ␥ 110 ͒ / ͑␥ 100 + ␥ 110 ͒ϳ0.5-1%.
Experimental work by Passerone et al. ͓27͔ and Miller et al. ͓28͔ has shown that the anisotropy in some zinc alloys increases with decreasing temperature, which is consistent with the results of this work. These experimental works they also show that well below the melting point some zinc alloys can exhibit a transition to faceted interfaces. Ising type models with short range interactions have shown that a roughening transition exists at a temperature T Ͼ 0 in 3D, but only at T = 0 in 2D, at least in the mean field sense without thermal noise ͓29͔. As a result, it is expected that one must extend the techniques developed here to 3D in the presence of noise to predict a roughening transition.
V. CONCLUSION
This single mode density wave expansion used here, and the coarse-graining formalism used to arrive at an effective complex amplitude model coupling amplitudes, concentration, and density can easily be extended to three spatial dimensions. The reader is referred to Ref. ͓21͔ for an complimentary coarse-graining approach to that used here that shows the details of this procedure. The application of this theory to the determination of surface energy anisotropy in dilute 2D Zn-Al alloys can be directly applicable to quantitative phase field simulations of dendritic solidification of zinc coatings.
It was found that both the isotropic and anisotropic parts of the surface energy ͑␥ iso and ⑀ 6 ͒ were dependent on temperature. In this temperature dependence there is buried an implicit concentration dependence due to impurity segregation ͓⌬c͑T͒ = c L − c s ͔, since an analogous model studied recently for a pure material ͓16͔ revealed no change in anisotropy parameter as temperature ͑and average density͒ changed. It would be useful to explicitly separate out this concentration dependence into the form ⑀ 6 ͑T͒ ϵ ⑀ 6 ͓T , ⌬c o ͑T͔͒. This can be accomplished by considering ternary alloy system, where it is possible to change in the concentration of a ternary component in order to induce a corresponding change in the solid-liquid coexistence concentrations of the primary and secondary components without changing temperature. This system can be treated as an effective binary in which changes of ⌬c o can be induced at constant temperature ͓30͔.
As a final comment, it is noted that Eqs. ͑20͒ and ͑22͒ can in principle be used to relate the properties of the correlation functions Ĉ AA , Ĉ BB , and Ĉ AB , at ͉k͉ = q o and ͉k͉ =0, to the coefficients of the bulk free energies, which are determinable from some thermodynamic database. In the present approximation of equal solid and liquid density, Eqs. ͑20͒ and ͑22͒ become undetermined, requiring a higher order amplitude, concentration and density expansion of the amplitude model to acquire more equations. However, since only the form of the free energy was considered in this work, only groupings of coefficients ͑i.e., the effective coefficients,
, and C ͑3͒ ͒ were fit from thermodynamic data.
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APPENDIX A: EULER LARGRANGE EQUATIONS
Equations ͑13͒-͑15͒ are written in 1D with respect to a variable ū transverse to a planar interface defined by the unit normal n which is at an angle to the x axis ͑i.e., n ϵ n x î + n j ĵ = cos iˆ+ sin ĵ͒. Their explicit form is obtained by extremizing F with respect to n , c and n 0 ͑i.e., A n → real amplitudes n ͒. For the case of a planar interface F becomes 
General representation
Phase equilibrium between solid and liquid phases of a binary mixture are found by equating chemical potentials of species A and B ͑denoted A eq , B eq , respectively͒ and the pressures in the two phases ͓18,31͔. Specifically, 
Equal densities
For the special case where the solid and liquid densities are equal and set to the average alloy density, i.e., L = s = 1, the number of unknowns reduces to ͑c s , c L , eq ͒. These three parameters are found by solving the first three of Eqs. ͑B5͒,
Equations ͑B6͒ comprise the usual common tangent construction
