In numerical simulations of disordered electronic systems, one of the most common approaches is to diagonalize random Hamiltonian matrices and to study the eigenvalues and eigenfunctions of a single electron in the presence of a random potential. We describe an effort to implement a matrix diagonalization routine for real symmetric dense matrices on massively parallel SIMD computers, the Maspar MP-1 and MP-2 systems. Results of numerical tests and timings are also presented.
Introduction
Crystalline materials have been studied intensively by physicists since the beginning of quantum mechanics.
In real materials, disorder always exists, in the form of impurities, point defects, dislocations, etc. What has been gradually realized during the past 30 years is that disorder can play an important role in determining the transport and thermodynamic properties of real materials. The concept of localization, introduced by Anderson (1958) , states that if the disorder is very strong, the wavefunction may become localized, in that the envelope of the wavefunction decays exponentially from some point in space: )~(r)( &horbar; exp{Ir -r~,~~~), where k is the localization length. Von Klitzing, Dorda, and Pepper (1980) found that under certain conditions in a twodimensional system of electrons subjected to a strong magnetic field, the Hall conductivity is quantized to integral multiples of e2/h. (For review, see Prange and Girvin, 1990 .) It was soon recognized that localized states and extended states due to disorder play a key role in this phenomenon (Halperin, 1982) .
Analytic approaches to disordered systems have had limited success. Numerical simulation, especially numerical diagonalization, is expected to be one of the powerful alternatives to address these problems. A direct computational test of the predictions of localization theory, numerical solutions of the Schrodinger equation on a finite size system, involves the eigendecomposition of a dense, symmetric matrix (Yoshino and Okazaki, 1977; Licciardello and Thouless, 1975) . In an investigation of the role of localization in the quantization of Hall conductivity, Huo and Bhatt (1992) (Scott, Heath, and Ward, 1986; Shroff and Schreiber, 1989) , while block tridiagonalization methods are less satisfactory. Because of its low operation count, we first attempted an implementation of a variant of the standard algorithm, using bisection rather than QI~. Because this implementation achieves high efficiency, we did not consider implementation of a Jacobi algorithm.
For the symmetric tridiagonal eigenvalue problem, both Cuppen's divide-and-conquer method (Dongarra and Sorensen, 1987) and bisection followed by inverse iteration have been advocated for the shared-memory, multiprocessor environment (Ipsen and Jessup, 1990) . While both methods provide both the eigenvalues and eigenvectors of the tridiagonal matrix, in both cases a subsequent orthogonalization step is needed for the eigenvectors corresponding to very close eigenvalues.
In a SIMD machine each processor executes exactly the same command at each cycle. Bisection and inverse iteration are well suited to the SIMD discipline, while the divide-and-conquer method appears to be less so.
Also, at the time of our work, the accuracy of the divideand-conquer method and means for its reliable implementation were still the subject of ongoing research (Dongarra and Sorensen, 1987 where T is the tridiagonal matrix. We have found that m = 2 iterations is sufficient to obtain fullprecision eigenvectors, even in the presence of closely spaced eigenvalues. The code solves the linear system using Gaussian elimination with partial pivoting, which causes one additional diagonal (Ti,i,,, 1 = i :::;; n -2) to become nonzero.
For the MP-x systems we have used, the number of processors ranges from 1,024 to 16,384; the local memory of each processor is fixed at 8, 192 words. This limited local memory constrained our initial implementation to matrices of order n :0:::; 2,500, since three vectors of size n are stored on every active processor.
The implementation uses 3n words per processor: two superdiagonals of the upper triangular factor U in the LU decomposition of T -7~,~1, and the vector x.
The factor L is not stored. To save memory, the elements of T are broadcast to all the processors when needed.
The conventional implementation of Gaussian elimination would have used five arrays of length n. In the conventional LU decomposition, the diagonal elements of L are set to unity, so one vector is used to store it; three vectors store U, and one stores the right-hand side. In our implementation, we perform the forward substitution at the same time as the decomposition is carried out, so that the matrix L need not be saved.
Moreover, we scale rows so that the diagonal of U is unity. Then (Wilkinson, 1965 
