Abstract Lung cancer is the leading cause of cancer-related deaths in the world, and its main manifestation is pulmonary nodules. Detection and classification of pulmonary nodules are challenging tasks that must be done by qualified specialists, but image interpretation errors make those tasks difficult. In order to aid radiologists on those hard tasks, it is important to integrate the computer-based tools with the lesion detection, pathology diagnosis, and image interpretation processes. However, computer-aided diagnosis research faces the problem of not having enough shared medical reference data for the development, testing, and evaluation of computational methods for diagnosis. In order to minimize this problem, this paper presents a public nonrelational document-oriented cloud-based database of pulmonary nodules characterized by 3D texture attributes, identified by experienced radiologists and classified in nine different subjective characteristics by the same specialists. Our goal with the development of this database is to improve computer-aided lung cancer diagnosis and pulmonary nodule detection and classification research
Introduction
Lung cancer is the most common cause of cancer-related deaths, with a 5-year overall survival rate of only 15 % [1] . Detection and measurement of pulmonary nodules are important considering that a nodule may be a manifestation of a malignant cancer [2] . Lung cancer diagnosis is a challenging task for radiologists, because the nodules can be small and attached to other complex lung structures ( Fig. 1) [3] . Moreover, medical image interpretation can be a challenge even for experienced specialists [4, 5] . An option to aid radiologists in the lung cancer diagnosis process is to integrate the computer-based assistance to imaging interpretation. The purpose of computer-aided dagnosis (CAD) is to improve the accuracy and consistency of medical image diagnosis through computational support used as reference [4] . Recently, detection and differential diagnosis CAD systems have been developed to reduce the expense and to improve the capability of radiologist in interpretation of medical images and differentiation between benign and malignant tissues [6] .
However, a big problem of CAD research is its strong need for medical reference data repositories, particularly in the context of image-based diagnosis [7] . A large open (publicly available) reference imaging database would enable a better collaboration between physicians, radiologists, clinical researchers, and other healthcare workers [8] . Hence, a standardized data center would improve the development, testing and evaluation of CAD methods. An organized collection of anonymized clinical images alone would provide a valuable resource and eliminate database composition as a source of variability that hinders the appropriate comparison of different CAD methods [9] . The importance of employing a standardized database is that it allows cross-validation by different CAD method implementations through the use of a single image resource to compare their results with the same testbed and hence avoid using different repositories that could lead to inaccurate output.
In order to assist lung cancer diagnosis and image-based CAD research, some public databases were created ( Table 1) . The National Lung Screening Trial (NLST) is a randomized multicenter study comparing low-dose helical computed tomography (CT) with chest radiography [10] . The NLST performed 73,118 studies in 26,254 patients and archived 21,082,502 images in a website. However, images were not annotated with lesion attributes, which restricts its contribution. The NSCLC-Radiomics and NSCLC-RadiomicsGenomics datasets consist of 422 and 89 nonsmall cell lung cancer (NSCLC) patients, respectively. For those patients, CT scans and clinical and survival data are available. For the NSCLC-Radiomics-Genomics collection, there are gene expression profiles to improve NSCLC characterization [11] . However, lesion delineations are not publicly available to download. The Reference Image Database to Evaluate Therapy Response (RIDER) is a targeted data collection used to generate an initial consensus on how to harmonize data collection and analysis for quantitative imaging methods applied to measure the response to drug or radiation therapy [12] . Other lung imaging projects employed phantom images, but they performed CT studies on a few number of subjects and used artificial images [13] [14] [15] . The National Cancer Institute (NCI) established a consortium of American institutions to develop a well-characterized repository of thoracic images [16] . This initiative resulted among other projects in the Lung Image Database Consortium and Image Database Resource Initiative (LIDC-IDRI) [9] . In this work, we focused on the LIDC-IDRI project due to its high number of subjects, studies, and images, which is important for robust evaluation tests; its main medical imaging modality is CT, which is the most indicated exam to the early detection of some diseases, such as lung cancer, because it measures accurately size, location, and depth of tumors [17] ; it does not use imaging phantom, so CT scans are not artificial; it has experienced radiologists' lesion marks, which can be used as a "gold standard" to nodule automatic detection and segmentation methods; it has radiologists' different characteristic ratings to each nodule, which is important to nodule classification methods; and based in our knowledge, it is the most important and used lung cancer image collection for CAD developers and researchers.
LIDC-IDRI project is a publicly available reference database for the medical imaging research community. The goal of LIDC-IDRI is to provide an essential medical imaging research resource to spur CAD development, validation, and dissemination in clinical practice [9] . LIDC-IDRI consists of CT scans with marked-up annotated lesions. Its image collection has associated radiologist annotations, including nodule outlines and subjective nodule characteristic ratings. It is now composed of 1010 patients, 1308 studies, and 244,527 images [18] . Despite its huge contribution to the lung cancer CAD research community, the LIDC-IDRI project has some limitations, which are listed as follows:
& Database schemalessness: LIDC-IDRI is a medical image collection; thus, it is not organized in a database schema. Hence, there is a decentralized correlation between images, studies, and nodule information (radiologists' marks and classifications). A centralized database schema would improve the manipulation and management of LIDC-IDRI data. & Absence of image descriptors: LIDC-IDRI collection does not contain image descriptors. Several CAD methods use image descriptors extracted not only from single images, but preferably from volumetric images, to characterize lesions and diseases [5] . Therefore, pixel and voxel attribute extraction is important to computer-assisted diagnostics. There are some technological solutions that can improve LIDC-IDRI's management (use and maintenance), functionality, and access. Currently, there is a need for integrated cloud solutions for the storage of massive heterogeneous data volume that has been created over the last years [8] . A big hospital produces several terabytes of medical data each year, bringing the total production of the European Union or the USA, for instance, to thousands of petabytes [19] . Moreover, data storage in cloud platforms is necessary because they provide data availability [20] , which is important to guarantee that data is available and accessible whenever it is required. However, an important computational aspect must be taken into consideration on to the storage of massive data volume: database design flexibility. Big heterogeneous data represents a complex hierarchical data structure, which can make the use and maintenance of a database in a traditional data model difficult [21] . Not only Structured Query Language (NoSQL) or nonrelational databases were created toward reaching high performance in large data volume storage in the current "Big Data Age" [3, 22] . The term Big Data is referred as data that is too large, too dispersed, and too unstructured to be handled using conventional software [23] , and by those, they mean Relational Database Management System (RDBMS). Given that NoSQL databases can represent heterogeneous data models without the complications imposed by relational databases [24] , a NoSQL database is the most adequate approach for LIDC-IDRI's rich hierarchical data structure. Besides large data volume storage and full schema design flexibility, NoSQL databases also have the advantages of providing high performance, high throughput, and horizontal scalability [25] .
Image analysis allow objective and precise quantitative imaging descriptors that could potentially distinct differences of tumors and may have diagnostic power and thus clinical significance across different diseases [11] . Therefore, several image features has been used to characterize pulmonary nodules, e.g., texture, shape, form, border, margin, and density [1, 3, 11, 26, 27] . In the medical domain, texture descriptors become particularly important as they can potentially reflect the fine details contained within an image structure [5] . Moreover, volumetric data should be represented because multidimensional images can increase representation accuracy [28] . Despite that, volumetric texture analysis is not an accurate method to characterize lung cancer, but it can be used as an initial step to filter, retrieve, and classify pulmonary nodules [3] .
Our main goal in this paper is to minimize LIDC-IDRI's limitations by proposing an integrated nonrelational database schema to store its image collection. We also propose the development of a traditional volumetric texture analysis to characterize objectively and quantitatively LIDC-IDRI's pulmonary nodules. Finally, we aim at promoting the reproducible research by deploying the proposed integrated NoSQL database in a cloud infrastructure for on-demand database queries. As a result, all data (images, exam and nodule information, 3D texture attributes, and radiologist annotations) can be centralized in a single cloud datastore to the medical imaging informatics community, for the development, training, and evaluation of computer-aided lung cancer diagnosis and pulmonary nodule detection and classification research.
The remainder of this paper is organized as follows: the sections LIDC-IDRI Collection, Document-Oriented NoSQL Database, Cloud Database as a Service, and 3D Texture Analysis present the background for the Materials and Methods. The section Implementation describes database implementation details. The section Networks for Query Performance Tests presents the networks used on query performance tests. The sections Results and Discussion present the results and discussion of this work, and the section Conclusion concludes this paper.
Materials and Methods

LIDC-IDRI Collection
Lung Image Database Consortium and Image Database Resource Initiative (LIDC-IDRI) project can be divided in three main processes: image interpretation, nodule characteristic assessment and data recording. Image interpretation process required a radiologist to review each scan of a CT study using a computer interface and outlines lesions considered to be a nodule with greatest in-plane dimension in the range 3-30 mm regardless of presumed histology. Consequently, such lesions could be a primary lung cancer, metastatic disease, a noncancerous process, or indeterminate in nature. Each nodule outline was meant to be a localizing "outer border" so that, in the opinion of the radiologist, the outline itself did not overlap pixels belonging to the nodule (Fig. 2) [9] .
In the nodule characteristic assessment process, each reader was asked to subjectively set an integer value to nine different characteristics, according to the LIDC-IDRI documentation [29] . Nodule characteristics are as follows:
& Subtlety: nodule subtlety on a 1-5 scale, which 1 is extremely subtle and 5 is obvious. & Internal Structure: internal structure on a 1-4 scale, which 1 is soft tissue, 2 is fluid, 3 is fat, and 4 is air. & Calcification: internal calcification appearance on a 1-6 scale, which 1 is popcorn, 2 is laminated, 3 is solid, 4 is noncentral, 5 is central calcification, and 6 is absent. cy (assuming 60-year-old male smoker) on a 1-5 scale, which 1 is highly unlikely for cancer, 2 is moderately unlikely for cancer, 3 is indeterminate likelihood, 4 is moderately suspicious for cancer, and 5 is highly suspicious for cancer.
For last, in the data recording process, CT study information, nodule classifications, and outline Cartesian coordinates were recorded in a eXtensible Markup Language (XML) file. This XML file describes all data regarding to a single study, including all nodules that the CT scans may have and the regions of interest (ROI) with the unique identifier for each image slice. XML file and all CT scans from a single exam were stored in a folder, and all folders from all exams were uploaded to a web server located at The Cancer Imaging Archive (TCIA) website [30] . Anyone can access TCIA website and download all LIDC-IDRI data by clicking on Search Images and then selecting the LIDC-IDRI collection.
Document-Oriented NoSQL Database
NoSQL (or simply nonrelational) is a term for all databases that do not follow the popular and well-established RDBMS principles. It represents a class of products and a collection of diverse, and sometimes related, concepts about data storage and manipulation [22] . NoSQL databases have been around since the late 1960s, but it became popular with the diffusion of the Big Data concept [31] . The term "Big Data" refers to large, diverse, complex, longitudinal, or distributed datasets that are too difficult to be managed by the RDBMS [32] . Relational databases work best with structured data, which readily fits in well-organized tables [31] and that is not the case of LIDC-IDRI unstructured data.
Nonrelational databases have a wide variety of storage approaches, e.g., key-value storage, column-oriented (opposite approach to the row-oriented RDBMS), document-oriented, graph database, and object-oriented database. For the purposes of this work, we focus only on the document-oriented approach due its consolidation as the most robust NoSQL [25] , and for having a more suitable data structure to the storage of LIDC-IDRI heterogeneous data.
A document-oriented database is composed by a set of collections. Each collection has a set of documents and each document is composed by key-value pairs, lists, or embedded documents [22] . JavaScript Object Notation (JSON) is one of the most used document implementations because it is simple, intuitive, and human-readable (Fig. 3) [24] .
One of the most used Database Management Systems (DBMS) for document-oriented datastores is the open source MongoDB. Its storage unit is JSON document, but MongoDB represents JSON documents in binary-encoded format called Binary JavaScript Object Notation (BSON), for efficiency and performance purposes [22] . MongoDB is also capable of generating a globally unique identifier for objects called ObjectID, a 12-byte BSON primary key that guarantees document uniqueness and integrity in a database [33] .
GridFS is a specification that enables MongoDB to store and retrieve arbitrary files in binary format. GridFS uses two collections for the file storage: files and chunks. The file collection stores metadata (e.g., length key stores the size of the file in bytes, and uploadDate key stores the date the file was first stored). GridFS divides the file into chunks (blocks, fragments of information) and stores each of those as a separate document in the chunks collection (data key stores the binary data of each chunk document) (Fig. 4) [33] .
Cloud Database as a Service
Cloud computing, or on-demand computing, was created in order to shift the location of an infrastructure to the network to reduce the costs associated with the management of hardware and software resources [34] . Cloud is a large pool of easily usable and accessible virtualized resources, such as services [20] . There are different categories of cloud services that are delivered and consumed in real-time over the Internet, which can summarized in a Everything as a Service (XaaS) model, where X is software, platform, infrastructure, hardware, data, etc. (Fig. 5) [35] .
Database as a Service (DBaaS) is a paradigm for data management in which a third-party service provider hosts "database as a service" providing its customers seamless mechanisms to create, store, and access their databases at the cloud [36] . By using the DBaaS model, users access data using the hardware and software provided by a cloud provider instead of their own computing infrastructure. Furthermore, the responsibility of database management (backup, administration, restoration, etc.) befall the provider. Therefore, DBaaS paradigm reduces user's computational problems, e.g., database management, limited local storage space, and data availability. 
3D Texture Analysis
Gray-level co-occurrence matrix (GLCM) is a technique to extract information from second-order texture and its use to classify images is already well established [37] . Despite the fact that the GLCM-based texture analysis may be dated as method, it is still relevant to scientific literature and recent works have used texture features as image descriptors, using bidimensional or tridimensional analysis [38] [39] [40] . Texture analysis over a pulmonary nodule slice was performed in a previous work [41] . Its mean precision was 15 %, using a content-based image retrieval (CBIR) system, for the first ten similar nodules. However, 3D texture analysis improved pulmonary nodule retrieval with a mean precision of 73 %, for the first ten similar nodules, as attested in [3] . Therefore, a volumetric texture analysis can improve nodule characterization.
The GLCM method obtains from a single image the occurrence probability of a pixel pair with intensity i,j and spacing between the pixels of x and y in the dimensions x and y, respectively, given a distance d and orientation [37] . Calculation of the GLCM in a volume of images extends the evaluation of the probability function to the rectangular Zaxis, in order to study between-slices joint probabilities on an image volume composed of multiple slices (Fig. 6) [42] . Second-order histogram statistics are applied to the GLCM producing the texture attributes. Texture attributes used in this work were suggested by Haralick et al. [43] and are listed as follows:
Homogeneity ¼
where C(i, j) are the elements from the GLCM, μx and μy are the mean, and σx and σy are the standard deviation, obtained by the following equations:
Thus, a characteristic vector can be obtained by means of the calculation of the nine attributes (Eqs. 1-9) applied to the co-occurrence matrices in orientations 0°, 45°, 90°, and 135°, for instance. In this case, an image volume can be associated with a 36-dimension texture feature vector.
Implementation
In this work, we aim at integrating all data from the LIDC-IDRI collection plus texture nodule characterization in a Fig. 5 Cloud computing services single cloud-based database. Therefore, a document-oriented approach was used in order to create the centralized nonrelational database schema for the LIDC-IDRI data (LIDC-IDRI Collection and Document-Oriented NoSQL Database sections). Moreover, we deployed this proposed database in a cloud DBaaS infrastructure for on-demand database queries, hence eliminating the obligation to download and to store in a local workstation (Cloud Database as a Service section).
MongoDB was the DBMS used to store the proposed database, due to its high parallel processing power, high performance on data retrieval [24] , and for having the GridFS specification, necessary to the image storage. The DBaaS platform used in this work was Morpheus, 1 a cloud database as service that enables users to provision, deploy, and host MongoDB databases. Morpheus was configured on a MongoDB Instance v2.6.3, 5GB of storage, 1 shard and 3 boxes with 1 GB RAM per box.
In order to extract image descriptors and characterize lung lesions, 3D texture analysis was applied to manually segmented pulmonary nodules. All nodules had lesion images segmented using the radiologist's marks (Fig. 7) . After the manual segmentation, texture attributes were extracted from the voxels using 3D GLCM (3D Texture Analysis section). Distance between the pixel pairs and between volume slices was 1 and the angle orientations were 0°, 45°, 90°, and 135°. Texture attributes used in this work were energy, entropy, inertia, homogeneity, correlation, shade, promenance, variance, and inverse difference moment. Those nine descriptors and four angle orientations resulted in the creation of 36 3D texture attributes (3DTA) for each pulmonary nodule.
An algorithm was implemented in Java program-ming language to convert the LIDC-IDRI collection to a documentoriented model, to insert the 3DTA to the document data structure and to migrate the database to the cloud service. The implemented algorithm had the following sequential steps:
1. Image storage: CT scans that contain nodule(s) and segmented nodule images were stored in a MongoDB database with the GridFS specification. Thus, images were converted to document BSON format, an ObjectID was generated for each image saved, and each image is uniquely identified in the database. 2. XML file data conversion: first, XML tags data were extracted; then, exams and nodules data were separated, for information optimization purposes, and converted to JSON documents. For last, exams and nodule documents were inserted in the MongoDB database. 3. Slice-image mapping: each slice had its CT scan unique identifier modified to the ObjectID of its image stored in the previous database. Segmented nodule image's ObjectID was also embedded in the document. Therefore, each slice has two ObjectIDs regarding to the original CT scan and to the segmented nodule image; 4. 3D texture attribute embedding: each 3DTA was converted to a key-value pair, and the 36 3DTA key-value pairs were embedded in a document. Finally, each 3DTA document was inserted in its nodule document. 5. Database migration: the entire database was migrated to the Morpheus DBaaS platform in order to enable cloud storage and remote access.
Networks for Query Performance Tests
Performance tests on different data queries were executed in order to measure the time that is necessary to access documents on the developed cloud-based database. Three networks on uncontrolled environments were used in order to create different real scenarios, where a user could search document(s) on the nonrelational database using a heterogeneous network. Latency, download, and upload speed tests for all networks were calculated by the Speedtest tool 2 on a server in San Francisco, CA, and are listed in Table 2 .
Network A presents the best mean speed values, while Network C presents the worst. Network A reaches about 3.8× more download speed and 29.6× more upload speed than Network B. In comparison to Network C, Network A reaches about 22.5× more download speed and 47.4x more upload speed. Network B reaches about 5.8× more download speed and 1.6× more upload speed than Network C.
Results
The developed database has four main document collections ( Fig. 8) : exams, nodules, images.files, and images.chunks. The exams collection stores CT studies and reading session data. The nodules collection stores nodules information, including radiologist's classification, 3D texture attributes, and ROI's data (image identifiers, lesion marks, etc.). The images.chunks and images.files are GridFS collections that store image binaries and image metadata. We model a one-to-many relationship from exams to nodules because an exam may have several nodules and a nodule belongs to only one exam. Furthermore, we model a many-to-many relationship from nodules to images.files because a nodule may have several images and an image may have several nodules. GridFS sets automatically a one-to-many relationship from images.files to images.chunks because an image file is divided into several binary chunks (Document-Oriented NoSQL Database section).
A document from the exams collection has an ObjectID which is stored on the _id key. It also has a path key which stores the absolute path of the exam's folder. The rest of the key-value pairs correspond to the response header, reading session, and LIDC-IDRI data.
A document from the nodules collection has its own ObjectID stored on the _id key and the ObjectID of its relative exam stored on the examID key. Each radiologist characteristic rating is stored on a key-value pair (calcification on the calcification key, for instance). It also has each 3DTA on a key-value pair on the textureAttributes embedded document, e.g., energy0 key stores energy at 0°orientation attribute. Documents from the nodules collection have a list of regions of interest stored on the rois key. Each document from the rois list has an originalImage key that stores the ObjectID of its CT scan on the images.files collection, and a noduleImage key that stores the ObjectID of its segmented nodule image on Fig. 7 Manual segmentation process of a pulmonary nodule from the LIDC-IDRI. a CT scan with a pulmonary nodule. b Pulmonary nodule that was marked by a LIDC-IDRI's radiologist. c Manual segmentation output of a pulmonary nodule the images.files GridFS collection. Finally, the edgeMaps list on each document from the rois list stores all Cartesian coordinates (xCoord and yCoord keys) of the radiologist's mark.
For the performance evaluation, seven functions were executed on those previous networks: database connection; query for one nodule in the nodules collection; query for one exam in the exams collection; query for one image in the GridFS collection; query for all nodules in the nodules collection; query for all exams in the exams collection; and query for all images in the GridFS collection. Table 3 describes the performance tests results of those functions.
Database connection presented to be the fastest and most stable function on all three networks. All cloud search queries for single documents (nodule, exam, and image) took less than 2 s considering the uncontrolled network environments. The highest time value was reached by Network C, the slowest network, on nodule document query, and it took 1.67 s to search for a nodule. Queries that retrieve the entire exams collection took less than 3 s to finish. The highest mean value for all exams query was 2.84 s, reached by Network C. Furthermore, queries that search for all nodules or images require much more time than exam queries. For instance, Network A retrieved the entire nodules collection from the database in at least 7.72 s, while Network B and Network C needed 4.95× and 6.11× more time to search for all nodules, respectively. In order to retrieve all images from the GridFS collection, Network A needed at least 2.06 s×, while Network B and Network C needed 2.03× and 5.34× more time, respectively. Current database status is 379 exams, 838 nodules, and 8237 images, 4029 of them are CT scans and 4208 manually segmented nodules. CT sections used in this work can have more than one lesion. Data reading can be done via MongoDB Shell, Application Programming Interface (API), or any MongoDB database management tool (Fig. 9) . Database connection settings are as follows: readonly is the user name with read-only privileges, gH@h6NL38V is the user's password, 162.252.108.127 is the Internet Protocol (IP), 12279 is the port and publicDB is the database name (Fig. 10) . Fig. 8 Data model of the developed document-oriented database of pulmonary nodules. Documents from the exams collection have three key-value pairs and two embedded documents (RespondeHeader with thirteen key-value pairs and readingSession with two key-value pairs). Documents from the nodules collection have twelve key-value pairs, one embedded document (textureAttributes, which has 36 key-value pairs) and one list of documents (rois, which each document has five keyvalue pairs and one list of documents-edgeMaps with two key-value pairs each). Documents from the images.files collection have eight keyvalue pairs, and documents from the images.chunks, four key-value pairs All rate values are the mean of ten executions of the speedtest tool
Discussion
This work highlighted the importance of LIDC-IDRI project to the medical imaging science and its potential contribution to computer-aided lung cancer diagnosis and pulmonary nodule CAD research. However, the LIDC-IDRI image collection has some computational issues that limit its management, use, manipulation, maintenance, functionality, and access. Nevertheless, our proposed implementation minimized those problems using a cloud-based NoSQL database approach.
Regarding to the proposed nonrelational schema, the JSON document conversion and the storage of exams and images on MongoDB allowed a better management of LIDC-IDRI data which was initially in the XML file. After our implementation, nodule and exam information (including extracted texture features), radiologist's marks and classifications, CT scans, and segmented nodule images were stored in a single MongoDB database, which facilitated data and image manipulation due to information centralization.
This work also contributed to the expansion of LIDC-IDRI collection due to two factors. Our first contribution is the application of 3D texture analysis, which allowed an initial nodule volumetric characterization. The texture feature vector can be used in differential diagnosis CAD methods to classify pulmonary nodules in terms of potential malignancy for instance. It also can be used in detection CAD methods to reduce the number of false-positive findings. Due to the fact that volumetric texture analysis is not the most accurate nodule descriptor, we encourage other researchers to add their implementation and image attributes to the implemented database. Our second contribution is the nodule image segmentation process (Fig. 7) , which optimized nodule visualization for All time values are the mean of ten executions for each function Fig. 9 Data visualization performed by a MongoDB database management software. Component 1 illustrates all collections from the database. Component 2 illustrates a document from the nodules collection inexperienced researchers. Moreover, in the native LIDC-IDRI implementation, developers had to search for each point of the lesion boundary in the XML file to manually segment the nodule. As result of the image segmentation process, nodules are set to be used in the comparison of automatic segmentation algorithms and in feature extraction methods. Another important aspect should be taken into consideration in the development of the open cloud-based health database: patient information security. However, an anonymization process was previously performed by the LIDC-IDRI, in order to remove all protected health information contained within the Digital Imaging and Communications in Medicine (DICOM) headers of the images, in accordance with Health Insurance Portability and Accountability Act (HIPAA) guidelines [9] . Therefore, the proposed database did not need to focus on data security, because LIDC-IDRI is on public domain.
Cloud storage allowed remote and on-demand data access, which was not possible in the native LIDC-IDRI web server storage. According to the native LIDC-IDRI implementation, users have to download the entire exam folder to read a single CT scan, for instance. With our implementation, it is the user's decision whether he wants to access a single exam, nodule or image document, or an entire collection. However, performance tests on uncontrolled network environments indicated that cloud databases are not the most appropriate storage approach for slow networks. For such cases, in order to solve this problem, users can query the entire collection with a single connection to the cloud database (this query performs a temporary data download) and then have to save it to a local database. Hence, it would eliminate bad network connections on the cloud and reduce query time. Nevertheless, more performance tests, especially on controlled network environments, should be performed toward increasing precision and robustness of query performance evaluation.
To our knowledge, there is no work in literature that presents a cloud-based NoSQL database schema for the LIDC-IDRI data collection. With our implementation, database is allocated in the cloud, which enhance data remote access and users do not need to download the entire database for single queries. Moreover, our implementation allows a better database maintenance due to the schema flexibility provided by the document-oriented approach.
Database publicly distribution allows that the same reference database can be used by several researchers, serving as testbed by different research projects. Database effectiveness has been proved on algorithms developed by different CAD applications, e.g., similar nodule retrieval, identification of relevant image descriptors, and lesions (semi-)automatic detection.
One limitation of this work is that the database is available only for intermediary users-system developers and researchers with programming skills, for instance. A graphical user interface (GUI) is been developed in order to final users and beginner researchers can have access to nodule information, CT scans and segmented nodule images easier.
Moreover, the implemented database has read-only data access to the public user for data integrity purposes. Readand-write privileges could not assure the accuracy and consistency of data over a database. Therefore, in order to alter documents or collections, by adding other image descriptors for instance, users need to retrieve the entire database (data retrieval performs a temporary data download), save in a local workstation, make all necessary changes and store the updated database on a cloud DBaaS infrastructure.
Another problem is the imaging interpretation issue. Medical image interpretation is a recognized challenge in radiology, and it has been studied for several years. Significant interobserver variation has been documented in numerous studies, and it happened due to various aspects, e.g., time constraints, readers' perceptual errors, lack of training, or fatigue [5] . Therefore, nodule detection and manual segmentation may be subject to interobserver and intraobserver variability.
The last limitation is that the developed database could not store all LIDC-IDRI data, due to the lack of free public cloud infrastructures that deliver large storage space. A private cloud infrastructure has been developed to host cloud projects, like the proposed in this work. Furthermore, continuous extension of the database is envisaged to take place in an open productive research community, either by completing the remainder of LIDC-IDRI data or adding more pulmonary nodule CT studies with associated radiologist annotations, nodule markups, and feature ratings.
Conclusion
This paper presented the development of an open cloud-based nonrelational document-oriented database of pulmonary nodules characterized by a volumetric textural analysis. All nodule cases are CT studies provided by the public LIDC-IDRI initiative, which has marked-up annotated lesions, including nodule outlines and subjective nodule characteristic ratings. The proposed database was deployed in a cloud DBaaS infrastructure in order to improve the collaboration of lung cancer CAD researchers.
The developed database has high potential to be integrated to several different CAD systems. For instance, a CBIR software can provide CAD support by allowing radiologists to find images from a database, like the one this paper proposes, that are similar to the images they are interpreting. This reference database can also be used in image-based diagnosis teaching at medical schools. Radiology residents could practice nodule detection and identification skills by comparing their own marks to the LIDC-IDRI's radiologist marks.
This nodule database also has high potential to be applied to the Big Data context, due to the fact that NoSQL technology has low coupling, by integrating it to the electronic patient record and other health databases. Therefore, with those integrations facilitated by the use of MongoDB, it will be possible to infer new information that can aid early diagnosis of lung cancer.
