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Abstract: We show the existence of positive bound and ground states for a system of coupled nonlinear
Schrödinger–Korteweg–de Vries equations. More precisely, we prove that there exists a positive radially sym-
metric ground state if either the coupling coefficient satisfies β > Λ (for an appropriate constant Λ > 0) or if
β > 0 under appropriate conditions on the other parameters of the problem. We also prove that there exists
a positive radially symmetric bound state if either 0 < β is sufficiently small or if 0 < β < Λ under some ap-
propriate conditions on the parameters. These results give a classification of positive solutions as well as the
multiplicity of positive solutions. Furthermore, we study systemswithmore general power nonlinearities and
systems with more than two nonlinear Schrödinger–Korteweg–de Vries equations. Our variational approach
(working on the full energy functional without the L2-mass constraint) improves many previously known
results and also allows us to show new results for some range of parameters not considered in the past.
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1 Introduction





ift + fxx + |f |2f + βfg = 0,
gt + gxxx + ggx +
1
2
β(|f |2)x = 0,
(1.1)
where f = f(x, t) ∈ ℂ, while g = g(x, t) ∈ ℝ and β ∈ ℝ is the real coupling coefficient. System (1.1) appears in
phenomena of interactions between short and long dispersive waves arising in fluid mechanics, such as the
interactions of capillary-gravity water waves. Indeed, f represents the short wave, while g stands for the long
wave; see [2, 18, 23] and the references therein for more details.
We look for solitary “traveling-wave” solutions, namely, solutions to (1.1) of the form
(f(x, t), g(x, t)) = (eiωtei
c
2
xu(x − ct), v(x − ct)) with u, v real functions. (1.2)
Choosing λ
1
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This system has been previously studied by Dias, Figueira and Oliveira in [19]. Also, a generalization of (1.3),
see (5.2), has been previously analyzed by the same authors in [20] and by Albert and Bhattarai in [3]. A com-
parison with our results will be done at the end of this introduction.
Themain goal of this work is threefold. First, we give a classification of positive solutions of (1.3) proving
the existence of positive even ground states under the hypotheses that
(i) the coupling coefficient satisfies β > Λ > 0 for an appropriate constant Λ, see Theorem 4.1;
(ii) β > 0 and λ
2
≫ 1, see Theorem 4.3.
Moreover, we prove the existence of positive even bound states when
(i) 0 < β ≪ 1, see Theorem 4.4, where we also give a bifurcation result;
(ii) 0 < β < Λ and λ
2
≫ 1, see Theorem 4.3.
The coexistence of positive boundandground states for0 < β < Λ and λ
2
large is a great novelty andalso adif-
ference compared to the more studied systems of NLS equations in the last several years, see Remark 4.6 (ii).
Second, we study a more general system than (1.3) with more general power nonlinearities, given by (5.2),
for which we show that previous results for (1.3) hold with similar conditions on the coefficients. We also an-




in which there exists an explicit positive solution. Third, we consider natural
extensions of (1.3) to systems with more than two equations and we also deal with extensions to the cases
n = 2, 3 for which although (1.1) has no sense, the stationary system (1.3) makes sense and can be seen, for
example, as the stationary system when one looks for standing-wave solutions of the corresponding evolu-
tionary system of NLS equations. For some of these extended problems, we show similar results as described
above on the existence of positive radially symmetric bound and ground state solutions. Other systems with
at least two NLS equations and at least one KdV equation will be analyzed (in more detail) in a forthcoming
paper.
Except for the above results, it is relevant to point out that it is the first time that our variational procedure
(in part developed in [5, 6] for systems of coupled NLS equations) is employed to study coupled NLS–KdV
equations in an appropriate way, see Remark 6.2 (ii). Furthermore, as we will see, it seems to be better in
many ways than the classical approach used before in the study of NLS–KdV systems. Note that although our
method is not completely new since it uses some known variational techniques, it could be exploited to study
related problems which researchers working with this kind of dispersive systems have not used in the past.




















v2 in W1,2(ℝ), see [28]. As might be expected, we look
for different solutions from the one above.We are not interested in nonnegative solutions but in positive ones,
and therefore different from v
2
.
As we mentioned above, a comparison with our results and the previous works [3, 19, 20] is in order.




and they proved the existence
of nonnegative bound state solutions when the coupling parameter satisfies β > 1
2
. In this paper, we improve
that result in three ways. First, we consider λ
1
not necessarily equal to λ
2
andwe prove not only the existence
of nonnegative bound states but also of positive even ground states for β greater than a constant Λ > 0, de-
fined by (3.8), for which, in the setting of [19], we have Λ ≤ 1
2
. Second, we show the existence of positive even
bound states when 0 < β ≪ 1, a case not studied in [19]. Third, we also show that if λ
2
is sufficiently large,
then there exists a positive even ground state for every β > 0 (with λ
1
not necessarily equal to λ
2
) and a pos-
itive even bound state provided 0 < β < Λ. In [20], among other results, Dias, Figueira and Oliveira studied
system (5.2) with 2 < q < 5, p ∈ {2, 3, 4}, μ
2
= p + 1 and they established ([20, Theorem 4.1]) the existence
of a nontrivial bound state solution for all β > 0 if p = 3, 4 and β > 3 if p = 2. Finally, in [3], Albert and Bhat-
tarai studied, among other topics, system (5.2) in a more general setting than in [20]. More precisely, they
considered the case 2 ≤ q < 5, 2 ≤ p < 5 with p a rational number with odd denominator and they proved
the existence of a positive even bound state for each β > 0, improving the above cited result in [20]. In this
paper, we consider the case 2 ≤ p <∞, 2 ≤ q <∞ andwe prove that there exists a positive even ground state
of (5.2) if either β > Λ or β > 0, q > 2p − 2 and for λ
2
large enough. Concerning bound states, we show the
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existence of a positive even bound state of (5.2) if either 0 < β < Λ, q > 2p − 2 and for λ
2
large enough or
0 < β ≪ 1, proving also in this last case a bifurcation result for the bound state we find.
By the discussion of problem (5.2) above, we improve and extend some of the results in [3, 20]. Addi-
tionally, we establish some new results for (5.2) like the multiplicity one of coexistence of positive bound
and ground states in some range of the parameters. Finally, we analyze extended systems of (1.3) with more
than two equations, which, to our knowledge, have not been considered previously in the literature. Also,
we study the qualitative and quantitative properties of the explicit solutions of (1.3). We note that a prelimi-
nary announcement of some results in the present work appeared in [17].
The paper is organized as follows. In Section 2, we introduce the functional framework, notation and
we give some definitions. Next, we define the Nehari manifold in Section 3, proving some of its properties,
we establish a useful measure theoretic lemma and we prove a result dealing with the qualitative properties
of the semitrivial solution. Section 4 is divided into two subsections, the first one establishing the existence of
ground states and the second one dealing with the existence of bound states. In Section 5, we study a system
with more general power nonlinearities, proving similar results as in the previous case with the appropriate
changes. Section 6 contains two subsections, where in the first one we deal with an explicit solution, while
the second one is devoted to the study of natural extensions to systems with more than two equations.
2 Functional setting and notation
Let E denote the Sobolev space W1,2(ℝ) that can be defined as the completion of C1
0
(ℝ) endowed with the
norm
‖u‖ = √(u |u)
which comes from the scalar product
(u |w) = ∫
ℝ
(uw + uw) dx.




> 0) the equivalent norms and scalar products in E as
‖u‖j = ‖u‖λj = (∫
ℝ




(u |v)j = (u |v)λj = ∫
ℝ
(u ⋅ v + λjuv) dx, j = 1, 2.
Let us define the product Sobolev space E = E × E. The elements in E will be denoted by u = (u, v) and





as a norm in E.
For u = (u, v) ∈ E, the notation u ≥ 0, resp. u > 0, means that u, v ≥ 0, resp. u, v > 0. We denote by H the
space of even (radially symmetric) functions in E and we denoteℍ = H × H.
















































u2v dx, u ∈ E,
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and, using this notation, we can rewrite the energy functional as
Φ(u) = 1
2
‖u‖2 − Gβ(u), u ∈ E.
Definition 2.1. We say that u ∈ E is a nontrivial bound state of (1.3) if u is a nontrivial critical point of Φ.
A bound state ũ is called a ground state if its energy isminimal among all the nontrivial bound states, namely,
Φ(ũ) = min{Φ(u) : u ∈ E \ {0}, Φ(u) = 0}. (2.1)
3 Nehari manifold and key results
We will work mainly inℍ. Setting









we define the corresponding Nehari manifold
N = {u ∈ ℍ \ {0} : Ψ(u) = 0}.
Then, one has that
(∇Ψ(u)|u) = −‖u‖2 − ∫
ℝ
u4 dx < 0 for all u ∈ N, (3.1)





positive definite, so we infer that 0 is a strict minimum for Φ. As a consequence, 0 is an isolated point of the
set {Ψ(u) = 0}, proving, on one hand, that N is a smooth complete manifold of codimension 1 and, on the
other hand, that there exists a constant ρ > 0 such that
‖u‖2 > ρ for all u ∈ N. (3.2)
Furthermore, (3.1) and (3.2) obviously imply that u ∈ ℍ \ {0} is a critical point of Φ if and only if u ∈ N is
a critical point of Φ constrained onN.
Remark 3.1. (i) By the previous arguments, the Nehari manifold N is a natural constraint of Φ. Also, it is








u4 dx =: F(u) (3.3)





ρ for all u ∈ N. (3.4)
Therefore, (3.4) shows that the functional Φ is bounded from below on N, so one can try to minimize it
on the Nehari manifold.
(ii) With respect to the Palais–Smale condition,we recall that in the one-dimensional case one cannot expect
a compact embedding of E into Lq(ℝ) for 2 < q <∞. Indeed, working on H (the radial or even case) is
not true as well, see [30, Remarque I.1]. However, we will show that, for a Palais–Smale sequence, we
can find a subsequence for which the weak limit is a solution. This fact along with some properties of the
Schwarz symmetrization will allow us to prove the existence of positive even ground states in Theorem
4.1.With some extra work, one could also consider nonnegative radially decreasing functions, where the
required compactness follows from Berestycki and Lions [11].
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Due to the lack of compactness mentioned in Remark 3.1 (ii) above, we state a measure theoretic result given
in [31] that we will use in the proof of Theorem 4.1.
Lemma 3.2. If 2 < q <∞, then there exists a constant C > 0 such that
∫
ℝ







‖u‖2E for all u ∈ E. (3.5)
See [15] for an extension of this lemma to fractional Sobolev spaces and for an application to a fractional
system of NLS equations.













one has that V
2








) is a particular
solutionof (1.3) for any β ∈ ℝand,moreover, it is theuniquenonnegative semitrivial solutionof (1.3).Wealso
define the corresponding Nehari manifold
N
2
= {v ∈ H : (I
2







v3 dx = 0}.
Let us denote by Tv
2







































Proposition 3.3. There exists Λ > 0 such that
(i) if β < Λ, then v
2
is a strict local minimum of Φ constrained onN;
(ii) for any β > Λ, v
2
is a saddle point of Φ constrained onN. Moreover, infN Φ < Φ(v2).











































and using that V
2

















Using (3.10) together with (3.9), for β < Λ, there exists another constant c
1
















) = 0 implies that D2ΦN(v2)[h]2 = Φ(v2)[h]2 for all h ∈ Tv
2
N and, thus, using (3.11), we
infer that v
2
is a local strict minimum of Φ onN.
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For (ii), according to (3.7), h = (h
1
, 0) ∈ Tv
2
N for any h
1










= (h̃, 0) ∈ Tv
2












h̃2 dx < 0 for all β > Λ.








, 0) ∈ Tv
2



















< 0 provided β > 1
2
.
See also Remark 4.2.
4 Main results
4.1 Existence of ground states
Concerning the existence of ground state solutions of (1.3), our first result is the following theorem.
Theorem 4.1. Suppose that β > Λ. Then, system (1.3) has a positive even ground state ũ = (ũ, ṽ).
To prove this theorem we are going to work on the full Nehari manifold Ñ = {u ∈ E \ 0 : Ψ(u) = 0}, which
satisfies similar properties thanN.
Proof. We divide the proof into two steps. In the first step, we prove that infN Φ is achieved at some positive
function ũ ∈ E, while in the second step we show that ũ is indeed even.
Step 1. By Ekeland’s variational principle, see [21], there exists a Palais–Smale sequence {uk}k∈ℕ ⊂ N, i.e.,
Φ(uk)→ c = inf
N
Φ, ∇NΦ(uk)→ 0. (4.1)
By (3.3) one easily finds that {uk} is a bounded sequence on E and, after relabeling, we can assume that






(ℝ) for every 1 ≤ q <∞ and uk → u a.e.
Moreover, for the constrained gradient we have ∇NΦ(uk) = Φ(uk) − ηkΨ(uk)→ 0, where ηk is the corre-
sponding Lagrangemultiplier. Taking the scalar product with uk and recalling that (Φ(uk)|uk) = Ψ(uk) = 0,
we find that ηk(Ψ(uk)|uk)→ 0 and this, together with (3.1)–(3.2), implies that ηk → 0. Since, in addition,
‖Ψ(uk)‖ ≤ C < +∞, we deduce that Φ(uk)→ 0.
Let us define μk(x) = u2k(x) + v
2
k(x), where uk = (uk , vk). We claim that there is no evanescence, i.e., there





μk(x) dx ≥ C > 0 for all k ∈ ℕ. (4.2)





μk(x) dx → 0,
by Lemma 3.2, applied in a similar way as in [15], we find that uk → 0 strongly in Lq(ℝ) for any 2 < q <∞





ρ < c + ok(1) = Φ(uk) = F(uk) with ok(1)→ 0 as k →∞,
hence (4.2) is true and the claim is proved.
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We observe that we can find a sequence of points {zk} ⊂ ℝ so that, by (4.2), the translated sequence





μk ≥ C > 0.
Taking into account that μk→ μ strongly in L1loc(ℝ),weobtain that μ ̸≡ 0. Therefore, defining uk(x)= uk(x+ zk),
we have that uk is also a Palais–Smale sequence of Φ onN, in particular, the weak limit of uk, denoted by u,
is a nontrivial critical point of Φ constrained onN, so u ∈ N. Thus, using (3.3) again, we have
Φ(u) = F(u) ≤ lim inf
k→∞
F(uk) = lim inf
k→∞
Φ(uk) = c.
Furthermore, by Proposition 3.3 (ii), we know that necessarily Φ(u) < Φ(v
2
).
Taking into account that u ∈ N and themaximumprinciple, we have v > 0, thus, it is not difficult to show
that ũ = |u| = (|u|, |v|) = (|u|, v) ∈ N with
Φ(ũ) = Φ(u) = min{Φ(u) : u ∈ N}, (4.3)
so we have ũ ≥ 0. Finally, by the maximum principle applied to the first equation and the fact that Φ(ũ) <
Φ(v
2
), we get ũ > 0.
Step 2. Setting w = |ũ|, there holds
Φ(w) = Φ(ũ), Ψ(w) = Ψ(ũ). (4.4)








), where w⋆j is the Schwarz symmetric function associated to wj ≥ 0,
j = 1, 2. Then, by the classical properties of the Schwarz symmetrization (see, for instance, [27]) we have
‖w⋆‖2 ≤ ‖w‖2, Gβ(w⋆) ≥ Gβ(w), (4.5)
thus, in particular, Ψ(w⋆) ≤ Ψ(w). Using the second identity of (4.4) and the fact that ũ is a critical point
ofΦ, we getΨ(w) = Ψ(ũ) = 0. Furthermore, there exists a unique t
0
> 0 such that t
0






























and using that Ψ(w) = 0, (4.5)–(4.6) and the fact that w > 0 and t
0




































































dx = Φ(w). (4.7)
Therefore, inequality (4.7) and the first identity of (4.4) yield
Φ(t
0
w⋆) ≤ Φ(w) < Φ(ũ) = min{Φ(u) : u ∈ N},
with t
0
w⋆ ∈ Ñ which proves that we have an even ground state.




and β > 1
2
, we have found positive even ground state solutions in contrast with the nonnegative bound states
found in [19].
The last result in this subsection deals with the existence of positive ground states of (1.3) not only for β > Λ,
but also for 0 < β ≤ Λ, at least for λ
2
large enough.
Theorem 4.3. There exists Λ
2




, then system (1.3) has an even ground state ũ > 0 for
every β > 0.
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Proof. Arguing in the same way as in the proof of Theorem 4.1, we initially have that there exists an even
ground state ũ ≥ 0. Moreover, for β > Λ, in Theorem 4.1 we have proved that ũ > 0. Now, we need to show
that, for β ≤ Λ, there holds indeed ũ > 0, which follows from themaximumprinciple provided ũ ̸= v
2
. Taking
into account Proposition (3.3) (i), v
2
is a strict local minimum, but this does not allow us to prove that ũ ̸= v
2
.


























), where t > 0 is the unique value such that u
1
∈ N.
Notice that t > 0 is given by Ψ(u
1






















































































−4(x) dx = 4
3
and the definition of V
2







t(1 + 3β) − (1 + 5 λ1 − λ2
12λ
2
) = 0. (4.10)









































































t4 + t2(2 + 5 λ1 − λ2
6λ
2
) − 1 < 0 (4.11)
holds. Using (4.10) and the fact that 2 + 5 λ1−λ2
6λ
2




> 0 and further fixing β > 0 gives that
(4.11) is satisfied provided λ
2










4.2 Existence of bound states
In this subsection, we establish the existence of bound states of (1.3). The first theorem deals with a pertur-
bation framework in which we suppose that β = εβ̃ with β̃ fixed and independent of ε. Note that β̃ can be
E. Colorado, On the existence of bound and ground states | 415
negative and 0 < ε ≪ 1. Then, we rewrite the energy functional Φ as Φε to emphasize its dependence on ε,
i.e.,





















is given by (3.6) andU
1
is the unique positive solution of−u+ λ
1
u = u3
in H, see [14, 28]. The function U
1


























Theorem 4.4. There exists ε
0
> 0 such that, for any 0 < ε < ε
0
and β = εβ̃, system (1.3) has an even bound
state uε with uε → u0 as ε → 0. Moreover, if β > 0, then uε > 0.
In order to prove this result, we follow some ideas of [16, Theorem 4.2] with appropriate modifications.









respectively, see [28]. Obviously, u
0
is a nondegenerate critical point of Φ
0
acting onℍ. Then, by the local
inversion theorem, there exists a critical point uε of Φε for any 0 < ε < ε0 with ε0 sufficiently small, see [8]
for more details. Moreover, uε → u0 onℍ as ε → 0. To complete the proof, it remains to show that if β > 0,
then uε > 0.
Let us denote the positive part by u+ε = (u+ε , v+ε ) and the negative part by u−ε = (u−ε , v−ε ). By (4.13) we have






Multiplying the second equation of (1.3) by v−ε and integrating overℝ we obtain
‖v−ε ‖22 = ∫
ℝ
(v−ε )3 dx + εβ̃∫
ℝ
(uε)2v−ε dx ≤ 0, (4.15)
thus, ‖v−ε ‖2 = 0, which implies that vε = v+ε ≥ 0. Furthermore, uε → u0 implies that vε → V2, which together
with the maximum principle gives that vε > 0 provided ε is sufficiently small.
Multiplying now the first equation of (1.3) by u±ε and integrating overℝ we obtain
‖u±ε ‖21 = ∫
ℝ
(u±ε )4 dx + εβ̃∫
ℝ
(u±ε )2vε dx ≤ ∫
ℝ
































Hence, if ‖u±ε ‖ > 0, one infers that
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where o(1)= oε(1)→ 0 as ε→ 0. Using again uε→ u0, we have uε→U1 > 0 and, as a consequence, ‖u+ε ‖> 0
for ε small enough. Thus, (4.17) gives










To reach a contradition, suppose now that ‖u−ε ‖1 > 0. Then, as for (4.18), we obtain
















































dx + o(1). (4.20)






















which is in contradiction with (4.20), proving that uε ≥ 0.
In conclusion, we have proved that vε > 0 and uε ≥ 0. To prove the positivity of uε, using once more that
uε → u0 and β = εβ̃ ≥ 0, we can apply the maximum principle to the first equation of (1.3), which implies
that uε > 0 and, finally, uε > 0.
From the existence of a positive ground state established in Theorem 4.1 for β > Λ and, more precisely, in
Theorem 4.3 for β > 0, provided λ
2
is sufficiently large, we can show the existence of a different positive
bound state of (1.3) in the following theorem.
Theorem 4.5. Under the hypotheses of Theorem 4.3 and 0 < β < Λ, there exists an even bound state u∗ > 0
with Φ(u∗) > Φ(v
2
).
Proof. The positive ground state ũ found in Theorem 4.3 satisfies Φ(ũ) < Φ(v
2
) and, moreover, if β < Λ by
Proposition 3.3, then v
2
is a strict local minimum of Φ constrained on N. As a consequence, we have the
mountain pass geometry between ũ and v
2
on N. We define the set of all continuous paths joining ũ and v
2
on the Nehari manifold by
Γ = {γ : [0, 1]→ N continuous : γ(0) = ũ, γ(1) = v
2
}.
Thanks to the mountain pass theorem of Ambrosetti and Rabinowitz (see [9]) there exists a Palais–Smale
sequence {uk} ⊂ N, i.e.,







Obviously, by (3.3), the sequence {uk} is bounded on ℍ and we obtain a weakly convergent subsequence
uk ⇀ u∗ ∈ N.
The difficulty of the lack of compactness, due to results in the one-dimensional case (see Remark 3.1 (ii)),
can be circumvented in a similar way as in the proof of Theorem 4.1, so we omit the full details for brevity.
Thus, we find that the weak limit u∗ = (u∗, v∗) is an even bound state of (1.3) and, clearly, Φ(u∗) > Φ(v
2
).
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By themaximumprinciple, everynontrivial solution u = (u, v)of (4.23) hasfirst component u ≥ 0 and second




‖u‖2 − Gβ(u+, v)
and consider the corresponding Nehari manifold














It is not very difficult to show that the properties proved for Φ andN still hold for Φ+ andN+. Unfortunately,
Φ
+
is not C2, thus Proposition 3.3 (i) does not hold directly for Φ+. To overcome this difficulty, we are going
to prove that v
2
is a strict local minimum ofΦ
+
constrained onN+ without using the second derivative of the














Taking h ∈ Tv
2
N+with ‖h‖ = 1, we consider vε = (εh1, V2 + εh2). Obviously, there exists a unique tε > 0 such
that tεvε ∈ N+. Thus, we want to prove that there exists ε1 > 0 such that
Φ
+(tεvε) > Φ+(v2) for all 0 < ε < ε1.
It is convenient to distinguishwhether h
1
= 0or not. In the former case, for h
1
= 0, wehave vε = (0, V2 + εh2).
Hence, tεvε ∈ N+ if and only if tε(V2 + εh2) ∈ N2. Furthermore,
Φ
+(tεvε) = I2(tε(V2 + εh2)) > I2(V2) = Φ(v2) = Φ+(v2), (4.25)
where the previous inequality holds because V
2





Let us now consider the case h
1
̸= 0. There holds
Φ














By (4.25) and (4.26) it follows that
Φ




























) dx > 0 for all 0 < ε < ε
1
.
Let α < 1 be such that α > β
Λ
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and, for ε
1













for all 0 < ε < ε
1
. (4.28)




t2ε ε2‖h1‖21(1 − α − ct
2
ε ε2) for a constant c > 0.













which proves that v
2
is a strict local minimum for Φ
+
onN+.
From the preceding arguments, it follows thatΦ
+
has amountain pass critical point u∗ ∈ N+, which gives
rise to a solution of (4.23). In particular, one finds that u, v ≥ 0. In addition, since u∗ is a mountain pass




) > 0, which implies that u∗ ≥ 0 with u∗ ̸≡ 0,
and by the maximum principle applied to each single equation, we get u∗, v∗ > 0, hence, u∗ > 0.
In view of Theorem 4.3 and Theorem 4.5, some remarks are in order.
Remark 4.6. (i) Following the proof of Theorem 4.5, a natural question is what happens in the limit case
β = Λ. In that case, u∗ could coincide with v
2
which is nonnegative, but not positive. Indeed, this is our
conjecture in view of the second equation in (6.1), see also Figure 1.
(ii) In the hypotheses of Theorem 4.3 and Theorem 4.5, we have found the coexistence of two positive solu-
tions, the ground state ũ in Theorem 4.3 and the bound state u∗ in Theorem 4.5, proving a nonunique-
ness result of positive solutions to (1.3). This is a great difference compared to the more studied system
































(see, for instance, [4–6, 10, 13, 16, 22, 25, 26, 29, 33, 34, 36–38] and the references therein) for which it
is known that there is uniqueness of positive solutions under appropriate conditions on the parameters,
including the case β > 0 small; see, more specifically, [25, 38]. Indeed, for β > 0 small, the ground state
is not positive and it is given by one of the two semitrivial solutions (U(1), 0) or (0, U(2)) depending on
















, respectively. Here, U( j) is the unique¹ positive radial solution of −∆uj + λjuj = μju3j
inW1,2(ℝn) for n = 1, 2, 3 and j = 1, 2.
5 An extended NLS–KdV system with general power nonlinearities
In this section, we want to show that if one considers a more general system than (1.1), (1.3) with more




ift + fxx + τ1|f |q−1f + βfg = 0,
gt + gxxx + τ2|g|p−1gx +
1
2
β(|f |2)x = 0,
(5.1)
1 See [14, 28] for this uniqueness result.





, β are real constants, then one can prove the same results of the previous section under appro-






= τ2p , the

















where we consider λj , μj > 0, j = 1, 2, p, q ≥ 2. We take β > 0 in order to obtain positive solutions, although
some results on the existence of bound states also hold true without positivity.
Some of the results in Section 4 holdwithminor changes. Notice that, since we look for positive solutions
of (5.2), one could consider the term (|g|p)x (as in the previous sections, where p = 2) instead of |g|p−1gx in
(5.1) and, hence, one would have |g|p instead of |g|p−1g in (5.2), obtaining the same existence of positive
bound and ground states that we will prove in Theorem 5.2 and Theorem 5.3. More general systems than
(5.2) will be analyzed in a forthcoming paper.
Note that (5.2) has a unique nonnegative semitrivial solution defined by vp = (0, Vp), where Vp is the





























u2v dx, u ∈ E, (5.4)





















p + 1 ∫
ℝ
|v|p+1 dx.
Also, for Ψ(u) = (∇Φ(u)|u), we define the corresponding Nehari manifold as
N = {u ∈ ℍ \ {0} : Ψ(u) = 0}.
Obviously, for all u ∈ N, we have














positive definite, so we infer that 0 is a strict minimum of Φ. As a consequence, 0 is an isolated point of the
set {Ψ(u) = 0}, proving, on one hand, that N is a smooth complete manifold of codimension 1 and, on the
other hand, that there exists a constant ρ > 0 such that
‖u‖2 > ρ for all u ∈ N. (5.5)
Then, as for (1.3), where q = 3, p = 2, one has that u ∈ ℍ \ {0} is a critical point of Φ if and only if u ∈ N is






















and, clearly, by (5.5) and the previous identity, Φ onN is bounded below for every 2 ≤ p <∞, 2 ≤ q <∞.
Proposition 5.1. For Λ defined by (3.8),
(i) if β ≤ Λ, then vp is a strict local minimum of Φ constrained onN;
(ii) for any β > Λ, vp is a saddle point of Φ constrained onN. Moreover, infN Φ < Φ(v2).
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The proof is a straightforward calculation of the proof of Proposition 3.3. Furthermore, defining Uq as the




|u|q−1u in H (given by (5.3) substituting p by q), we have the fol-
lowing theorem.
Theorem 5.2. Assume that 2 ≤ p <∞, 2 ≤ q <∞. Then,
(i) if β > Λ, then system (5.2) has a positive even ground state ũ = (ũ, ṽ);
(ii) there exists ε
0
> 0 such that, for any0 < ε < ε
0
and β = εβ̃ > 0, system (5.2) has an even bound state uε > 0
with uε → u0 = (Uq , Vp) as ε → 0.
Proof. We can adapt, with appropriate modifications, the ideas in the proof of Theorem 4.1 since the nonlin-
earity |v|p+1 is even, while in Theorem 4.1 the nonlinearity on v is v3 (odd). This proves part (i).
Part (ii) follows by a small modification of the ideas of Theorem 4.4, by the same reasoning as above.
Concerning the existence of ground states for any β > 0, one can follow the proof of Theorem 4.3, which
also holds true with a restriction on the power exponent q > 2p − 2 and which trivially holds for (1.3), where
q = 3, p = 2. Thus, using this property, it is not difficult to also show the existence of positive bound states
for 0 < β < Λ as in Theorem 4.5. We enunciate these results in the following theorem.
Theorem 5.3. Assume that 2 ≤ p <∞, 2 ≤ q <∞ and, moreover, q > 2p − 2. Then,
(i) there exists M > 0 such that if λ
2
> M, then system (5.2) has an even ground state ũ > 0 for every β > 0,
(ii) if λ
2
> M and 0 < β < Λ, then there exists an even bound state u∗ > 0 with Φ(u∗) > Φ(v
2
).
Remark 5.4. (i) The restriction q > 2p − 2 appears when one tries to prove that
Φ(t(Vp , Vp)) < Φ(vp)
for t(Vp , Vp) ∈ N. It does not seem to be optimal. Another test function different from t(Vp , Vp) could
circumvent this difficulty.
(ii) When p = 2, μ
2
= p + 1, Dias, Figueira and Oliveira in [20, Theorem 4.1] impose β > 3 to obtain even
bound states. In our Theorem 5.2 (i), following the idea of Remark 3.4, it is easy to see that it holds for




, obtaining positive even bound and ground states.
(iii) Note that in Theorem5.2 and Theorem5.3we have2 ≤ p <∞,2 ≤ q <∞, obtaining positive even bound
and ground states, in contrast with [20, Theorem 4.1] where 2 < q < 5, p ∈ {2, 3, 4}, μ
2
= p + 1 and with
[3, Theorem 1.1] where 2 ≤ q < 5, 2 ≤ p < 5 with p a rational number with odd denominator, where the
authors obtainednonnegative evenbound states in the former andpositive evenbound states in the latter
case.
6 Further results
In this last section, we show some results for explicit solutions and we point out some remarks and open
problems. As a conclusion, we study some extended systems with three or more equations.
6.1 Explicit solutions








β(1−6β), there exists a nontrivial explicit solution² uβ = (uβ , vβ)
















2 Although the results in this subsection can be established for the more general system (5.2), we restrict ourselves to (1.3) for
brevity.
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uβ = u0 = (U1, V2), lim
β↗ 1
6

















Remark 6.1. (i) If we would have Φ(v
2
) ≥ Φ(uβ) in the range 0 < β < min{1
6
, Λ}, then we would be able to
prove the existence of a positive even bound state u∗ with Φ(u∗) > max{Φ(uβ), Φ(v2)} = Φ(v2) and, in
particular, we would have a result on the nonuniqueness of positive solutions by a different way com-


















































































































































Comparing both energies, it is not difficult to show that Φ(v
2
) < Φ(uβ) for every 0 < β < 1
6
.









under the hypotheses of Theorem 4.3 and Theorem 4.5, we have the multiplicity of positive solutions,
i.e., the ground state ũ and the bound state u∗. We conjecture that uβ coincides with u∗ and, hence, the
suggestive bifurcation diagram in Figure 1 holds not only for uβ, but also for u∗.
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6.2 Some systems with more than two equations
In this last subsection, we deal with some extended systems of (1.3) tomore than two equations³, but we also
consider (1.3) in other dimensions.
Note that system (1.1) has no sense for dimensions n = 2, 3. However, it makes sense to extend sys-
tem (1.3) to other dimensions. Moreover, for dimensions n = 2, 3, the results of the previous sections can















by working on the corresponding Sobolev space E = W1,2(ℝn), n = 2, 3, and its radial subspace H = Er.
In particular, Theorem 4.1, Theorem 4.3, Theorem 4.4 and Theorem 4.5 hold, yielding the corresponding
positive bound and ground state solutions which are radially symmetric in this case.
Remark 6.2. (i) For n = 2, 3, there is no lack of compactness since we have the compact embedding of the
radial Sobolev Space H for all 2 < s < 2∗ (see [30]), where 2∗ =∞ if n = 2 and 2∗ = 2nn−2 for n = 3, which
allows us to prove the Palais–Smale condition⁴ working onℍ.
(ii) Following some ideas by Ambrosetti and Colorado in [6], as Liu and Zheng cited in [32], they proved
a partial result on the existence of solutions to the corresponding system (1.3) for dimensions n = 2, 3.
More precisely, in [32], the authors showed that the infimum of the energy functional on the correspond-
ing Nehari manifold (defined on the radial Sobolev space) is achieved by a nonnegative bound state,
although it was not shown that the infimum on the Nehari manifold is a ground state, i.e., the least en-
ergy solution of the functional that we have proved here for n = 1, 2, 3. Also, in [32], the existence of
other bound states was not investigated, which is done in this paper, not only in the noncritical dimen-
sions n = 2, 3, but also in the one-dimensional case n = 1, which is the relevant case for applications in
physics dealing with the interaction between the short and long capillary-gravity water waves.
System (6.4) can be seen as the stationary system of two coupledNLS–NLS equationswhen one looks for soli-
tary wave solutions and (u, v) are the corresponding standing wave solutions. It is well known that systems
of NLS–NLS time-dependent equations have applications in some aspects of optics and in the Hartree–Fock
theory for Bose–Einstein condensates, among other physical phenomena; see, for instance, the earlier works
[1, 4–7, 10, 23, 29, 34, 36, 37] and also the more recent ones [13, 26, 33, 38] (the list is far from complete)
and the references therein. See also [12, 35] for some recent results dealing with NLS equations and [24] for
other related results, including higher-order NLS equations.

























































3 Similar extensions of (5.2) to other dimensions, as (6.4) extends (1.3), can be considered (at least in the subcritical framework
with p, q < 2∗ defined in Remark 6.2), proving results similar to Theorem 6.3 and Theorem 6.5.
4 In a similar way as in [6, Lemma 3.2].
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In the following, we use the same notation as in the previous sections, for example, ℍ = H × H × H,




























N = {u ∈ E \ {0} : (Φ(u)|u) = 0} (6.7)
and so on.
Let U∗, V∗j be the unique positive radial solutions of −∆u + λu = u
3
, −∆v + λjv = 1
2
v2 in E, j = 1, 2, re-
spectively, see [14, 28]. Then, we have the following theorem.
Theorem 6.3. There exists ε
0
> 0 such that, for any 0 < ε < ε
0
and βj = εβ̃j > 0, j = 1, 2, system (6.5) has a ra-





) as ε → 0. Moreover, if βj > 0 for j = 1, 2, then u∗ε > 0.
The proof is similar to the proof of Theorem 4.4 with appropriate modifications, so we omit it for brevity.
We can also prove the existence of a positive and radial ground state of (6.5) when the coupling param-








, j = 1, 2, (6.8)
where ‖ ⋅ ‖
0
is the norm in E with λ
0
.















) with V∗j , j = 1, 2, defined before Theorem 6.3.
Concerning the ground states of (6.5), the first result is the following theorem.
Theorem 6.5. If βj > Λj for j = 1, 2, then (6.5) has a positive radial ground state ũ.



















By Ekeland’s variational principle, there exists a Palais–Smale sequence {uk}k∈ℕ ⊂ N, i.e.,
Φ(uk)→ c, ∇NΦ(uk)→ 0. (6.10)
If n = 2, 3, then {uk} satisfies the Palais–Smale condition, see Remark 6.2 (i). Thus, there exists a convergent
subsequence, denoted again by {uk}, such that uk → ũ. Arguing in a similar way as in the proof of Theo-
rem 4.1, we have that ũ ≥ 0 and, moreover, by the properties of the Schwarz symmetrization, one can prove
that
c = Φ(ũ) = min{Φ(u) : u ∈ E, Φ(u) = 0}.
To prove the positivity of ũ, if one supposes that for the first component holds ũ ≡ 0, since the only non-
negative solutions of (6.5) are the semitrivial solutions defined in Remark 6.4, we obtain a contradiction
to (6.9). Furthermore, if the second or third component vanishes, then ũ must be 0 and this is not possi-
ble since Φ|N is bounded from below by a positive constant like as in (3.4). Then, 0 is an isolated point of
the set {u ∈ ℍ : (Φ(u)|u) = 0}, proving thatN is a complete manifold. Finally, the maximum principle gives
that ũ > 0.
In the one-dimensional case, the lack of compactness discussed in Remark 3.1 (ii) can be circumvented
as in the proof of Theorem 4.1, proving the result.
Furthermore, one can show similar results to Theorem 4.3 and Theorem 4.5 in the setting of (6.5). To do so,
we first prove an auxiliary result in the following proposition.
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< 1. Then, v∗
12
is a strict local minimum
of Φ constrained onN.
Proof. Notice that since v∗
12


















Then, using that V∗j is a strict local minimum of Ij, we have that there exist two positive constants c1, c2 such


















































































which proves the result.









(i) there exists a radial ground state ũ > 0;














Proof. The proof of (i) follows in a similarway to the one of Theorem4.3with appropriate changes, sowe omit
the details for brevity. With respect to (ii), using Proposition 6.6 one can appropriately modify the arguments
of the proof of Theorem 4.5 to obtain the result, so once again we omit the details.

















βju2, j = 1, . . . , N − 1.
(6.12)
For example, there exists a positive radial ground state of (6.12) provided







, k = 1, . . . , N − 1,
where V∗k is the unique positive radial solution of ∆v + λkv =
1
2
v2 in E, k = 1, . . . , N − 1.































































Here, we obtain the following bifurcation result for this system in a similar way as in Theorem 4.4 and
Theorem 6.3.
Theorem 6.9. There exists ε
0
> 0 such that, for any 0 < ε < ε
0
and βjk = εβ̃jk, k = 1, 2, j = 2, 3, k ̸= j, sys-
tem (6.13) has a radial bound state u∗ε with uε→ u∗0 = (U1, U2, V ) as ε→ 0. Moreover, if all βkj > 0, then u∗ε > 0.
E. Colorado, On the existence of bound and ground states | 425
Here, Uj is the unique positive radial solution of −∆u + λju = u3 in E, j = 1, 2, and V is the corresponding
positive radial solution to −∆v + λv = 1
2
v2 in E.
Note that the nonnegative radial semitrivial solution (0, 0, V ) is a strict local minimum of the associated
energy functional constrained on the corresponding Nehari manifold provided





, j = 1, 2,








, then (0, 0, V ) is a saddle critical point of Φ onN.
There also exist semitrivial solutions coming from the solutions studied in Section 4, with the first or the
second component identically equal to 0. This fact makes the analysis of (6.13) different with respect to the
previous studied systems (6.5) and (6.12).
Finally, one could study more general extended systems of the type of (6.5) and (6.13) with N = m + ℓ,
for example,m-NLS and ℓ-KdV coupled equations withm, ℓ ≥ 2 in the one-dimensional case or N-NLS equa-
tions if n = 2, 3. A careful analysis of this kind of systems, including (6.13), will be carried out in a forthcom-
ing paper.
Funding: The research of the authorwas partially supported by theMinistry of EconomyandCompetitiveness
of Spain and FEDER under research project MTM2013-44123-P.
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