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Abstract. In this paper we introduce the Mittag-Leffler operators, which includes the modified
Sza´sz-Mirakjan operators. We obtain the transformation properties and compute the rate of con-
vergence by using modulus of continuity. Furthermore we give the A-statistical approximation
theorem for these operators.
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1. INTRODUCTION





  .˛kC1/ .´ 2CIR.˛/ > 0/






  .˛kCˇ/ .´;ˇ 2CIR.˛/ > 0/:
Note that E˛;1.´/DE˛.´/ and
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generalized Bernoulli numbers (see [2]).
Let .bn/ be a sequence of positive real numbers and let ˇ > 0 be fixed. For all


















where f 2 E WD

f 2 C Œ0;C1/ W limx!C1 f .x/
1Cx2 is finite

and C Œ0;C1/ de-
notes the space of continuous functions defined on Œ0;C1/. Recall that the Banach
lattice E is endowed with the norm




It is obvious that the operators L.ˇ/n .f Ix/ defined in (1.1) are linear and positive.
Note that for ˇ D 1, we have












where the operators Sn are the modified Sza´sz-Mirakjan operators considered in [1].
By direct computations one can state the following lemma;











































































































Similarly, by k.k  1/ D .kCˇ 1/.kCˇ  2/C 2.1 ˇ/kC .1 ˇ/.ˇ  2/ and





































































































































































which completes the proof. 
We organize the paper as follows: In Section 2, we give the transformation proper-
ties of the operators L.ˇ/n and compute the rate of convergence by using the modulus
of continuity. In Section 3, we prove an A-statistical Korovkin type approximation
theorem.
2. TRANSFORMATION PROPERTIES AND RATE OF CONVERGENCE
We start with the following lemma, which proves that L.ˇ/n maps E into itself.






be a bounded sequence of positive numbers and ˇ > 0 be





holds for all x 2 Œ0;1/ and n 2N. Furthermore, for all f 2E; we haveL.ˇ/n .f / M.ˇ/kf k :







































Taking supremum over x 2 Œ0;1/ in the above inequality, gives the result. 





jf .t/ f .x/j :
It is well known that, for a function f 2E; we have limı!1!B.f;ı/D 0:
The next theorem gives the rate of convergence of the operators L.ˇ/n .f Ix/ to
f .x/; for all f 2E:





be a bounded sequence of positive num-
bers, f 2E and !BC1.f;ı/ .B > 0/ be its modulus of continuity on the finite interval
Œ0;BC1 Œ0;1/: ThenL.ˇ/n .f Ix/ f .x/
CŒ0;B
Mf .ˇ;B/ın.ˇ;B/C2!BC1.f;ı1=2n .ˇ;B//














and Mf .ˇ;B/ is an absolute constant depending on f;ˇ and B:
Proof. Let ˇ > 0 be fixed. For x 2 Œ0;B and t  BC1; we have the inequality






where ı > 0: On the other hand, for x 2 Œ0;B and t > B C 1; using the fact that
t  x > 1; we have




By (2.1) and (2.2), we get for all x 2 Œ0;B and t  0 that
jf .t/ f .x/j  6Af
 

















Applying Cauchy-Schwarz inequality and Lemma 1, we getˇˇˇ



























































: Whence the re-
sult follows. 
3. A-STATISTICAL CONVERGENCE
Recently, A-statistical convergence of linear positive operators have been an active
research area (see [3–5, 12] ). We start to this section by recalling concepts of A-
statistical convergence.
Let AD .ajk/ be a non-negative regular summability matrix.






provided that limit exists (see [7]).
Definition 2. A sequence x D .xn/ is said to be A-statistically convergent to l
and denoted by stA-limx D l if for every " > 0, ıA fn 2N W jxn  l j  "g D 0 (see
[6, 13]).
Taking AD C1; the Cesaro matrix of order one in (3.1), A-statistical convergence
reduces to statistical convergence [8, 10].Taking A D I; the identity matrix then A-
statistical convergence reduces to ordinary convergence. Kolk [9] proved that in
the case of limj maxn
ˇˇ
aj;n
ˇˇD 0, A-statistical convergence is stronger than ordinary
convergence:
Now let A D .ajn/ be a non-negative regular summability matrix. Assume that
























D st -lim bn
n
D 0:
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Theorem 2. Let A D .ajk/ be a non-negative regular summability matrix and









L.ˇ/n .f Ix/ f .x/
CŒ0;B
D 0
holds for every f 2E.
Proof. Given r > 0 choose " > 0 such that " < r . For fixed ˇ > 0; define the
following sets:




















where Nf .ˇ;B/ and ın.ˇ;B/ be the same as in Theorem 1. Then it is clear that









Letting j !1 in (3.5) and using (3.2) and (3.3), we have limjPk2U ajk D 0: This




Using Theorem 1 we get the result. 
Remark that choosing the sequence .bn/n2N as in (3.4), the statistical approxi-




n2N is not convergent in the ordinary sense.
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