Equidistribution and coprimality by Fernández, José L. & Fernández, Pablo
ar
X
iv
:1
31
0.
38
02
v1
  [
ma
th.
NT
]  
14
 O
ct 
20
13
Equidistribution and coprimality
Jose´ L. Ferna´ndez and Pablo Ferna´ndez
March 25, 2019
Abstract
This paper is devoted to the study of equidistributional properties of totient points
in Nr, that is, of coprime r-tuples of integers, with particular emphasis on some relevant
sets of totient points fulfilling extra divisibility or coprimality conditions, or lying on
arithmetic progressions.
1 Introduction
A subset S of Nr is termed equidistributed if for some constant DS and for any function
f ∈ C([0, 1]r),
(1.1) lim
n→∞
1
nr
∑
x≤n,x∈S
f
(x1
n
, . . . ,
xr
n
)
= DS
∫
[0,1]r
f(u1, . . . , ur) du1 · · · dur .
For x ∈ Nr, the notation x ≤ n means simply that each coordinate xi of x is at most n,
while, for x ∈ Nr and β ∈ [0,∞)r, we write x ≤ β if xj ≤ βj for each j = 1, . . . , n.
If S is equidistributed, the constant DS is the asymptotic density of S:
(1.2) DS = lim
n→∞
1
nr
#{x ≤ n, x ∈ S} .
Actually, condition (1.1) is equivalent to
(1.3) lim
n→∞
1
nr
#{x ≤ nα, x ∈ S} = DS |α| ,
for each α ∈ [0, 1]r. We use |α| to denote the product α1α2 · · ·αr.
For a subset S of Nr, its discrepancy function ∆S : N→ [0, 1] is defined as
∆S(n) = sup
α∈[0,1]r
∣∣∣∣#{x ≤ nα, x ∈ S}#{x ≤ n, x ∈ S} − |α|
∣∣∣∣ .
For an equidistributed set S, it turns out that ∆S(n) → 0 as n → ∞; in other terms,
condition (1.3) holds uniformly in α.
A classical theorem of Dirichlet asserts that the probability that two random integers
are coprime is 1/ζ(2), that is,
lim
n→∞
1
n2
#
{
(i, j) : 1 ≤ i, j ≤ n; gcd(i, j) = 1
}
=
1
ζ(2)
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(see, for instance, Theorem 332 in [6]). Indeed, the set of totient points, those points in N2
whose coordinates are coprime, are equidistributed; a result which can be traced back to an
observation of D. N. Lehmer, see Chapter IV of [10].
In this paper we will study equidistributional properties (in particular, asymptotic den-
sity and bounds on the discrepancy function) of relevant sets of “coprime” r-tuples in Nr,
where, for r ≥ 3, “coprime” could mean just “mutually coprime” or, more demandingly,
“pairwise coprime”. These results shall prove useful elsewhere (see [5]). It should be pointed
out that because of the nature of the sets S under study in this paper, a variation of the
proof of (1.2) usually provides a proof of (1.3).
For the whole set S of points in Nr with mutually coprime or pairwise coprime coordi-
nates, these results are (essentially) known. For instance, if S is the set of mutually coprime
r-tuples, then DS = 1/ζ(r), while for the set of pairwise coprime r-tuples, DS = Tr, where
the constant Tr is defined in (1.5); see Section 1.1.
As a sample of our results, consider the following special totient points: Fix a reference r-
tuple a = (a1, . . . , ar) such that the coordinates aj are pairwise coprime. The set S of interest
comprises the r-tuples x = (x1, . . . , xr) of integers with mutually coprime coordinates and
such that each xi is a multiple of the corresponding ai, for i = 1, . . . , r. As we will se
in Section 3.2, S is equidistributed with constant
1
ζ(r)
ϕr−1(|a|)
ϕr(|a|)
(see the definition of the Jordan totient function ϕr in (1.7)). In the case r = 2, for a = (a, b),
with gcd(a, b) = 1, one would perhaps na¨ıvely expect the proportion of totient points on the
lattice aN⊕ bN to be 1ζ(2)
1
ab ; while, in fact, the above expression reduces to
1
ζ(2)
1
ab
[
1∏
p|ab(1 + 1/p)
]
.
Notice the correction factor within the brackets. This result was already obtained, for the
case a = (a, 1), by D. N. Lehmer in 1900 (see Theorem I, Chapter IV, in [10])1.
1.1 Preliminaries, notation and background results
For r-tuples of integers, there are several notions of “coprimality”. The integers a1, . . . , ar
are mutually coprime if gcd(a1, . . . , ar) = 1; and they are pairwise coprime if gcd(ai, aj) = 1
for each i 6= j, 1 ≤ i, j ≤ r. We will refer to this by simply writing (a1, . . . , ar) ∈ C
and (a1, . . . , ar) ∈ PC, respectively. For a = (a1, . . . , ar), we abbreviate gcd(a1, . . . , ar) =
gcd(a).
Another notion of coprimality, intermediate between mutual and pairwise coprimality,
is the following: for fixed 2 ≤ k ≤ r, we will say that the integers (a1, . . . , ar) are k-wise
relatively prime (or simply k-coprime, or kC) if any k of them are relatively prime. That
is, if gcd(ai1 , . . . , aik) = 1 for any set of k indexes 1 ≤ i1 < · · · < ik ≤ r, or alternatively, if
each prime p divides at most k − 1 of them. The case k = 2 is pairwise coprimality, while
k = r corresponds to mutual coprimality.
Throughout, we will use the following probabilistic setting: for any given integer n ≥ 2,
denote by X
(n)
1 , X
(n)
2 , . . . a sequence of independent random variables uniformly distributed
in {1, 2, . . . , n} and defined in a certain given probability space endowed with a probabilityP.
1He applied this estimate to the problem of counting the number of right triangles whose sides are
mutually coprime integers, and such that the hypotenuse is less or equal than N . The problem was revisited
by his son D.H. Lehmer in [9]. By the way, D.N. Lehmer also consider some mixed divisibility/coprimality
conditions.
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Fix r ≥ 2. Concerning mutual coprimality, we have
(1.4) lim
n→∞
P
((
X
(n)
1 , . . . , X
(n)
r
)
∈ C
)
= lim
n→∞
P
(
gcd
(
X
(n)
1 , . . . , X
(n)
r
)
= 1
)
=
1
ζ(r)
,
that is, the asymptotic proportion of mutually coprime r-tuples of integers is 1/ζ(r). The
case r = 2 is Dirichlet’s result. The extension to r > 2 can be traced back to E. Cesa`ro ([2],
page 293); see also, for instance, [3], [7] and [11].
For pairwise coprimality, we have
(1.5) lim
n→∞
P
((
X
(n)
1 , . . . , X
(n)
r
)
∈ PC
)
=
∏
p
((
1−
1
p
)r
+
r
p
(
1−
1
p
)r−1)
:= Tr.
This fact was proved by L. Toth ([12]) and by J. Cai and E. Bach ([1]). For r = 2, mutual
and pairwise coprimality coincide (T2 = 1/ζ(2)).
Recently, J. Hu (see Corollary 2 in [8]) has proved that
(1.6) lim
n→∞
P
((
X
(n)
1 , . . . , X
(n)
r
)
∈ kC
)
=
∏
p
P(bin(r, 1/p) ≤ k − 1)
using a recursive scheme related to the one in [12]. See Section 2.2 for an alternative proof.
For each r ≥ 1, the r-Jordan totient function is given by
(1.7) ϕr(1) = 1, ϕr(a) = a
r
∏
p|a
(
1−
1
pr
)
for a > 1 ;
notice that ϕ1(a) = ϕ(a), Euler’s ϕ function. For each integer s, the function Ψs is defined as
(1.8) Ψs(1) = 1, Ψs(a) = a
∏
p|a
(
1 +
s
p
)
for a > 1.
Observe that Ψ0 is the identity function, while Ψ−1 ≡ ϕ. In this paper, we just need s ≥ 1,
the case s = 1 being the Dedekind Psi function. Observe that, for prime p and positive
integer n, Ψs(p
n) = pn (1 + s/p).
We shall also use the following fact: for any arithmetical function F ,
(1.9)
∑
x≤n, gcd(x)=1
F (x) =
n∑
k=1
µ(k)
∑
x≤n, k|x
F (x) =
n∑
k=1
µ(k)
∑
y≤n/k
F (ky),
thanks to the properties of the Mo¨bius function. Notice that on the right-hand side no
coprimality restriction appears.
Finally, we shall denote the ordered sequence of primes by p1, p2, . . .
Organization of the paper
Section 2 revisits the proofs of the basic results about the asymptotic proportion of coprime
r-tuples. In Section 3, we will study equidistributional properties of several variations on
coprimality with some extra conditions. Some bounds for discrepancy functions will be
obtained in Section 4.
2 Asymptotic density of coprime r-tuples
In this section we shall revisit some known results about the asymptotic density of totient
points following the approach in Cai-Bach, [1]. We shall recast and formalize its ingredients
a bit, so that it could be applied in other contexts of interest.
3
2.1 The Cai–Bach approach
Fix integers N ≥ 1 and r ≥ 2. Consider a matrix M of dimensions N × r, with entries
mij ∈ {0, 1}: the rows of M are labeled with the primes p1, . . . , pN .
Given a random sample X(n) = (X
(n)
1 , . . . , X
(n)
r ) of length r, denote by M(n) the as-
sociated N × r (random) matrix encoding the divisibility properties of the sample: the
entry (i, j) of the matrix M(n) will be 1 if the prime pi divides the coordinate X
(n)
j , and 0
otherwise.
For i = 1, . . . , N and j = 1, . . . , r, denote by Iij a collection of independent Bernoulli
random variables with success probability 1/pi. Let I denote the N×r matrix whose entries
are the Iij . Observe that
P
(
I = M
)
=
N∏
i=1
r∏
j=1
P(Iij = mij) .
Lemma 2.1. Fix N ≥ 1 and r ≥ 2, and a matrix M = (mij) of dimensions N × r, with
entries 0 or 1. Then,
(2.1) lim
n→∞
P
(
M(n) =M
)
= P
(
I = M
)
This lemma is just a formulation of the asymptotic independence of divisibility by dif-
ferent primes.
Proof of Lemma 2.1. We just analyze the first coordinate, X
(n)
1 . Say that in the first column
ofM there are a ones (corresponding to the rows indexed with primes s1, . . . , sa) and b zeros
(corresponding to the primes t1, . . . , tb). Write s˜ = s1 · · · sa (or s˜ = 1 if a = 0).
For p prime, consider the set
Hp = {1 ≤ k ≤ n : p|k},
and letHp be its complement in {1, . . . , n}. Observe that |Hp| = ⌊n/p⌋ and |Hp| = n−⌊n/p⌋.
For primes p, q, using that
⌊ ⌊x⌋
n
⌋
=
⌊
x
n
⌋
for x ≥ 0 and n ∈ N, one readily checks that
|Hp ∩Hq| =
⌊ n
pq
⌋
, |Hp ∩Hq| =
⌊n
p
⌋
−
⌊ n
pq
⌋
, |Hp ∩Hq| = n−
⌊n
p
⌋
−
⌊n
q
⌋
+
⌊ n
pq
⌋
.
In general, in our case,
∣∣Hs1 ∩ · · · ∩Hsa ∩Ht1 ∩ · · · ∩Htb ∣∣ = ⌊ns˜
⌋
−
b∑
i=1
⌊ n
s˜ ti
⌋
+
∑
i<j
⌊ n
s˜ ti tj
⌋
− · · ·
This means that
P
(
s1, . . . , sa |X
(n)
1 , and t1, . . . , tb ∤ X
(n)
1
)
=
1
n
(⌊n
s˜
⌋
−
b∑
i=1
⌊ n
s˜ ti
⌋
+
∑
i<j
⌊ n
s˜ ti tj
⌋
− · · ·
)
n→∞
−−−−→
1
s˜
(
1−
b∑
i=1
1
ti
+
∑
i<j
1
ti tj
− · · ·
)
=
1
s˜
b∏
j=1
(
1−
1
tj
)
=
a∏
i=1
1
si
b∏
j=1
(
1−
1
tj
)
=
N∏
i=1
P(Ii1 = εi1).
The independence of the coordinates X
(n)
j gives the result.
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Corollary 2.2 (of Proof). With the hypothesis of Lemma 2.1, if α ∈ [0, 1]r, then
(2.2) lim
n→∞
P
(
X(n) ≤ nα , M(n) =M
)
= |α|P
(
I = M
)
Proof. Follow the same proof but, for 0 ≤ α ≤ 1, for prime p define Hp = {1 ≤ k ≤ nα : p|k}
and Hp = {1 ≤ k ≤ nα : p ∤ k}.
Some particular cases of Lemma 2.1 are in order.
a) Fix sets A1, . . . , AN ⊂ {1, . . . , r} of sizes h1, . . . , hN , respectively, and consider the
matrix M with mij = 1 if j ∈ Ai (and 0 otherwise). Then
P
(
X(n) : pi|X
(n)
j if j ∈ Ai and pi ∤ X
(n)
j if j /∈ Ai
)
= P
(
M(n) =M
)
−→
N∏
i=1
1
phii
(
1−
1
pi
)r−hi
as n→∞.(2.3)
b) For h1, . . . , hN fixed, consider the collection of matrices M with exactly hi ones in
each row i, that is, M(h1, . . . , hN ) = {M :
∑r
j=1mij = hi, for i = 1, . . . , N}. Notice
that there are
∏N
i=1
(
r
hi
)
different matrices in M. Then, using (2.3), and observing that
{M =M1} and {M = M2} are disjoint for M1 6=M2, we deduce
P
(
X(n) : pi divides exactly hi of the X
(n)
j
)
= P(M(n) ∈M) =
∑
M∈M
P(M(n) =M)
−→
∑
M∈M
N∏
i=1
1
phii
(
1−
1
pi
)r−hi
=
N∏
i=1
(
r
hi
)
1
phii
(
1−
1
pi
)r−hi
=
N∏
i=1
P(bin(r, 1/pi) = hi).(2.4)
c) Finally,
Lemma 2.3. For h1, . . . , hN fixed,
(2.5)
lim
n→∞
P
(
X(n) : pi divides at most hi of the coordinates of X
(n)
)
=
N∏
i=1
P(bin(r, 1/pi) ≤ hi).
More generally, for α ∈ [0, 1]r,
lim
n→∞
P
(
X(n) ≤ nα : pi divides at most hi of the coordinates of X
(n)
)
(2.6)
= |α|
N∏
i=1
P(bin(r, 1/pi) ≤ hi).
Proof. Just the argument for the case (2.5). Consider the collection of matrices
M′(h1, . . . , hN) =
{
M :
∑r
j=1mij ≤ hi for i = 1, . . . , N
}
=
⋃
0≤ki≤hi
M(k1, . . . , kN ).
Then, thanks to (2.4), and observing that the above is a disjoint union, we obtain
P
(
X(n) : pi divides at most hi of the X
(n)
j
)
= P(M(n) ∈M′)
=
∑
0≤ki≤hi
P
(
M(n) ∈M(k1, . . . , kN )
)
−→
∑
0≤ki≤hi
N∏
i=1
P(bin(r, 1/pi) = ki)
=
N∏
i=1
P(bin(r, 1/pi) ≤ hi).
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2.2 Proof of coprimality results
In this section we will prove the result (1.6) on the proportion of r-tuples that are k-wise
coprime (obtaining (1.4) and (1.5) as particular cases). We will follow the approach used
by Cai and Bach [1] for the case of pairwise coprimality. See [12] and [8] for alternative
approaches. The length of the sample, r ≥ 2, will be fixed henceforth.
Fix 2 ≤ k ≤ r. For each prime p, define
G(n)p = {x ≤ n : p divides at most k − 1 of the xj}.
Observe that
kC(n) := {x ≤ n : x ∈ kC} =
⋂
p
G(n)p .
Using (2.5), we get
1
nr
∣∣kC(n)∣∣ = 1
nr
∣∣∣ ∞⋂
j=1
G(n)pj
∣∣∣ ≤ 1
nr
∣∣∣ N⋂
j=1
G(n)pj
∣∣∣ n→∞−−−−→ N∏
j=1
P(bin(r, 1/pj) ≤ k − 1),
so that
lim sup
n→∞
1
nr
∣∣kC(n)∣∣ ≤ N∏
j=1
P(bin(r, 1/pj) ≤ k − 1).
Finally, as N is arbitrary,
lim sup
n→∞
1
nr
∣∣kC(n)∣∣ ≤∏
p
P(bin(r, 1/p) ≤ k − 1).
Now, for fixed N , observe that
N⋂
j=1
G(n)pj \
∞⋂
j=1
G(n)pj ⊂
∞⋃
j=N+1
B(n)pj ,
where B
(n)
p is the complementary of G
(n)
p in {1, . . . , n}r, that is, the set of x ≤ n such that p
divides k (or more) of the xj . This means that
∣∣∣ N⋂
j=1
G(n)pj
∣∣∣− |kC(n)r | ≤ ∞∑
j=N+1
|B(n)pj | .
Now,
B(n)p ⊂
⋃
1≤i1<···<ik≤r
{x ≤ n : p divides xi1 , . . . , xik}.
so that
|B(n)p | ≤
(
r
k
)
#{x ≤ n : p divides x1, . . . , xk} =
(
r
k
)⌊n
p
⌋k
nr−k ≤
(
r
k
)
nr
pk
.
Then, the tail is bounded by
∞∑
j=N+1
|B(n)pj | ≤
(
r
k
)
nr
∞∑
j=N+1
1
pkj
.
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This yields
1
nr
|kC(n)| ≥
1
nr
∣∣∣ N⋂
j=1
G(n)pj
∣∣∣ − (r
k
) ∞∑
j=N+1
1
pkj
,
and so, using again (2.5),
lim inf
n→∞
1
nr
|kC(n)| ≥
[ N∏
j=1
P
(
bin(r, 1/pj) ≤ k − 1
)]
−
(
r
k
) ∞∑
j=N+1
1
pkj
.
We finish the proof by letting N →∞.
This proof gives directly an equidistributional result.
Proposition 2.4. The set of kC-points in Nr is equidistributed.
Proof. For fixed α ∈ [0, 1]r set
G(n)p = {x ≤ nα : p divides at most k − 1 of the xj}
and
B(n)p = {x ≤ nα : p divides at least k of the xj},
and proceed exactly as above to obtain
lim
n→∞
1
nr
{x ≤ nα : x ∈ kC} = |α|
∏
p
P(bin(r, 1/p) ≤ k − 1) ,
as desired.
3 Special totient points
3.1 Coprimality with extra coprimality conditions
Let a ∈ PC. We are interested in estimating the proportion of r-tuples x of integers that are
(mutually or pairwise) coprime and such that, additionally, each coordinate xj is coprime
with the corresponding aj .
We introduce some notation. We say that an r-tuple of integers x = (x1, . . . , xr) belongs
to PCa if x ∈ PC and, additionally, gcd(ai, xi) = 1 for all i = 1, . . . , r (abbreviated, x ⊥ a).
Analogously, we say that x = (x1, . . . , xr) ∈ Ca if x ∈ C and x ⊥ a.
Theorem 3.1. Given a ∈ PC, we have:
a) For pairwise coprimality,
(3.1) lim
n→∞
P
(
X(n) ∈ PCa
)
= Tr
Ψr−2(|a|)
Ψr−1(|a|)
.
The function Ψs was defined in (1.8).
b) For mutual coprimality,
(3.2) lim
n→∞
P
(
X(n) ∈ Ca
)
=
1
ζ(r)
ϕ(|a|)
ϕr(|a|)
|a|r−1,
where the Jordan function ϕr was defined in (1.7).
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Proof. Denote by P1, . . . ,Pr the (disjoint) sets of primes dividing a1, . . . , ar, respectively (if
some ai = 1, then we set Pi = ∅). Write P = ∪rj=1Pj .
a) Fix N large enough so that P ⊂ PN := {p1, . . . , pN}. Following the approach of
Section 2.1, we consider the matrices M of dimensions N × r which fulfil the following
requirements:
• in each row there is at most one 1 (to ensure pairwise coprimality);
• in a row labelled with a prime p ∈ Pi there is 0 in column i (to ensure that p ∤ X
(n)
i ).
As in Lemma 2.3, we deduce
lim sup
n→∞
P
(
X(n) ∈ PCa
)
≤
∏
p∈PN\P
P(bin(r, 1p ) ≤ 1) ·
r∏
j=1
∏
p∈Pj
(
1−
1
p
)
P(bin(r − 1, 1p ) ≤ 1)
=
∏
p∈PN
P(bin(r, 1p ) ≤ 1) ·
r∏
j=1
∏
p∈Pj
(
1−
1
p
)P(bin(r − 1, 1p ) ≤ 1)
P(bin(r, 1p ) ≤ 1)
.
Straightforward manipulations yield
∏
p∈P1
(
1−
1
p
)P(bin(r − 1, 1/p) ≤ 1)
P(bin(r, 1/p) ≤ 1)
=
∏
p∈P1
1 + (r − 2)/p
1 + (r − 1)/p
=
∏
p∈P1
Ψr−2(p)
Ψr−1(p)
=
Ψr−2(a1)
Ψr−1(a1)
.
Now, as Ψ is multiplicative, and N is arbitrary, we get
lim sup
n→∞
P
(
X(n) ∈ PCa
)
≤ Tr
Ψr−2(|a|)
Ψr−1(|a|)
.
On the other direction, as PN includes all the primes in P for N large enough, the same
argument used for the case of pairwise coprimality (with no extra conditions, see Section 2.2)
finishes the proof.
b) In this case, the matrices M have at most r − 1 ones in each row (to ensure mutual
coprimality) and, again, a 0 in the i-th column if the prime labeling the row belongs to Pi.
The product of probabilities to be considered is now
∏
p∈PN\P
P(bin(r, 1p ) ≤ r − 1) ·
r∏
j=1
∏
p∈Pj
(
1−
1
p
)
P(bin(r − 1, 1p ) ≤ r − 1)
=
∏
p∈PN
(
1−
1
pr
)
·
r∏
j=1
∏
p∈Pj
(1− 1/p)
(1− 1/pr)
=
ϕ(|a|)
ϕr(|a|)
(|a|)r−1
∏
p∈PN
(
1−
1
pr
)
.
The argument for the tail is analogous to that used in the proof of the case of mutual
coprimality (with no extra conditions, see Section 2.2).
The equidistributional version of Theorem 3.1, part a), reads as follows. It will be useful
elsewhere (see [5]).
Corollary 3.2. Fix r ≥ 2. For a = (a1, . . . , ar) ∈ PC, the set PCa ∈ Nr is equidistributed
with constant
Tr
Ψr−2(|a|)
Ψr−1(|a|)
.
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There is a corresponding version of Theorem 3.1 for kC-coprimality, in general, but the
expressions of the asymptotic densities are a bit too cumbersome.
Next is a more general version of Theorem 3.1, in which repeated aj are allowed.
Theorem 3.3. For m ≤ r, fix a m-tuple a ∈ PC. Let ∪ki=1Ai be a partition of {1, . . . , r};
write bi = |Ai|. Then,
a) The asymptotic proportion of r-tuples x of integers such that x ∈ PC and, for j =
1, . . . , k, gcd(aj , xi) = 1 if k ∈ Ai, is given by
(3.3) Tr
1
Ψr−1(|a|)
m∏
i=1
Ψr−bi−1(ai).
b) The asymptotic proportion of r-tuples x of integers such that x ∈ C and, for j =
1, . . . , k, gcd(aj , xi) = 1 if k ∈ Ai, is given by
(3.4)
1
ζ(r)
|a|r
ϕr(|a|)
m∏
i=1
(ϕ(aj)
aj
)bi
.
The case m = r of Theorem 3.3 is Theorem 3.1. The case m = 1 corresponds to the
case of pairwise (or mutual) coprime integers that are, additionally, prime with a fixed a.
Equation (3.3) reads, in this case,
Tr
ϕ(a)
Ψr−1(a)
= Tr
∏
p|a
1− 1/p
1− 1/(r − 1)/p
= Tr
∏
p|a
(
1−
r
p+ r − 1
)
,
as in Toth’s [12], page 14.
3.2 Coprimality with extra divisibility conditions
We are now interested in estimating the proportion of r-tuples of integers that are pairwise
(or mutually) coprime when restricting to the multiples of certain fixed numbers, that is, to
the lattice a1N⊕ · · · ⊕ arN.
We say that an r-tuple of integers x = (x1, . . . , xr) belongs to PC
a if x ∈ PC and,
additionally, ai|xi for all i = 1, . . . , r (abbreviated, a|x). Analogously, we will say that
x = (x1, . . . , xr) ∈ C
a if x ∈ C and a|x.
Theorem 3.4. Given a ∈ PC, we have:
a) For pairwise coprimality,
(3.5) lim
n→∞
P
(
X(n) ∈ PCa
)
= Tr
1
Ψr−1(|a|)
,
The function Ψs was defined in (1.8).
b) For mutual coprimality,
(3.6) lim
n→∞
P
(
X(n) ∈ Ca
)
=
1
ζ(r)
ϕr−1(|a|)
ϕr(|a|)
,
where the Jordan function ϕr was defined in (1.7).
Proof. a) We follow the notation of the previous section: for a ∈ PC, denote by P1, . . . ,Pr
the (disjoint) sets of primes dividing a1, . . . , ar, respectively (if some ai = 1, then we set
Pi = ∅). Write P = ∪rj=1Pj .
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We need now to keep track of the exponent α of each prime p appearing in the decom-
position of the aj .
Fix N large enough so that P ⊂ PN := {p1, . . . , pN}.
Recall that we want to estimate the probability that
(
X
(n)
1 , . . . , X
(n)
r
)
∈ PC and, addi-
tionally, ai|X
(n)
i for all i = 1, . . . , r.
Say that p (with exponent α) belongs to P1. We need that pα|X
(n)
1 (for the extra
divisibility condition) and that p divides, at most, one of the X
(n)
j (for pairwise coprimality).
This simplifies to pα|X
(n)
1 and p ∤ X
(n)
j for j 6= 1. The random variable registering this
situation may be written as
Ipα(X
(n)
1 )
∏
i6=1
(1 − Ip(X
(n)
i )),
where Ia(Xj) = 1 if a|Xj and 0 otherwise. Putting all the primes together, we have to
consider the random variable
∏
p∈PN\P
1
{
∑
r
i=1 Ip(X
(n)
i
)≤1}
·
r∏
j=1
∏
p∈Pj
Ipα(X
(n)
j )
∏
i6=j
(1− Ip(X
(n)
i ))
(the first product ensures pairwise coprimality for the primes not belonging to the Pj).
Now, adapting Lemma 2.1 to this situation, we get that the product of probabilities to be
considered is
∏
p∈PN\P
P(bin(r, 1p ) ≤ 1) ·
r∏
j=1
∏
p∈Pj
1
pα
(
1−
1
p
)r−1
=
1
|a|
∏
p∈PN\P
P(bin(r, 1p ) ≤ 1) ·
r∏
j=1
∏
p∈Pj
(
1−
1
p
)r−1
=
1
|a|
∏
p∈PN
P(bin(r, 1p ) ≤ 1) ·
r∏
j=1
∏
p∈Pj
(1− 1/p)r−1
(1− 1/p)r + r/p(1− 1/p)r−1
=
1
|a|
∏
p∈PN
P(bin(r, 1p ) ≤ 1) ·
r∏
j=1
∏
p∈Pj
1
1 + (r − 1)/p
Recalling the definition (1.8) of the Ψ function, and as N is arbitrary, we get that
lim sup
n→∞
P
(
X(n) ∈ PCa
)
≤ Tr
1
Ψr−1(a1) · · ·Ψr−1(ar)
.
The usual argument with the tail finishes the proof of (3.5).
b) For mutual coprimality, the random variable of interest is
∏
p∈PN\P
1
{
∑
r
j=1 Ip(X
(n)
j
)≤r−1}
·
r∏
j=1
∏
p∈Pj
Ipα(X
(n)
j )1{
∑
i6=j Ip(X
(n)
i
)≤r−2}
,
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and the calculation of probabilities goes like this:
∏
p∈PN\P
P(bin(r, 1p ) ≤ r − 1) ·
r∏
j=1
∏
p∈Pj
1
pα
P(bin(r − 1, 1p ) ≤ r − 2)
=
1
|a|
∏
p∈PN\P
(
1−
1
pr
)
·
r∏
j=1
∏
p∈Pj
(
1−
1
pr−1
)
=
1
|a|
∏
p∈PN
(
1−
1
pr
)
·
r∏
j=1
∏
p∈Pj
(1 − 1/pr−1)
1− 1/pr
=
ϕr−1(|a|)
ϕr(|a|)
∏
p∈PN
(
1−
1
pr
)
,
using the definition (1.7) of the Jordan function ϕr. The proof finishes as before.
3.3 Coprimality and arithmetic progressions
As a natural extension of the previous result, we analyze the proportion of r-tuples of integers
that are pairwise (or mutually) coprime when restricting to arithmetic progressions.
Again, fix a = (a1, . . . , ar) ∈ PC, and now add an r-tuple b = (b1, . . . , br), where
0 ≤ bj ≤ aj − 1 for each j = 1, . . . , r. We want to estimate the proportion of r-tuples of
integers that are (pairwise/mutually) coprime when each coordinate xj satisfies that xj ≡ bj
(mod aj). The case b = 0 is the one treated in the previous section.
We write x ∈ PCa,b (or x ∈ Ca,b) if x ∈ PC (or x ∈ C) and, additionally, ai|xi − bi for
all i = 1, . . . , r (abbreviated, a|x − b).
Theorem 3.5. Given a ∈ PC and b ∈ Nr, we have:
a) For pairwise coprimality,
lim
n→∞
P
(
X(n) ∈ PCa,b
)
= Tr
Ψr−2(|a|)
Ψr−1(|a|)
1
ϕ(|a|)
r∏
i=1
ϕ(gcd(ai, bi))
Ψr−2(gcd(ai, bi))
.(3.7)
b) For mutual coprimality,
lim
n→∞
P
(
X(n) ∈ Ca,b
)
=
1
ζ(r)
1
|a|
|a|r
ϕr(|a|)
r∏
i=1
ϕr−1(gcd(ai, bi))
gcd(ai, bi)r−1
.(3.8)
Proof. a) As usual, denote P1, . . . ,Pr the disjoint sets of primes dividing (a1, . . . , ar) ∈ PC,
and write P = ∪rj=1Pj . We need again to keep track of the exponent α of each prime p
appearing in the decomposition of the aj .
We partition each Pj into two subsets:
• Qj contains the primes p of Pj such that p|bj. Observe that p| gcd(aj , bj).
• Rj contains the primes p of Pj such that p ∤ bj .
Fix N large enough so that P ⊂ PN := {p1, . . . , pN}. Recall that we want to estimate
the probability that X(n) ∈ PC and, additionally, ai|X
(n)
i − bi for all i = 1, . . . , r.
We will write the argument for the first coordinate. Say that p (with exponent α)
belongs to P1. We need that pα|X
(n)
1 − b1 and that p divides, at most, one of the X
(n)
j . If
p ∈ Q1, then p| gcd(a1, b1), and so p divides X
(n)
1 . On the other hand, if p ∈ R1, p does not
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divide X
(n)
1 . So the random variable registering the conditions for the first coordinate can
be written as∏
p∈Q1
Ipα(X
(n)
1 − b1)1{
∑
i6=1 Ip(X
(n)
i
=0}
·
∏
p∈R1
Ipα(X
(n)
1 − b1)1{
∑
i6=1 Ip(X
(n)
i
=1}
.
The corresponding product of probabilities will be∏
p∈Q1
1
pα
(
1−
1
p
)r−1
·
∏
p∈R1
1
pα
P(bin(r − 1, 1p ) ≤ 1).
Notice that the presence of b1 does not change the probability 1/p
α.
Putting all the primes together we get
∏
p∈PN\P
P(bin(r, 1p ) ≤ 1) ·
r∏
j=1
( ∏
p∈Qj
1
pα
(
1−
1
p
)r−1 ∏
p∈Rj
1
pα
P(bin(r − 1, 1p ) ≤ 1)
)
=
1
|a|
∏
p∈PN\P
P(bin(r, 1p ) ≤ 1) ·
r∏
j=1
( ∏
p∈Qj
(
1−
1
p
)r−1 ∏
p∈Rj
P(bin(r − 1, 1p ) ≤ 1)
)
=
1
|a|
∏
p∈PN
P(bin(r, 1p ) ≤ 1)
·
r∏
j=1
( ∏
p∈Qj
(1− 1p )
r−1
(1− 1p )
r + rp (1−
1
p )
r−1
∏
p∈Rj
(1− 1p )
r−1 + r−1p (1−
1
p )
r−2
(1− 1p )
r + rp (1−
1
p )
r−1
=
1
|a|
∏
p∈PN
P(bin(r, 1p ) ≤ 1) ·
r∏
j=1
( ∏
p∈Qj
1
1 + r−1p
∏
p∈Rj
1 + r−2p
(1 − 1p )(1 +
r−1
p )
)
=
1
|a|
∏
p∈PN
P(bin(r, 1p ) ≤ 1) ·
r∏
j=1
( ∏
p∈Pj
1
1 + r−1p
∏
p∈Rj
1 + r−2p
1− 1p
)
=
1
Ψr−1(|a|)
∏
p∈PN
P(bin(r, 1p ) ≤ 1) ·
r∏
j=1
( ∏
p∈Rj
1 + r−2p
1− 1p
)
,
where, in the last step, we have used the definition (1.8) of the Ψ function. Now, on the one
hand,∏
p∈Rj
(
1 +
r − 2
p
)
=
∏
p∈Pj
(
1 +
r − 2
p
)
·
∏
p∈Rj
1
1 + r−2p
=
Ψr−2(aj)
aj
gcd(aj , bj)
Ψr−2(gcd(aj , bj))
,
recalling that if p ∈ Rj then p| gcd(aj , bj) and the definition of Ψ. On the other hand,∏
p∈Rj
1
1− 1/p
=
∏
p∈Pj
1
1− 1/p
·
∏
p∈Rj
(
1−
1
p
)
=
aj
ϕ(aj)
ϕ(gcd(aj , bj))
gcd(aj , bj)
,
We deduce (3.7) with the usual arguments.
b) It follows the same lines. Now the random variable for the first coordinate is∏
p∈Q1
Ipα(X
(n)
1 − b1)1{
∑
i6=1 Ip(X
(n)
i
≤r−2}
·
∏
p∈R1
Ipα(X
(n)
1 − b1)1{
∑
i6=1 Ip(X
(n)
i
≤r−1}
,
and the corresponding product of probabilities will be∏
p∈Q1
1
pα
(
1−
1
pr−1
)
·
∏
p∈R1
1
pα
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All together, we get
∏
p∈PN\P
P(bin(r, 1p ) ≤ r − 1) ·
r∏
j=1
( ∏
p∈Qj
1
pα
(
1−
1
pr−1
)
·
∏
p∈Rj
1
pα
)
=
1
|a|
∏
p∈PN\P
(
1−
1
pr
)
·
r∏
j=1
∏
p∈Qj
(
1−
1
pr−1
)
=
1
|a|
∏
p∈PN
(
1−
1
pr
)
·
r∏
j=1
( ∏
p∈Qj
(1− 1/pr−1)
1− 1/pr
∏
p∈Rj
1
1− 1/pr
)
.
Finally observe that
∏
p∈Qj
(1− 1/pr−1)
1− 1/pr
∏
p∈Rj
1
1− 1/pr
=
∏
p∈Pj
1
1− 1/pr
∏
p∈Qj
(
1−
1
pr−1
)
=
ϕr(aj)
arj
ϕr−1(gcd(aj , bj))
gcd(aj , bj)r−1
.
Once more, (3.8) is deduced from here.
4 Discrepancies for mutual and pairwise coprimality
For the sets of points C and PC of Nr with mutually or pairwise coprime coordinates, there
are precise estimates for the discrepancies.
For n ≥ 1 and α ∈ [0, 1]r we write
F (n,α) = #{x ≤ nα : x ∈ C} and G(n,α) = #{x ≤ nα : x ∈ PC}.
If 1 = (1, 1, . . . , 1), then the discrepancy functions of C and PC, may be written as
∆C(n) = sup
α∈[0,1]r
∣∣∣∣F (n,α)F (n,1) − |α|
∣∣∣∣ and ∆PC(n) = sup
α∈[0,1]r
∣∣∣∣G(n,α)G(n,1) − |α|
∣∣∣∣
4.1 Discrepancy for mutual coprimality
For mutual coprimality, we have the following bounds on discrepancy:
Theorem 4.1. For r = 2, there are constants 0 < c2 < C2 such that
c2
n
≤ ∆C(n) ≤ C2
lnn
n
.
For any r ≥ 3, there are constants 0 < cr < Cr such that
cr
n
≤ ∆C(n) ≤
Cr
n
.
It would be interesting to determine whether the upper bound ln(n)/n in the case r = 2
above could be improved or not.
Proof. We start with the case r = 2. For 0 ≤ a, b ≤ 1 we may write, thanks to (1.9),
(4.1) F (n, (a, b)) = #{x ≤ an, y ≤ bn : gcd(x, y) = 1} =
min(an,bn)∑
d=1
µ(d)
⌊an
d
⌋ ⌊bn
d
⌋
.
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The lower bound of ∆C(n) follows simply by observing that for any a < 1/n, F (n, (a, 1)) = 0.
For the upper bound, rewrite (4.1), using ⌊x⌋ as x− {x}, to obtain
F (n, (a, b)) = n2 ab
min(an,bn)∑
d=1
µ(d)
d2
+ n
min(an,bn)∑
d=1
O(1/d)
= n2 ab
min(an,bn)∑
d=1
µ(d)
d2
+O(n lnn) = n2 ab
1
ζ(2)
+O(n lnn),
where we have used that
∑
d≥1 µ(d)/d
2 = 1/ζ(2) and that
∑
d≥n+1 1/d
2 = O(1/n). Now,
F (n, (a, b))
F (n, (1, 1))
=
n2 ab/ζ(2) +O(n lnn)
n2/ζ(2) +O(n lnn)
= ab+O
( lnn
n
)
,
as desired.
For r > 2, we would obtain similarly that for any α ∈ [0, 1]r
F (n,α) = |α|nr
1
ζ(r)
+O(nr−1),
giving directly that
F (n,α)
F (n, 1)
= |α|+O
( 1
n
)
.
The lower bound follows from observing that F (n, (a, 1, . . . , 1)) = 0 for 0 < a < 1/n.
4.2 Discrepancy for pairwise coprimality
For pairwise coprimality, we have the following bounds on discrepancy:
Theorem 4.2. For each r ≥ 2 there are positive constants 0 < cr < Cr such that
(4.2)
cr
n
≤ ∆PC(n) ≤ Cr
lnr−1(n)
n
.
The proof of this theorem is based on the following extension of Toth’s theorem in [12]:
Theorem 4.3. Fix integers r ≥ 2 and u, and an r-tuple n = (n1, . . . , nr), with nj ≤ n for
j = 1 . . . , r. Denote
P (u)r (n1, . . . , nr) = {x ≤ n : x ∈ PC, gcd(xi, u) = 1 for i = 1, . . . , r}.
Then
P (u)r (n1, . . . , nr) = Tr fr(u) (n1 · · ·nr) +O(θ(u)n
r−1 lnr−1(n)),
where fr(u) =
∏
p|u(1−
r
p+r−1 ) and θ(u) is the number of squarefree divisors of u.
Proof. It is just a minor modification of the proof in [12]. First observe that, by conditioning
to the value of the last coordinate,
P
(u)
r+1(n1, . . . , nr, nr+1) =
∑
1≤t≤nr+1
gcd(t,u)=1
P (tu)r (n1, . . . , nr).
The claim follows by induction, as in [12].
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Proof of Theorem 4.2. The case u = 1 of the previous theorem gives
G(n,α) = |α|Tr n
r +O(nr−1 lnr−1(n)).
Therefore,
G(n,α)
G(n,1)
= |α|+O
( lnr−1(n))
n
)
.
4.3 Discrepancies for gcd and lcm
Consider, for each n ≥ 1, the measure µn in [0, 1]2
µn =
∑
1≤x≤n,1≤y≤n,
gcd(x,y)=1
δ(x/n,y/n) .
Equidistribution of the set of totient points in N2 means that the normalized measure µ˜n =
µn/µn([0, 1]
2) converges to Lebesgue measure in [0, 1]2.
Consider now the measure νn in [0, 1]
2
(4.3) νn =
∑
1≤x≤n,1≤y≤n
gcd(x, y) δ(x/n,y/n),
which places mass gcd(x, y) at each point (x/n, y/n).
Proposition 4.4. The probability measure ν˜n = νn/νn([0, 1]
2) converges to Lebesgue mea-
sure in [0, 1]2 as n→∞. In fact,
(4.4)
∣∣ν˜n([0, a], [0, b])− ab∣∣ ≤ C 1
lnn
.
Proof. Just write, using again (1.9),
νn([0, a], [0, b]) =
∑
x≤an,y≤bn
gcd(x, y) =
nmin(a,b)∑
d=1
d ·#{x ≤ an, y ≤ bn, gcd(x, y) = d}
=
nmin(a,b)∑
d=1
d ·#{x ≤ and , y ≤
bn
d , gcd(x, y) = 1} =
nmin(a,b)∑
d=1
d
∑
k≥1
µ(k)
⌊an
dk
⌋⌊ bn
dk
⌋
.
Now, using that x = ⌊x⌋ − {x}, we get
νn([0, a], [0, b]) =
nmin(a,b)∑
d=1
d
min(a,b)n/d∑
k=1
µ(k)
[abn2
d2k2
+O
( n
dk
)]
= abn2
nmin(a,b)∑
d=1
1
d
nmin(a,b)/d∑
k=1
µ(k)
k2
+O
(
n
nmin(a,b)∑
d=1
nmin(a,b)/d∑
k=1
1
k
)
= abn2
nmin(a,b)∑
d=1
1
d
nmin(a,b)/d∑
k=1
µ(k)
k2
+O
(
n
nmin(a,b)∑
d=1
ln(n/d)
)
= ab
1
ζ(2)
n2 ln(n) +O(n2).
This yields (4.4).
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Let us consider now the measure ηn in [0, 1]
2 which places mass lcm(x, y) at each point
(x/n, y/n):
ηn =
∑
x≤n,y≤n
lcm(x, y)δ(x/n,y/n).
Recalling that lcm(x, y) = xy/ gcd(x, y) and following the lines of the argument of Proposi-
tion 4.4, one can see that
ηn([0, a], [0, b]) = a
2b2n4
ζ(3)
4ζ(2)
+O(n3 ln(n)).
This yields:
Proposition 4.5. The probability measure η˜n = ηn/ηn([0, 1]
2) does not converge to the
Lebesgue measure in [0, 1]2, but to the probability measure in [0, 1]2 with density 4ab. Fur-
thermore, ∣∣ν˜n([0, a], [0, b])− a2b2∣∣ ≤ C lnn
n
.
Remark 4.6 (Higher dimensions). For the gcd, the argument above can be readily extended
to higher dimensions, giving that the measure defined placing masses gcd(x) at points x/n
(where x = (x1, . . . , xr)) converges to the Lebesgue measure in [0, 1]
r. For the lcm, on the
other hand, we do not have any results about the limiting behaviour of the sequence of
probability measures
η˜n =
ηn
ηn([0, 1]r)
, with ηn =
∑
x≤n
lcm(x) δ(x/n),
except for the case r = 3, which would be too cumbersome to state here. See [4] and [5].
References
[1] Cai, J.-Y. and Bach, E.: On testing for zero polynomials by a set of points with bounded
precision. In COCOON 2001, 473–482. Lect. Notes Comput Sci. 2108, Springer Verlag, 2001.
[2] Cesa`ro, E.: Sur le plus grand commun diviseur de plusieurs nombres. Annali di Matematica
Pura ed Applicata 13 (1885), 291–294.
[3] Christopher, J.: The asymptotic density of some k dimensional sets. Amer. Math. Monthly
63 (1956), no. 6, 399–401.
[4] Erdo¨s, P. and Diaconis, P.: On the distribution of the greatest common divisor. In A
Festschrift for Herman Rubin, 56–61. Lecture Notes, Monograph Series, vol. 45, Institute
of Mathematical Statistics, 2004. (Reprint of the original Technical Report no. 12, Stanford
University, 1977).
[5] Ferna´ndez, J. L. and Ferna´ndez, P.: On the probability distribution of gcd and lcm of
r-tuples of integers. Preprint, arXiv:1305.0536 [math.NT], May 2013.
[6] Hardy, G.H. and Wright, E.M.: An introduction to the Theory of Numbers. Oxford Science
Publications, Oxford, 1979.
[7] Herzog, F. and Stewart, B.: Patterns of visible and non visible lattices. Amer. Math.
Monthly 78 (1971), 487–496.
[8] Hu, J.: The probability that random positive integers are k-wise relatively prime. Preprint,
arXiv:1208.1537v1 [math.NT], Aug 2012.
[9] Lehmer, D.H.: A conjecture of Krishnaswami. Bull. Amer. Math. Soc. 54 (1948), no. 12,
1185–1190.
16
[10] Lehmer, D.N.: Asymptotic evaluation of certain totient-sums. Amer. J. Math. 22 (1900),
no. 4, 293–335.
[11] Nymann, J. E.: On the probability that k positive integers are relatively prime. J. Number
Th. 4 (1972) 469-473.
[12] Toth, L.: The probability that k positive integers are pairwise relatively prime. Fibonacci
Quart. 40 (2002), 13–18.
Jose´ L. Ferna´ndez: Departamento de Matema´ticas, Universidad Auto´noma de Madrid,
28049-Madrid, Spain. joseluis.fernandez@uam.es.
Pablo Ferna´ndez: Departamento de Matema´ticas, Universidad Auto´noma de Madrid,
28049-Madrid, Spain. pablo.fernandez@uam.es.
∗The research of both authors is partially supported by Fundacio´n Akusmatika. The second named author
is partially supported by the Spanish Ministerio de Ciencia e Innovacio´n, project no. MTM2011-22851.
17
