Abstract. One of the most important steps in any knowledge discovery task is the interpretation and evaluation of discovered patterns. To address this problem, various techniques, such as the chi-square test for independence, have been suggested to reduce the number of patterns presented to the user and to focus attention on those that are truly statistically signi cant. However, when mining a large database, the number of patterns discovered can remain large even after adjusting signi cance thresholds to eliminate spurious patterns. What is needed, then, is an e ective measure to further assist in the interpretation and evaluation step that ranks the interestingness of the remaining patterns prior to presenting them to the user. In this paper, we describe a two-step process for ranking the interestingness of discovered patterns that utilizes the chi-square test for independence in the rst step and objective measures of interestingness in the second step. We show how this two-step process can be applied to ranking characterized/generalized association rules and data cubes.
Introduction
Techniques for nding association rules have been widely reported in the literature, commonly within the context of discovering buying patterns from retail sales transactions 1]. In the share-con dence framework 6], an association rule is an implication of the form X ) Y , where X and Y are items (or sets of items), and the implication holds with con dence c and share s, if the number of items contained in X comprise c% of the number of items contained in X Y divided by the total number of items contained in X in the database, and the number of items contained in X Y comprises s% of the total number of items in the database. A characterized itemset is an itemset in which the corresponding transactions have been partitioned into classes based upon attributes which describe speci c characteristics of the itemset 6]. A generalized itemset is one where the values of one or more characteristic attributes are generalized according to a taxonomic hierarchy 13] .
As a result of the widespread adoption of on-line analytical processing, the study of data cubes is also receiving attention in the literature 4] . A data cube, also known as a summary table, is a redundant, multidimensional projection of a relation. Data cubes describe materialized aggregate views that group the unconditioned data in the original database along various dimensions according to SQL groupby operators associated with measure attributes. Dimensions in data cubes can also be generalized according to taxonomic hierarchies 4].
The number of patterns generated by a knowledge discovery task can exceed the capacity of a user to analyze them e ciently and e ectively, and this is a widely recognized problem. In response to this problem, various techniques/metrics have been proposed to prune those patterns that are most likely to be considered uninteresting or not useful. Many successful techniques utilize the chi-square test for independence 12] which is based upon the di erences between the expected number of occurrences for a discovered attribute value combination and the observed number. The primary assumption is that these di erences will be less for independent attributes. A chi-square value that has a low probability of occurring strictly by chance leads to a rejection of the hypothesis that the attributes are independent, and attributes that are not independent are considered to be associated. Other statistics, known as measures of association 3], can be used to determine the relative strength of discovered patterns.
Although the chi-square test and measures of association can be used to reduce the number of patterns that must be considered by a user, when mining a large database, the number of patterns discovered can remain large even after adjusting signi cance thresholds to eliminate spurious patterns. What is needed, then, is an e ective measure to assist in the interpretation and evaluation step that ranks the interestingness of the remaining patterns prior to presenting them to the user.
In this paper, we describe a two-step process for ranking the interestingness of discovered patterns that utilizes the chi-square test for independence in the rst step and objective measures of interestingness in the second step. We show how this two-step process can be applied to ranking characterized/generalized association rules and data cubes. We introduced this use of diversity measures for ranking discovered patterns in 7, 8] . We also identi ed ve diversity measures, known as the PHMI set (i.e., principled heuristic measures of interestingness), that satisfy ve principles of interestingness proposed in 9].
Background
The ve diversity measures in the PHMI set are shown in Figure 1 . These diversity measures consider the frequency or probability distribution of the values in some numeric measure attribute to assign a single real-valued index that represents the interestingness of a discovered pattern relative to other discovered patterns. Let m be the total number of values in the numeric measure attribute. Let n i be the i-th value. Let N = P m i=1 n i be the sum of the n i 's. Let p be the actual probability distribution of the n i 's. Let p i = n i =N be the actual probability for t i . Let q be a uniform probability distribution of the values. Let q = 1=m be the probability for t i , for all i = 1; 2; : : :; m according to the uniform distribution q. For a thorough discussion of the PHMI set, see 7, 8] . In this section, we present two applications for objective measures of interestingness in data mining systems: ranking (1) characterized/generalized association rules and (2) . Here, we assume that these techniques are understood, at an intuitive level at least, and restrict our presentation to the use of diversity measures for ranking discovered patterns. Input is provided by a sales database consisting of the Transact and Cust tables, shown in Tables 1 and 2 , respectively. In the Transact table, the TID column describes the transaction identi er, the LI column describes a unique line item identi er within the corresponding transaction identi er, the CID column describes the identi er of the customer who initiated the transaction, the Loc column describes the location where the transaction was processed, the ItemNo column describes the item sold in the corresponding line item, the Qty column describes the quantity of the corresponding item that has been sold. In the Cust table, the CID column is the customer identi er, the Loc column describes the location where the customer lives, and the Name column describes the name corresponding to the customer identi er. The Transact Figure 2 . The Loc DGG mum con dence threshold of 50%, the multi-attribute generalization algorithm, All Gen 10, 11], and the SQL statement SELECT TID, Cust.Loc, Qty FROM Transact, Cust WHERE Transact.CID = Cust.CID, two of the many possible association rules and the corresponding summaries that can be generated according to the DGG in Figure 2 , are shown in Table 3 . In Table 3 , the Rule (x ) y) column describes the discovered association rule, the Share and Conf. columns describe the global share and count con dence of the corresponding association rule, respectively, as described in 5, 6] , the Node column describes the level to which the values in the Cust.Loc column have been generalized according to the DGG in Figure 2 , the TIDs column describes the transactions from the Transact table aggregated in each row as a result of generalizing the values in the Cust.Loc column (TIDs are not actually saved in practice), the Cust.Loc column describes the characteristic attribute, the Qty(x) and Qty(y) columns describe the local item count, as described in 5, 6] , for the antecedent and consequent, respectively, of the corresponding association rule, the Qty (x y) column describes the sum of Qty(x) and Qty(y), and the Count column describes the number of transactions aggregated in each row. Table 3 shows that association rule C ) A has share and con dence of 39.6% and 64.3%, respectively. Share is calculated as the sum of the quantity of all items in itemset fC;Ag divided by the quantity of all items in the Transact table (i.e., 44=111 = 39:6%). Con dence is calculated as the quantity of item C in itemset fC;Ag divided by the sum of the quantity of item C in the database (i.e., 27=42 = 64:3%). The values of Qty(C) and Qty(A), corresponding to transactions 3 and 12, are 13 and 6, respectively, and calculated as the quantity of items C and A sold in the two transactions. The values in the Qty (x y) and Count columns, called vectors, describe distributions of the quantity of items and the number of transactions, respectively, in the corresponding itemset, and these distributions can be used by the measures in the PHMI set to determine the relative interestingness of the corresponding association rule. For example, in Table 3 , the vectors in the Qty (x y) column of the City and Division summaries for association rule C ) A are (19; 16; 6; 3) and (35; 9), respectively, and for association rule B ) C are (24; 8; 5) and (29; 8), respectively. The interestingness for these four summaries, according to I V ariance (due to space limitations, we only discuss the results obtained for I V ariance ) is 0.008815, 0.174587, 0.076211, and 0.161066, respectively. Thus, the rank order of the four association rules (from most to least interesting) is C ) A (Division), B ) C (Division), B ) C (City), and C ) A (City).
Data Cubes
Using the multi-attribute generalization algorithm, All Gen Whole Data Cube. The Qty vectors for the City and Division data cubes are (11; 9; 9; 8;8;7; 6; 5; 5; 4;4; 3; 3;3;3; 2; 2; 2;2;2; 2; 2; 1;1;1; 1) and (16; 14; 14; 10;9; 8; 7; 6; 6;5; 4; 3;2;2;2; 2; 1), respectively. The interestingness of the City and Division data cubes, according to I V ariance , is 0.000761 and 0.001807, respectively. Thus, the rank order of the two data cubes is Division and City.
Slices. The Qty vectors for the Vancouver, Calgary, Toronto, and Montreal slices in the Cust.Loc dimension of the City data cube are (8; 5; 5; 4; 2; 2;1), (8; 7; 5; 3;3; 3; 1), (11; 9; 9; 4; 2; 2; 1), and (6; 3; 2; 2; 2; 1), respectively. The interestingness of the four slices, according to I V ariance , is 0.007969,0.006931, 0.011740, and 0.011879, respectively. Thus, the rank order of the four slices is Montreal, Toronto, Vancouver, and Calgary.
Experimental Results
A series of experiments were run using DGG-Interest, an extension to DBDiscover, a research data mining tool developed at the University of Regina 2].
DGG-Interest evaluates the summaries generated by DB-Discover using the proposed two-step process (again, we present only the I V ariance results). Input data was supplied by the NSERC Research Awards and Customer databases 7, 10, 11]. Summary results for six representative discovery tasks, where two to four attributes have been selected for discovery, are shown in Table 4. In Table 4 , the Task column describes a unique discovery task identi er, the Attributes column describes the number of attributes selected, the Generated column describes the number of summaries generated by the corresponding discovery task, the Pruned (%Pruned) column describes the number (percentage) of summaries in which no signi cant association between attributes was found in the rst step, and the Associated (%Associated) column describes the number (percentage) of summaries in which a signi cant association was found in the rst step, and which are available for ranking in the second step. For example, in N-2, an NSERC discovery task, two attributes were selected, 22 summaries were generated, 14 (63.6%) were pruned, and a signi cant association was discovered between attributes in the remaining eight (36.3%), which were available for ranking in the second step. Detailed results for the N-2 discovery task are shown in Table 5 . In Table 5 , the Summary column describes a unique summary identi er, the Tuples column describes the number of tuples in each summary, the Attributes column describes the number of attributes containing more than one unique domain value, the 2 -Status column describes the result of the chi-square test, the 2 -Value column describes the calculated chi-square value, the DF column describes the degrees of freedom for the chi-square test, the I V ariance and Rank columns describe the calculated interestingness and rank determined by I V ariance after pruning those containing no signi cant associations. In the chi-square calculation, any zeroes occurring in the work contingency table associated with each summary are considered to be structural zeroes. 
