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SAMENVATTING
Het onderzoeksgebied automatische geluidsherkenning richt zich op het beschrij-
ven van een geluidssignaal in termen van de bronnen die het opgenomen geluid
veroorzaken. Het vermogen om de bron van een geluid te herkennen vereist
dat een luisteraar of systeem verschillende geluiden van elkaar en van de achter-
grond kan scheiden. Bovendien moeten deze gescheiden geluiden herkend wor-
den. Het herkennen van een geluid veronderstelt dat een representatie van het
geluid al bekend is bij de luisteraar en geïdentificeerd kan worden wanneer deze
opnieuw wordt waargenomen. Het herkennen van een geluid hangt niet alleen
af van de kenmerken van het specifieke geluidspatroon, maar ook van de beteke-
nis van de gebeurtenis die het geluid veroorzaakt. Het geluid van een spinnende
kat bijvoorbeeld, mag wellicht uniek lijken, maar zonder enige informatie anders
dan wat afgeleid kan worden uit het geluidssignaal, kan het evengoed als een motor
klinken. In dit proefschrift laten we zien dat geluidsherkenning vereenvoudigd kan
worden door gebruik te maken van de betekenis van de gebeurtenis die het geluid
veroorzaakt. Deze betekenis wordt afgeleid middels een model dat de context van
de geluidsomgeving representeert.
Een mogelijke manier om een automatische geluidsherkenner te voorzien van
de betekenis van een geluid, is door het te ontwikkelen voor een specifieke ap-
plicatie, en derhalve voor een specifieke context. Automatische spraakherkenning
verwacht bijvoorbeeld een spraaksignaal als invoer, wat door een gebruiker wordt
gegarandeerd. Hierdoor kunnen bepaalde aannames over het geluidssignaal ge-
maakt worden, en contextinformatie in de vorm van grammaticaregels kan toe-
gepast worden om een woordenreeks te herkennen (sectie 2.2). Als een system
voor automatische geluidsherkenning echter niet ontworpen is voor een specifieke
applicatie en moet werken in wisselende en ongecontroleerde omgevingen, kun-
nen er geen aannames worden gemaakt over de omgevingscondities. Daarom is
aanvullende analyse van het geluidssignaal nodig. Ten eerste moeten de individuele
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geluiden van elkaar en van de achtergrond worden gescheiden, omdat het invoer-
signaal bestaat uit meer dan een type geluid (sectie 2.3). Ten tweede kan de toe-
passingsomgeving niet gecontroleerd worden, waardoor het systeem moet omgaan
met transmissieverschijnselen zoals galm (sectie 2.4).
In aanvulling op de signaalgedreven methoden om de uitdaging van ongecon-
troleerde omgevingen te beheersen, zijn de betekenis van de gebeurtenis en de
geluidsomgeving essentieel om geluiden te herkennen in onbetrouwbare of am-
bigue geluidssignalen. Mensen hebben geen probleem om geluiden te herken-
nen in veel verschillende types omgevingen en in zeer rumoerige omgevingen.
Daarom hebben we een model ontwikkeld voor automatische geluidsherkenning
dat ingegeven is door de strategieën die mensen gebruiken, onderzocht door psy-
choakoestiek en cognitieve psychologie. Menselijke waarneming van een geluid,
aangeduid als een auditieve gebeurtenis (sectie 3.2), heeft eigenschappen die ook
gunstig kunnen zijn voor een geluidsrepresentatie in een automatisch systeem.
Mensen kunnen auditieve gebeurtenissen generaliseren over verschillende omge-
vingen, ervaringen, en zintuigen. Op een vergelijkbare manier kan ons model
invariante representaties van geluiden opslaan, zodat het robuust is voor wisse-
lende omgevingsinvloeden, net als in menselijke perceptie. Mensen halen boven-
dien voordeel uit de omgevingscontext om geluiden te herkennen (sectie 3.3). Dit
faciliterende effect van contextinformatie is een belangrijke doelstelling voor de
ontwikkeling van ons model.
Verscheidene andere studies in de akoestiek zijn gericht op het modeleren van
contextbesef (sectie 4.1). In deze studies was het doel echter om de context zelf te
bepalen, in plaats van de context te gebruiken om geluidsherkenning te verbeteren.
In andere onderzoeksgebieden, zoals information retrieval en handschriftherken-
ning, is context wel gebruikt om herkenning of retrieval van objecten te bevor-
deren. Methoden in deze onderzoeksgebieden maken vaak gebruik van spreading
activation netwerken, die gebaseerd zijn op een model van het menselijk geheugen
(Collins and Loftus, 1975). In dit proefschrift laten we zien dat spreading acti-
vation netwerken ook toegepast kunnen worden om de meest waarschijnlijke in-
terpretatie van een geluidspatroon te bepalen. We introduceren een contextmodel
waarin de betekenissen van de gebeurtenissen en de context gerepresenteerd zijn als
knopen in het netwerk (sectie 4.2). De activatie van de knopen verspreidt zich door
het netwerk om de zekerheid van mogelijke interpretaties van een geluidspatroon
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te bepalen (sectie 4.3).
Het voordeel van het modeleren van context in automatische geluidsherken-
ning wordt gedemonstreerd door een geïntegreerd systeem toe te passen op geluid
dat is opgenomen in ongecontroleerde omgevingen. Dit geïntegreerde systeem
is een combinatie van een signaalgedreven analyse van het geluidssignaal, die hy-
potheses levert over de gebeurtenissen die de geluiden veroorzaken, en het con-
textmodel, dat deze hypotheses interpreteert. Kennis over de omgevingscontext
wordt geleerd in een trainfase. Deze kennis wordt gerepresenteerd als een netwerk
van knopen, waarin de knopen de betekenis van de geluiden en de verschillende
contexten representeren. De verbindingen tussen de knopen dragen gewichten
die de waarschijnlijkheden van het simultaan of opeenvolgend voorkomen van
de geluiden en contexten representeren. De waarden van de gewichten tussen de
knopen worden geleerd uit geannoteerde traindata (sectie 5.2). Het type context
dat wordt geleerd is afhankelijk van het toepassingsgebied en van de dataset. In een
stabiele omgeving kan informatie over gebeurtenissen die gezamelijk voorkomen
helpen om verwachtingen van toekomstige gebeurtenissen te vormen. Op een sta-
tion wordt het fluiten van sluitende deuren bijvoorbeeld gewoonlijk gevolgd door
een vertrekkende trein. Een andere mogelijkheid is dat wanneer de traindata zijn
opgenomen in kwalitatief verschillende omgevingen, de ingeschatte omgeving kan
helpen om te voorspellen welk type geluiden er gehoord kunnen worden. Vogels
worden vaker gehoord in parken dan bij drukke straten bijvoorbeeld. We hebben
het voordeel van beide typen context voor geluidsherkenning verkend in twee ex-
perimenten (sectie 5.3 en 5.4). De resultaten van deze experimenten laten zien dat
de evaluatie van contextinformatie geluidsherkenning verbetert ten opzichte van
een signaalgedreven methode.
Contextinformatie is niet beperkt tot informatie die afgeleid kan worden uit
het geluidssignaal en annotaties van het geluidssignaal. Andere informatiebron-
nen kunnen ook gunstig zijn voor geluidsherkenning. Informatie afgeleid uit ver-
schillende types invoer, zoals geluid, beeld en locatie, kunnen elkaar versterken
om een groter besef van de gebeurtenissen in de omgeving te verkrijgen. Idealiter
kunnen deze verschillende informatiebronnen gecombineerd worden in één sys-
teem. Omdat de knopen in het contextmodel niet beschreven worden door infor-
matie die specifiek is voor een modaliteit, kunnen ze ook gebruikt worden voor
andere soorten informatie. We hebben de toepasbaarheid van het contextmodel
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op ambigue visuele informatie getest in het onderzoeksdomein van robotlocali-
satie. De visuele informatie die een robot ontvangt is vaak ambigu (vergelijkbaar
met akoestische informatie), omdat overeenkomstige observaties, zoals (delen van)
stoelen of ramen, gemaakt kunnen worden op meerdere plekken in een omgeving.
Geleerde informatie over de omgeving en de geschatte positie van de robot in die
omgeving kan helpen om deze observaties ondubbelzinnig te maken. Hierdoor
verbetert de voorspelling over de positie vergeleken met een signaalgedreven me-
thode (hoofdstuk 6).
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