Abstract. There is evidence that estimates of long-run impulse responses of structural vector autoregressive (VAR) models based on long-run identifying restrictions may not be very accurate. This finding suggests that using short-run identifying restrictions may be preferable. We compare structural VAR impulse response estimates based on long-run and short-run identifying restrictions and find that long-run identifying restrictions can result in much more precise estimates for the structural impulse responses than restrictions on the impact effects of the shocks.
Introduction
Some authors have pointed out that standard estimators of the long-run multiplier matrix of a structural vector autoregressive (VAR) model identified with long-run restrictions may not be very precise (e.g., Faust and Leeper (1997) , Christiano, Eichenbaum and Vigfusson (2006) ). Moreover, it was found that confidence intervals around impulse responses from structural VARs identified by restrictions on the long-run effects of the structural shocks tend to be wide (e.g., Erceg, Guerrieri and Gust (2005) , Gust and Vigfusson (2009) ). Such results suggest that it may be preferable to use short-run restrictions for identifying shocks in structural VAR models, as argued by Faust and Leeper (1997) . In practice, it may not be an option to replace long-run restrictions by short-run restrictions because the former are typically used when no convincing restrictions for the impact effects of the shocks are available. Hence, the question arises how much estimation precision is lost by not committing to identifying short-run restrictions and using long-run restrictions instead.
The aim of this study is to compare the relative estimation precision implied by short-run and long-run identifying restrictions for structural VAR models. Usually short-run and long-run restrictions will result in quite different structural impulse responses. In that case, comparing the relative accuracy is difficult. Therefore, we set up the following experiment to perform a fair comparison between the two alternative identification methods. We consider data generation processes (DGPs) and identifying restrictions which lead to exactly the same structural impulse responses. Then we have a proper basis for comparing the two alternative approaches. We use a Monte Carlo simulation experiment to compare the small sample mean squared errors (MSEs) of estimated impulse responses.
In practice the VAR order is unknown and may be infinite. Such features of a VAR model were seen as a main problem in some of the related literature that has pointed out problems with long-run identifying restrictions (e.g., Christiano et al. (2006) ). Therefore we use model selection criteria for specifying the VAR order and we also consider infinite order VAR DGPs such that the finite order VAR model used for impulse response analysis is just an approximation to the true DGP.
We focus on simple recursive restrictions on the impact effects of the structural shocks and compare them to recursive restrictions on the long-run multipliers. Moreover, we consider bivariate and three-dimensional DGPs only. Thus, our DGPs have features of many models that have been used in structural VAR analysis in that they include a small number of variables and use recursive restrictions which are perhaps the most commonly used identifying restrictions in structural VAR analysis. We find that the relative accuracy of the impulse response estimates obtained with short-run and longrun identifying restrictions depends on specific characteristics of the DGP. As suggested in the aforementioned literature, short-run restrictions lead to more accurate estimates of the impact effects of shocks. However, long-run multipliers and impulse responses for intermediate and larger propagation horizons may be estimated more accurately when long-run identifying restrictions are used. The latter result holds specifically for persistent processes with a root close to one.
The study is structured as follows. Section 2 presents the basic model setup and the impulse responses of interest. The experimental design of the Monte Carlo study is considered in Section 3 and the results are discussed in Section 4. Section 5 concludes.
The Model
We consider the reduced-form VAR model of possibly infinite order,
where y t = (y 1t , . . . , y Kt ) , the A i , i = 1, 2, . . ., are K ×K coefficient matrices, ν is a fixed K × 1 intercept term and u t = (u 1t , . . . , u Kt ) is a zero mean white noise error process such that u t ∼ (0, Σ u ). The covariance matrix Σ u is positive definite. For simplicity we exclude processes with integrated or cointegrated variables and assume that the VAR is stable and stationary satisfying
such that the roots are bounded away from the unit circle and the process has the moving average (MA) representation
3)
Clearly, the MA coefficient matrices are functions of the A i parameter matrices (e.g., Lütkepohl (2005) ).
The structural shocks ε t are obtained by a linear transformation of the reduced form residuals u t , that is, ε t = B −1 u t . The structural shocks are instantaneously uncorrelated and the variances are normalized to one. In other words, ε t ∼ (0, I K ) and the matrix B has to be such that BB = Σ u . The corresponding structural impulse responses are the elements of the coefficient matrices of the infinite order polynomial A(L)
In our comparison of estimated impulse responses we focus on cumulated impulse responses Ξ n = n i=0 Θ i because these quantities are typically of interest when long-run restrictions are imposed. Note that the elements of B = Ξ 0 = Θ 0 are the impact multipliers or short-run multipliers of the structural shocks. We denote the matrix of long-run multipliers or total impact multipliers of the structural shocks by
The relation BB = Σ u does not uniquely specify the transformation matrix B. For uniquely identifying these multipliers and, hence, the shocks, zero restrictions are imposed on B in many structural VAR models. We consider recursive short-run restrictions obtained by choosing a lower-triangular matrix B s by a Cholesky decomposition of Σ u . In other words,
where chol denotes the Cholesky decomposition. These restrictions are the most common short-run identifying restrictions for structural shocks in VAR analysis. Alternatively, we consider long-run restrictions imposed on the total impact multiplier matrix of impulse responses, Ξ ∞ = A (1) −1 B. Cumulated impulse responses are typically of interest when y t contains growth rates of economic variables. Imposing a zero restriction on the cumulated long-run effect of a shock on a growth rate implies that the underlying variable in the long-run will return to its initial value where it has come from before the shock occurred. Such a restriction indirectly constrains the impact effects of the shocks and, hence, can be used for identifying the structural shocks. In the spirit of Blanchard and Quah (1989) , we choose B l such that the long-run multiplier matrix Ξ ∞ is lower-triangular. More precisely, B
l is chosen such that
This choice uniquely identifies the structural shocks. It can be shown that the impulse responses implied by the short-run and long-run restrictions incorporated in B s and B l , respectively, are identical if A(1) and, hence, also A(1) −1 are lower triangular and A(L) is such that A(1) −1 B s has positive diagonal elements. Note that the matrix A(1)
can be expressed as:
s is the product of two lower-triangular matrices and, hence, it is also lower triangular. If all its diagonal elements are positive, it is the Cholesky factor of A (1) −1 Σ u A(1) −1 because the Cholesky decomposition uniquely decomposes a positive definite matrix in lower-triangular Cholesky factors with positive diagonal elements. Thus, if A(1) −1 B s has positive diagonal elements, the long-run restrictions imply the same matrix B as the short-run restrictions:
In practice, finite order VAR(p) models are fitted to the data and the approximating estimated process is used for impulse response analysis. While the true impulse responses are identical, the estimated impulse response functions will differ, if the alternative identification approaches are used, because the estimator A(1) is not lower triangular and, hence,
even if both are based on the reduced-form ordinary least squares (OLS) estimates of the VAR parameters. This is true even if the true DGP is a finite order VAR(p) process and the true order p is used in estimating the parameters.
Since B l involves the inverse A(L) −1 , it may not be estimated accurately if the matrix A(1) is near-singular. This problem is well-known in the scalar case, where an estimator α −1 tends to have a large variance if the true parameter value α is close to zero. In that case, even if α is a very accurate estimator of α, 1/ α may be a very imprecise estimator of 1/α. By analogy, the estimator B l of the impact multiplier matrix B may not be very precise if some variables are very persistent and the process has roots close to 1, in which case A(1) is near-singular.
Note that the structural impulse responses are estimated as A(L) −1 B, where B is either B s or B l . Since the estimator A(L) is based on reduced-form parameters only, it is unaffected by just-identifying structural restrictions. Thus, for the estimation precision of the structural impulse responses the crucial question is how accurately we are able to estimate the matrix B. Of course, it is possible that if the estimator of B s turns out to be more precise than that based on B l , the latter estimator may still lead to more accurate estimates of impulse responses at propagation horizons greater than 0. In the next section we explore the small sample accuracy of structural impulse responses.
Monte Carlo Setup
The aim of the Monte Carlo experiment is to compare the estimation precision for the two competing identification approaches. We use DGPs characterized by a lower-triangular matrix A(1), for which the true impulse responses obtained using the short-run and long-run restrictions are the same. In the simulations, we study MSEs of the OLS estimators of the coefficients of
We focus on those elements which are not restricted to zero for either type of identification scheme and present the results as relative MSEs,
, where a subscript ij denotes the ij th element of the respective matrix and the superscripts s and l denote estimates based on short-and long-run restrictions, respectively.
In the experiments, the parameters of finite-order VAR(p) models with intercepts are estimated. The estimator for Σ u is Σ u = 1 T −Kp−1 U U , where U = ( u 1 , . . . , u T ) is a K × T matrix of OLS residuals. We choose the lag order p by Akaike's information criterion AIC using a maximum lag order of 12 and report results for sample size T = 100. The number of replications is fixed at 10,000. All DGPs are Gaussian.
The first type of the data generating process (DGP1) is:
where α 11 ∈ {−0.9, −0.5, 0, 0.5, 0.9} and σ 12 ∈ {0.3, 0.7}. This type of DGP has been used in a number of other studies of estimation and inference properties of structural impulse responses (see Kilian (1998 ), Lütkepohl, Staszewska-Bystrova and Winker (2015a , 2015b ). The parameter α 11 determines the persistence of the process. A value close to one implies a process with a root near unity and a near-singular matrix A(1), while smaller values of α 11 imply a well-conditioned A(1) matrix. As mentioned earlier, identifying long-run restrictions are often used for variables in growth rates which are typically not very persistent. There may still be some persistence in variables whose long-run responses are not restricted. Therefore we consider a value of α 11 of 0.9. If some variables are very persistent and there are autoregressive unit roots, one would typically consider modelling and estimation techniques for cointegrated variables. In particular, one would consider other types of long-run restrictions for identifying the structural shocks. Hence, we do not consider values of α 11 greater than 0.9. For DGP1 the matrix of impact effects of the structural shocks is
and the matrix of long-run multipliers is
For all parameter values used in the simulations the diagonal elements of Ξ ∞ are positive such that B l = B s . Our second DGP (DGP2) is three dimensional and has the form:
where α 11 ∈ {−0.9, −0.5, 0, 0.5, 0.9}. The persistence of the process is determined by the diagonal elements of the VAR parameter matrix A 1 . Since the second and third diagonal elements are fixed at values not very close to one, the persistence of the process varies with α 11 . A value of α 11 close to one implies a potential invertibility problem for A(1). The largest value of α 11 = 0.9 is close to one but still far enough away to ensure a well-conditioned matrix A(1). Note that the diagonal elements of Ξ ∞ are positive implying that the shortand long-run identifying restrictions lead to identical impulse responses.
The impact multiplier matrix of DGP2 is
The third DGP (DGP3) is the bivariate MA(1) (VAR(∞)) process
where α 11 ∈ {−0.9, −0.5, 0, 0.5, 0.9} and σ 12 ∈ {0.3, 0.7}. The matrix of impact effects of the structural shocks is the same as in the case of DGP1:
and the matrix of long-run multipliers is 
Monte Carlo Results
The simulation results for the three DGPs are presented in Tables 1 -3 for the impact and long-run multipliers and in Figures 1 -3 for small and intermediate propagation horizons. As expected, the short-run multipliers are estimated more efficiently when zero restrictions are imposed on the impact multiplier matrix B directly. All the MSE ratios for the elements of B are smaller than one for all parameter values in Tables 1 -3 . It is remarkable that for DGP1 variations in α 11 in the range from −0.9 to 0.9 do not affect the relative estimation precision of the short-run multipliers substantially if the reduced-form residual correlation is small (see the results for DGP1 and σ 12 = 0.3 in Table 1 ). Increasing the reduced-form residual correlation to σ 12 = 0.7 makes a difference, however. In that case, the estimation precision based on short-run restrictions improves for B 21 and B 22 when α 11 moves closer to one.
The results for DGP2 and DGP3 are similar in that all elements of B are estimated more accurately if short-run restrictions are imposed for identification. All related MSE ratios in Tables 2 and 3 are clearly smaller than one. For some elements of B the gains in precision are quite dramatic (see, e.g., the relative MSEs of B 21 in Table 2 ). Note that the reduced-form residual correlations of DGP2 are rather small. So the results for DGP2 are best compared to those of DGP1 with σ 12 = 0.3.
The picture changes for all three DGPs when we consider the estimated long-run multipliers. In Tables 1 -3 the MSE ratios are partly clearly larger than 1, implying that long-run identifying restrictions lead to more accurate estimates of the long-run multipliers. In some cases the MSE reductions due to long-run restrictions are rather dramatic (see Ξ ∞,22 in Table 1 , Ξ ∞,22 , Ξ ∞,32 and Ξ ∞,33 in Table 2 and Ξ ∞,22 in Table 3 ). For the long-run multipliers the relative estimation precision depends substantially on the persistence of the process which is governed by α 11 for DGP1 and DGP2. In fact, the MSE ratios increase with α 11 implying that using long-run restrictions can be beneficial for estimating the long-run multipliers of more persistent processes. Moreover, an α 11 close to 1 for DGP3 implies that an accurate approximation requires a large VAR order. This feature apparently improves the value of long-run restrictions relative to short-run restrictions, as seen in Table 3 .
In summary, if one is interested in the long-run effects of structural shocks, using long-run restrictions can result in more precise estimates. The gains in estimation precision are especially large for persistent processes and they can also be substantial if the true DGP is an infinite order VAR process.
It is also interesting to look at the MSE ratios of impulse responses for short and intermediate propagation horizons in Figures 1 -3 . They show that the relative estimation precision often is close to the value for the long-run multipliers already after a few periods. Thus, even though the MSE ratios are smaller than 1 for the impact multipliers they are in many cases greater than 1 after a few propagation periods for those cases where the long-run multipliers have MSE ratios greater than 1. It is remarkable that this result also holds for DGP3 which is an infinite-order VAR process and, hence, the empirical model only approximates the DGP (see Figure 3 ). This result is in contrst to the view that long-run identifying restrictions are particularly problematic for infinite-order VARs which are approximated by finite order models (see Christiano et al. (2006) ).
We have done a range of further simulations which confirm our general results. First, we have also used larger samples of size T = 200 and obtained similar, qualitatively identical results to those for T = 100. Therefore we do not show them in tables. Second, we have done simulations using the true VAR order for DGP1 and DGP2. The results were numerically similar to those in Tables 1 and 2 , respectively. In other words, for these DGPs it does not make much difference for the impulse response estimates whether the true VAR order is used or the order is estimated by AIC, if a sample of size T = 100 is available. Third, structural impulse responses are often based on biasadjusted estimators of the VAR parameters because they were found to imply more precise estimates and confidence intervals for impulse responses (see, e.g., Kilian (1998) ). We have also worked with bias-adjusted estimates in some of our simulations. They did not lead to MSE improvements, however. In fact, in most cases the MSEs were inferior to the corresponding OLS results, in some cases even substantially so. Therefore we do not present the results.
Despite our limited simulation design, we emphasize that our Monte Carlo results have brought about an insight that is not clear from the related literature, namely that long-run restrictions can lead to much more precise estimates of some impulse responses than short-run restrictions if comparable impulse responses are considered.
Conclusions
In this study we have compared the precision of structural impulse response estimates based on short-run and long-run identifying restrictions. In the structural VAR literature concerns have been raised regarding the estimation accuracy of impulse response estimates when long-run identifying restrictions are used, in particular for persistent processes. Since many macro variables are quite persistent, the use of long-run identifying restrictions has been questioned.
To see whether long-run restrictions are more problematic than short-run restrictions in estimating impulse responses, we have simulated processes for which short-run and long-run restrictions lead to identical impulse responses. We find that the impact multipliers are indeed estimated more accurately when identification is based on short-run restrictions. However, if intermediate or longer propagation horizons are of interest, this result is not maintained. We find that in many cases the impulse responses at intermediate propagation horizons and long-run multipliers are estimated much more precisely in terms of MSE than the corresponding quantities obtained with short-run restrictions. Particularly substantial MSE improvements from using long-run restrictions are obtained for more persistent processes. Figure 1: Relative MSEs for the OLS estimators of cumulated impulse responses for DGP1 with selected values of α 11 , σ 12 = 0.7, T = 100 and lag order estimated using AIC. Figure 2: Relative MSEs for the OLS estimators of cumulated impulse responses for DGP2 with selected values of α 11 , T = 100 and lag order estimated using AIC. Figure 3: Relative MSEs for the OLS estimators of cumulated impulse responses for DGP3 with selected values of α 11 , σ 12 = 0.7, T = 100 and lag order estimated using AIC.
