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Abstract
Time series prediction with deep learning meth-
ods, especially long short-term memory neural net-
works (LSTMs), have scored significant achieve-
ments in recent years. Despite the fact that the
LSTMs can help to capture long-term dependen-
cies, its ability to pay different degree of attention
on sub-window feature within multiple time-steps
is insufficient. To address this issue, an evolu-
tionary attention-based LSTM training with com-
petitive random search is proposed for multivari-
ate time series prediction. By transferring shared
parameters, an evolutionary attention learning ap-
proach is introduced to the LSTMs model. Thus,
like that for biological evolution, the pattern for
importance-based attention sampling can be con-
firmed during temporal relationship mining. To re-
frain from being trapped into partial optimization
like traditional gradient-based methods, an evolu-
tionary computation inspired competitive random
search method is proposed, which can well config-
ure the parameters in the attention layer. Exper-
imental results have illustrated that the proposed
model can achieve competetive prediction perfor-
mance compared with other baseline methods.
1 Introduction
A time series is a series of data points indexed in time or-
der. Effective prediction of time series can make better use
of existing information for analysis and decision-making. Its
wide range of applications includes but not limited to clini-
cal medicine [Liu et al., 2018], financial forecasting [Cao et
al., 2015], traffic flow prediction [Hulot et al., 2018], human
action prediction[Du et al., 2015] and other fields. Different
from other prediction modeling tasks, time series adds the
complexity of sequence dependence among the input vari-
ables. It is crucial to build a suitable predictive model for
the real data so as to make good use of the complex sequence
dependencies.
The research on the time series prediction began with
the introduction of regression equations [Yule, 1927] in
the prediction of the number of sunspots over a year for
the data analysis. The auto-regressive moving average
model (ARMA) and auto-regressive integrated moving av-
erage model (ARIMA) [Box and Pierce, 1968] indicate that
the time series prediction modeling based on the regression
method gradually becomes mature. Therefore, such mod-
els also become the most basic and important ones in time
series prediction. Due to the high complexity, irregularity,
randomness and non-linearity of real data, it is very diffi-
cult for the methods above to achieve high-accuracy pre-
diction through complex models. With machine learning
methods, people build nonlinear prediction model based on
a large number of historical time data. The fact is that we
can obtain more accurate prediction results than traditional
statistic-based models through repeated iterations of training
and learning to approximate the real model. Typical methods
such as support vector regression or classification [Drucker et
al., 1996] based on kernel method and artificial neural net-
works (ANN) [Davoian and Lippe, 2007] with the strong
nonlinear function approximation ability and tree-based en-
semble learning method, for instance, gradient boosting re-
gression or decision tree (GBRT, GBDT) [Li and Bai, 2016;
Ke et al., 2017]. However, methods mentioned above begin
to expose their own defects in dealing with the sequence de-
pendence among input variables in time series prediction.
The most commonly used and effective tool for time se-
quence model is recurrent neural network, or RNN [Rumel-
hart et al., 1986]. In normal neural networks, calculation re-
sults are mutually dependent, yet those of hidden layers in
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Figure 1: Graphical illustration of training evolutionary attention-based LSTM with competitive random search. This figure is composed of
two parts. The left part displays the process of competitive random search, and the right part the structure of evolutionary attention-based
LSTM. On the right, each sample: Xt = (x1t , x2t , ..., xLt ) in the training set X = (X1, X2, ..., XT ) multiplies attention weight Wi, the
learning result of the left part, producing X˜t = (x1tW 1i , x
2
tW
2
i , ..., x
L
t W
L
i ), and X˜t are respectively sent to LSTMs for training. Finally,
the error between the predication result y˜T and the real value yT is obtained in the validation set. The left part consists of a loop where the
initial optimization sipace W = (W1,W2, ...,WN ) is established in “a”, and the subspace Wi is encoded into WB = (WB1 ,WB2 , ...,WBN )
through binary code and sent to “b”. Meanwhile, Wi are respectively transferred to the right network and the corresponding loss evaluation is
gained in accordance with the prediction error of the network. Then, the champion subspace set W˜ is selected according to the loss situation
of W˜B in “c”, and its subset combination is traversed repeatedly. Finally, the optimization space is reestablished in the light of operations in
the red dotted box and W , the new-generation optimization space, is produced.
RNN are highly relevant to the current input as well as those
produced last time in hidden layers. However, with longer
driving sequence, problems such as vanishing gradient often
appear in the training of RNN with commonly-used activa-
tion functions, e.g., tanh or sigmoid functions which limit the
prediction accuracy of this model. The long short-term mem-
ory units (LSTMs) was proposed [Hochreiter and Schmid-
huber, 1997] based on the original RNN which mediates the
balance between memorizing and forgetting by adding some
multiple threshold gates. LSTMs and the gated recurrent unit
(GRU) [Cho et al., 2014a] address the limited ability to deal
with the long-term dependencies. These methods have led to
the successful application for many sequence learning prob-
lems like machine translation [Cho et al., 2014b]. There-
fore, the LSTMs is generally regarded as one of the state-of-
the-art methods to deal with the time series prediction prob-
lem. Learning from cognitive neuroscience, some researchers
introduce attention mechanisms to the encoding-decoding
framework [Bahdanau et al., 2014] to better select from in-
put series and encode the information in long-term memory
to improve information processing ability. Recently, atten-
tion mechanisms have been widely used and performed well
in many different types of deep learning tasks, such as image
captioning [Lu et al., 2017], visual question answering [Yu et
al., 2017] and speech recognition [Kim et al., 2017]. Addi-
tionally, in recent years, some related work [Qin et al., 2017;
Liang et al., 2018] on time series prediction is improved
usually by introducing attention layers into the encoding-
decoding framework.
Time series prediction is usually performed through slid-
ing time-window feature and make prediction depends on the
order of events. Firstly, we establish a multi-variate temporal
prediction model based on LSTMs. Then, inspired by how
human brain process input information with attention mech-
anism, we add an attention layer into the LSTMs. The intro-
duced attention mechanism can quantitatively attach weight
to period with diverse importance in the sliding time window
so as to avoid being attention-distracted which is the primarily
insufficient nature in traditional LSTMs. Specifically, instead
of gradient-based methods, a competitive random search is
employed to train the attention mechanism with reference
to evolutionary computation and genetic algorithm[Holland,
1973]. When approximating the optimum solution, the ran-
dom searching operators adopted can divert searching direc-
tion to the largest extent so as to avoid being trapped by lo-
cal optimum solution[Zhang et al., 2017; Conti et al., 2017;
Lehman et al., 2017]. As a result, compared with the tradi-
tional gradient-based one, competitive random search boasts
stronger global searching ability when solving parameters in
attention layer. So we can take advantage of this method to
further improve the prediction accuracy of the LSTMs. To
demonstrate the preformance, we conduct some experiments
on real time series prediction datasets in both regression and
classification tasks to compare it with some other baseline
methods. The results show that the peoposed method can pro-
duce higher prediction accuracy than other baseline methods.
2 Preliminaries
In this section, formulation and description of the prob-
lem will be displayed. Time series prediction which can
be divided into regression or classification problems usu-
ally uses a historical sequence of values as the input data.
Given sliding-window feature matrix of training series X =
(X1, X2, ..., XT ) and Xt = (x1t , x
2
t , ..., x
L
t ), where Xt ∈ X .
Meanwhile, we define the length of time-step as L. Typically,
historical values y = (y1, y2, ..., yT−1) are also given. As for
classification problems, the historical values y are discrete.
Generally, we learn a nonlinear mapping function by using
the history-driven sequence feature X and its corresponding
target value y to obtain the predicted value y˜T with the fol-
lowing formulation:
y˜T = f(X, y) (1)
where mapping f(·) is the nonliner mapping function we aim
to learn.
3 Methodology
In this section, we will introduce the evolutionary attention
based-LSTM and the competitive random search and present
how to train this model in detail. In this part, we first give
the overview of the model we proposed. Then, we will de-
tail the evolutionary attention-based LSTM. Furthermore, we
present the competitive random search and a collaborative
training mechanism to train the model. A graphical illustra-
tion is shown in Figure 1.
3.1 Overview
The idea of an evolutionary attention-based LSTM is to intro-
duce a layer of attention to the basic LSTMs network. This
enables the LSTMs networks not only to handle the long-
term dependencies of drive sequences over historical time
steps, but also an importance-based sampling. To avoid being
trapped, we learn the attention weights by a competitive ran-
dom search referring to evolutionary computation. To train
the model, a collaborative meachaism is proposed. Attention
weight that is learnt from the competitive random search is
transferred to evolutionary attention-based LSTM networks
for time series prediction. Meanwhile, predicted errors, as
the feedback, are sent to direct the searching process.
3.2 Temporal Modeling with EA-LSTM
Traditional methods generally model the time series predic-
tion problem with hand-crafted features and make the predic-
tion by well-designed regressors. Recurrent neural network
(RNN) is chosen because of its capability to model long-term
historical information of temporal sequences. Despite of so
many basic LSTMs variants for capturing long-time depen-
dencies proposed recently, a large-scale analysis shows that
none of them can improve the performance in this issue sig-
nificantly [Hochreiter and Schmidhuber, 1997]. Therefore,
we solve the problem of long-term dependence by replacing
the simple RNN unit with the LSTMs neuron structure in the
recurrent neural network. The LSTMs is a special kind of
RNN. With its gated structure, including the forget gate, the
input gate and the output gate, LSTMs can memorize what
should be memorized and forget what should be forgot. Espe-
cially, the forget gate is the first operator in LSTMs to decide
what information in last time-step should be dropped with a
sigmoid function. It is a key operator in its gated structure.
Firstly, we define the attention weights as:
W = (W 1,W 2, ...,WL) (2)
with these attention weights, we can take importance-based
sampling for input data with
X˜t = (x
1
tW
1, x2tW
2, ..., xLt W
L) (3)
Then, X˜ = (X˜1, X˜2, ..., X˜T ) is fed into LSTM networks.
Furthermore, we can learn the nonliner mapping function by
these formulations [Graves, 2012] of the calculating process
in LSTMs cells as follows:
it = σ(WxiX˜t +Whih
t−1 +Wcict−1 + bi) (4)
f t = σ(Wxf X˜t +Whfh
t−1 +Wcfct−1 + bf ) (5)
ct = f tct−1 + it tanh(WxcX˜t +Whcht−1 + bc) (6)
ot = σ(WxoX˜t +Whoh
t−1 +Wcoct−1 + bo) (7)
ht = ot tanh(ct) (8)
where σ(·) represents the activation function of sigmoid and
W matrices with double subscript the connection weights be-
tween the two cells. In addition, it represents input gate state,
f t forget gate state, ct cell state, ot output gate and ht the
hidden layer output in current time-step. Finally, we can take
the last element of output vector ht−1 as the predicted value.
It can be represented as:
y˜t = ht−1 (9)
the final output value can be contacted to a vector:
y˜T = (y˜
1, y˜2, ..., y˜T ) (10)
3.3 Competitive Random Search
Based on genetic algorithm, competitive random search
(CRS) is proposed to generate the optimum parameter combi-
nations in the attention layer of LSTM network. The detailed
process of the CRS is elaborated in Figure 1. The CRS con-
sists of four parts which are introduced as follows.
In Figure 1, attention weights set W = (W1,W2, ...,WN )
is given in “a”. While being translated into WB =
(WB1 ,W
B
2 , ...,W
B
N ) through binary code and sent into “b”,
the subsetWi which denotes attention weights are transferred
into networks in the right part and produce a corresponding
loss value according to predicted error in the networks. Then,
the champion attention weights subset W˜ is selected accord-
ing to the loss of WB = (WB1 ,W
B
2 , ...,W
B
N ) in “c”, and
its subset combination is traversed repeatedly. Finally, as is
shown in the red dotted box, a new attention wights is rebuilt
and WBk , the new-generation optimization subspace, is pro-
duced.
Random operators are introduced to illustrate how opti-
mization space is rebuilt in “d”. In the red dotted box in Fig-
ure 1, if the selected champion combination is WBi and W
B
j
where each individual is composed of binary strings, they will
be evenly divided intoL segments in line with L, the time step
defined in section 2.1. Then, the corresponding WBi can be
expressed by WBi = (S
1
i , S
2
i , ..., S
L
i ) where S
1
i is a segment
of WBi . Two important operators are described as follows:
• Randomly select. Firstly, we define this opreator as
Λ(·). Its function is to randomly select subsegments in
each champion combination. For instance, in Figure 1,
the subsegment L− 1 of the two subspaces are selected.
It should be noted that the number of selected subsection
is not fixed.
• Recombine. This opreator can be expressed as Γ(·). It
is defined to recombine the genes in the selected sub-
segment. The process interchanges the two subsegments
expressed by binary codes with the length of 6 and from
different subspaces in either even or odd index. sL−1i
and sL−1j will generate s
L−1
k after Γ(·). It should also
be noted that the figure only displays interchange in the
even index, but the index where actual interchanges hap-
pen is decided by the random judgment of Γ(·).
After the abovementioned two steps, gene mutation, a link in
biological evolution, is imitated. The operator M(·) is set to
reverse the genotype of the newly generated sL−1k in a ran-
dom index. For instance, 0 is reversed to 1. Finally, sL−1k
replaces the corresponding sL−1i in W
B
i , forming W
B
k which
is inserted into W . When rebuilding optimization space, we
will repeatedly traverse subspace W˜ until the size of W has
reached the default value N . The key factor in the CRS is the
error feedback introduced from the right network in Figure 1.
The CRS is demonstrated in the optimizing issue as follows:
minL(y˜T (Θ(F,W )), yT ) (11)
where F are entire parameters in LSTM networks and Θ(·)
is the parameter space needed when obtaining the predicted
Algorithm 1 Competitive Random Search
Input:
N : size of attention weights set, T : epochs , W˜ : cham-
pion attention weights subset with the size of N˜ , L =
(L1, L2, ..., LN ): loss of each Wi ∈W
Output:
W : attention weights set
1: while t < T do
2: if t = 0 then
3: W ←(W1,W2, ...,WN )
4: else
5: W˜ ←Ranking(Wi|Li, N˜)
6: W ← ∅
7: while length(W )<N do
8: W ← W˜
9: for (Wi,Wj) ∈ W˜ do
10: Wk ←M(Γ(Λ(Wi,Wj)))
11: end for
12: W ←Wk
13: end while
14: end if
15: end while
value y˜T . The most important operator is the rebuilding pro-
cess which can determines the performance significantly by
controlling the direction of the random searching. Algoithm
1 outlines the competitive random search.
3.4 Parameters Transferring
To train our model, we proposed a collaborative mecha-
nism which combines EA-LSTM with the competitive ran-
dom search. The idea of collaborative training is to share
the parameters and loss feedback between the two compo-
nents of the model. We use mini-batch stochastic gradient
decent (SGD) together with Adam optimizer [Kingma and
Ba, 2014] to train EA-LSTM. Except for attention layer, the
other parameter in LSTMs can be learned by standard back
propagation through time algorithm with mean squared error
and cross entropy loss as the objective function. Meanwhile,
the attention weights outputted by competitive random search
will be fed into attention layer before the LSTM network be-
gin to be trained. In addition, the current prediction loss of the
LSTMs in validation set will be used to rank the optimization
space.
4 Experiments
In this section, the description of datasets used in our research
is given firstly. Then we will introduce the parameter settings
and show the training result of EA-LSTM. Furthermore, we
compare the model we proposed with some baseline models
e.g., SVR, GBRT, RNN, GRU and LSTM. In addition, several
attention-based methods also as the competitors to verify the
performance of our proposed model.
4.1 Datasets Description and Setup
To compare the performance of different models with varied
types of time series prediction problem, datasets used in our
Table 1: Statistic of Two Datasets for Regression Tasks
Dataset Sensors Train & Vaild Test
Beijing PM2.5 8 35,040 8,760
SML 2010 16 3,600 537
experiments are described as follows:
• Beijing PM2.5 Data1 (PM2.5). This dataset [Liang et
al., 2015] contains the PM2.5 data of US Embassy in
Beijing with an hour sampling rate between January 1st,
2010 and December 31st, 2014. Meanwhile, meteoro-
logical data from Beijing Capital International Airport
are also included. Its sensor data e.g., current time,
PM2.5 concentration, dew point, temperature, pressure,
wind direction, wind speed, hours of snow, hours of rain.
The PM2.5 concentration is the target value to predict in
the experiments.
• SML20102 (SML). It is a uci open dataset [Zamora-
Martı´nez et al., 2014] used for indoor temperature pre-
diction. This dataset is collected from a monitor sys-
tem mounted in a domotic house. It corresponds to
approximately 40 days of monitoring data. The data
was sampled every minute, computing and uploading it
smoothed with 15 minute means. The sensor data we use
includes current time, weather forecast temperature, car-
bon dioxide, relative humidity, lighting, rain, sun dusk,
wind, sun light in west facade, sun light in east facade,
sun light in south facade, sun irradiance, Enthalpic mo-
tor 1 and 2, Enthalpic motor turbo, outdoor temperature,
outdoor relative humidity, and day of the week. The
room temperature is the target value to predict in our
experiments.
• MSR Action3D Dataset3 (MSR). MSR Action3D
dataset contains twenty actions: high arm wave, hori-
zontal arm wave, hammer, hand catch, forward punch,
high throw, draw x, draw tick, draw circle, hand clap,
two hand wave, side-boxing, bend, forward kick, side
kick, jogging, tennis swing, tennis serve, golf swing,
pick up and throw. There are 10 subjects, each subject
performs each action 2 or 3 times. There are 567 depth
map sequences in total. The resolution is 320x240. The
data was recorded with a depth sensor similar to the
Kinect device.
The setting for PM2.5 and SML dataset is given in Table
1. In addition, as for MSR dataset, we follow the standard
setting provided in [Du et al., 2015] and calculate the average
accuracy for comparison.
4.2 Parameter Settings and Sensitivity
There are three parameters in the basic LSTM model, i.e.,
the number of time steps L and the size of hidden units
for each layers in LSTM m (we set the same hidden units
1http://archive.ics.uci.edu/ml/datasets/Beijing+PM2.5+Data
2http://archive.ics.uci.edu/ml/datasets/SML2010
3http://research.microsoft.com/en-
us/um/people/zliu/actionrecorsrc/.
for each layer in LSTM) and the batchsize b in training
process. We carefully tuned the parameters L (time-steps),
m (hidden units number) and b (batchsize) for our basic
model. To approximate the best performance of the model,
we conducted a grid search over L ∈ {3, 6, 12, 18, 24},
m ∈ {16, 32, 64, 128, 256}, b ∈ {64, 128, 256, 512, 1024}
in the Beijing PM2.5 dataset and L ∈ {6, 12, 18, 24, 36} ,
m ∈ {16, 32, 64, 128, 256}, b ∈ {64, 128, 256, 512, 1024}
in the SML2010 dataset and m ∈ {16, 32, 64, 128}, b ∈
{8, 16, 32, 64} in the MSR Action3D dataset. It should be
noted that in MSR dataset we set the number of frames in
each sample as the L. When one parameter vaies, the others
are fixed. Finally, we achieve the hyperparameters with the
best performance over the validation set which are used to fix
the basic model structure. The box line diagram plotted in
Figure 2-3 is used to show the sensitivity of the parameters
on two dataset used for regression tasks.
The root means squared error for the time series task with
one box-whisker (showing middle value, 25% and 75% quan-
tiles, minimum, maximum and outliers) for five testing results
of the basic model we proposed. After grid searching, we
define the hyperparameters used in EA-LSTM with the best
ones. The hyperparameters of LSTM in differents datasets
are given in Table 2.
Furthermore, there are four hyperparameters in compet-
itive random search, i.e., the size of attention weights set
N , the encoding length for each attention weights, the size
of champion attention weights subset W˜ and the number of
epochs T . To balance the solving efficiency, we defined size
of optimization apace as 36, encoding length for each sub-
space as 6 which varies from 0.016 to 1.000, the size of W˜ as
6, and the number of epochs T as 20.
Table 2: Hyperparameters of LSTM in Each Dataset
Dataset Time-Steps Units Batchsize
Beijing PM2.5 18 128 256
SML 2010 24 128 128
MSR Action3D 13 128 16
4.3 Evaluation Metrics
To evaluate the performance, we take the Root Mean Squared
Errors (RMSE) [Plutowski et al., 1996] and Mean Absolute
Errors (MAE) as the evaluation metrics. They are calculated
by the following.
RMSE =
√√√√ 1
N
N∑
i=1
(y˜it − yit)2 (12)
MAE =
1
N
N∑
i=1
|y˜it − yit| (13)
where y˜it is prediction, y
i
t is real value and N is the number
of testing samples.
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Figure 3: Parameter Sensitivity in SML2010 Dataset
4.4 Training Attention Layer
We trained the EA-LSTM with Competitive random search
for 20 epochs. Training processes are visualized in Figure 4.
In addition, the points drawn in Figure 4 indicate the error and
accuracy corresponding to the weights selected in champion
subspace W˜ . We can find that training with the CRS, atten-
tion weights in optimization space continuously improve the
performance and not be trapped. Meanwhile, to better under-
stand importance-based sampling of input series within time
steps, the most suitable attention weights are visualized by
heat map and showed in Figure5. In Figure 5, varied scale
of attention distribution of input driving series within mul-
tiple time steps over each datasets are showed as well. By
solving attention weights which can better suits for the char-
acteristics across different tasks, we improve the performance
of the LSTMs and get better prediction results. In addition,
we can also find that the proposed method effectively utilize
local information within one sampling window according to
varied scale of attention distribution in Figure 5. It is crucial
to make a soft feature selection in multiple time steps time
series prediction.
4.5 Performance Comparison
To evaluate the performance of the EA-LSTM training with
competitive random search in time series prediction, we set
contrast experiments with some other baseline methods, in-
cluding traditional machine learning methods and deep learn-
ing methods. In experiments, the SVR, GBRT, RNN, LSTMs
and GRU as competitors are carefully tuned respectively. In
addition, all the baseline methods we compared were trained
and tested for five times and final prediction results showed
in Table 3 were averaged to reduce random errors. We can
see that the proposed method effectively improved the per-
formance against to its baseline counterparts in both public
open benchmarking datasets uaually uesd for time series pre-
diction.
Furthermore, we also compared the proposed method with
DA-RNN [Qin et al., 2017] in our public testing dataset:
SML 2010. DA-RNN, which is similar to the traditional
attention-based model, is a time series predictive model
trained by solving the network parameters together with
attention-layer parameters. As a matter of fact, this model
obtained the state-of-the-art performance by constructing a
more complex attention mechanism. With the dataset iden-
tically classified into sets for training, validating, and test-
ing, the experimental results show that the EA-LSTM can get
a higher predicted precision. We can also see that there is
the feasibility to enhance attention-based model by improving
training method for attention layer not only by introducing a
more complex attention mechanism.
In addition, we compared the proposed method with the
same method whose optimization method is replaced with
gradient descent which named ”Attention-LSTM” to clearly
highlight the benefit of using the competitive random search,
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Figure 4: Training Process of Competitive Random Search. The points drawn in figure indicates the error calculation results of each weight
in champion subspace W˜ for each epoch. There are six champion weights with blue spot and the best one with red spot for each epoch in the
figure. It should be noted that points in the third subfigure shows the accuracy curve of EA-LSTM.
Table 3: Performance of Different Baseline Methods Compared in Two Datasets for Regression Tasks
Model
Datasets
Beijing PM2.5 SML2010
MAE RMSE MAE RMSE
SVR 2.6779 2.8623 0.0558 0.0652
GBRT 0.9909 1.0576 0.0253 0.0327
RNN 0.8646 0.9621 0.0261 0.0367
GRU 0.6733 0.7433 0.0231 0.0288
LSTM 0.6168 0.7026 0.0178 0.0234
Attention-LSTM 0.2324 0.3619 0.0190 0.0225
DA-RNN [Qin et al., 2017] —— —— 0.0150 0.0197
EA-LSTM 0.1902 0.2755 0.0103 0.0154
instead of gradient descent. Specifically, an input-attention
layer whose weights are learned together with other parame-
ters is introduced to LSTM networks. The experimental re-
sults clearly highlight the benefit of using the evolutionary
computation inspired competitive random search to refrain
from being trapped into partial optimization effectively, in-
stead of gradient descent.
Table 4: Experimental Results on The MSR Action3D Dataset.
Methods Accuracy/%
[Gowayyed et al., 2013] 91.26
[Vemulapalli et al., 2014] 92.46
HBRNN [Du et al., 2015] 94.49
LSTM 90.67
Attention-LSTM 92.58
EA-LSTM 95.20
More general, we also add a comparison between our pro-
posed model and some baseline ones by human action recog-
nition experiments, a typical time series prediction task for
testing the ability to take temporal modeling of different
methods. The experimental results testify that the proposed
method also delivers robust performance even in classifica-
tion prediction tasks.
5 Conclusion
This paper proposed an evolutionary attention-based LSTM
model (EA-LSTM) which is trained with competitive random
search for time series prediction. The parameters of attention
layer used for importance-based sampling in the proposed
EA-LSTM networks can be confirmed during temporal rela-
tionship mining. Thus, this network is able to properly settle
the local feature relationship within time-steps. As a hard
optimization issue to approximate the best attention weights
for real input driving series data, the CRS method we pro-
posed can avoid being trapped during the parameters solving.
Experiments show the EA-LSTM can make competitive pre-
diction performance compared with the state-of-the-art meth-
ods. These results demonstrate that training evolutionary
attention-based LSTM with competitive random search can
not only help to capture long-term dependencies in time se-
ries prediction, but also effectively utilize local information
within one sampling window according to varied scale of at-
tention distribution. Besides, taking genetic algorithm as an
example, this paper introduces evolutionary computation to
substructure training in deep neural networks, which achieved
good performance in experiments. For future work, more
Figure 5: Plot of the attention distribution for each time-step of
the features extracted by sliding-time-window in three experimen-
tal datasets, in which the coordinates represent the time steps of the
input driving series.
studies inspired by biological rules will be employed to im-
prove the perfromance of neural networks which are hard to
train.
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