Abstract. We show that the nearring (Z[x], +, •) of integer polynomials, where the nearring multiplication is the composition of polynomials, has uncountably many subnearrings, and we give an explicit description of those nearrings that are generated by subsets of {1, x, x 2 , x 3 }.
Motivation and results
A basic algebraic operation on polynomials is composition: the composition of the polynomials f and g is defined by f • g (x) := f (g(x)). For example, (x 2 + 2) • (2x 3 − 1) = (2x 3 − 1) 2 + 2 = 4x 6 − 4x 3 + 3. This operation • is associative and satisfies the right distributive law (f + g) • h = f • h + g • h, and therefore (Z[x], +, •) is a nearring [8] . The ideal structure of this nearring was investigated in [2, 4, 5] . In the present paper, we provide some information on the set of subalgebras of this nearring. For this purpose, we describe the structure of the subnearrings generated by some simple sets of polynomials, such as the singleton {x 2 }. In this nearring, we find the polynomial
10 , and we will see that x
10
is not an element of this nearring. We will compute the nearring generated by each of the 16 subsets of {1, x, x 2 , x 3 } in Section 5. In other words, we describe those polynomials that can be obtained from, say, x 2 by using only addition, subtraction and composition. Taking a broader view, we will see that there are continuum many subnearrings of (Z[x], +, •) by detecting an infinite independent subset inside the nearring Z[x] (Theorem 4.1).
Preliminaries on nearring generation
In this section, we state three lemmas that facilitate the description of the nearring generated by a given set of elements. For a nearring (N, +, •) and a subset F of N, we let F denote the subnearring generated by F . We are mainly concerned with (N, +, •) = (Z[x], +, •). If F = {f (x)} for some f (x) ∈ Z[x], then it is easy to see that F is contained in the subnearring Z[f (x)] := {q(f (x)) | q ∈ Z[x]} of (Z[x], +, •). However, we will see that Z[f (x)] is often strictly larger than f (x) . The following lemma helps to establish that a given set M is indeed the nearring generated by F .
Lemma 2.1 ([1, Lemma 2.1])
. Let (N, +, •) be a nearring, and let F and M be non-empty subsets of N. We assume that the following conditions hold: Following [8, Definitions 1.7 and 1.11], we call an element a in a nearring (N, +, •) right cancellable in N if for all x, y ∈ N with x • a = y • a, we have x = y; using the distributive law, one obtains that a is right cancellable if and only if x • a = 0 implies x = 0 for all x ∈ N. An element e ∈ N is a left identity if e • x = x for all x ∈ N, and an element c ∈ N is constant if c • 0 = c. If c is constant, then c • x = c for all x ∈ N. The set of constant elements of N will be denoted by C(N). In the nearring (Z[x], +, •), every p with deg(p) ≥ 1 is right cancellable, the polynomial x is the only left identity, and the constant elements of Z [x] are given by C(Z[x]) = {c 0 x 0 | c 0 ∈ Z}. If e is a left identity and F a subset of N, then sometimes the nearrings F and F ∪ {e} are closely related: Lemma 2.2. Let N be a nearring, let a ∈ N be a right cancellable element of N, let e be a left identity of N, and let C be a subset of C(N). Let F be the subnearring of N generated by {a} ∪ C, and let G be the subnearring of N generated by {a, e} ∪ C.
Proof. For this proof, we resort to some notions from universal algebra [3] . In the setting of universal algebra, we see N as an algebra (N, 
We fix k ∈ N 0 and proceed by induction on the depth of the term T . If T = 0, then set U := 0. If T = X, then we let
= Y j would also work), and if T = Z, we set U := S.
For the induction step, suppose first that T = T 1 + T 2 . The induction hypothesis yields
. By the induction hypothesis, we have
k . Using the induction hypothesis again (for T 1 ), we obtain
This completes the proof of claim (2.1). Now we are ready to prove
To this end, let g ∈ G. Then there is k ∈ N 0 , there are c 1 , . . . , c k ∈ C, and there is T ∈ F (X, Y , Z) with g = T N (a, c, e). Our goal is to show that g • N a ∈ F . To this end, we observe that g
, we obtain g • N a ∈ F , which completes the proof of (2.2).
For establishing the converse inclusion, we define for each k ∈ N 0 a mapping
. Now we claim:
We proceed by induction on the depth of T . For T = 0, both sides of (2.3) evaluate to 0
For the induction step, we see that the cases T = T 1 + T 2 and T = T 1 − T 2 can be done with routine calculations using the induction hypothesis and the right distributive law. Now let
Using the induction hypothesis, the last expression is equal to
This completes the proof of claim (2.3). Next, we prove
N (a, c, e), and therefore n lies in the nearring generated by {a, c 1 , . . . , c k , e}, and thus in G.
Setting C := ∅, we obtain the following consequence: Lemma 2.3. Let N be a nearring, let a ∈ N be a right cancellable element of N, let e be a left identity of N. Let F be the subnearring of N generated by {a}, and let G be the subnearring of N generated by {a, e}. Then G = {n ∈ N | n•a ∈ F }.
Preliminaries from elementary number theory
The proof of Theorem 4.1 will rely on number theoretic properties of the multinomial coefficients. For p ∈ Z[x] and i ∈ N 0 , we denote the coefficient of x i in the polynomial p by coeff(p, i), where coeff(
Lemma 3.1 (Corollary 32.1 of [9] ). Let p ∈ P, let n, s ∈ N, let j ∈ {1, . . . , n}, and let k, k 1 , . . . , k n ∈ N 0 be such that
Lemma 3.2. Let n, m ∈ N, and let l 1 , . . . , l n , k 1 , . . . , k n , k ∈ N 0 be such that k = k 1 + . . . + k n , k ≡ 2 0, and for all i ∈ {1, . . . , n}, l i ≡ 2 0. We assume that
Proof. Seeking a contradiction, we suppose that
is odd. Then we get from Lemma 3.1 that either k is odd, or for all j ≤ n, k j is even. Since k is even by assumption, all k j are even. Since l 1 , . . . , l n are also even, 4 divides
Uncountably many subnearrings
We let P (N) denote the power set of N. (1) For each j ∈ N, p j is not an element of the nearring Φ(N \ {j}).
(2) For all A, B ∈ P (N) we have Φ(A) ⊆ Φ(B) if and only if A ⊆ B. In particular, Φ is injective and hence |S| = 2 ℵ 0 . (3) (S, ⊆) contains a subset that is order isomorphic to (P (N), ⊆).
To this end, let p ∈ N * . Next, we define infinitely many unary operations on Z[x]; actually, for each i ∈ K, we define a unary operation
that is generated by F = {p i | i ∈ K}. Then Lemma 2.1 yields N * = M. Hence there exists a term T p over the variables (X i ) i∈K in the language of M, which has +, −, (p i ) i∈K as operation symbols, such that p = T p M ((p i ) i∈K ).
We will now use induction on the depth of T to show that for each term T , the coefficient of
, and the coefficient of x 2 j+1 −2 in p i is 0, hence even. If T = 0, the assertion is obvious. For the induction step, suppose first that
have even exponents, and therefore, there are n ∈ N and c 0 , . . . , c n ∈ Z such that T
. By the multinomial theorem we get
A summand of the right hand side that contributes to the coefficient of 2
This concludes the induction step. Hence the coefficient of
(2) The "if"-direction is obvious. For the "only if"-direction, we assume A ⊆ B, and we let j ∈ A such that j ∈ B. Then p j ∈ Φ(A) and by item (1),
, we obtain p j ∈ Φ(B), and therefore Φ(A) ⊆ Φ(B).
(3) By (2), the image of item (3) Φ is order isomorphic to (P (N), ⊆).
As a consequence, the set of subnearrings of (Z[x], +, •) contains subsets of each of the following order types: infinite ascending chains, i.e., subsets order isomorphic to (N, ≤), infinite descending chains, i.e., subsets order isomorphic to ({z ∈ Z | z < 0}, ≤), uncountable linearly ordered subsets that are order isomorphic to (R, ≤), and uncountable antichains, i.e., subsets order isomorphic to (R, =). As another consequence, the nearring Φ(N), which is the nearring generated by {p i | i ∈ N}, is not finitely generated. However, the entire nearring Z[x] is finitely generated, with generators {1, x, x 2 , x 3 } [1, Corollary 4.3]. An example of a descending chain of finitely generated subnearrings of (Z[x], +, •) is provided by (N i ) i∈N , where N i := {x
∈ N i , and therefore N i+1 ⊆ N i . The inclusion is proper because N i+1 does not contain any nonzero polynomial p ∈ Z[x] with deg(p) < 2 2 i+1 , and thus x
Examples of subnearrings of (Z[x], +, •)
In this section we describe all subnearrings of (Z[x], +, •) which are generated by an arbitrary subset of {1, x, x 2 , x 3 }. Let i, j ∈ N and y 1 , . . . , y j ∈ N 0 . We denote the set {x ∈ N 0 ∃k ∈ {1, . . . , j} : The following table shows all possible combinations of subnearrings of (Z[x], +, •), which are generated by a subset of {1, x, x 2 , x 3 }.
is an element of the nearring generated by Proof. We want to use Lemma 2.1. Let F := {x 2 , x 3 } and
The conditions F ⊆ M and the closedness of M under +, − are obvious. Now we check:
We have to show that x 2 •p and
Now it is sufficient to show that a 5 ≡ 2 0 and b 5 ≡ 2 . Let j 1 , j 2 ∈ N \ {1} such that j 1 + j 2 = 5. 5 is odd and thus a 5 = 2c j 1 +j 2 . Therefore,
What is left to show is that M ⊆ F . Since x 2 ∈ F , x 2 • x 2 = x 4 ∈ F . We know that x 3 ∈ F , and thus
Now we show by induction that for all i ≥ 6,
For i = 9, x 3 • x 3 = x 9 ∈ F . For i = 10,
For i = 11,
For i = 12, x 3 • x 4 = x 12 ∈ F . For i = 13, we first show that 3x 17 ∈ F . This is true since
Now we have that
For the induction step we let i ≥ 14. If i is even, let j 2 = 2, otherwise j 2 = 3.
, then i = 2j 1 + j 2 . Since j 1 ≥ 6 the induction hypothesis yields that x j 1 , x 2j 1 , x j 2 and x 2j 2 +j 1 lie in F . Therefore we get
Now we subtract (5.2) from (5.1) and get
which concludes the proof.
lies in the subnearring of (Z[x], +, •) that is generated by {x, x 2 , x 3 } if and only if c 0 = 0.
Proof. We have
We are done, since {x 2 , x 3 } is a subset of {x, x 2 , x 3 } and by Theorem 5.1 we know that for all j ∈ N \ {1, 5}, we have x j ∈ {x 2 , x 3 } .
5.2.
The subnearring generated by {1, x 2 , x 3 }.
Proof. We want to use Lemma 2. 2 , x 3 } . We are done, since 1 ∈ F and {x 2 ,
We have to show that x 2 • p and Proof. "⇒": By Lemma 2.2 we know that there exists q ∈ {1, x, x 2 } , such that p = q(x 2 ). By Theorem 1.2 of [1] it follows that c 2i is a multiple of 2
5.4.
The subnearrings generated by {x 3 }, {x, x 3 } and {1, x 3 }. The following definitions for M, a(i) and b(i) are just for this section. Let A, B be the subsets of N 0 defined at the beginning of section 5. Lemma 5.8. Let F := {x 3 }, a ∈ N and i ∈ N 0 . Then we have: Proof. The first item can be proved by induction on a. For the second item we observe that
If p(x) ∈ F we also have −p(x) ∈ F . Thus,
Furthermore,
For item (3) we observe that setting p(x) := x 3 , a := 2 in item (2) 
Then there exists t ∈ N such that
Proof. A linear combination of (5.3) and (5.4) yields that there exist t ∈ N, c 1 , c 2 ∈ N such that 
Proof. For the induction basis we used Mathematica [6] . The program is openly available on [7] . We get the following list of polynomials which lie in F as a part of the output. By item (2) of Lemma 5.8 we have 3q(x)x 2·3 + 3q(x) 2 x 3 ∈ F . Therefore, we have that 
Since b(r) = 0 or b(r) = 3 and 6x 15 ∈ F we get 3b(r)x 39 + 3b(r) 2 x 69 ∈ F . We also know by (5.5) that 3x
15 + 3x 21 ∈ F and hence a(r) · (3x 15 + 3x 21 ) ∈ F . Therefore, we get by subtracting 3b(r)x 39 + 3b(r) 2 x 69 , a(r) · (3x 15 + 3x 21 ) and 6a(r)b(r)x 51 from (5.6),
Since 6x 15 and 6x 33 lie in F and a(r) = 0 or a(r) = 3 we also get
Since 36 + r < 2r + 3 we know by the induction hypothesis that there exist l 2 , l 3 ∈ N 0 such that 3 l 2 x r+18 + a(r + 18)x 15 + b(r + 18)x 33 and 3
By multiplying (5.7) with 3 k 1 and subtracting a(r) · 3
For all k ∈ N it holds that 3 k a(r) ≡ 6 a(r). Since 6x 15 and 6x 33 lie in F , we get
Now we have to distinguish between some cases for r according to their remainder modulo 72. Therefore, we consider the following table. We take as an example the first row of the table and read it in the following way. Let r ∈ [≡ 72 ; 9]. Then a(r) = 0 by the definition of a(r). We get that r + 6 ∈ [≡ 72 ; 15] and therefore the induction hypothesis yields a l 4 ∈ N 0 such that 3 l 4 x r+6 + 3x 15 ∈ F . Now we usẽ x for the variable x in the statement of Lemma 5.9. We setĩ := 2r + 3,j := r + 6, l 1 := l 1 + k 1 + 1,l 2 := 2l 1 + k 1 + 1,l 3 := l 4 ,õ 1 := a(r) = 0,õ 2 := a(r) = 0, o 3 := 3 andõ 4 := 0. By Lemma 5.9 we have that there exists at ∈ N 0 such that 3tx 2r+3 + 3x 15 ∈ F . Now we set t :=t and thus 3 t x 2r+3 + 3x 15 ∈ F . We have i = 2r + 3 ∈ [≡ 72 ; 21] and this satisfies our statement, since a(i) = 3 and b(i) = 0. The other 11 cases work in a similar way.
Case: r ∈ a(r) Then r + 6 ∈ Then the induction hypothesis yields a l 4 ∈ N 0 such that . . . ∈ F Together with (5.9), Lemma 5.9 yields a t ∈ N 0 such that Hence in each case, there exists a t ∈ N 0 such that
Case: i ∈ [≡ 12 ; 3]. Let r := i−9 2
. Then r ∈ [≡ 6 ; 3] and i = 2r + 9. By the induction hypothesis, there exists a l 1 ∈ N 0 such that
By item (2) of Lemma 5.8 we have 3q(x)x 2·9 + 3q(x) 2 x 9 ∈ F . Therefore, we have that (5.10) 3 
Since 6x 33 ∈ F and 3b(r) + 3b(r) 2 ≡ 6 0, we get 3b(r)x 51 + 3b(r) 2 x 75 ∈ F . We also know by (5.5) that 3x
15 + 3x 39 ∈ F and hence a(r) 2 · (3x 15 + 3x 39 ) ∈ F . Therefore, we get by subtracting 3b(r)x 51 + 3b(r) 2 x 75 , a(r) 2 · (3x 15 + 3x 39 ) and 6a(r)b(r)x 57 from (5.10),
Since 42 + r < 2r + 9 we know by the induction hypothesis that there exist l 2 , l 3 ∈ N 0 such that 3 l 2 x r+24 + a(r + 24)x 15 + b(r + 24)x 33 and 3
By multiplying (5.11) with 3 k 2 and subtracting a(r) · 3
For all k ∈ N it holds that 3 k a(r) ≡ 6 a(r). Hence we have that in each case there exists a t ∈ N 0 such that
This concludes the case i ∈ [≡ 12 ; 3]. and c(i) := 3 e(i) . Since i ∈ [≡ 6 ; 3] and i is therefore odd, the digit sum s 3 (i) is always odd. We proceed by induction on the digit sum of i. If s 3 (i) = 1, i is a power of 3. Hence by Lemma 5.8,
n with n ≥ 2, then i ∈ [≡ 72 ; 9, 27] and therefore a(i) = b(i) = 0. Now we assume s 3 (i) > 1. Then we choose h 1 , h 2 , k ∈ N such that i = 3 h 1 + 3 h 2 + k with k ∈ [≡ 6 ; 3] and s 3 (i) = s 3 (k) + 2. We have by the induction hypothesis, p(x) := c(k)x k + a(k)x 15 + b(k)x 33 lies in F . For all q(x) ∈ F , we have
We have q(x) ∈ F , hence also q(x) 3 ∈ F . By Lemma 5.8 we also have that
Now we want to prove that 6a(k) . In all cases we get that 18x 57+3 h 1 +3 h 2 ∈ F and hence 18x 33+3 h 1 +3 h 2 ∈ F . Since a(k) ∈ {0, 3}, b(k) ∈ {0, 3}, 18x 15+3 h 1 +3 h 2 ∈ F and 18x 33+3 h 1 +3 h 2 ∈ F we get from (5.14) that 6c(k)x k+3 h 1 +3 h 2 ∈ F . This implies 2 · 3 1+e(k) x 3 h 1 +3 h 2 +k ∈ F .
Since s 3 (3 h 1 + 3 h 2 + k) = 2 + s 3 (k), e(3 h 1 + 3 h 2 + k) = e(k) + 1. Therefore, (5.15) 2 · c(3
Hence, 2c(i)x i ∈ F . By Lemma 5.10 we have that there exists a j ∈ N 0 such that Since c(i) is odd and m·2·c(i) is even we have that n is odd. Therefore there exists n 1 ∈ Z such that n = 2n 1 + 1. Since 6x 15 and 6x 33 lie in F and 2 · n 1 · a(i) and 2·n 1 ·b(i) are multiples of 6, we also get 2·n 1 ·a(i)x 15 ∈ F and 2·n 1 ·b(i)x 33 ∈ F . Now we compute We can simplify lies in {x 3 } because s 3 (3i) = s 3 (i) and c i =c 3i for all i ∈ N 0 . Therefore Lemma 2.3 yields p ∈ {x, x 3 } . ⌋ divides c i .
Proof. "⇒": By Lemma 2.2 we know that there exists q ∈ {1, x, x 3 } such that p = q(x 3 ). By Theorem 1.3 of [1] it follows that p satisfies the conditions (1) and (2) because s 3 (3i) = s 3 (i) for all i ∈ N 0 . "⇐": Let q ∈ Z[x] such that q • x 3 = p. Then q lies in {1, x, x 3 } by Theorem 1.3 of [1] because s 3 (3i) = s 3 (i) for all i ∈ N 0 . Therefore Lemma 2.2 yields p ∈ {1, x 3 } .
