On the existence of small quasimultiples of affine and projective planes of arbitrary order  by Jungnickel, Dieter
Discrete Mathematics 85 (1990) 177-189 
North-Holland 
177 
ON THE EXISTENCE OF SMALL QUASIMULTIPLES OF 
AFFINE AND PROJECTIVE PLANES OF ARBITRARY 
ORDER 
Dieter JUNGNICKEL 
Mathematisches Institut, Justus-Liebig-Universittit Giessen, Amdfitr. 2, D-6300 Giessen, FRG 
Received 23 February 1988 
Revised 29 November 1988 
Denote by a(n) and p(n), respectively, the smallest positive integers ,I and p for which an 
&(2, n, n’) and an S,,(2, n + 1, n2 + n + 1) exist. We thus consider the problem of the existence 
of (nontrivial) quasimultiples of atline and projective planes of arbitrary order n. The best 
previously known general bounds state that a(n) s n”-*-* and p(n) =Z n”-‘-‘, provided that 
there exist k mutually orthogonal Latin squares of order n; this is due to Mavron, Mullin and 
Rosa. We substantially improve this result by showing that both a(n) and p(n) are bounded by 
nz9, whenever n is sufficiently large. If n has exactly k distinct prime factors, where k L 28, 
both bounds can be improved to nk. 
We also construct many families of values of n for which much better bounds can be given; 
for instance, both functions are bounded by 2n for n of the type n = pq, where p and 9 are odd 
prime powers with p < q <2p. Another example gives a bound of n + 2 for n of the form 
n = 2q, q an odd prime power. Only one such family, giving a bound of (q - 1)/2 for n = q + 1, 
q an odd prime power, was previously obtained (by Shrikhande and Singhi). Finally, we discuss 
the case n = 6 (where a(6) =p(6) = 2 is known) in some detail and obtain new solutions for this 
case. 
1. Introduction 
This paper is concerned with the existence problem for (A-fold) quasimultiples 
of affine and projective planes of arbitrary order it, i.e. for designs SA(2, n, n”) 
and &(2, it + 1, n2 + n + l), respectively. (The reader is referred to Beth, 
Jungnickel and Lenz [2] for background and notations from Design Theory. We 
remark that some authors use the term ‘(u, k, A) design’ to denote an S,(2, k, v), 
see e.g. Hall [12].) If a plane of order it exists (so in particular for prime powers 
n), then of course arbitrary A-fold (quasi-) multiples exist, and already the 
number of simple quasidoubles (i.e. A = 2) is exceedingly large; see, for instance, 
Jungnickel [15] and Jungnickel and Vedder [16]. Here we are concerned with 
what can be said in cases where no plane of order it is known or, more strongly, 
where none can exist due to the Bruck-Ryser theorem. More precisely, we want 
to study the functions a and p defined as follows: 
a(n) = min{A: there exists &(2, n, n2)}, 
p(n) = min{A: there exists S,(2,n + 1, n2 + n + 1)). 
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Note that these definitions make sense, since the trivial complete designs show 
that 
n2 - 2 
u(n)< n_2 7 ( > n2+n-1 PW( n_l ). (1.3) 
The only known precise values are 
a(q) =p(q) = 1 for prime powers q, (1.4) 
a(6) = p(6) = 2. (1.5) 
We shall discuss the case n = 6 in some detail in Section 6. Note that every 
&(2, n, n”) is a generalized quasi-residual design in the sence of Shrikhande and 
Singhi [25]; a standard approach to construct &(2, n + 1, n2 + n + 1) is to actually 
construct a generalized residual design &(2, n, n’) and to embed it into a 
generalized symmetric design &(2, n + 1, n2 + n + 1). (Not every &(2, n + 
1, n2 + n + 1) need be generalized symmetric, however; e.g., no simple such 
design is.) We refer the reader to Shrikhande and Singhi [25] and to Mavron, 
Mullin and Rosa [19] for a fuller discussion of this topic. We quote the following 
bounds obtained in these papers: 
a(q + l), p(q + 1) =Z (q - 1)/2 for odd prime powers q 
(Shrikhande and Singhi), (1.6) 
a(n) C nnpk-* and p(n) s r~“-“-~ if there are k mutually 
orthogonal Latin squares of order n (Mavron, Mullin and Rosa). (1.7) 
To this author’s knowledge, no further results on u(n) and p(n) are known. Note 
that (1.7) clearly is much better than the trivial bound (1.2) and that this result 
for the first time established the existence of nontrivial quasimultiples of affine 
and projective planes of arbitrary order. Still, the bound (1.7) is exceedingly 
large. 
In the present paper, we shall on one hand obtain considerably better general 
bounds; on the other hand, we will also construct many new families of orders n 
for which reasonably small bounds (linear in n) can be given. To simplify 
notation, we first introduce one more function: 
r(n) = min{A: there exists a resolvable &(2, n, n’)}. (1.8) 
We shall see that this function is well-defined. One then has 
a(n), p(n) s r(n). (1.9) 
This follows from a result of Mavron, Mullin and Rosa [19] who prove that a 
resolvable &(2, n, n”) is a generalized residual design; then the corresponding 
generalized symmetric design is the desired &(2, n + 1, n* + n + 1). (This is in 
fact easily seen: Just split the A(n + 1) parallel classes of the given &(2, n, n’) into 
II sets B1, . . . , B,+l of A classes each (in any way), adjoin a common infinite 
point CQ~ to all blocks in classes belonging to Bi and take {mi, . . . , m,, t~~+~} as a 
new A-fold block.) 
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In the present paper, we shall obtain the following results: 
r(n) s nk if IZ has k distinct prime divisors, (1.10) 
r(n) s n29 for all sufficiently large it, (1.11) 
r(2q) < 2q + 2 for odd prime powers q, (1.12) 
r(pq) s 2pq for odd prime powers p and q satisfying p < q < 2p, (1.13) 
r(q2 + q + 1) 6 2(q2 - q) for prime powers q, (1.14) 
r(2k - 1) C 2k-‘. (1.15) 
Our method of constructing the required resolvable quasimultiples of an affine 
plane makes use of resolvable transversal designs RTDJn, n]. These in turn will 
be obtained by constructing appropriate difference matrices with the help of 
known TD’s, generalized Hadamard matrices and difference sets. We shall 
outline this strategy and list the required ingredients in Section 2. Section 3 is 
concerned with proving the general results (1.10) and (1.11) above, Sections 4 
and 5 give the families of orders in (1.12) through (1.15) above (and a few more) 
and Section 6 considers the case n = 6, A = 2. Finally, an Appendix contains a 
table of bounds on r(n) for n s 100. 
2. Preliminary results 
For the convenience of the reader, we shall recall the definition of an 
(s, r, A)-difference matrix over a group G of order s. This is an (r x &)-matrix 
D = (&)i=, ,_.., r;i=l,..., sA with entries from G satisfying the following condition: 
{d,-djk:k=I,. . . , sn} = AG for all i, j E (1, . . . , r} with i # j; (2.1) 
thus the differences formed from any two rows of D contain each g E G precisely 
k times. (Note that some authors use different notation for the parameters 
involved, e.g. de Launey [5]. The notation used here agrees with that in [2] and 
[13].) The use of (s, s, A)-difference matrices allows the following simple 
construction: 
Theorem 2.1. Assume the existence of an (s, s, A)-difference matrix over some 
group G of order s. Then there exists a resolvable &(2, s, s2) admitting G as an 
automorphism group. Thus r(s) s A, then. 
Proof. It is well known that an (s, s, A)-difference matrix D over G may be used 
to construct a resolvable transversal design RTDJs, s] (which admits G as a class 
regular automorphism group); see [13] or [2, Theorem VIII. 3.61. Using each 
point class of this RTD as a a-fold repeated block obviously gives a resolvable 
S,(2, s, s2). q 
We note that this construction will actually produce non-isomorphic solutions 
for &(2, n + 1, n2 + n + 1) (cf. the remarks following (1.9)) since the splitting of 
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the parallel classes is arbitrary, allowing different numbers of repeated blocks 
according to the way the A parallel classes determined by the point classes of the 
RTD are distributed. 
With one exception (i.e., (5.1) below), all our constructions will use Theorem 
2.1. Thus the quasimultiples of affine planes of order n will then be resolvable and 
therefore lead to quasimultiples of the corresponding projective planes, too. 
We shall now list three constructions for difference matrices which will be 
needed; the (simple) proofs may all be found in [13]. 
Lemma 2.2 (Jungnickel [13]). The existence of an (s, r, A)-difference matrix over 
G and of a (t, r, u)-difference matrix over H implies that of an (st, r, Au)-difference 
matrix over G @H. 
Lemma 2.3 (Shrikhande [24]). The existence of both (s, r, A) and (s, r’, A’)- 
difference matrices over G implies that of an (s, rr’, sh;l’)-difierence matrix 
over G. 
Lemma 2.4 (Jungnickel [13]). Let G be a group of order s with a normal 
subgroup H of order t. Then the existence of an (s, r, il)-diflerence matrix over G 
implies that of an (s/t, r, At)-difference matrix over G/H. 
Results 2.2 to 2.4 are also given by Drake [lo] in the special case of generalized 
Hadamard matrices. We shall also need the following result: 
Lemma 2.5 (Jungnickel [13]). A ssume the existence of a (v, k, I2)-difference 
family over G and of a resolvable transversal design RTD,[h ; k] where 
k(u - 1) s Ap. Then there exists a (v, h, Au)-difference matrix over G. In case 
v = k = 3L, the resolvability of the TD is not needed. 
The proof of the first assertion is in [13, Theorem 4.101. This proof shows that 
the assumption of the existence of a parallel class used there is not necessary for 
trivial (v, v, v)-difference sets. 
It has been shown by Jungnickel [13] that r c s3L for any (s, r, A)-difference 
matrix D ; moreover, equality holds if and only if -DT is also an (s, sA, A)- 
difference matrix. Such a difference matrix called a generalized Hadamard matrix 
GH (s, A), since the case s = 2 is that of ordinary Hadamard matrices. We refer 
the reader to de Launey [5] (who again uses somewhat different notation) for a 
survey on generalized Hadamard matrices, including a table of the existence of 
GH(s, A) with sA < 100. In our constructions, we shall require the following 
known series of GH-matrices: 
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Facts 2.6. A GH(s, A) over the elementary abelian group of order s exists in at 
least the following cases: 
(i) s and h both powers of the same prime p (Drake [lo]). 
(ii) s a prime power and A = 2 (Jungnickel [13] and Street [26])* or II = 4 
(Dawson [4]). 
(iii) s and s - 1 both prime powers, A = s - 1 (Seberry [22]). 
(iv) Zf there exists GH(s, A) and if sA - 1 is a prime power, then there exists 
GH(s, A (sA - 1)‘) for all t 3 1; (cf. de Launey [5, Th. 2.31; an example for t = 1 is 
contained in [5]. For t = 2, see [8]; a complete proof is contained in de Launey 
Fl.) 
(v) s = 3, A = 4 (Seiden [23], as pointed out by Street [27]). 
(vi) Zf there exist both GH(s, A) and GH(s, p) over G, then so does 
GH(s, SAP) (Shrikhande [24]). 
Note that (vi) is a special case of Lemma 2.3 and that (iii) and (v) are contained 
in (iv); we have mentioned these results separately, since the complete proof of 
(iv) has not been published (yet). The cases which we shall use most heavily are 
(i) and (ii); proofs for these results (except for the case A = 4) can also be found 
in [2, VIII. 3.12, 3.141. There are also GH-matrices over other p-groups including 
non-abelian ones; see de Launey [7]. To this author’s knowledge, however, 2.6 
gives all the known parameters of GH(s, A) with s f 2. We shall also require 
known ordinary Hadamard matrices; the reader is referred to Hall [12] and 
Wallis, Street and Wallis [28] for accounts of this topic. However, all the matrices 
we require can also be obtained from [2]. In particular, we need the following 
result, cf. [2, I. 9.111: 
Theorem 2.7 (Paley [21]). Zf q is an odd prime power, then there exists a 
Hadamard matrix of order 2(q + l), i.e. GH(2, q + 1). 
3. General results 
In this section we shall prove the general bounds (1.10) and (1.11) mentioned 
in the introduction. We begin, however, with the following weaker but 
particularly simple bound: 
Proposition 3.1. Let n = ql. - - qk be the canonical prime power factorization of n, 
and put q = min{q,, . . . , qk}. Then 
r(n) S n L’OwJ. (3.1) 
*The special case of primes s was first given by Masuyama [17] and later rediscovered by 
Butson [3]. 
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Proof. By 2.6(i), there exists a GH(q,, qi) and thus a (qi, q, 1)-difference matrix 
for i = 1, . . . , k. Then 2.2 yields an (n, q, 1)-difference matrix, say in G. 
Applying 2.3 [log, n] times gives an 
(n 9 ql%nJ+l, n L’“wl)-difference 
matrix in G. As q l’%“I +1 2 q f’ohnl 2 n, Theorem 2.1 gives the assertion. 0 
For large n the following result is considerably stronger. However, we need to 
make use of a nontrivial result on the asymptotic existence of mutually 
orthogonal Latin squares. 
Theorem 3.2. For sufficiently large n, one has r(n) c n29. 
Proof. Beth [l] has proved (refining the famous Erd&-Chowla-Straus theorem 
and an earlier result of Wilson) that there exist at least n1’14.’ mutually orthogonal 
Latin squares of order n, whenever n is sufficiently large. We may therefore 
choose a TD[ [n “‘“1, n] and a trivial (n, n, n)-difference set in Lemma 2.5 to 
obtain the existence of an (n, [n “151, n)-difference matrix over any group G of 
order n, whenever n is large enough. Applying Lemma 2.3 fourteen times then 
yields an (n, ( [n1’151)15, n29)-difference matrix and Theorem 2.1 gives the 
assertion. 0 
For numbers n with at most 28 distinct primes divisors we can do better than 
Theorem 3.2. We first state a Lemma. 
Lemma 3.3. Let n = ql* * - qk be the canonical prime power factorization of n, 
and assume the existence of GH(qi, Ai) with Ai 2 n/q, for i = 1, . . . , k. Then one 
has 
r(n) < Al ’ . . Ak. (3.2) 
Proof. The existence of GH(q,, ni) trivially implies that of (qi, n, &)-difference 
matrices (for i = 1, . . . , k), as qiA; 2 n. By Lemma 2.2, we obtain an 
(n, n, 4. . . h,)-difference matrix. Then Theorem 2.1 implies the assertion. 0 
Theorem 3.4. Zf n has exactly k distinct prime factors, then r(n) 6 nk. 
Proof. Let n = ql* - * qk be the prime power factorization of n. Define ai by 
qqi<nGqF+l for i=l,. . . , k. By 2.6 (i), there exists GH(q,, qp3 for all i; thus 
we may choose & = q’fi 2 n/qi in Lemma 3.3. 0 
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4. Orders divisible by exactly two distinct primes 
In this section we shall give a few examples showing how Lemma 3.3 may be 
used to improve Theorem 3.4 by a more detailed analysis. We restrict ourselves 
to the case k = 2. The best result can be obtained for numbers of the form 
n = 29, q an odd prime power. 
Theorem 4.1. Let q be an odd prime power. Then one has 
r(2q) s 2q + 2. (4.1) 
Proof. Use GH(q, 2), see 2.6(ii), and GH(2, q + l), see 2.7, in Lemma 3.3. 0 
Theorem 4.2. Let p and q be distinct primes and let n = pnqb where pa < qb. 
Moreover, let y E { 1,2,4}, and assume yp(c+l)a+d 2 qb. Then 
r(n) < ypca+*n. (4.2) 
Proof. Use GH(p”, y) and GH(p”,pC”+*) to obtain GH(p”, yp(c+l)a+d), cf. 
2.6(i), (ii), (vi). As yp(c+2)a+d~p0qb = n and q2’ >qbp” = n, we may choose 
& = YP @+i).+* and A, = qb in Lemma 3.3. Cl 
Note that these bounds may in many cases be further improved by using 
estimates on qb in relation to pa. A general result along these lines is too 
awkward, though. However, this type of argument will be one of the main 
sources for the table in the Appendix. It may be worthwhile to state a few special 
cases of 4.2 explicitly: 
Corollary 4.3. Let n = paqb where pa < qb. Then 
r(n) C 2n if 2p” > qb, 
r(n) C 4n if 4p” > qb, 
r(n) Spn ifpn+l > 4’. 
(4.3) 
(4.4) 
(4.5) 
As 4.3 indicates, the result of 4.2 is especially interesting if qb is not much 
larger than pa. Similarly, one can handle the opposite case where qb is very large 
compared to pa. We leave it to the reader to prove the following results. 
Theorem 4.4. Let n = paqb, where pa < qb. Then 
r(n) C yn (4.6) 
provided that y spa where y is of the form 69’ with 6 E { 1, 2, 4). 
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CoroIIary 4.5. One has 
r(3qb) 6 12qb, 
r(4qb) 6 16qb, 
r(p”q’) Spnqb+l for p” <q. 
(4.7) 
(4.8) 
(4.9) 
5. Some further families 
The result of the previous section used known GH-matrices only, and Theorem 
3.2 used TD’s in conjunction with trivial (n, n, n)-difference sets. In this section 
we shall give bounds on r(n) (and u(n)) for some further families of orders n, but 
this time using other difference sets. Our first result still uses trivial difference 
sets: 
Theorem 5.1. Let q be a prime power. Then one has 
a(q + 1) d q - 1, 
r(q + 1) 6 2(q - 1). 
(5.1) 
(5.2) 
Proof. Use a resolvable transversal design RTD[q, q] and a trivial (q + 1, q, 
q - 1)-difference set (in any group of order q + 1) in Lemma 2.5 to obtain a 
(q + 1, q, q - 1)-difference matrix. As noticed in the proof of Theorem 2.1, this 
gives an RTD,_i[q, q + l] and thus a TD,_i[q + 1, q + 11; cf. also [2, VIII. 3.81 
or [13]. Taking the point classes as (q - 1)-fold blocks yields the desired 
S,-,(2, q + 1, (q + l)*) w ic h’ h is, however, not necessarily resolvable. Thus we get 
(5.1). Using instead of the RTD[q, q] an RTD2[q + 1, q] (which can be obtained 
from GH(q, 2)), we get a (q + 1, q + 1,2(q - 1))-difference matrix; then 
Theorem 2.1 implies (5.2). Cl 
Note that in our view of (1.6), the previous result is interesting only for q a 
power of 2. Our next result uses nontrivial difference sets: 
Theorem 5.2. Let q be a prime power and d 2 2 a positive integer. Then one has 
r(qd + qd-’ + * - f + q + 1) S 2(qd - qy. (5.3) 
Proof. The classical symmetric design PGd_,(d, q) admits a representation by a 
cyclic 
(qd + - * - + q + 1, qd-’ + . . - + q + 1, qd-* + - - . + q + l)-difference set D; 
see, e.g., [2, III. 6.2 and VI. 1.91. Then the complementary difference set B is a 
(qd + - * * + q + 1, qd, qd - qdP1)-difference set. 
Use this together with RTD2[qd+’ + - - * + q + 1, qd] (obtained from GH(qd, 2)) 
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in Lemma 2.5 to construct a 
cqd+’ + . . . + q + 1, qd+’ + . . . + q + 1, 2(qd - qdV1))-difference matrix. 
Then Theorem 2.1 gives the assertion. 0 
Corollary 5.3. One has 
r(q2 + q + 1) < 2(q* - q) for prime powers q 
r(2” - 1) < 2*-l. 
(5.4) 
(5.5) 
We finally consider one special example to compare the various bounds 
obtained: 
Example 5.4. Let n = 57. The trivial bound if ~(57) =Z (57*+27+1) which is in the 
order of magnitude of 5711’. Bound (1.3) improves this to ~(57) < 5749, since 
there are 7 MOLS of order 57 (see [2, Table HI). Since 57 = 3.19, Theorem 3.4 
reduces this to r(57) G 57*, which is improved to r(57) s 228 by (4.7). Using 
GH(19,4) and GH(3,24) (obtained from GH(3,4) and GH(3,2), cf. 2.6) 
gives the better bound r(57) s 96, while (5.4) implies r(57) < 84. Finally, using a 
(57,8, 1)-difference matrix (see [14] or [2, IX. 1.181) with itself in Lemma 2.3 
results in r(57) S 57. 
A table of bounds for rz c 100 is given in the Appendix. 
6. The case n = 6 
As mentioned in (1.5), it is known that a(6) =p(6)=r(6)=2. The tables of 
Mathon and Rosa [18] give lower bounds of 1 only for (resolvable) designs 
S2(2, 6, 36) and for designs S2(2, 7, 43). Recently, Wertheimer [29] exhibited the 
first example of a simple $(2, 6, 36). We shall now discuss these cases including a 
few more solutions. 
Example 6.1 ((Resolvable) designs S2(2, 6, 36)). 
The author knows 4 non-isomorphic examples: 
(a) #87 in the table of Hall [12] is resolvable, as noted e.g. by Shrikhande and 
Singhi [25]. It has exactly 7 repeated blocks, which all pass through a common 
point. (This example admits .&.) 
(b) The example produced by Shrikhande and Singhi [25] also has exactly 7 
repeated blocks, but 6 of these form a parallel class. This design seems not to be 
resolvable. 
(c) Wertheimer [29] has given a simple &(2, 6, 36), as already mentioned. 
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(This example admits the nonabelian group of order 21). It is not known whether 
his example is resolvable. 
(d) Using the (12,6,1)-difference matrix of Dulmage, Johnson and Mendel- 
sohn [ll] (see also [2, VIII. 3.131) in Lemma 2.4 gives a (6,6,2)-difference matrix 
D. As in the proof of Theorem 2.1, we get a resolvable S,(2, 6, 36). It is easily 
checked from the matrix in [2] (which is projected onto D by omitting the first 
coordinates of entries) that the RTD,[6,6] belonging to D has no repeated 
blocks; thus the R&.(2, 6, 36) constructed from D has exactly 6 repeated blocks, 
forming a (repeated) parallel class. (This example admits Z,.) 
(e) A fifth example was just constructed by Dillon, Stahly and Wertheimer [9]. 
Thus one may replace the bounds of [18] for design #103 by ND 2 5 and NR 2 2. 
Example 6.2 (Designs S,(2, 7, 43)). 
(a) #88 in the table of Hall [12] has exactly 8 repeated blocks, 7 of which 
contain a common point. This example admits Z35 and can be obtained by 
completing Example 6.1(a). The same example arises from completing Example 
6.1(b). 
(b) Completing the R&(2, 6, 36) of Example 6.1(d) gives both an &(2, 7, 43) 
with exactly one repeated block and an S,(2, 7, 43) with exactly seven repeated 
blocks. The first case arises from selecting different infinite points for the two 
copies of the repeated parallel class, and the second by using the same infinite 
point for both copies. These examples admit Zg. 
Thus one may replace the bound of [18] for design #106 by ND 2 3. To this 
author’s knowledge, no simple &(2, 7, 43) has been found yet. 
7. Conclusion 
In this paper, we have substantially improved the known bounds on the 
smallest A-value for (resolvable) quasimultiples of affine and projective planes, 
both for arbitrary orders it and for special series. Still, our bounds are quite large. 
In fact, the author conjectures that k = 2 is always possible. 
Conjecture 7.1. There exists a resolvable $(2, n, n”) and an &(2, n + 1, n2 + 
n + 1) for every positive integer IZ. 
One way of attacking this conjecture would be constructing new (n, IZ, 2)- 
difference matrices. In this connection, we offer the following: 
Conjecture 7.2. There exists a (2q, 2q, 2)-difference matrix for every odd prime 
power q. 
By Theorem 2.1, this would prove Conjecture 7.1 for values n = 2q. 
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Appendii 
Table 1 lists for all n < 100 (n not a prime power) the best upper bound on r(n) 
(and p(n)) known to this author. Except for the cases IZ = 33 and 12 = 65, where 
(5.1) gives a(n) < IZ - 1, this is also the best known bound on a(n). The column 
‘Comment’ gives the way of proving this bound by either referring to one of the 
general series known or by listing the GH-matrices that should be used in Lemma 
3.3. (The existence of these matrices follows from 2.6 and 2.7.) Finally, the 
comment ‘(12, k, 1)-DM, cc . . . ’ indicates that a difference matrix with the given 
parameters (the existence of which follows from the source quoted) should be 
used together with itself in Lemma 2.3, followed by an application of Theorem 
2.1. 
Table 1 
n r(n) s Comment 
6 2 (1.5) 
10 4 (1.6) 
12 5 (1.6) 
14 6 (1.6) 
1.5 8 (5.5) 
18 8 
20 9 
21 21 
22 24 
24 11 
26 12 
28 13 
30 14 
33 48 
34 36 
35 70 
36 36 
38 18 
39 64 
40 36 
42 20 
44 21 
45 60 
46 48 
48 23 
(1.6) 
(1.6) 
(21,5, l)-DM, cf. Jungnickel [9] or 12, IX. 1.181 
(4.1) 
(1.6) 
(1.6) 
(1.6) (Dillon, Stahly and Wertheimer [9] show a(28) c 2) 
(1.6) 
GH(3,12) and GH(ll, 4) 
(4.1) 
(4.3) 
GH(4,9) and GH(9,4) 
(1.6) 
GH(3,16) and GH(13,4) 
(5.3) with q = d = 3 
(1.6) 
(1.6) 
GH(5,lO) and GH(9,6) 
(4.1) 
(1.6) 
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Table 1 (Continued) 
n r(n) S Comment 
50 24 
51 72 
52 56 
54 56 
55 176 
56 56 
57 57 
58 60 
60 29 
62 30 
63 32 
65 128 
66 8976 
68 33 
69 96 
70 8064 
72 35 
74 36 
75 108 
76 96 
77 154 
78 14040 
80 39 
82 40 
84 41 
85 96 
86 88 
87 120 
88 176 
90 44 
91 144 
92 96 
93 128 
94 96 
95 380 
96 128 
98 48 
99 132 
100 108 
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