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D license.1. Introduction
Systems of linear integral equations and their solutions are of
great importance in science and engineering. Most physical
problems, such as biological applications in population dynam-
ics and genetics where impulses arise naturally or are caused by
control, can be modeled by the differential equation, an integral
equation or an integro-differential equation or a system of these
equations. The systems of integral and integro-differential equa-tions are usually difﬁcult to solve analytically; so a numerical
method is needed. The solution of systems of integral equations
occurring in physics, biology and engineering are based on
numerical methods such as the Euler–Chebyshev and Runge–
Kutta methods. Recently, systems of the integral and integro-
differential equations have been solved using the homotopy per-
turbation method [1], an efﬁcient algorithm [2], the Lagrange
method [3], the modiﬁed homotopy perturbation method [4],
the rationalized Haar functions method [5,6], the differential
transformation method [7], the Tau method [8], the variational
iteration method [9], the Legendre matrix method [10], the Ado-
mian method [11], the Galerkin method [12] and the Bessel ma-
trix method [13]. In addition, solutions of systems of linear
differential and integro-differential equations have been tried
using theChebyshevpolynomialmethodand theTaylor colloca-
tion method by Sezer et al. [14,15].
In this study, in the light of the above-mentioned methods
and by means of the matrix relations between the Euler poly-icense.
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method for solving a system of linear VIEs with variable coef-
ﬁcients in the formXk
j¼1
bi;jðxÞyjðxÞ ¼ fiðxÞ þ
Z x
a
Xk
j¼1
Ki;jðx; tÞyjðtÞdt;
i ¼ 1; 2; . . . ; k; 0 6 a 6 x 6 b; ð1Þ
where yj(x) is an unknown function. Also, bi,j(x), fi(x) and
Ki,j(x,t) are continuous functions deﬁned on the interval
a 6 x, t 6 b. Moreover, the functions Ki,j(x,t) for i,
j= 1,2, . . . ,k can be expanded Maclaurin series.
Our aim is to ﬁnd an approximate solution of (1) expressed
in the truncated Euler series form
yiðxÞ ¼
XN
n¼0
ai;nEnðxÞ; i ¼ 1; 2; . . . ; k; 0 6 a 6 x 6 b; ð2Þ
so that ai,n for i= 1,2, . . . ,k and n= 0,1, . . . ,N are the un-
known Euler coefﬁcients, and En(x) for n= 0,1, . . . ,N are
the Euler polynomials of the ﬁrst kind which are constructed
from the following relation [16]:Xn
k¼0
n
k
 
EkðxÞ þ EnðxÞ ¼ 2xn: ð3Þ
For example if we take n= 0; E0(x) = 1 and if n= 1;
E1ðxÞ ¼ x 12. For more details, if in Eq. (3) n varies from 0
to N we have the following linear matrix equation:
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Since bD is a lower triangular matrix with nonzero diagonal
elements, it is nonsingular and hence D1 exists. Thus, the Eu-
ler vector can be given directly from
ETðxÞ ¼ bD1XTðxÞ: ð5Þ
This paper is organized as follows. In Section 2, we recall the
basic concepts of Euler polynomials and their relevant proper-
ties needed hereafter. In Section 3, the way of constructing the
proposed matrix method for solving VIEs is described using
the above-mentioned polynomials. In Section 4, accuracy of
the solution and error analysis are brieﬂy discussed. In Section 5,
the proposed method is applied to several types of linear VIEs
with variable coefﬁcients, and comparisons are made with the
existing analytic or numerical solutions that were reported in
other published works in the literature. The paper is closed in
Section 6, by concluding and giving ideas for future work.
2. Euler polynomials
Euler polynomials that considered in this paper have special
properties and applications in different ﬁelds of mathematics.
Euler polynomials and numbers (introduced by Euler in
1740) also possess an extensive literature and severalinteresting applications in Number Theory (see, for instance,
[17,18]). In many respects, they are closely related to the theory
of Bernoulli polynomials and numbers. Numerous interesting
(and useful) properties and relationships involving these poly-
nomials and numbers can be found in many books and tables
on this subject (see, for example, [19–22]).
Euler polynomials satisﬁes the following interesting property
Property 1 [16]. En(x + 1) + En(x) = 2x
n.
Property 2 [16]. E0nðxÞ ¼ nEn1ðxÞ; n ¼ 1; 2; . . .
Property 3 ([23–26]). EnðxÞ ¼ 1nþ1
Pnþ1
k¼1ð2 2kþ1Þ
nþ 1
k
 
Bk
ð0Þxnþ1k, where Bk(x), k = 0,1, . . . , are the Bernoulli polyno-
mials of order k which can be deﬁned byXn
k¼0
nþ 1
k
 
BkðxÞ ¼ ðnþ 1Þxn:
From the third property, the Euler polynomials can be
represented in the following form
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ð223 Þ
2
2
2
 
B2ð0Þ ð22
2 Þ
2
2
1
 
B1ð0Þ    0
..
. ..
. . .
. ..
.
ð22Nþ2 Þ
N
N
N
 
BNð0Þ ð22
Nþ1Þ
N
N
N1
 
BN1ð0Þ    ð22
2 Þ
N
N
1
 
B1ð0Þ
0BBBBBBBBBBB@
1CCCCCCCCCCCA
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
D
1
x
..
.
xN
0BBBB@
1CCCCA
|ﬄﬄﬄ{zﬄﬄﬄ}
XT ðxÞ
:
ð6Þ
In comparison to (7), we must have D ¼ bD1. Thus, the Euler
vector can be given directly from
ETðxÞ ¼ DXTðxÞ () EðxÞ ¼ XðxÞDT: ð7Þ3. Euler matrix method for solving VIEs
In this section, we convert Eq. (1) to linear systems of matrix
equations which can be easily solved. Let us show Eq. (1) in
the form
bðxÞyðxÞ ¼ fðxÞ þ VðxÞ; ð8Þ
where
bðxÞ ¼
b1;1ðxÞ b1;2ðxÞ    b1;kðxÞ
b2;1ðxÞ b2;2ðxÞ    b2;kðxÞ
..
. ..
. . .
. ..
.
bk;1ðxÞ bk;2ðxÞ    bk;kðxÞ
2666664
3777775; yðxÞ ¼
y1ðxÞ
y2ðxÞ
..
.
ykðxÞ
266664
377775; fðxÞ ¼
f1ðxÞ
f2ðxÞ
..
.
fkðxÞ
266664
377775;
VðxÞ ¼
Z x
a
Kðx; tÞyðtÞdt; Kðx; tÞ ¼
K1;1ðx; tÞ K1;2ðx; tÞ    K1;kðx; tÞ
K2;1ðx; tÞ K2;2ðx; tÞ    K2;kðx; tÞ
..
. ..
. . .
. ..
.
Kk;1ðx; tÞ Kk;2ðx; tÞ    Kk;kðx; tÞ
266664
377775;
VðxÞ ¼
V1ðxÞ
V2ðxÞ
..
.
VkðxÞ
266664
377775; ð9Þ
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ViðxÞ ¼
Z x
a
Xk
j¼1
Ki;jðx; tÞyjðtÞdt: ð10Þ
Now we convert the solution y(x), and the part V(x) to
matrix forms.
3.1. Matrix representation for the solution part y(x)
We ﬁrst consider the desired solution yj(x) of Eq. (1) deﬁned by
the truncated Euler series (2). Then the function deﬁned in
relation (2) can be written in the matrix form
½yjðxÞ ¼ EðxÞAj; j ¼ 1; 2; . . . ; k; ð11Þ
where Aj = [aj,0,aj,1, . . . ,aj,N]
T, or from Eq. (7)
½yjðxÞ ¼ XðxÞDTAj; j ¼ 1; 2; . . . ; k: ð12Þ
Hence, the matrices y(x) can be expressed as follows:
yðxÞ ¼ eXðxÞeDA; ð13Þ
where
yðxÞ ¼
y1ðxÞ
y2ðxÞ
..
.
ykðxÞ
266664
377775; eXðxÞ ¼
XðxÞ 0    0
0 XðxÞ    0
..
. ..
. . .
. ..
.
0 0    XðxÞ
266664
377775;
eD ¼
DT 0    0
0 DT    0
..
. ..
. . .
. ..
.
0 0    DT
266664
377775
kðNþ1ÞkðNþ1Þ
;
and A ¼
A1
A2
..
.
Ak
26664
37775. Byplacing inEq. (13) the collocation points de-
ﬁned by
xs ¼ aþ b a
N
s; s ¼ 0; 1; 2; . . . ;N; ð14Þ
we obtain
yðxsÞ ¼ eXðxsÞeDA; s ¼ 0; 1; . . . ;N;
or brieﬂy
Y ¼ XeDA; ð15Þ
eXðx0ÞeXðx1Þ
26 37
where X ¼
..
.eXðxNÞ
664 775
kðNþ1ÞkðNþ1Þ
.3.2. Matrix representation for the integral part V(x)
Since we assume that the kernel functions Ki,j(x,t) for i,
j= 1,2, . . . ,k can be expanded Maclaurin series, it can be
approximated by the truncated Taylor series [27] and the trun-
cated Euler series, respectively. The kernel functions Ki,j(x,t)
for i, j= 1,2, . . . ,k can be approximated by Euler matrix in
the formKi;jðx; tÞ ¼
XN
m¼0
XN
n¼0
ekijmnEmðxÞEnðtÞ ¼ EðxÞKijeETðtÞ;
Kije ¼ ekijmn
 
ðNþ1ÞðNþ1Þ; m; n ¼ 0; 1; . . . ;N;
ð16Þ
and by the truncated Taylor series [27] in the form
Ki;jðx; tÞ ¼
XN
m¼0
XN
n¼0
tkijmnx
mtn ¼ XðxÞKijtXTðtÞ;
Kijt ¼ tkijmn
 
ðNþ1ÞðNþ1Þ; m; n ¼ 0; 1; . . . ;N;
ð17Þ
where the elements of matrix Kijt i:e:;
tkijmn;m; n ¼ 0; 1; . . . ;N
 
can be given from
tkijmn ¼
1
m!n!
@mþnKi;jð0; 0Þ
@xm@tn
; m; n ¼ 0; 1; . . . ;N;
i; j ¼ 1; 2; . . . ; k:
From Eqs. (16) and (17) we obtain the following matrix
relation
EðxÞKijeETðtÞ ¼ XðxÞKijt XTðtÞ ) XðxÞDTKijeDXTðtÞ
¼ XðxÞKijt XTðtÞ ) Kije ¼ ðDTÞ
1
Kijt D
1:
Substituting the matrix forms (11) and (16) in to Eq. (10),
we obtain the matrix relation
½ViðxÞ ¼
Z x
a
Xk
j¼0
EðxÞKije ETðtÞEðtÞAjdt
¼
Xk
j¼0
EðxÞKije
Z x
a
ETðtÞEðtÞdt
 
Aj ¼
Xk
j¼0
EðxÞKijeQðxÞAj; ð18Þ
where
QðxÞ ¼ ½qrsðxÞ; ½qrsðxÞ ¼
Z x
a
Er1ðtÞEs1ðtÞdt;
r; s ¼ 1; 2; . . . ;Nþ 1:
Note that, the elements of Q(x) can be computed easily by
using the matrix H(x) that has the following form:HðxÞ ¼ ½hrsðxÞ; hrsðxÞ ¼ x
rþsþ1  arþsþ1
rþ sþ 1 ; r; s ¼ 0; 1; . . . ;N:
Since from (7)
QðxÞ ¼
Z x
a
ETðtÞEðtÞdt ¼
Z x
a
DXTðtÞXðtÞDTdt
¼ D
Z x
a
XTðtÞXðtÞdt
 
DT ¼ DHðxÞDT:
By substituting the matrix forms (7) into expression (18),
we have the matrix relation
½ViðxÞ ¼
Xk
j¼0
XðxÞDTKijeQðxÞAj; i ¼ 1; 2; . . . ; k: ð19Þ
By placing in Eq. (8) the collocation points (14), the systems
of the matrix equations are obtained as
bðxsÞyðxsÞ ¼ fðxsÞ þ VðxsÞ;
or brieﬂy the fundamental matrix equation
bY ¼ Fþ V; ð20Þ
where
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bðx0Þ 0    0
0 bðx1Þ    0
..
. ..
. . .
. ..
.
0 0    bðxNÞ
266664
377775
kðNþ1ÞkðNþ1Þ
; Y¼
yðx0Þ
yðx1Þ
..
.
yðxNÞ
266664
377775; F¼
fðx0Þ
fðx1Þ
..
.
fðxNÞ
266664
377775; V¼
Vðx0Þ
Vðx1Þ
..
.
VðxNÞ
266664
377775:
Substituting the collocation points (14) into the matrix
[Vi(x)] deﬁned in relation (19), we have
½ViðxsÞ ¼
Xk
j¼0
XðxsÞDTKijeQðxsÞAj; i ¼ 1; 2; . . . ; k;
s ¼ 0; 1; . . . ;N: ð21Þ
Substituting the collocation points (14) into the matrix V(x)
deﬁned in relation (9) and using relation (21), we obtain
VðxsÞ ¼
V1ðxsÞ
V2ðxsÞ
..
.
VkðxsÞ
266664
377775 ¼ eXðxsÞeDKm eQðxsÞA; ð22Þ
where
A¼
A1
A2
..
.
Ak
266664
377775
kðNþ1Þ1
; eQðxsÞ¼
QðxsÞ 0    0
0 QðxsÞ    0
..
. ..
. . .
. ..
.
0 0    QðxsÞ
266664
377775; Km ¼
K11e K
12
e    K1ke
K21e K
22
e    K2ke
..
. ..
. . .
. ..
.
Kk1e K
k2
e    Kkke
2666664
3777775:
Thus, by relation (22), the matrix V in Eq. (20) can be ex-
pressed in matrix form in terms of the matrix of the Euler coef-
ﬁcients A as follows:
V ¼
Vðx0Þ
Vðx1Þ
..
.
VðxNÞ
266664
377775 ¼ eeX eeD eKmfeQA; ð23Þ
where
eeX ¼
eXðx0Þ 0    0
0 eXðx1Þ    0
..
. ..
. . .
. ..
.
0 0    eXðxNÞ
2666664
3777775
kðNþ1ÞkðNþ1Þ2
;
eeD ¼
eD 0    0
0 eD    0
..
. ..
. . .
. ..
.
0 0    ~D
266664
377775
kðNþ1Þ2kðNþ1Þ2
;
eKm ¼
Km 0    0
0 Km    0
..
. ..
. . .
. ..
.
0 0    Km
266664
377775
kðNþ1Þ2kðNþ1Þ2
and
feQ ¼
eQðx0ÞeQðx1Þ
..
.
eQðxNÞ
2666664
3777775
kðNþ1Þ2kðNþ1Þ
:3.3. Method of the solution
In this section, we construct the matrix method by using the
obtained fundamental matrix relations corresponding to Eq.
(1). For this purpose, substituting the matrix relations (23)
and (15) into Eq. (20), and after some simplications, the prob-
lem (1) is equivalent to the following matrix equation:
ðbXeD  eeX eeD eKmfeQÞA ¼ F; ð24Þ
which corresponds to a system of k(N+ 1) algebraic equa-
tions for k(N+ 1) unknown Euler coefﬁcients ai,0,ai,1, . . . ,ai,N
for i= 1,2, . . . ,k. Briefy, one can write (24) in the formWA ¼ F; or ½W;F; ð25Þ
where
W ¼ ðbXeD  eeX eeD eKmfeQÞ ¼ ½wp;q;
p; q ¼ 1; 2; . . . ; kðNþ 1Þ: ð26Þ
If rank W= rank [W, F] = k(N+ 1), then
A ¼W1F; ð27Þ
and the unknown Euler coefﬁcients matrix A ([A1,A2, . . . ,Ak]
T)
is uniquely determined. Thus, system (1) has a unique solution.
These solutions are given by the Euler polynomial solution (2).
However, when ŒWŒ= 0, if rank W= rank [W, F], then we
may ﬁnd a particular solution. Otherwise if rank W „ rank
[W, F] < k(N+ 1), then it is not a solution.
4. Accuracy of the solution and error analysis
In this section accuracy of the solution and error analysis are
brieﬂy discussed. We can easily check the accuracy of the
method. Since the truncated Euler series (2) is an approximate
solution of (1), when the function yi,N(x), i= 1,2, . . . ,k, and its
derivatives, are substituted in Eq. (1), the resulting equation
must be satisﬁed approximately; that is, for x= xp 2 [a, b],
p= 0,1,2, . . .
EiðxpÞ ¼
Xk
j¼1
bijðxpÞyjðxpÞ  fiðxpÞ 
Z xp
a
Xk
j¼1
Ki;jðxp; tÞyjðtÞdt
					
					
ﬃ 0; i ¼ 1; 2; . . . ; k;
and EiðxpÞ 6 10kp (kp is a positive integer). If max
10kp ¼ 10k (k is a positive integer) is prescribed, then the
truncation limit N is increased until the difference Ei(xp) at
each of the points becomes smaller than the prescribed 10k.
On the other hand, the error can be estimated by the function
ENðxÞ ¼ bðxÞyNðxÞ  fðxÞ  VðxÞ:
If EN(x)ﬁ 0 when N is sufﬁciently large enough, then the er-
ror decreases.
5. Numerical examples
In this section, four examples are given to demonstrate the
applicability, efﬁciency and accuracy of the proposed method
and all of them are modeled using the mathematical software
package Matlab. In this regard, we have reported in tables and
ﬁgures, the values of the exact solution yi(x), i= 1,2, . . . ,k, the
approximate solution yi,N(x), i= 1,2, . . . ,k, and the absolute
error function ei,N(x) = Œyi(x) yi,N(x)Œ, i= 1,2, . . . ,k at the
selected points of the given interval. The following problems have
been tested.
Example 1 [28]. Consider ﬁrst the system of linear Volterra
integral equations given by
y1ðxÞ ¼ xþ 12 x3 þ 112 x4  15 x5 þ
R x
0
ðt2  xÞðy1ðtÞ þ y2ðtÞÞdt;
y2ðxÞ ¼ x2  13 x3  14 x4 þ
R x
0
tðy1ðtÞ þ y2ðtÞÞdt;
(
0 6 x 6 1;
ð28Þ
and the approximate solution yi(x) by the truncated Euler
series
242 F. Mirzaee, S. BimeslyiðxÞ ¼
X3
n¼0
ai;nEnðxÞ; i ¼ 1; 2;
where N¼3;k¼2;f1ðxÞ¼xþ 12x3þ 112x4 15x5, f2ðxÞ¼x2 13x3
 1
4
x4; b1;1ðxÞ ¼ b2;2ðxÞ ¼ 1, b1;2ðxÞ ¼ b2;1ðxÞ ¼ 0;K1;1ðx; tÞ ¼
K1;2ðx; tÞ ¼ t2  x;K2;1ðx; tÞ ¼ K2;2ðx; tÞ ¼ t.
The exact solutions are y1(x) = x, y2(x) = x
2. The set of
collocation points for N= 3 becomes1 2

 
x0 ¼ 0; x1 ¼
3
; x2 ¼
3
; x3 ¼ 1 :
Following the procedure in Section 3, the fundamental
matrix equation of the given problem becomese e f 
bXeD  eX eD eKm eQ A ¼ F;
where
bðxÞ ¼ 1 0
0 1
 
; P ¼
bð0Þ 0 0 0
0 bð1=3Þ 0 0
0 0 bð2=3Þ 0
0 0 0 bð1Þ
26664
37775;
fðxÞ ¼ xþ
1
2
x3 þ 1
12
x4  1
5
x5
x2  1
3
x3  1
4
x4
" #
; fð0Þ ¼ 0
0
 
;
fð1=3Þ¼ 539=1531
31=324
 
; fð2=3Þ¼ 326=405
8=27
 
; fð1Þ¼ 83=60
5=12
 
; F¼
fð0Þ
fð1=3Þ
fð2=3Þ
fð1Þ
26664
37775;
Xð0Þ ¼ ½1 0 0 0; Xð1=3Þ ¼ ½1 1=3 1=9 1=27; Xð2=3Þ
¼ ½1 2=3 4=9 8=27; Xð1Þ ¼ ½1 1 1 1;
eXð0Þ¼ Xð0Þ 0
0 Xð0Þ
 
; eXð1=3Þ¼ Xð1=3Þ 0
0 Xð1=3Þ
 
; eXð2=3Þ¼ Xð2=3Þ 0
0 Xð2=3Þ
 
;
eXð1Þ¼ Xð1Þ 0
0 Xð1Þ
 
; X¼
eXð0ÞeXð1=3ÞeXð2=3ÞeXð1Þ
266664
377775; eeX ¼
eXð0Þ 0 0 0
0 eXð1=3Þ 0 0
0 0 eXð2=3Þ 0
0 0 0 eXð1Þ
266664
377775;
QðxÞ¼ ½q1;q2;q3;q4; q1 ¼
x
x2=2x=2
x3=3x2=2
x4=4x3=2þx=4
26664
37775; q2 ¼
x2=2x=2
x3=3x2=2þx=4
x4=4x3=2þx2=4
x5=5x4=2þx3=4x2=8x=8
26664
37775;
q3 ¼
x3=3 x2=2
x4=4 x3=2þ x2=4
x5=5 x4=2þ x3=3
x6=6 x5=2þ 3x4=8þ x3=12 x2=8
26664
37775;
q4 ¼
x4=4 x3=2þ x=4
x5=5 x4=2þ x3=4þ x2=8 x=8
x6=6 x5=2 3x4=8 x3=12 x2=8
x7=7 x6=2þ 9x5=20þ x4=8 x3=4þ x=16
26664
37775;eQðxÞ¼ QðxÞ 0
0 QðxÞ
 
;
feQ ¼
eQð0ÞeQð1=3ÞeQð2=3ÞeQð1Þ
266664
377775; A1¼
a1;0
a1;1
a1;2
a1;3
26664
37775; A2¼
a2;0
a2;1
a2;2
a2;3
26664
37775; A¼ A1A2
 
;
DT¼
1 1=2 0 1=4
0 1 1 0
0 0 1 3=2
0 0 0 1
26664
37775; eD¼ DT 00 DT
" #
;
eeD ¼
eD 0 0 0
0 eD 0 0
0 0 eD 0
0 0 0 eD
26664
37775;
Km ¼
0 1 1 0 0 1 1 0
1 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1=2 1 0 0 1=2 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
266666666666664
377777777777775
; eKm ¼
Km 0 0 0
0 Km 0 0
0 0 Km 0
0 0 0 Km
26664
37775:
From (26), the augmented matrix W for this fundamental
matrix equation is as follows:
W¼
1 1=2 0 1=4 0 0 0 0
0 0 0 0 1 1=2 0 1=4
89=81 65=324 281=1199 177=1256 8=81 11=324 59=4860 185=9001
1=18 5=324 1=108 49=4860 17=18 49=324 23=108 134=1215
109=81 5=54 38=135 164=2189 28=81 2=27 8=135 497=10935
2=9 1=81 4=81 19=2430 7=9 29=162 14=81 206=1607
5=3 5=12 7=60 1=5 2=3 1=12 7=60 1=20
1=2 1=12 1=12 1=20 1=2 5=12 1=12 1=5
266666666666664
377777777777775
:
By solving this system (25), the unknown Euler coefﬁcients
matrix is obtained as
A ¼ 1
2
1 0 0
1
2
1 1 0
 T
:
Thus the solutions of this problem becomes
y1;3ðxÞ ¼ a1;0E0ðxÞ þ a1;1E1ðxÞ þ a1;2E2ðxÞ þ a1;3E3ðxÞ
¼ 1
2
E0ðxÞ þ E1ðxÞ ¼ 1
2
þ x 1
2
¼ x;
and
y2;3ðxÞ ¼ a2;0E0ðxÞ þ a2;1E1ðxÞ þ a2;2E2ðxÞ þ a2;3E3ðxÞ
¼ 1
2
E0ðxÞ þ E1ðxÞ þ E2ðxÞ ¼ 1
2
þ x 1
2
þ x2  x ¼ x2;
which are the exact solutions. Moreover, if higher values of N
be chosen, we obtain the exact solution again. From this mat-
ter, we concluded that if the problem have an analytic solution
which is a polynomial our proposed method obtain it with suf-
ﬁcient numbers of base functions.
Example 2 [10]. Let us consider system of the linear Volterra
integral equation given by
y1ðxÞ¼ e2x  12x2þ 14xþ1
 þ e2x xþ 1
4
  3
4
x 1
4
þR x
0
xty1ðtÞdtþ
R x
0
ðxþ tÞy2ðtÞdt;
y2ðxÞ¼ e2x 2x2þxþ 54
  1
4
e2x 1
2
x2þR x
0
ðx tÞy1ðtÞdtþ
R x
0
ðxþ tÞ2y2ðtÞdt;
(
06 x6 1;
ð29Þ
with the exact solutions y1(x) = e
2x, y2(x) = e
2x. Here k ¼ 2;
K1;1ðx; tÞ ¼ xt;K1;2ðx; tÞ ¼ xþ t;K2;1ðx; tÞ ¼ x t;K2;2ðx; tÞ ¼
A new Euler matrix method for solving systems of linear Volterra integral 243ðxþ tÞ2; p1;1ðxÞ ¼ p2;2ðxÞ ¼ 1; p1;2ðxÞ ¼ p2;1ðxÞ ¼ 0; g1ðxÞ ¼ e2x
 1
2
x2 þ 1
4
xþ 1 þ e2x xþ 1
4
  3
4
x 1
4
; g2ðxÞ ¼ e2x 2x2 þ xð
þ 5
4
Þ  1
4
e2x  1
2
x2.
From Eq. (24), the fundamental matrix equation of the
problem isbXeD  eeX eeD eKmfeQ A ¼ F:
Therefore, following the method given in Section 3, we obtain
the approximate solution by the Euler polynomials of the
problem for N= 3, 7, 12 respectively,
y1;3ðxÞ ¼ 0:999999999999998þ 2:365265736773086x
þ 0:142571051663245x2 þ 3:894869800092200x3;
y2;3ðxÞ ¼ 1 1:915519947685905xþ 1:531866532456941x2
 0:463589805412147x3;
y1;7ðxÞ ¼ 0:999999999992805þ 2:000098022935048x
þ 1:998243643705159x2 þ 1:345453597334745x3
þ 0:624179939980334x4 þ 0:348974985769465x5
þ ð0:1287072473911e 02Þx6 þ ð0:70819329494171e
 01Þx7;
y2;7ðxÞ ¼ 1:000000000001179 1:999983208259934x
þ 1:999693199953342x2  1:331133468677848x3
þ 0:658490422975646x4  0:249263810979158x5
þ ð0:67053494824620e 01Þx6
 ð0:9520699372558e 02Þx7;
and
y1;12ðxÞ ¼ 1:000000005820723þ 2:000000001440335x
þ 1:999999891799565x2 þ 1:333333216397763x3
þ 0:666667969780718x4 þ 0:266661600649036x5
þ ð0:88907278209490e 01Þx6  ð0:25348075634156e
 01Þx7 þ ð0:6437699096068e 02Þx8
þ ð0:1300010540338e 02Þx9 þ ð0:2618935850478010e
 03Þx10 þ ð0:2905389919760637e 06Þx11
þ ð0:2357599032620783e 04Þx12;Table 1 Numerical results of solutions y1(x) of Eq. (29).
xi Exact solution Present method
y1ðxiÞ ¼ e2xi N= 3, y1,3(xi)
0 1 0.999999999999998
0.2 1.491824697641270 1.509914947821883
0.4 2.225540928492468 2.218189330181252
0.6 3.320116922736547 3.311776897482533
0.8 4.953032424395115 4.977631400130151
1 7.389056098930650 7.402706588528529y2;12ðxÞ ¼ 1:000000000323157 2:000000000230939x
þ 1:999999992468624x2  1:333333314987821x3
þ 0:666666542818803x4  0:266665844736781x5
þ ð0:88885688859591e 01Þx6
 ð0:25388350088178e 01Þx7
þ ð0:6333206485579e 02Þx8  ð0:1389414834193e
 02Þx9 þ ð0:3764888538171363e 03Þx10
 ð0:3830242712865584e 04Þx11
þ ð0:3186323738191277e 05Þx12:
Tables 1 and 2, Figs. 1 and 2 show numerical results of the
approximate solutions and the exact solutions of Eq. (29) for
N= 3, 7, 12 by the presented method. As can be seen from
Tables 1 and 2, Figs. 1 and 2 the results of the solutions
obtained by Euler polynomial method for N= 12 are almost
the same as the results of the exact solutions.
Now we deﬁne the maximum error for yi,N(x), i= 1, 2
ei;N ¼ kyi;NðxÞ  yiðxÞk1 ¼ maxfjyi;NðxÞ  yiðxÞj; 0 6 x 6 1g:
In Tables 3 and 4, we give the errors ei,N, i= 1, 2 for different
values of N. From Tables 3 and 4, we see the errors decrease
rapidly as N increases.
Example 3 [29]. Let us consider a system of linear Volterra
integral equations given by
y1ðxÞ¼ coshðxÞþxsinðxÞ
R x
0
exty1ðtÞdt
R x
0
cosðx tÞy2ðtÞdt;
y2ðxÞ¼2sinðxÞþxðsin2ðxÞþexÞ
R x
0
exþty1ðtÞdt
R x
0
xcosðtÞy2ðtÞdt;
(
06x61
2
;
ð30Þ
with the exact solutions y1(x) = e
x, y2(x) = 2sin(x). Here
k= 2, K1,1(x, t) = ext, K1,2(x, t) = cos(x  t), K2,1(x,
t) = ex+t, K2,2(x, t) =  xcos(t), p1,1(x) = p2,2(x) = 1,
p1, 2(x) = p2,1(x) = 0, g1(x) = cosh(x) + xsin(x), g2(x) =
2sin(x) + x(sin2(x) + ex).
From Eq. (24), the fundamental matrix equation of the
problem is
bXeD  eeX eeD eKmfeQ A ¼ F:
As in the previous examples, we obtain the approximate
solutions by the Euler polynomials of the problem for
N= 5, N= 8 and N= 10. Tables 5 and 6 give the compari-
son of the results of the absolute error functions obtained byN= 7, y1,7(xi) N= 12, y1,12(xi)
0.999999999992805 1.000000005820723
1.491824327866170 1.491824699681755
2.225541034945145 2.225540923935828
3.320117055262351 3.320116917880015
4.953032107075754 4.953032425946973
7.389056591685637 7.389056104751327
Table 2 Numerical results of solutions y2(x) of Eq. (29).
xi Exact solution Present method
y2ðxiÞ ¼ e2xi N= 3, y2,3(xi) N= 7, y2,7(xi) N= 12, y2,12(xi)
0 1 1 1.000000000001179 1.000000000323157
0.2 0.670320046035639 0.674461953317800 0.670320008413868 0.670320046094886
0.4 0.449328964117222 0.449220918572371 0.449329032499058 0.449328963833292
0.6 0.301194211912202 0.302024585103932 0.301194331874493 0.301194211676262
0.8 0.201896517994655 0.210620642252700 0.201896693043736 0.201896518131939
1 0.135335283236613 0.152756779358890 0.135335930465289 0.135335283559497
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Figure 1 Comparison of the exact solution y1(x) and the approximate solutions y1,N(x) of Eq. (29).
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Figure 2 Comparison of the exact solution y2(x) and the approximate solutions y2,N(x) of Eq. (29).
Table 3 The maximum absolute error e1,N for various N of y1(x) of Eq. (29).
N 3 5 7 8 10 12
eN 3.3934e02 2.9720e04 1.1469e06 3.5398e08 4.1474e09 5.8207e10
Table 4 The maximum absolute error e2,N for various N of y2(x) of Eq. (29).
N 3 5 7 8 10 12
eN 1.7421e02 1.2025e04 6.4723e07 3.0727e08 1.3517e09 3.2316e10
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Table 5 Numerical results of the absolute error functions
e1,N(x) for N= 5, 8, 10 of Eq. (30).
xi HHPM [29] Present method
e1,5(xi) e1,5(xi) e1,8(xi) e1,10(xi)
0 1.0e09 0 0 0
0.1 5.2e08 1.5144e09 2.9811e10 1.0231e11
0.2 1.9e06 1.1438e08 1.2313e10 2.1070e12
0.3 2.8e05 1.5058e07 4.8421e11 6.7961e12
0.4 2.1e04 7.2795e07 2.3718e10 1.2957e11
0.5 1.0e03 1.7263e06 1.8076e09 1.2308e11
Table 6 Numerical results of the absolute error functions e2,N
(x) for N= 5, 8, 10 of Eq. (30).
xi HHPM [29] Present method
e2,5(xi) e2,5(xi) e2,8(xi) e2,10(xi)
0 0.46789e09 0 0 0
0.1 1.1e07 1.5144e09 5.5916e10 3.0661e11
0.2 1.7e06 1.1438e08 2.7848e10 9.6143e12
0.3 2.9e05 1.5058e07 1.4904e10 1.4754e11
0.4 2.4e04 7.2795e07 2.1949e10 3.3640e11
0.5 1.4e03 1.7263e06 2.8138e09 4.5616e11
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N= 5. It is seen from Tables 5 and 6 and Figs. 3 and 4 that
the results obtained by the present method are better than
those obtained by HHPM.
Example 4 ([13,30]). Let us consider the following system of
linear Volterra integral equations system
y1ðxÞ¼ cosðxÞð2þsinðxÞxcosðxÞÞþ 14ðcosðx1Þcosðxþ1ÞÞ 12xsinðx1Þ1
þR x
0
sinðx t1Þy1ðtÞdtþ
R x
0
ð1 tcosðxÞÞy2ðtÞdt;
y2ðxÞ¼ sinðxÞxþ
R x
0
y1ðtÞdtþ
R x
0
ðx tÞy2ðtÞdt;
8><>: 06x61;
ð31Þ
with the exact solutions y1(x) = cos(x), y2(x) = sin(x). Here
k ¼ 2;K1;1ðx; tÞ ¼ sinðx  t  1Þ;K1;2ðx; tÞ ¼ 1  t cosðxÞ;K2;1
ðx; tÞ ¼ 1;K2;2ðx; tÞ ¼ x t; p1;1ðxÞ ¼ p2;2ðxÞ ¼ 1; p1;2ðxÞ ¼ p2;1
ðxÞ ¼ 0; g1ðxÞ ¼ cosðxÞð2 þ sinðxÞ  x cosðxÞÞ þ 14 ðcosðx  1Þ
 cosðx þ 1ÞÞ  1
2
x sinðx  1Þ  1; g2ðxÞ ¼ sinðxÞ  x.
From Eq. (24), the fundamental matrix equation of the
problem is
bXeD  eeX eeD eKmfeQ A ¼ F:
Thereby, taking N= 5, N= 7 and N= 10, we gain the
approximate solution by the Euler polynomials of this system.
Tables 7 and 8 show the numerical results of the absolute error25 0.3 0.35 0.4 0.45 0.5
solute error functions
 
nctions e1,N(x) for N= 5, 8, 10 of Eq. (30).
.25 0.3 0.35 0.4 0.45 0.5
x
solute error functions
 
nctions e2,N(x) for N= 5, 8, 10 of Eq. (30).
Table 7 Comparison of the absolute errors for N= 5, 7, 10 of y1 (x) = cos(x) of Eq. (31).
xi Taylor expansion method [30] Bessel matrix method [13] Present method
e1,5(xi) e1,5(xi) e1,5(xi) e1, 7(xi) e1,10(xi)
0 0 0 0 0 0
0.2 9.27188e04 2.0571e07 2.05712e07 3.4328e09 4.8098e10
0.4 5.45507e03 2.3189e06 2.318903e06 7.0740e09 9.0010e10
0.6 1.38644e02 3.8191e05 3.81914e05 2.4667e07 9.8703e10
0.8 2.56349e02 2.8744e04 2.87444e04 3.3170e06 9.6784e10
1 4.19808e02 1.3807e03 1.38073e03 2.5150e05 3.3247e09
Table 8 Comparison of the absolute errors for N= 5, 7, 10 of y2 (x) = sin(x) of Eq. (31).
xi Taylor expansion method [30] Bessel matrix method [13] Present method
e2,5(xi) e2,5(xi) e2,5(xi) e2, 7(xi) e2,10(xi)
0 0 0 0 0 0
0.2 1.14715e04 7.2964e07 7.29644e07 1.4139e09 1.8414e09
0.4 8.57201e03 6.5961e07 6.59611e07 1.6799e09 2.8160e09
0.6 2.78243e02 3.7140e06 3.71395e06 1.6269e08 2.7157e09
0.8 5.91212e02 2.9572e05 2.95718e05 2.66001e07 1.5968e09
1 8.70896e02 1.7560e04 1.75596e04 2.5183e06 1.1052e10
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Figure 5 Comparison of the absolute error functions e1,N(x) for N= 5, 10 of Eq. (31).
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Figure 6 Comparison of the absolute error functions e2,N(x) for N= 5, 10 of Eq. (31).
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Table 9 The maximum absolute error e1,N for various N of y1(x) of Eq. (31).
N 3 5 7 10 12 15
eN 4.03103e02 1.3807e03 2.5150e05 3.3247e09 7.9290e10 2.1339e12
Table 10 The maximum absolute error e2,N for various N of y2(x) of Eq. (31).
N 3 5 7 10 12 15
eN 7.59402e03 1.7560e04 2.5183e06 2.8160e09 3.5298e10 6.4536e12
A new Euler matrix method for solving systems of linear Volterra integral 247functions obtained by present method for N= 5, 7, 10, Taylor
expansion method [30], and the Bessel matrix method [13] of
the system in Eq. (31). Also, we compare the absolute error
functions obtained by the present method for N= 5, 7, 10
and other methods in Figs. 5 and 6. The present method has
better results than the Taylor expansion method [30]. How-
ever, the absolute errors of the Bessel matrix method [13]
and the present method are similar to each other. In Tables
9 and 10, we compute the maximum absolute errors for differ-
ent values of N using
ei;N ¼ kyi;NðxÞ  yiðxÞk1
¼ max jyi;NðxÞ  yiðxÞj; 0 6 x 6 1
 
; i ¼ 1; 2:
From Tables 9 and 10 we see that the errors decrease rap-
idly as N increases.6. Conclusion
Systems of Volterra integral equations with variable coefﬁ-
cients are usually difﬁcult to solve analytically. In such cases,
it is required to approximate the solutions. In this article, a
new technique, using the Euler polynomials of the ﬁrst kind,
to numerically solve systems of VIEs is presented. The compar-
ison of the results shows that the present method is a powerful
mathematical tool for ﬁnding the numerical solutions of a sys-
tem of VIEs. In addition, an interesting feature of this method
is to ﬁnd the analytical solutions if the system has exact solu-
tions that are polynomial functions. Another considerable
advantage of this method is that the approximate solutions
are found very easily by using the computer code written in
Matlab. The method can be extended to systems of linear
Fredholm–Volterra integral and Fredholm–Volterra integro-
differential equations easily with some modiﬁcations.
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