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Abstract
The popularity of state-space models comes from their ﬂexibilities and the large variety of applica-
tions they have been applied to. For multivariate cases, the assumption of normality is very prevalent
in the research on Kalman ﬁlters. To increase the applicability of the Kalman ﬁlter to a wider range
of distributions, we propose a new way to introduce skewness to state-space models without losing
the computational advantages of the Kalman ﬁlter operations. The skewness comes from the exten-
sion of the multivariate normal distribution to the closed skew-normal distribution. To illustrate the
applicability of such an extension, we present two speciﬁc state-space models for which the Kalman
ﬁltering operations are carefully described.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The overwhelming assumption of normality in the Kalman ﬁlter literature can be un-
derstood for many reasons. A major one is that the multivariate distribution is completely
characterized by its ﬁrst two moments. In addition, the stability of the multivariate normal
distribution under summation and conditioning offers tractability and simplicity. There-
fore, the Kalman ﬁlter operations can be performed rapidly and efﬁciently whenever the
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normality assumption holds. However, this assumption is not satisﬁed for a large number of
applications. For example, some distributions used in a state-space model can be skewed.
In this work, we propose a novel extension of the Kalman ﬁlter by working with a larger
class of distributions than the normal distribution. This class is called closed skew-normal
distributions. Besides introducing skewness to the normal distribution, it has the advantages
of being closed under marginalization and conditioning. This class has been introduced by
González-Farías et al. [9] and is an extension of the multivariate skew-normal distribution
ﬁrst proposed byAzzalini and his coworkers [1–?4]. These distributions are particular types
of generalized skew-elliptical distributions recently introduced by Genton and Loperﬁdo
[8], i.e. they are deﬁned as the product of a multivariate elliptical density with a skewing
function.
This paper is organized as follows. In Section 2, we recall the deﬁnition of the closed
skew-normal distribution and the basic framework of state-space and Kalman ﬁltering.
Section 3 presents the conditions under which the observation and state vectors of the state-
space model follow closed skew-normal distributions. In Section 4, a sequential procedure
based on the Kalman ﬁlter is proposed to estimate the parameters of such distributions. A
simulated example illustrates the differences between the classical Kalman ﬁlter and our
non-linear skewed Kalman ﬁlter. We discuss our strategy relative to other Kalman ﬁlters
and conclude in Section 5.
2. Deﬁnitions and notations
2.1. The closed skew-normal distribution
The closed skew-normal distribution is a family of distributions including the normal
one, but with extra parameters to regulate skewness. It allows for a continuous variation
from normality to non-normality, which is useful in many situations, see e.g. Azzalini and
Capitanio [4] who emphasized statistical applications for the skew-normal distribution.
An n-dimensional random vector X is said to have a multivariate closed skew-normal
distribution [9,10], denoted by CSNn,m(,,D, ,), if it has a density function of the
form
1
m(0; ,+DDT ) n(x;,)m(D(x − ); ,), x ∈ R
n, (1)
where ∈ Rn,  ∈ Rm, ∈ Rn×n and ∈ Rm×m are both covariancematrices,D ∈ Rm×n,
n(x;,) and n(x;,) are the n-dimensional normal pdf and cdf with mean  and
covariance matrix . When D = 0, the density (1) reduces to the multivariate normal one,
whereas it reduces to Azzalini and Capitanio’s [4] density when m = 1 and  = D. The
matrix parameter D is referred to as a “shape parameter”. The moment generating function
Mn,m(t) for a CSN distribution is given by
Mn,m(t) = m(Dt; ,+DD
T )
m(0; ,+DDT ) exp
{
T t + 1
2
(tTt)
}
(2)
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for any t ∈ Rn. This expression of the moment generating function is important to under-
stand the closure properties of the CSN distribution for summation. It is straightforward to
see that the sum of two CSN of dimension (n,m) is not another CSN of dimension (n,m).
Despite this limitation, it is possible to show that the sum of two CSN of dimension (n,m)
is a CSN of dimension (n, 2m) [10]. Hence, the CSN is closed under summation whenever
the dimension m is allowed to vary. Although important for speciﬁc applications (adding a
relative small number of variables), this closure property is not appropriate when dealing
with state space models. These models are based on sequential transformations from time
t − 1 to time t. Implementing a sum at each time step rapidly increases the dimension
m and the sizes of the matrix  and D quickly become unmanageable. For this reason,
we will propose two new and different ways of introducing skewness without paying this
dimensionality cost.
The three basic tools when implementing the Kalman ﬁlter are the closure under linear
transformation, under summation and conditioning. In Section 3, we will present how the
general skew-normal distribution behaves under such constraints.
2.2. The state-space model and the Kalman ﬁlter
The state-space model has been widely studied (e.g. [12,13,17,18,20]). This model has
become a powerful tool formodeling and forecasting dynamical systems and it has been used
in awide range of disciplines such as biology, economics, engineerings and statistics [11,14].
The basic idea of the state-space model is that the d-dimensional vector of observation Yt at
time t is generated by two equations, the observational and the system equations. The ﬁrst
equation describes how the observations vary in function of the unobserved state vector Xt
of length h
Yt = FtXt + t , (3)
where t represent an added noise andFt is a d×hmatrix of scalars. The essential difference
between the state-space model and the conventional linear model is that the state vector Xt
is not assumed to be constant but may change in time. The temporal dynamical structure is
incorporated via the system equation
Xt = GtXt−1 + t , (4)
where t represents an added noise and Gt is an h × h matrix of scalars. There exists a
long literature about the estimation of the parameters for such models. In particular, the
Kalman ﬁlter provides an optimal way to estimate the model parameters if the assumption
of gaussianity holds. Following the deﬁnition by Meinhold and Singpurwalla [15], the term
“Kalman ﬁlter” used in this work refers to a recursive procedure for inference about the state
vector. To simplify the exposition, we assume that the observation errors t are independent
of the state errors t and that the sampling is equally spaced, t = 1, . . . , n. The results
shown in this paper could be easily extended without such constraints. But, the loss of
clarity in the notations would make this work more difﬁcult to read without bringing any
new important concepts.
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3. Kalman ﬁltering and closed skew-normal distributions
In order to obtain the closure under summation needed for the Kalman ﬁltering, two
options will be investigated in this work. The ﬁrst one, that will be exposed in Section 3.1,
is to determine underwhich conditions the observations and state vector follow closed skew-
normal distributions. This question can be rewritten as: what kind of noise in Eqs. (3) and (4)
should be added to a closed skew-normal distribution in order that the sum remains a closed
skew-normal distribution? The second strategy is to extend the linear state-space model to
a wider state-space model for which the stability under summation is better preserved. This
approach will be described in Section 3.2.
In order to pursue our goals, we need the two following lemmas. The ﬁrst one describes
the stability of the closed skew-normal distribution under scalar transformation. For com-
pleteness, the proof of this lemma originally derived by González-Farías et al. [9] can be
found in the appendix.
Lemma 1. Let Y be a random vector with a closed skew-normal distribution CSNn,m
(,,D, ,) and A an r×nmatrix such thatATA is non-singular. If the random vector X
is deﬁned as the linear transformAY , then it also follows a closed skew-normal distribution,
X = AY ∼ CSNr,m(A, AAT ,DA←, ,),
where A← is the left inverse of A and A← = A−1 when A is a n× n non-singular matrix.
The second lemma states that adding a Gaussian noise to a closed multivariate skew-
normal vector of dimension (n,m) does not change the distribution class, i.e. the result
is still a closed skew-normal vector of dimension (n,m) . In this paper, the proofs of our
lemmas and propositions are presented in the appendix when needed.
Lemma 2. Let X be a random vector with a closed skew-normal distribution CSNn,m
(	,
,D, ,) and Z be an n-dimensional Gaussian random vector with mean , covari-
ance matrix , and independent of X. Then, the sum X + Z follows a closed skew-normal
distribution
CSNn,m(X+Z,X+Z,DX+Z, X+Z,X+Z),
where X+Z = 	+ , X+Z = 
+ , DX+Z = D
(
+ )−1,
X+Z =  and X+Z = + (D −DX+Z)
DT .
3.1. Distribution of the state-space model variables
A direct application of Lemmas 2 and 1 allows us to derive the ﬁrst proposition of this
work.
Proposition 3. Suppose that the initial state vector X0 of the system composed by Eqs.
(3) and (4) follows a closed skew-normal distribution, CSNn,m(	0,
0,D0, 0,0). If
the noise t , respectively, t , is an i.i.d. Gaussian vector with mean  and covariance
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, respectively,  and , then both the state vector Xt and the observation vector Yt
follow a closed skew-normal distribution, Xt ∼ CSNh,m(	t ,
t , Dt , t ,t ) and Yt ∼
CSNd,m(t ,t , Et , t ,t ). The parameters of these distributions satisfy the following
relationships for t = 1, 2, . . .,
	t = Gt	t−1 + , t = Ft	t + , (5)

t = Gt
t−1GTt + , t = Ft
tF Tt + , (6)
Dt = Dt−1
t−1GTt 
−1t , Et = Dt
tF Tt −1t , (7)
t = t−1, t = t , (8)
t = t−1 + (Dt−1 −DtGt)
tDTt−1, (9)
and
t = t + (Dt − EtFt )
tDTt , (10)
whenever GTt Gt and FTt Ft are non-singular matrices.
This proposition shows that the initial state X0 and the Gaussian noises are the two key
elements to obtain state and observation vectors with closed skew-normal distributions.
Besides providing some fundamental relationships, this proposition is a good starting point
to discuss some of the difﬁculties associatedwith skewness in the classical linear state-space
model. In particular, the skewness in the observation vector would be better propagated in
time if it was implemented, not exclusively with X0, but at each time step. To develop a
model with such a capability, we choose to extend the linear state-space model framework.
In the next section, we will present the details of such an approach.
3.2. Extension of the linear state-space model
Our strategy to derive a model with a more ﬂexible skewness is to directly incorporate a
term for skewness into the observation equation
Yt = FtXt + t
=QtUt + PtSt + t , with Ft = (Qt , Pt ) and Xt = (UTt , STt )T , (11)
where the random vector Ut of length k and the d × k matrix of scalar Qt represent the
linear part of the observation equation. In comparison, the random vector St of length l and
the d × l matrix of scalar Pt correspond to the additional skewness. The most difﬁcult task
in this construction is to propose a simple dynamical structure of the skewness vector St and
the “linear” vector Ut while keeping the independence between these two vectors (the last
condition is not theoretically necessary but it is useful when interpreting the parameters).
To reach this goal, we suppose that the bi-variate random vector (UTt , V Tt )T is generated
from a linear system{
Ut = KtUt−1 + ∗t ,
Vt = −LtVt−1 + +t , (12)
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where the Gaussian noise ∗t ∼ Nk(∗,∗) is independent of +t ∼ Nl(+ ,+ ) and where
Kt , respectively, Lt represents a k × k matrix of scalars, respectively, a l × l matrix of
scalars.
To continue our construction of the system, a few notations and a lemma are needed. The
multivariate normal distribution of the vector (UTt , V Tt )T is denoted by(
Ut
Vt
)
∼ Nk+l
((
	∗t
	+t
)
,
(

∗t 0
0 
+t
))
. (13)
The parameters of such vectors can be sequentially derived froman initial vector (UT0 , V T0 )T
with a normal distribution.
Lemma 4. LetD+t = 
+t−1LTt (
+t )−1,	+t = −Lt	+t−1++ ,andt (·) = l (·,	+t ,
+t ).
The skewness part St of the state vector Xt = (UTt , STt )T is deﬁned as
St = +t − LtWt−1, (14)
where the vectorWt−1 is deﬁned as follows:
If D+t 	+t 	+t−1, then
Wt−1 =


Vt−1 if Vt−1D+t 	+t ,
2	+t−1 − Vt−1 if Vt−12	+t−1 −D+t 	+t ,
−1t−1
(
t−1(D+t 	+t )
× t−1(Vt−1)−t−1(D+t 	+t )
t−1(2	+t−1−D+t 	+t )−t−1(D+t 	+t )
)
otherwise,
(15)
Wt−1 =


Vt−1 if Vt−1D+t 	+t ,
−1t−1
(
t−1(D+t 	+t )
1−t−1(D+t 	+t )
(t−1(Vt−1)
−t−1(D+t 	+t ))
)
otherwise.
(16)
With these deﬁnitions, the variable St follows a closed skew-normal distribution St ∼
CSNl,1
(	+t ,
+t , D+t , +t ,+t ),wherewe have +t = 	+t−1−D+t 	+t ,+t = 
+t−1−D+t 
+t (D+t )T ,
and 
+t = Lt
+t−1LTt + + .
Although Lemma 4 may look complex, it is easy to show thatWt−1 has the same distri-
bution than [Vt−1 |Vt−1D+t 	+t ] (see the proof of the lemma). It follows from (12) that
the vector St deﬁned from Eq. (14) has the same distribution than [Vt |Vt−1D+t 	+t ]. The
former variable is usually used as a more classical deﬁnition of skew-normal vector [9]. In
the context of time series analysis, the reason for deﬁning Wt with (15) and (16) instead
of using the simpler deﬁnition Wt−1 = [Vt−1 |Vt−1D+t 	+t ] is that the latter one is not
practical to generate simulated realizations of Wt . To illustrate this difﬁculty, suppose that
vt−1 is one realization of Vt−1 that does not satisfy Et = {vt−1D+t 	+t }. In this situation,
we have to re-simulate other realizations of Vt−1 until Et is true. A classical accept–reject
algorithm can be time consuming if Et occurs rarely (which is the case if a large amount
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of skewness is introduced). In comparison, deﬁning Wt−1 through (15) and (16) bypasses
this computational obstacle. In this case, there is no need to simulate other realizations
because Et is always satisﬁed with the construction proposed in Lemma 4. The technique
implemented to generate directly Wt−1 is based on a folding construction that has been
studied by Corcoran and Schneider [6]. The proof of Lemma 4 gives the details of such a
folding. From a theoretical point of view, the reader only needs to keep in mind that St is
stochastically equivalent to [Vt |Vt−1D+t 	+t ].
FromLemma 4,we deduce that the state vector has also a closed skew-normal distribution
Xt =
(
Ut
St
)
∼ CSNk+l,k+1(	t ,
t , Dt , t ,t ) with 	t =
(
	∗t
	+t
)
(17)
and

t =
(

∗t 0
0 
+t
)
, Dt =
(
0 0
0 D+t
)
, t =
(
0
+t
)
, t =
(
I 0
0 +t
)
.
Hence, the variable St through the matrix Lt introduces at each time step a different skew-
ness(if needed) in the state vector whose temporal structure is deﬁned by Vt in (12). The
price for this gain in skewness ﬂexibility is that this state vector (because of (15) and (16))
does not have anymore a linear structure like the one deﬁned by (4).
To illustrate the distribution of the skewness vector St , two histograms of St are plotted
at two different instants t = 0 (no skewness, see left panel) and t = 40 (large skewness, see
right panel) (Fig. 1). These simulated data were generated by setting Ft = Pt = (−1)t /2,
 = 0, + = 2,Qt = Kt = ∗ = ∗ = 0, and  = + = 1. The other parameters were
set according to Fig. 2 that describes the temporal evolution of Lt , 	t ,
t ,Dt , t and t for
this simulation. A more detailed discussion of this example will be presented in Section 5
(Discussions and conclusions).
The next proposition summarizes our ﬁndings and can be seen as a more general re-
sult than Proposition 3 (if Pt = 0 or Lt = 0 then the classical state-space model is
obtained).
Fig. 1. Density of St with histograms from simulated values. The left panel corresponds to the initial time, t = 0,
(no skewness) and the right panel to the time t = 40 for the parameters described in Fig. 2.
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Fig. 2. Temporal evolution of the parameters used to simulate St in Fig. 1. We set  = + = 2,
Qt = Kt = ∗t = ∗ = 0, and  = ∗ = 1.
Proposition 5. Suppose that the initial vector (UT0 , V T0 )T of the linear system deﬁned by
(12) follows the normal distribution deﬁned by(
U0
V0
)
∼ Nk+l
((
	∗0
	+0
)
,
(

∗0 0
0 
+0
))
. (18)
Then both the state vector Xt = (UTt , STt )T and the observation vector Yt of the non-
linear state-space model deﬁned by Eqs. (11), (12), and (14) follow closed skew-normal
distributions, Xt ∼ CSNh,m(	t ,
t , Dt , t ,t ) and Yt ∼ CSNd,m(t ,t , Et , t ,t ) for
t1. The parameters of these distributions satisfy the following relationships:
	∗t = Kt	∗t−1 + ∗, 	+t = −Lt	+t−1 + + , t = Ft	t + ,

∗t = Kt
∗t−1KTt + ∗, 
+t = Lt
+t−1LTt + + , t = Ft
tF Tt + ,
D+t = 
+t−1LTt (
+t )−1, Et = Dt
tF Tt −1t , +t = 	+t−1 −D+t 	+t
t = t = (0T , (+t )T )T , +t = 
+t−1 −D+t 
+t (D+t )T
and
t = t + (Dt − EtFt )
tDTt .
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Although similar to Eqs. (5)–(10), the relationships presented in the above proposition
show important differences. The main one is between the most important skewness param-
eter Dt in (7) and D+t . For the former, if Dt−1 = 0 then Dt = 0 for all t. In comparison,
if D+t−1 = 0 then D+t can be very different from 0. This means that the skewness can be
easily changed in time for the latter model.Another advantage of workingwith a state vector
deﬁned by (17) is that this model gives the power to clearly identify the skewness sources,
and therefore the parameter interpretation is much easier.
4. Sequential estimation procedure: Kalman ﬁltering
Following the work of Meinhold and Singpurwalla [15], we use a Bayesian formulation
to derive the different steps of the Kalman ﬁltering for the two models presented in the
previous section, i.e. the skewed linear state-space model in Section 3.1 and the extended
state-space models in Section 3.2. The key notion is that given the data Yt = (Y1, . . . , Yt ),
inference about the state vector values can be carried out through a direct application of
Bayes’ theorem. In the Kalman literature, the conditional distribution of (Xt−1 |Yt−1) is
usually assumed to follow a Gaussian distribution at time t−1. In our case, this assumption
at time t − 1 is expressed in function of the closed skew-normal distribution
(Xt−1 |Yt−1) ∼ CSNn,m(	ˆt−1, 
ˆt−1, Dˆt−1, ˆt−1, ˆt−1), (19)
where .ˆ represents the location, scale, shape, and skewness parameters of (Xt−1 |Yt−1).
Then, we look forward in time t, but in two stages: prior to observing Yt , and after observing
Yt . To implement these two steps, we need to determine the conditional distribution of a
closed skew-normal distribution. The following lemma which can be found in González-
Farías et al. [9] gives such a result.
Lemma 6. Suppose that Y is a closed skew-normal random vector Y ∼ CSNn,m(,,D,
,) and it is partitioned into two components, Y1 and Y2, of dimensions h and n − h,
respectively, and with a corresponding partition for ,, D, and . Then the conditional
distribution of Y2 given Y1 = y1 is:
CSNn−h,m(2 + 21−111 (y1 − 1),22 − 21−111 12,D2, −D1y1,). (20)
Note that the converse is also true, i.e. if (20) is the conditional distribution of Y2 given
Y1 = y1 and Y1 ∼ CSNh,m(1,11,D1, 1,), then the joint distribution of Y1 and Y2 is
CSNn,m(,,D, ,).
4.1. Skewed linear state-space model
In this section, we assume that the model presented in Proposition 3 holds. In particular,
the noises, t and t , added at each time step are supposed to be normally distributed. The
next proposition summarizes the different Kalman ﬁltering steps necessary to sequentially
update the state of this particular model.
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Proposition 7. Suppose that the initial state vectorX0 of the system composed by Eqs. (3)
and (4) follows a closed skew-normal distribution, CSNn,m(	0,
0,D0, 0,0)) and that
the noise t , respectively, t , is an i.i.d. Gaussian vector with mean  and covariance ,
respectively,  and . Then, the parameters of the posterior distribution ofXt deﬁned by
(19) are computed through the next cycle by the following sequential procedure:
	ˆt = Gt 	ˆt−1 +  + 
˜tF Tt ( + Ft 
˜tF Tt )−1[Yt − Ft [Gt 	ˆt−1 + ] − ]
with

˜t = Gt 
ˆt−1GTt + , 
ˆt = 
˜t − 
˜tF Tt ( + Ft 
˜tF Tt )−1Ft 
˜t ,
Dˆt = Dˆt−1
ˆt−1GTt 
˜
−1
t , ˆt = ˆt−1 and
ˆt = ˆt−1 + (Dˆt−1 − DˆtGt )
ˆt−1Dˆt−1.
This series of equations constitutes the Kalman ﬁltering steps for the skewed linear state-
space model.
This proposition shows that adding skewness does not change fundamentally the classical
Kalman ﬁltering operations for the skewed linear state-space model. The only difference
with the classical Gaussian Kalman ﬁlter is the equalities dealing with the new parameters
Dˆt , ˆt and ˆt . They characterize the added skewness and they have the advantage to be easy
to implement. Note that the estimators of  are time invariant. This corroborates the result
found in Proposition 3.
4.2. Extended state-space model
Proposition 8. Suppose that the initial vector (UT0 , V T0 )T of the linear system deﬁned by
(12) follows the normal distribution deﬁned by (18). Then, the posterior distribution of
(Xt |Yt ) deﬁned from (11), (12), and (14) follows a CSN(Xt |Yt ) ∼ CSNk+l,k+l (	ˆt , 
ˆt ,
Dˆt , ˆt , ˆt ) with
	ˆt =
(
	ˆ
∗
t
	ˆ
+
t
)
, 
ˆt =
(

ˆ
∗
t 0
0 
ˆ
+
t
)
, Dˆt =
(
0 0
0 Dˆ+t
)
,
ˆt =
(
0
ˆ+t
)
and ˆt =
(
I 0
0 ˆ+
)
.
The parameters of the posterior distributions are computed through the next cycle by the
following sequential procedure:(
	ˆ
∗
t
	ˆ
+
t
)
=
(
Kt 	ˆ
∗
t−1 + ∗ + 
˜
∗
t Q
T
t 
−1
t et
−Lt 	ˆ+t−1 + + + CtP Tt −1t et
)
,
where et = Yt −Qt [Kt 	ˆ∗t−1+∗] −Pt [−Lt 	ˆ
+
t−1++ + (1)t ] −, Ct is the conditional
covariance Ct = cov(Vt , St |Yt−1), 
˜+t = Lt 
ˆ
+
t−1LTt ++ , 
˜
∗
t = Kt 
ˆ
∗
t−1KTt +∗, and
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t = Qt 
˜∗t QTt + Pt(
˜
+
t + (2)t ))P Tt + , with
(i)t =
i log(m(D˜+t 
˜
+
t ; ˜+t , ˜
+
t + D˜+t 
˜
+
t (D˜
+
t )
T ))
i
∣∣∣∣∣
=0
f or i = 1, 2 (21)
with D˜+t = 
ˆ
+
t−1LTt (
˜
+
t )
−1, ˜+t = 	ˆ
+
t−1− D˜+t 	˜
+
t , and ˜
+
t = 
ˆ
+
t−1− D˜+t 
˜
+
t (D˜
+
t )
T . The
covariance matrices are equal to(

ˆ
∗
t

ˆ
+
t
)
=
(

˜
∗
t − 
˜
∗
t Q
T
t 
−1
t Qt 
˜
∗
t

˜
+
t − CtP Tt −1t PtCt
)
,
Dˆ+t = 
+t−1LTt (
ˆ
+
t )
−1, ˆ+t = 	ˆ
+
t−1 − Dˆ+t 	ˆ
+
t , and ˆ
+
t = 
+t−1 − Dˆ+t 
ˆ
+
t (Dˆ
+
t )
T , where


+
t−1 = 
ˆ
+
t−1 − CtP Tt −1t PtCt , Lt = Lt + + PTt −1t Pt C˜t (
+t−1)−1, and Ct = + −
LtC˜t .
This series of equations constitutes the Kalman ﬁltering steps for the skewed extended
state-space model.
Although the notations are a little more complex than in the previous proposition, the
Kalman ﬁltering steps for the skewed extended state-space model do not present any com-
putational difﬁculties.As previously mentioned, the advantage of this model over the linear
one is that the temporal structure offers more ﬂexibility.
5. Discussions and conclusions
To illustrate the difference between the classical Gaussian Kalman ﬁlter and our non-
linear skewed Kalman ﬁlter, both ﬁlters were used to estimate the temporal evolution of
the state vector Xt from simulated observations Yt . These observations were generated by
setting Ft = Pt = (−1)t /2,  = 0, + = 2, Qt = Kt = ∗ = ∗ = 0, and  = + =
1. This is the same setting as in Fig. 2 that shows the evolution of all parameters used to
simulate our observations. In Fig. 3, the solid line represents the observed path for Xt and
the circles correspond to the estimated Xˆt from classical Gaussian KF (white circles) and
non-linear skewed KF (black circles). For small t (t < 15), the skewness introduced by
Lt (top panel) is still weak and the difference between both estimators is small. But for
larger t and therefore greater skewness, the classical KF cannot capture the slow temporal
increase in Xt values. In comparison, the non-linear skewed KF follows more closely this
tendency. For a numerical point of view, the mean-square point error
∑40
t=1(Xt − Xˆt )2/40
was computed for both ﬁlters, yielding 0.84 for our skewed Kalman ﬁlter and 1.58 for the
classical one. This clearly indicates that the classical Kalman ﬁlter lost some efﬁciency
when skewness was introduced.
Obviously, there have been many other attempts to deal with non-Gaussian state space
models in the past. To name a few, Smith and Miller [19], Bradley et al. [5] and Mein-
hold and Singpurwalla [16] have proposed alternative approaches to the classical Kalman
ﬁlter. Meinhold and Singpurwalla [16] assumed a multivariate distribution with Student-
t marginals. Bradley et al. [5] proposed a methodology based on normal scale mixtures.
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Fig. 3. Estimation of the temporal evolution of the state space variableXt by using the classical Gaussian Kalman
ﬁlter (white circles) and by implementing the non-linear skewed Kalman ﬁlter (black circles). The solid line
represents the simulated values ofXt and the circles the estimated values ofXt . The skewness introduced through
the time evolution of Lt is shown in the top panel of Fig. 2.
Smith and Miller [19] worked with exponential variables conditionally on unobserved vari-
ables. A common characteristic between these three studies is that they were all based on a
Bayesian framework. In comparison, our approach does not make use of prior and poste-
rior distributions. But this is by no means essential to the implementation of our strategy.
Propositions 3 and 5 show that our models propagate the closed skew-normal distribution
in time. Consequently, one could use a Bayesian approach if wanted. Lemma 6 will be
then the cornerstone for deriving conditional densities. The limitations of our approach
are elsewhere. Because of the very nature of skew-normal distributions, it is not possible
to model heavy tail behaviors and/or to represent multi-modal distributions. For the latter
point, we believe that the two approaches (skew normals and mixture of normals) are in
fact complementary when modeling data and they could be combined. One is more adapted
when dealing with skewness and the other is better representing multi-modality. For highly
complex observations (multi-modal and skewed), more research has to be done to imple-
ment a method based on a mixture of closed skew-normal distributions and to compare it
with other mixture approaches. Concerning heavy tail distributions, current research is un-
dertaken to introduce skewness with the same strategy used in (1), i.e. a density multiplied
by another distribution function. Finally, we would like to stress that the skewness is clearly
identiﬁable in our parametrization. The interpretation of parameters in mixture models is
sometimes not as clear.
In this work, we showed that extending the normal distribution to the closed skew-normal
distribution for state-space models did neither reduce the ﬂexibility nor the traceability of
the operations associated with Kalman ﬁltering. To the contrary, the introduction of a few
394 P. Naveau et al. / Journal of Multivariate Analysis 94 (2005) 382–400
skewness parameters provides a simple source of asymmetry needed for many applications.
Further research is currently conducted to illustrate the capabilities of such extended state-
space models for real case studies.
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AppendixA.
Proof of Lemma 1. Following the work of González-Farías et al. [9] and using Eq. (2), we
can write that the moment generating function of X = AY is equal to
MX(t)=MY (AT t)
= m(D(A
T t); ,+DDT )
m(0; ,+DDT ) exp
{
T AT t + 1
2
(tT AAT t)
}
= m((DA
←)(AAT t); ,+ (DA←)AAT (DA←)T )
m(0; ,+ (DA←)AAT (DA←)T )
×exp
{
T AT t + 1
2
(tT AAT t)
}
,
where A← is the left inverse of A. 
Proof of Lemma 2. It is well known that the moment generating function of the Gaussian
random vector Z is equal toMZ(t) = exp(T t + tTt/2), whereas the moment generating
ofX is given by (2). Since themoment generating function of the sum of independent vectors
is simply the product of each moment generating function, we have
MX+Z(t) = m(D(
t); ,+D
D
T )
m(0; ,+D
DT ) exp
{
(+ 	)T t + 1
2
(tT (+ 
)t)
}
.
Clearly, we have to set X+Z = + 	 and X+Z = + 
. The difﬁculty is to show that
m(D(
t); ,+D
DT ) can be rewritten as
m(DX+Z(X+Zt); X+Z,X+Z +DX+ZX+ZDTX+Z),
for the appropriate X+Z,DX+Z and X+Z . A little algebra allows us to verify that X+Z,
DX+Z and X+Z stated in Lemma 2 satisﬁes the required speciﬁcation. 
Proof of Lemma 4. Introduce the constant c = D+t 	+t and assume that c	+t−1 (the case
c > 	+t−1 can be treated with the same argument). First, we will show that Wt−1 has
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the same distribution that [Vt−1 |Vt−1c]. Introduce V ∗t−1 = 2	+t−1 − Vt−1 and V˜t−1 =
−1t−1(ht−1(Vt−1)) where ht−1(x) = at−1(x)+ b with
a = t−1(c)
t−1(2	+t−1 − c)− t−1(c)
and b = −t−1(c)a.
Note that {x : c < x < 2	+t−1 − c} = {x : −∞ < −1t−1(ht−1(x)) < c}.With these new
notations, the vectorWt−1 deﬁned by (15) can be rewritten as
Wt−1 =


Vt−1 if Vt−1c,
V ∗t−1 if V ∗t−1c,
V˜t−1 if V˜t−1c.
It follows that the distribution ofWt−1 is equal to
P(Wt−1x)= P(Vt−1x |Vt−1c)P (Vt−1c)
+P(V ∗t−1x |V ∗t−1c)P (Vt−12	+t−1 − c)
+P(V˜t−1x | V˜t−1c)P (c < Vt−1 < 2	+t−1 − c).
Because the mean and the variance of V ∗t−1 are equal to those of Vt−1, we have P(V ∗t−1x|V ∗t−1c) = P(Vt−1x |Vt−1c).The variablet−1(Vt−1) follows an uniform distribu-
tion on the interval [0, 1]. Consequently, the variable [t−1(Vt−1) | c < Vt−1 < 2	+t−1−c]
is also uniformly distributed but on the interval [t−1(c),t−1(2	+t−1− c)]. It follows that
P(V˜t−1x | V˜t−1c)= P(ht−1(Vt−1)t−1(x) | c < Vt−1 < 2	+t−1 − c)
= P
(
t−1(Vt−1)
t−1(x)− b
a
∣∣∣∣ c < Vt−1 < 2	+t−1 − c
)
= t−1(x)
t−1(c)
= P(Vt−1x |Vt−1c).
Hence, we have P(Wt−1x) = P(Vt−1x |Vt−1c) and thenWt−1 has the same distri-
bution that [Vt−1 |Vt−1c].
Because of (14) and (12), St has the same distribution as [Vt |Vt−1c]. The second part
of this proof is to show that [Vt |Vt−1c] follows a closed skew-normal distribution. The
argument is classical and it is shown for completeness.
We deduce from Eqs. (12) and (13) that
(
Vt
Vt−1
)
∼ N2l
((
	+t
	+t−1
)
,
(

+t −Lt
+t−1
−
+t−1LTt 
+t−1
))
.
The conditional distribution of [Vt−1 |Vt = y] also follows a normal distribution with mean
mt(y) = 	+t−1 − 
+t−1LTt (
+t )−1(y − 	+t ) and variance
+t = 
+t−1 − 
+t−1LTt (
+t )−1Lt
+t−1.
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Deﬁne D+t = 
+t−1LTt (
+t )−1, then mt(y) = 	+t−1 − D+t (y − 	+t ), and +t = 
+t−1 −
D+t 
+t (D+t )T . These equalities allow us to write the density of the skewness vector St
fSt (y |Vt−1D+t 	+t )=
fVt (y) P (Vt−1D+t 	+t |Vt = y)
P (Vt−1D+t 	+t )
= l (y;	
+
t ,

+
t ) l (D
+
t 	
+
t ;mt(y),+t )
l (D
+
t 	
+
t ;	+t−1,
+t−1)
= l (y;	
+
t ,

+
t )l (D
+
t (y − 	+t );	+t−1 −D+t 	+t ,+t )
l (0;	+t−1 −D+t 	+t ,+t +D+t 
+t (D+t )T )
.
Comparing the rhs of the last equality with the deﬁnition of the closed skew-normal distri-
bution (1) gives the required result. 
Proof of Lemma 6. The proof of this lemma is the same as for the multivariate Gaussian
distribution. It is based on the moment generating function deﬁned by (2). 
Proof of Proposition 7. Because of (19) and (4), we have
(Xt |Yt−1)= (GtXt−1 + t |Yt−1)
=Gt(Xt−1 |Yt−1)+ t .
Since the noise t is assumed to follow a normal distribution, we can apply Lemmas 1 and
2 to deduce the state of knowledge Xt prior to observing Yt
(Xt |Yt−1) ∼ CSN(Gt 	ˆt−1 + , 
˜t , Dˆt , ˆt , ˆt ) (A.1)
with 
˜t = Gt 
ˆt−1GTt + , Dˆt = Dˆt−1
ˆt−1GTt 
˜
−1
t , ˆt = ˆt−1, and ˆt = ˆt−1 +
(Dˆt−1 − DˆtGt )
ˆt−1Dˆt−1. On observing Yt , our objective is to compute the posterior of
Xt , i.e. P(Xt |Yt ). To reach this goal, we introduce
et = Yt − Ft [Gt 	ˆt−1 + ] − ,
the error in predicting Yt from point t − 1. From this deﬁnition and the observation Eq. (3),
it follows that
(et |Xt,Yt−1)= (Ft [Xt −Gt 	ˆt−1 − ] + t −  |Xt,Yt−1)
= (Ft [Xt −Gt 	ˆt−1 − ] |Xt,Yt−1)+ t − .
This last equality in distribution and the normality of t imply that
(et |Xt,Yt−1) ∼ Nd(Ft [Xt −Gt 	ˆt−1 − ],). (A.2)
To link the posterior of Xt with the error et , we notice that
P(Xt |Yt ) = P(Xt |Yt ,Yt−1) = P(Xt | et ,Yt−1).
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Applying the converse of Lemma 6 to the distributions of (et |Xt,Yt−1) and (Xt |Yt−1), re-
spectively, described by (A.1) and (A.2), allows us to derive that the vector (XTt , eTt |Yt−1)T
follows
CSN
((
Gt 	ˆt−1 + 
0
)
,
(

˜t 
˜tF Tt
Ft 
˜t  + Ft 
˜tF Tt
)
,
(
Dˆt
0
)
,
(
ˆt
0
)
, ˆt
)
.
From Lemma 6, we can then deduce the desired posterior distribution
(Xt |Yt ) = (Xt | et ,Yt−1) ∼ CSN(	ˆt , 
ˆt , Dˆt , ˆt , ˆt )
with parameters stated in Proposition 7. 
Proof of Proposition 8. For the non-linear state-space model deﬁned by (11), (12) and
(14), we assume that we have up to time t − 1 (this is true for t = 0)
Ut−1 Yt−1
Vt−1

 ∼ Nk+l
((
	ˆ
∗
t−1
	ˆ
+
t−1
)
,
(

ˆ
∗
t−1 
ˆ
∗+
t−1

ˆ
∗+
t−1 
ˆ
+
t−1,
))
, (A.3)
where .ˆ represents the posterior mean and covariance. From Eq. (12), we deduce that
 UtVt Yt−1
Vt−1

 =

 KtUt−1−LtVt−1 Yt−1
Vt−1

+

 ∗t+t
0

 .
Hence, the variable (Ut , Vt , Vt−1 |Yt−1)T is Gaussian with mean and variance equal to
N




Kt 	ˆ
∗
t−1 + ∗
−Lt 	ˆ+t−1 + +
	ˆ
+
t−1

 ,

 
˜
∗
t −Kt 
ˆ
∗+
t−1LTt Kt 
ˆ
∗+
t−1
−Lt 
ˆ∗+t−1KTt 
˜
+
t −Lt 
ˆ
+
t−1,

ˆ
∗+
t−1KTt −
ˆ
+
t−1LTt 
ˆ
+
t−1



 (A.4)
with 
˜+t = Lt 
ˆ
+
t−1LTt + + and 
˜
∗
t = Kt 
ˆ
∗
t−1KTt + ∗.
On observing Yt , our objective is to ﬁrst compute the posterior of (Ut , Vt , Vt−1), i.e.
P(Ut , Vt , Vt−1 |Yt ) and then to obtain P(Xt |Yt ). For the former, we introduce et =
Yt − Qt [Kt 	ˆ∗t−1 + ∗] − Pt [E(St |Yt−1)] − , where E(St |Yt−1) is the conditional
expectation of St givenYt−1. To compute this quantity, we follow the same procedure used
in Lemma 4 to deduce that the variable (St |Yt−1) follows approximately a closed skew-
normal distribution function CSNl,1(	˜
+
t , 
˜
+
t , D˜
+
t , ˜
+
t , ˜
+
t ) with 	˜
+
t = −Lt 	ˆ
+
t−1 + + ,
D˜+t = 
ˆ
+
t−1LTt (
˜
+
t )
−1, ˜+t = 	ˆ
+
t−1 − D˜+t 	˜
+
t , and ˜
+
t = 
ˆ
+
t−1 − D˜+t 
˜
+
t (D˜
+
t )
T . To
compute the mean and the variance of (St |Yt−1), we use the moment generating function
M() from (2) (Genton et al. [7] also computed these moments in the special case  = 0)
M() = m(D˜
+
t 
˜
+
t ; ˜+t , ˜
+
t + D˜+t 
˜
+
t (D˜
+
t )
T )
m(0; ˜+t , ˜
+
t + D˜+t 
˜
+
t (D˜
+
t )
T )
exp{(	˜+t )T +
1
2
(t 
˜
+
t )}.
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The cumulant function (K() = logM()) becomes
K()= cm + log(m(D˜+t 
˜
+
t ; ˜+t , ˜
+
t + D˜+t 
˜
+
t (D˜
+
t )
T ))
+(	˜+t )T +
1
2
(T 
˜
+
t ).
Taking the ﬁrst and second derivatives of the cumulant function provides E(St |Yt−1) =
−Lt 	ˆ+t−1 + + + (1)t and V (St |Yt−1) = 
˜
+
t + (2)t where (i) is deﬁned by (21).
From the observation Eq. (11), (et |Ut, Vt , Vt−1,Yt−1) is equal to
(Qt [Ut −Kt 	ˆ∗t−1 − ∗] + Pt [St − E(St |Yt−1)] + t −  |Ut, Vt , Vt−1,Yt−1).
This last equality, the normality of t and the fact that the variable St is entirely deﬁned
from (+t , Vt−1) (see Lemma 4) imply that the variable (et |Ut, Vt , Vt−1,Yt−1) follows
N(Qt [Ut −Kt 	ˆ∗t−1 − ∗] + Pt [St − E(St |Yt−1)],). (A.5)
Applying the classical properties of the multivariate normal distribution to the variables
(et |Ut, Vt , Vt−1,Yt−1) and (Ut , Vt , Vt−1 |Yt−1), respectively, described by (A.4) and
(A.5), allows us to derive that the vector (Ut , Vt , Vt−1, et |Yt−1)T follows
N




Kt 	ˆ
∗
t−1 + ∗
−Lt 	ˆ+t−1 + +
	ˆ
+
t−1
0

 ,



˜
∗
t −Kt 
ˆ
∗+
t−1LTt Kt 
ˆ
∗+
t−1 
˜
∗
t Q
T
t
−Lt 
ˆ∗+t−1KTt 
˜
+
t −Lt 
ˆ
+
t−1 CtP Tt

ˆ
∗+
t−1KTt −
ˆ
+
t−1LTt 
ˆ
+
t−1 C˜tP Tt
Qt 
˜
∗
t PtCt Pt C˜t t




with Ct = cov(Vt , St |Yt−1), C˜t = cov(Vt−1, St |Yt−1) and t = Qt 
˜∗t QTt
+PtV (St |Yt−1)P Tt +. Sincewe have (Ut , Vt , Vt−1 |Yt )T = (Ut , Vt , Vt−1 | et ,Yt−1)T ,
the distribution of this vector is a multivariate normal with mean

Kt 	ˆ
∗
t−1 + ∗
−Lt 	ˆ+t−1 + +
	ˆ
+
t−1

+Ht−1t et , where Ht =

 
˜
∗
t Q
T
t
CtP
T
t
C˜tP
T
t


and its covariance matrix is equal to
 
˜
∗
t −Kt 
ˆ
∗+
t−1LTt Kt 
ˆ
∗+
t−1
−Lt 
ˆ∗+t−1KTt 
˜
+
t −Lt 
ˆ
+
t−1

ˆ
∗+
t−1KTt −
ˆ
+
t−1LTt 
ˆ
+
t−1

−Ht−1t HTt .
With the same kind of argument, the vector (Ut , Vt |Yt )T follows:
N
([(
Kt 	ˆ
∗
t−1 + ∗
−Lt 	ˆ+t−1 + +
)
+ Jt−1t et
]
,
[(

˜
∗
t −Kt 
ˆ
∗+
t−1LTt
−Lt 
ˆ∗+t−1KTt 
˜
+
t
)
− Jt−1t J Tt
])
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with
Jt =
(

˜
∗
t Q
T
t
CtP
T
t
)
, and Jt−1t J Tt =
(

˜
∗
t Q
T
t 
−1
t Qt 
˜
∗
t 
˜
∗
t Q
T
t 
−1
t PtCt
CtP
T
t 
−1
t Qt 
˜
∗
t CtP
T
t 
−1
t PtCt
)
.
This distribution is used to implement the ﬁrst update of theKalman ﬁlter, i.e. the parameters
of (A.3) are now set for a new cycle
(
	ˆ
∗
t
	ˆ
+
t
)
=
(
Kt 	ˆ
∗
t−1 + ∗ + 
˜
∗
t Q
T
t 
−1
t et
−Lt 	ˆ+t−1 + + + CtP Tt −1t et
)
and the covariance matrix
(

ˆ
∗
t 
ˆ
∗+
t

ˆ
∗+
t 
ˆ
+
t
)
is equal to
(

˜
∗
t − 
˜
∗
t Q
T
t 
−1
t Qt 
˜
∗
t −Kt 
ˆ
∗+
t−1LTt − 
˜
∗
t Q
T
t 
−1
t PtCt
−Lt 
ˆ∗+t−1KTt − CtP Tt −1t Qt 
˜
∗
t 
˜
+
t − CtP Tt −1t PtCt
)
.
To get the ﬁnal part, i.e. P(Xt |Yt ), we use the fact that the vector (Vt , Vt−1 |Yt )T follows
N
((
−Lt 	ˆ+t−1 + + + CtP Tt −1t et
	ˆ
+
t−1 + C˜tP Tt −1t et
)
,
[(

˜
+
t −Lt 
ˆ
+
t−1
−
ˆ+t−1LTt 
ˆ
+
t−1
)
− It−1t I Tt
])
with
It =
(
CtP
T
t
C˜tP
T
t
)
and It−1t I Tt =
(
CtP
T
t 
−1
t PtCt CtP
T
t 
−1
t Pt C˜t
C˜tP
T
t 
−1
t PtCt C˜tP
T
t 
−1
t Pt C˜t
)
.
Deﬁne 
t−1 = 
ˆ+t−1 − CtP Tt −1t PtCt , and Lt = Lt + + PTt −1t Pt C˜t (
+t−1)−1. The
covariance matrix of the vector (Vt , Vt−1 |Yt ) is then equal to(

ˆ
+
t −Lt
t−1
−
t−1LTt 
t−1
)
.
It follows from (14) that (St |Yt ) ∼ CSNl,l(	ˆ+t , 
ˆ
+
t , Dˆ
+
t , ˆ
+
t , ˆ
+
t ), with Dˆ
+
t = 
+t−1LTt
(
ˆ
+
t )
−1, ˆ+t = 	ˆ
+
t−1 − Dˆ+t 	ˆ
+
t , and ˆ
+
t = 
+t−1 − Dˆ+t 
ˆ
+
t (Dˆ
+
t )
T .We deduce that the state
vector has also a closed skew-normal distribution
(
Xt Yt
) =

Ut Yt
St

 ∼ CSNk+l,k+l (	ˆt , 
ˆt , Dˆt , ˆt , ˆt ), with 	ˆt =
(
	ˆ
∗
t
	ˆ
+
t
)
,
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ˆt =
(

ˆ
∗
t 0
0 
˜t
)
, Dˆt =
(
0 0
0 Dˆ+t
)
, ˆt =
(
0
ˆ+t
)
, and
ˆt =
(
I 0
0 ˆ
+
t
)
. 
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