Here, we briefly sketch the standard procedure which provides the linear stochastic differential equation associated with the non-linear one in the form given by Eq.(4) in the main text. For a complete treatment, the reader is referred to [1] .
I. LINEAR STOCHASTIC DIFFERENTIAL EQUATION
Here, we briefly sketch the standard procedure which provides the linear stochastic differential equation associated with the non-linear one in the form given by Eq.(4) in the main text. For a complete treatment, the reader is referred to [1] .
Hence, consider a non-linear stochastic differential equation as Eq.(4) in the main text. Recall that W t (x) denotes an ensemble of independent Wiener processes defined on a common probability space (Ω, F, P). Let B t (x) be the ensemble of processes given by
where r s (x) has been defined after Eq.(4) in the main text. Now, by means of the Girsanov theorem one can define a new probability Q on (Ω, F) such that B t (x) is an ensemble of Wiener processes under Q [1] . In addition, one can define a random vector |ψ t such that
where |ϕ t satisfies Eq.(4) of the main text, while |ψ t satisfies [1] 
This is the linear stochastic differential equation associated with the dissipative CSL model.
II. HERMITIAN AND ANTI-HERMITIAN COUPLING OF THE NOISE FIELD
In this section, we show that the introduction of dissipation within the CSL model leads to an hermitian contribution to the coupling of the collapse noise with quantum matter, in addition to a contribution in the usual (for collapse models) anti-hermitian form [2, 3] .
It is here convenient to use the Stratonovich formalism [4, 5] and to consider the decomposition ofL(y) into its hermitian and anti-hermitian part,L(y) =L (a) (y) + iL (b) (y), withL (a) (y) andL (b) (y) self-adjoint operators. Thus, the non-linear stochastic equation given by Eq.(4) in the main text leads to
where w(x, t) is the white-noise field, which can be formally written as w(x, t) = dW t (x)/dt and satisfies the relations
E being the stochastic average under the reference probability P. Moreover, R is an hermitian contribution coming from the passage to the Stratonovich formalism and reads
On the other hand, S includes the non-linear contributions preserving the norm of the state vector and is given by
where A t ≡ ϕ t |Â|ϕ t ; compare with Eq.(7.43) in [5] . Equation (4) describes the coupling between the classical field w(x, t) and quantum matter. Now, sinceL(y) is not a self-adjoint operator such a coupling has an hermitian, as well as an anti-hermitian contribution. Note that in the original CSL model the collapse noise is coupled with matter only via an anti-hermitian term [3] . To be explicit, Eq.(6) of the main text implieŝ
and thusL
Of course,L (b) (y) = 0 for k j = 0.
III. A DIFFERENT CHOICE OF THE COLLAPSE OPERATORSL(y)
In this section, we discuss an alternative and physically motivated choice for the operatorsL(y), which differs from that made in Eq.(5) (or, equivalently, in Eq. (6)) of the main text. We will see how this different choice does not affect significantly the features of the relaxation dynamics we are interested in. We also argue that in both cases the system's state equilibrates to the stationary solution in the Gibbs form.
Let us consider the following operators:
where Q denotes the modulus of Q. Indeed, such operators still reduce to those of the original CSL model [6] in the limit k j → 0, i.e. v η → ∞. The difference with respect to the operators in Eq.(6) of the main text is that now the action of the noise no longer damps the momentum of the system in an isotropic way, but it tends to suppress the momentum of a particle in the state |P mainly in the direction P/P . A significant motivation for collapse operators as in Eq.(11) would be their correspondence with the operators used to describe the collisional decoherence in the presence of dissipation. In particular, let us consider for simplicity the one-particle case. Then, the stochastic differential equation (4) of the main text, along with the operators in Eq.(11), provides us with a master equation for the average one-particle stateρ (1) given by Eq. (19) of the main text, where L(Q,P) is now
This master equation is the same as that describing the collisional dynamics of a test particle interacting with a low-density gas in the weak coupling regime [7] , once we make a proper identification of the coefficients in the two models; see [8, 9] for more details.
By Eqs.(19) of the main text and (12), we directly have that the mean kinetic energy of the system evolves according to
which involves the forth order momentum of the momentum operator and hence does not yield a closed equation for the mean kinetic energy. However, at first order in k this equation is exactly the same as Eq.(21) of the main text, so that one recovers an exponential relaxation to a finite asymptotic energy which corresponds to the noise temperature in Eq.(8) of the main text. Importantly, this expression of the noise temperature can be also proved exactly, by studying the relaxation to the equilibrium of the system's state. By direct substitution, one can easily see that the canonical Gibbs distribution
is a stationary solution of Eq.(19) of the main text, with L(Q,P) as in Eq.(12), if β = 1/(k B T ) is the inverse temperature corresponding to Eq.(8) of the main text. Relying on the theorems by Spohn [10] , we conclude that this stationary solution is unique and, for any initial condition, the stateρ (1) (t) converges to it. Hence, the temperature in Eq.(8) of the main text is the temperature toward which the system thermalizes and is thus identified as the noise temperature. The theorems by Spohn apply when the set of Lindblad operators V = {L j } j=1...n of a given Lindblad generator are such that only the multiples of the identity commute with all the elements of V and that if L j is contained in V , then also L † j is so. Indeed, these two conditions are satisfied by set of the Lindblad operators in Eq.(12). To be precise, the theorems by Sphon hold in the finite dimensional case, so that, to put the above discussion on a firm mathematical ground, one should confine the whole system in a finite volume (which would also allow to take (P) as a proper quantum state) and include a cut-off on the momenta. In addition, once the uniqueness of the stationary state is guaranteed, the convergence to it for any initial condition can be alternatively proved by exploiting the contractivity of the relative entropy under completely positive and trace preserving maps [11] .
The same results can be applied to our dissipative CSL model, i.e., if L(Q,P) is given by Eq.(20) of the main text. Beside providing a further proof of the Eq.(8) of the main text, this shows that our model predicts a convergence of the average one-particle state of the system to the stationary solution in the canonical form.
IV. LOCALIZATION OF THE CENTER OF MASS OF THE MACROSCOPIC SYSTEMS
Here, we provide more details about the estimate of the influence of dissipation on the localization of a macroscopic wavefunction, and we show that Eq.(3) of the main text still satisfactorily describes the amplification mechanism.
Let us consider the action of the operatorL (CM) (y), see Eq.(9) of the main text on a generic state |ϕ (CM) of the center of mass, such that x|ϕ (CM) = ϕ(x) and P|ϕ (CM) =φ(P). One gets the (non-normalized) wave function
where F r (Q) has been defined as
Now, we use the continuum limit, so that
D(z) being the density of particles, and we obtain
Since
Under the assumption that one can neglect the changes of the macroscopic density D(y) on the length-scale fixed by r C (1 + k) , it is clear that the exponential in Eq.(17) varies as a function of z much faster than the other terms within the integral. By replacing z i with z i + r C (1 + k) in the argument of the wave function ϕ, one obtains a shift of the order of 10 −36 m, for a macroscopic particle made up of 10 23 nucleons and a noise temperature of the order of 1K. Hence, we can make the substitution
in Eq.(17), thus getting
The Lindblad master equation for the state of the center of mass is given by 
The same expression was obtained for the original CSL model in [6] , under the so-called sharp-scanning approximation.
In particular, if we consider a rigid body with constant density D, we get [6] Λ(x , x ) = γDn out ,
with n out the number of particles of the body when its center of mass is in the position x that are outside the volume occupied by the body when its center of mass is in x . Indeed, if n out is equal to the total number of particles (i.e. there is no overlap between the volumes occupied by the macroscopic rigid body when its center of mass is in, respectively, x and x ), one recovers Eq.(3) of the main text, up to an irrelevant constant factor (4π) 3/2 .
