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a b s t r a c t
A dynamical system describing the circadian fluctuation of a protein (FRQ) in Neurospora
cells is investigated from the bifurcation point of view. The possible phase portraits
and local bifurcations are studied. The saddle–node and Hopf-bifurcation curves are
determined in the plane of two parameters using the parametric representation method.
Thenumber and the stability of the stationary points are determined. Using centermanifold
approximation we determine the Bautin-bifurcation point numerically.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Biological rhythms are essential characteristics of living systems.Many organisms exhibit daily rhythms, drivennot solely
by the 24 h cycle of light and darkness. These circadian oscillations persist under constant conditions (i.e. constant light
and temperature). Basic molecular mechanisms of these endogenous rhythms have been found in [1]. Numerous models
were studied numerically [2,6] and some detailed analyses are also known [5]. The purpose of the present article is to
investigate a model of Neurospora circadian clock from the bifurcation point of view. To study this model we use the
parametric representation method (PRM) which is useful if the parameter dependence of the system is simpler than the
dependence on the state variables. Hence in Section 2we summarize the PRMandwe refer for the details to [8,9]. In Section 3
we introduce the circadian rhythm model of Neurospora biologically studied in [2]. In Section 4 we divide the parameter
plane into regions, where the number of stationary points is constant, that is we give the saddle–node bifurcation curve.
In Section 5 we determine the regions, where the stabilities of the stationary points are the same, that is we give the H-
curve. In Section 6 we calculate the Lyapunov coefficient [7], hence we can determine that the Andronov–Hopf bifurcation
is subcritical or supercritical. In Section 7 we determine the Bautin-bifurcation point (where the Lyapunov coefficient is
zero) numerically.
2. Parametric representation method
In this section we summarize the main theorems of PRM. These theorems are stated and proved in a more general form
in [8].
Let us consider the equation
X˙(t) = H(X(t), u), (1)
where H : Rn × Rk → Rn is a differentiable function, X ∈ Rn is the vector of state variables and u ∈ Rk is the vector of
parameters.
Let us suppose that the system of equationsH(X, u) = 0 giving the stationary points can be reduced to a single equation
and two control parameters, u1 and u2 involved linearly in the right-hand side of the reduced equation. Now we can write
the reduced equation into the form
h(x, u1, u2) = h0(x)+ h1(x)u1 + h2(x)u2 = 0. (2)
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The implicit function theorem states, that the number of solutions of Eq. (2) can change if h(x, u1, u2) = 0 and h′(x, u1, u2) =
0, where prime denotes differentiation with respect to x.
We introduce the singularity (or saddle–node bifurcation) set S
S = {(u1, u2) ∈ R2 : exists x ∈ R, h(x, u1, u2) = h′(x, u1, u2) = 0},
which can be given by the PRM as a curve parameterized by x. Hence S can be easily constructed and the solutions belonging
to a given parameter pair can be determined by a simple geometric algorithm.
Let us solve equations h(x, u1, u2) = 0 and h′(x, u1, u2) = 0 for (u1, u2). This solution is the parametric form of the D-
curve. Using this curve we can determine the number and the value of the solutions x of (2), because the following lemmas
hold [8].
Lemma 1 (Tangential Property). The number x ∈ R is a solution of Eq. (2) for the parameter values u1 and u2 if and only if a
tangent line can be drawn from the point (u1, u2) to the D-curve at the point D(x).
Lemma 2 (Convexity Property). The D-curve consists of convex arcs that join with a common tangent or asymptote. The convexity
of the separate arcs means that they lie on one side of the tangent line belonging to any point of the arc.
The D-curve can be plotted in the plane of (u1, u2). Let (u?1, u
?
2) be a parameter pair that is moved in the parameter plane. If
(u?1, u
?
2) crosses the D-curve, the number of stationary points of (2) changes by two.
Lemma 3. Let J be the Jacobian of X˙(t) = H(X(t), u), where H : R3 × Rk → R3 is a differentiable function, X ∈ R3 is the
vector of state variables and u ∈ Rk is the vector of parameters. Det J and Tr J denote the trace and the determinant of J , and
J11, J22, J33 are the corresponding minors of J . We introduce a new notation
g = Tr J(J11 + J22 + J33)− Det J. (3)
If J has two pure imaginary eigenvalues, then g = 0.
Proof. Let P(·) denote the characteristic polynomial of J . It is well known, that
P(λ) = −λ3 + Tr Jλ2 − (J11 + J22 + J33)λ+ Det J. (4)
Let us suppose, that the Jacobian has two pure imaginary eigenvalues. Let the eigenvalues of J be %i,−%i and a, where
%, a ∈ R.
Hence P(·) can be written as follows:
P(λ) = −(λ− %i)(λ+ %i)(λ− a) = −λ3 + aλ2 − %2λ+ a%2. (5)
Equating the coefficients in (4) and (5) it can be seen, that a = Tr J, %2 = J11 + J22 + J33 and a%2 = Det J . It is easy to see,
that Tr J(J11 + J22 + J33) = Det J . 
Noticing that %2 ≥ 0 it can be seen, that g = 0 and sgn Det J = sgn Tr J imply that the Jacobian has two pure imaginary
eigenvalues hence there is a Hopf-bifurcation point. However, if g = 0 and sgn Det J 6= sgn Tr J , then the Jacobian has only
real eigenvalues, thus there is no Hopf bifurcation.
Using Lemma 3we can investigate the stability of the stationary points by g . We define the H-curve by Eq. (2) and g = 0.
TheH-curve can be plotted in the plane of (u1, u2). Let (u?1, u
?
2) be a parameter pair moved in the parameter plane. If (u
?
1, u
?
2)
crosses the H-curve, the stability of one of the stationary points of (2) changes.
3. Neurospora circadian rhythmmodel
Nowwe introduce a set of ordinary differential equations describing the circadian rhythm of Neurospora. This model was
numerically studied in [2].
The system is as follows
M˙ = νs K
n
I
K nI + F nN
− νm MKm +M (6)
F˙C = ksM − νd FCKd + FC − k1FC + k2FN (7)
F˙N = k1FC − k2FN . (8)
The variable M denotes the concentration of the frq mRNA, which encodes the protein FRQ. The variable FC denotes the
concentration of protein FRQ in the cytosol. The model is based on a negative feedback loop: FRQ can get to the nucleus
where it inhibits the transcription of frq gene. The variable FN denotes the concentration of protein FRQ in the nucleus. All
variables are definedwith respect to the total cell volume. The parameters νm, νs, ks, k1, k2, Km, KI and n are constants.We use
the parametric representation method [8], hence two appropriate parameters, Kd and νd will be used as control parameters,
the other parameters are fixed.
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4. Saddle–node bifurcation curve
Let us determine the stationary points of the system. From (8)
FN = FC · k1/k2. (9)
To simplify further calculations we introduce some new notations C1, C2, C3:
C1 = K nI Kmkn2ksνs, C2 = K nI kn2(νm − νs), C3 = νmkn1. (10)
Using (9) we have ksM in terms of FC from (6)
ksM = C1C2 + C3F nC
. (11)
Finally using (9), (10) and substituting (11) into (7) we get:
− C1Kd + νd(C2FC + C3F n+1C )− C1FC = 0. (12)
This equation corresponds to (2) in the general context with x = FC , u1 = Kd, u2 = νd, h1(x) = −C1, h2(x) = C2FC + C3F n+1C
and h0(x) = −C1FC .
The solution of (12) gives the FC coordinate of the stationary point. If it is known, we can determine all of the coordinates
of a stationary point using (9) and (11).
As we have seen in Section 2, the number of stationary points can change, if the derivative of (12) is also zero.
Differentiating Eq. (12) with respect to FC we have:
νd
(
C2 + C3(n+ 1)F nC
)− C1 = 0. (13)
Eqs. (12) and (13) determine the singularity set S
S = {(Kd, νd) ∈ R2 : exists FC ≥ 0 solution of (12) and (13)}.
Here we assume that FC ≥ 0 because of biological reasons. The singularity set can be parameterized by FC , that is we can
solve (12) and (13) for Kd and νd.
Kd = −C3nF
n+1
C
C2 + C3F nC (n+ 1)
, νd = C1C2 + C3F nC (n+ 1)
. (14)
This solution is the parametric form of the singularity set, the D-curve.
Now we investigate the qualitative shape of the D-curve.
Using (10) and (14) both statements in Lemma 4 can be verified easily:
Lemma 4. • If FC = 0 then Kd = 0 and sgnνd = sgn(νm − νs);• limFC→∞ νd = 0; and limFC→∞ Kd = −∞.
Let us denote the denominator in (14) with N . The following statements can be verified easily observing that N =
K nI k
n
2(νm − νs)+ νmkn1(n+ 1)F nC .
Lemma 5. (1) If νm − νs > 0 then N is positive for all FC ≥ 0.
(2) If νm − νs < 0 then N has a root when FC = n
√
−C2
C3(n+1) .
Corollary 6. If νm − νs > 0, then the D-curve lies in quadrant II, that is Kd < 0, νd > 0 for all FC > 0.
Corollary 7. If νm − νs < 0 then the D-curve consists of two branches. The branch corresponding to
• FC < n
√
−C2
C3(n+1) lies in quadrant IV,
• FC > n
√
−C2
C3(n+1) lies in quadrant II.
Theorem 8. System (6)–(8) has one stationary point for all positive values of the parameters.
Proof. Eq. (12) can be written in the form as follows
F n+1C + bFC + c = 0. (15)
Let us determine the D-curve corresponding to Eq. (15). (Now the control parameters are b and c.)
Differentiating (15), we have (n+ 1)F nC + b = 0. Hence b = −(n+ 1)F nC . Substituting it into (15) we have c = nF n+1C . We
plotted functions b : FC 7→ −(n+ 1)F nC and c : FC 7→ nF n+1C and the corresponding D-curve in Fig. 1 for the Hill coefficient
n = 4. If n is a positive integer, the graphs of functions b and c are similar, and the D-curve is qualitatively the same as
in Fig. 1. Using the tangential property (Lemma 1) and the convexity property (Lemma 2) Fig. 1 shows, that (15) has one
positive root if c < 0, which is obvious since c = −C1Kd in (12). 
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Fig. 1. b = −5F 4C , c = 4F 5C and the D-curve for FC > 0.
Fig. 2. D-curve for νm = 0.505 as in [2], and for νm = 2.505.
Weplotted theD-curve numerically for different values of parameters νm, νs (see Fig. 2). The other parameters were fixed
at the values given in [2] as follows:
νm = 0.505; νs = 1.6; ks = k1 = Km = 0.5; k2 = 0.6; KI = 1; n = 4. (16)
As we stated in Corollaries 6 and 7 changing the values of νm and νs can cause qualitative changes in the shape of the D-
curve. Our numerical investigation shows, that the other parameters do not affect the qualitative properties of the D-curve.
Since Kd, νd are positive constants in system (6)–(8), the biologically relevant set of (Kd, νd) pairs is the positive quadrant.
Theorem 8 shows that the positive quadrant is a real subset of the region, where the system has one stationary point (as can
be seen in Fig. 2).
5. H-curve
We have seen that system (6)–(8) has a unique positive stationary point. Now we investigate its stability.
The Jacobian of system (6)–(8) takes the form
J =
(−µ 0 −τ
ks −k1 − δ k2
0 k1 −k2
)
,
where
µ = νmKm
(Km +M)2 , τ =
K nI nνsF
n−1
N
(K nI + F nN)2
, δ = νdKd
(Kd + FC )2 .
The stability of the stationary points can be determined by g (see (3)). We define the H-curve parameterized by FC in the
(Kd, νd) parameter plane by Eq. (12) and g = 0. That is, the parametric form of the H-curve is H1(FC ) = Kd, H2(FC ) = νd
where Kd and νd are determined by the system
−C1Kd + νd(C2FC + C3F n+1C )− C1FC = 0
Tr J(J11 + J22 + J33)− Det J = 0. (17)
Our goal is to express Kd and νd in terms of FC from this system. Using (9) and (11), M and FN , and hence µ, δ, τ can be
expressed in terms of FC .
Straightforward calculation shows, that g = aδ2+bδ+ c,where a = −(µ+k2), b = −(µ2+2µ(k1+k2)+k2(k1+k2))
and c = −(µ2(k1 + k2)+ µ(k1 + k2)2 − τk1k2).
Hence (17) can be solved for δ, the solutions are δ1, δ2. We express νd from (12) and substitute it into the equation
νdKd · (Kd + FC )−2 = δi, (i = 1, 2). This can be written in the form
0 =
(
δiFC − C1C2 + C3F nC
)
K 2d +
(
2δiF 2C −
C1FC
C2 + C3F nC
)
Kd + δiF 3C ,
and then can be solved for Kd. Finally νd can be found using (12).
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Fig. 3. The H-curve for νm = 2.05, and for νm = 0.505.
Fig. 4. Trajectories for (Kd, νd) = (0.03, 1.4) in region E1 and for (Kd, νd) = (3, 7) in region E2 .
In Fig. 3we plotted theH-curve for νm = 2.05 and FC ∈ (0; 1.5) on the left. The other parameters were fixed at the values
given in (16). Our numerical investigation shows that there is no branch of the H-curve lying in the positive quadrant. On
the right of Fig. 3 we plotted the branch of the H-curve lying in the positive quadrant for νm = 0.505 numerically. The other
parameters were fixed at the values given in (16). In Fig. 4 it is shown how the H-curve divides the (Kd, νd) parameter plane
into regions, where the stability of a stationary point is not changed. Trajectories plotted with Mathematica are shown in
the (M, FC , FN) phase space. If (Kd, νd) is in region E2 then the real part of the eigenvalues of the Jacobian is negative, hence
there is one stable stationary point. Crossing the H-curve, the stability of the stationary point changes. If (Kd, νd) is in E1
there is an unstable stationary point and a stable limit cycle. This supports the result of Gonze et al. In [2] a stable limit cycle
was numerically found for (Kd, νd) = (0.13, 1.4)which point is in region E1 (Figs. 3 and 4).
6. Andronov–Hopf bifurcation
In this section we show how to calculate the Lyapunov coefficient σ in a three variable model.
If the Lyapunov coefficient σ is positive then the Andronov–Hopf bifurcation is subcritical, if σ is negative the bifurcation
is supercritical.
In [3] it is shown that in the two variable system(
x˙
y˙
)
=
(
0 −ω
ω 0
)(
x
y
)
+
(
F(x, y)
G(x, y)
)
(18)
with F(0) = G(0) = 0 and DF(0) = DG(0) = 0, the normal form calculation yields
σ = 1
16
[Fxxx + Fxxy + Gxxy + Gyyy] + 116ω [Fxy(Fxx + Fyy)− Gxy(Gxx + Gyy)− FxxGxx + FyyGyy], (19)
where subscripts denote partial derivatives, e.g. Fxy denotes (∂2F/∂x∂y)(0, 0).
Let us consider the system
X˙(t) = f (X(t)), (20)
where X(t) ∈ R3 and J is the Jacobian of f .
Let (xs, ys, zs) be the stationary point of system (20). To determine σ , first we translate this stationary point into the
origin with the transformation
x¯ = x− xs, y¯ = y− ys, z¯ = z − zs. (21)
In Section 5 we have shown, that the stability of the stationary points can be determined using (17).
Let g = 0 and sgn Det J = sgn Tr J , hence the Jacobian at the origin has one real eigenvalue (λ1), and two pure imaginary
eigenvalues (λ2, λ3), λ2 = λ¯3, hence λ2 + λ3 = 0.
Let the eigenvectors of the Jacobian be v1, v2, v3, and T = (v1, v2, v3)T, where (·)T denotes the transpose of a matrix.
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Now we introduce the new variable U = T−1X . Hence system (20) is transformed to a diagonal one:
U˙ = T−1JTU + a(U), (22)
where T−1JT =
(
λ1 0 0
0 λ2 0
0 0 λ3
)
, U =
(
u
v
w
)
, a(U) = T−1f (TU)− T−1JTU .
System (22) has a two dimensional center manifold at the origin corresponding to λ2, λ3, since these eigenvalues have
zero real part.
We will approximate the center manifoldW c of system (22) with
u = q(v,w) = αv2 + βvw + γw2. (23)
Remark 9. Since our aim is to determine whether the Hopf bifurcation is supercritical or subcritical, its enough to
approximate uwith second order terms, [3] as we will see below.
Differentiating (23) with respect to t , we have
u˙ = (2αv + βw)v˙ + (βv + 2γw)w˙. (24)
Let us write (22) into the form
u˙ = λ1u+ a1(u, v, w) (25)
v˙ = λ2v + a2(u, v, w) (26)
w˙ = λ3w + a3(u, v, w) (27)
where
a1 = c1w2 + c2vw + c3v2 + c4u2 + c5uv + c6uw + O(u3, v3, w3). (28)
Let us observe, that if we substitute (23) into (28) the terms c4u2, c5uv, c6uw will not contain v2, wv,w2. (That is why we
did not consider higher order terms in (23).) Hence at the second order a1 = c1w2 + c2vw + c3w2.
Substituting (25)–(27) into (24), we get
λ1u+ a1(u, v, w) = (2αv + βw)(λ2v + a2(u, v, w))+ (2γw + βv)(λ3w + a3(u, v, w)). (29)
Let us notice that neither (2αv+βw)a2(u, v, w), nor (2γw+βv)a3(u, v, w) contains v2, wv,w2, because a is the nonlinear
part of f .
Now we use (23) and write (29) into the form
λ1(αv
2 + βvw + γw2)+ c1w2 + c2vw + c3v2 = 2αλ2v2 + 2γ λ3w2. (30)
Equating the coefficients of v2, we have αλ1 + c3 = 2αλ2, hence
α = c3
2λ2 − λ1 .
The value of β and γ can be calculated similarly. Hence we have proved the following statement:
Lemma 10. In (23) we have
α = c3
2λ2 − λ1 , β =
c2
−λ1 , γ =
c1
2λ3 − λ1 .
Introducing a¯(v,w) = a(q(v,w), v,w)we can approximate system (22) in the center manifold.(
v˙
w˙
)
=
(
λ2 0
0 λ3
)
·
(
v
w
)
+
(
a¯2(v,w)
a¯3(v,w)
)
. (31)
Let
v = ξ − i · η, w = ξ + i · η. (32)
The system for ξ, η takes the form(
ξ˙
η˙
)
=
(
0 −ω
ω 0
)
·
(
ξ
η
)
+
(
F(ξ , η)
G(ξ , η)
)
(33)
where ω = (λ2 − λ3)i/2.
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Proposition 11. For F ,G in (33) we have
F(ξ , η) = 1
2
(a¯2(ξ − i · η, ξ + i · η)+ a¯3(ξ − i · η, ξ + i · η)) (34)
G(ξ , η) = 1
2i
(a¯3(ξ − i · η, ξ + i · η)− a¯2(ξ − i · η, ξ + i · η)). (35)
Proof. For brevity we show (34) and use the notation a¯i = a¯i(ξ − i · η, ξ + i · η), i = 2, 3. Eq. (32) yields
ξ = 1
2
(v + w), η = 1
2i
(w − v).
Using λ2 + λ3 = 0 and introducing ω = (λ2 − λ3)i/2
ξ˙ = 1
2
(v˙ + w˙) = 1
2
(λ2(ξ − i · η)+ a¯2 + λ3(ξ + i · η)+ a¯3)
= 1
2
((λ2 + λ3)ξ + i · η(λ3 − λ2))+ a¯2 + a¯3 = −ωη + 12 (a¯2 + a¯3). (36)
Eq. (35) can be obtained similarly. 
The value of σ can be calculated using F , G, ω and (19). The part of the H-curve where the Lyapunov coefficient
σ is positive is separated by a point from that part, where σ is negative. At this point the Jacobian has two purely
imaginary eigenvalues and the Lyapunov coefficient σ is zero. This point is called Bautin-bifurcation point or generalized
Andronov–Hopf-bifurcation point.
7. Bautin-bifurcation point
In this section we apply the method showed in Section 6 for the (6)–(8) model and we calculate the value of σ . Finally
we determine the bifurcation value FˇC where σ = 0, i.e. we calculate the Bautin-bifurcation point.
Let us consider system (6)–(8). With X = (M, FC , FN)T, system (6)–(8) takes the form of (20). As we stated in Theorem 8
the system has one stationary point, with coordinates (xs, ys, zs).
First we translate this stationary point into the origin with transformation (21), that is we introduce the new variables
M¯, F¯C , F¯N : M¯ = M − xs, F¯C = FC − ys, F¯N = FN − zs. Dropping the bars we get:
M˙ = νs K
n
I
K nI + (FN + zs)n
− νm M + xsKm +M + xs (37)
F˙C = ks(M + xs)− νd FC + ysKd + FC + ys − k1(FC + ys)+ k2(FN + zs) (38)
F˙N = k1(FC + ys)− k2(FN + zs). (39)
The J Jacobian of system (37)–(39) takes the form of (15), with
µ = νmKm
(Km +M + xs)2 , τ =
K nI nνs(FN + zs)n−1
(K nI + (FN + zs)n)2
, δ = νdKd
(Kd + FC + ys)2 .
Hence we can determine the eigenvalues and eigenvectors of J(0, 0, 0), and the matrix T . To calculate T , we used
Mathematica. Introducing new variables (u, v, w) where (M, FC , FN)T = T · (u, v, w)T we can transform the system into
a diagonal form, and approximate the center manifold with (23). Now we have the system transformed into the form (18).
We determined the H-curve with the PRM, hence (Kd, νd) are parameterized by FC , thus using the method above σ can
be determined for any FC , i.e. for any (Kd, νd) from (19) using (34) and (35). For example FC = 1.25 yields Kd ≈ 0.149, νd ≈
5.435 and σ ≈ −0.002, hence in the point (0.149, 5.435) supercritical Hopf bifurcation occurs.
FC = 1.28 yields (Kd, νd) ≈ (0.415, 2.655) and σ ≈ 0.019, hence there is a subcritical Hopf bifurcation in the point
(0.415, 2.655). Our numerical investigation shows, that for FˇC ≈ 1.252 there is a Bautin-bifurcation point, i.e. σ = 0 (see
Fig. 5).
In Section 5 we have seen that the number of limit cycles can change crossing theH-curve. The number of periodic orbits
can change as well when a stable and an unstable periodic orbit coalesce and disappear, i.e. by the fold bifurcation of cycles.
The FLD-curve consists of points, where a fold bifurcation of periodic orbits occurs. From the Bautin-bifurcation point an
FLD-curve starts as is stated by the general theory [4]. In Fig. 4 we have seen that in region E2 there is one stable stationary
point and there is no limit cycle. In Fig. 5 it is shown that if we cross the H-curve, where the Lyapunov coefficient σ < 0
then in region E1 a stable limit cycle appears and the stationary point becomes unstable. If we cross now the H-curve again
where σ > 0 an unstable limit cycle appears. There is a stable and an unstable limit cycle. Now we cross the FLD-curve,
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Fig. 5. Schematic figure with the H-curve, FLD-curve, the Bautin-bifurcation point B and the phase portraits.+and−denote the sign of σ . The value of FC
increases in the direction of the arrow. Stable limit cycles are drawn with solid lines, unstable limit cycles are drawn with broken lines.
where two limit cycles coalesce and disappear and we get back to region E2 where there is one stationary point as we stated
before.
In this work we determined the saddle–node and Hopf-bifurcation curves and using the center manifold approximation
we found the Bautin bifurcation point as well. Our work is a verification of the numerical results in [2], the work of Gonze
et al. Hence we determined the region in the (Kd, νd) parameter plane, where a stable limit cycle exists.
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