Students have difficulty solving arithmetic word problems containing a relational term that is inconsistent with the required arithmetic operation (e.g., containing the term less, yet requiring addition) rather than consistent. To investigate this consistency effect, students' eye fixations were recorded as they read arithmetic word problems on a computer monitor and stated a solution plan for each problem. As predicted, low-accuracy students made more reversal errors on inconsistent than consistent problems, students took more time for inconsistent than consistent problems, this additional time was localized in the integration/planning stages of problem solving rather than in the initial reading of the problem, these response-time patterns were obtained for high-accuracy but not for low-accuracy students, and high-accuracy students required more rereadings of previously fixated words for inconsistent than for consistent problems.
Arithmetic word problems, such as those presented in Table  1 , can be viewed as assays of students' problem-solving skills in elementary mathematics. Unfortunately, students perform particularly poorly on arithmetic word problems even when they perform well on corresponding arithmetic computation (Cummins, Kintsch, Reusser, & Weimer, 1988; Dossey, Mullis, Linquist, & Chambers, 1988; Robitaille & Garden, 1989) , suggesting that problem comprehension is a source of students' difficulties. In this study we attempted to identify the locus of these comprehension difficulties more precisely by monitoring students' eye fixations as they read and prepared to solve arithmetic word problems.
Problems such as those in Table 1 have been called compare problems because they contain a relational statement comparing the values of two variables (such as "Gas at Chevron is 5 cents more per gallon than gas at ARCO"). Students have more difficulty with compare problems than with other types of word problems (Mayer, 1982; Morales, Shute, & Pellegrino, 1985; Riley & Greeno, 1988; Riley, Greeno, & Heller, 1983) . In particular, students have difficulty solving compare problems in which the relational term in the problem is inconsistent with the required arithmetic operation (e.g., the relational term is less, and the required operation is addition) than when the relational term is consistent with the required operation (Lewis, 1989; Lewis & Mayer, 1987) . We refer to this finding as the consistency effect.
Whereas previous research on the consistency effect has focused on analyses of students' problem-solving errors, in this study we also monitored students' solution times and their eye fixations as they read and planned solutions to problems. The solution-time analysis allowed us to assess whether inconsistent problems require more processing for students. The eye-fixation analysis allowed us to identify This research was supported by a grant from the Academic Senate of the University of California, Santa Barbara.
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Consistency Effect
Students' errors in solving inconsistent compare problems can be traced to difficulties in representing relational statements (Lewis & Mayer, 1987; Mayer, 1982) . Understanding a relational statement involves converting a declarative statement about the relative values of two variables to a mathematical function in which a value of one variable is derived by applying an operator to the other variable. The translation of a relational statement into a solution plan is particularly difficult in inconsistent problems, such as the inconsistent/ marked 1 problem in Table 1 . To solve this problem, a student must translate the relation in the second sentence into the following equation: (cost of gas per gallon at Chevron) = (cost of gas per gallon at ARCO) + $0.05.
There are several reasons why this translation might be more difficult for inconsistent than for consistent problems, such as those shown in Table 1 . First, the relational term is inconsistent with the operation to be performed in inconsistent problems (e.g., the relation less primes the subtraction operation, whereas the correct operation is addition). Second, subjects have an expectation for the unknown term in the relational statement to be the grammatical subject of the sentence (Lewis & Mayer, 1987) , but in inconsistent problems it is the grammatical object of the sentence (see Huttenlocher & Strauss, 1968, and Clark, 1969 , for a similar result with logic problems). Third, in inconsistent problems, the relational statement involves a pronominal reference to the subject of the first sentence, necessitating the search for the referent of the pronoun (Carpenter & Just, 1977; Corbett & Chang, 1983; Ehrlich & Rayner, 1983) . At ARCO gas sells for $ 1.13 per gallon. Gas at Chevron is 5 cents more per gallon than gas at ARCO. If you want to buy 5 gallons of gas, how much will you pay at Chevron?
At ARCO gas sells for $ 1.13 per gallon. Gas at Chevron is 5 cents less per gallon than gas at ARCO. If you want to buy 5 gallons of gas, how much will you pay at Chevron? At ARCO gas sells for $ 1.13 per gallon. This is 5 cents more per gallon than gas at Chevron. If you want to buy 5 gallons of gas, how much will you pay at Chevron?
At ARCO gas sells for $ 1.13 per gallon. This is 5 cents less per gallon than gas at Chevron. If you want to buy 5 gallons of gas, how much will you pay at Chevron?
The most common type of error observed in students' solutions of inconsistent problems is substituting the wrong operation into the solution equation (i.e., using the operation that is primed by the relational term in the problem). To account for these errors, which we call reversal errors, Lewis and Mayer (1987) proposed a model in which (a) the problem solver expects the grammatical subject of the relational sentence to be the unknown, (b) extra processing in building a mental representation is required when this expectation is violated, and (c) this extra processing increases the probability of error because of working memory demands. A potentially more detailed account of this extra processing is the following: Successful students build a problem model, which represents the situation described in the problem (Greeno, 1989; Kintsch & Greeno, 1985; Paige & Simon, 1966) . Consistent with this account, Lewis (1989) found that training less successful students to first construct a qualitative representation of the relations in the problem greatly reduced their errors on inconsistent problems.
In this study, we examine the hypothesis that construction of an accurate problem model during reading of the problem statement requires more processing for inconsistent problems than for consistent problems. Furthermore, we examine the hypothesis that only successful problem solvers will be sensitive to the inconsistency in problem statements and thus perform this extra processing as they read.
Phases of Problem Solving
Mayer and his colleagues (Mayer, 1985; Mayer, Larkin, & Kadane, 1984) have identified four phases in mathematical problem solving: problem translation, problem integration, solution planning, and solution execution. During the translation phase, the problem solver constructs an individual mental representation for each sentence of the problem. During the integration phase, the problem solver integrates the information across sentences. During the planning phase, the problem solver develops a plan for solving the problem. Finally, during the execution phase, the problem solver carries out the computations called for in the plan.
During which of these problem-solving phases does a student construct a problem model? Previous analyses of students' errors suggest that the locus of difficulty in inconsistent problems is not the execution phase. Lewis and Mayer (1987) and Lewis (1989) found that students make errors in solving inconsistent problems because they misunderstand the problem and develop an incorrect solution plan, not because they make computational errors in carrying out this plan. In this study, we investigate whether the difficulty occurs during the translation phase or during the later integration and planning stages.
Extensions of the Consistency Model
We attempted to extend previous findings on the consistency effect in three ways. The first goal of this study was to determine whether the consistency effect would be replicated in a problem-solving situation in which the task was to state a solution plan for a problem, rather than to work out the solution to the problem. This task requires all problem-solving phases except execution. We predicted an effect of consistency in which subjects would produce more errors in planning the solution of inconsistent than consistent problems.
The second goal of the study was to determine whether consistency has an effect on the solution times of students who are accurate in planning solutions. The consistency model (Lewis & Mayer, 1987) predicts such an effect because understanding the relational statement in an inconsistent problem requires more processing than in a consistent problem, thereby requiring more time. We predicted an effect of consistency on solution times, paralleling that obtained for error rates, because we believe that the additional processing involved in comprehending inconsistent problems occurs before the final execution phase.
The effect of consistency on solution time has been studied previously by De Corte, Pauwels (1989a, 1989b; Verschaffel, De Corte, & Pauwels, 1992) . They found a consistency effect for children but not for adults when they presented one-step compare problems in which the dependent variable was overall time to state the needed arithmetic operation. The failure to obtain a consistency effect for adults may have been due to a ceiling effect in the use of relatively easy problems (i.e., one-step compare problems). Thus, in the present study, we examine whether there is an effect of consistency on response time with the use of more cognitively demanding (i.e., two-step) problems.
A related issue concerns whether subjects who are inaccurate in solving word problems show the same response-time pattern as subjects who are accurate. If the low-accuracy subjects lack a metacognitive sensitivity to the linguistic structure of word problems, they should not take more time for inconsistent problems than for consistent problems.
The third goal of this study was to determine whether the additional processing for inconsistent problems occurs during the initial reading of the problem (the translation phase) or during later phases (integration and planning). We expected this analysis to provide important new information about the time course of comprehension of arithmetic word problems (i.e., whether problem solvers start to construct the solution plan as soon as they read the problem or whether the solution plan is constructed at some later stage in the problem-solving process). If the solution plan is constructed immediately, then inconsistency between a relational statement and its operation should affect the time taken to initially read the problem. If the solution plan is constructed after the initial reading, then initial reading time should be equivalent for consistent and inconsistent problems.
This second possibility is supported by De Corte et al.'s (1989b) and Verschaffel et al.'s (1992) findings with children that the consistency effect is stronger during the second phase of problem solving (i.e., all time spent after reading the problem once to the end of the problem-solving process) than during the first phase (i.e., all time spent in reading the problem once). In the present study, we assess whether the same is true of adult arithmetic problem solvers. Furthermore, a detailed analysis of students' eye movements in this study provides a preliminary account of the nature of the additional processing performed on inconsistent problems.
A related issue concerns the nature of the additional processing performed on inconsistent problems. We predict that if students attempt to construct a model of the problem, then they will frequently reread lines of the problem, focusing on the specific numbers, variable names, and relational terms. If subjects have more difficulty in building a (nonquantitative) model of inconsistent problems than of consistent problems, we expect that they will reread the relevant variable names and relational terms (but not the numbers) more often for inconsistent problems than for consistent problems.
Method

Subjects and Design
The subjects were 38 undergraduates who were recruited from the Psychology Department subject pool at the University of California, Santa Barbara. Because of difficulty in calibrating the eye-tracking equipment, data were available for only 32 subjects. All subjects were presented with each of four problem types generated by a 2 x 2 within-subject design, so all comparisons involving problem types are within-subject comparisons. The first factor was language consistency; in half the problems, the relational term (e.g., less than) was consistent with the operation to be performed (e.g., subtraction), and in the other half of the problems, the relational term was inconsistent. The second factor was whether the relational term was lexically marked (cf. Clark, 1969) ; half the relational terms were unmarked (e.g., more than), and half were marked (e.g., less than). The problems were presented in four different cover stories, as described by Lewis and Mayer (1987) , and each subject received one of four versions of the problems, which differed in the pairing of the different problem types with the cover stories. Thus, test form was a between-subjects variable.
Materials and Apparatus
The materials consisted of four sets of 18 arithmetic word problems, containing 14 filler and 4 target problems. The target problems were presented in Positions 2, 4, 6, and 8, in a different counterbalanced order in each problem set. The filler problems were simple one-step and two-step arithmetic word problems. Four of the filler problems were comparison problems involving multiplication and division.
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Each target problem consisted of three sentences. The first sentence was an assignment statement expressing the value of some variable (e.g., "At ARCO gas sells for $ 1.13 per gallon"). The second sentence was a relational statement, expressing the value of a second variable in relation to the first variable (e.g., "Gas at Chevron is 5 cents more per gallon than gas at ARCO"). This sentence varied across problems in its consistency and lexical marking, yielding the four problem types, examples of which are given in Table 1 . The third sentence asked a question about the value of some quantity in terms of the second variable (e.g., "If you want to buy 5 gallons of gas, how much will you pay at Chevron?"). Answering the question always involved multiplication or division of the value of the second variable by a quantity given in the third sentence.
The stimuli were presented on a DEC VR 260 Monochrome Video Monitor, situated approximately 3 ft (0.91 m) from the subject. The subject's eye fixations were monitored with an Iscan corneal-reflectance and pupil-center eye tracker (Model RK.-426) that sampled the position of the subject's gaze every 16 ms and output the x and y coordinates of this position to a DEC Vaxstation 3200. In addition, the position of the subject's gaze was instantaneously displayed on a second video monitor (out of sight of the subject) by a pair of cross hairs (indicating the x and y coordinates) superimposed on the stimulus display that the subject was viewing. The display on this second video monitor was recorded on videotape with a standard video camera and VHS video cassette recorder. The video equipment was also used to record the subject's verbal statement of the solution plan by means of a microphone, situated approximately 1 ft (0.30 m) from the subject.
Procedure
Each subject was randomly assigned to one of the four test versions and tested individually. First, the experimenter presented written and verbal instructions. The subject was told that a word problem would appear on the computer screen, and the subject's task was to tell how he or she would solve the problem but not to carry out any actual arithmetic operations. To illustrate these instructions, the subject was given the following sample problem: "Joe has 3 marbles. Tom has 5 more marbles than Joe. How many marbles does Tom have?" Subjects were told that an acceptable response was the following: "I would 2 The test included four multiplication/division problems involving relational expressions such as twice as many as or l A as many as. We did not include these problems in the analysis for the following reasons: (a) The relational terms for multiplication/division problems do not correspond to more widely accepted comparison terms such as less and more, furthermore, the concept oF markedness did not seem to apply to the relational terms in multiplication/division problems; and (b) we wished to compare our results to those of De Corte et al. (1989a Corte et al. ( , 1989b , who used only addition/subtraction problems. add 5 and 3 to get the answer." Subjects then practiced giving a solution plan to another problem before the experiment commenced.
Following these instructions, the subject was seated in a dentist's chair facing the display screen and microphone. A headrest was fitted comfortably to his or her head, and he or she was asked to move as little as possible during the experiment. The subject was asked to visually fixate an asterisk that appeared in the top left corner of the screen and to push a button to begin and end each trial. As soon as the button was pressed, a word problem appeared on the display screen. The subject read the problem, stated how he or she would solve it, and then pushed a button when he or she was finished answering. No time limitations were imposed. This procedure was repeated for each of the problems. When the set was completed by the subject, he or she was debriefed and dismissed.
Low-Accuracy Subjects
Results and Discussion
Scoring
We partitioned the subjects into two groups: 11 subjects who committed two or more errors on the four target problems in the set (i.e., low-accuracy subjects) and 21 subjects who committed either no errors or one error on the target problems (i.e., high-accuracy subjects). Each subject's eye fixations were aggregated into units called gazes, consisting of uninterrupted sequences of fixations on a word or number in the text. These corresponded to a video recording of the sequence of the subject's eye fixations on the problem, which also provided an audio recording of the subject's solution plan for each problem.
For each subject, the following scores were determined for each of the four target problem types: (a) whether the subject made a reversal error in solving the problem; (b) overall time (i.e., the time from the appearance of a problem on the monitor to the completion of the answer); (c) translation time (i.e., time to initially read the problem, which was defined as the time from the appearance of the problem to the end of the first series of eye fixations on the question at the last line of the problem); and (d) integration and planning time (i.e., the time from the end of first eye fixations on the question to the completion of the oral statement of the solution plan).
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Error Analysis
The first level of analysis involved determining whether the error patterns replicated those obtained by Lewis and Mayer (1987) and by Lewis (1989) , namely, that students make more reversal errors for inconsistent problems than for consistent problems, especially when the terms are marked. Figure 1 shows the proportion of reversal errors on each of the four problem types for the low-accuracy subjects. As can be seen, students were more likely to state incorrect solution plans for inconsistent problems than for consistent problems, F(l, 10) = 7.74, p < .02, MS C = 0.42; however, there was no significant effect of lexical markedness, F < 1, and no significant interaction between consistency and markedness, F(l, 10) = 3.20, p > .10, MS e = 0.11. These F ratios should be interpreted in light of the fact that each analysis of variance (ANOVA) effect is associated with a 3-point scale (i.e., a difference of 0, 1, or 2 errors). The majority of high-accuracy students committed no errors, so no analysis of their errors was conducted.
Despite the task differences between the present study (in which subjects orally stated the solution procedure without doing any computations) and previous work (in which subjects worked out complete solutions including arithmetic computations), a similar consistency effect was obtained. This similarity in error patterns suggests that the effects of consistency can be attributed to the problem-solving stages preceding the execution phase (i.e., translation, integration, and planning).
Total Time Analysis for High-Accuracy Students
The left portion of Figure 2 shows the mean overall solution time for each of the four problem types for the high-accuracy subjects and is comparable to response-time data reported by De Corte et al. (1989a Corte et al. ( , 1989b and Verschaffel et al. (1992) . previous studies (Lewis, 1989; Lewis & Mayer, 1987) , supporting the view that understanding inconsistent problems involves additional processing steps. This additional processing can affect students' solutions in two ways. First, it can increase the time required to solve inconsistent problems correctly. Second, there is some probability of error with each additional processing step, so that students are more likely to make errors on inconsistent problems. These results also extend those of De Corte et al. (1989a Corte et al. ( , 1989b and suggest why those researchers failed to find effects of consistency on the solution times of adults (although children's solution times did show a consistency effect). A main difference between De Corte et al.'s studies and ours is that they used one-step problems and we used two-step problems. De Corte et al.'s failure to obtain consistency effects in adults may be due to the ease with which adults can solve one-step problems. Using a similar methodology (i.e., focusing on the overall time to state a solution plan), but with twostep problems, we obtained a strong consistency effect for adults. More recently, Verschaffel, De Corte, and Pauwels (1992) also have found a consistency effect in adults when two-step problems are used. Apparently, when the cognitive load is sufficiently high, high-accuracy adults require additional time to solve problems with inconsistent relational statements.
Componential Time Analysis for High-Accuracy Students
The results described above demonstrate that the consistency effect occurs in a task that excludes the execution phase. In this section, we further examine which of the remaining phases of problem solving are the loci of the consistency effect: problem translation, on the one hand, or problem integration and solution planning, on the other. Figure 2 shows the mean time required for initial reading of the problem (translation time) and for rereading of the problem (integration and planning time) for each type of problem. Problem solvers devoted equivalent amounts of time to their initial reading of consistent and inconsistent problems, F< 1, MS C = 7.79; in addition, there was no significant effect for markedness, F< I, MS e = 6.03, and no significant interaction, F < 1, MS C = 4.18. Thus, the translation phase (in which each sentence is individually encoded) is not affected by inconsistencies between sentences in the problem.
In contrast, the time required for integration and planning of inconsistent problems was greater than for consistent problems, 7=1(1, 20) = 10.23,/>< .01, MS C = 12.59, and was greater for marked than for unmarked relational terms, F(l, 20) = 8.99, p< .01, MS t = 23.79; however, the interaction was not significant, F(\, 20) = 1.78, p > .20, MS e = 38.64. Consistent with the model, additional time for integrating the inconsistent information occurs after initial reading of the problem has been completed.
These results help to clarify some undeveloped aspects of Lewis and Mayer's (1987) consistency model. Apparently most problem solvers in our sample constructed the individual representation of each sentence in the problem (i.e., the translation phase) before they attempted to integrate the information across sentences or to plan a solution. The picture emerging from these results is that consistency affects the integration and planning phases rather than the initial reading of the problem or the final execution of the plan.
Total Time and Componential Time Analyses for Low-Accuracy Students
The righthand portion of Figure 2 shows the average response time produced by the 11 low-accuracy subjects on each of the four question types. These response-time data must be interpreted in light of the finding that subjects often made errors in solving the problems. If the low-accuracy subjects are insensitive to the linguistic structure of the problem, we would not expect them to spend more time reading inconsistent than consistent problems. An analysis of these data revealed that the average response time for consistent language problems did not differ significantly from the time required for inconsistent language problems, F < 1, MS e = 45.35; in addition, these students did not devote significantly more time to reading problems containing marked rather than unmarked relational terms, F < 1, MS e = 20.91, and there was no significant interaction between language consistency and markedness, F < 1, MS C = 15.02. These results contrast with those of the high-accuracy subjects, shown in the left portion of Figure 2 , who devoted significantly more time to problems involving inconsistent language and marked relational terms.
In the righthand portion of Figure 2 , average overall reading time is divided into the average time that low-accuracy students spent translating and integrating/planning for each type of problem. As can be seen, low-accuracy students appear to devote approximately the same amount of time to the translation process regardless of problem type. In support of this observation, an analysis revealed no significant differences in translation times due to language consistency, F < 1, MS e = 9.90, markedness, F < 1, MS C = 5.16, or their interaction, F < 1, MS C = 9.06. This pattern is consistent with the results for the high-accuracy students.
Our results for high-accuracy students indicated that the main impact of inconsistency (and markedness) occurs in the integration and planning phases of problem solving: Highaccuracy students incur longer integration/planning times for inconsistent problems than for consistent problems (and for problems containing marked rather than unmarked relational terms). In contrast to these results, low-accuracy students appear to devote approximately the same amount of time to the integration and planning processes of each problem type. An analysis revealed no significant differences in integration/ planning time for low-accuracy students due to language consistency, F < 1, MS t = 56.16, markedness, F< 1, MS C = 15.56, or the interaction of these two variables, F < 1, MS t = 17.46.
We interpret these results as indicating that low-accuracy subjects either lack or fail to use appropriate metacognitive strategies while reading arithmetic word problems. In particular, they fail to recognize the need to devote additional processing to problems that conflict with typical problem structures, such as problems containing a language inconsistency. Low-accuracy students, on the average, do not show evidence of adjusting their cognitive processing for different types of problems. Instead, they devote approximately the same amount of time to processing of potentially difficult problems as they do to processing potentially easier problems. In contrast, high-accuracy subjects demonstrate a metacognitive awareness of the potential difficulty of problems by devoting considerably more time to the integration/planning processing of difficult problems than to the processing of easy problems.
A Closer Look at How High-Accuracy Students Process an Arithmetic Word Problem
The eye movement recordings provide a trace of the location, duration, and sequence of subjects' gazes as they read each problem. To mine this rich data base, we developed an eye-fixation protocol for each of 15 high-accuracy subjects' performance on the ARCO problem (see Table 1 ). (The protocol data from other high-accuracy subjects were not available.) The protocol listed each line at which the subject gazed, along with each word fixated on that line; when a subject's eyes moved to a different line, we added that line to the protocol, along with the words fixated on that line, and so forth. We refer to each movement to a line that has already been fixated as a rereading.
Although a detailed analysis of each subject's comprehension process is beyond the scope of this study, we analyzed subjects' eye fixations on the ARCO problem to provide preliminary evidence that must be accounted for by a model of how students process arithmetic word problems. On the ARCO problem, our subjects averaged 13.20 rereadings (SD = 4.26); in this section we focus on three preliminary patterns concerning these rereadings, which we call the funnel effect, the selection effect, and the consistency effect.
The funnel effect refers to the observation that students focus on progressively smaller proportions of the words on a line with successive rereadings. For example, whereas students fixated almost all the words when they first read a line (M = 8.77, SD = 1.11), they fixated significantly fewer words when they reread a line (M = 3.91, SD = 0.87), ?(14) = 11.44, p < .001. Approximately 39% of the rereadings involved looking at one word, and 26% of the rereadings involved looking at two words. When we partitioned each subject's rereadings into the first and second halves of the protocol, we found that students looked at approximately one fewer word per rereading (M = 0.99, SD = 1.15) during the second half than during the first half, r(14) = 2.14, p = .05.
The selection effect refers to the observation that when students reread a line, they focused more on numbers than on other information in the problem. Figure 3 shows the Figure 3 . Mean number of rereadings of each word or quantity in consistent (C) and inconsistent (I) versions of the ARCO problem (see Table 1 ). (Numbers in boldface type indicate that words were reread significantly more times in inconsistent than consistent problems, p < .05; items enclosed in rectangles were reread significantly more than once, p < .05.)
average number of times a word was reread for consistent and inconsistent versions of the ARCO problem. The three numbers (along with their companion words) in the problem were reread more than three times each on average, whereas most of the other information was reread an average of one time, /(14) = 5.60, p<, 001.
Figure 3 also shows that problem consistency affected students' eye fixations, exemplifying the consistency effect. Students reread the numbers approximately the same number of times in consistent and inconsistent problems, \t\ < 1, but they reread the relevant background information (such as the variable names and relational term) more in inconsistent problems than in consistent problems, t(l3) = 2.78, p < .02. A possible interpretation of these results, which warrants further testing, is that subjects mainly read the words of the problem when they are still constructing the situation model of the problem and mainly fixate numbers when they are planning their solution. Thus, the results suggest that building a situation model of a problem requires more processing for inconsistent problems than for consistent problems but filling in the quantitative information needed for a solution plan is not affected by the problem's linguistic structure.
To illustrate these points further, we present the protocol of a high-accuracy student solving a consistent version of the ARCO problem in Table 2 and the protocol of a high-accuracy student student solving an inconsistent version in Table 3 . In the protocol presented in Table 2 , the student began by reading all of the words in each of the four lines of the problem in order. We propose that these first four lines of the protocols correspond to the translation process in which the student converts each sentence into a separate internal representation. In solving this problem, the student reread 11 times; most of these rereadings involved looking at numbers such as $ 1.13, 5 cents, or 5 gallons; this provides examples of the funnel and selection effects. We propose that these rereadings correspond to the integration and planning processes in which the student builds connections among the pieces of information in the problem.
Table 2 Protocol of Student Solving a Consistent Problem
Line no. Phrase At ARCO gas sells for $ 1.13 per gallon Gas at Chevron is 5 cents more per gallon than gas at ARCO If you want to buy 5 gallons of gas How much will you pay at Chevron 5 gallons Gas at Chevron is 5 cents more $1.13 per gallon 5 gallons $1.13 Gas at Chevron is 5 cents more $1.13 5 cents more $1.13 5 cents 5 gallons of gas Note. Line numbers refer to the line of the problem in which the phrase was presented (see Table 1 ). At ARCO gas sells for $ 1.13 per gallon This is 5 cents more per gallon than gas at Chevron If you want to buy 5 gallons of gas how much will you pay at Chevron At ARCO gas sells for $ 1.13 per gallon This is 5 cents more per gallon than gas at Chevron If you want to buy 5 gallons of gas how much will you pay than gas at Chevron of gas gas at Chevron want to buy 5 gallons gas sells than gas for$1.13 5 gallons you pay at Chevron 5 gallons how much will you pay at Chevron 5 cents more At ARCO Note. Line numbers refer to the line of the problem in which the phrase was presented (see Table 1 ).
In contrast, in the protocol presented in Table 3 , the student completely read the first four lines of the problem and then went back to reread each line. Even after rereading the entire problem, the student continued with 13 more rereadings that focus mostly on words rather than numbers in the problem. For example, after rereading the entire problem, the student reread "than gas at Chevron" in Line 2 and moved on to "of gas" in Line 3 but had to interrupt this reading of Line 3 by returning to "gas at Chevron" in Line 2. Then the student jumped to the beginning of Line 1 but had to interrupt completion of this line by jumping again to Line 2. Then, the student moved on to the question, rereading the number "5 gallons" in Line 3 and the unknown variable "Chevron" in Line 4 and then rereading each of these. Finally, the subject again checked the relational term in Line 2 and the pronoun referent (ARCO) in Line 1.
The protocols provide examples of the funnel effect: After initially reading each line, students tend to reread only small portions of each line. The protocols also exemplify the selection effect: Students tend to focus on rereading the numbers in the problem ($1.13,5 cents, 5 gallons). Finally, a comparison of Tables 2 and 3 provides an example of the consistency effect, showing that the rereadings for the inconsistent problem contain more words than those for the consistent problem. We interpret rereading of words to indicate that the student is still constructing a situation model of the problem. Thus, the view that emerges from this evaluation of eye movements is one of a reader who does not necessarily build a final mental representation of the problem situation from systematically reading each line of the problem once. Instead, the reader seems to be continually struggling to integrate the information across sentences, to build a progressively more accurate model of the problem situation.
Conclusion
In summary, the present study provides three important extensions of earlier work on the consistency effect. First, it shows that the consistency effect occurs in a situation that excludes arithmetic computation, suggesting that the locus of the effect exists outside of the execution phase of problem solving. Second, the study shows that the consistency effect occurs for high-accuracy students when the dependent measure is overall solution time, suggesting that additional processing predicted by the consistency model actually requires additional time and that even for good problem solvers (i.e., those making one or no errors), inconsistency causes difficulty. Third, this study shows that the consistency effect is caused by additional processing in the integration and planning phases of problem solving but not in the translation or execution phases, suggesting that the locus of the consistency effect lies in additional processing for integrating across sentences to build a problem model and solution plan.
These results extend previous results (Lewis, 1989; Lewis & Mayer, 1987) to a new situation (namely, stating a solution plan rather than writing a worked-out answer) and to a new dependent measure (namely, time rather than error rate). These results also explain an apparent contradiction in De Corte et al. 's (1989a, 1989b) finding of consistency effects in children but not in adults when one-step problems were given. In our study we found strong evidence for consistency effects in adults when we used more challenging problems, which avoided a ceiling effect (i.e., two-step compare problems rather than one-step problems), as did Verschaffel et al. (1992) .
Third, the study points to the important contribution that eye-fixation data can make to the study of the time course of comprehension of mathematical problems, including the fun-nel, selection, and consistency effects. The eye movement data suggest that during the initial reading of a problem, students are not concerned with constructing a solution plan. This finding is consistent with the view that understanding a mathematical problem involves progressively constructing various levels of representation, only the last of which is used to generate a solution plan (Kintsch & Greeno, 1985) .
Finally, this study provides preliminary information concerning differences between the ways in which successful and less successful problem solvers process word problems. Previous research has identified two different approaches to solving mathematical word problems, a direct translation approach and a mental model approach (Kintsch & Greeno, 1985; Lewis, 1989; Paige & Simon, 1966) . Students who take the direct translation approach attempt to derive a solution plan directly from the verbal statement of the problem using key words, such as more to signal addition and less to signal subtraction. Students who take the mental model approach first construct a qualitative model of the situation described in the problem and then derive the solution plan from that model. Students using the direct translation approach would spend the same amount of time on consistent and inconsistent problems and would make conversion errors. In contrast, students using the mental model approach would spend more time reading inconsistent than consistent problems, because the relational term primes a relation that is opposite the actual relation between the two quantities in the described situation, and therefore would avoid making conversion errors. This additional time would be spent mainly on rereading background information relevant to constructing a qualitative model rather than on rereading the numbers in the problem. A theme in our findings that warrants further investigation is that low-accuracy students appear to be using the direct translation approach, whereas high-accuracy students appear to be using the mental model approach.
