A generalized closure concept based on neighborhood-equivalence and
  preserving graph Hamiltonicity by Vallee, Thierry
ar
X
iv
:1
30
8.
61
41
v1
  [
ma
th.
CO
]  
28
 A
ug
 20
13
A generalized closure concept based on
neighborhood-equivalence and preserving graph
Hamiltonicity
Thierry Valle´e
7 Alle´e Georges Rouault, 75020 Paris
Phone: +33 (0) 7 87 16 68 88
Email: vallee th@yahoo.fr; vallee@pps.univ-paris-diderot.fr
Abstract
A graph is Hamiltonian if it contains a cycle which goes through all
vertices exactly once. Determining if a graph is Hamiltonian is known
as a NP-complete problem and no satisfactory characterization for these
graphs has been found.
In 1976 Bondy and Chva`tal introduced a way to get round the Hamil-
tonicity problem complexity by using a closure of the graph. This clo-
sure is a supergraph of G which preserves Hamiltonicity, that is, which
is Hamiltonian if and only if G is. Since this seminal work, several clo-
sure concepts preserving Hamiltonicity were introduced. In particular
Ryja`cek defined in 1997 a closure concept for claw-free graphs based on
local completion. The completion is performed for every eligible vertex of
the graph.
Extending these works, Bretto and Valle´e recently introduced a new
closure concept preserving Hamiltonicity and based on local completion.
The local completion is performed for each neighborhood-equivalence eli-
gible vertex of the graph.
In this article, we generalize the main results of Bretto and Valle´e by
introducing a broader notion of neighborhood-equivalence eligibility, al-
lowing the definition of a denser graph closure which still preserves Hamil-
tonicity.
Keywords: graph closure, Hamilton cycles, Hamiltonicity problem, local com-
pletion.
1 Introduction
A graph is Hamiltonian if it contains a cycle which goes through all vertices
exactly once. Determining if a graph is Hamiltonian is known as a NP-complete
problem and no satisfactory characterization for these graphs has been found.
A huge body of literature exists on the subject surveyed for instance in [8, 9].
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In [1], Bondy and Chva`tal introduced a way to get round the Hamiltonicity
problem complexity by using a closure of the graph. The closure is then proved
to be Hamiltonian if and only if the graph is. In particular, if the closure is a
complete graph then the graph is Hamiltonian. Since this seminal article, several
closure concepts preserving Hamiltonicity were introduced (for a survey on the
topic, see for instance [6]). In particular Z. Ryja`cek defined in [10] a closure
concept for claw-free graphs based on local completion. The local completion is
repeatedly performed on every eligible vertex, as long as such a vertex exists.
Following a different approach, Goodman and Hedetniemi gave in [7] a suf-
ficient condition for Hamiltonicity based on the existence of a clique-covering
of the graph. This condition was recently generalized in [2, 3] using the no-
tion of Eulerian clique-covering. It was also shown in [11], that there exists
an Eulerian clique-covering of a graph if and only if there exists a normal one,
where a clique-covering is normal if it contains the closed neighborhood of every
simplicial vertex of the graph. In this context, closure concepts based on lo-
cal completion are interesting since, then, the closure of a graph contains more
simplicial vertices than the graph itself, making the search for a normal clique-
covering easier. For instance, a closure in the sense of [10] has at most one
normal Eulerian clique-covering.
In [4] a new closure concept based on local completion and preserving Hamil-
tonicity for all graphs is studied. The closure is defined using the notion of
neighborhood-equivalence as first introduced in [2], and is obtained by performing
a local completion at all neighborhood-equivalence eligible (N-eligible) vertices
of the graph.
In the sequel, we generalize N-eligibility using the notion 2-weighted N-
eligibility (N2-eligibility) (cf. Definition 11). We show how to obtain the N2-
closure of a graph by performing recursively a local completion at a chosen
N2-eligible vertex. The N2-closure is then proved to be Hamiltonian if and only
if the graph is. In particular, the N2-closure is a supergraph of the N-closure
whenever the N-eligible vertices are chosen first during the completion process.
In a first section, we introduce some notations and remind the reader of
the definitions of local completion and neighborhood-equivalence. In a second
section, we introduce alternating paths and present some of their properties.
Finally, in Section 4, these paths are used to show that, for all graph G and
choice function ρ on the set of vertices of G, the N2-closure of G is a N2-eligible
free graph which circumference is equal to the circumference of G. We conclude
by giving an example (Figure 2) which shows that there are in general more
than one N2-closure for a given graph.
2 Preliminaries
2.1 General Notations
In the sequel, |X | denotes the cardinal of the set X , and X \ Y = {x ∈ X :
x /∈ Y }. We also define P(X) = {{x, y} ⊆ X : x 6= y} and [X,Y ] = {{x, y} ∈
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P(X∪Y ) : x ∈ X, y ∈ Y }. Notice that [X,Y ] = [Y,X ] and that X ⊆ X ′ implies
[X,Y ] ⊆ [X ′, Y ] and [Y,X ] ⊆ [Y,X ′].
We always suppose a graph to be undirected, simple and finite. Thus a graph
G is a pair (V,E) where V is the vertex set of G, and E is a subset of P(V ).
To simplify notations a pair {x, y} ∈ P(V ) is simply written xy. If X ⊆ V ,
E(X) = {xy ∈ E : x, y ∈ X}.
The (open) neighborhood of x ∈ V is the set N(x) = {y : xy ∈ E}. Its
closed neighborhood is the set N [x] = N(x) ∪ {x}. The closed neighborhood
of X ⊆ V is the set N [X ] = ∪x∈XN [x]. Its (open) neighborhood is the set
N(X) = N [X ] \X .
A walk in G is a sequence of vertices w = x0 . . . xk such that xixi+1 ∈ E,
for every i ∈ {0, . . . , k−1}. The integer k is the length of w, x0, xk are its
endpoints, x0 its starting point and xk its ending point. In particular x is a
walk of length 0 with starting and ending point x. A walk is closed if k ≥ 3 and
x0 = xk. A closed walk is a cycle if it contains no repetition of vertex except
for the endpoint. We denote by c(G) the circumference of G, that is, the length
of the longest cycle in G. A cycle is Hamilton if it contains every vertex of the
graph. A graph is Hamiltonian if it contains a Hamilton cycle.
If w = x0 . . . xk is a walk then V(w) = {x0, . . . , xk} and E(w) = {xixi+1 :
i ∈ {0, . . . , k−1} }. Notice that there are infinitely many graphs in which a given
sequence w is a walk and that V(w) ⊆ V and E(w) ⊆ E, for every such graph.
If w = x0 . . . xk is a walk then xi
→
w xj , where 0 ≤ i ≤ j ≤ k, denotes the
subwalk of w with endpoints xi, xj , and xj
←
w xi the reverse walk xjxj−1 . . . xi.
In particular, if i = j then xi
→
w xj = xi and we let
←
w= xk . . . x0. Notice that
w = x0
→
w xk. For every i ∈ {0, . . . , k−1}, x
+
i is the successor of xi in w, that
is, x+i = xi+1. For every i ∈ {1, . . . , k}, x
−
i is the predecessor of xi in w, that
is, x−i = xi−1. Finally, if w
′ = y0 . . . yn is a walk then ww
′ denotes the sequence
x0 . . . xky0 . . . yn. Clearly ww
′ is a walk if and only if xky0 ∈ E.
If C = x0 . . . xkx0 is a cycle then, for every i ∈ {1, . . . , k}, the walk xi
→
C
xkx0
→
C xi is also a cycle. Such a cycle is said to be a rotation of C. Clearly
each rotation of C has the same vertices than C and so is of maximal length if
and only if C is. The same remark applies to
←
C.
A path is a walk containing no repetition of vertex. For every path P , we
define the neighborhood of x in P as the set P (x) which contains, when defined,
the predecessor and the successor of x. That is, if P = x then P (x) = ∅; and
if k 6= 0 and P = x0 . . . xk then P (x0) = {x
+
0 }, P (xk) = {x
−
k } and P (xi) =
{x−i , x
+
i }, for every i ∈ {1, . . . , k− 1}. Notice that clearly P (x) ⊆ N(x) ∩
V(P ) but, since P (x) contains only the immediate predecessor and immediate
successor of x in P , we may have P (x) 6= N(x) ∩ V(P ). For every X ⊆ V(P ),
we let P (X) = ∪x∈XP (x). Notice that, contrarily to N(X)∩X , P (X)∩X may
not be empty.
A set X ⊆ V is a clique of G if xy ∈ E, for all distinct x, y ∈ X . A vertex is
simplicial if N [x] is a clique of G. We denote by S the set of simplicial vertices
of G and by NS the set of non-simplicial vertices of G.
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For every X ⊆ V , the size σ(X) of X in G is |E(X)|. Its size σP (X) in P ,
where P is a path, is |E(P ) ∩ [X,X ]|.
A graph G is connected if all distinct vertices x, y are connected by a walk,
and complete if E = P(V ). From now on, G is always supposed to be connected.
2.2 Local completion, neighborhood equivalence
We define local completion below using the notion of neighborhood-equivalence
as defined in [2]. We also give some easy results.
Definition 1 Two vertices x, y of G are neighborhood-equivalent if N [x] =
N [y]. We write x ≡ y to express that x, y are neighborhood equivalent and x¯ is
the class of x modulo ≡.
Fact 2 For all x ∈ V :
1. N [x¯] = N [x].
2. x¯ is a clique and [N(x¯), x¯] ⊆ E.
Definition 3 The local completion of G at x is the graph Gx = (V,Ex), where
Ex = E ∪Bx and Bx = {yz : yz /∈ E, y, z ∈ N(x¯)}.
Obviously E ∩ Bx = ∅. Moreover, if y, z ∈ N [x] and yz /∈ E then y, z ∈ N(x¯)
by Fact 2.2. Hence, it is easy to see that Bx = {yz : yz /∈ E, y, z ∈ N [x]} and
so that N [x] is complete in Gx. It is also clear that Gx is connected if G is.
In the sequel, we denote respectively by Nx[z] (resp. z¯
x) the neighborhood
(resp. the neighborhood-equivalence class of z) in Gx and by Sx (resp. NSx)
the set of simplicial (resp. non-simplicial) vertices of Gx.
Fact 4 For every x ∈ V , G is a spanning subgraph of Gx and:
1. For every x′ ∈ x¯, N [x′] = Nx[x′].
2. x¯ ⊆ Sx ⊇ S.
Proof. Clearly G is a spanning subgraph of Gx and so N [y] ⊆ Nx[y] for every
y ∈ V . Moreover, clearly, by definition of Bx, if N [y] 6= Nx[y] then y ∈ N(x¯)
and so y /∈ x¯. That proves the first point which in turn implies easily x¯ ⊆ Sx,
since Nx[x] = N [x] is a clique in Gx. Notice now that N(x¯) = N [x] \ x¯ by Fact
2.1, and so N(x¯) ⊆ N(x).
It remains to show that S ⊆ Sx. So let y ∈ S. If N [y] = Nx[y] then
y ∈ Sx, since N [y] is a clique in G and so in Gx. If now N [y] 6= Nx[y], we
have y ∈ N(x¯) ⊆ N(x) and so x ∈ N(y). Let now u, v ∈ Nx[y], we must show
uv ∈ Ex. If uv ∈ E then the result is immediate, since E ⊆ Ex, so we can
suppose uv /∈ E. Hence, by simpliciality of y, at least one vertex among u, v is
not in N [y]. Without loss of generality, we can suppose u this vertex. We have
y ∈ Nx[u] \N [u], and so Nx[u] 6= N [u] and u ∈ N(x¯) ⊆ N(x). If now v ∈ N(x¯)
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then uv ∈ Bx, by definition of Bx. Finally, if v /∈ N(x¯) then Nx[v] = N [v] and,
since v ∈ Nx[y], we get y ∈ N [v] and so v ∈ N [y]. Hence, since x ∈ N(y), we
have xv ∈ E by simpliciality of Y . So v ∈ N [x] and, since u ∈ N [x], we conclude
uv ∈ Ex from the fact that N [x] is clique in Gx. Thus Nx[y] is a clique in Gx
and so y ∈ Sx. That proves S ⊆ Sx and so the second point.
Lemma 5 Let X ⊆ V and y, z ∈ V such that [{y, z}, X ] ⊆ E. If C is a cycle
of maximal length such that yz ∈ E(C) then V(C) ∩X = X.
Proof. Obviously V(C) ∩ X ⊆ X . Up to a rotation we can suppose that y is
the starting point of C, and so either C = yz
→
C y or C = y
→
C zy. We can
suppose the second case (otherwise the proof is done for
←
C). Moreover, if we
suppose x ∈ X \ V(C) then, since yx, zx ∈ [{y, z}, X ] ⊆ E, y
→
C zxy is a cycle
in G strictly longer than C, contradicting the maximality of C.
3 Alternating paths
In this section, we assume a graph G with set of vertices V and set of edges E.
Definition 6 Let P be a path in G and X,Y be disjoint subsets of V(P ). If
the endpoints of P are in Y then:
1. P is YX-pseudo-alternating if moreover P (X) ⊆ X ∪ Y .
2. P is YX-semi-alternating if moreover P (X) ⊆ Y .
3. P is YX-alternating if moreover P (X) ⊆ Y and P (Y ) ⊆ X.
A YX-pseudo-alternating path is proper if it is not YX-semi-alternating.
A YX-semi-alternating path is proper if it is not YX-alternating.
Notice that a YX-alternating path is a particular case of YX-semi-alternating
path which in turn is a particular case of YX-pseudo-alternating path. More-
over, the YX-pseudo-alternating path P is proper if and only if P (X)∩X 6= ∅.
Finally, notice that P = y is the unique {y}∅-alternating path.
Fact 7 If P is a path and X,Y are disjoint subsets of V(P ) then P is YX-
alternating if and only if P satisfies the following conditions:
1. |X | = |Y | − 1
2. There exist two enumerations y0, . . . , yn and x0, . . . , xn−1 of Y and X such
that P = y0x0 . . . xn−1yn.
3. V(P ) = X ∪ Y , P (X) = Y and P (Y ) = X.
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Proof. If is easy to check that if P satisfies the conditions above then P is YX-
alternating. Now if P is YX-alternating then, using the fact that the endpoints
of P are in Y , that P (Y ) ⊆ X and that P (X) ⊆ Y , it is easy to build the
enumerations y0 . . . yn and x0 . . . xn−1, where y0 is the starting point of P , x0
its successor, and so on, until we reach the ending point yn of P . It is then easy
to check that P satisfies the other conditions.
We remind the reader that σP (Y ) is the size of Y in P , that is, σP (Y ) =
|E(P ) ∩ [Y, Y ]|.
Lemma 8 If P is YX-semi-alternating then:
1. |X | < |Y | − σP (Y ).
2. If V(P ) \ (X ∪ Y ) 6= ∅ then |X | < |Y | − 1.
Proof. Let P = z0 . . . zk be a path verifying the conditions of the lemma. For
every i ∈ {0, . . . , k}, let Pi = z0 . . . zi, Xi = V(Pi) ∩ Xi, Yi = V(Pi) ∩ Yi. Let
also Zi = V(Pi) \ Xi ∪ Yi and define bi = 0 if Zi = ∅, and bi = 1 otherwise.
Notice that Xi, Yi and Zi are pairwise disjoint, since X and Y are disjoint by
Definition 6, and that V(Pi) = Xi ∪ Yi ∪ Zi. We let Z = V(P ) \ (X ∪ Y ).
We show first by induction on i ∈ {0, . . . , k} that:
1. If zi ∈ X then |Xi| ≤ |Yi| − σP (Yi) and |Xi| ≤ |Yi| − bi.
2. If zi ∈ Y then |Xi| < |Yi| − σP (Yi) and |Xi| < |Yi| − bi.
3. If zi ∈ Z then |Xi| < |Yi| − σP (Yi) and |Xi| ≤ |Yi| − bi.
If i = 0 then the result comes easily from the fact that z0 ∈ Y (Definition
6). As induction hypothesis suppose now the result true for i ∈ {0, . . . , k−1}.
Notice that the induction hypothesis implies that if zi ∈ Y ∪ Z then |Xi| <
|Yi| − σP (Yi) and if zi ∈ X ∪ Z then |Xi| ≤ |Yi| − bi. It also implies, in any
case, |Xi| ≤ |Yi| − σP (Yi) and |Xi| ≤ |Yi| − bi. Let now z = zi+1, we have three
possibilities:
1. If z ∈ X then Xi+1 = Xi ∪ {z}, Yi+1 = Yi, σP (Yi+1) = σP (Yi) and
bi+1 = bi. Hence, in particular, |Xi+1| = |Xi| + 1, since P does not
contain repetition of vertex. Morever, since P (X) ⊆ Y (Definition 6),
we have zi ∈ Yi and so |Xi| < |Yi| − σP (Yi) and |Xi| < |Yi| − bi by
induction hypothesis. Hence, obviously |Xi+1| ≤ |Yi+1| − σP (Yi+1) and
|Xi+1| ≤ |Yi+1| − bi+1.
2. If z ∈ Y then Xi+1 = Xi, Yi+1 = Yi ∪ {z} and bi+1 = bi. Hence,
|Yi+1| = |Yi| + 1 and, since |Xi| ≤ |Yi| − bi by induction hypothesis, it
comes easily |Xi+1| < |Yi+1| − bi+1. Now, if zi ∈ X then ziz /∈ E(Y ),
and so σP (Yi+1) = σP (Yi). Hence, since |Xi| ≤ |Yi|−σP (Yi) by induction
hypothesis, it comes |Xi+1| < |Yi+1| − σP (Yi+1). If zi ∈ Y ∪ Z, we have
|Xi| < |Yi| − σP (Yi) by induction hypothesis. Moreover, we have either
σP (Yi+1) = σP (Yi) + 1 if zi ∈ Y , or σP (Yi+1) = σP (Yi) if zi ∈ Z. Hence
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σP (Yi+1) ≤ σP (Yi)+ 1 and so |Yi| − σP (Yi) ≤ |Yi+1| − σP (Yi+1). It comes
|Xi+1| < |Yi+1| − σP (Yi+1).
3. If z ∈ Z then we have Xi+1 = Xi, Yi+1 = Yi, σP (Yi+1) = σP (Yi) and
either bi+1 = bi + 1, if Zi = ∅, or bi+1 = bi otherwise. Moreover, zi /∈ Xi,
since P (X) ⊆ Y , and so zi ∈ Y ∪ Z. Hence we have |Xi| < |Yi| − σP (Yi)
by induction hypothesis and so it comes immediatly |Xi+1| < |Yi+1| −
σP (Yi+1). If now zi ∈ Y , we have |Xi| < |Yi| − bi by induction hypothesis
and, since bi+1 ≤ bi+1, it comes |Xi+1| ≤ |Yi+1|− (bi+1) ≤ |Yi+1|− bi+1.
Finally, if zi ∈ Z, we have Zi 6= ∅ and so bi+1 = bi. We have also
|Xi| ≤ |Yi| − bi by induction hypothesis and so |Xi+1| ≤ |Yi+1| − bi+1.
Notice now that P = Pk, X = Xk, Y = Yk and Z = Zk. Hence, since zk ∈ Y by
hypothesis on P , we have |X | < |Y | − σP (Y ). Moreover, if Z 6= ∅ then bk = 1
and so |X | < |Y | − 1.
Lemma 9 A YX-semi-alternating path P is YX-alternating if and only if |X | ≥
|Y | − 1.
Proof. From Fact 7, it is obvious that if P is YX-alternating then P is YX-
semi-alternating and such that |X | ≥ |Y | − 1. Suppose now that P is YX-
semi-alternating and |X | ≥ |Y | − 1. By Definition 6, it remains to show that
P (Y ) ⊆ X . It is done by contradiction. Indeed, suppose that there exists y ∈ Y
and z /∈ X such yz ∈ E(P ). We have either z ∈ Y and so σP (Y ) ≥ 1, or
z ∈ V(P ) \ X ∪ Y . In the first case, we get |X | ≥ |Y | − 1 ≥ |Y | − σP (Y ),
contradicting Lemma 8.1. In the second case we get |X | < |Y | − 1 by Lemma
8.2, contradicting |X | ≥ |Y | − 1.
4 N2-closures and Hamiltonicity
The notions of N-eligible vertex and N-closure of a graph were defined in [4].
A vertex x is N-eligible if it is non-simplicial and |x¯| ≥ |N(x¯)|. The N-closure
clN(G) of G is obtained by performing a local completion for every N-eligible
vertex of G. The mains result of [4] states that, for every graph G, G is a
spanning subgraph of clN (G), clN(G) does not contain any N-eligible vertex
and c(G) = c(clN (G)).
In this section, we first introduce a generalization of the notion of N-eligibility
called the 2-weighted N-eligibility (N2-eligibility). Then, after having described
some techniques for transforming semi-alternating paths into cycles, we show
in Theorem 17 that the main result of [4] can be extended to N2-closures of
graphs.
4.1 N2-eligibility: definition
The N2-eligibility is defined using a kind of weight-function χ2, the weight
depending of the number of edges in E(N(x¯)). More precisely, χ2 counts the
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number of edges in E(N(x¯)) up to 2. It is easy to see that every N-eligible
vertex is also N2-eligible.
Definition 10 Let G be a graph. We define the function χ2 : V 7→ {0, 1, 2} by,
for every x ∈ V :
χ2(x) =


0 if σ(N(x¯)) = 0
1 if σ(N(x¯)) = 1
2 otherwise
Definition 11 A vertex x of G is 2-weighted N-eligible (N2-eligible) if x ∈ NS
and |x¯| ≥ |N(x¯)| − χ2(x).
4.2 Building cycles from semi-alternating paths
In this section, we assume a graph G = (V,E), a N2-eligible vertex x ∈ V and a
Yx¯-semi-alternating path P in Gx such that Y ⊆ N(x¯). We remind the reader
that G is a spanning subgraph of Gx. Notice that the graph G of the previous
section corresponds here to Gx.
Fact 12 Since P is Yx¯-semi-alternating and Y ⊆ N(x¯), it comes:
1. [Y, x¯] ⊆ E.
2. |Y | − σP (Y ) > |x¯| ≥ |Y | − χ2(x).
3. χ2(x) > σP (Y ) and χ2(x) ∈ {1, 2}.
4. χ2(x) − σP (Y ) ∈ {1, 2}.
Proof. Since Y ⊆ N(x¯), the first point comes immediatly from Fact 2.2 and
we have |x¯| ≥ |N(x¯)| −χ2(x) ≥ |Y | −χ2(x) by N2-eligibility of x. We have also
|x¯| < |Y | − σP (Y ) by Lemma 8.1. That proves the second point which in turn
implies |Y | − σP (x) > |Y | − χ2(x) and so χ2(x) > σP (Y ). We get χ2(x) 6= 0
and so the third point, which implies easily the fourth one.
Lemma 13 If P is Yx¯-alternating then, for every path Q in Gx with distinct
endpoints in Y and without any other common vertex with P , there exists a
cycle C in Gx such that V(C) = V(P )∪V(Q) and E(C) ⊆ E(P )∪ [Y, x¯]∪E(Q).
Proof. Let P = y0x0 . . . xn−1yn, where y0, . . . yn is an enumeration of Y and
x0, . . . , xn−1 an enumeration of x¯. Let Q be a path satisfying the conditions of
the lemma and let yi, yj ∈ V(P )∩Y , i, j ∈ {0, . . . , n}, be the endpoints ofQ, that
is Q = yi
→
Q yj . We have i 6= j, since these endpoints are distinct, and we can
suppose i < j. Notice that [Y, {xi, xj}] ⊆ E (Fact 12.1) and that V(Q)∩V(P ) =
{yi, yj} by hypothesis. Hence, if j = n then C = y0
→
P yi
→
Q yn
←
P xiy0 is a cycle
in Gx. If j < n then C = y0
→
P yi
→
Q yj
←
P xiyn
←
P xjy0 is a cycle in Gx. Clearly,
in both cases, V(C) = V(P ) ∪ V(Q) and every edge of C not already in P is
either in Q or in [Y, {xi, xj}] ⊆ [Y, x¯]. Hence, E(C) ⊆ E(P ) ∪ [Y, x¯] ∪ E(Q).
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Lemma 14 If P is Yx¯-alternating and there exists a cycle C in Gx of maximal
length such that V(C) = V(P ) then there exists a cycle C′ in Gx such that
V(C′) = V(P ) and E(C′) ⊆ E(P ) ∪ E.
Proof. Suppose that P is Yx¯-alternating and let C be a cycle in Gx of maximal
length such that V(C) = V(P ). Let d = χ2(x) − σP (Y ). We have σP (Y ) =
χ2(x)−d and so, from Fact 12.2, we have |Y |−χ2(x)+d > |x¯| ≥ |N(x¯)|−χ2(x) ≥
|Y | − χ2(x). Hence, in particular: (1) |Y |+ d > |N(x¯)| ≥ |Y |.
We show now that there is an edge uv ∈ E(Y ) such that uv /∈ E(P ). If d = 1
then there exists a unique edge uv ∈ E(N(x¯)) such that uv /∈ E(P ) ∩ [Y, Y ].
From (1), we get |Y |+1 > |N(x¯)| ≥ |Y | and so, since Y ⊆ N(x¯), Y = N(x¯) and
so uv ∈ E(Y ). If now d = 2 then there exist two edges uv, u′v′ ∈ E(N(x¯)) such
that uv, u′v′ /∈ E(P )∩ [Y, Y ]. If at least three distinct vertices among u, v, u′, v′
belong to Y then at least two belong to the same edge uv or u′v′, and we get
the result we are looking for. Suppose now that at most two vertices among
u, v, u′, v′ belong to Y . From (1), we have |Y |+ 2 > |N(x¯)| ≥ |Y |. Hence there
exists at most one vertex in N(x¯) \ Y . So uv and u′v′ must have a common
vertex, otherwise u, v, u′, v′ would be distinct vertices of N(x¯) and so at least
three of them would be in Y . Without loss of generality, we can suppose v = u′.
Notice that, since |N(x¯) \ Y | ≤ 1, at least two vertices among u, v, v′ are in Y
and so exactly two of them are. If they both belong to the same edge, we have
the result we are looking for. We show now that the second case is impossible.
Indeed, if we suppose u, v′ ∈ Y , and since v /∈ x¯∪Y = V(P ) (Fact 7.3), the path
Q = uvv′ satisfies the conditions of Lemma 13. Hence, there exists a cycle C′ in
Gx such that V(C
′) = V(P ) ∪V(Q). But V(P ) ∪V(Q) = V(P ) ∪ {v} and since
V(P ) = V(C) by hypothesis, C′ is a cycle containing one more vertex than C,
contradicting the maximality of C.
Hence, we have shown that there exists an edge uv ∈ E(Y ) such that uv /∈
E(P ). It remains to notice that Q = uv is a path satisfying the condition of
Lemma 13. Hence there exists a cycle C′ such that V(C′) = V(P ) ∪ V(Q) and
E(C′) ⊆ E(P )∪ [Y, x¯]∪{uv}. Since V(P )∪V(Q) = V(P ) and [Y, x¯]∪{uv} ⊆ E
(Fact 12.1 and uv ∈ E(Y )), C′ is the cycle we are looking for.
Lemma 15 If P is a proper Yx¯-semi-alternating path then there exists a cycle
C such that V(C) = V(P ) and E(C) ⊆ E(P ) ∪ E.
Proof. Suppose that x and P satisfy the conditions of the lemma. Since P
is proper, we have |x¯| < |Y | − 1 by Lemma 9. Hence |Y | − 2 ≥ |x¯| and since
χ2(x) ≤ 2, it comes also |x¯| ≥ |Y | − χ2(x) ≥ |Y | − 2 by Fact 12.2. Hence, we
have |x¯| = |Y | − 2 and so χ2(x) = 2, otherwise we would have χ2(x) = 1 by
Fact 12.3, and so |Y |−2 = |x¯| ≥ |Y |−1 by Fact 12.2. From Y ⊆ N(x¯), we have
also Y = N(x¯), otherwise we would have |Y | − 2 = |x¯| ≥ |N(x¯)| − 2 > |Y | − 2.
Let now n = |Y |, m = |x¯|, y1, . . . yn be an enumeration of the vertices of Y
ordered as they appear in P and x1, . . . , xm be a similar enumeration for x¯.
Since P is not Yx¯-alternating and P (x¯) ⊆ Y (Definition 6), there is a smaller
i ∈ {1, . . . , n−1} such that y+i /∈ x¯. Let P0 = y1
→
P yi and P1 = yi+1
→
P yn.
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Let also Xj = V(Pj) ∩ x¯ and Yj = V(Pj) ∩ Y , nj = |Yj | and mj = |Xj |,
where j ∈ {0, 1}. Clearly, since P (x¯) ⊆ Y , we have Pj(Xj) ⊆ Yj and so Pj
is YjXj-semi-alternating, j ∈ {0, 1}. By minimality of i, P0 = y1x1 . . . xi−1yi
and so P0 is Y0X0-alternating. Moreover, since yi+1 is the next element of Y
appearing in P after yi, there is no vertex of Y in between yi and yi+1. In
addition, since P (x¯) ⊆ Y and y+i /∈ x¯, it is easy to see there is no vertex of
x¯ in between yi and yi+1. Hence, x¯ = X0 ∪ X1 and Y = Y0 ∪ Y1 and, since
P0 contains i vertices of Y and i − 1 vertices of x¯, we have n1 = n − i and
m1 = n − 2 − (i − 1). It comes m1 = n1 − 1 and so by Lemma 9, P1 is the
alternative sequence yi+1xi . . . xn−2yn.
We show now that there exists an edge uv ∈ E(Y ) such that uv /∈ E(P ) and
uv 6= yiyi+1. Let d = χ2(x) − σP (Y ). Since d ≥ 1 (Fact 12.2), there exists an
edge uv ∈ E(N(x¯)) such that uv /∈ E(P ) ∩ [Y, Y ]. Since Y = N(x¯), we have
uv ∈ E(Y ). If now yi+1 = y
+
i , that is, yiyi+1 ∈ E(P ) and P = P0P1, we have
uv 6= yiyi+1, since uv /∈ E(P ), and so uv is the edge we are looking for. Now
if yi+1 6= y
+
i , since yi+1 is the next vertex of Y after yi on P and since neither
P0 nor P1 contains an edge in [Y, Y ], it is clear that P contains no such edge.
Hence d = 2 − 0 = 2 and there exists another edge u′v′ ∈ E(N(x¯)) such that
u′v′ /∈ E(P ) ∩ [Y, Y ]. Since Y = N(x¯), we have u′v′ ∈ E(Y ) and so at least
one edge among uv and u′v′ must be different from yiyi+1. Without loss of
generality, we can suppose uv this edge.
Finally, we show that there exists a cycle C in Gx such that V(C) = V(P )
and E(C) ⊆ E(P ) ∪ E. Since [Y, x¯] ∪ {uv} ⊆ E (Fact 12.1 and uv ∈ E(Y )),
it is sufficient to show that there is a cycle C in Gx such that V(C) = V(P )
and E(C) ⊆ E(P ) ∪ [Y, x¯] ∪ {uv}. We define now Q = ∅ if yi+1 = y
+
i , and
Q = y+i
→
P y
−
i+1 otherwise. We have P = P0QP1 where P0QP1 is defined
as P0P1 if Q = ∅. Since uv ∈ E(Y ), there are k, l ∈ {1, . . . , n} such that
uv = ykyl. Without loss of generality we can suppose k < l, and so k 6= n and
l 6= 1. Moreover, we have ykyl 6= yiyi+1 since ykyl = uv 6= yiyi+1. Finally, since
P = y1x1 . . . xi−1yiQyi+1xi . . . xn−2yn and V(Q)∩Y = ∅ = V(Q)∩X , it is clear
that the successor y+ in P of every vertex y ∈ Y is in x¯, except for yi and yn.
In particular y+n is not defined. Similarly, the predecessor y
− of every y ∈ Y is
in x¯ except for yi+1 and y1, where y
−
1 is not defined. We make now two cases:
• Suppose first k = i and so, since ykyl 6= yiyi+1, i + 1 < l ≤ n. We have
yl ∈ Y1, y
−
l ∈ X1 and so [Y, {y
−
l }] ⊆ [Y, x¯] ⊆ E. Now if y
−
k /∈ x¯, we have
either k = 1 or k = i+ 1. The second case is impossible, since k = i, and
so k = 1. Hence, P0 = y1 and C = y1yl
→
P yny
−
l
←
P y1 is the cycle we
are looking for. If now y−k ∈ x¯ then k 6= 1, [Y, {y
−
k }] ⊆ [Y, x¯] ⊆ E and
C = y1y
−
l
←
P ykyl
→
P yny
−
k
←
P y1 is the cycle we are looking for.
• Suppose now k 6= i. We have y+k ∈ x¯ and so [Y, {y
+
k }] ⊆ [Y, x¯] ⊆ E. If
y−l ∈ x¯ then [Y, {y
−
l }] ⊆ [Y, x¯] ⊆ E and so C = y1
→
P ykyl
→
P yny
+
k
→
P y
−
l y1
is the cycle we are looking for. If y+l ∈ x¯ then [Y, {y
+
l }] ⊆ [Y, x¯] ⊆ E and
10
C = y1
→
P ykyl
←
P y
+
k yn
←
P y
+
l y1 is the cycle we are looking for. Finally,
if y−l /∈ x¯ then l = i + 1. If moreover y
+
l /∈ x¯ then either l = i or l = n.
The case l = i being impossible, we have l = i + 1 = n, P1 = yn and
C = y1
→
P ykyn
←
P y
+
k y1 is the cycle we are looking for.
4.3 The N2-closure operation preserves Hamiltonicity
Theorem 17 is essentially a corollary of the proposition below, which states that
the circumferencee is preserved by local completion at a N2-eligible vertex.
Proposition 16 If x is a N2-eligible vertex of G then c(Gx) = c(G).
Proof. Since G is a spanning subgraph of Gx, clearly c(G) ≤ c(Gx). Now
to prove c(Gx) ≤ c(G) it is sufficient to prove that every cycle C of Gx can
be transformed into a cycle C of G such that V(C) = V(C). The proof is by
induction on the number of egdes of C which are in Bx. Indeed, if C contains
no edge of Bx then C is a cycle of G and the result is immediate. Now suppose
that C contains k + 1 egdes of Bx and let yz ∈ Bx ∩ E(C). By Definition 3,
y, z ∈ N(x¯) and yz /∈ E. Moreover, since [{y, z}, x¯] ⊆ E ⊆ Ex by Fact 2.2, the
maximality of C implies V(C) ∩ x¯ = x¯ by Lemma 5.
Up to a rotation, we can suppose that y is the starting and ending point of
C, and so either C = yz
→
C y, or C = y
→
C zy. Without loss of generality, we
can suppose the second case (otherwise the proof is done using
←
C). Let now
P = y
→
C z. Clearly V(P ) = V(C) and E(P ) = E(C)\{yz}. Hence in particular,
|Bx ∩ E(P )| = k and x¯ ⊆ V(P ).
We show now that there exists a cycle C′ in Gx such that V(P ) = V(C
′) and
E(C′) ⊆ E(P )∪E. Let Y = V(P )∩N(x¯). Clearly Y and x¯ are disjoint subsets
of V(P ) and y, z ∈ Y . Moreover, by Facts 2.1 and 4.1, we have N [x¯] = Nx[x′],
for every x′ ∈ x¯, and so it is straightforward to check that P (x¯) ⊆ x¯∪Y . Hence
P is a Yx¯-pseudo-alternative path (cf. Definition 6). We have also [Y, x¯] ⊆ E
by Fact 2.2. Now, if P is proper, that is, if P (x¯) ∩ x¯ 6= ∅, then there exists an
edge uv ∈ E(P ) ∩ [x¯, x¯]. Since uz, vy ∈ [x¯, Y ] ⊆ E, C′ = y
→
P uz
←
P vy is the
cycle we are looking for. Now, if P is Yx¯-semi-alternating then there exists a
cycle C′ such that V(C′) = V(P ) and E(C′) ⊆ E(P ) ∪E by Lemma 14 and 15.
Hence, in any case, there exists a cycle C′ such that V(P ) = V(C′) and
E(C′) ⊆ E(P ) ∪ E. So, in particular, we have Bx ∩ E(C′) ⊆ Bx ∩ E(P ) and
the induction hypothesis applies to C′. Hence there is a cycle C of G such that
V(C′) = V(C). So, since V(C′) = V(P ) = V(C), C is the cycle of G we are
looking for.
Notice that the notion of N2-eligibility can be generalized to every positive
integer k, in the obvious way, by using a weight-function χk which counts the
edges of E(N(x¯)) up to k. Nevertheless, the N2-eligibility is optimal in the
sense that Proposition 16 is not always true as soon as x is Nk-eligible for some
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Figure 1: A non-Hamiltonian graph with a Hamiltonian N3-completion.
k ≥ 3. A counter-example is given in Figure 1 for k = 3, and so for every k ≥ 3,
since every N3-eligible vertex is also Nk-eligible for every k > 3.
We remind the reader that a choice function on V is a function ρ : P(V ) 7→ V
such that, for every non-empty X ∈ P(V ), ρ(X) ∈ X .
Theorem 17 For all graph G and choice function ρ on V there exists a graph
clρ(G) containing no N2-eligible vertex and such that G is a spanning subgraph
of clρ(G) and c(clρ(G)) = c(G).
Proof. The proof is by induction on the number of non-simplicial vertices of G.
If NS = ∅ or if there is no N2-eligible vertex in G then we define clρ(G) = G.
Otherwise, let x = ρ(ν), where ν is the set of N2-eligible vertices of G. Notice
that x ∈ NS and, since x¯ ⊆ Sx ⊇ S by Fact 4.2, it comes x ∈ Sx \ S, S ( Sx
and so NSx ( NS. Hence, by induction hypothesis, there exists a graph clρ(Gx)
which contains no N2-eligible vertex, such that Gx is a spanning subgraph of
clρ(Gx) and such that c(Gx) = c(clρ(Gx)). Since G is a spanning subgraph of
Gx and c(G) = c(Gx) by Proposition 16, the result comes by letting clρ(G) =
clρ(Gx).
Corollary 18 clρ(G) is Hamiltonian if and only if G is, if and only if clρ′(G)
is, for every choice function ρ′ on V .
5 Conclusion
In this article, we introduced another closure concept preserving Hamiltonicity
which is essentially a generalization of N-closure defined in [4]. Nevertheless, due
to its greater generality, the N2-closure obtained in Theorem 17 by recursively
choosing a N2-eligible vertex x may depend of the choice of x. Hence there are
often more than one N2-closure for a given graph. As shown in Figure 2 below,
this can be due to the fact that a non-simplicial vertex may be N2-eligible in
G but not in Gx, although it is still non-simplicial in Gx. Hence, contrary to
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A graph G where x,x’ and z,z’ form two classes of N2−eligible vertices
x x’
z z’
The N2−closure of G obtained by choosing z and where
x,x’ are non−simplicial and not N2−eligible
x x’
z z’
The N2−closure of G obtained by choosing x and where
z,z’ are non−simplicial and not N2−eligible
x x’
z z’
Figure 2: A graph with two distinct non-optimal N2-closures.
the N-closure, the N2-closure is not optimal in the sense that every N2-eligible
vertex of G would be simplicial in clρ(G). Nevertheless, it seems that a strategy
to build an optimal N2-closure is possible.
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