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Les syste`mes classiques de te´le´confe´rence codent en ge´ne´ral la redondance spatiale et
temporelle d’une se´quence vide´o vue comme un signal stochastique. Dans le cas de te´le´-
conferences multisites, de tels syste`mes conduisent au mieux a` des vues comme indique´es
sur la figure 1(a) ou` chaque site est repre´sente´ par une imagette diffe´rente. Sinon, quand
les re´seaux n’ont pas la bande passante suffisante pour transmettre plusieurs images, on
obtient un affichage alterne´ des sites pour montrer la personne qui est en train de parler.
Dans tous les cas, il est difficile pour les utilisateurs d’avoir l’impression de faire partie
d’une vraie re´union.
                                    
(a) Vue classique
            
(b) Vue virtuelle
FIG. 1 – Ce que voit un quatrie`me participant lors d’une te´le´confe´rence multisite.
`A l’inverse, les techniques de compression oriente´es–objet conside`rent les images
comme une projection perspective d’objets physiques 3D, et codent la manie`re dont les
objets sont agence´s dans la vue courante. Associe´ aux techniques de la re´alite´ virtuelle,
un tel syste`me peut devenir meilleur qu’un syste`me classique, aussi bien du point de vue
du taux de compression que du confort de l’utilisateur. L’ide´e–cle´e est de construire un
espace virtuel de re´union partage´ entre tous les utilisateurs, de synthe´tiser les points de
vue individuels qu’ils auraient lors d’une vraie re´union, et de leur donner la possibilite´
d’avoir des contacts occulaires entre eux par l’interme´diare de clones 3D des participants,
en bref, de synthe´tiser une vue comme celle de la figure 1(b). Pour atteindre un haut niveau
de re´alisme, d’autres techniques doivent eˆtre mises en oeuvre, comme la spatialisation et
le multiplexage audio, l’annulation d’e´cho, la synchronisation audio/vide´o. . .
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1.1 ´ETAT DE L’ART
Un syste`me de te´le´confe´rence virtuelle soule`ve en fait deux proble´matiques diffe´rentes
que l’on retrouve dans la litte´rature en traitements vide´o (en dehors des aspects purement
re´seaux) : pouvoir reproduire en 3D les participants, et construire un espace de re´union
pour les immerger.
Depuis quelques anne´es, des recherches ont e´te´ mene´es sur des sujets lie´s tels que
l’analyse et la synthe`se de visages humains [1], et le clonage de visages [2]. Historique-
ment, ces travaux sont partis d’un mode`le de visage ge´ne´rique (le plus re´pandu e´tant
le mode`le CANDIDE), mais donnent des re´sultats peu re´alistes [3]. De plus en plus
d’e´quipes travaillent sur l’ame´lioration du re´alisme du mode`le : l’INA (l’Institut National
de l’Audiovisuel) plaque une texture construite a` partir de photographies sur le mode`le
3D [4], Reinders et al. adaptent un maillage ge´ne´rique a` une personne sur des vues 2D, et
Choi et al. obtiennent des expressions hyper–re´alistes par de´formation de maillages [5] ;
nous proposons de prendre la de´marche inverse, c’est–a`–dire de partir d’un mode`le 3D
non–ge´ne´rique de´pendant d’une personne, et de le rendre plus ge´ne´rique pour l’utiliser
dans un syste`me automatique.
Pour ce qui est de la construction d’un environnement virtuel, quelques expe´riences
ont de´ja` eu lieu avec le projet TELEPORT [6] : une sce`ne synthe´tique est construite par
des logiciels de CAD dans le but de prolonger pre´cise´ment un espace de re´union par un
e´cran de la taille d’un mur.
1.2 LE PROJET “TRAIVI”
Le projet TRAIVI (“TRAItement des images VIrtuelles”) a pour objet de mettre en
place des espaces virtuels de re´union sur des liaisons a` bas–de´bit avec un haut niveau
de re´alisme. Nous utilisons pour le clonage vide´o des mode`les de visage texture´s acquis
spe´cifiquement pour chaque participant. Le projet pre´voit e´galement la construction d’en-
vironnements virtuels a` partir de photographies non–calibre´es par spatialisation vide´o [7].
Pour une pre´sentation plus de´taille´e de ces deux aspects, les lecteurs sont invite´s a` se re-
porter a` [8].
Cette communication pre´sente nos premiers re´sultats en clonage vide´o : comment nos
mode`les sont te´le´controle´s globalement (leur position et orientation dans l’espace) a` la
section 2, et localement (leur expression faciale) a` la section 3.
2 ANIMATION GLOBALE
L’animation globale consiste a` de´terminer la position et l’orientation d’un interlocu-
teur dans l’espace 3D par analyse d’image en temps–re´el, et a` interpre`ter les parame`tres
extraits pour synthe´tiser son clone dans une position cohe´rente. Cette section de´crit un
algorithme qui y parvient sans ajouts de marqueurs sur le visage et sans reque´rir l’inter-
vention de l’utilisateur pour initialiser la proce´dure.
2.1 PARAM `ETRES SUIVIS
Les parame`tres qui nous inte´ressent sont (voir figure 2) : la silhouette du visage entou-
re´e par le rectangle W , la position des yeux L et R, et les axes horizontal H et vertical V
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me´dians des yeux. Les 6 degre´s de liberte´ de la teˆte sont alors de´termine´s par :
translations gauche/droite et haut/bas : donne´es par la position de W
translation avant/arrie`re : par la largeur de W
rotation gauche/droite : par la position de V dans W
rotation haut/bas : par la position de H dans W






FIG. 2 – Parame`tres d’analyse des mouvements globaux.
2.2 ALGORITHME D’ANALYSE ET DE SUIVI TEMPOREL
Les parame`tres de la figure 2 sont estime´s en deux e´tapes : tout d’abord, le rectangle de
la silhouetteW est recherche´, puis les yeux sont suivis par template–matching a` l’inte´rieur
de W .
2.2.1 De´termination de la silhouette de la teˆte
                                    
Seuillage des diffe´rences absolues
Mise a` ze´ro des pixels ne diffe´rant pas du fond
(a) Seuillage de la silhouette.
            
                        
            
(b) Histogrammes binaires.
FIG. 3 – Recherche de la silhouette du locuteur.
Notre algorithme de suivi de la silhouette fait comme hypothe`se que le fond derrie`re
l’image du locuteur reste statique durant la session. Une image de re´fe´rence du fond est
alors soustraite a` l’image courante (figure 3(a)), puis les histogrammes binaires horizon-
taux et verticaux sont calcule´s pour en de´duire le haut, la gauche et la droite de la teˆte
(figure 3(b)). Le bas de la teˆte n’est en pratique pas de´termine´ puisqu’il n’intervient pas
dans l’estimation des parame`tres. On peut noter que l’hypothe`se du fond statique e´limi-
nable par soustraction est satisfaisante pour cette application car elle autorise un algo-
rithme simple et temps–re´el. De plus, les clones seront inse´re´s dans un environnement
dont le point de vue de´pendra de la personne qui regarde la sce`ne, ce qui permet de faire
abstraction du fond lors de la phase d’analyse.
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2.2.2 Suivi des yeux
Les parame`tres H , V , L et R sont obtenus a` partir de la position des yeux. L’algo-
rithme de suivi des yeux doit surmonter quatre proble`mes distincts :
changements d’e´chelle : quand l’utilisateur se rapproche ou s’e´loigne de la came´ra vide´o
rotations 2D dans le plan image : quand le visage subit une rotation 3D par rapport a`
l’axe teˆte/came´ra (par exemple lorsque l’utilisateur incline sa teˆte sur ses e´paules
face a` la came´ra)
transformations non–line´aires dans le plan image : quand le visage subit une rotation
3D par rapport a` un axe autre que celui de la teˆte/came´ra (lorsque l’utilisateur tourne
la teˆte de gauche a` droite)
changements d’illumination: quand l’utilisateur bouge en ge´ne´ral vis–a`–vis des sources
lumineuses
On peut re´sumer les trois dernie`res difficulte´s en disant que l’algorithme d’analyse
doit pouvoir s’adapter aux variations ge´ome´triques et/ou photome´triques des motifs des
yeux.
Nous traitons le proble`me de variation temporelle des yeux par un template–matching
dynamique : a` chaque fois que les yeux sont localise´s dans l’image courante, les templates
sont mis a` jour avec les yeux trouve´s, et ils s’adaptent ainsi automatiquement a` tous les
changements. Paralle`llement, la taille des template est modifie´e suivant la taille de la
feneˆtre W de manie`re a` ce qu’ils contiennent la meˆme quantite´ de de´tails discriminants
malgre´ les changements d’e´chelle (si les templates initiaux contenaient les yeux et les
sourcils, et si l’utilisateur s’e´loigne de la came´ra, les templates seront mis a` jour avec des
portions d’images plus petites pour ne pas inclure le nez ou les oreilles qui pourraient
“leurrer” les templates par la suite).
Toutefois, les templates dynamiques doivent eˆtre mis a` jour avec pre´caution. En effet,
si le template courant est mis a` jour avec l’image des yeux de´cale´e de un pixel, il est
e´vident que petit–a`–petit, les yeux vont glisser de l’inte´rieur du template jusqu’a` dispa-
raıˆtre (figure 4). Pour rendre les templates dynamiques plus fiables dans le temps, il est
ne´cessaire, avant de les modifier, de localiser pre´cise´ment le centre des yeux par une se-
conde passe de template–matching qui utilise cette fois un template de re´ference du centre
des yeux mis a` l’e´chelle (pas a` jour) pour s’adapter aux changements d’e´chelle du visage.





FIG. 4 – De´viation des templates dynamiques.
La figure 5 donne quelques exemples du la robustesse du suivi des yeux. Les templates
de la premie`re passe contenaient les yeux et les sourcils de l’utilisateur, tandis que les
templates de recentrage contenaient uniquement les iris. On notera que graˆce a` l’inclusion
des sourcils, les yeux peuvent eˆtre localise´s meˆme lorsque l’utilisateur les ferme. Pour
plus de de´tails sur cet algorithme, les lecteurs sont invite´s a` se reporter a` [8].
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FIG. 5 – Robustesse des templates dynamiques aux rotations 2D et 3D, aux changements
d’e´chelle et aux yeux ferme´s.
3 ANIMATION LOCALE
L’animation globale replace un clone dans l’espace virtuel sans en changer l’expres-
sion faciale. Une strate´gie d’animation locale est ne´ce´ssaire pour reproduire les expres-
sions des diffe´rents participants. La section 3.1 traite des spe´cificite´s des mode`les 3D
CYBERWARE. La section 3.2 de´crit les diffe´rentes proce´dures d’animation possibles.
Enfin, la section 3.3 traite des techniques d’analyse vide´o pouvant asservir les animations
locales.
3.1 MOD `ELES CYBERWARE
Les mode`les CYBERWARE sont produits par des scanners cylindriques 3D, et sont
constitue´s de deux fichiers : le premier de´crit la forme ge´ome´trique d’un visage par un
nuage de points 3D (environ 1,5 million), et le second est une texture a` appliquer sur le
maillage des points.
Ces mode`les sont hautement re´alistes, mais ne sont valables que pour un individu
donne´ dans une expression fige´e. De plus, ils ne sont pas optimise´s en terme de nombre
de points, et ne contiennent aucune information anatomique ou physique (comme un mo-
de`le d’os sous–jacents ou de muscles de´formables de manie`re e´lastique sur l’axe des
temps [1]).
Pour re´duire la complexite´ des mode`les, nous avons adopte´ l’approche de Delin-
gette [9] qui transforme le maillage initial cylindrique en maillage triangulaire dont la
densite´ est proportionne´e a` la surface de´crite, avec en tout 1 400 points combine´s en 2 800
triangles (voir figure 6(b)).
3.2 STRAT ´EGIES DE SYNTH `ESE
Nous avons identifie´ deux voies diffe´rentes pour animer localement le mode`le : la
premie`re simule une animation en modifiant la texture applique´e sur le maillage, et la
seconde modifie directement celui–ci.
3.2.1 Animation par la texture
Nous avons valide´ cette me´thode en nous attachant aux yeux du mode`le : a` l’aide de
logiciels de retouche d’images, nous avons de´fini les trois textures de la figure 6(a), et
le logiciel de synthe`se bascule en temps–re´el d’une texture a` l’autre afin de modifier la
direction du regard.
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3.2.2 Animation par le maillage
L’autre solution d’animation locale consiste a` animer directement le maillage. Celui
de Delingette a e´te´ utilise´ avec succe`s dans des simulations chirurgicales en raison de
ses possibilite´s de de´formations physiques re´alistes [10], et permet e´galement des inter-
polations de type “splines” conduisant a` la simulation de rides d’expressions [11]. Nous
travaillons actuellement sur des me´thodes visant a` controˆler les de´formations du maillage
suivant le syste`me standardise´ FACS [12].
(a) Controˆle du regard par la texture.
            
(b) Maillage.




FIG. 6 – Images synte´tise´es.
3.2.3 Combinaison
Certaines parties d’une teˆte humaine, comme la langue et les dents, ne sont pas scan-
ne´es, et doivent pourtant apparaıˆtre quand le clone ouvre la bouche par animation du
maillage. On doit alors recoller des images re´elles dans la texture CYBERWARE.
Le proble`me est alors de savoir si l’on utilise des portions d’images extraites lors de
l’analyse ou des textures pre´de´finies, suivant la bande passante disponible pour la commu-
nication du syste`me. D’un coˆte´, se servir d’un dictionnaire de textures signifie re´fe´rencer
un index, et donc n’a quasiment aucune incidence sur les besoins en bande passante. De
l’autre coˆte´, envoyer des portions d’images “live” demande plus de bande passante, et
surtout les besoins sont difficilement pre´dictibles, car l’envoi peut se produire a` n’importe
quel moment lors de la session. Choi a de´crit un me´canisme base´ sur l’orthonormali-
sation de Graham–Schmidt pour diminuer la bande passante ne´cessaire a` l’envoi d’une
nouvelle texture en conside´rant celles qui ont de´ja` e´te´ transmises, mais sans re´soudre la
question de la pre´dictabilite´ [5]. En outre, le “copier/coller” d’images 2D en temps–re´el
peut s’ave´rer de´licat a` re´aliser sur un mode`le visualise´ sous un point de vue diffe´rent, les
difficulte´s e´tant ici d’ope´rer lors du collage la bonne transformation 2D ! 2D
cylindrical
et
d’homoge´ne´iser les caracte´ristiques photome´triques entre les images “live” et la texture
CYBERWARE.
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La solution des dictionnaires de texture pre´de´finies (e´ventuellement construit a` partir
d’images de sessions typiques) semble eˆtre la solution la plus efficace en l’e´tat actuel de
nos travaux.
3.3 ´ETUDES PROSPECTIVES
Une fois que la politique de synthe`se sera fige´e dans notre plateforme de simulation
pour chaque caracte´ristique faciale, il faudra mettre en oeuvre des techniques d’analyse
locale. Il est important de noter que les techniques d’analyse de´pendent des solutions
choisies pour la synthe`se, et que des e´le´ments faciaux diffe´rents peuvent reque´rir des
techniques d’animation diffe´rentes.
Pour l’animation par la texture, le template–matching est ce qu’il y a de plus simple
pour mesurer la similarite´ entre une texture pre´de´finie et l’image courante. Si besoin est,
la mesure de similarite´ peut eˆtre rendue invariante a` l’illumination, a` l’e´chelle et aux
rotations [13].
L’animation du maillage par analyse d’images est une taˆche beaucoup plus diffi-
cile. La technique la plus courante dans la litte´rature est l’utilisation de contours actifs
(snakes) [1]. Nous aimerions toutefois nous orienter vers une solution plus novatrice :
puisque les mode`les CYBERWARE offrent un haut niveau de re´alisme a` travers le lien
pre´cis qu’ils font entre l’image (la texture) et le maillage, il est possible de re´aliser une
coope´ration analyse/synthe`se indirecte en entraıˆnant des eigenfeatures. Elles ont e´te´ large-
ment utilise´es pour faire de la reconnaissance de visages de par leur capacite´ a` repre´senter
de manie`re compacte un espace complexe en calculant un jeu de vecteurs orthogonaux
dans les sous–espaces d’e´nergie maximale [14], ou repre´sentant des orientations parti-
culie`res [15]. La difficulte´ majeure pour calculer des eigenfeatures optimales est d’e´ta-
blir une base de donne´es calibre´e. Les exemples d’entraıˆnement doivent tous pre´senter la
meˆme e´chelle et le meˆme e´clairement, ce qui est loin d’eˆtre acquis si des images re´elles
sont utilise´es. Par contre, un mode`le CYBERWARE sera ide´al pour synthe´tiser des images
calibre´es d’entraıˆnement en faisant varier les expressions faciales ge´ne´re´es par anima-
tion du maillage ou de la texture. De cette manie`re, la base d’eigenfeatures calcule´e sera
optimale non seulement du point de vue des conditions d’entraıˆnement, mais aussi du
point de vue de la de´composition des expressions faciales par rapport aux parame`tres qui
controˆlent l’animation du maillage.
Et finalement, dans le cas ou` le visage d’un participant n’est pas totalement visible
par une came´ra, il sera e´galement acceptable d’appliquer au maillage de la bouche une
de´formation re´aliste base´e sur l’analyse du signal audio [16].
4 REMARQUES CONCLUANTES
Nous avons pre´sente´ les premiers re´sultats obtenus en clonage vide´o pour le projet
TRAIVI. Le but est de controˆler des interfaces 3D repre´sentant des personnes re´elles dans
un environnement virtuel. Nous avons aborde´ les spe´cificite´s des mode`les CYBERWARE,
et de´crit comment ils peuvent eˆtre anime´s globalement et localement inde´pendamment du
point de vue utilise´ lors de leur synthe`se. Tandis que la proce´dure d’animation globale est
valide´e, nous travaillons actuellement sur les animations locales.
Nous avons re´alise´ un prototype logiciel qui te´le´controˆle les mouvements globaux
d’un ou de plusieurs mode`les a` travers des sockets UNIX. Le logiciel d’analyse tourne sur
une “SGI Indy” a` environ 10 images/sec avec des trames de taille 208  160 en niveau
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de gris, et est surtout limite´ par la vitesse d’acquisition de la carte vide´o de la machine.
Le logiciel de synthe`se foncionne sur une station “SGI High Impact” avec des mode`les
d’environ 3 000 triangles, plaquage de textures, et une image de fond de´pendant de la
personne qui visualise la sce`ne virtuelle (voir figure 6(c)).
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