The significant role dust aerosols play in the earth's climate system and microbial nutrition cycles have lead to increased efforts in employing remote sensing to monitor their genesis, transport and deposition. In this contribution we considerably refine our earlier statistical models for aerosol detection and atmospheric transport that rely on latent Gaussian Markov random fields for inference. Based on explicitly satisfying the so-called integrated continuity equation we develop a Bayesian generalized linear model intrinsically expressing the divergence of the field as a multiplicative factor covering physical aspects such as compressibility and column projection. Alongside employing surface emissivity estimates for improved genesis detection, we conduct a simulation study clearly showing a reduction of errors in the estimated flow field. We conclude with a case study that relates this experimental finding back to a dust event over northern Africa.
INTRODUCTION
Dust aerosols have versatile effects on environmental systems. They affect the atmospheric radiation budget by influencing microphysical cloud processes, scattering and absorbing shortwave radiation and absorbing and re-emitting longwave radiation [1] . The resulting impact on the atmospheric circulation is likely to be an important influence on the accuracy of numerical weather models [2] . Moreover, dust deposition provides nutrients for microorganisms that ultimately influence the CO2-cycle [3] .
In this contribution we pursue our previous approach of applying semiparametric probabilistic graphical models to the detection and tracking of dust aerosols from the radiance measurements of the Meteosat Second Generation (MSG) Spinning Enhanced Visible and InfraRed Imager (SEVIRI). Our dust indication scheme elaborated in [4] and extended in [5] exploits the high temporal and spatial resolution of the SE-VIRI instrument in order to capture sub-daily processes such as short-termed cycles of dust emission. A main difficulty is, however, the significant intradaily variance of the signal. Especially during the well known peak time of dust emission (8-10 a.m.), the intense change of infrared radiation induced by the rising sun complicates the detection of dust aerosols. Particularly those source areas from which the dust is emitted are effected by these strong changes. We show that under these conditions, a combination of the Generalized Linear Model (GLM) with a Moderate Resolution Imaging Spectroradiometer (MODIS) operational land surface emissivity product is clearly to be preferred over plain linear discriminant analysis (LDA). In addition, we address a simplifying assumption of our previous studies with respect to dust aerosol tracking. The former probabilistic interpretation of the Horn & Schunck (HS) optical flow algorithm is adapted to fulfill the Integrated Continuity Equation (ICE, see [6] for details), i.e., introducing compressibility and column projection of the aerosol to the model. Using an artificial data set simulating dust emission and transport we compare both approaches and conclude that the ICE model in combination with Bayesian inference of the respective hyper parameters greatly reduces errors in magnitude and angle of the estimated flow field.
METHODS
Our approaches for detecting and tracking dust plumes are based on a particular type of Bayesian hierarchical model. In this class, the GLM, recent developments in computational statistics known as Integrated Nested Laplace Approximations (INLA) have paved the way for efficient inference on the posterior distributions of latent variables [7] . Here, observations {y i } i∈1...N like the property of a pixel containing dust or not are assumed to come from an exponential family distribution implicitly parameterized by a corresponding structured additive predictor η i . This predictor is the image under a link function g(·), such that g(µ i ) = η i with µ i being the distribution's explicit parameter, e.g., the mean of the binomial dust probability. Each η i is linearly generated by a subset of a possibly very high dimensional latent Gaussian Markov random field (GMRF) x. Using covariate vectors z (i) and u 
The corresponding likelihood functions of y i as well as the prior distribution of the latent field x themselves depend on a set Θ of parameters that again obey predefined prior distribution. The overall model is hierarchically structured:
Given a model of this kind, the INLA technique yields approximationsp to the marginals for both, the latent as well as the parameter posteriors:
Detection of Early Dust
The earth's brightness temperature under clear sky conditions varies significantly depending on the surface characteristics of sea versus land and among different vegetation zones as well as time of day. As Figure 1 (a) shows, this leads to difficulties in the differentiation between some pristine areas and those contaminated with dust, especially during the early hours of the day. In order to facilitate this differentiation, previous approaches used a maximum-intensity criterion to estimate the appearance of the background, i.e., under clear sky condition, from a data set spanning multiple days. However, while this technique suffices at around noon, it leads to the artifacts shown in Figure 1(b) as its intrinsic assumption of radiation decrease induced by aerosols is not necessarily met at low surface temperatures. We therefore model the probability of a pixel containing dust activity as a binomial distribution conditional on a surface emissivity product data set derived from the MODIS instrument [8] . As this channel is particularly expressive in terms of surface vegetation and seems comparably less disturbed by satellite swath artifacts, we constrain our algorithm to use surface emissivities at 8.3 microns, which are subsequently denoted by E. The mean of the detection distribution is given by the logistic sigmoid of a linear predictor η that is a non-linear extension of what usually is employed in simple logistic regression schemes. For each additive part induced by a falsecolor-channel λ according to the scheme described by Lensky and Rosenfeld (see [9] for details) the linear predictor η is a function f λ that varies with E and the channel data I λ , i.e., η = λ f λ (I λ , E). To be as general as possible about the functions f λ we express their corresponding local evaluations as a GMRF of the continuous random walk type [10] . This only imposes certain smoothness assumptions steered by the choice of the corresponding hyper parameter, i.e. f λ |Θ ∼ N (0, Q −1 CRW (Θ)). For reasons of computational complexity, the domains of I and E are discretized and bilinear interpolation is used to model local values.
Tracking via Integrated Continuity
Our previous approaches (see [5] ) of tracking dust plumes in the atmosphere were based on the Horn and Schunck method for optical flow [11] . Here, the general idea is expressed by the Brightness Constancy Assumption (BCA) for which a Taylor expansion and the assumption of Gaussian errors leads to a likelihood expression of the horizontal and vertical optical flow fields u and v to generate a given temporal sequence of spatial data I. An obviously violated intrinsic assumption of this technique is the incompressibility of the aerosol as well the negligence of column projection. Figure 2 shows a case where this leads to disturbances in the estimated flow field. A physically more appropriate formulation is the Integrated Continuity Equation (ICE, [6] ) model 
where, as with the Horn and Schunck method, it is common to assume spatial smoothness of these field u and v. This is expressed by adding a penalty term on the Euclidean norm of the gradient of the flow fields and is equivalent to assuming an intrinsic GMRF prior known as conditional autoregression (CAR) model with a smoothness parameter Θ having its own prior distribution p(Θ):
Note that the joint model of likelihood and prior does only depend on the fraction of the smoothness Θ and the regression error η.
EXPERIMENTS & RESULTS
We present results of two independent experiments. In order to assess different methods of detecting dust plumes during the early stages of development a two-fold cross validation on manually labeled data from January 2010 is employed. The data set contains extensive samples of pristine and dust contaminated areas across northern Africa and the Arabic peninsula at local times between 8 a.m. and noon. Figure 4 shows the sensitivity of the methods for different time intervals of the day, specificity is omitted as it is similarly high (approximately 99% to 100%) for all approaches. Our results clearly show that LDA with and without time as a covariate suffers from a significant decrease of performance during the early hours of the day. In contrast our proposed method maintains a high level of sensitivity for dust occurrence throughout the whole forenoon although a decrease is still apparent at around 8 a.m. and noon. As ground truth is not available we quantify the suitability of elevating the HS method to the ICE approach via a simulated data set. It comprises a single source emitting dust into the atmosphere and a pre-defined flow field that yields the transportation. As can be seen in Figures 3(a) to 3(c), the underlying flow field has a non-linear (exponential) component with a slight divergence in direction of the It can also be observed that in case of ICE the optimal choice of Θ depends on the metric. Less weight on the smoothness term minimizes the absolute angular error while higher values minimize magnitude mis-estimation. Moreover, there is a significant difference in the errors when Bayesian inference on Θ is taken into account while HS yields higher errors than for any fixed choice of Θ. Yet, the performance of the methods on actual SEVIRI data is of central interest. Figure 5 (c) depicts the posterior mean of the Bayesian ICE method applied to the outcome of our detection method with respect to the scenery shown in Figure 2(a) . A comparison to the results of the HS method in Figure 2 (b) suggests that the former is at least visually more appropriate as it is considerably more consistent and suffers from less outliers close to the sources.
CONCLUSION
Our results show the proposed dust detection method to produce superior results as compared to a linear approach. The effect is strongest during the morning hours at the time where most of the dust plumes emerge. Most importantly, we also complement our detection approach with a novel probabilistic interpretation of the Integrated Continuity Equation, comprising two benefits. First, with respect to the SEVIRI data, physically much more plausible assumptions than within the method of Horn and Schunck are reflected. Secondly, as our simulation study suggests, it leads to improved estimates of the flow field in case the smoothness parameter is interpreted in a Bayesian sense and its posterior is used for the flow estimation process.
