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ABSTRACT: Cyclic voltammetry is a fundamental experimental
method for characterizing adsorbates on electrochemical surfaces. We
present a model for the electrochemical solid−liquid interface, and we
simulate the linear sweep voltammogram of the electrochemical
oxidation of H2O on Pt(111) and Pt3Ni(111), based on kinetic and
thermodynamic parameters computed by Density Functional Theory
(DFT) and the dynamics of the system solved through Monte Carlo-
based methods. The model predicts onset of OH and O formation in
good agreement with voltammetric and ex situ XPS experiments.
■ INTRODUCTION
Cyclic voltammetry is the most fundamentally important
analytical method used to study electrode materials.1,2 There
has been tremendous progress made in understanding the
nature of the processes that cause peaks in a voltammogram.3,4
The voltammetric features can be used to assign the
reversibility of a reaction, and to identify multistep charge
transfer reactions and multicomponent systems.3,4 As ubiq-
uitous as this method is in analytical electrochemistry, however,
the exact faradaic process that causes the voltammetric peak is
often difficult to conclusively assign. In a cyclic voltammogram
(CV), current is measured as a function of applied potential,
which is swept continuously; although the current can be
measured with great accuracy, the molecular-scale surface
processes that give rise to the current are difficult to identify
conclusively. One of the reasons for this difficulty is that
electrochemistry is conducted in a liquid cell that operates close
to ambient temperature and pressure, preventing the use of a
number of common spectroscopic and microscopic techniques
that require high vacuum for operation. Another reason is that
many of the surface processes involve adsorbates that are
similar to, if not identical to, the surrounding liquid medium,
making them difficult to follow unambiguously. Despite the
development of advanced experimental methods, fundamental
limits will always exist in detecting surface processes under true
operating conditions.
Our approach presents a theoretical approach to derive cyclic
voltammograms in an aqueous environment from first-
principles. By accounting for the molecular-scale physics of
interfacial processes in electrochemistry, this model provides
insight into the surface structure of adsorbed and interfacial
water, OH, and O as a function of applied potential. The
approach uses kinetic and thermodynamic parameters
computed by Density Functional Theory (DFT), and the
dynamics of the system is solved through a Monte Carlo-based
method. This approach is used to simulate the oxidation of
water on Pt(111) and Pt skin on Pt3Ni(111) surfaces in the
potential range 0.5−1 V. The fundamental surface processes
involved relate directly to the catalytic activity of these surfaces
toward electrocatalytic oxygen reduction5 and other aqueous
electrochemical reactions.
■ MODEL APPROACH
The simulation of the kinetics of the oxidation of water is
accomplished through a combination of equilibrium and
Dynamic Monte Carlo (DMC) methods using kinetic and
thermodynamic parameters calculated from Density Functional
Theory (DFT). The combination of Monte Carlo methods is
used to carry out an efficient time scale separation where the
fast processes are handled in equilibrium and the slow kinetic
steps are handled in the Dynamic Monte Carlo method. As a
result of this separation, chemical and electrochemical surface
processes in addition to adsorbate−adsorbate interactions can
be handled efficiently.
Lattice-Gas Model of the Metal−Liquid Interface. The
metal−liquid interface is modeled using a lattice gas
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Hamiltonian approach, where the different kinds of water and
OH present are shown in Figure 1. The water bilayer typically
consists of two kinds of water: a water that is parallel to the
surface and a water with a hydrogen atom pointing away or
toward the electrode surface. The focus of our study is at
positive electrode potentials, where we expect the electric field
to favor the water with its hydrogen pointing away from the
electrode surface.6 The two kinds of water in this structure are
denoted by H2O(p2) and H2O(v). The formation of OH
occurs in a phase transformation from (√3 ×√3)R30° H2O−
H2O phase to (√3 × √3)R30° OH−H2O phase. This gives
reversible potentials for OH adsorption that are in good
agreement with experiments.6 This phase transformation
happens through the oxidation of H2O(v) to OH and a
subsequent movement of H2O(p2) to H2O(p1). The main
difference between the two water molecules H2O(p1) and
H2O(p2) is that H2O(p1) has a bond distance to the Pt surface
that is comparable to the H2O monomer on Pt(111), whereas
H2O(p2) is further away from the surface, and is weakly
adsorbed. We note that the distances reported here for the
hydrogen ordered (√3 × √3)R30° phases of H2O−H2O and
OH−H2O are similar to those observed in MD simulations
described previously.7−9 In addition, we also consider O to be
adsorbed in fcc hollow sites.
Interactions of adsorbates with the surface are included
through a lattice Hamiltonian given below:
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where Eads
X and Eato
X are the adsorption energy and the
atomization energy of the species X respectively, and ci
X is
the occupation number of X at site i. This is 1 if an adsorbate X
is at site i and 0 otherwise. VXY (θ1, θ2) is the interaction energy
between adsorbates X and Y at sites i and j with adsorbate
angles θ1 and θ2 as defined in Figure 2. The sum ⟨i,j⟩ runs over
all pairs of nearest neighbor top sites. Interactions with O
adsorbates are included in the last sum, where (i,j) includes up
to next nearest neighbor sites. This approach is inspired by the
work of Karlberg et al.10,11 who studied the water uptake and
the kinetics of H2O desorption from an O precovered Pt(111)
surface using such an approach.
Karlberg et al. showed that second nearest neighbor
interactions between OH−H2O and OH−OH are less than
2% of the nearest neighor interactions on Pt(111),12 and we
have neglected these interactions.
Figure 1. Hydrogen ordered (√3 × √3)R30° phases of H2O−H2O
(left) and OH−H2O (right) on Pt(111). The different types of water
and OH have been labeled.
Figure 2. Angle-resolved interaction potentials (in eV) for H2O(v)−H2O(v), H2O(v)−H2O(p1), H2O(v)−OH, H2O(p1)−H2O(p1), OH−
H2O(p1), and OH−OH on Pt(111). Angle-resolved interaction potentials between H2O(p2) and other adsorbates are shown in the Supporting
Information.
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Surface Processes. Water diffusion is, in general, fast even
at very low temperatures (T ≈ 25 K).13 Water is believed to
diffuse easily along the close packed directions.14 Michaelides et
al. calculated the barrier for OH diffusion along the close
packed rows of Pt(111) to be 0.1 eV, and that H diffusion in
the OH−H2O phase is very fast (Ea < 0.01 eV).14 They also
found that the barrier for the rotation of a water monomer on
Ru(0001) is 0.02 eV,15 and we expect a similar barrier on
Pt(111). Thus, we treat the following fast processes in
equilibrium:
• hydrogen transfer between adsorbed species:
* + * → * + *H O(p1) OH OH H O(p1)2 2 (2a)
* + * → *H O(p1) O 2OH2 (2b)
• diffusion and rotation of H2O(p1), H2O(p2), OH, and
H2O(v)
• diffusion between adjacent hollow sites
• interconversion of H2O(p2), H2O(p1), and H2O(v)
The electrochemical reactions of the water discharge reaction
shown in eqs 3 and 4 are treated kinetically.
⇌ * + ++ −H O(l) OH H e2 aq (3)
* ⇌ * + ++ −OH O H eaq (4)
Reversible Potentials. The rates for reactions 3 and 4 are
calculated using local reaction center (LRC) theory16 as
implemented in the CICV method17 and are taken from Rai
et al.18 The activation energy varies linearly with potential in
the potential range of interest. As we are interested in the
surface coverages at dynamical equilibrium, we do not expect
the results to depend appreciably on the specific method used
for calculating the potential dependence of the rates. The ratios
of the rates calculated from the CICV method are shifted to
give the same reversible potentials as the thermodynamic
method, described in the Supporting Information, for the
following phase transitions between ordered phases:
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The correction is similar to that used by Rai et al.,18 and is done
because LRC theory does not properly include the stabilization
of the final state and initial state due to hydrogen bonding in a
water environment. It therefore gives reversible potentials that
are much higher than the ones obtained from DFT calculations
of the thermodynamics.
The formation of the ordered phases of (√3 × √3)R30°
OH−H2O and (2 × 2) O are determined by the reversible
potentials. The adsorbate interactions account for defect
formation in these ordered adsorbate phases. Further, the
interaction potentials allow the formation of structures other
than the mentioned ordered phases.
Monte Carlo Simulations. Using the kinetic rates and
adsorbate interactions calculated, we find the dynamical
equilibrium at the surface set up by eqs 3 and 4 at each
potential of interest. Between each kinetic step, the surface is
equilibrated by Metropolis Monte Carlo (MMC) simulations.
The MMC simulations use an annealing procedure starting
from 50 000 K and decrease the temperature in steps of 500 K
until the final temperature of 300 K is reached. The simulations
are done on a 50 × 50 hexagonal lattice with nonperiodic
boundary conditions. It has been checked that the results are
converged with respect to the lattice size. The simulations
started from an equilibrated H2O−H2O structure with a total
coverage of 0.6 ML. The potential is then increased in steps of
0.05 V, where the adsorbate coverages are converged at each
potential in a cycle of DMC steps and MMC runs.
■ CALCULATION DETAILS
DFT Calculations. The angular-dependent nearest neighbor
interactions between adsorbates are calculated following an
approach outlined by Karlberg et al.10,11 The details of the
approach and the calculation of the interaction parameters are
described in the Supporting Information. The reversible
potentials for the phase transformations are calculated using
the RPBE functional for exchange and correlation19 and follow
the method applied previously.6,20 The details of the method
are discussed in the Supporting Information.
Dynamic Monte Carlo Method. The Dynamic Monte
Carlo method pioneered by Gillespie21 enables the efficient
solution of the time-evolution and the dynamics of chemical
systems in a stochastic sense. Several algorithms have been
subsequently developed for simulating catalyst systems, and all
DMC simulations in this work use an efficient variant of the
Variable Step Size Method (VSSM), called VSSMb.22,23 A more
detailed discussion of the method can be found elsewhere.22−25
The details of the algorithm are presented in the Supporting
Information.
■ RESULTS AND DISCUSSION
We begin by examining the interaction of different oxygen
adsorbates and then discuss the structure of the adsorbate layer
at different potentials. We subsequently discuss the simulated
voltammetric features on Pt(111) and Pt3Ni(111).
Interaction Potentials. A key feature determining the
structure of the adsorbate layer is the highly attractive
H2O(p1)−OH interaction when H2O(p1) is the hydrogen-
bond donor. From the calculated interaction potentials shown
in Figure 2, the formation of an extended H2O(v)−H2O(p1)
(√3 × √3)R30° phase from an extended H2O(v)−H2O(p2)
(√3 ×√3)R30° phase costs 49 meV/H2O(p), so there will be
a mixed phase of H2O(v)−H2O(p1) and H2O(v)−H2O(p2) at
room temperature. In a (√3 × √3)R30° OH−H2O
environment, H2O(p1) is more stable than H2O(p2) by 1.02
eV. This shows that the formation of OH will be accompanied
by the movement of H2O(p2) to H2O(p1). Further, the OH−
H2O(p1) interactions are more attractive than the OH−OH
interactions. Thus, domains of OH−H2O(p1) with a (√3 ×
√3)R30° structure of the oxygen atoms will be formed.
To address the issue of the edges of the OH−H2O(p1)
islands, we find that H2O(p1) with one OH neighbor and two
H2O(v) neighbors is stable relative to H2O(p2) in the same
environment by 0.46 eV. However, when OH is the hydrogen-
bond acceptor, this stability is only 4 meV. Therefore, the edges
of the OH−H2O(p1) islands will be decorated by H2O(p1).
The calculated adsorbate−adsorbate interaction potentials also
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show good overall agreement with similar potentials calculated
by Karlberg et al.11
Simulated Voltammogram on Pt(111). The simulated
potential-dependent coverage of O-containing adsorbates on
Pt(111) is shown in Figure 3a and is compared to the charge
transfer from OH adsorption in the butterfly region between
0.6 VRHE and 0.95 VRHE in the linear sweep voltammetry
experiments by Wang et al.26 and Stamenkovic et al.27 The
coverages of OH, H2O(p1), and O, shown in Figure 3b−d,
agree well with the ex situ electrochemical XPS experiments of
Wakisaka et al.28
According to the model, as seen in Figure 3c, OH adsorbs
between 0.65 VRHE and 0.85 VRHE. It is also seen that OH
adsorption is accompanied by H2O(p1) with the H2O(p1)
decorating the edges of the OH−H2O(p1) islands. As a result,
H2O(p1) has a higher coverage, shown in Figure 3b, as
compared to OH until the formation of the extended (√3 ×
√3)R30° OH−H2O(p1). At higher potentials, further
oxidation of OH to O leads to an effective repulsive interaction
between adsorbed O and H2O(p1). This results in a conversion
of H2O(p1) to its weakly adsorbed H2O(p2) state, which is
more stable in the O environment. This is in good agreement
with the experiments by Wakasika et al.28 who observe a drop
in the coverage of H2O(p1) beyond 0.85 VRHE. Wakisaka et
al.28 also find that oxygen formation starts between 0.85 VRHE
and 0.9 VRHE in 0.1 M HF (hydrofluoric acid), which is in
reasonable agreement with our simulations28 as shown in
Figure 3d.
The simulated coverage curve follows the integrated
voltammogram quite well as seen in Figure 3a. However, the
charge transfer at 0.6−0.75 VRHE and at 0.8−0.9 VRHE is lower
than that obtained from the integration of the voltammogram.
The characteristic sharp peak in the butterfly region of the
voltammogram around 0.8 VRHE corresponds in our model to
the formation of 1/3 ML OH phase. The current spike has
been suggested to be caused by an order−disorder transition29
or by the interaction of the adsorbed OH with perchlorate.30
However, recent DFT calculations have shown that perchlorate
adsorption is thermodynamically unfavorable,31 and as the peak
is also present in other electrolytes such as HF, the sharp peak
at 0.8 VRHE is most likely due to an order−disorder transition.
We speculate that at low potentials, the OH−H2O(p1) islands
are formed out of registry with each other. As the edges of these
islands are decorated by H2O(p1), at higher potentials, when
these islands have to merge to form the extended OH−
H2O(p1) phase, the oxidation of the water present along the
perimeter of these separated islands over a small potential range
could lead to the current spike observed. However, our model
cannot capture this as a long-range order is imposed by the
water bilayer causing the different OH−H2O(p1) domains to
be formed in registry.
At 0.8 VRHE, the charge from the integrated voltammogram is
about 0.05 electrons per Pt atom larger than in our simulations.
However, it should be noted that voltammogram does not
measure the charge transfer from adsorption directly, but also
contains contributions from variations in double layer
capacitance with potential. Both electrochemical impedance
spectroscopy and Frumkins thermodynamic method show that
the double layer capacitance changes in the region of OH
adsorption.31−33 OH coverages higher than those found in our
model could also be caused by the formation of phase−
antiphase domains with a higher local OH coverage at the
domain boundaries or by coexistence of (√3 × √3)R30°
domains and (1 × 1) OH domains. Periodic structures with
higher OH coverage than 1/3 ML OH could in principle also
be formed, for example, a (2 × 1) OH−H2O structure with 0.5
ML OH, but the calculated interaction potentials do not favor
this. In addition, more complicated structures involving
multiple layers of H2O, OH, and the counter-anions, could,
in principle, be formed leading to additional charge transfer,
which has not been considered in this study.
Our model predicts the increased oxidation of OH to O at
0.9 VRHE as shown in Figure 4. This agrees well with the ex situ
EC-XPS and in situ STM experiments in 0.1 M HF by
Wakisaka et al.28,34 However, the peak in the voltammogram
typically assigned to O is around 1.05 VRHE.
27 It is also possible
that the earlier detection of O in the experiments of Wakisaka
et al. could be due to the presence of defects in the Pt(111)
surface. It has been shown in the work of Björling et al.35 that
the presence of steps gives rise to current formation after the
OH peak, which has been attributed by the authors to O
formation on these steps. We also note that within our model,
Figure 3. (a) Simulated integrated cyclic voltammogram for Pt(111). The electrode potential is measured vs RHE. The experiment shown from
Wang et al.26 and Stamenkovic et al.27 (b)−(d) θH2O(pl), θOH, and θO calculated from DFT+MC simulations as compared to ex situ EC-XPS
experiments by Wakisaka et al.28
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the thermodynamic driving force is only 1/6 e− per Pt site for
the oxidation of (1/3 ML) OH to (1/4 ML) O as shown in eq
6, which is quite small, and the calculated reversible potential is
therefore sensitive to DFT errors. It is difficult to conclusively
assign the exact potential for the formation of O.
We note that a simple langmuir isotherm can be used
successfully for predicting the OH adsorption such as the one
developed by Rossmeisl et al.36 as shown in Figure 3. However,
it can become rather complex to include the coadsorption of O
and OH within the framework of such a simple model.
■ VOLTAMMOGRAM ON PT3NI
The application of the developed approach to simulate the
voltammogram on Pt skin on Pt3Ni needs to additionally
include the effect of solute concentration in the subsurface
layers as theoretical calculations have indicated that these affect
the binding energy of oxygen intermediates.37 To fully
comprehend the ligand effects of subsurface solute concen-
tration on the voltammetry, a dynamical model capable of
incorporating site heterogeneity is required.
Site Heterogeneity. To examine the effect of site
heterogeneity, we have calculated the formation energy of
OH at atop sites and O at fcc hollow sites on Pt3Ni alloys.
These are terminated with a 1 ML Pt skin with 0%, 25%, or
50% Ni in the second layer and bulk composition in the third
and fourth layers. The Pt3Ni alloy surface is shown in Figure 5,
for a surface with 50% and 25% Ni in the second layer. The
formation energies on the different adsorption sites are shown
in Table 1. As a result, we model the surface in the Monte
Carlo simulations by a (50 × 50) hexagonal lattice with
heterogeneous sites with (2 × 2) periodicity.
In general, O and OH bind weaker on Pt3Ni than on pure Pt
and bind even weaker as the Ni content in the second layer
increases. For Pt3Ni depleted of Ni in the second layer, there is
still a weakening of the binding energies relative to Pt and a
dependence on the alloy structure below the second layer. The
formation energy of O and OH is also shown for a 2.3%
compressed Pt slab in Table 1. This corresponds to Pt with the
lattice constant used in the DFT calculations for the Pt3Ni
alloy. It is seen that part of the destabilization of adsorbates
relative to Pt comes from the compression of the Pt overlayer
on Pt3Ni. To estimate the effect of the lattice compression
when going from Pt(111) to a Pt skin on Pt3Ni on the
interaction parameters, we calculate the H2O(p1)−OH
interaction potential and the H2O(p1)−H2O(p1) interaction
potential on a 4 layer Pt slab compressed by 2.3%.
Compression weakens the most attractive OH−H2O(p1)
interactions at (θ1 ∈ {120°, 180°, 240°}, θ2 = 120°) by 9
Figure 4. Snapshot of the adsorbate layer on Pt(111) formed from the
simulated voltammogram at (a) 0.85 VRHE and (b) 0.90 VRHE. The Pt
atoms are green, O are red, and H are white. H2O(p2) and H2O(v) are
not shown.
Figure 5. Heterogeneous adsorption sites at a Pt skin on Pt3Ni with 50% Ni (left) and on Pt3Ni with 25% Ni (right) in the second layer.
Table 1. Formation Energies of O and OH in eV and
Reversible Potentials in VRHE on Pt3Ni with a Pt Skin and
Different Ni Concentrations in the Second Layer and on
Compressed Pt and Uncompressed Pta
bulk: Pt3Ni Pt3Ni Pt3Ni Pt 2.3% Pt
second layer Ni concn: 50% 25% 0% 0% 0%
ΔEOHA 1.18 1.22 1.15 1.16 1.08
ΔEOHB 1.13 1.10 1.12 1.16 1.08
ΔEOHC 1.30 1.22 1.15 1.16 1.08
ΔEOHD 1.30 1.22 1.15 1.16 1.08
ΔEOE 1.91 1.87 1.84 1.83 1.60
ΔEOF 1.91 1.87 1.84 1.83 1.60
ΔEOG 2.17 2.14 1.78 1.83 1.60
ΔEOH 2.19 1.87 1.84 1.83 1.60
average ΔEOH 1.22 1.19 1.14 1.16 1.08
average ΔEO 2.04 1.94 1.83 1.83 1.60
UOH
rev 0.91 0.88 0.84 0.76
UO
rev 1.11 1.12 1.09 0.95
aThe adsorption sites on Pt3Ni are shown in Figure 5.
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meV. On the other hand, the most attractive H2O(p1)−
H2O(p1) interaction at (θ1 = 60°, θ2 = 0°) is strengthend by 15
meV. Because the interaction potentials are not strongly
affected by lattice compression, the Monte Carlo simulations
are done using the same interaction potentials V as those on Pt.
Variations in the adsorption energy of H2O(p1) on Pt3Ni with
50% Ni in the second layer were below 9 meV and have been
neglected here.
From calculations of OH in the (2√3 × 2√3)R30° OH−
H2O structure, we find a 0.15 V shift in the reversible potential
for OH formation relative to Pt. This agrees well with the 0.13
V shift used by Rossmeisl et al.36 For the extended OH−H2O
structure, OH is adsorbed on all possible top sites. Accordingly,
we find a 0.14 eV shift in the average OH formation energy on
Pt3Ni relative to Pt, shown in Table 1. This shows that the shift
in the reversible potential for the formation of OH in (2√3 ×
2√3)R30° OH−H2O structure is described well by the shift in
the average formation energy of OH. Therefore, for Pt3Ni with
25% or 0% Ni in the second layer, we approximate the
reversible potential for OH formation from the shift in average
OH formation energy.
Figure 6 shows the simulated OH and O adsorption on Pt3Ni
with 50% Ni in the second layer and 25% Ni in the second
layer. With 50% Ni in the second layer, the onset of OH
adsorption is offset by ∼50 mV as compared to the experiment
by Stamenkovic et al.,27 but roughly similar to that calculated by
Rossmeisl et al.36 for the reasons discussed above. Oxygen
adsorption does not become important before 1.0 VRHE, where
the OH coverage has nearly reached 1/3 ML.
With 25% Ni in the second layer, OH adsorption shifts
negatively by ∼30 mV and moves closer to the experimental
curve. The shape of the OH adsorption isotherm for the case of
25% Ni in the second layer agrees well with the voltammetric
experiments of Stamenkovic et al.27 This is due to the fact that
the variation in OH binding energy on the different sites is not
as pronounced as that seen in the case of 50% Ni in the second
layer. With 0% Ni in the second layer, OH adsorption moves
even closer to the experimental curve. The negative shift of the
OH adsorption isotherm agrees qualitatively with the stronger
oxygen binding energy on surfaces with low Ni concentration
in the second layer, cf., Table 1. It is to be noted that the
surface X-ray scattering (SXS) experiments in the work of
Stamenkovic et al.27 show an average composition of 50% Ni in
the second layer. In this study, we have chosen the smallest
possible unit cell (2 × 2) to model this, which may not
correspond to the real structure. A more detailed analysis of the
subsurface Ni structure would be necessary to make a more
direct comparison between the results of the model and the
experiments.
We note that a langmuir isotherm deviates significantly for
OH adsorption from that of the Monte Carlo model, as shown
in Figure 6. This is due to the inclusion of geometric effects of
site heterogeneity, which causes a split between the stronger
binding sites and weaker binding sites. The use of Monte Carlo-
based methods merely allows for easy inclusion of these
geometric and coadsorption features.
In our model, we have considered only nearest neighbor
interactions that have been shown to be reasonably accurate for
the system studied here.10 It is possible that for other more
complicated systems, a more systematic study beyond the
nearest neighbor might be necessary. In addition, only
interactions between OH, O, and H2O have been included,
and interactions with the electrolyte have been ignored. The
interactions with the electrolyte are important for adsorbing
electrolytes such as H2SO4. We have treated the different
reactions within dynamic equilibrium, which corresponds to an
infinitely slow scan rate. However, there are features in the
voltammogram that are dependent on the scan rate, and these
are not easily captured within the present implementation of
the model.
■ CONCLUSIONS
We have simulated the potential-dependent OH and O
adsorption on Pt(111) and Pt3Ni. The simulations are
performed employing DFT calculated interaction and for-
mation energies as input to Monte Carlo simulations. The
model predicts that OH adsorbs between 0.65 VRHE and 0.85
VRHE. At 0.9 VRHE, OH starts to get oxidized to O. OH
adsorption is accompanied by H2O(p1) with the H2O(p1)
decorating the edges of the OH−H2O(p1) islands. As a result,
H2O(p1) has a higher coverage as compared to OH before the
formation of the extended (√3 × √3)R30° OH−H2O. At
Figure 6. Simulated integrated cyclic voltammogram for Pt3Ni with (a) 50% Ni and (b) 25% Ni in the second layer. The electrode potential is
measured vs RHE. The experiment shown in the figure is by Stamenkovic et al.27
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higher potentials, further oxidation of OH to O leads to the
conversion of H2O(p1) to its weakly adsorbed H2O(p2) state.
These findings are in good agreement with the ex situ XPS
experiments by Wakasika et al.28
We also simulated OH and O adsorption on Pt3Ni(111)
surfaces terminated by a 1 ML Pt skin and an ordered (2 × 2)
subsurface alloy structure with 50%, 25%, or 0% Ni in the
second layer. We observed that OH adsorption shifts to more
negative potentials as the subsurface Ni concentration is
decreased. We also find that the formation of OH in (2√3 ×
2√3)R30° OH−H2O structure is described well by the shift in
the formation energy of O.
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