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ABSTRACT

1.2 Single Layer Neural Networks
Artificial Neural Networks is a method inspired by the learning in human brain. They have applications in wide
variety of machine learning problems such as multivariate regression, classification, pattern recognition, speech
recognition, and computer vision.

High dimensional functions occur in many machine learning examples. Approximating them is a
challenging problem due to many methods that are available suffer from the curse of
dimensionality. Andrew R. Barron in 1993 proved dimension independent approximation bounds
for functions with certain Fourier conditions. He showed that single layer neural networks with
sigmoidal activation functions can achieve approximation error of order O(1/n), where n is the
number of nodes in the hidden layer, for functions in Barron's space. Sums of separable
functions is an alternative method based on constructing a multivariate function as a product of
univariate functions. In this study we show that functions in Barron's space can be
approximated with the same approximation rate using sums of separable functions with
complex exponentials. Approximation power of both methods in approximating functions in this
space is further discussed.

2. Results
2.1 Sums of Separable Functions for Barron’s Functions
The following theorem is the sums of separable function version of the Theorem 1 of [1].

Figure 1: (Left) a model of an artificial neuron(node), (right) a model of a single layer neural network of n hidden layers

1. Background
Consider approximating a real valued continuous function f on a d dimensional rectangular grid. Usually the
number of parameters n needed to approximate f is given as
. The exponential dependence of n on d is
known as the curse of dimensionality [1] and is unavoidable in general.

1.3 Sums of Separable Functions
This function approximation method is based on the classical approach of constructing a multivariate function as a
product of univariate functions as described below.
The proof of this theorem is based on lemma 1 and the following theorem.
where sl are (optional) normalization coefficients, gil are unknown univariate component functions and r is the
separation rank. The univariate functions may be constrained to a space or required to have a particular form, but are
not restricted to come from a particular basis set.

1.4 Single Layer Neural Networks for Barron’s Functions
Given below is the main theorem in [1] that gives a bound for the integrated squared error for approximation by linear
combination of a sigmoidal functions.

Figure 2: Figure illustrating the curse of dimensionality

Remark

However, by imposing strong assumptions on the function class one can reduce or possibly avoid the curse.

v In the neural network literature, [2] plays an important role as it obtained an approximation rate independent of
input dimension d for approximating functions using single layer neural networks. Our study showing the same
approximation bounds for the Barron’s function class is therefore a significant result for the sums of separable
function method.

In [2], it is showed that for functions in Barron’s space single layer neural networks can obtain integrated
squared error of order
where n is the number of hidden nodes. In this study we show that sums of
separable functions can also achieve same dimension independent approximation error bounds for Barron’s
functions.

1.1 Barron’s Function Space

The proof of this theorem is based on the following lemma which gives an approximation scheme using convex
combinations in a Hilbert space.

v In the sums of separable approach, the univariate functions are given by exponential functions and the
representation has the rank n+1.
v Dimension independent bounds can be obtained by applying strong assumptions on the smoothness of the
function class as done in [2]. The issue with such function classes is that, even though they can be approximated
with relatively smaller number of parameters (number of parameters not showing exponential dependence in d)
the function class may not be useful in practical applications because the strong assumptions can make the
function class shrink.
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Figure 2: Figure illustrating lemma 1 in 2 dimensional Hilbert space

