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Abstract
Face recognition is a very complex classification prob-
lem and most existing methods are classified into two cat-
egories: generative classifiers and discriminative classi-
fiers. Generative classifiers are optimized for description
and representation which is not optimal for classification.
Discriminative classifiers may achieve less asymptotic er-
rors but are inefficient to train and may overfit to training
data. In this paper, we present a hybrid learning algorithm
that combines both generative learning and discriminative
learning to find a trade-off between these two approaches.
Experiments on Asian Face Database show a reduction in
classification error rate for our hybrid learning method.
1 Introduction
Face recognition is a very challenging task and has at-
tracted considerable attention from psychophysicists, neu-
roscientists and engineers for more than 50 years. Various
techniques has been applied in automatic face recognition,
such as Principal Component Analysis (PCA) [17], Lin-
ear Discriminant Analysis (LDA) [1, 13], Hidden Markov
Models (HMMs) [16], Neural Networks [11, 5] and Sup-
port Vector Machines (SVMs) [6]. These methods are gen-
erally classified into two categories: generative classifier
and discriminative classifier.
Generative and discriminative learning are two
paradigms of machine learning. Generative learning
is the main approach for pattern classification, artificial
intelligence and perception. It focuses on generative de-
scription of samples and tend to synthesize configurations
from them. Consequently, corresponding classifiers, de-
tectors and predictors can be built based on the generative
model. PCA [17], LDA [1, 13] and HMMs [16] are
typical generative classifiers that produce a probability
density model for face recognition. Discriminative learning
attempts to compute the mapping for classification from
input to output directly without modelling the underlying
distributions. It normally achieves superior performance
than generative approach in many applications. Traditional
Neural Networks [11, 5] and SVMs [6] are discriminative
classifiers that attempt to maximize the classification
boundary margin of classes (faces) for face recognition.
Recent research on combining generative and discrimi-
native learning has shown that proper combinations of
two models outperforms pure generative or discriminative
models [19, 2, 15, 14, 8, 18].
In 2004, we proposed a new method Adaptive Principal
Component Analysis (APCA) [3, 12] for face recognition,
which is robust to face image variations in illumination and
expression. In this paper, we are going to introduce a hybrid
learning method that combines generative learning and dis-
criminative learning based on our proposed APCA method
to further improve the recognition accuracy. In section 2,
we briefly explain APCA method and knowledge of gener-
ative and discriminative learning. Then we discuss in details
on the design of generative and discriminative learning al-
gorithms and the combination of both paradigms based on
APCA in section 3. Section 4 is devoted to the experimental
results. Finally, we present conclusion and future work in
section 5.
2 Preliminary Knowledge
2.1 Adaptive Principal Component Analysis
(APCA)
Adaptive Principal Component Analysis [3, 12] is a lin-
ear pattern classification algorithm that inherit merits from
both PCA and FLD by warping the face subspace according
to the within-class and between-class covariance of sam-
ples. We first apply PCA on face images to extract eigen-
faces. Consequently, every face image is projected into a
face subspace with reduced dimensionality to form a m-
dimensional feature vector sj,k with k = 1, 2, ...,Kj denot-
ing the kth sample of the class Sj . Then the face subspace
is warped by the following three steps:
• Space Rotation: The feature space is rotated accord-
ing to the overall within-class covariance. The rotation
matrix R is a set of eigen vectors obtained by apply-
ing singular value decomposition to the overall within-
class covariance matrix. By space rotation, the repre-
sentativeness of features are enhanced and features are
either more discriminative or generative after rotation.
• Whitening Transformation: The subspace is whitened
according to the eigen values λi (i = 1, 2, ...,m) of the
PCA extracted face subspace with a whitening power
p. Each eigenface ui is whitened according to the cor-
responding eigen-value λi with the power p. Conse-
quently, the whitening matrix is:
Z = diag{λp1, λ
p
2, ...λ
p
m}. (1)
Whitening transformation is used to control the over-
all scatter of all samples and compensate for the over-
weighing of low frequency components.
• Eigenface Filtering: Eigen-features are weighted ac-
cording to the identification-to-variation value ITVi
(i = 1, 2, ...,m) with a filtering power q. The ITV is a
ratio measuring the correlation with a change in person
versus a change in variation for each of the eigenfaces.
It is defined as the following:
ITVi =
BetweenClassCovariance
WithinClassCovariance
=
1
M
∑
M
j=1
1
K
∑
K
k=1
|si,j,k−$i,k|
1
M
∑
M
j=1
1
K
∑
K
k=1
|si,j,k−µi,j |
,
$i,k =
1
M
∑M
j=1 si,j,k,
µi,j =
1
K
∑K
k=1 si,j,k, i = [1, · · ·m],
(2)
where si,j,k denotes the ith element of the face vec-
tor of the kth sample for class (person) Sj . The aim
of eigenface filtering is to diminish the contribution of
eigenfaces that are strongly affected by illumination
and expression variations and enhance those features
that capture the main differences between classes.
The cost function OPT is a combination of error rate and
the ratio of between-class distance to within-class distance
as the following:
OPT =
M∑
j=1
K∑
k=1
∑
m
(
djj,k0
djm,k0
), (3)
∀m ∈ djm,k0 < djj,k0,m ∈ [1 · · ·m].
where djj,k0 is the within-class distance between the vari-
ant sample sj,k and the the standard reference image sj,0
(typically the normally illuminated neutral image) for class
Sj . Correspondingly, djm,k0 is the between-class distance
between sample sj,k and the reference image sm,0 for class
Sm. The experimental results on face images in Asian Face
Database [10] with both illumination and expression varia-
tions show that APCA performs much better than PCA and
LDA. For more details of the APCA algorithm please refer
to paper [3].
2.2 Generative and Discriminative Learning
Generative models estimate distributions of all inputs
and outputs of the system and manipulate them to compute
classification and regression functions. For pattern classi-
fication problem, generative classifiers produce a model of
the joint possibility p(x, y) of input x and output label y,
then a posterior possibility can be generated according to
marginal distributions, conditioning, and Bayes rules as fol-
lows:
p(y) =
∑
x
p(x, y), (4)
p(x|y) =
p(x, y)
p(y)
,
p(y|x) =
p(x|y)p(y)
p(x)
.
However, estimation of a joint possibility is a complex and
difficult task. One improvement is to make an assump-
tion on the conditional possibility p(x|y) with a parametric
model f with parameter θ. Then the posterior possibility is
estimated as the following according to the Maximum Like-
lihood constraint:
p(y|x) = p(y|x, θ), (5)
θ = argmax
θ
∑
i
p(yi)fyi(xi, θ).
By imposing possibility density models over all variables
in the system, generative models provide the ability of rep-
resentation, classification and prediction. However, genera-
tive models are optimized generically for description or rep-
resentation which is not necessarily optimal for a specific
task such as classification or regression [7, 9]. Therefore,
discriminative learning is applied.
Unlike generative learning, discriminative learning mod-
els posterior possibilities directly or optimizing the map-
ping from input to output straightforward. Intermediate
goals such as joint probabilities or conditional density func-
tions are ignored. Therefore, constraints on optimization
of parameters are different from generative learning. Nor-
mally, margin distances from the decision boundary to the
nearest sample is considered. Only decision boundary or re-
gression function approximations are adjusted to optimize
parameters. Hence, discriminative classifiers achieve bet-
ter performance and less asymptotic errors compared to the
generative paradigm. But discriminative models may be in-
efficient to train since they require simultaneous considera-
tion of all data from all classes [4, 9, 2]. Moreover, when
training data are limited, generative learning may outper-
form its discriminative counterpart [19].
A successful classifier should combine both generative
and discriminative models. It may inherit versatility and
flexibility from generative learning and take advantage of
discriminative learning for its powerful classification abil-
ity. Research done in [2, 15, 14, 8, 18] proved that appro-
priate combination of both models is normally preferable,
and may achieve higher accuracy.
3 Combinations of Generative and Discrimi-
native Learning
3.1 Generative Learning Optimization
Our proposed APCA adapts the generative classifier —
PCA by a whitening transformation to control the overall
scatter of all samples and eigen filtering for weighing fea-
tures. In order to maintain the generalization ability of the
model and speed up the optimization procedure, we sim-
plify the conditional density function to (6) under the limi-
tation in the number of training samples as follows:
p(s|Sj) =
1
(2pi)
m
2
∏m
i=1 λ
−p
i ITV
−q
i
(6)
exp[−
1
2
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2
λ
−2p
i ITV
−2q
i
].
Under this assumption, the whitening power p and filtering
power q are two parameters that may affect the classification
performance and need to be optimized. For a generative
learning, the whitening power p and filtering power q are
determined to maximize the likelihood as in (5). That is:
< p, q >= arg max
<p,q>
N∑
n=1
p(sn|Sj , < p, q >), (7)
where N is the number of all training samples. With our
estimation of conditional density function as in (6):
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Normally, we optimize the logarithm of the above quanti-
ties which lead to the same optimization problem. Conse-
quently:
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Note that the last part of the above equation is the sum of
within-class distance of all training samples. This is also
consistent with the nearest-neighbor rule for classification:
the sample is assigned a label of the class whose distance to
the sample is the minimal among all classes. It is obvious
that in order to achieve the maximum likelihood, the within-
class distances also tend to be minimal.
3.2 Discriminative Learning Optimization
On the contrary, for discriminative learning, optimiza-
tion of the parametric model relies heavily on the definition
of the loss function. Normally, p and q are determined to
minimize the classification error. The optimization function
OPT we use in section 2.1 is a combination of error rate
and ratio of between-class distance to within-class distance,
which is a discriminative learning technique that achieves
maximum separability of classes. We also propose another
cost function which combines the error rate and overlap dis-
tance of the decision boundary.
< p, q > = argmin
p,q
∑
n
d2j − d
2
k∑m
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1
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−2p
i
ITV
−2q
i
, (10)
∀n ∈ dk < dj .
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√√√√
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√√√√
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λ
−2p
i ITV
−2q
i
.
The numerator is the overlap distance of decision boundary,
where dj is the within-class distance of sample sn whose
class label is j and dk is the minimum between class dis-
tance between sample sn and the closest class k. Note that
the condition dk < dj implies that there exist errors of clas-
sification of sample sn according to the nearest neighbor
rules, which demonstrates the overlap of decision boundary
of classes. The denominator is the sum of weights of all
eigen features, which is used to normalize the space so that
whitening and filtering does not affect the absolute scale
of the space. Hence, by minimizing the overlap distance
d2j − d
2
k, we can minimize the classification error.
3.3 Hybrid Learning Cost Function
Although discriminatively trained classifiers normally
outperform generative classifiers, a hybrid model that mod-
erately combines two strategies and inherits merits from
both sides can achieve higher accuracy than pure genera-
tive or discriminative counterparts. Hence, ideally parame-
ters are optimized to fulfil both the discriminative constraint
in order to minimize classification error and the generative
constraint to maximize likelihood. However, the optimal
parameters of the two constraints are usually not identical
and there might not exist ideal parameters that satisfy both
requirements. Therefore, there has an trade-off between
generative and discriminative approaches. A new cost func-
tion that combines both generative and discriminative con-
straints is necessary to determine the optimal parameters.
We design a cost function that takes the form of the follow-
ing:
fcost = ηfgen + (1− η)fdis, η ∈ [0, 1], (11)
where fgen is the cost function of a generative classifier and
fdis is the cost function of a discriminative classifier and η is
a parameter that balances the importance of the two goals. If
η = 0, we have a pure discriminative classifier and if η = 1,
we have a pure generative classifier. The optimization of p
and q is achieved by minimizing this cost function.
Considering the optimization of the generative classifier,
we set fgen as:
fgen = N [(−p)
m∑
i=1
lnλi + (−q)
m∑
i=1
ln ITVi] (12)
+
1
2
N∑
n=1
m∑
i=1
(si,n − µi,j)
2
λ
−2p
i ITV
−2q
i
.
The discriminative cost function fdis can take the form of
the optimization functionOPT . However,OPT represents
the ratio of between-class distance to within-class distance
and fgen represent the within-class distance. Though com-
bination of these two functions is possible, there is no clear
meaning for this combination. Hence, we propose to use
the function in (10). That is:
fdis =
∑
n
∑m
i=1
(si,n−µi,j)
2
λ
−2p
i
ITV
−2q
i
−
∑m
i=1
(si,n−µi,k)
2
λ
−2p
i
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−2q
i∑m
i=1 λ
2p
i ITV
2q
i
.
(13)
The final cost function fcost is the weighted sum of (12)
and (13) which is the combination of within-class distance
and overlap distance. The choice of η can be done empir-
ically by searching in the whole range, but this may take a
long time since the addition of one parameter may result in
the calculation increasing multiplicatively. We propose to
assign the weight according to the optimized value of fgen
and fdis. Suppose we optimize the pure generative and dis-
criminative classifiers with the training samples and achieve
the minimum values Gmin of fgen and Dmin of fdis sepa-
rately. Then if optimized parameters p and q of fgen, fdis
and fcost do not change significantly, when we set η = 12
for fcost, it is then reasonable to estimate the contribution
of the two classifiers to the hybrid cost function as 12Gmin
and 12Dmin respectively. This implies that the same change
in fgen and fdis will affect fcost differently. If we treat the
two classifiers equally so that they maintain the same im-
portance on the optimization, η can be determined by:
η =
Dmin
Gmin +Dmin
. (14)
Consequently, the cost function becomes:
fcost =
Dmin
Gmin +Dmin
fgen +
Gmin
Gmin +Dmin
fdis. (15)
Through this optimization to minimize fcost, we not only
minimize error rate by decreasing overlap distance between
classes but also try to maximize the likelihood by reducing
the within-class distance. Hence, classes are still highly iso-
lated and within-class covariance is convergent which leads
to better separability.
4 Experimental Results
We compare the performance of generative, discrimina-
tive and the hybrid learning on the Asian Face Database
[10]. It consists of 856 facial images under 5 different
standardized illuminations and 4 variant facial expressions
corresponding to 107 subjects. The size of each image is
171 × 171 pixels with 256 grey levels per pixel. Face im-
ages are aligned so that eyes of faces are located at the same
position of the image.
Figure 1 illustrates the error rate of three classifiers with
different number of eigen features. From figure 1 we can
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Figure 1. Error rate of generative, discrimina-
tive and hybrid classifiers.
see that error rate tends to decrease with the increase in the
number of eigen features no matter what kind of learning
schemes is applied, which is consistent with our experi-
ments done in [3]. Among three schemes, hybrid learn-
ing achieves the best performance regardless of the number
of features involved. Generative learning performs better
than its discriminative counterpart when using only 20 eigen
features. Discriminative learning outperforms the genera-
tive paradigm when more features are used to construct the
face subspace. This is because in the frequency domain, the
first few features are low frequency components, which are
highly generative features that tend to be Gaussian distribu-
tion. Thus, generative learning may achieve better perfor-
mance when limited training samples are available. With
the increase in the number of features, much more discrimi-
native features are involved in classification, so discrimina-
tive learning may reduce the error rate of classification. This
effect is also corroborated in figure 2 which plots the ITV
distribution of face images with illumination and expression
variations in rotated face subspace constructed with differ-
ent numbers of eigen features. ITV value is a ratio that
describes the correlation with a change in person versus a
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Figure 2. ITV distribution in rotated space
with different number of features for face im-
ages with illumination and expression varia-
tions.
change in variation (illumination and expression) for each
of the eigenfaces [3]. It is apparent from the figure that
with the increase in the number of features, the number of
generative features (whose ITV value is smaller than 1)
does not change while the number of discriminative features
(ITV > 1.5) increases dramatically.
Table 1 shows the minimum values obtained when
trained with three different learning functions with differ-
ent amount of features. The fifth row of the table is our
estimated minimum values for hybrid learning with the cor-
responding weights and the sixth row lists corresponding η.
The estimations of the minimum value are calculated ac-
cording to (15) with the corresponding minimum values of
generative cost function and discriminative cost function.
That is:
Minestimation =
Dmin
Gmin +Dmin
Gmin (16)
+
Gmin
Gmin +Dmin
Dmin
= 2
DminGmin
Gmin +Dmin
.
Comparing the actual minimum value and our estimation
for hybrid learning, we can see that our estimation is very
close to the actual value with an error less than 5%. Hence,
the weights η and 1 − η we allocate to two classifiers are
very likely to assign the same importance to generative and
discriminative learning. Moreover, weight η decreases with
a raise in the number of features. That means the effect
of generative classifier on hybrid optimization is reducing
when more features are counted. This is consistent with the
fact that generative classifiers performs better than discrim-
inative ones with less features hence it should have more
influence (higher η) on the optimization. As the amount of
features increase, the discriminative classifier is more effi-
cient, so it should be assigned a higher weight.
Table 1. Optimized values of generative, dis-
criminative, and hybrid classifiers
Number of
Eigen Features 20 30 40
Generative
Classifier 3.83 ×104 5.54 ×104 7.20 ×104
Discriminative
Classifier 6.79 ×105 3.12 ×105 1.72 ×105
Hybrid
Classifier 7.44 ×104 9.54 ×104 1.08 ×105
Estimation of
Minimum
Value
7.26×104 9.42×104 1.02×105
Weight
η 0.947 0.849 0.704
5 Conclusion and Future Work
In this paper, we develop a hybrid learning method for
face recognition based on APCA [12, 3], which combines
generative learning and discriminative learning. We first de-
sign a generative learning algorithm in an attempt to mini-
mize the within-class distances and a discriminative learn-
ing algorithm in order to minimize the overlap distances.
Then a hybrid learning algorithm is proposed by assigning
different weights to generative and discriminative classifiers
according to the corresponding minimum values of the cost
function fgen and fdis. The experimental results show that
our proposed hybrid learning method outperforms both gen-
erative and discriminative paradigms in the error rate of face
classification. Our future work may involve searching in the
whole range of η in interval [0, 1] to determine the impor-
tance of generative and discriminative cost functions. We
may also experiment other generative and discriminative
cost functions and their combinations in the future.
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