Unsupervised shape clustering can facilitate the labeling of objects present in images, especially when not all the samples are already identified by humans or some mistakes can be present. Some medical imaging tasks can present these difficulties. For example, vertebra shapes annotated from lateral x-ray acquisitions are relevant for prognosis and diagnosis of fracture risk and osteoporosis, but their analysis can be cumbersome. In this paper, we propose a fracture prognosis framework able to outperforms other supervised estimations, based on simulated annealing clustering and non-linear dimensionality reduction. The cohort in exam is divided into a case and control group, in which the former sustained one incident lumbar fracture and the latter maintained skeletal integrity from baseline to follow-up. All subjects are fracture-free at baseline and from a subset of a larger epidemiological population, selected matching at baseline with respect to age, height, weight, spine BMD, physical activities and smoking habits; in this way the known risk factors are isolated and the only difference left is their shapes variations. Each vertebra is represented by 6 points on its contour. A classifier is trained to separate cases and controls at baseline. Our experiments show the possibility of using unsupervised clustering for overcoming misleading human classification in challenging tasks.
INTRODUCTION
Classifying and recognizing objects of interest in images is a pivotal task in biometrics, general computer vision, security and for medical applications. Shape clustering can significantly facilitate the automatic labeling of objects or be useful in image analysis. In the past years many methods for shape clustering have being proposed [3, 30, 38, 45] , further analysis of shape were focused on landmark-based analysis [11] , continuous shapes [27] , and robust estimation of mean shape [16, 1] . In this work we aim at increasing the accuracy of non closed landmark shape clustering, using in particular vertebra shape representations. The final purpose is to predict if a vertebra shape apparently healthy belong to a cluster of vertebrae with future high fracture risk or not. The shapes in exam are from annotated x-rays images of women in post-menopause with probability of suffering of Osteoporosis in the future. Osteoporosis is a bone disease that leads to an increased risk of fracture, primarily located in vertebrae and hips. Early assessment of fracture risk is crucial for reducing the number of fractures and for planning an appropriate treatment for patients [33] . Several clinical risk factors can provide information on fracture risk, these can be Bone Mineral Density (BMD) [33] , age, a prior fragility fracture, smoking, systemic use of corticosteroids, excessive consumption of alcohol and rheumatoid arthritis [25] . Furthermore morphometric indices for the spine have been proposed; these are based on either spine curvature analysis [34, 47] or individual behavior of vertebra heights [13, 32] . Figure 2 shows the overlay of a typical vertebra X-ray image and its relative annotation used during clinical analysis [14, 31] .
Our framework considers the problem of unsupervised clustering, using a methodology called pairwise clustering [35] and 6 representative landmarks of X-ray vertebrae. The cohort in exam is divided into baseline and followup, during the followup period some patients (the case group) developed one vertebra fracture while at baseline all the vertebrae were considered healthy using the semi quantitative analysis of Genant [19] , a diagnosis based on the observation of the verterbrae boundary (6 standard planar 2D-landmarks). Figure 1 illustrates a complete spine belonging to the case group. A prediction using the same procedure would be based on observations backward in time, hoping that landmarks representing vertebra shapes at baseline can contain information about the future outcome of fractures/deformities assessed in the followup. Due to the possibility that no information may be contained in some baseline shapes, their labeling can be misleading and can easily lead to errors in the classification. The use of supervised methods is challenging even for a human since not many vertebrae annotations could be available with the knowledge that they will or will not develop any fractures, and since all the vertebrae appear healthy at baseline. Therefore an unsupervised method could be more suitable reducing possible human im- The depicted spine has a fractured vertebra pointed out by an arrow and therefore belongs to the case group. A control group spine instead has all the vertebrae unfractured.
precision. Our contribution is the use of stochastic simulated annealing for minimizing the total cluster variance where the distance among shapes is measured after nonlinear dimensional reduction methods are applied.
Using dimensionality reduction techniques it is possible to map high-dimensional data into a low-dimensional space where their management is easier, preserving the intrinsic structure of the data. During the last decade, non-linear dimensionality reduction by manifold learning has been investigated in many fields. In contrast, classical linear dimensionality reduction methods, such as Principal Component Analysis(PCA) [24] or Multi-Dimensional Scaling (MDS) [12] assume that the data lies in flat Euclidean spaces. This assumption is not always a precise model of data variability.
Another method based on pairwise clustering, uses a differential geometric treatment of planar shapes for building an hierarchical classification of shapes [27] . This method considers the shapes as parametrized continuous closed curve and do not require landmarks. The use of continuous curve has the advantage of avoiding the need of any kind of landmark selection or human annotation, however in several medical tasks vast collections of data are and were annotated by radiologists only putting landmarks, and in the case of vertebrae the shapes are not closed curves [31, 14] . For this reason, our framework considers open shape landmark-based representations.
In addition, since we want to investigate slight differences in baseline vertebra shapes, allowing a discrimination between vertebrae with possible future fracture and without;
we prefer a non-linear approach because a nonlinear distance may capture better these small differences. The following sections discuss the concept of pairwise clustering , the section 3 introduces one common shape model, section 4 outlines the investigated non-linear dimensionality reduction techniques, section 5 describes our framework, while the last two sections are reserved for experiments and conclusions.
SIMULATED ANNEALING IN PAIRWISE CLUSTERING
Pairwise clustering assigns a set of data to clusters in which the data are indirectly characterized by pairwise comparisons instead of organizing the taxonomy following explicit coordinates [35, 22] . Partitioning samples can be also formulated as a combinatorial optimization problem. Likewise all the optimization problems, the threat of local minima is present, although some stochastic techniques can be applied. By analogy to heating an cooling metal or glass, simulated annealing [26] searches stochastically for good solutions of an optimization problem. The optimization problem is characterized by a cost function H and the new solution is accepted or rejected according to the Metropolis algorithm, where solutions with decreased costs are accepted and solutions with increased costs are rejected. The smaller the cost function H, the better the configuration of shapes inside clusters. A configuration can be improved re-arranging some shapes amongst the clusters. Let H(ω) i be the clustering cost when a shape is re-assigned to the cluster i, keeping all the other cluster unchanged. With the aim of avoiding gradient descent a random sequential sampling in the solution space of can be involved, and the process can be represented by the Gibbs distribution
where ω is an admissible solution of the optimization problem and T is the computational temperature. The computational temperature is used during the search process forcing the systemic into solutions with low cost, formally playing the role of a Lagrange parameter to enforce a constraint on the expected cost.
Benchmark clustering experiments supported the idea that deterministic annealing produces better results than conventional clustering approaches based on gradient descent minimization [22] . Our framework exploits this simulated annealing clustering approach for better separating the two classes/clusters of vertebra (future fractured and future unfractured) with the aim of improving vertebra fracture prediction for a vertebra of unknown prognosis.
SHAPE REPRESENTATION
So far we introduced the concept of simulated annealing and pairwise clustering. Here, we discuss the used shape feature for the clustering. With the aim of recognizing or evaluating objects in an image, defining them by the pointslandmarks of their boundary can be useful [20] . Therefore, a shape can be represented by a vector x ∈ R q=η×l of η labeled landmarks p ∈ R l :
and a collection of n shapes can be collected in a sample matrix X = [x1|x2| . . . |xn]. An example of this landmark representation is given in Figure 2 . This representation can be subsequently encoded by Fourier descriptors, by distances to the relative centroid [20] , or by a statistical approach called Point Distribution Model (PDM) [11] . Furthermore, each shape vector xi ∈ R q of X can be projected into a vector yi ∈ R s of a matrix Y with s ≤ q, allowing a better representation of the data and better analysis. Generally, before a shape analysis can be performed, it is necessary to have all the shapes in a normalized representation. For this reason all the shapes can be aligned using the Generalized Procrustes analysis (GPA) [7, 21] . GPA removes the translational, rotational and scaling components from shapes aligning them to a common obtained mean. The transformation preserves the shapes applying rigid rotation and translation and uniform scaling. This can be reformulated as a minimization of inter-landmark variances like
where Ai is a similarity transformation matrix that can be found in an iterative fashion [6] . The resulting transformation projects the shapes onto a non-linear submanifold, e.g. the normalizationx = x/ x 2 projects the shapes onto a q − 1 dimensional hypersphere [21] .Therefore each shape can be seen as an element of a shape space, and geodesics can be used to quantify shape similarities, interpolate and extrapolate shapes [7, 27] . PDM represents shapes using the statistics of geometric variations of a given training set. In particular the covariance matrix and mean of the sample shapes X. The eigendecomposition of the covariance matrix can be defined as Σ = V ΛV T , where V = [v1| . . . |vq] is the column matrix of eigenvectors, and Λ = diag ([λ1, . . . , λq]) is the diagonal matrix of corresponding eigenvalues. These eigenvectors and eigenvalues are used for projecting the shapes onto the a coordinate system
Selecting a subset s of the q eigenmodes, it is possible to reduce the dimensionality of the data and obtain better performance. We consider two different shape representations given by 6 points boundary, projected using a PDM and embedded using manifold learning techniques. 
NON-LINEAR DIMENSIONALITY REDUCTION
The shape model described in the previous section is based on PCA, which may be considered an approximation of the projected variability in the tangent plane of the shape space. This will locally approximate the non-linear manifold where the shapes may intrinsically lie. Therefore, a direct non-linear dimensionality reduction method may be more precise and improve the results. A technique called Principal Geodesic Analysis (PGA) [15] explicitly aims at using the nonlinear properties during the component analysis. An overview of other methods based on the autocorrelation principle for data in non-linear subspaces is given in [28] . Furthermore several direct non-linear extensions of PDM were proposed: PDM based on KPCA [43, 36] , polynomial regression [41] and modeling the data using a Gaussian mixture model [10] . These techniques manage some of the curvatures related to the manifold given by the data, but despite their relative improvements some known cumbersome aspects are present. The first method requires the design of a kernel, the second the search of different polynomials and their order, instead the method based on Gaussian mixture model becomes unfeasible as the dimensional and training set size increase. Manifold learning techniques may overcome these drawbacks, allowing an improvement of the accuracy of fracture risk assessment avoiding the design of kernels or polynomial representations. Although this choice is suitable for our purpose, it has the disadvantage that the embedding can not be considered a "proper" shape model because of the difficulties of mapping back to the input space, even if some solutions have been proposed [4, 48] .
In this paper we investigate the use of pairwise clustering where the distance between two shapes is computed along an approximation of the geodesic. This approximation is obtained using non-linear dimensionality reduction methods instead of the stronger approximation obtained with linear PDM models. We assume the shapes of a data set X lie on a nonlinear manifold, and therefore determine a relative low dimensional representation Y . All the used methods can be summarize by the following procedure:
1. Using the X shape data set, construct a graph G where each feature vector is a node. The edges can be defined by connecting each point to its K nearest neighbors or to the neighbors inside a ball of radius .
2. From the graph G, compute a similarity matrix M by a given metric.
3. Perform an eigendecomposition of M , retaining its s largest positive eigenvalues λt and eigenvectors vt.
4. The resulting eigenvectors and eigenvalues are the projected data Y .
Isomap
Isomap [42] generalizes MDS to non-linear manifolds, replacing the Euclidean distance by an approximation of the geodesic distance on the manifold. After a similarity graph G is constructed from a data set X, the shortest path distance dG(xi, xj) for all the nodes of G is computed, and subsequently the low dimensional representation is defined as
The previous minimization problem can be efficiently solved by MDS [12] obtaining the similarity matrix M , whose eigenvectors and eigenvalues are the mapping.
Local Linear Embedding
The Local Linear Embedding (LLE) algorithm [37] is based on the idea of preserving the "local" geometry in the neighborhood of each data point. Here, the space is decomposed into a set of fixed data points, and the global manifold structure is considered as a combination of separate local linear models. This idea is performed computing a sparse matrix W of local weights wij of the nodes in G, such that P j wij = 1. If the node representing the shape xj is not in the neighborhood of the node representing the shape xi, then wij is set to zero. In practice the weights are chosen to minimize E(W ) = P i ||xi − P j =i wijxj|| 2 , which can be solved in closed form. The low-dimensional representation is chosen such that it can approximately be restored from the reconstruction weights W . This is expressed as the minimization of
The resulting similarity matrix in this case is defined as
, and the embedding is obtained from its largest eigenvectors, except for the constant eigenvector.
Laplacian Eigenmap
Similarly to LLE, Laplacian Eigenmaps (LE) utilizes proximities of the data points expressing them as neighboring nodes of a similarity graph G [2]. Here the edges are weighted using a Gaussian kernel (sometimes referred as Heat Kernel):
where, like LLE, wij = 0 if nodes i and j are not connected. The mapping can be formalized as the minimization of
where D is the diagonal degree matrix whose elements are Dij = P j wij. The generalized eigendecomposition defines the embedding as the bottom eigenvectors of the matrix
FRAMEWORK
In this paper we compare the vertebra fracture prediction using PDM (one state of art model) and the straightforward shapes encoded using nonlinear dimensionality reduction methods. Showing that the nonlinear embedding combined with a stochastic clustering improves the prediction of vertebra fractures. In particular, the framework uses a simulated annealing approach to minimize the cost function H and an approximated geodesic distance among shapes. Given n shapes distributed in m clusters each of them with a C configuration, with C = Ci, i = 1, ..., m such that the i th cluster is Ci. We start with a random configuration of m = 2 clusters, because we are trying to discriminate future fractured and non-future fractured vertebrae, and we reduce the H by re-arranging the vertebrae between the clusters. Every time a shape is moved from one cluster to another, the probability (1) is computed, and the admissible solution ω is here represented by all the Ci configuration. A possible measure of H can be given by the ratio of the intra-cluster covariance matrix and the total covariance matrix, but this solution requieres the computation of mean and covariance matrix for all the clusters for each permutation. A faster solution, inspired by [27] , can define the clusters configuration variance as
while the intra-cluster variance for the i th cluster/configuration can be
The previous cost functions define the clusters variance comparing two shapes at time, where g() is the approximated geodesic distance between two shapes on a manifold embedding define by either Isomap, or LLE or LE (a comparison to the Euclidean distance of the optimal components projection is also given). The distances are computed only one time and unchanged even if a shape is moved to another cluster. The shapes are straighforward 6 points coordinates assumed aligned using the Procrustes analysis and not processed using PDM. Our algorithm can be summarized in the following steps:
1. Align all the shapes using the Procrustes analysis.
2. Project the shapes into a non linear embedding using either Isomap, or LLE or LE.
3. Compute the pairwise approximated geodesic distances among all n shapes.
4. Initialize all the m clusters distributing randomly all the shapes.
5. Set a high initial temperature T .
6. For a defined number of iterations, repeat the following steps:
7. Pick a xi shape randomly, and compute H(ω) i for all the cluster/configuration. 8. Compute the probability P (ω) as in (1) for all the m cluster and reassign the shape xi to the new cluster according to the P (ω) probability.
9. Decrease the temperature T.
10. After repeating the steps 7-9 for all the iterations, classify a new test shape with LDA.
The test shape is assumed to be completely not related to the data set, therefore it needs to be aligned to the meanshape of the whole data set again with Procrustes analysis, projected into the existing Manifold embedding and discriminate from belonging to the future fractured vertebrae or non-future fractured vertebrae cluster. LDA is introduced to maximize the separability of data among different classes.
EXPERIMENTS
The experiments were performed using a nested leave-oneout setting as better described in the next subsection 6.2. During our experiments we compared a supervised classification using the PCA-projected shapes defined by the PDM as described in section 3, and our unsupervised methods with four variations of distance among the shapes (Isomap, LE, LLE, and Euclidean distance), in the latter case the straightforward landmark coordinates are used. After the supervised or unsupervised clustering is performed the shapes are discriminated using LDA. No significant improvements were obtained using the QDA algorithm rather than LDA. The stochastic nature of our framework guarantees the convergence to an optimal configuration as long as T is reduced slowly. The framework is implemented in Matlab, even if the Isomap algorithm uses a precompiled C++ function. The tests are performed on a laptop with a Pentium Dual Core 2.0 GHz processor and 4.0 GB RAM.
Data
The used data for the experiments are manual vertebra annotation on X-ray images performed by expert radiologists. The X-ray images depict the lumbar region of 126 women, belonging to a larger epidemiological population. The cohort is divided in a case and control group, the former of 25 patients who had sustained one incident lumbar fracture and the latter of the remaining 101 patients who had maintained skeletal integrity from baseline to follow-up. Case and controls were matched at baseline with respect to age ( 66.6 ± 5.9 vs. 66.9 ± 5.4, p = 0.98), height ( 161 ± 6.0 vs. 163 ± 4.6, p = 0.21), weight ( 65.4 ± 8.4 vs. 68.3 ± 11.7, p = 0.53), spine BMD ( 0.86 ± 0.14 vs. 0.81 ± 0.14, p = 0.2), physical activities and smoking habits; leaving the only difference in their slight shape variations. Here the p − values are computed with the Wilcoxon rank sum test.
All patients of our cohort had the X-ray images taken twice, once in 1992-93 (baseline) and again in 2000-01 (followup). The resulting images are digitized, lateral Xray images, obtained using a Vidar DosimetryPro Advantage scanner providing an image resolution of 9651 times 4008 pixels on 12-bit gray scale using a pixel size of 44.6 µm 2 . The annotated vertebrae are the five lumbar vertebrae L1-L5 and the lowest thorasic T12. For the case group, only the vertebrae presenting a fracture in the followup data set were used, obtaining 25 shapes.
Different vertebrae of the same patient can have similar shape [23] . Therefore, for avoiding biased classification, during the leave one out all the vertebrae of the same patient are removed. For circumventing the challenging disparity in size between case and control set, three fourth of the control set are subsequently randomly removed, and the final control data set is then reduced to 150. The experiments were repeated several times and no significant variation in the result was related to this random initialization.
All vertebrae had corners and mid-points of both endplates annotated using a computer tool. The resulting 6 points are used for describing each vertebra in terms of individual shape variations, an example of annotation is depicted in Figure 2 . The same radiologists graded the vertebrae at baseline and followup using the semi-quantitative method of Genant [19] . All subjects were fracture-free at the time of the first acquisition. Only baseline shapes are used during our experiments and the test shapes are not included in the training phase of the clustering. Figure 3 illustrates an example of control and case baseline vertebra, illustrating how misleading a quantitative observation can be. 
Parameter settings
Several parameters need to be estimated. The estimation of the number m of clusters is beyond the aim of this paper. Moreover, in the case described in this paper, m is known. In their work on image restoration [18] , Geman and Geman have shown that, in theory, the global minimum can be achieved for T ∝ 1/ log(γ), where γ is the number of current iterations. In our experiments we used the large value of the initial temperature T (e.g. 10 5 ) while as an update rule we adopted Tt+1 = Tt/β, with β = 1.001.
Further two parameters are necessary for the non-linear embedding: The number of neighbors K (or radius ) used during the mapping, and the intrinsic manifold dimension s. Choosing a large number of neighbors or a radius may introduce "short-circuit" edges between two separating branches, altering the topological connectivity. Likewise, choosing too few neighbors or a too small radius might fragment the manifold into several disconnected regions. In addition, a fixed neighborhood size may not be a suitable choice for data sets with large variations. We construct our graph using only the K approach, estimating a reasonable neighborhood size according to the resulting Area under the ROC-curve (AUC), using K ∈ {5, 6, ..., 15}. To avoid biased results, the parameters are optimized in a "nested" leave-one-out fashion: The algorithm select one of the shapes with known future state for using it as a test shape, the remaining shapes are used once again in a leave-one-out fashion with all the possible parameters. Using a temporary AUC obtained with the remaining data as cost function. Once the optimal parameter is found, it is used on the previously removed shape. The effective AUC is build using the probability of all the left out samples.
Intrinsic dimensionality estimation is another classical problem in pattern recognition [8] . The existing approaches are eigenvalues projection methods [17] , nearest neighbor distances [44, 29] , semidefinite programming approach [39] , and fractal dimensions [9] . We estimate the intrinsic dimension using some of these techniques; the Verveer and Duin nearest neighborhood analysis [44] estimatedŝ for our data set as 2.1 ≈ 2 ; for the Maximum Likelihood approach of Levina and Bickel [29] ŝ = 1.96 ≈ 2 ; while the residual variance computation of Isomap presents an "elbow-point" for s = 2 as depicted in Figure 4 . Generally the exhaustive search for intrinsic dimensionality based on cost functions can be cumbersome and time consuming, and these methods could be useful. However, our vertebra shape representation is a vector xi ∈ R q=12 , and its projected dimension can be s ∈ {1, 2, 3, ..., 12}. Therefore, it is acceptable to test and choose in the same way for the number of neighbors, and then compare this value with the one obtained from the two analytical techniques. During our empirical observations, we obtained sensible results for s ∈ {1, 2, 3}. Due to our small data set, the computation of our cost function for s ∈ {8, 9, ..., 12} demonstrated some numerical instability. Given the analytical results (confirmed by our empirical observation), we conclude that the intrinsic dimension of the data s = 2. Another needed parameter is the standard deviation in the weights of equation (7), and it was optimized in the same procedure as the K parameter. 
Results
The future fracture risk obtained with Isomap, LLE and LE has respectively an AUC of 0.71, 0.67 and 0.67; and a Delong p-value of 4.3×10 Table 1 . Here, the ability of the methods to generalize is observable. The ROC-Curves depicted in Figure 6 shows that the performances of all methods are similar and seems to give good results for K values between 7 and 9. Isomap outperforms LLE and LE and PCA. The difference in the results comparing geodesic distance and Euclidean distance is not very pronounced probably due to the fact that the vertebrae shapes in exam lie in a slightly non-linear space, but we expect that other shapes can show more pronounced difference in the results. Moreover only one manifold embedding methodology produce significant improvements. The number of available samples is limited to 126 patients, and it may require the extension to a bigger sample size for confirming our results.
Method
Optimal 
CONCLUSION
Shape prognosis of diseases is a difficult task, and making a prediction of an event like vertebra fracture using backward features for supervised classification can be mislead. In this paper, a framework for vertebra fracture risk assessment is described. The proposed algorithm combine an unsupervised pairwise clustering method based on simulated annealing and an approximated geodesic distance for comparing shapes. The use of unsupervised clustering reduce the risk of human mistake classification in the assessment of vertebrae fracture risk, non-linear dimensionality reduction shows relative improvements compared to linear model for comparing shapes. A possible evolution of the framework relies on more sophisticate soft clustering approaches like fuzzy c-means. [5] . The proposed method relies on vertebra shapes, which are defined by six manually annotated landmark by expert radiologists. However, methods for automatic and semi-automatic spine segmentation have been proposed [23, 40, 46] . Our framework can be easily extended using one of these approaches for fully automated prognosis.
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