We describe a method for monitoring Voice over IP (VolP) applications based upon a reduction of the ITU-T's E-Model to transport level, measurable quantities. In the process, 1) we identify the relevant transport level quantities, 2) we discuss the tradeoffs between placing the monitors within the VolP gateways versus placement of the monitors within the transport path, and 3) we identify several areas where further work and consensus within the industry are required. We discover that the relevant transport level quantities are the delay, network packet loss and the decoder's de-jitter buffer packet loss. We find that an in-path monitor requires the definition of a reference de-jitter buffer implementation to estimate voice quality based upon observed transport measurements. Finally, we suggest that more studies are required, which evaluate the quality of various VolP codecs in the presence of representative packet loss patterns.
INTRODUCTION
There is great interest in supporting voice applications over both the public Internet and private intra-nets, i.e., Voice over IP (VoIP). Several popular Internet implementations are the Video Audio Tool (VAT) [1] and the Robust Audio Tool (RAT) [2] , as well as a host of ITU-T H.323 implementations. An important aspect of VoIP is developing a performance monitoring capability to track the quality of the voice transport. In this paper, we discuss one approach to monitoring the performance of conversational voice applications over Internet transport. Specifically, we investigate the use of the 1TU-T's E-Model [3] as a tool to relate several transport level metrics to an estimate of conversational voice quality. To accomplish this, we analyze the reduction of the existing E-Model in terms of transport-level metrics for the purpose of monitoring conversational voice quality.
In the process, we discuss the advantages and shortcomings of our approach and identify a set of issues which we believe need to be addressed within the open literature.
The ITU-T's E-Model is a network planning tool used in the design of hybrid circuit-switched and packet-switched networks for carrying high quality voice applications. The tool estimates the relative impairments to voice quality when comparing different network equipment and network designs. The tool provides a means to estimate the subjective Mean Opinion Score (MOS) rating of voice quality over these planned network environments.
We describe the E-Model in more detail in Section 3 below.
The specific method we advocate is to:
Measure the low-level transport metrics (characterizing the channel), which impact voice performance, i.e., delay, delay variation and packet IOSS~ Combine the packet loss and delay variation measurements, de-jitter buffer operations, packet size and coder frame size into an error mask (the exact sequence of good and bad coder frames) that can be characterized in a simple manner (e.g., average frame loss rate along with some measure of burstiness), subjective testing to produce an E-Model equipment impairment factor (lee), and Combine the I~f with other E-Model low-level measurable elements, i.e., delay and echo, to produce a predicted opinion score on the quality of the voice conversation.
We illustrate this measurement and data reduction methodology in Figure 1 below. In this figure we capture the channel characteristics via a set of transport level measurements, e.g., packet loss and delay distributions. We combine this with various architectural characteristics of the VolP gateways, specifically the de-jitter buffer implementations, the transport packet size and the codec frame size. This loss distribution captures both the transport packet loss and the loss in the decoder's de-jitter buffer I due to late packet arrivals.) When the Error Mask is combined with the specific loss concealment algorithm implemented within codec, we generate an Equipment Impairment Factor, which captures the t The decoder must intentionally delay the variable delayed, arriving voice packets in its de-jitter buffer in order to reconstruct a synchronous bit stream. In some cases this de-jitter buffer delay is not large enough to absorb the transport delay variation. This results in de-jitter buffer losses as observed by the decoder[ expected impairment of the codec under the above conditions. From this, the E-Model provides a means to estimate a quality score for the conversational voice application. We discuss the methodology in detail in Section 4 below, Following this methodology, it is possible to build a relatively simple VolP performance monitoring capability. It is a further goal of this paper to help foster an industry consensus around the specific methodology tO follow in developing such a VolP performance monitoring capability. Only then, would it be possible ~o obtain consistent quality estimates from this type of VolP quality monitor. I i
The remaiflder of this paper is organized as follows: We next discuss the relationship of the EModel approacl! we are advocating to other methods of monitoring VolP performance. In Section 3, we present an ove~iew of the ITU-T's E-Model. Section 4 covers our efforts to reduce the E-Model's formulae to transport-levd, directly measurable quantities in an unambiguous fashion. Section 5 discusses several issues with this reduction and, in particular, discusses the issue of identifying a 'reference model' for performance monitoring. We follow this with a discussion of measurement methodologies and report on some field-work we have performed with this approach. We finish the paper with a section on our conclusions.
RELATIONSHIP TO OTHER METHODS
We know of a few commercial products, which implement monitoring approaches similar to the one we advocate within this paper. Also, the approach we advocate is not the only approach to monitoring the quality of VolP applications. Other approaches range from "objective models of quality", involving the injection of sample speech segments across the network, to simple packet level measurements. In this section we discus § these alternatives.
We have run across several commercial products, which monitor VoIP quality in a fashion similar to the approach we advocate. These include the Cisco voice dial control MIB [4] and Telchemy's monitoring software [5] . The information on these products refers to the E-Model in the description of their approach. However, both of these products appear to rely on information extracted from within the voice gateways. As such, they require implementation within the VolP gateways themselves. In this paper, we discuss a generalized approach, which is independent of the implementation location of the monitors. As such, we attempt to highlight the relative advantages of each approach.
An alternative method, commonly in use, requires the injection of sample speech segments across a voice transport path, i.e., the coder-to-network-to-decoder path. This method is often referred to as "objective models of quality". The models compare the output speech to the input speech, using psycho-acoustic fundamentals, to produce opinion without reference to the underlying channel conditions. However, it is still necessary to overlay the low-level transport measurements of delay and echo on top of this, using the E-Model, in order to capture the conversational speech impairments due to delay. The ITU-T has standardized one such model [6] and continues to investigate improved models [7] .
The advantages of objective models of quality are: 1) no knowledge of, or assumptions about, the underlying network is required (coder, de-jitter buffer, error mask, packet size), and 2) predicted opinion is based on fundamental psycho-acoustics rather than an interpolation of subjective testing results as with the E-Model, and thus the results may be more accurate and more robust. With regard to accuracy, the EModel was intended to be used as a network planning tool, not a network maintenance tool. As such, it only needs to be accurate enough to distinguish between broad ranges of quality (see Table 1 ). On the other hand, objective models of quality can often distinguish between quality levels within a broad range. With regard to robustness, the E-Model cannot predict opinion for conditions that have not been previously scored by subjective panels. On the other hand, objective models of quality can predict opinion for such conditions, although their accuracy in such cases is not always good.
The disadvantages of objective models are: 1) they are complex and costly, 2) there are some conditions for which they are known not to be accurate (e.g., temporal clipping), 3) they are intrusive whereas the EModel can be implemented as either intrusive or nonintrusive, and 4) they reveal nothing about the underlying cause of quality problems. Because we make low-level measurements with the E-Model, we have causality information.
Another method is to rely on direct packet level measurements or straightforward combinations of packet level measurements.
Thresholds are then defined as to when the quality of voice conversations would degrade to a critical point. The advantage of this approach is that it is relatively simple to implement. Its disadvantage is that the thresholds it relies upon are somewhat arbitrarily chosen. Further, this approach does not attempt to combine the transport metrics in a meaningful way with respect to voice quality. 3 THE E-MODEL: AN END-TO-END VOICE QUALITY MODEL
The E-Model, defined in the ITU-T Rec. G.107 [3] as well as other associated ITU-T recommendations [8] , is an analytic model of voice quality used for network planning purposes. Specifically, the E-Model presents a method for estimating the relative voice quality when comparing two reference connections [3] . According to [3] , the E-Model has proven useful as a transmission planning tool, however further studies are underway to address the assumptions of the E-Model under specific parameter combinations. For a fuller discussion of the validity of the E-Model, refer to [3] .
A basic result of the E-Model is the calculation of the R-factor, which is a simple measure of voice quality ranging from a best case of 100 to a worst case of 0. The R-factor uniquely determines the familiar Mean Opinion Score (MOS), which is the arithmetic average of opinion when "excellent" quality is given a score of 5, "good" a 4, "fair" a 3, "poor" a 2, and "'bad" a 1. The R-factor is defined in terms of several parameters associated with a voice channel across a mixed Switched Circuit Network (SCN) and a Packet Switched Network (PSN). The parameters included in the computation of the R-factor are fairly extensive covering such factors as echo, background noise, signal loss, codec impairments, and others. An excellent discussion of the E-Modal is found in [9] .
The R-factor is related to the MOS through the following set of expressions: (1)).
Typically, the values of the R-factor are categorized as shown in Table 1 below.
Here we see that connections with R-factors of less than 60 are expected to provide a 'poor' quality of service to users. The R-factor is expressed as the sum of four t e r m s :
where Is is the signal-to-noise impairments associated with typical SCN paths, Id is the impairment associated with the mouth-to-ear delay of the path, I~f is an equipment impairment factor associated with the losses within the gateway codecs and A is the Expectation Factor. An interesting aspect of the EModel is that these terms, i.e., Is, Ia, and I~f are additive and further, that the delay and packet loss contributions are isolated into Id and Ief, respectively.
This does not imply that delay and packet loss are uncorrelated in the underlying transport media, but only that their contributions to the estimated impairments are separable.
The ExpeCtation Factor covers those intangible quantities that are difficult (or impossible) to quantify. This term accounts for lowered customer expectations of quality because of, e.g., a cell phone user's tendency to tolerate lower quality in exchange for the convenience afforded by mobility, or in exchange for a lower price. For the most part it is difficult to estimate the Expectation Factor, although there appears to be some agreement that an Expectation Factor of around 10 for a cellular network is appropriate [10] . However, no such agreement has been reached for the case of lower prices aS expected with some VolP services. For this reasori, we will drop the Expectation Factor from our future discussions of the R-factor.
The signal-to-noise impairment factor, I,, is a function of several parameters, none of which are a function of the underlying packet transport. However, the ITU-T Rec. G.107 [3] recommends a set of default values for these parameters for planning purposes. Because this is inot the focus of our discussion, and is dependent upon the method to access the VolP network, we will rely upon the default recommendations for all but a few parameters, e.g., all except for the delay and packet loss parameters. For example, it is *ufficient for our purposes to assume that echo cancelers are present and working properly (no echo). Choosing these default values, we can reduce the expression for the R-factor [3] to:
Not only have we chosen the default values for the various SCN signal impairments, but we have also dropped reference to the Expectation Factor.
The delay components within the function Id are: 1) T, the average, absolute one-way mouth-to-ear delay, 2) T the average, one-way delay from the receive side to the point in the end-to-end path where a signal coupling occurs as a source of echo, and 3) T~ the average, round trip delay in the four-wire loop. Note that T~, T, and T represent various measures of delay from different points within a general reference connection. G.107 gives a fully analytical expression for the function Id, in terms of T~, T, T, and parameters associated with a general reference connection describing various circuit switched and packet switch inter-working scenarios. Since the focus of this paper is on the development of an IP-based monitoring system, we choose to simplify the expression for Ia in three ways (and hence focus our discussion on IP-based transport and VolP gateway issues). First, for the cases we are interested in, i.e., VolP with no circuit switched network interworking, the various measurement points for the delay measures collapse into a single pair of points, such that d=ro =r=r,/2
(Equation 4)
and that Id(d) is now a function only of the single delay measurement d. Second, we choose to use the default values listed in [3] for all terms in the Ia expression other than Ta, T and T,. Third, we plot out the delay component and then fit the resulting curve to a simple expression for discussion purposes. For reference, the full expression for Id, assuming only the default values listed in G.107, could be used for our purposes instead of our simplified expression derived below. But, we find it much more convenient for discussion and modeling purposes to use our simplified expression below. Table 2 above gives the values for the delay component for selected values of the one way delay [11] .
In Figure 3 , we plot these values and find that Ia has two roughly linear regions. A knee in the curve occurs at a delay of 177 msec. For one way delays less than 177 msec, conversations occur naturally, whereas at delays in excess of 177 msec conversations begin to strain and breakdown; often degenerating into simplex communications at high delay values. Also on this plot, we fit the values of Id to the expression:
Ia = 0.024d + O.t l (d-t 77.3) H(d-177.3) (EquationS)
Here d is the one-way delay (in milliseconds) and H(x) is the Heavyside (or step) function:
We can now express the R-factor in the form:
All that remains is to fred suitable estimates for the equipment impairment factors. Currently, no analytic expressions exist for the equipment impairment factors. Estimates must be extracted from subjective measurements. We address this in the next section. Figure 1 depicts how various dements lead to equipment impairment factors. Firstly, we have the channel packet loss and delay jitter characteristics. Secondly, the de-jitter buffer will smooth out the delay variation, at the expense of increased packet loss and delay. Thirdly, the resulting packet loss distribution is combined with the relative size of the packets and coder frames to produce an error mask (the exact sequence of good and bad coder frames). Fourthly, the error mask is combined with the coder and it's frame loss concealment algorithm to produce opinion. Lastly, opinion is converted to an equipment impairment factor.
EQUIPMENT IMPAIRMENT FACTORS AND THEIR REDUCTION (THOUGH MEASUREMENTS) TO BASE TRANSPORT METRICS
No analytic expressions are directly available for the Iris. Instead, the Ief must be obtained from subjective measurements of voice quality for each particular codec and the various operating conditions shown in Figure 1 , e.g., the packet loss, packet size, etc.
What we require at this point, are studies of the quality of the various codec implementations for the expected operating conditions.
As an example, Hardman, et. al. [12] and [13] have performed MOS and intelligibility tests for a novel loss concealment scheme for consideration within their Robust Audio Tool (RAT). For simplicity of discussion, we instead work with the results found in Appendix I in [8] . Here various Ier values are directly given for several codec types as a function of average packet loss rate, packet loss burstiness and packet size based upon MOS testing. One such example is the G.729a coder [14] , with a packet size of 20 msecs, and random packet loss of up to 16%. The reported results for the I~¢ factor are plotted in Figure 4 . The effect of packet loss is to increase the measured value of Ief~ and hence decrease the call quality, as one would expect. The minimum Ief value is 11 for the case of zero packet loss. This is the measured impairment due to the compression algorithm within the G.729a standard. The measured I~f is monotonically increasing as the average packet loss is increased. The largest measured value reported in [8] is 49 for the case of an average packet loss of 16%. Also shown in Figure 4 is a curve fit of the measured values I of Id. The curve is derived from an expression of the form:
where e is the total loss probability (i.e., e lies between 0 and 1) and the '~'s are fitting parameters. In general, we have found that an expression of this form fits well the measured data on I~f values for various codecs under condition} of random packet loss. As an example, the specific values used in Figure 4 are
I¢(G.729a, random) -11 + 40 ln(l + 10 O (Equation9)
Appendix I in [8] also gives measured values for the Ief factor for the G.711 codec [15] implementing the packet loss cgncealment algorithm found in [16] in the presence of random and also bursty packet loss. We show these measured values in Figure 5 . From the figure we see that at zero loss, the Ief value is zero. This is a reflecti0n of the fact that the G.711 codec adds no impairment to the observed quality of the speech in zero loss conditions. We also see that for low loss, i.e., e < 0.04, the measured values of Lf (G.711 with packet loss concealment) under conditions of random and bursty packet loss are identical (within the accuracy of the measurement methodology). However, for larger loss values, i.e., e > 0.04, they differ dramatically. The bursty loss causes a marked degradation in the voice quality over the random loss measxlrements at comparable average loss rates. We also show the two curve fits we performed to the data. The lower curve was fit to the random packet loss data and is specifically given by the expression:
The upper curve was fit to the bursty packet loss data for loss values greater than 4%. The specific values used for the curve fit are given by:
I¢(G.711concealment, bursty>4%) ~ 0+191n(1+70 e) (Equation 11)
Therefore, our best estimate for the I~r factor over the range of bursty loss values (combining the two previous expressions) is
I¢(G.711 concealment, burs~) -501n(1+ 15 e)H(O.O4-e) + 19ln(l+7Oe)H(e-O.04) (Equation 12)
The G.711 data from [8] for bursty loss conditions shows almost a jump discontinuity between the measurements at e = 0.03 and e = 0.05. The reason for this is not apparent to us at this time; we can only speculate as to the underlying cause. Missing from [8] is a description of the algorithm used for generating the bursty packet losses. We also note that the discontinuity may be real or it may be an artifact of the measurement methodology, which is also not described in [8] . In the event that the discontinuity is real, it may be caused by the performance of the loss concealment algorithm [16] in the presence of bursty errors. This particular loss concealment algorithm performs extremely well in concealing single (isolated) packet losses, but hits a "cliff' for some number of consecutive packet losses. Beyond this point, its performance is comparable to other codecs and loss concealment algorithms. It maybe that at 3% or less packet loss (given the nature of the simulated loss patterns generated for the tests), the total loss rate is low enough that the tests do not often generate the "critical" number of consecutive losses. But, at 5% and higher, the tests do. Other coders and loss concealment algorithms may not have this discontinuity because they do not exhibit the same exceptional performance for single packet losses as the concealment algorithm described in [16] . We show these results only for illustrative purposes. However, we strongly believe that more measurement work in this area is warranted. 
A FULLY ANALYTIC EXPRESSION FOR THE R-FACTOR
Ideally, we would like to be able to express the Ief values for the various and interesting codecs in fully analytic form as a function of the average packet loss and some appropriate measure of loss burstiness. However, at this point in time not enough subjective measurements and their specifics are available in the open literature to accomplish this. The best we can currently do is to focus on the results from the measurements discussed above and draw some conclusions. For discussion purposes, we will limit our examples to the results for random packet loss measurements.
We are now in a position to summarize the results of the measurements and the curve fitting by writing down our relatively simple expression for the R-factor for various codec types. Based upon the discussion of this section and the previous one, we fred for the Rfactor the following expression (for random packet loss): In Equation (13), d represents the one way delay from mouth-to-ear. As we will see later in the discussion of the codec component models, d is composed of d~od,~, the algorithmic and packetization delay associated with the codec and the IP packet processor, dde-jitter_buffer, the delay associated with the de-jitter buffer required to smooth out the delay variation in the arriving packet stream, and d.~o~k, the one way transit delay across the IP transport network from gateway to gateway.
Similarly, the loss probability is decomposed into a sum of two terms, the e~etwo,k, which is the loss probability due to the loss in the IP transport network, and ede-l,tter_buffer, which is the loss due to the arriving packet stream underflowing or overflowing the decoder's de-jitter buffer.
These results are central to the theme of this paper. They will form the basis for the remainder of the discussion below. Before we go on, we highlight the assumptions and deficiencies in our above estimations:
First, the volume of subjective test data is small. In the example of the G.711 codec, we were working with subjective measurements for only 8 different operating parameter settings. Clearly, more data is necessary to refine the curve fitting for the impairment factors of the various codec types.
Second, the nature of the appropriate error masks is uncertain. There are a few examples in the literature where measurements of the packet loss probability over Internet paths have been made. [17] and [18] . This body of work focuses on network induced packet loss. But we require some means to account for de-jitter buffer loss due to network transport delay variation in the error masks as well. Further work is required to reach consensus on the appropriate error masks to use for the subjective speech quality measurements.
This implies a better understanding of packet delay variation across packet networks.
FURTHER REDUCTION TO TRANSPORT LEVEL METRICS
Equation (13) gives us a fully analytic expression for the R-factor in terms of total delay and packet loss. We directly measure the transport level metrics that contribute to total delay and loss, i.e., the one-way transport delay!(d,~o,k) and the network packet loss (ene~o,k). The other metrics, required to complete the formulation of R, are d~oae~, ch~-iiue~_buf~e, and ea~-i,tt*,_buffer-As seen in Table 3 below, the delay attributed to encoding, compression and packetization delays are known quantities of the specific codec and IP packetization implementations. Unfortunately, the remaining two quantities, dde-jitter._buffcr and ea~-iiu~,_b,¢¢¢,, are related to the design, implementation and performance of the de-jitter buffer at the receiver-side codec. They are also tightly coupled to the delay variation within the transport network. We now discuss in more detail these issues.
Delay Components within the Codec
First, we discuss the various delay contributions to the ear-to-mouth delay. In Equation (13) In Figure 6 , rwe show a timing diagram for the case of a pair of G.729a codecs and a typical IP packet processor. Here it is assumed that voice is streaming from the left-hand side of the diagram to the righthand side. Time is assumed to progress downward in the diagram. Packet insertion delays are indicated by the height of the packets and network propagation delay is accounted for in the downward slope of the lines that connect the left-hand side to the right-hand side. For the G.729a encoder, the PCM encoded voice stream is handed off in 10 msec blocks to the encoder. G.729a uses a 5 msec look ahead in order to encode the current 10 msec PCM encoded block, so the timing diagram shows a fixrther 5 msec delay before encoding begins.
From Figure 6 , we can easily extract dcoaeo We see that for a G.729a codec, the best case estimate is 5msec + N x 10 msec, where N is the number of 10 msec voice frames packed into a single IP packet. Since it is assumed that N = 2 in Figure 6 , the total codec encoding delay is 25 msec. We stated that this is best case because we have neglected all processing delays. For software based implementations, the processing delays may be significant.
However, without access to specific implementation information and processing delay measurements, we have no way to estimate software-based codec processing delays. In general, however, we expect these delays to be on the order of a few msec given that most modem codecs are implemented in hardware. Similar timing diagrams can be developed for other codecs and their associated encoder delays can be estimated. In Table 3 we summarize the results for the value of cL:od,c for G.711 and G.729a codecs under the assumption that the IP processor acts on 10 msec units of speech. 
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Tabk 3: Estimated d,~4,, values for various codec :ypes (N = the number of 10 msec frames per IP packet).
Reduction of the Dejitter Buffer Delay and Loss Contributions
The previous section evaluated the dcodec contribution to the delay. Other than the dnetwork delay and emwork lOSS, which are measured transport level quantifies, we are left to deal with the dde-lltte~ contribution to the ear-to-mouth delay and the ed,-ii~, contribution to the total loss.
It turns out that given a specific de-jitter buffer implementation and network delay behavior, there exists a relationship between dale-jitter, ede-jitter and Vnetwork, the network delay variation. Therefore, dale-jitter and eac.
i,tt,r should not be discussed separately. However, due to the complexities associated with delay characteristics of packet networks and the range of implementation possibilities for the de-jitter buffer algorithms, the exact form of the above relationship is unknown. For a discussion of the complexities of modeling (or characterizing) de-jitter buffer implementations, see [19] and [20] .
In the case where the monitoring points are placed within the voice gateways, it is conceivable that the monitors ~ have direct access to these quantities, i.e., dae-iitter and erie-jitter. An example of this approach is discussed in [21] . For more general placement of monitoring points, these quantifies must be inferred from the underlying transport measurements, e.g., v ..... k, and models of the de-jitter buffer behavior. We now discuss this latter approach and refer the reader to [21] for a discussion of the former approach.
For illustrative purposes, let us assume a simple (but common) model of the de-jitter buffer behavior and network delay characteristics. Then, from these assumptions we will derive a relationship between da~_ jitter, eae-jitter and V,~twork. From this expression, we will highlight several issues to resolve in order to develop a more general VolP performance monitoring capability as we are suggesting.
Let us assume for the moment that a simple, static de-jitter buffer algorithm is implemented in the receiver-side decoder. In this example, we assume that the first packet (within a given talk spurt) is buffered until the bth and bth+ 1 packets are received. Upon the receipt of the bth+l voice packet, the decoder will begin playing out the speech samples from the first voice packet. Typically, the total buffer size is given in average delay terms as 2bg where 2b is the total number of voice packets that could be buffered within the playout, and g is the mean interpacket arrival period to the de-jitter buffer. So, in this example, the first packet of a talk spurt is played out when the dejitter buffer reaches half occupancy.
Let
• d,-= one-way delay of the ith packet in a talk spurt, and
Let us further assume the following:
• A talk spurt consists of N voice packets, where N is large.
The d/~ are assumed independent. The independence assumption is key to the result to follow. It is known that, in general, this assumption is not v~lid. However, the discussion here is meant only to illustrate several issues. It is not meant as a proposed method of modeling the de-jitter buffer behavior.
E(1,) = g, this implies that there is no
loss within the transport network and hence no bandwidth limits.
For the buffer model (discussed above), the late packets contribute to the de-jitter buffer loss but early packets do not, i.e., the implementation will buffer early packets. Not all implementations can dynamically allocate additional buffers for early packets, so this is an assumption. However, we would in general suspect that the majority of losses in a de-jitter buffer occur due to late (and not early) packets.
The loss due to the de-jitter buffer can be generally expressed as Figure 7 shows an idealization of the probability density function for the inter-packet arrival times, i.e., the//5". Given our set of assumptions listed above, we can reduce the expression for the loss in the de-jitter buffer as follows:
ea,a,,,e, =(l>[b+2P{d,-db+ , >bg} (Equation 14)
E(6) =O
P{
e,,,j,,,,o,,e,, ~ (N-b-1/N)P{ &,-&, > b g}
GV-a-I /N)P{ e,,+, > b,} P{1 > bg} (Equation 15)
If the product bg is known a priori, then a measurement p~obe could directly measure the above quantity. However, it is reasonable to expect that a given Internet path would support a range of codec types, implementations and configurations. A given probe is not able to determine, by monitoring the protocol exchanges between the codec end-points, the de-jitter buffer !size (2bg). This information is not contained in thel initial protocol setup and negotiation. Therefore, it is not reasonable for a probe to extract this information in most situations (unless it is colocated with the ivoice gateway).
Further, there exist adaptive de-jitter buffer implementations for which a fixed buffer size does not exist. In the case of an adaptive de-jitter buffer, the algorithm attempts to control the loss probability at the de-jitter by dynamically adjusting the playout delay of the de-jitterl buffer, i.e., bg. Hence, ¢he loss probability is roughly fixed, but the delay variation in the transport network causes a variable de-jitter buffer delay. This is in contrast to a static de-jitter buffer, which fixes the, buffer size, and hence the de-jitter buffer delay, at the expense of a variable de-jitter buffer loss rate due to the variability of the network transport delays.
A simple and fairly conservative relationship between the loss rate, the buffer size and the network transport delay variation for our simple model can be derived from Chebyshev's inequality 
ea, ji, t,,-b,~r < v(1) / ( bg -g ) e (Equation 17)
or dividing through by g on the RHS, and re-arranging, we get
(b-1 ) el/ede..iii**,r < G~/g (Equation 18)
where o'z is the standard deviation of /. This is an extremely simple expression relating the key quantities of interest with respect to the de-jitter buffer performance. This expression sheds light on the tradeoff of increasing the mouth-to-ear delay by increasing the de-jitter buffer depth versus decreasing delay and increasing the loss probability. Although, we originally derived this expression to obtain the loss probability as a function of delay variation and buffer delay, we can just as easily turn it around and interpret it as an expression for the buffer delay (in an adaptive scheme) in terms of delay variation and target loss probability.
For the case of a static de-jitter buffer, we could use Equation (18) to estimate the de-jitter buffer loss by measuring the variation in the inter-packet delay, given the buffer depth.
Alternatively, we could directly measure the de-jitter buffer loss through Equation (15) . Because delay variation is very unpredictable on a given path and ranges greatly from path to path, it is unlikely that a static de-jitter buffer implementation is robust. It would have to be very large to cover the range of conditions it is expected to operate in, but this would cause large mouth-to-ear delays. Static de-jitter buffers may perform well only when the transport network is over-engineered or the voice packet transport were QoS enabled.
For this reason, it is more likely that adaptive dejitter buffers will be relied upon. Several studies have recommended the use of adaptive de-jitter buffer implementations and studied their performance, for example [19] , [20] and [23] . An adaptive scheme would attempt to control the de-jitter loss within a narrow operating range by adapting the mouth-to-ear del@ through the depth of the de-jitter buffer. In this case, given the target loss probability that the de-jitter buffer is designed for, it is possible to measure the delay variation in the transport network and to estimate the de-jitter buffer delay contribution using the relationship in Equation (18) .
DISCUSSION OF A STANDARD REFERENCE IMPLEMENTATION FOR CONSISTENT EVALUATI ON
In either case, a static or an adaptive buffer implementation, information regarding the design of the de-jitter buffer is required in order to design a VolP quality monitoring capability. This aspect of the decoder design is implementation specific and not addressed within any codec standard. If the monitor is implemented in the egress gateway, then this implementation information is potentially available. However, there are applications requiring a monitor to be physically distinct from the gateway, in which case this missing information becomes problematic.
One solution to this issue is for the industry to agree to a reference implementation for performance monitoring purposes.
This would allow various implementations of a monitor to generate consistent results. Although the results from the monitor would not reflect the actual end-user experience in this case (because their de-jitter buffer implementations would differ from the reference implementation), at least the results would be consistent across various implementations of the monitor. Further, the results from the monitor would have a relative significance when evaluating the performance of the packet transport network.
In both cases, static and adaptive, if a reference implementation were agreed to, then a consistent and reproducible monitoring capability is possible. In a relatively straight-forward approach, the monitoring device could simply run the reference algorithm on the observed packet stream and compute ere-jitter and dd~-jitter due to the accumulated delay variation in the path up to the location of the monitor. The reference algorithm for a static buffer would be fairly simple to define and execute. An adaptive reference algorithm would be somewhat more complex to define and execute. 6 MEASUREMENT METIIODOLOGY
Once a consistent and generally accepted set of parameters characterizing the Lr's is developed, it is possible to build a performance monitoring capability characterizing VolP quality.
The method of monitoring can be categorized as passive monitoring or active monitoring. By passive monitoring, we mean a capability, which listens to traffic flowing across a wire and measures various transport metrics of interest. By active monitoring, we mean a capability, which actively injects test (or probe) packets into the network for the primary purpose of measuring various transport metrics of interest. There are distinct advantages and disadvantages of both passive and active performance monitoring. These two approaches are very complimentary in nature. Passive probes are, by their very nature, non-intrusive; they add no additional load on the network or service. Passive monitors can provide a more extensive measurement capability (not only the type of measurements but also the amount of samples collected). However, passive monitors do not control the generation of data for the measurement samples. In contrast, active monitors are intrusive; they add load to the network or service. Because they control the generation of the packets, they can control the quality of the sampling and hence the quality of the sampled statistics. They also control the volume of traffic they introduce. In general, it is not expected that the objectives for generating active probes would necessitate high volumes of traffic.
Work is currently underway within the Remote Monitoring Management Information Base (RMONMIB) working group at the Internet Engineering Task Force (IETF)to define application level performance monitoring capabilities [24] . Initially this monitoring capability will provide a passive measurement capability.
But the overall performance management architecture is being designed to allow for the control of synthetic traffic sources, hence active monitoring. Some initial work on synthetic sources within this architecture has already begun [24] . Potentially, VolP quality monitoring as discussed within this paper could be incorporated within this application level performance monitoring capability in the future.
If this were to happen, then the placement of the monitors, as discussed above, would influence the algorithms used to evaluate the conversational voice quality. If the! monitors are placed within the packet transport network, then some form of reference dejitter buffer implementation has to be assumed. There is no means within the call establishment protocols for such a mid-stream monitoring to determine the actual implementation of the de-jitter buffers on either voice gateway. HoWever, if the monitors were coincident with the de-jkter buffers, i.e., the monitors were located in the gateways, then the monitors could have access to the actual loss statistics from the de-jitter buffer, i.e., the ~monitor could get direct measurements of e, the total p~tcket loss. This would more accurately capture the conversational quality as perceived by the end user.
There is value in both types of deployment. Users will want access to measurements, which capture as closely as possible their experience. In this case, the natural deployment location of the monitor is in the gateway device: On the other hand, service providers are going to want a capability to monitor the 'quality' of their transport services with respect to the transport of VoIP applications. Their networks will necessarily support a broad range of codec types and implementations outside of their control and view. In this case, the Service providers will want to deploy monitors on the edge of their networks. Because a standard reference de-jitter buffer model must be supported in this case, their measurements will not reflect actual end-user experiences. However, there is much value in the relative measurement results as a method to track changes in the behavior of their networks and its relative importance on conversation voice performance. 7 
AN IMPLEMENTATION AND FIELD ~¢[E A SI_JREMENTS
We have implemented a VolP performance monitoring capability as outlined in this paper. We refer to this monitoring tool as the WatchDog Internet Monitor. Our performance management application is written in PERL and PERL-TK for the graphical user interface.
The PERL scripts write to the University of California -Davis' SNMP engine [25] . The PERL scripts configure active probes on remote Cisco touters through the Cisco enterprise rttMonMIB [26] . For security reasons, we utilize the SNMPv3 capabilities of the UCD-SNMP engine and the Cisco IOS to strongly authenticate the SNMP_set commands used to configure the probes on the remote routers. The periodic SNMP_gets, issued by our tool to collect the data off the remote routers, are not authenticated.
We have implemented our performance monitoring tool, scripts, and SNMP engine on a PC running Linux, Redhat version 6.1 [271.
The ftrst version of the tool relied upon simple echo probes to estimate delay, delay variation and packet loss. The simple echo probes are relatively infrequently injected into the network, i.e., roughly once every 10 seconds. With the echo probes, we approximate the one-way transport delay measurement as one half the round trip delay and the one-way loss measurement as the loss probability of the echo probe. Obviously, the ability to perform true one-way measurements is desirable but not currently available within the implementation capabilities of our tool. Also, because we are sampling at a very infrequent rate, the accuracy of the delay variation measurement is questionable.
We have recently implemented a new capability relying on the 'jitter probe' defined within the Cisco enterprise rttMonMIB [26] . This probe can inject measurement packets into the network at a relatively high rate, e.g., once per 20 msecs. We are currently using this capability to emulate the injection of synthetic talk spurts, i.e., 20 packets of payload length 20 octets at 20 msec intervals similar to a G.729a codec packet injection process. We are using this 'heavyweight' probe to assess the difference in the reported delay variation measurements versus our earlier 'lightweight' probes based upon the echo probe capability in the Cisco enterprise rttMonMIB [26] . These results will be the subject of a future report.
A typical output from the WatchDog Internet Monitor is shown in Figure 8 . This example is of a typical path spanning multiple, i.e., three, ISP networks and showing a moderate propagation delay. The figure shows measurements of the average delay and the standard deviation of the delay, measured over 5 minute intervals with 30 samples per interval. The delay statistics are plotted against the LHS of the plot and are in units of msecs. The loss probability and the R-factor estimates are plotted against the RHS of the plot. As expected, the R-factor is extremely sensitive to packet loss. These results are based upon our curve fitting for the G.729a codec in Section 4 above. 
729a codec (time is GMT).
Let us illustrate an example of the calculations performed to estimate an R-factor in this case. Referring back to Equation (13), we see the estimated relationship between the R-factor, delay (d) and loss (e). The results following Equation (13) give us the values of the parameters characterizing the G.729a codec. Furthermore, these expressions relate the endto-end measures of delay and loss to the component level measures of delay and loss. We get
R ~ 94.2-0.24 d-O.ll(d-lZ7.3)H(d-lZ7.3) -11-401n(l+lOe) (Equation 19)
In this example, the measuring points are coincident with the codecs, i.e., the probes are generated from the same routers that contain the VolP gateways. Thus, the difference between the end-to-end measurements and the transport level measurements are the delay and loss occurring within the gateways. Specifically, this is the encoding and packetization delays, the de-jitter buffer delays and the de-jitter buffer losses. From Section 4.2.1 above, we know that the encoding and packetization delays for a G.729a codec, which is generating a IP packet each 20 msec, is 25 msee. Further, in this example, we are assuming a static dejitter buffer of 120 msec, i.e., we assume that the dejitter buffer introduces another 60 msec delay on the 
(Equation 22)
Note, because we are making round trip measurements, we must infer one-way measurements (which of course we can not accurately do). So we have made the following choices. First, we take one half the round trip delay measurement to be the one way value. For loss, we take the one-way loss to equal the round trip loss (this over estimates the loss in any given direction, but is a conservative estimate). Clearly, the ability to make true one-way measurements is desirable.
So, assume that within our averaging interval, we obtain the following values We get for me R-factor from (Equation (21) We get for the R-factor, a value of 60. voice quality is extremely sensitive to loss.
Clearly the
We have been .testing this monitoring capability in various VolP se~mes and trials at AT&T. We have found this capability to be extremely useful in several areas, specifically:
• troubleshooting paths -pings can be used to identify tha~ connectivity exists, but additional capabilities are required to determine the quality of the connectivity,
• circuit pre-test and turn-up -prior to turning up a capability or customer, there is much value in monitoring ~he quality of their path or service prior to putting the customer on-line (without the capability of generating probe traffic this can be problematic),
• fault management -allows determination of whether the application is operating at a sufficient quality level Or not, base-fining enhancements -active measurements are used to base-fine before and after a certain set of QoS polic!es are applied, potential s'ervice level agreement (SLA) monitoring -monitors similar to these may be used to track the appropriate quality metrics for the transport service. 8 
CONCLUSIONS
We have described a method for monitoring the quality of Intemet paths to support conversational voice. This method involves the use of the E-Model to combine low [evel transport measures in a manner relevant to voice quality. We use the R-factor, an output of the E-Model directly related to MOS, which is commonly used to rate call quality. The method involves reducing the expression for the R-factor to transport level, measurable metrics. However, we show in the paper that there exist several ambiguities in the method.
We propose that these require industry-wide discussions and participation in order to resolve. Specifically,
Because the E-Model impairment factors are typically based on subjective testing using the Clanguage implementations found in the standards describing the codecs and not actual field implementations, our approach may produce estimates of voice quality, which differ from specific implementations.
There is an industry-wide need for more extensive measurements of E-Model impairment factors. Specifically, > not enough subjective data exists covering the wide range of coders, loss concealment algorithms and error masks, and > the most important, or typical, sets of error masks are yet to be determined and characterized. More measurements of Intemet loss and delay variation behavior are required to better characterize the transport channel in order to determine the appropriate set of error masks to test codecs against.
There is no standard reference model for de-jitter buffer implementations. Various proprietary implementations of de-jitter buffer algorithms exist and they will differ in their impact on the error mask and hence the voice quality. A standard implementation (or multiple standards) is required for our method to generate unambiguous results.
Beyond these ambiguities, we discuss issues regarding the design and the placement of voice quality monitors. We discuss the relationship to other methods of monitoring voice quality. We relate this work to more general work in the industry to develop a more general performance monitoring capability [24] .
Finally, we briefly present our efforts at building a prototype monitoring tool along the lines that we have proposed. This tool relies on a set of active probes between routers to generate transport level statistics. From these, the tool uses the E-Model to analyze the results and generate an R-factor estimate of anticipated voice quality. We give an example of the type of analysis implemented in the tool and on future enhancements to the analysis. We finish with a list of uses we have made with such a monitoring capability.
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