Combinatorial auctions, i.e. auctions where bidders can bid on combinations of items, tend to lead to more e cient allocations than traditional auctions in multiitem auctions where the agents' valuations of the items are not additive. However, determining the winners so as to maximize revenue is NP-complete.
Introduction
Auctions are popular, distributed and autonomy preserving ways of allocating items among multiple agents. They are relatively e cient both in terms of process and outcome. They are extensively used among human bidders and among software agents in a variety of task and resource allocation problems. 1 Auctions can be used among cooperative agents, but they also work in open systems consisting of self-interested agents. An auction can be analyzed using noncooperative game theory: what strategies are self-interested agents best o using in the auction (and therefore will use), and will a desirable social outcome|e.g. e cient allocation|still follow. The goal is to design the protocols (mechanisms) of the interaction so that desirable social outcomes follow even though each agent acts based on self-interest. This paper focuses on multi-item auctions, i.e. auctions where there is more than one item to be allocated.
Sequential auctions
In a sequential auction, the items are auctioned one at a time. Determining the winners in such protocols is easy because that can be done by picking the highest bidder for each item separately. However, if a bidder has preferences over bundles (combinations of items), then bidding in such auctions is di cult. To determine her valuation for an item, the bidder needs to guess what items she will receive in later auctions. This requires speculation of what the others will bid in the future because that a ects what items she will receive. Furthermore, what the others bid in the future depends on what they believe of others, etc. This counterspeculation introduces computational cost and other wasteful overhead. Moreover, in auctions with a reasonable number of items, such lookahead in the game tree is intractable, and then there is no known way to bid rationally. Bidding rationally would involve optimally trading o the cost of lookahead against the gains it provides, but that would again depend on how others strike that tradeo . Furthermore, even if lookahead were computationally manageable, usually some uncertainty remains about the others' bids because agents do not have exact information about each other. This can lead to ine cient allocations where bidders do not get the combinations that they want and do get combinations that they do not want.
Parallel auctions
An alternative to a sequential auction is a parallel auction in which the items are opened for auction in parallel. This has the advantage that the others' bids partially signal to the bidder about what the others' bids will end up being for the di erent items, so the uncertainty and the need for lookahead is not as drastic as in a sequential auction. However, the same problems prevail, albeit wants to acquire the items at the lowest possible price. However, settings in which the auctioneer wants to subcontract out tasks at the lowest possible prices and each bidder wants to handle the tasks at the highest possible payments are totally analogous.
in a mitigated form. For example, when bidding for an item, the bidder does not know her valuation because it depends on which other items she wins, which in turn depends on how others will bid. Even in open-cry auctions this may only become known later to the bidder. 2 In parallel auctions, an additional di culty arises: each bidder would like to wait until the end to see what the going prices will be, and to optimize her bids so as to maximize payo given the nal prices. Because every bidder would want to wait, no bidding would commence. As a patch to this problem, activity rules have been used 12] . Each bidder has to bid at least a certain volume by prede ned time points in the auction, otherwise the bidder's future rights are reduced in some prespeci ed manner. Unfortunately, the equilibrium bidding strategies in such auctions are not game-theoretically known. It follows that the outcomes of such auctions are unknown for rational bidders.
Methods for xing ine cient allocations in sequential and parallel auctions
In sequential and parallel auctions, the computational cost of lookahead and counterspeculation cannot be recovered, but one can attempt to x the inefcient allocations that stem from the uncertainties discussed above.
One such approach is to set up an after market where the bidders can exchange items among themselves after the auction has closed. While this approach can undo some ine ciencies, it may not lead to a Pareto e cient allocation in general, and even if it does, that may take an impractically large number of exchanges 20].
Another approach is to allow bidders to retract their bids if they do not get the combinations that they want. For example, in the Federal Communications Commission's bandwidth auction the bidders were allowed to retract their bids. In case of a retraction, the item was opened for reauction 12] . If the new winning price was lower than the old one, the bidder that retracted the bid had to pay the di erence. This guarantees that retractions do not decrease the auctioneer's payo . However, it exposes the retracting bidder to considerable risk.
This risk can be eliminated by what we call a leveled commitment protocol 25, 24] , where the decommitting penalties are set up front, possibly on a per item basis. This protocol allows the bidders to decommit but it also allows the auctioneer to decommit. A bidder may want to decommit for example if she did not get the combination that she wanted but only a subset of it. The auctioneer may want to decommit for example if he believes that he can get a higher price for the item later on. The leveled commitment protocol has interesting gaming aspects: the agents do not decommit truthfully because there is a chance that the other agent will decommit, in which case the former agent is freed from the contract obligations, does not have to pay the decommitment penalty, and will collect a penalty from the latter agent. We have shown that despite this gaming, in Nash equilibrium, the protocol can increase the expected payo of both parties, and enable contracts which would not be individually rational to both parties via any full commitment contract 25, 19, 1, 2] .
Yet another approach would be to sell options for decommitting, where the price of the option would be paid up front regardless of whether it is actually exercised.
Each one of the methods above can be used to implement bid retraction before and/or after the winning bids have been determined.
While these methods can be used to try to x ine cient allocations, it would clearly be desirable to get e cient allocations right away in the auction itself, so no xing would be required. Combinatorial auctions hold signi cant promise toward that goal.
Combinatorial auctions
One approach to overcome the need for lookahead and to overcome the ine ciencies that stem from related uncertainties is to use combinatorial auctions 14, 17, 18, 13] . In a combinatorial auction bidders may place bids on combinations of items. This allows the bidders to express complementarities between items instead of having to speculate into an item's valuation the impact of possibly getting other, complementary items.
This paper focuses on combinatorial auctions where a bidder can bid on combinations of items, and her bids are joined with non-exclusive OR, meaning that any number of the bids may get accepted. We will also restrict our attention to settings where there is only one indivisible unit of each item. While these restrictions are common in the literature on combinatorial auctions 16], winner determination methods have also been developed for cases where these assumptions are relaxed 14]. Such more general auctions are discussed in Section 9.
While combinatorial auctions have the desirable feature that they can avoid the need for lookahead by the bidders, they do impose signi cant complexity on the auctioneer because he needs to determine the winners. This nontrivial task is the focus of the rest of the paper. Winner determination in combinatorial auctions is more di cult. Let M be the set of items to be auctioned. Then any agent, i, could place any bid b i (S) for any combination S M.
As a rst preprocessing step to tackle winner determination, we observe that only the highest bid for each combination needs to be considered. 
The other bids for each combination can be deleted, as can bids of nonpositive price. From now on when we talk about bids, we refer to the bids that remain after these straightforward deletions. Let n be the number of such remaining bids. Now, winner determination in a combinatorial auction is the following problem, where the goal is to maximize the auctioneer's revenue:
where X is a valid outcome, i.e. an outcome where each item is allocated to only one bidder: X = fS MjS \ S 0 = ; for every S; S 0 2 Xg.
Exhaustive enumeration
If each combination of items has received at least one bid of positive price, the search space of allocations will look like the graph in Figure 1 . The number of such allocations is so large that not all allocations can be enumerated unless the number of items is extremely small|below a dozen or so in practice. Therefore, exhaustive enumeration is not a viable method for searching for the optimal allocation in most settings.
NP-completeness
Some combinations of items may not have received any bids, so some of the allocations in the graph need not be considered. Therefore the relevant question is not how many allocations there might be if the space of bids were completely populated, but instead, can the optimal allocation be found quickly, e.g. in polynomial time in the actual number of bids n.
The winner determination problem is the same problem as the abstract problem called weighted set packing once we view each bid as a set and the price, b(S), as the weight of the set S. The fact that weighted set packing is NPcomplete 10] means that, unless P = NP, no algorithm can nd a revenue maximizing allocation in combinatorial auctions in polynomial time in n.
For example in the airwave bandwidth auctions, the FCC recognized that the bidders' valuations of the items will be nonadditive, and that this fact could be capitalized on by using combinatorial auctions where the bidders can express complementarities by bidding on combinations of items instead of only on individual items. However, the FCC did not use a combinatorial auction protocol because they realized that they might not be able to determine the winners.
The next sections discuss di erent approaches for tackling the winner determination problem.
Dynamic programming
One approach to optimal winner determination is to use dynamic programming instead of exhaustive enumeration in the graph of Figure 1 . This has been discussed by Rothkopf et al 16] . Based on the b(S) function, the dynamic programming algorithm determines for each set S of items the highest possible revenue that can be acquired using only the items in S. The algorithm proceeds systematically from the smallest sets to the largest. The needed optimal substructure property comes from the fact that for each set S, the maximal revenue comes either from a single bid b(S), or from the sum of the maximal revenues of two disjoint exhaustive subsets of S. For each S, all possible subsets (together with that subset's complement in S) are tried.
The savings compared to exhaustive search come from the fact that the revenue maximizing solutions for the subsets need not be computed over and over again, but only once. The dynamic programming algorithm takes (2 m ) and O(3 m ) steps 16], which is a considerable saving over exhaustive enumeration, but still too complex to scale to large numbers of items (above about 20-30).
A key observation here is that the dynamic programming algorithm takes the same number of steps independent of the number of actual bids. This is because the algorithm generates each combination S even if no bids have been placed on S. Interpreted positively this means that the auctioneer can determine ex ante how long winner determination will take regardless of the number of bids that will be received. Interpreted negatively this means that the algorithm will scale only to a small number of items even if the number of bids is relatively small. In Section 8 we will present a search algorithm that avoids the generation of combinations for which bids have not been placed. That algorithm scales well to large numbers of items if the number of bids is relatively small.
Polynomial time approximation algorithms
Another way to achieve tractability is to try to nd a reasonably good outcome X instead of an optimal one. One would then like to trade o the expected cost of additional computation (cost of the computational resources and cost associated with delaying the result) against the expected improvement in X.
Instead of using expectations, one could try to devise an algorithm that will establish a worst case bound, i.e. guarantee that the value of the best allocation X is no more than some constant (say k) times the value of the best X found by the algorithm. A considerable amount of research has focused on generating such approximation algorithms that execute in polynomial time. In the case of combinatorial auctions this means time that is polynomial in n.
General case
Unfortunately, a recent inapproximability result of H astad for the maximum clique problem 8] can be used to show that no polynomial time algorithm can guarantee a bound k n 1? for any > 0 for the winner determination problem (unless NP equals probabilistic polynomial time) 21]. Therefore, the approach of constructing polynomial time approximation algorithms with worst case guarantees is a futile e ort in the winner determination problem. Even a bound k = 2 would mean that the algorithm might only capture 50% of the available revenue, and usually k 2 so the guarantee would be even weaker.
One could also ask whether randomized algorithms would help in the winner determination problem. It is conceivable that randomization could provide some improvement over deterministic algorithms. However, the inapproximability result applies to randomized algorithms as well.
Special cases
While the general winner determination problem is inapproximable, one can do somewhat better in special cases where the bids have special structure. For example, there might be some cap on the number of items per bid, or there might be some cap on the number of bids with which a bid can share items.
The desired special structure could be enforced on the bidders by restricting the allowable bids (although this can lead to some of the same ine ciencies as non-combinatorial auctions because bidders may not be allowed to bid on the combinations they want) or the auctioneer can allow general bids and use these algorithms if the bids happen to exhibit the desired structure.
Several novel approximation algorithms 3, 6, 9, 7] have been developed for special cases of the weighted independent set problem and the weighted set packing problem, and they could be directly used for the corresponding special cases of the winner determination problem. Unfortunately even these algorithms give bounds that are so weak that they are irrelevant for the winner determination problem in practice.
Approximation algorithms for the known special cases have been improved repeatedly. There is also the possibility that probabilistic algorithms could improve upon the deterministic ones. In addition, it is possible that additional special cases with desirable approximability properties will be found. For example, while the current approximation algorithms are based on restrictions on the structure of bids and items, a new family of restrictions that will very likely lend itself to approximation stems from limitations on the prices. For example, if the function b(S) is close to additive, approximation should be easy. Unfortunately it does not seem reasonable for the auctioneer to restrict the bid prices or to eliminate outlier bids after the bids have been submitted. Setting an upper bound could reduce the auctioneer's revenue because higher bids would not occur. Setting a lower bound above zero would possibly disable bidders with lower valuations from bidding, and it might happen that no bids on the respective items would be placed. Again that would reduce the auctioneer's revenue. However, the auctioneer could capitalize on special price structure if such structure happens to be present in the bids. 7 Restricting the combinations to guarantee optimal winner determination in polynomial time
If even more severe restrictions apply to the bids, winner determination can be carried out optimally in polynomial time. To capitalize on this idea in practice, the restrictions would have to be imposed by the auctioneer since they (at least the currently known ones 16]) are so severe that it is very unlikely that they would hold by chance.
Imposing restrictions on the bids introduces some of the same ine ciencies that are present in non-combinatorial auctions because the bidders may be barred from bidding on the combinations that they want. There is an inherent tradeo here between computational complexity and economic e ciency. Imposing certain restrictions on bids achieves provably tractable winner determination but gives rise to economic ine ciencies.
8 Our optimal anytime search algorithm
We recently generated another approach for optimal winner determination. We brie y review that approach here. The technical details of the highly optimized algorithm 4 are beyond the scope of this article. They can be found in 21] together with experimental results.
The motivation behind our approach is to { allow all combinations to be bid on unlike the approach of Rothkopf et al. This is in order not to introduce any of the ine ciencies that occur in non-combinatorial auctions. { strive for the optimal solution instead of an approximation. This maximizes the seller's revenue. If this optimal winner determination takes more time than is available, the algorithm can be prematurely terminated with a feasible monotonically improving suboptimal solution in hand. { completely avoid loops and redundant generation of vertices when searching the graph of allocations, Figure 1 . { capitalize heavily on the sparseness of bids|unlike dynamic programming which uses the same amount of time irrespective of the number of bids. In practice the space of bids is necessarily extremely sparsely populated. For example, even if there are only 100 items to be auctioned, there are 2 100 ?1 combinations, and it would take longer than the life of the universe to bid on all of them even if every person in the world submitted a bid per second.
Sparseness of bids implies sparseness of the allocations X that need to be checked. Our algorithm constructively checks each allocation X that has positive value exactly once, and does not construct the other allocations. Therefore, unlike dynamic programming, the algorithm only generates those parts of the search space which are actually populated by bids.
To achieve these goals, we use a search algorithm that generates a tree. Each path consists of a sequence of bids, and each path terminates when all items have been used on that path. At that point the path corresponds to a feasible allocation, and the revenue from that allocation can be compared to the best one found so far. Figure 2 demonstrates the kind of search tree that our algorithm generates.
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The resulting search generates each allocation that has positive revenue exactly once, and searches through no other allocations, i.e. it eliminates redundant search. The fact that each allocation of positive value is checked guarantees that the algorithm nds the optimal solution.
The algorithm was implemented as depth-rst search, which executes in linear space. The depth-rst strategy causes feasible allocations to be found quickly, and the solution improves monotonically since the algorithm keeps track of the best solution found so far. This implements the anytime feature: if the algorithm does not complete in the desired amount of time, it can be terminated prematurely, and it guarantees a feasible solution that improves monotonically in time.
Not surprisingly, the worst case complexity is exponential in the number of bids. However, we reemphasize the fact that this is complexity in the number of bids actually received, not in the number of allowable bids. The depth-rst version was experimentally tested on a general-purpose uniprocessor workstation. For easy bid distributions, it handles 400 items and 400 bids optimally in minutes, while for di cult distributions it can determine the optimal allocations up to about 80 items and 80 bids in that time. When testing the anytime feature, it turned out that in practice most of the revenue was generated early on as desired, and there were diminishing returns to computation.
The same search tree can be searched more e ciently without compromising optimality by using an iterative deepening A* search strategy 11] (with a heuristic that we developed speci cally for the winner determination application) instead of depth-rst search 21]. Furthermore, before the main search we run a preprocessing search that removes all the bids that are provably noncompetitive. This makes the main search faster without compromising optimality. A bid (prunee) is noncompetitive if there is some disjoint collection of subsets of that bid such that the sum of the bid prices of the subsets exceeds or equals the price of the prunee bid. For example, a $10 bid for items 1, 2, 3, and 4 would be pruned by a $6 bid for item 1 and a $7 bid for items 2 and 4. The preprocessing is done by conducting a search (analogous to the main search) for each bid (potential prunee) separately, but now restricting the search to those bids that only include items that the prunee bid includes. We also use several additional preprocessing methods 21]. The preprocessors could as well be used in conjunction with other approaches to winner determination than our main search algorithm. The auctioneer could allocate items 1 and 2 to agent 1 separately, and that agent's bid for the combination would value at 5 + 4 = 9 instead of 7. So, the current techniques focus on situations where combinational bids are introduced to capture synergies (positive complementarities) among items. On the other hand, in many real world settings local subadditivities can occur as well. For example, when bidding for a landing slot for a plane, the bidder is willing to take any one of a host of slots, but does not want more than one.
To address this, eMediator allows the bidders to submit XOR-bids, i.e. bids on combinations such that only one of the combinations can get accepted. This allows the bidders to express general preferences with both positive and negative complementarities.
To allow an e cient allocation to be reached, it would be desirable to extract truthful valuation revelations as the bids to the auctioneer. Bidding truthfully can be made incentive compatible (a dominant strategy) by using the Groves-Clarke pricing mechanism 5, 4] together with XOR-bids. This motivates each bidder to bid truthfully irrespective of what the others bid. That renders counterspeculation unnecessary. The auction house of eMediator support the Groves-Clarke mechanism in a way that applies to XOR-bids. The winning bids are determined to be those that (together) maximize the auctioneer's revenue (while respecting the exclusiveness of XOR, and while allocating each item to at most one bidder). The amount that an agent needs to pay is computed as the sum of the others' winning bids had that agent not submitted any bids, minus the sum of the others' winning bids in the actual optimal allocation. Therefore, the winner determination problem has to be solved once overall, and once per winning agent without any of that agent's bids. This makes fast winner determination even more crucial. Note that for example just removing one winning bid at a time would not constitute an incentive compatible mechanism. Incentive compatibility can also be lost if either winner determination or price determination is done only approximately. eMediator supports multiple di erent pricing schemes including the GrovesClarke mechanism and a scheme where each winning bidder pays the prices of her winning bids.
Our current work focuses on developing faster optimal winner determination algorithms for XOR-bids. Naturally this problem is even harder than the basic winner determination problem because the latter is a special case of the former. Therefore, the negative results, NP-completeness and inapproximability, apply to this setting as well.
We are also developing optimal matching algorithms for other generalizations such as double auctions instead of just single-sided auctions. Allowing combinatorial bidding in continuous double auctions is particularly important in illiquid or highly volatile markets where it is unsure whether one can acquire the items of the desired bundle one at a time. During the time when we are developing optimal matching algorithms for this type of combinatorial auctions, we use approximate matching algorithms for this setting in eMediator.
eMediator also supports the generalization of combinatorial auctions where the auction allows the agents to bid for multiple units of each item of a combination. This splits into two cases depending on whether the matches of units have to be exact or whether partial matches are allowed. Both single-sided and double auctions with multiple units are supported. In single-sided auctions, the auctioneer who sets up the auction can choose between using the Groves-Clarke pricing scheme and the scheme where each winning bidder pays the prices of her winning bids.
The convenience of using combinatorial auctions is an important issue. While XOR-bids allow the bidder to express general preferences, in the worst case this would involve placing a bid for each of the 2 m ? 1 possible combinations.
A shorter representation of preferences without loss of expressive power could be possible by allowing a richer input language. One idea toward this direction was presented early on by Rassenti et al 14]. They allowed the bidder to place combinational bids and to state the maximal number of combinations that could be accepted. An XOR-bid is a special case of this where that number is one. eMediator follows another approach. It allows the user to submit multiple XOR-bids. These multiple bids are combined together with a non-exclusive OR. This maintains full expressive power and tends to lead to signi cantly shorter inputs from the users than XOR-bids only (at least the input that is required to express particular preferences cannot be longer than with XORbids since this method is a strict generalization of XOR-bids). Due to full expressiveness of the language, the Groves-Clarke pricing scheme can be used to motivate bidders to bid truthfully here as well. eMediator supports that pricing scheme in this context also. Figure 3 shows the interface that eMediator provides for XOR-bidding when there are potentially multiple units of each item. The table in the gure is one XOR-bid, i.e. the rows are combined with exclusive OR. To submit multiple non-exclusively joined XOR-bids, the user can submit multiple tables. The example is from an electricity market scenario where the agents can bid for combinations of electricity for di erent hours of the day, and for multiple Mega Watt hours for each hour of the day.
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Other enrichments to the input language are also possible. Since even basic XOR-bids have full expressive power, expressiveness should be viewed as a necessary but not su cient condition. Between fully expressive input languages the appropriate comparison criterion is the convenience of their use in the particular application domain in question. This could be measured via questionnaires in eld trials, but it could also be addressed formally, for example by de ning convenience as the average or worst case length of the preference representation that the bidder needs to provide.
In addition to pioneering combinatorial auctions on the Internet, our auction server is, to our knowledge, the rst Internet auction house that supports bidding via graphically drawn price-quantity graphs and by mobile agents. Price-quantity graphs are supported so that bidders can express continuous preferences. For example when a bidder buys a larger quantity, she might only accept a lower unit price. Mobile agents are supported so that a user can have her agent actively participating in the auction while she is disconnected. For example, the user can launch her agent over the phone from an airplane using a laptop, and then disconnect. Mobile agents that execute on the agent dock which is on (or near) the host machine of the auction server also reduce the network latency|an issue of key importance in time-critical bidding. The Michigan Internet AuctionBot 26] provides a TCP/IP-level message protocol via which agents could participate in their auction. Their auction server di ers from ours in that they do not provide support for mobile agents. Our auction server uses the commercial Concordia agent dock from Mitsubishi to provide mobile agents a safe execution platform from where they can observe what is transpiring in the auctions, bid, set up auctions, move to other hosts, etc. We also provide an easy-to-use HTML interface where the user can specify what she wants her agent to do, and our system automatically generates the Java code for the corresponding mobile agent, and launches it.
Yet another advantage of agents in this context comes from precompiled expertise. In certain auction settings, the optimal bidding strategies can be game theoretically determined. eMediator provides such agents for the users 22] . Given that the user knows that the agent will bid optimally on her behalf, the user is motivated to reveal her preferences truthfully to the agent, and need not engage in counterspeculation and strategic bidding. Furthermore, agents that optimally bid on the user's behalf put novices and expert bidders on an equal playing eld for ecommerce.
Conclusions
Combinatorial auctions, i.e. auctions where bidders can bid on combinations of items, tend to lead to more e cient allocations than traditional auctions in multi-item auctions where the agents' valuations of the items are not additive. This is because the users can express complementarities in their bids, and the winner determination algorithm will take these into account. Unfortunately, determining the winners so as to maximize revenue is NP-complete.
The space of allocations was rst explicated, and asymptotic bounds on the number of allocations were shown. The number of allocations is so large that exhaustive enumeration will only work with a very small number of items. Dynamic programming avoids some of the redundancy of exhaustive enumeration, but it does not scale beyond auctions with a small number of items because it generates the entire search space independent of what bids have actually been placed.
The approach of compromising optimality to get polynomial time winner determination is futile if one is interested in worst case approximation guarantees: a strong inapproximability result for the maximum clique problem applies to the winner determination problem. If the combinations are restricted, somewhat better guarantees can be established by known approximation algorithms for the weighted independent set problem and the weighted set packing problem, but the guarantees remain so weak that they are irrelevant in the domain of auctions in practice. The main hope for practical approximations for special cases lies in new forms of special structure (especially on bid prices), and possibly in better algorithms such as probabilistic ones.
By imposing severe restrictions on the allowable combinations, optimal winner determination can be guaranteed in polynomial time. However, these restrictions introduce some of the same economic ine ciencies that are present in non-combinatorial auctions.
To tackle the limitations of the existing approaches to winner determination, we developed a search algorithm for optimal anytime winner determination. It signi cantly enlarges the envelope of input sizes for which combinatorial auctions with optimal winner determination are computationally feasible. The highly optimized algorithm achieves this mainly by capitalizing on the fact that the space of bids is necessarily sparsely populated in practice. Unlike dynamic programming, it generates only the populated parts of the search space. It follows that the disadvantage of our algorithm is that the run time depends on the number of bids received, while in dynamic programming it does not. We addressed this problem by making our algorithm into an anytime algorithm: it can be terminated at any time before completion with a feasible monotonically improving solution in hand.
Finally we discussed eMediator, our electronic commerce server which implements several techniques for automatically facilitating commerce, including an auction house with generalized combinatorial auctions. In addition to allowing combinations to be joined nonexclusively, it allows the user to join combinations exclusively in a bid. This input representation gives the user the power to express general preferences including both positive and negative complementarities. To shorten the input representation, we allow the user to also nonexclusively string together bids where the combinations are exclusive. To our knowledge, our implementation is the rst Internet auction to support combinatorial auctions, bidding via graphically drawn price-quantity graphs, and mobile agents. 
(1) A small example search tree generated by our algorithm. Fig. 3 . A combinatorial XOR-bid in our auction server. In this example, a re nery operator needs three consecutive hours of electricity for her plant. She prefers to start at 8 am because that is a more suitable time and running the plant at that time requires less electricity. However, starting at 6 am or 7 am is also feasible.
