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Various inequalities (Boole inequality, Chung-Erdo¨s inequality, Frechet inequality) for Kolmogorov
(classical) probabilities are considered. Quantum counterparts of these inequalities are introduced,
which have an extra ‘quantum correction’ term, and which hold for all quantum states. When certain
sufficient conditions are satisfied, the quantum correction term is zero, and the classical version of
these inequalities holds for all states. But in general, the classical version of these inequalities is
violated by some of the quantum states. For example in bipartite systems, classical Boole inequalities
hold for all rank one (factorizable) states, and are violated by some rank two (entangled) states.
A logical approach to CHSH inequalities (which are related to the Frechet inequalities), is studied
in this context. It is shown that CHSH inequalities hold for all rank one (factorizable) states, and
are violated by some rank two (entangled) states. The reduction of the rank of a pure state by a
quantum measurement with both orthogonal and coherent projectors, is studied. Bounds for the
average rank reduction are given.
I. INTRODUCTION
Entanglement is an important feature of quantum mechanics. After the fundamental work by Einstein,
Podolsky and Rosen[1] and also Schro¨dinger[2] it has been studied extensively in the literature[3]. It leads to
strong correlations between various parties, which have been studied within the general area of Bell inequalities
and contextuality[4–15].
Kolmogorov (classical) probabilities obey many inequalities, and in this paper we are interested in Boole
inequalities, Chung-Erdo¨s inequalities[16] and Frechet inequalities [17, 18]. Quantum probabilities are different
from Kolmogorov probabilities, and we show in this paper that they obey quantum versions of these inequalities,
that contain extra ‘quantum correction’ terms. This is related to the fact that Kolmogorov probabilities are
intimately connected to Boolean (classical) logic formalized with set theory, while quantum probabilities are
related to the Birkhoff-von Neumann (quantum) logic [21, 22] formalized with subspaces of a Hilbert space.
We will use the terms quantum (classical) probabilistic inequalities, for those that contain (do not contain)
quantum corrections. Then:
• By definition all quantum states obey the quantum probabilistic inequalities.
• We give sufficient conditions for the quantum corrections to be zero, in which case the quantum proba-
bilistic inequalities reduce to the usual classical probabilistic inequalities.
• In general, classical probabilistic inequalities are violated by some quantum states. It is interesting to
study such cases, because this highlights the difference between quantum and classical (Kolmogorov)
probabilities.
The work can be viewed as a generalization of the area of Bell inequalities. An interesting question in bipartite
systems, is whether entanglement is needed for the violation of the classical inequalities. We prove that all rank
one (factorizable) states respect some of these inequalities, while some rank two (entangled) states violate them.
Therefore in these cases entanglement is essential for the violation of classical probabilistic inequalities by pure
states.
In particular we study:
2• Boole inequalities: Boole inequalities provide an upper bound to p(A ∪ B) in Kolmogorov (classical)
probabilities. It is shown that quantum Boole inequalities (Eqs.(42), (50)) have an extra term (quantum
correction) which can take positive or negative values. Therefore only some quantum states obey the
classical Boole inequalities. In bipartite systems, it is shown that some classical Boole inequalities hold
for all rank one (factorizable) states, and are violated by some rank two (entangled) states.
• Chung-Erdo¨s inequalities: They provide a lower bound to p(A ∪B) in Kolmogorov (classical) proba-
bilities. Their quantum counterparts contain the quantum correction term.
• Frechet and CHSH inequalities: We study the logical derivation [11–13] of CHSH (Clauser, Horne,
Shimony and Holt [6]) type of inequalities. We prove that all rank one (factorizable) states obey CHSH
inequalities, while some rank two (entangled) states violate them. Therefore entanglement is here essential
for the violation of CHSH inequalities by pure states. The CHSH inequalities are intimately connected to
Frechet inequalities.
We also consider quantum measurements and show that they reduce the rank of a state. This can be inter-
preted as partial destruction of entanglement by a measurement. Inequalities for the average rank reduction are
given, for both orthogonal measurements, and POVM (positive operator valued measures) type of measurements
with coherent projectors.
In section 2 we give the Boole, Chung-Erdo¨s, and Frechet inequalities for classical (Kolmogorov) probabilities.
We also give (for later use with the probabilistic inequalities) the logical operations in the set of subspaces of a
finite Hilbert space.
In section 3 we define the rank of a subspace of the Hilbert space HA ⊗HB for a bipartite quantum system.
We also give for later use, some results on logical operations between subspaces of rank one.
In section 4 we give the quantum version of the Boole and Chung-Erdo¨s inequalities, that include quantum
corrections. We also give sufficient conditions for these quantum corrections to be zero, in which case the
quantum Boole and quantum Chung-Erdo¨s inequalities reduce to their classical counterparts.
In section 5 we discuss the quantum Boole inequalities for bipartite quantum systems. We give sufficient
conditions for the quantum corrections to be zero, in which case they reduce to classical Boole inequalities. In
general, the classical Boole inequalities always hold for rank one (factorizable) states, and they are violated by
some rank two (entangled) states. We also consider a logical derivation of the CHSH inequalities and stress
that it is based on the assumption that classical Boolean inequalities hold for quantum probabilities. Then we
show that the CHSH inequalities always hold for rank one (factorizable) states, and they are violated by some
rank two (entangled) states. In these cases entanglement is important for the violation of classical probabilistic
inequalities.
In sections 6,7 we study the reduction of the rank of a state by quantum measurements with orthogonal and
coherent projectors, correspondingly. In particular, we give upper bounds for the average rank reduction caused
by a quantum measurement. This quantifies the destruction of entanglement by quantum measurements. We
conclude in section 8 with a discussion of our results.
II. PRELIMINARIES
A. Some inequalities for Kolmogorov probabilities
Kolmogorov probabilities [23] are related to set theory which formalizes Boolean logic. The following propo-
sition gives one of their fundamental properties.
Proposition II.1.
δ(A,B) = p(A ∪B)− p(A)− p(B) + p(A ∩B) = 0. (1)
3where A,B are subsets of the set of all alternatives Ω, and p(A), p(B) the corresponding probabilities.
Proof. One of the postulates for Kolmogorov probabilities is that if A ∩B = ∅ (exclusice events) then
p(A ∪B) = p(A) + p(B) (2)
From this follows that
p(A ∪B) = p(A) + p(B \A); p(B) = p[B \ (A ∩B)] + p(A ∩B). (3)
We combine these two, taking into account that p(B \A) = p[B \ (A ∩B)] and we prove the proposition.
Kolmogorov probabilities obey the following equalities:
• Boole’s inequality:
p(A ∪B) ≤ p(A) + p(B). (4)
This follows immediately from Eq.(1), and generalizes easily to
p(A1 ∪ ... ∪An) ≤ p(A1) + ...+ p(An); Ai ⊆ Ω. (5)
This provides an upper bound to p(A1 ∪ ... ∪An). Many probabilistic inequalities are based on this.
• Chung-Erdo¨s inequality: This provides a lower bound to p(A1 ∪ ... ∪An):
p(A1 ∪ ... ∪An) ≥ [
∑
p(Ai)]
2∑
i,j p(Ai ∩Aj)
; Ai ⊆ Ω. (6)
It is given in ref.[16] (Eq.(4)) as:
∑
i,j
p(Ai ∩Aj) =
∑
i
p(Ai) + 2
∑
i<j
p(Ai ∩Aj) ≥ [
∑
p(Ai)]
2
p(A1 ∪ ... ∪An) (7)
We are interested in the case n = 2, and then it becomes
p(A ∪B) ≥ [p(A) + p(B)]
2
p(A) + p(B) + 2p(A ∩B) . (8)
This inequality is not widely known, and for this reason we briefly prove it. Using Eq.(1) we substitute
p(A ∩B) = p(A) + p(B)− p(A ∪B), (9)
and then this inequality can be written as
[p(A) + p(B)− p(A ∪B)][2p(A ∪B)− p(A)− p(B)] ≥ 0. (10)
But 2p(A ∪B)− p(A)− p(B) ≥ 0 because if E ⊆ F then p(E) ≤ p(F ). Also p(A) + p(B)− p(A ∪B) ≥ 0
because of Boole’s inequality. This completes the proof of Eq.(8).
4• Frechet inequality [17, 18]:
n∑
i=1
p(Ai) ≤ (n− 1) + p(A1 ∩ ... ∩An) Ai ⊆ Ω. (11)
In the special case that A1 ∩ ... ∩An = ∅ this reduces to
n∑
i=1
p(Ai) ≤ (n− 1). (12)
The CHSH inequalities in Eq.(83) below are analogues of this in a quantum context.
Remark II.2.
(1) The derivation of probabilistic inequalities assumes the existence of a single probability space. Several au-
thors have expressed the view that Bell’s inequalities are violated because of the lack of a single probability
space (e.g. [19]).
(2) A general measure theory structure for quantum correlations has been studied in [20].
B. Logical operations in finite-dimensional Hilbert spaces
We consider a quantum system described by a finite-dimensional Hilbert space H. If h1, h2 are subspaces of
H, we define the conjunction (logical AND) and disjunction (logical OR) [21, 22], as:
h1 ∧ h2 = h1 ∩ h2; h1 ∨ h2 = span(h1 ∪ h2). (13)
Unlike the Boolean (classical) OR which is formalized with the union of sets, the quantum OR is the union of two
subspaces plus all superpositions. Consequently Kolmogorov (classical) probabilities have different properties
from quantum probabilities, and this underpins many of the ‘surprising’ quantum phenomena, like the violation
of Bell-like inequalities, and the better performance by quantum computation than classical computation for
certain tasks.
The Boolean AND is similar to the quantum AND (they are both intersections). Later (in section III C) we
discuss these logical operations in a bipartite system.
We use the notation h1 ≺ h2 to indicate that h1 is a subspace of h2 (or equal to h2). The orthocomplement
(logical NOT) of a subspace h1 is unique, and is another subspace which we denote as h
⊥
1 , with the properties
h1 ∧ h⊥1 = O; h1 ∨ h⊥1 = I = H; (h⊥1 )⊥ = h1
(h1 ∧ h2)⊥ = h⊥1 ∨ h⊥2 ; (h1 ∨ h2)⊥ = h⊥1 ∧ h⊥2
dim(h1) + dim(h
⊥
1 ) = d. (14)
Here O is the space that contains only the zero vector (denoted as 0).
If h is a subspace of H, Π(h) denotes the projector to the subspace h. Also if U is a unitary transformation,
Uh denotes the subspace that contains all the states U |s〉 where |s〉 belongs to h.
III. RANK OF SUBSPACES OF HA ⊗HB
We consider a bipartite system comprised of two systems A,B described with the finite-dimensional Hilbert
spaces HA, HB , correspondingly. We assume that dim(HA) = dA and that dim(HB) = dB . The bipartite
5system is described with the tensor product H = HA⊗HB , and everything in this paper is studied with respect
to this factorization. There is a natural physical meaning to it in the sense that HA, HB can describe two
different subsystems in different locations, associated with two different observers.
Local unitary transformations UA⊗UB , are unitary transformations UA on HA and UB on HB , and preserve
the factorization of H as HA ⊗HB . Non-local transformations change this factorization, and are not discussed
in this paper.
A. Rank of pure states in bipartite systems
A pure state is expressed in the ‘entangling representation’ as
|s〉 =
n∑
i=1
λi|ai〉 ⊗ |bi〉; |ai〉 ∈ HA; |bi〉 ∈ HB (15)
If we replace |ai〉 with a sum of other vectors in HA and also |bi〉 with a sum of other vectors in HB , we get
other entangling representations of the same state |s〉.
The rank of a state |s〉, is the least n in all the entangling representations of |s〉. Minimal entangling represen-
tations of |s〉, are the entangling representations with n = rank(|s〉). In the minimal entangling representation
|s〉 =
n∑
i=1
λi|ai〉 ⊗ |bi〉; n = rank(|s〉). (16)
where the n states |ai〉 are linearly independent within the space HA, and the n states |bi〉 are linearly indepen-
dent within the space HB .
Let BA = {|e1〉, ..., |edA〉} be an orthonormal basis in HA, and BB = {|f1〉, ..., |fdB 〉} an orthonormal basis in
HB . The |ei〉 ⊗ |fj〉 is a basis in HA ⊗HB . With respect to this basis, we represent |s〉 as
|s〉 =
∑
µij |ei〉 ⊗ |fj〉; i = 1, ..., dA; j = 1, ..., dB . (17)
The state |s〉 can also be written as
|s〉 =
∑
i
|ei〉 ⊗ |bi〉; |bi〉 =
∑
j
µij |fj〉 (18)
where |bi〉 are in general non-orthogonal, non-normalized states, or as
|s〉 =
∑
j
|aj〉 ⊗ |fj〉; |aj〉 =
∑
i
µij |ei〉. (19)
where |aj〉 are in general non-orthogonal, non-normalized states.
We represent uniquely the state |s〉 with the dA × dB complex matrix
M(|s〉) = (µij) ; i = 1, ..., dA; j = 1, ..., dB . (20)
The index i (rows) is associated with the Hilbert space HA, and the index j (columns) with the Hilbert space
HB . The corresponding bra state 〈s| is represented with the matrix M(〈s|) = [M(|s〉)]† Conversely, any non-
zero complex dA× dB matrix defines uniquely a state |s〉 in HA⊗HB , with respect to the basis |ei〉⊗ |fj〉. The
rank of the matrix M(|s〉) is equal to the rank of the state and it is also equal to its Schmidt number.
6B. Rank of subspaces
Let h ≺ HA ⊗HB (where ≺ indicates subspace). We define the rank of h as follows [24].
Definition III.1. The rank of a subspace h of HA⊗HB is the infimum of the ranks of all its (non-zero) vectors.
The rank of the zero subspace O (which contains only the zero vector) is defined to be 0.
If hA ≺ HA and hB ≺ HB , then the hA ⊗ hB is a subspace of HA ⊗ HB with rank 1. If |ei〉, |fj〉 are
orthonormal bases in hA, hB correspondingly, then
Π(hA ⊗ hB) = ΠA(hA)⊗ΠB(hB) =
∑
i,j
|ei〉〈ei| ⊗ |fj〉〈fj | (21)
There are many subspaces of HA⊗HB which cannot be written as hA⊗hB . An example is any one-dimensional
subspace h that contains a state |s〉 with rank(|s〉) ≥ 2, in which case rank(h) ≥ 2.
It is easily seen that
h1 ≺ h2 ≺ HA ⊗HB → rank(h1) ≥ rank(h2). (22)
Example III.2. In the 3-dimensional space H(3) we consider the orhonormal basis |0〉, |1〉, |2〉. We also
consider the 2-dimensional subspace h of the 9-dimensional space H(3)⊗H(3) that contains the vectors
h = {a(|0, 0〉+ |1, 1〉) + b(|0, 1〉+ |1, 2〉) | a, b ∈ C} (23)
The general vector in h is represented by the matrix
M =
a b 00 a b
0 0 0
 ; rank(M) = 2. (24)
Therefore rank(h) = 2.
C. Logical operations between subspaces of rank one
The following propositions discuss the logical operations between subspaces of rank one in bipartite systems,
and are used later in section V A. They provide a deeper insight to the nature of logical OR in a quantum
context of bipartite systems.
Proposition III.3. Let h1A, h2A be subspaces of HA, and h1B , h2B be subspaces of HB. Also let
h1 = h1A ⊗ h1B ; g12 = h1A ⊗ h2B ; g21 = h2A ⊗ h1B ; h2 = h2A ⊗ h2B , (25)
be subspaces of HA ⊗HB of rank one. Then:
(1)
h1A ⊗ (h1B ∧ h2B) = (h1A ⊗ h1B) ∧ (h1A ⊗ h2B) = h1 ∧ g12
(h1A ∧ h2A)⊗ h1B = (h1A ⊗ h1B) ∧ (h2A ⊗ h1B) = h1 ∧ g21
(h1A ∧ h2A)⊗ (h1B ∧ h2B) = h1 ∧ g12 ∧ g21 ∧ h2. (26)
The first two equations describe conjunction (logical AND) in one of the parties. The third equation
describes conjunction in both of the parties.
7(2)
h1A ⊗ (h1B ∨ h2B) = (h1A ⊗ h1B) ∨ (h1A ⊗ h2B) = h1 ∨ g12
(h1A ∨ h2A)⊗ h1B = (h1A ⊗ h1B) ∨ (h2A ⊗ h1B) = h1 ∨ g21
(h1A ∨ h2A)⊗ (h1B ∨ h2B) = h1 ∨ g12 ∨ g21 ∨ h2. (27)
The first two equations describe disjunction (logical OR) in one of the parties. The third equation describes
disjunction in both of the parties.
Proof. (1) The general state in h1A ⊗ (h1B ∧ h2B) is
|s〉 =
∑
|ai〉 ⊗ |bi〉; |ai〉 ∈ h1A; |bi〉 ∈ h1B ∧ h2B . (28)
Therefore the state |s〉 belongs to both h1A⊗h1B , h1A⊗h2B , and then it belongs to (h1A⊗h1B)∧(h1A⊗h2B).
Conversely if |s〉 belongs to (h1A⊗ h1B)∧ (h1A⊗ h2B) then it belongs to both h1A⊗ h1B , and h1A⊗ h2B .
Using Eq.(18) we express it as
|s〉 =
∑
|ei〉 ⊗ |bi〉; |ei〉 ∈ h1A; |bi〉 ∈ h1B
|s〉 =
∑
|ei〉 ⊗ |ci〉; |ei〉 ∈ h1A; |ci〉 ∈ h2B . (29)
Here |ei〉 is an orthonormal set of states in h1A and |bi〉, |ci〉 are non-orthogonal and non-normalized states
in h1B , h2B , correspondingly. Since the states |ei〉 are an orthonormal set, it follows that |bi〉 = |ci〉
and therefore the state |s〉 belongs to both h1A ⊗ h1B and h1A ⊗ h2B and to h1A ⊗ (h1B ∧ h2B). This
completes the proof of the first of Eqs.(26). The second equation is proved in analogous way (using the
representation in Eq.(19). The third equation is proved by combining the first two equations.
(2) The general state in h1A ⊗ (h1B ∨ h2B) is
|s〉 =
∑
|ai〉 ⊗ (λi|bi〉+ µi|ci〉); |ai〉 ∈ h1A; |bi〉 ∈ h1B ; |ci〉 ∈ h2B . (30)
Therefore
|s〉 = |s1〉+ |s2〉
|s1〉 =
∑
|ai〉 ⊗ (λi|bi〉); |ai〉 ∈ h1A; |bi〉 ∈ h1B
|s2〉 =
∑
|ai〉 ⊗ (µi|ci〉); |ai〉 ∈ h1A; |ci〉 ∈ h2B (31)
The state |s1〉 belongs to h1A ⊗ h1B , and the state |s2〉 belongs to h1A ⊗ h2B . Therefore |s〉 belongs to
(h1A ⊗ h1B) ∨ (h1A ⊗ h2B).
Conversely if |s〉 belongs to (h1A ⊗ h1B) ∨ (h1A ⊗ h2B) then using Eq.(18) we express it as
|s〉 = |s1〉+ |s2〉
|s1〉 =
∑
|ei〉 ⊗ |bi〉; |ei〉 ∈ h1A; |bi〉 ∈ h1B
|s2〉 =
∑
|ei〉 ⊗ |ci〉; |ei〉 ∈ h1A; |ci〉 ∈ h2B . (32)
where |ei〉 is an orthonormal set of states in h1A and |bi〉, |ci〉 are non-orthogonal and non-normalized
states in h1B , h2B , correspondingly. From this follows that
|s〉 =
∑
|ei〉 ⊗ (|bi〉+ |ci〉); |ei〉 ∈ h1A; (|bi〉+ |ci〉) ∈ h1B ∨ h2B (33)
8Therefore the state |s〉 belongs to h1A ⊗ (h1B ∨ h2B). This completes the proof of the first of Eqs.(27).
The second equation is proved in analogous way, using the representation in Eq.(19). The third equation
is proved by combining the first two equations.
Corollary III.4. Let h1A, h2A be subspaces of HA, and h1B , h2B be subspaces of HB. Also let
h1 = h1A ⊗ h1B ; h2 = h2A ⊗ h2B , (34)
be subspaces of HA ⊗HB of rank one. Then
(1)
(h1A ∧ h2A)⊗ (h1B ∧ h2B) ≺ h1 ∧ h2
(h1A ∨ h2A)⊗ (h1B ∨ h2B)  h1 ∨ h2. (35)
(2) The orthocomplement of h1A ⊗ h1B is in general different from h⊥1A ⊗ h⊥1B
(h1A ⊗ h1B)⊥ 6= h⊥1A ⊗ h⊥1B . (36)
Proof. (1) This follows from the last of Eqs(26), and the last of Eqs(27).
(2) We use Eq.(35) with h2A = h
⊥
1A and h2B = h
⊥
1B and we get
O = (h1A ∧ h⊥1A)⊗ (h1B ∧ h⊥1B) ≺ (h1A ⊗ h1B) ∧ (h⊥1A ⊗ h⊥1B)
HA ⊗HB = (h1A ∨ h⊥1A)⊗ (h1B ∨ h⊥1B)  (h1A ⊗ h1B) ∨ (h⊥1A ⊗ h⊥1B) (37)
Therefore in general (h1A⊗ h1B)∧ (h⊥1A⊗ h⊥1B) 6= O and (h1A⊗ h1B)∨ (h⊥1A⊗ h⊥1B) 6= HA⊗HB , and this
completes the proof.
IV. BOOLE AND CHUNG-ERDO¨S INEQUALITIES
A. Kolmogorov versus quantum probabilities
Quantum probabilities are associated with projectors to subspaces of a Hilbert space. In the case of finite-
dimensional Hilbert space, the set of its subspaces is a modular orthocomplemented lattice (Birkhoff-von Neu-
mann lattice[21, 22]). Subspaces with corresponding projectors which commute, generate a sublattice which is
a Boolean algebra. But the full lattice is not distributive and is not a Boolean algebra (e.g., chapter 6 in [25]).
Quantum probabilities are different from Kolmogorov probabilities and are related to quantum logic formalized
with the modular orthocomplemented lattice. The analogue of Eq.(1) is given in the following definition.
Definition IV.1.
D(h1, h2) = Π(h1 ∨ h2)−Π(h1)−Π(h2) + Π(h1 ∧ h2). (38)
We have studied the quantity D(h1, h2) in [13, 27], and we give two of its properties (without proof) which
are needed in the present context:
9• The lattice L(H) of subspaces of a finite Hilbert space H, is modular and a property of modular lattices
[22] is that
dim(h1 ∨ h2)− dim(h1)− dim(h2) + dim(h1 ∧ h2) = 0. (39)
From this follows that:
Tr[D(h1, h2)] = Tr[Π(h1 ∨ h2)]− Tr[Π(h1)]− Tr[Π(h2)] + Tr[Π(h1 ∧ h2)] = 0. (40)
The D(h1, h2) (which is the analogue of δ(A,B) = 0 in Eq.(1)) is not zero, but its trace is zero. The proof
of proposition II.1 does not hold here, because the disjunction of two subspaces is not just their union
but it contains all superpositions. Since its trace is zero, the D(h1, h2) has both positive and negative
eigenvalues and therefore the 〈s|D(h1, h2)|s〉 takes both positive and negative values.
• D(h1, h2) is related to the commutator of the projectors Π(h1),Π(h2) as follows:
[Π(h1),Π(h2)] = D(h1, h2)[Π(h1)−Π(h2)]. (41)
Therefore D(h1, h2) = 0, when the projectors Π(h1),Π(h2) commute. In this sense the 〈s|D(h1, h2)|s〉 is
a ’quantum correction’ or a ’non-commutativity correction’ term. Below it appears in quantum versions
of the classical probabilistic inequalities.
B. Quantum Boole and quantum Chung-Erdo¨s inequalities: upper and lower bounds for p[Π(h1 ∨ h2)]
In this section we give the Boole and Chung-Erdo¨s inequalities in a quantum context. They are the analogue
of Eqs.(4), (8) but they also contain the quantum correction term 〈s|D(h1, h2)|s〉. They provide upper and
lower bounds to p[Π(h1 ∨ h2)] (for another approach see ref[26]).
Proposition IV.2. Let p[Π(h)] = 〈s|Π(h)|s〉.
(1) BL,BU are lower and upper bounds for p[Π(h1 ∨ h2)], given by:
BL =
[p[Π(h1)] + p[Π(h2)] + 〈s|D(h1, h2)|s〉]2
p[Π(h1)] + p[Π(h2)] + 〈s|D(h1, h2)|s〉+ 2p[Π(h1 ∧ h2)]
BU = p[Π(h1)] + p[Π(h2)] + 〈s|D(h1, h2)|s〉
BL ≤ p[Π(h1 ∨ h2)] ≤ BU . (42)
We refer to the right (left) hand side as quantum Boole (quantum Chung-Erdo¨s) inequalities. The
〈s|D(h1, h2)|s〉 takes both positive and negative values, and provides a quantum correction to the Boole
and Chung-Erdo¨s inequalities for Kolmogorov (classical) probabilities.
(2) If one of the following sufficient conditions holds
– the projectors Π(h1),Π(h2) commute,
– the state |s〉 belongs to the space h1 ∧ h2,
– the state |s〉 belongs to the space (h1 ∨ h2)⊥ = h⊥1 ∧ h⊥2 ,
then the classical Boole and the classical Chung-Erdo¨s inequalities hold:
[p[Π(h1)] + p[Π(h2)]]
2
p[Π(h1)] + p[Π(h2)] + 2p[Π(h1 ∧ h2)] ≤ p[Π(h1 ∨ h2)] ≤ p[Π(h1)] + p[Π(h2)]. (43)
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(1) The expression for BU follows easily from Eq.(38).
Comparison of Eqs.(1), (38) shows that the p(A)+p(B) is replaced by p[Π(h1)]+p[Π(h2)]+〈s|D(h1, h2)|s〉.
With this in mind we repeat the proof of the Chung-Erdo¨s inequality in Eq.(8), given in Eqs(9), (10). We
get an expression analogous to Eq.(8), where p(A)+p(B) is replaced by p[Π(h1)]+p[Π(h2)]+〈s|D(h1, h2)|s〉,
and this is BL.
(2) – For commuting projectors D(h1, h2) = 0, and then Eq.(42) reduces to Eq.(43).
– If the state |s〉 belongs to the space h1 ∧ h2 then
Π(h1 ∨ h2)|s〉 = Π(h1)|s〉 = Π(h2)|s〉 = Π(h1 ∧ h2)|s〉 = |s〉. (44)
From this follows that D(h1, h2)|s〉 = 0 and then Eq.(42) reduces to Eq.(43).
– If the state |s〉 belongs to the space (h1 ∨ h2)⊥ then
Π(h1 ∨ h2)|s〉 = Π(h1)|s〉 = Π(h2)|s〉 = Π(h1 ∧ h2)|s〉 = 0. (45)
From this follows that D(h1, h2)|s〉 = 0 and then Eq.(42) reduces to Eq.(43).
The inequality in Eq.(42) is tight in the sense that there are examples for which it becomes equality. Such
an example is the case h2 = h
⊥
1 . Then
Π(h2) = 1−Π(h1); Π(h1 ∨ h2) = 1; Π(h1 ∧ h2) = 0,
D(h1, h2) = 1−Π(h1)− [1−Π(h1)] + 0 = 0, (46)
and BL = p[Π(h1 ∨ h2)] = BU = 1.
The probabilities in the quantity
µ = p[Π(h1)] + p[Π(h2)]− p[Π(h1 ∨ h2)], (47)
which is related to the right hand side of Eq.(43), can be measured. Since the Π(h1),Π(h2) do not commute in
general, different ensembles of the same state |s〉 should be used in the measurements. Such measurements can
confirm that µ takes in general both positive and negative values, and that if one of the sufficient conditions in
the second part of proposition IV.2 holds, then it takes only positive values.
Similar comment can be made for the left hand side of Eq.(43).
V. BOOLE AND CHSH INEQUALITIES FOR BIPARTITE SYSTEMS
A. Quantum Boole inequalities for bipartite systems
We express the Boole part in proposition IV.2 in the context of bipartite systems, for subspaces of HA ⊗HB
with rank one.
Corollary V.1. Let h1 = h1A⊗h1B and h2 = h2A⊗h2B be subspaces of HA⊗HB of rank one. Here h1A, h2A
are subspaces of HA, and h1B , h2B are subspaces of HB. Also let p[Π(h)] = 〈s|Π(h)|s〉. Then
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(1) The D(h1, h2) can be expressed as
D(h1, h2) = Π(h1 ∨ h2)−ΠA(h1A)⊗ΠB(h1B)−ΠA(h2A)⊗ΠB(h2B) + Π(h1 ∧ h2). (48)
and obeys the relation
[ΠA(h1A)⊗ΠB(h1B),ΠA(h2A)⊗ΠB(h2B)]
= D(h1, h2)[ΠA(h1A)⊗ΠB(h1B)−ΠA(h2A)⊗ΠB(h2B)] (49)
It provides quantum corrections to various probabilistic inequalities.
(2)
p[Π(h1 ∨ h2)] ≤ p[ΠA(h1A)⊗ΠB(h1B)] + p[ΠA(h2A)⊗ΠB(h2B)] + 〈s|D(h1, h2)|s〉 (50)
The 〈s|D(h1, h2)|s〉 is a quantum correction.
(3) If the following sufficient condition holds
[ΠA(h1A),ΠA(h2A)] = [ΠB(h1B),ΠB(h2B)] = 0, (51)
then the classical Boole inequality holds:
p{Π[(h1A ⊗ h1B) ∨ (h2A ⊗ h2B)]} ≤ p[ΠA(h1A)⊗ΠB(h1B)] + p[ΠA(h2A)⊗ΠB(h2B)]. (52)
Proof. (1) We use Eq.(38) in conjunction with proposition III.3 and Eq.(21), and we get Eq.(48).
(2) We use Eq.(42) in conjunction with Eq.(21), and we get Eq.(50).
(3) From [ΠA(h1A),ΠA(h2A)] = [ΠB(h1A),ΠB(h2A)] = 0, follows that
[Π(h1),Π(h2)] = [ΠA(h1A)⊗ΠB(h1B),ΠA(h2A)⊗ΠB(h2B)] = 0 (53)
Therefore the first condition of the second part of proposition IV.2 holds. Then Eq.(43) holds, and in the
present context it becomes Eq.(52).
The probabilities in the quantity
µ = p[ΠA(h1A)⊗ΠB(h1B)] + p[ΠA(h2A)⊗ΠB(h2B)]− p{Π[(h1A ⊗ h1B) ∨ (h2A ⊗ h2B)]} (54)
can be measured using different ensembles of the same state |s〉 (because the projectors do not commute in
general). In section VI A, we explain that the p[ΠA(h1A) ⊗ ΠB(h1B)] can be measured with a pair of local
commuting measurements ΠA⊗1B and 1A⊗ΠB on the subsystems A,B, and classical communication between
them. The same is true for p[ΠA(h2A)⊗ ΠB(h2B)]. The p{Π[(h1A ⊗ h1B) ∨ (h2A ⊗ h2B)]} requires to perform
non-local measurements (in general).
Such measurements can confirm the statements in corollary V.1.
Remark V.2. Related to the above results is the more general question of what is the maximum possible violation
of the various Bell inequalities. We mention the following results in the literature.
(1) Tsilerson [31, 32] gave inequalities that quantum probabilities and quantum correlations in bipartite
systems, do obey.
(2) Refs[33, 34] studied bounds based on Grothendieck’s constant [35].
(3) Ref[36] has studied a quantum analogue of the CHSH iequality for mixed two-qubit states.
We have already explained earlier that the inequality in Eq.(50) is tight.
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B. Some subspaces in a bipartite system for Boole and CHSH inequalities
For later use with Boole and CHSH inequalities, we define some subspaces of HA ⊗HB . We first consider a
two-dimensional space and the following orthonormal basis
|0〉 =
(
0
1
)
; |1〉 =
(
1
0
)
(55)
With a unitary matrix
U =
(
a b
−b∗ a∗
)
; |a|2 + |b|2 = 1; a, b 6= 0, (56)
we transform the basis into
U |0〉 =
(
b
a∗
)
; U |1〉 =
(
a
−b∗
)
. (57)
We next consider a bipartite system described with the Hilbert space HA⊗HB where dim(HA) = dim(HB) =
2. In each of the two Hilbert spaces, we introduce the above quantities with the extra indices A,B. For example
in HA we have the bases |0〉A, |1〉A and U |0〉A, U |1〉A. The unitary matrix U is the same in both subsystems.
Let W,X, Y, Z be four sets, each of which contains four one-dimensional subspaces of HA ⊗HB . The set W
contains the subspaces
H1W = {|1〉A ⊗ |1〉B}; H2W = {|1〉A ⊗ |0〉B}; H3W = {|0〉A ⊗ |1〉B}; H4W = {|0〉A ⊗ |0〉B}, (58)
the set X contains the subspaces
H1X = {|1〉A ⊗ U |1〉B}; H2X = {|1〉A ⊗ U |0〉B}; H3X = {|0〉A ⊗ U |1〉B}; H4X = {|0〉A ⊗ U |0〉B}, (59)
the set Y contains the subspaces
H1Y = {U |1〉A ⊗ |1〉B}; H2Y = {U |1〉A ⊗ |0〉B}; H3Y = {U |0〉A ⊗ |1〉B}; H4Y = {U |0〉A ⊗ |0〉B}, (60)
the set Z contains the subspaces
H1Z = {U |1〉A ⊗ U |1〉B}; H2Z = {U |1〉A ⊗ U |0〉B}; H3Z = {U |0〉A ⊗ U |1〉B}; H4Z = {U |0〉A ⊗ U |0〉B}. (61)
We also introduce the following two-dimensional subspaces of HA ⊗HB :
H14W = H1W ∨ H4W ; H23W = H2W ∨ H3W
H14X = H1X ∨ H4X ; H23X = H2X ∨ H3X
H14Y = H1Y ∨ H4Y ; H23Y = H2Y ∨ H3Y
H14Z = H1Z ∨ H4Z ; H23Z = H2Z ∨ H3Z . (62)
It is convenient to perform the Kronecker multiplication and write all these vectors as 4 × 1 matrices. For
example
|0〉A ⊗ U |0〉B =
(
0
1
)
⊗
(
b
a∗
)
=
 00b
a∗
 ; U |1〉A ⊗ U |0〉B = ( a−b∗
)
⊗
(
b
a∗
)
=
 ab|a|2−|b|2
−a∗b∗
 , (63)
etc.
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Lemma V.3.
H14W ∧ H14X ∧ H14Y ∧ H23Z = O. (64)
Proof. The two-dimensional spaces entering in Eq.(64) contain the following vectors that depend on two pa-
rameters:
H14W =

κW00
λW

 ; H14X =

 κXa−κXb∗λXb
λXa
∗


H14Y =

 κY aλY b−κY b∗
λY a
∗

 ; H23Z =

 (κZ + λZ)abκZ |a|2 − λZ |b|2−κZ |b|2 + λZ |a|2
−(κZ + λZ)a∗b∗

 . (65)
We try to find a common vector in these four subspaces. We have assumed b 6= 0, and therefore the spaces
H14W ,H14X only have the zero vector in common. Therefore these four spaces cannot have a non-zero common
vector, and this completes the proof.
C. Classical Boole inequalities hold for rank one states and are violated by rank two states
For later use with CHSH inequalities, we give in Eq.(67) below a Boole inequality which holds for all rank
one states, and is violated by some rank two states. We also show that a second Boole inequality in Eq.(68),
which involves only a few of the terms in the first one, does not hold even for rank one states. This shows that
extra care is needed with relations that involve Boole inequalities in a quantum context.
Lemma V.4. Let h be a subspace of HA⊗HB (with dim(HA) = dim(HB) = 2), and |sA〉⊗|sB〉 be an arbitrary
rank one state. Also the notation for various subspaces in subsection V B is used, and
p[Π(h)] = [〈sA| ⊗ 〈sB |]Π(h)[|sA〉 ⊗ |sB〉]. (66)
Then
(1) The following Boole inequality holds
p[Π(H23W )] + p[Π(H23X)] + p[Π(H23Y )] + p[Π(H14Z)] ≥ p[Π(H23W ∨ H23X ∨ H23Y ∨ H14Z)] = 1. (67)
(2) The quantity
Ω′ = p[Π(H23W )] + p[Π(H23X)]− p[Π(H23W ∨ H23X)], (68)
takes both positive and negative values, and therefore Boole inequality in this case does not hold even for
rank one states.
Proof.
(1) We first prove that
p[Π(H23W ∨ H23X ∨ H23Y ∨ H14Z)] = 1. (69)
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We take the orthocomplement of Eq.(64) and using the fact that
(H14W )
⊥ = H23W ; (H14X)⊥ = H23X ; (H14Y )⊥ = H23Y ; (H23Z)⊥ = H14Z , (70)
we prove that
H23W ∨ H23X ∨ H23Y ∨ H14Z = HA ⊗HB . (71)
From this follows Eq.(69).
For the rank 1 state |sA〉 ⊗ |sB〉, we write the inequality in Eq.(67) as
|〈sA|1〉|2|〈sB |0〉|2 + |〈sA|0〉|2|〈sB |1〉|2 + |〈sA|1〉|2|〈sB |U |0〉|2 + |〈sA|0〉|2|〈sB |U |1〉|2
+|〈sA|U |1〉|2|〈sB |0〉|2 + |〈sA|U |0〉|2|〈sB |1〉|2 + |〈sA|U |1〉|2|〈sB |U |1〉|2 + |〈sA|U |0〉|2|〈sB |U |0〉|2
≥ 1. (72)
Using the notation
pA = |〈sA|1〉|2; pB = |〈sB |1〉|2; p′A = |〈sA|U |1〉|2; p′B = |〈sB |U |1〉|2, (73)
we rewrite this as
Ω = pA + pB + p
′
Ap
′
B − pApB − p′ApB − pAp′B ≥ 0. (74)
There are three possible cases.
– If p′A ≥ pA we write Ω as
Ω = (p′A − pA)p′B + pA(1− pB) + pB(1− p′A) ≥ 0. (75)
– If p′B ≥ pB we write Ω as
Ω = (p′B − pB)p′A + pB(1− pA) + pA(1− p′B) ≥ 0. (76)
– If p′A ≤ pA and p′B ≤ pB we write Ω as
Ω = (pA − p′A)(pB − p′B) + pA(1− pB) + pB(1− pA) ≥ 0. (77)
It is seen that in all possible cases Ω ≥ 0, and this completes the proof that rank one states obey the
inequality in Eq.(67).
(2) We have assumed b 6= 0, and therefore H14W ∧ H14X = O. Taking the orthocomplement of this we get
(H14W )
⊥ ∨ (H14X)⊥ = H23W ∨H23X = HA ⊗HB . Therefore p[Π(H23W ∨H23X)] = 1. Using the rank one
state |sA〉 ⊗ |sB〉 and the notation of Eq.(73), we get
Ω′ = p[Π(H23W )] + p[Π(H23X)]− 1
= |〈sA|1〉|2|〈sB |0〉|2 + |〈sA|0〉|2|〈sB |1〉|2 + |〈sA|1〉|2|〈sB |U |0〉|2 + |〈sA|0〉|2|〈sB |U |1〉|2 − 1
= pA(1− pB) + (1− pA)pB + pA(1− p′B) + (1− pA)p′B − 1
= (2pA − 1)(1− pB − p′B). (78)
It is seen that Ω′ can take both positive or negative values. So this Boole inequality does not hold even
with rank 1 states.
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We next give an example where the Boole inequality of Eq.(67) is violated by rank two states. We consider
the case where a = b = 1/
√
2 in Eq.(56) and
|0〉 =
(
0
1
)
; |1〉 =
(
1
0
)
; U |0〉 = 1√
2
(
1
1
)
; U |1〉 = 1√
2
(
1
−1
)
. (79)
From this we calculated the projectors
Π(H23W ) =
0 0 0 00 1 0 00 0 1 0
0 0 0 0
 ; Π(H23X) = 1
2
1 1 0 01 1 0 00 0 1 −1
0 0 −1 1
 ;
Π(H23Y ) =
0 0 0 00 1 0 00 0 0 0
0 0 0 1
 ; Π(H14Z) = 1
2
1 0 0 10 1 1 00 1 1 0
1 0 0 1
 . (80)
In this example, the matrix
M = Π(H23W ) + Π(H23X) + Π(H23Y ) + Π(H14Z)− 1 (81)
which enters in the inequality of Eq.(67), has the eigenvalues −0.30, 0.45, 1.55, 2.30. The fact that it has both
positive and negative eigenvalues proves that the inequality is violated.
D. CHSH inequalities hold for rank one states and violated by rank two states
In the present section we use the logical derivation to CHSH inequalities [11–13]. Our aim is to study the
effect of the rank on CHSH inequalities. In particular we show that all states of rank 1 obey certain CHSH
inequalities, while some states of rank 2 violate them.
The following proposition is given in the present context, with subspaces of HA ⊗ HB where dim(HA) =
dim(HB) = 2. We emphasize that it is based heavily on the assumption that Boole’s inequality holds.
Proposition V.5. Let h1, ..., hn be subspaces of HA⊗HB such that h1∧...∧hn = O, and p[Π(hi)] = 〈s|Π(hi)|s〉.
If the following Boole’s inequality holds,
p[Π(h⊥1 )] + ...+ p[Π(h
⊥
n )] ≥ p[Π(h⊥1 ∨ ... ∨ h⊥n )], (82)
then
n∑
i=1
p[Π(hi)] ≤ n− 1. (83)
Proof. We start with the relation
h⊥1 ∨ ... ∨ h⊥n = (h1 ∧ ... ∧ hn)⊥ = HA ⊗HB . (84)
Therefore
p[Π(h⊥1 ∨ ... ∨ h⊥n )] = 1. (85)
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From Boole’s inequality in Eq.(82), it follows that
p[Π(h⊥1 )] + ...+ p[Π(h
⊥
n )] ≥ 1. (86)
Using the relation
p[Π(h⊥i )] = 1− p[Π(hi)], (87)
we get Eq.(83).
Eq.(83) is the analogue in the present context, of the Frechet inequality in Eq.(12). It requires the validity
of Eq.(82) because it does not have any quantum corrections. The following proposition gives the quantum
Frechet inequality (that contains quantum corrections and holds for all quantum states) for the simple case of
two subspaces.
Proposition V.6. Let h1, h2 be subspaces of HA ⊗ HB such that h1 ∧ h2 = O, and p[Π(hi)] = 〈s|Π(hi)|s〉.
Then
p[Π(h1)] + p[Π(h2)] ≤ 1− 〈s|D(h1, h2)|s〉. (88)
This is the analogue of the Frechet inequality in Eq.(12).
Proof. The proof is the same as in the previous proposition, but here we use the quantum Boole inequality in
Eq.(42) which has the extra term 〈s|D(h⊥1 , h⊥2 )|s〉:
p[Π(h⊥1 ∨ h⊥2 )] ≤ p[Π(h⊥1 )] + p[Π(h⊥n )] + 〈s|D(h⊥1 , h⊥2 )|s〉. (89)
We also use the fact that D(h⊥1 , h
⊥
2 ) = −D(h1, h2).
We next prove that CHSH inequalities hold for all rank one states and violated by some rank two states.
Proposition V.7. Let h be a subspace of HA ⊗HB (with dim(HA) = dim(HB) = 2), and |sA〉 ⊗ |sB〉 be an
arbitrary rank one state. Also the notation for various subspaces in subsection V B is used, and
p[Π(h)] = [〈sA| ⊗ 〈sB |]Π(h)[|sA〉 ⊗ |sB〉]. (90)
Then
p[Π(H1W ] + p[Π(H4W )] + p[Π(H1X ] + p[Π(H4X)]
+p[Π(H1Y ] + p[Π(H4Y )] + p[Π(H2Z ] + p[Π(H3Z)] ≤ 3. (91)
Some states of rank two violate this inequality.
Proof. We apply Eq.(83) with
h1 = H14W ; h2 = H14X ; h3 = H14Y ; h4 = H23Z . (92)
Lemma V.3 and V.4 show that for rank one states, the assumptions for the validity proposition V.5 hold. In
particular the subspaces
h⊥1 = H14W ; h
⊥
2 = H14X ; h
⊥
3 = H14Y ; h
⊥
4 = H23Z , (93)
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obey Boole’s inequality. Therefore
p[Π(H14W )] + p[Π(H14X)] + p[Π(H14Y )] + p[Π(H23Z)] ≤ 3. (94)
The spaces H1W , H4W are orthogonal to each other. Therefore Π(H14W ) = Π(H1W )+Π(H4W ) and p[Π(H14W )] =
p[Π(H1W )]+p[Π(H4W )]. The same is true for the other three pairs of subspaces, and then Eq.(94) gives Eq.(91).
We next consider the matrix M of Eq.(81), and rewrite it as
M = 3× 1−Π(H1W )−Π(H4W )−Π(H1X)−Π(H4X)−Π(H1Y )−Π(H4Y )−Π(H2Z)−Π(H3Z). (95)
We have seen earlier that for the example of Eqs(79), (80), this matrix has both positive and negative eigenvalues.
This proves that the CHSH inequality in Eq(91) can be violated.
We note here that ref[37] has shown that Bell’s inequality is violated by all pure non-product bipartite states.
VI. REDUCTION OF THE RANK OF A STATE BY MEASUREMENTS WITH ORTHOGONAL
PROJECTORS
A. The measurement ΠA ⊗ΠB with outcome ‘yes’
Let ΠA, ΠB be projectors into subspaces of the Hilbert spaces HA, HB , correspondingly. The measurement
ΠA ⊗ΠB on a general state |s〉 gives the outcome ‘yes’ with probability
p = 〈s|(ΠA ⊗ΠB)|s〉. (96)
This measurement can be performed as a pair of local commuting measurements ΠA ⊗ 1B and 1A ⊗ΠB on the
subsystems A,B, with the scheme known as LOCC (local operations and classical communications [28, 29]).
The observer A performs the measurement ΠA ⊗ 1B on the state |s〉, and communicates the outcome yesA or
noA into observer B. If the outcome is yesA, observer B performs the measurement 1A ⊗ ΠB on the collapsed
state (ΠA⊗1B)|s〉, and gets yesB or noB . In a large ensemble of states |s〉, the fraction of yesA−yesB outcomes,
gives the probability p. Below for simplicity we refer to the yesA − yesB outcome, as ’yes’.
For the general state |s〉 in Eq.(17), the probability p for a yesA − yesB outcome, can be written as
p = 〈s|(ΠA ⊗ΠB)|s〉 =
∑
µ∗k`µij〈ek|ΠA|ei〉〈f`|ΠB |fj〉. (97)
in which case |s〉 collapses into the state
1√
p
(ΠA ⊗ΠB)|s〉 = 1√
p
∑
µij(ΠA|ei〉)⊗ (ΠB |fj〉). (98)
Let
〈er|ΠA|ei〉 = piAri; 〈fq|ΠB |fj〉 = piBqj . (99)
We get
1√
p
(ΠA ⊗ΠB)|s〉 = 1√
p
∑
νij |ei〉 ⊗ |fj〉; νij =
∑
r
piAirµrqpi
B
jq (100)
In the following we ignore the normalization constant 1/
√
p, because it does not affect the rank. It is seen that
M[(ΠA ⊗ΠB)|s〉] = piAM(|s〉)(piB)T . (101)
18
Special cases of Eq.(101) are
M[(ΠA ⊗ 1B)|s〉] = piAM(|s〉); M[(1A ⊗ΠB)|s〉] =M(|s〉)(piB)T . (102)
The following proposition gives lower and upper bounds for the rank[(ΠA ⊗ΠB)|s〉].
Proposition VI.1.
rank(|s〉)− [dA − Tr(ΠA)]− [dB − Tr(ΠB)] ≤ rank[(ΠA ⊗ΠB)|s〉] ≤ min [rank(|s〉),Tr(ΠA),Tr(ΠB)] . (103)
Proof. The proof is based on the Sylvester inequality[30]. If A is a k× ` matrix, and B is an `×m matrix then
rank(A) + rank(B)− ` ≤ rank(AB) ≤ min (rank(A), rank(B)) . (104)
From this follows that if A is a k × ` matrix, B is an `×m matrix, and C is an m× n matrix, then
rank(A) + rank(B) + rank(C)− `−m ≤ rank(ABC) ≤ min (rank(A), rank(B), rank(C)) . (105)
We use this with A = piA, B = M(|s〉) and C = (piB)T . Using the fact that rank(piA) = Tr(ΠA) and
rank[(piB)T ] = Tr(ΠB), we get Eq.(103).
In the special cases of measurements ΠA ⊗ 1B and 1A ⊗ΠB , Eq.(103) reduces to
rank(|s〉)− [dA − Tr(ΠA)] ≤ rank[(ΠA ⊗ 1B)|s〉] ≤ min [rank(|s〉),Tr(ΠA)]
rank(|s〉)− [dB − Tr(ΠB)] ≤ rank[(1A ⊗ΠB)|s〉] ≤ min [rank(|s〉),Tr(ΠB)] . (106)
We consider the measurements ΠA⊗1B , 1A⊗ΠB and ΠA⊗ΠB on the state |s〉 and assume that the outcome
is ’yes’, in which case the state collapses into (ΠA⊗1B)|s〉, (1A⊗ΠB)|s〉, (ΠA⊗ΠB)|s〉, correspondingly. Then
RA(|s〉) = rank(|s〉)− rank[(ΠA ⊗ 1B)|s〉],
RB(|s〉) = rank(|s〉)− rank[(1A ⊗ΠB)|s〉],
RAB(|s〉) = rank(|s〉)− rank[(ΠA ⊗ΠB)|s〉], (107)
is the reduction in the rank of |s〉, correspondingly.
The rank reduction is
RA(|s〉) = dimhA(|s〉)− dimhA[(ΠA ⊗ 1B)|s〉] = dimhB(|s〉)− dimhB [(ΠA ⊗ 1B)|s〉], (108)
and similarly for RB(|s〉). From Eqs.(103), (106) follows immediately that
RA(|s〉) ≤ dA − Tr(ΠA)
RB(|s〉) ≤ dB − Tr(ΠB)
RAB(|s〉) ≤ [dA − Tr(ΠA)] + [dB − Tr(ΠB)]. (109)
The following proposition gives some other inequalities.
Proposition VI.2.
RA(|s〉) +RB(|s〉) ≥ RAB(|s〉) ≥ max[RA(|s〉),RB(|s〉)]. (110)
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Proof. The proof is based on the Frobenius inequality[30]. If A is a k × ` matrix, B is an `×m matrix, and C
is an m× n matrix, then
rank(AB) + rank(BC) ≤ rank(ABC) + rank(B). (111)
We use this with A = piA, B =M(|s〉) and C = (piB)T and get
rank[(ΠA ⊗ 1B)|s〉] + rank[(1A ⊗ΠB)|s〉] ≤ rank[(ΠA ⊗ΠB)|s〉] + rank(|s〉). (112)
From this follows the left hand side of the inequality in Eq.(110).
A measurement reduces the rank of a state and therefore the measurement 1A⊗ΠB on the state (ΠA⊗1B)|s〉
gives
rank{(1A ⊗ΠB)[(ΠA ⊗ 1B)|s〉]} ≤ rank[(ΠA ⊗ 1B)|s〉]. (113)
We rewrite this as
rank[(ΠA ⊗ΠB)|s〉] ≤ rank[(ΠA ⊗ 1B)|s〉]. (114)
and from this follows that RAB(|s〉) ≥ RA(|s〉). In a similar way we prove that RAB(|s〉) ≥ RB(|s〉), and then
follows the right hand side of the inequality in Eq.(110).
B. Average reduction of the rank of a state by orthogonal measurements
∑
mabΠAa ⊗ΠBb
We consider orthogonal projectors ΠAa on subspaces of HA, and orthogonal projectors ΠBb on subspaces of
HB such that ∑
a
ΠAa = 1A; ΠAaΠAc = δacΠAa; a = 1, ..., a∑
b
ΠBb = 1B ; ΠBbΠBd = δbdΠBb; b = 1, ..., b∑
a,b
ΠAa ⊗ΠBb = 1. (115)
We consider the following measurement on the bipartite system
M =
∑
a,b
mabΠAa ⊗ΠBb. (116)
We note that there are other non-local measurements which are not considered here.
We use the results of the previous subsection to find the average of the rank reduction of a given state, by
this measurement. The probability to get the outcome mab is
pab = 〈s|(ΠAa ⊗ΠBb)|s〉. (117)
Eq.(109) shows that an upper limit for the rank reduction in this case, is
Rab(|s〉) = rank(|s〉)− rank[(ΠAa ⊗ΠBb)|s〉] ≤ (dA + dB)− [Tr(ΠAa) + Tr(ΠBb)]. (118)
Therefore the average rank reduction of a given state |s〉 obeys the inequality
Rave(|s〉) =
∑
a,b
pabRab(|s〉) ≤ (dA + dB)−
∑
a,b
pab[Tr(ΠAa) + Tr(ΠBb)]. (119)
20
Let
pb =
∑
a
pab = 〈s|(1A ⊗ΠBb)|s〉; pa =
∑
b
pab = 〈s|(ΠAa ⊗ 1B)|s〉. (120)
Then
Rave(|s〉) =
∑
a,b
pabRab(|s〉) ≤ (dA + dB)− [paTr(ΠAa) + pbTr(ΠBb)]. (121)
C. Example
LetHA, HB be 3-dimensional spaces and |i〉⊗|j〉 with i, j = 0, 1, 2 be an orthonormal basis in the 9-dimensional
space HA ⊗HB . We consider the four projectors
ΠA1 = |0〉〈0|+ |1〉〈1|; ΠA2 = |2〉〈2|; ΠA1 + ΠA2 = 1A
ΠB1 = |0〉〈0|; ΠB2 = |1〉〈1|+ |2〉〈2|; ΠB1 + ΠB2 = 1B , (122)
and the measurement
M = m11ΠA1 ⊗ΠB1 +m12ΠA1 ⊗ΠB2 +m21ΠA2 ⊗ΠB1 +m22ΠA2 ⊗ΠB2. (123)
Let |s〉 be the state
|s〉 = 1√
15
[|0, 0〉+ 2|0, 1〉+ |1, 1〉+ 3|2, 2〉]; rank(|s〉) = 3. (124)
Below we give the probabilities pab that the outcome of the measurement M on the state |s〉 is mab, the
corresponding state |sab〉 into which |s〉 collapses, the rank of this state, and the corresponding rank reduction
Rab(|s〉):
p11 =
1
15
; |s11〉 = |0, 0〉; rank(|s11〉) = 1; R11(|s〉) = 2;
p12 =
1
3
; |s12〉 = 1√
5
(2|0, 1〉+ |1, 1〉); rank(|s12〉) = 1; R12(|s〉) = 2;
p21 = 0;
p22 =
3
5
; |s22〉 = |2, 2〉; rank(|s22〉) = 1; R22(|s〉) = 2. (125)
From this follows that the average rank reduction for the state |s〉 is
Rave(|s〉) = p11R11(|s〉) + p12R12(|s〉) + p21R21(|s〉) + p22R22(|s〉) = 2. (126)
Since Tr(ΠA1) = Tr(ΠB2) = 2 and Tr(ΠB1) = Tr(ΠA2) = 1, we find that the upper limit for Rave(|s〉) given in
Eq.(135), is
Rave(|s〉) ≤ 3 + 3− p11[Tr(ΠA1) + Tr(ΠB1)]− p12[Tr(ΠA1) + Tr(ΠB2)]
− p21[Tr(ΠA2) + Tr(ΠB1)]− p22[Tr(ΠA2) + Tr(ΠB2)] = 8
3
. (127)
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VII. REDUCTION OF THE RANK OF A STATE BY MEASUREMENTS WITH COHERENT
PROJECTORS
A. Coherent projectors in finite-dimensional Hilbert spaces
We consider a quantum system with variables in Z(d) (the integers modulo d), described by a d-dimensional
Hilbert space H. Let |X;n〉 be an orthonormal basis which we call position states, and |P ;n〉 another orthonor-
mal basis which we call momentum states (X and P in the notation simply indicate position and momentum
states). They are related through a finite Fourier transform:[25, 38]:
F = d−1/2
∑
m
ω(mn)|X;n〉〈X;m|; ω(α) = exp
(
i2piα
d
)
|P ;n〉 = F |X;n〉; m,n, α ∈ Z(d). (128)
Displacement operators in the Z(d)× Z(d) phase space, are given by
D(α, β) = ZαXβω(−2−1αβ); α, β ∈ Z(d)
Z =
∑
m
ω(m)|X;m〉〈X;m|; X =
∑
m
|X;m+ 1〉〈X;m| (129)
We consider the case where d is an odd integer (in this case the 2−1 exists in Z(d)).
Acting with D(α, β) on a ‘generic’ projector which we denote as Π(0, 0), we get the d2 coherent projectors[39]:
Π(α, β) = D(α, β)Π(0, 0)[D(α, β)]†;
1
d
∑
α,β
Π(α, β) = 1; Tr[Π(α, β)] = Tr[Π(0, 0)]. (130)
We use a ‘generic’ projector, so that the d2 coherent projectors are different from each other. For example,
Π(0, 0) should not be one of the |X;n〉〈X;n| or |P ;n〉〈P ;n|. We note that the trace of the coherent projectors
is in general greater than one.
B. Average reduction of the rank of a state by measurements with coherent projectors
Earlier we considered orthogonal measurements. Here we consider more general measurements with positive
operator valued measures (POVM). An important example is to use the coherent projectors of Eq.(130) which
in bipartite systems are the d2Ad
2
B projectors ΠA(α, β)⊗ΠB(γ, δ), and obey the resolution of the identity
1
dAdB
∑
α,β,γ,δ
ΠA(α, β)⊗ΠB(γ, δ) = 1. (131)
These projectors do not commute and measurements will be performed on different ensembles of the same state
|s〉. The state |s〉 will become
1√〈s|ΠA(α, β)⊗ΠB(γ, δ)]|s〉 [ΠA(α, β)⊗ΠB(γ, δ)]|s〉 (132)
with probability
p(α, β, γ, δ) =
1
dAdB
〈s|ΠA(α, β)⊗ΠB(γ, δ)]|s〉 (133)
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All ΠA(α, β) have the same trace which we denote as Tr[ΠA(α, β)] = tA and all ΠB(γ, δ)] have the same trace
which we denote as Tr[ΠB(γ, δ)] = tB . Eq.(109) shows that an upper limit for the rank reduction in the case
that the outcome from the measurement ΠA(α, β)⊗ΠB(γ, δ) is yes, is
R(α, β, γ, δ; |s〉) = rank(|s〉)− rank[ΠA(α, β)⊗ΠB(γ, δ)]|s〉] ≤ (dA − tA) + (dB − tB). (134)
Therefore the average rank reduction of a given state |s〉 obeys the inequality
Rave =
∑
p(α, β, γ, δ)R(α, β, γ, δ; |s〉) ≤ (dA − tA) + (dB − tB). (135)
This result does not depend on the state |s〉. It is seen that in order to have small rank reduction we should
have projectors with trace close to the dimension of the space.
VIII. DISCUSSION
We considered the Boole, Chung-Erdo¨s, and Frechet inequalities for classical (Kolmogorov) probabilities, and
we added quantum corrections so that they hold for all quantum states. Under certain sufficient conditions,
these quantum corrections are zero, in which case the quantum inequalities reduce to their classical counterparts.
These probabilistic inequalities have been studied in more detail, in the context of bipartite quantum systems.
We gave sufficient conditions for the quantum corrections to be zero. We have also shown that in general
classical Boole inequalities always hold for rank one (factorizable) states, and they are violated by some rank
two (entangled) states.
CHSH inequalities are based on the assumption that classical Boolean inequalities hold for quantum prob-
abilities. In the light of our results for Boole inequalities in bipartite systems, it not surprising that CHSH
inequalities always hold for rank one (factorizable) states, and they are violated by some rank two (entangled)
states.
We have also studied the reduction of the rank of a state by quantum measurements with both orthogonal
and coherent projectors. We gave upper bounds for the average rank reduction caused by these measurements.
The work provides a deeper insight into the nature of quantum probabilities, in particular in the context of
bipartite entangled systems.
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