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ABSTRACT
SINGLE CARRIER FREQUENCY DOMAIN EQUALIZATION AND ENERGY
EFFICIENCY OPTIMIZATION FOR MIMO COGNITIVE RADIO
Xiaohui Zhang
November 14, 2016
This dissertation studies two separate topics in wireless communication systems.
One topic focuses on the Single Carrier Frequency Domain Equalization (SC-FDE),
which is a promising technique to mitigate the multipath effect in the broadband wireless
communication. Another topic targets on the energy efficiency optimization in a multiple
input multiple output (MIMO) cognitive radio network.
For SC-FDE, the conventional linear receivers suffer from the noise amplification
in deep fading channel. To overcome this, a fractional spaced frequency domain (FSFD)
receiver based on frequency domain oversampling (FDO) is proposed for SC-FDE to
improve the performance of the linear receiver under deep fading channels. By properly
designing the guard interval, a larger sized Discrete Fourier Transform (DFT) is equipped
to oversample the received signal in frequency domain. Thus, the effect of
frequency-selective fading can still be eliminated by a one-tap frequency domain filter.
Two types of FSFD receivers are proposed based on the least square (LS) and minimum
mean square error (MMSE) criterion. Both the semi-analytical analysis and simulation
results are given to evaluate the performance of the proposed receivers. Another challenge
v
in SC-FDE is the in-phase/quadrature phase (IQ) imbalance caused by unideal radio
frequency (RF) front-end at the transmitter or the receiver. Most existing works in single
carrier transmission employ linear compensation methods, such as LS and MMSE, to
combat the interference caused by IQ imbalance. Actually, for single carrier
transmissions, it is possible for the receivers to adopt advanced nonlinear compensation
methods to improve the system performance under IQ imbalance. For such purpose, an
iterative decision feedback receiver is proposed to compensate the IQ imbalance caused
by unideal RF front-end in SC-FDE. Numerical results show that the proposed iterative IQ
imbalance compensation can significantly improve the performance of SC-FDE system
under IQ imbalance compared with the conventional linear method.
For the energy efficiency optimization in the MIMO cognitive radio network,
multiple secondary users (SUs) coexisting with a primary user (PU) adjust their antenna
radiation patterns and power allocations to achieve energy-efficient transmission. The
optimization problems are formulated to maximize the energy efficiency of a cognitive
radio network in both distributed and centralized point of views. Also, constraints on the
transmission power and the interference to PU are introduced to protect the PU’s
transmission. In order to solve the non-convex optimization problems, convex relaxations
are used to transform them into equivalent problems with better tractability. Then three
optimization algorithms are proposed to find the energy-efficient transmission strategies.
Simulation results show that the proposed energy-efficiency optimization algorithms
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In the past few decades, wireless communications have been integrated into people’s
daily lives. Due to the widespread use of mobile devices, the demand for wireless service
has exponentially increased and will continue to do to so. This will present the wireless
communications with varied technical challenges from different aspects.
Firstly, new applications like video sharing, video streaming require high speed,
low latency data transmission. High speed data transmission over wireless channels
commonly faces the challenges of the multipath effect. Due to this, there is a need to
design transmission techniques that can combat the adverse effects of the wireless
channels. Conventional time domain equalization becomes unpractical due to its high
complexity in high speed transmission. Orthogonal frequency division multiplexing
(OFDM) has become widely accepted because of its robustness against frequency
selective fading channels with low complexity, but it suffers a number of drawbacks such
as high peak-to-average power ratio (PAPR). To overcome them, single carrier
transmission with frequency domain equalization has been proposed as a promising
alternative technique for OFDM.
In addition, the explosion of data transmission over wireless channels causes heavy
burden on the limited spectrum resource. Conventional fixed spectrum assignment
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regulation results in a low spectrum efficiency. In order to improve the spectrum
utilization efficiency, cognitive radio is proposed by allowing devices to dynamical access
the spectrum. Furthermore, as the energy demand increases, the energy efficiency of
communication systems becomes more and more important. The following will give an
introduction to these challenges and the corresponding techniques to overcome them.
A Multipath Channel
Wireless channels generally have strong multipath effect, which is due to the
presence of a wide range of natural and man-made objects. As shown in Figure 1, due to
reflection, diffraction and scattering of surrounding objects, the signal sent from a base
station arrives at the cellphone through different paths at different time. The result is the
dispersion of the transmitted signal through the channel. When the symbol interval is
smaller than the duration of dispersion, the multipath channel will cause inter-symbol
interference (ISI) among transmitted data symbols, which makes it difficult to recover the
data at the receiver. However, to achieve fast data transmission, small symbol intervals are
inevitably used in most wireless systems. Therefore, the method used to recover the data
corrupted by ISI is an important issue for broadband wireless communications.
Cyclic prefix (CP) assisted block transmission techniques employing frequency
domain equalization (FDE) schemes are known to be excellent candidates for severe
time-dispersive channels, allowing good performance and implementation complexity that
is much lower than those of traditional time-domain equalization techniques. OFDM [1] is
the most popular frequency-domain equalization technique. SC-FDE is another valuable
candidate for highly dispersive channels in broadband wireless communications [2] [3]. In
2
Figure 1: Multipath effect
both cases, a CP is appended to each block, eliminating the inter-block interference and
converting the linear convolution that is associated with the channel into a circular
convolution with respect to the useful part of the transmitted block. This allows low
complexity Fast Fourier Transform (FFT) based receiver implementations.
B Single Carrier Frequency Domain Equalization
Similar to OFDM, SC-FDE also performs the channel equalization in the frequency
domain to mitigate the effect of multipath with low complexity, but it is different from
OFDM that, in SC-FDE, both the FFT and inverse FFT (IFFT) locate at the receiver. Its
transceiver scheme is shown in Figure 2. At the transmitter, it sends the information data
serially in the time domain. Then, at the receiver, it transforms the received data into the
frequency domain to eliminate the effect of multipath channel. So it has low computational
complexity and avoids the drawback of high peak to average power rate (PAPR) and being
sensitive to the frequency offset [4]. As such, SC-FDE enables the use of a cheaper power
amplifier than a comparable OFDM system; and this is a benefit of some importance, since












Figure 2: Block diagram of SC-FDE
wireless transceiver [3]. Due to these attracting features, SC-FDE has become one of the
important channel equalization techniques in the physical layer of the broadband wireless
communication system.
C Frequency Domain Oversampling
It is well known that the Discrete Fourier Transform (DFT) is the frequency
domain samples of a sequence, while the sampling number equals to the length of DFT.
For example, Figure 3 illustrates the basic idea of frequency domain oversampling (FDO).
A time domain sequence with length of N is shown in Figure 3(a). Its corresponding
frequency domain representation is continuous as shown in Figure 3(b). Let R be the
oversampling rate. Without overampling, i.e. R = 1, taking a N -point DFT to the time
domain sequence results in N frequency domain samples as shown in Figure 3(c). When
R > 1, a zero-padded DFT is used to taken more than N samples in the frequency
domain. Figure 3(d) shows the 2N frequency domain samples with R = 2. It can be
observed that FDO actually introduces redundancy in the frequency domain, which may
increase the robustness of signal processing.
Recently, FDO was introduced into OFDM to improve the detection performance
[5–10]. It has been shown that frequency diversity inherent in a multipath channel can be
4










(b). Frequency domain signal
Figure 3: Frequency domain oversampling
extracted and exploited by using frequency domain oversampling. This diversity
advantage outweighs the effect of inter-carrier interference generated by
frequency-domain oversampling, due largely to the minimum mean squared error
(MMSE) receivers’ interference suppression capability. Numerical results show that the
FDO based MMSE receiver outperforms the conventional MMSE receiver in OFDM
under both ideal and practical situations. However, in SC-FDE, the effect of FDO has
rarely been studied.
D Spectrum Efficiency and Energy Efficiency
Due to physical-natural constraints, there are portions of the spectrum that simply
cannot be used for wireless communications. As as result, the spectrum band suitable for
5
electromagnetic signal transmission is limited. There are quantitative evidences showing
that the wireless data explosion is real and will continue. According to annual visual
network index (VNI) report released by Cisco (Feb. 2014), in just a decade, the amount of
IP data handled by wireless networks will increase by over a factor of 100: from under 3
exabytes in 2010 to over 190 exabytes by 2018, on pace to exceed 500 exabytes by 2020
and forecast that the incremental approaches will not come close to meet the demands that
networks will face by 2020 [11]. Therefore, it is urgent for engineers to design new
techniques and improve the spectrum efficiency of wireless communication systems, so
that the limited frequency bands can be further explored to fulfill the increasing demand of
wireless services.
On the other hand, green communication has become one of the main design
considerations of the communication systems in the future. Particularly, because of the
widespread use of mobile devices, efficient wireless transceivers with low energy
consumption have become critical to prolong the battery life. With the explosive growth
of data traffic accompanied and the rapidly increasing of energy consumption, energy
efficiency has become increasingly important in future communication systems. The
energy efficiency of a communication network can be measured in terms of bit-per-joule
capacity, which is the maximum amount of bit that can be delivered by per joule energy
consumed by the communication network [12].
E Cognitive Radio
The current spectrum regulation uses a fixed spectrum assignment policy, in which
different wireless networks are assigned licenses to operate on different frequency bands
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so that they will not interfere with each other. However, this fix spectrum usage is quite
inefficient. As a fact, some of licensed frequency bands are seldom used, while other
frequency bands are heavily occupied [13].
In order to overcome this drawback, cognitive radio has been proposed as a
promising technique that can largely improve the efficiency of spectrum utilization. In
cognitive radio, the spectrum access can be configured dynamically and it allows the
unlicensed users to share the spectrum of licensed users. The licensed users are usually
called primary users, which means it has the priority to use a specific frequency band.
While the unlicensed users are called secondary users, it implied that the unlicensed users
have permission to access the licensed frequency band only if the licensed users’
transmission requirement is met. Cognitive radio usually can work under two modes:
overlay mode and underlay mode. In overlay mode, a secondary user can only access the
frequency band when it is not used by the primary user. For underlay mode, a secondary
user can access the frequency band under the condition that the secondary user can control
its interference to primary user under certain level, so that the primarily user’s
transmission would not be disturbed.
F Multiple Input Multiple Output
Multiple Input Multiple Output (MIMO) is an important method to improve
performance of wireless communication systems. In a MIMO system, multiple antennas
equipped on both transmitter and receiver can largely improve the spectrum efficiency
compared with conventional single antenna systems. A N × N MIMO channel can be
seen as N independent single antenna channels, which can be used for either increasing
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the diversity to combat channel fading, or employing spatial multiplexing to increase the
data rate.
For diversity, multiple antennas send signal that carry the same information
through different signal path from the transmitter to the receiver. Then multiple
independently faded replicas of the data symbol can be obtained at the receiver. Therefore,
more reliable reception is achieved [14]. For multiplexing, a transmitter sends multiple
data streams through different antennas to the receiver. Multiple parallel spatial channels
can be created, since the path gain between each individual transmit-receiver antenna pair
fade independently. By using multiplexing of MIMO channel, the system throughput can
largely be improved.
Another important feature of MIMO is that both transmitter and receiver can employ
beamforming for interference suppression. By using beamforming, the transmitter can
send signal towards the direction of its intended receiver and avoid interference to others
by controlling the signal radiation pattern as shown in Figure 4. The receiver can also
extract signal of interest from the desired direction and suppress the interference from other
transmission. In a multi-user setting, this allow the multiple users coexisting on the same
frequency band by exploit the spacial diversity and avoid to interfere with each other.
G Outline
The rest of this dissertation is organized as follows. Chapter II investigates the
frequency domain oversampling in SC-FDE. Two linear receivers based on frequency
domain oversamping are proposed according to the least square (LS) and minimum mean
square error (MMSE) criterion. Theoretical analysis and simulation results on
8
Figure 4: Transmission beamforming
bit-error-rate are given to evaluate the performance of proposed receivers. Chapter III
discusses the compensation of in-phase and quadrature (IQ) imbalance caused by unideal
RF front-end in SC-FDE. It first gives the system model of SC-FDE with frequency
dependent IQ imbalance at both the transmitter and receiver; derives an iterative
compensation method to jointly mitigate the impact of IQ imbalance and multipath
channel using a decision feedback scheme; then provides numerical results for
performance evaluation. In Chapter IV, the energy efficiency optimization in MIMO
cognitive radio is discussed. In order to optimize the energy efficiency under interference
channels, it proposes three different algorithms based on different optimization objectives
and provides simulation results to show the effectiveness of the proposed algorithms.
Finally, the conclusion and thoughts on future works are given in Chapter V.
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CHAPTER II
FRACTIONALLY SPACED FREQUENCY DOMAIN RECEIVER FOR
SC-FDE
SC-FDE is an alternative technique to orthogonal frequency division multiplex
(OFDM) for broadband wireless channels to mitigate the intersymbol interference (ISI)
[2]. It has similar performance and signal processing complexity as OFDM, but avoids
OFDM drawbacks such as high peak-to-average power ratio and sensitivity to carrier
frequency offset [15][16]. Due to these desired properties, SC-FDE has been adopted by
3GPP LTE for uplink transmissions [17]. Within the framework of SC-FDE, this chapter
applies FDO to SC-FDE to improve the equalization performance of SC-FDE under
multipath channels.
A Background and Motivation
FDO is a common conception in signal processing and can be easily applied
through zero-padded Discrete Fourier Transform (DFT) [18]. However, FDO had not
obtained much attention in wireless communication systems until it was introduced to
OFDM systems [5–10]. Specifically, Lottici V. et al. uses FDO to estimate the frequency
offset of OFDM [5]. By exploiting the structure of multiple access interference (MAI),
Shi Q. et al. [6] designs a FDO based receiver to suppress MAI for the uplink MC-CDMA
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system. In [7], the authors explore FDO to design the linear minimum mean square error
single-user detection for downlink MC-CDMA system, where three types of detectors
with different performance/complexity tradeoff are proposed. Furthermore, it shows that a
FDO based MMSE receiver for OFDM can better exploit the frequency diversity and
outperform the conventional OFDM receivers under various channel scenarios [8].
Recently, FDO was adopted to improve the OFDM performance over underwater acoustic
channel with large Doppler spread in [9] and two way relay channel in [10]. All these
results have demonstrated that FDO is a promising technique to improve the performance
of OFDM systems. However, as pointed out in [8], FDO also largely increases the
computational complexity of OFDM system. Since the channel matrix cannot be
diagonalized anymore and the frequency domain data lose their orthogonality.
Compared with its multicarrier counterpart, FDO has rarely been studied in single-
carrier communication systems. In fact, some practical communication systems prefer
single-carrier transmissions due to various system considerations and tradeoffs. In [19],
FDO is applied to SC-FDE for the first time and the preliminary results have shown that
FDO can improve the performance of channel estimation and equalization over frequency-
selective channels. Built upon [19], this chapter will thoroughly study the effect of FDO in
SC-FDE. Specifically, two types of FDO based fractional spaced frequency domain (FSFD)
receivers will be designed using MMSE and least square (LS) criteria. Meanwhile, it will
provide performance analysis for the proposed FSFD receivers and study the effect of FDO
from the frequency diversity perspective. Note that SC-FDE itself can exploit frequency
diversity because frequency-domain equalization and time-domain detection are operated























Figure 5: Block diagram of transceiver for proposed system.
gain, which is a function of transmission rate and data block length (i.e. DFT size) [21].
In Particular, given transmission rate, the diversity gain of SC-FDE can be improved by
increasing the DFT size.
In the proposed FSFD receiver for SC-FDE, zero-padding (ZP) instead of cyclic
prefix (CP) is chosen as guard interval so that the received signal can be represented as
linear convolution of the channel impulse response and the transmitted signal. To keep the
low complexity of frequency domain equalization, it aliases the received data to transform
the linear convolution into circular convolution. Then a larger sized DFT is employed to
oversample the received signal in frequency domain. Due to the time aliasing introduced
at receiver, the oversampled frequency domain data can still be equalized by a one-tap
filter via linear LS or MMSE criteria. Therefore, the added complexity due to
oversampling is trivial compared with that in OFDM. Simulation results show that the
proposed receivers can significantly improve the system’s robustness against multipath
channel with spectrum nulls. And both frequency domain oversampling based LS and
MMSE receivers outperform the conventional SC-FDE in various channel environment.
To facilitate the discussion, it uses the following notation convention: {·}T , {·}∗,
{·}H respectively denote transpose, conjugate and conjugate transpose of a matrix; ∗, ⊗
and E[·] respectively represent convolution, circular convolution and statistical expectation;
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IN×N and 0N×M respectively stand for identity matrix (with size of N × N ) and all-zero
matrix (with size of N ×M ); diag(·) returns a square diagonal matrix with the elements of
vector on the main diagonal.
B System Model
For a single-input and single-output system, Figure 5 depicts the signal block
diagram of the proposed SC-FDE transceiver. At transmitter, each data block of length N
is padded with a number of zeros as guard interval to avoid inter-block interference (IBI)
before being transmitted over frequency-selective fading channels. At the receiver, all
received data symbols, including those corresponding to guard interval, are processed.
Specifically, the received data are first pre-processed by time aliasing with period of K
(K ≥ N ). Then, a K-point DFT is applied to convert the time domain signal into
frequency domain. Due to time aliasing and the larger sized DFT, the signal is
oversampled in frequency domain with oversampling rate R = K/N . Then the FDO
based frequency-domain equalization is employed to mitigate ISI, followed by an inverse
DFT (IDFT) to convert the equalized frequency-domain signal into time-domain. Finally,
those symbols corresponding to guard interval are discarded and the rest are used for
detection and estimation. The output is the estimated data sequence.
Let x(n) be the nth transmitted symbol at the current block whose average power is
σ2s , and y(n) be the n
th received baseband signal at the current block. Since ZP is chosen
as guard interval, it has
x(n) = 0, N + 1 ≤ n ≤ N +Nz, (1)
where Nz is the length of guard interval.
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Assume that the frequency-selective channel is constant during one data block, and
its baseband equivalent channel impulse response is h(n) with length L, where∑L
l=1 h(l)
2 = 1. To avoid IBI, the minimum length of the guard interval is Nz = L − 1.
Accordingly, the received baseband signal is given by
y(n) = h(n) ∗ x(n) + v(n), (2)
where v(n) is the additive white Gaussian noise (AWGN) with average power of σ2n. Let
M = N +Nz, equation (2) can be expressed in matrix form as
y = Hx + v, (3)
where
y = [y(1) y(2) y(3) . . . y(M)]T , (4)
x = [x(1)x(2)x(3) . . . x(N)]T , (5)
v = [v(1) v(2) v(3) . . . v(M)]T , (6)
and H is an M ×N Toeplitz matrix with first column [h(1), h(2), . . . , h(L), 0, . . . , 0]T .
In equation (2), ignoring the noise component, the received signal is the linear
convolution of the transmitted signal and the channel impulse response. As is well known,
the circular convolution of two finite-length sequences is equivalent to linear convolution
of the two sequences, followed by time aliasing [22]. Therefore, at the receiver side, the
K-point circular convolution of h(n) and x(n) can be obtained by time aliasing:
y¯(n) = h(n)⊗ x(n) + v¯(n) (7)
When N ≤ K < M , time aliasing represents an overlap-add operation, which is
implemented by cutting off the last (M −K) points and adding them to the first (M −K)
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points of the current data block. Thus, y¯(n) and v¯(n) in equation (7) are given as:
y¯(n) =

y(n) + y(K + n), 1 ≤ n ≤M −K




v(n) + v(K + n), 1 ≤ n ≤M −K
v(n), M −K < n ≤ K
. (9)
When K ≥ M , the received signal is padded with (K −M) zeros. Accordingly,
y¯(n) and v¯(n) in equation (7) become:
y¯(n) =

y(n), 1 ≤ n ≤M




v(n), 1 ≤ n ≤M
0, M < n ≤ K
. (11)
The matrix form of equation (7) can be expressed as
y¯ = Tx¯ + v¯, (12)
where T is a K ×K circulated time-domain channel gain matrix, given by
T =

h(1) 0 · · · 0 h(L) · · · h(2)
h(2) h(1) 0
. . . . . . . . . ...
... . . . . . . . . . . . . . . . h(L)
h(L)
. . . . . . h(1) 0 . . . 0
0 h(L)
. . . . . . . . . . . . ...
... . . . . . . . . . . . . . . . 0





y¯ = Ξ2y (14)
x¯ = Ξ1x (15)
v¯ = Ξ2v (16)






and Ξ2 representing either “overlap-add” or “zero-padding” operation (depending on the
value of K):













Remark 1. When K = N , the proposed FSFD system becomes the conventional ZP-SC-
FDE without frequency-domain oversampling [23].















k, n = 0, 1, · · · , K − 1
(20)
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Taking the DFT of the received signal and noticing that FHF = I, the frequency-domain
representation of equation (12) can be obtained as
Y = Fy¯ = FTFHFx¯ + Fv¯ = HX + V, (21)
where H = FTFH is the frequency-domain channel matrix with oversampling rate R =






For N ≤ K < M , V is still zero-mean white Gaussian noise; for K ≥ M , due to the
zero-padding in the time domain, V becomes a colored zero-mean Gaussian noise vector.








Since T is circulant, H is diagonal. The frequency-domain input-output relationship
can be simplified as










































The expression of frequency domain signal YK(k) in equation (23) suggests that
XK(k) can be estimated by a one-tap filter. The estimation of XK(k) is given as
XˆK(k) = ω(k)YK(k), k = 1, 2, · · · , K, (28)
where ω(k) is the kth weight of the one-tap filter to be determined.
Finally the IDFT is taken to transform Xˆk(k) into time-domain, and the estimation
of the zero-padded time-domain data is given as
ˆ¯x = FHXˆK , (29)
where
XˆK = [XˆK(1) XˆK(2) · · · XˆK(N) · · · XˆK(K)]T . (30)
Note that the first N symbols of ˆ¯x correspond to the information data and the rest (K−N)
symbols are discarded. Therefore, the estimation of x is given as
xˆ = FHK×NXˆK , (31)
where FK×N is a K ×N matrix consisting of the first N columns of F.
C Equalization and Channel Estimation
This section designs the LS and MMSE based FSFD equalization for the proposed
SC-FDE system, conduct a semi-analytical performance analysis and discuss the FDO
based channel estimation.
1 Equalization
In principle, if the receiver has perfect knowledge of the channel state information
(CSI), the frequency domain equalization filter ω(k) can be determined via linear LS (also
18





, k = 1, 2, · · · , K. (32)
Despite its simplicity, it is well known that LS equalization suffers from noise
enhancement [23]. That is, when the multipath channel experiences deep fading, the noise
power will be significantly increased. Alternatively, the MMSE equalizer provides better





, k = 1, 2, · · · , K. (33)
Remark 2. Compared with the conventional cyclic prefix based SC-FDE (CP-SC-FDE),
the computational complexity of the proposed transceiver is higher due to a larger DFT size
used for FDO. Specifically, the complexity for CP-SC-FDE and the FDO based SC-FDE
are respectively O(N log2(N)) and O(Klog2(K)) so that the added complexity depends
on the oversampling rate R. However, as shown in equation (23), the frequency-domain
channel matrix can still be diagonalized so that the conventional channel estimation and
equalization methods are still applicable in the proposed SC-FDE system based on FDO.
2 Semi-Analytical Performance Analysis
In this section, the performance of the proposed receiver in terms of its bit error rate
(BER) is analyzed.
Substituting equation (15) and (16) into (21) obtains
Y = HFΞ1x + FΞ2v
= HFK×Nx + FΞ2v.
(34)
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Let W = diag{ω(1)ω(2) · · · ω(K)} be the equalization weight matrix, the frequency
domain input signal is estimated as
XˆK = WY
= WHFK×Nx + WFΞ2v.
(35)
Plugging equation (35) into (31) obtains
xˆ = FHK×NWHFK×Nx + F
H
K×NWFΞ2v
= Ax + η,
(36)
with
A = FHK×NWHFK×N (37)
η = FHK×NWFΞ2v, (38)
where η has the following covariance matrix








Notice that the N × N matrix A in equation (37) is a function of the equalization
weight matrix W and the channel gain matrix H. Given the equalization criterion (e.g. LS
or MMSE) and oversampling rate, matrix A will be solely determined by H if the receiver
knows the channel state information. In practice, A is usually not diagonal due to the
imperfect CSI or frequency offset, which introduces interference from adjacent symbols.
In either case, the semi-analytical performance analysis can be given by approximating
the interference as a Gaussian random variable [8]. Specifically, by using the Lyapunov
Theorem [24], the interference for the nth symbol can be approximated by a conditional
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Then the conditional signal to interference plus noise ratio (SINR) for the nth symbol is
given as




|A(n, n′)|2 + Cη(n, n)/σ2s
(41)
According to equations (37) and (39), it can be seen from equation (41) that γn|H is
determined by W and Ξ2. Given equalization criterion and oversampling rate, Ξ2 can be
obtained by equation (18) for 1 ≤ R < M
N
and by (16) for R ≥ M
N
; W can be obtained by
equation (32) for LS equalization and by equation (33) for MMSE equalization.
To get further insight on the BER performance, take an example where LS
equalization is adopted and the oversampling rate satisfies R ≥ M
N
(i.e. K ≥ M ). In this






Then, it follows that
A = IN×N (43)
Substituting equation (42) and (43) into equation (36) gives
xˆLS = x + F
H
K×NWFK×Mv (44)
where FK×M consists of the first M columns of DFT matrix F. The noise term in equation










Since A is a diagonal matrix, there is no ISI on each symbol. Thus, the SINR for the nth





Similarly, the SINR for other cases (i.e. MMSE or LS, 1 ≤ R < M
N
or R ≥ M
N
) can also be
obtained.
According to the BER expressions in [25], the conditional BER of the nth symbol
for MPSK and QAM constellations can respectively be derived as:






























where Q(x) = (1/2pi)
∫∞
x
exp(−(u2/2))du. Note that the conditioning on channel matrix
H can be removed by Monte Carlo integration.
3 Frequency domain channel estimation based on FDO
According to equation (23), the pilot-assisted channel estimation via MMSE





The estimator HˆK(k) can be improved by a frequency-domain filter to reduce the
noise. Specifically, a common technique is to convert HˆK(k) into time domain by IDFT
and use an L-size window mask to remove the noise beyond the channel length, then the
time-domain channel coefficients are converted back to frequency domain by DFT. This
approach was originally proposed in OFDM systems in [26]. According to this method, in
22





where ξ = [HˆK(1) HˆK(2) · · · HˆK(K)] and FK×L is a K ×L matrix consisting of the first
L columns of F.




where µ = [hˆT 01×(K−L)]T .
Remark 3. It has been proven that this method can reduce the average noise power of the
estimator by a factor (K/L) [15]. Therefore, compared with the conventional SC-FDE
system (K = N ), the proposed SC-FDE system with FDO (K > N ) yields a larger
reduction of noise power. Meanwhile, the proposed system provides more flexibility
because the frequency-domain oversampling rate of channel equalization is not
necessarily the same as that of channel estimation. In other words, different oversampling
rate can be adopted at the training block (for channel estimation) and the data block (for
channel equalization).
Due to the different DFT length used for FDO, it is inconvenient to evaluate the
performance of channel estimation in frequency-domain. As a result, Euqation (50) is used
to compare the performance of FDO based channel estimation with different oversampling
rate in time-domain. The mean square error (MSE) of time-domain channel estimation hˆ
is given as
MSE = E[(hˆ− h)H(hˆ− h)] (52)
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Figure 6: Amplitude response of channel A
D Simulation Results
In this section, the performance of the proposed SC-FDE receiver with
oversampling rate R > 1 is evaluated to compare with conventional SC-FDE without
oversampling (i.e. R = 1). Specifically, consider uncoded QPSK modulation for
single-carrier block transmissions with block size N = 64. The length of ZP guard
interval is set to be the channel maximum delay, which is L − 1. Unless otherwise stated,
assume perfect CSI at receiver side. When the oversampling rate R = 1, the conventional
CP-SC-FDE is adopted; when R ≥ 1, the proposed ZP-SC-FDE is used. Extensive Monte
Carlo simulation and semi-analytical results are provided at different oversampling rates
for static channel, Rayleigh fading channel, double-selective channel and imperfect
channel knowledge.
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Figure 7: BER of LS and MMSE receivers under channel A
1 Static Channel
Consider three static multipath channel models (channel A, B and C). For channel
A, its discrete impulse response is given by (0.04, -0.05, 0.07, -0.21, -0.5, 0.72, 0.36, 0.0,
0.21, 0.03, 0.03) [27]. The corresponding frequency-domain amplitude response is shown
in Figure 6, which has a mild amplitude distortion. The BER performance of the proposed
receiver with different oversampling rate is given in Figure 7. It can be observed that,
both LS and MMSE FSFD receivers with R > 1 outperform the conventional CP-SC-FDE
receiver with R = 1. Furthermore, LS receiver with FDO can even outperform the MMSE
receiver of CP-SC-FDE at high SNR region. Notice that in Channel A, both the LS and
MMSE receivers achieve the maximum performance at oversampling rate R = 70/64.
Unlike channel A, channel B is a 16 order sparse multipath channel with higher
25

















Figure 8: Amplitude response of channel B

























Figure 9: BER of LS and MMSE receivers under channel B
26
distortion in frequency domain, as shown in Figure 8. Its discrete impulse response is (-
0.65+1.26i, 0, 0, 0, 0, 0, -1.15-0.27i, 0, 0, 0, 0 , 0, -0.59-0.59i, 0, 0, -0.0026-0.24i). The
BER performance comparisons with different oversampling rates are shown in Figure 9. It
can be seen that, for both LS and MMSE receivers, the BER performance increases with
the oversampling rate increasing from 1 to 2. Particularly, the LS receiver with R = 2
achieves the same performance as the conventional MMSE receiver at Eb/N0 = 18dB.
Finally, Channel C with all paths having equal strength is adopted, which
represents the worst-case of frequency-selective channel [28]. The normalized baseband




, 1 ≤ l ≤ L (53)
where the channel length is L = 16.
In this case, the BER curves of LS and MMSE receiver with different
oversampling rates are illustrated in Figure 10. For the LS equalization, it shows that the
system cannot work at all (i.e. the BER curve remains constant at 0.5) when R = 1. When
increase the oversampling rate to 75/64 and 79/64, the performance is significantly
improved. However, the BER performance goes back to 0.5 for R = 1.5 and R = 2.
Therefore, for channel C, a higher oversampling rate may not yield better performance. To
get some insights, Figure 11(a) plots the frequency response of channel C, which is a Sinc
function with a number of spectrum nulls. It is well known that the K-point DFT of the
channel impulse response is the K-point equal spaced sampling of the channel frequency
response. When K = 16, Figure 11 shows that all the frequency nulls are sampled, which
is also the case for K = 64, 96 or 128 (i.e. R = 1, 1.5 and 2). In these cases, the noise on
frequency nulls are infinitely amplified after frequency domain equalization so that the
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Figure 10: BER of LS and MMSE receivers under channel C
desired signal can not be recovered. On the other hand, when K = 19, Figure 11(c) shows
that most of the frequency nulls are avoided, which is also the case for K = 75 or K = 79
when the proposed LS receiver outperforms the conventional CP-SC-FDE receiver. For
the MMSE receiver, the performance of system with FDO is also much better than that of
the conventional CP-SC-FDE receiver. However, the performance of MMSE receiver with
R = 2 is not the best due to the same reason.
Remark 4. With FDO, the energy of the received signal is distributed over more
frequency domain samples. In other words, a larger oversampling rate results in a more
scattered energy distribution in frequency domain, which improves the frequency diversity
gain. Among the three static channel models, the BER performance gain from FDO is
more distinguished in channel B and C than that in channel A. This is because the
28
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Figure 11: Amplitude response of channel C
inherent frequency diversity gain in channel B and C is higher than that in channel A (i.e.,
channel B and C have more spectrum nulls and stronger amplitude distortion in frequency
domain). Furthermore, as shown in the results of channel C, FDO rate can be properly
adjusted to avoid sampling at spectrum nulls and reduce noise amplification during
frequency-domain equalization.
2 Rayleigh Fading Channel
For quasi-static channel, consider a Rayleigh fading channel with uniform power
delay profile (i.e., E[|h(l)|2] = σ2L, ∀l ∈ {1, 2, · · · , L}) and length L = 16 [8]. To
evaluate the performance of the proposed FSFD receiver, the BER curves are averaged
over 105 channel realizations. Figure 12 shows the BER performance of LS and MMSE
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receivers versus Eb/N0 with oversampling rates R = 1, 71/64, 79/64, 2 and 5.
Semi-analytical results based on equation (48) are also plotted, which perfectly match the
simulation.
From Figure 12, the following observations can be given: (1) FDO improves the
BER performance for both LS and MMSE receivers. (2) For LS receiver, the performance
gradually improves as R increases from 1 to 5. (3) For MMSE receiver, the BER of FSFD
receiver (R ≥ 1) also outperforms the conventional CP-SC-FDE receiver (R = 1).
However, there is no performance improvement when the oversampling rate is increased
from 2 to 5.
In order to further study the effect of oversampling rate on LS and MMSE
receivers, Figure 13 gives the BER versus oversampling rate varying from 1 to 10 at
Eb/N0 = 10dB, 15dB and 20dB. It can been seen that, for LS equalization, the BER
degrades as oversampling rate increases for all different SNR value and the performance
gain with R = 10 is almost 5dB, compared with that of R = 1. For MMSE equalization,
the FSFD receiver achieve its maximum performance at R = 2.
3 Double Selective Channel
When mobility is involved in wireless communications, it introduces Doppler
spread so that the channel is time varying within each data block. With multipath and
Doppler spread, the channel becomes both frequency selective and time selective (i.e.
double selective channel). This section uses Jake’s model to generate the double selective
channel and simulates the performance of the proposed FSFD receiver for SC-FDE.
Specifically, adopt the 11-tap Rayleigh fading channel model described in [29], whose lth
30






















Figure 12: BER of LS and MMSE receivers with different oversampling rates under
Rayleigh fading channel
Oversampling Rate
Figure 13: BER of LS and MMSE receivers versus oversampling rate under Rayleigh
fading channel at three different SNRs
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Figure 14: BER of LS and MMSE receivers under double selective channel
tap has an average power of 1.2257exp(−0.8l) with the normalized maximum Doppler
spread fdTs = 5 × 10−5. Figure 14 shows that the performance of both LS and MMSE
receivers can be improved by FDO over double-selective channel. Similar to the results in
quasi-static channel, MMSE receiver can achieved its maximum performance at a
moderate oversampling rate (R = 1.5), while LS receiver can still get performance gain
by further increasing the oversampling rate from 2 to 5.
4 Channel Estimation
This section evaluates the proposed channel estimation based on FDO, where the
training sequence is randomly generated QPSK signals. Figure 15 shows the MSE of the
time domain channel estimation versus SNR under different oversampling rates. As
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Figure 15: MSEs of time-domain channel estimation with different oversampling rates
expected, the MSE decreases with both Eb/N0 and R increasing. Furthermore, Figure 16
illustrates the MSE of the channel estimation versus the oversampling rate under four
specific SNR values (5dB, 10dB, 15dB and 20dB). It can be seen that, comparing the
MSE of R = 10 with that of R = 1, the performance gain of channel estimation using
FDO is about 5dB. On the other hand, the performance improvement is subject to
diminishing return for all SNR values, where the gain is more notable when the
oversampling rate increases from 1 to 4.
Finally, Figure 17 shows the BER comparison of the proposed FSFD MMSE
receiver with conventional SC-FDE under different channel estimations, where Ra and Rb
represent the oversampling rate of the channel equalization and estimation, respectively.
The Rayleigh fading channel described in Section D.2 is adopted. Note that the BER
curves for Ra = 1 and Ra = 2 with perfect CSI are also plotted as performance upper
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Figure 16: MSEs of time-domain channel estimation versus oversampling rate R
bounds. It shows that, with the same Ra, the BER performance increases with Rb, which
demonstrates the effectiveness of the FDO in channel estimation. On the other hand, with
the same Rb, the BER performance increases with Ra, which shows the advantage of FDO
in channel equalization with imperfect CSI.
These results confirm that both the channel estimation and channel equalization of
SC-FDE can benefit from FDO. For equalization, FDO can improve the performance of
SC-FDE under different channel models. The performance gain from FDO is larger as the
frequency selectivity increases. For channel estimation, FDO can improve the estimation
acuracy when the training sequence is not ideal (i.e., strong fluctuation in frequency
domain). Therefore, FDO can further extract the frequency diversity and give robustness
against frequency-domain deep fading and unideal training sequences.
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ITERATIVE IQ IMBALANCE COMPENSATION RECEIVER FOR
SC-FDE
With the increasing demand for high data rate wireless services, low cost
transceivers becomes increasingly attractive for the implementation of wireless
communication systems. However, such implementation is quite challenging due to the
impairments caused by imperfections of the radio frequency (RF) front-end. For instance,
OFDM, the widely used technique in high speed wireless communication over
frequency-selective channel, suffers from the non-linearity of RF power amplifier because
of its high peak-to-average power ratio (PAPR). Hence, single carrier block transmission
has been developed as an alternative technique for broadband wireless systems to mitigate
ISI [2][30]. By avoiding the OFDM drawback of high PAPR [15][16], SC transmission
has been adopted by wireless standards (e.g., IEEE 802.11ad [31] and IEEE 802.15.3c
[32]) to support low power and low complexity wireless transmission. In particular, the
hybrid approach (OFDM for downlink and SC block transmission for uplink) has been
adopted by the Third Generation Partnership Project (3GPP) Long Term Evolution (LTE)
standard [17].
In addition to the non-linearity of RF power amplifier, IQ imbalance is another
major issue that needs to be considered in low cost architectures, such as direct conversion
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transmitter (DCT) [33]. IQ imbalance may occur during up-convertor at the transmitter and
down-convertor at the receiver because of the mismatch of the two branches. The distortion
introduced by IQ imbalance can be frequency-independent (caused by the amplitude and
phase difference in the non-ideal mixer) or frequency-dependent (caused by inaccuracy of
the branch filters). Without proper compensation techniques, the transmission capability
of wireless system under IQ imbalance will be seriously degraded. In this chapter, an
intervene IQ imbalance compensation method will be derived to mitigate the effect of IQ
imbalance in SC-FDE.
A Background
In general, it is difficult to compensate the IQ imbalance in analog domain due to
its cost and inefficiency [34]. Consequently, many related works have focused on
mitigating the effect of IQ imbalance in digital baseband. For OFDM systems, the impact
of IQ imbalance is studied in [35] [36]. Furthermore, a closed-form bit error rate (BER)
analysis of OFDM system under IQ imbalance is derived in [37]. These results show that
the effect of IQ imbalance produces so called mirror carrier interference (MCI) causing
the loss of orthogonality among the subcarriers. Various IQ imbalance estimation and
compensation schemes have been proposed for the compensation of
frequency-independent [38] and frequency-dependent IQ imbalance [34]. Initially, most
solutions use linear compensation methods, such as Least Square (LS) [39] and Minimum
Mean Square Error (MMSE) [40]. Later nonlinear receivers like Derision Direct [41],
Expectation Maximization (EM) [42] and Maximum Likelihood (ML) [43] are introduced
for better performance.
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Despite these studies, few works can be found in the literature on IQ imbalance in
SC-FDE [44–49]. In fact, performance comparison between OFDM and SC-FDE under
IQ imbalance shows that SC-FDE has slightly better robustness against IQ imbalance, but
till suffers serious performance degradation [46]. Under frequency-independent IQ
imbalance, the training sequence design for LS channel estimation of SC-FDE is studied
in [44]. Then an enhanced channel estimation is proposed using Alternative LS (ALS)
algorithm [45]. Furthermore, [47] derives the channel model of SC-FDE with independent
Tx/Rx frequency IQ imbalance, PN sequence aided channel estimation and MMSE
compensation. Considering the presence of both IQ imbalance and carrier frequency
offset, a three stage compensation scheme for SC-FDE is provided in [48]. For
millimeter-wave SC-FDE systems, Cheng X. et.al. [49] propose a joint channel and IQ
imbalance estimation method using ML criterion and IQ imbalance compensation using
MMSE criterion. However, most existing works focus on the channel estimation under
frequency-independent IQ imbalance and use linear compensation methods to eliminate
the effect of IQ imbalance. Although linear receivers benefit from their low complexity,
the BER performance is far from the match filter bound (MFB), especially in highly
frequency-selective wireless channel [50]. There exist several nonlinear receivers for
SC-FDE system without IQ imbalance. Among them, one promising design is the iterative
block decision feedback equalization (IBDFE) [51], which employs feedforward and
feedback filters in frequency domain and can achieve BER performance that is close to the
MFB. Its iterative architecture has been extended to several special scenarios, such as
interference channels [50] and system with imperfect channel state information (CSI)
[52].
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With imperfect RF, conventional IBDFE receiver may suffer serious performance
degradation due to the MCI generated by transceiver IQ imbalance. To overcome this, the
joint effects of IQ imbalance and multipath channel are required to mitigate together in the
iterative decision feedback architecture design. In this chapter, it will derive the
architecture of iterative decision feedback receiver for SC-FDE with IQ imbalance, where
transmitter (Tx) and receiver (Rx) frequency-dependent IQ imbalance are jointly
considered with the wireless channel. Unlike OFDM, in SC-FDE both Discrete Fourier
Transform (DFT) and inverse DFT (IDFT) are located at the receiver-side. As a result, the
interference suppression design on two self-mirror subcarriers is also carefully
formulated, while OFDM system may choose not to carry information symbols on those
two subcarriers [39]. Furthermore, feedforward and feedback filters are introduced to
mitigate the MCI in frequency domain. Both hard detection and soft detection based
feedback schemes are designed to combat the joint effect of IQ imbalance and wireless
multipath channel. Also, In order to show the effectiveness of proposed receiver under
imperfect CSI, pilot-aided channel estimation methods performing separately in frequency
and time domains are also presented to estimate the CSI. Simulation results show that the
proposed receiver outperforms the MMSE IQ imbalance compensation and can achieve
similar performance with conventional IBDFE receiver under ideal RF.
The notations used in this chapter are given as follows: (·)∗ and (·)H denote the
conjugate and conjugate transpose, respectively; I is the 2 × 2 identity matrix; E{·} is
the expectation operation; tr(·) represents the trace of a matrix; <{·} and ={·} are the
corresponding real and imaginary parts of a complex number or vector; theN -point circular
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Figure 18: Block diagram of transceiver for single carrier transmission with IQ imbalance.
The remainder of this chapter is organized as follows. Section II describes the
system model of SC-FDE with Tx/Rx frequency-dependent IQ imbalance and derive its
frequency domain representation. Section III designs the iterative decision feedback
receiver for IQ imbalance compensation and provides the estimation methods for the
feedforward and feedback filters design under both hard detection and soft detection.
Section IV discusses channel estimation in SC-FDE with IQ imbalance, followed by
numerical results in Section V.
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B System model
This section provides the description of the system model of the single carrier
transmission under Tx/Rx frequency-dependent IQ imbalance.
1 Single Carrier Block Transmission With IQ Imbalance
The transceiver diagram is given in Figure 18. Let N be the block length and
x(n) = xI(n) + j · xQ(n), n ∈ {1, 2, · · · , N}, be the nth symbol to be transmitted with
average power σ2x. The complex digital baseband signal is first inserted with cyclic prefix
(CP) to avoid inter-block interference. After that, the digital signal is transformed into
analog form by a digital-analog convertor (DAC). Let x(t) = xI(t) + j · xQ(t) denote the
DAC output signal, where xI(t) and xQ(t) are the corresponding signals of in-phase (I)
and quadrature (Q) branches. The baseband signal x(t) is up-converted and transmitted by
the RF frontend. Due to the imperfection of RF frontend, the signal is distorted before
travailing thorough the wireless channel. The distortion, known as transmitter IQ
imbalance, is caused by two factors: (1) the mismatch of IQ branch filters which yield
frequency-dependent IQ imbalance. (2) amplitude imbalance and phase difference of the
mixer that produce frequency-independent IQ imbalance.
Here, the mismatch of transmitter’s I and Q branches is modeled as two filters ξIt (t)
and ξQt (t), respectively. The amplitude and phase imbalance of the mixer are denoted as
αIt , α
Q
t and θIt , θ
Q
t , receptively. After passing through imbalance filters, the distorted signal
before the mixer is formulated by
g(t) = gI(t) + j · gQ(t) (54)
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with
gI(t) = xI(t)⊗ ξIt (t), (55)
gQ(t) = xQ(t)⊗ ξQt (t). (56)




t )− gQ(t)αQt sin(2pifct+ θQt )
= sI(t) cos(2pifct)− sQ(t) sin(2pifct),
(57)
in which sI(t) and sQ(t) representing the corresponding IQ baseband signals are given by
sI(t) = gI(t)αIt cos(θ
I
t )− gQ(t)αQt sin(θQt ), (58)
sQ(t) = gQ(t)αQt cos(θ
Q





/(2) and gQ(t) =
(
g(t)− g∗(t))/(2j) into (58)
and (59) and grouping the terms carefully, the baseband equivalent signal after mixer can
be expresses as
s(t) = µtg(t) + νtg
∗(t) (60)
with µt = (1/2)(αIt e
jθIt + αQt e
jθQt ) and νt = (1/2)(αIt e
jθIt − αQt ejθ
Q
t ). Substituting (54)

































Then the transmitted signal goes through the wireless channel. At the receiver-side,
the equivalent baseband signal after the down-conversion is given by
r(t) = h(t)⊗ s(t) + v(t), (64)
where h(t) is the channel impulse response and v(t) is the additive white Gaussian noise








r denote the amplitude










where µr = (1/2)(αIre
−jθIr + αQr e
−jθQr ) and νr = (1/2)(αIre
jθIr − αQr ejθ
Q
r ). The mismatch
of receiver branch filters are denoted as ξIr (t) for in-phase and ξ
Q
r (t) for quadrature phase.
The output of receiver-side branch filters is given by

















r (t) + (νr − µ∗r)ξQr (t)). (68)
Form (61), (64), (65) and (66), the analog input-output relation of the system can be
rewritten as:
y(t) = ψ1(t)⊗ x(t) + ψ2(t)⊗ x∗(t) + v¯(t), (69)
where
ψ1(t) = λr(t)⊗ h(t)⊗ λt(t) + φr(t)⊗ h∗(t)⊗ φ∗t (t), (70)
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ψ2(t) = λr(t)⊗ h(t)⊗ φt(t) + φr(t)⊗ h∗(t)⊗ λ∗t (t), (71)
v¯(t) = λr(t)⊗ v(t) + φr(t)⊗ v∗(t). (72)
From (69), it can be observed that ψ1(n) and ψ2(n) represent the overall effect of
transceiver IQ imbalance and wireless channel on the transmitted signal. While ψ1(n)
combines the original transmitted signal, ψ2(n) introduces interference in the form of a
conjugated signal. The input-output relation given in (69) is a simplified model of [34],
since it only considers the time invariant channel and ignores the effect of ideal low-pass
filter at receiver side (The ideal low-pass filter in [34] does not contribute to the system I/Q
imbalance and can be jointly considered with the wireless channel).
Assume that the CP length is larger than the memory lengths of ψ1(n) and ψ2(n)
defined in (70) and (71). After analog-to-digital conversion (ADC) and the CP exclusion,
denote y(n) = y(nT ), 1 ≤ n ≤ N , as the sampling of y(t) in the current block , where T
is the sampling period. The corresponding discrete input-output relation in time domain is
obtained as
y(n) = ψ1(n) x(n) + ψ2(n) x∗(n) + v¯(n), (73)
in which
ψ1(n) = λr(n) h(n) λt(n) + φr(n) h∗(n)φ∗t (n), (74)
ψ2(n) = λr(n) h(n) φt(n) + φr(n) h∗(n) λ∗t (n), (75)
v¯(n) = λr(n) v(n) + φr(n) v∗(n), (76)
and ψ1(n), ψ2(n), λr(n), λt(n), h(n), φt(n), φr(n) are the samples of ψ1(t), ψ2(t), λr(t),
λt, h(t), φt(t), φr(t), respectively.
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Let y = [y(1), y(2), · · · , y(N)]T , x = [x(1), x(2), · · · , x(N)]T and v¯ = [v¯(1),
¯v(2), · · · , v¯(N)]T represent the corresponding signal and noise vectors. Denoteψ1 andψ2
as N × 1 vectors with first L elements respectively being ψ1(l) and ψ2(l) (1 ≤ l ≤ L), and
the rest being zeros, where L is the length of channel impulse response ψ1(n) and ψ2(n).
Likewise, it has N × 1 vectors λt, λr, h, φt, φr associated with λt(n), λr(n), h(n), φt(n),
φr(n), respectively. Then the input-output relation in (73) can be rewritten in a matrix form
as
y = Ψ1x + Ψ2x
∗ + v¯, (77)
in which
Ψ1 = ΛrHΛt + ΦrH
∗Φ∗t , (78)
Ψ2 = ΛrHΦt + ΦrH
∗Λ∗t , (79)
and Λt, Λr, H, Φt, Φr are N × N circular matrices consisting of λt, λr, h, φt, φr,
respectively. As a result, Ψ1 and Ψ2 are also circular with first column being ψ1 and ψ2,
respectively.
2 Frequency Domain Representation
This section derives the system transceiver relation in frequency domain. Let F be
the DFT matrix of size N . Since both Ψ1 and Ψ2 can be diagonalized by the DFT matrix,
diagonal matrices Γ1 = FΨ1FH and Γ2 = FΨ2FH are the corresponding frequency
domain channel matrices of the system. Taking the DFT of the time domain signal in (77),
the received signal in frequency domain becomes
Y = Γ1X + Γ2X
# + V (80)
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with Y = Fy, X = Fx, V = Fv¯ and X# = Fx∗ being the DFT of corresponding terms.
x(n)
DFT−→ X(k) (81)
x∗(n) DFT−→ X∗(N − k − 2) (82)
Using the well known DFT property described in (81) and (82), the mapping from X to
























Let γ1(k) and γ2(k) be the kth diagonal element of the Γ1 and Γ2, respectively. It
has γ1(k) = DFT{ψ1(n)} and γ2(k) = DFT{ψ2(n)}. Then the kth element of frequency
domain signal Y is obtained from (80) as
Y (k) = γ1(k)X(k) + γ2(k)X
∗(N − k + 2) + V (k), (84)
where X(k) and V (k) are the kth elements in X and V. Similarly, the conjugate of the
(N − k + 2)th element of frequency domain signal Y is given by
Y (N − k + 2)∗ = γ∗1(N − k + 2)X∗(N − k + 2)
+ γ2(N − k + 2)∗X(k) + V (N − k + 2).
(85)
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For k = 2, · · · , N/2, equation (84) and (85) can be rewritten in matrix form as






Y ∗(N − k + 2)
 , k = 2, · · · , N2 , (87)
Xk =
 X(k)
X∗(N − k + 2)
 , k = 2, · · · , N2 , (88)
Vk =
 V (k)
V ∗(N − k + 2)
 , k = 2, · · · , N2 , (89)
Ck =
 γ1(k) γ2(k)
γ∗2(N − k + 2) γ∗1(N − k + 2)
 ,




When k = 1 or k = N/2 + 1, it has the following equation from (84) and (85):
Y (k) = γ1(k)X(k)+γ2(k)X
∗(k) + V (k),





From equation (91), it can be seen that the subcarriers with index k = 1 or k = N/2 + 1
mirror to themselves. Because of the conjugated term in it, X(k) can not be solved directly
for k = 1 or k = N/2 + 1. In OFDM, it can choose not to carry information symbols
on those two subcarriers [39], while in SC-FDE all subcarriers carry information because
both DFT and IDFT are operated at the transmitter. Thus, frequency domain signals on
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those two subcarriers are also required to be recovered. By carefully decoupling the real
and imaginary parts of corresponding terms, it obtains the following matrix form of (91) as
















 , k = 1 or k = N2 + 1, (95)
Ck =
 <{γ1(k) + γ2(k)} ={γ2(k)− γ1(k)}
={γ1(k) + γ2(k)} <{γ1(k)− γ2(k)}
 ,





According to (86) and (92), the effect of Tx/Rx IQ imbalance and multipath channel
can be jointly compensated in frequency domain, provided the receiver has the frequency
domain CSI Ck (1 ≤ k ≤ N/2 + 1).
C Iterative IQ Imbalance Compensation
In this section, it derives an iterative receiver for single carrier system to jointly
compensate the IQ imbalance caused by RF imperfection of both transmitter and receiver.
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Figure 19: Block diagram of iterative IQ imbalance compensation receiver.
1 Iterative Receiver Architecture
The iterative IQ imbalance compensation receiver is a direct extension of the IBDFE
proposed in [51] for single carrier systems under IQ imbalance. As shown in Figure 19, the









k , k = 1, 2 · · · , N/2 + 1, (97)
where F(i)k and B
(i)
k are both 2 × 2 matrices representing the feedforward and feedback
coefficients at iteration i, respectively; Xˆ(i−1)k is the feedback signal generated by taking
the DFT of the detected data xˆi−1 at previous iteration followed by a mapping operation
defined in (88) and (94). The goal of feedforward and feedback coefficients design is to
jointly compensate the effect of IQ imbalance and multipath channel by minimizing the
mean square error (MSE) between the estimated symbol and the transmitted symbol at the




























Assume that the transmitted signal, noise and detected signal have independent
identical distribution (i.i.d.). Denote the power of frequency domain transmitted data,
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noise and detected data at iteration i as Px = E{X(k)X∗(k)}, Pv = E{V (k)V ∗(k)} and
P
(i)
xˆ = E{Xˆ(i)(k)Xˆ(i)∗(k)}, respectively. The cross-correlation of transmitted data and
detected data at iteration i is denoted by
R
(i)
xˆx = E{X(k)Xˆ(i)∗(k)}. (99)
Note that these parameters are not dependent on subcarrier index k. Then the
covariance matrices of corresponding signals after mapping are given as
E{XkXHk } = PxI, (100)
E{VkVHk } = PvI, (101)
E{XkXˆ(i)Hk } = R(i)xˆxI, (102)
E{Xˆ(i)k Xˆ(i)Hk } = P (i)xˆ I. (103)
Substituting (97) into (98) and taking the expectation in it with respect to Xk and









































Note that the diagonal elements of feedback filter B(i)k are associated with the desired
signal, while the elements in the anti-diagonal B(i)k are related to the interference caused
by IQ imbalance. For iterative receiver design, the following constraint is imposed, so that











This constraint is similar to the one used in the design of conventional IBDFE receiver
[51]. Note that the feedback is used to reconstruct and cancel the residual interference,
which includes the mirror carrier interference caused by IQ imbalance and inter-symbol
interference caused by multipath channel. The purpose of this constraint is to avoid
self-subtraction of the desired signal by the previous estimation. A minor difference is
that, in the presence of IQ imbalance, the feedback filter B(i)k is in matrix form, where the
diagonal elements are associated with the desired signal, while the anti-diagonal elements









add the diagonal elements.
Accordingly, the feedforward and feedback coefficients matrices F(i)k , B
(i)
k can be
found by minimizing the MSE in (104) under constraint (105). For such purpose, the
















in which η(i) is the non-negative Lagrange multiplier. Letting the partial derivatives of
(106) with respect to F(i)k , B
(i)
k and η































































First, the feedback coefficients matrix B(i)k is obtained by solving (108). After some













k Ck − χ(i)I
)
, (110)
where the introduced variable χ(i) needs to be chosen properly, so that constraint (105) is













For the feedforward coefficients matrix F(i)k design, by inserting (110) into (107)






















When there is no prior knowledge on the data, the cross correlation R(i−1)xˆx equals zero and
the feedback filter turns off. In this case, the proposed iterative decision feedback receiver















In other words, during the first iteration of proposed iterative decision feedback receiver,
MMSE compensation is used to recover the transmitted data.
Note that the symbol used in feedback could be either hard detection or soft
detection. For both cases, it requires the cross correlation R(i−1)xˆx to calculate the
feedforward filter F(i)k and feedback filter B
(i)
k . Next, the parameter estimation methods
will be discussed in both hard detection and soft detection.
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2 Hard Detection
In hard detection, the time domain feedback symbol at iteration i is the hard
decision output of the previous iteration, denoted as xˆ(i−1)h (n). Follow the ideal in [51],










where XˆLS(k) is the Least Square (LS) estimation of the transmitted data in frequency
domain obtained by Xˆk = C−1k Yk and a demapping operation.
3 Soft Detection
In the soft detection, the block wise average is replaced by the symbol wise average.
The time domain estimator x˜(i)(n) at iteration i is approximated as the sum of true symbol
x(n) and residential interference, i.e.,
x˜(i)(n) = x(n) + , (116)
where  is the residential interference with zero mean complex Gaussian distribution. Its







|xˆ(i)h (n)− x˜(i)(n)|2. (117)
Denote A as the set of constellation symbols. Then the a posteriori probability (APP) of
detecting x˜(i)(n) = x, x ∈ A can be expressed by
p
(
x(n) = x|x˜(i)(n)) = Ke− |x˜(i)(n)−x(n)|22σ(i)2 , (118)
where K is a normalization factor.
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x · p (x(n) = x|x˜(i)(n)) . (119)
For the particular case of quadrature phase shift keying (QPSK) constellation with Gray
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The soft detection based iterative IQ imbalance compensation can be extended to other
constellations, where xˆ(i)s (n) and R
(i)
xˆx can be estimated using similar approach provided in
[54].
4 Computational Complexity
The computational complexity of the proposed receiver is evaluated in terms of the
number of complex multiplications (CMUL), where one CMUL is equivalent to 4 real
multiplications (RMUL). Specifically, a N -point DFT requires (N/2) log(N)−N CMUL
(assuming radix-2 Fast Fourier Transform (FFT) is used). For complex matrices, the
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TABLE 1: Computational Complexity Comparison of Different Receivers
Procedures MMSE Iterative Compensation IBDFE
Data Estimation N log2N − 2 NIN log2N+2(NIN − 2NI −N + 1) NIN log2N −N
FF Filter Design 11N − 11 11N − 11+(9N − 4)(NI − 1) 2N + (2N + 3)(NI − 1)
FB Filter Design N/A (6N − 3)(NI − 1) (2N + 1)(NI − 1)
HD Parameter N/A 2N(NI − 1) +N 2N(NI − 1) +N
SD Parameter N/A 5
2
N(NI − 1) 52N(NI − 1)
inversion of a 2 × 2 matrix requires 6 CMUL; the multiplication of two 2 × 2 matrices
requires 8 CMUL; and the multiplication of a 2 × 2 complex matrix and a 2 × 1 complex
vector requires 4 CMUL. The data estimation in (97) requires 4(N − 1) CMUL for each
iteration, except that the first iteration requires 2(N − 1) CMUL. The feedback filter
design in (110) requires (6N-3) CMUL for each iteration. For the feedforward filter in
(112), CkCHk is calculated once at the first iteration, so its complexity is 9N − 4 CMUL
for each iteration except that the first iteration requires 11N − 11 CMUL. Finally, the
parameter estimation for HD and SD requires 2N(NI − 1) + N CMUL and 52N(NI − 1)
CMUL, respectively.
Table 1 compares the complexity of the proposed iterative compensation with the
MMSE compensation and conventional IBDFE receiver. It shows that the proposed
receiver has higher computational complexity due to its matrix form and iterative design.
D Joint IQ Imbalance and Channel Estimation
This section discusses the channel estimation of SC-FDE under IQ imbalance. The
IQ imbalance and multipath channel can be jointly estimated through training sequences.
For each channel estimation, it requires two training sequences, denoted as x1 and x2. The
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channel estimation can be conducted in either frequency domain or time domain. In both
case, the training blocks are also guarded with CP.
1 Frequency Domain Channel Estimation
LetX1(k) andX2(k) be the first and second training sequence in frequency domain.
Y1(k) and Y2(k) are the received frequency domain data during the two training blocks.
Then the channel input-output relation in frequency domain is given by
Y¯k = CkX¯k + V¯k, 1 ≤ k ≤ N
2
+ 1, (124)
where Y¯k and X¯k are constructed depending on the index k:









X1(N − k + 2)∗ X2(N − k + 2)∗
 . (126)





















The frequency domain estimator can be improved by transforming it into time domain and
removing the noise beyond the channel length. Then it is retransformed into frequency
domain for IQ imbalance compensation.
2 Time Domain Channel Estimation
For time domain channel estimation, let the first training sequence be real and the
second one be its imaginary conversion, i.e., x2 = j · x1. According to (69), the received




)⊗ x(n) + v¯1(n), (130)
y2(n) = j ·
(
ψ1(n)− ψ2(n)
)⊗ x(n) + v¯2(n). (131)
Denoteψ1,ψ2 asN×1 vectors with first L elements consisting of ψ1(l), ψ2(l) (1 ≤
l ≤ L), respectively, and the rest being zeros. Let q1 = ψ1 + ψ2 and q2 = j · (ψ1 − ψ2).
Then (130) and (131) can be rewritten in matrix form as
y1 = Xcq1 + v1, (132)
y2 = Xcq2 + v2, (133)
where Xc is a N × N circular matrix consisting of training sequence x1. The MMSE


























where IN is a N ×N identity matrix. Then the channel impulse responses ψ1 and ψ1 can
be estimated as
ψˆ1 =




qˆ1 + j · qˆ2
2
. (137)
One special case that avoids matrix inversion in (134) and (135) is to use zero auto-
correlation sequence as training sequence, such as Golay sequence. For Golay training
sequence, XcXHc = NIN . Moreover it has been proved that Golay sequence can achieve
the Cramer-Rao Lower Bound (CRLB) with Least Square estimation [55]. Hence, the
signal-to-noise ratio (SNR) terms in (134) and (135) are excluded, then the estimation of
q1, q2 are given as qˆ1 = 1NX
H




3 Impact Of IQ Imbalance On Channel Estimation
Next, the impact of IQ imbalance on channel estimation is analyzed by deriving the
MSE of the channel estimation. For the MMSE channel estimation in (55), the estimation
error of kth term is given by:
ek = Ck − Cˆk





In high SNR regime (i.e., Pv
Px
≈ 0), it becomes





























































From above equation, it can be seen that, with the same noise power, the performance of
channel estimation in (55) is mainly dependent on the training sequence and the value of
IQ imbalance is independent of the performance of channel estimation. Similar arguments
also apply to (60) and (61) for time domain channel estimation.
E Simulation
This section evaluates the performance of the proposed methods in Section III and
IV. Consider uncoded QPSK modulation for single block transmission of size N = 128.
A Rayleigh fading multipath channel with exponential delay power profile is adopted. The
maximum channel delay is 16. The channel is assumed to be time invariant during one
block transmission. The CP length is set to be the maximum channel delay (including the
delay caused by imperfect branch filters), i.e., Ncp = 20. The performance under both
perfect CSI and estimated channel is provided.
The amplitude mismatch αIt is defined in log-scale as α = 20log2A dB with A
being the amplitude of the transmitted in-phase signal. Similarly, αQt , αIr and α
Q
r are all
in log-scale. To demonstrate the robustness of the proposed receiver under different IQ
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imbalance, three different settings are adopted . Let T be the sampling period of the analog-






t = −5◦, αIt = αIr = 0.5dB, αQt = αQr = 0dB, ξIt (t) = ξIr (t) = 0.01δ(t) +
δ(t − T ) + 0.01δ(t − 2T ) and ξQt (t) = ξQr (t) = 0.01δ(t) + δ(t − T ) + 0.2δ(t − 2T )
[34]. In case 2, set θIr = θ
I
t = 10
◦, θQr = θ
Q
t = −10◦, αIt = 0.7dB, αIr = 0.6dB,
αQt = α
Q
r = 0dB, ξ
I
t (t) = ξ
I
r (t) = 0.03δ(t)+δ(t−T )+0.01δ(t−2T ) and ξQt (t) = ξQr (t) =
0.02δ(t)+δ(t−T )+0.08δ(t−2T ). Note that the aforementioned imbalance filters are the
digital form (i.e., after sampling). The image rejection ratio (IRR) [56] of case 1 and case 2
(average over 105 channel realization) is plotted in Figfure 20, which shows that case 2 has
lower IRR (i.e., stronger mismatch between the two branches). In case 3, the amplitude and
phase mismatch are randomly generated. Specifically, the amplitude mismatch is uniformly
distributed within −5dB ∼ 5dB and the phase mismatch is uniformly distributed within
−5◦ ∼ 5◦. The mismatch of two branch filters is the same with case 1.
1 Perfect Channel Knowledge
With perfect channel knowledge, Figure 21 illustrates the BER performance of the
proposed iterative IQ imbalance compensation receiver at the first four iterations under
case 1. Both the performance of hard detection (HD) and soft detection (SD) are provided
for comparison. Note that the first iteration of the proposed iterative receiver is equivalent
to the MMSE IQ imbalance compensation. As it can be seen, both HD and SD based
iterative receivers outperform the conventional MMSE IQ imbalance compensation. In
particular, in high SNR regime, the HD and SD iterative receivers at forth iteration
respectively have nearly 2dB and 4dB performance gain compared with the conventional
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Figure 20: IRR of the case 1 and case 2.
MMSE compensation.
Figure 22 compares the BER performance of the proposed receiver and the
conventional IBDFE receiver at first and forth iterations in case 1. Note that the BER
curves of conventional IBDFE under ideal RF (without IQ imbalance) are also provided as
benchmarks. It can be observed that, for both HD and SD, the conventional IBDFE
without IQ imbalance compensation suffers serious performance degradation. It is worth
noting that the proposed HD and SD based iterative IQ imbalance compensation receiver
achieve the similar performance as the conventional IBDFE receiver with ideal RF, which
means the proposed receiver can fully eliminate the effect of IQ imbalance.
Figure 23 gives the corresponding results in case 2. It shows that, without
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Figure 21: BERs of proposed receivers at the first four iterations with perfect CSI under
case 1
compensation, the conventional IBDFE has higher performance degration compared with
case 1. The BER of proposed receiver and conventional IBDFE under ideal RF also merge
together. Figure 24 gives the BER curves of proposed receiver and the conventional
IBDFE under random generated IQ imbalance. It shows that the proposed receiver largely
outperforms the conventional IBDFE and the BER performance is close to that of ideal
case without IQ imbalance.
Form these results, it is verified that the proposed receiver outperforms the
conventional MMSE IQ imbalance compensation. With different values of IQ imbalance,
the BERs after compensation are close to that under ideal RF. In other words, the effect of
IQ imbalance can be almost fully mitigated regardless the value of IQ imbalance. Also, it
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Figure 22: BER comparison of proposed receivers with conventional IBDFE receiver under
case 1
is worth noting that, as show in Table 1, the complexity of proposed method is only
dependent on the FFT length with given iteration times.
2 Channel Estimation
In the simulation of channel estimation, case 3 with randomly generated IQ
imbalance parameter are adopted. For time domain channel estimation (TDCE), Golay
sequence [55] of length 128 is adopted, which satisfies the training sequence to be real.
For frequency domain channel estimation (FDCE), the training sequence is preferred to be
flat in frequency domain, so Chu sequence [57] of length 127 is adopted. Similar with
TDCE, the second training sequence in each frequency domain channel estimation is also
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Figure 23: BER comparison of proposed receivers with conventional IBDFE receiver under
case 2
set as x2 = j · x1 to guaranty the full rank of Ck (1 ≤ k ≤ N2 + 1). In order to evaluate the
performance of channel estimators, the normalized mean square error (MSE) of the











Figure 25 gives the normalized MSE of TDCE and FDCE under three IQ imbalance
settings. Note that the MSE of FDCE with Golay sequence is also provided for comparison
with TDCE with Golay sequence. The observations can be summarized as follows: (1) with
given channel estimation method and training sequence, the MMSEs are nearly the same
under different IQ imbalance settings, which means the impact of IQ imbalance value on
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Figure 24: BER comparison of proposed receivers with conventional IBDFE receiver under
case 3
the performance of channel estimation is quite limited. (2) TDCE with Golay sequence
has nearly 1dB performance gain compared with FDCE with Chu sequence. (3) TDCE
has higher computational complexity than FDCE. However, TDCE involves two matrix
multiplications with size of N × N , while FDCE requires N + 2 matrix multiplications
with size of 2 × 2. The complexity difference between TDCE and FDCE increases with
pilot length N increasing. (4) FDCE Golay sequence performs worse than TDCE with
Golay sequence and FDCE with Chu sequence. The reason is that the Golay sequence has
strong fluctuation in frequency domain, which causes noise amplification during the matrix
inversion.
Figure 26 illustrates the BER curves of the proposed iterative receivers using
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Figure 25: MSEs of frequency domain and time domain channel estimation
estimated CSI. The BER curves with perfect CSI (PSCI) are also provided as benchmark.
It can be observed that, with imperfect CSI, the performance of the proposed iterative
receivers significantly outperform the conventional MMSE compensation. The BER
performance gap between FDCE and PSCI is about 1dB. As expected, the performance of
TDCE is slightly better than that of FDCE. Finally, it is worth noting that the SD based
receiver under imperfect CSI outperforms the HD based receiver with perfect CSI.
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Figure 26: BERs of proposed IQ imbalance compensation receivers with estimated CSI
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CHAPTER IV
ENERGY EFFICIENT TRANSMISSION STRATEGY FOR MIMO
COGNITIVE RADIO
In this chapter, the energy efficiency of multiple-input-multiple-output (MIMO)
cognitive radio (CR) is investigated. It considers the CR network under overlay mode,
where multiple secondary users (SUs) equipped with multiple antennas coexist with one
primary user (PU). The energy efficiency optimization problems under such network
model are formulated and corresponding solutions are proposed to solve those problems.
Specifically, in order to maximize the energy efficiency (EE) of the CR network under
SUs’ transmitting power and interference constraints, multiple CR nodes control their
antenna radiation patterns and allocate power among different data streams by
appropriately adjusting their beamforming matrices. Three joint power allocation and
transmit beamforming algorithms are introduced: network EE optimization, sum of EE
optimization and distributed EE optimization. Since all the three problems belong to
non-convex optimization, the convex relaxation is used to transform them into parametric
problems for tractability. Simulation results show that the proposed algorithms
significantly increase the EE compared with existing solutions.
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A Background and Motivation
CR is a promising approach to enhance the spectrum utilization efficiency, in
which SUs are allowed to opportunistically access the licensed spectrum [58, 59]
conditioning on the interference from SUs to the PU is under certain level. Meanwhile,
with the multiple antenna technology, spectrum sharing becomes more efficient as
beamforming has shown its potential in interference suppression [60]. In particular, CR
nodes equipped with multiple antennas can adjust its radiation pattern to manage the
network interference in a multi-user setting [61]. This type of CR system is usually
modeled as the MIMO-CR interference channels, which is the major concern of this paper.
On the other hand, increasing energy demand and soaring energy related costs call
for new designs of energy efficient communication networks. Particularly, with the
popularity of mobile devices (i.e., smart phones and tablets), battery life has become a
bottleneck for power hungry multimedia applications. With the explosive growth of
wireless data traffic and the corresponding energy consumption, EE has become
increasingly important in future communication systems. The EE of a communication
network can be measured in terms of bit-per-joule capacity, which is the amount of
information that can be delivered by unit energy consumed by the communication
network [12]. However, for MIMO-CR interference channels, most existing studies focus
on spectrum efficiency optimization [62–68], while few works can be found on EE
optimization. In the literature, [69] studied the EE of MIMO-CR network under broadcast
channel, which is significantly different from the MIMO-CR interference channel. In [61],
the MIMO-CR interference channel was considered but the objective is to minimize the
network power consumption under transmission rate constraint. Furthermore, Zhong et al.
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studied the EE optimization for the MIMO-CR interference channels using Game Theory
[70]. Unfortunately, the solution provided is to simply search the best selection from a
given set of transmission strategies (i.e., a codebook of precoding matrices), which does
not solve the optimization problem at all. Additionally, [71] provides iterative algorithm
to maximize the system EE under MIMO interference channel. However, it does not
consider the CR network so that the proposed algorithm cannot protect PU’s transmission.
Moreover, the proposed solution is only to find a local optimum of the non-convex
optimization problem (by simply letting the gradient of the objective function be zero) and
does not guarantee the global optimum. Some other related studies can be found in
[72, 73].
In this chapter, the energy-efficiency optimization of MIMO-CR network under
interference channels is investigated. Joint power allocation and transmit beamforming
strategies are proposed to maximize the energy efficiency of the CR network, where the
transmission of PU is protected by the introduced interference constraint. The
contributions of this chapter are given as follows:
1. It proposes a new centralized algorithm to maximize the network EE, which is
defined as the ratio of the CR network’s overall transmission rate to its total power
consumption. In particular, the network EE optimization problem is transformed
into a relaxed form by fractional programming method.
2. It proposes a new centralized algorithm to maximize the sum of all CR nodes’
individual EE, which provides an unified way to measure the EE of the CR network.
It is well known that sum-of-ratio optimization is challenging [74][75]. By
introducing some auxiliary variables, the sum of EE optimization problem is
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transformed into a polynomial optimization problem with better properties, and
further reveal their equivalence in finding the optimal solution.
3. It propose a new distributed algorithm to maximize the individual EE, where each CR
node iteratively finds its best transmission strategy to maximize its own EE based on
local channel state information (CSI).
The rest of this chapter is organized as follows. Section II describes the network
model and formulates the EE optimization problems. Section III briefly analyzes the
relationship between the EE and the transmission power for a single communication link.
Section IV discusses the network EE optimization, followed by the sum of EE
optimization and distributed EE optimization in Section V and Section VI, respectively.







Figure 27: Network Model.
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1 Network Description
Consider a CR network shown in Figure 27, which consists of I pairs of transmitters
and receivers (i.e., I CR links) sharing the same frequency channel with the PU. Assume
each CR node is equipped withM antennas so that the transmitter of each CR link can send
up to M independent data streams. On the ith CR link (i ∈ ΦI = {1, 2, · · · , I}), the source
information is denoted as an M × 1 vector xi with E(xixHi ) = I, which is multiplied by an
M ×M precoding matrix Ti before sending out to its desired receiver d(i). The received
complex baseband-equivalent signal vector yi at the ith receiver can be expressed as:
yi = Hd(i),iTixi +
∑
j∈{ΦI\i}
Hd(i),jTjxj + N, (142)
where the first term in the right side of (142) is the desired signal component with Hd(i),i
being the M × M channel gain matrix of the ith link; the second term represents the
interference from other CR transmissions with Hd(i),j being the channel gain matrix of the
interference channel from CR node j to d(i); N is anM×1 complex Gaussian noise vector
with covariance matrix σ2NI, representing the floor noise plus other interference (e.g., PU
transmission on the same channel). For the centralized algorithms in Section IV and V,
assume that there is a central controller (i.e. fusion center) having full CSI of the CR
network.
The transmission rate (normalized by bandwidth) in bit/sec/Hz of the ith CR link is
given as:

















For the ith CR link, the total power consumption Pi includes the transmission power and
the circuit power Pc (at both the transmitter and receiver). Apparently, Pi should not exceed
the maximum power budget Pmax, so it has:
Pi = Pc + ρ · tr(TiTHi ) ≤ Pmax, (145)
where 1
ρ
≤ 1 representing the power amplifier efficiency.
In order to restrict the interference to the PU, SUs must be capable of preserving
the performance of incumbent PU by dynamically adapting their transmission parameters





i ) ≤ Pmask, (146)
where Gi is the channel gain matrix between the ith SU and the primary receiver (see
Figure 27).
2 Energy Efficiency Analysis
To get some insight, the effect of transmission power on EE is analyzed under the
MIMO-CR interference channels. To facilitate the discussion, denote Ti =
√
p0ηiT˜i,∀i ∈
ΦI , where T˜i is the normalized beamforming matrix (i.e., tr(T˜iT˜Hi ) = 1) determining the
angular direction of the transmitting antennas; p0 is the total transmission power consumed




η2, . . . ,
√
ηI ] represents the
relative transmission power levels (normalized by p0) among I users and it satisfies ηηH=1.
Accordingly, equation (143) can be rewritten as












































Figure 28: (a)Throughput of one link versus network total transmitting power. (b) EE of
one link versus network total transmitting power.
Given precoding matrix T˜i and power ratio vector η, Figure 28 plots the throughput
vs. EE of one CR link under different Pc values with p0σ2N varying from −80dB to 80dB. It
shows that, while the throughput stays at its maximum in high power region, the EE reaches
its peak value at a relatively low power region depending on Pc. This observation can be
explained as follows. In high power region (p0  σ2N ), it has:
Ri ≈ log det(I + QHi D−1i Qi). (150)
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Since both Qi and Di are normalized matrices and determined by the precoding matrix
T˜i and power allocation vector η, the transmission rate of each user is independent of p0.
As p0 increases, the transmission rate stays the same, causing decreased EE. On the other
hand, when p0/σ2N is small enough, the transmission rate approaches zero. Consequently,
the EE of each user becomes zero due to the existence of circuit power Pc. This analysis
clearly shows that, in the MIMO-CR network under interference channel, the conventional
spectrum efficiency optimization may result in poor energy efficiency. Therefore, energy
efficient transmission strategies are required to assure lower power consumption.
C Network Energy Efficiency Optimization
This section considers the entire CR network as one entity and defines the






which is the ratio of the network’s overall throughput to its total power consumption. The
objective is to maximize the network EE subject to the total power constraint (4) and












i ) ≤ Pmask
(152)
The optimization problem defined in (152) is a non-convex fractional programming
problem, so finding its optimal solution can be quite challenging. Instead of solving it
directly, it can be firstly transformed (152) into a relaxed form by using fractional
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programming [72, 73]. Let T = [T1, · · · ,TI ] be the beamforming matrix of all CR links,
the following theorem is given:
Theorem 1. Given Ri > 0 and Pi > 0, the transmission strategy T∗ for the CR network






∗)− ε∗∑ki=1 Pi(T∗) = 0.
The detailed proof of Theorem 1 is given as follows. Let T∗ be the solution of
























∗) = 0 (154)







Pi(T) = 0. From (154), it can be seen
that the maximum is taken on T∗. Thus the first part of Theorem 1 is proved.




















∗) = 0,∀T ∈ S
(155)




for all T ∈ S. That is, ε∗ is the maximum of problem
(152) and T∗i is the solution of problem (152).
Theorem 1 provides a necessary and sufficient condition for the optimal solution to

















i )− Pmask ≤ 0
(156)
where ε is the introduced positive parameter. To solve problem (152), an iterative algorithm
is proposed using the Dinkelbach method [77].
Algorithm 1 Network energy efficiency optimization
1: Initialize the beamforming matrix of all links with any feasible T




3: Solve the subproblem defined in (156) with given parameter εk by using the
Augmented Lagrangian method. Denote the solution by T′, the corresponding









′) = 0, stop and T′ is the optimal solution for






5: Let k = k + 1 and repeat step 3.
Remark 1: The convergence of the Dinkelbach method has been proved in [77].
From Algorithm 1, it can be seen that the solution to (152) can be iteratively obtained in
two steps: (i) finding the solution to (156) with given ε; (ii) updating ε until the condition
in Theorem 1 is met.
Remark 2: For MIMO-CR interference channel, the transmission rate Ri is not a
convex function of T. Therefore, subproblem (156) is still non-convex due to the sum-
rate term in the objective function. However, the gradient method can be used to find
a local optimum. Specifically, the augmented Lagrangian function for (156) is given in
(157), where γi(∀i ∈ ΦI) and χ are Lagrangian multipliers associated with the total power
constraint and interference constraint, and p is a positive penalty parameter for violating
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the constraints. The derivative of (157) is given in (158), in which the second term can be
obtained from (159); the first, third, forth and fifth term can be derived by (160), (161),
(162), (163), respectively. The gradient search algorithm with Armijo step size is used to
find T such that (158) holds for all users. The details are summarized in Algorithm 2.
Algorithm 2 Solving subproblem (156) with augmented Lagrangian multiplier method
1: Input T.
2: Let γi ← 0,∀i ∈ ΦI , χ← 0, p← 1
3: while true do
4: β ← 0.7, σ ← 0.1 (%used in Armijo search)
5: while ∂L(T, αi, γi, χ, p) 6= 0 do
6: step← 0.1
7: D ← ∂L(T, αi, γi, χi, p)
8: d← step×D
9: while L(T + d, αi, γi, χi, p)− L(T, αi, γi, χi, p) ≤ σ × step× tr(DHD) do
10: step← setp× β
11: d← step×D
12: end while
13: T← T + d
14: end while
15: if max(ci,1, c2) ≤ 0, break
16: if γi + pci,1 ≥ 0, γi ← γi + pci,1, else γi ← 0
17: if χi + pc2 ≥ 0, χi ← χi + pc2, else χi ← 0
18: p← p× µ (%µ ≥ 1, increase cost of vialation)
19: end while
20: return T
To implement Algorithm 2, it uses the following isomorphism mapping [62] from
a complex matrix to a vector of real variables. The vector of variables x is given in (164)
and the corresponding Lagrangian gradient is given in (165).










{(max{0, γi + pci,1})2 − γ2i }
− p
2
{(max{0, χ+ pc2})2 − χ2}
(157)
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0, if γi + pci,1 ≤ 0


























D Sum of Energy Efficiency Optimization
The network EE characterizes the tradeoff between CR network’s total income
(transmission rate) and total cost (power consumption). However, it completely ignores
each CR link’s individual EE. In this section, it measures each CR link’s individual EE
and the objective is to maximize the sum of EE of all CR links under the total power and
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i ) ≤ Pmask
(166)
1 Problem Transformation
The objective function in (166) has a sum-of-ratio form and directly finding the
optimal solution is NP-complete [78]. However, motivated by [79], it can be transformed









≥ εi,∀i ∈ ΦI




i ) ≤ Pmask
(167)
with auxiliary variables εi, ∀i ∈ ΦI .
In order to solve (167), construct the Lagrange function in (168), where η, µi, and
νi,∀i ∈ ΦI are nonnegative Lagrange multipliers. Applying the Karush-Kuhn-Tucker
(KKT) condition, it obtains equation (169)-(175) given as follows.































































i ))− Pmask) = 0 (173)




i ))− Pmask ≤ 0,∀i ∈ ΦI (175)
Since µi > 0(∀i ∈ ΦI), (171) can be rewritten as
Ri − εiPi = 0,∀i ∈ ΦI (176)
Theorem 2. T ∈ CM×MI is an optimal solution to (167), if and only if T is an optimal















and µi = 1Pi(T) .
The proof of the sufficient condition in Theorem 2 is given as follows. For fixed
εi (µi, i = 1, · · · , I), it can be seen that (169), (172), (173), (174), and (175) are exactly
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and µi = 1Pi(T) , Equations (169), (172), (173), (174) and (175) must
hold. Since µi = 1Pi(T) and εi =
Ri(T)
Pi(T)
, Equation (170) and (171) also hold. Therefor, the
KKT condition for problem (167) holds so that T is also an optimal solution to problem
(167). Similarly, the necessary condition of Theorem 2 can also be proved.
From Theorem 2, it can be concluded that the optimal solution to (167) can be
obtained in two steps: (1) find the optimal solution to (177) under given µi and εi; (2)
iteratively find the optimal µi and εi that satisfy the conditions defined by Equation (170)
and (171).
2 Outer Loop Iteration
The outer loop is to iteratively find the optimal µi and εi (∀i ∈ ΦI), under which the
solution to problem (177) also satisfies the conditions defined by (170) and (171).
Let τ = [ε1, · · · , εI , µ1, · · · , µI ] be the parameter vector and T(τ ) be the solution
to (177), Define the parameter vector φ(τ ) as
φ(τ ) = [φ11(τ ), · · · , φ1I(τ ), φ21(τ ), · · · , φ2I(τ )], (178)
in which
φ1i (τ ) = Ri(T(τ ))− εiPi(T(τ )), ∀i ∈ ΦI (179)
φ2i (τ ) = 1− µiPi(T(τ )), ∀i ∈ ΦI (180)
Accordingly, problem (166) is equivalent to find the optimal solution to problem (177) with
parameter τ , which is also the solution of the following equations:
φ(τ ) = 0 (181)
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where 0 is a 2N × 1 vector with all element being zero.
During the kth iteration, the Jacobian matrix of φ(τ ) is Ak = −[φ′(τ k)]−1φ(τ k),
where φ′(τ ) is given by (182):
φ′(τ ) =

P1(T(τ )) 0 · · · 0 0 · · · 0
0 P2(T(τ )) · · · 0 0 · · · 0
...
... . . .
...
... · · · ...
0 0 · · · PI(T(τ )) 0 · · · 0
0 0 · · · 0 P1(T(τ )) · · · 0
...
... · · · ... ... . . . ...
0 0 0 0 0 · · · PI(T(τ ))

(182)
During each iteration, vector τ is updated as follows:
τ k+1 = τ k + λkAk,Ak = −[φ′(τ k)]−1φ(τ k) (183)
where λk is the greatest ξn satisfying
‖φ(τ k + ξnAk)‖ ≤ (1− σξn)‖φ(τ k)‖ (184)
and n ∈ {0, 1, 2, · · · }, ξ ∈ (0, 1), σ ∈ (0, 1).
Theorem 3. The modified Newton method defined by (183) and (184) converges to the
solution of φ(τ ) = 0 for any starting point τ 0.
A similar proof of Theorem 3 can be found in [79]. Based on (183), the modified
component-wise Newton method can be rewritten as:
εi,k+1 = εi,k − λk
Pi(T(τ k))
[εi,kPi(T(τ k))−Ri(T(τ k))]




µi,k+1 = µi,k − λk
Pi(T(τ k))
[µi,kPi(T(τ k))− 1]
= (1− λk)µi,k + λk 1
Pi(T(τ k))
(186)
The above process that solves problem (166) can be summarized in Algorithm 3.
Algorithm 3 Sum of EE Optimization
1: Initialize the beamforming matrix of all links T with any feasible solution. Choose
ξ ∈ (0, 1), σ ∈ (0, 1).






, i = 1, 2, · · · , I . Then obtain the parameter
vector τ 0
3: Solve the subproblem defined in (177) for given parameter vector τ k. Denote the
solution by T(τ k)
4: Compute φ(τ k) with given beamforming matrix T(τ k) based on (178). If φ(τ k) = 0,
stop and T(τ k) is the optimal solution for problem (166). Otherwise, let n denote
the smallest integer satisfying ‖φ(τ k + ξnAk)‖ ≤ (1 − σξn)‖φ(τ k)‖ and λk = ξn,
τ k+1 = τ k + λkAk.
5: Let k = k + 1 and repeat step 3.
3 Solving the Subproblem
In Algorithm 3, subproblem (177) is still non-convex due to the sum of rate term
in the objective function. The same step in Algorithm 2 and isomorphism mapping can be
used to find a local optimum. The augmented Lagrangian function for problem (177) is
given in (187), where γi and χ are Lagrangian multipliers associated with the total power
constraint and interference constraint, and p is a positive penalty parameter for violating
the constraints. The derivative of (187) is given in (188), in which the second term can be
obtained from (159), the first, third, forth and fifth term can be derived by (160), (161),
(162), (163), respectively.
L(T, τ, γi, χ, p) =
∑
i∈ΦI








{(max{0, χ+ pc2})2 − χ2}
(187)
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E Distributed Energy Efficiency Optimization
Both the centralized optimization algorithms in Section C and D require a fusion
center with full knowledge of CSI and power allocation of all CR links, which causes
significant information exchange overhead. On the other hand, in some practical CR
networks, each node may only care its own EE. In this section, it considers a distributed
EE optimization problem, where each CR link optimizes its beamforming matrix to












i ) ≤ Pmask.
(189)
Assumed that Gi and {Hd(i),jTj}(∀j ∈ ΦI) can be obtained at the ith receiver.
Note that the optimization is performed at the receiver side and the transmitter i obtains
the optimized Ti through a feedback channel. Similar to the network EE optimization
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i )− Pmask ≤ 0
(190)
where αi is the positive parameter for the ith link. Note that problem (190) is convex w.r.t.
Ti and can be solved by standard convex optimization method. In particular, the augmented
Lagrangian function is constructed in (191), where p is a positive penalty parameter (for
violating the constraints), and γi and λi are nonnegative Lagrangian multipliers of ith link.
The derivative of (191) is given in (192). The distributed EE optimization is summarized
in Algorithm 4.


























Algorithm 4 Distributed energy efficiency optimization
1: For the ith link, input Tj,∀j ∈ {ΦI\i}.
2: Choose any feasible precoding matrix Ti and calculate Ri and Pi, then set αi = PiRi .
3: For a given αi, solve the subproblem in (190). Denote the solution as T′i, the
corresponding transmission rate and total power as R′i and P
′
i , respectively.
4: If P ′i − αiR′i = 0, stop and return T′i as the optimal precoding matrix for the ith link.
Otherwise, update αi =
P ′i
R′i
and go to step 3.
5: Repeat step 1-4 among all links, i.e., i = 1, 2, · · · , I , until convergence.
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F Simulation Results
In this section, numerical results are given to evaluate the convergence and
effectiveness of the proposed EE optimization algorithms. The proposed algorithms are
compared with existing centralized energy efficient algorithms, which are denoted as
CEE1 [80] and CEE2 [71]. Note that CEE2 is designed for MIMO interference channels
without power and interference constraints, so its solution may violate these constraints in
the CR network. Meanwhile, to show the trade off between spectrum efficiency and
energy efficiency, the two transmission strategies in [81] that maximizes the spectrum
efficiency of MIMO-CR network are also given for comparison. One is known as Greedy
Algorithm, where each SU acts selfishly to maximize its own transmission rate using only
local CSI (the same assumption with the proposed distributed EE algorithm (DEE)); the
other is the centralized sum of rate algorithm (SUMR) that maximizes the CR network’s





is adopted as the
performance metric to compare the performance of different algorithms.
For the setup, consider 4 SUs in the CR network sharing the licensed spectrum with
one PU. Each CR node is equipped with two antennas. The large scale fading is determined
by d−a, where d is the distance between the transmitter and receiver, and a=3.5 is the free-
space attenuation factor. The small scale fading is Rayleigh distributed. The maximum
transmission power Pmax is set to be 3W and the interference constraint Pmask = 1W.
The interference from SUs to PU is normalized by the path loss. The efficiency of power
amplifier is 0.38. Note that the sum of EE (SEE) and network EE (NEE) algorithms are
not guaranteed to find the global optimum, since they only find a local optimum in solving
the non-convex subproblems. However, analytical results in Section B.2 can be used the
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Figure 29: Convergence of the proposed Algorithms
to choose the starting point for SEE and NEE to assure a higher chance of finding the
global optimum. As shown in Figure 28, power level p0 has significant impact on the EE.
Given arbitrary normalized beamforming matrix T˜0i (∀i ∈ ΦI) and power ratio vector η0,
the optimal p∗0 can be found by linear search. Then the starting point for NEE and SEE is






i ,∀i ∈ ΦI , where η0 is a uniform allocation vector and T˜0i = 1√2I.
Firstly, consider an ideal case where the path loss of the serving/interference
channels are identical (Scenario 1). In this case, it can easily quantify the interference
level of the CR network. Let A = d1/d2 be the relative distance between different links,
where d1 is the distance between a transmitter and its unintended receivers (including PU),
d2 is the distance from a transmitter to its desired receiver. Obviously, A naturally
characterizes the interference level of the CR network (i.e., the interference level increases
with A). Figure 29 shows the sum of EE versus the number of iterations for the three
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Figure 30: Sum of EE versus relative distance A.
proposed algorithms with circuit power Pc = 1W, σ2N = 1mW and A = 3. The average is
taken over the channel gain matrix, whose elements are randomly generated according to
i.i.d. complex Gaussian distribution with zero-mean and unit-variance. It can be observed
from Figure 29 that: (1) SEE and NEE have similar performance and they converge after
10 iterations; (2) DEE converges must faster (in two iterations) but the performance gap to
the centralize algorithms is huge.
In order to compare the energy and spectrum efficiencies of the proposed
algorithms under different interference levels, the simulation results with relative distance
A changing from 0.5 to 15.5 is given. For comparison of the energy efficiency of different
algorithms, Figure 30 shows the sum of EE versus the relative distance. It can be observed
that: (1) the proposed NEE and SEE algorithms have similar performance and achieve the
highest energy-efficiency. (2) the proposed DEE algorithm outperforms the greedy
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Figure 31: Network throughput versus relative distance.
algorithm and CEE2 (when A > 10) and the performance gaps increase with the relative
distance; (3) At high interference level, SUMR outperforms DEE, since SUMR has global
CSI and can intentionally lower the transmission power to get higher EE. However, when
the interference level is low, the proposed DEE achieves higher EE than SUMR. (4) At
some interference levels, CEE2 may deviate from the optimum during the iteration
process. Therefore, both its maximum EE during 40 iterations (CEE-Max) and its EE at
the 40th iteration (CEE2-40) are given.
For spectrum efficiency comparison, Figure 31 shows the total network throughput
(sum-rate) as a function of A. As expected, SUMR has the highest sum rate when A > 1.5.
The network throughput gap between the spectrum efficient algorithms (Greedy, SUMR)
and energy efficient algorithms (SEE, NEE, DEE) increases with A. At low interference
level (large A), SEE and NEE have the lowest transmission rate. When the interference is
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Figure 32: Sum of EE in Scenario 2.
extremely high (0.5 ≥ A < 1.5), CEE2 offers the best performance in terms of both EE
and spectrum efficiency.
Next, a more practical scenario (Scenario 2) is considered , where the distances
between two CR nodes are random generated. Specifically, d2 is uniformly distributed
over 1 − 50m, while d1 is uniformly distributed over 1 − 100m. The background noise
σ2N (including floor noise and interference from PU) is 30dBm. Figure 32 shows the sum
of EE versus circuit power for different algorithms. It shows that: (1) the proposed SEE
achieves the best performance, while NEE and CEE2-Max have similar performance; (2)
the performance of SEE, NEE, CEE2-Max, and DEE decrease with the circuit power, while
the performance of CEE1 and greedy algorithms barely change.
Figure 33 shows the network throughput versus the circuit power. It shows that the
network throughput of the proposed algorithms and CEE2-Max increases with the circuit
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Figure 33: Network throughput in Scenario 2.
power, while the throughput of CEE1 and Greedy almost stays the same. As expected,
SUMR has the highest spectrum efficiency. To compare fairness among different links,
Figure 34 shows the worst EE among all CR links under different algorithms. It clearly
shows that SEE, CEE2-Max and DEE provide better worst-link performance.
Then let both d1 and d2 be uniformly distributed over 1− 50m (Scenario 3), which
represents a higher interference level than Scenario 2. Figure 35 illustrates the sum of
EE of different algorithms. It shows that SEE and CEE2-Max have similar sum of EE
performance and outperform the other algorithms, while NEE still achieves higher EE than
DEE. Finally, let d2 to be uniformly distributed over 1 − 50m, while d1 to be uniformly
distributed over the interval 50 − 100m (Scenario 4). It represents a lower interference
level than Scenario 2. The sum of EE of different algorithms is given in Figure 36. It is
worth noting that SEE achieves the highest sum of EE among all algorithms. DEE Using
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Figure 34: Worst EE under different algorithms in Scenario 2.
only local CSI even outperforms NEE and CEE2-Max, which both require full CSI.
Numerical results show that the proposed algorithms can significantly boost the EE
compared to the conventional spectrum efficient transmission strategies. Furthermore, the
proposed algorithms also outperform existing energy efficient solutions. Particularly, the
sum of EE optimization can achieves equivalent/higher performance in high/low
interference channels. The distributed EE algorithm outperforms the existing centralized
algorithm under low interference channel. Furthermore, the solution found by proposed
algorithms satisfies the maximum power constraint and interference temperature
constraint. It means the proposed algorithms are suitable for CR network, in which it
demands strict power control to protect the PU’s transmission. Meanwhile, the maximum
power constraint introduced can assure the resulting transmission strategy within the CR
users’ power budget.
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NFigure 35: Sum of EE under different algorithms in Scenario 3.
































Figure 36: Sum of EE under different algorithms in Scenario 4.
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CHAPTER V
CONCLUSION AND FUTURE WORK
In this work, several approaches have been proposed to address the existing
challenges for current wireless communication systems. For SC-FDE system, it has
introduced frequency domain oversampling into SC-FDE in order to improve the
equalization performance of conventional linear receivers under deep fading channel.
Also, an iterative IQ imbalance compensation receiver has been designed to combat the IQ
imbalance caused by non-ideal transceiver in SC-FDE. For MIMO cognitive radio, energy
efficient transmission strategies have been derived to reduce the power consumption of
secondary user under interference channels. The conclusion and future works of the
corresponding topics are summarized in the Section A and B.
A Single Carrier Frequency Domain Equalization
For multicarrier system, FDO has been proved as an effective technique to improve
the channel equalization performance. However, for single carrier transmission, the
impact of FDO was not well studied. In this work, it firstly derives the signal model of
SC-FDE system with FDO. It shows that, with proper transceiver design, the effect of
frequency selective channel can still be eliminated by an frequency domain one-tap filter,
even when the frequency domain signal is oversampled. Two types of FSFD receiver
95
based on FDO through LS and MMSE criterion have been proposed. Theoretical and
simulation results show that FDO can further extract the frequency diversity and improve
the robustness of SC-FDE against deep fading. The BER performance of LS and MMSE
based FSFD receivers outperforms the conventional SC-FDE receiver under static
channel, Rayleigh fading channel, double-selective channel and imperfect channel
knowledge. Furthermore, the performance of frequency domain channel estimation in
SC-FDE can also be largely improved by FDO when the pilot sequence is not optimal.
Due to the unideal RF front-end in practice, SC-FDE also suffers from the mirror
interference caused by IQ imbalance. Most exiting works on SC-FDE leverages
conventional linear receivers to compensate the IQ imbalance. The linear receivers benefit
from their low complexity, but their performance is far from optimum. In order to improve
the performance of SC-FDE system with IQ imbalance, an iterative decision feedback
receiver for SC-FDE has been proposed to compensate the IQ imbalance caused by
unideal RF front-end. Both hard detection and soft detection based feedback schemes are
considered in the feedforward and feedback filters design. Simulation results have shown
that, compared with the conventional MMSE IQ imbalance compensation, significant
performance gain can be achieved by introducing decision feedback in the frequency
domain for IQ imbalance compensation. The results also have shown that the proposed
iterative receiver can achieve similar BER performance with the conventional IBDFE
receiver under ideal RF frot-end. Two channel estimation methods have also been derived
to validate the effectiveness of the proposed receiver with imperfect channel state
information.
The future work of frequency domain oversampling in SC-FDE will be:
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• FSFD receiver under channel impairments: In practice, the communication systems
have different impairments that degrade the performance of wireless transmissions.
Common channel impairments include frequency/time offset, insufficient guard
interval, channel estimation error and IQ imbalance. So it is necessary to investigate
the performance of proposed FSFD receiver under different channel impairments.
By introducing redundancy in the frequency domain, SC-FDE with FDO may have
stronger robustness against the channel impairments than the conventional SC-FDE
system.
• Iterative FSFD receiver: In the current work, FSFD receivers are designed
according to conventional linear methods (MMSE or LS). Although nonlinear
receivers, such as IBDFE, have shown significant advances compared with their
linear counterparts, their BER performance still can not meet the optimal match
filter bound. From this perspective, the concept of FDO may also be applied to
nonlinear receivers for performance improvement. As one of the most promising
nonlinear receivers, IBDFE is a good choice to test and verify the effect FDO on
nonlinear receivers.
• Iterative IQ imbalance compensation for LTE uplink: The iterative IQ compensation
for single carrier transmission can be extended to LTE uplink, which adopts Single
Carrier Frequency-Division Multiple Access (SC-FDMA) as a physical layer
technique. SC-FDMA can be interpreted as a linearly precoded Orthogonal
Frequency-Division Multiple Access (OFDMA) scheme, in the sense that it has an
additional DFT processing step preceding the conventional OFDMA processing. It
is different with SC-FDE, SC-FDMA deals with the assignment of multiple users to
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a shared communication resource. In addition, the receiver side of SC-FDMA has a
DFT and an IDFT with different lengths. Therefore, the iterative IQ compensation
receiver design for SC-FDMA should consider above factors.
B Energy Efficient Transmission Strategy For MIMO Cognitive Radio
For MIMO cognitive radio network over interference channels, the energy
efficiency optimization problems were formulated based on different optimization
objectives, which include distributed energy efficiency, network efficiency and sum of
individual energy efficiency. Because of the fractional form of the objective functions,
these problems are non-convex optimization problems. In order to solve them, they are
transformed into relaxed parametric programming problems that are more traceable.
Accordingly, three energy-efficient joint power allocation and transmission beamforming
algorithms have been developed. The distributed energy efficiency optimization algorithm
only needs local CSI while the network energy efficiency and sum of energy efficiency
optimization algorithms requires the CR network’s full CSI. Numerical results show that
the proposed energy-efficient joint power allocation and transmission beamforming
strategies can significantly boost the energy efficiency compared to the conventional
spectral-efficient transmission strategy. Also, the proposed algorithms can outperform the
existing energy efficient solutions. Particularly, the sum of energy efficiency optimization
can achieves equivalent/higher performance in high/low interference channels. The
distributed energy efficiency algorithm, which only needs local CSI, can outperform the
existing centralized algorithm under low interference channels. The performance gap
between distributed algorithms and the centralized algorithms for energy efficiency
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optimization decreases as the interference level goes down. In addition, the solutions
found by proposed algorithms satisfy the maximum power constraint and interference
temperature constraint, consequently, can protect the PU’s transmission.
The future work of energy efficiency optimization will be:
• Energy efficiency optimization with limited CSI feedback: The current work on the
energy efficiency optimization requires the full CSI knowledge at transmitters.
Since channel estimation is usually performed at the receiver side, the full CSI
knowledge requirement at the transmitter side will cause significant CSI feedback
overhead in practice. To address this issue, energy efficiency optimization with
limited CSI feedback should be considered in the future work.
• Sum of energy efficiency optimization in multiuser OFDMA network: The
parametric method for solving the sum of energy efficiency optimization problem
can be extended to other network models, such as multiuser OFDMA network.
OFDMA is a multiple-access technique capable of allowing multiple users to
simultaneously transmit on different subcarriers. Therefore, the energy efficiency
optimization of multiuser OFDMA can also be formulated as a sum of ratio form.
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