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Abstract
In [H. Attouch, M.-O. Czarnecki, Asymptotic control and stabilization of non-linear oscillators
with non isolated equilibria, J. Differential Equations, 179 (2002) 278–310], we exhibited a
sharp condition ensuring the efﬁciency of the Tikhonov-like control term in the (HBFC) system.
Precisely, let  : H → R be a C1 function on a real Hilbert space H, let > 0 be a positive
(damping) parameter and let ε : R+ → R+ be a control function which decreases to zero as
t → +∞. In order to select particular equilibria in the important case where  has non isolated
equilibria, we introduced in [H. Attouch, M.-O. Czarnecki, J. Differential Equations, 179 (2002)
278–310] the following damped nonlinear oscillator and studied its asymptotic behavior
(HBFC) x¨(t)+ x˙(t)+ ∇(x(t))+ ε(t)x(t)= 0.
We established that, when  is convex and S= argmin  
= ∅, under the key assumption that ε
is a “slow” control, i.e.,
∫+∞
0 ε(t) dt=+∞, then each trajectory of the (HBFC) system strongly
converges, when t → +∞, to the element of minimal norm of the closed convex set S. The
condition on the control term ε is sharp, indeed, when
∫+∞
0 ε(t) dt <+∞, the trajectory weakly
converges but it may not strongly converge and we have no information a priori on the weak
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limit. In this note, we give an answer to the following question: “When does an L1 control
term ε becomes (or behave) non L1?
”Precisely, take a control term ε /∈L1, let x be the solution of the corresponding (HBFC)
system, take εn to be a non increasing truncation of ε (εn(t)= ε(t) for t ∈ [0, n]), let x be the
solution of the corresponding (HBFC) system. We show that
lim
n→+∞‖xn − x‖∞ = 0.
In particular, the weak limits of the trajectories xn strongly converge, when n → +∞, to the
(strong) limit of the trajectory x. In other words, there is no loss of the information gained by
the “slow behavior” for tn.
© 2005 Elsevier Inc. All rights reserved.
In the following, we will assume the following standard set of hypotheses:
Hypothesis 1. Let H be a real Hilbert space. Let us consider a map  :H → R which
satisﬁes the following conditions:
(H)


(i) the map  is of class C1on H ;
(ii) the map ∇ is Lipschitzian on the bounded subsets of H ;
(iii) the map  is bounded from below on H.
For t0 ∈ R, let ε : [t0,+∞) → R+ be a function of class C2 such that
(Hε − i) lim
t→+∞ ε(t) = limt→+∞ ε˙(t) = 0.
Let  > 0, (x0, x˙0) ∈ H ×H , the (HBFC) system is deﬁned as follows:
{
x¨(t)+ x˙(t)+ ∇(x(t))+ ε(t)x(t) = 0,
x(t0) = x0, x˙(t0) = x˙0. (HBFC)
We refer to [2] for the detailed reasons that led us to the (HBFC) system, and for
all the references. The existence of a unique maximal solution x : [t0,+∞) → H of
the (HBFC) system is given, together with some basic properties, by [2, Theorem 2.1]
when we additionally assume that the function ε is non-increasing. The main result of
[2] is the convergence of the trajectory x to the equilibrium of  of minimal norm in
the convex case, with a slow control ε.
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Theorem 1 (Attouch and Czarnecki [2, Theorem 2.3])(Slow parametrization). Under
the assumptions of [2, Theorem 2.1] (Hypothesis 1 and ε˙(t)0 for every t∈[t0,+∞)),
additionally assume that the map  is convex, that S=argmin  
= ∅, and that
∫ +∞
t0
ε(t) dt = +∞.
Then
lim
t→+∞ |x(t)− projS(0)| = 0.
The condition on ε is sharp, and has been exhibited in various papers [5–7] on
(HBFC) like systems. When ε ∈ L1([t0,+∞),R+), we only have weak convergence,
with no a priori information on the weak limit. Moreover, Baillon [4] provides an
example (to be adapted, see [3]) where the solution map x does not strongly converge.
Theorem 2 (Attouch and Czarnecki [2, Theorem 2.4]1 (Fast parametrization)). Under
the assumptions of [2, Theorem 2.1], additionally assume that the map  is convex,
that S = argmin 
= ∅, and that 1
∫ +∞
t0
ε(t) dt < +∞.
Then the trajectory x is bounded and there exists some x∞ ∈ S such that
w
lim
t→+∞ x(t) = x∞.
Professor Thierry Fack, from the University of Lyon 1, raised afterwards the following
question:
“When does L1 become non L1?”
Indeed one observes the slow/non L1 behavior on numerical simulations, but in fact a
numerical control ε is always L1 for the obvious reason that we work with ﬁnite time
and precision. The complete study of the matter has a clear numerical and theoretical
interest. We give an answer to the question by considering a slow/non L1 control ε
and by showing that the (possibly fast) trajectories corresponding to a (possibly fast)
control εn equal to ε for 0 tn converge to the slow trajectory (corresponding to the
slow control ε).
1 [2, Theorem 2.4] is a straightforward extension of Alvarez result [1, Theorem 2.1], which considers
the case ε = 0. See [2] for more details.
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Theorem 3 (From fast to slow, uniform convergence). Under the assumptions of The-
orem 1, let x be the trajectory of the (HBFC) system, assume that (εn)n∈N is a sequence
of non increasing controls (of class C2 from [t0,+∞) to R+ satisfying (Hε − i)) such
that
εn(t) = ε(t) for t0 tn.
Let xn be the trajectory of the corresponding (HBFC)n system (corresponding to the
fast control εn). Then
lim
n→+∞‖xn − x‖∞ = 0.
In particular, the weak limits of the trajectories xn strongly converge, when n → +∞,
to the (strong) limit of the trajectory x.
Remark 1. The classical theory yields the uniform/L∞ continuity of the trajectories
for uniform/L∞ changes of the control ε, on a given compact interval [t0, T ]. In view
of the above theorems 1 and 2 (or by an elementary example), one easily sees that it is
out of the question to have uniform continuity of the trajectories for uniform changes
of the control ε when one considers the whole half line [t0,+∞). Indeed, a slow/non
L1 control ε may be as small as desired (for the L∞ norm). However, it is still open
whether there is continuity of the trajectories for L1 changes of the control ε. But even
a positive answer would be of no help for Theorem 3. We provide a positive answer
at the ﬁrst order (Theorem 4).
Remark 2. Theorem 3 clearly holds true for a sequence (Tn)n∈N such that limn→+∞
Tn = +∞ and considering the intervals [t0, Tn] instead of the intervals [t0, n]. Also,
by the classical theory, the result holds true under small enough changes of εn on the
intervals [0, n], but, up to now, with no a priori determination of the changes.
Remark 3. Theorem 3 remains true if we take εn := ε1[t0,n] to be the exact truncation
of ε. In that case, we deﬁne the trajectory xn : [t0,+∞) → H to be the only C2 by
parts map, both solution of (HBFC) on [t0, n] and on [n,+∞).
Remark 4. In Theorem 3, notice that the control εn can be fast/L1 (with weak con-
vergence of the corresponding trajectory xn) or slow/non L1 (with strong convergence
of xn to the element projS(0)), and possibly greater than the original ε (on [n,+∞),
of course). For example, the control εn may be constant, equal to ε(n), on an interval
[n, an], with no a priori bound on an. To summarize, and in view of the preceding
remark, the sequence (εn) of controls in Theorem 3 can be any sequence of non
increasing C2 functions satisfying (Hε − i), such that
ε1[t0,n]εnε1[t0,n] + ε(n)1[n,+∞).
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Remark 5. The results in [2] easily generalize to a more general control term, taking
ε∇U with an appropriate potential U, see [5]. Since our goal is to point out the
behavior of the control ε, we keep our focus on the model equation (HBFC).
Remark 6. The results in [2,5–7] hold with similar proofs at the ﬁrst order. So does
Theorem 3, considering the system
(SDC) x˙(t)+ ∇(x(t))+ ε(t)x(t) = 0
Remark 7. An improvement of Theorem 3 would be a rate of convergence, i.e., an
estimation of |x(t) − p| depending on the “amount” of control ∫ t
t0
ε(u) du. But, by
reading the proof of Theorem 3, one ﬁrst easily understand that such estimation cannot
be done uniformly. One obtains two different behaviors in two different regions. In one
region the control ε speeds up the convergence, in the other its slows the convergence
down.
1. Continuity of the trajectories for L1 changes of the control, ﬁrst order
Theorem 4. Under the assumptions of [2, Theorem 2.1], additionally assume that the
map  is convex and that S = argmin 
= ∅. Let ε′ : [t0,+∞) → R+ be another
decreasing control, let x and x′ be the solutions of
x˙(t)+ ∇(x(t))+ ε(t)x(t) = 0, (SDC)
x˙′(t)+ ∇(x′(t))+ ε′(t)x′(t) = 0, (SDC′)
x(t0) = x0, x′(t0) = x′0.
Then both trajectories x and x′ are deﬁned on [t0,+∞) and
‖x′ − x‖∞ |x′(t0)− x(t0)| + C(x0)‖ε′ − ε‖L1 ,
where C(x0) = |p| +max{|x0|, |p|}.
It is still open whether the continuity result holds in general for the (HBFC) system.
At least, it does hold when  = 0.
2. Proof of Theorem 3
From the unicity of the solution of a given (HBFC) system, we have xn(t) = x(t)
for every t ∈ [t0, n]. Since limt→+∞ |x(t)− projS(0)| = 0 (Theorem 1), and since
‖xn − x‖∞ = ‖xn |[n,+∞) −x |[n,+∞) ‖∞,
|xn(t)− x(t)|  |xn(t)− projS(0)| + |x(t)− projS(0)|,
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it remains to show that xn(t) remains close to projS(0) for tn. Recall (see [2]) that
the energy function associated to the trajectory x is deﬁned by
E(t) := 1
2
|x˙(t)|2 + (x(t))+ 1
2
ε(t)|x(t)|2,
that it converges to some E∞ and that
∫ +∞
T
|x˙(t)|2 dtE(T )− E∞. (2)
Let us go back to the uniform bound of |xn(t) − projS(0)| on the interval [n,+∞).
From [2, Theorem 2.1], we have limn→+∞ x˙(n) = 0. Recalling that limn→+∞ |x(n)−
projS(0)| = 0, hence that limn→+∞ (x(n)) = min, and since limn→+∞ ε(n) = 0,
we have
lim
n→+∞ E(n) = limn→+∞
1
2
|x˙(n)|2 + (x(n))+ 1
2
ε(n)|x(n)|2 = min .
By continuity, we have xn(n) = x(n), x˙n(n) = x(n), εn(n) = ε(n) and the energy
function associated to xn at n is precisely E(n). The proof is ﬁnished if we can give
a uniform bound of |xn(t) − projS(0)| on the interval [n,+∞). Deﬁne the function
hn : [t0,+∞) → R+ by:
hn(t) = 12 |xn(t)− p|
2.
Then one derives from the convexity of , observing that ∇(p) = 0, and the (HBFC)n
equation (see for example [2])
h¨n(t)+ h˙n(t) = |x˙n(t)|2 − εn(t)〈xn(t)− p, xn(t)〉 + 〈xn(t)− p,−∇(xn(t))〉
 |x˙n(t)|2 − εn(t)〈xn(t)− p, xn(t)〉. (3)
The remainder of the proof is greatly inspired by the proof of Theorem 1 in [2].
After noting that
{x ∈ H |〈x − p, x〉0} = B
(
p
2
,
|p|
2
)
,
it consists in distinguishing the cases
(a) xn(t) /∈ B
(
p
2 ,
|p|
2
)
,
(b) xn(t) ∈ B
(
p
2 ,
|p|
2
)
.
We recall the following estimation from [2].
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Claim 1 (Attouch and Czarnecki [2, Claim 3.3]). Let tn such that xn(t)/∈B
(
p
2
|p|
2
)
,
and let:
(t) = inf
{
u ∈ [n, t] | xn([u, t]) ∩ B
(
p
2
,
|p|
2
)
= ∅
}
.
Then
hn(t)hn((t))+ 1

|h˙n((t))| + 1

∫ +∞
(t)
|x˙n(u)|2 du.
Indeed, 〈xn(t) − p, xn(t)〉0 for every t ∈ [(t), t]. Multiplying the above Eq. (3)
by et , integrating between (t) and t, multiplying the resulting equation by e−t ,
integrating again between (t) and t, we obtain
hn(t)− hn((t)) h˙n((t)) (1− e
((t)−t))

+
∫ t
n
e−s
∫ s
n
eu|x˙n(u)|2 du ds.
Since
∫ t
T
e−u
∫ u
T
esf (s) ds du 1
∫ t
T
f (s) ds for every measurable function f :R →
R+ (by Fubini’s Theorem), we obtain the claim.
On the other hand, since the energy function associated to xn is non increasing, we
have for every tn:
1
2
|x˙n(t)|2+(xn(t))+12εn(t)|xn(t)|
2 1
2
|x˙n(n)|2+(xn(n))+12εn(n)|xn(n)|
2 = E(n).
Hence
1
2
|x˙n(t)|2E(n)−min  (4)
and
(xn(t))E(n). (5)
Let us now go back to the uniform bound of hn(t) on the interval [n,+∞). Consider
tn.
Case (a), xn(t) /∈ B
(
p
2 ,
|p|
2
)
: From (2) (for the trajectory xn), recalling that the
energy function associated to xn at n is precisely E(n)
∫ +∞
(t)
|x˙n(t)|2 dt
∫ +∞
n
|x˙n(t)|2 dtE(n)−min . (6)
We now distinguish the cases (t) = n and (t) > n.
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Case (t) = n: Then, recalling that xn(n) = x(n), x˙n(n) = x(n), Claim 1 and (6)
imply
hn(t)
1
2
|x(n)− p|2 + 1

|〈x˙(n), x(n)− p〉| + 1

(E(n)−min ) (7)
which gives the desired upper bound of hn(t) on the interval [n,+∞).
Case (t) > n: Then xn((t)) ∈ S
(
p
2 ,
|p|
2
)
, which implies |xn((t))−p| |p|. Hence,
in view of (4),
|h˙n((t))| = |〈x˙n((t)), xn((t))− p〉|  |p|
√
2 (E(n)−min)
and
hn(t)hn((t))+ 1

|p|√2 (E(n)−min )+ 1

(E(n)−min ) (8)
It will give the desired upper bound once we treat the case where xn(t) ∈ B
(
p
2 ,
|p|
2
)
.
Case (b), xn(t) ∈ B
(
p
2 ,
|p|
2
)
: The proof in this case is a variation on the Tikhonov-
like argument [2, Claim 3.2]. Since (xn(t))E(n) (5)—a fact of no useful value for
us outside the set B
(
p
2 ,
|p|
2
)
—it is a consequence of the following lemma.
Lemma 1. Let (an) be a sequence in R+ converging to 0. Then
lim
n→+∞ diam
{
x ∈ B
(
p
2
,
|p|
2
)
| (x) min + an
}
= 0.
Proof of Lemma 1. Assume that it is not the case. Then, since (p) = min , there
exists  > 0 and a sequence (xn) in B
(
p
2 ,
|p|
2
)
such that
(xn) min + an and |xn − p|.
Since the closed ball B
(
p
2 ,
|p|
2
)
is weakly compact, assume without loss of generality
that (xn) weakly converges to some x ∈ B
(
p
2 ,
|p|
2
)
. By the weak lower semicontinuity
of the convex continuous function ,
∀ ∈ H, () lim sup
n→+∞
(xn) lim inf
n→+∞ (xn)(x),
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that is, x ∈ argmin = S. Since B
(
p
2 ,
|p|
2
)
∩ S = {p}, we obtain x = p. We now
prove that the sequence (xn) strongly converges to p. Since xn ∈ B
(
p
2 ,
|p|
2
)
, we have
〈xn, xn − p〉0 and |xn − p|2 = 〈xn, xn − p〉 + 〈−p, xn − p〉〈−p, xn − p〉. Since
the sequence (xn) weakly converges to p, taking the limit when n → +∞, we obtain
limn→+∞ |xn − p| = 0, a contradiction with |xn − p|. 
3. Proof of Theorem 4
The global existence of the trajectories uses the decay of the energy and goes along
the same lines of [2, Theorem 2.1]. In order to obtain the continuity of the trajectories
for L1 changes on the control, we ﬁrst need a uniform bound on the trajectories,
depending on the initial position.
3.1. Uniform bound on the trajectories of (SDC)
Lemma 2. Under the assumptions of [2, Theorem 2.1], additionally assume that the
map  is convex and that S = argmin 
= ∅. Then the solution x of
x˙(t)+ ∇(x(t))+ ε(t)x(t) = 0, x(t0) = x0 (SDC)
satisﬁes
‖x − projS(0)‖∞ max{|x0|, |projS(0)|}.
Proof of Lemma 2. Deﬁne the map h : [t0,+∞) → R+ by
h(t) = 1
2
|x(t)− p|2.
Then one derives from the convexity of , recalling that ∇(p) = 0, and the (SDC)
equation
h˙(t) = 〈x(t)− p,−∇(x(t))− ε(t)x(t)〉
 −ε(t)〈x(t)− p, x(t)〉.
If x(t) ∈ B
(
p
2 ,
|p|
2
)
, equivalently 〈x(t)− p, x(t)〉0, then
|x(t)| |p|.
If x(t) /∈ B
(
p
2 ,
|p|
2
)
, deﬁne (t) as above (Claim 1), and observe
h(t)h((t)).
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If (t) = t0, we obtain
|x(t)− p| |x(t0)− p|.
If (t) > t0, then x((t)) ∈ S
(
p
2 ,
|p|
2
)
, hence |x((t))− p| |p| and
|x(t)− p| |p|. 
3.2. Proof of Theorem 4
Deﬁne the auxiliary map h′ : [t0,+∞) → R+ by
h′(t) = 1
2
|x′(t)− x(t)|2.
Then one derives from the convexity of  and the (SDC), (SDC′) equations
h˙′(t) − ε′(t)|x′ − x|2 + (ε′(t)− ε(t)) 〈x(t), x(t)− x′(t)〉,
Hence,
h˙′(t)‖x‖∞
∣∣ε′(t)− ε(t)∣∣ ∣∣x(t)− x′(t)∣∣ .
This is sufﬁcient to obtain the continuity result, but observing that the equation is
precisely
h˙′(t)‖x‖∞
∣∣ε′(t)− ε(t)∣∣√2h′,
we deduce, by integrating between (t) = inf{u ∈ [t0, t]|h(u) > 0} and t, since
additionally
√
h′(t0)0 and |ε′(t)− ε(t)|0:
√
h′(t)
√
h′(t0)+ ‖x‖∞√
2
∫ +∞
t0
∣∣ε′(u)− ε(u)∣∣ du.
In view of Lemma 2, this ends the proof of Theorem 4. 
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