The goal of this chapter is to describe the capabilities and the usage of SLP-IOR, our interactive model management system for stochastic linear programming (SLP). The main features of SLP-IOR are the following: the system is intended to support the entire life cycle of a model, including model formulation, analysis of the model instance, solving it, and analyzing the solution. A main design characteristic is keeping connection to an algebraic modeling system; we have chosen GAMS Meeraus 1992, Brooke et al. 1998). This approach has the following advantages: on the one hand, the powerful general-purpose solvers connected to GAMS are available for solving deterministic equivalents of SLP problems. On the other hand, deterministic LP's formulated in the algebraic modeling language of GAMS can be imported into SLP-IOR for the purpose of developing stochastic variants of these. However, the usage of GAMS is optional; with the exception of the above-mentioned GAMS-related features, SLP-IOR can be fully utilized without having access to GAMS.
Introduction
The goal of this chapter is to describe the capabilities and the usage of SLP-IOR, our interactive model management system for stochastic linear programming (SLP). The main features of SLP-IOR are the following: the system is intended to support the entire life cycle of a model, including model formulation, analysis of the model instance, solving it, and analyzing the solution. A main design characteristic is keeping connection to an algebraic modeling system; we have chosen GAMS Meeraus 1992, Brooke et al. 1998) . This approach has the following advantages: on the one hand, the powerful general-purpose solvers connected to GAMS are available for solving deterministic equivalents of SLP problems. On the other hand, deterministic LP's formulated in the algebraic modeling language of GAMS can be imported into SLP-IOR for the purpose of developing stochastic variants of these. However, the usage of GAMS is optional; with the exception of the above-mentioned GAMS-related features, SLP-IOR can be fully utilized without having access to GAMS.
From the functional point of view, SLP-IOR integrates three main groups of facilities. The core part serves for dealing with SLP model instances. The workbench component supports working with test problem batteries and performing test runs with them. The third component consists of a solver library organized as a solver description database and a collection of executables of solvers. Besides some general purpose LP solvers, the solver library contains several solvers specialized to The system runs under Windows 32. SLP-IOR itself has been developed in Borland Delphi 6 in an object-oriented style. The majority of our own solvers have been developed in Fortran utilizing Compaq Visual Fortran 6.1. SLP-IOR is available free of charge for academic purposes. File transfer of the system and the user's guide can be arranged following e-mail contact with the authors.
For the model management aspects of SLP in general and their implementation in SLP-IOR in particular, see Kall and Mayer (1992b , 1992a , 1994 . Alternative modeling systems for SLP are SPInE (Messina and Mitra 1997, Valente et al. 2001) , the optimization system and library SP/OSL of IBM (King 1994) , and STOCHGEN (Consigli and Dempster 1998) .
For extensions of algebraic modeling languages concerning SLP models see Gassmann and Ireland (1996) and Gassmann (1998) as well as Messina and Mitra (1997) and Valente et al. (2001) . For linking SLP solvers to algebraic modeling languages the system SETSTOCH (Condevaux-Lanloy and Fragnière 1998) has been developed.
This chapter is organized as follows: in the next section we describe the scope of SLP-IOR from the modeling point of view. The subsequent Section 6.3 is devoted to the model formulation phase and summarizes the facilities which are available for setting up a model instance. Section 6.4 gives an overview on the facilities which support the model manipulation and analysis phase. The subsequent Section 6.5 describes the scope of SLP-IOR from the point of view of current solver availability and scope of those solvers. Section 6.7 gives practical guidelines for using SLP-IOR to model and solve SLP problems. In this section we also discuss the present limitations of the system. The final section provides an outlook on further developments for SLP-IOR which are planned in the short run.
The scope of SLP-IOR
In this section we give a summary of the type of models which can be built and manipulated by using SLP-IOR. The following types of stochastic linear programming problems are presently included:
• Two-stage recourse problems with the subclasses fixed recourse, complete recourse, and simple recourse.
• Two-stage simple integer recourse problems.
• Two-stage multiple simple recourse problems.
• Jointly chance-constrained problems (SLP problems with a joint probabilistic constraint). • SLP problems with separate chance constraints (probabilistic constraints).
Subclasses of recourse models are listed (and handled) as separate objects. This is an important issue, because for a subclass frequently much more powerful solvers are available than for the general case, see Kall and Mayer (1998a, 1998b) .
Multiple simple recourse models are like simple recourse models except that the objective in the second stage is a piecewise linear convex function. They have been introduced and first studied by Klein Haneveld (1986).
In addition to the model types listed above, multistage recourse problems with scenarios are also implemented. This feature is currently in the debugging/testing phase and will presumably be available by late-autumn, 2002.
The random entries of the various arrays in the SLP problems are modeled via affine linear relations of random variables, see Kall and Wallace (1994) . We illustrate this point by considering just the recourse constraint of a two-stage recourse problem. In Birge and Louveaux (1997) Section 3.1 this restriction has the form
and the primary random vector is ξ(ω)
, with T i (ω) being the i th row of the technology matrix T (ω). This means that the primary random variables, the distribution of which should be specified by the user, are the random entries of the arrays themselves. In SLP-IOR the following more general form has been implemented, see Kall and Wallace (1994) , Section 3.1: we consider random variables as separate entities, and the connection to the random array entries in the model is established via affine linear relations: (6.2) where the user has to specify the probability distribution of the r-dimensional random vector ξ(ω).
The direct entry case is clearly a special case of our approach. To see this let us assume that the association T 11 (ω) = ξ 1 (ω) is to be established. The following setting accomplishes it: T The facility based on the affine linear relations (6.2) additionally allows for modeling situations where the random entries can be expressed by affine sums in terms of much fewer basic random variables ("factors"). For the random variables the following probability distributions are available, see e.g., Evans, Hastings, and Peacock (1993) :
• Univariate discrete distributions: empirical, uniform, binomial, hypergeometric, geometric, negative binomial, and Poisson distributions.
• Univariate continuous distributions: uniform, normal, exponential, gamma, beta, Cauchy, Weibull, chi-squared, Fisher's F, Student's t, extreme value, logistic, lognormal, Pareto, power function, and triangular distributions.
• Multivariate discrete distributions: empirical and uniform distributions.
• Multivariate continuous distributions: uniform and normal distributions.
By an empirical distribution we mean a finite discrete distribution specified by its realization tableau and corresponding probabilities.
Setting up a model instance
New model instances can be set up in a menu-driven fashion. The user has to specify the type of the model, the dimensions, and the stochastic parts. By the latter we mean those arrays which contain stochastic entries.
Having done this, the probability distribution of the random vector ξ is to be specified. The components of ξ can be partitioned into mutually stochastically independent groups. The probability distribution of the groups can then be specified in turn.
As a final step the random vector is to be mapped onto the stochastic entries of the arrays. In the most general form, the terms in the affine sums (6.2) can be edited in turn. For the special case when there is a one-to-one correspondence between the random array entries and the components of ξ, a shortcut facility is provided, i.e., in this case the user does not even have to know that SLP-IOR establishes the connection internally via the affine sums (6.2).
After having set up the model structure and having defined dimensions, the entries of the various arrays (e.g., technology matrices and recourse matrices, righthand side vectors, objective vectors, realization tableaus, correlation matrices) can be entered via a matrix editor. This may become a cumbersome task in higher dimensions; therefore SLP-IOR provides facilities for exporting/importing whole blocks of data.
Building blocks are provided on two levels. On the top level they consist of three blocks of data corresponding to the underlying LP, to the distribution of ξ, and to the affine relations (6.2), respectively. By the underlying LP we mean the deterministic LP which arises via replacing the random entries by their expected values. On the second level building blocks correspond to the various arrays in the Arrays or parts of them are frequently primarily available in various other systems, e.g., MS Excel. SLP-IOR provides a facility for exporting/importing the arrays of the model instance via the Windows Clipboard.
Previously built model instances can be loaded from file; SLP-IOR can save and load models using an internal data format.
A model instance can also be set up by importing it either in the SMPS format or in a GAMS model file format.
The SMPS data format (Birge et al. 1987 ) is a widely accepted data format for recourse problems. Recently there is ongoing work aiming at extensions, see Gassmann and Schweitzer (2001) . For an overview see Gassmann's article in this volume. A model instance in SMPS format consists of three ASCII files. The "CORE" file contains the underlying LP, the "TIME" file describes the decision stage structure, and finally the "STOCH" file specifies the random entries and their probability distribution. SLP-IOR can export/import model instances in SMPS format.
If the user has access to GAMS, deterministic LP models formulated in the GAMS modeling language and saved as a GAMS file can be imported into SLP-IOR for the sake of creating stochastic variants of them. After importing the model it is represented as a deterministic LP within SLP-IOR. Subsequently this LP has to be transformed into the chosen SLP model type (by utilizing the "Transform" facility, see the next section). Finally, data have to be reorganized and missing data must be provided, according to the chosen SLP model type.
Model manipulation and analysis
A model instance can be transformed into an instance of another (S)LP model type or into a deterministic equivalent, provided that the latter exists; for missing data default values are added. The resulting model instance has to be tailored afterwards by specifying additional data, if needed. The transform facility of SLP-IOR serves e.g., for the following purposes: the user may wish to formulate both a recourse model and a chance-constrained model on the same basic data set; a deterministic equivalent can be created for the purpose of exporting it to an external solver. This facility also supports the deterministic optimizer who wishes to formulate SLP variants of her/his problem, e.g., by importing an LP model instance formulated in the GAMS language and transforming it subsequently into the desired SLP model type.
In Section 6.2 we listed the probability distributions that can be chosen in SLP-IOR. On the solver side, however, available solvers can only deal with a subset of those distributions, see Section 6.5. For recourse models, e.g., most solvers can only deal with finite discrete distributions. To overcome this difficulty, SLP-IOR provides a facility for discretizing the probability distribution of the model instance, thus resulting in an approximate model which can subsequently be solved.
SLP-IOR contains analysis facilities for analyzing a model instance and/or a solution. These facilities are presently only available for two-stage recourse problems and consist of the following items:
• Computing the expected value of perfect information (EVPI) and the value of stochastic solution (VSS), see Birge and Louveaux (1997) Chapter 4.
• Checking the complete recourse property and the (perhaps hidden) simple recourse structure.
• Computing the recourse objective for a given first stage vector x.
• Provided that all relations in the second stage are inequalities, the reliability of the first stage solution (RFS) can be computed for fixed x. Replacing the equality in (6.1) by the inequality "≥", the definition is the following:
This can be interpreted as the probability of the event, that no recourse actions will be needed, see Kall and Mayer (1996) .
There are two options for carrying out the above computations. For finite discrete distributions the computations can be performed exactly. For continuous distributions and discrete distributions with a prohibitively large amount of realizations, the computations can be carried out on a sampling basis.
The solver library of SLP-IOR
SLP problems are frequently quite hard to solve numerically, see e.g., Birge and Louveaux (1997) , Kall and Wallace (1994) , Mayer (1998) , Prékopa (1995) ; therefore it is important to include solvers which utilize the special structure originating in model type or probability distribution. For this reason we have connected several solvers to SLP-IOR. This includes solvers developed by ourselves and solvers which have been kindly provided to us by the authors. We would like to express our sincere thanks to these persons.
Below we list the solvers which are presently connected to SLP-IOR. For keeping the list of references below a reasonable bound, we provide direct references only to some of them; for the rest we give a pointer where the reference can be found. The years indicated in angle brackets in the list correspond to solver release dates.
• Solvers for the deterministic equivalent LP of recourse problems with a finite discrete distribution -General purpose LP solvers * HiPlex, simplex method with the Phase-I method of Maros (1986) , see also Maros and Mitra (1998) , implemented by the author <1994>; * HOPDM, primal-dual interior-point method of Gondzio (1995) , implemented by the author <1996>; * Minos, simplex method, Murtagh and Saunders <1995>, see Mayer (1998); * OB1, several interior-point methods, Marsten et al. <1989>, see Kall and Mayer (1998a) ; * XMP, simplex method, Marsten <1986>, see Mayer (1998) .
-Solvers utilizing the structure of the LP * BPMPD, augmented system interior-point method of Mészáros (1997) , implemented by the author <1996>; * MSLiP, nested Benders decomposition method, Gassmann (1990) , implemented by the author <1992>; * QDECOM, regularized decomposition algorithm of Ruszczyński (1986) , implemented by the author <1985>; * SHOR2, decomposition scheme based on r-algorithm of Shor et al. (1999) , implemented by N. Shor and A. Likhovid <1998>.
• Solvers for complete recourse aiming at the original problem (without building the equivalent LP)
-DAPPROX, successive discrete approximation method. For using discrete approximation as a solution algorithm see Kall (1974) ; for generalizations of the Edmundson-Madansky upper bound, based on onedimensional interval partitions, and for the multivariate extension of this inequality in the independent case, see Huang, Ziemba, and Ben-Tal (1977) ; for the successive discrete approximation method for complete recourse including warm-start (which is crucial considering efficiency) see Kall and Stoyan (1982) ; (for discrete approximation methods in general see also Kall and Wallace (1994) ). The solver has been implemented by P. Kall and J. Mayer <2001>;
-SDECOM, stochastic decomposition method of Higle and Sen (1996) , implemented by P. Kall and J. Mayer <1995>.
• Solvers for simple (continuous) recourse -SHOR1, decomposition scheme based on r-algorithm of Shor et al. (1999) , implemented by N. Shor and A. Likhovid <1997>;
-SRAPPROX, successive discrete approximation method (including warm start) of Kall and Stoyan (1982) , (see also Kall and Wallace (1994) ). Huang, Ziemba, and Ben-Tal (1977) propose a different successive discrete approximation algorithm for simple recourse. They utilize the • Solver for simple integer recourse -SIRD2SCR, convex hull method of Klein Haneveld, Stougie, and Van der Vlerk (1996) , implemented by J. Mayer and M.H. van der Vlerk <1994>.
• Solver for multiple simple recourse -MScr2Scr, transformation method of Van der Vlerk (2002) , implemented by J. Mayer and M.H. van der Vlerk <2001>.
• Solvers for jointly chance-constrained problems -PCSPIOR, supporting hyperplane method of Szántai, see Kall and Wallace (1994) , Mayer (1998) , Prékopa (1995) , implemented by J. Mayer <1995>;
-PROBALL, central cutting plane method of Mayer, see Kall and Wallace (1994) , Mayer (1998) , implemented by J. Mayer <2001>;
-PROCON, reduced gradient method of Mayer, see Kall and Wallace (1994) , Mayer (1998) , Prékopa (1995) , implemented by J. Mayer <1992>.
For computing the multinormal probability distribution function and its gradient, two subroutine packages have been utilized: NORSET of Deák (2000) and PCSPNOR3 of Szántai (1987) , for the algorithms implemented in the latter package see also Prékopa (1995) . Tables 6.1 and 6.2 show the main capabilities of the solvers presently connected to SLP-IOR. Table 6 .1 summarizes the main solver characteristics. For separate chance constraints where only the right-hand side is stochastic, the problem can be transformed into an equivalent deterministic LP problem (see e.g., Kall and Wallace (1994) ). Therefore any of the general purpose LP solvers can be chosen. For this reason we have not indicated this model class in in Table 6 .1. Table 6 .2 is a cross reference table for solvers versus models, including the separately chance constrained case.
For users who have a GAMS license, some of the GAMS general purpose LP solvers (BDMLP, CONOPT, MINOS5, OSL, ZOOM) are included in the solver description database; therefore they can be used directly. The other GAMS solvers can be activated by using the solver connection utility of SLP-IOR, which will be discussed in Section 6.6.2. Two SLP solvers are available with GAMS: SP/OSL and DECIS. Building a connection to SP/OSL (King 1994 ) is in progress. Further information concerning the GAMS solvers is available on the GAMS web site (www.gams.com). Model type: LP, GR, FR, CR, SR, SIR, MSR, JC, SC mean deterministic LP, general recourse, fixed recourse, complete recourse, simple continuous recourse, simple integer recourse, multiple simple recourse, joint chance constraints, and separate chance constraints, respectively.
Stochastic parts: W, T, h, q denote the recourse matrix, technology matrix, right-hand side, and objective, respectively. Distribution: i denotes stochastic independence, dd means finite discrete distribution, cd stands for the normal, uniform, and exponential continuous univariate distributions, nd means nondegenerate multivariate normal distribution, and finally all designates all univariate distributions.
Availability: SLP-IOR means that the solver is distributed along with SLP-IOR. Author(s) means that the user needs a separate license from the author(s).
Workbench facilities for testing SLP solvers
SLP-IOR encompasses an integrated workbench with facilities for dealing with test problem batteries and solvers. Table 6 .2. Solvers versus models. For DAPPROX and SDECOM, an additional requirement is the stochastic independence of the random variables.
Dealing with test problem batteries
For testing solvers, test problem batteries are needed. They can either be imported in SMPS format, or they can be randomly generated.
The test problem generator GENSLP of Kall and Keller (see Mayer (1998) ) has been further developed, and it is now integrated into SLP-IOR. It serves for randomly generating three kinds of test problem batteries: batteries consisting of deterministic LP problems, batteries containing recourse problems with guaranteed existence of an optimal solution, as well as test problem batteries with jointly chance-constrained problems having a known solution.
Another facility serves for generating test problem batteries as follows: a single SLP problem can be chosen and the test problem battery is computed by imposing random perturbations on a selected array of this model instance.
Test problem batteries can be handled as a whole. The following operations can be performed on each element of the battery in turn:
• Discretizing the probability distribution;
• endowing the test problems with a normal distribution;
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• injecting a fixed distribution.
• A set of solvers can be selected, and each element in the battery can be solved in turn without further user interaction; the computational summary tables are presented as L A T E X tableaus.
Connecting a solver to SLP-IOR
For serving as a workbench, an important issue is that the user should be able to connect her/his solver to the system. SLP-IOR is an open system in this respect.
The solver library is organized as follows: the solver descriptions are kept in a solver description database, whereas the executables of the solvers are placed in a separate directory. The solver description database contains all data concerning the currently connected solvers, such as solver capabilities concerning model type and structure, maximal dimensions, run-time parameters, termination codes, and input/output formats. For connecting a new solver, the following steps have to be carried out:
• The above-mentioned database must be updated by the user. This can be done by entering the data concerning the new solver in a menu-driven fashion.
• The input/output part of the solver must be updated for receiving problem data and for returning the solution.
-Communicating problem data from SLP-IOR to the solver: If the solver accepts problem data in MPS/SMPS format, then there is no need to change the source of the solver; it is sufficient to declare this fact in the solver database session. If this is not the case, then the solver input routine must be changed to read data according to the format used in communicating data to our own solvers. This is accomplished via a transparent ASCII data file. -Communicating results from the solver to SLP-IOR: The solver is supposed to write two ASCII files. The first is a one-line file containing termination code, number of iterations, solution time, and objective value. The second file contains just the solution vector.
• The executable of the solver must be put into the solvers subdirectory.
The solver's own summary file, log file, and error file can be viewed within SLP-IOR after solver termination. The newly connected solver is handled by SLP-IOR in all respects in the same way as the solvers connected to it by ourselves.
Recommendations and limitations

Some guidelines
In this section we present some recommendations, based on our computational experience, concerning the building and solving of SLP models with SLP-IOR. In the Chapter 6. Stochastic linear programming models and SLP-IOR discussion we only consider those solvers which are part of the SLP-IOR distribution, see Table 6 .1.
From the modeling point of view, we would like to stress the usefulness of the affine relations (6.2); whenever appropriate, this technique for modeling the random entries should be utilized, especially for recourse problems. The main reason is that it can lead to a significant reduction in the number of random variables (the dimension of the random vector ξ). As a side effect, it is frequently the case that the components of ξ are stochastically independent, whereas the random array entries themselves are highly stochastically dependent. This technique makes no difference for solvers aiming at the solution of the deterministic equivalent LP, like BPMPD, HOPDM, MSLiP, or QDECOM, because the equivalent LP relies on the joint realizations of the random entries themselves. Reducing the number of random variables and having a random vector ξ with stochastically independent entries, opens the way, however, for utilizing the successive approximation technique, i.e., DAPPROX. This solver can be used for solving recourse problems with huge numbers of joint realizations, far beyond the capabilities of the solvers intended for the equivalent LP.
An important point is that for recourse problems, solvers utilizing special structure should be used whenever possible. On the one hand, the computational time for the solution can be significantly reduced this way. On the other hand, larger problems (with respect to the number of random variables and/or number of realizations in the discrete case) may still be within the scope of the solver.
All computational results quoted in the rest of this section are drawn from our own experience.
The most important special structure is simple recourse; SLP-IOR provides a tool for exploring whether the SLP problem has this structure. Simple recourse models can be solved with a large number of random variables having an astronomical number of joint realizations. According to our experience, simple recourse models with dimensions A(300 × 500), W (300 × 600) with 300 random variables and 5 300 joint realizations can be solved on a 660MHz IBM PC (with 256MB RAM) using SRAPPROX in approximately 30 seconds. Models with multiple simple recourse behave similarly with respect to computing times as simple recourse models.
Another important subclass of recourse models is the class of models with (relatively) complete recourse. SLP-IOR provides a tool for checking whether the model has the complete recourse property. The two main algorithmic approaches, specialized to this type of models, are successive discrete approximation, implemented in DAPPROX, and stochastic decomposition, implemented in SDECOM. DAPPROX is well suited to problems with independent random variables if the number of random variables is less than 12. For the discrete case, the number of joint realizations plays a minor role. In our experience, complete recourse models with dimensions A(10 × 20), W (5 × 10), with 5 discretely distributed independent random variables having approximately 700000 joint realizations, can be solved with DAPPROX on the same PC as mentioned above in six seconds on average, provided that only the right-hand side is stochastic. If the technology matrix is also stochastic, the computation time increases to approximately 170 seconds. SDECOM relies on sampling, and it provides a solution which is optimal in the statistical sense. In our present implementation, the stochastic independence of the random variables is presupposed. The computing times for the above-mentioned problem size are approximately 7 seconds and 17 seconds, respectively. Concerning the number of random variables, there is no inherent upper bound for SDECOM; we have, however, not yet tested this solver for a larger number of random variables.
For two-stage complete recourse problems with stochastically independent random variables having continuous distributions, we have direct solvers, provided that the distribution is either uniform, or normal, or exponential. These solvers are DAPPROX, SDECOM, and SRAPPROX, the latter for simple recourse problems only. For the other continuous distributions, approximate solutions can be computed by discretizing the distribution and by subsequently solving the approximate problem.
For jointly chance-constrained problems, we have the solvers PCSPIOR, PRO-BALL, and PROCON, for the case when only the right-hand side is stochastic and has a nondegenerate multivariate normal distribution. At present we consider PROBALL our best solver. Typical computation times with PROBALL for models with A(48 × 46), 4 random variables in the chance (probabilistic) constraint are approximately 0.2 seconds. For models with A(80 × 160) and 20 random variables, the computing time amounts to approximately 160 seconds, and finally for models with A(50 × 120) and 30 random variables the computing time is approximately 20 minutes.
Current limitations
We have to distinguish two kinds of limitations: The first concerns the core part of SLP-IOR, i.e., the handling of SLP model instances. The second concerns the solver library.
Considering the core part, the limitations are primarily imposed by the user's machine capacity. SLP-IOR deals with arrays by employing sparse matrix techniques. This implies that (within machine capacity) SLP problems can be built and handled without hardwired limitations in the code. It may happen that for a model instance there is no appropriate solver in the solver library of SLP-IOR. In this case the SLP problem data can be exported in (S)MPS format to an external solver, or the user can connect her/his favorite solver to SLP-IOR.
Considering the solver availability in the solver library, Tables 6.1 and 6.2 summarized the present status. Here we just point out some of the limitations.
For random recourse problems, only the general purpose LP solvers are avail- Chapter 6. Stochastic linear programming models and SLP-IOR able via solving the equivalent LP. For fixed recourse with finite discrete distributions, MSLiP and QDECOM are available in addition; these solvers can also handle stochastic objectives. In the case of complete recourse problems, DAPPROX and SDECOM are also available, with the limitation that the random variables should be stochastically independent. For DAPPROX the number of random variables should not be too high; on a 660MHz IBM PC with 256MB RAM the limit is approximately 11.
For jointly chance-constrained problems, solvers are only available for the case when only the right-hand side is stochastic and has a nondegenerate multivariate normal distribution. For separate chance constraints, solvers are only provided for the case when only the right-hand side is stochastic; there are no limitations concerning the probability distributions in this case.
Outlook on further development
Below we outline those features which will be added to SLP-IOR in the near future, meaning late-autumn, 2002.
• Multistage recourse problems with finite discrete distribution, i.e., with the scenario approach. This feature is currently in the debugging/testing phase. The extension involves dealing with scenario trees and building of deterministic equivalent LP's for the solver phase. For scenario generation (discretization), we plan to add some heuristic procedures.
• SLP problems with integrated chance constraints and discretely distributed random variables. This also involves the development of a solver.
