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　Thepurposeof thispaper is toproposea regressionanalysiswithanattention
mechanism,which has recently been used in natural language processing. By
introducinganattentionmechanism, it ispossible to express the influenceof the
regressioncoefficientsasapercentage,whileatthesametimeknowingtheinfluenceof
theindividualdata.Thispaperconfirmstheexistenceofindividualdatathatappearto
be influential in themodel, butnot so influential in the individual data, through
regressionanalysiswithanattentionmechanism.Similarly,someindividualdatahavea
smallinfluenceonthewhole,buthavealargeinfluenceonindividualdata.Thismakes
itpossible toobtain influentialvariables foreach individualdata, and thus tomake
predictionsaccordingtotheindividualdata.
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