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HOW VIOLENT ARE FAST CONTROLS
FOR SCHRO¨DINGER AND PLATE VIBRATIONS ?
LUC MILLER
Abstract. Given a time T > 0 and a region Ω on a compact Riemannian man-
ifold M , we consider the best constant, denoted CT,Ω, in the observation in-
equality for the Schro¨dinger evolution group of the Laplacian ∆ with Dirichlet
boundary condition: ∀f ∈ L2(M), ‖f‖L2(M) ≤ CT,Ω‖e
it∆f‖L2((0,T )×Ω).
We investigate the influence of the geometry of Ω on the growth of CT,Ω as T
tends to 0.
By duality, CT,Ω is also the controllability cost of the free Schro¨dinger
equation onM with Dirichlet boundary condition in time T by interior controls
on Ω. It relates to hinged vibrating plates as well. We analyze the effects of
wavelengths which are greater and lower than the control time T separately.
We emphasize a tool of wider scope: the control transmutation method.
We prove that CT,Ω grows at least like exp(d
2/4T ), where d is the largest
distance of a point in M from Ω, and at most like exp(α∗L2Ω/T ), where LΩ
is the length of the longest generalized geodesic in M which does not in-
tersect Ω, and α∗ ∈]0, 4[ is the best constant in the following inequality for
the Schro¨dinger equation on the segment [0, L] observed from the left end:
∃C > 0, ∀f ∈ D(A), ‖f‖H1 ≤ C exp(α∗L
2/T )‖∂xe
itAf⌉x=L‖L2(0,T ), where A
is the operator ∂2x with domain D(A) = {f ∈ H
2(0, L) |Bf(0) = 0 = f(L)}
and the inequality holds with B = 1 and with B = ∂x. We also deduce such
upper bounds on product manifolds for some control regions which are not
intersected by all geodesics.
Contents
1. Introduction 2
1.1. The problem 2
1.2. Main results 2
1.3. Background 4
1.4. The High/Low Frequencies issue 5
2. Low frequencies 6
2.1. Lower bound 6
2.2. Upper bound at low frequencies 9
3. High frequencies 9
3.1. Semiclassical observability 9
3.2. Upper bound at high frequencies under the geodesics condition 11
4. A window problem for nonharmonic Fourier series 14
4.1. Boundary control of a segment 14
4.2. Reduction of the window problem to a problem on entire functions 15
4.3. Entire functions construction 16
5. Upper bound under the geodesics condition 17
5.1. The fundamental controlled solution 17
2000 Mathematics Subject Classification. 35B37, 74K20.
This work was partially supported by the ACI grant “E´quation des ondes : oscillations, disper-
sion et controˆle”. It was completed as the author was visiting the Mathematical Sciences Research
Institute, Berkeley, in the Semiclassical Analysis program.
1
2 L. MILLER
5.2. The transmutation of waves controls into Schro¨dinger controls 18
6. Upper bound for some examples violating the geodesics condition 19
References 22
1. Introduction
1.1. The problem. Throughout the paper, (M, g) is a smooth connected com-
pact n-dimensional Riemannian manifold with metric g and smooth boundary ∂M .
When ∂M 6= ∅, M denotes the interior and M = M ∪ ∂M . Let dist : M2 → R+
denote the distance function. Let ∆ denote the (negative) Dirichlet Laplacian on
L2(M) with domain H10 (M) ∩H2(M). Let t 7→ e−it∆ denote the Schro¨dinger uni-
tary group on L2(M). The subset Ω of M is always open. For all positive time T ,
ΩT denotes the time-space domain ]0, T [×Ω. Whenever generalized geodesics are
mentionned (sections 4, 5 and 6), we make the additional assumptions that they
can be uniquely continued at the boundary ∂M1.
Definition 1. For any T > 0 and Ω ⊂M , the controllability cost from Ω in time T
for the Schro¨dinger equation on M (with Dirichlet boundary condition if ∂M 6= ∅)
is the best constant, denoted CT,Ω, in the observation inequality:
(1) ∀u0 ∈ L2(M), ‖u0‖L2(M) ≤ CT,Ω‖e−it∆u0‖L2(ΩT ) .
This observation inequality is a global and quantitative version of unique con-
tinuation from the domain ΩT . Let 1ΩT denote the characteristic function of this
space-time control region. By duality (cf. [DR77]), the observation inequality (1) is
equivalent to the exact controllability of the free Schro¨dinger equation with Dirich-
let boundary conditions in time T by interior controls on Ω, i.e. for all u0 and
uT in L
2(M) there is a control function g ∈ L2(R × M) such that the solution
u ∈ C0([0,∞);L2(M)) (which can be defined by transposition) of:
(2) i∂tu−∆u = 1ΩT g in ]0, T [×M, u = 0 on ]0, T [× ∂M,
with Cauchy data u = u0 at t = 0, satisfies u = uT at t = T . Moreover, CT,Ω is
also the best constant in the estimate:
‖g‖L2(R×M) ≤ CT,Ω‖u0 − eiT∆uT ‖L2(M)
for all data u0, uT , and all control g solving this controllability problem.
This paper investigates the influence of the geometry of the control region Ω
on the growth of the controllability cost CT,Ω for the Schro¨dinger equation as the
control time T tends to zero. Fast controls of plate vibrations behave similarly
since ∂2t +∆
2 = (∂t + i∆)(∂t − i∆) (precise statements for plates can be deduced
straightforwardly from our Schro¨dinger results as in section 5 of [Leb92]).
1.2. Main results. In subsection 2.1, we deduce a finer statement of the following
theorem (cf. theorem 2.1) from a Gaussian estimate on the heat evolution for
complex times (cf. proposition 2.2):
Theorem 1.1. The controllability cost of the Schro¨dinger equation on M from a
nonempty subset Ω in short times (cf. definition 1) satisfies the following geometric
lower bound:
(3) lim inf
T→0
T lnCT,Ω ≥ sup
y∈M
dist(y, Ω)2/4
1 As in [BLR92], to ensure this, we may assume either that ∂M has no contacts of infinite
order with its tangents (e.g. ∂M = ∅), or that g and ∂M are real analytic.
FAST CONTROLS FOR SCHRO¨DINGER EQUATION 3
Our second result concerns the most simple Schro¨dinger controllability problem:
the Schro¨dinger equation on a segment controlled at the right end through a Dirich-
let condition. Its generalization to Sturm-Liouville operators (cf. theorem 4.1) is
proved in section 4 by the analysis of nonharmonic Fourier series. This result is an
upper bound of the same type as the lower bound in theorem 1.1, except that the
rate 1/4 is replaced by the technical rate (resulting from lemma 4.5):
(4) α∗ = 4
(
36
37
)2
.
The one dimensional boundary control version of the lower bound in theorem 1.1
proves that the optimal rate α∗ satisfies α∗ ≥ 1/4. In its definition below, the
notations for Sobolev spaces on the segment [0, L] are:
H11 (0, L) = {f ∈ H1(0, L) | f(L) = 0} and H10 (0, L) = {f ∈ H11 (0, L) | f(0) = 0} .
Definition 2. The rate α∗ is the smallest positive constant such that the following
controllability property holds: for all α > α∗ there exists C > 0 such that, for
all k ∈ {0, 1}, L > 0, T ∈ ]0, inf(pi, L)2] and u0 ∈ H1k(0, L) the solution u ∈
C0([0,∞);H1k(0, L)) of the following Schro¨dinger equation on [0, L]:
i∂tu− ∂2su = 0 in ]0, T [× ]0, L[ , ∂ks u⌉s=0 = 0 = u⌉s=L , u⌉t=0 = u0 ,
satisfies ‖u0‖H1 ≤ C exp(αL2/T )‖∂su⌉s=L‖L2(0,T ).
Theorem 1.2. The rates in definition 2 and (4) satisfy: 1/4 ≤ α∗ ≤ α∗ < 4.
Our third result, proved in section 5, is an upper bound which is finite only
under the geodesics condition2 of C. Bardos, G. Lebeau and J. Rauch, a.k.a. the
geometric optics condition (cf. [BLR92]). It is an application of the broader control
transmutation method (cf. sections 1.3.3 and 5). Here, it consists in writing the
control g for the Schro¨dinger equation as a time integral operator applied to a
control f of the wave equation, i.e. g(t, x) =
∫
R
v(t, s)f(s, x) ds, where f depends
on Ω (not on T ) and the compactly supported kernel v depends on T and LΩ.
Theorem 1.3. Let Ω ⊂M and let LΩ be the length of the longest generalized geo-
desic in M which does not intersect Ω. The controllability cost of the Schro¨dinger
equation from Ω in short times (cf. definition 1) satisfies the following geometric
upper bound (where α∗ defined in definition 2 satifies theorem 1.2):
(5) lim sup
T→0
T lnCT,Ω ≤ α∗L2Ω .
Our last result is that the geodesics condition is not necessary for the controlla-
bility cost to grow at most like exp(C/T ) as T tends to 0. In section 6, a remark
on the cost in an abstract tensor product setting allows us to deduce from theo-
rem 1.2 and 1.3 similar bounds in some settings violating the geodesics condition:
the boundary controllability of cylinders from one end (cf. theorem 6.5) and the
following semi-internal controllability on product manifolds (cf. theorem 6.3 for the
more abstract form).
2 In this context, this condition says that all generalized geodesics in M intersect the control
region Ω (i.e. LΩ < +∞ in theorem 1.3). The generalized geodesics are continuous trajectories
t 7→ x(t) in M which follow geodesic curves at unit speed inM (so that on these intervals t 7→ x˙(t)
is continuous); if they hit ∂M transversely at time t0, then they reflect as light rays or billiard
balls (and t 7→ x˙(t) is discontinuous at t0); if they hit ∂M tangentially then either there exists a
geodesic in M which continues t 7→ (x(t), x˙(t)) continuously and they branch onto it, or there is
no such geodesic curve in M and then they glide at unit speed along the geodesic of ∂M which
continues t 7→ (x(t), x˙(t)) continuously until they may branch onto a geodesic in M .
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Theorem 1.4. Let M˜ be a smooth complete n˜-dimensional Riemannian manifold
and ∆˜ denote the Laplacian on L2(M˜) with domain {u ∈ H10 (M˜) | ∆˜u ∈ L2(M˜)}.
For all T > 0 and all Ω ⊂ M , the controllability cost CT,ω of the Schro¨dinger
unitary group t 7→ e−it(∆+∆˜) on L2(M × M˜) from ω = Ω × M˜ in time T is the
controllability cost CT,Ω of t 7→ e−it∆ on L2(M) from Ω in time T (cf. definition 1).
In particular, with α∗ and LΩ as in theorem 1.3: lim supT→0 T lnCT,ω ≤ α∗L2Ω.
1.3. Background.
1.3.1. Controllability for the Schro¨dinger equation (and the plate equation). We
survey from the geometric point of view the results on the exact controllability
of the linear Schro¨dinger equation in any positive time, without discriminating
boundary/interior observability/controllability for the Schro¨dinger/plate equation.
In this respect, the main result (proved by Lebeau in [Leb92]) is that the geodesics
condition is sufficient for boundary controllability on a smooth domain of Rn with a
Riemannian metric (cf. [BZ03] for an alternative proof by resolvent estimates). The
same strategy applies to interior controllability (cf. the revisited proof in section 3)
and the control transmutation method yields yet another proof (cf. theorem 1.3).
Further information on this condition is obtained from the harmonic analysis
of several examples (some of them can be generalized and deduced directly from
Lebeau’s result, cf. section 6). The geodesics condition is not necessary for bound-
ary controllability on a rectangle (cf. [KLS85]) and more generally on cylinders (cf.
theorem 6.5), nor for interior controllability on a parallelepiped (cf. [Har89], [Jaf90],
[Kom92] in increasing generality), on a torus (by the same proof), and more gen-
erally on a product manifolds (cf. theorem 6.3). It is necessary for controllability
on the sphere (cf. [Kom92]) except when the control region is an open hemisphere
(controllability holds in this case notwithstanding theorem 4.2 of [Kom92]).
Burq also proved a controllability result (for a slightly more regular space of
initial data) in the case of convex obstacles where the geodesics condition only fails
for some hyperbolic trajectories of the geodesic flow. Allibert studied the boundary
control of revolution surfaces when the geodesics condition only fails for a single
elliptic trajectory of the geodesic flow: it can be checked that controllability in
the natural spaces does not hold (cf. section 2.1 in [All98]). Recently, Burq and
Zworski proved in [BZ03] that controllability results for the classical and semiclas-
sical Schro¨dinger equation can be deduced from resolvent estimates, and give a
striking application to the ergodic Bunimovich stadium.
Other results assume geometric conditions which are more restrictive than the
geodesics condition of Lebeau (and mostly stick to the Euclidean setting) but re-
quire less smoothness than microlocal techniques: they aim at more explicit esti-
mates, nonlinear equations and inverse problems. The radial multiplier was used in
[Zua88], [Mac94], [Fab92] and [LT92a]. Carleman estimates are found in [Tat97],
[TY99] (Riemannian setting), [Zha01], [LTZ03], [BP02]. Another approach based
on local smoothing properties is sketched in [LT92b] and [HL96].
1.3.2. Controllability cost. The study of the controllability cost in short times was
initiated by Seidman. His first result in [Sei84] concerned the heat equation (see
[Mil03] for improvements and other references). For many equations, the control-
lability on a segment [0, L] from one end can be formulated as a window problem
for series of complex exponentials as in section 4.1 (note that in this case 2L is
the length of the longest generalized geodesic in [0, L] which does not intersect one
of the ends). In [Sei86], Seidman solved the window problem for purely imagi-
nary exponentials corresponding to the Schro¨dinger equation (he applied it to the
plate equation in [KLS85]) therefore proving that in this setting the controllabil-
ity cost grows at most like exp(2(3pi)2β∗L2/T ) where β∗ ≈ 4.17 (or rather like
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exp(2pi2β∗L2/T ) if the sketchy remark 1 in section 4 works out). Theorem 1.2 im-
proves on the constant appearing in this bound. An example of Korevaar included
in [Sei86] also proves that in this case the controllability cost grows at least like
exp(L2/8T ) (a computational slip in [Sei86] leads to exp(L2/4T )). Seidman and his
collaborators later treated the case of finite dimensional linear systems in [Sei88]
and [SY96], and generalized the window problem to a larger class of complex ex-
ponentials in [SG93] and [SAI00].
Phung’s paper [Phu01] prompted our attention to the subject. His theorem 2.3
proves that, under the geodesics condition, the cost of controlling data in H10 (M)
(one derivative more regular than in theorem 1.3) grows at most as exp(C/T 2) as
T tends to 0 (one power of T more than in theorem 1.3 and no estimate on C).
Indeed, his one dimensional theorem 2.2 fell already short of the optimal power
of T . It can be checked that the usual Ingham theorem of harmonic analysis (for
high frequencies) and the trick introduced by Haraux in [Har89] (for the remaining
low frequencies) yield the better (but still short of the optimal dependence in T )
upper bound exp(C/(−T lnT )) (this is the approach followed in [JM01] for the
wave equation).
1.3.3. Transmutation. The strategy used by Phung to prove theorem 2.3 in [Phu01],
is what we have coined the transmutation control method. Phung was inspired
by [BdM75] and [KS96] where the Schro¨dinger semigroup on the whole space is
written as an integral over the wave group. In fact, the method of transmutation
applies between other kinds of equations (cf. [Her75] for a survey), Kannai’s for-
mula being probability the best known example (cf. [Mil03] for the corresponding
application to heat control).
The most inspiring paper for both our lower and upper bound was [CGT82] which
deduces geometric estimates on functions of the Laplace operators from the finite
propagation speed of the even homogeneous wave group W : s 7→ cos (s√−∆),
defined by: w(s, x) = W (t)w0(x) solves ∂
2
sw − ∆w = 0 in R × M and w = 0
on R × ∂M , with Cauchy data (w, ∂sw) = (w0, 0) at s = 0. It builds on the
following transmutation formula which results from applying a spectral theorem to
the Fourier inversion formula for an even function F :
(6) F
(√−∆) = ∫ +∞
−∞
Fˆ (s)W (s)
ds
2pi
, where Fˆ (s) =
∫ +∞
−∞
F (σ) cos(sσ)dσ .
When this formula is applied to evolution semigroups (like the Schro¨dinger group
t 7→ eit∆), F (σ) = exp(tG(σ)) where t ≥ 0 is a time parameter and Fˆ is a funda-
mental solution on the line (∂tFˆ = Gˆ∗sFˆ and Fˆ = δ at t = 0). The transmutation
control method consists in replacing this Fˆ by some fundamental controlled solu-
tion on the segment [−L,L] controlled at both ends. We use the one dimensional
theorem 1.2 to construct this fundamental controlled solution in subsection 5.1.
(Phung used a fundamental solution on the whole line controlled outside [−L,L],
but it seems harder to estimate α∗ for interior control.)
1.4. The High/Low Frequencies issue. Throughout the paper, (ωj)j∈N∗ is a
nondecreasing sequence of nonnegative real numbers and (ej)j∈N∗ is an orthonormal
basis of L2(M) such that ej is an eigenvector of −∆ with eigenvalue ω2j , i.e.:
(7) −∆ej = ω2j ej and ej = 0 on ∂M .
The closed linear span of the vector set {ej}j∈J is denoted by Vect {ej}j∈J .
The spectral parameter ωj can be considered as the frequency of the mode ej .
For any given threshold µ > 0, the space of initial data can be decomposed into
L2(M) = Vect {ej}ωj≤µ⊕Vect {ej}ωj>µ and this decomposition is invariant under
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the Schro¨dinger group t 7→ e−it∆. The relevant notion of low (respectively high)
frequencies in this paper correspond to wavelengths that are greater (respectively
lower) than the order of the control time, i.e. to µ ∼ d/T .
Besides the main results already stated, the separate analysis of low and high
frequencies presented in sections 2 and 3 give further insight into our initial problem.
The cost of controlling low frequencies always grows like exp(C/T ) as T → 0.
Under the geodesics condition LΩ < +∞, high frequencies are controlled at the
much lower cost C/
√
T . Though the upper bounds for low and high frequencies
obtained respectively in subsections 2.2 and 3.2 lead to conjecture the finiteness of
lim supT→0 T lnCT,Ω under the geodesics condition, we emphasize that they do not
suffice to prove this conjecture.
Our high/low frequencies analysis leaves the following problem open: can the
controllability of the Schro¨dinger equation hold at a cost growing faster than
exp(C/T ) as T tends to 0 ? In others terms: are there M and Ω ⊂ M such
that CT,Ω < +∞ for all T > 0 and lim infT→0 T lnCT,Ω = +∞ ? (n.b. the-
orem 1.3 proves that violating the geodesics condition is necessary, i.e. Ω must
satisfy LΩ = +∞.) A positive answer would lead to the investigation of geometric
conditions ensuring this ultra-violent behavior (the examples of section 6 prove that
violating the geodesics condition is not sufficient).
2. Low frequencies
In this section, we analyze how violent fast controls are for low frequency vibra-
tions (cf. section 1.4).
2.1. Lower bound. The purpose of this subsection is to prove the following refined
version of theorem 1.1:
Theorem 2.1. For all Ω ⊂M and d ∈]0, supy∈M dist(y, Ω)[:
lim inf
T→0
T ln sup
u0∈E˙d/T
‖u0‖L2(M)
‖eit∆u0‖L2(ΩT )
≥ d
2
4
, where E˙d/T = Vect {ej}
ωj≤d/T
\{0} .
This lower bound follows from the construction of a very localized solution of
the Schro¨dinger equation with a large but finite number of modes. For a short
control time T > 0, we consider a Dirac mass as far from Ω as possible, we smooth
it out by applying the heat semigroup for a time T/2 and truncate frequencies
larger than d/T , and finally we take it as the data at time T/2 of the Schro¨dinger
equation. The main ingredient in the proof of a similar bound for the heat equation
(cf. theorem 2.1 in [Mil03]) was Varadhan’s formula for the heat kernel in small
time. As a substitute here we prove:
Proposition 2.2. ∀N ∈ N such that N > n/4, ∀ε > 0, ∃Cε > 0, ∀d > 0, ∀Ω ⊂M ,
∀y ∈M such that dist(y, Ω) > d+ ε, ∀z ∈ C such that Re z > 0:
‖ez∆δy‖L2(Ω) ≤ Cε
√
|z|
Re z
(
1 + (Re z)−N
(
1 +
d2
2|z|
)N)
exp
(
−d
2Re z
4|z|2
)
.
In particular, ∀d > 0, ∃B > 0, ∀Ω ⊂M , ∀y ∈M such that dist(y, Ω) > d, ∀z ∈ C∗,
| Im z| ≤ Re z implies ‖ez∆δy‖L2(Ω) ≤ B exp
(−d2/(8Re z)).
Proof. Our proof builds on the finite propagation speed and the boundedness on L2
of the even homogeneous wave groupW : s 7→ cos (s√−∆) through the transmuta-
tion formula (6). Since Re z > 0 implies ez∆δy ∈ ∩k∈N D(∆k) ⊂ C∞(M) and 2N >
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n/2 implies δy ∈ H−2Ncomp(M) ⊂ D(∆N )′ and therefore W (s)δy ∈ D(∆N )′ ⊂ D′(M),
the following version of (6) for F (σ) = exp(zσ2) makes sense for all ϕ ∈ D(∆N ):
(8)
(
ez∆δy, ϕ
)
L2(M)
=
∫ +∞
−∞
e−s
2/(4z)f(s)
ds√
4piz
, where f(s) = 〈W (s)δy , ϕ¯〉 .
As usual D(∆N ) denotes the domain of the operator ∆N , and D(∆N )′ denotes it
dual space with respect to the duality product 〈·, ·〉. between distributions D′(M)
and test functions D(M) = C∞comp(M).
To prove the estimate in the proposition, we may assume ϕ ∈ D(Ω) since D(Ω)
is dense in L2(Ω). We deduce f ∈ C∞(R) with supp f ⊂ {s ∈ R| |s| ≥ dist(y, Ω)}
since ∂2sWδy = ∆W∂(y) and suppW (s)δy ⊂ {x ∈M | dist(x, y) ≤ |s|} (propaga-
tion at unit speed). Moreover f(s) = 〈(1 − ∆)NW (s)(1 − ∆)−Nδy, ϕ〉 = (1 −
∂2s )
Ng(s) where g(s) = 〈W (s)(1−∆)−N δy, ϕ¯〉 satisfies ‖g‖L∞ ≤ ‖(1−∆)−Nδy‖L2‖ϕ‖L2
since W (s) is bounded on L2. Therefore, we may integrate by parts and obtain:∫
e−s
2/(4z)f(s)ds =
∫
e−s
2/(4z)(1 − ∂2s )Ng(s)ds
=
∫
g(s)(1− ∂2s )N
(
χε(s)e
−s2/(4z)
)
ds
(9)
where χε(s) = χ(
|s|−d
ε ) is a smooth non-negative cut-off function satisfying χε(s) =
1 on |s| ≥ d + ε and χε(s) = 0 on |s| ≤ d. From the simple estimate: ∀k ∈ N,
∃Ck > 0,
∀z ∈ C,Re z > 0 :
∣∣∣∂2ks e−s2/(4z)∣∣∣ ≤ Ck|z|k
(
1 +
s2
4|z|
)k
exp
(
−s
2Re z
4|z|2
)
,
we deduce, setting τ = d
√
Re z/(2|z|):∣∣∣∣∣∣
+∞∫
d
∂2ks e
−s2/(4z)ds
∣∣∣∣∣∣ ≤
Ck
|z|k
+∞∫
τ
(
1 + s2
|z|
Re z
)k
e−s
2 d
τ
ds
=
Ckde
−τ2
|z|kτ
+∞∫
0
(
1 + (s+ τ)2
|z|
Re z
)k
e−s
2
e−2sτds
≤ Ckde
−τ2
|z|kτ
(
1 +
2τ2|z|
Re z
)k |z|k
(Re z)k
+∞∫
0
(1 + 2s2)2ke−s
2
ds
=
C′k|z|√
Re z
(Re z)−k
(
1 +
d2
2|z|
)k
exp
(
−d
2Re z
4|z|2
)
.
(10)
Equations (8), (9) and (10) imply the first estimate in proposition 2.2 with a Cε
which only depends on C′k and on ε through supk≤N ‖∂kχε‖L∞ . Since | Im z| ≤ Re z
implies |z|2 ≤ 2(Re z)2, the second estimate results from the first (at the expense
of the uniformity in d). 
Proof of theorem 2.1. We shall use Weyl’s asymptotics for eigenvalues:
(11) ∃W > 0, #{j ∈ N∗ |ωj ≤ ω} ≤Wωn
and the following consequence of Sobolev’s embedding theorem:
(12) ∃E > 0, ∀j ∈ N∗, ‖ej‖L∞ ≤ Eωn/2j
(cf. section 17.5 in [Ho¨r85] for example). The unique continuation property for
elliptic operators implies that Y = {y ∈M \ Ω | e1(y) 6= 0} is an open dense set in
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M \ Ω, so that the supremun in theorem 2.1 can be taken over y ∈ Y instead of
y ∈M .
Let y ∈ Y and D < d < dist(y, Ω) be fixed from now on. Applying proposi-
tion 2.2 with z = T − it yields a positive constant B such that: ∀T > 0, ∀t ∈]0, T ],
(13) ‖e(T−it)∆δy‖L2(Ω) ≤ Be−d
2/(8T ) .
Therefore, for all T > 0, we take as initial data the following finite modes
approximation of eT∆δy: u
T
0 (x) =
∑
2Tωj≤d exp(−Tω2j )ej(y)ej(x), and we are left
with comparing e(T−it)∆δy to the corresponding solution
uT (t, x) =
(
e−it∆uT0
)
(x) =
∑
2Tωj≤d
exp((it− T )ω2j )ej(y)ej(x) .
Using the unitarity of the Schro¨dinger group on L2(M), Parseval’s identity and
(12), we obtain
sup
t∈]0,T ]
‖e(T−it)∆δy − uT (t, x)‖L2(M) ≤ ‖e(T−iT )∆δy − uT0 (x)‖L2(M)
=
∑
2Tωj>d
|e−Tω2j ej(y)|2 ≤ E
∑
2Tωj≥d
e−dωj/2ωnj ≤ E′
∑
2Tωj≥d
e−Dωj/2 ,
for some E′ > 0. But, Weyl’s law (11) yields, for c ≥ c0 > 0 and γ ≥ γ0 > 0,∑
ωj≥c
e−γωj =
∑
k∈N∗
∑
kc≤ωj<(k+1)c
e−γωj ≤W
∑
k∈N∗
((k + 1)c)n e−kcγ
≤Wγ0
∑
k∈N∗
e−kcγe(k+1)cγ/4 =Wγ0e
−cγ/2∑
k∈N
e−3kcγ/4 ≤Wc0,γ0e−cγ/2
whereWγ0 andWc0,γ0 are positive real numbers which depend on their indexes but
not on c and γ. Hence, with c = d(2T )−1 > d/2 = c0 and γ = γ0 = D/2, we obtain:
∃B′ > 0, ∀t ∈]0, T ] ‖e(T−it)∆δy − uT (t, x)‖L2(M) ≤ B′e−dD/(8T )
Together with (13), this estimate yields, setting B′′ = B +B′, for all T > 0:
‖uT ‖L2(ΩT ) ≤
√
TBe−d
2/(8T ) +
√
TB′e−dD/(8T ) ≤
√
TB′′e−D
2/(8T ) .
But using Parseval’s identity and y ∈ Y , we have for all T ∈ ]0, 1]:
‖uT0 ‖L2(M) =

 ∑
2Tωj≤d
|e−Tω2j ej(y)|2


1/2
≥ e−ω21 |e1(y)| > 0 .
Hence, with A = e−ω
2
1 |e1(y)|B′′ independent of T , uT0 ∈ E˙d/(2T ) satisfies
∀T ∈]0, 1], ‖uT‖L2(ΩT ) ≤ A
√
Te−D
2/(8T )‖uT0 ‖L2(M) .
Applying the last estimate forward and backward in time yields an estimate on
a time interval of length 2T : ‖uT ‖L2(]−T,T [×Ω) ≤ A
√
2Te−D
2/(4(2T ))‖uT0 ‖L2(M).
Since ‖uT⌉t=−T ‖L2(M) = ‖uT0 ‖L2(M) and D < d is arbitrary, changing 2T into T
ends the proof of theorem 2.1. 
Remarks 2.3. In the caseM = S1 (the unit circle), the transmutation formula (6)
is essentially the Poisson summation formula. In this sense, our construction is an
extension of Korevaar’s one dimensional example in [Sei86].
Following [CGT82], we could also prove point wise Gaussian estimates of the
Heat kernel for complex times. Proposition 2.2 is a short path to the estimate
required by our construction.
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For z = h + ith, this proposition is an analogue on the compact manifold M of
the localization estimate satisfied by the solution of the semiclassical Schro¨dinger
equation ih∂tu − h2∆u = 0 in Rn with initial data u0(x) = exp(−(x − y)2/(4h)),
i.e. a semiclassical coherent state centered at y with no momentum.
2.2. Upper bound at low frequencies. Carleman estimates are the most versa-
tile tool to control low frequencies as epitomized by their application in theorem 3
in [LZ98] (also theorem 14.6 in [JL99]):
Theorem 2.4 ([LZ98],[JL99]). For all non-empty open subset Ω of M :
∃C > 0, ∀v ∈ CN∗ , ∀µ > 0,
∑
ωj≤µ
|vj |2 ≤ CeCµ
∫
Ω
∣∣∣∣∣∣
∑
ωj≤µ
vjej(x)
∣∣∣∣∣∣
2
dx .
Applying this observation inequality for fixed time and integrating on [0, T ]
yields:
∃C, ∀µ > 0, ∀u0 ∈ Vect {ej}
ωj≤µ
, ‖u0‖L2(M) ≤ C√
T
eCµ‖eit∆u0‖L2(ΩT ) .
As a counterpart to theorem 2.1, taking µ = d/T , we state:
Corollary 2.5. For all non-empty open subset Ω of M : ∃C > 0, ∀d > 0,
lim sup
T→0
T ln sup
u0∈E˙d/T
‖u0‖L2(M)
‖eit∆u0‖L2(ΩT )
≤ Cd, where E˙d/T = Vect {ej}
ωj≤d/T
\{0} .
3. High frequencies
To analyze how violent fast controls are for high frequency vibrations (cf. sec-
tion 1.4), we introduce a wavelength scale (hk)k∈N, i.e. a decreasing sequence of
positive real numbers converging to 0, and the corresponding spectral scale (Ek)k∈N
of subspaces of L2(M) defined by Ek = Vect {ej}a<hkωj<b for fixed b > a > 0
(note that these subspaces may be overlapping), where the spectral data (ej , ωj)
are defined in (7).
In this section, we take up a strategy of Lebeau in [Leb92]: we reduce the
observation of Schro¨dinger equation on Ω in small time hT to the observation of
the semiclassical Schro¨dinger equation ih∂tψ−h2∆ψ = 0, ψ = ψ0 at t = 0, on Ω in
fixed time T > 0 (note that taking u0 = ψ0, we have u(t, x) := e
−it∆u0 = ψ(t/h, x)).
In the first subsection, we emphasize that the first step of the reduction actually is
an equivalence. As in [Bur97a], we perform the semiclassical analysis with a light
microlocal tool: the “microlocal measures” introduced independently by P. Ge´rard,
P.-L. Lions and T. Paul, and L. Tartar, and first used by G. Lebeau in control
theory (cf. [Bur97b] for a survey). In the second subsection, we keep track of
the controllability cost (our presentation also shortcuts the estimates in the Besov
space B˙02,∞(Rt;L
2(Ω)) in [Leb92] and [Bur97a] thanks to lemma 3.8).
3.1. Semiclassical observability. The relevant notion of observability for the
semiclassical Schro¨dinger equation is:
Definition 3. Semiclassical observability on Ω ⊂ M in time T > 0 holds when :
for all θ ∈ C∞comp(R×M) such that {θ 6= 0} = ΩT , for all b > a ≥ 1/2, there is an
observability constant Csc > 0 and a threshold ~ > 0 such that:
∀h ∈ ]0, ~] , ∀ψ0 ∈ Vect {ej}
a<hωj<b
, ‖ψ0‖L2(M) ≤ Csc‖θe−ith∆ψ0‖L2(R×M) .
The purpose of this subsection is to prove:
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Theorem 3.1. Let Ω ⊂M and let LΩ be the length of the longest generalized geo-
desic in M which does not intersect Ω. The geodesics condition T > LΩ is necessary
and sufficient for semiclassical observability on Ω in time T (cf. definition 3).
Remarks 3.2. Semiclassical observability implies observability (cf. remark 3.4)
but the converse does not hold (cf. section 6).
As for the wave equation (cf. [BG97]), this theorem does not hold with the
smooth characteristic function θ replaced by 1ΩT .
If the condition b > a ≥ 1/2 is replaced by b > a ≥ a then this becomes the
definition of semiclassical observability on Ω in time 2aT . Moreover, the condition
“ for all θ ∈ C∞comp(R×M) such that {θ 6= 0} = ΩT , for all b > a ≥ 1/2 ” could be
equivalently replaced by “ there is a θ ∈ C∞comp(R ×M) such that {θ 6= 0} = ΩT ,
there is a b > a = 1/2 ”.
Proof of theorem 3.1. We refer to [Bur97a] and the survey [Bur97b] for the defini-
tion and properties of semiclassical measures (a.k.a. Wigner measures) that we use
in this proof.
We first prove the sufficiency by contradiction. We assume T > LΩ and that
semiclassical observability does not hold, i.e. there are real numbers b > a ≥ 2−1/2,
a decreasing sequence (hk)k∈N of positive real numbers converging to 0, a sequence
(ψk0 )k∈N of initial data in L
2(M) such that:
(14) ∀k ∈ N, ψk0 ∈ Ek = Vect {ej}
a<hkωj<b
and ‖ψk0‖L2(M) >
1
k
‖θe−ithk∆ψ0‖L2(R×M) .
We shall use the more convenient unambiguous abbreviations h = hk, ψ
h
0 = ψ
k
0
and h → 0 instead of k → ∞. Without loss of generality, we assume ‖ψh0‖ = 1
so that ψh(t, x) = e−ith∆ψh0 is bounded in L
2
loc(R ×M), and therefore, without
loss of generality again, we assume that (ψh) has a semiclassical measure µ. Note
that µ(t, x, τ, ξ) is a positive Radon measure on T ∗(R ×M) which describes the
asymptotic microlocal distribution of the space-time waves density |ψh(t, x)|2dtdx.
The estimate in (14) implies ‖θψh‖ = o(1) so that µ (ΩT ) = 0. The first part
of (14) says ψh0 ∈ Vect {ej}a<hωj<b which implies ‖∆ψh0‖ ≤ (b/h)2‖ψh0 ‖, hence
ih∂tψ
h = h2∆ψh is bounded in L2loc(R×M) and, in particular, (ψh) is h-oscillating.
Therefore:
(15) for all non empty interval I, µ ({(t, x) ∈ I ×M}) = |I| > 0 .
Another consequence of ψh0 ∈ Vect {ej}a<hωj<b is that t 7→ ψh is a linear combina-
tion of semiclassical time exponentials t 7→ exp(itτ/h) with τ ∈ {−h2ω2j }a<hωj<b so
that suppµ ⊂ {τ ∈ [a2, b2]}. From ih∂tψh− h2∆ψh = 0, it can be deduced by the
symbolic calculus that suppµ ⊂ {τ = |ξ|2} and {τ − |ξ|2, µ} = ∂tµ− 2|ξ|∇xµ = 0.
Together with the Dirichlet boundary condition, this equation for µ means that, on
any surface {2|ξ| = v}, µ is invariant by the generalized geodesic flow at speed v.
But suppµ ⊂ {τ = |ξ|2 ∈ [a2, b2]} ⊂ {v = 2|ξ| ≥ 2a = 1}, hence µ (ΩT ) = 0 and
the geodesics condition T > LΩ imply µ = 0, in contradiction with (15).
Now we prove the necessity by contradiction. We assume that semiclassical
observability holds and T ≤ LΩ, i.e. there is a generalized geodesic x : [0, T ]→ M
which does not intersect Ω. Without loss of generality, we assume x(0) /∈ ∂M .
To construct initial data which concentrate on x0 = x(0) with initial momen-
tum ξ0 with |ξ0| ∈]a, b[ and with the direction corresponding to x′(0), we intro-
duce a smooth cut-off function χ compactly supported in a chart of M around
x0 such that χ = 1 in a neighborhood of x0, and define ψ
h
0 as the function
x 7→ χ(x) exp(ix.ξ0/h) exp(−(x − x0)2/h) divided by its L2(M) norm. Then the
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semiclassical measure of (ψh0 ) is δ(x − x0, ξ − ξ0) and, thanks to proposition 4.11
in [Bur97a], we may assume without loss of generality that (ψh0 ) has been projected
on Vect {ej}a<hωj<b. As before, we may assume that (ψh) has a semiclassical mea-
sure µ. Taking the limit h→ 0 in the inequality defining semiclassical observability
yields µ (ΩT ) > 0. As before µ is invariant by the generalized geodesic flow at speed
v = 2|ξ0| > 2a = 1. We may choose ξ0 with v close enough to 1 so that the support
of µ is so close to the image of the generalized geodesic x in T ∗(R×M) that it does
not intersect Ω, in contradiction with µ (ΩT ) > 0. 
3.2. Upper bound at high frequencies under the geodesics condition. The
main result proved in this subsection is that semiclassical observability implies
“ observability at cost C/
√
T modulo low frequencies ” :
Theorem 3.3. Semiclassical observability on Ω ⊂M in time TΩ (cf. definition 3)
implies that: ∃k ∈ N, ∀d > TΩ, ∃Cd > 0, ∀k ≥ k, ∀T ∈ [hkd, hkd],
∀u0 ∈ L2(M), (1 +O(h2k/T ))‖u0‖2L2(M) ≤
C2d
T
‖e−it∆u0‖2L2(ΩT ) + ‖piku0‖2L2(M) ,
where hk = 2
−k is the dyadic scale and pik is the projection on Vect {ej}hkωj≤1.
Remark 3.4. As usual, since pik is a compact operator, we can get rid of the
remainder low frequency term in the observability inequality of theorem 3.3 by the
unique continuation property of elliptic operators (as in lemma 6 in [Leb92]). Hence,
under the geodesics condition, theorems 3.1 and 3.3 imply the exact controllability
of Schro¨dinger equation from Ω in any time, i.e. CT,Ω < +∞ for all T > 0 (this
is the analogue for interior controllability of the boundary controllability theorem
in [Leb92]).
Taking T = hkd in this theorem and combining it with theorem 3.1 allow us to
state a counterpart to the upper bound at low frequencies of corollary 2.5, i.e. the
following upper bound at high frequencies:
Corollary 3.5. Let Ω ⊂ M and let LΩ be the length of the longest generalized
geodesic in M which does not intersect Ω. For all d > LΩ, there is a constant
Cd > 0 and a dyadic sequence of positive times T converging to 0 such that:
∀u0 ∈ Vect {ej}
ωj≥d/T
, ‖u0‖L2(M) ≤ Cd√
T
‖e−it∆u0‖L2(ΩT ) .
The dual statement is a smoothing property at low control cost:
Corollary 3.6. For all d > LΩ, there is a constant Cd > 0 and a dyadic sequence of
positive times T converging to 0 such that: ∀u0 ∈ L2(M), ∃g ∈ L2(R×M) such that
‖g‖L2(R×M) ≤ ‖Πd/Tu0‖L2(M)Cd/
√
T and the solution u ∈ C0([0,∞);L2(M)) of
(2) with Cauchy data u = u0 at t = 0, satisfies u = uT ∈ Ed/T ⊂ C∞(M) at t = T ,
where Πd/T is the projection on the space orthogonal to Ed/T = Vect {ej}ωj<d/T .
In particular: ∀s ≥ 0, ‖uT ‖Hs(M) ≤ (1 + Cd)(d/T )s‖u0‖L2(M).
The first preliminary step in proving theorem 3.3 is to deduce a “ high frequency
observability inequality ” from semiclassical observability:
Lemma 3.7. Semiclassical observability on Ω ⊂M in time T > 0 with b = 2 = a−1
implies that there is an observability constant Chf > 0 and a threshold k ∈ N∗ such
that: ∀k ≥ k, ∀S ∈ [hkT, hk−1T ],
∀v0 ∈ Ek = Vect {ej}
h−1k−1<ωj<h
−1
k+1
, ‖v0‖L2(M) ≤ Chf√
S
‖e−it∆v0‖L2(ΩS) .
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Proof. We choose θΩ ∈ C∞comp(M) and θT ∈ C∞comp(R) with values in [0, 1] such
that {θΩ 6= 0} = Ω, and {θT 6= 0} = ]0, T [. Let Csc and ~ be the positive constants
obtained by applying definition 3 with θ(t, x) = θT (t)θΩ(x) and b = 2 = a
−1.
Choosing k such that hk < ~, the semiclassical observability inequality of defini-
tion 3 implies:
∀k ≥ k, ∀ψ0 ∈ Ek, ‖ψ0‖2L2(M) ≤ C2sc
∫
‖θΩe−ishk∆ψ0‖2L2(M)|θT (s)|2ds .
The change of variable t = shk and the definition of θΩ and θT yield:
‖ψ0‖2L2(M) ≤
C2sc
hk
∫ hkT
0
‖e−it∆ψ0‖2L2(Ω)dt .
Taking ψ0 = e
−iNhkT v0 and changing t by a translation yields:
∀N ∈ N, ∀k ≥ k, ∀v0 ∈ Ek, ‖v0‖2L2(M) ≤
C2sc
hk
∫ (N+1)hkT
NhkT
‖e−it∆v0‖2L2(Ω)dt .
Let k ≥ m ≥ k. Summing up from N = 0 to N = hmh−1k −1, multiplying by hkh−1m
and setting Chf = Csc
√
2T yield:
∀v0 ∈ Ek, ‖v0‖2L2(M) ≤
C2hf
hm−1T
∫ hmT
0
‖e−it∆v0‖2L2(Ω)dt .
This inequality completes the proof of lemma 3.7 since, for all k ≥ k and S ∈
[hkT, hk−1T ], there is a m ∈ [k, k] such that S ∈ [hmT, hm−1T ]. 
The second preliminary step in proving theorem 3.3 is to introduce a time fre-
quency decomposition which is semiclassically equivalent to the spatial decompo-
sition into the spectral scale (Ek). This provides an easy way to overcome the
following difficulty (cf. lemma 3.8): multiplication by θ (which corresponds to ob-
serving on ]0, T [×Ω) does not commute with the projection on Ek. (Note that
this difficulty is even greater in boundary observability but can be overcome by the
analogue of lemma 3.8).
The Fourier transform of v ∈ L2(R×M) with respect to t is :
vˆ(τ, x) =
∫
e−iτtv(t, x)dt .
For any φ ∈ L∞(R), the frequency cut-off φ(Dt) and the spectral cut-off φ(
√−∆)
are the bounded operators on L2 defined by:
∀v ∈ L2(R×M), (φ(Dt)v) (t, x) = 1
2pi
∫
eiτtφ(τ)vˆ(τ, x)dτ ,
∀v ∈ L2(M), φ(√−∆)v =
∑
j∈N∗
φ(ωj)(v|ej)L2(M)ej .
For instance, the projection on Ek writes 1[h−1k−1,h
−1
k+1]
(
√−∆) = 1[1/2,2](hk
√−∆)
with this notation. For φ ∈ S(R), these cut-off operators extend to L2(M,S ′ (Rt))
and satisfy the following “ compatibility ” relations :
φ(Dt)
(
eit∆ej
)
= φ(ωj)e
itω2j ej = e
it∆φ(
√−∆)ej .
We shall need the following commutator estimate:
Lemma 3.8. For all θT ∈ C∞comp(]0, T [), φ ∈ S(R), and v ∈ L2(R×M) :
‖[ θT , φ(Dt) ]Wv‖L2(R×M) ≤ ‖v‖L2(R×M)(1 + T ) ‖∂tθT ‖L∞
∫
(1 + |t|)|tφˆ(t)| dt ,
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whereW denotes the weight multiplicationWv(t, x) = (1+|t|)v(t, x) and [ θT , φ(Dt) ]
denotes the commutator θTφ(Dt) − φ(Dt)θT between the multiplication by θT and
the time frequency cut-off φ(Dt).
Proof. Since the operator does not act in the x variable, we may forget about x
and write its kernel as :
K(t, s) = (1 + |s|) (θT (t)− θT (s)) φˆ(s− t) .
By Schur’s lemma, the bound sought for this operator will result from the same
bound on supt
∫ |K(t, s)| ds and on sups ∫ |K(t, s)| dt.
Using supp θT ⊂ ]0, T [ and Taylor’s inequality yields :∫
|K(t, s)| ds =
∫
(1 + |s+ t|) |θT (t)− θT (s+ t)| |φˆ(s)| ds
≤
∫
(1 + T )(1 + |t|) |s| ‖∂tθT ‖L∞ |φˆ(s)| ds ,
and similarly
∫ |K(t, s)| dt ≤ ∫ (1 + T )(1 + |t|) |t| ‖∂tθT ‖L∞ |φˆ(t)| dt. 
We choose a smooth real valued cut-off function τ 7→ χ(τ) the time frequency
parameter τ ∈ R, such that:
suppχ ⊂ {1/2 < |τ | < 2} ,(16) ∑
k≥0
χ2(2−kτ) ≥ 1 on {|τ | > 1} .(17)
For any m ∈ N∗, since hm|ωj | > 1 and hk|ωj | < 2 imply k ≥ m, (16) and (17)
imply:
(18) ∀v ∈ L2(M), ‖v − pimv‖2L2(M) ≤
∑
k≥m
‖χ(hk
√−∆)v‖2L2(M) .
Setting Cχ = 2‖χ‖2L∞, (16) implies
∑
k∈N χ
2(2−kτ) ≤ Cχ (for each τ there are at
most two nonzero terms in this sum), so that:
(19) ∀v ∈ L2(M ×M),
∑
k∈N
‖χ(hkDt)v‖2L2(R×M) ≤ Cχ‖v‖2L2(R×M) .
Proof of theorem 3.3. We assume semiclassical observability on Ω ⊂ M in time
TΩ and apply lemma 3.7. Let d > TΩ, k ≥ k, and T ∈ [hkd, hkd]. Apply-
ing the high frequency observability inequality of lemma 3.7 with S = T/2 and
v0 = e
−iS∆χ(hm
√−∆)u0, choosing θT ∈ C∞comp(R) with values in [0, 1] such that
{θT 6= 0} = ]0, T [ and {θT = 1} = ]S/2, 3S/2[, and setting C′d =
√
d/TΩChf, we
obtain:
(20) ∀m ≥ k, ∀u0 ∈ L2(M), ‖χ(hm
√−∆)u0‖L2(M)
≤ Chf√
S
‖χ(hm
√−∆)u‖L2(]S2 , 3S2 [×Ω) ≤
C′d√
T
‖θTχ(hm
√−∆)u‖L2(R×Ω) .
Since t 7→ e−it∆ is unitary:∫
R×M
|(1 + |t|−1)u(t, x)|2dxdt ≤
∫
M
|u(t, x)|2dx
∫
R
|1 + |t|−1|2dt .
Applying lemma 3.8 with ψτ = χ(hmτ) and v(t, x) = (1 + |t|−1)1Ω(x)u(t, x), and
setting C = ‖1 + |t|−1‖L2(1 + T ) ‖∂tθT ‖L∞
∫
(1 + |t|)|tφˆ(t)| dt, we obtain:
‖θTχ(hm
√−∆)u− χ(hmDt)θTu‖2L2(R×Ω) ≤ C2h2m‖u0‖2L2(Ω) .
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Since |θT | ≤ 1, this combines with (20) into: ∀m ≥ k, ∀u0 ∈ L2(M),
‖χ(hm
√−∆)u0‖2L2(M) ≤
2C′d
2
T
(
‖χ(hmDt)u‖2L2(ΩT ) + C2h2m‖u0‖2L2(Ω)
)
.
Summing up this inequality for m ≥ k, we obtain, thanks to (18), (19) and∑
m≥k h
2
m = 4h
2
k/3 :
‖u0 − piku0‖2L2(M) ≤
2Cd
2
T
(
Cχ‖u‖2L2(ΩT ) +
4
3
C2h2k‖u0‖2L2(Ω)
)
.
Adding ‖piku0‖2L2(M) − 83C′d2C2h2k‖u0‖2L2(Ω) on both sides completes the proof of
theorem 3.3 with Cd =
√
2d/TΩChfCχ. 
4. A window problem for nonharmonic Fourier series
In this section we prove theorem 4.1 which generalizes theorem 1.2 to Sturm-
Liouville operators (in particular to a segment with any Riemannian metric). By
spectral analysis, it reduces to a refinement (cf. proposition 4.2) of the well studied
window problem for nonharmonic Fourier series (cf. [SAI00]) which is solved in
subsections 4.2 and 4.3 following [Mil03] quite closely.
4.1. Boundary control of a segment. Let X > 0. We consider the Sturm-
Liouville operator A on L2(0, X) with domain D(A) defined by
(Af)(x) = (p(x)f ′(x))′ + q(x)f(x) for x ∈ [0, X ]
D(A) = {f ∈ H2(0, X) | (a0f + b0f ′) (0) = 0 = (a1f + b1f ′) (X)}
where all the coefficients are real and satisfy:
a20 + b
2
0 = a
2
1 + b
2
1 = 1 , 0 < p ∈ C2([0, X ]) , q ∈ C0([0, X ]) ,(21)
Under these assumptions, −A is self-adjoint and has a sequence {λn}n∈N∗ of in-
creasing eigenvalues and an orthonormal Hilbert basis {en}n∈N∗ in L2(0, X) of
corresponding eigenfunctions, i.e.:
∀n ∈ N∗, −Aen = λnen and λn < λn+1 .
Moreover, (21) ensures the following eigenvalues asymptotics:
(22) ∃ν ∈ R, λn = pi
2
L2
(n+ ν)
2
+O(1) as n→∞ , where L =
∫ X
0
√
p(x) dx .
We use the following notations for the Sobolev spaces based on A:
H0A(0, X) = L
2(0, X) and H1A(0, X) = D(A)
H1
.
Theorem 4.1. For any α > α∗ defined by (4), there exists C > 0 such that,
for any coefficients (21), setting k = 1 if b1 = 0 and k = 0 otherwise, for all
T ∈ ]0, inf(pi, L)2] and u0 ∈ HkA(0, X) the solution u ∈ C0([0,∞);HkA(0, X)) of
i∂tu = ∂x (p(x)∂xu) + q(x)u for (t, x) ∈ ]0, T [×]0, X [ ,
(a0u+ b0∂xu)⌉x=0 = 0 = (a1u+ b1∂xu)⌉x=X and u⌉t=0 = u0 ,
satisfies ‖u0‖HkA(0,X) ≤ C exp(αL
2/T )‖∂kxu⌉x=X‖L2(0,T ).
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4.2. Reduction of the window problem to a problem on entire functions.
First note that the theorem 4.1 can be reduced to the case λ1 > 0 by the multiplier
t 7→ exp(iλt), to the case L = pi by the time rescaling t 7→ σt with σ = (pi/L)2, and
to the time interval [−T/2, T/2] by the time translation t 7→ t− T/2.
From now on we assume λ1 > 0 and L = pi. Making a weaker assumption on
the remainder term in (22), we shall only use the following spectral assumption:
(23) ∀n ∈ N∗, 0 < λn < λn+1 and λn = n2 +O(n) as n→∞ .
In terms of the coordinates c = (ck)k∈N∗ of Ak/2u0 in the Hilbert basis (ek)k∈N∗ ,
we have to solve the following window problem:
Proposition 4.2. For any α > α∗, there exists C > 0 such that, for all (λn)n∈N∗
satisfying (23), for all T ∈ ]0, pi]:
(24) ∀c ∈ l2(N∗), ‖c‖l2 ≤ Ceαpi
2/T ‖f‖L2(−T
2
,T
2
) where f(t) =
∞∑
n=1
cne
iλnt .
The well-known method to study the nonharmonic Fourier series f is to con-
struct a sequence (gn)n∈N∗ in L2(−T/2, T/2) which is bi-orthogonal to the sequence
{exp(−λnt)}n∈N∗ , i.e.
(25)
∫ T/2
−T/2
gn(t)e
−λnt dt = 1 and ∀k ∈ N∗, k 6= n,
∫ T/2
−T/2
gn(t)e
−λkt dt = 0 .
Then: ‖c‖2l2 =
∑
n(f, gn)cn = (f,
∑
n gncn) ≤ ‖f‖L2‖
∑
n gncn‖L2 . Hence, intro-
ducing the Gramm operator G on l2(N∗) defined by the coefficients (gn, gk)L2 for n
and k in N∗, (24) results from ‖G‖ ≤ Ceα/T . But, applying Schur’s lemma to the
self-adjoint operator G yields: ‖G‖2 ≤ supn
∑
k|(gn, gk)L2 |. Thus, to prove propo-
sition 4.2 it is enough to construct bi-orthogonal functions gn with good growth
estimates of their scalar products as T tends to zero. We shall readily explain how
the following proposition on entire functions yields this construction, and postpone
its proof to subsection 4.3.
Proposition 4.3. Let α∗ be defined by (4). Let {λn}n∈N∗ be a sequence of real
numbers satisfying (23). For all ε > 0 there is a Cε > 0 such that, for all τ ∈]0, 1],
there is a sequence of entire functions {Gn}n∈N∗ satisfying, for all n and k in N∗:
Gn is of exponential type τ , i.e. lim sup
r→+∞
r−1 sup
|z|=r
ln |Gn(z)| ≤ τ,(26)
Gn(λn) = 1 and Gn(λk) = 0 if k 6= n,(27)
|(Gn, Gk)L2 | ≤ Cεe−ε
√
|λn−λk|/2eα
∗(pi+
√
2ε)2/τ .(28)
According to the Paley-Wiener theorem (1934), (26) implies that the function
x 7→ Gn(x) is the unitary Fourier transform of a function t 7→ gn(t) in L2(R)
supported in [−τ, τ ]. With τ = T/2, this yields:
(29) Gn(x) =
1√
2pi
∫ T/2
−T/2
gn(t)e
−itx dt and ‖gn‖L2 = ‖Gn‖L2 .
Hence (27) implies (25) and (28) implies that:
‖G‖2 ≤ sup
n
∑
k
|(gn, gk)L2 | ≤ Cεe2α
∗(pi+
√
2ε)2/T sup
n

1 +∑
k 6=n
e
− ε√
2
√
|λn−λk|

 .
To complete the proof of proposition 4.2, we just have to estimate the last sum
uniformly with respect to n. For this purpose, we introduce the counting function
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of the sequence (|λk − λn|)k∈N∗\{n} for every n ∈ N∗:
Nn(r) = #{k ∈ N∗ | 0 < |λk − λn| ≤ r} .
From the spectral asymptotics (23), we deduce that:
(30) ∃r > 0, ∀r ∈]0, r[, Nn(r) = 0 , ∃A > 0, ∀r, |
√
r −Nn(r)| ≤ A .
Indeed, (23) implies |√λn−n| ≤ C for some C > 0. If λn ≤ r then
√
λn + r ≤
√
2r
so that Nn(r) ≤
√
2r + C. If λn > r then Nn(r) ≤
√
λn + r −
√
λn − r + 2C ≤√
2r + 2C. Now the last sum writes:
∑
k 6=n
e
− ε√
2
√
|λn−λk| =
∫ ∞
0
exp
(
− ε√
2
√
r
)
dNn(r)
=
ε
2
√
2
∫ ∞
0
Nn(r)√
r
exp
(
− ε√
2
√
r
)
dr ≤ ε
∫ ∞
0
(2s+A)e−εs ds .
This completes the proof that proposition 4.3 implies proposition 4.2 which implies
theorem 4.1.
4.3. Entire functions construction. In this subsection, we prove proposition 4.3.
We follow a classical method in complex analysis: for all n ∈ N∗ and small τ > 0,
we shall form, in a first lemma, an infinite product Fn normalized by Fn(λn) = 1
with zeros at λk for every positive integer k 6= n, and construct, in a second lemma,
a multiplier Mn of exponential type τ with fast decay at infinity on the real axis
so that Gn =MnFn is in L
2 on the real axis.
Lemma 4.4. Let {λn}n∈N∗ be a sequence of real numbers satisfying (23). For all
ε > 0 there is a Aε > 0 such that, for all n ∈ N∗, the entire function Fn defined by
Fn(z) =
∏
k 6=n
(
1− z − λn
λk − λn
)
satisfies
(31) ln |Fn(z − λn)| ≤ (
√
2pi + ε)
√
|z|+Aε
Proof. To prove (31), we estimate the left hand side in terms of Nn:
ln |Fn(z + λn)| ≤
∑
k 6=n
ln
(
1 +
|z|
|λk − λn|
)
=
∫ ∞
0
ln
(
1 +
|z|
r
)
dNn(r)
=
∫ ∞
0
Nn(r)
|z|
|z|+ r
dr
r
=
∫ ∞
0
Nn(|z|s)
1 + s
ds
s
To estimate this last integral we use (30) and the integral computations:∫ ∞
0
√
s
1 + s
ds
s
=
∫ ∞
0
2dr
1 + r2
= pi ,
∫ ∞
r
|z|
ds
s(1 + s)
=
[
ln
∣∣∣∣ s1 + s
∣∣∣∣
]∞
r
|z|
= ln(1 +
|z|
r
)
Thus we obtain ln |fn(z)| ≤ pi
√
2|z|+A ln(1 + |z|r ), so that, for all ε > 0 there is a
Aε > 0 such that ln |fn(z)| ≤ (
√
2pi + ε)
√|z|+Aε. 
We quote the following lemma from [Mil03]:
Lemma 4.5. Let α∗ be defined by (4). For all d > 0 there is a D > 0 such that for
all τ > 0, there is an even entire function M of exponential type (lower or equal
to) τ satisfying: M(0) = 1 and
(32) ∀x > 0, ln |M(x)| ≤ α
∗d2
4τ
+D − d√x .
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To prove proposition 4.3, we use lemmas 4.4 and 4.5 with d =
√
2pi + 2ε and
define: Gn = FnMn with Mn(z) = M(z − λn). The entire function Gn has the
same exponential type asM since (31) implies that the exponential type of Fn is 0.
Hence (26) holds. Equation (27) is an obvious consequence of Mn(λn) =M(0) = 1
and the definition of Fn. Since d = pi + 2ε and M is even, (31) and (32) imply
∀x ∈ R, ln |Gn(x + λn)| ≤ Dε +Aε − ε
√
|x|+ α
∗d2
4τ
.
Setting Cε = 2e
2(Dε+Aε)
∫ +∞
0
e−ε
√
s ds and ∆ = |λn − λk|/2, this yields (28):
|(Gn, Gk)L2 | ≤ e2(Dε+Aε)+α
∗d2
2τ
∫ +∞
−∞
e−ε
√
|x+λn|−ε
√
|x−λn| dx
≤ e2(Dε+Aε)+α
∗d2
2τ
∫ +∞
−∞
e−ε
√
|s+∆|−ε
√
|s−∆| ds ≤ Cεe−ε
√
∆eα
∗(pi+
√
2ε)2/τ
Thus proposition 4.3 is proved.
Remarks 4.6. Under the assumption (23), lemma 3 in [SAI00] (which applies to
more general sequences) proves that the function Fn(z) =
∏
k 6=n
[
1−
(
z − λn
λk − λn
)2]
satisfies ln |Fn(λn+ z)| ≤ 2pi
√|z|. In lemma 4.4, the constant 2pi improves to √2pi.
We do not know if the optimal constant is pi as in lemma 4.3 in [Mil03].
Seidman obtained lemma 4.5 for α∗ = 2β∗ with β∗ ≈ 42.86 in the proof of
Theorem 3.1 in [Sei84]. His later Theorem 1 in [Sei86] improves the rate to α∗ = 4β∗
with β∗ ≈ 4.17. Theorem 2 in [SAI00], which applies to much more general spectral
sequences, yields lemma 4.5 for α∗ = 48. As explained in [Mil03], lemma 4.5 does
not hold for α∗ < 1/2 and it is an interesting problem of entire function analysis
to determine the smallest value of α∗ for which it does.
5. Upper bound under the geodesics condition
In this section we prove theorem 1.3. D′(O) denotes the space of distributions on
the open set O endowed with the weak topology and M(O) denotes the subspace
of Radon measures on O. When O is a vector space, δ denotes the Dirac measure
at the origin.
5.1. The fundamental controlled solution. In this subsection we construct a
“fundamental controlled solution” v of the Schro¨dinger equation on a segment con-
trolled by Dirichlet conditions at both ends. The precise definition is the following.
Definition 4. The distribution v ∈ C0([0, T ];H−1(] − L,L[)) is a fundamental
controlled solution for the Schro¨dinger equation on ]0, T [×]−L,L[ at cost (A,α) if
i∂tv − ∂2sv = 0 in D′(]0, T [×]− L,L[) ,(33)
v⌉t=0 = δ and v⌉t=T = 0 ,(34)
‖v‖L2(]0,T [;H−1(]−L,L[)) ≤ AeαL
2/T .(35)
Theorem 1.2 allows us to construct a family of fundamental controlled solutions
depending on L > 0 and T > 0 with a good cost estimate thanks to the following
proposition which shows that the upper bound for the controllability cost of the
Schro¨dinger equation on the segment [0, L] controlled at one end is the same as
the controllability cost of the Schro¨dinger equation on the twofold segment [−L,L]
controlled at both ends.
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Proposition 5.1. For any α > α∗ (cf. definition 2), there exists A > 0 such
that, for all L > 0, T ∈ ]0, inf(pi/2, L)2] and v0 ∈ H−1(−L,L), there are g− and
g+ in L
2(0, T ) such that the solution v ∈ C0([0,∞);H−1(−L,L)) of the following
Schro¨dinger equation on [−L,L] controlled by g− and g+:
(36) i∂tv − ∂2sv = 0 in ]0, T [×]− L,L[, v⌉s=±L = g±, v⌉t=0 = v0
satisfies v = 0 at t = T and ‖g±‖L2(0,T ) ≤ AeαL
2/T ‖v0‖H−1(−L,L).
Proof. By duality (cf. [DR77]), it is enough to prove the observation inequality:
∃C > 0, ∀v0 ∈ H10 (−L,L), ‖v0‖H1 ≤ CeαL
2/T ‖∂seit∆v0⌉s=±L‖L2(0,T )2 . Applying
theorem 1.2 with k = 0 to the odd part of v0 and with k = 1 to the even part of v0
completes the proof (as in the proof of proposition 5.1 in [Mil03]). 
Applying proposition 5.1 with v0 = δ ∈ H−1(−L,L), and using Duhamel’s
formula to estimate v in terms of g± = v⌉s=±L, we obtain:
Corollary 5.2. For any α > α∗ (cf. definition 2), there exists A > 0 such that
for all L > 0 and T ∈ ]0, inf(pi/2, L)2] there is a fundamental controlled solution for
the Schro¨dinger equation on ]0, T [×]− L,L[ at cost (A,α).
5.2. The transmutation of waves controls into Schro¨dinger controls. In
this subsection we perform a transmutation of a control for the wave equation into
a control for the Schro¨dinger equation. Our transmutation formula (cf. (44)) can
be regarded as the analogue of the formula (6) with F (σ) = exp(itσ2) where the
kernel e−ipi/4eis
2/(4t)/
√
4pit, which is the fundamental solution of the Schro¨dinger
equation on the line, is replaced by the fundamental controlled solution that we have
constructed in the previous subsection. To ensure existence of an exact control for
the wave equation we use the geodesics condition (cf. the footnotes on pages 2
and 3):
Theorem 5.3 ([BLR92]). Let Ω ⊂M . Let LΩ be the length of the longest general-
ized geodesic in M which does not intersect Ω. If L > LΩ then for all (w0, w1) and
(w2, w3) in H
2
0 (M) × H10 (M) there is a control function f ∈ H10 (]0, L[×M) such
that the solution w ∈ C0([0, L];H20 (M))∩C1([0, L];H10 (M)) of the mixed Dirichlet-
Cauchy problem (n.b. the time variable is denoted by s here):
(37) ∂2sw −∆w = 1ΩLf in ]0, L[×M, w = 0 on ]0, L[×∂M,
with Cauchy data (w, ∂sw) = (w0, w1) at s = 0, satisfies (w, ∂sw) = (w2, w3) at
s = L. Moreover, the operator SW :
(
H20 (M)×H10 (M)
)2 → H10 (]0, L[×M) defined
by SW ((w0, w1), (w2, w3)) = f is continuous.
From this theorem, the control transmutation deduces theorem 1.3 for smooth
data only:
Proposition 5.4. For all α > α∗, there is exists A > 0 such that for all u0 ∈
H20 (M), T ∈]0,min{1, L2Ω}[ and L > LΩ, there is a control g ∈ L2(R ×M) which
solves the controllability problem
i∂tu−∆u = 1ΩT g in D′(]0, T [×M) and u = 0 on ]0, T [×∂M,(38)
u⌉t=0 = u0 and u⌉t=T = 0,(39)
at cost ‖g‖L2(R×M) ≤ ‖SW ‖AeαL2/T ‖u0‖H2
0
(M).
Proof. Let α > α∗, T ∈]0, inf(1, L2Ω)[ and L > LΩ be fixed from now on. Let A > 0
and v ∈ L2(0, T ;H−1(] − L,L[)) be the corresponding constant and fundamental
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controlled solution given by corollary 5.2. We define v ∈ L2(R;H−1(R)) as the ex-
tension of v by zero, i.e. v(t, s) = v(t, s) on ]0, T [×]−L,L[ and v is zero everywhere
else. It inherits from v the following properties
i∂tv − ∂2sv = 0 in D′(]0, T [×]− L,L[) ,(40)
v⌉t=0 = δ and v⌉t=T = 0 ,(41)
‖v‖L2(R;H−1(R)) ≤ AeαL
2/T .(42)
Let u0 ∈ H20 (M) be an initial data for the Schro¨dinger equation (2). Let w
and f be the corresponding solution and control function for the wave equation
obtained by applying theorem 5.3 with w0 = u0 and w1 = w2 = w3 = 0. Since
theorem 5.3 still applies to any control time in ]LΩ, L[, we may assume that f = 0
in a neighborhood of s = 0. We define w ∈ L2(R;H20 (M)) ∩ H1(R;H10 (M)) and
f ∈ H1(R ×M) as the extensions of w and f by reflection with respect to s = 0,
i.e. w(s, x) = w(s, x) = w(−s, x) and f(s, x) = f(s, x) = f(−s, x) on [0, L] ×M ,
and by zero outside [−L,L]×M . Since w1 = 0, equation (37) implies
(43) ∂2sw −∆w = 1]−L,L[×Ωf in D′(R×M), w = 0 on R× ∂M,
The main idea of our proof is to use v as a kernel to transmute w and f into a
solution u and a control g for (2). Since v ∈ C0(R;H−1(R)), w ∈ H1(R;H10 (M))
and f ∈ H1(R;L2(M)), the transmutation formulas
(44) u(t, x) =
∫
R
v(t, s)w(s, x) ds and g(t, x) =
∫
R
v(t, s)f(s, x) ds ,
define functions u ∈ C0(R;H10 (M)) and g ∈ L2(R×M). Since w(s, x) = ∂sw(s, x) =
0 for |s| = L, equations (43) and (40) imply (38). The property (41) of v implies
(39). Since ‖g‖L2(R×M) ≤ ‖v‖L2(R;H−1(R))‖f‖H1(R;L2(M)), the estimates (42) and
‖f‖H1(R×M) ≤
√
2‖SW ‖ ‖u0‖H2
0
(M) complete the proof of proposition 5.4. 
Proof of theorem 1.3. Let α > α∗, L > LΩ and ε ∈]0, 1[.
According to corollary 3.6, there are d > 0 and C > 0 such that for all T ∈
]0, inf(1, L2Ω)[, there is a T
′ ∈ [εT/2, εT ] such that the following smoothing property
at low control cost holds: for any initial data u0 ∈ L2(M) there is a g1 ∈ L2(ΩT ′)
such that ‖g1‖L2 ≤ ‖u0‖L2C/
√
T ′ and the solution u of (2) with control g1 satisfies
‖u⌉t=T ′‖H2 ≤ C(T ′)−2‖u0‖L2 .
According to proposition 5.4, there is a g2 ∈ L2(]T ′, T [×Ω) such that ‖g2‖L2 ≤
A‖SW ‖eαL2/(T−T ′)‖u⌉t=T ′‖H2 and the solution u of (2) with the control g obtained
by applying successively g1 and g2 satisfies u⌉t=T ′ = 0.
These estimates with T ′ ∈ [εT/2, εT ] combine into a cost estimate for g:
‖g2‖2L2 = ‖g1‖2L2 + ‖g2‖2L2 ≤ ‖u0‖2L2
(
2C2
εT
+
4C
ε2T 2
A2‖SW ‖2e2αL
2/(1−ε)T
)
.
With the dual definition of CT,Ω given after definition 1, this estimate proves:
lim sup
T→0
T lnCT,Ω ≤ αL2/(1 − ε). Letting α, L and ε tend respectively to α∗, LΩ
and 0 completes the proof of (5). 
6. Upper bound for some examples violating the geodesics condition
In this section, we deduce from theorem 1.2 and 1.3 that the same upper bounds
are satisfied for some Schro¨dinger evolution groups of product type violating the
geodesics condition. The proof elaborates on the yet unpublished remark of Burq
(back in 1992, cf [BZ03]) that the result of [Har89] can be extended to product
manifolds with a much simpler proof: the point here is that the controllability cost
is tracked.
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The following lemma generalizes this remark to the abstract setting for the theory
of observation and control (cf. [DR77]).
Lemma 6.1. Let X, Y and Z be Hilbert spaces and I denote the identity operator
on each of them. Let A : D(A) → X and B : D(B)→ Y be generators of strongly
continuous semigroups of bounded operators on X and Y . Let C : D(C)→ Z be a
densely defined operator on X such that etAD(C) ⊂ D(C) for all t > 0. Let X⊗Y
and Z⊗Y denote the closure of the algebraic tensor products X ⊗ Y and Z ⊗ Y
for the natural Hilbert norms. The operator C ⊗ I : D(C) ⊗ Y → Z⊗Y is densely
defined on X⊗Y .
i) The operator A⊗I+I⊗B defined on the algebraic D(A)⊗D(B) is closable and
its closure, denoted A + B, generates a strongly continuous semigroup of bounded
operators on X⊗Y satisfying:
∀t ≥ 0, ∀(x, y) ∈ D(C) × Y, ‖(C ⊗ I)et(A+B)(x⊗ y)‖ = ‖CetAx‖ ‖etBy‖(45)
ii) If iB is self-adjoint, then for all T ≥ 0:
inf
ψ∈X⊗Y,‖ψ‖=1
∫ T
0
‖(C ⊗ I)et(A+B)ψ‖2dt = inf
x∈X,‖x‖=1
∫ T
0
‖CetAx‖2dt .(46)
Proof. Let G denote the generator of the strongly continuous semigroup t 7→ etA⊗
etB (defined since the natural Hilbert norm is a uniform cross norm, cf. [Sch50]).
Since D(A) ⊗D(B) is dense in X ⊗ Y and invariant by t 7→ etG, it is a core for G
(cf. theorem X.49 in [RS79]). Since A ⊗ I + I ⊗ B = G⌉D(A)⊗D(B), it is closable
and A+B = G. Therefore et(A+B) = etA⊗etB and (45) follows (by the cross norm
property).
To prove point ii), we denote the left and right hand sides of (46) by IA+B
and IA. Taking ψ = x ⊗ y with ‖y‖ = 1, IA+B ≤ IA results from (45). To
prove IA+B ≥ IA, we only consider the case in which both X and Y are infinite
dimensional and separable (this simplifies the notation and the other cases are
similar). Let (en)n∈N and (fn)n∈N be orthonormal bases for X and Y . Since
(en ⊗ fm)n,m∈N is an orthonormal base for X⊗Y , any ψ ∈ X⊗Y writes:
ψ =
∑
m
xm ⊗ fm with xm =
∑
n
cn,men and ‖ψ‖2 =
∑
n,m
|cn,m|2 =
∑
m
‖xm‖2 .
Since iB is self-adjoint, t 7→ etB is unitary for all t ≥ 0 so that (etBfn)n∈N is
orthonormal. Therefore, using (45):
‖Cet(A+B)ψ‖2 = ‖
∑
m
(CetAxm)⊗ (etBfm)‖2 =
∑
m
‖CetAxm‖2 .
By definition,
∫ T
0
‖CetAxm‖2dt ≥ IA‖xm‖2. Summing up over m ∈ N, we obtain:∫ T
0
‖(C ⊗ I)et(A+B)ψ‖2dt =
∫ T
0
∑
m
‖CetAxm‖2 ≥ IA
∑
m
‖xm‖2 = IA‖ψ‖2 .
This proves IA+B ≥ IA and completes the proof of lemma 6.1. 
Remarks 6.2. When C is an admissible observation operator, (46) says that the
cost of observing t 7→ et(A+B) through C ⊗ I in time T is exactly the cost of
observing t 7→ etA through C in time T .
If A and B are self-adjoint, then A+ B defined in lemma 6.1 is self-adjoint (cf.
theorem VIII.33 in [RS79]).
The proof of part i) of lemma 6.1 is still valid if X , Y and Z are Banach spaces
and X⊗Y and Z⊗Y are closures with respect to some uniform cross norms (cf.
[Sch50]).
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Theorem 1.4 is a particular case of the following direct consequence of lemma 6.1
and theorem 1.2 (with X = Z = L2(M), Y = B, A = i∆ and bounded C = 1Ω).
Theorem 6.3. Let B be a self-adjoint operator on a Hilbert space B. The operator
H = ∆ ⊗ idB + idL2(M)⊗B is essentially self-adjoint on H = L2(M) ⊗ B. For
all T > 0 and Ω ⊂ M , CT,Ω (cf. definition 1) is also the cost of controlling the
Schro¨dinger group t 7→ eitH on H with controls in L2(Ω)⊗ B, i.e. CT,Ω is the best
constant in the observability inequality: ∀v ∈ H, ‖v‖H ≤ CT,Ω‖1Ω eitHv‖L2(]0,T [;H).
In particular:
lim sup
T→0
T ln sup
v∈H\{0}
‖v‖H
‖1Ω eitHv‖L2(]0,T [;H)
≤ α∗L2Ω ,
where α∗ is defined in (4) and LΩ is the length of the longest generalized geodesic
in M which does not intersect Ω.
Remarks 6.4. Note that H = L2(Ω;B) and L2(0, T ;H) = L2(]0, T [×M ;B) when
B is separable (cf. theorem II.10 in [RS79]). With B = L2(M˜), B = ∆˜, H =
L2(M × M˜), theorem 6.3 proves theorem 1.4.
The semi-internal controllability of a rectangular plate proved in [Har89] corre-
sponds to the setting M = [0, X ], B = L2([0, Y ]), B = ∂2y with Dirichlet condition,
H = L2([0, X ] × [0, Y ]). Note that our theorem still applies to an infinite strip
[0, X ]× R controlled from any infinite strip [a, b]× R with [a, b] ⊂]0, X [.
The resolvent method introduced in [BZ03] also yields the controllability in the-
orem 6.3 for some control time (and for any positive control time by a temporal
black box), but it does not keep track of the cost.
The following analogue of theorem 6.3 for the boundary controllability of cylin-
ders from one end is a direct consequence of lemma 6.1 and theorem 1.2 (with
X = HkA(0, X), Y = B, Z = R, D(C) = D(A) and Cu = ∂xu⌉x=X).
Theorem 6.5. Let B be a self-adjoint operator on a Hilbert space B. Let A be
the Sturm-Liouville operator on L2(0, X) and L be the length of [0, X ] defined in
subsection 4.1. The operator H = A⊗ idB + idL2(0,X)⊗B is essentially self-adjoint
on H = L2(0, X) ⊗ B. For any α > α∗ defined by (4), there exists C > 0 such
that, for any coefficients (21), setting k = 1 if b1 = 0 and k = 0 otherwise, for all
T ∈ ]0, inf(pi, L)2]:
∀v ∈ Hk = HkA(0, X)⊗ B, ‖v‖Hk ≤ C exp(αL2/T )‖∂kxeitHv⌉x=X‖L2(0,T ;B) .
Remarks 6.6. With B = L2(M˜), B = ∆˜, H = L2(C), A = ∂2x, k = 1, this theorem
applies to the Schro¨dinger equation on the cylinder C = [0, X ]× M˜ controlled at
the end Γ = {X} × M˜ , with a base M˜ as in theorem 6.3. The segment S = [0, X ]
is endowed with a Riemannian metric, L denotes the total length of [0, X ] and
∆S denotes the Dirichlet Laplacian on [0, X ], so that the Laplacian on the (n+1)-
dimensional product manifold C is ∆C = ∆S+∆˜. In this setting, the controllability
cost is the best constant, denoted CT,Γ, in the observation inequality:
∀u0 ∈ H1 = H10 (S;L2(M˜)), ‖u0‖H1 ≤ CT,Γ‖∂seit∆Cu0⌉Γ‖L2(]0,T [×M) .(47)
Although the geodesics condition is not satisfies for Γ in C, theorem 6.5 proves that
the controllability cost CT,Γ satisfies, as in theorem 1.2, an upper bound of the same
type as the lower bound in theorem 1.1: ∀α > α∗, ∃β > 0, CT,Γ ≤ β exp(αL2/T ).
Note that the observability inequality (47) does not hold in the “ energy space ”,
i.e. the space H1 = H10 (S,L2(M˜)) cannot be replaced by H10 (C).
The boundary controllability of a rectangular plate from one side was proved
in [KLS85] (theorem 2).
22 L. MILLER
References
[All98] B. Allibert, Controˆle analytique de l’e´quation des ondes et de l’e´quation de Schro¨dinger
sur des surfaces de revolution, Comm. Partial Differential Equations 23 (1998), no. 9-10,
1493–1556.
[BdM75] L. Boutet de Monvel, Propagation des singularite´s des solutions d’e´quations analogues
a` l’e´quation de Schro¨dinger, Fourier integral operators and partial differential equations
(Colloq. Internat., Univ. Nice, Nice, 1974), Springer, Berlin, 1975, pp. 1–14. Lecture
Notes in Math., Vol. 459.
[BG97] N. Burq and P. Ge´rard, Condition ne´cessaire et suffisante pour la controˆlabilite´ exacte
des ondes., C. R. Acad. Sci., Paris, Ser. I, Math. 25 (1997), no. 7, 749–752.
[BLR92] C. Bardos, G. Lebeau, and J. Rauch, Sharp sufficient conditions for the observation,
control, and stabilization of waves from the boundary, SIAM J. Control Optim. 30
(1992), no. 5, 1024–1065.
[BP02] L. Baudouin and J.-P. Puel, Uniqueness and stability in an inverse problem for the
Schro¨dinger equation, Inverse Problems 18 (2002), no. 6, 1537–1554.
[Bur97a] N. Burq, Controˆlabilite´ exacte de l’e´quation des ondes dans des ouverts peu re´guliers,
Asymptotic Anal. 14 (1997), no. 2, 157–191.
[Bur97b] , Mesures semi-classiques et mesures de de´faut, Aste´risque (1997), no. 245, 167–
195, Se´minaire Bourbaki, Vol. 1996/97, Exp. No. 826.
[BZ03] N. Burq and M. Zworski, Control in the presence of a black box, arXiv:math.AP/0304184,
preprint, 2003.
[CGT82] J. Cheeger, M. Gromov, and M. Taylor, Finite propagation speed, kernel estimates for
functions of the Laplace operator, and the geometry of complete Riemannian manifolds,
J. Differential Geom. 17 (1982), no. 1, 15–53.
[DR77] S. Dolecki and D. L. Russell, A general theory of observation and control, SIAM J.
Control Optimization 15 (1977), no. 2, 185–220.
[Fab92] C. Fabre, Re´sultats de controˆlabilite´ exacte interne pour l’e´quation de Schro¨dinger et
leurs limites asymptotiques: application a` certaines e´quations de plaques vibrantes, As-
ymptotic Anal. 5 (1992), no. 4, 343–379.
[Har89] A. Haraux, Se´ries lacunaires et controˆle semi-interne des vibrations d’une plaque rect-
angulaire, J. Math. Pures Appl. (9) 68 (1989), no. 4, 457–465 (1990).
[Her75] R. Hersh, The method of transmutations, Partial differential equations and related topics
(Program, Tulane Univ., New Orleans, La., 1974), Springer, Berlin, 1975, pp. 264–282.
Lecture Notes in Math., Vol. 446.
[HL96] M. A. Horn and W. Littman, Boundary control of a Schro¨dinger equation with noncon-
stant principal part, Control of partial differential equations and applications (Laredo,
1994), Lecture Notes in Pure and Appl. Math., vol. 174, Dekker, New York, 1996,
pp. 101–106.
[Ho¨r85] L. Ho¨rmander, The Analysis of Linear Partial Differential Operators, vol. III, Springer,
1985.
[Jaf90] S. Jaffard, Controˆle interne exact des vibrations d’une plaque rectangulaire, Portugal.
Math. 47 (1990), no. 4, 423–429.
[JL99] D. Jerison and G. Lebeau, Nodal sets of sums of eigenfunctions, Harmonic analysis
and partial differential equations (Chicago, IL, 1996), Univ. Chicago Press, Chicago, IL,
1999, pp. 223–239.
[JM01] S. Jaffard and S. Micu, Estimates of the constants in generalized Ingham’s inequality
and applications to the control of the wave equation, Asymptot. Anal. 28 (2001), no. 3-4,
181–214.
[KLS85] W. Krabs, G. Leugering, and T. I. Seidman, On boundary controllability of a vibrating
plate, Appl. Math. Optim. 13 (1985), no. 3, 205–229.
[Kom92] V. Komornik, On the exact internal controllability of a Petrowsky system, J. Math.
Pures Appl. (9) 71 (1992), no. 4, 331–342.
[KS96] L. Kapitanski and Y. Safarov, Dispersive smoothing for Schro¨dinger equations, Math.
Res. Lett. 3 (1996), no. 1, 77–91.
[Leb92] G. Lebeau, Controˆle de l’e´quation de Schro¨dinger, J. Math. Pures Appl. (9) 71 (1992),
no. 3, 267–291.
[LT92a] I. Lasiecka and R. Triggiani, Optimal regularity, exact controllability and uniform stabi-
lization of Schro¨dinger equations with Dirichlet control, Differential Integral Equations
5 (1992), no. 3, 521–535.
[LT92b] W. Littman and S. Taylor, Smoothing evolution equations and boundary control theory,
J. Anal. Math. 59 (1992), 117–131.
FAST CONTROLS FOR SCHRO¨DINGER EQUATION 23
[LTZ03] I. Lasiecka, R. Triggiani, and X. Zhang, Nonconservative Schro¨dinger equations with
unobserved Neumann B.C.: Global uniqueness and observability in one shot, Analysis
and Optimization of Differential Systems (et al. V. Barbu, ed.), Kluwer, 2003.
[LZ98] G. Lebeau and E. Zuazua, Null-controllability of a system of linear thermoelasticity,
Arch. Rational Mech. Anal. 141 (1998), no. 4, 297–329.
[Mac94] E. Machtyngier, Exact controllability for the Schro¨dinger equation, SIAM J. Control
Optim. 32 (1994), no. 1, 24–34.
[Mil03] L. Miller, Geometric bounds on the growth rate of null-controllability cost for the heat
equation in small time, arXiv:math.AP/0307158, preprint, 2003.
[Phu01] K.-D. Phung, Observability and control of Schro¨dinger equations, SIAM J. Control
Optim. 40 (2001), no. 1, 211–230.
[RS79] M. Reed and B. Simon, Methods of modern mathematical physics. I,II,III,IV, Academic
Press Inc., New York, 1972,1975,1978,1979.
[SAI00] T. I. Seidman, S. A. Avdonin, and S. A. Ivanov, The “window problem” for series of
complex exponentials, J. Fourier Anal. Appl. 6 (2000), no. 3, 233–254.
[Sch50] R. Schatten, A Theory of Cross-Spaces, Annals of Mathematics Studies, no. 26, Prince-
ton University Press, Princeton, N. J., 1950.
[Sei84] T. I. Seidman, Two results on exact boundary control of parabolic equations, Appl.
Math. Optim. 11 (1984), no. 2, 145–152.
[Sei86] , The coefficient map for certain exponential sums, Nederl. Akad. Wetensch.
Indag. Math. 48 (1986), no. 4, 463–478.
[Sei88] , How violent are fast controls?, Math. Control Signals Systems 1 (1988), no. 1,
89–95.
[SG93] T. I. Seidman and M. S. Gowda, Norm dependence of the coefficient map on the window
size, Math. Scand. 73 (1993), no. 2, 177–189.
[SY96] T. I. Seidman and J. Yong, How violent are fast controls? II, Math. Control Signals
Systems 9 (1996), no. 4, 327–340.
[Tat97] D. Tataru, Carleman estimates, unique continuation and controllability for anizotropic
PDEs, Optimization methods in partial differential equations (South Hadley, MA, 1996),
Contemp. Math., vol. 209, Amer. Math. Soc., Providence, RI, 1997, pp. 267–279.
[TY99] R. Triggiani and P.-F. Yao, Inverse/observability estimates for Schro¨dinger equations
with variable coefficients, Control Cybernet. 28 (1999), no. 3, 627–664, Recent advances
in control of PDEs.
[Zha01] X. Zhang, Exact controllability of semilinear plate equations, Asymptot. Anal. 27
(2001), no. 2, 95–125.
[Zua88] E. Zuazua, Controˆlabilite´ exacte en temps arbitrairement petit de quelques mode`les
de plaques, Controˆlabilite´ exacte, perturbations et stabilisation de syste`mes distribue´s.
Tome 1. (J.-L. Lions), R. M. A., vol. 8, Masson, 1988, Appendix 1.
E´quipe Modal’X, JE 421, Universite´ Paris X, Baˆt. G, 200 Av. de la Re´publique, 92001
Nanterre, France.
Centre de Mathe´matiques, UMR CNRS 7640, E´cole Polytechnique, 91128 Palaiseau,
France.
E-mail address: miller@math.polytechnique.fr
