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MUMFORD’S INFLUENCE ON THE
MODULI THEORY OF ALGEBRAIC VARIETIES
JA´NOS KOLLA´R
Abstract. We give a short appreciation of Mumford’s work on the moduli
of varieties by putting it into historical context. By reviewing earlier works
we highlight the innovations introduced by Mumford. Then we discuss recent
developments whose origins can be traced back to Mumford’s ideas.
The theory of moduli of algebraic varieties aims to solve the following problems.
• (Main question, old style) Can we parametrize the set of all varieties of a given
class in a natural way using the points of another algebraic variety?
• (Main questions, new style) What is a “good family” of algebraic varieties?
Can we describe all “good families” in an “optimal” manner?
The old style question was first studied by Riemann [Rie1857] for algebraic
curves—equivalently, compact Riemann surfaces—and most related work for the
next century focused on this problem.
The shift to the new style question happened with Grothendieck’s lectures at
the Cartan seminar in 1960/61. At the same time Mumford developed a general
framework to approach moduli problems in algebraic geometry—called Geometric
Invariant Theory, usually abbreviated as GIT—and used it to complete the con-
struction of Mg.
We aim to highlight Mumford’s pivotal role in moduli theory, how his ideas were
different from earlier work and how they persist in the subsequent developments.
Acknowledgments. These notes are an expanded version of my lecture at the con-
ference From Algebraic Geometry to Vision and AI: A Symposium Celebrating the
Mathematical Work of David Mumford, organized by the Center of Mathematical
Sciences and Applications under the direction of Shing-Tung Yau.
I thank Rahul Pandharipande and Chenyang Xu for helpful comments and ref-
erences. Partial financial support was provided by the NSF under grant number
DMS-1362960.
1. Moduli of curves, 1857–1960
An algebraic curve can be studied using its projective embeddings and their
equations, while a compact Riemann surface of genus ≥ 2 can be viewed as a
quotient of the complex disc by a discrete subgroup of PSL2(R). The former leads
to an algebraic theory of moduli, the latter to an analytic or group theoretic version.
While these 2 approaches frequently intersect, it is convenient to think of them as
parallel developments.
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Moduli of curves, algebraic theory.
It has been known at least since Descartes that the set of all plane curves of
degree d is naturally parametrized by the vector space Vd of all polynomials f(x, y)
of degree ≤ d; later this was replaced by the projective space Pd of all homogeneous
polynomials f(x, y, z) of degree = d. (Thus Pd has dimension
(
d+2
2
) − 1.) It was
also clear that curves obtained by a linear change of coordinates are the “same”
and thus the orbit spaces Vd/GL3 or Pd/PGL3 are the essential objects.
Classical invariant theory was initiated by Cayley in [Cay1845], building on ear-
lier work of Boole [Boo1841]. Its aim was to start with a vector space V acted upon
by a group G, and then describe all G-invariant polynomial or rational functions
on V. Initially the main interest was in concrete cases.
If the orbit space Pd/PGL3 were an algebraic variety, then we could identify
rational functions on Pd/PGL3 with PGL3-invariant rational functions on Pd. Al-
though the orbit space is not an algebraic variety, the field of PGL3-invariant ratio-
nal functions is the function field of a variety—called Mumford’s GIT quotient and
denoted by Pd//PGL3—that serves as the “best algebraic approximation” of the
orbit space Pd/PGL3. However, the classical authors do not seem to have focused
on this aspect of invariant theory. Their main interest was in getting explicit gen-
erators for the ring of invariants in the affine case Vd/GL3 and its generalizations.
Eventually Gordan proved [Gor1868] that rings of invariants of binary forms are
finitely generated and Hilbert proved finite generation for any reductive group ac-
tion [Hil1890]. However, the original hope of Cayley and Gordan of getting explicit
generators is still out of reach.
Another moduli-theoretic direction was also initiated by Cayley, who, in two
articles with the same title, constructed the moduli space of space curves [Cay1860,
Cay1862], which is now usually called the Chow variety of curves in P3.
To any curve C ⊂ P3, Cayley’s method associates the set of all lines L ⊂ P3 that
meet C. This set is a hypersurface in the Grassmannian of all lines Grass(1, 3),
giving an injection {
degree d curves in P3
} →֒ ∣∣OGrass(1,3)(d)∣∣
whose image is an algebraic variety. The general correspondence between m-cycles
in PN and hypersurfaces in Grass(N − m − 1, N) was fully worked out only in
[CvdW37]. A complete algebraic treatment is given in [HP47, Secs.X.6–8]; see
[Kol96, Sec.I.3] for a more geometric one.
Severi proved thatMg (the moduli space of smooth projective curves of genus g)
is unirational for g ≤ 10 [Sev1915, Sev1921], but it is not clear to me what Severi
thought about the existence of Mg as an algebraic variety. Note that one can
state and prove that Mg is unirational without saying anything about its existence.
Severi proves that for certain values (g, d, r), the set of degree d plane curves with r
nodes is a rational variety and a general curve of genus g is birational to a degree d
plane curve with r nodes. Even with modern techniques this approach proves only
that some open subset of Mg is an algebraic variety for g ≤ 10.
It seems to have been Weil who first seriously contemplated thatMg and Ag (the
moduli space of principally polarized Abelian varieties) should be varieties defined
overQ. This is a quite non-trivial observation since the deepest classical approaches
to Mg via Tg (the Teichmu¨ller space) or Ag rely on transcendental functions. If
C is a curve of genus g and [C] ∈ Mg denotes the corresponding point, then its
residue field kC := k
(
[C]
)
is an invariant of C, called the field of moduli of C. A key
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question is whether C can be defined over its field of moduli; now we see this as the
distinction between fine and coarse moduli spaces. Weil and Matsusaka discussed
the fields of moduli in various examples [Wei46, Mat58].
Satake [Sat60] and Baily-Borel [BB66] worked out compactifications of Ag and of
other quotients of symmetric spaces, but in their works the boundary exists mostly
as a set-theoretic object. It is very misleading for the general moduli theory that
the points of the boundary of Ag naturally correspond to lower dimensional Abelian
varieties, precluding the existence of universal families. This may have been a true
psychological barrier historically.
Igusa gave an explicit and complete description ofM2, and what is now called its
GIT compactification, over SpecZ, building on classical invariant theory [Igu60].
The first explicit claim that Mg should exist as an algebraic variety may be in
[Wei58b]: “As for Mg there is virtually no doubt that it can be provided with the
structure of an algebraic variety.”
Moduli of curves, analytic theory.
A very thorough discussion of this topic is given in the papers by A’Campo, Ji
and Papadopoulos [JP13, AJP16]. Anyone interested in the details should start by
reading these papers and the extensive bibliography in [Sie69, Vol.III]. Here I just
mention the key works quickly to give an overview.
The story starts with Riemann [Rie1857] who proves that Riemann surfaces of
genus g depend on 3g − 3 parameters. In modern language he explains that the
local deformation space of a Riemann surface of genus g has complex dimension
3g − 3. Riemann introduces the word “Mannigfaltigkeiten” (usually translated as
‘manifoldness”) to refer to Mg, but neither Riemann nor later Klein were clear on
what this precisely means. (A formal definition of complex manifolds appears in
the literature only after 1940 in the works of Teichmu¨ller, Chern and Weil.)
Following Riemann’s approach, Hurwitz [Hur1891] defines what we now call the
Hurwitz scheme and uses it to prove that Mg is irreducible.
The approach through Fuchsian groups and automorphic functions is developed
in the monumental 1300 page work of Fricke and Klein [FK1892, FK1912]. They
prove that Tg exists and that it is a contractible topological space. These books
contain many examples where a complex structure is also given, but there does not
seem to be a general claim that Tg always has a “natural” complex structure.
The first modern treatments is due to Siegel who constructed Ag as an analytic
space [Sie35]. The complete theory of Tg is worked out by Teichmu¨ller [Tei44],
though it took some time before this was fully understood by experts through the
works of Ahlfors, Bers and Weil.
It was probably the Bourbaki talks of Weil [Wei58c, Wei58a] that—though fo-
cusing on analysis and differential geometry—brought these developments to the
full attention of algebraic geometers.
The shift from the old to the new style questions, still in the analytic setting, was
accomplished by Grothendieck’s lectures [Gro61]. Grothendieck defines the functor
of smooth families of compact Riemann surfaces (over reduced analytic spaces) and
proves that the Teichmu¨ller space Tg represents this functor. Grothendieck men-
tions his plan to work out most of the theory algebraically over arbitrary schemes
as well. He states that he has other ideas that should construct M
[r]
g —the moduli
of curves with level structure r ≥ 3—as a scheme over SpecZ. (Note that if r ≥ 3
then M
[r]
g is a fine moduli space.) Grothendieck also says that quasi-projectivity
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may not follow from his methods. (This is a potentially serious issue. Although
Mg is a quotient of M
[r]
g by Sp2g(Z/r), the quotient of a non-quasi-projective va-
riety by a finite group need not be a scheme. Thus one cannot yet conclude that
Mg is a scheme, much less that it is quasi-projective.) Grothendieck also refers to
Mumford’s work that was expected to construct Mg as a quasi-projective scheme
over SpecZ.
2. Mumford’s work on the moduli of curves
When [Zariski] spoke the words algebraic variety, there was a certain resonance in
his voice that said distinctly that he was looking into a secret garden. I immediately
wanted to be able to do this too ... Especially, I became obsessed with a kind of
passion flower in this garden, the moduli spaces of Riemann. (Mumford in [Mum97,
p.225].)
This description, reminiscent of Newton “diverting [himself] in now and then
finding a smoother pebble or a prettier shell than ordinary,” may explain the origin
of Mumford’s interest in Mg, but it does not hint at his decades-long systematic
work to understand not just Mg, but moduli theory in general.
Next we list the main developments introduced by Mumford, explain how these
were different from earlier methods, and then the rest of the paper outlines how they
led to a moduli theory of higher dimensional varieties. It is rather presumptuous to
claim to know what Mumford’s main ideas were without doing much more serious
historical research. So the following topics are those that either strike me as having
been especially novel, or that had a major influence on my own studies of moduli.
1 (Mumford’s main ideas). I will focus on 5 topics.
(1) Mg coarsely represents the functor of families of smooth, projective curves
of genus g.
(2) GIT gives the right moduli spaces.
(3) Mg should be constructed as a quotient of the space of m-canonically em-
bedded curves {C →֒ PN−1} by the group PGLN for N = (2m− 1)(g− 1).
(4) Mg should be compactified using reducible nodal curves (with Deligne).
(5) Mg and M¯g are non-linear analogs of Grassmannians; hence their cohomol-
ogy rings govern many enumerative questions.
It is sometimes hard to appreciate how transformative some definitions and theo-
rems were 60 years ago. Several of Mumford’s ideas seem to have been quite alien to
his predecessors, but once Mumford introduced them, they quickly became viewed
as the “obvious approach.”
As we discussed, thinking of moduli spaces as representing functors did not
appear until [Gro61]. While the functorial point of view quickly gained acceptance
with the expansion of Grothendieck’s school, Mg may have seemed an exception
since it does not represent the functor of families of smooth, projective curves of
genus g. (In some sense we are still trying to come to terms with this using stacks.)
Mumford’s pragmatic balance of the “pure thought” approach of Grothendieck and
the classical authors probably appeared unnatural to both sides at first.
While the rings of invariants of many classical group actions were much studied,
there was no systematic effort to view them as giving compact moduli spaces. A
key observation of Mumford is that one can identify the “good” points (now known
as stable and semi-stable points) and obtain a moduli space for the corresponding
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objects. This approach has been spectacularly successful for sheaves; see [Mum63]
for the early results and [HL97, Chap.4] for a recent survey. We discuss in Section 4
that we have not yet seen the full story for higher dimensional varieties.
Note on terminology. In the literature, the adjective “stable” is used in at least 3
distinct senses. For clarity I will use GIT-stable for the geometric invariant theory
notion, DM-stable or Deligne-Mumford-stable for stable curves as in Theorem 6 and
KSB-stable or Kolla´r–Shepherd-Barron-stable for the higher dimensional version as
in Definition 23.
I am rather mystified why (1.3) was not proposed much earlier. There seems to
have been a strong preference for viewing curves either as covers of P1 or as plane
curves (usually with nodes). However people did study curves in Pn. Another
problem may have been the—probably correct—feeling that this approach could
not be used to understand the geometry of Mg anyhow. In particular, invariant
theory was usually considered only for polynomial rings before Mumford.
Classical authors developed a very good understanding of singular, but usually
irreducible, plane curves. Thus in studying degenerations of curves, there was
probably a strong preference for irreducible limit curves.
The compactification of M1 is also misleading here. We get a single point at
infinity but, depending on how we write our elliptic curves, we get a nodal rational
curve or a cycle of rational curves in natural families.
We illustrate the difference between previous approaches and the Deligne-Mumford
compactification of genus 2 curves in Section 3.
For the higher dimensional theory it was clear that one should understand the
correct generalization of nodes. The problem is that nodes have many good prop-
erties and one needs to choose the right one to generalize. We come back to this in
Section 6.
Even with hindsight I have no idea how Mumford knew that Mg will turn out to
be a “passion flower.” The 2018ICM lectures of Pandharipande give a very good
recent survey about the beauty of Mg; I recommend both the video [Pan18a] and
the written form [Pan18b].
The above list covers only a part of Mumford’s work on moduli. Several other
results that turned out to be important for the general theory are mentioned later,
but other topics, like the compactification of Ag are missing [AMRT75]. One needs
to read the complete collection of Mumford’s papers and books to get a full apprecia-
tion. These are very conveniently available at http://www.dam.brown.edu/people/mumford.
3. Example of genus 2 curves
We illustrate the difference between the old-style set theoretic approach and the
new-style functorial approach with genus 2 curves, where everything can be written
down quite explicitly. For simplicity assume that we work over C.
Let C be a smooth, projective curve of genus 2; equivalently, a smooth, compact
Riemann surface of genus 2. Then h0(C, ωC) = 2, thus we get a unique degree 2
morphism τ : C → P1 which ramifies at 6 points. So we can write C as(
z2 = f6(x:y)
) ⊂ P2(1, 1, 3),
where f6 is a homogeneous polynomial of degree 6 and the notation P
2(1, 1, 3)
means that we declare the z variable to have degree 3. In particular, the usual
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homegeneity relation changes to (x:y:z) =
(
λx:λy:λ3z
)
. The remaining coordinate
changes are (x:y) 7→ (ax+ by : cx+ dy) where ad− bc 6= 0.
We have proved the following.
Lemma 2. The set of all smooth, projective curves of genus 2 can be viewed as
(1)
(
(P1)6 \ diagonals)/(S6 × PGL2), equivalently as
(2)
(
Sym6(P1) \ diagonal)/PGL2. 
One can see that
(
Sym6(P1)\diagonal)/PGL2 has a natural structure of a normal
variety and from now on we set M2 :=
(
Sym6(P1) \ diagonal)/PGL2.
In compactifying M2, we need to describe what happens when the points come
together. Here is a typical example. For distinct ai, consider the family
ft := (x − ta1y)(x− ta2y)(x− ta3y)(x− ta4y)(x− a5y)(x− a6y).
We have 6 distinct roots for t 6= 0 but a 4-fold root for t = 0. Consider next the
coordinate change x = tx′, y = y′ and divide by t4 to obtain
f ′t := (x
′ − a1y′)(x′ − a2y′)(x′ − a3y′)(x′ − a4y′)(tx′ − a5y′)(tx′ − a6y′).
Note that Ct ∼= C′t for t 6= 0 but f ′0 has only a multiplicity 2 root, at y′ = 0.
Variants of this trick prove the following.
Lemma 3. Let Ct :=
(
z2 = f6(x:y, t)
)
be a family of genus 2 curves whose coeffi-
cients are holomorphic functions of t. Assume that Ct is smooth for t 6= 0. Then,
after a coordinate change (that depends holomorphically on t) and multiplying by a
power of t we get a family C′t :=
(
z2 = f ′6(x:y, t)
)
such that
(1) Ct ∼= C′t for t 6= 0 and
(2) f ′6(x:y, 0) has either at worst double roots or 2 triple roots. 
Corollary 4. M2 has a compactification M¯
GIT
2 (this is Mumford’s GIT compacti-
fication) whose points correspond to the curves of the following types:
(1) smooth genus 2 curves,
(2) elliptic curves with 1 node,
(3) rational curves with 2 nodes,
(4) rational curve with a non-planar triple point,
(5) rational curve with 2 cusps.
Proof. If f6 has 0,1 or 2 double roots then
(
z2 = f6(x:y)
)
is smooth of genus 2,
elliptic with 1 node, or rational with 2 nodes.
If there are 3 double roots then we get C :=
(
z2 = x2(x − y)2(x + y)2). This is
reducible with irreducible components C± :=
(
z = ±x(x − y)(x + y)). Choosing
either of C± and identifying the 3 intersection points with each other gives a rational
curve with a non-planar triple point. (There is a unique such curve.)
The last case is
(
z2 = x3y3
)
. 
This is the end of the old style story: we have a compactification whose points
naturally correspond to smooth genus 2 curves and some of their degenerations.
(See [Igu60, Has05] for detailed descriptions of M¯GIT2 and references.) However,
from the modern point of view, M¯GIT2 is a very unpleasant compactification since
it does not give a description of flat families of singular genus 2 curves.
The really big problem appears when we try to deform the curve z2 = x3y3. The
universal deformation space is
z2 =
(
x3 + uxy2 + vy3
)(
y3 + syx2 + tx3
) ⊂ P2(1, 1, 3)× A4uvst.
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If u = v = 0 but st 6= 0 (or, symmetrically, if s = t = 0 but uv 6= 0) then the
equations define disallowed curves with 1 triple root and 3 simple roots.
We also have difficulties at the points of type (4.4), but these are more subtle. 
The Deligne–Mumford compactification was invented to avoid these problems.
5 (Deligne–Mumford compactification M¯2). The points of M¯2 correspond to the
following curves:
(1) smooth genus 2 curves,
(2) elliptic curves with 1 node,
(3) rational curves with 2 nodes,
(4) 2 rational curves meeting at 3 nodes,
(5) 2 elliptic curves meeting at 1 node.
Here the cases (1–3) are the same as in (4.1–3). In (4.4) we had C :=
(
z2 =
x2(x − y)2(x + y)2). Instead of contracting one if its irreducible components, we
just keep both.
The big change is with the case (4.5). A seemingly special but in fact typical
example is given by the deformation(
z2 = (x3 + t3y3)(y3 + t3x3)
)
.
For t = 0 we get (x2 = x3y3) and for t6 6= 1 we get a smooth genus 2 curve. Next
we change the equation to
z2 = t(x3 + t3y3)(y3 + t3x3).
For t 6= 0 we did not change the fiber, but the whole family did change. (Such
changes are actually not typical, they are only possible due to the hyperelliptic
involution.)
Next we focus on the singularities at the points (0:1, 0) and (1:0, 0). They are
symmetric, so consider (0:1, 0). In affine coordinates we have
z2 = t(x3 + t3)(1 + t3x3).
After blowing up the origin, in the new coordinates (x1, z1, t) = (x/t, z/t, t) we get
z21 = t
2(x31 + 1)(1 + t
6x31).
This is singular along the line (z1 = t = 0). Blow up the line to get
z22 = (x
3
1 + 1)(1 + t
6x31) where (x1, z2, t) = (x1, z1/t, t)
For t = 0 we see the elliptic curve (z22 = x
3
1 + 1). The other elliptic curve appears
over (1:0, 0).
Finally we can contract the birational transform of the line (z = t = 0) to get a
new family whose fiber over t = 0 consists of 2 elliptic curves meeting at a node.
The Deligne–Mumford compactification M¯2 is a special case of the following
general result, proved in [DM69].
Theorem 6 (Deligne–Mumford compactification M¯g). Mg has a natural compact-
ification whose points correspond to DM-stable curves. These are projective, con-
nected, reduced curves C defined by 2 properties.
(1) (Local) The singularities of C are at worst nodes.
(2) (Global) ωC is ample.
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4. Moduli spaces using Mumford’s GIT
Mumford’s GIT [Mum65] gives a recipe to construct moduli spaces of varieties
endowed with an ample line bundle.
7 (Construction of GIT moduli spaces). The GIT approach to moduli spaces can
be naturally divided into 5 steps.
Step 7.1. Start with our class of pairs {(X,L)}. At the beginning X is any
projective scheme and L an ample line bundle on X . Since the Hilbert function
is locally constant in flat families, we may as well fix a polynomial p and let Mp
denote the set of all pairs (X,L) where X is a projective scheme, L an ample line
bundle on X and χ(X,Lr) = p(r) for every r.
Step 7.2. We would like to choose an m (depending on the polynomial p) such
that Lm is very ample for every (X,L) ∈Mp. It turns out that there is no such m
that works for all (X,L), but we can choose m if we put further restrictions on X
(for example nodal curves, or normal surfaces, or smooth varieties, ...). This will
be a (sometimes quite hard) technical issue that does not effect the general picture.
Thus for now let us denote byMp,m ⊂Mp the set of all pairs (X,L) for which Lm
is very ample and h0(X,Lm) = χ(X,Lm).
Step 7.3. Consider the images of all maps |Lm| : X →֒ PN where N :=
h0(X,Lm)−1 = p(m)−1 and prove that they correspond to points of a subscheme
EMBp,m ⊂ Chow(PN ) or EMBp,m ⊂ Hilb(PN ).
(In many cases of interest these two are isomorphic, that is why I use the same
notation.) Note that PGLN+1 acts on EMBp,m and the isomorphism classes of
pairs (X,L) correspond to the orbits of this action. (This is correct over C, one
needs to be more careful over non-closed fields.)
Step 7.4. Mumford’s GIT identifies GIT-stable and GIT-semi-stable points of
the PGLN+1-action and constructs the corresponding coarse moduli space, denoted
by
MGITp,m := EMBp,m //PGLN+1.
Step 7.5. While it is easy to define what GIT-stable and GIT-semi-stable points
are, in practice it is frequently hard to decide which points are such. Understanding
GIT-stability in terms of the geometry of (X,L) has been the hardest part of the
project. This was done very successfully for the moduli of sheaves; see [HL97,
Chap.4] for a survey.
For moduli of varieties Mumford and later Gieseker had several major positive
results.
• Mg, the moduli of smooth curves, Mumford [Mum65],
• Ag, the moduli of abelian varieties, Mumford [Mum65],
• M¯g, the moduli of stable curves, Gieseker–Mumford [Mum77, Gie82],
• the moduli of canonical models of surfaces, Gieseker [Gie77].
In these results the choice of m in (7.2) plays a minor role. For example, for
smooth curves C we always choose L := ωC . Thus p(t) = (2g− 2)t+1− g and Lm
is very ample for m ≥ 3. The hardest part is to prove that the corresponding point
[C] ∈ EMBp,m is GIT-stable for every m ≥ 3. In all the other cases, every m ≫ 1
gives the same answer. This led Mumford to the following definition [Mum77, 1.17].
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Definition 8. A pair (X,L) is called asymptotically stable (resp. asymptotically
semi-stable) if the corresponding point [X,L] ∈ EMBp,m is GIT-stable (resp. GIT-
semi-stable) for all m≫ 1.
The following weaker variant is probably not a useful notion in general, but it
makes the next result stronger. (X,L) is called weakly asymptotically (semi)stable
if [X,L] ∈ EMBp,m is GIT-stable (resp. GIT-semi-stable) for infinitely many values
of m.
A combination of [Luo98, Don01, Wan04] proves that for a smooth projective
varietyX with ample canonical classKX , the pair (X,KX) is asymptotically stable.
Thus GIT constructs the moduli space of smooth canonical models. However, we
run into difficulties with sigular ones. This is a consequence of the next result
of Xiaowei Wang and Chenyang Xu that compares asymptotic stability with KSB
stability (see Definitions 23 and 28).
Theorem 9. [WX14] Let 0 ∈ B be a smooth, pointed curve, B0 = B \ {0} and
f0 : Y 0 → B0 a family of canonical models. Assume that it has 2 compactifications
Y 0 ⊂ Y KSB
f0 ↓ ↓ fKSB
B0 ⊂ B
and
Y 0 ⊂ Y GIT
f0 ↓ ↓ fGIT
B0 ⊂ B
where fKSB : Y KSB → B is KSB stable (as in Definition 28) and Y GIT0 is weakly
asymptotically semi-stable.
Then Y KSB = Y GIT.
At first this would seem great news: the GIT and the KSB compactifications
seem to coincide. However, Mumford proved in [Mum77, Sec.3] that if X has a
point of multiplicity > (dimX+1)! then (X,L) is never asymptotically semi-stable.
There are KSB-stable surfaces, and also canonical 3-folds, with singular points of
arbitrary high multiplicity. Hence these are not asymptotically semi-stable. Thus
we obtain that GIT semi-stability depends too much on the choice of m.
Corollary 10. [WX14] When we compactify the Gieseker moduli space of canon-
ical models of surfaces using the m-canonical embeddings, we get infinitely many
different notions of GIT-semi-stable limits, depending on m. 
This already happens in rather concrete situations.
Example 11 (Smooth surfaces in P3). [WX14, Sec.4.2]. Let MSd denote the
moduli space of smooth surfaces of degree d in P3. For any m ≥ 1, using |mH | we
get a GIT compactification
MSd ⊂MSGITd,m .
The computations in [WX14] show that, asm varies, we get infinitely many different
notions of GIT-semi-stable limits for d ≥ 30. (Most likely the same holds for all
d ≥ 5.)
12 (Polarization of EMBp,m). In (7.4) we actually have one more choice to make: an
ample line bundle on EMBp,m. Both Chow(P
N ) and Hilb(PN ) naturally come with
an ample line bundle, and the traditional GIT approach uses these line bundles.
However, as Mumford pointed out [Mum65, p.41], GIT does construct every
projective moduli space, once we choose the correct ample line bundle on EMBp,m.
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The works of [Fuj18, KP17] tell us what this ample line bundle should be for KSB-
stable varieties. It would be interesting to see if a direct GIT approach works using
these. Earlier Viehweg [Vie95] proved that the moduli space of higher dimensional
canonical models is quasi-projective.
5. Canonical models in higher dimensions
Assumption. From now on we work over C. Although everything is expected
to hold over SpecZ, currently the proofs are complete in characteristic 0 only.
What are the correct higher dimensional analogs of smooth, projective curves of
genus ≥ 2? In dimension 2, the classical answer may have been: surfaces of general
type with ample canonical class. It was also understood since the works of Du Val
[DV34] that one could allow certain singularities. The final statement was proved
by Mumford [Mum62]: If S is a smooth, projective surface of general type then its
canonical ring
R(S, ωS) :=
∑
m≥0H
0
(
S, ωmS
)
is finitely generated and Scan := ProjR(S, ωS)—called the canonical model of S—is
a surface with ample canonical class and at worst Du Val singularities.
The following was proved by Mori in dimension 3 [Mor88] (with important
contributions by Kawamata, Kolla´r, Reid, Shokurov) and by Hacon and McKer-
nan in higher dimensions (with important contributions by Birkar, Cascini, Corti,
Shokurov).
Theorem 13 (Canonical models). Let X be a smooth, projective variety of general
type. Then its canonical ring
R(X,ωX) :=
∑
m≥0H
0
(
X,ωmX
)
is finitely generated and Xcan := ProjR(X,ωX)—called the canonical model of
X—is a variety with ample canonical class and at worst “canonical” singularities.
We have not yet defined what these “canonical” singularities are. In fact histor-
ically this was a major difficulty that was resolved by Reid [Rei80]. First we need
to recall what the canonical sheaf of a singular variety is.
14 (Canonical class or sheaf I). First let U be a smooth variety. The determinant
of its cotangent bundle detΩ1U is a line bundle, frequently denoted by Ω
n
U (where
n = dimU), though algebraic geometers prefer the notation ωU and call it the
canonical bundle of U . The divisor of a rational section of ωU is called a canonical
divisor on U . The corresponding linear equivalence class is denoted by KU and
called the canonical class of U . (For reasons that are not important for us now, ωU
is frequently called the dualizing bundle or sheaf of U .)
Let X be a normal variety and X0 ⊂ X its smooth locus. Note that X \X0 has
codimension ≥ 2 in X . The closure of a canonical divisor KX0 defines a canonical
divisor KX and the push-forward of the canonical bundle ωX0 defines the canonical
sheaf ωX .
In general ωX is not locally free, so its tensor powers can be very complicated.
It is better to use instead the reflexive powers ω
[m]
X , defined in any of the following
ways:
(1) the push-forward of ωmX0 ,
(2) the double dual of ω⊗mX or
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(3) the sheaf OX(mKX).
Example 15. The following examples are fairly typical.
(15.1) Let X := (g = 0) ⊂ Cn be a hypersurface. As discussed in [Sha74,
Sec.III.6.4], ωX is locally free and a generator of ωX can be written as
σi := (−1)i dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn
∂g/∂xi
.
Despite appearances, the σi glue to a regular section σX of ωX . However, a pull-
back of σ frequently has poles since we are dividing by ∂g/∂xi.
(15.2) Let Y := Cn/G be a quotient singularity, where G is a finite subgroup of
GLn. Assume for simplicity that G-action is free outside a codimension ≥ 2 subset
of Cn. In general ωY is not locally free but, for m := |G/G ∩ SLn|,
(dx1 ∧ · · · ∧ dxn)⊗m
descends to a generator of ω
[m]
Y , which is thus locally free.
Definition 16 (Canonical singularities). Informally, we say that a normal variety
X has canonical singularities if one can pull back its canonical class/sheaf the same
way as for smooth varieties.
Formally, for every resolution p : Y → X we assume the following.
(1) (Pull-back of forms.) For everym ≥ 0 the pull-back of forms on the smooth
locus extends to p∗ω
[m]
X → ωmY . (It is enough the check this condition for
one resolution.)
(2) (Pull-back of canonical divisors.) p∗KX makes sense. Note that pull-back is
not defined for divisors but it is defined for Cartier divisors. More generally,
if mKX is Cartier for some m > 0 then p
∗KX makes sense as a rational
linear combination of prime divisors on Y .
By accident, if (1) holds for a surface S then KS is Cartier. Thus it took some
time to realize that in higher dimensions we need to add (2) as a new assumption
and that only a multiple of KX needs to be Cartier.
We can now give an internal definition of canonical models. We declare these
to be the correct higher dimensional analogs of smooth, projective curves of genus
≥ 2.
Definition 17 (Canonical model). A normal, projective variety X is a canonical
model iff
(1) (Local) X has canonical singularities and
(2) (Global) ωX is ample, that is, ω
[m]
X is locally free and ample for some
m > 0.
6. What is a node?
DM-stable curves have nodes, thus it is reasonable to expect that in general we
need to allow higher dimensional generalizations of nodes in order to get a compact
moduli space. The following 3 characterizations of nodes were well known. The
problem was that nodes have many other special properties and it was not clear
which ones should be generalized.
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Proposition 18 (Characterizations of nodes). Let (0 ∈ C) be a reduced curve
singularity such that ωC is free with generating section σ. Then (0 ∈ C) is a node
iff any of the following holds.
(1) (Using resolution) Let p : C¯ → C denote the normalization. Then p∗σ has
only simple poles, as a rational section of ωC¯ .
(2) (Using volume) Let 0 ∈ U ⊂ C be a relatively compact open subset. Al-
though the volume
√−1 ∫
U
σ ∧ σ¯ is ∞, it has only logarithmic growth, that
is,
√−1
∫
U
|g|ǫ · σ ∧ σ¯ <∞
for every g vanishing at 0 ∈ C and ǫ > 0.
If C is smoothable then these are also equivalent to the following.
(3) (Using deformations) For every 1-parameter smoothing p : C→ ∆ of C ∼=
C0 over the disc ∆, the total space C has canonical singularities.
19 (Comments). We can write a node as C := (xy = 0) ⊂ C2. By (15.1), ωC has
a generating section σ such that
σ = dxx on the x-axis, σ = − dyy on the y-axis.
Thus σ has only simple poles one the resolution, which is the disjoint union of the
2 axes. (The sign is not important for us, in general the sum of the 2 residues must
be zero.) By contrast let D := (x2 = y3) ⊂ C2 be a cusp. By (15.1) a generating
section of ωD is σD :=
dx
3y2 = − dy2x . The normalization is p : C → D given by
t 7→ (t3, t2). Thus p∗σD = dt33t4 = dtt2 has double pole.
Condition (18.2) boils down to the elementary local formulas
√−1
∫
|x|≤1
dx
x
∧ dx¯
x¯
=∞, but √−1
∫
|x|≤1
|x|ǫ dx
x
∧ dx¯
x¯
<∞.
As for (18.3), every smoothing of a node is of the form (xy = tn) for some n and
these are all canonical. For the cusp (x2 + y3 = 0) the deformations (x2 + y3 = tn)
are canonical only for n ≤ 5.
The caveat before (18.3) is necessary since Mumford showed that not all curve
singularities are smoothable [Mum75].
7. Compactification using minimal models
The original construction of [DM69] used the Jacobian to construct stable limits.
Another proof, using Mumford’s semi-stable reduction theorem [KKMSD73] first
constructs a reduced degeneration with only nodes and then uses the theory of
minimal models of surfaces to contract the unnecessary rational components. The
key idea of [KSB88] is to use this second approach of Mumford and the following
theorem on relative canonical models, which is a special case of the general results
of Mori, Hacon and McKernan, to be discussed in Paragraph 30.
Theorem 20. Let 0 ∈ B be a smooth, pointed curve, B0 = B \ {0} and f0 : Y 0 →
B0 a family of canonical models. Then there is a unique extension to
Y 0 ⊂ Y
f0 ↓ ↓ f
B0 ⊂ B
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such that Y has canonical singularities and ωY is ample on every fiber of f .
[KSB88] used this to give an abstract characterization of the resulting central
fiber Y0 in the semi-stable reduction case; this is recalled in Theorem 31.
For now we turn history around and first define the notion of semi-log-canonical
singularities as a direct generalization of the characterizations of nodes given in
Proposition 18.
Since DM-stable curves are not normal, we also need a non-normal version of
Definition 14.
21 (Canonical class or sheaf II). Recall that, by Serre’s theorem, a variety is normal
iff it is smooth at codimension 1 points and satisfies the condition S2 (= Hartogs’s
extension theorem). As a slight generalization, we say that X is demi-normal iff it
is either smooth or has nodes at codimension 1 points and satisfies the condition
S2.
If this holds then there is an open subset X0 ⊂ X such that ωX0 is locally free
and X \ X0 has codimension ≥ 2 in X . We can thus define the reflexive powers
ω
[m]
X in either of the following ways:
(1) the push-forward of ωmX0 ,
(2) the double dual of ω⊗mX .
Definition 22 (Semi-log-canonical singularities). Let X be a demi-normal variety
such that ω
[m]
X is locally free for some m > 0. We say that X has semi-log-canonical
singularities iff the following equivalent conditions hold.
(1) (Resolutions I) Let f : Y → X be a resolution and E ⊂ Y the reduced
exceptional divisor E. Then the pull-back map on forms extends to
f∗
(
ω
[m]
X
)→ ωmY (mE).
(2) (Resolutions II) Let f : Y → X be a resolution and E ⊂ Y the reduced
exceptional divisor E. Then the pull-back map on forms extends to
f∗
(
ω
[r]
X
)→ ωrY (rE) ∀r.
(3) (Local volume) Let U ⊂ X be any relatively compact open and σm a gen-
erating section of ω
[m]
X |U¯ . Then
in(2−n)
∫
U
|g|ǫ · σ ∧ σ¯ <∞
for every polynomial g vanishing on SingU and ǫ > 0.
The above conditions are analogs of (18.1–2). There is also a generalization of
(18.3) using deformations, but it needs an extra condition that we explain later;
see Theorem 31.
If X has a 1-parameter smoothing p : X → ∆ such that ω[M ]
X
is locally free for
some M > 0, then (1–3) are also equivalent to the following.
(4) (Using deformations) For every such smoothing, the total space X has
canonical singularities.
We can now define the higher dimensional generalizations of DM-stable curves.
Definition 23 (KSB-stable variety). A projective variety X is KSB-stable if the
following hold.
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(1) (Local) X has only semi-log-canonical singularities and
(2) (Global) ωX is ample.
24 (Comments on 22). The equivalence of conditions (22.1–3) is quite straight-
forward but the equivalence of these with (22.4) is hard; see Theorem 31 for an
explanation and an outline of the proof.
In (22.3) note that although σ is a multiple-valued section of ωX |U , the ambiguity
is an mth root of unity, so σ∧ σ¯ is well defined. The power of √−1 needed depends
on the orientation conventions.
8. Stable families and their moduli space
Once we settled on stable curves as the objects of our moduli theory, we conclude
that a “good family” of curves is a flat, projective morphisms with stable fibers.
However, in higher dimensions one more twist awaits us.
Surprise 25. Flat, projective morphisms with stable fibers do not give the “good
families” of a moduli theory.
We illustrate this with an example.
Example 26. Consider the flat family of varieties in P5
x
×A2st given by the equations
X :=
(
rank
(
x0 x1 x2
x1 + sx4 x2 + tx5 x3
)
≤ 1
)
⊂ P5
x
× A2st.
We claim thatXst has semi-log-canonical singularities iff either (s, t) = (0, 0) or st 6=
0. Thus having semi-log-canonical singularities is not a locally closed condition. We
modify this example below to show that being KSB-stable is also not a locally closed
condition in flat families of normal, projective varieties.
Depending on whether s, t are zero or not, linear coordinate changes show that
we have only 3 types of fibers as follows.
Case 1: st 6= 0. Then Xst ∼= P1 × P2 using(
x0 x1 x2
x1 + sx4 x2 + tx5 x3
)
→
(
x0 x1 x2
x4 x5 x3
)
Case 2: s = t = 0. Then Xst ∼= cone over P1 →֒ P3 using(
x0 x1 x2
x1 + sx4 x2 + tx5 x3
)
→
(
x0 x1 x2
x1 x2 x3
)
Thus the singularities of Xst are of the following form: the quotient singularity
C2/Z3 (using the diagonal action) times a smooth factor.
Case 3: s = 0, t 6= 0. Then Xst ∼= cone over B0P2 ∼= F1 →֒ P4 using.(
x0 x1 x2
x1 + sx4 x2 + tx5 x3
)
→
(
x0 x1 x2
x1 x5 x3
)
Since the hyperplane class of F1 →֒ P4 is not proportional to the canonical class of
F1, thus no multiple of the canonical class of Xst is Cartier.
We can also compute that(
K3X00
)
= −56 89 and
(
K3Xst
)
= −54 for st 6= 0,
thus the volume of the fibers jumps in the 1-parameter family
Y :=
(
rank
(
x0 x1 x2
x1 + tx4 x2 + tx5 x3
)
≤ 1
)
⊂ P5
x
× A1t .
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In Cases 1 and 2 the Xst are Fano varieties, hence their canonical class is not at
all ample. We can however easily get KSB-stable examples from these by taking a
cyclic cover. To be very concrete, for m ≥ 1 let Ym ⊂ P6x×A1t be the family defined
by the equations∑
xmi = 0 and rank
(
x0 x1 x2
x1 + tx4 x2 + tx5 x3
)
≤ 1.
An easy computation shows that Ym → A1t is a flat, projective morphism with
stable fibers for m ≥ 5, yet the volume of the fibers is not locally constant.
The following result connects global and local properties of deformations.
Theorem 27. [Kol15] Let X → S be a flat, projective morphisms with KSB-stable
fibers of dimension n and S reduced. The following are equivalent.
(1) The volume of the fibers s 7→ (KnXs) is locally constant.
(2) The plurigenera s 7→ h0(Xs, ω[m]Xs ) are locally constant for every m.
(3) ω
[m]
X/S is flat and commutes with base change ∀m.
The volume
(
KnX
)
is the most basic numerical invariant of a stable variety,
and we would definitely like it to be locally constant in “good” families. The
deformation invariance of all the plurigenera Pm(X) := h
0
(
X,ω
[m]
X
)
is an added
bonus. Condition (27.3) seems complicated, but [Kol08] proves that it defines a
good moduli functor over arbitrary schemes. we can thus choose it to define the
notion of sable families in general.
Definition 28 (KSB-stable families). Let S be an arbitrary scheme. A morphism
f : X → S is KSB-stable iff
(1) f is flat, projective with KSB-stable fibers and
(2) ω
[m]
X/S is flat and commutes with base change ∀m.
We can now state the main theorem for the higher dimensional analogs of M¯g.
Theorem 29 (Moduli of stable varieties). Fix positive n ∈ N, d ∈ Q. Then the
functor M¯n.d of KSB-stable families of dimension n and volume d has a projective
coarse moduli space M¯n,d.
The moduli properties of M¯n,d are as good as for M¯g, but as a scheme M¯n,d can
be much more complicated and very few examples have been computed explicitly
[Ale02, AP12].
30 (History of the proof). For surfaces the background material needed Mori’s
minimal model program for 3-folds; see [KM98] for an introduction.
Kolla´r–Shepherd-Barron proposed to use stable surfaces for compactifications
[KSB88]. The paper gave a classifications of semi-log-canonical surface singularities
and proved that M¯2,d exists, is locally of finite type and satisfies the valuative
criterion of properness. Alexeev [Ale94] then proved that the M¯2,d is of finite type,
hence proper. Earlier Kolla´r proved that properness implies projectivity [Kol90].
In higher dimensions we need the minimal model program. While this is not yet
fully known, the works of Hacon and Xu [HX16, HX13] prove all instances of the
minimal model program that are need in moduli theory.
The basic existence result for M¯n,d now follows the same path as for surfaces,
except that it turned out to be quite troublesome to deal with degenerations of
16 JA´NOS KOLLA´R
reducible stable varieties. This was accomplished by the gluing theory of [Kol16],
see [Kol13, Chap.5] for a detailed treatment. As before, these results establish
that M¯n,d exists, is locally of finite type and satisfies the valuative criterion of
properness.
Karu [Kar00] proved that all irreducible components of M¯n,d are of finite type.
The proof that M¯n,d itself is of finite type is a hard result of Hacon-McKernan-Xu
[HMX14]. These then imply that M¯n,d is proper. Projectivity required substan-
tial new ideas, it was settled by Fujino and Kova´cs–Patakfalvi, see [Fuj18, KP17].
Earlier Vakil showed that the local structure of M¯n,d can be arbitrarily bad [Vak06].
A comprehensive treatment is planned in [Kol19].
We can now state the correct analog of (18.3), which explains item (4) in Defi-
nition 22 of semi-log-canonical singularities.
Theorem 31 (Deformation of semi-log-canonical singularities). Let (0 ∈ D) be a
demi-normal singularity such that ω
[m]
D is locally free for some m > 0.
Assume that D is a Cartier divisor D ∼= (g = 0) on a normal singularity (0 ∈ Y )
such that ω
[M ]
X is locally free for some M > 0 and Y \D has canonical singularities
only. Then D has semi-log-canonical singularities iff the cyclic covers
Yr := (t
r = g) ⊂ Y × A1t
have canonical singularities only for every r.
Proof. We identify D with (t = 0) ⊂ Yr. Take a resolution fr : Zr → Yr. Write
KZr = f
∗
rKYr + J and f
∗
rD = DYr + Er.
By Mumford’s semi-stable reduction theorem [KKMSD73] we may choose r such
that all coefficients of Er equal 1. Now replace Y by Yr and drop the subscript r
from the notation. By the adjunction formula,
KDY =
(
KY +DY
)|DY = (f∗(KX +D) + J − E)|DY = f∗KD + (J − E)|DY .
If Y has canonical singularities then J is effective, so every divisor appears in
(J − E)|DY with coefficient ≥ −1. Thus D has semi-log-canonical singularities
using the characterization (22.1).
Conversely, if D has semi-log-canonical singularities then every divisor appears
in (J − E)|DY with coefficient ≥ −1, hence every divisor appears in J |DY with
coefficient ≥ 0. Unfortunately this does not seem to give any information on those
irreducible components of J that are disjoint from DY .
However Shokurov conjectured that this is not a problem. There are 2 ways to
approach this. By a judicious choice of Y we might arrange that the irreducible
component in question meets DY , or one can prove that the coefficients of J have
certain convexity properties. Both of these are quite interesting, see [Kol92, Sec.17],
Kawakita [Kaw07], de Fernex-Kolla´r-Xu [dFKX17] or [Kol13, Sec.4.1].
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