1. Introduction. The set of positive integers is denoted by N and the set of nonnegative integers by N 0 so that N 0 = N ∪ {0}. The domain of all integers is denoted by Z and the field of complex numbers by C. Throughout this paper q ∈ C is taken to satisfy |q| < 1. For such q we define (1.1)
We note for later use that replacing q by −q in (1.1) gives
If f (q) = ∞ n=0 f n q n we write [f (q)] n = f n , n ∈ N 0 .
Scattered throughout the mathematical literature there are a number of results of the form (1.3) [q a E where a ∈ N 0 , ∈ N, m 1 , . . . , m ∈ N with m 1 < · · · < m , a 1 , . . . , a ∈ Z \ {0}, m ∈ N, P is a polynomial in x 1 , . . . , x m with rational coefficients and Q is a positive-definite, diagonal, quadratic form in x 1 , . . . , x m with integral coefficients. For example it is a classical result of Klein 2 ), n ∈ N 0 .
Our purpose is to give a fairly general result of the type (1.3) with m 1 , . . . , m ∈ {1, 2, 3, 4, 6, 8, 12, 16}, which includes (1.4), (1.5) and many other similar results as special cases. The following theorem is proved in Section 3 after some preliminary results are established in Section 2. Four examples of the theorem are given at the end of Section 3 and two applications in Section 4. The first application is to sums of squares and the second to the Ramanujan tau function.
Theorem 1.1. Let k ∈ N 0 and ∈ N. Let r, s, t, u ∈ N 0 be such that
Let v, w, x, y ∈ N 0 be such that
so that m ∈ N and m ≥ 2. Let 
Let
(1.11) a 1 = −2r + 2v + 4y, a 2 = 5r − 2s + v + 3w + 2y, a 3 = −2t, a 4 = −2r + 5s − 2u + v + 6x + 4y,
Then, for n ∈ N with n ≥ , we have
4 E We remark that the first product on the right hand side of (1.9) contains v factors, the second w factors, the third x factors and the fourth y factors. Also, on the right hand side of (1.10) there are r + + y squares with coefficient 1, s + v squares with coefficient 2, t + w squares with coefficient 3 and u + x squares with coefficient 4. We observe that (1.13) follows easily from (1.11) and (1.7).
We note that the choice x = 1, r = s = t = u = v = w = y = 0 gives, by (1.6)-(1.11), 2 2 , so that Theorem 1.1 gives Klein and Fricke's identity (1.4) in this case. Also the choice w = 1, r = s = t = u = v = x = y = 0 gives k = 0, = 1, m = 2, 2 2 , so that Theorem 1.1 reduces to the identity (1.5) of Chan, Cooper and Liaw. Thus identities (1.4) and (1.5) are indeed special cases of Theorem 1.1.
2.
A two-dimensional theta function. For k ∈ N 0 and n ∈ Q we define
We setσ(n) :=σ 1 (n). The Eisenstein series ξ k (q) is defined for k ∈ N with k ≡ 1 (mod 2) by
We set
where the infinite product representation is due to Jacobi. Replacing q by −q in (2.4), and appealing to (1.2), we obtain
which is another classical result of Jacobi. We also require the theta function
where again the infinite product representation is due to Jacobi. Basic identities satisfied by ϕ and ψ are
(see for example Berndt [3, pp. 15, 71, 72] ).
Some recent results of Toh [21] enable us to give ϕ 1 (q) and ϕ 2 (q) in terms of ϕ(q) and Eisenstein series.
Proof. Take j = 3 in formulae (2.17a) and (2.17b) in Toh [21, p. 187 ].
We next define the two-dimensional theta function Φ k, ,m (q) by
It is easy to show that (2.14)
Taking = m in (2.14), we deduce
Applying the binomial theorem to (r √ + s √ −m) 2k , and then interchanging the order of summation in (2.13), we obtain
In anticipation of evaluating Φ k, ,m (q) for k = 1 and 2, we define for , m ∈ N the quantities
From (2.17) and (2.18), we have
Appealing to Theorem 2.1(i) and (2.17), we deduce
(ii) Taking k = 2 in (2.16), we have
Appealing to Theorem 2.1(i), (ii) for the values of ϕ 1 (q) and ϕ 2 (q), we deduce
Then, appealing to (2.17), we obtain
Thus, by Theorem 2.2(i) and (2.20), we see that Φ 1, ,m (q) can be expressed as an infinite product if A ,m (q) can be expressed as a product of finitely many E r (r ∈ N). Similarly, by Theorem 2.2(ii), (2.19) and (2.20), Φ 2, , (q) can be expressed as an infinite product if B , (q) can be expressed as a product of finitely many E r (r ∈ N). To this end we prove the following result.
Theorem 2.3. For q ∈ C with |q| < 1 we have
Proof. (i) By (2.17) we have A 1,2 (q) = ξ 1 (−q) − 2ξ(−q 2 ). From (2.2) we have
It is well-known that
Hence, by (2.7), (2.12), (2.5) and (2.6), we have
(ii) We recall (see e.g. [2, p. 223]) the identity
Then, by (2.19), we have B 1,1 (q) = 2ξ 3 (−q) = −2q
We are now ready to evaluate Φ 1,1,2 (q), Φ 1,1,3 (q), Φ 1,1,4 (q) and Φ 2,1,1 (q).
Theorem 2.4. For q ∈ C with |q| < 1 we have 3. Proof of Theorem 1.1. Let k ∈ N 0 and ∈ N. Let r, s, t, u ∈ N 0 be such that
so that m ∈ N and m ≥ 2. We consider the product
Using the infinite product representations of ϕ(q), ϕ(q 2 ), ϕ(q 3 ) and ϕ(q 4 ), which follow from (2.4), as well as the values of A 1,2 (q), A 1,3 (q), A 1,4 (q) and B 1,1 (q) given in Theorem 2.3, (3.4) becomes
−2u
16 . On the other hand, from Theorem 2.2(i), we have
, and, from (2.19) and Theorem 2.2(ii),
Then we deduce from (3.2) and (3.4) that
Hence, by (2.4), (2.13), (2.22) and (2.23), we obtain
Next we express the factors in the product (3.7) in the following way: 
where the sum is over (x r+1 , . . . , x r+v , x r+s+ +y+1 , . . . , x r+s+ +v+y ) ∈ Z 2v ;
where the sum is over (x r+v+1 , . . . , x r+v+w , x r+s+t+ +v+y+1 , . . . , x r+s+t+ +v+w+y ) ∈ Z 2w ;
where the sum is over
and
where the sum is over (x r+v+w+x+1 , . . . , x r+ , x r+ +1 , . . . , x r+ +y ) ∈ Z 2y .
Using these in (3.7) we obtain
that is,
Equating coefficients of q n in (3.9) for n ≥ , we obtain (1.12).
Incidentially, equating coefficients of q n for 0 ≤ n ≤ − 1, we deduce
We close this section by illustrating Theorem 1.1 with four examples.
, and Theorem 1.1 gives the following result.
Example 3.2. We choose r = v = 1, s = t = u = w = x = y = 0, so that k = = 1, m = 3. Then
Example 3.3. We choose
Mapping
in this sum, we obtain the following result.
Example 3.4. We choose Replacing q by q 2 we obtain the following theorem.
4. Applications of Theorem 1.1. We give two applications of Theorem 1.1.
First application: Sums of 10, 12 and 14 squares. Let N be an integer with N ≥ 2. We choose [qE
Thus, relabelling x 1 as x N −1 , x 2 as x N , x N −1 as x 1 and x N as x 2 , we obtain
Taking N = 2 in (4.2) we obtain
The number r 10 (n) of representations of n ∈ N as a sum of 10 squares is given by
(see for example [1, p. 1429] ), where
and so
which is a formula of Bulygin [4] 
