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Zusammenfassung
Scanning Optimierung
fu¨r die intensita¨tsmodulierte Protonentherapie
Da Scanning-Systeme fu¨r die intensita¨tsmodulierte Protonentherapie (IMPT) vermehrt
Einzug in den Markt erhalten und den Weg in die Krebsbehandlung finden, wird weit-
ere konzentrierte Grundlagenforschung dringend beno¨tigt. Das Versta¨ndnis des Einflusses
des aktiven Scannings sowie seiner vielen neuen Parameter auf die Bestrahlung muss die
sich schnell weiterentwickelnde Technik einholen. Nur so ko¨nnen die Flexibilita¨t, die Frei-
heitsgrade und die Vorteile gegenu¨ber passiven Scanning-Methoden ausgenutzt werden,
um die besten Bestrahlungspla¨ne effizient umzusetzen. In der vorliegenden Arbeit werden
wichtige Parameter (z.B. der Scanning-Weg, die Strahlbreite, die laterale Auflo¨sung und
Tiefenauflo¨sung) anhand der Bestrahlungsplanqualita¨t und der Bestrahlungsschnelligkeit
beurteilt. Optimierungs- und Selektions-Algorithmen werden vorgestellt, um Strategien
vorzuschlagen, wie man diese Parameter angemessen auswa¨hlen ko¨nnte. Die Ergebnisse
von mehreren Bestrahlungsplanungsstudien stellen das Potential dieser Werkzeuge und ihre
voraussichtliche Einsetzbarkeit in der klinischen Praxis unter Beweis.
Abstract
Optimization of Scanning Parameters
in Intensity Modulated Radiation Therapy
As scanning systems for intensity modulated proton therapy (IMPT) gain prevalance in
the market and make their way into cancer centers, there is a significant need for focused
basic research. Understanding of the implications of active scanning and its many new
parameters on radiation treatment must catch up to the rapidly developing technology, so
that the flexibility and degrees of freedom offered by such scanners, and their benefits over
passive scattering techniques, can be fully exploited to deliver the best treatment plans
efficiently. Some key parameters such as the scan path, beam size, lateral scanning resolu-
tion, and depth scanning resolution, are assessed with the view to optimize them around
the dosimetric plan quality and ease and speed of delivery. Optimization and selection
algorithms are introduced to suggest how one may appropriately decide the parameters.
The results of several patient plan comparison studies are offered to demonstrate the value
of these tools and their likely feasibility in clinical practice.
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Chapter 1
Introduction
1.1 Protons and Radiotherapy
The usage of ionizing radiation to treat cancer is ironically noble. One should never forget,
however, that as each cancer patient undergoes radiation therapy, the individual is at a
very real risk of incurring damage to normal, healthy tissue and consquently suffering
complications.
Since the advent of proton therapy, first suggested by Wilson in 1946 [39], initiated in
1954 in Berkeley, California (USA), and really taking off in the 1990s, many in the field
of radiation therapy have investigated and reported on the ability of the new modality to
deliver higher doses to the tumor while decreasing the treatment volume and normal tissue
exposure.
Protons deposit a maximum amount of energy at the Bragg peak (figure 1.1) near
the end of their range (defined to be at 80% relative dose behind the peak) and have a
very low exit dose. They can be manipulated to create conformal dose distributions, but
with higher tumor dose and lower integral dose to the critical organs in comparison to the
most advanced technique of intensity-modulated radiation therapy (IMRT) with photons
[17, 19, 21, 37]. Numerous planning studies have been conducted to prove the viability of
proton therapy for various anatomical sites, mostly in the head and neck region, but also
including the prostate. Currently, there are around 25 operating proton centers worldwide
[30], and more than a dozen other centers are under construction.
1.1.1 Intensity Modulated Proton Therapy (IMPT)
Intensity modulated proton therapy (IMPT), similar to IMRT with photons, refers to the
use of multiple fields that, while individually delivering inhomogeneous fluence fields, are
1
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Figure 1.1: Proton depth dose curve illustrating the low entrance and exit doses, as well
as the signature Bragg peak.
simultaneously optimized to result in the desired homogeneous target dose coverage. While
passive scattering can conform radiation to the distal edge of a target by the use of range
compensators, it cannot shape the radiation at the proximal edge. For conformity at the
proximal edge, a scanning technique is required.
The different methods of scanned dose delivery are described by Lomax in [16] and
depicted in figure 1.2. In what is called 2D modulation, a spread-out Bragg peak (SOPB)
is used to achieve a homogeneous fluence profile for any given treatment field, and a range
compensator must be used to conform the dose to the distal edge of the target. The
plateau length remains constant. Distal edge tracking (DET) [4] is the placement of single
Bragg peaks along the distal edge. Several peaks from differernt beam directions must
be superimposed and optimized to achieve sufficient dose homogeneity. 2.5D modulation
is the method in which one adjusts the plateau length of each SOBP field so that the
dose proximal to the target is reduced, but remains homogeneous between the distal and
proximal edges of the target. In 3D modulation, the target volume is filled with beam
spots that are individually considered in the optimization. 3D modulation offers the most
degrees of freedom and is the method of choice in this research.
1.2 Active Scanning
Therapeutic irradiation with protons is achieved either by passive scattering or active
scanning techniques. Although passive scattering has proved to be robust, important
disadvantages of this approach include the cumbersome use of patient-specific collimators
and compensators, and unnecessary neutron dose. Conversely, active magnetic scanning, in
which two dipole magnets connected in series steer narrow pencil beams in the lateral plane
2
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Figure 1.2: Schematic description of different methods of proton dose delivery, from
[16]. A) 2D modulation: SOBPs with fixed plateau length and homogeneous dose. B)
DET: Single Bragg peaks are placed at the distal edge of the target from many different
beam incidence angles. C) 2.5D modulation: SOBPs with variable plateau lengths and
homogeneous dose conformed to both the distal and proximal edges of the target. D) 3D
modulation: Each of the beam spots in the target is a free parameter in the optimization.
3
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while the range is modulated either by the insertion of range shifter plates or active energy
variation of a synchrotron, minimizes required equipment and automates the treatment
delivery process by a control system.
A typical 3D proton plan requires thousands of proton beam spots to permeate the
target volume. One way to deliver such a plan, as developed by the Gesellschaft fu¨r Schw-
erionenforschung (GSI) in Darmstadt for carbon beams, is to use an intensity-controlled
raster scan method [9] with a continuous beam. Another approach, called spot scanning
[8, 20, 27], is to only deliver the fluence at discrete spot positions, turning off the beam
completely in transit, as done at the Paul Scherrer Institute (PSI) in Villigen, Switzerland.
At the GSI facility and at Gantry 2 of the PSI, the scanning from a given beam direction
begins at the distal end (highest energy) and laterally covers each energy cross-section of
the target on a discrete x-y grid, until the most proximal cross-section (lowest energy) is
reached. The scanning planes are typically spaced every 2-3 mm in radiological depth.
1.3 Scanning Parameters
Although sophisticated proton scanning technology is entering the market, no published
material exists to show whether the various parameters of scanning systems have been
thoroughly investigated to optimize treatment quality and efficiency. So while new users
may have many choices, it may not be obvious in which way to best utilize them.
With the large number of degrees of freedom, the challenge is to learn to use the
technology efficiently and confidently. With the increased precision of dose delivery offered
by scanned proton beams, comes the responsibility to study all related issues thoroughly
enough before treating patients. In this work, the following listed key parameters have
been systematically considered, with the view to understand the inner workings of each of
them by assessment, and, if possible, optimize them around treatment quality and delivery
efficiency.
• Scan path
• Bragg peak arrangement
• Beam spot size and lateral resolution of scanning grid
• Mixed beam spot sizes
The approach to each topic was largely exploratory, usually turning into an engineering
problem since the overall project revolved around the technical capabilities of the scanner
4
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system. The goal was to tackle each problem separately, and emerge with a bigger, com-
posite picture of how scanning parameters should be handled in a practical clinical setting,
with the patient’s well-being having first priority. While there was a proclivity to attempt
to implement optimization techniques immediately, sometimes a step back to look at the
matters more simply offered equally valuable insight or usable information. Consequently,
an endeavor was made to keep the methodology logical and straightforward.
1.4 Organizational Matters
Each of the four mentioned key parameters is encompassed by a single chapter and treated
as a separate, smaller project, although some concepts are shared throughout or build upon
each other. For example, the basic application of the Nyquist-Shannon sampling theorem
appears repeatedly, and the idea of mixed beam spot sizes is based upon preliminary work
in the chapter preceding it. Each unit begins with a statement of the problem, or of the
motivation for studying the particular scanning parameter. If there is knowledge of any
related research previously published by other authors, an effort has been made to place
this present work in the appropriate context thereof.
The main chapters are then followed by a brief recapitulation of the most important
outcomes and conclusions, as well as a critical self-assessment of the work. Finally, a few
suggestions are made for future tasks and directions of investigation.
The reader is assumed to be familiar with the field of radiation physics, and only
the directly applicable background material has been mentioned here in a cursory fash-
ion. A more detailed treatment of proton therapy can be found in numerous books and
manuscripts, e.g. [26, 32].
The research for this disseratioin was conducted in the Department of Medical Physics
in Radiation Oncology at the German Cancer Research Center (DKFZ) in Heidelberg over
a period of three years. Portions of this work have been orally presented at international
conferences [10, 11], and published in peer-reviewed journals [12, 13].
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Chapter 2
Scan path optimization
2.1 Motivation
Suppose one wishes to administer a 3D IMPT treatment plan to a patient using a so-
phisticated scanning system as described in Chapter 1. What scan path should be taken
through the target volume to deliver the dose as prescribed? Can the scan path length
be minimized, and if so, what effect does this have on treatment delivery? Such questions
are addressed in this chapter. The approach to the path length optimization problem and
its solution are presented in Section 2.2, with the results from four clinical examples in
Section 2.3. Following is a general interpretation of the results, and a suggested potential
application of scan path optimization to the treatment of moving tumors.
2.2 Methods
2.2.1 Set-up
In the absence of real hardware, one is required to define and remain within the bounds of
theoretical machine and beam specifications in order to make calculations. It is presumed
that one has a synchrotron with active energy variation, capable of proton energies spanning
50-250 MeV (20-400 mm particle range in water), with a change in the particle energy
defined to require 1-2 s. The system has dynamic, intensity-controlled raster scanning
capabilities (full speed 1 cm · ms−1 at isocenter) with perfect positioning accuracy and
precision. The proton depth dose curves have been calculated analytically according to
the approximation by T. Bortfeld [2], using an energy spread δE/E of 0.1%, and taking
into account the presence of a detector block of ionization and wire chambers for beam
position and intensity measurements. The phase space with beam characteristics has not
7
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been modeled in detail, but the pencil beams are assumed to be Gaussian with an initial
beam focal width that can be varied from 4-10 mm full width at half maximum (FWHM),
in 1 mm increments.
2.2.2 KonRad Treatment Planning System
The treatment plans used in this study were produced using the research version of the
inverse treatment planning system KonRad, employing 3D IMPT[16, 18]. To review, this
means that multiple fields, generated from the placement of Bragg peaks throughout a
3D volume, were simultaneously optimized so that the sum of all inhomogeneous fluence
fields resulted in the desired target dose homogeneity. A standard quadratic physical dose
objective function with soft constraints on both the targets and organs at risk (OARs) was
optimized by a gradient method [22, 25].
2.2.3 Definition: Beam Spot Positions and Energy Slices
Following is a brief explanation of how the 3D beam spot positions and energies are cur-
rently determined in KonRad for a given treatment plan, beginning first with their lateral
positions, and then the placement of Bragg peaks in depth (selection of energy slices). A
uniform lateral resolution (∆X = ∆Y ) of beam spots is chosen, a value on the order of
the standard deviation σ0 of the proton pencil beam, where the relationship between the
FWHM and standard deviation of any Gaussian profile is given by FWHM = 2
√
2 ln 2σ.
One value is adopted for the entire target volume, typically 3 mm. The selection of energy
slices starts by locating the distal edge of the target. Between the distal and proximal edge,
the target comprises slices with a uniform 3 mm spacing in radiological depth. Beam spots
are placed at these positions, and the appropriate energy values from a 3 mm resolution
list are matched to the radiological depth value of each slice. Thus, in practice, a 3D target
volume comprises a discrete set of 2D xy-planar cross sections along the z-axis. Since for
each radiological depth value, the appropriate proton range and energy values achievable
by the synchrotron are assigned, each of these cross sections is referred to as an ”energy
slice”.
2.2.4 Traveling Salesman Formulation
The task of optimizing the scan path of a 3D target volume was approached as a variation
on the proverbial NP-complete traveling salesman problem (TSP) in combinatorial opti-
mization. In the classical formulation of the TSP, one has a map of N cities and must
8
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travel a round trip circuit visiting each city exactly once and returning to the first city,
finding the least costly route. There are (N − 1)! possible combinations. In the symmetric
case, traversing segment xy is defined to cost the same as traversing the reverse segment
yx, so that only (N−1)!
2
distinct solutions exist for non-trivial N > 2. It is nevertheless im-
practical, for instances of large N , to conduct an exhaustive search of the solution space.
Fortunately, the TSP is well-researched, and there are a number of different algorithms to
solve it satisfactorily.
One can now apply this as post-processing to 3D magnetic scanning sequences in IMPT.
A complete 3D scanning sequence is just the sum of all 2D scanning maps (energy slices)
over all beam angles. Since changing the particle energy takes a long time in comparison
to the actual scanning, one should minimize the number of required energy changes by
scanning each energy slice completely before proceeding to the next one; it would not be
efficient to transition from one energy slice to another more than once. Scanning each
energy slice separately, the 3D scan path optimization problem can be naturally divided
and conquered as a sequence of independent symmetric 2D TSPs, which is much faster to
solve than the composite problem. In other words, the scan path for each energy slice can
be optimized independently from other energy slices, reducing the 3D path optimization
task to two dimensions. The TSP is slightly modified in this case, since the scanner is not
required to return to the first node before moving to the next energy slice.
In the event that the lateral beam focal width (spot size) must be changed, a pause
in the treatment might be required while a new spill of particles is produced. This could
occur while scanning a single energy slice, if it is decided to use more than one beam spot
size per energy slice. If the process is relatively time intensive, one could optimize the path
length for each group of nodes of identical spot size per energy slice, so as to minimize the
number of required pauses. The transition from one group to the next would be determined
by taking the last position and finding the nearest neighbor within the next group.
In optimizing the path length, one defines the cost to move from position A to B to be
the Euclidean distance itself
cAB =
√
(x2 − x1)2 + (y2 − y1)2, (2.1)
where x1, x2, y1, and y2 are the Cartesian coordinates of grid points A and B in a given
energy slice. The sum cost for a 3D scan would then be equal to
∑
Nbeams
∑
Nenergies
∑
Nfocal sizes
N−1∑
n=1
√
(xn+1 − xn)2 + (yn+1 − yn)2. (2.2)
9
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For all cases used in this study, the initial beam focal width was 4 mm FWHM (uniform
for the entire 3D volume), and the lateral scanning resolution ∆X = ∆Y = 3 mm. A
maximum scanning field of 200× 200 mm2 with the 3 mm grid resolution places an upper
bound on the problem size of N ∼O(103) per energy slice, but the actual scan area utilized
was much smaller with N ∼O(102) per energy slice. The number of energy slices Nenergies
varied per beam, but the total number of beams Nbeams was 5 in every case.
2.2.5 Fast Simulated Annealing (FSA) Algorithm
Fast simulated annealing (FSA) [34] was the algorithm chosen to solve the modified TSP.
Simulated annealing (SA) [14, 6] is a robust stochastic search method proven to provide
near-optimal solutions, with a marked ability to avoid trapping in local minima. In general,
the implementation of SA requires an empirically determined annealing schedule which
includes the initial temperature, a function defining the rate of temperature reduction,
the number of iterations at each temperature, and a stopping criterion. For this work, a
fast SA algorithm was employed for the optimization, using a modified cooling function in
which the temperature decreases faster than by the logarithmic cooling schedule in classical
SA, and generating the neighborhood of states according to a Cauchy probability density
distribution, instead of the conventional Boltzmann distribution. This modification is
known to allow a more efficient search of the phase space. The Cauchy probability density
function is described by
P (x) =
1
piγ[1 + (x−x0
γ
)2]
(2.3)
which, in the special case of peak location x0 = 0 and scale parameter γ = 1, reduces to
the standard form
P (x) =
1
pi(1 + x2)
. (2.4)
While the Gaussian curve falls off rapidly on either side of the central region, this distri-
bution has thicker (fatter), extending tails, allowing for occasional jumps in the solution
space and faster convergence to a global minimum. In practice, however, there can be
many local minima with scores close to that of the global minimum, so that a near-optimal
solution is often sufficient.
The acceptance of a proposed state depends upon the value of the change in the cost
function, or analogously the change in energy ∆E:
10
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Boolean answer =
{
1, if ∆E < 0
r < e−∆E/T (k), otherwise
(2.5)
with the random number
{r ∈ R | 0 ≤ r ≤ 1}. (2.6)
The temperature as a function of iteration number k is given by
T (k) =
T0
k1/N
, (2.7)
where T0 is the initial temperature and N is the problem size, defined separately for each
energy slice. It is desirable to set the value T0 large enough to accept almost all transitions
in the beginning, e.g. a number considerably larger than the typical ∆E value encountered
in Eq. 2.5. Observing the average value 〈∆E〉 = 3.6 for the first 25 iterations of a few test
runs, T0 was first set to 1000.
The initial solution for the optimization of each energy slice was a zigzag pattern be-
ginning at the upper-most, left-most employed grid position. With a reasonable starting
guess, one should be able to use a lower initial temperature and avoid spending too much
time searching at high temperatures where most moves are accepted. The initial tem-
perature T0 was therefore set to 10. The number of iterations n(T ) performed in each
temperature step was defined to be proportional to the problem size N , and the algorithm
was terminated when the number of total iterations k exceeded a maximum value equal or
proportional to N .
The determination of the parameter values was ultimately empirical. In testing the
algorithm, it was found that a T0 value of 10 would sometimes allow an uphill change of
the cost function in the beginning that would lead to trapping in a local minimum. This
was solved by decreasing T0 to 1.8 and increasing n(T ) from 10N to 100N . The CPU
time went up proportionally, but the quality of the solution was clearly improved. Another
problem occurred when the algorithm seemingly did not perform well on energy slices with
N > 100. For these densely populated high N layers, FSA sometimes did not return a
possible better answer (by inspection). Allowing even more iterations n(T ) = 200N per
temperature step resolved the issue.
The best solution was stored after each successful change, and in the rare case that
not a single better solution could be found (e.g. with very low N), the initial solution
was retained. An example of the convergence of an FSA run is shown in figure 2.1. The
algorithm was shown to be stable by virtue of testing the code several times using the same
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Figure 2.1: Typical converging behavior of an FSA run. Due to a relatively fast conver-
gence, it was possible to apply exit criteria in a way to limit the computation time without
sacrificing the quality of the solution.
initial conditions and demonstrating reproducibility.
2.2.6 Estimation of Treatment Delivery Duration
A simple calculation was made on the scanning sequences for each plan to estimate the
total treatment delivery time. A first-order comparison of the treatment duration before
and after path length minimization was made. The motion of a realistic magnetic scanner
has three phases: speeding up, full speed (assumed to be 1 cm ·ms−1), and slowing down.
For a given extraction rate, the scanner speed can be varied continuously to yield the
desired fluence profile. If need be, the scanner can also be paused at a position until the
desired number of particles is spilled. Modeling the velocity profile and including details
of particle extraction for each scan might describe the required scanning duration more
accurately, but instead, only first approximations have been made on the true movement
time. This approach suffices to get a basic impression of expected relative improvement.
The scanning speed for each slice was set to be constant at the maximum value of
1 cm ·ms−1, with the scanner stopping completely at each employed grid point until the
prescribed number of particles is spilled. Prescribed particles were forced to be spilled at
actual grid points, and not in between grid points. The number of additional particles
spilled in the connecting line elements was counted separately. Particle intensities per spill
could vary from 4 × 107 − 4 × 1010 pps, and the spill duration could vary from 1 − 10 s,
but both values were set to be constant for a given energy slice, depending on the dynamic
range of fluence values. The highest possible intensity and lowest possible spill duration
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were chosen, which values still allowed the lowest fluence in each scan to be delivered safely.
The extraction rate is defined to be
Extraction Rate ≡ Particle Count
Spill Duration
, (2.8)
ranging from 4·106−4·1010 pps, given that the particle count may vary from 4·107−4·1010
, and the spill duration from 1 − 10 s. A lower bound for the number of particles per line
element can be calculated. Assuming that one scans over a distance d = 1 mm at a very
high speed |v| = 1 cm · ms−1, it takes t = d/v = 1 · 10−4 s. In this time, at the lowest
possible extraction rate of 4 · 106 pps, 400 particles are spilled.
The time to prepare a new particle spill was defined to be 0.5 s. As mentioned before,
it was assumed to require 1.5 s to change the beam energy. The time needed for gantry
rotations and other peripheral factors was neglected, since it would not change after scan
path optimization and only relative improvements are of interest initially.
2.2.7 Description of Clinical Cases
The FSA algorithm was tested on archived patient cases. One prostate plan and four
head-and-neck plans, each comprising five equally spaced co-planar beams, were created
and sequenced for continuous scanning delivery. The sequencing was first done in the zigzag
pattern, and then optimized using FSA. Select transversal CT slices from each of these
plans provide a basic idea of the patient geometries (figure 2.2). Case 1 involves a brain
tumor located near the eyes, temporal lobes, brain stem, optic nerves, and chiasm (not
visible in selected CT slice). In Case 2, the tumor volume is concave, closely bordering the
brain stem. Case 3 is an example of a typical prostate carcinoma with the bladder, rectum,
and femur heads as OARs. Case 4 involves a relatively large (410 cm3) adenocarcinoma of
the head completely engulfing the right eye, and in proximity to the left eye, optic nerves,
brain stem, and chiasm (not visible in selected CT slice).
2.3 Results
2.3.1 Performance of FSA
In the best case scenario using advanced programming techniques, the computation time
for a traveling salesman problem can be reduced from O(N !) to O(2N ). This is still com-
putationally intensive, but has turned out to be tractable for this problem size. Using
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(a) Case 1 (b) Case 2 (c) Case 3 (d) Case 4
Figure 2.2: Transversal CT slices of the four clinical examples used in the scan path
optimization study. The target volumes are as follows. Case 1: brain tumor (in the middle,
bright green), Case 2: clivus chordoma (bright green), Case 3: prostate (red), Case 4:
adenocarcinoma (bright green).
MATLAB (www.mathworks.com) on a computer with a 3.2 GHz processor, the FSA opti-
mization required approximately 6 minutes for one beam comprising 45 energy slices and
a total number of 1650 nodes.
The mean number of energy slices per beam direction was 39.8±9.8. Each of these en-
ergy slices was optimized independently, with 1 ≤ N ≤ 400. Following FSA minimization,
the change ∆S in the total path length S for all beams and energy slices was reduced in
the four clinical cases by 16.5, 12.5, 55.9, and 52.7 percent (Table 2.1).
2.3.2 Minimization of Path Length
Although the largest improvement following FSA was generally shown in energy slices
with N ≤ 100, good improvement could also be found in instances of larger N . Two such
examples of the comparison between initial solution and FSA solution from Case 2 are
shown in figure 2.3. The path length was reduced by 20-25%. For an even larger number
Table 2.1: Results of the FSA optimization of the total scan path for 5-field, 3D IMPT
plans. Si, Sf , and ∆S denote the initial, final, and change in path length.
Case Tumor type Si (mm) Sf (mm) ∆S (%)
1 Head and neck 5.46 × 104 4.56 × 104 16.5
2 Head and neck 1.36 × 105 1.19 × 105 12.5
3 Prostate 1.02 × 105 4.50 × 104 55.9
4 Head and neck 1.22 × 105 5.77 × 104 52.7
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of nodes (N ∼ 200), the results are equally good (figure 2.4). FSA results from Case 3, a
prostate carcinoma, are illustrated in figure 2.5. The improvement in the scan path length
in both examples is significantly over 50%. These latter instances demonstrate the type of
scanning sequence often encountered in KonRad, in which there are disparate clusters or
islands requiring path optimization (discussed in Section 2.4). Other cases with a sparse
distribution of nodes showed a similar reduction of the path length by approximately 55-
65%.
2.3.3 Efficient Scanning Maps
The scan path optimization eliminated unnecessary scanning segments, avoiding “holes”
and making the paths more efficient (figure 2.4). In figure 2.4(b), one particularly large hole
in the scanning area is circumvented, and several trips across this empty region, each trip of
length 18−27 mm, are replaced by a single traversing segment to connect the two scanning
sub-regions. One can make a rough estimate of how much fluence would be deposited in
this empty region. Before optimization, the path length within the empty region is 338
mm, corresponding to 1.35× 106 particles spilled. As a first approximation, the scanner is
assumed to traverse these sections at the maximum achievable speed of 1 cm·ms−1 with an
extraction rate of 4 × 107 pps. After optimization, the length is reduced to 36.2 mm, and
the number of particles spilled is reduced by a factor of 10. The total number of particles
spilled in the line elements between grid points for all five beams of Case 2 was reduced
by 13-54%, approximately directly proportional to the reduction in the total path length.
This is not surprising, since a constant spill rate and scan speed were assumed.
2.3.4 Reduction in Treatment Delivery Duration
The delivery times for the clinical plans before scan path optimization were in the neigh-
borhood of 15-20 min., and the total relative reduction in treatment time afterwards was
less than 1% for all of the cases. In Case 3, the initial treatment length was 14.7 min. and
the optimized delivery time was 14.6 min., just 6.0 s shorter. The total time required for
the energy changes alone was 4.5 min. This is nearly 30% of the total delivery time, and
cannot be reduced by scan path optimization.
Scanning the sequence 50 times with dose fractionation (Section 2.4.2) without scan
path optimization would require 24.5 min., assuming that the rescanning for one energy
slice is completed before moving to the next energy slice. Optimizing the scan path would
reduce the delivery time by 19.6 % (4.8 min.). In the other cases, the relative reduction in
treatment time was 4-18%. In the simulation of rescanning, it was assumed that each spot
15
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Figure 2.3: Two examples of large-N FSA optimization results from single energy slices
(Case 2). The upper plots show the initial zigzag scanning patterns, and the lower plots
show the FSA solution. Example (a): N = 112 and (b) N = 145. Example (a): Si = 530
mm, Sf = 400 mm, ∆S = 24.5%. Example (b): Si = 603 mm, Sf = 513 mm, ∆S = 14.8%.
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Figure 2.4: Further results of FSA optimization. Example (a): N = 244, initial path
length Si = 1192 mm, optimized final path length Sf = 900 mm, ∆S = 24.5%. Example
(b): N = 218, Si = 1046 mm, Sf = 829 mm, ∆S = 20.7%.
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Figure 2.5: FSA results from Case 3, a prostate carcinoma. N is on the order of 100,
and the optimized path lengths are over 50% shorter. These instances are examples of
disparately spaced clusters of nodes, as can occur for a number of reasons. Example (a):
N = 100, Si = 1137 mm, Sf = 520 mm. Example (b): N = 108, Si = 1384 mm, Sf = 527
mm.
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position requires 1/50 of the number of particles, and the extraction rates were accordingly
adjusted. Taking Case 3 as an example, the average time required to scan one energy slice
is about 3.3 s, which is on the order of the average respiration period of 3-4 s [31].
2.4 Discussion
2.4.1 Consequences of Scan Path Optimization
It is interesting to note that the reduction in path length was pronounced in cases 3 and 4
(> 50%), and much less so for cases 1 and 2. Since these are only four cases, one can only
offer a conjecture as to a reason. It was observed that the number and density of nodes
for cases 3 and 4 was, on the average, lower than that for cases 1 and 2. In circumstances
of uniform and dense scanning regions, the optimization of the scanning path length, by
nature, yields little or no benefit so that the zigzag pattern suffices. It is for relatively
irregular scanning patterns that larger gain is possible. When the number of nodes and
spatial arrangement is irregular and scant, the need to optimize the path and eliminate
unnecessary back-and-forth scanning motion becomes more obvious. Should there be risk
organs where the vacancies in the scanning pattern are located, it may be important to
ensure that the beam is either turned off (as is possible with discrete spot scanning), or
that the path is optimized to avoid these regions while the beam is on in raster scanning.
Reducing the fluence in empty sections by minimizing the path length of the traverse is
clearly advantageous.
The sparsity of spots observed in these scanning examples may warrant comment, as
it is unusual when compared with carbon scans from the GSI, which are typically uniform
and dense[1]. Although some discontinuities in scanning maps generally may be due to
inhomogeneities of the patient anatomy in the beam line before the target, the general
discrepancy here is more likely due to the use of multiple fields and the consideration of
OARs by KonRad in the optimization process. This creates more energy slices than in
the GSI approach, some with discontinuous scanning regions as in figure 2.4, and some of
which contain a relatively few number of spots in a porous configuration, such as shown
in figure 2.3 and figure 2.5.
Although the total path length of each 3D scanning sequence could be considerably
shortened, and although the 2D scanning maps became more efficient to minimize the
number of extra particles and allow for continuous raster scanning without turning the
beam off in empty regions, the resultant reduction in delivery time was very small, less
than 1%. It was somewhat expected that a very fast scanning speed would relegate the
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actual scan length to a lower importance in relation to other time factors, such as the time
to prepare particles for the next spill, or to change the beam energy. In our simulation, this
latter value of 1.5 s proved to be an important factor in determining the overall treatment
time. With a more realistic model including a scanning velocity profile and ramping times,
one would hope for a larger improvement. Also, the technical implementation of pauses
into raster scanning was not factored into the treatment time of unoptimized scanning
maps.
2.4.2 Application to Rescanning
Amajor disadvantage of active scanning in general is its sensitivity to organ motion. IMPT,
which can only be accomplished by scanning techniques, achieves steeper dose gradients
near critical structures and normal tissue than with conventional scattering techniques,
but this very advantage is what poses a practical and clinical difficulty. The consequences
of patient positioning errors, and inter-fractional or intra-fractional organ movement would
be greater than when using a broad scattered beam. The interplay effect of intra-fractional
organ motion and the scanning itself could produce substantially unintended and incorrect
delivered dose distributions. The GSI and PSI facilities utilize fixation devices, anesthesia
(for children), and breathing regulation techniques in an effort to minimize errors, but it
is expected that the use of scanning will continue to be restricted to relatively immobile
anatomical sites until motion effects are more fully addressed.
One way to address intra-fractional organ motion might be to scan a target volume
multiple times [29], effectively averaging out the errors due to motion. While this solution
would not fully exploit the advantages offered by active scanning, it would be a relatively
simple implementation. In their paper, Phillips et al. report that the dose uniformity
(defined as the percentage standard deviation of the dose) in the presence of motion is
expected to improve as the square root of the number of fractions. As the number of scans
increases, so does the probability that the motion averages to zero. However, scanning a
target volume tens of times would certainly increase the treatment time, at a cost to both
the patient and the treating facility. If rescanning could be made more time-efficient, it
could prove to be clinically applicable in the near future.
Although the scan path optimization problem presented in this work was approached
without taking into account specific implications for rescanning, it may be worthwhile to
explore this particular application in future studies. In a cursory simulation of rescanning
with a total of 50 fractions, the projected relative treatment time reduction due to scan
path optimization was estimated to be 4-20%. In a rough estimate using Case 3, the time
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to scan one energy slice 50 times was about 3.3 s., on the order of the average period.
Since the worst interplay effect may occur when the respiration period is exactly twice the
required scanning time for a single energy slice [29], one could adjust the actual number of
scans dependent on a measurement of each patient’s breathing cycle. Also, since the 3D
problem was essentially reduced to a 2D problem by optimizing each energy slice, or layer,
separately and independently from the other layers (Section 2.2.4), one would still need to
consider how to account for motion-induced errors in the z-direction (parallel to the central
axis of the respective beam). In principle, the patient could at least be positioned so that
the motion of highest amplitude is aligned in the xy-plane, and not in the z-direction.
2.5 Conclusions
A fast simulated annealing optimization of the path length in proton scanning has been
implemented to yield scanning path lengths that are about 13-56% shorter than those of a
zigzag pattern. The marked reduction in path length yielded only a modest reduction in the
treatment delivery time. First approximation calculations show that reducing the overall
path length for a 3D plan even by 50% may not speed up the treatment significantly.
With very fast scanning capabilities, the time required for the scanning motion itself is
relatively unimportant compared to other factors such as changing the machine energy
or accumulating particles for a new spill. Nevertheless, small improvements on the order
of seconds did compound to minutes in a preliminary simulation of rescanning. Further
studies using moving targets would be necessary to evaluate the actual applicability of scan
path optimization in rescanning techniques to reduce treatment delivery time.
FSA provides better solutions to problems of irregular geometries, as compared to
problems of greater node density and greater uniformity of scanning areas. In all cases, a
significant reduction in the number of extraneous spilled particles is observed, as repeated
trips across zero-fluence regions are minimized. It may be more important to optimize
the path length for continuous raster scanning than for discrete spot scanning, since in
spot scanning the beam is turned off in transit between node positions and practically no
particles are spilled in areas without prescribed fluence. Conversely, in raster scanning the
beam is continually on and time-consuming pauses of the beam, such as would be necessary
in the presence of any significant empty regions of a scanning map, are undesirable. The
scan path optimization approach presented in this chapter would eliminate such pauses,
and additionally avoid spilling particles in these empty areas.
An optimal scan path through a 3D target volume should accomplish at least two
things: (1) precisely deliver the prescribed dose distribution, and (2) make the delivery as
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efficient and uncomplicated as possible. In order to meet the first objective completely,
the relevant scanning parameters and dynamics may better be included directly in the
dose optimization. This would, of course, require more memory and time than the post-
processing approach investigated in this work. To meet both goals, all the available details
of the scanning dynamics must be taken into consideration, either in the dose optimization,
or afterwards in a separate delivery sequencing scheme. The results shown here, namely a
minimized path length, a geometrically conformal scan pattern, and reduction in delivery
duration, are advances in the right direction and offer information applicable to both the
direct optimization and post-processing schemes. Finally, experimental measurement of
actually delivered treatment plans will offer important validation of the results from scan
path optimization.
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Chapter 3
Non-uniform Depth Scanning
3.1 Motivation
This chapter deals with depth sampling, i.e. the way in which one chooses which particle
energies (or alternatively, energy slices) to employ to adequately irradiate a target. Proton
scanning systems with active energy variation are capable of varying the particle range
(in water) every 1 mm, but whether there are actually benefits to this precision must still
be ascertained, and furthermore measured against potential disadvantages. For example,
these scanning systems can achieve very fast changes in the lateral beam position (x,y),
but are limited by a relatively slow mobility in the direction of beam incidence (z), facili-
tated by active energy variation of the synchrotron. A non-negligible fraction of the total
treatment time would be due to dead-time accumulating with each energy change, as a new
batch of particles of a different energy value must be produced. So while the capability
of sophisticated scanning systems should be fully exploited, in particular the ability to
produce proton energies differing from one another by just 1 mm equivalent radiological
depth, it is also desirable to minimize the number of different energies for irradiating a
target volume, so as to lead to shorter treatment durations, thereby decreasing the burden
on patients and increasing patient throughput.
The aim of this work was to evaluate the benefits of the 1 mm spacing, and to develop
a method to automatically choose the appropriate energy values for a plan, so that the
treatment time can be reduced while maintaining good coverage of the target and sparing
of risk organs.
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(a) 1 mm grid
(b) 3 mm grid
Beam
Incidence
(c) non-uniform grid
Figure 3.1: Determination of beam spot positions. The distal edge of an imaginary target
and two incoming rays are indicated. The radiological depth z increases in the direction of
beam incidence. (a) The beam spots are placed every 1 mm, beginning from the distal edge,
until the proximal edge (not shown) is reached. (b) The beam spots are placed every 3 mm.
(c) A non-uniform spacing that adapts to the width of the Bragg peaks is used. Figure not
drawn to scale.
3.2 Background
This introductory section revisits the explanation from Section 2.2.3 of how the Bragg
peak positions and energy slices are selected in our treatment planning system, only with
more detail. Understanding this point is important because it provides the background
to understand the context for the formulation and implementation of a proposed adaptive
sampling of Bragg peaks, and the treatment plan study used to verify its usefulness. In
the “3D modulation” [16] scanning mode in KonRad, the lateral resolution of beam spots
is user-defined, and their positions in depth (z) are determined by a two-step process.
Following an initial definition of the distal and proximal edges of the target, the first step
comprises the placement of beam spots on a regular 1D grid, e.g. every 1 mm in radiological
depth. Along each ray passing from the source through lateral scanning positions defined in
the isocenter plane, a beam spot is placed starting from each distal point and incrementing
by a specified ∆grid until the corresponding proximal point is reached (figure 3.1). These
are the preliminary positions. In the second step, each of these beam spot positions is
designated a deliverable energy value. The available energy values, or their corresponding
ranges, with resolution ∆base (e.g. 1 mm) are established in the base data file. Given the
radiological depth of a beam spot from the first step, one selects the first energy value
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whose corresponding range either matches or exceeds it.∗ This matching of energies in the
base data file to the radiological depth of each beam spot determines the final position of
the beam spot for delivery.
The two-step process for determining the beam spot positions implies two adjustable
parameters. Namely, one can choose the precision and manner in which the initial positions
are calculated; and likewise with the final energy selection. For example, one may firstly
place beam spots with a fine spacing of 1 mm resolution (i.e., ∆grid = 1 mm), in order to
mark the distal edge of the target as precisely as possible. In order to maintain this level of
precision, one would then permit the use of all available energies, with the finest resolution
technically possible for the system, e.g. ∆base = 1 mm. One may, however, wish to
reduce the total number of energy slices used in a plan by relaxing the resolution ∆base in
the second step to 2 or 3 mm. Alternatively, the two-step process could be consolidated into
one step, by directly using the knowledge of the list of energies to place the beam spots.
However, rather than modifying the basic structure of KonRad, such constraints have
been respected, and the effects of the proposed adaptive sampling approach are reported
with regard to both the first step using ∆grid and the second step concerning ∆base, with
emphasis on the consequences of the latter. It may be helpful to recall the range-energy
relationship given by
R[cm] = αE[MeV]p, (3.1)
where α ≈ 2.2 × 10−3 and p ≈ 1.77 for protons in water [2], which makes ”range” and
”energy” essentially interchangable terms. To avoid confusion, the names ”∆grid” and
”∆base” are used when referring to the resolutions in steps 1 and 2, respectively, of the
beam spot position determination process.
3.3 Methods
3.3.1 Non-Uniform Grid
The application of the Nyquist-Shannon sampling theorem [24, 33] to a collection of iden-
tical Gaussian peaks dictates a spacing dz ≤ σg, where σg is the standard deviation of the
Gaussian curves. The Bragg curve (figure 3.2), although clearly not Gaussian-shaped in
its entirety, is similar enough in its peak to a Gaussian that the same principles may be
utilized in approximation. The width w50 of a Bragg peak at 50% of its height increases
∗Near the distal edge of the target, one beam spot may therefore end up being delivered outside of the
target. The alternative approach, to choose the next lower energy, i.e. undershoot the distal edge, has
generally resulted in worse target homogeneity and is therefore avoided.
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Figure 3.2: Bragg peak with 50 % width indicated. Proximal and distal depths are marked
by zp and zd, respectively.
with depth as a consequence of straggling, but within a sufficiently small interval, locally
neighboring Bragg peaks are alike in width.
A look-up table of sampling resolutions was created by beginning with a Bragg peak
of highest range 40 cm (in water) and stepping until a lower bound of 2 cm by a value
0.5w50 of the previous Bragg peak (figure 3.3). The effect was a larger spacing of broader
peaks at higher energies (figure 3.4) transitioning to a denser packing of sharper Bragg
peaks in the lower energy region. The spacing spanned 1-12 mm. The value 0.5w50 was
used instead of w50 to compensate for the deviation from the Gaussian shape and ensure
adequate sampling; the factor 0.5 was determined by inspection of the homogeneity of
superimposed Bragg peaks at the lowest energies (figure 3.5). This adaptive non-uniform
∆grid sampling of Bragg peaks should yield a homogeneous dose coverage for arbitrarily
sized targets at any depth. The same principle was used to create a non-uniform ∆base
spacing for the energy values in the base data file external to the KonRad code. This
non-uniform base data file contained 81 energies, while a uniform resolution of 1 mm (3
mm) in range corresponded to 381 (127) possible energies in the respective base data files.
3.3.2 A Proof of Principle
To demonstrate that the non-uniform energy selection scheme worked as anticipated, two
disparate test cases were chosen. A small target located superfically in the head should
require lower range (or energy) values result in fine sampling, and a larger, deeply situated
target such as the prostate is expected to need higher energies and result in relatively
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Figure 3.3: Calculated spacing between Bragg peaks, varying from 1-12 mm.
coarse sampling. Treatment plans were created using a single beam and two opposite
lateral beams for the head tumor and prostate, respectively.
3.3.3 Plan Comparison Studies
As a preliminary step, a plan comparison study was conducted to evaluate 1 mm versus 3
mm spacing ∆base. The main question was whether a 1 mm resolution produces superior
results, and if so, how much better. To more accuately evaluate the effect, since using
multiple intensity-modulated fields would likely diminish any difference, a single isocentric
field was incident on a target with the brain stem as the OAR situated distally. A 10 mm
peripheral region around the target volume was indicated to provide some quantification
of dose to normal tissue (figure 7.6). This structure was classified as an OAR with a high
maximum dose, so as not to interfere with the optimization, but still calculate the dose
to it. It was given a lower overlap priority than for the target, so that all voxels shared
by the target and peripheral volume belonged to the target. Five 3D plans were created,
the first three of which (A, B, and C) all used ∆base = 3 mm, but each subset offset from
one another by 1 mm, i.e. starting at 2.0 cm, 2.1 cm, and 2.2 cm range, respectively. A
fourth Plan D used all possible energies with a resolution of 1 mm, and was expected to
produce equal or better results than plans A, B, or C. A last Plan E was included using
the non-uniform resolution, for an initial evaluation of the method, but essentially separate
from the 1 mm v. 3 mm question. The scheme is explained pictorially in figure 3.7.
Following the calculation of the non-uniform ∆grid and ∆base grids, and their implemen-
tation as a look-up table and in the base data file, respectively, a plan comparison study
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(a) Bragg peaks near R = 35 cm, spaced every 3
mm, over-sampled.
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(b) Bragg peaks spaced further apart, every 6mm,
but still over-sampled.
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(c) Adequately sampled peaks spaced every 12 mm.
Figure 3.4: Example of how an arbitrary 3 mm spacing of Bragg peaks may result in
over-sampling for at higher ranges.
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(a) Under-sampling of Bragg peaks near R = 2 cm, spaced by 3 mm.
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(b) Adequate sampling achieved with spacing of 1 mm.
Figure 3.5: Example of under-sampling of Bragg peaks occurring with uniform spacing of
3 mm, and its correction
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Figure 3.6: Transversal CT slice of head case, showing 10 cm peripheral outline (blue)
around PTV (pink), and brain stem (green).
was carried out to evaluate their effect. The consequences of employing 1 mm, 3 mm, and
non-uniform increments both in placing the beam spots (∆grid), and in energy selection
(∆base) were compared, and presented are the results for a patient case comprising two
fields, incident on the prostate from the left and the right, with their weights optimized
simultaneously (IMPT). The main risk organs considered were the rectum and the bladder.
While testing one parameter (e.g. ∆grid), the other parameter was held constant for all 3
comparison plans (e.g., ∆base = 1 mm).
For the dose calculations, the pencil beams were assumed to be Gaussian and parallel,
with an initial lateral beam focal width of 0.4 cm full-width half-maximum (FWHM). The
energy spread σE was 1%, the range of the protons in water was 2-40 cm, and multiple
Coulomb scattering was taken into account. The base data files containing the depth dose
curves and lateral sigma tables were created using an analytical approximation of the pro-
ton Bragg curve [2]. The 3D IMPT plans were created using a 1.3 mm dose resolution, and
the Limited Memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) optimization scheme
[23, 15, 28].
3.4 Results
The initial plan comparison study using different sampling schemes showed that a 3 mm
resolution can produce the same target coverage as 1 mm. All three plans A, B, and C
using a 3 mm resolution resulted in identical dose-volume histograms (DVHs). Plan D with
the 1 mm resolution resulted in the same target coverage, but with a slight cost to the brain
stem and peripheral normal tissue. This was also true for Plan E with the non-uniform
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(a) 3 mm energy subsets. Plan A: 46.9-
254.3 MeV (dark blue lines), Plan B: 48.3-
254.7 MeV (orange), Plan C: 49.5-255.0
MeV (light blue)
(b) 1 mm spacing. Plan D: 46.9-255.0 MeV
(c) Non-uniform spacing. Plan E: 46.9-
255.0 MeV
Figure 3.7: Different energy (or range) spacing schemes for the plan study to evaluate
the usefulness of the 1 mm uniform resolution.
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Figure 3.8: DVHs for a prostate case, using 1 mm, 3 mm, and non-uniform resolutions
∆base for Bragg peak positions in the target. ∆grid = 1 mm.
resolution.
A further comparison of plans using 1 mm, 3 mm, and adaptive non-uniform grids ∆grid
and ∆base showed that the non-uniform grids result in adequate coverage of the target and
sparing of OARs, and generally reduce the complexity of the plan by lowering the number
of beam spots and energies needed.
3.4.1 Plan quality
The first results showed that the variable ∆grid resolution produced superior target cov-
erage than the case with ∆grid = 1 mm. The result was suspicious, but since it occurred
with a cost to the OAR, it suggested an artifact or affect of trade-off in optimization. In
substituting the gradient method with the L-BFGS method, it was found that the dis-
crepancy was indeed due to the optimization, and not to the ∆grid resolution itself. In the
comparison of different resolutions ∆grid using the L-BFGS optimization, the DVHs for the
prostate case show that the dose coverage of the target volume was equally good in all 3
instances. The maximum and mean doses to the rectum and bladder were also practically
identical. Only subtle, statistically irrelevant differences were noticeable in the 3D dose
distribution. The result was nearly identical for the ∆base comparison (figure 3.8). In an
additional head-and-neck case featuring a single field, the dose coverage and sparing of the
brain stem were also uncompromised when using a 3 mm or non-uniform grid for ∆grid or
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Table 3.1: Reduction in number of beam spots and energies for a 2-field prostate case,
resulting from implementation of adaptive non-uniform ∆grid and ∆base resolutions.
Beam Spots Energies
Resolution
Field 1 Field 2 Field 1 Field 2
∆grid = 1 mm (∆base = 1 mm) 11 474 11 482 128 140
∆grid = 3 mm (∆base = 1 mm) 3 900 3 898 126 133
∆grid = non-uniform (∆base = 1 mm) 2 021 1 993 128 134
∆base = 1 mm (∆grid = 1 mm) 11 474 11 482 128 140
∆base = 3 mm (∆grid = 1 mm) 3 950 3 971 43 48
∆base = non-uniform (∆grid = 1 mm) 1 963 1 937 21 22
∆base (figure 3.9). Using ∆grid = 3 mm or non-uniform did not significantly reduce the
number of energies due to the curvature of the distal end (figure 3.1).
3.4.2 Delivery Efficiency
The results for the prostate case are summarized in Table 3.1. Using a non-uniform ∆grid
had the effect of significantly reducing the number of used beam spots, but not the number
of energy slices. A remarkable reduction in both the number of beam spots and energies
resulted from the use of the non-uniform ∆base grid. The total number of beam spots for
the two fields decreased from 22 956 to 7 921 to 3 900 when using the 1 mm, 3 mm, and
non-uniform resolutions, respectively. Although ∆grid = 1 mm was used, the number of
beam spots nevertheless decreased because multiple beam spots were assigned to the same
energy, and therefore to the same final position. In the head-and-neck case, the number
of beam spots decreased from 100 057 to 34 975 to 29 852, and the number of energy slices
from 173 to 59 to 45.
The histogram in figure 3.10 illustrates the difference in the distribution of used particle
ranges, or energies, when using a non-uniform, as opposed to a uniform 1 mm or 3 mm,
energy sampling ∆base. The number of used particle ranges (x-axis) corresponds to the
number of energy slices for the delivery. The histogram shows how the number of used
energy slices can be reduced significantly by using an adaptive sampling, since the spacing
of energy slices is only fine where necessary, at the lower energies. The sampling intervals
for a given plan depend upon the geometry of the target, that is, the depth at which the
target begins within the body, and how deep it extends. For example, for a superficial and
small target requiring only the lowest energies, the resolution throughout the entire target
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(b) ∆grid = 1 mm
Figure 3.9: DVHs of head-and-neck case, showing uncompromised dose coverage and
sparing of brain stem with the use of a non-uniform spacing.
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Figure 3.10: Histogram of nominal used proton range values (corresponding to used ener-
gies) for a prostate. With an adaptive non-uniform resolution ∆base, the spacing of energy
slices varies within this target, from 5 mm at the proximal end to 8 mm at the distal end.
∆grid = 1 mm.
is e.g. 1-2 mm (figure 3.11). In comparison, a deeper-seated and larger target, such as the
prostate, requires a much lower resolution, e.g. 5-8 mm, because the Bragg peaks in this
domain are relatively broad. The coarser resolution is adequate for target coverage, and
reduces the number of used energy slices drastically.
3.5 Discussion
The results of the plan comparisons for both ∆grid and ∆base resolutions firstly indicate that
a 1 mm uniform resolution, while being the best available, is probably unnecessary unless
one wishes to push the dosimetric quality of the plan to its upper limit without regard to
practical delivery constraints. The more relaxed 3 mm uniform resolution achieves almost
equally good target coverage and OAR avoidance. It is additionally clear from the results
that the non-uniform ∆grid resolution is potentially useful for further reducing the number
of beam spots. This would speed up the dose calculation and optimization, which are
approximately linear to the number of beam spots in our TPS.
The variable ∆base resolution reduces not only the number of beam spots, but perhaps
more importantly, the number of energy slices. A remarkable example can be seen in the
presented prostate case, where the total number of energy slices for the plan dropped from
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Figure 3.11: Energy histogram for a smaller, shallow target in the head. The black data
points indicate the distribution for a constant 1 mm ∆base resolution, and the red lines the
non-uniform spacing of 1-2 mm.
268 (∆base = 1 mm) or 91 (∆base = 3 mm) to 43. If one energy change would take 2 s.,
using the adaptive non-uniform ∆base resolution would reduce this dead-time of 536 s. or
182 s. respectively, to just 86 s., or from 8.9 min. or 3.0 min. to 1.4 min. The benefit in
the head-and-neck case was less pronounced because of its geometry, but still significant,
with a reduction in the dead-time from 346 (∆base = 1 mm) or 118 (∆base = 3 mm) to 90 s.
The implementation of either of the non-uniform ∆grid and ∆base resolutions is easy and
once-for-all, thereafter requiring no additional computational costs. An appropriate manual
setting of the grid resolution requires user knowledge of the tumor type or geometry, while
the proposed non-uniform sampling is adaptive and automatic. It should be noted that
the adaptive ∆grid and ∆base grids should not be used simultaneously because of potential
severe mismatching.
3.6 Conclusions
An adaptive non-uniform resolution of Bragg peaks in radiological depth was formulated
according to the Nyquist-Shannon sampling theorem. The results indicate that this non-
uniform arrangement of Bragg peaks offers some advantages in comparison to using a
regular spacing, namely a reduced number of required beam spots and energies, which
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translates to shorter dose calculation and optimization durations, and suggests faster de-
livery for scanning systems with active energy variation. This increased efficiency was
achieved with little noticeable compromise to the physical dose distributions; the target
coverage and sparing of OARs remained basically unaffected.
While the adaptive ∆base energy grid can be implemented once and used for all plans,
the benefits compared to a uniform 1 mm or 3 mm grid are particularly promising for
large, deep-seated tumors, for which the spacing of Bragg peaks is relatively large (5-
8 mm). The number of energy slices in the prostate example was reduced by more than a
factor of 6 in comparison to the 1 mm resolution plan, and by more than a factor of 2 in
comparison to the 3 mm resolution plan. This suggests a highly viable clinical application
and consequence.
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Chapter 4
Optimal Beam Focal Width and
Lateral Grid Resolution
4.1 Motivation
The beam focal width, or beam spot size, and the lateral spacing of beam spots are two
further parameters that must be considered for their impact on plan quality and scanning
beam delivery efficiency. The smallest spot size with the steepest lateral profile should
be the best instrument for delivering dose patterns precisely, at least intuitively. On the
logistical front, however, using larger spots means faster and less complicated delivery in
the clinical setting. The two objectives of plan quality and delivery efficiency therefore
seem to compete, much like the shifting of beam weights in multi-criteria optimization.
As mentioned in Section 2.2.3, it is a convenient compromise to adopt a single mid-sized
spot and lateral grid spacing for an entire 3D plan. While this may achieve clinically
acceptable results, an investigation is required to determine whether the choice can be
further improved. The optimal choices of spot size and lateral resolution are likely to be
machine-dependent. The approaches suggested here are generalized and can be applied to
any scanning system. This chapter also provides a necessary background for Chapter 5,
where the idea of using multiple spot sizes is developed.
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4.2 Background
4.2.1 Beam Focal Width (Spot Size)
The differential pencil beam dose model describes the energy deposition of a narrow mo-
noenergenic beam of protons by a factorization into a depth-dose curve at the central axis,
and an off-axis lateral fluence component due to scattering. The lateral term, which is of
interest for this work, is approximated by a Gaussian with standard deviation σ. The value
σ is called the beam focal width, or spot size. The spot size is alternatively described by
the full-width half-maximum (FWHM) value, which is related to σ by
FWHM = 2
√
2 ln 2σ. (4.1)
Let the initial beam focal width σ0 be defined at the isocenter in air. The spot size σ at
the water-equivalent depth z in the patient is given by
σ(z) =
√
σ20 + σMCS(z,R)
2 (4.2)
with the σ increasing in depth due to a contribution by multiple Coulomb interations, also
modeled to be Gaussian. The depth-dependent multiple Coulomb scattering is represented
by
σMCS(z,R) ≈ σ(R) ·
(
0.18
(
z
R
)
+ 0.82
(
z
R
)2)
with σ(R) ≈ 0.023R [7], where R is the proton range in water.
Before launching with full effort into a spot size optimization, one can first establish
whether doing so would make sense. By means of a plan comparison study, one can evaluate
the upper and lower bounds of plan quality and delivery efficiency. With an appropriate
sampling, using a very small pencil beam (e.g. 4 mm FWHM, or σ = 1.7 mm) to paint the
target should yield the best dose distribution, all other factors equal. By using a relatively
large focal width size (e.g. 10 mm FWHM, or σ = 4.3 mm), one has some idea of the worst
possible dose distribution. The delivery efficiency can likewise be studied. Depending
on how pronounced the differences are between the two scenarioes, one can evaluate the
potential usefulness of using mixed spot sizes and developing a spot size optimization.
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4.2.2 Lateral Grid Resolution
The Nyquist-Shannon sampling theorem dictates that for adequate sampling, the lateral
spacing between the Gaussian beam spots should not exceed the lateral σ of the spots.
Since this value varies with energy and depth, as shown in figure 4.1, it is not obvious
which spacing to use for a 3D target volume comprised of many different energy slices at
various depths. In principle, one could choose an appropriate spacing for each energy slice
based upon the amount of expected lateral scattering, so that the grid resolution varies
in a given volume. The motivation for this would be to decrease the number of required
beam spots per energy slice (and for the plan at large) to make the delivery simpler and
faster. The hypothesis is that, using the information about the lateral scattering of beams,
one can employ a coarser lateral resolution at higher energies without sacrificing plan
quality. Alternatively, an acceptable first approach would be to calculate the smallest
spacing necessary for the entire 3Dtarget, which depends on the beam focal width and the
lowest energy used, and use this value to avoid any under-sampling in the lateral plane.
4.2.3 Previous Work
To date, there is little published research related to the optimization of beam scanning
parameters. One known article that explicitly addresses this issue is by Trofimov and
Bortfeld [35] from 2003. In their planning study using IMPT with four irradiation direc-
tions, they found that a beam size smaller than σ0 = 5 mm (11.8 mm FWHM) did not
significantly improve the target coverage or sparing of healthy tissue. They asserted that
”the relative gain from the use of extremely narrow pencil beams may not be substantial
in the clinic, since multiple Coulomb scattering results in broadening of the pencil beam
inside the patient.” They also mentioned that ”given the patient positioning uncertainties
in a clinical situation, typically estimated at 1-3 mm, the use of extremely narrow beams
can hardly be justified.” These statements will be addressed and compared to the outcome
in this present work, in the Discussion section.
4.3 Methods
Plan comparisons using 3D scanning were conducted to study basic effects of the beam
focal width and lateral scanning grid resolution. The standard set-up was a single field
on the same simple patient geometry introduced in Chapter 3, consisting of a PTV in the
head, one OAR (the brain stem), and a peripheral volume of normal tissue (figure 7.6).
The dosimetric plan quality indicators were the DVHs of the PTV, OAR, and peripheral
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(a) 47 MeV (range R ≈ 2 cm)
(b) 160 MeV (R ≈ 17.1 cm)
(c) 225 MeV (R ≈ 40 cm)
Figure 4.1: Depth- and energy-dependent beam broadening in water due to multiple
Coulomb scattering for initial beam focal width σ0 = 1.7 − 4.2 mm (FWHM=4-10 mm).
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normal tissue. The delivery efficiency indicators included the number of spots used, which
is approximately linear to the dose calculation and optimization time in our treatment
planning system, and the number of energies, which, for this simulated scanning system,
is an important factor in the treatment delivery time. The dose grid was 1.30 mm.
4.3.1 Lateral Grid: Two Approaches
In creating a lateral resolution for a 3D plan, two possible schemes have been considered.
Method (a) is one of a lateral grid that varies by energy slice. A fixed initial beam focal
width σ0 was chosen for the entire 3D volume, and the lateral spacing ∆(R) (x and y equal)
of the beam spots was calculated accordingly as a function of the range R, so that
∆(R) = σ(z = R) (4.3)
according to equation 4.2. A look-up table containing the calculated beam width σ for
each range (energy layer) was generated for an inital beam focal width of 4 mm FWHM, or
σ = 1.7 mm. The corresponding x- and y-sampling value ∆ was determined by rounding
to the nearest integer. The σ table was cross-checked, and the original and resampled
energy slices were plotted to verify the correctness of the calculation. Unfortunately, under
the given time constraints, it was not possible to change the existing architecture of the
KonRad TPS to implement and test this method.
In method (b), a desired fixed lateral spacing ∆ was indicated for the entire plan,
and to achieve this the appropriate initial focal width σ0 was chosen for each energy slice
separately. In keeping with the Nyquist-Shannon sampling theorem, the value σ0 had to
be chosen so that the beam width σ(z = R) at the range R was greater than or equal to
∆. A look-up table was created for the case of ∆ = 3.0 mm.
For range R = 2 cm (or E = 46.9 MeV) an initial beam width of 7 mm FWHM (or
σ0 ≈ 3.0 mm) would be required to produce a beam width σ = 3.0 mm at z = R = 2.0
cm. A problem occurred for R = 40 cm (or E = 255.0 Mev), as there was no appropriate
initial beam focal width that would result in a 3 mm beam at z = R. At z = 40 cm, the
beam spot size varies from 21.8-23.6 mm FWHM, or σ ≈ 9.2− 10.0 mm. To use ∆ = 3.0
mm would result in significant over-sampling for this energy slice. In principle, then, it is
not suitable to irradiate all energy slices with the same 3 mm grid resolution. A coarser 6
mm uniform spacing would cause under-sampling at the lower energies. One could either
implement a few different resolutions for a larger target volume requiring all energies, or
rather use method (a) with a fixed spot size and varying lateral resolution. The choice
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of method would depend partly upon the technical capabilities and limits of a scanning
system, and what is possible or easier to implement.
Since both methods presented limitations that would need to be addressed more thor-
oughly, for the time being, the derived information was used to adopt one lateral resolution
for the entire target volume. Plans were made using the smallest resolution theoretically
required (e.g. ∆ = 4.3 for σ0 = 4.3 mm). This resolution was not necessarily equal to the
initial beam focal width σ0 at the isocenter, as the finest resolution required was defined
by the lowest energy used. These plans were compared to other plans using the same beam
spot size, but different lateral resolutions (also uniform for the entire target volume).
4.3.2 Spot Size: Upper and Lower Bounds
To evaluate the upper and lower bounds of plan quality and delivery efficiency given by
a small beam spot size and a relatively larger one, two plan comparison studies were
conducted, using a single field and two opposing lateral fields (with intensity modulation),
respectively. Taking into account that the target volume would require irradiation energies
of 49.54-170.43 MeV (R = 2.2−19.6 cm), plans using the small beam spot of 4 mm FWHM
(σ = 1.7 mm) were created using a lateral resolution of 1.5 mm. The large beam spot of
10 mm FWHM (σ = 4.3) required a resolution of around 4.5 mm, to avoid under-sampling
at the lower range values.
4.4 Results
4.4.1 Effect of Beam Focal Width
Using the 4 mm FWHM beam focal width resulted in better target coverage and better
sparing of the critical organ and normal tissue, than with the 10 mm FWHM spot, as can
be seen in the DVH in figure 4.2. The effect was still noticeable when using two lateral
opposing beams and IMPT. The plan using a single field but smaller beam spot size (blue
curves) was better than the 2-field IMPT plan with a larger beam spot (yellow curves). In
the case of a single field, the 4 mm and 10 mm FWHM plans required 34 221 and 4 768
beam spots, and 172 and 162 energies, respectively.
4.4.2 Effect of Lateral Resolution
The DVH in figure 4.3 shows the effect of the lateral resolution on the plan quality. The
yellow curves corresponding to ∆ = 4.3 mm represents the resolution that did not under-
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Figure 4.2: DVHs showing the effect of the lateral spot size. The blue and red curves
correspond to the small and large spot plans, respectively, in which a single isocentric field
was used. The green and yellow curves likewise represent the 2-field IMPT plans.
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Figure 4.3: DVHs from several plans showing the effect of the lateral spacing between
beam spots. The yellow curves represent the resolution required by the Nyquist-Shannon
sampling theorem.
sample any of the energy slices. No significant improvement in the PTV, brain stem, or
normal tissue (peripheral volume) could be derived by reducing ∆ further. Under-sampling
steadily took an effect, until finally a resolution twice as large as required (purple curves)
noticably degraded the dose coverage of the target, and caused more dose to be delivered
to the peripheral normal tissue. The maximum dose percentage to the brain stem also rose
from 105.9 to 114.7 (imposed maximum dose constraint of 1 Gy).
4.5 Discussion
In general, the results suggest that using a spot with a smaller lateral size (σ0 = 1.7
mm) could be advantageous with respect to the plan quality. It was shown that the
target coverage and sparing of healthy tissue could be noticably improved for a target
with range up to ∼ 20 cm. This still held true when two intensity modulated fields were
used. This is contrary to the findings by Trofimov and Bortfeld, who used IMPT with four
beam directions, and concluded that a beam size smaller than σ0 = 5 mm does not carry
advantages. A close look at the DVHs, however, do show some difference between their
σ0 = 8 mm and σ0 = 3 mm plans, which are the closest comparison to the present study.
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The discrepancy between the two conclusions may be attributed to the higher number of
IMPT beams used by Trofimov and Bortfeld in their study, which might further wash out
any effects, to differing patient geometries, and to differing views as to what is clinically
important. Although it is true that patient positioning uncertainties on the order of 1-3
mm exist in a clinical situation, the results presented in this chapter suggest that the use
of narrow beams might nevertheless be justified. There is no reason to compound error
and uncertainties, but it is rather desirable to control what can be controlled, and then
deal with the remaining uncertainties. There is, however, reason to consider whether, for
example, a 7-fold increase in the number of beam spots when using a small focal width
would unduly burden the dose calculation, optimization, and radiation delivery.
The presented plan comparison study has shown that for a given beam size, using a
lateral resolution as determined by the Nyquist-Shannon sampling theory is important for
both target coverage and sparing of the critical organ and normal tissue. There is little
gain to using an overly fine resolution, whereas decreasing the resolution by a factor of two
degrades the plan quality significantly. These results are for the case where a single beam
spot size and a single lateral resolution are chosen for an entire 3D plan. A disadvantage
of this method is that a small beam focal width in combination with some lower energies
requires a very fine lateral resolution for those energy slices, and is therefore applied to the
other energy slices as well (over-sampling). This would consequently require many more
beam spots than necessary, slowing down calculation and delivery. The best solution could
be method (a) described in 4.3.1, in which a single beam spot size is chosen and the lateral
resolution varies by energy slice depending on the beam scattering. This scheme should be
implemented and tested in the future, perhaps first on a phantom of crude geometry (e.g.,
cube) and then using a real patient geometry.
4.6 Conclusions
There are many degrees of freedom offered by various scanning parameters, such as the
beam focal width and lateral scanning resolution. This work shows that since a discernable
difference exists between 4 mm FWHM and 10 mm FWHM focal width plans, and one now
has some measure of upper and lower limits to plan quality, it may be worthwhile to develop
a spot size optimization tool, using different sized beam spots in a single energy slice to
achieve an acceptable trade-off between the plan quality and the number of spots needed.
This study also suggests that apart from optimization, one should at least carefully select
the beam spot size and calculate the appropriate corresponding spacing between beam
spots; otherwise the plan quality or delivery time may well be suboptimal.
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Chapter 5
Mixed Beam Spot Sizes
5.1 Motivation
It was established in the previous chapter that smaller beam spots generally yield a better
dose distribution than larger beam spots (for an entire 3D plan). There do exist some
applications for which broader fields would be created, for which larger pencil beams would
obviously be more useful than small ones (e.g. deliberate smearing in the presence of motion
effects), but apart from that, there is another strong incentive for incorporating larger
spots into treatment plans. As demonstrated in Chapter 4, small beams imply many beam
spots, and a huge number of required beam spots is cumbersome and clinically intractable.
Furthermore, producing stable, narrow pencil beams is technically more difficult to achieve
than broader ones. Conversely, experience shows that fewer, larger beam spots lead to
faster optimization and faster delivery, but can lead to an undesirable compromise in the
dose distribution.
The presence of a noticeable discrepancy between these two ”extremes” (upper and
lower bounds of plan quality) suggests that there is room to play. The exploitation of both
small and large beam spot sizes in a single plan would be an elegant way to simultaneously
create sharp lateral dose gradients and hold the delivery complexity at a manageable level.
In this chapter the development of a spot size optimization concept to allow mixed beam
spots is described in detail.
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Figure 5.1: Schematic illustrating that the scan path to irradiate a square pattern becomes
twice as long when four smaller beam spots are used instead of one larger one. (Here, the
radius of each circle is σ/2.)
5.2 Background
5.2.1 Scanning with Small vs. Large Beams
The difference between a small and large beam spot is not necessarily the number of
particles, but by definition the width of the Gaussian distribution of the particles and how
steeply it falls off. The lateral fall-off of a Gaussian beam is defined to be
y ≡ ∆y80−20
2
(5.1)
measured at 20% and 80% relative dose ([3]). The relationship between σ and the lateral
penumbra can be easily determined from numerical approximation, and is given by
∆y80−20 = 1.68σ (5.2)
The smaller the beam, the smaller the penumbra; but even a small penumbra becomes
larger through multiple Coulomb scattering (MCS) as the beam traverses material.
A small beam spot can contain just as many particles as a large spot, taking for granted
that the same particle spill rates are available for both. So why is it faster to scan using
large focal widths when the total number of delivered particles remains unchanged? Larger
spots may be spaced further apart, therefore creating a coarser grid in a given scanning
area, which means fewer scanning points. Consider the difference in using one large spot
instead of four smaller spots to deliver a number of particles N to a L-by-L area with
scanning speed v (figure 5.1). In the case of the large spot, the total scan distance d is just
L, and the scanning time
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tl =
d
v
=
L
v
(5.3)
whereas with the four smaller spots, the total scan distance is 2L. The scanning time
tsm =
d
v
=
2L
v
. (5.4)
Therefore, it takes twice as long to scan with four smaller spots as with just one larger
one:
tsm = 4 · tl. (5.5)
From a different angle, consider the extraction rate X , defined to be the number of
particles Np deposited per time t. With the single large spot,
Xl = Np
tl
=
Nv
L
(5.6)
and for the four smaller spots,
Xsm = Nv
2L
(5.7)
so the use of four smaller spots requires a spill rate that is two times lower than when
delivering the same number of particles N in one large beam spot. The lower spill rate
corresponds to the longer scanning time. Two complete patient plan comparisons were
made using 4 and 10 mm FWHM beam spots, respectively, to evaluate the effect of the
beam size on the beam weight distribution, and expected delivery times. The results
summarized in Table 5.1 show that using larger beam spots reduced the total number of
spots by over 60%, the fraction of low-weighted spots (< 0.1 ·maxweight) by 7 and 35%,
and the treatment time t by 8 and 24%.
The scanning time, however, is additionally influenced by the chosen particle intensity
and spill duration, which combined together can vary the extraction rate over orders of
magnitude (Section 2.2.6). The extraction rate must be chosen carefully to deliver a
low number of particles to low-weighted beam spot positions. If, depending on machine
specifications, a pause in the extraction is necessary for changing the beam focal width or
the particle intensity, it would be sensible to deliver all beam spots of a given size (in a
given energy slice) before moving to the next size. In this way, the number of pauses would
be minimized.
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Table 5.1: 2-case comparison showing an effect of small (4 mm FWHM) and large (10
mm FWHM) beam spot sizes on the total number of spots, number (and fraction) of low-
weighted spots, and the estimated scanning time.
Case 1 Case 2
Small Large %∆ Small Large %∆
Nspots 2315 743 68% 7993 2917 64%
L-w spots 1853 (80%) 333 (45%) 35% 3390 (42%) 1008 (35%) 7%
t (min) 10.38 7.68 24% 15.52 14.36 8%
5.3 Methods
5.3.1 Spot Size Optimization Concept
At least two optimization concepts have been pondered, namely Approach (1): in which
suitable spot sizes and regions of focus are selected by visual inspection of the patient
anatomy to be irradiated, and Approach (2), in which a set of beam weights is produced
using the highest lateral resolution, and then post-processed to employ larger spots where
possible. A new set of spot positions and beam weights on a coarser or possibly varying
resolution would then give an adjusted dose distribution. Approach (1) was quickly aban-
doned because of the unlikelihood of being able to generalize the process. Visual inspection
would be time-consuming and vulnerable to user-discrepancies. Approach (2) was more
appealing in this regard, and is the focus of the remainder of this chapter.
5.3.2 Reduction of the Number of Degrees of Freedom
It was decided that any 3D optimization of spot sizes and positions should be done in 2D
planes, much like the scan path optimization in Chapter 2. Each energy slice containing
a set of grid points should be worked on separately. In fact, the use of variable spot sizes
may not be needed for every single energy slice in a 3D plan. As was established in the
preceding chapter, there is not always a significant difference in the width of the largest
and smallest beams at depth z, due to scattering in the patient. A table of beam sizes for
initial focal widths 4-10 mm FWHM at every range value showed unsurprisingly that for
lower energies, the difference between the small and large spots was retained, but not at
all higher ranges. For example, at a range of R = 17.5 cm, all possible initial beam focal
widths between 4-10 mm FWHM would be broadened to over 1 cm FWHM. There would
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Figure 5.2: An acceptable circle packing arrangement, in which small circles conform
tightly to the border, and large circles are used to fill the majority of the space.
be very little difference in using the smallest width of approximately 1.0 cm or the largest
width of 1.4 cm. If the difference between 1.0 and 1.4 cm is deemed negligible, one would
rather choose the large beam because of less demand on the beam optics. In any case, for
this energy slice, a spot size optimization would not be performed. It was determined that
an energy slice would be optimized if the following cut-off criterion were fulfilled:
FWHM10
FWHM4
≥ 1.5, (5.8)
This criterion is somewhat arbitrary, but was chosen because a noticeable effect is more
likely to be seen with very different spot sizes compared to slightly differing ones. At
lower energies, where the ratio is greater than 2, it may eventually be worthwhile to look
into using intermediate focal widths because of less scattering effects, but under these
beam specifications and scattering considerations, one or two spot sizes per energy slice
is generally what seems to be justified. Therefore, the spot size optimization problem has
been dramatically simplified by dropping the number of possible spot sizes from 7 to 2.
5.3.3 Idealized Spatial Distributions
Following the hypothesis that multiple (or now, two) spot sizes can accomplish steeper
lateral gradients between the tumor and normal tissue, without burdening the delivery with
too many beam spots, a general notion of what kinds of spot size distributions were desired
had to be decided before the optimization tool could be written. For a 2D energy slice
containing a circular pattern, a possibly good arrangement of beam spots is suggested in
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Figure 5.3: Example of a less desirable circle packing pattern. Although the entire region
is filled well, the large circles are at the border, and the benefit of smaller ones is not utilized
properly.
figure 5.2. Beam spots are represented by circles, which are cross-sections of their Gaussian
lateral distribution. The circles here actually indicate the σ/2 level. This is explained in
more detail in the next subsection, but the important detail to note in this figure is that
the smaller circles are pushed to the borders, where they are most useful with their steep
penumbra. The large circles fill the middle region. Figure 5.3 depicts an arrangement that
is suboptimal because the benefit of the smaller circles is not well-utilized.
5.3.4 Objective Function
A Fast Simulated Annealing (FSA) algorithm was employed, as for the scan path opti-
mization (Section 2.2.5). The multiple objectives of the optimization were to maximize
the packing density of circles in the region of interest (ROI), minimize the total number of
circles by encouraging the use of fewer, larger spots, and maximize the geometric confor-
mity of their arrangement to the shape of the ROI. The objective function was therefore
constructed as follows:
C = w1(1 − η)2 + w2ρ2 + w3
(
N
N+
)2
+ w4α
2 (5.9)
where η is the packing density, ρ the sum of the circle radii, N the number of circles (which
is not conserved), N+ the theoretical maximum allowed number of circles, and α the area
of the circle segments protruding outside the ROI, determined by simple geometry. The
packing density of N circles after any iteration is by definition
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η ≡
pi
N∑
i
ri
2
Amax
. (5.10)
The area Amax is that of the entire region to be packed. Coincidentally, it is known that
a hexagonal (honey comb) pattern often provides a high 2D packing density [38]. Such
a pattern is allowed in the optimization, but the initial solution chosen (Section 5.3.6)
encouraged uniform packing, which yields a better geometric matching to the border. A
fast calculation shows that a configuration of 4 small spots of radius 1 to fill a square of
length 4 will yield the same packing density as a large spot of radius 2; that is, η = 4pi/16 =
pi/4 = 0.79. The optimizer is left to make the decision.
5.3.5 Determination of Weighting Factors
The weighting factors wi of the objective function were determined empirically by testing
their effect on three initial configurations, that is, case (1): single circle (placed at lower-left
corner position, either on or directly inside the ROI border, or at random positions), case
(2): circle centers directly on the border, so that half of each circle sits outside of the ROI,
and case (3): circle centers on the inside edge of the ROI, so that the circles are situated
completely within the ROI. In each of the cases, the weighting factors were first set to 1,
and the relative magnitude of each of the terms in the cost function was recorded before
and after one optimization run. The general behavior and performance of the optimization
was observed with varying weighting factors.
Each of the cases is considered in turn. In case (1), it was found that in order for
the first additional circle to be added, the weighting factor w1 on the first term related
to the packing density must be on the order of 1000, with all other wi = 1, i = 2, 3, 4.
Otherwise the optimization would usually stop after one iteration, since the increased
packing density η from the addition of one circle could not reduce the cost enough to
overcome the contribution from the second term with ρ. Once this was addressed, it was
observed that the initial placement of the single circle did not change the performance of
the optimization. In other words, it did not matter whether the single circle was placed
in the lower-left corner, or randomly. Regardless of the initial position of the circle, the
optimal solution was not found. The border was rarely straight. Increasing w4 to more
heavily penalize circles outside of the ROI (and therefore encourage circles to stay inside
the border) only served to reduce the total number of circles added. This was an indication
that either a better initial solution should be sought, or the cost function needed to be
adjusted.
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In case (2), the circle centers were placed on the border of the ROI. It was likewise
found that w1 should be 1000 times larger than the other weighting factors in order for the
first additional circle to be added. A solution packing the entire region could be found, but
the outermost circles usually remained directly on the border, rather than moving inside.
Case (3), with initial circle centers placed on the inside edge of the ROI, showed similarly
that a threshold on the first weighting factor w1 had to be exceeded in order for a circle
to be successfully added. This threshold was 100, lower than the previous 1000, probably
because the initial contribution from the fourth term was now zero with no circle segments
beyond the ROI boundary. It was then confirmed that term 2 was still competing strongly
against term 1; as w2 was set to zero, the optimization would run even with w1 = 1.
It was a common occurrence that the starting value of term 1 was observed to be small
(with 0 ≤ η ≤ 1) relative to the second and fourth terms. This meant that the addition
of a circle that increased the packing density (as desired) would not lower the overall cost
significantly. As a consequence, it was found that w1 should be 100 or 1000 times w2 and
w4.
The third term of the cost function was included to discourage the haphazard addi-
tion of numerous circles. All other terms equal, a solution with fewer circles would be
preferred over one with many smaller circles, indirectly giving preference to larger circles.
For relatively large w3, the total number of circles in a solution goes down, and for a very
large value (e.g. 1000), no circles are added. With w3 = 1, it gives a relatively small
contribution, and can be viewed as a complement to the second term. It should be noted
that since N increases equally by 1 whether the added circle is small or large, the effect of
this term should be kept minor compared to the other terms in the cost function. For the
cases just cited, it could be left out without devastating effects because only one circle size
was used.
5.3.6 Spacing of Differently Sized Spots
Having established that the spot size optimization should be done energy slice by energy
slice, the starting point for developing the optimization tool was a fictional 2D square
ROI to be irradiated by many beam spots on a regular fine grid of 1.5 mm. This was an
implication of an energy slice used to develop the algorithm. The input was a list of x and
y coordinates indicating the beam spot positions with distance units. Actual coordinate
maps from steering files were converted to a binary matrix format.
Starting with a scanning map of beam spot positions on a very fine grid, and knowing
the initial beam focal width and the energy for the particular slice, the calculated beam
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(a) Internally tangent cir-
cles, not allowed
(b) External tangency condition
Figure 5.4: The geometric definitions of internally and externally tangent circles. The
circle placement rules in the spot size optimization demand that all circles are externally
tangent to their neighbors. No overlap of circles is allowed., although the Gaussian beam
spots that the circles represent overlap sufficiently for adequate sampling.
width σ at this range after multiple Coulomb scattering could be retrieved from a table.
Since the lateral resolution was carefully chosen to correspond to the beam width in the
energy slice, the look-up value should be very close to the spacing between spots. Therefore,
the Gaussian spots overlap approximately by σ.
In order to make the approach modular and more tractable for the eventual case featur-
ing more than one spot size, and to reduce the number of calculations in the optimization,
the overlapping circle (2D Gaussian spot projection) geometry was converted to a tangent
circle geometry, with tangent circles of radius σ/2 graphically replacing overlapping circles
of radius sigma. The same fluence boundary as determined from the overlapping Gaussian
spots was retained. Two circles with centers (xi, yi) with radii ri for i=1,2 are mutually
tangent if
(x1 − x2)2 + (y1 − y2)2 = (r1 ± r2)2, (5.11)
where the right hand term takes a minus sign for internally tangent circles, or a plus sign for
externally tangent circles. The new tangency rule allowed neighboring circles to be placed
externally tangent to one another, but obviously not internally tangent, as this would also
be a kind of overlap (figure 5.4). Floating circles were also not allowed; all circles must be
externally tangent to at least one other circle in the pattern.
For identical neighboring Gaussian beam spots, the spacing between their centers should
be less than or equal to σ. For neighbors with different sizes σ1 and σ2, where σ2 > σ1, 2D
simulations show that the spacing for adequate sampling should be less than σ2, but may
be greater than σ1. In the tangent circle representation, radii of σ/2 represent adequate
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superposition of the actual Gaussian beam spots and good sampling (figure 5.5).
5.3.7 Practicalities of Implementation
The planned steps of progression were to develop an algorithm to:
• optimize the positions only (no change in spot size)
• optimize the spot size, allowing two sizes simultaneously
• naturally incorporate both position and size optimization
Rather than permitting both small and large circles to enter the optimization freely
(even for the case where two sizes are allowed), two significant constraints were imposed.
The first constraint was embodied in the initial solution. Since it is always desirable to
have small spots at the interface between the target and the normal tissue, the initial
solution was one with small circles occupying the border of the ROI (figure 5.6). The
second constraint came as a step-wise handling of circle sizes. Larger circles were placed
first to fill the region as well as possible, followed afterwards by smaller circles to fill any
remaining void. The steps of the optimization strategy are to:
• fill the inside border of the ROI with small circles
• place the large circles
• fill the remaining void with small circles
The advantage to keeping the simultaneous juggling of small and large circles at a
minimum is that the optimization is faster. In an optimization where the position of the
Figure 5.5: Appropriate spacing of two beam spots of different lateral size
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Figure 5.6: Initial solution to the spot size optimization engine, with externally tangent
circles of smallest size placed directly inside the border.
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Figure 5.7: Example of solution using one circle size. N=36.
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Figure 5.8: Example of Delaunay tessellation (green) calculated after initial large circles
(red) are placed, which can be used to visualize remaining void regions, and determine
whether smaller circles should be added in a further optimization step. Blue circles on the
border comprise the initial solution.
spots is varied, it is faster to keep the noisy small circles at bay so that the large ones can
find their best position with minimal bumping around.
When allowing a single circle size, the optimization is simple (figure 5.7). One starts by
placing the first circle in a corner, border, or center position, in that order of priority. This
scheme was empirically superior. A second circle is tested, and if it fulfills the tangency
condition, the cost function is evaluated. If the cost is negative, the circle is added; if it
is positive, it is still accepted with a certain probability. The loop continues until either
progress stagnates, or no more unoccupied circle positions remain that would not cause
overlapping.
A semi-random position perturbation was incorporated into the optimization to allow
circles to be shifted around and possibly find better configurations. With the help of a
random number generator, circles were shifted to one of their directly neighboring positions,
subject to the tangency condition.
In the case with two circle sizes, as aforementioned, large circles were added first. One
could then plot a Delaunay tessellation (triangulation) [5] to visualize the remaining void
space (figure 5.8). It was possible to analyze this data (as well as the corresponding Voronoi
diagrams [36]) to generate a score, to determine whether to continue with the optimization.
For example, from the triangle vertices of the Delaunay tessellation, the distances between
circle borders in the void regions could be calculated to determine whether a significant
number of smaller circles could be added. Alternatively, the packing density η could be
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(a) Step 1: Large circles are
placed first.
(b) Step 2: Small circles fill the
remaining void.
Figure 5.9: Simple example illustrating the 2-step process of optimization beginning with
an initial solution containing smaller circles (blue) already directly inside the border of the
ROI. The first step (a) is the placement of larger circles (red). In the second step (b),
smaller circles (green) are used again to fill in any remaining open areas.
used as a criterion for the decision (e.g., if η < 0.75, continue optimization with small
spots). The second method uses less information and is therefore not as reliable, but was
used due to its speed.
To summarize the steps, small spots were first placed directly inside the border as the
initial solution. The optimization was begun with larger spots, and then any remaining
holes were filled in with small spots. Figure 5.9(a) illustrates the intermediate result with
larger spots, and (b) the final result. The solution is not optimal (by visual inspection),
and will be commented upon in the Discussions section. Figure 5.10 is an example of a
2-spot size optimization that finished after the first phase with large spots.
5.3.8 Irregular Fields
The algorithm was then tested on an irregular shape, to bring it one step closer to the
reality of clinical scanning patterns. Many scanning patterns have more than one ROI
with or without irregularities such as holes. Using one circle size, the algorithm could find
the optimal solution as shown in Figure 5.11, where (a) shows the initial solution and (b)
the optimal solution.
The average optimization time using FSA was a few seconds or less for the simple toy
problems considered, withsmall N < 100. The number of iterations per temperature step
was 5, and the initial temperature was 10; these values were determined by trial and error.
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Figure 5.10: Example of solution using two circle sizes. N=37, η = 0.70
(a) Step 1: Initial solution (b) Step 2: Final solution
Figure 5.11: Test case simulating an irregular field with a hole in the center. The algo-
rithm was able to find the optimal solution using one circle size.
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5.4 Discussion
The optimization tool was developed and tested on single, controlled scanning patterns to
illustrate the principles of spot size optimization, but with the goal of implementation for
a 3D treatment plan. At the moment, there are a couple of challenges or issues that must
be resolved before this can happen.
5.4.1 Position Optimization
As mentioned in Section 5.3.7 and in particular with regard to figure 5.9, the 2-step pro-
cess of optimization is not without problem. The approach is satisfactory, but the final
solution is sub-optimal. By visual inspection of several optimization runs, it seemed that
the position of each of the larger circles was not varied enough to allow for the optimal
arrangement. This, in turn, of course did not allow the optimal solution in the second
step with smaller circles. This problem was present even in the cases of a single circle
size, and worse for increasingly larger fields with higher N . One possible resolution of
the problem would be to allow many more position perturbations during the optimization.
This would increase the optimization time. Currently, each circle is only allowed to move
in 4 directions: up, down, left, and right. One idea would be to allow larger displacements.
5.4.2 Selection of ROIs
Another remaining challenge is to automate the selection of multiple ROIs in the energy
slices, as well as the identification of the borders. This is mostly a problem of finding the
appropriate image processing techniques to reliably and consistently choose features from
each image (scanning pattern) without altering the data. Once this can be done with ease,
each ROI in an energy slice (e.g., figures 5.12 and 5.13) would be handled independently,
and then consolidated in the steering file.
A proper implementation of the spot size optimization will be able to automatically
process dozens of energy slices and create a new steering file for a 3D treatment plan.
Once the new dose distributions are calculated, dose profiles through strategic regions of
the anatomy should be able to demonstrate any potential benefit to using mixed spot sizes
over using a single size uniformly in a 3D target.
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Figure 5.12: Example energy slice with lateral spot positions marked by crosses, with grid
spacing of 1.5 mm.
Figure 5.13: Coordinate map converted into a pixel-based binary image mask to be used
for ROI identification in the optimization.
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5.5 Conclusions
This chapter has presented an optimization concept for utilizing more than one beam
spot size in a treatment plan. The optimization was broken down into a 2D problem of
handling each energy slice independently. Taking the effect of scattering on the pencil
beams traveling through the patient, the residual difference in size between a 4 mm and
10 mm FWHM beam was not significant for ranges greater than about 15 cm (in water).
Therefore, spot size optimization is not necessary or worthwhile for very large ranges, since
even the smallest beam is almost equal to the largest one; in such cases, the largest beam
could be used for those energy slices, since producing narrow pencil beams is relatively
more difficult. For the remaining cases, at least two allowed spot sizes are justified. The
criteria, however, are of course subject to variation depending on the specific scanning
system.
The next important steps are to fine-tune the position perturbation portion of the
algorithm, and to test the entire optimization scheme on a full treatment plan. The
dose distribution with new beam sizes, positions, and weights should be calculated. The
ability to use more than one beam spot size has already been implemented into KonRad
as part of this work. It remains to be seen how the fluence maps (the dynamic range
of the weights) would be altered, and whether the lateral dose gradients can actually be
improved significantly by the use of mixed beam spots. The new scanning patterns with
their new (variable) resolution should then be used in the treatment time estimation tool to
reveal any significant reduction in the expected scanning time. The dual positive outcome
of increased lateral dose gradients (and conformity), and shorter treatment time would
suggest a benefit to the implementation of mixed spot sizes in treatment plans.
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Chapter 6
Summary
To learn how to take advantage of the large number of degrees of freedom and precision
of dose delivery in scanned proton therapy, a few key parameters have been systematically
assessed, and if possible, optimized for treatment quality and delivery efficiency. Following
is a review of the major conclusions.
6.1 Scan Path Optimization
The minimization of the total scan path length has been demonstrated by application of
a fast simulated annealing (FSA) optimization algorithm. Treatment plans for clinical
prostate, and head and neck cases were sequenced for continuous raster scanning in two
ways, and the resulting scan path lengths were compared: (1) a simple back-and-forth, top-
to-bottom (zigzag) succession, and (2) an optimized path produced as a solution of the
FSA algorithm. Using a first approximation of the scanning dynamics, the delivery time for
the scan sequences before and after path optimization were calculated for comparison. In
these clinical examples, the FSA optimization shortened the total scan path length for the
3D target volumes by approximately 13-56%. The number of extraneous spilled particles
was correspondingly reduced by about 13-54% due to the more efficient scanning maps
that eliminated multiple crossings through regions of zero fluence. The relative decrease in
delivery time due to path length minimization was estimated to be less than 1%, due to both
a high scanning speed and time requirements that could not be altered by optimization (e.g.
time required to change the beam energy). In a preliminary consideration of application
to rescanning techniques, the decrease in delivery time was estimated to be 4-20%.
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6.2 Non-Uniform Depth Scanning
In proton scanning systems that employ active energy variation for depth modulation,
a switch of the particle energy might typically require 1-2 s. For plans comprising many
energy slices, these seconds could sum up to a non-negligible fraction of the total treatment
duration. The Nyquist-Shannon sampling theorem was applied to determine an efficient
spatial arrangement of Bragg peaks in a target volume. This pre-determined schedule of
increasing energy spacing with higher energy allows one to reduce the number of used
energy slices without compromising the physical dosimetric quality of a plan. The results
suggest that the advantage of such a simple implementation would be especially significant
for larger, deep-seated tumors such as the prostate; the number of energy slices was cut by
a factor of 2-6.
6.3 Optimal Beam Focal Width and Lateral Grid Res-
olution
Upper and lower limits of plan quality and delivery efficiency have been determined with
respect to the beam focal width. Initial plan comparison studies with 4 mm FWHM and
10 mm FWHM beam spots suggest that a spot size optimization tool may be useful, in
which the dosimetric advantage of small beam spots can be retained when necessary, but
otherwise exchanged for larger beam spots to simplify the delivery. Results also show that,
short of optimization, the beam spot size should be carefully selected and the appropriate
corresponding spacing between beam spots calculated, in order to avoid unnecessarily
suboptimal plan quality or delivery time. Appropriately choosing the spot sizes and lateral
resolution reduces the complexity of the treatment plan, and speeds optimization and
delivery, without compromising the dose distribution.
6.4 Mixed Beam Spot Sizes
A FSA optimization tool has been developed to allow the use of more than one spot
size in a 3D treatment plan. The idea is to simplify the delivery while exploiting the
steeper penumbra of smaller beam spots. Treatment plans have already been created
using a small beam spot and correspondingly fine lateral grid resolution, and the KonRad
TPS has been reconfigured to handle the use of multiple beam sizes. Now in the post-
processing step, a suitable method must be developed to automatically identify and select
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the regions of interest. So far, only single test cases have been manually created for
optimization. Individual ROIs from a scanning pattern can be chosen manually, but must
be done interactively with a mouse. When this problem is overcome, the new steering
files, with adjusted beam spot locations and sizes, can be submitted to KonRad for a
re-optimization of the beam weights and calculation of the dose distribution.
6.5 Overview of Scanning Parameters
Besides the scan path, all of the scanning parameters dealt with in this work are listed in
Table 6.1. The mixed beam spot size scheme is contained as item 4 under the categories
”Beam focal width” and ”Lateral resolution”. One can see from the overview that even
the most basic parameters cannot be taken for granted. The best choices may vary across
proton therapy centers, depending upon the specifications of the scanning system, the
treatment planning system, the relative importance given to the dosimetric quality of the
treatment plan and the efficiency of the delivery processes; but it is clear that a casual
handling of the parameters will likely lead to an unnecessarily suboptimal situation.
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Table 6.1: Summary of key scanning parameters with approaches considered, and com-
ments regarding discovered advantages or disadvantages. Hypotheses to be further tested
are indicated by an asterisk (*).
Parameter Method Considered Advantages/Disadvantages
Depth scanning (∆grid)
1. Fine 1 mm (+) Theoretically best
DVHs; (-) too many spots
and energies
2. Coarse 3 mm (+) Fewer spots needed
3. Vary by energy slice (-) Does not reduce the
number of energies
Depth scanning (∆base)
1. Fine 1 mm (+) Theoretically best
DVHs; (-) too many spots
and energies
2. Coarse 3 mm (+) Fewer energy slices (un-
compromised DVHs)
3. Vary by energy slice (+) Even fewer energy slices
(uncompromised DVHs),
(+) more robust sampling
Beam focal width σ
1. Small 4 mm FWHM (+) Superior DVHs; (-) Sta-
ble, narrow beams not easy
to create
2. Large 10 mm FWHM (+) Fewer spots and en-
ergies; (+) technically eas-
ier to produce; (-) inferior
DVHs
3. Vary by energy slice (+) Fewer spots
4. Vary within energy slice (+) Fewer spots; (+) better
sparing of OARs*
Lateral resolution ∆
1. Fine, matching beam width (+) Superior DVHs
2. Coarse (+) Fewer spots; (-) com-
promised DVHs
3. Vary by energy slice (+) Fewer spots; (+) cor-
rect sampling (uncompro-
mised DVHs*)
4. Vary within energy slice (+) Fewer spots;
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Future work
So that the reader holds this research in proper perspective, the known limitations are
admitted and discussed here. Suggestions for how to address these issues are given, as well
as ideas for future work.
7.1 Scanning Dynamics
The most sophisticated scanning systems available allow both a variable scanning velocity
and a variable extraction rate. This means one can achieve continuous scanning without
stopping (as in raster scanning), and couple the speed of scanning to the extraction rate
in order to modulate the fluence. For the scan path optimization, however, essentially
a combination of the spot and raster scanning dynamics was modeled when calculating
the treatment time. The scanning speed was assumed to be constant in a given energy
slice, but the line elements between consecutive grid positions received fluence due to a
continuous beam (in spot scanning, the beam would be turned off completely between grid
points). It would be interesting and perhaps yield more realistic estimations, to create and
include a velocity profile in the calculation of treatment times.
7.2 Motion Simulation for Rescanning
It was suggested that the scan path optimization, by minimizing the path length, offers a
way to save delivery time and make rescanning more clinically viable. This should be tested
further by simulating periodic or random motion effects, and creating treatment plans with
and without rescanning. The treatment times should be calculated for comparison with
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and without scan path optimization. Additionally, a comparison of the dose distributions
should provide further insight about the effectiveness of the rescanning technique.
Further thought should be given about how the scan path optimization as presented
could be logistically implemented for rescanning in the clinic. For example, the scan path
optimization was performed energy slice by energy slice. Is this compatible with and
practical for the likely dose fractionation scheme of rescanning?
7.3 Consideration of Other Delivery Techniques
The scope of this research was restricted to 3D IMPT. While this delivery technique was
chosen for its flexibility and generality, it could also be worthwhile to consider other IMPT
techniques. The application of non-uniform depth scanning would probably be inappro-
priate for DET, since single Bragg peaks must be accurately placed along the distal edge.
One related project would be to employ DET to check the influence of the depth resolution
(∆grid or ∆base) on spot placement on the distal edge.
7.4 Implementation of Variable Lateral Grid Resolu-
tion in KonRad
The method for a lateral grid resolution that varies per energy slice (with constant initial
beam focal width) has not yet been tested. It would be worthwhile to make the major
modifications necessary in KonRad to change the way in which the lateral resolution is
defined, in order to test the proposed method and see whether any advantages exist over
e.g. a typical uniform 3 mm resolution.
7.5 Direct Optimization
The optimization of spot sizes and positions has been done by post-processing, but it could
also be done directly as additional parameters in the dose optimization. The objective
function would have to be written to encourage the appropriate use of larger beam spots
over smaller ones, and care should be taken to not unduly slow down the optimization (e.g.,
too many available position perturbations, or an excess of spot size choices). It should be
explored whether In the long run, a direct optimization based on dose would be less effort
than the post-processing technique presented in this work.
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7.6 Experimental Validation
What is sorely missed in this work is experimental validation. Unfortunately, this was
impoosible under the circumstances, but perhaps can be done in the future. All of the
ideas purposed in this research to handle and optimize scanning parameters can and must
be tested and finally verified empirically. Even before that happens, however, a full quan-
tification of the scanning specifications and beam phase space for an operatinal system
must be obtained from measurement, understood, and re-incorporated into the models.
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