We show the first dimension-preserving search-to-decision reductions for approximate SVP and CVP. In particular, for any γ ≤ 1 + O(log n/n), we obtain an efficient dimension-preserving reduction from γ O(n/ log n) -SVP to γ-GapSVP and an efficient dimension-preserving reduction from γ O(n) -CVP to γ-GapCVP. These results generalize the known equivalences of the search and decision versions of these problems in the exact case when γ = 1. For SVP, we actually obtain something slightly stronger than a search-to-decision reduction-we reduce γ O(n/ log n) -SVP to γ-unique SVP, a potentially easier problem than γ-GapSVP.
Our results
We make some progress towards resolving these issues by presenting dimension-preserving searchto-decision reductions for both approximate SVP and approximate CVP. Our reductions generalize the known equivalences in the exact case. But, they lose quite a bit in the approximation factor, and their running times depend on the decision approximation factor. They are therefore primarily interesting when the decision approximation factor is very close to one, as we explain below.
Theorem 1.1 (SVP reduction).
For any γ = γ(n) ≥ 1 and a = a(n) ≥ log(n + 1), there is a dimensionpreserving (randomized) reduction from γ n/a -SVP to γ-GapSVP that runs in time 2 O(a) · γ O(n) .
Theorem 1.1 is primarily interesting for any γ ≤ 1 + O(log n/n) and a = Θ(log n). For such parameters, the running time is poly(n) and the search approximation factor is γ O(n/ log n) ≤ O(1). However, we note that the theorem is non-trivial whenever we have 1 < γ ≤ 1 + ε and a ≤ εn, where ε > 0 is some small universal constant. 2 1 The author knows of three rather specific exceptions. There is an efficient algorithm for n/ log n-GapCVP with preprocessing [AR05] , while the best efficient algorithm for search CVP with preprocessing only achieves factor of γ = n/ log n [DRS14] . There is a 2 n/2+o(n) -time algorithm for 2-GapSVP for which no analogous search algorithm is known [ADRS15] . And, in the special case of ideal lattices in the ring of integers of a number field, γ-GapSVP is trivial for some values of γ for which γ-SVP appears to be hard. (See, e.g., [PR07] .) 2 In particular, we can choose ε so that, with a = εn and γ ≤ 1 + ε, we get a reduction from γ 1/ε -SVP to γ-GapSVP
We actually reduce γ n/a -SVP to γ-unique SVP, which is a potentially easier problem than γ-GapSVP. (See Definition 2.12 for the formal definition of γ-unique SVP, and Theorem 3.3 for the reduction.) The reduction described above then follows from this result together with Lyubashevsky and Micciancio's reduction from γ-unique SVP to γ-GapSVP [LM09] . We obtain a few additional corollaries as well. E.g., this shows a dimension-preserving reduction from √ n-CVP to γ-unique SVP (and thus to γ-GapSVP as well) that runs in time poly(n) · γ O(n) . This also gives an alternative and arguably more natural proof of Aggarwal and Dubey's result that γ-unique SVP is NP-hard (under randomized reductions) for γ ≤ 1 + 1/n ε for any constant ε > 0 [AD15] .
With some more work, we are also able to use our SVP reduction to derive the following searchto-decision reduction for CVP.
Theorem 1.2 (CVP reduction). For any γ = γ(n) ≥ 1 and ℓ = ℓ(n) ≥ 1, there is a dimension-preserving (randomized) reduction from γ n/ℓ -CVP to γ-GapCVP that runs in time n O(ℓ) · γ O(n) .
This result is primarily interesting when ℓ is any constant and γ ≤ 1 + O(log n/n), in which case the reduction runs in polynomial time and the search approximation factor is γ O(n) ≤ poly(n). But, it is still non-trivial for 1 < γ ≤ 1 + ε and ℓ ≤ εn/ log n, where ε > 0 is some universal constant.
We actually show a (deterministic) n O(ℓ) -time reduction from γ n/ℓ -CVP to γ-GapCVP that works in the presence of a poly(n)-SVP oracle. (See Theorem 4.1.) The above result then follows from instantiating this oracle via our SVP reduction.
Finally, we show deterministic reductions that achieve much worse parameters.
Theorem 1.3 (Deterministic SVP reduction).
For any γ = γ(n) ≥ 1 and p = p(n) ≥ 2, there is a deterministic dimension-preserving reduction from γ ′ -SVP to γ-GapSVP that runs in time poly(n) · p, where
Theorem 1.4 (Deterministic CVP reduction). For any γ = γ(n) ≥ 1 and p = p(n) ≥ 2, there is a deterministic dimension-preserving reduction from γ ′ -CVP to γ-GapCVP that runs in time poly(n) · p, where
It is easy to see that our randomized reductions always give a better trade-off between the approximation factor and running time for non-trivial parameters. So, these new reductions are primarily interesting because they are deterministic and because they demonstrate additional potential approaches for future work in this area.
We note that all of our reductions are Cook reductions. (They make many oracle calls, sometimes adaptively.)
Techniques
SVP. Our main SVP reduction works by finding a sublattice of the input lattice that has one relatively short vector but a significantly longer "second-shortest vector." (I.e., we wish to find a sublattice of the input lattice that satisfies the promise of γ-unique SVP. See Definition 2.12.) To accomplish this, we use lattice sparsification, which was introduced by Khot [Kho05] and refined in a series of works [DK13, DRS14, Ste16] .
The "sparsified" sublattice is given by
where p is some prime and z ∈ Z n p is chosen uniformly at random. We would like to say that each short vector in L will land in L ′ with probability roughly 1/p, independently of all other short vectors. Of course, if x, y ∈ L and x = ky for some k ≡ 0 mod p, then clearly x will land in L ′ if that runs in time O(2 n ). For larger values of a or γ, the reduction is subsumed by the known 2 n+o(n) -time algorithm for SVP [ADRS15] . and only if y does. So, we cannot have anything close to independence in this case. Luckily, [Ste16] shows that this is essentially "the only bad case."
Specifically, a lattice vector x ∈ L is non-primitive if x = ky for some k ≥ 2 and y ∈ L. Otherwise, x is primitive. (Note in particular that a shortest lattice vector is always primitive.) [Ste16] showed that sparsification behaves very nicely if we restrict our attention to primitive short lattice vectors. I.e., the distribution of short primitive vectors in the sparsified sublattice L ′ is statistically close to the distribution that selects each short primitive vector from L independently with probably 1/p. (See Theorem 3.1 for the precise statement, which is taken directly from [Ste16, Theorem 4.1].) So, let ξ(L, r) be the number of primitive lattice points of length at most r. Suppose there exists some radius r such that ξ(L, γr) is not much larger than ξ(L, r). 3 Then, if we take p ≈ ξ(L, γr), we can expect L ′ to contain a primitive vector of length at most r but no other primitive vectors of length less than γr with probability Θ(ξ(L, r)/ξ(L, γr)). In other words, with this probability, L ′ will be a valid instance of γ-unique SVP with λ 1 (L ′ ) ≤ r, so that we can use an oracle for γ-unique SVP to find a non-zero lattice vector of length at most r.
The parameter a in the reduction determines how large of a ratio ξ(L, γr)/ξ(L, r) we are "willing to tolerate." In particular, a simple proof shows that, for a ≥ n log γ, there is always a radius r ≤ γ n/a · λ 1 (L) such that this ratio is bounded by 2 O(a) . We can therefore obtain a valid γ-unique SVP instance with λ 1 (L ′ ) ≤ r ≤ γ n/a · λ 1 (L) with probability at least 2 −O(a) . So, our main reduction essentially works by sampling L ′ repeatedly, a total of 2 O(a) times, and calling its γ-unique SVP oracle on each sampled sublattice L ′ .
CVP.
Our search-to-decision reduction for CVP is a simple "guided" variant of Babai's celebrated nearest-hyperplane algorithm [Bab86] . Babai's algorithm works by dividing the lattice into (n − 1)-dimensional lattice hyperplanes and then restricting our search to the closest hyperplane to the target. However, it is possible that the closest lattice hyperplane does not actually contain very close lattice points. As a result, Babai's algorithm can lead to quite large approximation factors.
So, we instead use our GapCVP oracle to "test many nearby hyperplanes" to find one that is guaranteed to contain a γ-approximate closest lattice point. By repeating this n times over hyperplanes of progressively lower dimensions, we will find a γ n -approximate closest vector to the target. To find a γ n/ℓ -approximate closest vector, we do the same thing with all nearby (n − ℓ)-dimensional hyperplanes.
In order to make this algorithm efficient, we need to limit the number of hyperplanes that we must consider. This amounts to finding a short non-zero vector in the dual lattice. We can find such a vector by using our search-to-decision reduction for SVP (together with the known reduction from GapSVP to GapCVP [GMSS99] ). Unfortunately, this costs us a factor of γ O(n) in the running time.
Deterministic reductions. Our alternative deterministic search-to-decision reductions for SVP and CVP are very similar to the reduction from unique SVP to GapSVP in [LM09] . They essentially work by finding the coordinates of a short (or close) lattice vector "bit by bit." I.e., in the CVP case, we first use our GapCVP oracle to compare the distance from the target to all lattice vectors whose last coordinate is even with its distance from all lattice vectors whose last coordinate is odd. If, say, the odd estimate is lower, then we restrict our attention to the lattice coset of all lattice vectors whose last coordinate is odd. We choose the remaining bits similarly, eventually obtaining the coordinates of a relatively close lattice vector. Our more general reductions follow from "working in base p instead of base 2."
Related work
Some efficient dimension-preserving search-to-decision reductions were known for other lattice problems prior to this work. For example, Regev showed such a reduction for Learning with Errors, an important average-case lattice problem with widespread applications in cryptography [Reg09] . (Both the search and decision versions of LWE are average-case problems.) And, Liu, Lyubashevsky, and Micciancio implicitly use a search-to-decision reduction for Bounded Distance Decoding in their work [LLM06] . Finally, Aggarwal and Dubey showed how to use some of the ideas from [LM09] to obtain a search-to-decision reduction for unique SVP [AD15] . While all of these works are quite interesting, they are concerned with promise problems, and not the two most important and natural lattice problems, SVP and CVP.
More generally, this work can be seen as part of the ongoing study of the relationships between lattice problems under dimension-preserving reductions. By now, this area has become quite fruitful (e.g., [Kan87, GMSS99, Mic08, LM09, Ste16] ). See [Ste15] for a brief survey of well-known dimensionpreserving reductions between various lattice problems.
Most prior work used sparsification to remove a relatively small number of "annoying" short vectors from a lattice without losing too many "good" short vectors (e.g., [Kho05, DK13, DRS14] ). In our main SVP reduction, our goal is instead to remove "all but one" short vector. (Independent work of Bai, Wen, and Stehlé used sparsification in a similar way to reduce Bounded Distance Decoding to unique SVP [BWS16] .) To obtain our result, we rely heavily on the sparsification analysis of [Ste16] , which is tighter and more general than prior work.
Interestingly, Kumar and Sivakumar used a procedure that is very similar to sparsification in their study of unique SVP, published in 2001 [KS01] . Indeed, they repeatedly sparsify a lattice with p = 2 to obtain a sequence of sublattices such that at least one of these sublattices (1) contains a shortest non-zero vector of the original lattice; and (2) contains no other vectors of this length (up to sign, of course). However, the length of the "second-shortest vector" can be arbitrarily close to that of the shortest vector in their construction, even in a fixed dimension n. I.e., they use a restricted form of sparsification to effectively reduce 1-SVP to 1-unique SVP. Our main SVP reduction can be thought of as an updated version of their result. We use tools that were not available fifteen years ago to obtain a lower bound on the ratio between the shortest vector and the "second-shortest vector" that depends only on the dimension n.
To prove hardness of (1 + 1/poly(n))-unique SVP, Aggarwal and Dubey used the result of Kumar and Sivakumar to show a reduction from SVP to γ-unique SVP that works for a restricted subset of lattices [AD15] . In particular, Aggarwal and Dubey chose a set of lattices such that, over these lattices (1) SVP is NP-hard (as proven by Khot [Kho05] ); and (2) this reduction yields γ = 1 + 1/poly(n). In contrast, we directly reduce 2-SVP to (1 + 1/poly(n))-unique SVP over all lattices by using a much stronger (and unfortunately more complicated) form of Kumar and Sivakumar's reduction.
While the author knows of no other use of our specific variant of Babai's algorithm, we feel that it is quite natural and not particularly novel. For example, a similar idea was used in a different context by Micciancio [Mic08, Corollary 7] . Our primary contribution on this front is the observation that this method gives a non-trivial search-to-decision reduction when the decision approximation factor is very small, and when it is combined with our SVP reduction.
We rely heavily on Lyubashevsky and Micciancio's dimension-preserving reduction from γ-unique SVP to γ-GapSVP [LM09] . Their result is necessary to prove Theorem 1.1, and our deterministic "bit-by-bit" SVP reduction is very similar to Lyubashevsky and Micciancio's reduction. The main difference between our deterministic SVP reduction and that of Lyubashevsky and Micciancio is that [LM09] work only with lattices that satisfy the promise of γ-unique SVP. They show that this promise is enough to guarantee that the γ-GapSVP oracle essentially behaves as an exact GapSVP oracle. In contrast, our reduction works over general lattices, so we have to worry about accumulating error. (We also use a different method to "reduce the dimension of the lattice.")
Directions for future work
We view this paper as a first step towards a better understanding of the relationship between the search and decision variants of approximate SVP and CVP. In particular, we show that efficient, dimension-preserving search-to-decision reductions do in fact exist for approximation factors γ > 1. Prior to this work, one might have reasonably conjectured that such reductions do not exist for non-trivial parameters. But, our reductions lose quite a bit in the approximation factor, and the running times of our main reductions blow up quickly as the approximation factor increases. They are therefore primarily interesting for very small approximation factors γ = 1 + o(1).
Results for such low values of γ have sometimes led to similar results for larger approximation factors. For example, hardness of γ-GapSVP was originally proven for γ = 1 + 2 −poly(n) [Ajt98] , and then for γ = 1 + 1/poly(n) [CN99] , before better inapproximability results were found [Mic01, Kho05, HR12] . We therefore ask whether better search-to-decision reductions exist, and in particular, whether non-trivial efficient dimension-preserving reductions exist for larger approximation factors.
More specifically, we note that our main reductions are only efficient when the decision approximation factor is γ = 1 + O(log n/n) because their running time is proportional to γ O(n) . This seems inherent to our technique in the case of SVP, and the CVP reduction suffers the same fate because it uses the SVP reduction as a subroutine. However, we see no reason why the running time should necessarily increase with the approximation factor, and this might simply be an artifact of our techniques. So, perhaps we can find reductions that do not have this problem. (One might try, for example, to eliminate the need for the SVP oracle in our CVP reduction.) Indeed, the reductions in Section 5 manage to avoid this pitfall, but they blow up the approximation factor much more and never actually outperform our main reductions.
In the other direction, we ask whether the search and decision versions of SVP and CVP can be separated in any way. I.e., can we show that, for some γ > 1, there is no efficient dimensionpreserving reduction from γ-CVP to γ-GapCVP or no such reduction from γ-SVP to γ-GapSVP (under reasonable complexity-theoretic assumptions or even restrictions on the behavior of the reduction)? Can we find algorithms that solve the decision problems faster than our current searchbased techniques allow (something more general than the rather specific examples mentioned in footnote 1)? Of course, any such result would be a major breakthrough.
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Preliminaries
We write log x for the logarithm of x in base 2. We write x for the Euclidean norm of x ∈ R n . We omit any mention of the bit length of the input throughout. In particular, all of our algorithms take as input vectors in R n (with some reasonable representation) and run in time f (n) · poly(m) for some f , where m is the maximal bit length of an input vector. We are primarily interested in the dependence on n, so we suppress the factor of poly(m).
Lattice basics
A rank d lattice L ⊂ R n is the set of all integer linear combinations of d linearly independent vectors B = (b 1 , . . . , b d ) . B is called a basis of the lattice and is not unique. We write L(B) to signify the lattice generated by B. By taking the ambient space to be span(L), we can implicitly assume that a lattice has full rank n, and we therefore will often implicitly assume that d = n.
The dual lattice is L * := {w ∈ span(L) : ∀y ∈ L, w, y ∈ Z} .
Similarly, the dual basis
L * is itself a rank d lattice with basis B * . We write λ 1 (L) := min x∈L\{0} x for the length of the shortest non-zero vector in the lattice. Similarly, we write λ 2 (L) := min{r > 0 : dim(span(L ∩ rB n 2 )) ≥ 2} for the length of the shortest lattice vector that is linearly independent from a lattice vector of length λ 1 (L). For any point t ∈ R n , we write dist(t, L) := min x∈L x − t for the distance between t and L. The covering radius µ(L) := max t∈span(L) dist(t, L) is the maximal such distance achievable in the span of the lattice.
The following two bounds will be useful. 4
Theorem 2.1 ([BHW93, Theorem 2.1]). For any lattice L ⊂ R n and r > 0,
We derive a simple though rather specific corollary of Lemma 2.2 that we will use twice. The corollary says that a dual vector w ∈ L * \ {0} that is relatively short, w ≤ γ · λ 1 (L * ), can be used to partition L into (n − 1)-dimensional lattice hyperplanes, such that the closest vector to any target t must lie in one of the O(γn) hyperplanes closest to t. 
where we have used Lemma 2.2.
LLL-reduced bases
Given a basis, B = (b 1 , . . . , b n ), we define its Gram-Schmidt orthogonalization ( b 1 , . . . , b n ) by
and the Gram-Schmidt coefficients µ i,j by
Here, π A represents orthogonal projection onto the subspace A and {b 1 , . . . , b i−1 } ⊥ denotes the subspace of vectors in R n that are orthogonal to b 1 , . . . , b i−1 . 
Definition 2.4. A basis
,
Proof. It follows immediately from the definition of an LLL-reduced basis that
In particular, |a n | ≤ 2 n/2 · y /λ 1 (L). We assume for induction that |a j | ≤ 2 3n/2−j · y /λ 1 (L) for all j with i < j ≤ n. Then, plugging in to the above, we have
The result follows by rearranging.
Lemma 2.7 ([Bab86]). If
B = (b 1 , . . . , b n ) is an LLL-reduced basis, then µ(L) ≤ √ n2 n/2−1 · b n .
Lattice problems
We now list the computational problems that concern us. All of the below definitions are standard.
Definition 2.8. For any parameter γ = γ(n) ≥ 1, γ-SVP (the Shortest Vector Problem) is the search problem defined as follows: The input is a basis B for a lattice L ⊂ R n . The goal is to output a lattice vector x with
0 < x ≤ γλ 1 (L).
Definition 2.9. For any parameter γ = γ(n) ≥ 1, γ-CVP (the Closest Vector Problem) is the search problem defined as follows: The input is a basis B for a lattice L ⊂ R n and a target vector t ∈ R n . The goal is to output a lattice vector x with
x − t ≤ γ dist(t, L).
Definition 2.10. For any parameter γ = γ(n) ≥ 1, the decision problem γ-GapSVP is defined as follows: The input is a basis B for a lattice L ⊂ R n and a number d > 0. The goal is to output yes if λ
1 (L) < d and no if λ 1 (L) ≥ γ · d.
Definition 2.11. For any parameter γ = γ(n) ≥ 1, the decision problem γ-GapCVP is defined as follows:
The input is a basis B for a lattice L ⊂ R n , a target t ∈ R n , and a number d > 0. The goal is to output yes if
Definition 2.12. For any parameter γ = γ(n) ≥ 1, γ-uSVP (the Unique Shortest Vector Problem) is the search promise problem defined as follows: The input is a basis B for a lattice
The goal is to output a lattice vector x with x = λ 1 (L).
Known results
We will need the following known reductions and hardness results. Proof. On input t ∈ R n and a lattice L ⊂ R n , the reduction first uses its SVP oracle to find a vector b * 1 ∈ L * in the dual with 0 < b 
It is clear that the reduction is efficient. Furthermore, note that the reduction only uses the procedure from Theorem 2.16 with (n − 1)-dimensional input. (Formally, we must project L ′ and t − ib 1 onto span(L ′ ) ∼ = R n−1 .) Since that procedure increases dimension by one, this new reduction preserves dimension. For correctness, we note that Corollary 2.3 implies that there is a closest vector to t in one of the lattice hyperplanes L ′ + iy i . The result then follows from Theorem 2.16.
A note on decision and estimation
Formally, we consider gapped decision problems, which take as input a number d > 0 and some additional input I and require us to output YES if f (I) ≤ d and NO if f (I) > γd, where f is some function and γ is the approximation factor. (For example, I may be some representation of a lattice and f (I) may be the length of the shortest vector in the lattice.) However, it is sometimes convenient to work with estimation problems, which take only I as input and ask for a numerical outputd with f (I) ≤d ≤ γ f (I).
For the specific problems that we consider (and most "sufficiently nice" problems), the estimation variants are equivalent to the gapped decision problems as long as the lattice is "represented reasonably" by the input. For example, if f (I) can be represented as a string of length at most poly(|I|) (e.g., f (I) might be a rational number with bounded numerator and denominator), then we can use binary search and a gapped decision oracle to estimate f (I) efficiently. This is true, for example, whenever the input is interpreted as a list of vectors with rational coordinates, using the standard representation of rational numbers. (See [MG02] for a careful discussion of this and related issues in the context of lattice problems.) We therefore make no distinction between gapped decision problems and estimation problems in the sequel, without worrying about the specific form of our input, or more generally, the specific representation of numbers.
Reducing SVP to uSVP (and GapSVP) via sparsification

Sparsification
For a lattice L ⊂ R n , we write L prim for the set of all primitive vectors in L, and ξ(L, r) := |L prim ∩ rB n 2 |/2 for the number of primitive lattice vectors contained in a (closed) ball of radius r around the origin (counting x and −x as a single vector). The following theorem from [Ste16] shows that sparsification behaves nicely with respect to primitive vectors, which is enough for our use case. 
where z ∈ Z n p is chosen uniformly at random. 
Proof. The algorithm takes as input a basis B for a lattice L ⊂ R n . It then samples z ∈ Z n p uniformly at random and outputs L ′ := {y ∈ L : z, B −1 y ≡ 0 mod p} .
Let N := ξ(L, r 2 ) ≤ p/(20 log p), and let y 1 , . . . , y N ∈ L be the N unique primitive vectors in L satisfying y 1 ≤ · · · ≤ y N ≤ r 2 (taking only one vector from each pair ±y). Note that we have λ 1 (L ′ ) ≤ r 1 and λ 2 (L ′ ) > r 2 if and only if y i ∈ L ′ for some i ≤ ξ(L, r 1 ) and y j / ∈ L ′ for all j = i. (Here, we have used the fact that r 2 < pλ 1 (L) to guarantee that vectors of the form py i ∈ L ′ do not cause λ 2 (L ′ ) to be less than r 2 .) Applying Theorem 3.1, we see that this happens with probability at least 1/p − (N − 1)/p 2 > 1/p − N/p 2 for any fixed i. The result follows by noting that these are disjoint events, so that the probability that at least one of these events occurs is the sum of their individual probabilities, which is at least
as needed.
The reduction
We now present the main step in our search-to-decision reduction for SVP.
Theorem 3.3. For any γ = γ(n) ≥ 1 and a = a(n) ≥ log(n + 1), there is a dimension-preserving (randomized) reduction from γ n/a -SVP to γ-uSVP that runs in time
Proof. We may assume without loss of generality that a ≤ n/2, since the result is trivial for larger a. (There are known 2 O(n) -time algorithms for SVP [AKS01, ADRS15] .) We may also assume that 2 a > γ n , since this does not affect the asymptotic running time.
On input a lattice L ⊂ R n , the reduction does the following k times. For i = 0, . . . , ℓ := ⌊n/a⌋, let p i be a prime with 2k i+1 < p i < 4k i+1 . The reduction calls the procedure from Proposition 3.2 with input L and p i , receiving as output L i . It then calls its uSVP oracle on each L i , receiving as output x i . Finally, it simply outputs a shortest non-zero x i .
It is clear that the reduction runs in time poly(n) · k = 2 O(a) , as needed. 5 For each i, let r i be minimal such that ξ(L, r i ) ≥ k i . In particular, r 0 = λ 1 (L). And, recalling the definition of ξ, we have
So, applying Theorem 2.1, we have that r ℓ /r 0 = r ℓ /λ 1 (L) > 2. Therefore, there exists an i such that r i+1 /r i > 2 1/ℓ ≥ 2 a/n > γ. Let j be minimal such that r j+1 /r j > γ. In particular, this means that ξ(L, γr j ) < k j+1 and γr j ≤ 2γλ 1 (L) < p j λ 1 (L). So, we may apply Proposition 3.2 to obtain
Therefore, after running the above procedure k times, the algorithm will output a non-zero vector of length at most r i with at least some positive constant probability. Finally, by the definition of r j , we have r j /λ 1 (L) = r j /r 0 ≤ γ j ≤ γ ℓ ≤ γ n/a . Therefore, the algorithm outputs a γ n/a -approximate shortest vector with at least constant probability, as needed.
Corollaries
From this, we derive some immediate corollaries. The first is our main SVP result.
Proof of Theorem 1.1. We may assume without loss of generality that γ ≤ 2, since otherwise the result is trivial as there are known 2 O(n) -time algorithms for SVP. Therefore, by Theorem 2.15, there is an efficient dimension-preserving reduction from γ-uSVP to γ-GapSVP. The result then follows from Theorem 3.3.
By combining Theorem 3.3 with Corollary 2.17, we obtain the following reduction from √ n-CVP to γ-uSVP (and therefore γ-GapSVP).
Corollary 3.4. For any
Similarly, there is a dimension-preserving (randomized) reduction from √ n-CVP to γ-GapSVP with the same running time.
Proof. Setting a := 2n log(γ) + log(n + 1) in Theorem 3.3 gives a reduction from √ 2-SVP to γ-uSVP with the claimed running time. The first result then follows from Corollary 2.17. The second result follows from Theorem 2.15.
We also obtain an alternative proof of the hardness of (1 + 1/poly(n))-uSVP, as originally shown by Aggarwal and Dubey [AD15] . Proof. For γ ≤ 1 + O(log n/n), taking a := n log(γ) + log(n + 1) in Theorem 3.3 gives a polynomialtime reduction from 2-SVP to γ-uSVP. It then follows from Theorem 2.13 that γ-uSVP is NP-hard (under randomized reductions).
The full result then follows by noting that there is a simple reduction from (1 + 1/n ε )-uSVP to (1 + 1/n)-uSVP for any constant ε ∈ (0, 1). In particular, given input L ⊂ R n with basis B := (b 1 , . . . , b n ), let N := ⌈n 1/ε ⌉ = poly(n), and let r := 3 (b 1 , . . . , b n , re n+1 , . . . , re N ) ⊂ R N be the rank N lattice obtained by "adding N − n perpendicular vectors of length r to L." The result follows by noting that N ε ≥ n so that L ′ is a valid instance of (1 + 1/N ε )-uSVP if L is a valid instance of (1 + 1/n)-uSVP, and the two instances have the same solution.
Finally, we note that a reduction to GapSVP immediately implies a reduction to GapCVP, by Theorem 2.14. We will need this in the next section. Proof. We show how to handle the case ℓ = 1 and then describe how to extend the result to arbitrary ℓ. On input a lattice L ⊂ R n and t ∈ R n , the algorithm behaves as follows. If n = 1, then it solves the CVP instance directly. Otherwise, it first uses its SVP oracle to find a dual vector b * 1 ∈ L * with b 
The algorithm then picks an index i such that d i is minimal and calls itself recursively on input L ′ and t − i · b 1 , receiving as output y ∈ L ′ . Finally, it outputs y + ib 1 ∈ L.
It is clear that the running time is as claimed. By Corollary 2.3, there must exist some j such
The result then follows from induction on the dimension n.
To handle arbitrary ℓ ≥ 1, the algorithm simply tries all recursive paths up to depth ℓ and chooses the path that yields the lowest approximate distance according to its γ-GapCVP oracle. Note that there are at most (2hn + 2) ℓ = (poly(n) · h) ℓ such paths, so the running time is as claimed.
We obtain our main CVP reduction by combining the above result with our SVP reduction.
Proof of Theorem 1.2. We may assume without loss of generality that ℓ is an integer.
We can instantiate the SVP oracle required in Theorem 4.1 above by using Corollary 3.6. In particular, taking a := n log γ + log(n + 1) in Corollary 3.4 gives a reduction from 2-SVP to γ-GapCVP that runs in time poly(n) · γ O(n) . By using this reduction to instantiate the h-SVP oracle in Theorem 4.1 with h = 2, we get a dimension-preserving reduction from γ n/ℓ -CVP to γ-CVP that runs in time n O(ℓ) · γ O(n) , as needed.
Deterministic reductions
We now show deterministic search-to-decision reductions for SVP and CVP that achieve significantly worse parameters. Both reductions use the same basic idea, which is essentially to "find the coordinates of a short (or close) lattice point bit-by-bit."
The deterministic CVP reduction
We present the CVP reduction first because it is simpler.
Proof of Theorem 1.4. We may assume without loss of generality that p is an integer and γ 2 < p, since the result is trivial for larger γ.
On input a lattice L ⊂ R n and t ∈ R n , the reduction behaves as follows. If n = 1, then it solves the CVP instance directly. Otherwise, it first uses the procedure from Theorem 2.5, to compute an LLL-reduced basis B = (b 1 , . . . , b n ) for L. It then finds the nth coordinate of a close lattice vector to t "in base p," as follows. Let t 0 = t, and let
. . , ℓ − 1, with ℓ ≥ 1 to be set in the analysis, the reduction uses its γ-GapCVP oracle to compute
Let
The reduction then calls itself recursively on input L ′ := L(b 1 , . . . , b n−1 ) and t ′ , receiving as output y ′ ∈ L ′ . Finally, the reduction outputs
It is clear that the running time is as claimed. We first show by induction that dist( 
It follows from the definition of t i that dist(t i , L i ) ≤ d i,c ≤ γ i dist(t, L), as needed. We now wish to show that dist(t ′ , L ′ ) = dist(t ℓ , L ℓ ). Suppose not. Then, clearly we have that dist(t ℓ , L ℓ ) ≥ p ℓ b n /2. (To see this, consider the "distance in the direction of b n .") Combining this with the above, we have dist(t, L) ≥ (p/γ) ℓ · b n /2 ≥ √ n2 n/2 · b n , contradicting Lemma 2.7. Combining everything together, we see that dist(t ′ , L ′ ) ≤ γ ℓ · dist(t, L). Finally, we assume for induction that y ′ − t ′ ≤ γ ℓ·(n−1) dist(t ′ , L ′ ) ≤ γ ℓ·n dist(t, L). It follows that (y ′ − t ′ + t) − t = y ′ − t ′ ≤ γ ℓn dist(t, L) = γ O(n 2 / log p) dist(t, L), as needed.
The deterministic SVP reduction
The SVP reduction uses essentially the same idea, but it is a bit more technical because the GapSVP oracle is so much weaker. The reduction is very similar to the reduction from unique SVP to GapSVP in [LM09] .
Proof of Theorem 1.3. We may assume without loss of generality that p is a prime and γ 3 < p, since the result is trivial for larger γ. On input a lattice L ⊂ R n , the reduction behaves as follows. If n = 1, it solves the SVP instance directly. Otherwise, let (b 1 , . . . , b n ) be an LLL-reduced basis for L (which we can compute efficiently by Theorem 2.5).
Let k 1 be the largest power of p that divides a = O(n/ log p) .
The running time is clear. We first show that λ 1 (L (i+1) ) ≤ γ · λ 1 (L (i) ) for all i. Indeed, let v ∈ L (i) such that v = λ 1 (L (i) ). As in the previous proof, it suffices to observe that v ∈ L i,c for some c, as this will imply that Note that by definition r n − cr n−1 ≡ 0 mod p, so it follows that v ∈ L i,c , as needed.
In particular, λ 1 (L (ℓ) ) ≤ γ ℓ λ 1 (L). Now, we claim that λ 1 (L ′ ) ≤ λ 1 (L (ℓ) ). Note that any point y = ∑ a i b i ∈ L (ℓ) \ L ′ has either |a n | ≥ p max(k 1 ,k 2 ) ≥ p ℓ/2 or |a n−1 | ≥ p ℓ/2 (depending on whether or not k 1 ≥ k 2 ). But, by Lemma 2.6, this implies that y ≥ 2 −n/2−1 · p ℓ/2 · λ 1 (L) > γ ℓ λ 1 (L). Therefore, any vector in L (ℓ) of length at most λ 1 (L (ℓ) ) ≤ γ ℓ · λ 1 (L) must be in L ′ , as needed.
Finally, as in the previous proof, we can show by a simple induction argument that the output vector has length at most γ ℓ(n−1) λ 1 (L ′ ) ≤ γ ℓn λ 1 (L) = γ O(n 2 / log p) · λ 1 (L), as needed.
