With the rapid evolution of high-speed mobile communications, cloud computing, and other high-bitrate datacenter-supported services, efficient and flexible traffic scheduling has become one of the fundamental tasks of inter-datacenter optical networks (IDCONs). Traffic scheduling algorithms based on long-term traffic prediction, which have intelligent and global resource allocation ability, have been proved to perform well in IDCONs. However, the low accuracy of existing long-term traffic prediction methods, which is caused by the accumulated errors produced in the recursive multi-step prediction process, directly restricts the efficiency of traffic scheduling. In this paper, we consider the problem of highly efficient traffic scheduling in IDCONs by leveraging one step long-term traffic prediction to reduce the prediction errors. We first design a multiple time interval feature-learning network (MTIFLN) to handle the challenging task of one step long-term traffic prediction. By integrating five bidirectional RNNs (B-RNNs) to one single framework, the MTIFLN has a strong ability to extract the long-term traffic features at different time intervals. Moreover, the stacked architecture of MTIFLN helps to reduce the prediction errors through multiresampling process. A traffic prediction-based resource allocation (TP-RA) algorithm is proposed together with a global factor to evaluate the efficiency of traffic prediction and achieve effective traffic scheduling based on both traffic prediction results and network resource utilization. Simulation results indicate that with our proposal, the MTIFLN can accurately predict the traffic for more than 24 hours in one step, and the TP-RA algorithm enables IDCONs to make more efficient use of network resources.
traffic to adapt and update their routes. This is especially useful because the short-term traffic accounts for majority (more than 80%) of IDCONs traffic. Practically, if datacenter operators predict the long-term traffic (a few hours to several days), traffic congestion can be avoided in a global manner, further improving the efficiency of traffic scheduling. For example, social network service operators, such as Twitter and Facebook, can predict information cascades hours before hot events occur, and delay low priority large applications in terms of data backup and video upstreaming to reserve resources for the future traffic flood in advance. Thus, given the increasing demand for traffic scheduling, there is a need for applying long-term traffic prediction for better resource utilization in IDCONs.
Artificial intelligence (AI), including machines learning (ML) and deep learning (DL) [5] , [6] , is emerging as a technology to realize ''smart'' optical networking, where AI can help in network control and management functions like flexible traffic scheduling with low cost. Among many AI-based algorithms, ML is the most preferred method for traffic prediction due to its strong ability to provide finegrained strategies. For instance, Qian et al. [7] apply support vector machine (SVM), one of the most representative ML algorithms, for short-term (5 minutes ahead) traffic prediction and the results show that the SVM outperforms many other ML-based prediction methods. Wu and Huang [8] also adopt the SVM for short-term traffic prediction (5 minutes ahead) and propose an empirical mode decomposition (EMD) method to remove the data noise in the raw training samples. Artificial neural network (ANN) is another widely used ML algorithm for traffic prediction because of its capability of handling multi-dimensional traffic data [9] . To enhance the capability of non-linear traffic model learning, new tools such as wavelet transformation are embedded into ANN. Ning and Yunping [10] propose a new prediction model combined the ANN and wavelet neural network (WNN), which employs nonlinear wavelet basis functions, to solve nonlinear fitting problems of short-term prediction (5 minutes ahead).
Recently, DL has drawn growing attention from several researchers, which exploits much deeper and more complex architectures to extract inherent traffic features [11] . In general, DL-based approaches are proved to have much better performance than the ML methods [12] . Troia et al. [13] integrate the recurrent neural network (RNN) with gated recurrent units (GRU) to handle the long-term traffic prediction problem (1 hour ahead) and use the results of prediction results to optimize the traffic scheduling of optical backbone networks. Despite its achievements, the long-term traffic prediction is realized through several recursive short-term prediction process (5 minutes each), which would inevitably lead to accumulated error. Mo et al. [14] develop a long short-term memory (LSTM) network, which is a variant of RNN to extract the temporal traffic features with long dependence, to accurately predict traffic 30 minutes in one step. They further consider the prediction results as a guidance for traffic scheduling in optical networks. Moreover, some researches combine the LSTM and RNN to obtain more accurate traffic prediction results. Azzouni and Pujolle [15] design a LSTM-RNN framework for predicting short-term traffic (15 minutes ahead), which outperforms the single LSTM.
Up to the present, the above works mainly focus on the problem of short-term traffic prediction or the long-term prediction (1 hour or longer) that based on the recursive multistep short-term traffic prediction. For multi-step prediction methods, the prediction for the prior time step is used as an input for making a prediction on the following time step. In the case of predicting the traffic for the next 10 minutes, a one-step 5 minutes prediction model is typically developed. This model would be used to predict the first 5 minutes, then this prediction would be used as an input to predict next 5 minutes. Although this recursive strategy can also obtain long-term results, it allows prediction errors to accumulate such that performance can quickly degrade as the prediction time horizon increases. To support the highly efficient traffic scheduling requirements of IDCONs, the problem of one step long-term traffic prediction needs to be well addressed. However, to our knowledge, there is no study on the IDCON one step long-term traffic prediction.
In this paper, we consider the problem of highly efficient traffic scheduling in IDCONs by leveraging one step long-term traffic prediction. To solve the challenging task of one step long-term traffic prediction, we propose the multiple time-intervals feature learning network (MTIFLN) that integrates multiple bidirectional RNNs (B-RNNs) into one framework. MTIFLN can extract the long-term traffic features from both forward/backward directions after multiple resampling process. Then, a traffic prediction-based resource allocation (TP-RA) algorithm is introduced based on the traffic prediction results and network resource utilization. Different from previous works which serve traffic just exploiting the resource utilization, the proposed scheme further considers the long-term prediction. The simulation results demonstrate that the MTIFLN model can effectively improve the accuracy of long-term traffic prediction, and the TP-RA algorithm can utilize both application resources and transport resources efficiently.
The rest of this paper is organized as follows. Section II introduces the long-term traffic prediction problem and the traffic model. In Section III, we describe the structure of the proposed MTIFLN. In Section IV, we delineate the TP-RA algorithm into the traffic scheduling for INDCONs. The performance evaluation and analysis are shown in Section V, and conclusions are drawn in Section VI.
II. LONG-TERM TRAFFIC PREDICTION PROBLEM AND TRAFFIC MODEL
In this section, we first summarize two reasons why the accuracy of current long-term traffic prediction methods is low, and we describe the traffic model of IDCONs. We also introduce the resampling process of training samples as well as the reason why resampling is suitable for long-term traffic feature extraction. This section highlights the unique goal of long-term traffic prediction in IDCONs.
A. LONG-TERM TRAFFIC PREDICTION PROBLEM
Over the past few years, long-term traffic prediction has become an important and challenging topic for improving the efficiency of traffic scheduling in IDCONs. Besides the accumulated errors, there are two reasons for the poor accuracy of one step long-term traffic prediction.
Long-term traffic features are not fully considered. A majority (over 80%) of the IDCONs traffic is short-term traffic that mostly exists in several minutes. However, more than 80% of the entire traffic volume is carried by long-term traffic, which requires high bandwidth (e.g., data migration and live streaming). In general, the long-term traffic features exist over several hours and the traditional short-term training methods cannot fully extract the long-lived features. To effectively learn the long-term features of IDCONs traffic, the learning model should have the ability to capture the longterm features.
Backward traffic features are not fully utilized. The traffic data fed into a prediction model is chronologically arranged and the traffic features are extracted in a forward direction. However, in the training process, the useful features might be filtered out or not efficiently extracted. Therefore, it is essential to consider the features in backward direction to supplement the missing information. Moreover, the periodicity of traffic is another reason for including backward dependency into our work. Analyzing the periodicity of the traffic data from backward directions is also helpful for extract long-term features.
B. INTER-DATACENTER TRAFFIC MODEL
We consider the datacenters are geographically distributed and interconnected through backbone optical networks. The topology of the IDCON is denoted as G (V , E), where V and E indicate the sets of nodes and links, respectively. Given a time series (t 1 , t 2 , . . . , t n ), we denote the traffic at time t i as T i (s i , d i , k i , t pi , η i ), where the s i and d i are the source and destination ports, k i represents the bandwidth requirements, t pi is the arrival time, and η i is the duration time of traffic. We define the traffic is between a given source and destination, rather than classifying it by applications, and all the datacenter in this network can serve this traffic. Here, the total traffic information can be represented as a M -dimensional vector T = (T 1 , T 2 , . . . , T M ) at each sample time, where M indicates the number of the traffic. Thus, we have a M -dimensional vector as the input of B-RNN for each timestamp t i . Our goal is to predict the (T M +1 , T M +2 , . . . , T M +m ), where m = 1, 2, 3, . . .. In addition, we divide the historical traffic into weekday and weekend traffic, and train them separately, because the features of weekdays and weekends traffic are different. The proposed traffic model has the potential to be algorithmically simpler, faster, scalable, and more efficient than other traffic models. However, it is not scalable for the following traffic scheduling, due to the need for excessive message passing between hosts, routers and management systems in IDCONs. In this work, we expect to achieve one step traffic prediction for at least 24 hours. The associated symbol definitions are given in Table 1 , where each part of it describes the symbols of traffic model, traffic prediction and traffic scheduling, respectively.
C. RESAMPLING WITH TIME INTERVALS
To obtain the long-term traffic features, we perform three down-resampling process in the raw traffic data with three different time intervals including 30 minutes, 1 hour and 2 hours, which consider the training efficiency and prediction accuracy. The reason is that too short resampling intervals cannot fully extract the long-term traffic features, while too long resampling intervals will reduce the sample size and lead to overfitting. During the resampling process, we extract three vectors T = (T 1 , T 2 , . . . , T v ), T = (T 1 , T 2 , . . . , T p ), and T = (T 1 , T 2 , . . . , T q ), where v, p, and q are the number of the resampled traffic with time intervals of 30 minutes, 1 hour and 2 hours, respectively. Each vector represents the traffic after the resampling process. With these resampled vectors, the input of B-RNNs is transformed to four new sequence of T , T , T , and T . For the missing value of the training data after resampling, linear interpolation is adopted to fill this gap and make sure that all the training vectors have the same number of samples. The linear interpolation for time series data has been shown to be effective and has no obvious influence on the prediction accuracy [16] . In this way, the long-term features will be duplicated many times, and the short-term features that also contribute to the longterm traffic prediction will be preserved.
One of the main objectives of this work is the extraction of the long-term features. However, the original arrival features of traffic might be ignored since the order of traffic is disrupted by resampling. To overcome this defect, we use the B-RNN model to extract features of these out-of-order data. The unique bidirectional architecture allows B-RNNs to extract global contextual features from forward and backward directions.
Then, the reason why resampling is suitable for long-term traffic feature extraction is analyzed. In the process of feature extraction, the prediction error is usually decomposed into bias term and variance term [17] . The bias term measures how poorly the prediction model approximates the actual traffic data, and it is large when the prediction model does not have enough capacity to extract the features. The variance term measures the generalization ability of prediction model, and it is large when the model has too much capacity for modeling the sampling error in the historical traffic data.
The fitting degree of the prediction model is different for resampling training set with different time intervals. Thus, we can get the corresponding variance when the models fit to different resampling training sets. The process of resampling and integrating training set can perturb the training data and increase the diversity of traffic features. As all the training sets are resampled from the same data set, variance will decrease after the resampling and integration progresses. If we adopt a stacked architecture and use predictors with high feature extraction capacity, the prediction results would have low bias while incurring the low variance. This new architecture is introduced in the next section.
III. MODEL ARCHITECTURES
As explained above, there is a need for stacked architecture to allow extracting long-term features from historical traffic data. The envisioned mechanism should be effective when the entire context of the traffic is needed, hence requiring a hierarchical bidirectional prediction solution. In addition, the prediction model should memorize traffic patterns in a relatively long time, such as serval hours, to enhance the long-term feature extraction ability. To obtain more accurate long-term traffic prediction results, we propose the multiple time-intervals feature learning network (MTIFLN).
As shown in Fig.1 , the proposed MTIFLN includes four channels for feature extraction with four different time intervals. For each channel, four vectors corresponding to resampled traffic data with four-time intervals are first imported to the B-RNN 1, 2, 3, and 4. These B-RNNs are employed for extracting temporal features from historical traffic data with different time intervals. Outputs generated by B-RNN 1, 2, 3, and 4 are integrated and delivered to the B-RNN 5 to learn globe temporal features of historical traffic data and predict the future traffic. The descriptions of each model in the following sub-sections all focus on the long-term traffic prediction.
A. LONG SHORT-TERM MEMORY
To extract the features with long-range dependency of longterm traffic from historical traffic data, we adopt the LSTM architecture as a part of the proposed structure in this work. Several previous studies have shown that LSTM works well on prediction tasks. Although many variants of LSTM have been introduced in recent years, large-scale analysis of LSTM variants shows that these variants cannot significantly improve the performance of the standard LSTM [18] . Therefore, the origin LSTM architecture is applied in this work and described below.
The difference between LSTM architecture and the traditional RNN architecture is the composition of the hidden layer. The hidden layers of RNN are replaced by the LSTM cells, which also contain input x(t) and output h(t). Each LSTM cell has an input gate in(t), a forget gate f (t), an output gate out(t) and a memory cell c(t). This unique gate control architecture, especially the forget gate, helps LSTM to be an effective model for long-term feature extraction [19] . The corresponding output h(t) of LSTM can be calculated according to Eq. (1)- (6) .
where W * is the weight matrix of different neural network layers, and b is the bias. It should be noted that W * is different in different layers. The operation presents the dot product. The hidden status of LSTM is (c(t), h(t)). The long-term sequence data is saved in c(t), the output gate is used to update the sequence data, and the forget gate is used to filter out useless information.
B. THE B-RNN MODEL
The B-RNN model can process traffic data in both forward and backward directions through two separate LSTM cells, and then connect the outputs of two hidden layers to the same output layer.
In this work, we train the B-RNN model by combining the forward and backward LSTM layers with back propagation through time (BPTT) algorithm. The BPTT training algorithm training process is divided into three steps. First, we calculate the output h(t) of each hidden forward and backward layers. Then, the error value from both resampling process and neural network architecture will be calculated. After obtaining the output of hidden layers and error value, we can update the gradient of weight.
Specifically, given the traffic vector data (x 1 , x 2 , . . . , x M ), the hidden state h(t) of forward LSTM layer can be obtained. Similarly, if we input the traffic vector to the backward LSTM layer, another hidden state h (t) can be obtained. The h(t) and h (t) are regarded as different expressions of the hidden sequence data from different directions. Therefore, the output of the hidden layer of each B-RNN model is
which can be imported into the full-connected output layer for final traffic prediction. To obtain satisfactory prediction results, the model initialization process is necessary. We initialize the neural network weight W * of LSTM and the logistic regression layer by random values extracted from the zero-mean Gaussian distribution with standard deviation 0.01. Except for the forget gate, all the biases are initialized to 0. In the beginning of training, we set biases of the forget gate b f to a higher value of 5, which is to make sure that important information is not lost, and the long-term sequence data can be better trained. Moreover, the hidden status of LSTM layers is also initialized to 0. The optimization step is also essential for B-RNN. In this paper, we use an extended expression of stochastic gradient descent algorithm called Adam [20] , which can update the weight iteratively based on the training data. These strategies can significantly reduce the requirements of computing resources and decrease the convergence time, which is useful for improving training efficiency. As shown in Fig. 2 , B-RNN 1, B-RNN 2, B-RNN 3 and B-RNN 4 have two LSTM layers with both forward and backward directions, and B-RNN 5 also has two LSTM layers, followed by an output layer for prediction. We use the historical traffic data without resampling process as the input of B-RNN 1, and in this case, the original short-term features would be retained. To extract the long-term feature, we input the resampled historical traffic data to B-RNN 2, B-RNN 3 and B-RNN 4, with time intervals of 30 minutes, 1 hour and 2 hours, respectively. After extracting, both the long-term and short-term features can be memorized and then fed into the B-RNN 5 for further fusion and globe feature extraction. We integrate the outputs of different B-RNN models and generate a new training data set for B-RNN 5 model. Assume that the output of B-RNN 1, 2, 3, 4 are H (t), H (t), H (t), H (t), respectively, and the input of B-RNN 5 is the integration of the outputs of other B-RNNs (H (t), H (t), H (t), H (t)). The is the gate activation function, which normally is the sigmoid function, and the tanh is the hyperbolic tangent function. The final output of B-RNN 5 is an output sequence (y 1 (t), y 2 (t), . . . , y q (t)), which are the longterm prediction results. With this formulation, there is no time interval restriction in a relatively long period. Furthermore, we argue that our proposed MTIFLN can achieve better performance than a single B-RNN model by mixing features of different time intervals when handling the long-term traffic prediction problem.
In addition, we can estimate that the computational complexity of MTIFLN model is O((K + 1)mn), where K denotes the number of resampling, m means the number of hidden layer nodes, n indicates the number of input layer nodes. Considering that the computational complexity of the MTIFLN model is higher than traditional prediction algorithms, we adopt several data preprocessing methods to accelerate the training of the predictor including data reduction and data cleaning. During the data reduction phase, we choose the five elements from a large amount of information of original traffic data. In the data cleaning phase, we modify the samples with missing content and remove the noise data manually to generate complete and consistent samples for traffic prediction.
In our work, we use the MTIFLN to capture the longterm features of training set. The stacked architecture can extract long-term features from training set with different time intervals, and the bidirectional neural network structure is used to allow the RNN to take full account of the context information of traffic data. After obtaining a satisfactory prediction model, we can get the prediction results by entering new traffic data. Then the prediction results will be used as a guidance of the following traffic scheduling process to allocate resources in IDCONs.
IV. TRAFFIC PREDICTION-BASED RESOURCE ALLOCATION ALGORITHM
In this section, we design a traffic prediction-based resource allocation (TP-RA) to improve the efficiency of resource utilization. In the heart of the TP-RA, we calculate the traffic priority and reserve resources for future traffic based on prediction results and existing resources.
In the TP-RA algorithm, we consider three factors that affect the traffic scheduling process including the arrival time of future traffic, the application resources (i.e., CPU usage R c (t) and RAM utilization R u (t)) and the transport resources (i.e., bandwidths B l and hop H p of each candidate path) [23] [24] [25] [26] [27] .
To evaluate the traffic priority before traffic scheduling, we introduce a global evaluation factor α in Eq. (8) that contains the prediction, resource parameters.
The first term of Eq. (8a) represents the prediction parameter, which characterizes the prediction error between predicted results and actual traffic through defining correlation coefficients. In the case of long prediction period, we consider the prediction results of overall traffic instead of the single traffic. In the first part of Eq. (8a), t pj represents the arrival time of the predicted traffic, t represents the actual arrival time of traffic, µ p is the value center of t pj . Considering the minus sign before the term, the larger the prediction function is, the more relevant the predicted value is to the actual value. In other words, the prediction will be more accurate.
The second term of Eq. (8a) represents both the application and transport resource parameters, which uses integral to describe resource consumption in the global perspective. In the second part of Eq. (8a), R represents the total amount of application resources, R pj is the resources including the application resources required for the jth arrival predicted traffic, S denotes the total amount of transport resources, S pi represents the resources including the transport resources required for the ith arrival predicted traffic, and M is the total amount of traffic in IDCONs. The overall datacenter resource function with the parameters of each datacenter is expressed as dimensionless Eq. (9) and Eq. (10), where the parameters are normalized to meet the linear relationship between them. In Eq. (9), τ is the adjustable proportion between CPU usage and RAM utilization.
In addition, 0 < β < 1 is defined to balance the prediction and resource parameters with different user requirements. Equation (8b) ensures that for each time slot occupied by the traffic request, the global evaluation factor α can be normalized and positive. This global evaluation factor, which can illustrate the expected traffic arrival and the resources required to be reserved, considers both the accuracy of longterm traffic prediction and global resource utilization. Given the evaluation factor, we can calculate the traffic priority with minimum α value for optical signal and continuous spectrum path.
After the traffic priority calculation, allocate resources for each arrival predicted traffic t pj according to the priority of traffic. In the heavy traffic scenario, we need to ensure that high-priority traffic (HPT) is given preferential process. In addition, we will reserve appropriate amount of resources for high-priority predicted traffic to ensure the transmission. Low-priority traffic (LPT), only requires a basic service provision and can be transmitted after the HPT. In this work, the HPT and LPT are calculated according to global evaluation factor α rather than fixed. We distinguish between HPT and LPT by setting a threshold, which is determined by network conditions. Therefore, there are two possible states for different priorities of the arrival traffic.
First, each predicted traffic could be allocated with sufficient resources in time when it reaches the datacenter network. In this case, no additional work is required. Servers will allocate required network resources and transport resources upon traffic arrival.
Second, resources are not sufficient when the predicted traffic arrives. In this case, we need to check if there is LPT in the predicted traffic queue, and then discard or block the LPT until the process of HPT is complete. If there are still not sufficient consecutive resources when predicted traffic arrives, we check whether there is any LPT in existing traffic queue. If the evaluation factor α is more than the threshold, blocking LPT to preserve resources for HPT.
Finally, we update the traffic queue. The pseudocode of proposed TP-RA algorithm is shown in Fig. 3 and the time complexity of TP-RA algorithm is O(n 2 ).
V. PERFORMANCE EVALUATIONS
In this section, we first evaluate the performance of the proposed MTIFLN, and then demonstrate the performance of TP-RA algorithm in IDCONs.
A. DATASET DESCRIPTION
The traffic data are collected every 5 minutes from 3 university datacenters including total 1590 servers, which are deployed in Beijing China in June 2019. Each trace in the traffic data includes: a) timestamp, b) priority of traffic, c) arrival time and processing time, d) source and destination ports, and e) IP addresses of source and destination. Although the MTIFLN model is powerful enough to discover and learn inherent features, we define more features to strengthen the ability of long-term extraction in terms of f) day of week, g) hour-to-hour autocorrelation, and h) day-to-day autocorrelation. As explained in Section II, since the traffic pattern of weekend and weekday is different, we use the day of week features to capture the different traffic scale of weekend and weekday. The hour-to-hour and day-to-day autocorrelations are designed to represent the long-term features of traffic in different time intervals.
Then, we add the results to the input characteristics of each corresponding B-RNN model. This simple solution can greatly reduce the prediction error. Then, we normalize all the above features of traffic to zero mean and unit variance. In our simulations, we have about 1000 hours of historical traffic data and want to predict the next 24 hours traffic. We set the prediction interval to a target time (instead of the fixed shortterm 5 minutes). In other words, if we want to predict the traffic in next 24 hours, we need to set the prediction interval to 24 hours (one-step prediction).
One of the main objectives of this work is the extraction of the long-term traffic features of historical traffic data, learned using the MTIFLN model. Therefore, after the feature preprocessing, we resample the traffic dataset with different time intervals to obtain new training samples for MTIFLN by using MATLAB. During the resampling, three downresampling process with time intervals of 30 minutes, 1 hour and 2 hours are deployed. In addition, the linear interpolation method is adopted to fill the gap of missing value and make sure that all the training vectors have the same number of samples. As shown in Fig. 4 , the origin dataset of one-week traffic and the traffic information after three resampling process are illustrated. With the resampling interval increases, more and more short-term features of longer resample intervals are being deliberately ignored. In this way, the long-term features will be duplicated many times, and those short-term features from original data set that also contribute to the prediction of the long-term traffic prediction will be preserved. That means the B-RNNs can extract the long-term features without losing short-term features, because the different training data with different resample intervals will enable B-RNNs to learn different characteristics.
Finally, after obtaining all the traffic datasets (about 480,000 of each vector T , T , T , and T ), we sort them in ascending order of their arrival time. Considering the training efficiency of the MTIFLN, we divide each vector into the same proportions of 70/20/10 training/validation/ testing datasets for further training process. That is a conventional data split method for deep learning, which splits the dataset into independent parts for training, validation, and testing, respectively.
B. SIMULATION SETUP
To verify the performance of the proposed MTIFLN and TP-RA algorithm in different network scales, we consider two network topologies, i.e., NSFNET (14 switching nodes, 21 bidirectional multicore fiber links, and 5 DCs) and USNET (24 switching nodes, 43 bidirectional multicore fiber links, and 8 DCs) in simulations for the IDCONs, as shown in Fig. 5 . The simple NSFNET topology allows us to verify the effectiveness of the proposed algorithm more efficiently, while the USNET topology is more realistic and has more links that are complex and diverse. Both the two above topologies have the same link capacity of 1 Gbps in two directions, and the propagation delays are chosen to approximate realistic values between respective pairs of nodes. Furthermore, we choose the first three shortest links between each DCs from all the possible links of the IDCONs to reduce the computational cost of resource allocation. We use a multi-core server with 16 2.10GHz Intel Xeon(R) CPU E5-2620 v4 cores, 2 NVIDIA TITAN XP GPU cores and 64GB RAM to accelerate the training of MTIFLN. The server runs Ubuntu 16.04, and we compile our code in Theano [28] framework using python 2.7/3.5.
To construct the B-RNN model, we need to setup the neural network parameters, including the size of the input layer, the number of hidden layers, and the number of hidden units in each hidden layer. In our work, we use the proposed model to predict the traffic including 30 minutes traffic prediction, 2 hours traffic prediction, 24 hours traffic prediction, and 72 hours traffic prediction. To find the network architecture suitable for different target, for B-RNN 1, 2, 3, and 4, we choose the input units from 1 to 10, hidden layers from 1 to 5, and the number of hidden units from {32, 64, 128, 256, 512}. For B-RNN 5, the number of input units is equal to the total number of the hidden units of B-RNN 1, 2, 3, and 4. Moreover, the number of hidden layers for all B-RNNs is 2, because the B-RNNs only have two forward/backward hidden layers. The output layer units of B-RNN 5 is according to the prediction tasks. For instance, the output layer units of B-RNN 5 is 288 when we want to predict the following 24 hours traffic, because there are 288 five minutes sessions in one day. To accelerate the training of MTIFLN, the batchsize of all the B-RNNs is 32. After iterating, we obtained the most suitable architecture for different traffic prediction tasks as shown in Table 2 .
To evaluate the validity of the prediction results from the perspective of accuracy and resources, we define the prediction accuracy as P = 1 -α, where α is the global evaluation factor as shown in Eq. (8) and β is equal to 0.5. In addition, we use the Mean Absolute Error (MAE), the Mean Relative Error (MRE), and the Root Mean Square Error (RMSE) to evaluate the effectiveness of the proposed traffic prediction model, which are defined as
where g i is the real traffic, andg i is the predicted traffic. During the training process, the Adam algorithm is used to optimize the MTIFLN. The training of B-RNN model takes about 16 hours. After training, the one-day traffic prediction time (on GPU) is about 0.7962 s.
C. PERFORMANCE OF TRAFFIC PREDICTION
We first compare the accuracy of the 72 hours long-term traffic prediction based on the state-of-the-art convolutional neural network (CNN) algorithm and the proposed MTIFLN. The CNN adopts the recursive multi-step prediction methods with 5 minutes time step. The CNN model shares the architecture consisting of 352 input units, 2 hidden layers, 128 units in each hidden layer, 864 output units that is similar to B-RNN 5 of MTIFLN when predicting the 72 hours traffic [29] . Specifically, an original training sample T is obtained by modifying the historical data, and we mix them with other resampled training samples in T , T , and T to get the training dataset, because we want to reduce the impact of training data quantity on accuracy as much as possible. Fig. 6 shows the results of the proposed MTIFLN model for the long-term traffic prediction of weekday and weekend, while the actual traffic load is also included for comparison. As shown in Fig. 6 , the predicted traffic load of both CNN and MTIFLN has similar traffic patterns with the actual traffic load at the first 10 hours. However, the performance of the CNN model decreases when the traffic pattern changes, which is caused by many non-linear factors such as the hot spot events, users' mobility pattern, etc. Meanwhile, the MTIFLN can maintain the accuracy of prediction after the change of traffic pattern. The reason for this phenomenon is that the hierarchical prediction solution can fully extract the long-term features from the resampled training datasets. Moreover, the forward/backward B-RNNs can make full use of the data of past and future time series, thus, we can estimate the traffic pattern changes more accurately. For the traffic after 55 hours, even the accuracy of MTIFLN is starting to decrease, because there are more unpredictable traffic pattern changes. At weekends, the prediction error of CNN becomes more intolerable, as the traffic model changes more frequent. That is because the high-priority traffic (HPT) with large bandwidth and high bustiness occur more frequently than weekdays, while the low-priority traffic (LPT) that is easy to predict is reduced.
To verify the accuracy of MTIFLN for different traffic prediction tasks, we compared the prediction performance of MTIFLN with the CNN, the single B-RNN, and the SVM for the traffic prediction tasks including 30 minutes, 2 hours, 24 hours, and 72 hours traffic prediction. All four algorithms predict the traffic in one-step instead of the recursive multistep prediction. In these three compared methods, the CNN model has good performance for the prediction of time series data [30] . This model shares the same architecture of B-RNN 5 of MTIFLN. The single B-RNN is a representative of deep learning algorithms [20] . This model also shares the same architecture of B-RNN 5 of MTIFLN. The SVM method is a representative of machine learning algorithms. This model adopts the Radial Basis Function as the kernel function, and we train it through one-against-all decomposition [31] . In all cases, we use the same data sets for training, validation, and testing during the prediction.
In Table 3 , we can see that the prediction accuracy of the MTIFLN is over 85% even for the 72 hours prediction task. In addition, it has low MAE, MRE, and RMSE values, which are much better than the other three compared algorithms. Note that the CNN model has high prediction accuracy for the first two prediction tasks (30 minutes and 2 hours traffic prediction), but the accuracy decreases rapidly compared with MTIFLN for the rest prediction tasks (24 hours and 72 hours traffic prediction). That is because the prediction has less variable factors at the first 2 hours, and the traffic rules can be obtained through a large number of original data training. However, there are many reasons for the change of traffic model in the long-term prediction, which makes the prediction more difficult for the CNN model. For the MTIFLN, this stacked bidirectional model can accurately extract long-term traffic features, which are essential for long-term prediction.
In Table 3 , we also note that the MTIFLN is proved more accurate than the CNN, the B-RNN, and the SVM for the long-term prediction. The CNN has relatively high prediction performance, which is from 80% to 92% or so. While the average prediction accuracy of B-RNN and SVM drops much with the increase of time interval of the traffic data increasing. For the 30 minutes traffic prediction, the average accuracy of the B-RNN and the SVM is 90.4% and 89.4%, respectively. However, for the 72 hours traffic prediction task, the average accuracy of the B-RNN and the SVM has a large drop, which is 65.3% and 40.1%, respectively. It can be seen from the table that the proposed MTIFLN performs well in traffic prediction over 24 hours.
D. PERFORMANCE OF TRAFFIC SCHEDULING
In this subsection, we leverage the scheme in Section V to launch the traffic scheduling in IDCONs based on the prediction results of MTIFLN, and demonstrate the vulnerabilities of TP-RA. We adopt two topologies (shown in Fig. 5 ) to evaluate the performance and scalability of TP-RA algorithm and compare it with the traditional traffic scheduling algorithms including the state-of-the-art cross stratum optimization (CSO) (proposed in [25] ) and traditional First Fit (FF). Moreover, we also compare TP-RA with the resource allocation algorithm based on traffic prediction results. In Table 4 , we summarize the baseline models used in this work.
For the CNN, single B-RNN, and SVM algorithms, we use the same resources allocation method based on their prediction results, respectively. In all cases, we use the same datasets T , T , T , and T . The traffic requests to datacenter servers are setup with bandwidth randomly from 50Mbps to 500Mbps, and the resource usage of each server is randomly set from 0.1% to 1%. Figure 7 compares the path blocking probability among TP-RA, CSO, FF, and TP-RA based on the prediction results of CNN, single B-RNN and SVM in two topologies. We can see that TP-RA algorithm achieves lower path blocking probability values as compared to the other algorithms in both topologies. That is because the TP-RA avoids the conflict of HPT in the heavy loaded router, where many services might be blocked or discarded due to the queue overflow. The predicted traffic is more likely to be processed successfully in the resource allocation phase. In addition, the path blocking probability of TP-RA algorithm increases when the traffic arrival rates rise (i.e., at 180, 210, 240 Erlang). This is because the DC servers in the low traffic load can provide more available resources than that in high traffic load scenario. Fig. 8 shows the comparisons on resource occupation rate among six algorithms. The resource occupation rate reflects the percentage of occupied resources to all the resources in datacenter. We can see that the TP-RA could greatly enhance the resource occupation rate compared to the other algorithms in two topologies with different network scales. In the more complex topology USNET, the TP-RA performs even better and more consistent improvement in resource occupation rate. This is justified by the fact that TP-RA can preserve sufficient resources for predicted HPT in advance, reducing the blocking probability of HPT. As expected, the average blocking probability and resource occupation rate decreases with different IDCONs network scales. Fig. 9 compares the performance of the proposed MTIFLN and recursive-based multi-step long-term (MSLT) traffic prediction on traffic scheduling in INDCONs [32] . To make the comparison more intuitive, MTIFLN adopts the same network structure as shown in Table 2 , while the MSLT traffic prediction methods share the same structure of B-RNN 5 of MTIFLN. Both MTIFLN and MSLT use the more complex topology USNET as shown in Fig. 5 , and both use the same training samples for training, validation, and testing. The MTIFLN directly predicts all the traffic of the prediction tasks (30 minutes, 2 hours, 24 hours, and 72 hours). The MSLT traffic prediction method set the time step to 5 minutes, and the prediction for the prior time step is used as an input for making a prediction on the following time step until all the traffic of the prediction tasks is predicted. As shown in Fig. 9 , the MTIFLN outperforms the MSLT in four different prediction tasks, and the performance difference between them increases with the increase of prediction time. That is because the MSLT allows prediction errors to accumulate in each time step, which would lead to a rapid decline in prediction accuracy. Unlike the recursive-based MSLT, the proposed MTIFLN can predict the long-term traffic in one step. In fact, the stacked architecture of MTIFLN helps to decrease the prediction errors, because the prediction errors in the previous four B-RNNs would cancel each other out during the resampling process before input to B-RNN 5. Thus, MTIFLN increases the prediction accuracy to cope with the traffic scheduling requirements and improve the network performance.
VI. CONCLUSION
This paper studies two tightly coupled tasks including longterm traffic prediction and corresponding traffic scheduling in IDCONs. With the improvement of the accuracy of long-term prediction, the efficiency of traffic scheduling has been greatly optimized. To extract the long-term features that hidden in the historical data, we first perform the resampling process to break the limitation of the long-term series and propose the multiple time-intervals feature learning network (MTIFLN). This stacked architecture comprises five single B-RNNs integrated with LSTM cells to achieve high-precision long-term traffic prediction. Besides traffic prediction, this paper also introduces traffic prediction-based resource allocation algorithm in IDCONs, which can reserve resources for future traffic in advance based on a global evaluation factor. In the simulation phase, we evaluate the traffic prediction performance of MTIFLN for four different long-term traffic prediction tasks. Additionally, the efficiency of TP-RA algorithm and the benefits of long-term traffic prediction are also verified. After delaying the low-priority traffic, the resource utilization is dramatically improved and the path blocking probability is greatly decreased in two topologies with different network scales. As the future work, the relationship between inter-datacenter fabric and traffic prediction will be further explored.
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