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ABSTRACT
Classical toric varieties are among the simplest objects in algebraic geometry. They arise
in an elementary fashion as varieties parametrized by monomials whose exponents are a
finite subset A of Zn. They may also be constructed from a rational fan Σ in Rn. The
combinatorics of the set A or fan Σ control the geometry of the associated toric variety.
These toric varieties have an action of an algebraic torus with a dense orbit. Applications
of algebraic geometry in geometric modeling and algebraic statistics have long studied the
nonnegative real part of a toric variety as the main object, where the set A may be an
arbitrary set in Rn. These are called irrational affine toric varieties. This theory has been
limited by the lack of a construction of an irrational toric variety from an arbitrary fan in
Rn.
We construct a theory of irrational toric varieties associated to arbitrary fans. These are
(R>)n-equivariant cell complexes dual to the fan. Such an irrational toric variety is projective
(may be embedded in a simplex) if and only if its fan is the normal fan of a polytope, and
in that case, the toric variety is homeomorphic to that polytope. We use irrational toric
varieties to show that the space of Hausdorff limits of translates an irrational toric variety
associated to a finite subset A of Rn is homeomorphic to the secondary polytope of A.
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1. INTRODUCTION
Toric varieties form an important class of algebraic varieties that are among the simplest
objects in algebraic geometry, which provide “a remarkably fertile testing ground for general
theories” [1]. The rich interaction between algebraic geometry and combinatorics has been
important in both areas [2, 3, 4, 5].
Demazure defined toric varieties in 1970 [2]. At that time a toric variety was referred
as “the scheme defined by the fan Σ” [2], “torus embeddings” [3], and “almost homogeneous
algebraic variety under torus action” [6]. A toric variety is commonly defined to be a nor-
mal variety Y containing a dense torus T with the action of the torus T on itself extending
naturally to an action of T on Y [1]. These normal toric varieties enjoy a functorial con-
struction using rational fans Σ. A (not necessarily normal) affine toric variety YA is a variety
parametrized by monomials having exponents in A ⊂ Zn [7, 8].
Toric varieties have found applications in many other fields. In [9], the connections
between the toric geometry and mirror symmetry are explored. The role of toric surfaces as
generalizations of Bézier patches in geometric modeling is described in [10]. The nonnegative
real part of a toric variety is relevant for geometric modeling [11] and toric Bézier patches
are defined naturally when A is any finite subset of Rn.
Toric varieties in disguise were studied in algebraic statistics long before they appeared
in algebraic geometry. Log-linear models [12] are the nonnegative real part of a toric variety
YA. These are more flexible than toric varieties in algebraic geometry, as the set A can be
any finite subset of Rn. In 1963, Birch [13] showed that the nonnegative part of a toric
variety YA is homeomorphic to the cone generated by A.
These applications of toric varieties in geometric modeling and algebraic statistics led to
the study of the nonnegative real part of a toric variety YA for a finite set A ⊂ Zn and then
to relax the condition on A so that it may be any finite subset of Rn. These resulting objects
are called irrational toric varieties. In [14], Hausdorff limits of translates of irrational toric
1
varieties were studied. When A ⊂ Zn, the space of Hausdorff limits is homeomorphic to the
secondary polytope of A [15]. When the exponents A ⊂ Rn are not integral, all Hausdorff
limits were identified in [14] as toric degenerations and thus were related to the secondary fan
of A, but the authors were unable to identify the set of Hausdorff limits with the secondary
polytope. This obstruction was due to deficiencies in the theory of irrational toric varieties,
in particular a construction using arbitrary fans and a relation to polytopes.
We develop a theory of irrational toric varieties constructed from arbitrary fans in Rn.
Such an irrational toric variety is an (R>)n-equivariant cell complex with a dense orbit whose
cells are dual to the cones of the associated fan. Their construction is functorial; maps of
fans correspond to equivariant maps of irrational toric varieties and the fan may be recovered
from the toric variety. We also complete the work in [14], identifying the space of Hausdorff
limits with the secondary polytope.
This dissertation is organized as follows. In Section 2, we provide basic terminology
and results on geometric combinatorics. In Section 3, we recall various constructions of
classical toric varieties. We study some properties of classical toric varieties in Section 4. We
construct affine irrational toric varieties and abstract irrational toric varieties, and establish
some of their main properties in Section 5. We study some global properties of irrational
toric varieties in Section 6. In Section 7, we identify the space of Hausdorff limits with the
secondary polytope. We give a summary of the thesis and discuss future directions in Section
8.
2
2. SOME GEOMETRIC COMBINATORICS
This section will develop a background on geometric combinatorics which we will be using
to construct toric varieties. We refer the reader to [1, 16, 17, 18, 19] for a more complete
background.
2.1 Polyhedral Cones
Let NZ be a free abelian group of rank n and let MZ := Hom(NZ,Z) be its dual group.
We have a canonical Z-bilinear pairing
〈 , 〉 : MZ ×NZ → Z,
where 〈x, y〉 := x(y).
By scalar extension to the field R we have n-dimensional real vector spaces N := NZ⊗R
and M := MZ ⊗ R with a canonical R-bilinear pairing
〈 , 〉 : M ×N → R.
When M = Rn and N = Rn, the pairing 〈 , 〉 is the usual inner product in Rn.
Let R> be the positive real numbers, R≥ be the nonnegative real numbers and R≤ be the
nonpositive real numbers.
Definition 2.1. A subset σ of N is called a polyhedral cone if there exists a finite set
S = {v1, . . . , vr} in N such that
σ = R≥v1 + · · ·+ R≥vr.
The cone σ is said to be generated by S and denoted by σ = cone(S). The dimension
dimσ of σ is the dimension of the linear subspace 〈σ〉 := σ + (−σ). A polyhedral cone
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σ = cone(S) is called rational if S ⊆ NZ.
Note that a polyhedral cone σ is convex. That is, when x, y ∈ σ then λx+ (1− λ)y ∈ σ
for all λ ∈ [0, 1]. It is also a cone, i.e, if x ∈ σ then λx ∈ σ for all λ ∈ R≥.
Example 2.2. Let N = R2 with canonical basis {e1, e2}. Consider the three cones σ1 =
cone{e1}, σ2 = cone{e1, e2}, and σ3 = cone{2e1 − e2, e2} in R2. These are shown in Figure
2.1.
0 e1
σ1
0 e1
e2
σ2
0
2e1 − e2
e2
σ3
Figure 2.1: Examples of cones in R2.
Note that σ1 has dimension 1, whereas both σ2 and σ3 have dimension 2. 
Definition 2.3. Given a cone σ ⊂ N , dual of σ in M is
σ∨ := {u ∈M | 〈u, v〉 ≥ 0 for all v ∈ σ}.
Example 2.4. Let {e∗1, e∗2} denote the dual basis of (R2)∗. The duals of the cones given in
Example 2.2 are given by σ∨1 = cone{e∗1, e∗2,−e∗2}, σ∨2 = cone{e∗1, e∗2} and σ∨3 = cone{e∗2, e∗1 +
2e∗2}. These are depicted in Figure 2.2. In particular the duals are all polyhedral cones in
M . We will prove in Corollary 2.10 that this is true for all polyhedral cones. 
The following theorem from the theory of convex polytopes is useful to prove properties
of polyhedral cones. Its proof can be found in [20, Section 2.2, Theorem 1].
4
0e∗2
−e∗2
e∗1
σ∨1
e∗2
0
e∗1
σ∨2
0
e∗1 + 2e
∗
2
e∗1
σ∨3
Figure 2.2: Examples of dual cones.
Theorem 2.5. Let C be a nonempty closed convex set in N , and let x ∈ N \ C be a point.
Then there exists a hyperplane H of N which strictly separates x and C, i.e., x is in one of
the open halfspaces bounded by H, and C is in the other open halfspace bounded by H.
This theorem has a useful corollary which we will use to prove that the dual of the dual
cone is itself.
Corollary 2.6. Let σ ⊂ N be a polyhedral cone and x ∈ N \σ. Then there exist an element
u ∈ σ∨ such that 〈u, x〉 < 0.
Corollary 2.7. Let σ ⊂ N be a cone. Then (σ∨)∨ = σ.
Proof. By definition, for every element v ∈ σ and u ∈ σ∨, we have 〈u, v〉 ≥ 0. Hence
σ ⊂ (σ∨)∨. For the reverse inclusion we will use Corollary 2.6. Assume that x ∈ (σ∨)∨ \ σ.
Then there exists an element u ∈ σ∨ such that 〈u, v〉 < 0, therefore u /∈ (σ∨)∨, which is a
contradiction. Hence we get the reverse inclusion.
Given m ∈M define
Hm := {v ∈ N | 〈m, v〉 = 0} = m⊥,
H+m := {v ∈ N | 〈m, v〉 ≥ 0}.
5
Note that when m 6= 0, Hm is a hyperplane in N , and H+m is a closed halfspace in N . The
hyperplane Hm is a supporting hyperplane of a cone σ if σ ⊂ H+m, and when this happens
H+m is a supporting halfspace.
The following theorem gives an alternate description of polyhedral cones in terms of
supporting hyperplanes. For a detailed proof we refer to [18, Theorem 1.3].
Theorem 2.8. A cone σ is polyhedral if and only if it can be written as an intersection of
finitely many closed halfspaces.
Next, we show that the dual of a polyhedral cone σ is again a polyhedral cone. First we
need a lemma.
Lemma 2.9. Let S = {v1, . . . , vr} ⊂ N and σ = cone(S) be a polyhedral cone in N . Then,
σ∨ = {u ∈M | 〈u, v〉 ≥ 0 for all v ∈ S}.
Proof. Let C = {u ∈ M | 〈u, v〉 ≥ 0 for all v ∈ S}. Every element in S is also in σ. Hence
by definition, for any element m ∈ σ∨, we must have 〈m, v〉 ≥ 0 for all v ∈ S. Hence σ∨ ⊂ C.
Next assume u ∈ C. For any element v ∈ σ, we can write it as v = ∑ri=1 λivi for
some λ1, . . . , λr ∈ R≥. Since the pairing is linear, we have 〈u, v〉 =
∑r
i=1 λi〈u, vi〉, which is
nonnegative as each term in the summand is nonnegative. Hence u ∈ σ∨. This completes
the proof.
In the previous lemma, since each vi ∈ S gives a closed halfspace H+vi inM , we can deduce
that σ∨ =
⋂
vi∈S H
+
vi
. Combining this with Theorem 2.8 gives us the following corollary.
Corollary 2.10. Let σ be a polyhedral cone in N . Then σ∨ is a polyhedral cone in M .
2.2 Faces
We can use supporting hyperplanes and supporting halfspaces to define faces of a cone.
These are again polyhedral cones and play an important role when constructing abstract
toric varieties associated to fans.
6
Definition 2.11. Given a polyhedral cone σ ⊂ N , a face of σ is a set of the form τ = Hm∩σ
for some m ∈ σ∨. A face τ 6= σ of σ is called a proper face. A face τ of σ is denoted by
τ  σ, whereas we write τ ≺ σ when τ is a proper face.
A facet τ of σ is a face of σ with codimension 1, i.e., dim(τ) = dim(σ)− 1.
Example 2.12. Consider the cone σ3 in Example 2.2. We illustrate its proper faces and
hyperplanes that give these faces in Figure 2.3. First consider k = e∗1 + e∗2 ∈ σ∨3 . Then the
hyperplane corresponding to k is given by
Hk = {v ∈ N | 〈k, v〉 ≥ 0} = {(a, b) ∈ N | a+ b = 0}.
Intersecting Hk with σ3 will give the origin {0} as a face of σ3.
Next consider l = e∗1. Then the hyperplane corresponding to l is given by Hl = {(a, b) ∈
N | a = 0}. Intersecting Hl with σ3 yields the face τ1 = cone{e2}.
Taking m = 2e∗1 + e∗2 yields the hyperplane Hm = {(a, b) ∈ N | 2a+ b = 0}. Intersecting
Hm with σ3 gives the proper face τ2 = cone{2e1 − e2}.
In this example, τ1 and τ2 are 1-dimensional faces of σ3. Since dimσ3 = 2, they are also
facets of σ3. 
σ3
τ1
τ2
0
2e1 − e2
e2
Figure 2.3: Faces of a cone.
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We continue with some properties of faces of a polyhedral cone.
Lemma 2.13. Let σ = cone{v1, . . . , vr} ⊂ N be a polyhedral cone. Then:
1. Every face of σ is a polyhedral cone.
2. Intersection of any two faces of σ is again a face of σ.
3. A face of a face of σ is again a face of σ.
4. Let τ be a face of σ. Then σ∨ ⊂ τ∨.
Proof. Let A = {v1, . . . , vr} and τ = Hm ∩ σ for some m ∈ σ∨. Then τ is generated by
{vi ∈ A | 〈m, vi〉 = 0}. Hence it is again a polyhedral cone in N .
Suppose τ = Hm ∩ σ and τ ′ = Hm′ ∩ σ for some m,m′ ∈ σ∨. The intersection of these
faces is τ ∩ τ ′ = (Hm ∩Hm′) ∩ σ. We will prove that τ ∩ τ ′ = Hm+m′ ∩ σ.
First note that the sum m + m′ ∈ σ∨. Then, for any v ∈ (Hm ∩ Hm′) ∩ σ, we have
〈m + m′, v〉 = 〈m, v〉 + 〈m′, v〉. Each summand vanishes. Hence 〈m + m′, v〉 = 0 which
implies τ ∩ τ ′ ⊂ Hm+m′ ∩ σ. Conversely, for any v ∈ Hm+m′ ∩ σ, we have 0 = 〈m+m′, v〉 =
〈m, v〉 + 〈m′, v〉. Since v ∈ σ and m,m′ ∈ σ∨, we have 〈m, v〉, 〈m′, v〉 ≥ 0. Hence both
summand has to be 0, in which case v ∈ (Hm ∩ Hm′) ∩ σ. This gives Hm+m′ ∩ σ ⊂ τ ∩ τ ′,
which completes the proof.
Let γ be a face of τ which is a face of σ. We claim that γ is a face of σ. Since γ  τ and
τ  σ, we can write γ = τ ∩Hv and τ = σ ∩Hu for some v ∈ τ∨ and u ∈ σ∨. We want to
find a positive number p ∈ R> so that v + pu ∈ σ∨ and τ = σ ∩Hv+pu. We claim that
p := 1 + max
vi /∈τ
|〈u, vi〉|
〈u, vi〉
satisfies the desired properties.
First note that when vi /∈ τ , 〈u, vi〉 > 0. Hence p ∈ R>. To see v + pu ∈ σ∨, we look at
〈v+pu, vi〉 for any i ∈ {1, . . . , r}. Observe that when vi ∈ τ, 〈u, vi〉 ≥ 0, hence 〈v+pu, vi〉 ≥ 0.
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If vi /∈ τ , then
〈v + pu, vi〉 = 〈u, vi〉+ p〈u, vi〉 ≥ 〈u, vi〉 > 0,
where the final inequality holds because 〈u, vi〉 ≥ 0 for all i, with equality if and only if
vi ∈ τ . This proves that v + pu ∈ σ∨.
Next we want to show γ = τ ∩Hv = σ ∩Hu ∩Hv = σ ∩Hv+pu. For an element w ∈ τ ,
we have 〈u,w〉 = 〈v, w〉 = 0. This implies that 〈v + pu, w〉 = 0. Hence w ∈ σ ∩Hv+pu. For
the reverse inclusion, it suffices to check that for every vi ∈ σ ∩Hv+pu, we have vi ∈ γ. For
vi /∈ γ, we showed above that 〈v + pu, vi〉 > 0. So if vi /∈ τ , then vi /∈ Hv+pu. Now, suppose
vi ∈ σ ∩Hv+pu. Then vi has to be in Hu. So we have 0 = 〈v + pu, vi〉 = 〈u, vi〉 + p〈u, vi〉 =
〈u, vi〉. This means that ui ∈ Hv. So vi ∈ σ ∩Hu ∩Hv. Hence γ = σ ∩Hv+pu. In particular
γ is a face of σ.
Lastly, since τ is contained in σ, for any element m ∈ σ∨ and t ∈ τ ⊂ σ, we have
〈m, t〉 ≥ 0. Hence m ∈ τ∨. Thus σ∨ ⊂ τ∨.
For a cone σ := cone(A), a face τ = Hm ∩ σ of σ is generated by a subset F := {u ∈ A |
〈m,u〉 = 0} of A. We call F a face of A and denote it by F  A.
Definition 2.14. Given a face τ of a polyhedral cone σ ⊂ N , we define
τ⊥ = {m ∈M | 〈m,u〉 = 0 for all u ∈ τ},
τ ∗ = {m ∈ σ∨ | 〈m,u〉 = 0 for all u ∈ τ} = σ∨ ∩ τ⊥.
We call τ ∗ the face of σ∨ dual to τ .
In Corollary 2.10, we have seen that σ∨ is again a polyhedral cone in M . Now, we will
relate the faces of σ to faces of its dual σ∨.
Definition 2.15. Given a polyhedral cone σ ∈ N , the relative interior, denoted by Relint(σ),
of σ is the topological interior of σ in its span 〈σ〉.
The following theorem gives a relation between faces of σ and σ∨.
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Theorem 2.16. Let τ be a face of a polyhedral cone σ ⊂ N . Then
1. τ ∗ is a face of σ∨.
2. The map τ → τ ∗ is an inclusion reversing bijection between the faces of σ and the faces
of σ∨.
Proof. Let v ∈ Relint(τ). Since v ∈ σ = (σ∨)∨, F = Hv ∩ σ∨ is a face of σ∨. We will
show that F = τ ∗. Pick an element u ∈ τ ∗. We have 〈u, t〉 = 0 for all t ∈ τ . In particular
〈u, v〉 = 0. Hence u ∈ F . Conversely, take any u ∈ F . If {v1, . . . , vk} is a generating set of
τ , since v ∈ Relint(τ), we can write v = a1v1 + · · · + akvk, where each ai is positive. Then
we have 〈u, v〉 = a1〈u, v1〉+ · · ·+ ak〈u, vk〉. Since u ∈ σ∨, we have 〈u, vi〉 ≥ 0 for all i. Since
the ai’s are strictly positive, we must have 〈u, vi〉 = 0 for all i, which means for any t ∈ τ ,
〈u, t〉 = 0, i.e., u ∈ τ⊥. Thus u ∈ σ∨ ∩ τ⊥. This proves τ ∗ = F . Hence τ ∗ is a face of σ∨.
For the second part of the theorem, first note that the map is inclusion reversing. If
τ ⊂ τ ′ are two faces of σ, then τ⊥ ⊃ (τ ′)⊥, which implies τ ∗ ⊃ (τ ′)∗. Moreover, every face of
σ arises this way. If F is a face of σ∨, then F = Hv ∩ σ∨ for some v ∈ σ. Pick the smallest
face τ of σ containing v. We claim F = τ ∗. For any element u ∈ τ ∗, we have u ∈ τ⊥ ∩ σ∨.
Since u ∈ τ⊥ and v ∈ τ , we have u ∈ Hv. Hence u ∈ Hv ∩ σ∨ = F . Conversely, pick an
element u ∈ F . Note that u ∈ v⊥. By assumption, τ ⊂ u⊥. Hence u ∈ τ ∗. By definition
of τ ∗, we have τ ⊂ (τ ∗)∗. Since the mapping is order reversing, we have τ ∗ ⊃ ((τ ∗)∗)∗. On
the other hand, any element m ∈ τ ∗ is orthogonal to every element of σ ∩ (τ ∗)⊥ ⊂ (τ ∗)⊥, so
τ ∗ ⊂ ((τ ∗)∗)∗, which implies τ ∗ = ((τ ∗)∗)∗. Combining this with the surjectivity we deduce
that the mapping is bijective.
Corollary 2.17. The polyhedral cone σ has a unique minimal face W with respect to inclu-
sion. In particular, W satisfies the following properties.
1. W = (σ∨)⊥.
2. W = σ ∩ (−σ).
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3. W is the largest subspace contained in σ.
Proof. Because of the correspondence between faces of σ and σ∨, the minimal face W of σ
must correspond to the maximal face of σ∨, namely σ∨ itself. Thus, the minimal face of σ
is (σ∨)∗ = (σ∨)∨ ∩ (σ∨)⊥ = (σ∨)⊥.
To show (σ∨)⊥ = σ ∩ (−σ), pick any v ∈ (σ∨)⊥. By definition, v ∈ (σ∨)∨ = σ and also
v lies in ((−σ)∨)∨ = −σ. Hence v ∈ σ ∩ (−σ). Conversely, given any v ∈ σ ∩ (−σ), for any
element u ∈ σ∨, we have 〈u, v〉 ≥ 0 (since v ∈ σ) and −〈u, v〉 = 〈u,−v〉 ≥ 0 (since −v ∈ σ).
Thus 〈u, v〉 = 0, i.e., v ∈ (σ∨)⊥. Hence W = σ ∩ (−σ).
First note that since W is a face of σ, it contains 0, it is closed under addition, and
closed under scalar multiplication. Hence W is subspace in σ. Then note that for any linear
subspace W ′ in σ and any u ∈ σ∨, we must have W ′ ⊆ u⊥. Hence W ′ ⊂ W . So W is the
largest subspace contained in σ.
Definition 2.18. W is called the lineality space of σ.
The following example from [16, Example 1.2.11] illustrates Corollary 2.17 when dimσ <
dimN .
Example 2.19. Let σ = cone{e1, e2} ⊆ R3. Figure 2.4 shows σ in R3 and σ∨ in (R3)∗.
σ
σ∨
Figure 2.4: A two-dimensional cone in R3 and its dual in (R3)∗.
11
The maximal face of σ is itself. Then
σ∗ = {m ∈ (R3)∗ | 〈m, v〉 = 0 for all v ∈ σ}
= {m ∈ (R3)∗ | 〈m, e1〉 = 〈m, e2〉 = 0}
= cone{±e∗3}.
Hence the minimal face of σ∨ is the z-axis. Note also that dimσ + dimσ∗ = 3. 
We next prove some useful properties of faces.
Lemma 2.20. Let τ be a face of a polyhedral cone σ in N . If v, w ∈ σ such that v+w ∈ τ ,
then v, w ∈ τ .
Proof. Since τ is a face of σ, there exists an m ∈ σ∨ such that τ = Hm ∩ σ. Since v, w ∈ σ,
we have 〈m, v〉, 〈m,w〉 ≥ 0. On the other hand, since v + w ∈ τ , we have 〈m, v + w〉 = 0.
So, we must have 〈m, v〉 = 〈m,w〉 = 0, i.e., v, w ∈ τ .
Lemma 2.21. Let τ be a face of a polyhedral cone σ in N . Then for any w ∈ τ∨, there are
u, v ∈ σ∨ with v ∈ τ⊥ such that w = u− v.
Proof. Let σ = cone(v1, . . . , vr), and τ = Hm ∩ σ for some m ∈ σ∨. Note that if vi /∈ τ , then
〈vi,m〉 > 0. Hence define
k := max
vi /∈τ
|〈w, vi〉|
〈m, vi〉 .
Note that since m ∈ τ⊥, km ∈ τ⊥ as well. We claim that w + km ∈ σ∨. If vi ∈ τ ,
〈w + km, vi〉 = 〈w, vi〉+ k〈m, vi〉 ≥ 0 as all terms that appear are nonnegative. If vi /∈ τ ,
〈w + km, vi〉 = 〈w, vi〉+ k〈m, vi〉 = 〈w, vi〉+ max
vi /∈τ
|〈w, vi〉|
〈m, vi〉 〈vi,m〉 ≥ 0.
Hence w + km ∈ σ∨. So pick u = w + km and v = km.
Using the correspondence given in Theorem 2.16, we can prove a stronger version of
Corollary 2.5. That is, when two cones intersect in a common face, we can separate these
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cones by a hyperplane.
Lemma 2.22 (Separation Lemma). Let σ and σ′ be polyhedral cones in N that meet in a
common face τ = σ ∩ σ′. Then, there exists an element m ∈ σ∨ ∩ (−σ′)∨ such that
τ = Hm ∩ σ = Hm ∩ σ′.
Proof. Let γ = σ+(−σ′). Notice that γ is a polyhedral cone. Fix any m ∈ Relint(γ∨). Then
by Theorem 2.16, (γ∨)∗ = γ ∩Hm is the smallest face of γ, and γ ∩Hm = γ ∩ (−γ). Hence
γ ∩Hm = (σ− σ′)∩ (σ′ − σ). We claim that m satisfies the desired properties. Since σ ⊂ γ,
we have m ∈ γ∨ ⊂ σ∨. Since τ ⊂ σ, we have τ ⊂ γ. Also since τ ⊂ σ′, we have τ ⊂ −γ.
Hence τ ⊂ γ ∩ (−γ) = γ ∩Hm ⊂ Hm.
Conversely, given any element v ∈ Hm ∩ σ, we have
v ∈ Hm ∩ σ ⊂ γ ∩Hm = γ ∩ (−γ) ⊂ −γ = σ′ − σ.
Hence v = w − w′ for some w ∈ σ and w′ ∈ σ′. This means that v + w ∈ σ ∩ σ′ = τ . By
Lemma 2.20, we have v ∈ τ . This proves τ = Hm ∩ σ. Similar arguments can be made to
show τ = Hm ∩ σ′.
2.3 Monoids
Monoids play an important role in constructing toric varieties associated to rational
polyhedral cones. We will define these objects and give some important properties which
will be helpful later.
Definition 2.23. A monoid is a nonempty set S with an associative operation ∗ : S×S → S
that has an identity element 1S, 1S ∗ s = s for all s ∈ S. If S and T are monoids, a map
f : S → T is called a monoid homomorphism if f is compatible with the structure of the
monoids, that is f(s ∗ t) = f(s) ∗ f(t) and f(1S) = 1T .
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A monoid S is called an affine monoid if S is finitely generated and isomorphic to a
submonoid of a free abelian group.
Example 2.24. The monoids Nn and Zn with usual addition are affine monoids. Also for a
given finite set A ∈ Zn, the monoids ZA and NA are again affine monoids. 
Definition 2.25. Given an affine monoid S ⊂ M , the monoid algebra C [S] is the vector
space over C with S as a basis and multiplication induced by the monoid structure of S. To
be more precise
C [S] =
{∑
m∈S
cmχ
m | cm ∈ C and cm = 0 for all but finitely many m
}
,
where the multiplication is distributive and induced by χm · χm′ = χm∗m′ .
Example 2.26. The polynomial ring C [Nn] = C [x1, . . . , xn] is a monoid algebra. The ring
of Laurent polynomials C [Zn] = C
[
x±1 , . . . , x
±
n
]
is a monoid algebra.
For the set A = {2, 3} ⊂ Z, consider the affine monoid S = NA. Then the corresponding
monoid algebra is given by C [S] = C [t2, t3] ⊂ C [t] .
For the set A = {(3, 0), (2, 1), (1, 2), (0, 3)} ⊂ Z2, consider the affine monoid S = NA.
Then the corresponding monoid algebra is given by C [S] = C [s3, s2t, st2, t3] ⊂ C [s, t]. 
Given a rational polyhedral cone σ ⊂ N , we are particularly interested in the monoid
Sσ := σ
∨ ∩MZ. These monoids play an important role when we construct toric varieties
associated to σ.
Proposition 2.27 (Gordan’s Lemma). Sσ is finitely generated.
Proof. Since σ is rational, so is σ∨. Take a generating set {u1, . . . , ur} ⊂ σ∨ ∩MZ for σ∨,
and define K := {∑ri=1 tiui | 0 ≤ ti ≤ 1}. Since K is closed and bounded in M ' Rn,
it is compact. Since MZ is discrete, the intersection K ∩MZ is finite. (If this intersection
were infinite, then by compactness there has to be a limit point x of any infinite sequence of
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elements. But then x is an element of the discrete set K ∩MZ all of whose neighborhoods
contain other points of K ∩MZ, which contradicts the discreteness.)
Next we claim that K ∩MZ generates Sσ as a monoid. To prove this, let w ∈ Sσ. Since
w ∈ σ∨, we can write w = ∑ri=1 aiui, where ai ≥ 0 for all i. Then write ai = zi + ti, where
zi is a nonnegative integer and 0 ≤ ti ≤ 1. Hence, u =
∑r
i=1 ziui +
∑r
i=1 tiui. Note that the
former sum is in MZ and since MZ is closed under subtraction, the latter sum is in MZ. It
is in K by definition. Hence the latter sum is in K ∩MZ. Since each ui is also in K ∩MZ,
w is a nonnegative integer combination of elements in K ∩MZ.
Example 2.28. Consider the cones in Figure 2.1. Their duals are given in Figure 2.2. The
monoids Sσ1 , Sσ2 , and Sσ3 are generated by the sets {e∗1, e∗2,−e∗2}, {e∗1, e∗2}, and {e∗1, e∗1 +
e∗2, e
∗
1 + 2e
∗
2}, respectively. This also shows that the cone generators and monoid generators
may differ. 
Next we would like to understand the relation between Sσ and Sτ for some face τ of σ.
We begin with a lemma.
Lemma 2.29. Let σ ⊂ N be a polyhedral cone. For an element m ∈ σ∨, let τ = Hm ∩ σ.
Then, τ∨ = σ∨ + R≥(−m).
Proof. Since both τ∨ and σ∨ + R≥(−m) are polyhedral cones, it suffices to show that they
have the same duals. We claim that (σ∨ + R≥(−m))∨ = σ ∩ (−m)∨. To see this, take an
element v ∈ σ ∩ (−m)∨. For any element u + r(−m) ∈ σ∨ + R≥(−m), since v is both in
σ and (−m)∨, we have 〈u + r(−m), v〉 = 〈u, v〉 + r〈−m, v〉 ≥ 0. On the other hand, any
element t ∈ (σ∨ + R≥(−m))∨ must in particular be in (σ∨)∨ and (−m)∨. Hence we have
(σ∨ + R≥(−m))∨ = σ ∩ (−m)∨.
For an element v ∈ σ, since m ∈ σ∨, we have 〈m, v〉 ≥ 0. Thus, v ∈ (−m)∨ if and only
if 〈−m, v〉 ≥ 0. Hence 〈m, v〉 = 0. So σ ∩ (−m)∨ = Hm ∩ σ = τ . Since (τ∨)∨ = τ , τ∨ and
σ∨ + R≥(−m) have the same duals, so they are equal.
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Example 2.30. Consider the cones τ = cone{e2}, σ1 = cone{e1, e2}, and σ2 = cone{e2,−e1−
e2} in R2. Their duals are given by τ∨ = cone{±e∗1, e∗2}, σ∨1 = cone{e∗1, e∗2}, and σ∨2 =
cone{−e∗1,−e∗1 + e∗2}.
First consider τ as a face of σ1. For the vector m1 = e∗1 ∈ σ∨1 , we have τ = Hm1 ∩ σ1 and
τ∨ = σ∨1 + R≥(−m1).
Now consider τ as a face of σ2. For the vector m2 = −e∗1 ∈ σ∨2 , we have τ = Hm2 ∩ σ2
and τ∨ = σ∨2 + R≥(−m2). 
Using Lemma 2.29, we deduce a result on lattice points in a face of a polyhedral cone.
Corollary 2.31. Let σ be a rational cone, and m ∈ σ∨ ∩MZ. Then Sτ = Sσ + Z≥(−m),
where τ = Hm ∩ σ.
Lemma 2.29 also helps us to understand what Sτ looks like when τ is the intersection of
two rational polyhedral cones.
Theorem 2.32. Let σ and σ′ be two rational polyhedral cones, and τ = σ ∩ σ′ be a face of
both σ and σ′. Then Sτ = Sσ + Sσ′ .
Proof. By the Separation Lemma, we have τ = Hm∩σ = Hm∩σ′ for somem ∈ σ∨∩(−σ′)∨∩
MZ. Hence Sτ = Sσ +Z≥(−m) = Sσ′ +Z≥(−m). In particular, Sσ +Sσ′ ⊂ Sτ . On the other
hand, since m ∈ (−σ′)∨ ∩MZ, we have −m ∈ Sσ′ . Hence Sτ = Sσ + Z≥(−m) ⊂ Sσ + Sσ′ .
So, Sτ = Sσ + Sσ′ as desired.
Example 2.33. We continue with Example 2.30. The monoids Sτ , Sσ1 , and Sσ2 are gen-
erated by the sets {±e∗1, e∗2}, {e∗1, e∗2}, and {−e∗1,−e∗1 + e∗2}, respectively. Then one has
Sτ = Sσ1 + Z≥(−m1) and Sτ = Sσ2 + Z≥(−m2). 
2.4 Fans
We now introduce objects called fans, which we will use when we construct abstract toric
varieties. We start with an important type of polyhedral cones.
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Definition 2.34. A polyhedral cone σ ⊆ N is called strongly convex if σ ∩ (−σ) = {0}.
This condition can be stated in several ways.
Proposition 2.35. Let σ ⊂ N be a polyhedral cone. Then the following are equivalent.
1. σ is strongly convex.
2. σ contains no positive dimensional subspace of N .
3. {0} is a face of σ.
Proof. (1) and (2) are equivalent, since σ ∩ (−σ) is the largest linear subspace of σ. (1) and
(3) are equivalent because σ ∩ (−σ) is the smallest face of σ.
Definition 2.36. A fan Σ in N is a finite collection of polyhedral cones in N such that
1. Every face of a cone in Σ is also in Σ.
2. The intersection of two cones in Σ is a face of each cone.
A fan Σ is called rational if every cone in Σ is rational. It is called strongly convex if
every cone in Σ is strongly convex. The support of Σ is |Σ| = ⋃σ∈Σ σ ⊆ N . The fan Σ is
called complete if |Σ| = N .
Example 2.37. Figure 2.5 are some examples of rational fans in R2. The fan on the left is
not complete whereas the other two are complete. Note that any intersection of the cones
in each fan is a face of each cone and a cone in the fan. 
Let Σ and Σ′ be two fans in real vector spaces N and N ′, respectively. Then the product
of Σ and Σ′ in N ×N ′ is given by
Σ× Σ′ := {σ × σ′ | σ ∈ Σ and σ′ ∈ Σ′}.
Lemma 2.38. The product Σ×Σ′ is a fan in the real vector space N×N ′. Moreover, Σ×Σ′
is strongly convex if both Σ and Σ′ are strongly convex.
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Figure 2.5: Fans in R2.
Proof. Note that a face of σ × σ′ has the form τ × τ ′, where τ is a face of σ and τ ′ is a face
of σ′. Since Σ and Σ′ are fans, we have τ ∈ Σ and τ ′ ∈ Σ′. Hence their product is in Σ×Σ′.
Also let σ1 × σ′1, σ2 × σ′2 ∈ Σ × Σ. Again since Σ and Σ′ are both fans and intersection of
any two cones in a fan is a face of each, (σ1 ∩ σ2)× (σ′1 × σ′2) is a face of both σ1 × σ′1 and
σ2 × σ′2.
Now assume that both Σ and Σ′ are strongly convex, and let σ ∈ Σ and σ′ ∈ Σ′.
Since both σ and σ′ are strongly convex, 0N is a face of σ and 0N ′ is a face of σ′. Hence
0N×N ′ = 0N × 0N ′ is a face of σ × σ′, and thus σ × σ′ is strongly convex. Hence Σ × Σ′ is
strongly convex.
Example 2.39. Consider the fan Σ3 in Figure 2.5. It can be viewed as a product of two
fans, where each fan consists of three cones R≥, R≤, and 0. 
For a cone σ in N , let (Nσ)Z be the sublattice of NZ generated (as a group) by σ ∩NZ.
The lattice (Nσ)Z has the quotient lattice N(σ)Z := NZ/(Nσ)Z, and the dual lattice of N(σ)Z
is given byM(σ)Z := σ⊥∩MZ [1, Page 52]. The star of a cone σ can be defined abstractly as
the set of cones τ in Σ that contain σ as a face. Such cones are determined by their images
in the real vector space N(σ), i.e., by
τ = (τ +Nσ)/Nσ ⊂ N/Nσ = N(σ).
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These cones {τ : σ  τ} form a fan in N(σ), and we denote this fan by star(σ). (We think
of star(σ) as the cones containing τ , but realized as a fan in the quotient lattice N(σ)Z.)
We next show that star(σ) is indeed a fan, and we explore some of its properties.
Lemma 2.40. Let Σ be a strongly convex fan in N and σ ∈ Σ. Then star(σ) is a strongly
convex fan in N(σ). Moreover, if Σ is complete, then star(σ) is also complete.
Proof. We will first show that star(σ) is strongly convex. Let τ be a cone in star(σ). We
need to show τ ∩ (−τ) = {0}. Assume that v ∈ τ ∩ (−τ). Then we can write
v = v1 + w1 = −v2 + w2 (2.1)
for some v1, v2 ∈ τ and w1, w2 ∈ Nσ. Since every element of Nσ can be written as a difference
of elements of σ, we have
w1 = α1 − β1, w2 = α2 − β2,
for some α1, α2, β1, β2 ∈ σ. Hence by (2.1) we have
v1 + v2 = w2 − w1 = (α2 + β1)− (α1 + β2).
Therefore, we have
v1 + v2 + (α1 + β2) = α2 + β1.
Since v1 + v2 ∈ τ , α1 + β2 ∈ σ ⊂ τ , and α2 + β1 ∈ σ, by Lemma 2.20 we have v1 + v2 ∈ σ.
Again by Lemma 2.20 we have v1, v2 ∈ σ. So v ∈ Nσ, i.e., v = 0. Hence star(σ) is strongly
convex.
Next, we show star(σ) is a fan in N(σ). Let τ1 and τ2 be two cones in Σ containing σ. We
claim that τ1∩τ2 = τ1 ∩ τ2. Reverse inclusion is immediate as any element v ∈ τ1 ∩ τ2 is both
in τ1 and τ2. Now, let v ∈ τ1 ∩ τ2. Then v = v1 +w1 = v2 +w2 for some v1 ∈ τ1, v2 ∈ τ2, and
w1, w2 ∈ Nσ. Write wi = αi − βi for some αi, βi ∈ σ. Then v1 + β1 + β2 = v2 + α1 + α2 ∈ τ2.
So v1 + β1 + β2 ∈ τ1 ∩ τ2. Then v = (v1 + β1 + β2) + (w1 − β1 − β2) ∈ τ1 ∩ τ2 + Nσ. Hence
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v ∈ τ1 ∩ τ2. We conclude that τ1 ∩ τ2 = τ1 ∩ τ2. Since τ1, τ2 ∈ Σ, their intersection is a
common face of both. Since both contain σ, their intersection will contain σ as a face. In
particular, τ1 ∩ τ2 ∈ star(σ) is a face of both τ1 and τ2.
For a cone τ ∈ star(σ), let ρ := u⊥ ∩ τ be a face of τ for some u ∈ M(σ)Z = σ⊥ ∩MZ.
Note that for the face ρ, we have ρ = u⊥ ∩ τ . Since ρ is a face of τ which contains σ, we
deduce that ρ ∈ star(σ). Hence star(σ) is a fan.
Next assume Σ is complete. Let v ∈ Relint(σ). Since N is complete, the set
N ′ := N \
⋃
γσ
Cl(γ),
is open in N as the union of the closures Cl(γ) is closed. Since v ∈ N ′, there exists an open
ball Br := {w ∈ N | |v − w| ≤ r} such that Br lies entirely in ∪τστ , where | · | is the
Euclidean distance. Hence Br ⊂ star(σ). Let p ∈ N(σ). We claim that p ∈ star(σ). Let
p ∈ N such that its image in N(σ) is p. If p ∈ Br, then p ∈ Br ⊂ star(σ). If p /∈ Br, let
|v− p| := R. Then r ≤ R. Hence for s := r/2R > 0 and t := (1− r/2R) > 0, q := tv + sp is
in Br. So there exists a cone τ  σ, such that q ∈ τ . Then
p =
1
s
q − t
s
v ∈ τ +Nσ,
as (−t/s)v ∈ Nσ. So p ∈ star(σ). Hence star(σ) is complete.
2.5 Polytopes
Polytopes provide a natural source of fans. We will define and give some properties of
polytopes, and later we will define toric varieties associated to polytopes.
Definition 2.41. A polytope in M is a set of the form
P := conv(S) =
{∑
a∈S
λaa | λa ≥ 0,
∑
a∈S
λa = 1
}
,
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where S ∈M is finite. We say that P is the convex hull of S.
If S ⊆MZ , i.e., P is the convex hull of lattices in M , then P is called a lattice polytope.
Example 2.42. The n-simplex in Rn is given by ∆n = conv{0, e1, . . . , en}. The 2-simplex
can be seen in Figure 2.6.
∆2
0 e1
e2
Figure 2.6: The 2-simplex.
Another polytope in R2 is given by the set S = {e1 + e2, e1 − e2,−e1 + e2,−e1 − e2},
which can be seen in Figure 2.7. 
P
e1
e2
−e1
−e2
Figure 2.7: The polytope P = conv{±e1 ± e2} ⊆ R2.
The dimension of a polytope P ∈ M is the dimension of the smallest affine subspace of
M containing P .
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Given a vector v ∈ N and a scalar b, we get the affine hyperplane Hv,b := {m ∈ M |
〈m, v〉 = b} and the closed half-space H+v,b := {m ∈ M | 〈m, v〉 ≥ b}. A subset F of P is
called a face of P if there exist v ∈ N and a scalar r such that F = Hv,b ∩ P and P ⊆ H+v,b.
Notice that, if we take u = 0, we get F = P . Hence P is always a face of itself. A proper
face of P is a face that is not equal to P , and a facet of P is a face with codimension 1. A
face of P with dimension 0 is called a vertex of P . and a face of P with dimension 1 is called
an edge of P .
Lemma 2.43. Let P = conv(S) be a polytope, and let F be a face of P . Then F is the
convex hull of S ∩ F .
Proof. Let F = Hv,b ∩ P for some v ∈ N and a scalar b. Define the subsets S0 := {a ∈ S |
〈a, v〉 = b} and S> := {a ∈ S | 〈a, v〉 > b}. Since P ⊆ H+v,b, we have S = S0 ∪ S>. Also note
that S0 = S ∩ F . We will show F = conv(S0). Let u ∈ F . Since also u ∈ P , we can write it
as a convex combination u =
∑
a∈S λaa where λu ≥ 0 and
∑
a∈S λa = 1. Then we have
b = 〈u, v〉 =
〈∑
a∈S
λaa, v
〉
=
∑
a∈S
λa〈a, v〉
=
∑
a∈S0
λa〈a, v〉+
∑
a∈S>
λa〈a, v〉
= b
( ∑
a∈S0
λa
)
+
∑
a∈S>
λa〈a, v〉
≥ b
and the equality holds if and only if λa = 0 for all a ∈ S>. In this case u =
∑
a∈S0 λaa, where∑
a∈S0 λa = 1. Hence P = conv(S0).
We list some immediate results following from Lemma 2.43.
Proposition 2.44. Let P ⊆M be a polytope. Then
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1. A face of P is a polytope.
2. P has only finitely many faces.
3. Any face of a face of P is a face of P .
4. The intersection of any two faces of P is a face of P .
5. Every proper face of Q of P is the intersection of the facets containing Q.
Definition 2.45. Let P ⊆M be a polytope. Then the cone of P is defined by
C(P ) := {λ · (v, 1) ∈M × R | v ∈ P, λ ≥ 0}.
Example 2.46. Consider a pentagon P in R2, which is a polytope. Figure 2.8 illustrates
the cone of P . 
P
C(P )
Figure 2.8: The cone of a pentagon P.
Note that C(P ) = cone(S×{1}), where P = conv(S) is a strongly convex cone inM×R.
The faces of C(P ) are the cones over the faces of P with the cone {0} corresponding to the
empty face of P .
A polytope P can be written as a finite intersection of closed half-spaces [18, Theorem
1.1], i.e.,
P =
s⋂
i=1
H+vi,bi ,
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for some v1, . . . , vs ∈ N and scalars b1, . . . , bs.
When P is full dimensional, that is dimP = dimM , its representation as an intersection
of closed half-spaces has a nice form because each facet F of P has a unique supporting
hyperplane and corresponding closed half-space,
HF = {m ∈M | 〈m,uF 〉 = aF} and H+F = {m ∈M | 〈m,uF 〉 ≥ aF},
where (uF , aF ) is unique up to multiplication. We call uF an (inward) facet normal of the
facet F . Then one can write
P =
⋂
F⊆P
is a facet
H+F .
For simplicity we will assume P is full dimensional and contains 0 in its interior.
We have already seen the connection between cones and polytopes. Next we will develop
a theory of duality of polytopes similar to cones.
Definition 2.47. Let P ⊆M be a polytope. Then we define the polar of P by
P ◦ = {v ∈ N | 〈m, v〉 ≥ 1 for all m ∈ P}.
Example 2.48. Consider the polytope P in Figure 2.7. The facet normals of P are ±e1
and ±e2. Hence the polar P ◦ is given by the inequalities |x| + |y| ≤ 1 for x, y ∈ N . The
polytope P ◦ is pictured in Figure 2.9. 
With C(P ) the cone of P , the dual cone C(P )∨ consists of vectors (v, r) ∈ N × R such
that 〈u, v〉+ r ≥ 0 for all u ∈ P . It follows that C(P )∨ is the cone of P ◦. This allows us to
use the theory we developed in Section 2.1.
Theorem 2.49. Let P ⊆M be a polytope. Then
1. P ◦ is a polytope in N and (P ◦)◦ = P .
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Pe1
e2
−e1
−e2
Figure 2.9: Polar P ◦ of the polytope P = conv{±e1,±e2} ⊆ R2.
2. For any face F of P , F ∗ := {v ∈ P ◦ | 〈u, v〉 = 1 for all u ∈ F} is a face of P ◦. The
map F 7→ F ∗ is one to one and order reversing correspondence between the faces of P
and P ◦.
3. If P is a lattice polytope, then so is P ◦.
We next construct a fan using a polytope P called the normal fan of P .
Definition 2.50. Let P ⊂ M be a polytope with conv(A) = P , and F be a face of P . For
each face F := F ∩ A of A, define a set σF by
σF := {v ∈ N | 〈f, v〉 ≤ 〈a, v〉 for all f ∈ F and a ∈ A}.
The following proposition shows that σF is a cone by associating it to a cone over a
particular face in the dual polytope.
Proposition 2.51. The set σF is a cone in N .
Proof. Define C := R≥ · F ∗, which is a cone in N . We claim that σF = C. For any element
v ∈ C, we can write v = αf ∗ for α ≥ 0 and f ∗ ∈ F ∗. In particular f ∗ ∈ P ◦, hence for any
a ∈ A, we have 〈a, v〉 = α〈a, f ∗〉 ≥ α. On the other hand, since f ∗ ∈ F ∗, we have 〈f, f ∗〉 = 1
for all f ∈ F . So we have 〈f, v〉 = α〈f, f ∗〉 = α. Hence 〈f, v〉 ≤ 〈a, v〉 for all f ∈ F and
a ∈ A. Thus v ∈ σF .
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Conversely, suppose v ∈ σF . Since 0 belongs to the interior of P , for all f ∈ F we have
〈f, v〉 ≤ 〈0, v〉 = 0 with equality if and only if either f = 0 or v = 0. Since F is a face of P ,
it must be on the boundary, and 0 is an interior point of P , therefore u 6= 0. If v = 0, then
v ∈ C and we are done. If v 6= 0, then we have 〈f, v〉 > 0. Let 〈f, v〉 = α for some α > 0.
Then v = α( 1
α
v) and 〈f, 1
α
v〉 = 1, which implies 1
α
v ∈ F ∗. So v ∈ C.
The following lemma is an immediate consequence of [16, Proposition 2.3.7].
Lemma 2.52. The collection
ΣP := {σF | F is a face of A}
of cones forms a fan in N .
Definition 2.53. The fan ΣP defined above is called (inner) normal fan of P = conv(A).
Example 2.54. Consider the 2-simplex ∆2 given in Figure 2.6. It has three vertices 0∗, e∗1,
and e∗2. It has three edges F1 = [0∗, e∗1], F2 = [0∗, e∗2], and F3 = [e∗1, e∗2]. Then one has
σ0 = cone{e1, e2}, σe1 = cone{−e1,−e1 + e2}, and σe2 = cone{e1 − e2, e2}. For the edges
σF1 = cone{e2}, σF2 = cone{e1}, and σF3 = cone{−e1 − e2}. These cones give the fan Σ2 in
Figure 2.5. 
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3. CLASSICAL TORIC VARIETIES
We will now see different constructions of toric varieties. According to Theorem 3.20
these constructions are equivalent. We will omit the proofs of some results in this section.
The proofs of these results can be found in [1, 16, 19].
3.1 Affine Toric Varieties
Let C× be the group of nonzero complex numbers. A (complex) algebraic torus T is an
algebraic group isomorphic to (C×)n with componentwise multiplication.
We will need the following useful facts about tori. We refer to [21, Chapter 16] for proofs.
Proposition 3.1.
1. Let T be a torus and H ⊆ T be an irreducible subvariety of T which is also a subgroup.
Then H is a torus.
2. If a morphism ψ : T1 → T2 between two tori is a group homomorphism, then the image
of ψ is a closed torus in T2.
We now introduce two important lattices associated to a torus T.
Definition 3.2. A character of T is a morphism χ : T→ C× that is a group homomorphism.
A one parameter subgroup or cocharacter of T is a morphism λ : C× → T that is a group
homomorphism.
Example 3.3. Let u = (u1, . . . , un) ∈ Zn. The homomorphism defined by
χu : T −→ C×
(t1, . . . , tn) 7−→ tu := tu11 · · · tunn
is a group homomorphism. Hence χu is a character of T. 
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Proposition 3.4. All characters of T arise in the way described in Example 3.3.
Proof. Let χ : T → C× be a character of T. Also let Ti be the coordinate subgroup of T
with all but the i-th coordinate equal to 1. Each Ti is isomorphic as a group and variety
to C× under the map φi(t1, . . . , tn) = ti. Let χi : C× → C× be the morphism induced by χ
restricted to Ti. Since χ is a group homomorphism, we have
χ = χ1 · · ·χn,
where each χi is a character of C×. Each χi is a single variable Laurent polynomial of the
form f(t)/g(t). Since it must map C× to C× and be defined everywhere, the only possible
zeros of f(t) and g(t) is 0. Thus, each χi(t) = tui for some integer ui. Hence we have
χ(t1, . . . , tn) = t
u1
1 · · · tunn for some u1, . . . , un ∈ Z.
Example 3.5. . Let v = (v1, . . . , vn) ∈ Zn. The homomorphism defined by
λv : C× −→ T
t 7−→ (tv1 , . . . , tvn)
is a group homomorphism. Hence λv is a cocharacter of T. 
Proposition 3.6. All cocharacters of T arise in the way described in Example 3.5.
Proof. Let χi : T → C× be the character given by χi(t1, . . . , tn) = ti and let λ : C× → T
be a cocharacter of T. Then the composition χi ◦ λ : C× → C× is an automorphism of C×.
So there exists an integer vi so that χi ◦ λ(t) = tvi . Hence λv(t) = (tv1 , . . . , tvn) for some
v1, . . . , vn ∈ Z.
For an arbitrary torus T ' (C×)n, its cocharacters and characters form free abelian groups
NZ and MZ of rank n, respectively. We say that an element u ∈MZ gives the character χu,
and an element v ∈ NZ gives the cocharacter λv. There is a natural pairing 〈 , 〉 : MZ×NZ →
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Z. Given a character χu and a cocharacter λv, the composition χu ◦ λv : C× → C× is a
character of C×, which is given by t 7→ tl for some l ∈ Z. Then, we define 〈u, v〉 = l. We can
identify NZ with Hom(MZ,Z) and MZ with Hom(NZ,Z). Hence it is customary to write a
torus as TN to indicate its cocharacters. Note that TN ' NZ ⊗Z C×.
Definition 3.7. An affine toric variety is an affine variety V that contains TN as a Zariski
open subset such that the action of TN on itself extends to an algebraic action of TN on V .
Example 3.8. The basic examples of affine toric varieties are (C×)n and Cn. A less trivial
example is the cuspidal cubic curve C = V (x3 − y2) ⊆ C2 with torus
C \ {0} = {(t2, t3) | t 6= 0} ' C×.
Note that C is a nonnormal toric variety. Another example of an affine toric variety is the
variety V = V (xy − zw) ⊆ C4 with the torus V ∩ (C×)4 = {(t1, t2, t3, t1t2t−13 ) | ti ∈ C×} '
(C×)3. 
We will now construct affine toric varieties from a given finite set A in MZ. For A =
{a1, . . . , as} ⊆MZ, every element ai ∈MZ gives a character χai : TN → C×.
Definition 3.9. Let A = {a1, . . . , as} be a finite subset in MZ. The affine toric variety YA
is the Zariski closure of the image of the monomial map
ΦA : TN −→ Cs
t 7−→ (χa1(t), . . . , χas(t)).
We will justify this definition in Proposition 3.11, but first let us look at some examples.
Example 3.10. Consider the set A = {2, 3} ⊆ Z. Then the monomial map is given by
ΦA : C× −→ C2
t 7−→ (t2, t3).
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The closure of the image of ΦA is the cuspidal cubic of Example 3.8.
For another example, consider the set A = {(3, 0), (2, 1), (1, 2), (0, 3)} ∈ Z2. Then the
monomial map is given by
ΦA : (C×)2 −→ C4
(s, t) 7−→ (s3, s2t, st2, t3).
The closure of the image of ΦA is the affine cone over the twisted cubic. 
Proposition 3.11. YA is an affine toric variety.
Proof. First note that the map ΦA in Definition 3.9 can be regarded as a map of tori
ΦA : TN → (C×)s. Hence, by Proposition 3.1 the image T := ΦA(TN) is a closed torus
in (C×)s. As YA = T, we have YA ∩ (C×)s = T. Hence T is Zariski open in YA. Also, since
T is irreducible, so is its Zariski closure YA.
We next examine the action of T. For every t ∈ T, ifW ⊂ Cs is a subvariety, then t ·W is
a variety. Now T = t ·T ⊆ t ·YA. After taking Zariski closure we have YA ⊆ t ·YA. Replacing
t with t−1 we get an inclusion YA ⊆ t−1 · YA. Hence we get YA = t · YA. Therefore the action
extends and YA is an affine toric variety.
In particular, the torus T defined in the previous proof has character lattice ZA, the
sublattice generated by A, and so dimYA = rank(ZA) [16, Proposition 1.1.8].
3.2 Toric Ideals
We will now see a construction of affine toric varieties via toric ideals. We begin with
a finite set A = {a1, . . . , as} ⊂ Zn. Each element ai in A gives a Laurent monomial tai ∈
C [t±1] := C
[
t±11 , . . . , t
±1
n
]
. Consider the map
Φ∗A : C [y1, . . . , ys] −→ C
[
t±1
]
(3.1)
yi 7−→ tai .
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Definition 3.12. The kernel of the map Φ∗A in (3.1) is called the toric ideal IA associated
to A.
Example 3.13. Consider the set A = {(0, 1), (1, 1), (1, 2)}. Then the map Φ∗A : C [x, y, z]→
C [s±1, t±1] is defined by sending x 7→ t, y 7→ st, and z 7→ st2. This map has kernel
IA = 〈xz − y2〉 ⊂ C [x, y, z] . 
In Example 3.13, the toric ideal is generated by a set of binomials. This is true for all
toric ideals.
Notation 3.14. Let A = {a1, . . . as} ⊂ Zn be a finite set, and ω = (ω1, . . . , ωs) ∈ Zs. Then
Aω denotes the sum
Aω :=
s∑
i=1
aiωi.
Lemma 3.15. The toric ideal IA is spanned as a complex vector space by the binomials
{yu − yv | u, v ∈ Ns with Au = Av}.
Proof. Let u, v ∈ Ns with Au = Av. Since tAu = tAv, the binomial yu − yv lies in the kernel
of Φ∗A. We next show that IA is spanned by these binomials. Fix a term order ≺ on C [t],
and let f ∈ IA. Suppose f cannot be written as a linear combination of binomials. We may
assume that the initial term in≺(f) = cuyu of f is minimal with respect to ≺ among those
which cannot be written as a linear combination of binomials. Note that Φ∗A(f) = 0. In
particular, cutAu must cancel during the expansion of Φ∗A(f). That means f has a summand
g with in≺(g) ≺ in≺(f) such that Φ∗A(cuyu) = Φ∗A(g). Set f ′ = f − cuyu + g. Note that
Φ∗(f ′) = 0, i.e., f ′ ∈ IA and in≺(f ′) ≺ in≺(f). Since in≺(f) is minimal, f ′ has to be 0, but
then this means f is a multiple of a binomial which is a contradiction.
Note that the definition of IA gives an injection
C[y1, . . . , ys]/IA → C
[
t±1
]
.
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Since the ring on the right is an integral domain, we deduce that toric ideals are always
prime.
The ideal IA defines an irreducible variety V (IA) ⊂ Cs. This variety is indeed a toric
variety [16, Theorem 1.1.17].
Theorem 3.16. V (IA) is an affine toric variety.
In Theorem 3.20, we will relate the affine toric variety V (IA) to the affine toric variety
YA.
3.3 Toric Varieties Associated to Affine Monoids
We now connect affine monoids to toric varieties. We first construct an affine toric
variety associated to a given affine monoid S ⊂ MZ. Then we will show the equivalence of
the constructions we have seen so far.
For an affine monoid S ⊂MZ, let A = {a1, . . . , as} be a finite set in MZ so that NA = S.
First note that C[S] = C[χa1 , . . . , χas ] is finitely generated, and since C[S] ⊂ C[MZ], it is
an integral domain. So it defines an irreducible variety Spec(C[S]) over C. We also have a
C-algebra homomorphism
pi : C[y1, . . . , ys] −→ C[MZ]
yi 7−→ χai .
Hence the kernel ker(pi) is the toric ideal IA. Note that we get an isomorphism
C[y1, . . . , ys]/ ker(Φ∗A) ' Im(Φ∗A) = C[S].
Corollary 3.16 implies that Spec(C[S]) ' V (IA) is an affine toric variety.
Definition 3.17. Let S ⊂ MZ be an affine monoid. Then the variety Spec(C[S]) is called
the affine toric variety associated to S.
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Example 3.18. Let A = {2, 3} ⊆ Z and let S = NA. The kernel of the matrix A = (2 3)
has basis (3 − 2)T . Hence SpecC [S] ' V (x3 − y2) is the cuspidal cubic of Example 3.8,
which we have already seen is an affine toric variety. 
Example 3.19. Let A = {(1, 0, 0, 1), (0, 1, 0, 1), (0, 0, 1,−1)} ⊆ Z4 and let S = NA. The
kernel of the matrix A whose rows are the elements of A is spanned by (1, 1,−1,−1). Hence
SpecC [S] ' V (xy− zw). We have already seen in Example 3.8 that the variety V (xy− zw)
is an affine toric variety. 
We now state a result [16, Theorem 1.1.17] which tells us that the different constructions
of affine toric varieties we have seen so far are equivalent.
Theorem 3.20. Let V be an affine variety. The following are TN equivariantly isomorphic.
1. V is an affine toric variety.
2. V = YA for a finite set A in a lattice.
3. V is an affine variety defined by a toric ideal.
4. V = Spec(C[S]) for an affine monoid S.
We return to a special type of monoid we introduced in Section 2.3. Recall that, for a
rational polyhedral cone σ ∈ N , Sσ := σ∨∩MZ is an affine monoid. Hence Uσ := Spec(C[Sσ])
is an affine toric variety, called the affine toric variety associated to σ.
Example 3.21. Consider the cone σ3 given in Figure 2.1. In Example 2.28 we saw that the
affine monoid Sσ3 is generated by the set {e∗1, e∗1 + e∗2, e∗1 + 2e∗2}. The C-algebra C [Sσ3 ] can
be represented as C [Sσ3 ] = C [z1, z1z2, z1z22 ]. Hence Uσ3 = V (xz−y2) ⊂ C3 is the affine toric
variety associated to σ3. 
The torus of the affine toric variety Uσ has character lattice ZSσ ⊂ MZ, where ZSσ =
{m1−m2 | mi ∈ Sσ}. Note that MZ/ZSσ is torsion free. To see this, let km ∈ ZSσ for some
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k > 1 and m ∈ MZ. Then km = m1 −m2 for some m1,m2 ∈ Sσ. Since both m1,m2 ∈ σ∨,
which is a polyhedral cone, we have
m1 +m2 =
1
k
m1 +
k − 1
k
m2 ∈ σ∨.
Hence m = (m+m2)−m2 ∈ Sσ−Sσ = ZSσ, which proves the claim. If σ is strongly convex,
then σ∨ is full dimensional. So, rank(ZSσ) = rank(MZ) = n. Hence we have ZSσ = MZ,
which implies that the torus of Uσ is TN .
Note that we can represent C[Sσ] as a coordinate ring in different ways, according to
a choice of generators of Sσ. Different choices provide different representations of Uσ in
different complex vector spaces.
Example 3.22. Let us consider the cone σ = {0} ⊂ Rn. The dual cone is σ∨ = (Rn)∗. We
can choose different systems of generators of Sσ. For example both A1 = {±e∗1, . . . ,±e∗n}
and A2 = {e∗1, . . . , e∗n,−(e∗1 + · · · + e∗n)} generate Sσ. Let us first consider the set A1. The
corresponding monomial algebra is C[t±1] ' C[x1, . . . , x2n]/Iσ, where Iσ is generated by
{x1xn+1− 1, x2xn+2− 1, . . . , xnx2n− 1}. Hence Uσ = V ((x1xn+1− 1), . . . , (xnx2n− 1)). Note
that Uσ ∼= (C×)n using the projection C2n → Cn on the first n coordinates.
With the second system of generators A2, C[Sσ] = C[x1, . . . , xn, xn+1]/Iσ, where Iσ is
generated by {x1 · · ·xnxn+1− 1}. Hence Uσ = V (x1 · · ·xnxn+1− 1), which is again a copy of
(C×)n that lives in Cn+1. 
3.4 Toric Varieties Associated to Fans
Toric varieties associated to fans are constructed by gluing affine toric varieties associated
to cones. We will start with a familiar example of a toric variety to motivate the later
constructions.
Example 3.23. Let us denote by (t0, t1, t2) the homogeneous coordinates of the complex
projective space P2 := CP2. It is covered by three coordinate charts:
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• U0 corresponding to t0 6= 0 with affine coordinates (t1/t0, t2/t0) = (x, y),
• U1 corresponding to t1 6= 0 with affine coordinates (t0/t1, t2/t1) = (x−1, x−1y),
• U2 corresponding to t2 6= 0 with affine coordinates (t0/t2, t1/t2) = (y−1, xy−1).
Next consider the fan Σ := Σ2 in Figure 2.5. Its dual fan is given in Figure 3.1.
−e∗1 + e∗2
e∗1 − e∗2
e∗1−e∗1
e∗2
−e∗2
σ∨0
σ∨1
σ∨2
Σ2
Figure 3.1: Dual fan of Σ.
• Sσ0 is generated by {e∗1, e∗2}, hence C[Sσ0 ] = C[x, y] and Uσ0 = C2(x,y).
• Sσ1 is generated by {−e∗1,−e∗1 +e∗2}, hence C[Sσ1 ] = C[x−1, x−1y] and Uσ1 = C2(x−1,x−1y).
• Sσ2 is generated by {−e∗2, e∗1 − e∗2}, hence C[Sσ2 ] = C[y−1, xy−1] and Uσ2 = C2(y−1,xy−1).
We see that three affine toric varieties correspond to the three coordinate charts of P2.
Indeed, the structure of the fan gives a gluing between these charts allowing to reconstruct
the toric variety P2 from Uσi . Let us explain what we mean by gluing Uσ0 and Uσ1 along Uτ ,
where τ = σ0 ∩ σ1.
Note that τ = H−e∗1∩σ0 = He∗1∩σ1. By Corollary 2.31, we can write Sτ = Sσ0+Z≥(−e∗1) =
Sσ1 + Z≥(e∗1). The affine toric variety Uτ is represented by Uτ = C×x × Cy in Uσ0 and
35
Uτ = C×x−1×Cx−1y in Uσ1 . We can glue Uσ0 and Uσ1 along Uτ using the change of coordinates
(x, y) 7→ (x−1, x−1y), and obtain P2 \ {(0 : 0 : 1)}. 
This example is a particular case of the general construction. Let τ be a face of a cone
σ. Then by Corollary 2.31, Sτ = Sσ + Z≥(−m) where m ∈ σ∨ ∩ MZ and τ = Hm ∩ σ.
The monoid Sτ is obtained from Sσ by adding one generator −m. As m can be chosen to
be an element of a generating set {a1, . . . , ak} for Sσ, we may assume m = ak and denote
ak+1 = −m. Hence, the generating set for Sτ has one more relation than the generators of
Sσ, namely ak + ak+1 = 0. This corresponds the multiplicative relation tktk+1 = 1 in C[Sτ ]
and this is the only supplementary relation we need to obtain C[Sτ ] from C[Sσ]. As the
generators ti are the coordinate functions on the affine toric varieties Uσ and Uτ , this means
that the projection
Ck+1 −→ Ck
(x1, . . . , xk, xk+1) 7−→ (x1, . . . , xk)
identifies Uτ with the open subset of Uσ defined by xk 6= 0. Hence we have the following
lemma from [19, Page 225].
Lemma 3.24. There is a natural identification Uτ ' Uσ \ (tk = 0).
For cones σ, σ′ ∈ Σ, let τ = σ ∩ σ′ be their common face. Lemma 3.24 allows us to glue
together Uσ and Uσ′ along their common part Uτ . Let us write (v1, . . . vl) for the coordinates
on Uσ′ . Then there is an isomorphism Uτ ' Uσ′ \ (vl = 0), and we obtain a gluing map
ψσ,σ′ : Uσ \ (uk = 0) '−−−→ Uτ '−−−→ Uσ′ \ (vl = 0).
Definition 3.25. Let Σ be a strongly convex rational fan in N . Let Y :=
∐
σ∈Σ Uσ be the
disjoint union of affine toric varieties. Define an equivalence relation ∼ on Y , where x ∈ Uσ
is identified with x′ ∈ Uσ′ if ψσ,σ′(x) = x′. The resulting space YΣ = Y/∼ is called the
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(abstract) toric variety associated to the fan Σ.
The next theorem [16, Theorem 3.1.5] justifies Definition 3.25.
Theorem 3.26. Let Σ be a strongly convex rational fan in N . Then YΣ is a toric variety.
Example 3.27. The construction of P2 in Example 3.23 can be generalized to Pn considering
the fan Σ ⊆ Rn generated by all proper subsets of {e1, . . . , en,−(e1 + · · · + en)}. Let σ0 be
the cone generated by {e1, . . . , en}, and for i = 1, . . . , n, let σi be the cone generated by
{e1, . . . , ei−1, ei+1, . . . , en,−(e1 + · · · + en)}. Then the affine toric varieties Uσi are copies of
Cn, corresponding to the classical charts of Pn and glued together to obtain Pn. 
Example 3.28. Consider the fan Σ = Σ3 in R2 in Figure 2.5. The duals of the cones
σ0 = cone{e1, e2}, σ1 = cone{−e1, e2}, σ2 = cone{−e1,−e2}, and σ3 = cone{e1,−e2} are
σ∨0 = cone{e∗1, e∗2}, σ∨1 = cone{−e∗1, e∗2}, σ∨2 = cone{−e∗1,−e∗2}, and σ∨3 = cone{e∗1,−e∗2}.
These cones give the monoids Sσ0 generated by {e∗1, e∗2}, Sσ1 generated by {−e∗1, e∗2}, Sσ2
generated by {−e∗1,−e∗2}, and Sσ3 generated by {e∗1,−e∗2}. The C-algebras obtained from
these monoids are C[Sσ0 ] = C[x, y], C[Sσ1 ] = C[x−1, y], C[Sσ2 ] = C[x−1, y−1], and C[Sσ3 ] =
C[x, y−1]. These C-algebras give us the affine toric varieties Uσ0 = C2(x,y), Uσ1 = C2(x−1,y),
Uσ2 = C2(x−1,y−1), and Uσ3 = C
2
(x,y−1). Consider the common face τ = σ0 ∩ σ1 of the cones
σ0 and σ1. Note that, τ = H−e∗1 ∩ σ0 = He∗1 ∩ σ0. Considering τ as a face of σ0 gives
Uτ = C×x ×Cy in Uσ0 , and considering τ as a face of σ1 gives Uτ = C×x−1×Cy in Uσ1 . We glue
Uσ0 and Uσ1 along Uτ using the change of coordinates (x, y) 7→ (x−1, y), and obtain P1 × C
with coordinates ((t0 : t1), y) (where x = t0/t1). Similarly, gluing Uσ2 and Uσ3 yields P1 × C
with coordinates ((t0 : t1), y−1). Lastly, gluing these two gives YΣ = P1×P1 with coordinates
((t0 : t1), (s0 : s1)) (where y = s0/s1). 
The nature of the gluing process is compatible under taking products. In Example 3.28,
the fan Σ can be viewed as the product Σ1 × Σ2 of the fans given in Figure 3.2.
We have seen in Example 3.27 that YΣ1 ' YΣ2 ' P1. Note that we have YΣ ' YΣ1 × YΣ2 .
This is true in general. To prove this, we will first study the product Uσ1×σ2 for cones σ1 ∈ Σ1
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0
σ0
Σ1 σ1
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σ0
Σ2
Figure 3.2: Fans Σ1 and Σ2 with YΣi ' P1.
and σ2 ∈ Σ2. Once we describe these objects, we will be able to glue them to obtain the
toric variety associated to the fan Σ1 × Σ2.
Lemma 3.29. Let σ1 ∈ Σ1 and σ2 ∈ Σ2 be two cones. Then,
Uσ1 × Uσ2 ' Uσ1×σ2 .
Proof. First note that σ∨1 × σ∨2 = (σ1 × σ2)∨. Indeed, for (u1, u2) ∈ σ∨1 × σ∨2 ,
〈(u1, u2), (v1, v2)〉 = 〈u1, v1〉+ 〈u2, v2〉 ≥ 0
for any (v1, v2) ∈ σ1 × σ2. Hence σ∨1 × σ∨2 ⊆ (σ1 × σ2)∨. Conversely, if u = (u1, u2) ∈
(σ1 × σ2)∨, then for any (v1, v2) ∈ σ1 × σ2, we have 〈u, (v1, v2)〉 ≥ 0. In particular, we
have 〈u, (v1, 0)〉 = 〈u1, v1〉 ≥ 0. Hence u1 ∈ σ∨1 . Similarly one has u2 ∈ σ∨2 . Therefore
u ∈ σ∨1 × σ∨2 . This proves σ∨1 × σ∨2 = (σ1 × σ2)∨. This property implies Sσ1×σ2 = Sσ1 ⊕ Sσ2
and C[Sσ1×σ2 ] = C[Sσ1 ]⊗C C[Sσ2 ]. Thus we get Uσ1 × Uσ2 ' Uσ1×σ2 as desired.
Note that the toric variety YΣ1×Σ2 is obtained by gluing affine toric varieties {Uσ1×σ2}.
On the other hand YΣ1 × YΣ2 is obtained by gluing affine toric varieties {Uσ1 × Uσ2}. In
Lemma 3.29 we showed that these pieces are isomorphic. Hence this implies the following
theorem.
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Theorem 3.30. Let Σ1 ∈ N1 and Σ2 ∈ N2 be two strongly convex rational fans. Then,
YΣ1×Σ2 = YΣ1 × YΣ2 .
We have seen in Section 2.5 that lattice polytopes have normal fans. We will now see
examples of toric varieties associated to normal fans of polytopes.
Example 3.31. Consider the polytope P given in Figure 2.6. In Example 2.54, we saw that
its normal fan is the fan Σ2 in Figure 2.5. By Example 3.23, the corresponding toric variety
YΣP is P2. 
Example 3.32. Consider the polytope P of Figure 2.7. Its normal fan is the fan Σ3 given
in Figure 2.5. Hence by Example 3.28, the corresponding toric variety YΣP is P1 × P1. 
We end this section with a theorem that classifies normal toric varieties. Its proof is
given in [16, Corollary 3.1.8].
Theorem 3.33. Let Y be a normal separated toric variety with torus TN . Then there exists
a fan Σ ⊆ N such that Y ' YΣ.
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4. PROPERTIES OF CLASSICAL TORIC VARIETIES
In Section 3 we have seen different constructions of toric varieties. We will now study
their properties. We will start by defining projective toric varieties. By Theorem 4.7, a
normal toric variety YΣ can be embedded into a projective space only if Σ is the normal
fan of a lattice polytope. Then we study the orbits of the torus action on YΣ. We will
associate each such orbit with a cone in the fan. Recall that a toric variety YΣ is a normal
and separated toric variety by Theorem 3.33. We will give an equivalence relation between
the category of normal toric varieties with toric morphisms and the category of rational
fans with maps of fans. Lastly, we show that a toric variety YΣ is compact in the classical
topology if and only if the fan Σ is complete.
4.1 Projective Toric Varieties
We turn our attention to toric varieties as subvarieties of projective space Pn. We first
observe that Pn is a toric variety with torus
TPn = Pn \ V (x0 · · ·xn) = {[a0 : . . . : an] ∈ Pn | a0 · · · an 6= 0}
=
{
[1 : t1 : . . . : tn] ∈ Pn | t1, . . . , tn ∈ C×
}
' (C×)n.
The torus TPn acts on Pn via coordinatewise multiplication which makes Pn a toric variety.
Let us understand the torus TPn as a quotient. As with projective space we have
TPn = (C×)n+1/ C×.
Then we have an exact sequence of tori
1 −→ C× −→ (C×)n+1 pi−→ TPn −→ 1, (4.1)
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where pi(x0, x1, . . . , xn) = [a0, . . . , an] ∈ TPn .
Applying Hom(−,C×) to (4.1), we conclude that the character lattice Hom(TPn ,C×) of
TPn is MZ = {(a0, . . . , an) ∈ Zn+1 |
∑n
i=0 ai = 0}. Similarly, if we apply Hom(C×,−) to
(4.1), we deduce that the cocharacter lattice Hom(C×,TPn) of TPn is the quotient NZ =
Zn+1/ Z(1, . . . , 1).
Let TN be a torus with lattices MZ and NZ. For a finite set A = {a1, . . . , as} ⊆ MZ, we
defined the affine toric variety as the Zariski closure of the image of the map
ΦA : TN −→ Cs
t 7−→ (ta1 , . . . , tas) .
Now, we can compose the map ΦA with the homomorphism pi : (C×)s → TPs−1 by
regarding ΦA as a map to (C×)s.
Definition 4.1. Let A ∈ MZ be a finite set. The projective toric variety YA is the Zariski
closure of the image of the map pi ◦ ΦA in Ps−1.
Proposition 4.2. YA is a toric variety.
The proof of this proposition can be done similarly to the proof given in Proposition 3.11.
We refer to [16, Proposition 2.1.2] for its proof. We will describe the torus of a projective
toric variety in Proposition 4.6, but first we give some examples.
Example 4.3. Consider the set A = {(d, 0), (d − 1, 1), . . . , (0, d)} ⊆ Z2. Then the map
pi ◦ ΦA is given by
pi ◦ ΦA : (C×)2 −→ Pd
(s, t) 7−→ [sd : sd−1t : . . . : td] .
The toric variety YA is the rational normal curve in Pd. 
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Example 4.4. Consider the triangle given by n∆ = {(x, y) ∈ R2 | 0 ≤ x, y, x+ y ≤ n}. Let
A = n∆ ∩ Z2. Then the map pi ◦ ΦA is given by
pi ◦ ΦA : (C×)2 −→ P(
n+2
2 )−1
(s, t) 7−→ [1 : s : t : s2 : st : t2 : . . . : sn : sn−1t : . . . : tn] .
The toric variety YA is the Veronese embedding of P2 in P(
n+2
2 )−1. 
Example 4.5. Consider the set A = {0, 2, 3} ⊆ Z. Then the map pi ◦ ΦA is given by
pi ◦ ΦA : C× −→ P2
t 7−→ [1 : t2 : t3] .
The toric variety YA is the cuspidal cubic. 
For a given set A = {a1, . . . , as} ⊆ MZ, set Z′A := {
∑s
i=1 ciai | ci ∈ Z,
∑s
i=1 ci = 0}.
Then the following proposition identifies the character lattice of a projective toric variety
[16, Proposition 2.1.6].
Proposition 4.6. Let YA be the projective toric variety corresponding to A ⊆ MZ. Then
the lattice Z′A is the character lattice of the torus of YA.
We end this section with a theorem which classifies projective toric varieties. We refer to
[19, Section VII.3] for its proof.
Theorem 4.7. Let Σ be a fan in N . Then the toric variety YΣ is projective if and only if Σ
is the normal fan of a full dimensional polytope P in M .
4.2 Torus Orbits
We will study the action of TN on the toric variety YΣ. The torus TN is a group acting
on itself by multiplication. We first describe the action of TN on the affine toric variety Uσ.
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Then we will define the torus action on the abstract toric variety YΣ. We will show that
there is a bijective correspondence between TN -orbits in YΣ and cones in Σ. We will end
this section with a structure theorem.
Let Σ be a fan in M , and let σ ∈ Σ be a cone. Consider the affine toric variety Uσ =
Spec(C [Sσ]). By Theorem 3.20, we may assume Uσ ' YA ⊂ Cs for a finite set A =
{a1, . . . , as} ∈ MZ. There is a bijective correspondence between the complex points of YA
and the monoid homomorphisms Sσ → C as follows: Given a point p ∈ Uσ, define a map
γ : Sσ → C by sending m ∈ Sσ to χm(p) ∈ C. This gives a monoid homomorphism.
Conversely, we can construct p ∈ YA as follows. Let p = (γ(a1), . . . , γ(as)). We claim
p ∈ YA. It suffices to show xu − xv vanishes at p for all exponents u, v ∈ Zs with Au = Av.
Since γ is a monoid homomorphism, we have
s∏
i=1
γ(ai)
ui = γ(Au) = γ(Av) =
s∏
i=1
γ(ai)
vi .
Hence p ∈ YA. This gives us a bijection between the points of the affine toric variety YA and
semigroup homomorphism from Sσ to C. We will often refer to p as an element in Uσ, where
we actually mean its image under the isomorphism YA ' Uσ.
Lemma 4.8. Let p ∈ Uσ and γ be its corresponding monoid homomorphism. For t ∈ TN ,
the monoid homomorphism corresponding to t · p is m 7→ χm(t)γ(m).
Proof. Let A = {a1, . . . , as} ⊂ MZ, and σ = cone(A). Hence Uσ = YA ⊆ Cs. The action
of the torus TN on Uσ is given by a map TN × Uσ → Uσ. Since both sides are affine
varieties, it comes from a C-algebra homomorphism C [Sσ] → C [MZ] ⊗ C [Sσ] given by
χm 7→ χm ⊗ χm, which becomes C [x1, . . . , xs] /IA → C
[
t±1 , . . . , t
±
s
]
/IA ⊗ C [y1, . . . , ys] /IA
given by xi 7→ tiyi. So t·p is given by (χa1(t)γ(a1), . . . , χas(t)γ(as)). Hence the corresponding
monoid homomorphism is given by m 7→ χm(t)γ(m).
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Definition 4.9. For each cone σ in Σ, the homomorphism γσ : Sσ → C defined by
γσ(m) =

1 if m ∈MZ ∩ σ⊥
0 otherwise
for m ∈ Sσ, is called the distinguished homomorphism. The point xσ ∈ Uσ corresponding to
the monoid homomorphism γσ is called the distinguished point.
Example 4.10. Consider the cone σ3 in Example 2.2. The generators of Sσ3 are m1 = e∗1,
m2 = e
∗
1 + e
∗
2 and m3 = e∗1 + 2e∗2. Let τ1 be the face of σ3 generated by 2e1 − e2. Then
m1,m2 /∈ τ⊥1 andm3 ∈ τ⊥1 . Then γτ1(m1) = γτ1(m2) = 0, and γτ1(m3) = 1. The distinguished
point is given by xτ1 = (γτ1(m1), γτ1(m2), γτ1(m3)) = (0, 0, 1). Similarly, if τ2 is the face of
σ generated by e2, then we obtain that γτ2(m1) = 1 and γτ2(m2) = γτ2(m3) = 0. Hence
xτ2 = (1, 0, 0). Considering σ as a face of itself, we get the distinguished point xσ = (0, 0, 0).
Lastly, the origin 0 is a face of σ, which will give the distinguished point x0 = (1, 1, 1). 
Note that γσ is a monoid homomorphism, as σ∨∩σ⊥ is a face of σ∨. Hence, if m,m′ ∈ Sσ
and m+m′ ∈ Sσ ∩ σ⊥, then by Lemma 2.20 we have m,m′ ∈ Sσ ∩ σ⊥.
We now begin to explain torus orbits of a toric variety.
Lemma 4.11. Let σ ∈ N be a cone. Then there is a bijection between the set
Oσ := Uσ −
⋃
τ≺σ
Uτ
and the set of monoid homomorphisms
{γ ∈ Hom(Sσ,C) | γ(m) 6= 0 if and only if m ∈ σ⊥ ∩MZ}.
Proof. Let τ be a face of σ. Since dualizing reverses inclusions, we have Sσ ⊂ Sτ . Then
the points of Uσ that are not in Uτ are the homomorphisms γ ∈ Hom(Sσ,C) that do not
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extend to a homomorphism γ˜ ∈ Hom(Sτ ,C). An extension is available unless there exists
an element m ∈ Sσ such that γ(m) = 0 but m is invertible in Sτ . Let γ ∈ Hom(Sσ,C)
be a homomorphism such that γ(m) 6= 0 if and only if m ∈ σ⊥ ∩MZ. For a proper face
τ = σ ∩Hm, we have m ∈ (σ∨ \ σ⊥) ∩MZ, because m ∈ σ⊥ ∩MZ implies τ = σ. Hence γ
cannot be extended to a homomorphism in Hom(Sτ ,C).
Now suppose γ ∈ Hom(Sσ,C) with γ(m) 6= 0 for some m ∈ (σ∨ \ σ⊥) ∩MZ. Assume
{a1, . . . , ak} ⊂MZ generates σ∨. Then m = c1a1 + · · ·+ckak for some integers ci not all zero.
Since γ(m) 6= 0, we must have γ(ai) 6= 0 for all i with ci 6= 0. Note there exists aj /∈ Sσ⊥
with cj 6= 0 (If such j does not exist then m ∈ σ⊥ ∩M). But this implies that γ extends to
Sσ + Z(−aj) = Sτ , where τ = σ ∩Haj is a proper face of σ.
Let γ ∈ Hom(Sσ,C) be a homomorphism that vanishes on (σ∨ \σ⊥)∩MZ and is nonzero
on σ⊥ ∩MZ. For an element t ∈ TN and m ∈ Sσ, (t · γ)(m) = χm(t)γ(m), which again
vanishes on (σ∨ \ σ⊥) ∩MZ and is nonzero on σ⊥ ∩MZ. Hence t · γ ∈ Oσ, which shows that
Oσ is a TN -orbit. Moreover, since γσ ∈ Oσ, we have Oσ = TN · γσ.
Example 4.12. In Example 4.10 we have the following orbits.
Oσ = {(0, 0, 0)} is the orbit through the distinguished point xσ = (0, 0, 0).
Oτ1 = {0} × {0} × C× is the orbit through the distinguished point xτ1 = (0, 0, 1).
Oτ2 = C× × {0} × {0} is the orbit through the distinguished point xτ2 = (1, 0, 0).
O0 = (C×)2 is the orbit through the distinguished point x0 = (1, 1, 1). 
We summarize the results of this section in the following theorem [16, Theorem 3.2.6].
Theorem 4.13. Let Σ ⊆ N be a fan, and YΣ be the toric variety corresponding to Σ. Then
1. There is a bijective correspondence between cones in Σ and TN -orbits in YΣ.
2. The affine toric variety Uσ is the union of TN -orbits,
Uσ =
⋃
τσ
Oτ .
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Example 4.14. Consider the fan Σ = Σ2 in Figure 2.5. Let us examine the orbits and affine
toric varieties contained in YΣ ' R2.
It contains three 2-dimensional cones, three edges, and one vertex.
1. The vertex 0 corresponds to the orbit O0 = {(x : y : z) ∈ P2 | x, y, z 6= 0} ' TN ⊆ P2.
Note that U0 = O0 ' (C×)2, as 0 has no face other than itself.
2. The edge τ1 of Σ is generated by e1. The distinguished point in Uτ1 is (1 : 0 : 1).
Hence, Oτ1 = {(x : 0 : z) ∈ P2 | x, z 6= 0} and Uτ1 = O0 ∪Oτ1 .
3. The edge τ2 of Σ is generated by e2. The distinguished point in Uτ2 is (1 : 1 : 0).
Hence, Oτ2 = {(x : y : 0) ∈ P2 | x, y 6= 0} and Uτ2 = O0 ∪Oτ2 .
4. The edge τ3 of Σ is generated by −e1− e2. The distinguished point in Uτ3 is (0 : 1 : 1).
Hence, Oτ3 = {(0 : y : z) ∈ P2 | y, z 6= 0} and Uτ3 = O0 ∪Oτ3 .
5. Consider σ0. The distinguished point in Uσ0 is (1 : 0 : 0). Hence, Oσ0 = {(0 : 0 : z) ∈
P2 | z 6= 0} and Uσ0 = O0 ∪Oτ1 ∪Oτ2 .
6. Consider σ1. The distinguished point in Uσ0 is (0 : 1 : 0). Hence, Oσ1 = {(0 : y : 0) ∈
P2 | z 6= 0} and Uσ1 = O0 ∪Oτ2 ∪Oτ3 .
7. Lastly, consider σ2. The distinguished point in Uσ0 is (0 : 0 : 1). Hence, Oσ2 = {(0 : 0 :
z) ∈ P2 | z 6= 0} and Uσ2 = Oo ∪Oτ1 ∪Oτ3 . 
4.3 Toric Morphisms
We will define toric morphisms between toric varieties and maps between fans. Then we
will show a toric morphism gives rise to a map of fans, and a map of fans gives rise to a toric
morphism. This will give an equivalence between two categories.
Definition 4.15. Let Σ1 and Σ2 be two fans in real vector spaces N1 and N2, respectively.
A Z-linear mapping φ¯ : (N1)Z → (N2)Z with induced map φ¯R(z ⊗ r) = φ¯(z)⊗ r is called
a map of fans if for every cone σ1 ∈ Σ1, there exists a cone σ2 ∈ Σ2 such that φ¯(σ1) ⊆ σ2.
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A morphism φ : YΣ1 → YΣ2 is called toric if φ(TN1) ⊆ TN2 , and φ|TN1 is a group homo-
morphism.
Example 4.16. Let N1 = R2 with basis e1 and e2. For r ∈ N, let Σr be the union
of four cones σ1 = cone{e1, e2}, σ2 = cone{e1,−e2}, σ3 = cone{−e1 + re2,−e2}, σ4 =
cone{−e1 + re2, e2}, and their faces, shown in Figure 4.1.
(−1, r)
σ1
σ2
σ3
σ4
Figure 4.1: The fan Σr.
Also, let N2 = R, and let Σ be the fan given in Figure 3.2. Consider the mapping
φ¯ : (N1)Z −→ (N2)Z
ae1 + be2 7−→ a.
Note that φ¯(σ1) = φ¯(σ2) = φ¯(cone{e1}) = φ¯(cone{−e1 + re2}) = R≥ ∈ Σ, φ¯(σ3) = φ¯(σ4) =
R≤ ∈ Σ and φ¯(cone{e2}) = φ¯(cone{−e2}) = φ¯(0) = 0 ∈ Σ. Hence φ¯ is a map of fans between
Σr and Σ. 
Lemma 4.17. Let σ1 ⊂ N1 and σ2 ⊂ N2 be cones. A toric morphism φ : Uσ1 → Uσ2 is
equivariant, i.e., φ(t · p) = φ(t) · φ(p) for all t ∈ TN1 and p ∈ V1.
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Proof. Suppose the action of TNi on Uσi is given by a morphism Φi. We need to show that
the following diagram
TN1 × Uσ1 Uσ1
TN2 × Uσ2 Uσ2
Φ1
Φ2
φ|TN1 × φ φ
commutes. Replacing Uσi by TNi in the above diagram, we get
TN1 × TN1 TN1
TN2 × TN2 TN2 .
Φ1
Φ2
φ|TN1 × φ|TN1 φ
Since φ|TN1 is a group homomorphism, this diagram commutes. Also note that since TN1 ×
TN1 is dense in TN1 × Uσ1 , the first diagram also commutes. Hence φ is equivariant.
Lemma 4.17 generalizes to show that any toric morphism φ : YΣ1 → YΣ2 is an equivariant
mapping. We want to state a theorem which gives a correspondence between maps of fans
and toric morphisms. We start with the following lemma.
Lemma 4.18. Let σ1 ⊂ N1 and σ2 ⊂ N2 be two cones. A homomorphism φ¯ : (N1)Z → (N2)Z
induces a toric morphism φ : Uσ1 → Uσ2 extending φ : TN1 → TN2 if and only if φ¯R(σ1) ⊂ σ2.
Proof. Let φ¯∗ : (M2)Z → (M1)Z be the map dual to φ¯. Note we have φ = Spec φ¯∗ when φ¯∗ is
considered as a map between coordinate rings C [(M2)Z] → C [(M1)Z]. Also φ¯R(σ1) ⊆ σ2 if
and only if φ¯∨R(σ2) ⊆ σ1, which is exactly when φ¯∨
∣∣
σ∨2
: σ∨2 → σ∨1 is a monoid homomorphism.
Hence φ is a toric morphism if and only if φ¯R(σ1) ⊆ σ2.
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We now state the main theorem of this section. A toric morphism gives rise to a map of
fans and vice versa.
Theorem 4.19. Let Σi ⊆ Ni be fans for i = 1, 2.
1. If φ¯ : N1 → N2 is a map of fans between Σ1 and Σ2, then there exists a toric morphism
φ : YΣ1 → Yσ2 such that φ|TN1 = φ¯⊗ 1: N1 ⊗ C
× → N2 ⊗ C×.
2. If φ : YΣ1 → YΣ2 is a toric morphism, then φ induces a map of fans φ¯ : (N1)Z → (N2)Z.
Proof. Take the open cover {Uσi}σi∈Σ1 of YΣ1 . For each σi ∈ Σ1, there exist a cone σ′i ∈ Σ2
such that φ¯(σi) ⊆ σ′i. By Lemma 4.18, we have toric morphisms φσi : Uσi → Uσ′i . Now let
σ1, σ
′
1 ∈ Σ1 be two cones, and let τ ∈ Σ1 be their intersection. Then we have Uσ1 ∩Uσ′1 = Uτ .
Hence for u ∈ τ ∩ (N1)Z and c ∈ C×, i.e., u⊗ z ∈ (N1)Z⊗C = TN1 , we have φσ1|Uτ (u⊗ c) =
φ¯(u)⊗c = φσ′1
∣∣
Uτ
(u⊗c). If we take σ1 = {0}, then U{0} = TN1 , and we get φ{0} : TN1 → TN2 ,
which is a group homomorphism by definition. Hence φ : YΣ1 → YΣ2 is a toric morphism.
This proves the first part.
For the second part, let v ∈ (N1)Z, and consider the cocharacter λv : C× → TN1 . Since
φ|TN1 is a group homomorphism, the composition φ|TN1 ◦ λ
v : C× → TN2 gives an element
φ¯(v) ∈ N2 and linearity is preserved. Hence φ¯ : N1 → N2 gives a map φ¯ : (N1)Z → (N2)Z. We
claim φ¯ is a map of fans. Since a toric morphism is equivariant, TN1-orbits are mapped into
TN2-orbits. Hence by Theorem 4.13 cones in Σ1 have to be mapped into cones in Σ2.
4.4 Limits of One Parameter Subgroups and Compactness
In this section we first show a way to recover the fan Σ from the toric variety YΣ. The
key idea is to look at limits lim
s→0
λv(s) for various v ∈ N . Next we show that a toric variety
YΣ is compact if and only if the fan Σ is complete.
The following lemma [16, Proposition 3.2.2] shows that the limits lim
t→0
λv(t) of one param-
eter subgroups are exactly the distinguished points for the cones in the fan.
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Lemma 4.20. Let σ ⊆ N be a cone and v ∈ NZ. Then
v ∈ σ ⇐⇒ lim
s→0
λv(s) exists in Uσ.
Moreover, if v ∈ Relint(σ), then lim
s→0
λv(s) is the distinguished point xσ.
We next illustrate Lemma 4.20 in an example.
Example 4.21. Consider the fan Σ = Σ3 of Figure 2.5. We showed in Example 3.23 that
YΣ = P2. The torus TP2 = {(1, s, t) ∈ P2 | s, t 6= 0} = (C×)2 ⊆ P2. Let v = (a, b) be a point
in NZ = Z2. Then we have λv(s) = (1, sa, sb) ∈ TP2 . We will analyze (1, sa, sb) as s → 0.
The reader can compare these limits with Example 4.14.
1. a, b = 0: lim
s→0
(1, sa, sb) = (1, 1, 1).
2. a > 0, b = 0: lim
s→0
(1, sa, sb) = (1, 0, 1).
3. a = 0, b > 0: lim
s→0
(1, sa, sb) = (1, 1, 0).
4. a = b < 0: lim
s→0
(1, sa, sb) = lim
s→0
(1, sa, sa) = lim
s→0
(s−a, 1, 1) = (0, 1, 1).
5. a, b > 0: lim
s→0
(1, sa, sb) = (1, 0, 0).
6. a < 0, a− b < 0 : lim
s→0
(1, sa, sb) = lim
s→0
(s−a, 1, sb−a) = (0, 1, 0).
7. a > 0, a− b > 0 : lim
s→0
(1, sa, sb) = lim
s→0
(s−b, sa−b, 1) = (0, 0, 1).
The regions explained above corresponds to cones of the fan Σ. This way we can recover the
fan from these limit points. 
We now state the main theorem of this section.
Theorem 4.22. Let YΣ be a toric variety. Then the following are equivalent.
1. YΣ is compact.
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2. The limit lim
s→0
λv(s) exists in YΣ for all v ∈ NZ.
3. Σ is complete.
Proof. Assume YΣ is compact and let v ∈ NZ. For a sequence si in C× converging to 0, we get
the sequence λv(si) ∈ YΣ. Since YΣ is compact, this sequence has a convergent subsequence.
We may assume lim
i→∞
λv(si) = p ∈ YΣ. Since YΣ is covered by affine open subsets, there exists
a cone σ ∈ Σ such that p ∈ Uσ. Pick m ∈ Sσ. Since the character χm is continuous, we have
χm(γ) = lim
i→∞
χm(λv(si)) = lim
i→∞
s
〈m,v〉
i .
Since si → 0, for the last limit to exist we must have 〈m, v〉 ≥ 0 for all m ∈ Sσ. Hence we
have v ∈ σ. Then by Lemma 4.20, the limit lim
s→0
λv(s) exists in Uσ.
Now assume that the limit lim
s→0
λv(s) exists in YΣ for all v ∈ NZ. Pick any v ∈ NZ. The
limit lim
s→0
λv(s) exists in YΣ, hence it is an element of Uσ for some σ ∈ Σ . Again by Lemma
4.20, v ∈ σ. Hence Σ is complete.
Now assume Σ is complete. We want to show that YΣ is compact. We will apply induction
on n = dimN . When n = 1, the only complete fan is given in Figure 3.2. In this case we
have YΣ = P1, which is compact. Now assume that the statement is true for all complete
fans of dimension strictly less than n, and consider a complete fan Σ in N . Let {γi | i ∈ N}
be an infinite sequence in YΣ. Since YΣ is a union of finitely many orbits Oσ, we may assume
{γi | i ∈ N} lies in an orbit Oσ. If σ 6= {0} then the closure Oσ of Oσ in YΣ is isomorphic to
Ystar(σ) which has dimension ≤ n− 1 [16, Proposition 3.2.7]. Since Σ is strongly convex and
complete, by Lemma 2.40 star(σ) is also strongly convex and complete. Hence by induction
{γi | i ∈ N} has a convergent subsequence in YΣ.
Now assume the sequence {γi | i ∈ N} lies entirely in O0 = TN . Define a map L : TN → N
as follows. A homomorphism γ ∈ TN = Hom(MZ,C×) is mapped to L(γ) ∈ Hom(MZ,R),
where L(γ)(m) = − log |γ(m)|.
Apply L to {γi | i ∈ N} to get a sequence {L(γi) | i ∈ N} in N . Since Σ is complete,
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there exists a cone σ in Σ such that the intersection {L(γi) | i ∈ N} ∩ σ is infinite. Passing
to a subsequence, if necessary, we may assume {L(γi) | i ∈ N} lies entirely in σ. Then for
any m ∈ Sσ, since L(γi) ∈ σ, we have
log |γi(m)| = −〈m,L(γi)〉 ≤ 0
for all i ∈ N. Hence {γi | i ∈ N} is a sequence of mappings to the closed disk in C. The
monoid Sσ is generated by a finite set {m1, . . . ,ms}, and since the closed disk is compact,
{γi(mj) | i ∈ N} has a convergent subsequence in C for all j. Hence {γi | i ∈ N} has a
subsequence converges to a homomorphism γ ∈ Hom(Sσ,C). Hence YΣ is compact.
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5. IRRATIONAL TORIC VARIETIES
In Section 3 we constructed toric varieties corresponding to rational fans. We now develop
a theory of irrational toric varieties associated to fans in a finite dimensional real vector space
that are not necessarily rational.
5.1 Irrational Affine Toric Varieties
Let M and N be finite dimensional dual real vector spaces. The vector space N is
the torus for our irrational toric varieties. When N acts on a space, we will write TN ,
and use a multiplicative notation for its group operation. We identify TN with the group
Homc(M,R>) of continuous homomorphisms from M to R>. Here, an element v ∈ N is sent
to the homomorphism γv whose value at u ∈M is exp(−〈u, v〉). When t = γv, we write tu for
γv(u). Elements of M are called characters of TN , and elements of N are called cocharacters
of TN . For a linear subspace L of N , we write TL for the corresponding subgroup of TN .
Notation 5.1. Let A be a finite subset of M . We will use A as an index set, so that
RA := R|A|, RA> := R
|A|
> , and RA≥ := R
|A|
≥ is the set of |A|-tuples of real numbers, positive
real numbers, and nonnegative real numbers whose coordinates are indexed by elements of A,
respectively.
Definition 5.2. Let A be a finite subset of M , and define a map given by
ϕA : TN −→ RA≥
t 7−→ (ta | a ∈ A).
The closure XA of the image X◦A of TN under ϕA is called an irrational affine toric variety.
The map ϕ(A) is a group homomorphism from TN to RA>. Note that XA inherits a
TN -action from the homomorphism ϕA.
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Definition 5.3. Let A be a subset of M . The annihilator of A is a set
A⊥ := {v ∈ N | 〈a, v〉 = 0 for all a ∈ A}.
The kernel of ϕA is TA⊥ . Hence X◦A is identified with the quotient TN/TA⊥(' N/A⊥). In
Lemma 3.15, we saw that a complex affine toric variety satisfies some binomial equations.
This is true for irrational affine toric varieties.
Proposition 5.4. The irrational affine toric variety XA is the set of points
ZA := {z ∈ RA≥ | zu = zv for all u, v ∈ RA≥ with Au = Av}. (5.1)
Proof. Let z = (ta | a ∈ A). For any u, v ∈ RA≥ with Au = Av
zu =
∏
a∈A
(ta)ua = tAu = tAv =
∏
a∈A
(ta)va = zv.
Hence, XA ⊂ ZA.
To show the reverse inclusion, first let z ∈ ZA ∩ RA>. Let B ⊂ A be a basis for the linear
span of A. Any element m ∈ A can be represented as the sum
m =
∑
b∈B
βm,b b ,
where βm,b ∈ R for all b ∈ B. Let B′ := {b ∈ B | βm,b ≥ 0}, and consider the vectors
u := (ua | a ∈ A), u′ := (u′a | a ∈ A), and v := (va | a ∈ A) in RA≥ given by
ua =

1 if a = m
0 otherwise
, u′a =

−βm,a if a ∈ B \ B′
0 otherwise
, and va =

βm,a if a ∈ B′
0 otherwise
.
Note that
A(u+ u′) = Av.
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This implies zu+u′ = zv. Hence
zm =
∏
b∈B
z
βm,b
b . (5.2)
The image of ϕA is identified with the quotient TN/TA⊥ . Replacing TN with TN/TA⊥ , we
may assume X◦A is identified with TN . Note that in this setting, A spansM , and B is a basis
for M . Let B∗ be the dual basis for N , write b∗ ∈ B∗ is the dual basis element to b ∈ B.
Consider the map
f : N −→ RA>
v 7−→
(∏
b∈B
exp(−βa,bvb∗) | a ∈ A
)
,
where v =
∑
b∗∈B vb∗b
∗. Note that by (5.2), ZA ∩ RA> ⊂ Im(f). Let t = γv ∈ TN . Then for
any a ∈ A,
ta = exp(−〈a, v〉)
= exp
(
−
〈∑
b∈B
βa,bb, v
〉)
=
∏
b∈B
exp(−〈βa,bb, v〉)
=
∏
b∈B
exp(−βa,bvb∗).
Therefore, f(v) = ϕA(t). Let v =
∑
b∗∈B vb∗b
∗, and set vb∗ := − log(zb) for all b∗ ∈ B∗. Then,
ϕA(t) = f(v) =
(∏
b∈B
exp(−βa,bv∗b ) | a ∈ A
)
=
(∏
b∈B
exp(βa,b log(zb)) | a ∈ A
)
=
(∏
b∈B
z
βa,b
b | a ∈ A
)
= z.
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Now, let z ∈ ZA \RA>. Consider the cone F generated by the set F := {a ∈ A | za 6= 0}.
We claim F is a face of cone(A). Pick any element ω ∈ F⊥. We will show F = cone(A)∩ω⊥.
Let m ∈ 〈F〉 ∩ A. Then m = Fx−Fy for some x, y ∈ RF≥. Similar to (5.2) we have
zm
∏
a∈F
zyaa =
∏
a∈F
zxaa .
This implies zm 6= 0, i.e., m ∈ F . Therefore F = 〈F〉 ∩ A.
Assume F is not a face of cone(A). Then there exist an element x ∈ A so that 〈x, ω〉 6= 0.
Assume 〈x, ω〉 > 0. Then 〈a, ω〉 > 0 for all a ∈ A \ 〈F〉. Otherwise, if 〈y, ω〉 < 0 for some
y ∈ A \ 〈F 〉, then r1x+ r2y ∈ F for some scalars r1, r2 ∈ R>. Let r1x+ r2y = Fλ for some
λ ∈ RF≥. As in (5.2), we must have
zr1x z
r2
y =
∏
a∈F
zλaa .
Note that zr1x zr2y = 0, as x, y /∈ F , but
∏
a∈F z
λa
a 6= 0, which is a contradiction. So, for
a ∈ A \ 〈F〉, we have 〈a, ω〉 > 0. Then cone(A) ∩ ω⊥ = F . Hence, F is a face of cone(A).
Set z′ = (zf | f ∈ F). By similar arguments to when z ∈ RA>, we can find an element
v ∈ F∨ ⊂ N such that z′ = ϕF(v). Note that za = z′a if a ∈ F and za = 0 otherwise. Next,
consider the curve
ϕA(v + rω) = (exp(〈−a, v + rω〉) | a ∈ A)
for a scalar r ∈ R. Since a ∈ A and ω ∈ cone(A)∨, we have 〈a, ω〉 ≥ 0, and it is equal to 0
only if a ∈ F . Hence
lim
r→∞
exp(〈−a, v + rω〉) =

0 if a /∈ F ,
exp(〈−a, v〉) if a ∈ F .
Thus, limr→∞ ϕA(v + rω) = z, which implies z ∈ XA as it is a limit point in XA. Hence, we
get the reverse inclusion ZA ⊆ XA.
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For each face F ⊂ A, RF≥ is naturally included in RA≥, where RF≥ is the set of points
z ∈ RA≥ whose coordinates za are zero for a /∈ F . Then X◦F is the image of the composition
TN
ϕA−−−→ RA≥ piF−−−→ RF≥,
where piF is the projection of RA≥ onto RF≥. Proposition 5.4 implies that X◦F ⊂ XA and XA
is the disjoint union
XA =
⊔
FA
X◦F . (5.3)
We end this section with an application of Birch’s Theorem [13].
Proposition 5.5. The irrational affine toric variety XA is homeomorphic to coneA.
Proof. Let A = {a1, . . . , am}. Consider the map
pi : XA −→ cone(A)
p 7−→ Ap .
We will show that this map is a bijection. Let b ∈ cone(A). Then b lies in the relative
interior of a face cone(F) of cone(A) for some subset F of A. After rearranging, if necessary,
we may assume F = {a1, . . . , ak} for some k ≤ m. Then we can write b = a1u1 + . . .+ akuk
for some u1, . . . , uk ∈ R>. Consider the set
CF(b) := {p ∈ Rk> | Fp = b}.
We will show that the intersection X◦F ∩ CF(b) contains only one element. We claim that
this implies that pi is a bijection. Let p ∈ X◦F ∩ CF(b). Then pi(p) = b, which implies pi is
onto. To show injectivity, suppose for some element q ∈ XA, we have Aq = b. Since XA is
the disjoint union
⊔
FAX
◦
F , we have q ∈ X◦F ′ for some F ′  A. Then b = Aq = F ′q lies in
the relative interior of cone(F ′). Hence we must have F ′ = F , as b also lies in the relative
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interior of cone(F). So q ∈ X◦F ∩ CF(b). This implies p = q, which implies pi is injective.
Define a function
H : Rk> −→ R
p 7−→ −
k∑
i=1
pi(log(pi)− 1).
The Hessian matrix of H is a diagonal matrix with entries (−1/p1, . . . ,−1/pk), which is a
negative definite matrix. Hence H is strictly concave on Rk>. The restriction of H on CF(b)
is strictly concave as well. So it attains its maximum at a unique point p∗ ∈ CF(b).
Consider F as a matrix with columns a1, . . . , ak. For any vector u in the kernel of the
transpose matrix FT , the directional derivative of H vanishes at p∗ [22, Section 1.2]. So we
get
0 =
k∑
i=1
ui
∂H
∂p∗i
(p∗) = −
k∑
i=1
ui log(p
∗
i ). (5.4)
That means (log(p∗1), . . . , log(p∗k)) lies in the column span of F . Pick a vector µ ∈ Rn
such that log(p∗i ) =
∑n
j=1 µj(ai)j. Then p
∗
i = t
ai where t = (exp(µ1), . . . , exp(µn)). Hence
p∗ ∈ X◦F ∩ CF(b).
To see that X◦F ∩ CF(b) contains no other point, suppose q ∈ X◦F ∩ CF(b). Then
(log(q1), . . . , log(qk)) lies in the column span of F . Hence for any vector u in the kernel
of the matrix FT , the directional derivative of H vanishes at q. So q is a critical point of the
function H [22, Section 1.2]. Since the Hessian matrix is negative definite at q, this point is
a maximum of a strictly concave function H, therefore q = p∗.
5.2 Irrational Toric Varieties Associated to Cones
We will construct irrational affine toric varieties associated to arbitrary cones in N , and
show some properties of them.
Let C ⊂ M be a cone. Define Homc(C,R≥) to be the set of all monoid homomor-
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phisms ϕ : C → R≥ that are continuous on the relative interior of each face of C. We equip
Homc(C,R≥) with the weakest topology such that every map to R≥ given by point evalu-
ation is continuous. That is, a sequence of homomorphisms {ϕn | n ∈ N} ⊂ Homc(C,R≥)
converges to a homomorphism ϕ ∈ Homc(C,R≥) if and only if for every u ∈ C, the sequence
of real numbers {ϕn(u) | n ∈ N} converges to ϕ(u).
Example 5.6. Let M = R and C = [0,∞). Note that C is a cone in M . Let ϕ ∈
Homc(C,R≥). Since ϕ is a monoid homomorphism, we have ϕ(0) = 1. Set α := ϕ(1) ≥ 0.
Then for any n ∈ N, ϕ(n) = αn. Also since α = ϕ(1) = ϕ(n · (1/n)) = (ϕ(1/n))n, we
have ϕ(1/n) = α1/n. For any positive rational number r = m/n with m,n ∈ N, we have
ϕ(r) = ϕ(m · (1/n)) = (ϕ(1/n))m = (α1/n)m = αr. By the continuity of ϕ on the interior
(0,∞) of C, ϕ(s) = αs for all s > 0.
For any α ∈ R≥, define a map ϕα : R≥ → R≥ by
ϕα(s) :=

αs s > 0,
1 s = 0.
If we set 00 := 1, then ϕ(s) = αs for any α, s ≥ 0. For any α ∈ R≥ we write ϕα for the
monoid homomorphism such that ϕα(s) = αs. Figure 5.1 displays the graphs of ϕα for
several α ∈ R≥.
1
1 C
R≥
Figure 5.1: Monoid homomorphisms in Homc(C,R≥).
Since limα→0 ϕα = ϕ0, the evaluation map ϕ 7→ ϕ(1) induces a homeomorphism between
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Homc(C,R≥) and R≥. 
Lemma 5.7. Let C be a cone in M . For any monoid homomorphism ϕ ∈ Homc(C,R≥),
the set {m ∈ C | ϕ(m) > 0} is a face of C.
Proof. As in Example 5.6, for any s ∈ R≥ andm ∈ C, we have ϕ(sm) = (ϕ(m))s. Supposem
lies in the relative interior Relint(F ) of a face F of C, and ϕ(m) = 0. Then for any s > 0, we
have ϕ(sm) = 0. For any ω ∈ Relint(F ), there exists an s > 0 such that ω−sm ∈ Relint(F ).
Hence ϕ(ω) = ϕ(ω − sm)ϕ(sm) = 0.
Now let S := {m ∈ C | ϕ(m) > 0}. Note that for m1,m2 ∈ S, ϕ(m1 + m2) =
ϕ(m1)ϕ(m2) > 0 as both ϕ(m1) and ϕ(m2) are positive. Also note that for any nonnegative
real r and m ∈ S, ϕ(rm) = ϕ(m)r > 0. Hence S is closed under addition and scaling by
nonnegative real numbers. So S is a cone. By previous arguments, if S meets the relative
interior Relint(F ) of any face F of C, then it has to contain Relint(F ). Note that for any
m ∈ F and ω ∈ Relint(F ), we have m + ω ∈ Relint(F ). So 0 6= ϕ(m + ω) = ϕ(m)ϕ(ω).
Hence ϕ(m) 6= 0, which implies m ∈ S. Thus F is a subset of S. As a convex union of faces
of a cone is a face of that cone, we showed that S is a face of C.
Definition 5.8. For ϕ ∈ Homc(C,R≥), the face supp(ϕ) := {m ∈ C | ϕ(m) > 0} of C is
called the support of ϕ.
Example 5.9. Let L be a linear subspace of M . Then for any ϕ ∈ Homc(L,R≥) and
x ∈ L, since x + (−x) = 0 in L, we have ϕ(x) · ϕ(−x) = ϕ(0) = 1. So ϕ(x) > 0. Hence
Homc(L,R≥) = Homc(L,R>), which is isomorphic to TL∨ = TN/TL⊥ ' N/L⊥. 
Consider the map
C −→M ⊕ C
m 7−→ (m,m).
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Applying Homc(−,R≥) to this map induces another map
µ : Homc(M,R≥)× Homc(C,R≥) −→ Homc(C,R≥)
(t, ϕ) 7−→ t · ϕ,
where (t · ϕ)(u) = tuϕ(u) for u ∈ C. This gives an action of TN on Homc(C,R≥).
Lemma 5.10. Let A be a finite subset of M and set C = cone(A). Then the map
fA : Homc(C,R≥) −→ RA≥
ϕ 7−→ (ϕ(a) | a ∈ A),
is a TN -equivariant homeomorphism between Homc(C,R≥) and the irrational affine toric va-
riety XA. In particular, Homc(C,R≥) is homeomorphic to C under the map ϕ 7→
∑
a∈A ϕ(a)a.
Proof. Let ϕ ∈ Homc(C,R≥), and suppose that an element m ∈ C has two representations
m = Au = Av for some u, v ∈ RA≥. Note that
ϕ(m) = ϕ(Au) =
∏
a∈A
(ϕ(a))ua . (5.5)
Hence fA(ϕ) satisfies the system of equations (5.1), and therefore is a point of XA by Propo-
sition 5.4.
Now assume z ∈ XA. Then by Equation (5.5), the function
ϕ : A −→ R≥
a 7−→ za
extends to a monoid homomorphism C → R≥. By the decomposition (5.3), there exists a
face F of A such that z ∈ X◦F . So ϕ is continuous and does not vanish on F = cone(F).
We claim that ϕz is zero on C \ F , hence it lies in Homc(C,R≥). Note that, if b ∈ A \ F ,
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then zb = 0, and so ϕ(b) = 0. If m ∈ C \ F , then in any expression m = Au of m for some
u ∈ RA≥, there exists an element b ∈ A \ F such that ub 6= 0. Then
ϕz(m) = (ϕz(b))
ub ϕz
( ∑
a∈A\{b}
uaa
)
= 0,
which proves the claim.
The maps ϕ 7→ fA(ϕ) and z 7→ ϕz are inverse bijections between Homc(C,R≥) and XA
which are continuous and therefore homeomorphisms.
For t ∈ TN ,
fA(t · ϕ) = ((t · ϕ)(a) | a ∈ A) = (t(a)ϕ(a) | a ∈ A) = t · (ϕ(a) | a ∈ A)
= t · fA(ϕ).
Hence fA is a TN -equivariant homeomorphism between Homc(C,R≥) and the irrational affine
toric variety XA. Moreover, by Proposition 5.5 it follows that Homc(C,R≥) is homeomorphic
to C under the map ϕ 7→∑a∈A ϕ(a)a.
Example 5.11. Let a = (−√2, 1) and b = (1, 0) two points in R2. Consider the cone C
generated by a and b. A map ϕ ∈ Homc(C,R≥) is is determined by its values ϕ(a) and ϕ(b),
which may be any two nonnegative real numbers. Hence the map
ψ : Homc(C,R≥) −→ C
ϕ 7−→ ϕ(a)a+ ϕ(b)b
is a homeomorphism.
Adding a generator c = (1, 1) of C, for a map ϕ ∈ Homc(C,R≥), we have
ϕ(c) = ϕ(a+ (1 +
√
2)b) = ϕ(a)ϕ(b)1+
√
2.
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Hence the map ϕ 7→ (ϕ(a), ϕ(b), ϕ(c)) is a homeomorphism between Homc(C,R≥) and
X{a,b,c}. Moreover, the map
ϕ 7−→ ϕ(a)a+ ϕ(b)b+ ϕ(c)c = ϕ(a)a+ ϕ(b)b+ ϕ(a)ϕ(b)1+
√
2(a+ (1 +
√
2)b)
is a homeomorphism between Homc(C,R≥) and C, which is different from ψ. Figure 5.2
shows the cone C and the irrational affine toric variety X{a,b,c}. 
a
b
c
C = cone{a, b, c}
a b
c X{a,b,c}
Figure 5.2: Cone and irrational affine toric variety.
We have seen that faces F of the cone C correspond to homomorphisms ϕ ∈ Homc(C,R≥)
that vanish on C \ F and are nonzero on F . Let 〈F 〉 denote the linear span of F . Note
that Homc(〈F 〉,R≥) = Homc(〈F 〉,R>) as a monoid homomorphism in Homc(〈F 〉,R≥) does
not vanish on 〈F 〉. Hence Homc(〈F 〉,R≥) is a single TN -orbit which may be identified with
TN/TF⊥ .
Notation 5.12. We write εF ∈ Homc(〈F 〉,R≥) for the constant homomorphism, that is
εF (m) = 1 for all m ∈ 〈F 〉.
Note that Homc(〈F 〉,R>) = TN · εF . Restricting εF to F and extending it to C by
assigning εF (m) = 0 for all m ∈ C \ F gives a TN -equivariant map
ΦF : Homc(〈F 〉,R>) −→ Homc(C,R≥),
63
which sends the constant map εF to the element of Homc(C,R≥) (still written εF ) defined
by
εF (m) =

1 if m ∈ F
0 if m ∈ C \ F
.
Let OF := TN · εF ⊂ Homc(C,R≥) be the TN -orbit through εF . Note that OF is the image
of Homc(〈F 〉,R>) under the map ΦF .
Corollary 5.13. Let F be a face of a cone C. Then OF consists of monoid homomorphisms
in Homc(C,R≥) that vanish on C \ F and are nonzero on F . The map ΦF is an inclusion
and we have the decomposition
Homc(C,R≥) =
∐
FC
OF .
Proof. By the definition of the map ΦF , its image consists of monoid homomorphisms that
vanish on C \ F and are nonzero on F .
Conversely, let ϕ ∈ Homc(C,R≥) that vanishes on C \F and is nonzero on F . Restricting
ϕ to F gives a monoid homomorphism in Homc(F,R>), and hence has a unique extension
to 〈F 〉. Hence ϕ lies on the image of ΦF , i.e. ϕ ∈ OF .
The map ΦF is an injection since an element of Homc(〈F 〉,R≥) is determined uniquely
by its restriction to F .
The decomposition of Homc(C,R≥) into the orbits OF for faces F of C follows from the
decomposition (5.3) and Lemma 5.10.
Let F be a face of C. Then there exists an element v ∈ C∨ such that F = C ∩ v⊥ and
for u ∈ C r F , 〈u, v〉 > 0. For s ∈ R, we have the element γsv in TN whose value at u ∈ M
is γsv(u) = exp(〈−su, v〉). The map from R → TN defined by s 7→ γsv is a one-parameter
subgroup of TN .
Lemma 5.14. With these definitions, we have εF = lims→∞ γsv · εC.
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Proof. If γsv · εC has a limit as s→∞ in Homc(C,R≥), then its value at u ∈ C is
lim
s→∞
(γsv · εC)(u) = lim
s→∞
γsv(u)εC(u) = lim
s→∞
exp(〈−su, v〉) =

0 if u ∈ F
1 if u /∈ F
,
Hence lims→−∞ γsv · εC is εF .
Lemma 5.14 implies that εF ∈ OC . As OF = TN .εF , we deduce the following.
Corollary 5.15. If F ⊂ E are faces of the cone C, then OF ⊂ OE. In particular, OC is
dense in Homc(C,R≥), and
OE =
∐
FE
OF .
5.3 Irrational Toric Varieties Associated to Fans
We next define the irrational toric variety corresponding to an arbitrary fan Σ in N . For
a cone σ ∈ Σ, define Vσ := Homc(σ∨,R≥), the irrational affine toric variety associated to the
dual cone of σ. For a face τ  σ, the inclusion τ ⊂ σ induces a map Vτ → Vσ by restricting
a monoid homomorphism τ∨ → R≥ to σ∨, as σ∨ ⊂ τ∨.
Lemma 5.16. The map Vτ → Vσ is a TN -equivariant inclusion.
Proof. Let f : Vτ → Vσ be the induced map. Then for t ∈ TN and ϕ ∈ Vτ , we have
f(t · ϕ) = (t · ϕ)|σ∨ = t · ϕ|σ∨ = t · f(ϕ). Hence the map is TN -equivariant.
Let ω ∈ τ∨. By Lemma 2.21, there are u, v ∈ σ∨ with v ∈ τ⊥ such that ω = u− v. Since
τ⊥ ⊂ τ∨ is a linear space, we have ϕ(v) 6= 0 and ϕ(ω) = ϕ(u)ϕ(v)−1. Hence ϕ is determined
by its restriction to σ∨. Hence f is injective.
Example 5.17. Consider the cone σ generated (1,
√
2) and (0, 1) in R2. Let τ be its face
generated by (0, 1). Then σ∨ is the cone C of Example 5.11 and τ∨ = {(x, y) ∈ R2 | y ≥ 0}.
The points a = (−√2, 1), b = (1, 0), and c = (1, 1) lie in both dual cones σ∨ and τ∨, and
τ∨ has an additional generator d := (−1, 0). Figure 5.3 displays the cones σ and τ , their
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duals, and the associated irrational affine toric varieties X{a,b,c} ' Vσ and X{a,b,d} ' Vτ . The
τ
σ
a
σ∨
c
b
σ⊥ = 0
a
c
b
X{a,b,c}
τ a
τ∨
d b
c
τ⊥ a
d
b
X{a,b,d}
Figure 5.3: Cones, their duals, and associated irrational affine toric varieties.
inclusion Vτ ↪→ Vσ is induced by projecting X{a,b,d} to the quadrant R{a,b}≥ and then applying
the inverse of the projection from X{a,b,c}. The image of X{a,b,d} in X{a,b,c} only omits the
a-axis. 
Definition 5.18. Let Σ be a fan in N . The irrational toric variety XΣ associated to Σ is
YΣ :=
⋃
σ∈Σ
Vσ,
the union of the irrational affine toric varieties Vσ for σ ∈ Σ glued together along the
inclusions Vτ ↪→ Vσ for τ ≺ σ.
Example 5.19. Let Σ ∈ R be the fan given in Figure 3.2. In Example 5.6 we showed that
Vσ1
∼= R≥. One can similarly show that Vσ2 ∼= R≥.
Note that 0∨ = R, and for f ∈ V0, we have
1 = f(0) = f(1)f(−1) = f |σ∨1 (1) f |σ∨2 (−1). (5.6)
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Two elements g ∈ Vσ1 and h ∈ Vσ2 are glued together if there exists an element f ∈ V0 such
that f |σ∨1 = g and f |σ∨2 = h. Since g and h are determined by their values at 1 and −1,
respectively, (5.6) implies that they are glued if g·h = 1. Using Figure 5.4, we will explain this
gluing process. We place two copies {(1, αt) | αt ∈ Vσ1} ' Vσ1 and {(αs, 1) | αs ∈ Vσ2} ' Vσ2
of R≥ on the nonnegative orthant R2≥.
(1,0)
(0,1)
0
α αt
αs
Vσ1
Vσ2
Figure 5.4: Irrational toric variety corresponding to fan Σ.
Let α be the point of intersection of a ray passing from the origin with the line segment
between (1, 0) and (0, 1). This ray cuts the line x = 1 and y = 1 at points (1, αt) and (αs, 1),
respectively. Note that we have αtαs = 1. This means we glue these two points together.
We identify it by α. This procedure identifies XΣ with the blue line segment. 
For each cone σ ∈ Σ, let xσ ∈ Vσ be the distinguished point εσ⊥ , where σ⊥ ⊂ σ∨ is its
lineality space. We also let Wσ be the TN -orbit through xσ, so that Wσ = Oσ⊥ .
Theorem 5.20. Let Σ be a fan in N . Then the irrational toric variety XΣ is a TN -
equivariant cell complex. Each cell is an orbit and corresponds to a unique cone σ ∈ Σ.
The cell corresponding to σ is Wσ ' N/〈σ〉, and τ ⊂ σ if and only if Wσ ⊆ Wτ .
Proof. Let σ ⊂ Σ be a cone. By Corollary 5.13, the set Vσ is a TN -equivariant cell complex
whose cells are TN -orbits that corresponds to faces τ of σ, where the orbit Wτ is identified
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with N/〈τ〉. By Corollary 5.15, the cell Wσ is contained in any closure Wτ for a face τ of σ.
Since XΣ is obtained by gluing the sets along common open subsets, these facts also hold
for XΣ.
Corollary 5.21. The collection {Vσ | σ ∈ Σ} of irrational affine toric varieties forms a
TN -equivariant open cover of XΣ by irrational affine toric varieties.
Proof. As XΣ is the union of the Vσ, which are TN -equivariant as is the gluing, we need only
show that each Vσ is open in XΣ. Hence it is sufficient to show XΣ \Vσ is closed in XΣ. Note
that if we have τ  ρ and τ 6 σ, then ρ 6 σ. Hence by Theorem 5.20, we have
XΣ \ Vσ =
⋃
τ 6σ
Wτ =
⋃
τ 6σ
Wτ .
As XΣ \ Vσ is a union of closed sets, it is closed as well.
By Theorem 5.20, an orbit Wτ lies in the closure of an orbit Wσ if and only if σ is a face
of τ . The following corollary is a consequence of these facts and the definition of star.
Corollary 5.22. For any cone σ ∈ Σ, the closure of the orbit Vσ is the toric variety Xstar(σ).
Theorem 5.23. If Σ ⊂ N is a rational fan, then XΣ = YΣ(R≥).
Proof. Both XΣ and YΣ(R≥) are constructed by the same gluing procedure from the sets
Vσ = Homc(σ
∨,R≥) and Homc(Sσ,R≥) from the cones σ ∈ Σ. Hence it is sufficient to show
that these two sets are equal for each cone σ. Let σ ⊂ M be a rational cone. Then σ∨ is
generated as a cone by the monoid Sσ, and let A ⊂ Sσ be a generating set for σ∨. The map
fA of Lemma 5.10 maps both Vσ and Hommon(Sσ,R≥) to XA, with both maps isomorphisms.
Thus the restriction map identifies Vσ with Hommon(Sσ,R≥), which completes the proof.
5.4 Maps of Fans
Let Σ1 ⊂ N1 and Σ2 ⊂ N2 be two fans and let XΣ1 and XΣ2 be the irrational toric
varieties associated to Σ1 and Σ2, respectively. Let φi : TNi ×XΣi → XΣi be the actions of
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TNi on XΣi . A map ψ : XΣ1 → XΣ2 of irrational toric varieties is a continuous map together
with a homomorphism Ψ: TN1 → TN2 of topological groups such that the following diagram
commutes
TN1 ×XΣ1 TN1
TN2 ×XΣ2 TN2
Ψ×ψ
φ1
ψ
φ2
. (5.7)
We next show that the association Σ 7→ XΣ is functorial.
Theorem 5.24. Let Σ1 ⊂ N1 and Σ2 ⊂ N2 be fans. If Ψ: Σ1 → Σ2 is a map of fans, then
there is a continuous map ψ : XΣ1 → XΣ2 such that the diagram (5.7) commutes, where the
homomorphism Ψ: TN1 → TN2 is induced by the linear map Ψ: N1 → N2.
Proof. Let Σ1 ⊂ N1 and Σ2 ⊂ N2 be two fans, and Ψ: Σ1 → Σ2 be a map of fans. The
linear map Ψ: N1 → N2 induces a homomorphism Ψ: TN1 → TN2 of topological groups. We
will construct a map ϕ : XΣ1 → XΣ2 that makes the diagram (5.7) commute, by defining ϕ
on each irrational toric variety Vσ for a cone σ ∈ Σ.
Let σ1 be a cone in Σ1. Since Ψ: Σ1 → Σ2 is a map of fans, there exists a cone σ2 in
Σ2 such that Ψ(σ1) ⊂ σ2. Let Ψ∗ : M1 → M2 be the adjoint to Ψ, where M1 and M2 are
dual vector spaces to N1 and N2, respectively. Then we have Ψ∗(σ∨2 ) ⊂ σ∨1 . Since these are
polyhedral cones and Ψ∗ is linear, for any face F1 of σ∨1 , F2 := Ψ∗(F1) is a face of σ∨2 .
For ϕ ∈ Vσ1 = Homc(σ∨1 ,R≥), the composition ψ(ϕ) := ϕ◦Ψ∗ is a monoid homomorphism
from σ∨2 to R≥. Hence the inverse image of the support supp(ϕ) of ϕ is the support of ψ(ϕ),
and ψ(ϕ) is continuous on it support. Hence ψ maps Vσ1 to Vσ2 . This map is continuous as
the topology defined by point evaluation. It is also equivariant, that is the following diagram
commutes
TN1 × Vσ1 Vσ1
TN2 × Vσ2 Vσ2
Ψ×ψ
ϕ1
ψ
ϕ2
.
Noting that it is compatible with the gluing completes the proof.
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6. PROPERTIES OF IRRATIONAL TORIC VARIETIES
In Section 5 we constructed irrational toric varieties from arbitrary fans. These have very
pleasing similarities with the classical toric varieties. We now study some of their properties.
We first study irrational toric varieties as monoids. If we adjoin an absorbing element to
XΣ, we obtain a commutative topological monoid. We then show how to recover the fan Σ
from an irrational toric variety XΣ. Then we show that XΣ is a compact topological space
if and only if the fan Σ is complete. We end this section by defining projective irrational
toric varieties. Theorem 6.13 gives a homeomorphism between a polytope and the projective
irrational toric variety XΣ, where Σ is the normal fan to that polytope.
6.1 Irrational Toric Varieties as Monoids
In this section we study irrational toric varieties as topological monoids.
Definition 6.1. A topological monoid is a monoid S with an operation • such that the
monoid operation • : S × S → S is a continuous map.
The affine irrational toric varieties XA and Homc(C,R>) are topological monoids whose
structures are compatible with the isomorphism of Lemma 5.10. These monoids contain a
dense torus acting on them with finitely many orbits, and are thus irrational analogs of linear
algebraic monoids [23, 24].
Definition 6.2. Let C ⊂M be a cone. For x, y ∈ Homc(C,R≥), we define an operation •
x • y : C −→ R≥
u 7−→ x(u)y(u).
Let Φ(C) be the set of faces of C. For faces F,G ∈ Φ(C), define F •G := F ∩G.
Proposition 6.3. Under the compositions •, both Homc(C,R≥) and Φ(C) are commutative
monoids with the map x 7→ supp(x) a map of monoids, and Homc(C,R≥) is a topological
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monoid. The identity of Homc(C,R≥) is the constant map εC, and if the lineality space L of
C is the origin, then it has an absorbing element ε0. The identity of Φ(C) is C itself, and L
is its absorbing element.
For any u ∈ C, evaluation x 7→ x(u) is a map Homc(C,R≥) → R≥, which is a map
of monoids, and for any linear map f : M ′ → M and cone C ′ ⊂ M ′ with f(C ′) ⊂ C, the
pullback map f ∗ : Homc(C,R≥)→ Homc(C ′,R≥) is a map of topological monoids.
Proof. Let x, y ∈ Homc(C,R≥). Since x and y are monoid homomorphism, so is x • y.
Also since supp(x • y) = supp(x) ∩ supp(y) and as an intersection of faces is again a face,
supp(x • y) is a face of C. As elements of Homc(C,R≥) are monoid homomorphisms that
are continuous on their support, we conclude that x • y ∈ Homc(C,R≥). Also note that
(x • y)(u) = x(u)y(u) = y(u)x(u) = (y • x)(u) for all u ∈ C, so this product is commutative.
Hence Homc(C,R≥) is a commutative monoid. As • is defined pointwise evaluation, it is
continuous, so Homc(C,R≥) is a topological monoid.
Note that for any x ∈ Homc(C,R≥) and u ∈ C, (x • C)(u) = x(u)C(u) = x(u). Hence
the constant map C is the identity of Homc(C,R≥). Also note that (x•0)(u) = 0. Since for
any face F of C, F ∩C = F and F ∩L = L, C is the identity and L is the absorbing element
of Φ(C). Also since for any u ∈ C, (x • y)(u) = x(u)y(u) and C(u) = 1, the evaluation map
x 7→ x(u) is a map of monoids. Now let f : M ′ → M be a linear map and f(C ′) ⊂ C for a
cone C ′ ⊂M ′. Then for any x, y ∈ Homc(C,R≥) and u′ ∈ C ′, f ∗(x•y)(u′) = (x•y)(f(u′)) =
x(f(u′)) y(f(u′)) = (f ∗(x))(u′) • (f ∗(y))(u′). Also (f ∗(C))(u′) = C(f(u′)) = C′ . Hence the
pullback map f ∗ is a map of topological monoids.
In general, if we adjoin an absorbing element 0 to an irrational toric variety XΣ, it
becomes a commutative topological monoid such that the inclusion of the irrational affine
toric variety Vσ is a monoid map, for each cone σ in the fan Σ.
Let A ⊂M be a finite subset. Then RA≥ is a monoid under componentwise multiplication;
for x, y ∈ RA≥ and a ∈ A, (x • y)a := xa · ya. With this definition, the injective map
71
fA : Homc(cone(A),R≥) → RA≥ of Lemma 5.10 is a monoid homomorphism whose image is
XA.
Let Σ ⊂ N be a fan. For a cone σ ∈ Σ, the irrational affine toric variety Vσ is a monoid
under pointwise multiplication and when τ ⊂ σ is a face, the inclusion Vτ ⊂ Vσ is a monoid
homomorphism. These are both consequences of Proposition 6.3. We define a product •
on X+Σ := XΣ ∪ {0}, where 0 is an isolated point that acts as an absorbing element. Let
x, y ∈ X+Σ ,
1. If either x or y is 0, then x • y = 0.
2. If there is a cone σ ∈ Σ with x, y ∈ Vσ, then we let x • y be their product in Vσ.
3. If there is no cone σ ∈ Σ with x, y ∈ Vσ, then x • y = 0. (This includes case (1).)
Note that if Σ is a fan, the intersection of cones defines a monoid structure on Σ. More
interesting is the product on Σ+ := Σ∪{0} where 0 is a new point that acts as an absorbing
element, and in which σ • τ is defined to be the smallest cone containing both σ and τ if
such a cone exists, and 0 otherwise.
Theorem 6.4. For a fan Σ ⊂ N , XΣ+ is a commutative topological monoid with the inclusion
Vσ ↪→ XΣ+ a map of topological monoids, for every σ ∈ Σ. The map f : X+Σ → Σ+ that sends
an element x to the cone σ ∈ Σ where x ∈ Wσ or to 0 when x = 0 is a map of monoids.
Proof. Let x, y ∈ X+Σ . Then x • y is either 0, or there is a cone σ ∈ Σ with x, y ∈ Vσ,
and hence x • y ∈ Vσ. In either case x • y ∈ X+Σ and the product is commutative. As • is
continuous on each Vσ, it is continuous on X+Σ . Hence X
+
Σ is a topological monoid.
Let x, y ∈ X+Σ . If either x or y is 0, then f(x • y) = 0 = f(x) • f(y), as either f(x) = 0
or f(y) = 0. If there exists a cone σ ∈ Σ with x, y ∈ Vσ, then there exists a cone τ ∈ Σ such
that x, y ∈ Wτ . So x • y ∈ Wτ . Therefore f(x • y) = τ , which is the smallest cone containing
both f(x) = τ and f(y) = τ . Lastly, if there is no cone σ ∈ Σ with x, y ∈ Vσ, then x ∈ Wτ
and y ∈ Wτ ′ for some cones τ, τ ′ ∈ Σ, where there is no cone containing both τ and τ ′. So
f(x • y) = 0 = τ • τ ′ = f(x) • f(y). Hence f is a map of monoids.
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6.2 Recovering the Fan
Let Σ ⊂ N be a fan. In Example 4.4 we studied the limits of one parameter subgroups,
and used these limits to recover the fan Σ from a toric variety YΣ. Let  be the distinguished
point in the dense orbit of TN on XΣ. In every affine irrational toric variety Vσ for a cone
σ ∈ Σ,  restricts to the constant homomorphism on σ∨. If L is the lineality space of Σ, then
 = xL. We study limits of  in XΣ under one parameter subgroups γsv of TN , and show how
to recover the fan Σ from an irrational toric variety XΣ.
Lemma 6.5. Let Σ be a fan in N and v ∈ N . Then the limit lims→∞ γsv ·  exists in XΣ if
and only if there is a cone σ ∈ Σ with v ∈ σ. Moreover, if v ∈ Relint(σ), then lims→∞ γsv · 
is the distinguished point xσ.
Proof. For u ∈ M and s ∈ R, we have (γsv · )(u) = γsv(u)ε(u) = exp(〈−su, v〉) since
(u) = 1. Hence
lim
s→∞
(γsv · )(u) =

0 if 〈u, v〉 > 0
1 if 〈u, v〉 = 0
∞ if 〈u, v〉 < 0
. (6.1)
If there exist a cone σ ∈ Σ with v ∈ σ, then for all u ∈ σ∨, the limit lims→∞(γsv · )(u) is
finite by (6.1). Hence by Lemma 5.14, the family γsv ·  has a limit in Vσ as s→∞.
Conversely, if γsv ·  has a limit in Xσ as s→∞, then there exists a cone σ ∈ Σ so that
the limit is in Vσ. Then for all u ∈ σ∨, the family of real numbers (γsv · )(u) has a limit.
Hence by (6.1) we conclude v ∈ σ.
If v ∈ Relint(σ), then the limit lims→∞ γsv ·  exists and by (6.1)
lim
s→∞
(γsv · )(u) =

1 if u ∈M ∩ σ⊥
0 otherwise
.
Hence the limit is xσ.
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Let Σ ∈ N be a fan. Let N◦ ⊂ N be the set of v ∈ N such that γsv ·  has a limit in Xσ
as s→∞. We define an equivalence relation on N◦, where v ∼ w for v, w ∈ N◦ if and only
if lims→∞ γsv ·  = lims→∞ γsw · . By Lemma 6.5, the set N◦ is the support of the fan Σ and
the equivalence classes are the relative interiors of cones in Σ. A cone σ ∈ Σ is the closure
of the set u ∈ N◦ with lims→∞ γsv ·  = xσ. Since these limits commute with the action of
TN , we may replace  in the definition of ∼ by any point y in the dense orbit of XΣ. Hence,
a cone σ ∈ Σ is the closure of the set u ∈ N◦ such that for any y in the dense orbit of XΣ,
lims→∞ γsv · y ∈ Wσ. We summarize this discussion.
Corollary 6.6. The fan Σ ⊂ N may be recovered from the irrational toric variety XΣ using
limits under translation by one parameter subgroups γsv of elements y in the dense orbit.
6.3 Compact Irrational Toric Varieties
In this section we show a similar version of Theorem 4.22. We start by reviewing some
notations and results from [14].
Definition 6.7. Let σ be a cone in N , {vi} be a sequence in σ, and τ be a face of σ. The
sequence {vi} is called τ -bounded if for every linear function ψ vanishing on τ , the sequence
{ψ(vi)} is bounded in R. The minimum face of boundness of {vi} is the smallest face τ of σ
such that {vi} is τ -bounded.
Example 6.8 ([14, Example 1.2]). Let N = R2 and σ := cone{(−1,−1), (0,−1)}. The cone
σ has two one dimensional faces, τ := cone{(−1,−1)} and ρ := cone{(0,−1)}. Consider the
two sequences {vi} and {ui} in σ, defined for i ≥ 1 by
vi :=
(
−i− 1−i ,−i− 1
)
and ui :=
(
−i+
√
i,−i
)
.
We display the first few terms of the two sequences in Figure 6.1.
Neither sequence is 0-bounded or ρ-bounded and both are σ-bounded. Only {vi} is
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0τ ρ
vi
0
τ ρ
ui
Figure 6.1: Two sequences in σ.
τ -bounded. Note that both sequences have the same asymptotic direction (along σ),
lim
i→∞
vi
|vi| = limi→∞
ui
|ui| = (−1,−1).
The following lemma justifies the Definition 6.7 showing that there exist a unique minimal
face of boundedness.
Lemma 6.9 ([14, Lemma 1.3]). Let {vi} ⊂ σ be a sequence in a cone σ. Then there is a
face τ of σ and a subsequence {ui} of {vi} such that τ is the minimum face of boundedness
of any subsequence of {ui}.
Theorem 6.10. Let Σ be a fan in N. The irrational toric variety XΣ is compact if and only
if the fan Σ is complete.
Proof. Suppose XΣ is compact. Then for every v ∈ N , the family γsv ·  has a limit in Xσ as
s→∞. By Lemma 6.5, there is a cone σ ∈ Σ such that v ∈ σ. Hence Σ is complete.
Now assume Σ is complete and let {yi} be a sequence in XΣ. We will show that {yi} has a
convergent subsequence. By Theorem 5.20, since XΣ is a union of finitely many orbits, there
exist an orbit Wσ whose intersection with {yi} is infinite. Replacing {yi} by a subsequence,
we may assume {yi} ⊂ Wσ. By Corollary 5.22,Wσ = Xstar(σ). Since Σ is complete, then by
Lemma 2.40, star(σ) is also complete. Replacing XΣ by Xstar(σ), we may assume {yi} lies in
the dense orbit of XΣ.
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The dense orbit of XΣ is parametrized by N under the map v 7→ γv · . For each i ∈ N ,
choose a point vi ∈ N such that yi = γvi · . This gives a sequence {vi} ⊂ N . Since Σ is
complete, N is the disjoint union of the relative interiors Relint(σ) of cones σ ∈ Σ. Hence,
there exists a cone σ so that Relint(σ) ∩ {vi} is infinite. Replacing {vi} by its intersection
with Relint(σ), we may assume {vi} ⊂ Relint(σ). Let τ be the minimum face of boundness
of {vi}. Replace {vi} by a subsequence whose image in N/〈τ〉 is bounded. So there exists a
closed bounded set B ⊂ σ ⊂ N so that {vi} ⊂ τ + B. Thus there are sequences {ui} ⊂ τ
and {vi} ⊂ B with vi = ui + vi for all i ∈ N. Since B is bounded, {vi} has an accumulation
point in v ∈ B. Passing to a subsequence, we may assume limi→∞ vi = v.
Replacing all sequences by their corresponding subsequences, we claim that
lim
i→∞
yi = γv · xτ ∈ Wτ ,
which will complete the proof.
Consider the sequence {yi} as a subset of Vσ = Homc(τ∨,R≥). For u ∈ τ∨, the proof of
Lemma 6.5 shows that yi(u) = exp(〈−u, vi〉), as yi = γvi · . Since vi = ui + vi,
yi(u) = exp(〈−u, vi〉) = exp(〈−u, ui〉) exp(〈−u, vi〉).
If u ∈ τ⊥, then 〈u, ui〉 = 0, so that
lim
i→∞
yi(u) = lim
i→∞
exp(〈−u, vi〉) = exp(〈−u, v〉).
If u ∈ τ∨ \ τ⊥, then u exposes a proper face of τ , and the minimality of τ implies that
〈u, vi〉 has no bounded subsequence. But then 〈u, ui〉 has no bounded subsequence. Since
〈u, ui〉 ≥ 0, we conclude that limi→∞〈u, ui〉 =∞. Thus
lim
i→∞
yi(u) = lim
i→∞
exp(〈−u, vi〉) = 0.
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Hence limi→∞ yi = γv · xτ ∈ Wτ as desired.
6.4 Projective Irrational Toric Varieties
For irrational toric varieties, the analog of projective space is the standard simplex
n :=
{
(x0, x1, . . . , xn) ∈ Rn+1≥ |
∑
xi = 1
}
.
The simplex n can be identified with the space of rays in Rn+1≥ . A point x ∈ n corresponds
to the ray R≥ ·x ⊂ Rn+1≥ and a ray r corresponds to its intersection with n. It is convenient
to write A ⊂ RA≥, where A ⊂M is a finite set of exponents.
Example 6.11. The simplex n has the structure of an irrational toric variety associated
to a fan. Let [n] = {0, 1, . . . , n} and e0, . . . , en be the standard basis for R[n] ' Rn+1. Then
the standard simplex [n] is the convex hull of e0, . . . , en. Define a fan Σ[n] ⊂ R[n] with one
cone σI for each proper subset I ( [n] defined by
σI := cone{ei | i ∈ I}+ R1 ,
where 1 = e0 + · · ·+ en. Note that σ∅ = R1. We consider the irrational toric variety XΣ[n] .
The hyperplane {u ∈ R[n] | 〈u,1〉 = 0} is spanned by the differences ei − ej for i, j ∈ [n]
and contains all dual cones σ∨I . Set VI = Homc(σ∨I ,R≥). For I ( [n], j /∈ I, and ϕ ∈ VI , set
ψi(ϕ) = R≥
( ∑
i∈[n]
ϕ(ei − ej)ei
)
∩ [n],
the intersection of the ray through
∑
i ϕ(ei−ej)ei with the simplex [n]. This injective map
does not depend on the choice of j /∈ I and defines a map ψI : VI → [n]. These maps ψ
are compatible with the gluing in that if y ∈ XΣ[n] lies in two affine patches VI and VJ , then
ψI(y) = ψJ(y). Thus these maps induce a homeomorphism Ψ: XΣ[n]
∼−→ [n].
The quotient map R[n]≥ \{0}  [n] may be understood in terms of Theorem 5.24. Let
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Σ′[n] ⊂ R[n] be the fan consisting of the boundary of the nonnegative orthant. Its cones are
σ′I := cone{ei | i ∈ I} ,
for all proper subsets I ( [n]. The irrational toric variety XΣ′
[n]
is Rn+1≥ \{0}, as the orbit
consisting of the origin in Rn+1≥ corresponds to the omitted full-dimensional cone. As σ′I ⊂ σI ,
these inclusions induce a map of fans Ψ: Σ′[n] → Σ[n], and thus a functorial map of toric
varieties XΣ′
[n]
→ XΣ[n] , which is the quotient map R[n]≥ \{0} [n]. 
Suppose that A ⊂ M lies on an affine hyperplane. Hence, there exists some v ∈ N and
0 6= r ∈ R with 〈a, v〉 = r for all a ∈ A. Thus for t ∈ TN and s ∈ R, we have
ϕA(γsv · t) = (γsv(a)ta | a ∈ A) = exp(−sr)ϕA(t) ,
as γsv(a) = exp(〈−sa, v〉) = exp(−sr) for a ∈ A and s ∈ R. Consequently, the affine
irrational toric variety XA ⊂ RA≥ is a union of rays.
Definition 6.12. Let A ⊂ M be a finite set that lies on an affine hyperplane. Then the
projective irrational toric variety ZA is the intersection XA ∩ A, equivalently, the quotient
(XA \ {0})/R> under the scalar multiplication.
The projective irrational toric variety ZA has an action of TN with a dense orbit, as the
action of TN on RA≥ gives an action on rays and hence on A, which restricts to an action
on ZA.
The restriction of the tautological map piA : RA≥ → cone(A) to the simplex A is the
canonical parametrization of the convex hull of A,
A 3 u 7−→
∑
a
uaa ∈ conv(A) .
By Birch’s Theorem (Proposition 5.5), restricting to the projective toric variety ZA gives a
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homeomorphism piA : ZA
∼−→ conv(A), called the algebraic moment map [11]. This isomor-
phism is also essentially proven by Krasauskas [10].
Theorem 6.13. Suppose that P ⊂ M is a polytope lying on an affine hyperplane with
normal fan Σ. For any A ⊂ P with conv(A) = P , there is an injective map of irrational
toric varieties ΨA : XΣ → A whose image is the projective irrational toric variety ZA. The
map composed with the algebraic moment map piA is a homeomorphism XΣ
∼−→ P .
Proof. Let A ⊂ P be a polytope such that conv(A) = P . Recall that by Definition 2.53, the
normal polytope Σ is the collection of cones of the form
σF = {v ∈ N | 〈f, v〉 ≤ 〈a, v〉 for all f ∈ F and a ∈ A},
where F is a face of A. The lineality space of Σ is spanned by v ∈ N such that 〈a, v〉 = 〈b, v〉
for any a, b ∈ A.
For a subset B ⊂ A and any u ∈ M , we write B − u := {b− u | b ∈ B}. Duals of cones
σF lie in the subspace L of M spanned by the differences {b− a | a, b ∈ A}, equivalently by
A− a for any a ∈ A. For a face F of A, the dual cone of σF is
σ∨F = cone(A− f) + R(F − f)
for any f ∈ F . Choosing another f ′ ∈ F translates the points A − f along the lineality
space R(F − f). Figure 6.2 shows an example of σ∨F . The affine irrational toric variety VF
corresponding to a face F of A is Homc(σ∨F ,R≥).
Let f ∈ F and consider the map
ψf : VF 3 ψ 7−→ (ϕ(a− f) | a ∈ A) ∈ RA≥.
Since for f, f ′ ∈ F , a ∈ A, and ϕ ∈ VF , we have ϕ(a − f) = ϕ(f ′ − f)ϕ(a − f ′), it follows
that ψf (ϕ) = ϕ(f ′ − f)ψf ′(ϕ). Hence, the two points ψf (ϕ) and ψf ′(ϕ) lie along the same
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R(F − f)0F − f
A− f
σ∨F
Figure 6.2: A dual cone σ∨F .
ray in RA≥. So the map VF → A defined by
VF 3 ϕ 7−→ (R≥ · ψf (ϕ)) ∩ A ∈ A , (6.2)
is independent of the choice of f ∈ F . Write ψF for the map (6.2), which is a continuous
injection from VF into A.
Suppose that F ,G are both faces of A such that F is a face of G. Then VG ⊂ VF , and for
ϕ ∈ VG, we have ψF(ϕ) = ψG(ϕ), as both maps are computed using ψf for f ∈ F ⊂ G. Thus
the maps ψF for F a face of A are compatible with the gluing of the VF to form XΣ, and so
they induce a continuous map Ψ: XΣ → A. The map ΨA is an injection. This is because if
F ,G are faces of A that are not faces of each other, then the support of ϕ ∈ VF \VG contains
F and is disjoint from G \ F . Hence ΨA is injective on the union VF ∪ VG.
We claim that ΨA(XΣ) = ZA. Since both are complete, it suffices to show that both
contain the same dense subset. Let t = γv ∈ TN with v ∈ N . Since for u ∈ M , tu =
exp(−〈u, v〉), we have ϕA(t) = (exp(−〈a, v〉) | a ∈ A). This lies on a ray in RA≥ that meets
A in the point
(R≥ · (exp(−〈a, v〉) | a ∈ A)) ∩ A ∈ ZA. (6.3)
The corresponding point γv ·  of Xσ lies in VA = Homc(L,R>), where L = R(A− b) for
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any b ∈ A. Its image ΨA(γv · ) is
(R≥ · (γv · (a− b) | a ∈ A)) ∩ A = (R≥ · exp(−〈a, v〉) | a ∈ A) ∩ A ,
as (a − b) = 1 and γv(a − b) = exp(−〈a, v〉) exp(〈b, v〉), so that the two rays are equal.
Comparing this to (6.3) completes the proof.
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7. HAUSDORFF LIMITS AND THE SECONDARY POLYTOPE
We study the space of Hausdorff limits of translates of irrational toric varieties. This work
is motivated by [14], which was motivated by [25]. We start by reviewing some background
on subdivisions, the secondary fan and the secondary polytope of a finite point configuration
A ⊂M . We then recall some notations and results studied in [14] about Hausdorff limits of
torus translates of ZA. In Theorem 7.10, we construct a homeomorphism between the space
of Hausdorff limits and XΣ(A).
7.1 Subdivisions and Secondary Polytopes
Let A ⊂M be a finite set of points which affinely spans M .
Definition 7.1. A subdivision S ofA is a collection of subsets F ofA satisfying the following
properties.
1. If F ,G ∈ S, then H := F ∩ G is also in S, and conv(H) is a face of both conv(F) and
conv(G).
2.
⋃
F∈S
conv(F) = conv(A).
The elements of S are called faces of S. The set of convex hulls {conv(F) | F ∈ S} form a
complex, denoted by ΠS , which covers conv(A).
Definition 7.2. A triangulation of A is a subdivision of S, in which every face conv(F) of
ΠS is a simplex with vertices F .
Example 7.3. Consider the planar configuration A in Figure 7.1. S and T are both subdi-
visions of A, and T is a triangulation of A. On the other hand, S ′ is not a subdivision of A
as
conv({a, d, e}) ∩ conv({b, c, d}) = conv({d, e}),
which is not a face of conv({b, c, d}).
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Figure 7.1: Subdivisions and triangulations.
Definition 7.4. A subdivision S of A is refined by S ′, denoted by S ≺ S ′, if for every face
F ′ of S ′, there is a face F of S with F ′ ⊆ F .
Definition 7.4 makes the set of all subdivisions of A into a poset. Triangulations are
precisely minimal elements of this poset and its maximal element is the subdivision consisting
A itself.
Elements λ ∈ RA induce subdivisions of A in the following way. Let Pλ be the convex
hull of the graph of λ, defined by
Pλ := conv ({(a, λa) | a ∈ A}) .
Its lower faces are those having inward-pointing normal vector with last coordinate positive.
For a lower face F of Pλ, let
F(F ) := {a ∈ A | (a, λa) ∈ F}.
Also, let
Sλ :=
⋃
F
F(F ),
where F ranges over the lower faces if Pλ. The union Sλ is a subdivision of A [26, Lemma
2.3.11].
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Definition 7.5. A subdivision S is regular if S = Sλ for some λ ∈ RA.
Example 7.6. Let A = R2 be the vertices of two concentric triangles given in Figure 7.2.
We will examine a regular and a non-regular subdivision of A.
32
1
4
5 6
Figure 7.2: Two concentric triangles.
First consider S1 in Figure 7.3. Let λ = (3, 2, 1, 0, 0, 0). Then λ induces S1.
32
1
45
6
S1
32
1
4
5
6
S2
Figure 7.3: Subdivisions of A.
On the other hand, the subdivision S2 in Figure 7.3 is not regular. To see this, assume
λ ∈ R6 induces S2. Note that we can assume λ4 = λ5 = λ6 = 0, as altering λ by an affine
function of A produce the same subdivision of A. To get edge 15, we must have λ1 < λ2.
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The same happens for edges 26 and 34. Hence we get λ1 < λ2 < λ3 < λ1, which is a
contradiction. Hence S2 cannot be regular.
For a regular triangulation T of A, let C(T ) ⊂ RA be the closure of the set all functions
λ ∈ RA which induces T . The set C(T ) is a full-dimensional cone in RA, and the cones C(T )
for all regular triangulations of A together with all faces of these cones form a complete fan
Σ(A), called the secondary fan of A [7, Proposition 1.5, Chapter 7].
Let T be a triangulation of A, where conv(A) is full dimensional. The characteristic
function of T is the function ϕT : A → R defined by
ϕT (w) =
∑
Vol(F),
where the summation is over all maximal simplices F of T for which w is a vertex, and
Vol(F) denotes the usual Euclidean volume. The secondary polytope P(A) is the convex
hull in RA of the vectors ϕT for all the triangulations T of A.
For any regular subdivision S of A, let F (S) be the convex hull of the characteristic
functions ϕT for all triangulations T refining S. By [7, Theorem 2.4, Chapter 7], the faces
of P(A) are precisely the polytopes F (S) for all regular subdivisions S of A. In addition,
F (S) ⊂ F (S ′) if and only if S refines S ′. The normal cone to F (S) coincides with C(S).
7.2 Hausdorff Limits of Torus Translates
Given a compact metric space (X, d), the Hausdorff distance between closed sets A and
B in X is
dH(A,B) := max
{
sup
a∈A
inf
b∈B
d(a, b) + sup
b∈B
inf
a∈A
d(a, b)
}
.
The set Closed(X) of closed subsets of X is a compact metric space with the Hausdorff
distance [27, p. 167].
As in Section 6.4, suppose that A ⊂M lies on an affine hyperplane. Then the irrational
toric variety XA ⊂ RA≥ is a union of rays with associated irrational projective toric variety
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ZA = XA ∩ A. An element ω ∈ RA> of the positive torus acts on RA≥ by translation,
ω · x = w · (xa | a ∈ A) = (ωaxa | a ∈ A),
for x ∈ RA≥. This induces an action of RA> on rays, and hence on A.
For w ∈ RA, the translate ω · ZA is a closed subset of A defined by binomials given as
follows.
Proposition 7.7 ([15, Proposition A.2]). A point z ∈ A lies in ω · ZA if and only if
∏
a∈A
zuaa ·
∏
a∈A
ωvaa =
∏
a∈A
zvaa ·
∏
a∈A
ωuaa ,
for all u, v ∈ RA≥ with Au = Av.
The association ω 7→ ω · ZA gives a continuous map RA> → Closed( A). Let ∆A be
the closure of that image. This is a compact Hausdorff space equipped with an action of
RA>, and it consists of all Hausdorff limits of translates of ZA. In [14], the main result
was a set-theoretic identification of the points in ∆A. We extend their work to construct a
homeomorphism between ∆A and the irrational toric variety associated to the secondary fan
of A.
For a regular subdivision S of A, the union of irrational toric varieties
Z(S) :=
⋃
F∈S
ZF (7.1)
is called the complex of irrational toric varieties corresponding to S. This is a complex in
that if F ,F ′ ∈ S with ∅ 6= G = F ∩ F ′, so that G is also a face of S, then ZG = ZF ∩ ZF ′ .
An element ω ∈ RA> of the positive torus acts on the complex giving the translated
complex,
Z(S, ω) :=
⋃
F∈S
w · ZF . (7.2)
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Lemma 7.8 ([14, Lemma 2.4]). For ω, ω′ ∈ RA>, the translated complexes Z(S, ω) and
Z(S, ω′) are equal if and only if Log(ω) − Log(ω′) ∈ Aff(S), where Log : RA≥ → RA is the
coordinatewise logarithm map.
The next theorem gives a set-theoretic identification between points of ∆A and the trans-
lated complexes Z(S, ω) of irrational toric varieties.
Theorem 7.9 ([14, Theorem 3.3]). The points of ∆A ⊂ Closed( A) are exactly the trans-
lated complexes Z(S, ω) of irrational toric varieties for ω ∈ RA> and S a regular subdivision
of A.
Recall that  ∈ XΣ(A) is the distinguished point of its dense RA>-orbit.
Theorem 7.10. For ω ∈ RA>, the association ψ : ω ·ZA 7→ ω ·  is a well defined continuous
map from the set of translates of ZA to the dense orbit of XΣ(A) that extends to a RA>-
equivariant homeomorphism ∆A
∼−→ XΣ(A). Composing it with an algebraic moment map
XΣ(A) → P(A) gives a homeomorphism between ∆A and the secondary polytope P(A).
Proof. Let σ ∈ Σ(A) be a cone with corresponding regular subdivision Sσ. The orbit Wσ in
XΣ(A) has distinguished point xσ. Under the map
RA ∼−−→ RA>
v 7−→ γv,
the orbit Wσ = RA> · xσ is identified with RA/〈σ〉. So the stabilizer of xσ is the linear span
〈σ〉 of σ.
The complex Z(Sσ) = Z(Sσ, 1) is the distinguished point of ∆A corresponding to σ. By
Lemma 7.8, the stabilizer of Z(Sσ, 1) in RA is also 〈σ〉. Hence, the association ψ : Z(Sσ, γv) 7→
γv · xσ is a well defined map. This induces a RA>-equivariant homeomorphism between the
orbits in both spaces, because when both orbits are identified with RA/〈σ〉, the map ψ
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becomes the identity map. When Sσ has a single facet A, so that σ is the minimal cone of
Σ(A), this is the map ψ in the statement of the theorem.
Write ψ for the bijection given by
ψ : ∆A −→ XΣ(A)
Z(Sσ, ω) 7−→ ω · xσ,
for ω ∈ RA> and σ ∈ Σ(A). We show that if {ωn} ⊂ RA>, ω ∈ RA>, and σ ∈ Σ(A) are such
that
lim
n→∞
ωn · ZA = Z(Sσ, ω) (7.3)
in the space ∆A of Hausdorff limits, then
lim
n→∞
ωn ·  = ω · xσ (7.4)
in the irrational toric variety XΣ(A), and vice versa. Since ∆A and XΣ(A) are both RA>-
equivariant closures of their dense orbits, this will complete the proof.
Our argument that ψ preserves limits of sequence follows from the proofs of Theorem 7.9
and Theorem 6.10. These proofs show that the sequences of translates ωn · ZA and ωn · 
have convergent sequences. In each, we replace ωn ∈ RA> by vn ∈ RA, where ωn = γvn , and
then replace {vn} by any subsequence {vn} ∩ σ, where σ is a cone in Σ(A) that meets {vn}
in an infinite set. Finally, τ is the minimum face of boundedness of {vn}, so {vn} is bounded
in RA/〈τ〉, and then v ∈ RA satisfies
v + 〈τ〉 is an accumulation point of {vn + 〈τ〉} in RA/〈τ〉.
Restricting to subsequences, we have limn→∞ ωn ·  = v · xτ and limn→∞ ωn · ZA = Z(Sτ , v).
We assumed the original limits ((7.3) and (7.4)) exist without restricting to subsequences.
Thus, for every cone σ with σ ∩ {vn} infinite, τ is the minimal face of boundness of {vn},
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and then v is a point such that
lim
n→∞
vn + 〈τ〉 = v + 〈τ〉.
This completes the proof, as both ψ and ψ−1 preserve limits of sequences.
The last statement is by Theorem 6.13, as Σ(A) is the normal fan to P (A).
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8. SUMMARY AND FUTURE WORK
8.1 Summary
Inspired by applications in algebraic statistics and geometric modeling, we developed a
theory of irrational toric varieties associated to fans in a real vector space N that are not
necessarily rational. This work required completely new methods without an analog in the
classical setting. This is due to the fact that irrational toric varieties have no algebraic struc-
ture to exploit. In Theorem 5.20 we showed that the irrational toric variety XΣ associated
to a fan Σ ⊂ N is a TN -equivariant cell complex. Each cell is an orbit and corresponds to a
unique cone in Σ. We also showed that the cell structure of XΣ and its poset of containment
in closure is dual to that of the fan Σ. We also showed in Theorem 5.23 that when the fan
Σ is rational, the irrational toric variety XΣ corresponding to Σ is the nonnegative part of
the complex toric variety YΣ.
Our construction of irrational toric varieties has many pleasing parallel results with the
classical theory. Theorem 5.24 shows that this construction is functorial, that is, maps of
fans corresponds to equivariant irrational toric morphisms, and we showed how to recover a
fan Σ from the irrational toric variety in Section 6.2. Another similar result is Theorem 6.10,
which shows that an irrational toric variety is compact if and only if the corresponding fan is
complete. We also studied irrational toric varieties as monoids. By adjoining an absorbing
element to XΣ, it becomes a commutative topological monoid in which the inclusion of the
irrational toric variety Vσ is a monoid map for each cone σ ∈ Σ (Theorem 6.4). In Section 6.4,
we constructed projective (that may be embedded in a simplex) irrational toric varieties. In
Theorem 6.13, we showed that when the fan Σ is the normal fan of a polytope, the irrational
toric variety XΣ is projective and it is homeomorphic to that polytope.
When A is rational, the space of Hausdorff limits of translates of the irrational toric
variety corresponding to A is identified with the secondary polytope of the exponent vectors
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of its parametrizing monomials [15]. For irrational A, all Hausdorff limits were identified
in [14] as toric degenerations, and thus were related to the secondary fan of a point config-
uration. We extended that work in Theorem 7.10, where we constructed a homeomorphism
between the space of Hausdorff limits and the irrational toric variety XΣ(A) associated to the
secondary fan of A.
8.2 Future Work
This new theory of irrational toric varieties may enable the generalization of other
geometric-combinatorial aspects of classical toric varieties to irrational polytopes and fans.
For example, this will likely be able to show that fiber polytopes [28] are naturally moduli
spaces of Hausdorff limits of toric subvarieties of toric varieties.
Irrational toric varieties admit deformations, while classical toric varieties do not. Un-
derstanding these deformations is another project. A related and more algebraic topic is
to study deformations of the Wachspress varieties of Irving and Schenck [29], which are va-
rieties from approximation theory that behave like polygons in the plane. These spaces of
deformations will give a natural analytic or algebraic structure to spaces of polytopes, and in
particular a structure on degenerations of polytopes. Understanding what these structures
are and their relation to geometric combinatorics would be extremely fascinating.
Tropicalization of toric varieties were studied as skeletons of analytifications in [30], and
they were studied explicitly in [31]. Then they were applied to the development of relations
between tropical and nonarchimedean analytic geometry [32, 33, 34]. In particular, for a
closed subscheme X of a toric variety, the limit of the inverse system of tropicalizations of
all toric embeddings of X is homeomorphic to the analytification of X [35] . Another line of
research is to define tropical irrational toric varieties by using the construction of irrational
toric varieties and extend the mentioned results to tropical irrational toric varieties.
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