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The characterization and understanding of rock deformation processes due to fluid flow
is a challenging problem with numerous applications. The signature of this problem
can be found in Earth Science and Physics, notably with applications in natural hazard
understanding, mitigation or forecast (e.g., earthquakes, landslides with hydrological
control, volcanic eruptions), or in industrial applications such as hydraulic-fracturing,
steam-assisted gravity drainage, CO2 sequestration operations or soil remediation. Here,
we investigate the link between the visual deformation and the mechanical wave signals
generated due to fluid injection into porousmedium. In a rectangular Hele-ShawCell, side
air injection causes burst movement and compaction of grains along with channeling
(creation of high permeability channels empty of grains). During the initial compaction
and emergence of the main channel, the hydraulic fracturing in the medium generates a
large non-impulsive low frequency signal in the frequency range 100Hz–10 kHz. When
the channel network is established, the relaxation of the surrounding medium causes
impulsive aftershock-like events, with high frequency (above 10 kHz) acoustic emissions,
the rate of which follows an Omori Law. These signals and observations are comparable
to seismicity induced by fluid injection. Compared to the data obtained during hydraulic
fracturing operations, low frequency seismicity with evolving spectral characteristics have
also been observed. An Omori-like decay of microearthquake rates is also often observed
after injection shut-in, with a similar exponent p≈ 0.5 as observed here, where the decay
rate of aftershock follows a scaling law dN/dt ∝ (t − t0)−p. The physical basis for this
modified Omori law is explained by pore pressure diffusion affecting the stress relaxation.
Keywords: fracturing, lamb waves, acoustic emissions, power spectral evolution, Hele-Shaw cell
1. Introduction
Fluid flow [1, 2], rock deformation [3] and granular dynamics [4] by themselves are very large
scientific domains to investigate individually [5]. However, the idea of putting them together via
a system of deformable porous medium with a fluid flow makes the phenomena even harder
to understand. Rapid changes in the porosity of the medium due to fluid flow, channeling and
fracturing via momentum exchange with the flow make understanding the mechanics of the
system a challenge [6–9]. Hydraulic fracturing of the ground is a good example for this coupled
behavior of solid and fluid phases. First, the pressure of the flow creates fissures and cracks which
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changes the permeability of the initial rock. Then, a flowing
mixture of fine sand and chemicals helps maintain this cracked
state by penetrating the newly opened areas. By jamming and/or
cementing the newly-formed channels and cracks, possible
relaxation after injection is prevented. Thus, a more permeable
state of the rock is preserved after injection for various types
of industrial applications. Recently, various well-stimulation
projects have attempted to use pressurized gas (N2, CO2), instead
of water, to trigger fracturing within reservoirs for several reasons
(e.g., to avoid wasting water, to sequestrate CO2, environmental
risks due to chemicals etc.) [10–12]. In this study, contrary to
conventional fracturing methods, the fractures are induced using
air injection.
Monitoring, predicting and controlling fracture evolution
during hydraulic-fracturing, steam-assisted gravity drainage,
or CO2 sequestration operations is a key goal [13–16]. One
possibility for monitoring is to use generated acoustic emissions
during those operations. In the hydraulic fracturing industry,
the typical monitoring devices consist of geophones and
seismometers. However, the interpretation of the signals during
fast deformations of porous media due to fast fluid flow is
not simple. Particularly, the measurements of deformations are
usually difficult to achieve in an opaque medium, and the source
of the seismic waves and acoustic emissions can be complex. The
study of microseismicity during well operations is routinely done
in the industry, but its interpretation is often delicate [17–19].
In this paper, we present an experimental study using
a purpose-built setup allowing channeling and fracturing
due to fluid flow, where we can observe the deformations
optically using a fast camera and transparent setup, and
simultaneously record the mechanical waves emitted by the
complex channels and fractures created. Both signals, optical
and acoustic/microseismic, are then analyzed. They display a
complex evolution of the source geometry, and of the spectral
characteristics. The experimental setup designed to achieve this
consists of a rectangular Hele-Shaw cell filled with 80 microns
diameter grains, mixed with fluid (air). The linear cell has three
lateral sealed boundaries and a semi-permeable one enabling
fluid (but not solid) flow. During the experiments, air is injected
into the system from the side opposite to the semi-permeable
boundary so that the air penetrates into the solid and at high
injection pressures makes a way to the semi-permeable boundary
via the creation of channels and fractures - or at low injection
pressures, directly using the pore network.
For a similar system of aerofractures in a Hele-Shaw cell,
a numerical model was conducted by Niebling et al. [20].
These models were also compared with experiments for
further development and validation [20–24]. Same kind of
experiments—but without acoustic monitoring—with a Hele-
Shaw cell have also been conducted. Johnsen et al. worked on the
coupled behavior by air injection into the porous material both
in fluid saturated and non-saturated cases to study multiphase
flow numerically and experimentally [23, 25, 26]. Aero-granular
coupling in a free falling porous medium in a vertical Hele-Shaw
cell was studied numerically and experimentally by Vinningland
et al. [27–29]. Varas et al. conducted experiments of air injection
into the saturated porous media in a Hele-Shaw cell [30, 31]
and in a cylinder box [32]. Eriksen et al. and McMinn et al.
worked on injecting gas into a saturated deformable porous
medium [Eriksen et al., submitted; 33]. Sandnes et al. classified
different regimes of fingering of porous media in a Hele-Shaw
cell [34]. Rust et al. developed a closed-system degassing model
using volcanic eruption data [35]. Holtzman et al. also studied
air induced fracturing where they identified different invasion
regimes [36]. Furthermore, a recent study was conducted
by Eriksen et al. where the air injection causes bubbles in a
fluid-grain mixture [37].
The equivalent of microseismicity monitoring in the lab is
the tracking of acoustic events. Hall et al. compared recorded
acoustic emissions with the digital image correlation to track
crack propagation in the rock samples [38]. Valès et al. used
acoustic emissions to track strain heterogeneities in Argilite rocks
[39]. Some studies have started to look at sources directly, both
optically and acoustically, in various problems to characterize
the different source mechanisms [40–44]. Farin et al. conducted
some experimental studies on rockfalls and avalanches where
he monitors those phenomena using acoustic emissions [45].
Stojanova et al. worked on fracture of paper using acoustic
emissions created during crack propagation [46–48]. During the
current experiments, acoustic signals are recorded using different
sensors (shock accelerometers and piezoelectric sensors). Those
signals are compared and investigated further in both time
and frequency domains. Furthermore, during the experiments,
photos of the Hele-Shaw cell are taken using a high speed camera.
Thus, it is possible to visualize the complex branched patterns
arising due to the solid-fluid interaction and to process images
to gather information about the strain and strain rates, and
investigate the mechanical properties of the solid partition.
2. Experimental Setup
A Hele-Shaw cell is made of two glass plates (80× 40 cm) placed
on top of the other, separated by 1.5mm distance. The plates
are separated via aluminum spacers placed close to the edges to
provide equidistant spacing across the cell. For the experiments
particular to this study, we completely sealed three boundaries
of the Hele-Shaw cell and made one semi-permeable boundary
using 50 µm steel mesh which allows fluid to exit the system but
keeps the solid grains inside the cell. One of the plates has an
inlet, which is used for injection of pressurized air, located at the
bottom end of the plate, midway from the long edges 3 cm inside
from one of the clamps close to the shorter edge (Figure 1A).
The cell is filled with non-expanded polystyrene grains (80 µm
diameter ±1%) called Ugelstad spheres (see details in Toussaint
et al. [49]). The density of the spheres is 1.005 g/cm3. A mass of
170 g of grains is required to fill the cell, corresponding to an
initial solid fraction of 52± 5% which is close to the 57% random
loose pack for monodispersed grains [50]. Solid fraction of the
grains in similar systems was investigated thoroughly by Johnsen
et al. and found to be as low as 44% [23]. The difference between
our experimental value and the theoretical value for an infinite
box could be due to finite size of the cell which causes steric
effect between the grains and the flat boundaries of the container,
making the solid fraction 10–15% less [51]. Additionally, the
Frontiers in Physics | www.frontiersin.org 2 September 2015 | Volume 3 | Article 70
Turkaya et al. Bridging aero-fracture evolution with acoustics
FIGURE 1 | Schematic diagram of the Hele-Shaw cell including the dimensions. (A) Top view of the Hele-Shaw cell including its dimensions. The cell is
made of two glass plates which are placed on top of the other with 1.5mm spacing between them. A porous medium is placed inside the cell. Three sides of
the cell are sealed and the 4th boundary is sealed with a semi-permeable filter. (B) Side view of the Hele-Shaw cell showing clamp details. To protect the
glass plates from point loading, a rubber sheet is placed in between the screw and the plate. Aluminum spacers are placed in between the plates to provide
equivalent spacing everywhere in the cell.
measurement of 1.5mm plate separation is subject to an error
of 10% which has a direct effect on the solid fraction error
bar. Electrostatic forces and humidity are also effective for real
experimental beads and not for theoretical hard spheres, which
can lower the solid fraction.
Some of the grains are colored with Indian ink to provide
markers and texture, allowing a better resolution of the
displacement measurements based on optical data. Images taken
via high speed camera are used for digital image correlation to
have full field measurements of displacement, velocity, strain
rate etc. [21, 52–54]. The solid-air interface is placed 1-2 cm
away from the inlet to avoid pressure localization close to the
inlet. A schematic diagram of the Hele-Shaw cell is shown in
Figure 1. The sides of the Hele-Shaw cell are clamped using
steel clamps after sealing with double-sided rubber sealing tape.
To protect the glass plates from stress focus on the clamping
points, rubber sheets are placed between the clamp screws and
the glass plates. Before placing the semi-permeable boundary, the
cell is placed vertically and grains are poured inside. Following
this, a semi-permeable filter is placed on the 4th edge. Then, the
Hele-Shaw cell is positioned vertically, in a way that the semi-
permeable boundary stays at the bottom side to decompact grains
and homogenize the solid fraction through the cell. Another
important goal of this rotation process is to provide a small
rectangular buffer empty of grains around the air injection inlet
to avoid having point injection force over the medium. After the
filling phase, the Hele-Shaw cell is placed horizontally.
Air injection is started and ceased via an electrovalve placed on
the pipe very close to the air inlet, (Figure 2). This air pressure is
provided via a pressurized air tank. Injection pressure over time
is constant. It starts like a step function and is monitored using
a pressure sensor placed on the air inlet allowing to check if the
real injection pressure is within 5% of the value required during
the experiment.
During the experiments, acoustic signals are recorded using
different sensors. The data recorded on the piezoelectric sensors
which are mostly sensitive in the range (200–900 kHz) are
amplified with a Signal Preamplifier. The data recorded on the
shock accelerometers which are mostly sensitive in the range
(1 Hz–26 kHz) are amplified with a Brüel and Kjaer Nexus
Charge Amplifier—Type 2692-A. The amplified/conditioned
signal is transmitted to the computer via a Ni-DAQmx PCI-6133
acquisition card with multiple channels at 1MHz sampling rate
(Figure 2). In addition, synchronized with the acoustical data,
images of the Hele-Shaw cell are taken via a Photron SA5 high
speed camera transferred and stored numerically. A TTL signal is
used as a trigger to initiate the injection and the data acquisition
via the camera and the acoustic sensors, thus, enabling time
synchronization between the apparatus. Ambient lab noise is
also recorded for reference and investigated using camera and
accelerometer recordings prior to air injection. After recording,
the signals are corrected by using the response function of the
accelerometers provided by the manufacturer and cross-checked
at the lab.
3. Experimental Observations
At large enough injection pressures, the fluid makes its way
by creating channels and fractures toward the semi-permeable
boundary as seen in Figure 3. In the beginning, the solid-air
interface of the porous medium (closest to the injection point)
moves more or less homogeneously, with the appearance of
only large scale curvature of the interface (Figure 3B). Then
after roughly 150ms, some thin finger-like carved formations of
thickness around 2mm start to appear at several points (marked
with yellow circles in Figure 3C). As injection continues, those
fingers penetrate further in the medium. They get larger and
wider with the help of the air pressure (Figure 3D). In addition
to that enlargement, fingers branch out into thinner fingers. In
the end, a tree-like branched channel network is created inside
the porous medium. As a result of those fractures and channels,
the surrounding material is displaced and the porous medium is
compacted. Fracturing, channeling and fluid interaction inside
the porous medium has its effects on the granular part of the
medium. These interactions also result in granular transportation
and compaction which involves inter-granular interactions as
well as interactions of the solid grains with the confining glass
plates. Initially the solid fraction is homogenous inside the plate.
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FIGURE 2 | The acquisition chain of the aero-fracturing experiments with a Hele-Shaw cell. The signal acquisition card, camera and the electrovalve
connected to the air pump are triggered at the same time via a TTL sent from the signal generator to have synchronized optical and acoustic data. The sensors are
placed on the bottom glass plate of the Hele-Shaw cell.
However, during the experiment the solid fraction of the grains
increases in the close vicinity of the channels and fractures (up to
the maximum possible solid fraction up to 63% for loose packed
medium [50]. As observed in numerical models of such system in
Niebling et al. [24], this solid fraction may decrease with distance
from the fingers. After the experiment, depending on the pressure
duration, initial solid fraction, and overpressure, some parts of
the medium may have remained at the initial solid fraction, in
other words may not have been compacted at all.
The acoustic events recorded during the experiments arise
presumably due to sources of various types. While some
vibrations are happening solely due to the air pressure fluctuation
inside the channels, some others are generated by the stress
increases on the plates due to granular compaction, intra-
porous air pressure vibrations, granular shocks and variation
of the friction forces. These sources excite the confining plates,
transporting mechanical waves to the sensors, i.e., the source
types that are convoluted with the response of the Hele Shaw
cell structure. Eventually, what is recorded is not just a signal
created by a simple source, but a systemic response (i.e.,
signals interacting with plates and clamps, reflecting from edges,
refracting through interfaces and eventually having different
characteristic properties) to the many individual processes
happening inside the plate during the whole period of the
experiment. Signature of the signals recorded during experiments
did not depend significantly of the sensor type and location.
Even though many individual acoustic events are superposed
in time in the recorded signals, and are influenced by a systemic
response, this does not mean that their specific signature is
lost. Superposed signals may hide their signatures in the time
domain, however their influence in the power spectrum may
still be noticeable. In the following section, the evolution of the
power spectral signature with varying solid-fluid interactions
(e.g., compaction of the solid with fluid pressure, channeling,
diffusion of the overpressure of the injected fluid through the
pore spaces etc.) is shown. First, the power spectrum of several
snapshots in time (i.e., Fast Fourier Transform, FFT), taken
from different experimental stages, are presented. Then, they
are analyzed and compared with each other. The flowchart in
Figure 4 describes the analysis procedure.
4. Results
4.1. Power Spectral Evolution
The first time window analyzed, occurred prior to injection (i.e.,
at a state of rest). Figure 3 shows an image of the Hele-Shaw cell,
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FIGURE 3 | Image of the Hele-Shaw Cell prior to injection (A), during quasi-homogenous compaction (B) and during channeling (C–D). Red dot shows
the position of the acoustic sensor (accelerometer). Yellow circles in (C) represent the locations of the first finger-like carved formations.
FIGURE 4 | Flowchart showing the acoustic-emission analysis procedure. Snapshots of the experimental signal is taken. Then, they are first converted to the
fourier domain to obtain the power spectra. Afterwards, power spectra are compared with each other to understand differences.
acquired via the fast speed camera. The acoustic recordings at the
same time step are shown in Figure 5. The air injection starts at
t = 0 s.
Before injection, only ambient electrical noise in the recording
system is present. Its power spectrum is flat (Figure 5, Right,
Blue Curve). After correction with the sensor response the
mechanical response (Figure 5, Right, Red Curve) is obtained.
This noise represents the minimum mechanical vibration level
which can be captured by the sensors without being hidden by
the electrical noise. Aside from the ambient noise within the
lab, no other signal is present. The red strip (time window of
0.005 s) on the experimental signal (Figure 5, Top-Left) shows
the time window of signal when the picture in Figure 3A
is taken. The FFT is applied to this time window to obtain
the power spectrum which is presented in the right panel of
Figure 5.
Compaction starts when the fluid (air) pressure is sufficiently
large to move the solid grains. In Figure 6A, 150ms after the
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FIGURE 5 | Ambient Lab Noise recorded prior to experiment. The red strip in the top left panel (time window of 0.005 s) and its zoomed version (Bottom
left panel) corresponds to the snapshot that the power spectra (Right) occurred at. Right panel: The uncorrected (blue) and corrected with sensor response
(red) power spectra of the ambient lab noise.
FIGURE 6 | Optical (A) and acoustic (B) experimental recordings just before channeling. Yellow circles on the left image shows the initiation points of
the channeling. The red dot on the left image illustrates the sensor location where the signal on the right is recorded. Top Right panel: Acoustic signal
recorded throughout the entire experiment. The red strip (time window of 0.005 s) corresponds to the snapshot that the image (A) and power spectrum
(Bottom Right) occurred at.
start of the injection, channel initiation can be observed at
several points, as highlighted by the yellow circles. Due to
the interaction between the solid and fluid phases inside the
Hele-Shaw cell, some mechanical signals are generated. The
power spectrum of the signal recorded during this snapshot is
presented in the bottom right panel of Figure 6. As channeling
continues, the bulk movement of the grains takes place together
with fluid motion. This causes emergent acoustic emissions
which are predominantly in the low frequency range (less
than 10 kHz). Vibration of the plates, granular friction and
stress differences on the plates due to compaction create waves
that are also in the power spectrum. All those contributions
from different source mechanics gives a shape to the presented
power spectra, similar to a power law decay having an
exponent b = −1.61.
In addition to this slope, it is possible to find the mean
frequency of the power spectra using Equation (1).
〈
f
〉 =
∫
f |a(f )|2df∫ |a(f )|2df (1)
This will show the dominant frequency range within the signal.
In the following Figure 7, it can be seen that the mean frequency
starts very low and then increases with increasing energy in
the high frequency range. As the channel network develops,
we see that the mean frequency reaches to its maximum value.
Using cubic fitting, this mean frequency curve is estimated
and compared with the optically obtained curves. An inflection
point of the fitted curve is observed around time t0 = 1.49 s
after injection. This corresponds to the point where the finger
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FIGURE 7 | Mean frequency evolution (normalized with the maximum
value 200kHz) during injection. As the channel network develops
progressively the energy percentage in the low frequency range f <10 kHz
diminishes, and the mean frequency gets higher. A cubic polynomial curve
(red) is fitted to the mean frequency data to simplify the comparison and
discussions. The location of the inflection point of this curve is indicated by the
(red) dash dot strip (t0 = 1.49 s). In this curve the normalized maximum finger
length (green, maximum value is approximately 35 cm) and the carved area
(black, maximum value is approximately 270 cm2) is also presented.The area
saturates to a maximum at a time close to t0. The length still increases slightly
after t0, in particular, a small step in finger length (high slope of the length
curve, corresponding to a large stick slip event connected to the finger) can be
noticed around t0.
development stops and the regime inside the Hele-Shaw cell
changes to a slow relaxation stage with slow fluid overpressure
diffusion detailed in the discussion section.
4.2. Acoustic Events
It is possible to link the information received from the small
scale lab experiments with large scale data, and vice-versa. In
the experiments, we noted that the number of acoustic events
occurring inside the Hele-Shaw cell is related to the empty
channel area. However, after the fractured area reaches the final
channel network shape, stress relaxation events are observed.
These events are investigated further using event counting
methods based on the ratio of Short Term Average over Long
Term Average (STA/LTA) for event detection and compared with
the evolution of the channel area inside the Hele-Shaw cell.
4.2.1. Event Detection
Detecting the number of events occurring during fracturing is a
good indicator of the compaction level within the material. As
long as there is motion of granular particles with the fast fluid
flow it is very probable to detect some acoustic events in the
experimental recording. However, it is very important to analyze
and understand which part of the recording can be labeled an
event and which part can not. STA/LTA threshold method is
commonly used in seismic data interpretation [55–58]. If the
parameters are selected carefully, it is very easy to use and is very
robust [59]. While LTA considers the average temporal noise to
have an idea of the general behavior of the site, STA looks for
intense changes in the signal in a small time window to detect
acoustic events. Thus, it makes the ratio of those two parameters
sensitive to the more complex events as well. When this STA/LTA
ratio passes a pre-defined threshold, it is considered as an event
(Figure 8), and the event counter is incremented. As long as the
ratio stays above the threshold, it does not trigger again. Right
after the ratio goes below the threshold, the algorithm can be
triggered again for the next event to be counted. This algorithm
(for one time window) can be generalized as follows:
(STA)
(LTA)
=
1
Ns
∑i+Ns
i (s(i)
2)
1
Nl
∑i+Nl
i (s(i)
2)
(2)
9 = (STA)
(LTA)
→ 9 > T → Event (3)
where s(i)2 is the squared raw signal in the time domain
(if necessary, a filtered signal s′(i)2 can be used for different
characteristic events), Ns and Nl are the length of the short
(0.05ms) and long time (1ms) windows respectively and T is
the predefined threshold for an event. The threshold to detect
events may change between different datasets or different types
of acoustic events.
4.2.2. Event Classification
One important thing that should be mentioned about the
STA/LTA counting method is the frequency range used. After
detailed analysis, it has become apparent that two different types
of events exist within the experimental dataset. The first type of
events are the non-impulsive low frequency (less than 10 kHz,
similar to Figure 6) events (Type 1) which are related to the fluid
flow and to the fluid-grain interactions rearranging the grains
and producing major deformations and channeling. These events
begin at the moment when the air injection starts and continue
until a fully developed channel network is reached. It is possible
to determine accurately this period from the optically acquired
data, simply by calculating the area of the channel (estimated via
the number of dark pixels in a binarized image) that saturates
to a maximum value before the end of the acoustic emissions.
Interestingly, in our findings, the number of Type 1 acoustic
events follows a similar trend in time as the evolving emptied
channel area within the Hele-Shaw cell (Figure 9). To enable the
detection algorithm to distinguish between the different types of
events, frequency filters are applied. To detect Type 1 events, a
butterworth bandpass filter with corner frequencies 100Hz and
10 kHz is applied to the raw signal s(i) before the STA/LTA event
detection is applied.
The second type is the aftershock-like events, Type 2. Unlike
the Type 1 events, in power spectrum their energy is spread
over a wide frequency range similar to the one presented in
Figure 10. These events are similar to the stick-slip relaxation
events following a big earthquake in real scale. Compacted grains
are rearranging their positions to have a more compacted state
due to continuous air injection which results in some of their
energy being released as acoustic emissions. To detect Type 2
events, a highpass filter for frequencies higher than 100 kHz is
applied to the raw signal s(i) before the STA/LTA event detection
is applied. In Figure 11 the evolution in the power spectrum
with time is presented. In the figure, a Type 2 event occurred at
t = 2.8 s is also presented.
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FIGURE 8 | STA/LTA detection plots for Type 1 (upper figure) and Type 2 (lower figure) events. Top: The raw signal is filtered by using a butterworth bandpass
filter with corner frequencies 100Hz and 10 kHz before computation. Bottom: The raw signal is filtered by using a highpass filter for frequencies higher than 100 kHz
before computation. We found that some of the Type 2 events can be classified as Type 1 events since they have energy in the low frequency higher than the threshold.
FIGURE 9 | Top: Signal recorded during the experiment. Bottom: Blue curve shows dark pixel counting over the image to compare compacted area
with the number of different acoustic events occurred. Circles represent cumulative number of events normalized with maximum number of Type 1
events (i.e., 17 events). Cumulative number of Type 1 events (red points) are fitting well to the normalized channel area with time presented in the
lower plot. First Type 2 (blue) event occurs very close to the inflection point of the mean frequency curve. Type 2 events are very impulsive and
noticeable in the top panel as well.
After investigating further, we also noticed that the occurrence
frequency of these events decay with time, similar to the Omori
Law [60, 61]. In the following section, curve fitting to the number
of Type 2 acoustic emissions assuming an Omori Law decay
(Figure 12) will be discussed.
4.2.3. Omori Law
Omori [60, 61] worked on the half-day and monthly frequencies
of aftershocks of the 1891 Nobi earthquake in Japan [60, 61] .
He found that the frequency of aftershocks n(t′) at time t′ can be
expressed as:
n(t′) = K(t′ + c)−1 (4)
and the same equation for the cumulative number of aftershocks
is given as
N(t′) =
∫ t′
0
n(s)ds = Kln(t′/c+ 1), (5)
where c is a characteristic time, small and positive, K is the
slope of the fit in the semi-logarithmic domain and N(t′) is
the number of cumulative aftershocks up to time t′. Following
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Omori, Utsu (1957) emphasized that the real aftershock activity
decays with time differently than the originally derived Omori
Law and proposed the equation for the frequency of aftershocks,
with another fitting exponent p, as Utsu [62, 63]:
n(t′) = K ′(t′ + c′)−p (6)
and called this the Modified Omori Law (MOL). The
corresponding equation for the cumulative number of
aftershocks is given as:
N(t′) = K
′
(p− 1)
(
c′1−p − (t′ + c′)1−p) (7)
where c′ is a characteristic time and K ′ is the slope having the
dimension of time(p−1).
Using these approaches Omori Parameters K, c and p are
estimated on our experimental catalog of Type 2 events, using
time t′ = t − t0, where t0 is the time defined in Section 4.1,
that corresponds to the end of the channel formation and to the
inflection point of the mean frequency recorded (Figure 12). A
bin size to find frequency of occurrence of the events is selected
as 0.2 s. However, it is more robust to use cumulative number of
aftershocks (Equations 5 and 7) to avoid choosing an additional
parameter for binning which can vary. Fitting is computed with
95% confidence bounds (i.e., two standard deviations away from
the mean of the estimated value) to show the quality of fitting.
Fitting parameters are calculated by a linear regression in the
semi-logarithmic space of the cumulative number of events as
K = 4.89 ± 1.33 and c = 0.13 ± 0.8 s. The Root Mean Square
Error (RMSE) - average of the residual of the fit - is calculated to
be 0.57 in this particular fit using the Equation (5).
Using the Modified Omori Law (i.e., Equation 7) fitting
parameters are found as K ′ = 5.34 ± 1.52 s−0.45, c′ = 0.0066 ±
0.55 s, p = 0.55± 0.38 and RMSE is calculated to be 0.53 and the
error bar is evaluated as the standard error [64]. The dashed lines
in the Figure 12 represents two RMSE from the fitted curves.
5. Discussion
5.1. Discussion of the Experimental Results
The power spectrum of the mechanical signal at the different
time windows show that the interactions inside the Hele-Shaw
cell are evolving with continuous injection. In the beginning,
there is a bulk movement of the grains due to the compaction
caused by air injection. In Figure 6B it can be seen that
the power spectrum follows a power law trend with an
FIGURE 10 | Optical (Left) and acoustic (Right) experimental recordings just before (Top) and during (Bottom) an aftershock like
event. The red dot on the left image illustrates the sensor location where the signal on the right is recorded. Top Right: Acoustic signal
recorded throughout the entire experiment. The red strip (time window of 0.005 s) corresponds to the snapshot that the image (Left) and
power spectrum (Right) occurred at.
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FIGURE 11 | The evolution of power spectrum over different time windows are presented. With time, the power is decreasing until finally reaching back to the
initial level. However, during Type 2 events the spectrum has a completely different signature.
FIGURE 12 | Conventional and Modified Omori Law Fits of the cumulative number of events. The circles represent the cumulative number of events and the
solid lines represent the fitting curves given by the Equations (5) and (7). t′ = 0 in this representation corresponds to time t0 = 1.49 s after the start of the air injection.
exponent equal to−1.61 without any major peak. This indicates,
although there are many different phenomena with various
characteristic frequencies happening at the same time (e.g.,
bulk compaction, interactions between solid and fluid phase,
stress redistribution among the medium etc.), that a scale-free
mechanical phenomenon—probably related to the developing
branching pattern—is dominating the emissions. Since the low
frequency has higher energy, it can be seen that the mean
frequency of the initial part t < 1.5 s is low as well (Figure 7).
As the channeling and fingering starts, the mean frequency is
shifting from lower frequencies f < 10 kHz to the higher
frequencies. Moreover, this evolution can be seen in Figure 11.
Rising mean frequency is also seen in the signals recorded during
some volcanic processes, as e.g., the 2004 eruption process of
the Arenal volcano, Costa Rica, and was interpreted as related
to the stress increase with time due to the fluid pressure [65].
Additionally, the rate of this increase decreases as the channel
network establishes. The trend which represents the channel area
and also increasing permeability due to fracturing, is given in
Figure 9 by checking the dark pixels in the images through time.
Occurrence frequency of low frequency earthquake-like events
(described as Type 1) decreases with increased permeability due
to fingering and fracturing indicated in the work of Frank et al.
about real scale events seen in Mexico [66].
The inflection point (Figure 7 red dash dot line) of the mean
frequency curve (t0 = 1.49 s) shows the point where the power
spectra evolves from a power law trend (Figure 6B) to stick-
slip aftershock like events (Figure 10, Bottom Right) whose
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power spectra consists of several peaks in the frequencies higher
than 10 kHz (Figure 11) which causes the increase in the mean
frequency. This inflection point occurs almost at the same time
as the small step in the maximum finger length curve (high slope
of the length curve, Figure 7 green) can be noticed around t0.
This small step shows a stick slip motion in the most advanced
finger tip. The inflection point also corresponds to the start
of occurrence of the first Type 2 event which is presented in
Figure 9. We can thus attribute it to a change in dynamics of the
pneumatic fracture process: the main tree of channels stabilizes,
and a slower stress relaxation process starts in the bulk around
the channels, which leads to different type of acoustic event
signatures, associated to the appearance of the impulsive Type 2
events.
The presence of this inflection point in the average frequency
of the power spectrum, and the appearance of impulsive events
(Type 2), can be suggested as the interesting signatures of the
stabilization of the main channel during the monitoring of field
scale hydrofracture or pneumatic fracture: these clear signatures
can be detectable even in opaque field scale microseismic
monitoring studies. This change of event types can also be seen
in Figure 9 which shows the event detection using STA/LTA
event detection procedure. As presented in the bottom panel of
Figure 8, Type 2 events are detected starting from the inflection
point of the mean frequency curve (t0 = 1.49 s). Furthermore,
we noticed that the cumulative number of Type 2 events are
following an Omori Law trend which is shown in the Figure 12.
This is due to the similarity between the aftershocks which is
observed in real life and the Type 2 events in the medium which
are due to the local stress relaxations. K = 4.89 ± 1.33 and
c = 0.13 ± 0.8 s for the Omori Law and K ′ = 5.34 ± 1.52
s−0.45, c′ = 0.0066 ± 0.55 s, p = 0.55 ± 0.38 for the Modified
Omori Law are computed as fitting parameters. It can be said that
the Modified Omori Law—Equation (7)—gives slightly better
fitting results to this dataset (RMSE is 0.57 for Omori Law and
0.53 for Modified Omori Law) due to the application of another
parameter which is making the fitting procedure more sensitive.
The obtained p-value in this study (p = 0.55) corresponds to
the p-value range for earthquakes studied by different scientists
(i.e., 0.6–1.6 [63], or 0.3–2.0 [67]). There are several studies for
different types of earthquake mechanisms with varying p-values.
Utsu [63] presented some of them: p = 0.9 ± 0.1 is found for
the 1962 Westport earthquake in New Zealand, p = 1.4 is found
for the 1965 Hindu Kush intermediate-depth (h = 214 km)
earthquake, and p = 0.84 is found for the aftershocks following a
rock fracture event in amine causing a lowmagnitude earthquake
(M = −2). This variability has been attributed to the variations
in the state of stress, temperature, structural heterogeneities,
material parameters, etc., in different tectonic regimes. However,
a single, dominant factor controlling this parameter has not yet
been identified [68].
In different examples, post-injection fluid-induced seismic
events at various injection sites such as Fenton Hill, USA, and
Soultz-sous-Forêts, France, appear to decay with an Omori-like
fashion [69]. The rate of the post-injection seismic events in
these cases has not been analyzed using the conventional MOL,
thus a direct comparison between the obtained p-values cannot
be carried out. In other examples, Nur and Booker [70] found
that the decay of earthquakes following a step in the pore fluid
pressure obeys a Modified Omori Law (MOL) with p = 0.5,
which was consistent with a pore fluid diffusion law. Similarly,
Yamashita worked on a model linking the fault slip and fluid
flow in a system preloaded in shear. He found that the p-value is
0.48 for an early time period in a sequence of induced secondary
aftershocks [71]. This link was also derived by Shapiro et al. [72–
74] and Rozhko et al. [75] for the events related to pressure
changes in operation wells. Their formulation relates the rate of
acoustic events to the temporal change in pore pressure. This is
very similar to the p-value obtained by fitting the MOL to our
experimental results.
5.2. Physical Explanation of the Experiments
The observed p-value in our experiments is also consistent
with the derivations and approximations carried out in the
models derived by Niebling et al. [20, 24] or Johnsen et al.
[25] for systems related to the one currently studied. The
exponent of this Modified Omori Law and its prefactor can
be directly related to the stress relaxation due to the diffusion
of fluid pressure with the following approximations - that
will be validated a posteriori by the agreement between the
exponent and prefactor derived and the one that can bemeasured
directly.
After the initial fast stage where the large empty channel is
created, the compressibility of the fluid induces a slower seepage
into the surrounding material. The boundary conditions can be
considered as fixed for the granular material along the channel:
owing to the large permeability of the channel, the boundary
condition along the channel corresponds to an approximately
homogeneous fluid pressure equal to the imposed inlet pressure,
which also corresponds to the total stress since no grains are
present in the channel, and the total pressure and pore pressure
correspond on this boundary. The outlet boundary conditions
can be considered as fixed pore pressure equal to the atmospheric
one, and fixed displacement due to the semipermeable grid. The
boundary conditions along the plates correspond to no flux for
the fluid, and no normal displacement for the particles.
Since no large motion occurs in the following relaxation stage,
the total stress field in the medium can be approximated as
constant. This total stress σT is the sum of the solid stress
σ s arising from the forces transmitted in the grain-grain and
grain-plate contacts, and the pore pressure p:
σT = σ s + pId, (8)
where Id is the identity matrix. This general formulation of
summing the solid-bearing and fluid-bearing parts of the stress
is for example demonstrated by Jackson [76], and is valid as
long as the large scale shear stress due to fluid-solid momentum
exchange is negligible. It was shown to hold, for example, in
sheared saturated granular layers [77].
The total stress being fixed with fixed boundary conditions,
the balance between solid-bearing and fluid-bearing stress
changes as the fluid seeps in due to pore pressure relaxation. For
every grain-grain contact and grain-plate contact, the stick/slip
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criterion can be described using a Coulomb friction criterion
according to which slip occurs when the equality is reached:
σ ss ≥ µσ sn, (9)
where σ sn and σ
s
s are respectively the norms of the normal
and shear (frictional) solid stress transmitted by the contact
considered, and µ is the friction coefficient depending on the
characteristics of the contacting elements (grains and plates).
The fluid can be explicitly considered by expressing this law
in terms of total stress and fluid pressure, using Equations (8, 9)
which leads to a formulation corresponding to Terzaghi’s 1936
effective stress formulation [77, 78]:
σTs ≥ µ(σTn − p), (10)
where p is the pore fluid pressure. With fixed total stress,
Equation (10) can be reformulated in terms of fluid pressure
required for the grain pairs to slide:
p > σTn −
σTs
µ
. (11)
We assume a random distribution for the local total stress values,
σTs and σ
T
n , and call ξ the density of contacts per unit surface
of the plates that will break with an acoustic emission due to
sufficiently high pore fluid pressure. According to the above
criterion, when p rises from the initial value to the final one a slip,
during which micro acoustic events are produced, happens. The
rate of events can be derived as follows: the system is considered
to have a quasi one dimensional geometry where the grains ahead
of the channel in the average flow direction correspond to x > 0.
The initial value of the overpressure (i.e., pressure above the
atmospheric pressure) is approximated as P = Pmax for x < 0
and P = 0 for x > 0. This holds if the initial channel creation
was fast compared to pressure diffusion, so that the pressure skin
depth stayed small with respect to the system size during channel
creation, which was verified numerically by Niebling et al. [20].
The variation of the pore pressure over time is thus the key
factor in this system to change stability of the porous medium.
This pore pressure can be expressed using the fluid pressure
diffusion into the porous medium. Considering that the grains
are not moving, the pore velocity vd of the fluid (local velocity
in the pores) and the Darcy velocity vD, can be computed
from Darcy’s law. As presented e.g., in Niebling’s work [22] or
Johnsen’s [26]:
vd =
vD
φ
= − κ
φµ
▽P (12)
where κ is the local permeability, φ is the local porosity of
the granular medium, µ is the fluid viscosity and P is the
pressure gradient driving the flow. Implementing this equation
into conservation of mass we have:
∂t(φρ(P))+ ▽(φρ(P)vd) = 0 (13)
where ρ(P) is the updated mass density of air, obtained assuming
the state equation of a perfect gas which is following the relation
ρ(P) = ρ0 PP0 which is valid for this type of setups since the
pressure is not varying by orders of magnitude with no strong
density changes over the cell. When the pressure dependence
of the density is included in the analysis which is indeed more
correct, the diffusion equation becomes nonlinear. It can be
treated numerically, Niebling et al. [20]. As shown by Niebling
et al., no qualitative changes are noted in this kind of regime
though and the same kind of scaling law for the growth of the
skin depth is observed. In this equation, ρ0 is the density of air
and P0 is the atmospheric pressure. This puts Equation (13) into
the form:
ρ0
P0
∂t(φP)− ▽(ρ0
κ
µ
▽P) = 0. (14)
Considering that porosity (φ = φ0) and local permeability (κ =
κ0) does not change with time, after some simplification Equation
(14) will become:
φ0
P0
∂t(P)−
κ0
µ
▽
2P = 0. (15)
Then, from Equation (15) we can derive the diffusion equation as:
∂t(P) =
κ0P0
φ0µ
▽
2P (16)
where the part before the pressure gradient of Equation (16) can
be described as diffusivity constant of overpressure in a porous
medium, corresponding to the slow Biot wave [79]:
D = κ0P0
φ0µ
. (17)
The local permeability κ0 can be computed using Carman-
Kozeny equation [22]:
κ0 =
d2
180
φ3
(1− φ)2 (18)
where d = 80µm is the diameter of the grains and φ, the porosity
of the medium, is around 48% which is typical for this kind of
preparation. The results of Niebling et al. [20] show that in this
kind of system, fast forming aerofractures are formed, followed
by a slow diffusion of overpressure away from the large channels -
our slow relaxation stage.
He modeled the behavior of the aerofractures with two
different stages, with initially a fast channel formation in the
beginning due to the high fluid pressure and following, close
to the injection point, a thick compaction front which satisfies
Equation (11).
As the overpressure diffuses in the medium, the grains can
slip and rearrange, possibly giving rise to the acoustic events.
The fundamental solution of Equation (16) is derived with
an approximated 1D boundary condition, having an initial
condition P = 0 at t = t1 describing the finger tip as a flat
boundary at x = 0, and the space ahead of it as x > 0. Then,
the initial condition for the overpressure is 1P = 0 for x > 0
and t = t1 (when the finger stops and the overpressure has not
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yet penetrated far from the boundary). Furthermore, boundary
conditions corresponding to the imposed overpressure are1P =
Pmax at x = 0 (the finger boundary), and 1P = 0 at x → +∞
(far ahead of the finger). The solution of the diffusion Equation
(16) gives the overpressure at distance x ahead of the tip of the
empty channel, and at time t > t1, after the end of the channel
formation [25]:
1P(x, t) = Pmaxerfc(
x
2
√
D(t − t1)
)
= Pmax
2√
π
∫ ∞
x/2
√
D(t−t1)
e−y
2
dy (19)
where t1 is the time when the end of channel growth stops, Pmax
is the saturation level of pressure. As it is described in Equation
(11) fluid pressure is directly effective on the number of failing
contacts.
This exponentially decreasing pressure field, for order of
magnitude estimates, can be approximated as a zone of (skin)
depth 2
√
D(t − t1) ahead of the finger tip experimenting a
significant overpressure rise close to the maximum overpressure
Pmax, and a negligible overpressure in the zone ahead of it. Since
ξ contacts break—with an acoustic emission—per unit area when
the overpressure rises from 0 to Pmax, the cumulative number
of contacts failing (i.e., the cumulative number of acoustic
emissions) can be approximated via the equation below:
N(t) = 2Lξ
√
D(t − t1) =
√
(t − t1)/τ (20)
where L is the width of the cell. Furthermore, there is a
characteristic time related to the pore pressure diffusion and
density of contacts breaking due to this pore pressure increase,
τ = 1/(4DL2ξ 2). (21)
This time τ is different from the other characteristic time t1, that
corresponds to the start of the diffusive behavior for the pore
pressure.
Equating Equations (7) and (20) (and recalling that the time t′
is measured with respect to t0 in this last equation), we obtain the
prediction:
((t − t1)/τ )0.5 =
K ′
1− p ((t
′ + c′)(1−p) − c′(1−p)), (22)
which predicts that 1 − p = 0.5, i.e., p = 0.5, t − t1 = t′ + c′,
c′ = 0 which leads to t − t1 = t′. Considering t′ = t − t0,
this becomes t1 = t0 and finally Equation (22) turns into
K ′/(1− p) = τ−(1−p).
This is indeed the case up to the error bars: t1 = t0 − c′, with
c′ = 0.0066 ± 0.55 s, i.e., the start of the diffusive regime t = t1
corresponds to the end of the growth of the finger t = t0 up to the
error bar, and p is found to be p = 0.55± 0.38, equal to 0.5 up to
the error bar. The prefactor of the MOL, found with the central
p-value of 0.55 to be K ′ = 5.34 ± 1.52 s−0.45, allows to evaluate
the characteristic diffusion time
τ = (K ′/(1− p))1/(p−1) = (5.34/0.45)(−1/0.45) = 0.004 s. (23)
The frequency of occurrence of events is the time derivative:
dN
dt
= 1
2
√
τ (t − t1)
. (24)
The present study thus suggests that p = 0.5 in the Modified
Omori Law is the signature of the slow stress relaxation due to
the diffusion of the overpressure in the medium surrounding
the cavities.Presumably, this p-value may decrease if the fluid
injected slowly enough so that the diffusion skin depth becomes
large with respect to the channel width during the injection,
which is a contrary to the situation depicted here [20]. Also,
large injection pressure may lead to subcritical crack growth and
change p-value [40, 42, 80].
The prefactor of this law, corresponding to the characteristic
time τ = 0.004 s for this diffusion, can thus be related to the
porosity and permeability of the medium around the channels,
the viscosity and compressibility of the fluid, and the density of
failing sites leading to events.
Putting τ back into the Equation (21) it is possible to calculate
ξ via the following equation:
ξ = 1
2L
√
Dτ
(25)
Recalling the expressions Equations (17) and (18), we obtain for
this medium a diffusivity
D = d
2φ2P0
180(1− φ)2µ = 0.20 m
2/s (26)
where we have used the air viscosity, µ = 1.810−5 Pa s, and the
atmospheric pressure value P0 = 105 Pa.
These two last equations, Equations (25) and (26), allow to
express the density of the triggered seismogenic contacts, with
L = 0.4m, as:
ξ = 1
2L
√
Dτ
≃ 45/m2 (27)
for this presented experimental setup. This indicates that around
45 contacts per square meter can give rise to strong events due
to overpressure rise (which is far lower than the total number
of contacts ≈ 2.3 × 1010 for the grains and cell thickness
considered). This shows that just a small subfraction of contacts
give rise to strong events.
It is also very consistent within the order of magnitude with
the fact that 12 events of Type 2 were observed during this
relaxation in the system of size around 50 cm ahead of the
main finger by 40 cm width, i.e., of size 0.2m2 corresponding
to a density around 50m−2 microseismogenic events happening
during this stress relaxation.
6. Conclusion
A purpose-built Hele-Shaw cell experiment was designed to
enable both optical and acoustic recordings associated with
controlled fracturing of a porous medium via air injection.
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The optical and acoustic recordings are analyzed together to
obtain a further understanding of the type of deformation
occurring within the cell. Based on the evolution of the power
spectrum and mean frequency of the acoustic data with time,
together with the growing channel network, it can be determined
that the low frequency content f < 10 kHz of the acoustic
emissions is directly related to the permeability state of the
medium. Low frequencies dominate the power spectrum as
long as the medium has not reached its final fractured state.
After this state is reached, aftershock-like events seem to release
the stress from the medium in the post-fractured phase. These
aftershock-like events have a broadband spectrum where the
energy is not focused on the low frequency but spread on a
wide span of frequencies. These events occur right after reaching
the final fractured state and their frequency of occurrence
decays with time. Both power spectra evolution and diminishing
frequency of occurrence are present in real scale microseismic
data. In addition, it is possible to estimate the number of
aftershocks by using Modified Omori Law in experimental
and microseismic data. These signatures, inflection point in
the average frequency, appearance of impulsive events of high
frequency, and starting point of an Omori Law, can be used
straightforwardly in large scale microseismic monitoring of fluid
injection and well stimulation. The permeability of the medium
can also be directly estimated from the prefactor of the Omori
Law.
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