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a DEGENERATION OF FLAG VARIETIES
EVGENY FEIGIN
Abstract. Let Fλ be a generalized flag variety of a simple Lie group G
embedded into the projectivization of an irreducible G-module Vλ. We
define a flat degeneration Faλ, which is a G
M
a variety. Moreover, there
exists a larger group Ga acting on Faλ, which is a degeneration of the
group G. The group Ga contains GMa as a normal subgroup. If G is
of type A, then the degenerate flag varieties can be embedded into the
product of Grassmanians and thus to the product of projective spaces.
The defining ideal of Faλ is generated by the set of degenerate Plu¨cker
relations. We prove that the coordinate ring of Faλ is isomorphic to a
direct sum of dual PBW-graded g-modules. We also prove that there
exist bases in multi-homogeneous components of the coordinate rings,
parametrized by the semistandard PBW-tableux, which are analogues
of semistandard tableux.
Introduction
Let G be a simple Lie group with the Lie algebra g. The flag varieties
associated with G are the quotients G/P by the parabolic subgroups (see
e.g.[K1]). These varieties can be realized as G-orbits G[vλ] →֒ P(Vλ) in the
projectivization of irreducible G-modules Vλ with highest weight vector vλ,
[vλ] = Cvλ. We denote Fλ = G[vλ].
In this paper we introduce a new family of varieties Faλ, which are flat
degenerations of Fλ (the superscript a is for abelian, see the explanations
below). We note that in the literature there exists a degeneration of flag
varieties into toric varieties (see [C], [GL], [L]). Our degenerate flags are
G
M
a varieties, i.e. they are equipped with an action of the M -fold product
G
M
a of the additive group of the field with an open orbit, where M is the
dimension of a maximal unipotent subgroup of G.
The varieties Faλ are defined as follows. Let Fs, s ≥ 0 be the PBW
filtration on Vλ (see [Fe1], [Fe2], [FFoL], [K2])
Fs = span{x1 . . . xlvλ : xi ∈ g, l ≤ s}.
We define V aλ = F0 ⊕s≥0 Fs+1/Fs. Let g = n ⊕ h ⊕ n
− be the Cartan
decomposition. The space V aλ has a natural structure of a module over the
degenerate algebra ga. The algebra ga is isomorphic to g as a vector space.
It is a direct sum of two subalgebras: one is the Borel subalgebra b = n⊕ h
and the second is an abelian ideal (n−)a, which is an abelian subalgebra
isomorphic to n− as a vector space. The corresponding Lie group Ga is
a semidirect product GMa ⋊ B of the normal subgroup G
M
a (M = dim n)
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and the Borel subgroup B. We define the varieties Faλ as the closure of the
G
M
a -orbit of the highest weight vector:
Fλ = GM [vλ] →֒ P(V
a
λ ).
We note that an affine space GMa [vλ] does not coincide with the closure
GMa [vλ], but form a dense open G
M
a -orbit. Hence for all λ the varieties Fλ
are the so-called GMa varieties [HT], [AS], [A].
We study the varieties Faλ in the case g = sln. In this case the varieties Fλ
are isomorphic to partial flag varieties. In particular, the ones corresponding
to fundamental weights are Grassmanians Gr(d, n). There exist embeddings
of partial flags into the product of projective spaces and the image is given
by Plu¨cker relations. These relations describe coordinate rings of flag va-
rieties (see [Fu]). Since all fundamental weights are cominuscule in the sln
case, we have Faωd ≃ Fωd ≃ Gr(d, n). The results of [FFoL] imply that each
degenerate flag variety can be embedded into the product of Grassmanians
and thus into the product of projective spaces. We show that this embedding
can be described in terms of the explicit set of multi-homogeneous algebraic
equations, which are obtained from the Plu¨cker relations by certain degen-
eration. We prove that the degeneration F → Fa is flat. We also show that
(as in the classical case) the coordinate ring of Faλ is isomorphic to a direct
sum of certain dual modules (V aµ )
∗.
Our main technical tool is combinatorics of the semistandard PBW-
tableaux. Recall that the usual semistandard tableaux serve as labeling
set for bases of the coordinate rings of flag varieties. We construct another
set (which we call the set of semistandard PBW-tableux) of Young diagrams
filled by numbers such that these tableaux provide a basis in the coordinate
rings of Faλ (and of Fλ as well).
Finally, we note that the case g = sln is special, since all fundamental
weights are cominuscule. This is important for our construction, since the
operators from the nilpotent radical act as pairwise commuting operators
in each module Vωd even before passing to V
a
ωd
. This gives an identification
F
a
ωd
≃ Fωd ≃ Gr(d, n) and simplifies the whole picture (see [A]). For other
algebras there exist Grassmanians, which have to be degenerated. It is very
interesting to study these degenerations as well as arbitrary degenerations
F
a
λ for general g.
Our paper is organized as follows:
In Section 1 we recall notations and main facts about Lie algebras and flag
varieties in type A.
In Section 2 we introduce the GMa degeneration of the generalized flag vari-
eties for arbitrary simple Lie group G.
In Section 3 we state our main results and provide examples.
In Sections 4 and 5 we prove the statements from Section 3. Section 4
addresses the combinatorial questions and in Section 5 we prove algebro-
geometric results.
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1. The classical case
1.1. Notations. Let g be a simple Lie algebra with the Cartan decomposi-
tion g = n⊕h⊕n− and the Borel subalgebra b = n⊕h. Let ωi, αi, i = 1, . . . , l
be fundamental weights and simple roots of g. Here l = dim h = rk g. Let
Q and P be root and weight lattices in h∗: P is generated by ωi and Q is
generated by αi. We set
Q± =
l⊕
i=1
±Z≥0αi, P± =
l⊕
i=1
±Z≥0ωi, Z≥0 = {n ∈ Z : n ≥ 0}.
We denote by (·, ·) the Killing form on h∗. In particular, we have (αi, ωj) =
δi,j.
Consider the weight decomposition
n =
⊕
α∈Q+
nα, n
− =
⊕
α∈Q+
n−−α,
where nα and n
−
−α are one-dimensional spaces spanned by elements eα and
fα. One has
[h, eα] = α(h)eα, [h, fα] = −α(h)fα, h ∈ h.
We denote the elements eαi by ei and fαi by fi. Then eα, fα, α ∈ Q+ and
hi = [ei, fi] form the Chevalley basis of g.
For any λ =
∑l
i=1miωi ∈ P+ let Vλ be irreducible highest weight g-
module with highest weight λ. Let vλ ∈ Vλ be a highest weight vector.
Then one has
hvλ = λ(h)vλ ∀h ∈ h, nvλ = 0, U(n
−)vλ = Vλ.
Let G be a simple Lie group with the Lie algebra g. Let B, H, N and
N− be the Borel, Cartan and unipotent subgroups of G. The corresponding
Lie algebras are b, h, n and n−. Each space Vλ, λ ∈ P+ is equipped with
the natural structure of G-module. Therefore G acts on the projectivization
P(Vλ). The (generalized) flag variety Fλ →֒ P(Vλ) is defined as the G-orbit
of the line Cvλ. Each variety Fλ is isomorphic to the quotient of G by the
parabolic subgroup leaving the point Cvλ ∈ P(Vλ) invariant.
1.2. Type A case: Plu¨cker relations, coordinate rings and semi-
standard tableaux. In this subsection we recall the main ingredients of
the theory of flag varieties in the case g = sln. Our main reference is [Fu]
(see [K1] for more Lie-theoretic approach).
Let 1 ≤ d1 < · · · < ds ≤ n− 1 be a sequence of increasing numbers. Then
for any positive integers a1, . . . , as the variety Fa1ωd1+···+asωds is isomorphic
to the partial flag variety
F(d1, . . . , ds) = {V1 →֒ V2 →֒ . . . →֒ Vs →֒ C
n : dimVi = di}.
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In particular, if s = 1, then F(d) is the Grassmanian Gr(d, n) and for s =
n− 1 F(1, . . . , n− 1) is the variety of full flags. We recall that
Vωd = Λ
d(Vω1) = Λ
d(Cn)
and the embedding Gr(d, n) →֒ P(ΛdVω1) is defined as follows: a subspace
with a basis w1, . . . , wd maps to Cw1 ∧ · · · ∧ wd. For general sequence
d1, . . . , ds one has embeddings:
F(d1, . . . , ds) →֒ Gr(d1, n)× · · · ×Gr(ds, n) →֒ P(Vωd1 )× · · · × P(Vωds ).
The composition of these embeddings is called the Plu¨cker embedding. The
image is described explicitly in terms of Plu¨cker relations. Namely, let
v1, . . . , vn be a basis of C
n = Vω1 . Then one gets a basis vJ of Vωd vJ =
vj1 ∧ · · · ∧ vjd labeled by sequences J = (1 ≤ j1 < j2 < · · · < jd ≤ n). Let
XJ ∈ V
∗
ωd
be the dual basis. We denote by the same symbols the coordinates
of a vector v ∈ Vωd : XJ = XJ(v). The image of the embedding
F(d1, . . . , ds) →֒ ×
s
i=1P(Vωdi )
is defined by the Plu¨cker relations. These relations are labeled by a pair
of numbers p ≥ q, p, q ∈ {d1, . . . , ds}, by a number k, 1 ≤ k ≤ q and by
a pair of sequences L = (l1, . . . , lp), J = (j1, . . . , jq), 1 ≤ lα, jβ ≤ n. The
corresponding relation is denoted by RkL,J and is given by
(1.1) RkL,J = XLXJ −
∑
1≤r1<···<rk≤p
XL′XJ ′ ,
where L′,J ′ are obtained from L, J by interchanging k-tuples (lr1 , . . . , lrk)
and (j1, . . . , jk) in L and J respectively, i.e.
J ′ = (lr1 , . . . , lrk , jk+1, . . . , jq),
L′ = (l1, . . . , lr1−1, j1, lr1+1, . . . , lr2−1, j2, . . . , lp).
We note that for any σ ∈ Sd the equality
Xjσ(1),...,jσ(d) = (−1)
σXj1,...,jd
is assumed in (1.1). We denote the ideal generated by all RkL,J by I(d1, . . . , ds).
An important fact is that this ideal is prime.
Recall that the coordinate ring of F(d1, . . . , ds) is the quotient ring
Q(d1, . . . , ds) = C[Xj1,...,jd]/I(d1, . . . , ds),
where the variables Xj1,...,jd are labeled by d = d1, . . . , ds and 1 ≤ j1 < · · · <
jd ≤ n.
The ring Q(d1, . . . , ds) has two other descriptions. First, recall that for
any λ, µ ∈ P+ there exists an embedding of g-modules Vλ+µ →֒ Vλ ⊗ Vµ,
vλ+µ 7→ vλ ⊗ vµ. Therefore we have dual surjective maps V
∗
λ ⊗ V
∗
µ → V
∗
λ+µ,
which define an algebra
Q¯(d1, . . . , ds) =
⊕
λ=m1ωd1+···+msωds
V ∗λ .
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Then one has an isomorphism of algebras Q¯(d1, . . . , ds) ≃ Q(d1, . . . , ds).
One can also embed the ring Q(d1, . . . , ds) into a polynomial ring (thus
proving that I(d1, . . . , ds) is prime). Namely, let Zi,j, 1 ≤ i, j ≤ n be a set
of variables. Then the map
(1.2) Xj1,...,jd 7→ det(Zl,jl)1≤l≤d
induces the embedding Q(d1, . . . , ds) →֒ C[Zi,j ]1≤i,j≤n.
The ring Q(d1, . . . , ds) has a basis described in terms of the semistandard
tableaux. Namely, for a partition λ = (λ1 ≥ · · · ≥ λn−1 ≥ 0) we denote
by Yλ the corresponding Young diagram. For example, Y(7,5,4,2,2) is the
following diagram:
We number the rows and columns of Yλ from up to down and from left
to right. Thus, the boxes of Yλ are labeled by pairs (i, j). We denote by µj
the length of the j-th column.
A tableau T of shape λ is a filling of Yλ with numbers Ti,j ∈ {1, . . . , n}.
The number Ti,j is attached to the box in the i-th row and j-th column.
The numbers Ti,j are subject to the condition: i1 < i2 implies Ti1,j < Ti2,j.
A tableau is called semistandard if in addition j1 < j2 implies Ti,j1 ≤ Ti,j2 .
Let P+(d1, . . . , ds) = Z+ωd1 ⊕ · · · ⊕ Z+ωds . Then we have a natural
decomposition
Q(d1, . . . , ds) =
⊕
λ∈P+(d1,...,ds)
Qλ(d1, . . . , ds) =
⊕
λ∈P+(d1,...,ds)
V ∗λ .
Recall that to a weight λ =
∑n−1
i=1 miωi one can attach a partition
(m1 + · · ·+mn−1,m2 + · · · +mn−1, . . . ,mn−1),
which we denote by the same symbol λ.
Finally, for a tableau T of shape λ we define an element
XT =
λ1∏
j=1
XT1,j ,...,Tµj,j
(note that λ ∈ P+(d1, . . . , ds) implies µj ∈ {d1, . . . , ds} for all j). Then the
elements XT labeled by the shape λ semistandard tableaux form a basis of
Q(d1, . . . , ds).
2. Abelian degenerations
We first recall the definition of the PBW-filtration on a highest weight
module Vλ.
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The space Vλ is equipped with the increasing PBW filtration Fs defined
as follows:
F0 = Cvλ, Fs = span{x1 . . . xkvλ : k ≤ s, xi ∈ n
−}.
In other words, Fs+1 = Fs + n
−Fs. We denote by V
a
λ the associated graded
space,
(2.1) V aλ = F0 ⊕
∞⊕
s=1
Fs/Fs−1.
The superscript a stands for the abelian, see the explanation below. In
what follows we write V aλ =
⊕
s≥0 V
a
λ (s), V
a
λ (s) = Fs/Fs−1. An element
x ∈ V aλ (s) is said to be homogeneous of the PBW degree s.
Let us describe the Lie algebra and Lie group acting on V aλ .
Definition 2.1. The Lie algebra ga is isomorphic to g as a vector space and
the bracket [·, ·]a is given by the formulas
[h, fα]
a = −α(h)fα, [h, eα]
a = α(h)eα, [h, h1]
a = 0 ∀h, h1 ∈ h, α ∈ Q+,
[fα, fβ ]
a = 0, [eα, eβ ]
a = [eα, eβ ] ∀α, β ∈ Q+,
[eα, fβ]
a =
{
[eα, fβ], if β − α ∈ Q+,
0, otherwise.
It is straightforward to check that the bracket [·, ·]a satisfies the Jacobi
identity. The superscript a stays for the abelian, since the subalgebra n− is
abelian with respect to the bracket [·, ·]a. In what follows we omit the super-
script a in the bracket [·, ·]a if it is clear what algebra g or ga is considered.
Remark 2.2. The Lie algebra ga is a semidirect sum of the Borel subalgebra
b and an abelian ideal (n−)a, which is isomorphic to n− as a vector space.
The action of b on (n−)a can be described as follows. The Lie algebra g
is naturally equipped with a structure of adjoint b-module and b →֒ g is a
submodule. Therefore we obtain a structure of quotient b-module on the
space (n−)a ≃ g/b.
Remark 2.3. The Lie algebra ga can be considered as a degeneration of g.
In fact, let c++α,β , c
−−
α,β and c
+−
α,β be the structure constants of g, i.e.
[eα, eβ ] = c
++
α,βeα+β , [fα, fβ] = c
−−
α,βfα+β,
[eα, fβ] = c
+−
α,βfβ−α, β − α ∈ Q+, [eα, fβ] = c
+−
α,βeα−β, α− β ∈ Q+,
[eα, fα] = hα ∈ h.
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Let g(ε) be the subalgebra of g spanned by the elements eα(ε) = eα, fα(ε) =
εfα, α ∈ Q+ and h. Obviously, g(ε) = g for any ε 6= 0. Then one has
[eα(ε), eβ(ε)] = c
++
α,βeα+β(ε), [fα(ε), fβ(ε)] = εc
−−
α,βfα+β(ε),
[eα(ε), fβ(ε)] = c
+−
α,βfβ−α(ε), β − α ∈ Q+,
[eα(ε), fβ(ε)] = εc
+−
α,βeα−β(ε), α− β ∈ Q+,
[eα(ε), fα(ε)] = εhα.
In the limit ε→ 0, the commutation relations above give the relations from
Definition 2.1.
We now define the Lie group Ga, which corresponds to ga. LetM = dim n
and let Ga be the additive group of the field C. The Lie group G
M
a can be
naturally identified with the Lie group of the abelian Lie algebra (n−)a →֒ ga.
We note that B acts on g via the restiction of the adjoint G-action. Since
b →֒ g is B-invariant, we obtain a structure of B-module on the vector space
(n−)a ≃ g/b.
Definition 2.4. The Lie group Ga is a semidirect product GMa ⋊ B of the
normal subgroup GMa and the Borel subgroup B. The action by conjugation
of B on GMa is induced from the B-action on (n
−)a as above.
The following proposition is simple, but of the key importance for us.
Recall the graded modules V aλ = F0 ⊕
⊕
s≥1 Fs/Fs−1 (see (2.1)).
Proposition 2.5. For any λ ∈ P+ the structure of g-module on Vλ induces
the structures of ga- and Ga-modules on V aλ .
Proof. The action of the Lie algebra n− on Vλ induces the action of the
abelian algebra (n−)a →֒ ga on V aλ . In fact, for any α ∈ Q+ we have
fαFs →֒ Fs+1. Therefore, we have the action of operators fα on the graded
space V aλ , mapping Fs/Fs−1 to Fs+1/Fs. From definition of Fs we conclude
that all such operators commute. Now consider the action of b on Vλ. Since
xFs →֒ Fs for any x ∈ b, we obtain the action of b on the graded space
V aλ mapping each quotient Fs/Fs−1 to itself. Now it is easy to see that the
action of abelian (n−)a and of b satisfy the relations from Definition 2.1.
Thus we obtain a structure of ga-module on V aλ . The group G
a acts on V aλ
by the exponents of the operators from ga. 
Remark 2.6. The space V aλ is a cyclic module over the universal enveloping
algebra of (n−)a →֒ ga and therefore can be identified with a quotient of the
polynomial algebra in variables fα, α ∈ Q+ modulo some ideal I(λ): V
a
λ ≃
C[fα]α∈Q+/I(λ). The operators eα ∈ n act on this quotient as differential
operators. This ideal in type A was computed in [FFoL].
Example 2.7. Let g = sln, λ = ωd, 1 ≤ d ≤ n− 1. Recall the basis vJ of the
module Vωd = Λ
d(Cn). For a sequence J = (j1, . . . , jd) we define the PBW
degree of J by the formula
(2.2) deg J = #{r : jr > d}.
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Then the s-th space of the PBW filtration Fs is spanned by the vectors vJ
with deg J ≤ s. Therefore, the images of the elements vJ with deg J = s
define a basis of Fs/Fs−1 →֒ V
a
ωd
. We denote these images by the symbol vaJ
and the coordinates (dual basis) by XaJ .
The action of ga on V aωd can be written explicitly. Namely, for 1 ≤ i ≤
j < n let αi,j = αi + · · · + αj be positive roots of sln and let fi,j = fαi,j ,
ei,j = eαi,j . Then it is easy to see that
(2.3) fi,jv
a
J =
{∑d
r=1 δi,jrv
a
j1,...,jr−1,j+1,jr+1,...,jd
, if i ≤ d, j ≥ d,
0, otherwise ;
ei,jv
a
J =
{∑d
r=1 δj+1,jrv
a
j1,...,jr−1,i,jr+1,...,jd
, if d < i ≤ j or i ≤ j < d,
0, otherwise .
We note that V aωd is no longer isomorphic to Λ
d(V aω1).
The representations V aλ for g = sln were studied in [FFoL]. In particular,
the following lemma is proved in [FFoL] (see the proof of Theorem 3.11):
Lemma 2.8. Let λ, µ ∈ P+. Then
V aλ+µ ≃ U(g
a)(vλ ⊗ vµ) →֒ V
a
λ ⊗ V
a
µ
as ga-modules.
We now define the degenerate flag varieties Faλ. Let [vλ] ∈ P(V
a
λ ) be the
line Cvλ.
Definition 2.9. The variety Faλ →֒ P(V
a
λ ) is a closure of the G
a-orbit of [vλ],
F
a
λ = G
a[vλ] = GMvλ →֒ P(V
a
λ ).
We note that the orbit G[vλ] →֒ P(Vλ) coincides with its closure, but the
orbit Ga[vλ] does not. More precisely, since the Borel subgroup B stabilizes
[vλ], the orbit G
a[vλ] = G
M
a [vλ] is an affine space C
Mλ , where
Mλ = #{α ∈ Q+ : (λ, α) > 0}.
In fact,
G
M
a [vλ] =

exp

 ∑
α∈Q+
cαfα

 [vλ], cα ∈ C

 .
Since fαvλ = 0 iff (λ, α) = 0, we obtain G
M
a [vλ] ≃ C
Mλ .
Remark 2.10. The variety Faλ is a G
Mλ
a -equivariant compactification of the
affine space CMλ . In other words, Faλ are the so-called G
M
a -varieties (see
[HT], [A]).
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3. Plu¨cker relations, coordinate rings and PBW-tableaux: the
degenerate case
In this section we state main results of this paper. The proofs are given
in the following sections.
Starting from this section we assume that g = sln. We first consider the
varieties Faωd .
Lemma 3.1. Fakωd ≃ Fkωd for all d = 1, . . . , n− 1, k ≥ 0.
Proof. We note that for a fixed d the elements fα with (α, ωd) 6= 0 pairwise
commute in sln. Therefore,
Fωd =

exp

 ∑
α:(α,ωd)6=0
cαfα

 [vωd ], cα ∈ C

 ≃ Faωd .

Remark 3.2. The reason that Lemma 3.1 holds for all fundamental weights
is that all ωd are cominuscule in type A (the radical, corresponding to each
ωd is abelian, see [FFL], [FL]). This is not true in general for other types,
so for general g the varieties Fωd and F
a
ωd
do not coincide for all d.
Because of Lemma 2.8, we have the following realization of the varieties
F
a
λ.
Proposition 3.3. For λ ∈ P+ let 1 ≤ d1 < · · · < ds < n be the set of all
numbers d such that (λ, αd) 6= 0. Then
F
a
λ ≃ G
M
a ([vωd1 ]× · · · × [vωds ]) →֒ Gr(d1, n)× · · · ×Gr(ds, n).
Remark 3.4. We note that since all fα commute in V
a
λ , we have
(3.1) exp

 ∑
α∈Q+
cαfα

([vωd1 ]× · · · × [vωds ]) =
exp

 ∑
α:(α,ωd1 )6=0
cαfα

 [vωd1 ]× · · · × exp

 ∑
α:(α,ωds )6=0
cαfα

 [vωds ].
This formula is specific for the degenerate situation and is not true in the
classical case. The reason is that the operators fα with (α, λ) = 0 act
trivially on V aλ , but not on Vλ itself.
3.1. Degenerate Plu¨cker relations. We introduce the notation
F
a(d1, . . . , ds) = F
a
ωd1+···+ωds
, 1 ≤ d1 < · · · < ds < n.
Definition 3.5. Let Ia(d1, . . . , ds) be an ideal in the polynomial ring in vari-
ables Xaj1,...,jd , d = d1, . . . , ds, 1 ≤ j1 < · · · < jd < n, generated by the
elements Rk;aL,J given below. These elements are labeled by a pair of numbers
10 EVGENY FEIGIN
p ≥ q, p, q ∈ {d1, . . . , ds}, by an integer k, 1 ≤ k ≤ q and by sequences
L = (l1, . . . , lp), J = (j1, . . . , jq), which are arbitrary subsets of the set
{1, . . . , n}. The generating elements are given by the formulas
(3.2) Rk;aL,J = X
a
l1,...,lp
Xaj1,...,jq −
∑
1≤r1<···<rk≤p
Xal′1,...,l′p
Xaj′1,...,j′q
,
where the terms of Rk;aL,J are the terms of R
k
L,J (1.1) (with a superscript a,
to be precise) such that
(3.3) {lr1 , . . . , lrk} ∩ {q + 1, . . . , p} = ∅.
Remark 3.6. The initial term Xal1,...,lpX
a
j1,...,jq
is also subject to the condition
(3.3), i.e. it is not present in Rk;aL,J if {j1, . . . , jk} ∩ {q + 1, . . . , p} 6= ∅.
Remark 3.7. Let us write the relation RkL,J as
∑
iXL(i)XJ(i) . Then R
k;a
L,J is
equal to the sum of terms Xa
L(i0)
Xa
J(i0)
such that the sum of PBW degrees
(2.2) degL(i0) + deg J (i0) is minimal among all sums degL(i) + deg J (i). In
fact, first note that among the numbers l1, . . . , lp there exists at least one
k-tuple lr1 , . . . , lrk , r1 < . . . rk such that
{lr1 , . . . , lrk} ∩ {q + 1, . . . , p} = ∅.
Hence without loss of generality we can assume that
{j1, . . . , jk} ∩ {q + 1, . . . , p} = ∅.
Now assume that a pair (L′, J ′) is obtained from (L, J) by interchanging
(lr1 , . . . , lrk) with (j1, . . . , jk). Then
degL′ + deg J ′ = degL+ deg J +#{i : q + 1 ≤ lri ≤ p}.
Therefore, to obtain Rk;aL,J from R
k
L,J , one has to pick the terms of minimal
PBW-degree.
Remark 3.7 implies the following:
Corollary 3.8. The ideal Ia(d1, . . . , ds) is homogeneous with respect to the
PBW-degree.
We now work out several examples.
Example 3.9. Let s = 1. Then Ia(d) = I(d), since there are no numbers l
such that d+ 1 ≤ l ≤ d and thus Rk;aL,J = R
k
L,J (up to a superscript a in the
notations of variables XJ).
Example 3.10. Let g = sl3. Then the only nontrivial ideal is I
a(1, 2). It is
generated by a single element
R1;a(1,2),(3) = X
a
1,2X
a
3 +X
a
2,3X
a
1 .
We note that
R1(1,2),(3) = X1,2X3 −X1,3X2 +X2,3X1.
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The middle term is missing in R1;a(1,2),(3), because
deg(1, 2) + deg(3) = deg(2, 3) + deg(1) = 1, but deg(1, 3) + deg(2) = 2,
or, equivalently, because 2 satisfies 1 + 1 ≤ 2 ≤ 2 (here q = 1, p = 2).
Example 3.11. Let g = sl4. Consider the ideal I
a(1, 2). This ideal is gener-
ated by the following elements:
R1;a(1,2),(3) = X
a
1,2X
a
3 +X
a
2,3X
a
1 , R
1;a
(1,2),(4) = X
a
1,2X
a
4 +X
a
2,4X
a
1 ,
R1;a(1,3),(4) = X
a
1,3X
a
4 −X
a
1,4X
a
3 +X
a
3,4X
a
1 , R
1;a
(2,3),(4) = X
a
2,3X
a
4 −X
a
2,4X
a
3 ,
R1;a(1,2),(3,4) = X
a
1,2X
a
3,4 −X
a
1,3X
a
2,4 +X
a
2,3X
a
1,4.
We note that the relation R1;a(1,2),(3,4) is exactly the one defining the Grass-
manian Gr(2, 4).
Example 3.12. For an arbitrary n, consider the ideal Ia(1, n−1). This ideal
is generated by a single element
R1;a(1,...,n−1),(n) = X
a
1,...,n−1X
a
n − (−1)
nXa2,...,nX
a
1 .
In the classical case the corresponding relation is given by
R1(1,...,n−1),(n) =
n∑
i=1
(−1)n−iX1,...,ˆi...,nXi.
The following theorem is the main statement of our paper, it will be
proved in Section 5.
Theorem 3.13. The variety Fa(d1, . . . , ds) →֒ ×
s
i=1P(Λ
diC
n) is defined by
the ideal Ia(d1, . . . , ds).
Example 3.14. Let s = 2, d1 = 1, d2 = n − 1. The variety F
a(1, n − 1) is
embedded into the product Pn−1×Pn−1 = P(V aω1)×P(V
a
ωn−1
). The elements
fα acting nontrivially on V
a
ω1
are f1,i, i = 1, . . . , n − 1, they act as f1,iv
a
j =
δ1,jv
a
i+1. Similarly, the elements fα acting nontrivially on Vωn−1 are fi,n−1,
i = 1, . . . , n− 1, they act as
fi,n−1v
a
1,...,jˆ...,n
= (−1)n−i+1δj,nv
a
1,...,ˆi...,n
.
Therefore the coordinates of a point
exp
(
n−1∑
i=1
c1,if1,i +
n−1∑
i=1
ci,n−1fi,n−1
)(
[vω1 ]⊗ [vωn−1 ]
)
are given by
Xa1 = 1,X
a
i = c1,i−1 (i > 1), X
a
1,...,n−1 = 1,X
a
1,...,ˆi...,n
= (−1)n−i+1ci,n−1.
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Thus, the open orbit of Fa(1, n − 1) is the following set of points of the
product of two projective spaces:[
va1 +
n∑
i=2
c1,i−1v
a
i
]
×
[
va1,...,n−1 +
n−1∑
i=1
(−1)n−i−1ci,n−1v
a
1,...ˆi,...,n
]
.
Therefore, the closure of the open cell is defined by a single algebraic relation
Xa1,...,n−1X
a
n − (−1)
nXa2,...,nX
a
1 = 0,
which agrees with Example 3.12. Recall that the classical variety F(1, n−1)
is defined by a single relation R1(1,...,n−1),(n).
It turns out that our degeneration is flat. We will prove the following
proposition.
Proposition 3.15. The varieties F = F(d1, . . . , ds) and F
a = Fa(d1, . . . , ds)
can be connected by a flat family Ft such that F0 ≃ Fa and Ft ≃ F, if t 6= 0.
3.2. Coordinate rings: quotient polynomial rings. Define a quotient
algebra
Qa(d1, . . . , ds) = C[X
a
i1,...,id
]/Ia(d1, . . . , ds),
where the variables Xai1,...,id are labeled by sequences 1 ≤ i1 < · · · < id ≤ n,
d = d1, . . . , ds.
Theorem 3.16. The algebra Qa(d1, . . . , ds) is isomorphic to the algebra⊕
λ∈P+(d1,...,ds)
(V aλ )
∗,
where the multiplication (V aλ )
∗ ⊗ (V aµ )
∗ → (V aλ+µ)
∗ is induced by the embed-
ding V aλ+µ →֒ V
a
λ ⊗ V
a
µ (see Lemma 2.8).
3.3. PBW-semistandard tableaux: polynomial subring. A crucial
statement about the ideal Ia is that it is prime. As in the classical case
this follows from the realization of the quotient algebra as a subalgebra of
the polynomial algebra. In the classical case the key role in the whole picture
plays a notion of a semistandard tableau. We introduce the PBW-version
here.
Recall that for a partition λ = (λ1 ≥ · · · ≥ λn−1 ≥ 0) we denote by Yλ
the corresponding Young diagram. We denote by µj the length of the j-th
column.
Definition 3.17. A PBW-tableau of shape λ is a filling Ti,j of the Young
diagram Yλ with numbers 1, . . . , n. The number Ti,j ∈ {1, . . . .n} is attached
to the box (i, j). The filling Ti,j has to satisfy the following properties:
• If Ti,j ≤ µj, then Ti,j = i,
• If i1 < i2 and Ti1,j 6= i1, then Ti1,j > Ti2,j.
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Remark 3.18. Usually the entries of a tableau increase from up to down and
from left to right. The reason why it is more natural for us to change the
directions is two fold: first, we want to make difference between numbers,
which are smaller than the length of a column and the others. Second, our
convention better fits to the formalism of Vinberg’s patterns [V], [FFoL], see
the proof of Proposition (4.5).
Remark 3.19. Let us explain the reason why we want Ti,j ≤ µj to imply
Ti,j = i. Assume that Yλ consists of one column of length d. Then we have
V aλ ≃ V
a
ωd
. As in the classical case we want the shape λ PBW-tableaux to
label the standard basis of V aωd . So let us take a basis vector v
a
J = v
a
j1,...,jd
,
j1 < · · · < jd. This vector is obtained from the highest weight vector v
a
1,...,d
(which is the image of v1 ∧ · · · ∧ vd) by application of several operators
fα. Note that the operators fi,j with 1 ≤ i ≤ j < d act trivially on V
a
ωd
.
Therefore, whenever a number j ≤ d appears in J , it means that no fα
has been applied to vj . Hence it is natural to reorder the vectors vj in the
product vj1 ∧ · · · ∧ vjd in such a way that if jr ≤ d then jr appears at the
jr-th place.
We note that Ti,j ≥ i for any pair i, j.
Definition 3.20. A semistandard PBW-tableau of shape λ is a PBW-tableau
of shape λ subject to the condition:
• for any j > 1 and any i there exists i1 ≥ i such that Ti1,j−1 ≥ Ti,j.
We denote the set of semistandard PBW-tableaux of shape λ by ST aλ .
The shape λ semistandard PBW-tableaux parametrize a basis of V aλ . In
particular
Proposition 3.21. The number of semistandard PBW-tableaux is equal to
dimVλ.
Example 3.22. Let λ = (1, . . . , 1︸ ︷︷ ︸
d
). Then each sequence 1 ≤ i1 < · · · < id ≤ n
gives rise to a semistandard PBW-tableau of shape (d).
Example 3.23. Let λ = (k) be a one part partition. Then the shape λ
semistandard PBW-tableaux are of the following form:
n ... n . . . 2 ... 2 1 ... 1
Here a number i = 1, . . . , n appears ai times, ai ≥ 0 and
∑n
i=1 ai = k. In par-
ticular, the number of semistandard PBW-tableaux is equal to dimSk(Cn) =
dimVkω1 .
Example 3.24. Let g = sl3, λ = (2, 1). Then the list of the semistandard
PBW-tableaux is as follows:
1 1
2 ,
1 2
2 ,
1 1
3 ,
1 2
3 ,
1 3
3 ,
3 1
2 ,
3 2
2 ,
3 3
2 .
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Example 3.25. Let g = sl3 and λ = (m1+m2,m2) be an arbitrary partition.
Then the semistandard PBW-tableaux are of the form
3
1
...
...
3
1
2
3 ... 3 1 ... 1
2. . . . . .
3 ... 3 2 ... 2 1 ... 1
,
with the restriction T1,m2+1 6= 3 unless T1,m2 = 3. More precisely,
T1,1 = · · · = T1,k1 = T1,k1+k2+1 = · · · = T1,m2 =
T1,m2+k3+k4+1 = · · · = T1,m1+m2 = 1,
T1,m2+k3+1 = · · · = T1,m2+k3+k4 = T2,k2+1 = · · · = T2,m2 = 2,
T2,1 = · · · = T2,k1 = T1,k1+1 = · · · = T1,k1+k2 =
T1,m2+1 = · · · = Tm2+1+k3 = 3,
k1, k2, k3, k4 ≥ 0 and k3 = 0 unless k1 + k2 = m2. One can easily show that
the number of such tableaux is equal to (m1 + 1)(m2 + 1)(m1 +m2 + 1)/2,
which coincides with the dimension of Vm1ω1+m2ω2 .
Given a PBW-tableau T , we define an element DaT in the ring C[Zi,j], i <
j. First, assume that we have a sequence of numbers 1 ≤ i1 < · · · < id ≤ n.
Let m ≤ d be a number such that im ≤ d and im+1 > d. Then D
a
i1,...,id
is
the determinant of the matrix Daα,β, α, β = 1, . . . , d
(3.4) Daα,β =


Zα,iβ , if α 6= i1, . . . , im, β > m,
0, if α 6= i1, . . . , im, β ≤ m,
1, if α = i1, . . . , im, β = α,
0, if α = i1, . . . , im, β 6= α.
Now assume we are given a length d column of pairwise distinct numbers.
Then there exists a permutation σ ∈ Sd such that σT has increasing entries.
We then defineDaT = (−1)
σDaσT . If λ has more than one column, the element
DaT is the product of of the polynomials, corresponding to its columns.
Proposition 3.26. For any relation Rk;aL,J one has R
k;a
L,J(D
a
i1,...,id
) = 0.
We will prove the following proposition:
Proposition 3.27. Fix a partition λ. The polynomials DaT , T ∈ ST
a
λ , are
linearly independent
For a tableau T of shape λ we define a n element XaT ∈ Q
a(d1, . . . , ds) by
the formula
XaT =
λ1∏
j=1
XaT1,j . . . X
a
Tµj ,j
.
Proposition 3.27 allows to prove the following theorem.
Theorem 3.28. The elements XaT , T ∈ ST
a
λ , form a basis of Q
a(d1, . . . , ds).
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Recall the notation
P+(d1, . . . , ds) = {m1ωd1 + · · · +msωds , mi ∈ Z≥0}.
Corollary 3.29. Qa(d1, . . . , ds) ≃
⊕
λ∈P+(d1,...,ds)
(V aλ )
∗.
4. Coordinate rings and PBW-tableaux
In this section we start proving the results from the previous section.
Throughout the section we fix a sequence of integers 1 ≤ d1 < · · · < ds <
n and omit this sequence in the notations writing Qa, Ia etc instead of
Qa(d1, . . . , ds), I
a(d1, . . . , ds) etc.
Consider the spaces
Q¯a =
⊕
λ∈P+(d1,...,ds)
(V aλ )
∗.
This space can be endowed with the structure of an algebra with the mul-
tiplication (V aλ )
∗ ⊗ (V aµ )
∗ → (V aλ+µ)
∗ coming from the embedding V aλ+µ →֒
V aλ ⊗ V
a
µ . We note that Q¯
a is PBW-graded, since the embeddings V aλ+µ →֒
V aλ ⊗V
a
µ is compatible with the PBW-grading. The algebra Q¯
a is generated
by the subspaces (V aωdi
)∗. Recall the elements Xai1,...,id ∈ (V
a
ωd
)∗.
Lemma 4.1. The elements Xai1,...,idl
, l = 1, . . . , s satisfy the relations Rk;aL,J
in Q¯a.
Proof. The elements Xi1,...,idl , l = 1, . . . , s do satisfy relations R
k
L,J in the
classical algebra Q =
⊕
λ∈P+ V
∗
λ and the relations R
k;a
L,J are simply the lowest
degree terms with respect to the PBW grading (see Remark 3.7). Since the
algebra Q¯a is PBW graded, our lemma follows. 
Recall the algebra Qa = C[Xai1,...,id ]/I
a, d = d1, . . . , ds, 1 ≤ i1 < · · · <
id ≤ n.
Corollary 4.2. There is a surjection of algebras Qa → Q¯a.
We will prove that this surjection is an isomorphism. Consider the de-
composition
Qa =
⊕
λ∈P+(d1,...,ds)
Qaλ,
where for λ = m1ωd1 + · · · + msωds the subspace Q
a
λ is spanned by the
monomials Xa
J(1)
. . . Xa
J(r)
, where
#{i : J (i) has dl entries} = ml, l = 1, . . . , s.
Our goal is to show that dimQaλ = dimVλ.
Recall definitions 3.17, 3.20 of the PBW-tableau and of the semistandard
PBW-tableau.
Lemma 4.3. Let T be a semistandard PBW-tableau. Then:
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• If j1 < j2 and Ti,j1 = Ti,j2 6= i, then Ti,j = Ti,j1 for all j1 ≤ j ≤ j2.
• If i1 ≤ i2, j1 ≤ j2 and Ti1,j1 6= i1, Ti2,j2 6= i2, then Ti1,j1 ≥ Ti2,j2. If
in addition i1 < i2, then Ti1,j1 > Ti2,j2.
Proof. Let us prove the first statement. Assume that there exists j, j1 <
j < j2 such that Ti,j 6= Ti,j1 . Then Ti,j = i, because otherwise from the
definition of a PBW-tableau we have Ti,j1 ≥ Ti,j ≥ Ti,j2 and one of the
inequalities is strict, which is a contradiction. So Ti,j < Ti,j2 . By definition of
a semistandard PBW-tableau, there exists a sequence i1 ≤ i2 ≤ · · · ≤ ij2−j1
such that i1 ≥ i and
Ti,j2 ≤ Ti1,j2−1 ≤ Ti2,j2−2 ≤ · · · ≤ Tij2−j1 ,j1 .
Since Ti,j < Ti,j2 , we have ij2−j > i and hence ij2−j1 > i. This gives
Ti,j2 ≤ Tij2−j1 ,j1 < Ti,j1 ,
which gives a contradiction.
The second statement of the lemma can be proved similarly. 
Corollary 4.4. Let T be a semistandard PBW-tableau. For l > k let
Acol(k, l) be the minimal number such that Tk,Acol(k,l)+1 = l. Then
• there exists i ≥ k such that Ti,Acol(k,l) ≥ l;
• for j > Acol(k, l) and i > k Ti,j < l.
Proposition 4.5. The number of shape λ semistandard PBW-tableaux is
equal to the dimension of Vλ.
Proof. Let λ =
∑n−1
i=1 miωi. Recall (see [FFoL], [V]) that the dimension of
Vλ is equal to the number of Vinberg’s configurations. A configuration is
a set of numbers (si,j)1≤i≤j≤n−1 ∈ Z≥0 or, equivalently, a set of numbers
sα labeled by positive roots α (we identify a root α = αi + · · · + αj , i ≤ j,
with the pair i, j). A configuration is said to be Vinberg’s configuration,
if the following condition holds: for any Dyck path p = (p0, . . . , pk) with
p(0) = αi, p(k) = αj we have
(4.1)
k∑
l=0
spl ≤ mi + · · ·+mj.
Recall that a Dyck path p = (p0, . . . , pk) is a sequence of roots of sln,
pl = αil,jl = αil + · · ·+ αjl , il ≤ jl,
such that either (il+1 = il, jl+1 = jl + 1) or (il+1 = il + 1, jl+1 = jl). Let
Sλ be the set of Vinberg’s configurations. We construct a one-to-one map
ψ from Sλ to the set ST
a
λ of semistandard PBW-tableaux of shape λ.
Let s ∈ Sλ be some configuration. We define a tableau ψ(s) in the fol-
lowing way. We fill the diagram Yλ from bottom to top. Let us start with
the (n− 1)-st row (if there is no such row, the procedure described below is
empty). We define
Tn−1,1 = · · · = Tn−1,sn−1,n−1 = n
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and fill the rest of the (n− 1)-st row with the numbers n− 1.
Now assume that the rows from k + 1 to n are already filled. We fill the
k-th row in the following way. Let Acol(k, n) be the maximal number such
that there exists k ≤ i ≤ n − 1 such that Ti,Acol(k,n) = n (since nothing is
present in the k-th row at the moment, we can say k < i). We then define
Tk,Acol(k,n)+1 = · · · = Tk,Acol(k,n)+sk,n−1 = n.
In general, we fill the k-th row with the numbers n, n − 1, . . . , k + 1 in the
decreasing order in the following way. Assume that all numbers n, . . . , l+1
we want to put in the k-th row are already there. Let us explain how do we
put the numbers l. Let Acol(k, l) be the maximal number such that there
exists i = k, . . . , n such that Ti,Acol(k,l) ≥ l. We then define
Tk,Acol(k,l)+1 = · · · = Tk,Acol(k,l)+sk,l−1 = l.
After all iterations of the procedure above (corresponding to the numbers
l = n, . . . , k + 1) we fill the rest boxes of the k-th row with numbers k.
Note that the procedure above fills the k-th row of a tableau with numbers
greater than or equal to k. We have to show that the construction above is
well-defined and produces a semistandard PBW-tableau. For this we have
to show that the numbers we fill the k-th row with fit into it. Since the
length of the k-th row is equal to mk + · · · +mn−1, it suffices to show that
for all l > k
(4.2) Acol(k, l) + sk,l−1 ≤ mk + · · · +mn−1.
We define
Arow(k, l) = min{i : Ti,Acol(k,l) ≥ l}.
We set A(k, l) = (Arow(k, l), Acol(k, l)).
Assume first that Arow(k, l) ≥ l. Then
Acol(k, l) ≤ ml + · · ·+mn−1
and since sk,l−1 ≤ mk + · · · + ml−1, the inequality (4.2) holds. Now let
Arow(k, l) < l. Then since TA(k,l) ≥ l, we have TA(k,l) 6= Arow(k, l). Set
k1 = Acol(k, l), l1 = TA(k,l).
Note that k1 ≥ k and l1 ≥ l. Then Arow(k, l) = Arow(k1, l1)+ sk1,l1−1. Thus
(4.2) is equivalent to
(4.3) Acol(k1, l1) + sk1,l1−1 + sk,l−1 ≤ mk + · · ·+mn−1.
As on the previous step, assume first that Arow(k1, l1) ≥ l1. Then
Acol(k1, l1) ≤ ml1 + · · ·+mn−1
and since sk,l−1 + sk1,l1−1 ≤ mk + · · ·+ml1−1 (recall that k1 ≥ k and l1 ≥ l
and therefore the points (k, l − 1) and (k1, l1 − 1) can be connected by a
Dyck path), the inequality (4.3) holds. So let Arow(k1, l1) < l1. Define
k2 = Acol(k1, l1), l2 = TA(k1,l1).
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We note that k2 ≥ k1 and l2 ≥ l1. The (4.3) is equivalent to
(4.4) Acol(k2, l2) + sk2,l2−1 + sk1,l1−1 + sk,l−1 ≤ mk + · · · +mn−1.
Note that the points (k, l), (k1, l1) and (k2, l2), can be connected by a Dyck
path.
We continue in the same way until we get Acol(kp, lp) = 0. The corre-
sponding inequality (analogous to (4.2), (4.3) and (4.4)) follows from the
inequality on the sum of s• on a single Dyck path.
Now we need to construct an opposite map ψ−1 from ST aλ to Sλ. Given
a tableau, we define
(4.5) sk,l = #{j : Tk,j = l + 1}.
Taking into account Corollary 4.4 we prove in the same way as above that
s defined by (4.5) is an element of Sλ. Finally, we note that the two maps
constructed above are inverse to each other. 
In order to establish the isomorphism Qa ≃ Q¯a and to prove that Ia
is prime, we introduce one more algebra Q˜a (actually, we will show that
Q˜a ≃ Qa). Let Q˜a be an algebra inside the polynomial ring C[Zi,j]1≤i<j≤n
generated by the elements Dai1,...,id (see (3.4)).
Lemma 4.6. For all k, L and J one has Rk;aL,J(D
a
i1,...,id
) = 0 in C[Zi,j]1≤i<j≤n.
Proof. We note that the definition of Dai1,...,id can be given in the form of
the equality in V aωd :
exp

∑
i<j
Zi,jfi,j−1

 [va1,...,d] = ∑
i1<···<id
Dai1,...,idv
a
i1,...,id
.
The statement that these coefficients satisfy relations from Ia is proved in
the following section, see Lemma 5.4. 
Corollary 4.7. There exists a surjection of algebras Qa → Q˜a.
Lemma 4.8. Fix a partition λ. Then the elements DaT , T ∈ ST
a
λ , are
linearly independent.
Proof. Let T be a semistandard PBW-tableau. Note that DaT contains a
monomial
MaT =
∏
i,j: Ti,j 6=i
Zi,Ti,j .
It is convenient to rewrite this monomial in terms of the corresponding Vin-
berg’s configuration s = ψ−1(T ) (see the bijection in the proof of Proposition
4.5). Namely it is easy to see that
Ma
s
=
∏
i≤l
Z
si,l
i,l+1.
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Let us consider the following order on the set Sλ. We say s > t if there
exists a pair i0, l0 such that si0,l0 > ti0,l0 and
si,l = ti,l if (i < i0 or i = i0, l < l0).
Note that if s > t, then the monomial Ma
s
does not appear in Da
ψ(t). There-
fore the elements DaT are linearly independent. 
Recall that for a shape λ tableau T we have the elements XaT defined by
XaT =
λ1∏
j=1
XaT1,j ,...,Tµj ,j
.
Lemma 4.9. The elements XaT , T ∈ ST
a
λ , span Q
a and hence Q˜a and Q¯a.
Proof. We introduce an order on the set of tableaux of shape λ. We say
T (1) > T (2) if there exist i0, j0 such that T
(1)
i0,j0
> T
(2)
i0,j0
and
T
(1)
i,j = T
(2)
i,j if j > j0 or (j = j0, i > i0).
Assume that we are given a PBW-tableau T , which is not semistandard.
Recall that the elements Dai1,...,id do satisfy relations from I
a. Using these
relations we rewrite DaT in terms of smaller tableaux.
Assume that the condition from definition 3.20 is violated. Then there
exist k, j such that Tk,j+1 > k and for all i ≥ k Tk,j+1 > Ti,j . Let p = µj,
q = µj+1. Since Tk,j+1 > Tp,j ≥ p, none of the elements T1,j+1, . . . , Tk,j+1
belong to the set {q + 1, . . . , p} and hence the term
XaT1,j ,...,Tk,jX
a
T1,j+1,...,Tk,j+1
is present in the relation
(4.6) Rk;a(T1,j ,...,Tp,j),(T1,j+1,...,Tq,j+1).
Let us look at other terms in (4.6). Assume we pick arbitrary numbers
1 ≤ i1 < · · · < ik ≤ p and interchange
Ti1,j, . . . , Tik ,j with T1,j+1, . . . , Tk,j+1.
Since Ti,j < Tk,j+1 for all i ≥ k, we have (after interchanging) at least
q − k + 1 elements Tik ,j, Tk+1,j+1, . . . , Tq,j+1 which are smaller than Tk,j+1.
Therefore the lowest element in the column j2, which differs from the one in
T is smaller. Therefore, after interchanging the resulting tableau becomes
smaller. 
Theorem 4.10. We have isomorphisms Qa ≃ Q¯a ≃ Q˜a. The elements XaT
labeled by semistandard PBW-tableaux T form a basis of Qa.
Proof. In fact, Lemma 4.9 and Proposition 4.5 give the inequalities dimQaλ ≤
dimVλ and dim Q˜
a
λ ≤ dimVλ. From Lemma 4.8 we obtain dim Q˜
a
λ = dimVλ.
Since dim Q¯aλ = dimVλ, Corollary 4.2 finishes the proof. 
Corollary 4.11. The ideal Ia is prime.
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Proof. Follows from the isomorphism Qa ≃ Q˜a, since Q˜a is a subalgebra in
the polynomial algebra. 
We close this section with the following proposition.
Proposition 4.12. The elements XT , T ∈ ST
a
λ , form a basis of Q.
Proof. Since #ST aλ = dimVλ, it suffices to prove that the elements XT ,
T ∈ ST aλ , span Q. Recall that in the proof of Lemma 4.9 we have introduced
an order on the set of tableau and expressed each XaT , T /∈ ST
a
λ as a linear
combination of XT ′ with T
′ smaller than T . For this we have used the
relations Rk;aL,J . We note that
RkL,J = R˜
k;a
L,J +
∑
i
XL(i)XJ(i) ,
where deg J (i) + degL(i) > deg J + degL and R˜k;aL,J is obtained from R
k;a
L,J
simply by omitting superscripts a in variables XaJ . Therefore in Q any
element XT , T /∈ ST
a
λ can be expressed as a linear combination of XT ′ ,
where T ′ is smaller than T or the sum of PBW-degrees of columns of T ′
is bigger than that of T . Since the sum of PBW-degrees of fixed shaped
tableaux is bounded from above, our proposition is proved. 
5. The varieties Fa(d1, . . . , ds)
5.1. The ideal Ia. Throughout the section we fix a sequence 1 ≤ d1 <
· · · < ds ≤ n− 1 and omit the numbers di in the notations F
a, Ia, etc.
Let U →֒ Fa be the dense GMa -orbit
U =

exp

 ∑
1≤i≤j≤n−1
ci,jfi,j

 [vωd1 ]× · · · ×
exp

 ∑
1≤i≤j≤n−1
ci,jfi,j

 [vωds ], ci,j ∈ C

 .
By definition, the variety Fa is the closure of U in the product of the pro-
jective spaces P(V aωdi
), i = 1, . . . , s. Recall the coordinates Xai1,...,id in V
a
ωd
.
These coordinates produce a multi-homogeneous coordinates on the product
×si=1P(V
a
ωdi
). Let us denote by Xai1,...,id(ci,j) = X
a
i1,...,id
(c) the coordinates of
a point
exp

 ∑
1≤i≤j≤n−1
ci,jfi,j

 (vaωd1 × · · · × vaωds ) ∈ ×si=1V aωdi .
For instance, X1,...,d = 1. Let us compute these coordinates explicitly. Let
1 ≤ r ≤ d be a number such that ir ≤ d and ir+1 > d. Define the numbers
1 ≤ j1 < · · · < jd−r ≤ d by the formula
{j1, . . . , jd−r} = {1, . . . , d} \ {i1, . . . , ir}.
GMa DEGENERATION OF FLAG VARIETIES 21
Lemma 5.1. We have
Xai1,...,id(c) = (−1)
∑r
l=1(il−l)
∑
σ∈Sd−r
(−1)σcj1,ir+σ(1)−1 . . . cjd−r ,ir+σ(d−r)−1.
Proof. Lemma follows from formula (2.3). 
Corollary 5.2. We have Xai1,...,id(c) = detC, where Cα,β is an n×n matrix
defined by
(5.1) Cα,β =


cα,iβ−1, if α 6= i1, . . . , im, β > m,
0, if α 6= i1, . . . , im, β ≤ m,
1, if α = i1, . . . , im, β = α,
0, if α = i1, . . . , im, β 6= α.
We note that matrices (5.1) and (3.4) are identical up to the identification
of parameters.
Example 5.3. Note that X1,...,d(c) = 1. Let i ≤ d < j. Then
(5.2) X1,...,ˆi...,d,j(c) = (−1)
d−ici,j−1.
Lemma 5.4. Fix a tuple c. Then the coordinates Xai1,...,idr (c), r = 1, . . . , s
satisfy the relations from the ideal Ia.
Proof. Let Xi1,...,id(c) be the classical analogues of X
a
i1,...,id
(c), i.e.
exp

 ∑
1≤i≤j<n
ci,jfi,j

 vωd = ∑
1≤i1<···<id≤n
Xi1,...,id(c)vi1,...,id ∈ Vωd .
For any tuple c the coordinates Xi1,...,id(c), d = d1, . . . , ds satisfy relations
from I. We note that the polynomials Xai1,...,idr (c) can be obtained from
Xi1,...,idr (c) simply by taking the lowest degree (in all variables ci,j) terms.
This lowest degree coincides with the PBW-degree of the tuple i1, . . . , id.
Since the terms in Rk;aL,J are exactly the lowest degree terms among those in
Rk;aL,J , the coordinates X
a
i1,...,idr
(c) do satisfy the relations Rk;aL,J . 
Now consider the set of all zeros X(Ia) →֒ ×sr=1P(V
a
ωdr
) of the ideal Ia.
Lemma 5.5. Let W ⊂ ×sr=1P(Vωdr ) be an affine space defined by X1,...,dr 6=
0 for all r = 1, . . . , s. Then X(Ia) ∩W = U.
Proof. Let Pi1,...,idr , r = 1, . . . , s be the coordinates of a point P ∈ X(I
a) ∩
W . We note that for all l ≤ dr < dm < j the relation R
1;a
(1,...,dm),(j,1,...,lˆ...,dr)
give
(5.3) P a1,...,dmP
a
j,1,...,lˆ...,dr
= P a
j,1,...,lˆ...,dm
P a1,...,dr .
Assuming P a1,...,d = 1, relation (5.3) reads as
(5.4) P a
1,...,lˆ...,dm,j
= (−1)dr+dmP a
1,...,lˆ...,dr,j
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(which agrees with formula (5.2)). We set
ci,j−1 = (−1)
dm−iP1,...,ˆi...,dm,j,
if there exists m such that i ≤ dm < j and set ci,j = 0 otherwise. Equation
(5.4) guarantees that such tuple ci,j exists. Our goal is to show that
(5.5) exp

 ∑
1≤i≤j<n
ci,jfi,j

([vaωd1 ]× · · · × [vaωds ]
)
= P.
The right and left hand sides belong to the affine space with the coordinates
Xai1,...,ir (we assume X
a
1,...,dr
= 1). We have defined ci,j in such a way that
the coordinates Xa
1,...ˆi,...,dr ,j
of the left and right hand sides of (5.5) coincide.
This implies (5.5), since there is at most one point in X(Ia) ∩W with the
prescribed values of Xa
1,...ˆi,...,dr,j
. In fact, let J = (j1, . . . , jd) be a sequence
such that deg J > 1. Let us order J in such a way that j1 > d. Then
the relation R1;a(1,...,d),J allows to rewrite X
a
J (X
a
JX1,...,d to be precise) as a
polynomial in XaL with degL < deg J . Now it suffices to note that the
sequences (1, . . . iˆ, . . . , d, j) are exactly the degree one sequences. 
For a subset R ⊂ ×sr=1P(V
a
ωdr
) let I(R) be the ideal of multi-homogeneous
polynomials vanishing on R. We now prove the main theorem of this section.
Theorem 5.6. I(U) = Ia. Equivalently, I(Fa) = Ia.
Proof. We need to prove that if a multi-homogeneous polynomial F in vari-
ables Xai1...id , d = d1, . . . , ds vanishes on U , then F ∈ I
a. For a d-tuple
j1, . . . , jd consider the relation R
1;a
(1,...,d);(j1,...,jd)
∈ Ia. This relation is equal
to
Xa1,...,dX
a
j1,...,jd
−
∑
XaLX
a
J ′ ,
where for all terms XaLX
a
J ′ we have
degXaL = 1, degX
a
J ′ = deg(j1, . . . , jd)− 1.
(Recall the PBW degree deg J = #{l : jl > d}). Therefore, the product
(Xa1,...,d)
deg JXaJ can be expressed modulo the ideal I
a as a homogeneous
polynomial in coordinates Xa
1,...lˆ...,d,j
(l ≤ d < j).
We show that F ∈ Ia in the following way: first assume that F depends
only on the variables Xai1,...,id with a fixed d. Then F vanishes on a dense
open cell of the Grassmanian Gr(d, n) and hence the polynomial F belongs
to I. Since Rk;aL,J = R
k
L,J (up to a superscript a) if lengths of L and J
coincide, we obtain F ∈ Ia. Now consider the general case, i.e. assume
that F depends on at least two groups of coordinates (with different d). Let
r be the maximal number such that for all m < r F does not depend on
the variables Xai1,...,idm
. We then show that there exists a polynomial G such
that G−F ∈ Ia and G is independent of the variables Xai1,...,idm with m ≤ r.
GMa DEGENERATION OF FLAG VARIETIES 23
Without loss of generality we assume that r = 1. First, there exists a num-
ber N such that the polynomial F¯ = (Xa1,...,d1)
NF can be expressed modulo
Ia as a polynomial independent of Xaj1,...,jd whenever deg(j1, . . . , jd) > 1.
Note also that F¯ still vanishes on U . Recall the expression (5.2) for the
degree one coordinates:
Xa
1,...lˆ...,d1,m
(c) = (−1)d1−lcl,m−1.
From this formula and since F¯ vanishes on the whole U , F¯ does not depend
on Xa
1,...lˆ...,d1,m
with m ≤ d2 (because numbers cl,m−1 with m ≤ d2 can come
nowhere, but from Xa
1,...lˆ...,d1,m
(c)). For the rest Xa
1,...lˆ...,d1,m
we have the
following relation in Ia:
Xa1,...,d2X
a
1,...lˆ...,d1,m
− (−1)d1+d2Xa
1,...lˆ,...,d2,m
Xa1,...,d1 = 0.
Therefore, there exist numbers M1 and M2 and a polynomial G such that
(Xa1,...,d2)
M1F¯ − (Xa1,...,d1)
M2G ∈ Ia
and G does not depend on variables Xai1,...,id1
. Note that since F¯ vanishes
on U and Xa1,...,d equals to 1 on U , the polynomial G vanishes on U as well.
By induction on s we can assume G ∈ Ia. Therefore,
(Xa1,...,d2)
M1F¯ = (Xa1,...,d2)
M1(Xa1,...,d1)
NF ∈ Ia.
Since Ia is prime (see Corollary 4.11), we arrive at F ∈ Ia. 
5.2. Flatness. We close with the proof of the flatness of the degeneration
F → Fa. Let t be a variable. We define an algebra Qt over the ring C[t] as a
quotient of the polynomial ring C[t][Xi1,...,id ], d = d1, . . . , ds by the ideal I
t
generated by quadratic relations Rk;tL,J . These relations are t-deformations
of the relations RkL,J . Namely, let R
k
L,J =
∑
iXL(i)XJ(i) . Then
Rk;tL,J = t
−mini(degL
(i)+deg J(i))
∑
i
tdegL
(i)+deg J(i)XL(i)XJ(i) .
The following lemma describes the fibers of Qt.
Lemma 5.7. Qt/(t) ≃ Qa, Qt/(t− u) ≃ Q for u 6= 0.
Proof. Straightforward. 
Proposition 5.8. Qt is C[t] free.
Proof. We prove that the elements XT , T ∈ ST
a
λ , λ ∈ P
+(d1, . . . , ds) form
a C[t] basis of Qt. First, let us prove that the elements XT are linearly
independent. Assume∑
T
mTXT =
∑
i
Rki;t
L(i),J(i)
pi(t), mT , pi ∈ C[t].
There exists a number u ∈ C such that mT (u) 6= 0 if mT 6= 0. Now Propo-
sition 4.12 gives linear independence. The proof of the spanning property is
analogous to the proof of Proposition 4.12. 
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