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1. INTR~OUCTI~N 
Combinatorial theory has made great strides in the present era thanks in 
large part to its symbiotic relationship with computers and computer 
programming. The combinatorial study of formal languages has done much 
to clarify what computer programming is all about, and the need to write 
clear and workable algorithms has often forced mathematicians to reconsider 
the value of their existential (nonconstructive) theories. 
In this paper, we see how the study of certain hereditary formal languages 
can lead to an understanding of all sorts of stepwise processes, those falling 
under the broad headings of branching and shelling processes, and also to a 
representation of a large class of lattices, which carry the natural logic of 
these processes. 
Our basic notion is that of a selector, a hereditary language consisting of 
words formed from a certain alphabet, and possessed of a unit increase 
property which guarantees the appearance of a dimension function and forces 
certain associated lattices of (closed) partial alphabets to be semimodular. 
A remarkable subclass of selectors consists of those which are locally free. 
They arise from arbitrary hereditary languages, and form the substrate for 
the general theory of selectors, since every selector is seen to be a quotient of 
a locally free selector. Locally free selectors are representable as shelling 
orders of abstract discs, in the same way that finite distributive lattices are 
represented by shelling orders (or by linear extensions) of partially ordered 
sets. Furthermore, every set r of linear orders on (or permutations of) a 
finite set can be completed to the set of bases of a locally free selector E The 
analogue of the theory of (Dushnik-Miller) dimension is thus available for 
locally free selectors, and thus for locally free semimodular lattices. 
* This research was funded by a grant from the Natural Sciences and Engineering Research 
Council of Canada. 
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Several branches of lattice theory have progressed rapidly during the past 
half century, thanks to good representation theories, The most spectacular 
progress has been for the class of distributive lattices, whose finite members 
are representable as lattices of order ideals of partially ordered sets. 
Geometric lattices have been successfully studied, largely through concen- 
tration on those lattices whose atoms are representable by vectors in a vector 
space, or in particular by edges in a linear graph. Many efforts have been 
made to extend either the poset or the geometric representation to 
semimodular lattices, and in particular to modular lattices, because of the 
potential application of these mathematical structures to the logic of 
theoretical physics. The attempt to represent semimodular lattices by lattices 
of subgroups of abelian groups has not gotten off the ground. The study of 
geometries on partially ordered sets has been considerably advanced by 
Ulrich Faigle [7-141, but the role of the poset in that theory is rather 
artificial, serving only to limit the action of the exchange property of a 
geometric closure operator. In our present approach to semimodular lattices 
through forma1 languages, a theory entirely analogous to the representation 
of distributive lattices comes to light, and the forma1 language itself generates 
the appropriate context for the limitation of the exchange property, without 
the deus ex machina intervention of a “compatible” ordered set. The way 
now lies open to a simple representation of modular lattices, and to a 
formulation of the critical problem for semimodular lattices. 
Combinatorial geometries are naturally distinguished within the broader 
context of selectors, by virtue of the fact that their associated selectors are 
symmetric: every permutation of a word is a word. 
The present research stems from a lively exchange which took place 
between Laszlo Lovasz and Anders Bjorner in September 1982 during the 
Colloquium on Matroid Theory at Szeged, Hungary. Lovasz was reporting 
on his study of families of sets for which the greedy algorithm constructs 
their maxima1 members. He had a number of good theorems, and a striking 
list of examples of branching and shelling processes which satisfy his new 
axioms. The talk was very enthusiastically received, especially so by Anders 
Bjorner, who completely rewrote his talk for the following morning in order 
to be able to give his reactions, and to spell out a possible extension of the 
theory to generating sequences of elements in Coxeter groups. I had the 
feeling at the time that both of these theories had a lot to do with Faigle’s 
work on quasi-geometries, and that somehow semimodularity had gotten lost 
in the shuffle. This paper is an effort to restore the connections between those 
theories, and to exhibit the semimodular lattices present in branching and 
shelling processes. 
Although many of the concepts we will define, and many of the theorems 
we will prove, apply equally well to infinite languages, or at least to 
languages with only finite or bounded words on infinitely many letters, we 
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shall deal only with finite languages. So rather than repeat this restriction in 
the statement of every theorem, we state once and for all that all sets 
considered are finite. 
In the months that have followed the first appearance of this article in 
preprint form, a number of interesting connections with other people’s work 
have come to light. Lovasz and Korte have proven that the axioms for 
selectors are equivalent to those for what they call greedoids with interval 
property [22]. Denis Higgs showed that the axioms for locally free selectors 
appear in an equivalent form in the theory of abstract convexity, for 
instance, as the anti-exchange property studied by Paul Edelman [4] and R. 
E. Jamison-Waldner [ 17, 181. Finally, Anders Bjorner [ I] has developed a 
strong exchange property to describe those formal languages with repeated 
letters which arise in the generation of Coxeter groups. He has proven that 
this notion of strong exchange is equivalent to that of selector when the 
words in the language have no repeated letters. Languages with strong 
exchange thus provide a natural generalization of selectors which encom- 
passes a yet broader class of combinatorial, algebraic and geometric 
examples. 
2. HEREDITARY LANGUAGES 
A hereditary language on a finite set X (of letters) is a family A of strings 
a=x, ---x,, for various lengths n, of distinct letters xi, with the following 
properties: 
AXIOM SO. DE/~. 
AXIOM SI. Zf apEA, then aE/i. 
Here, a/? is the string formed by writing the string a followed by the string 
/3. Strings a E/i are the words of the language A. For any word 
a =x, .a- x,, A(a) = n is its length. For any letter x E X and any word 
a E /i, x E a means the letter x appears in the string a. 
The binary relation E between letters and words sets up a Galois con- 
nection 
BW + B(A) 
between the Boolean algebras of subsets of X and of /1, respectively. For any 
set S E X of letters, v(S), the S-vocabulary, is the set of words which can be 
spelled using only letters in the subset S. For any set r c A of words, a(T), 
the T-alphabet, is the set of letters used in any of the words in IY Then the 
map a preserves joins (unions), while v preserves meets (intersections). For 
236 HENRY CRAP0 
any such Galois connection, which is strictly speaking a Galois connection 
between B(X)OPp and B(A), the image A of the map a is exactly the set of 
subsets S SX co-closed with respect to the co-closure operator 
S + a(v(S)) = int(S). These co-closed subsets we call partial alphabets for 
the hereditary language A. A lattice L is semimodular if and only if 
whenever an element y covers an element x in L, then for any element z E L, 
y V z covers or is equal to x V z. A semimodular lattice L is locally free if 
and only if, for every element x in L, if yr,...,y, are all the distinct elements 
covering x, then the join sublattice generated by yr ,...,y, is a Boolean 
algebra. 
THEOREM 1. The set A of partial alphabets of a hereditary language A, 
ordered by inclusion, forms a locally free semimodular lattice. The height of 
any partial alphabet A in this lattice A is equal to its cardinality (A (. 
ProoJ The map a: B(/i) -+ B(X) preserves complete joins, so its image, 
the set A of partial alphabets, is a complete lattice in the order of inclusion. 
Furthermore, the set A, as a subset of the Boolean algebra B(X), is cover 
preserving’ : for any partial alphabet S, T E A, if T covers S in the lattice A, 
then T covers S in B(X). This is true because if T covers S in A, we may 
form the set v(S) V {/I}, w h ere v(S) is the set of words in A using only the 
letters in the partial alphabet S, and /I is any word in v(T)\v(S). Assume 
further, since /1 is hereditary, that /I has been shortened until it contains just 
one letter in r\S. Then T’ = a(v(S) U {/?}) is a partial alphabet covering S 
in B(X) and contained in T. Since T covers S in A, T’ = T and T covers S 
in B(X). 
Now, any family A of subsets of a finite set X, closed under unions and 
cover preserving with respect to B(X), is a semimodular lattice in the order 
of inclusion. To see this, say T covers S in A, so T = S U {x} for some 
element x E X. For any subset R E A, R U T = (R U S) U {x), which covers 
or is equal to R U S. Since A is cover preserving in B(X), ranks measured in 
the two lattices are equal, and the rank in A of any partial alphabet S is 
equal to its cardinality ) S 1. 
Finally, if B, ,..., B, are distinct partial alphabets covering a partial 
alphabet A in A, then Bi = A U xi for some element xi E X, and for any set 
J 5 (I,..., n) of indices. A U IJicJ{xi} is also a partial alphabet. Thus the 
lattice A is locally free. 1 
We have used the symbol I(a) to denote the length of a word CL By 
extension, we may write, for every partial alphabet A c X, 
A(A) = the greatest length of any word in v(A). 
’ Caution: The image A of the map a is cover preserving in B(X); the map a itself is not 
cover preserving. If it were. the image would be a geometric lattice. 
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For hereditary languages in general, this function A is integer-valued and 
monotone, but has no other recognizable properties. It is neither 
semimodular nor cover preserving even when restricted to the lattice A of 
partial alphabets. See the example in Fig. 1. 
A = lattice of partial alphabets 
A is an hereditary language 
A A 
0 0 
1 a, c 
2 ab 
3 abc 
not cover-preserving: 
not semimodular: 
not supermodular: a 
cd de sac 
I  
The greedy algorithm does not construct I 
% 
E 
words of maximum length: 
m  
FIGURE 1 
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3. SELECTORS 
For any partial alphabet A in a hereditary language A on a set X, a word 
CI E n is an A-basis if and only if every letter in a is in the set A, and 
1(a) = l(A). A selector is a hereditary language A on a set X, satisfying the 
following Axioms S2 and S3: 
AXIOM S2. Every letter in X appears in some word (in A). 
AXIOM S3. Let A be a partial alphabet, and x 6C A a letter such that 
ax E A for some A-word a. If A(A) < I(A U x), then for any A-basis /l, /3x is 
an (A U x)-basis.’ 
Axiom S2 states that the entire set X is a partial alphabet (X = int X). In a 
selector, an X-basis is simply called a basis. 
A unit increase function on a lattice L is any integer-valued function u 
defined on L, such that whenever an element y covers an element x in L, 
a(y) - a(x) = 0 or 1. 
THEOREM 2. If A and B are partial alphabets in a selector A, and B 
covers A in the lattice A of partial alphabets of A, then 
l.(B)-l(A)=Oor 1. 
Thus, 2 is a unit increase function on the lattice A. 
Proof. J(A) and A(B) are integers, with A(A) <I(B). Assume 
k(A) < I(B). Since A and B are partial alphabets with B covering A in A, B 
also covers A in B(X), by Theorem 1, and B = A Ux for some element 
x E X. Since B is a partial alphabet, there is a B-word using the letter x, and 
by dropping all letters after x in this word, an A-word a such that ax E A. 
By Axiom S3, if /I is an A-basis, /3x is an (A U x)-basis. But then p is an 
A-word of length n(px) - 1 = A(B) - 1. Since J(A) < I(B), b is an A-basis, 
and A(A) = A(B) - 1. m 
An integer-valued function L on a lattice L is locally semimodular if and 
only if, whenever y and z are elements covering an element x in L, 
A(x) = k(y) = A(z) implies A(x) = A( y v z). 
’ Bjorner has shown that Axiom S3 is equivalent to the following statement, which I find 
conceptually simpler, because it avoids special reference to bases: if n and /3 are words, with 
A(a) < UJ), then there exists a subsequence y of k(P) -n(a) letters (not necessarily 
consecutive) which can be chosen from /I in the induced order, such that ay is also a word. He 
calls this the strong exchange property, because it strengthens the Korte-Lovasz axiom for 
greedoids. 
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Any unit increase function 1 which is locally semimodular on a semimodular 
lattice L is also semimodular: 
for all x, y E L, w  A Y) + 2(x v Y) < 4x> + 4Y>. 
The proof of this statement is a standard argument along maximal chains 
between related elements in L. 
THEOREM 3. Let A be a selector on a set X. Then the rank function 2 of 
A is (locally) semimodular on the lattice A of partial alphabets of A. 
ProoJ Assume that A, A U x, and A U y are partial alphabets for A, all 
of the same rank, say, &4) = k. Since any union of partial alphabets is a 
partial alphabet, A U x U y E A. Let a be an A-basis. Since J(A U x) = 2(A), 
a is also an (A Ux)-basis. By Axiom S3, if 
li(A u x) < L(A u x Uy), 
then cry is an (A Ux U y)-basis of length k + 1, contained in the set A U y. 
This contradicts our assumption that 1(A) = A(,4 Uy), so A(A) = 
&4 U x Uy), and 1 is locally semimodular, and thus semimodular, on A. fl 
THEOREM 4. Let A be a selector on a set X. A string a =x1 a.. x, of 
letters in X is a word in A if and only if the letters in every initial segment 
x, ,..., xi (1 < i < n) of a form a partial alphabet of rank i in A. 
Proof By Axiom S 1, any initial segment x, ... xi of a word a = x, ..a x, 
in A is also in A, and its letters form a partial alphabet of rank 
1(x I ,..., xi) = i. To prove the converse, we proceed by induction. The empty 
string is a word in A. Assume the initial segment ai- r = x, ... xi-, is a word 
in A, and is an basis for the partial alphabet {x, ,..., xi-,). Since (x, ,..., xi) is 
a partial alphabet of rank i, Axiom S3 implies that the {x, ,..., xi- *}-basis 
ai-, can be extended to an {x1 ,..., xi}-basis of the form 
ai-1 x=x, “‘Xi. 
By induction, a =x, . . . x, is a word. 1 
In terms of the rank function i of a selector, we define a closure operator 
A +A on the lattice A of partial alphabets as follows: 
A-+A=U {BEA;AEBandA(A)=A(B)}. 
Closed partial alphabets A such that x = A we call the flats of the selector 
A, and use the symbol L(A) to denote the lattice of flats of A. 
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THEOREM 5. The lattice L(A) of flats of a selector A, ordered by 
inclusion, is semimodular, with height function 1. 
Proof. The operator A -+A is increasing: for any partial alphabet 
A, A EA. If A E & for two partial alphabets A, B, and if C is a partial 
alphabet containing A, with A(C) = A(A), then 
qc u if) < L(C) + L(B) - qc A if) 
< h(C) + A@) -A(A) 
= /I@), 
so C U 3 E &, since g is closed, and C c i?. Thus x E B, and the operator 
A -+A is a closure operator on the lattice A. Its quotient, the set L(A) of 
closed partial alphabets, is a complete lattice. 
Let A, B, C be flats, such that B covers A in the lattice L(A). Let A’ be a 
partial alphabet covering A in the lattice A, and contained in B. 
Since A and B are closed, A’ strictly contains A and is contained in B. Rut 
since B covers A in L(A), A’ = B. Now, in the semimodular lattice A, 
A’UC covers or is equal to AUC, so l(A’UC)-L(AUC)=Oor 1. The 
closure A’ U C is equal to the closure B U C, and thus is equal to the join 
B U C in L(A). Since the rank of any partial alphabet is equal to the rank of 
its closure, A(B V C) - A(A V C) = 0 or 1. Since A is strictly increasing on 
any chain in L(A), the flat B V C covers or is equal to the flat A V C, and 
the lattice L(A) is semimodular. Again, since J. is strictly increasing on 
chains in the quotient lattice, and is unit increase and normalized on A, A 
measures height in L(A). u 
The function A can be extended from the lattice A of partial alphabets to 
all of B(X) by the formula 
n(.S) = min{A(A); S E A E A }. 
In a selector, the entire set X is a partial alphabet, and every subset of X has 
finite rank. 
The function A, extended as above to the Boolean algebra of subsets of X, 
is not necessarily semimodular. In the example of Fig. 2, 1(c) = Il(ac) = 
,I(bc) = 2, but k(abc) = 3. 
We now prove the following local completion property on the lattice A. 
THEOREM 6. If A, A V x and A ux U y are partial alphabets for a 
selector A on a set X, and if 
A(A)=A(Aux) <A(Auxuy), 
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A is a selector cm X = (a, b, c) A is no longer semimodular when extended to B(X) 
0 Q 
1 a, b 
2 ac, ab, ba, bc 
3 acb, abc. bat, bra 
FIGURE 2 
then A Uy is also a partial alphabet, and 
A(A) < /z(A Uy) =/?(A UXUJ’). 
Proof: Under these assumptions, let a be an A-basis. Since 1(A) = 
A(,4 U x), Q is also an (A Ux)-basis. By Axiom S3, a~ is an (A U x WV)- 
basis of length 
qa.JJ> = l(A) + 1, 
contained in the subset A Uy. Since ay is a word, A Uy is a partial 
alphabet, of rank ,I(,4 Uy) > L(A). Since 1 is unit increase on A, L(A) < 
A(A Uy)=A(A UxUy). 4 
A listing of the letters in a selector A on a set X is a linear ordering 
u = x, ‘..., x, of the entire set X such that every initial segment of u is a 
partial alphabet for A. What we just proved in Theorem 6 is that for any 
strings a, p and letters x,y E X such that ax@ is a listing with n(a) = 
A(ax) < l(ax-y), then ayxP is also a listing, with 
L(a) < ;l(ay) = l(ayx). 
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In any initial segment x1 . -. xi- ix, of a listing a, we have 
A(X I )...) Xi) - n(X, )...) Xi- I) = 0 Or 1. 
By analogy with stairs, we say xi is a riser in a if this difference is equal to 
1, otherwise xi is a tread in a. For any listing a, let r(a) be the string formed 
of all risers in a, in the induced linear order. Similarly, let t(a) be the string 
of treads in a. (In Theorem 6, x is a tread, y is a riser, in both listings a& 
and ayxp.) 
THEOREM 7. If a is a listing of the letters in a selector A, then r(a) t(a) 
is also a listing, and r(a) is a basis. Conversely, for any basis ,B, there is a 
listing a such that p = r(a). 
Proof. By Theorem 6, whenever a tread x is immediately followed by a 
riser y in a listing a, we may switch those two letters, and the result will still 
be a listing, with x still a tread, y still a riser. By finite induction, all risers 
can be moved to positions prior to all treads, without altering the internal 
order of the risers or of the treads. The resulting string, which is equal to 
r(a) t(a), is thus a listing. Every letter of r(a) is a riser in the listing 
r(a) t(a), and A@(a)) = A(a) = n(X). By Theorem 4, r(a) is a word. Since 
A(r(a)) = L(a) = 1(X), r(a) is a basis. 
Conversely, for any basis /I, each initial segment of /3 is a partial alphabet, 
and p can be extended to string /3y including all the letters of X, following a 
maximal chain from the partial alphabet /? to X in A. Then /?y is a listing of 
X. Since A(/!) = n(X), every letter in y is a tread in /3y, so /I = r(,@). m 
Figure 3 illustrates a selector /i, with its lattice A of partial alphabets and 
its lattice L(4) of flats. In the diagram of the lattice A, we indicate risers 
with heavy lines and treads with thin lines. Closed partial alphabets are 
shown with solid discs, rather than open circles. 
THEOREM 8. If a and a’ are words formed from exactly the same set 
A c X of letters in a selector A and if/3 is a string such that GLp is a word, 
then a’/? is also a word. 
Proof All initial segments of Or’/3 are partial alphabets having rank equal 
to their cardinal&y. By Theorem 4, a’p is a word. 1 
The following theorem shows that Lovasz’s exchange axiom holds for 
selectors, and thus that every selector is a greedoid (for which see Section 8). 
THEOREM 9. If a and p are words in a selector A, and L(a) < A@), then 
there is a letter x E j3 such that ax E A. 
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FIG. 3. A selector A. 
ProoJ Let pi be the initial segment of p of length i, for 0 < i < A(,@. 
Since a and pi are words, a Upi is a partial alphabet for A. These partial 
alphabets form an increasing (but not necessarily strictly increasing) chain of 
partial alphabets. Let p’ be the string formed by letters in /3 but not in a. 
Then ap’ gives a strictly increasing chain of partial alphabets, which can be 
extended to a listing c$‘y of X. The string r(c$‘r) of risers of this listing is a 
basis, and contains r(a) = a as an initial segment. Since A(a/3’) > 1(/I) > A(a), 
the next letter following a in r(a/?‘y) is a letter x from j3, so ax EA. I 
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4. LOCALLY FREE SELECTORS 
A hereditary language ,4 on a set X of letters is locally free if and only if 
Axioms S4 and S5 hold: 
AXIOM S4. For any word a E A and distinct letters x, y E X, if ax and 
ay are words, so is axy. 
AXIOM S5. If a, a’ E A are words using the same letters, and for some 
stringp, aPEA, then a’PEA. 
THEOREM 10. Let a be a word in a locally free hereditary language A 
on a set X, let P(a) = {x E X; ax E A} and let p be any linear order of the 
letters in P(a). Then a/3 E A. 
Proof. One-letter extensions ax of a are assumed to be words, for 
x E P(a). We proceed by induction. Let x, ... xk be any string of k letters in 
P(a). Assume all (k - 1) letter extensions of a, with all new letters drawn 
from the set P(a), are words. Then ax, . . . xk- *xk and axI .a. xkP, are both 
words. Since A is locally free, ax1 . .a xk- ,xk is a word. Thus all extensions 
ap of a, the letters in ,8 coming from the set P(a), are words. m 
THEOREM 11. In a locally free hereditary language A on a set X, a 
string a of letters in X is a word if and only if every initial segment of a is a 
partial alphabet. 
Proof. If a is a word, any initial segment is also a word, and thus a 
partial alphabet. For the converse, we proceed by induction on the 
cardinality of partial alphabets. Let ay be a string of letters in X such that ay 
and every initial segment of it are partial alphabets. Assume further that for 
every partial alphabet B with no more than (a ( letters, the B-words in A are 
precisely those strings for which every initial segment is a partial alphabet. 
Since the letters in ay form a partial alphabet, there is a word /?y formed 
from some of these letters, and ending in y. Let a’ be the string of letters 
appearing in a but not in p, in the linear order induced by a. If a’ is empty, 
then /3 is a permutation of a, py is a word, and by Axiom S5. ay is a word. 
Otherwise, let z be the last letter in a’, and define the initial segment a” by 
a’ = a”z. Since a and p are words, the string /3a’ has the property that every 
initial segment is a partial alphabet. Since a’ and py are words, the string 
pa”y has the same property. Both these strings are of length Ia\, so by the 
induction hypothesis, they are words. Since pa’ = /?a”z, it follows from 
Axiom S4 that /?a”zy = pa’y is a word. But pa’ is a permutation of a, so by 
Axiom S5, ayE A. 1 
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FIG. 4. Illustration of proof of Theorem 11. 
Figure 4 illustrates the procedure followed in the proof of Theorem 11, 
when a = abcdefgh and j3 = dbhf: The lattice drawn is that part of the lattice 
A of partial alphabets which is generated by the words a and By. Note that 
z =g. 
THEOREM 12. Any full and locally free hereditary language is a selector. 
Proof: Let A be a full hereditary language which is locally free. Let A be 
a subset of its set X of letters, and let x E x\p be a letter such that both A 
and A Ux are partial alphabets, with L(A) < L(A U x). If a is an A-basis, 
then by Theorem 11, a is a linear ordering of the entire set A, every initial 
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segment of which is a partial alphabet. Since A U x is also a partial alphabet, 
the extended string ax also has this property, and is therefore a word. Since 
it uses all the letters in the set A U x it is also maximal, and thus an (4 U x)- 
basis. I 
THEOREM 13. The following are equivalent, for any selector A on a set 
X: 
(a) A is locally free. 
(b) All partial alphabets of A are closed. 
cc> 4x> = I-0 
(d) Every union of words can be rearranged into a word. 
Proof. (a) * (d) If A is locally free, every partial alphabet A can be 
linearly ordered to form a word, so (d) is true. 
(d) * (b) If every partial alphabet A can be linearly ordered to form a 
word, L(A) = JAI. For any partial alphabet B strictly containing A, 
L(A) < 1(B), so every partial alphabet is closed. 
(b) =G- (c) By Theorem 5, n(X) is equal to the height of the flat x = X 
in the lattice L(A) of flats of A. By (b), every partial alphabet is closed, so 
L(X) = 1x1, the height of X in A. 
(c) * (a) Since n(X) = (XI, and I is unit increase on A, 1(A) = IA 1 for 
every partial alphabet A E X. We prove by induction that every string, all of 
whose initial segments are partial alphabets, is a word. Let ax be such a 
string, and assume that all strings of length #a), all of whose initial 
segments are partial alphabets, are words. Let A be the set of letters in a. 
Then a is an A-basis, and A U x is a partial alphabet with L(A) < (A U x). 
By Axiom S3, ax is a word, and the induction argument is complete. 
Now, if ax and ay are words, with x # y, every initial segment of the 
string axy is a partial alphabet, and axy is a word, so Axiom S4 holds for A. 
If a, a’ E ,4 are words using the same letters, and for some string j3, 
ap E LI, then every initial segment of a’/3 is a partial alphabet, and a’b’ must 
be a word. Axiom S5 holds for /i, and A is locally free. m 
THEOREM 14. If {Ai} is a family of locally free selectors on various 
subsets of a set X of letters, then n Ai = A is a locally free selector on the set 
Y of letters appearing in words common to all the selectors Ai. 
Proof. For any words a E A and distinct letters x, y in Y such that ax 
and ay are in A, ax and ay are also in Ai for all i. Since the selectors Ai are 
locally free, axy E Ai for all i, and axy EA. Similarly for Axiom S5. More 
simply, it suffices to recognize that all such statements of conditional 
inclusion are preserved under intersection. a 
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Consequently, given any set r of strings formed from a set X of letters, r 
may be completed to form the locally free selector r equal to the intersection 
of all locally free selectors (on subsets of X) which contain r. We call r the 
locally free completion of the set r. The completion process is very simple, as 
the following theorem shows. 
THEOREM 15. The locally free completion r of a set r of strings of 
letters in a set X is equal to the set of listings of A partial alphabets of r. 
Proof: By Theorem 11, all such strings must be in r. The set of listings 
forms a selector, and by Theorem 13, it is locally free. 1 
Note that the completion &+ r associates, with any set of linear orderings 
of a set X, a locally free selector on the entire set X. Since the linear 
orderings of X are in (non-canonical) one-one correspondence with the 
permutations of the set X, this technique may also find some application in 
the study of permutation groups and group representations. 
It seems reasonable to ask whether the set of all selectors is closed under 
intersection. This is not true. There are two different (even non-isomorphic) 
minimal selectors containing the words a and bc: 
A, = CD, a, b, ab, ba. be 
AZ=@,a,b,ac,bc. 
Their intersection r = A 1 n/i z fails to have the property that the risers in 
all listings form words in r, even though the rank function I is both 
semimodular and unit increase on the lattice A of partial alphabets. 
If a lattice L is semimodular and locally free (see the definition in 
Section 2), then the set of maximal chains in L is in l-l correspondence with 
the bases of a locally free selector. In a similar vein, we have the following 
theorem. 
THEOREM 16. For any selector A on a set X, the hereditary language A’ 
of initial segments of listings of X is also a selector, and is locally free. Its 
flats are the partial alphabets of A, so L(A’) = A. 
5. EXAMPLES OF SELECTORS 
We illustrate each of the following types of selectors with a drawing of the 
object which gives rise to the selector A, with a list of the words in /i, with 
the lattice A of partial alphabets and the quotient lattice L(A) of flats of A. 
607/54/3-Z 
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5.1. Example: The Representation of Semimodular Lattices 
In a finite semimodular L, we call a sequence a = xi,..., x, of distinct 
elements of L a generating sequence if and only if the joins yi = X, V .e. V Xi, 
i = O,..., n, of initial segments of a form a maximal chain from 0 to y, in L. 
THEOREM 17. Any finite semimodular lattice L is isomorphic to the 
lattice offlats of the selector A, where A consists of all generating sequences 
ofjlats in L. 
LEMMA. If A is the set of generating sequences of elements in a finite 
semimodular lattice L, then for any partial alphabet A s: L, the join of the 
letters in any A-basis a is equal to the join of the entire subset A c L. 
Proof Let a = x, .a. x, be an A-basis, with join y = xi V ..a V x, , and 
let z be any letter in A. If z 4 y, then let zi . . . zk be an A-word ending in 
zk = z. Let Zi be the first letter in this word which is not <y. Then 
z1 v .a* V zI covers z, V . . . V zi-, <y, so zi V y covers y, and xi ..a x,zi is 
an A-word of length n + 1. Since a is maximal, our assumption that z 4 y 
must be false. The element y is an upper bound for the set A. But since 
y < VA, the least upper bound for A in L, it must be the case that 
y=VA. 1 
Proof of Theorem 17. By the lemma, the rank d(A) of any partial 
alphabet is equal to the height of the element VA in the lattice L. For any 
partial alphabets A 5 B, A(A) = J(B) iff VA = VB, so the closure d of any 
partial alphabet A is equal to the principal order ideal (x E L; x < VA}. 
Thus these closed sets, the flats of A, form a lattice isomorphic to L. 
We prove A is a selector. Any initial segment of a generating sequence is a 
generating sequence for some lower element of L, so Axiom Sl holds. Any 
element of L appears in some generating sequence, so Axiom S2 holds. 
Given a partial alphabet A, an element x E x\p, and an A-word a such that 
ax E A, such that 1(A) < n(A Ux), let /3 be an A-basis. Let z = VA. Since 
A(A) < I.(A U x), x 4 z. Since a is an A-word and ax E A, V(ax) covers Va 
in L, and Va < z. Consequently, x V z covers z, and /Ix is a generating 
sequence (a word) and an (A U x)-basis. m 
It is by no means necessary to use the entire lattice L as the set X of 
letters in the language A. The join-irreducible elements of L would suffice, 
and the set of words could be further restricted to those generating sequences 
xl,..., x, where each xi is a minimal join-irreducible generating the next 
covering. This type of reduced representation is shown in Fig. 5. 
PROBLEM 1. Characterize those selectors whose lattices of flats are 
modular, or find some subfamily of this family of selectors, adequate to 
represent all modular lattices. 
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A semimodular lattice t 
A selector representation of the lattice L 
A ‘4 
n @ 
1 b, c 
2 bd, bc, cb, cl 
3 bdc. bed, bcf, cbd, cbf, cfb 
but no1 tfd or bdf, in this P&C rd representation. 
The lattice of partial alphabets of A 
The lattice L(A) of flatsofA, 
a lattice isomorphic IO the 
original lattice 1. 
FIG. 5. Representation of a semimodular lattice. 
5.2. Example: Quasi-Geometries 
Ulrich Faigle defined a quasi-geometry G on a partially ordered set P to 
be the set P together with a closure operator A + 1 defined on B(P), such 
that for all x, y E P and subsets A C_ P. 
AXIOM Gl (Compatibility). x < y =j x E { y 1. 
AXIOM G2 (Exchange). I&y&A but JJEAUX and (VZEP) z<x- 
zEA, thenxEAUy. 
Axiom Gl guarantees that only order ideals can be closed, while 
Axiom G2 guarantees that the closure operator has the exchange property 
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with respect to covering pairs in the (distributive) lattice of order ideals of P. 
It follows that the lattice L(G) of flats (closed order ideaIs) of a quasi- 
geometry is semimodular. 
Faigle defines the rank r(S) of any subset S c P as the height of the flat S 
in the lattice L(G). He then defines3 a B-independent string x, ..a x, as a 
sequence of distinct elements of P such that ~{xi ,..., xi} = i for i = l,..., n. 
If a=x, ..* x, is a B-independent string, the closures Si = xi,..., Xi, 
i = O,..., n, of its initial segments form a maximal chain in the lattice L(G) of 
flats of G, from 0 to the flat S, . Conversely, if 0 = S, < S, < ... < S, = S is 
a maximal chain from 0 to a flat S in L, then any choice xi E P from each 
difference set Si\Si_ i, i = l,..., n, will produce a B-independent string. 
THEOREM 18. The B-independent strings of elements in a quasi-geometry 
form a selector. 
Proof. Let G be a quasi-geometry on a partially ordered set P. The 
language A of B-independent strings is hereditary and full. Assume A and 
A U x (x 6? A) are partial alphabets, with k(A) < k(A Uxj. Let /I be an 
A-basis and a an A-word such that ax E A. Since a is an A-word, the quasi- 
= 
geometric closure 6 of a is <x, and is_ covered by ax in the lattice L(G) of 
flats of the quasi-geometry. Let z = j?. Then x U z covers z in L(G), and 
/lxEA. I 
Quasi-geometries are general examples of selectors, in the sense of the 
following theorem. 
THEOREM 19. Given a selector A on a set X, with lattice A of partial 
alphabets. Consider A as a partially ordered set, and assign to each subset 
S s A the (quasi-geometric) rank a(S) = n(U S). Then (A, a) is a quasi- 
geometry, with lattice of flats L(A, a) E L(A). 
Proof. For any set S of partial alphabets in A, a(S) = A(U S) is equal to 
the height of the (selector-) flat U S inLhe lattice L(A), and is also equal to 
the height of the (quasi-geometric) flat S in the lattice L(A, u). There is thus 
’ Faigle made two attempts to define an appropriate family of “independent” subsets of a 
quasi-geometry. This first attempt was to look at those order ideals S E P such that for all 
order ideals T& S, strictly contained in S, r# S. These are the independent order ideals, and 
those independent order ideals S which span P (s= P) are the bases of the quasi-geometry. 
Noting that different quasi-geometries on the same ordered set can have the same bases, 
Faigle was led to investigate further the manner in which minimal spanning sets can be built 
up from independent subsets, element by element. To this end, he defined B-independent 
strings. Caution: The order ideals generated by B-independent strings are not necessarily 
independent. For instance. acd is a B-independent string in the example of Fig. 6, but b < d 
and abed is dependent. 
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P 
A quasi-geometry on a pet P 
d % % 
d 
b 
with<E abd anddE abc. 
with bases abc, abd. 
bd 
0 0 
1 a. b 
2 ac. ab, ba, bd Its lattice of order ideals, 
3 acb, acd, sbc, abd, bat, bad, bda, abd with closur~operator indicated 
tts selector h of t&independent strings. 
bd ac 
The lattice A of partial alphabets Of A 
Its lattice of flat5 
FIG. 6. A selector representation of a quasi-geometry. 
an order isomorphism between principal ideals [@,A] generated by (A-) 
closed partial alphabets on one hand and flats of the quasi-geometry 
L&o). 1 
We cannot expect to improve the representation of selectors A by quasi- 
geometries (Theorem 19) to the point that A be equal to the set of 
B-independent strings in the representing quasi-geometry. We can probably 
do somewhat better by taking the poset P to be the set of words in A, 
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ordered by inclusion as initial segments in one another. But the real cause of 
this “difficulty” is, in my opinion, that posets are only accidentally involved 
in the definition of quasi-geometries, as a somewhat artificial means of 
restricting the application of the exchange axiom. I would like to suggest that 
the theory of selectors gives the correct axiomatization of “quasi-geometries” 
in terms of their “independent sets,” an axiomatization free of any reference 
to a partially ordered set P! The only essential change, as we pass from 
quasi-geometries to selectors, is that we study geometric closure operators 
not just on distributive lattices, but on semimodular lattices, and in particular 
on those semimodular lattices which are locally free. 
5.3. Exampie: Combinatorial Geometries and Matroids 
THEOREM 20. Given a combinatorial geometry G (or matroid), let A be 
the set of (arbitrary) linear orderings of independent sets of points (elements, 
for matroids) of G. Then A is a selector. 
Proof This is a special case of a selector determined by a quasi- 
geometry. The ordered set P is simply the anti-chain of unordered points of 
G, and the words in A defined above are the B-independent strings in that 
quasi-geometry. So n is a selector. 1 
Figure 7 illustrates a geometry consisting of one three-point line abc and a 
point d not on that line. Note that for partial alphabets (arbitrary subsets of 
the set of points) A, B for which B covers A, then B = A U x for some point 
x, and 1(A) = l(B) if and only if the point x is in the flat spanned by the 
points in A. 
A selector n is symmetric if every permutation of a word is also a word. 
THEOREM 21. A selector A on a set X is symmetric if and only if its 
lattice A of partial alphabets is all of B(X), and its rank function 1 defines a 
(loopless) matroid on the set X. 
Proof. Since every selector is full, every single letter in a symmetric 
selector is a word, and A = B(X). By Theorems 2 and 3, 2 is semimodular 
and unit increase on all of B(X), and is the rank function of a matroid. I 
5.4. Example: Branching 
Let G be a directed graph, and r a vertex of G, called the root of G. Let/i 
be the set of sequences a of edges of G such that every initial segment of a is 
a tree connected to the root, and directed away from it. 
Figure 8 shows the hereditary language for branchings on a directed graph 
with four vertices. Note that as words are lengthened, there is an objective 
measurement being increased by one at each step. The rank n(a) of any word 
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Its lattice 01 partial alphabets is all of B(X) 
The geometry 
ab 
Its selector of independent sets 
A A 
0 Q 
1 a, b. c, d 
2 ab, ac, ad, ba, bc, bd, ca. cb, cd, 
da, db, dc 
3 abd, acd, adb, adc, bad, bed, bda, bdc, 
cad, cbd, cda, cdb, dab, dac, dba, dbc, 
dca, dcb 
abc 
Its geometric lattice of flats 
FIG. 7. The selector of independent subsets of a combinatorial geometry. 
a is equal to the number of vertices (other than the root) reached by the 
directed tree CI. 
THEOREM 22. Branchings in a rooted directed graph form a selector. 
Proof. Let /i be the set of branchings from a root in such a directed 
graph G. Any initial segment of a branching is a branching, so /1 is 
hereditary. The set of letters in /i is the set X of edges which may be 
included in directed paths starting from the root. On this set X the language 
is full. 
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A rooted and directed graph 
Its selector of branchingr 
0 m  
1 a, b 
2 ab, ac, ad, ba, be 
3 abd, abe, acd, ace, adb, adc, bad, 
bae, bea 
HENRY CRAP0 
Its lattice A of partial alphabets 
acd 
ad 
Its lattice L(h) of flats 
a 
FIG. 8. Branching from a root in a directed graph. 
Now let A be a partial alphabet (a union of trees directed outword from 
the root vertex), let x be an element not in A and a an A-word such that 
ax E A. If L(A) < L(A U x), then the edge x has as tail a vertex reached from 
the root along some sequence of directed A-edges, while the head of edge x is 
not reached by any such sequence. Thus, if /I is any A-basis, the tail (but not 
the head) of edge x will be a vertex of the directed tree p. Thus px is a 
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correct extension of this tree, and is thus a word in /i. Axiom S3 is satisfied, 
and A is a selector. I 
In the example of Fig. 8, note that the “first” appearance of c in words in 
/i (in the word UC) does not correspond to a join-irreducible in the lattice of 
flats. This means that the representation of semimodular lattices by 
branching in directed graphs, while possible in many (or all?) cases, will not 
be straightforward. The problem to find such representations is the analogue 
of the problem solved by W. T. Tutte in his papers on graphic matroids. 
PROBLEM 2. Which semimodular lattices are isomorphic to L(/i) for 
selectors /i of branchings in directed graphs? 
5.5. Example: Shelling a Poset 
Imagine removing the elements of a partially-ordered set P one-by-one,‘in 
such a way that, at each stage, the element to be removed is minimal among 
the elements which remain. We call such a linear order x1,..., x, of the 
elements of P a shelling order for the poset P. Equivalently, the string 
cz = x, ,..., x, has the property that every initial segment of a is an order ideal 
of P. Also equivalently, a is a linear extension of P, a linear order which 
dominates the partial order on P: x <y in P implies x comes before y in the 
linear order a. And finally, of course, a is the unique generating sequence of 
join-irreducibles for a maximal chain in the distributive lattice of order ideals 
of P. 
THEOREM 23. For any finite poset P, the set A of initial segments of its 
shelling orders form a locally free selector. 
Pro05 This is a special case of Theorem 18, concerning quasi- 
geometries. For any subset S s P of the poset P, let A(,!$) be the number of 
elements in the order ideal generated by S within P. Since A(P) = IPI, A is 
locally free. I 
Finite distributive lattices are locally free, and are once more represented 
in this way. 
Caution: This is not shelling in the sense of Bjorner. See the remark in 
Section 5.7 about shelling polytopes. 
Figure 9 illustrates the selector of shelling orders for a poset. 
5.6. Example: Shelling a Tree 
A tree is a connected graph with no cycles. A vertex b E X in a tree T 
with vertex set X is terminal if and only if it has valency equal to 1 (or 0) in 
T. (The only case in which a terminal vertex b has valency 0 is when 
X = {b) and the tree has no edges.) A shelling order for a tree T on an 
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b d 
Its lattice A of partial alphabets, 
all of which are flats. 
I 
abcde 
abc acd 
The selector is locally free. 
The lattice A is distributive. 
The bares of h are all linear extensions 
of the partially ordered set P. 
ab 
A h 
0 $ 
1 a. d 
2 ab, ac, ad da 
3 abc, abd, acb. acd, adb, adc, dab,dac 
4 abed, abdc, acbd, acdb, adbc, adcb, dabc, dacb 
5 abcde, abdce, acbde, acdbe, adbce, adcbe, 
dabce, dacbe 
FIG. 9. Shelling a poset. 
n-element vertex set X is a total order a = x, .. . x, of X such that for 
i = l,..., n - 1 the vertices in every final segment xi .. . x,, together with the 
T-edges that join them, form a tree Ti with the vertex xi terminal in Ti. 
THEOREM 24. The shelling orders for a tree on a vertex set X form the 
bases of a locally free selector on X. 
Proof. Let /i be the set of initial segments of shelling orders. If two 
vertices x, y are terminal in a tree T, then the removal of vertex x and the 
single edge which attaches it to the rest of the tree produces a graph which is 
a tree in which y is still terminal. Thus Axiom S4 holds. If a’ and a/? are 
initial segments of shelling orders, with a a permutation of a’, we can find a 
shelling order ~$7 which extends GLp to all of X. Then each final segment of 
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cr’,@ is a tree in which the first vertex of the final segment is terminal, so 
a’/?~ is a shelling order, and a’/3 E LI. I 
Figure 10 shows the shelling orders for a small tree. Observe that the join- 
irreducibles of the lattice A = L(/i) do not correspond in a one-one fashion 
to the vertex set X. Instead, the join-irreducible elements of L(A) associated 
with a given vertex x E X are those minimal subsets A LX such that x is 
abc 
ab 
5 
a. b, d 
ab. ad, ba, bd, da, db, de 
abc, abd. adb, ade, bar, bad, bda, bde, dab, dae 
dba, dbe, dea, deb 
abce, abed, abdc, abde, adbc, adbc, adcb, adtc 
bate, bacd, bade, bade, bdac, bdac, bdea, bdec, 
dabc, dabc, dacb, dam, dbac, dbae. dha, dbcr, 
dab, deac, deba, debt 
abced, abcde, abdce, abdec, adbcc. adbec, adcbc, 
adecb, bated, bacdc, bade, badec, bdace, bdaec, 
bdeac, bdeca, dabce, dabcc, da&c, daecb, dbace, 
dbacc. dbeac, dbeca, dcabc, dcacb, dcbac, dcbca 
FIG. 10. Shelling a tree. 
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terminal in the tree with vertex set (x\p) U x. These sets (J&4) U x are the 
(closed) brunches of the tree Tat the vertex x. Until all but one of the (open) 
branches of T at x have been removed, the vertex x does not become 
terminal, and is thus not yet available for the shelling process. 
5.1. Example: Shelling a Convex Set 
Consider a set X c Rn of elements (vectors) in real n-dimensional space. 
A vector y E R” is a convex linear combination of a subset A G X if and only 
if there are non-negative scalars 6, E R for all a E A such that 
and 
both summations being over the set A. The relative convex hull h(A) of the 
subset A in the set X consists of all those elements y E X which can be 
expressed as convex linear combinations of A. A subset A E X is relatively 
convex if and only if A = h(A). Of course X itself is relatively convex. 
A shelling order for a relatively convex set X is a linear order a = x, .a. x, 
of the elements of X, such that every final segment of a is relatively convex 
in X. This means, of course, that each element xi is an extreme point of the 
final segment xi . . . x, . That is, xi cannot be expressed as a convex linear 
combination of the elements xi+ i ,..., x,. 
THEOREM 25. The shelling orders of any finite subset X G R * form the 
bases of a locally free selector on X. 
Proof. If two elements x and y are extreme points of a relatively convex 
subset A E X, then the element y remains extremal in the set A\x, so 
Axiom S4 holds. Axiom S5 gives no difficulty. I 
We give two examples of such selectors. The first example, in Fig. 11, will 
serve to emphasize that the lattices of flats of such selectors are far from 
being distributive. The example, based on a subset of the real line R’, is also 
a tree, as in the previous section. The second example, Fig. 12, is based on a 
subset of the plane R*. 
Shelling a convex polytope, as in the work of Peter McMullen and others, 
does not give rise to a selector. To shell the boundary complex of the 
triangular prism in Fig. 13 would be to list the faces A,..., E in an order 
x1 ,..., x5 such that each letter xi (i = 2 ,..., 4) labels a face whose intersection 
with the union of its predecessors is a topological arc (a connected sequence 
of edges). Thus, ABCDE is a shelling sequence. If the shelling orders were to 
SELECTORS 259 
0 r-T 0 
The lattice A 1 L(A) is isomorphic toC”“‘, 
P b c d e whcrcC = the latticeof relatively CO~VCX subsets of x 
A A 
0 0 
1 a, e 
2 ab, ae, ea, cd 
3 abc, abe, aeb, aed, eab, ead, eda, edc 
4 abed, abce, ak, abed, aebc, a&d, 
adb, aedc, eabc, eabd, cadb, eadc, 
edab, edac, edca, edcb 
5 abcde, abed, abecd, abedc, a&cd, 
acbdc, acdbc, aedcb, e&cd, eabdc, 
eadbc, eadcb, cdabc, edacb, edcab, 
edcba 
FIG. 11. Shelling a convex set. 
form a selector, it would have L(ABCDE) = 5, so it would be locally free, 
and Axiom S4 would apply. But note that AB and AC are partial shelling 
sequences, but ABC is not. Thus shelling orders do not form a selector. 
There is another problem, more curable than this one. For most (all?) 
polyhedra, a shelling sequence can start with any given face. Thus, if shelling 
orders were to form a selector, all one-letter strings would be words, and all 
subsets of the set of faces would be partial alphabets. Thus the selector 
would have to be a combinatorial geometry, and any ordered pair of faces 
would have to be a word. This is not the case, because the first two faces 
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d0 
a0 
I 
0 
2 
3 
4 
Ob 
ad 
A 
0 
a, b, c 
ad, ab, ac, ba, bc, bd, ca, cb, cd 
adb, adc, abd, abc, acd, acb, bad, bat, 
bca, bed, bda, bdc, cad, cab, cba, cbd. 
cda. cdb ,
adbc, adcb, abdc, abdc, acdb, acbd, 
bade, bacd, bad, bcda, bdac, bdca, 
cadb, cabd, cbad, cbda, cdab, cdba 
&d, 
The selector is locally free. 
FIG. 12. Shelling a convex set. 
must be adjacent along an edge. I say this problem is curable, because we 
could simply restrict our attention to all shelling orders that commence with 
one given rool face. 
5.8. Example: Shelling a Closure System 
A closure system on a poset P is any mapping J: P --) P such that 
(a) VxEP, x<J(x), 
(b) V x, y E P, if x Q J(y) then J(x) < J(y). 
The fixed elements {x E P; x = J(x)} relative to any closure operator J on P 
form a closure system. If C c P is a closure system, and x E P is a maximal 
lower bound in P for some subset B of elements of C, then x E C. 
The set Cl(P) of closure operators on a given partially ordered set P is 
itself a poset, in the pointwise order of functions from P to P. We shall show 
they form a locally free semimodular lattice, by shelling closure systems. 
Et 
m 
C 
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The boundary between each cell and the union of 
its predecessors is marked with a double line. 
It is topologically a rurw, 
at stages 2,~ and 4. 
FIG. 13. Shelling a polyhedron. 
Given an ordered set P, construct a subset Q E P recursively, as follows. 
Q, is the set of maximal elements of P, 
for 1 < i, Qi is the set of maximal lower bounds in P for subsets of 
Qi-1, 
Q = U Qi- 
Q is the least closure system on P, because for any element x E P\Q, there is 
a greatest lower bound in Q for the set {y E Q; x <JJ}. We call the 
complementary set X = P\Q the shellable part of the closure system P. 
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A shelling order for a closure system (poset) P is any linear order 
a = x, -me x, of the shellable part X of P, such that every final segment 
Xi -.a x, (1 < i < n) is a closure system in P. 
THEOREM 26. The shelling orders for a closure system P form the bases 
of a locally free selector on the shellable part XC P. 
We omit the proof of this theorem. We shall abstract (in Section 6) the 
essential properties of systems which give rise to locally free selectors, and 
prove all these theorems (Theorems 23 to 26) simultaneously. 
Figure 14 shows the selector of shelling orders for a closure system which 
FIG. 14. Shelling a closure system. 
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may be completely shelled, and also illustrates a closure system which 
cannot be shelled at all; its shellable part is empty. 
5.9. A Non-Example: Shelling a Lattice 
We now look at two situations which come close to producing (locally 
free) selectors, but do not. They arise in the theory of lattices and ordered 
sets, in situations where several elements occupy somewhat similar positions 
in a structure, so that all but one of the equivalent elements may be shelled 
at any time, but the last one of them must be left until a certain stage in the 
shelling procedure. This phenomenon causes a violation of Axiom S4. 
A shelling order on a finite lattice L is any linear order a = x, ,..., x, of the 
elements of L such that every final segment ai = x~,..., .Y, of a is also a 
lattice, in the order induced by L, for 1 < i ,< n. (This does not mean that the 
final segments are sublattices of L, because the operations of join and meet 
can easily be different in the subset.) It is clear that each element xi in a 
shelling order is irreducible (i.e., is either join-irreducible or meet-irreducible 
or both) in the lattice with elements xi,..., x,. 
Figure 15 shows the shelling orders for a finite lattice. This is not a 
selector, because if it were it would be locally free, having a permutation of 
the entire set as one of its words. But d and e are words, while de is not, in 
violation of Axiom S4.4 
5.10. A Non-Example: Shelling a Retract 
As a second, and related, non-example of a selector, consider retracts of a 
partially ordered set. A retract of a poset P is a subset Q E P which is the set 
of fixed points of a retraction operator h on P, that is, of an order-preserving, 
idempotent function h: P + P. 
The immediately preceding Sections 5.8 and 5.9 both have a bearing on 
the problem of shelling a retract. First of all, closure operators (Section 5.8) 
are those retraction operators which are pointwise greater than or equal to 
the identity function: We saw that, for closure systems, only the shelfable 
part could be removed. Second, if a finite poset P happens to be a lattice, 
then a subset Q G P is a retract if and only if Q is a lattice in the order 
induced by that on P. 
A shelling order for a subset X of a retract (poset) P is a linear order a = 
Xl .‘. x, on X such that for 1 < i < n + I the final segment xi a.. x, together 
with the complementary set P\x forms a retract of P. If a subset X G P has a 
shelling order, we say X is a shellable part of X. Let Xi = P\{x~,..., xi-,) 
denote these successive retracts, for i = O,..., n. Observe that any element xi 
4 We wish to thank Denis Higgs for having pointed out an error in a previous draft of this 
section. Korte and Lovasz also told me of this error, and have subsequently proven that 
shelling orders of lattices and of the accessible portions of retracts are greedoids [22]. 
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b 
6 
c 
a 
cd. 
The pore, of rubs& whose complementr 
are lattices in the induced order is not itself 
a lattice. The shelling orders do not form 
a relector. 
FIG. 15. A non-example: shelling a lattice. 
in such a shellable part X is movable to some other element of Xi, under a 
retract Of Xi t0 Xi+l. 
The shelling orders for even the shellable part of a poset P do not form the 
bases of a selector. The same counterexample used in Section 5.9 applies, 
because the retracts of the ordered set in Fig. 15 are simply those subsets 
which form a lattice in the induced order. 
Just as is the case for closure systems, there are many posets which have 
no non-empty shellable parts. This seemed not too serious for closure 
systems, because the removal of the shellable part left us with a minimal 
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The double liner indicate an increase by 2 in cardinality. 
FIG. 16. Retracts of an unshellable poset. 
closure system. This is not at all the case for retracts. In Fig. 16 we draw the 
poset Retr(P) of retracts (ordered by inclusion) for the six-element crown P. 
The only subsets of P which are retracts are the connected n-fences (alter- 
nating up-down sequences) of lengths n = l,..., 4. Since the crown P has no 
five-element retracts, there is no single element which can be shelled, and 
thus there is no non-empty shellable part. For a wider crown, even more 
elements have to be shelled as a first step: for the eight-element crown, a 
connected 3-fence has to be removed to get the process started. 
In addition to the fact that shelling orders do not produce all retracts, 
there is another reason to believe that some extension of the present theory of 
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locally free selectors could be fruitfully applied to retracts of various types of 
mathematical structures. Thanks to Rudolf Wille’s proof (1981) of my 
conjecture, we now know that all minimal retracts of a poset P toward a 
subset A 5 P are isomorphic as posets. What we mean by a retract of P 
toward A is a retract B of P such that A G B. This means there is a valid 
notion of relative completion of a subset A in an ordered set P, a notion 
which can be of considerable assistance in figuring out which subsets need to 
be removed to produce maximal proper retracts of P. 
PROBLEM 3. Find a theory, somewhat more general than that of locally 
free selectors, which will describe the maximal chains in the poset Retr(P) of 
retracts of a poset P. 
6. ABSTRACT SHELLING SYSTEMS 
Whatever we have shelled, be it a tree, a convex set or a closure system, 
we ended up with a selector which was locally free. We can place these 
examples in a common abstract setting by appealing to the notion of a 
relation which abstracts the common sense meaning of such expressions as 
“is bounded by,” “ is limited by” and “is surrounded by.” 
Given a set X, consider a relation p from X to B(X) which satisfies 
AXIOM Dl. For all x E X, and A, B s X, ifxpA and A G B, then x/3B. 
We define a @) subdisc as a subset D G X such that x/30 =S x E D. 
THEOREM 27. For any relation ,L$ p c X x B(X) satisfying Axiom D 1, its 
subdiscs form a closure system in B(X). 
Proof. Let Di be subdiscs, for all i in some set I, and let D be the inter- 
section of all these subdiscs. If xpD for some element x E X, then XpDi for 
all i E I, so x E Di for all i E I, and x E D. 1 
For such a relation /?, and for any element x in any P-subdisc D, we say x 
is an extreme point of D if and only if D\x is also a subdisc (i.e., xaD\x: it is 
not true that xpD\x.) Observe that if x E C s D for discs C and D, and x is 
extremal in D, then x is also extremal in C. 
AXIOM D2. If a subdisc C is properly contained in a subdisc D, then 
there is an extreme point x of D, not lying in C. 
A relation /3 c X x B(X) satisfying Axioms Dl and D2 is a D-relation, 
and the set X together with this relation is simply an (abstract) disc.’ 
’ Those closure operators whose closed sets are the subdiscs of some disc are characterized 
by what Edelman and Jamison-Waldner call the anti-exchange property in their study of 
abstract convexity. 
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In each of our examples of shelling systems, we may isolate an 
appropriate D relation p. For the shelling of an ordered set, x/M iff x < y for 
some y EA. For shelling a tree, xpA iff there are at least two vertex-distinct 
paths leading from x to elements of A distinct from x. For shelling a closure 
system, xpA iff x is fixed by every closure operator fixing all elements of A, 
that is, iff the element x is a maximal lower bound for some A-elements 
distinct from x. 
A shelling order for a disc (X, /3) is any linear order a = x, ..a x, on the 
elements of X such that every final segment xi ..a x, of a is a disc. Thus, in a 
shelling order, every element xi is an extreme point in the remaining disc 
xi **ax n* 
THEOREM 28. The shelling orders (of shellable subsets) in each of 
Examples 5.5 to 5.8 above are shelling orders of discs. 
With this preparation, we can now prove the following representation 
theorem for locally free selectors. 
THEOREM 29. Given an abstract disc (X,/I), let A be its shelling 
sequences. Then A is a locally free selector. Conversely, for any local[v free 
selector A on a set X, the relation ,b defined by 
apA iff all words containing x use some letter in A 
defines an abstract disc whose shelling sequences are exactly the words in A. 
Proof. Let (X, j?) be an abstract disc. The shelling orders for the disc 
form the bases of a hereditary language A. Let a be a word in A, and let x 
and y be distinct letters in X such that ax and cry are both in A. Let A be the 
set of letters in the word a. Since y is an extreme point of x\A, y is also an 
extreme point of x\(A U x), so axy E A, and Axiom S4 is satisfied. 
If a’ and a/I are words, and a’ is a permutation of a, then we can extend 
a/I to a shelling order aBy of all of X. Then every final segment of a’/Q is a 
disc, and a’py E A. Thus Axiom S5 holds, and A is a locally free selector. 
Conversely, for any locally free selector A on a set X, the set A of partial 
alphabets of A forms a co-closure system, cover-preserving in B(X). Defining 
x/?A for elements x E X, subsets A G X as in the statement of the theorem, it 
follows that for any subsets A G B c X, xj3A implies x/3B. So Axiom Dl 
holds. 
With respect to this relation /3, a subset D G X is a disc if and only if x/ID 
for no letter x 6Z D. That is, for every letter x G!G D, there is an (X\D)-word 
containing x. That is: x\D is a partial alphabet. 
Assume C E D G X for two discs C, D. Then the partial alphabet x\C 
contains the partial alphabet x\D, so we can find an element 
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z E (x\C)\(x\D) = D\C such that (40) U z is a partial alphabet, and such 
that D\z is a disc. Since z E D\C, Axiom D2 also holds, and (X, /I) is a disc. 
The shelling sequences for this disc (X,p) are all those linear orders on X 
such that every final segment is a disc, and thus every initial segment is a 
partial alphabet. By Theorem 11, these are exactly the words of the locally 
free selector /i. I 
7. LOCALLY FREE SEMIMODULAR LATTICES 
In our previous discussion of locally free selectors and discs, there remains 
one question not yet answered. We know that the lattice of flats of a locally 
free selector /1, being equal to the lattice A of partial alphabets of /1, is a 
locally free semimodular lattice. (For the definition, see Section 2.) It 
remains to show that all locally free semimodular lattices arise in this way. 
If we are trying to represent a locally free semimodular lattice L by a 
locally free selector /i on a set X, we know that the bases of ,4 will be certain 
permutations of the entire set X. The only problem is to make an appropriate 
choice for the set X of letters for A. To this end, we make a preliminary 
study covering pairs and irreducible elements in a locally free semimodular 
lattices. 
The example in Fig. 17 will serve as a guide to details in the proofs of the 
theorems which follow. We have labeled each covering pair (s, t) with the 
name of its meet-irreducible generator g(s, t), for which see below. 
THEOREM 30. For any covering pair (s, t) in a locally free semimodular 
lattice L, the set 
6(s, t) = (x E L; x V s < x v t) 
is a principal ideal generated by a meet-irreducible element. 
Proof. Let b be a maximal element of the set 6(s, t) c L. For any element 
a E 6(s, t), a V s is also in 6(s, t). Since b is maximal in 6(s, t), it follows that 
s < b. We show that b is the greatest element in 6(s, t). Let c be any element 
in 6(s, t) and let d = c V s. If c 4 b, then d 4 b, and we can choose an 
element e covering d A b = e A b, with e < d. Since e < d, e E 6(s, t). Choose 
a maximal chain C from e A b to b in L, letfbe the last element of the chain 
for which f V e E 6(s, t), and let g be the successor offin the chain C. f # b, 
because b V e covers b, and b is maximal in 6(s, t). f V e #f V t because 
f V e E 6(s, t) implies f V e V t > f V e. But g V e = g V t because g V e & 
6(s, t) implies g V e V t = g V e V s = g V e. The elements f V e, f  V t, g are 
distinct covers of A and are in turn covered by the element g V e = g V t. 
This join sublattice generated by coverings of the elementfis not Boolean, in 
SELECTORS 269 
A The meet-irr~duciblccovcring pairs, 
I each projective class of coverings, 
dicated by heavy lines. 
FIG. 17. A locally free semimodular lattice. 
contradiction to our assumption that L is locally free. Thus c < b, and b is 
an upper bound for 6(s, t). 
If the element b were not meet-irreducible, b would be covered by at least 
two distinct elements of L, one of which, say, c, would be unequal to b V t. 
But then c < c V t, so c E 6(s, t), contradicting the fact that b is maximal in 
6(s, t). Thus this greatest element b in 6(s, t) is meet-irreducible. 1 
In a semimodular lattice L, a covering pair (s, t) is perspective upward to 
a covering pair (x, y) if and only if s = t A x and y = t V X. A covering pair 
(x, y) is meet-irreducible if and only if x is a meet-irreducible element of L, 
and thus y is the unique element covering x in L. 
THEOREM 31. In a locally free semimodular lattice L, every covering 
pair (s, t) is perspective upward to a unique meet-irreducible covering pair 
(x, y) in L. 
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Proof. A meet-irreducible covering pair is perspective upward only to 
itself, because the requirements s = t A x, y = t V x can only trivially be 
satisfied if s is meet-irreducible. By Theorem 30, we know that every 
covering pair (s, t) is perspective upward to the meet-irreducible covering 
pair (x, y), where x is the greatest element of the set 6(s, t) and y is the 
unique element covering x in L. If a covering pair (s, t) is perspective upward 
to a covering pair (x, y), then x E 6(s, t), so x < z where z is the greatest 
element in 6(s, t). Thus (x, y) is also perspective upward to the meet- 
irreducible covering pair (z, z V t). In particular, if (x, y) is meet-irreducible, 
then (x, y) = (z, z V t). Consequently, every covering pair is perspective 
upward to a unique meet-irreducible pair. I 
For each covering pair (s, t) in a locally free semimodular lattice L, define 
g(s, t) = max 6(s, t) 
so g(s, t), the generator of the covering pair (s, t), is the unique meet- 
irreducible element of L up to which (s, t) is perspective. 
Complete the binary relation “is perspective upward to” to a symmetric 
relation “is perspective to” (upward or downward), and then by transitivity 
to an equivalence relation “is projective to.” What we established in the end 
of the proof of the previous theorem is that if (s, t) is perspective upward to 
(x, y), then g(s, t) = g(x, y). Consequently, whenever covering pairs (s, t) and 
(x, y) are projective to one another, they have the same generator z = g(s, t) = 
g(x, y), and they are both perspective upward to the pair (z, z V t) = 
(z, z V y). We have 
THEOREM 32. Every projective class of covering pairs in a locally free 
semimodular lattice contains a unique meet-irreducible pair. 
THEOREM 33. Let C be a maximal chain 0 = z0 < z1 < ... < z, = 1 in a 
locally free semimodular lattice L, and for i = l,..., n, let xi = g(Zi-, , Zi) be 
the sequence of generators of covering pairs in C. Then the string a = 
x1 *** x, is a linear order on the entire set X of meet-irreducible elements of 
L. 
ProoJ Let C be such a maximal chain in L. For each meet-irreducible 
element x E L, let zip 1 be the last element of the chain C such that zip, < x. 
Then zi covers Zi-l and zi 4 x, so zi V x covers x. Since x is meet- 
irreducible, (x, zi V x) is a meet-irreducible pair and since (z~-~, zi) is 
perspective upward to (x, zi V x), we know x = g(zi-, , zi). Thus x = xi and 
every meet-irreducible element appears somewhere in the string a. 
If two distinct links (x~-~, xi) and (xjel, xj) in the chain C were to have 
the same generator, these two covering pairs would be perspective upward to 
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the same (meet-irreducible) covering pair (s, t). This is not possible in a 
lattice, because it leads to the contradiction (for i <j) that s V xi = t, while 
xi<xj-l \ <s. Consequently, the map from covering pairs in C into the set X 
of meet-irreducible elements of L is both l-l and onto. 1 
We have the following representation theorem for locally free semimodular 
lattices. 
THEOREM 34. For any locally free semimodular lattice L, the set of 
strings of generators for maximal chains in L form the bases of a locally free 
selector A on the set X of meet-irreducible elements of X. The lattice A of 
partial alphabets (=jlats) of A is isomorphic to L. 
Proof: Let z be any element of L and let C be a maximal chain 
o=z, <z, < *** <z,= 1 
in L containing z. Say z = zi, for example. Let a = xi ..a x, be the 
corresponding string of generators for covering pairs in C. For any covering 
pair (s, t) and any meet-irreducible element x E L, the pair (s, t) is 
perspective upward to the pair (x,x V t) if and only if s <x, t 4 x. Conse- 
quently, the initial segment x, a.. xi of a is a linear order of the set A, = 
{x E X, s 4 x) of meet-irreducibles not greater than or equal to z. Thus, any 
such set A,, for z E L, is a partial alphabet. 
If A E X is a partial alphabet, let z = n(m), the meet of all meet- 
irreducibles not in A. We show that A = A,. For any element x in the partial 
alphabet A we can find a maximal chain 0 = z0 < z, < ..= < zk = w  such that 
g(zi-, , zi) E A for i = I,..., k and g(z,- 1, z,J =x. So A, s A. Since w  = 
~(xc4,), w  GA(x\p> = z. Since w  4 x, z 4 x, and x E A,. Conversely, 
assume xEAZ, so zgx. Then since z=(I(Iy\p), x&X’@, so xEA. Since 
every partial alphabet is thus represented as a set A; for some element z E L, 
and since z < w  if and only if A, < A ,,,, the lattice A of partial alphabets of II 
is isomorphic to the given locally free semimodular lattice L. 1 
8. GREEDOIDS 
I began this research on selectors in reaction to a fascinating lecture given 
by Laszlo Lovasz at the recent Colloquium on Matroid Theory in Szeged 
(September 1982), based on his work with B. Korte. They were interested in 
characterizing those systems of sets for which the greedy algorithm will 
construct all their maximal members. Following Lovasz’ line of presentation, 
we define a greedoid to be a full hereditary language /i satisfying the 
following axiom. 
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AXIOM S6. Zf a, p E A and L(a) < n(P), then there is a letter x E /3 such 
that axEA. 
Our Theorem 9 (in Section 3) states that every selector is a greedoid. The 
converse is not true. Figure 18 exhibits a greedoid where the rank function I 
is not semimodular on the lattice A of partial alphabets. Observe that 
I + A(abcd) = 6 > 5 = @cd) + L(abc). 
In this example, A is also not unit increase on A: J(abcd) = 4 > 3 = 
A(abc) + 1. 
The only essential difference between greedoids and selectors is the failure 
of Iz to be unit increase for greedoids. We have the following theorem. 
THEOREM 35. Zf the rank function ,I of a greedoid A is unit increase on 
the lattice A of partial alphabets of A, then A is a selector. 
Proof. Let A and A U x be partial alphabets of the greedoid A, such that 
A(A) < A(A u x). 
Let a be an A-basis (i.e., an A-word of length A(A)). Since 1(A Ux) > L(A), 
we can find an (A Ux)-word /3 with n(a) < A@). By Axiom S6, there is a 
letter y E p such that ay E A. This letter y cannot be in the set A, because ay 
would then be an A-word of length L(A) + 1. So y =x, and ax EA. Since A 
is unit increase on the lattice A, and A(A) < L(A U x), A(A U X) = A(A) + 1 = 
I(ax), so ax is an (A Ux)-basis, and A is a selector. m 
3 bed 
2 bc 
lb 
‘wlosed” sets: 
acd 
0 
a. b 
ac. br 
acd, bed 
acdb, bcda 
FIG. 18. A greedoid which is not a selector. 
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Following the analogy between greedoids and matroids, Lovasz defined a 
feasible set of letters as the (unordered) set of letters in a word (in /i). He 
observed that the set F of feasible subsets of X satisfy 
AXIOM Fl. @EF. 
AXIOM F2. If X, YE F and 1x1 < ) Yl, fhen there exists a letter y E Y 
such that X U y  E F. 
Note that the family F of feasible sets of a greedoid (or even of a selector) 
is not necessarily an order ideal in the Boolean algebra B(X). If this were so, 
F would be the set of independent subsets of a combinatorial geometry (or of 
a matroid). On the other hand, the family F of feasible sets uniquely 
determines the greedoid from which it came, and Axioms Fl and F2 charac- 
terize families of feasible sets of greedoids. 
In an attempt further to develop this analogy between greedoids and 
matroids, Lovasz defined an operator S --) s on subsets of the set X of letters 
of a greedoid A by 
s=u (T~X,ScTand1(S)=~(T)}. 
This is not in general a closure operator, even when restricted to the lattice A 
of partial alphabets of A. In the example, Fig. 18, ti = ab 4 acd = acd. 
The problem with greedoids, in my opinion, is that one very quickly loses 
all contact with the theory of semimodular lattices. This is a contact which 
exists in most of the interesting examples of greedoids, and which can be 
maintained in the theory if the axiom “1 is unit increase on A” is added, so 
as to yield selectors. 
9. CONCLUSION 
In the present paper, we have not fully developed the theory of selectors as 
generalized combinatorial geometries. Much of this work has already been 
completed, for all intents and purposes, in a remarkable series of articles 
[7-14) on quasi-geometries by Ulrich Faigle. Following D. T. Finkbeiner 
[ 15, 161 and some ideas he credits to Gian-Carlo Rota, Faigle developed the 
theory of minors, strong and weak maps, duality, extensions, Dilworth 
completion and the like for geometries on ordered sets. These proofs can be 
carried over almost word-for-word to geometries on discs, i.e., to selectors. 
Besides this work that is needed to “flesh out” the theory of selectors, 
providing it with an appropriate categorical setting and a number of 
constructions. there is theoretical work to be done in another direction. In 
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our study of locally free semimodular lattices, we hit upon a construction of 
a family of locally free posets L for which neither L nor Lopp are 
semimodular, yet for which the Jordan-Dedekind chain condition holds. 
These locally free posets can serve for retractors (a term yet to be defined) 
the role that locally free semimodular lattices play for selectors. 
The idea is very simple. Let r be a family of linear orders on a set X. Let 
Ai, i = 1, 2, 3, 4, be the set of subsets A c X such that A is 
(for i = 1) A is a union of intersections of... 
(for i = 2) a union of... 
(for i = 3) an intersection of... 
(for i = 4) both a union of and an intersection of... 
initial segments of linear orders in r. In each case, the set Ai, ordered by 
inclusion, is a lattice. A, is the lattice of order ideals of the partially ordered 
set X with order relation 0 r. A, is the lattice of partial alphabets of a 
selector, the locally free selector generated by the linear orders in r. A, is the 
lattice of co-alphabets of a co-selector (terms yet to be defined). The elements 
of A, are the complements of the partial alphabets obtained by using the 
reversed linear orders Ppp to generate a locally free selector. Finally, A, is 
the poset of bi-alphabets of a locally free retractor (terms yet to be defined). 
In the example of Fig. 19, we show these four posets, as generated by the 
pair of linear orders abcdefghi and bdhflaceg. 
There remains to be developed a theory of unit increase functions A on 
such locally free posets (AJ, and their quotients (retractors), which I 
conjecture are cover preserving retracts of locally free posets. 
There are many examples of retractors known. My favorite example is the 
image of a geometric lattice G under a comup into another geometric lattice 
H. Any such comap can be factored as an embedding of a subgeometry G of 
a geometry K, followed by intersection with a fixed modular flat z E K, into 
h 
b d 
FIG. 19a. The poset generated by the two linear orders abcdefghi and bdhfiaceg, or by the 
single permutation (abdf)(cheig). 
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FIG. 19b. The four completions of that pair of orders. 
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the interval H = [0, z] c K. For graphic geometries, taking G to be a graph, 
K to be the complete graph on the same set V of vertices and z the complete 
graph on a proper subset V’ of its set of vertices, the retractor poset consists 
of all partitions of V’ realizable by connection of vertices along subsets of 
edges of G. 
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