Abstract-This paper is concerned with the diagnosis problem of actuator faults for a class of nonlinear systems. It is assumed that the upper bound of the Lipschtiz constant of the nonlinearity in the faulty system is unknown. Then, a new nonlinear observer for fault diagnosis based on an adaptive estimator is proposed. Moreover, by making use of the designed adaptive observer with on-line update control law without -modification condition to approximate the faulty system, it is proved that the estimate error of the adaptive control parameter, the output observation error and the error between the system fault and the corresponding estimate value are uniformly ultimately bounded via Lyapunov stability analysis. Finally, simulation examples are provided to illustrate the efficiency of the proposed fault identification approach.
I. INTRODUCTION
In many practical systems, fault diagnosis and isolation (FDI) algorithms and applications are the subject of intensive investigation over the past few decades, owing to the increasing demand for high reliability and safety. Generally speaking, if the actuators or sensors faults occur in the dynamical systems, the fault accommodation strategies and the control algorithms are used to compensate the faults based on FDI mechanisms. Compared with FDI, fault diagnosis/identification (FD) design scheme is more practical significance and is also a difficult task. Because of this, the research on controlling systems with actuator FD is a challenging issue, remarkable results have been obtained in [1] - [11] . In these cases, it is worth mentioning that a fault estimation control scheme was incorporated with the sliding mode observer appraoch in the reference [8] . A residual generator was used for faults diagnosis and detection by the appropriate adaptive control laws in [9] . [11] presented a robust fault diagnosis scheme to handle with abrupt and incipient fault for uncertain nonlinear systems. These approaches can be effectively detecting and diagnosing certain types of system fault on the condition that the model error is as small as possible and full state are available. Nevertheless, for the practical systems, it is difficult to obtain the accurate information for all states, in the sense that how to estimate the systems states and faults only using output information is a attractive issue.
Among the exiting FD methods and techniques, it is devoted to the development of FD schemes for nonlinear systems. Representative examples of these researches are nonlinear high-gain observer design methods which have been applied to deal with the fault detection problems for nonlinear systems with triangular observable canonical form. See, for example, [12] - [14] , and the references therein. Besides, a class of nonlinear systems with the nonlinearity satisfying Lipschtiz condition was studied for fault diagnosis problem [15] . With the help of the proposed adaptive FD estimator, all the closed-loop system signals are shown to be uniformly ultimately bounded. Unfortunately, in most of FD references including [15] , Lipschtiz constants of the nonlinearities were given constant values. To the best knowledge of the authors, the research of fault diagnosis for the nonlinear systems with Lipschtiz constants satisfying unknown upper bounds has not been reported.
Motivated by the previous discussion in this paper, the diagnosis problem of actuator faults for a class of nonlinear systems has been studied. It is assumed that the upper bound of the Lipschtiz constant with nonlinear term of the faulty system is unknown. Then, a new nonlinear observer for fault diagnosis by using an adaptive estimator is designed. Furthermore, by employing the given adaptive observer with on-line update control law to approximate the faulty system, it is shown that the estimate error of the adaptive control parameter, the output observation error and the error between the system fault and the corresponding estimate value are uniformly ultimately bounded via Lyapunov stability analysis. Finally, a numerical example is explained for demonstrating the efficiency of the proposed fault identification approach.
The organizaion of the paper is as follows. In Section 2, the problem of fault diagnosis for the nonlinear systems with Lipschtiz constants satisfying unknown upper bounds is presented and some standard assumptions are introduced. A adaptive fault diagnosis estimator is proposed in Section 3. In Section 4, a numerical example taken from the existing reference is demonstrated to illustrate the use of our results. Finally, Section 5 draws the conclusions.
II. PROBLEM STATEMENT AND ASSUMPTIONS
Consider the class of nonlinear continuous systems described bẏ
where ( ) ∈ ℝ is the system state, ( ) ∈ ℝ is the control input, ( ) ∈ ℝ is fault vector, and ( ) ∈ ℝ represents output vector, respectively. , , and are known real constant matrices with appropriate dimensions.
( , ( )) : ℝ → ℝ denotes a continuous nonlinear function which satisfies Assumptions 2 and 3 in later.
Next, it should be pointed out that the main question is how to design a fault diagnosis estimator with the output ( ) and the fault vectorˆ( ) such that the output observation error and the error between the system fault and the estimated faultˆ( ) are uniformly ultimate bounded and converge to a compact set Ω exponentially.
Without loss of generality, to achieve the diagnosis objective, the following assumptions are stated for the system (1).
Assumption 1:
The pair { , } is completely observable, i.e., there exists a matrix ∈ ℝ × such that − is an Hurwitz matrix.
Assumption 2:
The fault vector ( ) and its time derivative are bounded, that is, there exist two constants 1 and 2 satisfy the inequalities ∥ ( )∥ ≤ 1 and ∥˙( )∥ ≤ 2 , respectively. Assumption 3 [16] , [17] : For the nonlinear vector function ( , ( )) in (1), there exists a bounded function ℎ( , ( )) :
where the positive definite matrix ∈ ℝ × such that
for a given positive definite matrix ∈ ℝ × .
Assumption 4 [17] : For the function ℎ( , ( )), there exists an unknown constant vector * ∈ ℝ and a known function ( , ( )) :
where
. In addition, the functions ( , ( )) > 0, = 1, 2, ⋅ ⋅ ⋅ , are also assumed to be continuous and locally uniformly bounded with the output for all ( ) such that ∥ ( )∥ > 0. Furthermore, for the sake of convenient description, we also introduce the following notation
where > 0 is a design parameter. It is easy to obtain from Assumption 3 that * is still an unknown positive constant. Especially, in view of parameters design procedure for the practical systems, it is assumed that the unknown parameter * is subject to 0 < 1 < * < 2 , where 1 and 2 are lower and upper bounds of * on the basis of the concrete requirement, respectively. Remark 1. Assumption 1 is standard for observer design to dynamic system. Assumption 2 is quite common and is natural in the FD reference [15] . As discussed in [16] and [17] , Assumption 3 introduces a matching condition for observer design. It is worth mentioning that, Assumption 4 implies that the the upper bound of the Lipschtiz constant of the nonlinearity in the system (1) is unknown.
III. ADAPTIVE DIAGNOSIS ALGORITHM
In this section, a class of continuous adaptive fault diagnosis estimator to achieve the fault diagnosis and identification is given bẏ (7) =ˆ (8) whereˆ,ˆandˆare the estimates of , and , respectively.
and ∈ ℝ × , > 0 are given by (3). The weighting matrix Γ = Γ > 0, and the constant 1 > 0 are chosen such that
ℝ is a continuous and bounded auxiliary function and is defined as
where 1 , and are positive design parameters, and the estimate error of state is defined as = −ˆ.
More specifically, the functionˆ∈ ℝ + in (10) is the online estimate of the unknown upper bound * ∈ + , with the following adaptive control laẇ
andˆ≤ 1 for ≥ 0 , where 2 , 2 , and 0 are proper positive constants, and the positive scalars , are designed such that ≥ 2 , ≤ 1 . Moreover, let˜=ˆ− * , it is obviously to show that the parameter estimate error˜< 0.
Let
= −ˆ, = −ˆ, then we can conclude thaṫ 
Then, under Assumptions 1-4, the fault estimator (6)-(8) guarantees that ( ,ˆ,ˆ) converges to the set Ω exponentially, at a rate greater than
− .
Proof : For the error system (12)- (14), we first choose a Lyapunov function candidate as follows
Then, the time derivative of ( ) for ≥ 0 , we havė
Now according to (2) , (9) and (10), it followṡ
19)
It is easy to see that
Then, by introducing (4) and (11) into (19) and by noticing (20), we havė
By using the following inequality, for any positive constant > 0, we have
Then, invoking (5) and (22) giveṡ
23)
Furthermore, denote − = ( − ) + ( − ) , and by utilizing ≥ 2 , ≤ 1 and˜=ˆ− * from (11), it follows˙≤
Next, combing the inequality of the form
with (24), one obtainṡ
Moreover, setting
Then, it follows from (27) thaṫ
On the other hand, from the definition of given in (17) , it is easy to see that
Combining (28) with (29) yieldṡ
and Ω is the supplementary set of Ω. Similar to the proof of Theorem 1 as in [15] , the triple ( ,ˆ,ˆ) is uniformly bounded and converges to Ω exponentially at a rate greater than − due to (30).
Remark 3. In the reference [17], a class of adaptive robust state observers for a class of dynamical time-delay systems is
proposed, while the observer design algorithm is not involved in fault diagnosis. In contrast to [15] 
Remark 4.
In technique, the observer structure (6) , (8) with adaptive mechanism (10)- (11) is different from the one (7a), (7b) with (8) and (10) in [17] . Especially, we only use some proper adaptive design parameters instead of -modification condition (9) in [17] , by employing the on-line update adaptive control law (11) , the adaptive fault diagnosis estimator (6) - (8) with (9) is able to achieve fault identification.
IV. SIMULATION STUDIES
In this section, a numerical example in [17] with additional nonlinear term ( , ( )) which satisfies (2), (4) and timevarying fault ( ) is considered to illustrate the ability of the proposed fault identification scheme. It should be noted that the example provided in [17] is not referred to the problem of fault diagnosis. The system model is described by the following equationṡ
The gain matrices , positive matrices and borrowed from [17] are given by the following form
By solving = in (9), one obtains that = 1, and then ℎ( , ( )) = ( 2 ( )) from the matching condition (2). We can verify that ℎ( , ( )) ≤ * ( , ( )), and ( , ( )) can be given in the form of ( , ( )) = | ( ( ))|. In the simulation, the fault is created as follows
To verify the effectiveness of the presented adaptive approach, simulation parameters are selected as Furthermore, from the fault signal given in (34), the system operates in normal case before 15 . At the beginning = 15 , the system happens to the fault in term of ( ) = 0.2 + 0.1 (2 ), ≥ 15. With the above chosen parameter settings, the simulation results of the fault estimatê ( ) is given in Fig. 1 . In addition, the respond curve of the observer parameterˆis shown in Fig. 2 , and the state and output observation error curves are illustrated in Fig. 3 and Fig. 4 , respectively.
V. CONCLUSION
In this paper, a fault diagnosis scheme for a class of nonlinear systems has been developed. Under the assumption that the upper bound of the Lipschtiz constant of the nonlinearity in the fault system is unknown, a new nonlinear observer for fault diagnosis on the basis of an adaptive estimator is proposed. Moreover, by using the designed adaptive observer with online update control law without -modification condition to approximate the faulty system, it is proved that the adaptive control parameter estimate error, the output observation error and the error between the system fault and the corresponding estimate value are uniformly ultimately bounded based on Lyapunov stability analysis. Finally, an illustrative example is provided to show the efficiency of the proposed fault identification approach. 
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