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ABSTRACT
AN INVESTIGATION INTO SAMPLE FREE. CHARACTERISTICS 
OF OBJECTIVE TEST ITEMS
The thesis is a study of the techniques -used for the 
analysis of student responses to multiple choice type 
objective examinations. Essentially two methods of 
analysis are discussed, the first one, known as the 
traditional method, is the one in most common usage today.
The second involves the fitting of a mathematical function 
to the item characteristic curve and is consequently known 
as the curve fitting method. The mathematical function 
used here is the integrated normal function although the 
possible use of other functions is discussed. The full 
details and characteristics of both the methods are 
included and in the curve fitting method particular stress 
has been laid on the sample free nature of the difficulty 
index. The sample free nature of this index has been 
investigated empirically. Results are also included which 
show the optimum working conditions of the normal ogive 
model and its use in two novel situations. The thesis 
concludes with a discussion of the item selection techniques 
which are used with the traditional methods of analysis and 
sets out a strategy for item selection using the curve fitting 
methods.
CHAPTER 1
INTRODUCTION
1(1 ) Aims of the research programme
1 (ii) Introduction
1(i) Aims of the research programme
1. To investigate the various methods of item 
analysis currently in use.
2. To study, in practical situations, the curve
fitting methods and to investigate the sample
free nature of its difficulty index.
3. To compare the item selection techniques of . - 
both the traditional and the curve fitting 
methods of item analysis.
1(ii) Introduction
The research programme, started in September 1970> 
was established with the initial intention of investigating 
the possibility of the item banking of multiple choice test 
items for use in first year university physics courses.
The study of the work currently in progress on item 
banking in this country brought out two main requirements 
as being of paramount importance to establishing an item 
bank. They are:-
1) that all the items making up the * bank* should be 
pre-tested; and
2) that the statistics which characterise each item 
should have some predictive value when the item is 
used again.
The second of these points brought the spotlight of 
interest onto the statistical parameters of the test 
items and to the analysis and interpretation of test data. 
It was soon realised that the techniques of item analysis
in common usage at the present time (called here the 
■^traditional * methods ) were not really adequate to 
accommodate the second of the two requirements of* 
item banking. The traditional parameters used to 
describe a test item are its difficulty and 
discrimination indices. The difficulty index <b)
is simply obtained by calculating the proportion of 
students who get the item wrong (sometimes used ijp 
the facility index, given by, 3fcp). The discrimination 
index is a measure of how well: the item discriminates . 
amongst particular groups of students on the ‘basis of 
their performance in a standardised test containing the 
item. Both of these indices are completely dependent 
on the sample of students who complete the particular 
pre-test of the items. It follows that if the 
difficulty index is to have any meaning at all then the 
sample used in the pre-test must be stated clearly 
against the difficulty index and this sample must, as 
nearly as possible, be a representative sample of the 
final group of students on whom the test item might be 
used again. Clearly this is a cumbersome and limiting 
requirement and is not always easy to satisfy. The only 
way of overcoming this obstacle is to search for an index 
of difficulty for an item which does not depend on the 
particular sample chosen. ¥e shall call such an index 
1 sample free*, where the traditional indices are * sample 
bound1
The emphasis of the research has been to investigate 
the possibility of obtaining sample free characteristics 
for test items, and this has evolved in the following way. 
Firstly a study of all the main techniques of item 
analysis revealed the curve fitting methods as those most 
likely to satisfy our requirements, as the difficulty 
index defined in such methods is supposedly Sample free.
In our case, the normal ogive model was chosen as the 
function to be fitted to the pre-test data for an item.
This simply means that the cumulative normal function 
has been used to describe the relationship between the 
probability of a student making a correct response, and 
his ability. This particular model lias been used in 
many practical situations to discover its best working 
conditions. The results of two such investigations 
are described here (Chapter 5) and these results are 
used also to investigate the sample free nature of the 
difficulty index for an item. The difficulty index 
will'be shown to be sample independent and this . 
particular advantage over the more traditional forms of 
item analysis has been exploited in one practical 
situation (Chapter 5)•
The early chapters of the thesis provide an 
introduction to item analysis by discussing both the 
traditional and the curve fitting methods. This is 
followed by a full mathematical treatment of the fitting 
of the normal ogive function to the test data and the 
theory is illustrated with practical examples to help 
explain the technique and to provide an illustration of 
the actual methods employed to obtain the results in 
Chapter 5. Finally, the various techniques of 
selecting items for future use has been discussed and 
an attempt has been made to describe a satisfactory item 
selection procedure for use with the curve fitting, methods• 
The areas of similarity between the selection techniques 
used in the traditional and curve fitting methods have 
been discussed in the final chapter.
CHAPTER 2
ITEM ANALYSIS
2(l) The nature of item analysis.
2(ii) The 'goodness* of an item.
2(iii) The traditional methods.
2 (iv) The curve fitting methods.
Appendix: A proposal 1That "item banking" be
incorporated into the "Six Universities" 
project.*
) The nature of item analysis
The function of item analysis is twofold—  both 
retrospective and perspective, ¥e have to ensure 
before any test is constructed, that the items (in 
this case multiple choice objective type questions) 
are *good*; that they perform the specific task we 
ask of them. No test is better than the individual 
items of which it is composed and it is therefore 
essential to ensure the ’goodness5 of the items before 
their use in any examination. To decide whether or 
not an item is good requires both qualitative and 
quantitative information. As far as qualitative 
goodness is concerned, we wish to ensure that the item 
is measuring one of the objectives of the course, that 
it endeavours to test material included within the 
bounds of the course, that its language is not 
unreasonably difficult for the students and that it 
has no•ambiguity. A great deal of such information 
can be obtained prior to the setting of an examination 
by groups of subject experts discussing the merits of 
each item —  such discussions as now take place with the 
Chief Examiner and his colleagues prior to the setting 
of a national *0* or fA f level examination.
Information can be obtained quantitatively about 
the items only after they have been used in a testing 
situation - this means that the pre-testing of items is 
essential. The information obtained from the student 
responses to the items is our specific concern here — 
it is this analysis which we shall take to mean "item 
analysis” from henceforth. It should not be forgotten, 
however, that qualitative information of the nature 
discussed above is of equal (if not more) importance, 
and that any mathematical analysis of student 
performance is totally without foundation and meaning
if the test is a random, haphazard collection of items, 
having little or no relation to the preceding course.
The restrospective nature of item analysis lies in 
the analysis conducted on the student responses after 
the actual examination has been taken (as opposed to 
the development of the test through pre-testing). One 
can extract information which will he useful to item 
writers when they set about writing further items, to 
enable them to refine their expertise,. One also 
obtains information about the way the students responded 
to the particular course of instruction and this could, 
and should, lead to possible modifications of the course 
or teaching method. Finally one obtains statistical 
information which enables us to predict how the item 
will perform when used again (this is most important 
for the future development of 1Item Banking1 and will be 
discussed more fully later).
2(ii) The ’goodness’ of an item
Quantitative item analysis generally provides us 
with two measures of how an item performs, these are
(i) a measure of the difficulty of the item, and (ii) 
a measure of how well the item discriminates amongst 
particular groups of students. The criteria of 
’goodness' of an item can be quantified in terms of 
values obtained for these two parameters — the indices 
of difficulty and of discrimination. It is also of 
considerable•interest to have information describing 
how each of the distractors in the item had been used; 
this aspect of the item analysis is dealt with a little 
later in the chapter. The main function of an item 
analysis then is to provide answers to the following 
questions
(a) How difficult are the items? Are they within 
an acceptable range of difficulty for the 
candidates sitting the test?
(b) Does item performance correlate highly with 
total test performance? ¥e expect the students 
who have done well on a test as a whole to have a 
better chance of selecting the correct answer to 
any item in it than those who have done badly on 
the test. - The index which measures how well an 
item achieves this aim is called the '’discrimination 
index" for the item.
(c) How can we select the good from the poor items so 
that a pool of good items can be established for 
future use?
"Whatever form our item analysis takes it must 
provide answers to these three basic questions - the 
rest of the chapter is devoted to explaining the 
workings of two forms of analysis to see how each in 
turn attempts to answer them. The first method, called 
here the "traditional method", is the one which has been 
in most practical use in the past and, with the exception 
of researchers, is the one most commonly used today.
Its main virtue is its simplicity, both in its use and 
its interpretation, and this is a very great advantage 
indeed. One often requires the sort of information 
that this item analysis yields and it can be obtained 
and used by anyone with a little skill and a reasonable . 
amount of common-sense. The second method, called the 
"curve fitting method" requires much more expertise and 
understanding. Its parameters of difficulty arid 
discrimination require long calculations which can only 
be performed economically (in terms of time!) by the 
Use of a computer. None the less, it does have advantages
(as we shall see later - Chapter 5) and these make 
such methods worthy of the attention of large 
organisations setting national examinations.
(iii) The 'traditional' method
In an objective test, where one mark is awarded 
for a correct response and all other responses are 
scored zero, one can obtain a measure of. how'difficult 
the item is for the group of candidates who attempt it, 
simply by finding the percentage of the group who answer 
correctly. This index can take values ranging from 0 
to 100, the larger the index the easier the item. This
is most commonly called the 'Facility Index* (?). One
can see at a glance whether the item was too hard, too 
easy or about right for the group of students. It is 
most important to note here that the facility index has 
little value in a predictive sense, for unless the item 
is used again on a similar sample of students we would 
expect to obtain widely different 'F* values each time 
it was used. The facility index is 1Sample Bound'•
It is essential then, that when pre-testing items the 
sample selected should be representative of the actual 
test population, and it is to the extent to which this 
is true that determines how successful the final test 
will be.
The discrimination of an item is most commonly 
taken as the degree to which the item correlates with 
the total test score, i.e. it is measured by a 
correlation coefficient. The range of values it can 
take thus varies from -1 to +1, although a negative 
value is clearly unacceptable as it means that the item 
is easier for the poor candidates than for the better 
ones (as defined by their total test score). Such a
condition seldom arises in a practical testing 
situation, although one could see that it might arise 
due to, say, an ambiguity in the question which was 
spotted by the better but not the less able students. 
The correlation coefficient most used is the point 
biserial r, where: ,
and M
P 
Mt
st 
p
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Items for which *rT is greater than 0.3 are generally
considered acceptable. The actual computation of h 1
is somewhat cumbersome and shortened methods have often
been adopted. One in common use considers the upper
and lower 27cjo of the candidates and the index itself is
a measure of the difference between the proportion of
candidates in these two groups who answer correctly
(i.e. F - F .). It should be mentioned here that the u 1/
correlation coefficient measures the degree to which the 
item measures the same trait as is being measured by the 
whole test. If the test is not homogeneous to the 
extent that it sets out to measure a variety of traits^ 
then the total score should be broken down into 
homogeneous units and the item should be correlated with 
the results for the unit in which it is contained.
It has been suggested (Davis, 1952) that a more 
accurate measure of correlation would be obtained if we 
excluded the particular item of interest from contributing 
to the total test score with which it is to be correlated. 
It should be fairly clear, however, that differences
= mean test score of those passing the item. 
= mean test score of all candidates.
= standard deviation of all total scores.
= proportion passing the item.
— proportion failing the item.
introduced here would, on a test of 50 to 60 items, 
be very small and although one might feel happier 
intellectually this hardly justifies the considerable 
extra burden of the necessary calculations.
Educational measurement is rarely called upon to 
produce results of such exactitude.
Selection of items for re-use by the traditional 
methods rests largely on the item test correlation and 
items for which this is less than 0.3 would be excluded. 
The facility index is also important and one would tend 
to exclude items from ’norm1 referenced tests for which 
P is greater than 0.9 or less than 0.1. These figures 
suggest a precision which is not wholly justified and 
they should be used with a degree of leniency. Each 
item places students into one of two categories, those 
who answer correctly and those who do not. An item 
which is either too difficult or too easy is clearly 
not doing this efficiently and is, therefore, not 
contributing effectively to the total test score and 
should be excluded from the test. Experience has shown 
this to be true of items for which the facility index is 
outside the range 0.1 to 0.9. However, to a large 
extent the actual values used are dependent on the test 
constructor. For example, one might well choose to 
include some very easy items to ensure that even the 
very poor students get something right! This standpoint, 
although admirable, is rather contrary to the statistical 
fact which suggests (see Chapter 4) that items, having 
facility values grouped around F = 0.5 produce a test of 
high reliability.
The results shown in Figure 2.1 illustrate a 
particular aspect of traditional item analysis mentioned 
earlier and not as yet explored. If one considers the
Figure 2.1
The kinetic energy of a system of particles is: —
(a) the same in all inertial frames of reference;
• (b) least in the frame in which the centre of mass 
is at rest; tV:
(c) greatest in the frame in •which'the centre of 
. mass is at rest;
(d) equal to the kinetic energy of the whole mass 
concentrated at the centre of mass;
(e) none of these.
F = 0.333 r (p b j ) = 0.470
Choice No. Mean Score. ■ LG$ UG$
None 13 8.3°/o) 7.23 (26.8$) 18.6 2.3
(a) 16 10.2 io) 10.81 (40.0$) 14.6 2.3
53 33•8°/°) 15.28 (56.6^) 6.0 65.5
(c.) 3 1 •9°/°) 12.00 (44.4$) 2.3 2.3
(d) 65 41 ,b°/o) 11 .23 (41 .6$) 54.8 25.2
(e) 7 b.5°/o) 12.29 (45.5^) 3.7 2*3
responses provided by all the candidates to an
item (including those -who got it wrong), then one
can investigate the effectiveness of the distractors.
This is of immense value as it can lead to refinement 
of the items before subsequent re—use. In this 
particular case a large number of candidates (4l .k</°) 
were attracted to the wrong answer1 (alternative (d)). 
However, these candidates had a lower mean score than 
those who got the item correct and the figures for the 
percentages of those correct in the upper and lower 
27c/o{ rs) show overwhelmingly that the poorer students 
went for alternative (d), where the better ones chose the
correct alternative (b)• As (d) was such a popular
choice it might suggest a weakness in the teaching of 
this topic or, as is probably the case here, the item 
contains a tempting phrase and one which they had all 
heard mentioned at some time during the course. 
Nonetheless, regardless of how one interprets this 
information it provides very valuable feedback and could 
lead to desirable changes in a course,
Finally, it must be emphasised again that a great 
deal of qualitative selection has taken place before 
selection on the statistical evidence begins, and one 
should ensure a reasonable balance for the efficient 
selection of items.
2(iv) The curve fitting methods
Curve fitting techniques, although fairly commonplace 
in the literature for decades, have been used little in 
practice. Using computers to ease the difficulty of 
the calculations involved has meant the re-emergence of 
these methods in a practical Sense, and their great 
advantage over the traditional method, that they provide
a measure of the difficulty of an item which is 
sample independent, is only now being realised.
This idea is discussed again in later chapters.
The basic concept is that of the item characteristic 
curve (Figure 2.2). One obtains such a curve for a 
particular item by firstly dividing the total score into 
a number of intervals , say x_^  to • One then plots
the proportion of candidates in each score group .
(x. ' to x . . ) who answer the. item correctly 'against the
i i -r i
average score ( i i-f-1 ) for that particular group.
The calculations for a typical item are as shown below
SGore Group
Mean of 
Score Group
5c
Number in 
the Group
Number
Correct
Proportion
Correct
f . ......... .
0 - 5 \ 3 . 4 0 0 ; ...
5 -  10 8 8 0 0 4 -
10 -  1 5  , :■ 13 , / V / : . 19 0 o :
1 5  -  20 18 48 7 0 . 1 5
2 0 — 25 23 86 27 0 .3 1
25 -  30 28 82 37 0 . 4 5
nio 33 85 6o 0 .7 1
35 - bo 38 59 47 0 . 8 0
40 -  45 43 18 15 0 . 8 3
45 -  50 48 11 : 10 0 . 9  -4;"
The item characteristic curve is as shown in Figure 2.2. 
For a good item one expects that the better students, 
as defined by their total test performance, will have a 
higher probability of success on the item than those with 
a low test score. It can be seen that this is so for 
the item whose curve is shown - the almost flat upper 
and lower regions of the curve being joined by a smooth
O.lf
0.0
SoZO 4^ o
fo-TFf /Ls / T S  £e>/t£ )
loo
Figure 2.2: A typical item characteristic curve
curve, the steepness of which tells us just how 
efficiently the item performs this separation.
For good items then;one obtains curves similar to 
this one and the problem is to find a mathematical 
model of the situation which will produce parameters 
of difficulty and discrimination for the item and 
which will enable us to answer the questions previously 
defined for any item analysis.
; It is usually assumed that.the probability of a 
candidate answering an item correctly (p), is a normal 
ogive function of his ability (x), so that one attempts 
to fit a normal ogive function to the experimental data 
points, i.e.
2
exp (- ) du
(see Chapter 4)
It is clearly possible to fit other functions to the 
points and one other commonly used is the logistic 
function, where the probability (p) of a correct 
response is related to ability (x) through the equations—
1 + exp £ - (A + Bx )J
A very considerable amount of work has been done on 
the relative merits, if any, of fitting the two functions 
and this will be discussed in Chapter 3• The normal 
ogive function has been used here, and a general outline 
of the method follows. Mathematical details are left 
to Chapter 4 and the results of some of the practical 
work conducted are shown in Chapter 5.
P =
2 Tr
x -
oO
The fitting of the normal ogive curve to the 
response data provides us immediately with two 
parameters, yU/ and s. The difficulty of the item is 
to i>£^ ^measured by that point on the ability scale at which 
the probability of success is p = 0.5• The
corresponding value of x is denoted by so is
our measure of how difficult the item is • As X-.-.
'5.V,
increases so the item becomes more difficult, and the 
item is easier as x ^ decreases. Clearly the slope 
of the curve gives us-some measure of how well the item 
discriminates amongst the candidates. For perfect 
discrimination at ability x_^  we would have a curve like 
that of Figure 2.3(a), and for zero discrimination one 
as in Figure 2.3(b), In most practical situations the 
slope lies somewhere between these two extremes. If 
we measure the slope at then as the slope decreases
then the discrimination of the item gets poorer; as 
the slope increases so the discrimination increases also. 
Thus the value of the slope at x _  is a suitable measure 
of the index of discrimination. We shall call the index 
of discrimination for an. item j3 . is precisely
defined in Chapter 4.
The fitting of the function is best performed by 
transforming the data points to a suitable linear form. 
The method employed here has been used commonly in 
Biometrics (quanta! response bio-assay) - the linear 
transformation through "Probits”. The basic principle
of probit analysis is to transform the ogive response 
curve to a straight line using a transformation of the 
response probabilities p based on the normal integral. 
The details of this transformation are explained more 
fully in Chapter b . Ontse the transformation has been 
made and a suitable linear equation fitted to the data 
then we have, for each item, the required measures of 
difficulty and discrimination.
I- 0
0.5 -
0.0
oc oc
Figure 2 .3(o-)s Perfect discrimination at a score x.
.0:0
OC
Figure 2.3(b): Zero discrimination—  the probability 
of success on the item is the same for 
all abilities.
Curve fitting methods provide an obvious means 
for the objective selection of items. According to 
the assumptions of mental test theory the curve 
should be a normal ogive function of ability 
(Guilford, 1936). To test whether the items are 
indeed satisfying this requirement we can conduct a 
test of ’goodness of fit1, using the chi square test. 
Items for which the value of chi square is not 
significant in the accepted statistical sense, would be 
accepted while those for which it is would be rejected. 
One should stress again that item selection on the basis 
of chi square takes place only after the item has been 
deemed suitable in the qualitative sense discussed 
earlier (i.e. the item has content validity and has no 
ambiguity, etc.).
It was decided very early on to devote the greatest 
amount of time and energy to this method of item 
analysis and particularly to the ’Probit Method*. The 
remainder of this thesis is committed to the development 
of this theme.
APPENDIX TO CHAPTER 2
PROPOSAL; THAT "ITEM BANKING" BE INCORPORATED INTO 
THE "SIX UNIVERSITIES" PROJECT.
The intention is to establish 'a bank of objective test 
questions (items) for use by the Universities in testing 
their first year students. Since item banking is a 
somewhat novel idea in university education, it will be 
helpful if some of the intricacies of the operation are 
discussed, so that a sound decision on the above proposal 
can be made.
The idea for the project has arisen out of a 
dissatisfaction with the present state of examining as used 
in the schools and universities. It would be true to say 
that examinations have up to now been isolated in the 
learning process. In most cases very little attention is 
given to what is being tested, and little action is taken 
on the examination results. Item banking will change this — 
it will highlight testing as an essential part of the 
learning process and help bring about its complete 
integration within that process.
Construction of the "bank"
It is essential that when establishing a test of any 
nature, one has some concrete idea of what is to be tested. 
The first problem then is to define the ’objectives’ of the
course in terms which are accessible to measurement. Once
these have been decided the course content is examined to see 
what material will best be of use in achieving these 
objectives. A blueprint (in matrix format) can then be
established and this provides the basis for both the 
course and the final examination. From the blueprint 
it is decided what type, and how many, items are needed.
The items are then pre-tested, so that statistical 
parameters can be given to each individual item (e.g. 
Difficulty, Discrimination, etc.). The items are then 
coded and the bank formed ready for test construction and 
use. Each test constructed how has definite, and pre­
determined, statistical characteristics.
Clearly the above is no more than an introduction to ; 
item banking - much more could be said. The peculiarities 
of the idea within the structure of the "Six Universities 
Project" are;-
(i) That we initially establish the bank to contain test 
items for about six subjects within the confines of 
First Year Physics. If we collect approximately 200 
items per course, this means 1,200 items.
(ii) Blueprints detailing course content and objectives to 
be constructed by the member of staff giving each 
course. Obviously some difficulties may arise here 
as this will in most cases be a new idea. It may 
prove necessary to have a ’workshop* at some stage to 
iron out problems.
(iii)lf each University sends in six blueprints (one per 
course) then the final blueprints will be an average 
of these, but will attempt to contain as many personal 
whims as is possible (and practicable).
(iv) Each member of staff would be requested to write items 
according to a specified format. If we have 200 items 
per course, this means that no member of staff should 
have to write more than 40 items for his course (i.e. 
assuming that he gives only one course).
(v) The items would be collected and the process of pre­
testing begun. Final details have not been decided, 
but it is hoped that this should take place at the 
end of the Easter Session. It would not take up too 
much of a student's time and should serve as useful 
revision for Part II
(vi) The Surrey Computer would compute the values of the 
parameters for each item - poor items would be discarded 
and the bank .would be organised and established at the 
I.E.T. (Surrey). This would, in effect, be the 1 central 
bank1 and would be available for use by the co-operating 
universities.
(vii)When a test is required, the member of staff need do no 
more than send in his examination 'blueprint*. The 
items could then be selected from the bank, the test 
constructed and sent to the University concerned, 
containing all the necessary statistical data and
. marking key.
Possible Uses of the bank
(a) Use of the test as envisaged at present is in terminal 
assessment. From the results one is able to decide
. how efficient is the particular learning process and to 
what extent the students have achieved the objectives 
initially defined for them. Thus the test allows for 
a critical analysis of one's own teaching technique 
and the course content.
(b) As a means of continual assessment. Short tests could 
be set up at intervals throughout the course to decide 
how well students are understanding the new concepts.
(c) It is possible that in the future, banking could be 
extended so that students have access to a bank - 
thus providing the facility for self-testing.
(d) Extension to a national item bank.
It has been said that item banking is the examination 
system of the future, and it is true that much interest has 
been aroused by the initial work at the N.F.E.R. (R. ¥ood, 19&9) 
Its great virtue lies in the•fact that tests are constructed 
according to known specifications. Thus the results for a 
particular group can be compared with those of a much larger 
population.
In conclusion, it must be said that an item bank is a 
large scale project, involving the effort and co-operation 
of many people. It is to be hoped, however, that this would 
receive its justification in the construction of an improved 
examining system, and that all the discussion which brings 
this about will mean a much greater involvement with the aims 
of education. The effect on the students must be beneficial.
CHAPTER 3
A SURVEY OF THE RELEVANT LITERATURE ON EXAMINATIONS, ¥ITH 
PARTICULAR REFERENCE TO MULTIPLE CHOICE TYPE EXAMINATIONS 
AND -THE TECHNIQUES OF ANALYSIS.
3(i) Introduction.
3(ii) Examinations - 'the' specification, of objectives
and their description in behavioural terms.
3(iii) The ’traditional* techniques of item analysis.
3(iv) The concept of objectivity in measurement and
sample free item analysis.
The item characteristic curve and the curve 
fitting techniques. r : 1— 7: ^
Recent practical work on sample free item 
analysis.
3(vii) Summary.
3(v)
3(vi)
Bibli pgraphy.
3(i) Introduction
The early part of this chapter surveys material 
suitable as an introduction to examinations in general, 
both at school and university. The emphasis is on 
examinations as measuring instruments, and the 
consequent relationship between examinations and the 
educational objectives of a course is stressed, The 
survey then looks specifically at multiple choice 
testing and examines the literature on both the 
traditional and the curve fitting techniques of item 
analysis. The concept of objectivity is discussed in 
relation to item analysis and this brings out the need 
for a sample free measure of the difficulty and 
discrimination of an item. Particular emphasis is 
given to the fitting of the normal ogive curve to the
test data and the subsequent transformation of this
— —  —curve —to a straight -Tine through the method of probits .
Finally, some of the more recent practical work is 
discussed and the chapter concludes with a bibliography 
of all the papers etc. mentioned.
3(ii) Examinations - the specification of objectives
and their description in behavioural terms
There is clearly a causal relationship between 
examinations and item analysis, in as much as item 
analysis would certainly not exist without the presence 
of examinations. Examinations themselves have a major 
influence on the education process - not only do they 
use a very great deal of available resources 
(Christopher, 1973) but they also exert a very real
influence over what material is taught and how it is
taught. A very good historical account.of examining 
in this country is provided by Montgomery (19^5) and
other accounts of a more general nature are to be 
found in Bonney Rust' & Harris (19^7) and Cox (19&7) •
A document published by the National Union of Students 
and presented to its annual conference (November 1968) 
examines briefly many aspects of examining in 
universities and illustrates the Understandable amount 
of concern shown by that body in the development of 
more satisfactory methods of examining in higher education 
(after all, it is the students themselves who carry the 
burden of failuire). .. .Its conclusions are wide ranging 
and suggest that -much further research is needed into 
the whole subject of examining, and particularly in the 
newer fields such as objective testing, continuous 
assessment and credit systems. Cox provides an 
introduction to the literature on examinations in higher 
education (Cox, 1966) while school based examinations are
dealt with by Pearce (1973) and the many publications of
the Schools Council and the various examining boards*.
To a very large extent examinations, although 
exerting a very real influence on the educational process, 
have been somewhat isolated - mere hurdles placed at
intervals along an obstacle race. Ebel (1950) has
argued for the greater integration of examinations in 
the educational process and has stressed the need for 
clear expressions of objectives:
"Any activity which takes the time of students and
* See for example.
J.M.B./G.C.E. The work of the Joint Matriculation Board 
(R. Christpher, 19^9)•
jj.
*A common system of examining at 16 f - Schools Council 
Examination Bulletin 23.
‘Sixth form examinations and curriculum in the Eighties* 
Butler and Brialt for the Schools Council (1973)•
teachers can be justified only if it contributes to 
the attainment of educational goals."
Clearly, then, one essential requirement of an 
examination is that the examination itself must 
relate to the educational objectives of the course. 
Himmelweit (1967) re-emphasises the need for thinking 
in terms of objectives.
. "There is no way", she says, "of finding an . 
adequate examination system until teachers, are willing 
to state clearly the objectives of the training, the 
type of knowledge, outlook and behaviour that they 
would expect from a student who has done well in the 
course and one who has done badly. More than that, 
they need to assign weights to these different 
characteristics. Assessments are scaling or ranking 
devices. It is only too obvious that they can be 
effective only if what they have to grade is made 
implicit."
Objectives must be stated clearly and must express 
realistic expectations and not fond hopes. The more 
abstract statements of objectives should always be 
backed up with descriptions of the type of behaviour 
one would expect to witness as a result of the 
achievement of such goals. Tyler (1937) has said:
"In order to make a list of objectives usable in 
building examinations, each objective must be defined 
in terms which clarify the kind of behaviour that the 
course should help to develop amongst the students."
The most major, of the works which set out to 
define objectives in behavioural terms is that of 
Bloom (1956), whilst more subject orientated 
discussion of objectives are to be found in Nedelsky 
(1965), ¥ood (1968), Lewis (1968), Flett (1973) and 
Pippard (1969)• In practice, the easiest and most 
convenient way for a teacher to state his objectives 
is in the form of a rectangular array, along one 
dimension of which is subject matter and along the 
other the behavioural objectives. Such a behavioural ' 
matrix, generally called a *blueprint*, is particularly 
important and relevant to the writing of an examination 
as it specifically ties the content of the examination 
to particular objectives of the course. A complete 
description of how such a blueprint can be established 
in a particular situation is described in ¥00d and 
Skiirnik (1972) . They are concerned particularly with 
the 1 banking *.. of multiple . choice items , and their book 
deals extensively with the place, technique and.value 
of item banking in relation to modern examinations.
The tesst also deals with the criteria for the selection 
of good and poor items for preserving in the bank.
Other investigations Into the place of item banking 
within further and higher education have been conducted, 
and particular mention is made of the work of Buckley 
Sharp & Harris (1970) on item banking in the medical 
field. In university, education, I myself made a 
proposal in 1970 to the six participating universities 
of the Physics Interface Project (Sutton, 1973) to the 
effect than an item bank consisting of multiple choice 
items suitable for first year Physics undergraduates be 
established and maintained at Surrey University. This 
proposal is included as an appendix to Chapter 2.
Tlie actual process of writing items is somewhat 
more difficult than is often imagined and full accounts 
for the would he item writer are given in EbeT (1950) 
and in Macintosh and Morrison (19^9 ). The statistical 
treatment of- student responses is to some extent 
covered by the latter work but is more comprehensively 
dealt with by Nuttall and Willmott (1972). Included in 
their text is a paper by Morrison, which applies some 
of the methods traditionally reserved for multiple . 
choice items to the analysis, of choice type essay 
questions, and suggests that item banking might include 
such questions as these under its umbrella.
iii) The 'traditional * techniques of item analysis
Traditionally.the most important of the parameters 
which characterise an item are the difficulty and 
discrimination indices. Wood and Skurnik have 
observed that the difficulty index is not invariant 
under different sample groups and in their search for 
a more reliable parameter of difficulty they suggest the 
more extensive use of the item characteristic curve, 
yielding the parameters x ^  and |S as measures of the 
difficulty and discrimination of an item. The value of 
x^q is not sample dependent and this is emphasised both 
by Wood and Skurnik and by Lord and.Novick (19^8) . 
Nunnally (1967) suggests that the most important . 
statistic, for test construction is the item-test 
correlation coefficient, and traditionally this index, 
the point biserial *r 1 , is given much weight. Wood, 
and Skurnik, in their practical study of item analysis 
suggest also that item-test correlation was of most 
value in selecting out good from poor items and they 
suggest that items for which ’r' is greater than 0.2 
are generally acceptable. Lord (1952) has shown that
in order to ensure that the final amalgam of items
UhiCrh
into a completed test|has both high reliability and 
validity, one should ensure that the item test 
correlations are high and that the facility values 
are grouped around 0.5 and as near 0.5 as possible 
(see also Nuttall and Willmott, 1972, and Lord, 1953)•
3(iv) The concept of objectivity in measurement and
• sample free item analysis   • .
The paper of Benjamin Wright (1967) provides an 
excellent introduction to the fundamental ideas of 
sample free analysis. Initially, in a lighthearted 
vein, he describes traditional test measurement as 
using a "rubber.yardstick”. Interpretations of the 
measure on the yardstick change with each group of 
students and with each different collection of items. 
Clearly one's aim in measurement is for some degree of 
objectivity, and it is the extent to which one achieves 
this that one is able to generalise the measurements 
made, and to make comparisons between similar but not 
identical instruments. Wright defines two conditions 
which must be satisfied if a measurement is to be 
objective
a) the calibration of the measuring instrument must 
be independent of those objects used to calibrate 
it; ■' ; and ;
b) the measurement of objects must be independent of 
the instrument used to do the measuring.
Although in educational measurement these two 
conditions might not be achieved in practice, they 
provide us with some sort of ideal at which to aim.
The inadequacies of traditional methods of analysis 
are certainly highlighted by those criteria and it 
is clear that one must make a more sincere effort in 
one’s search for objectivity. It should be emphasised 
here that Wright’s objectivity concerns the measuring 
instrument and this is not necessarily the same as 
introducing ’objective’ ;tests. ’Objective * in that 
sense means that the questions themselves have had the 
subjective element removed from the answer - the 
questions are either right or wrong and there is no , 
possibility of examiner error creeping in. The 
analysis of objective type tests is often very far from 
being objective in Wright * s sense and such tests are 
generally introduced for reasons far from those 
suggested by him (see for example Goddard, 1973> and 
Christopher, 1973)*
In his own search for objectivity Wright describes 
the results of an analysis which appears to have both 
the requirements of objectivity previously defined.
He outlines the way one would establish tests to 
determine how adequately the model used is satisfying 
the criteria of objectivity. In his attempt to show 
the ’person-free’ nature of his measure he splits his 
candidates into two ability groups, one of which he 
calls the ’dumb group1 and the other the ’smart group1.
I have used this method myself in my own work, as also 
have Willmott and Fowles (1973)> although we have both 
been somewhat less imaginative in our labelling of the 
two groups (and considerably more kind to the students!)
) The item characteristic curve and the curve
fitting techniques
The notion of the item characteristic curve was 
first introduced by Tucker (19h6) and the techniques 
for fitting a mathematical function to the data have . 
been dealt with extensively in the literature. The 
first assumption in the use of such a curve is that 
the candidates test score is a measure of his or her 
ability - in practice, of course, it is the only measure 
of a candidate that we have. Lord (1953) considers 
this assumption in great detail, and concludes that, 
for a multiple choice test of * equivalent1 items (i.e. 
items that are of equal difficulty) then:-
i) the test score is sufficient for estimating the 
candidate *s ability; and
ii) that optimum measurement of a candidate's ability 
by means of multiple choice items requires an 
item difficulty level "somewhat easier than 
halfway between the chance success level and 1 .0".
He attributes this to the fact that difficult 
multiple choice items are in general less valid than 
easy ones, since guessing is much more prevalent in 
answering a difficult item than an easy item. In 
practice, of course, one considers other factors in 
addition to the purely statistical ones. One wishes 
to be fairly humane in the sense of giving every 
candidate some opportunity of answering a few questions 
correctly. As mentioned previously, it is the 
responsibility of the test constructor to sensibly 
balance the requirements of complete objectivity in 
testing with other factors of a less scientific but 
equally worthy nature.
The fitting of a mathematical function to the 
data points has occupied the literature for decades 
- two functions in particular have been discussed, 
the normal ogive and the logistic functions. The 
estimation of the parameters and  ^ by graphical
means is often adequately performed by fitting the 
curve by eye. However, Guilford (1936), Ferguson (19h2) 
and Baker (1965) discuss the ’constant process’ for 
fitting the. normal ogive, to the data. Ferguson in 
particular raises the practical point of the complexity 
of calculations involved by this method:
’’The use of this (the Constant) Process as applied 
to this particular problem involves the weighting of 
the data points by the combined Muller-Urban weights 
(see Guilford, 1936) and also by the number of cases 
upon which each value of ’p* is based. The process, 
although theoretically the most admirable involves 
much arithmetical labour, and cannot, therefore, be 
regarded as practicable for the routine process of 
item selection.”
The fact that computers could take most of the 
drudgery out of the calculations means that this 
statement should be re-examined. Nonetheless, it is 
important to realise that for our practical purposes 
it might not, even so, be useful or indeed sensible 
to apply the full rigor of the Constant Process. I 
have mentioned already that it might well be more than 
adequate to fit the curve by eye or by a somewhat less 
arduous process of curve fitting. Finney, in his - 
paper of 19W ,  makes the important parallel between 
statistical techniques in item analysis and those in 
quantal response bio-assay. In particular he refers
to toxicological experimentation in which: insects are 
exposed to poison and are recorded as having died or 
survived. As a comparison with item analysis he 
equates the poison with the item, the dosage level 
with the ability and the effectiveness of the poison 
(the proportion who are killed by it) is equated with 
the difficulty of an item (the proportion who pass or 
fail it). The parallel is both amusing and highly 
relevant as it opens up the possibility of using many 
of the■well developed techniques available to the 
Biometricians in educational measurement. He goes 
on to mention one particular method - the method of 
’Probits1 - by which the normal ogive is transformed 
through the probit transformation to a straight line.
It is, of course, very much easier to fit a straight 
line to data points than it is to fit the normal ogive 
itself. He also describes the use of the chi square 
test as a test of goodness of fit of the model to the 
actual data points. His book (1964) is concerned with 
toxicological data but is most valuable in that it 
describes exactly the processes one goes through using 
the probit method. The book also provides sufficiently 
accurate probit tables for correcting proportions to 
probits. Although the tables of Pearson and Hartley 
(1966) are more extensive, I have found Finney* s of much 
more use in practice. Das (1964) is the first to use 
the probit method and to apply it in a practical 
situation to actual test data. In his paper he attempts 
to answer some of the basic questions of item analysis 
using the parameters x^q and jS of the normal ogive model. 
Actual details of the probit regression line calculations 
are included as also are those for chi square for a 
particular item. His practical observations of the 
probit method are invaluable and provide a very welcome 
relief from the almost totally theoretical papers which 
precede it.
It has been mentioned that any one of the number 
of functions could be fitted to the item response data.
The most commonly used alternative to the normal curve 
is the logistic function (Berkson, 1951)• The normal 
and logistic models have been compared in a practical 
way by Baker (1961). He describes the fitting of both 
curves to actual data and observes that both fitted the 
data very well. The values of generated by both
functions were numerically very similar indeed. He 
concludes that.as both the normal and logistic functions 
are symmetrical about their midpoints then we would 
expect only small differences in the values of both
models. The chi square goodness of fit did not suggest 
a preference for either function - from a practical and 
theoretical point of view there is little difference 
between the two models.
3(vi) Recent practical work on sample free item analysis
Recently there has been considerably more interest 
shown in this country in other forms of item analysis 
and much more experimental work has been conducted.
Cohen (1972) picks up the threads of Wright1s paper and 
describes the RasCh Model of item analysis (Rasch f 1960) .
He successfully applies the model to an English 
Language examination at *0' level and suggests that one 
important application is in the problem of "examination 
comparability at every grade boundary”. The problem 
of comparability between examination boards and subjects 
has been discussed by Forrest and Smith (1971) and more 
generally by Hayman (1973) and Scott (1973)• A large 
scale practical research project conducted by the 
National Foundation for Educational Research and reported 
by Willmott and Fowles (1973) describes the results of 
using sample free methods - in their case the Rasch Model.
The results are most encouraging indeed and they 
emphasise the advantages that objective measurement 
of this kind could have for large scale examining in 
this country. Their field of application is broader 
than that of Cohen, as they include data from tests in 
English, Physics, Geography and Mathematics over a very 
wide range of ability.
Other than this piece of work and the earlier work
. of Das, very little, else has. been published concerning 
the practical; applications of sample free methods and 
in particular the probit method. An attempt to use the 
probit method to pick out deficiencies in the mathematical 
knowledge of university Physics entrants has been dealt 
with both later and in a recent paper (Belsom and Elton, 
197^). Useful general reading on this topic is provided 
by the paper of Budden and Gi lb art-Smith .(.1973). and 1 
Thwaites (1961).
vii) Summary
A very great deal of literature has been published 
concerning, curve fitting techniques in general and the ■ 
most important of these papers have been discussed.
The application of the probit technique to mental tests 
has been treated to a much lesser extent, although some 
material has been published. It is clear, however, . 
that very little research of a practical nature has been 
conducted into the application of the method of probits 
to real test data. I have mentioned the work of Das 
as the only attempt to build a complete model of item 
analysis using probits. My own work is essentially 
an investigation into the working of the probit method
in practice, and then, when conversant with its 
operation, to use it in several practical situations, 
There is clearly a very great need for much more 
experimental work of this kind and it is to be hoped 
that the present activity in the field will be 
continued.
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CHAPTER 4
MATHEMATICAL DETAILS OF THE MODEL
4(i) Interpretation of the shape of the item
characteristic curve.
4(ii) Information which can be obtained from the
■ curve.; '
4(iii) Fitting a mathematical function.
4(iv) The transformation of the item characteristic
curve to a straight line.
4(v) Procedure for obtaining and |3 for an item.
4(vi) Goodness of fit of the mathematical function.
4(vii) Some empirical observations.
Appendix: The concept of the reliability of an examination
and its relationship to item analysis.
h(i) Interpretation of the shape of the item
characteristic curve
Experience gained by drawing1 numerous item 
characteristic curves enables a confident prediction 
that, for a good item, the curve will be similar in 
shape to that shown in Figure 2.2. It is important 
here to appreciate that this conclusion is based on 
experimental evidence and no assumption has yet been 
made that the curve is that corresponding to any \
particular mathematical function. The horizontal 
scale is the ability of the candidates as measured by 
their total test score. The range is, therefore, from 
0°/o to 100^. The vertical scale is a probability scale 
and ranges from 0 to 1. Thus, if we know a candidate 1s 
total test score (x^), then we can use the item 
characteristic curve for a given item to obtain the 
probability (p^) that the candidate will pass the item 
(Figure 4.1).
Figure 4.1: A candidate of ability x^ has a probability
p. of passing this particular item.
The shape of the curve itself Is characterised 
by the almost flat upper and lower regions joined by 
a smooth curve which is often very nearly a straight 
line. This can be interpreted as follows. Xf we 
consider candidates at the very low end of the ability 
scale then these will find the item very difficult.
They must attempt the item and so they will probably 
guess at one of the alternatives. The guessing could 
proceed on the basis of some knowledge or it might be a . 
random one. from five choice.. . On whatever basis it is 
made such candidates have little chance of getting the 
item right. Thus, below a certain level of ability the 
probability of making a correct response to the item is 
very low and constant, explaining the flat lower region 
of the curve. ¥e might expect the curve to flatten out 
around the p = 0.2 region for a five choice item, implying 
that all candidates have at least this probability of 
getting the item correct by random guessing. However, 
this is not necessarily true as guessing is seldom 
purely random and generally proceeds on the basis of 
some knowledge, and a particular distractor chosen 
preferentially by the poor candidates (for example see 
Figure 2.1) often depresses the success probability below 
the random value. .
As we move further along the ability scale then we 
reach a certain level of ability, let us call this the 
1 threshold level1, where the candidates find the item 
much more meaningful and are able to make a response 
which is rather more than sheer guesswork. Now we 
would expect that as we go along the ability scale still 
further from the threshold level then the probability of 
a candidate making a correct response should also 
increase. There must, of course, be an upper limit to 
this process as no candidate, regardless of how able he
might be, can have a probability of* passing the item 
which is greater than one. Thus we would expect the 
curve to flatten out around a certain ability level, 
let us call this the 'saturation ability5 level’ for the 
item. Beyond this ability level, increased ability does 
not result in an increased probability of success on the 
item. We say that between the threshold and saturation 
ability levels the item is operating efficiently, and 
mean by this that within this region any increase in 
ability results in' an. increased probability of passing . 
the item. Outside the operating range changes in 
ability do not result in changes in the probability of 
a correct response. These regions can be illustrated 
on the curve as follows (Figure 4.2).
Figure 4.2:
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As a measuring instrument the item is only- 
effective within the operating range. This means 
that if we present the item to two groups of students, 
of mean abilities, x^ and respectively, then the two 
groups would have different probabilities, p^ and p^, 
of passing the item (assuming x^ £ x^). Xf x f  is 
greater than x^, then p^ will be greater than p^,
Suppose we now presented the item to two further groups
of ability, x^ and xjr, where both x^ and x^ . are greater .
than the saturation ability level, then their 
probabilities of making a correct response are equal.
•Therefore, the item is unable to detect the difference 
between these two groups - it is ineffective.
4(ii) Information which can be obtained from the curve
. Having now provided a fairly, full account of how 
the shape of the curve can be explained, it now remains 
to turn our attention to see what useful information can 
be obtained from the curve.. Firstly, it is important 
to know where on the ability scale the item functions 
efficiently. As previously discussed, we know that 
the item functions over a range of ability and so it is 
convenient to locate the curve at the point where the
probability of a correct response is 0.5. This point
on the ability scale (previously called x ^  for the item). 
falls midway between the upper and lower regions of the 
curve and is to be our measure of the difficulty of the 
item (see Figure 4.3).
Therefore, if a candidate has an ability equal to
then he has a 0.5 probability of success on. the k ^
item.
FIGURE k-. 3: Clearly item *kf is more difficult than
item ’j * as it operates higher up the 
. ability scale.
0,0 ^
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The second deduction from the curve concerns its 
slope in the central region. The steeper the slope 
then the more severely the item discriminates. . In 
the extreme case, if all candidates below a certain 
score x^ got the item wrong whilst all those above the 
same score got the item right, then the curve would 
consist of horizontal upper and lower regions joined 
by a vertical line at x_. (see Figure 2.3). However, 
this is generally hot the case and the line joining 
the flat upper and lower regions is generally inclined 
• away from the vertical (and of positive slope).
Clearly then, the slope of the curve over the operating 
range is a useful measure of the discriminating power 
of the item. As the curve is not linear over this
range, then we must take the slope at one point only as
our measure of discrimination. It is convenient to work 
with the slope of the curve at the point where x == x tjQ *
Thus, for each item we have two pieces of
information obtained from the curve -firstly a measure 
of the' difficulty of the item, and secondly a measure 
of how well the item discriminates. We must now .turn 
our attention to consider how one might quantify these 
. . measures. ■
iii) Fitting a mathematical function
It is convenient to fit a mathematical function to 
the data points rather than to attempt to fit each curve 
by eye. The fitting of a function provides two major 
advantages, they are:-
i) consistency of fit (eye estimates are likely to 
be different for each person who attempts to 
draw them); and .
ii) a means by which we can extrapolate the curve.
The facility of extrapolation is most important 
as it enables us to predict how the item will 
perform on a sample of candidates of differing
ability than that used in, say, a sample pre-test
We have seen that there are several possible 
functions which could be fitted satisfactorily to the 
data points (see Chapters 2 and 3)• We have chosen 
here to use the integrated normal function,
x - JLL
1 S
7 j exp (— u^/2) du (i)-CO
If we fit this function to our data points for a
given item then the variable x becomes the ability of
e k 
(k)
(k)(x) =
*fclxthe candidates and we have, for th item,
x -yU
“ TW
4
2ft
exp (- u^/2) du (ii) 
“oO
(k)
The value p v is therefore the probability of a
* th.candidate of ability x answering the k item correctly, 
and ytX and s^) are the parameters of the fitted
normal ogive. Now, since JJ> = \ when x = x ^ , we have,
from equation (i),
But,
x
4
50 P~
exp (- u /2) du
-cO
Therefore,
J
o "
exp (- u^/2) du =
50 n
-CO
X
A
^  x 50 = /<
i . e . the parameter A  of the fitted normal ogive is 
equal to x ^q , where x ^  has been previously defined as 
the difficulty index for the item. We have also seen 
how the slope of the ogive at x ^  is a measure of how 
well the item discriminates. The slope of the ogive 
is given by:
P
dx 2 IT
exp
- (x -r/X )
2 s
When x = LL = x^^ then~ X50 dx
We shall see later (Section 4(iv) that the slope
1
of the probit regression equation is — and as it is 
this equation from which we derive our index of 
difficulty and discrimination for an item, then it: is 
convenient to define as our index of discrimination the 
parameter J^s of the ogive, i.e. for our purpose,
Thus the discrimination of an item is proportional
t>fc x-so ' ”
to the slope of the item characteristic curve^and equal 
to the slope of the probit regression equation. Thus,
for the item characteristic curve, as the slope .
Yk )increases, discrimination gets better and the index p K ' 
increases. Similarly, as the slope decreases j6 ^ )  . 
decreases and the discrimination of the item becomes 
worse. jS can range from 0 to oO , where = 0O
is perfect discrimination and $ = 0 is zero
discrimination. •
Therefore, equation (ii) can be re-written in the
form,
= _ _ L _
p (k)(x - x(d)
exp (- u /2) du (iii) 
— OO
When we fit the mathematical function to the data 
then we are able to obtain, objectively, the following 
information for each item
(a) A value of x^' , i.e. A difficulty index;
(b) A value p , i.e. Discrimination Index; and
(c) A measure of how well the function fits the data 
points. Clearly, if the mathematical function is
a poor fit to the datan then we have no justification 
for using it. The idea of goodness of fit is 
discussed later in this Chapter.
4(iv The transformation of the item characteristic 
curve to a straight line  - ■
The values of and are obtained in(k) .., A (k)
'5°
the easiest and most convenient way by transforming 
the normal ogive curve to a straight line. This can 
be done by use of the 'Probit transformation’. The 
probit (y ) of a proportion (p) is defined as the value
of Y satisfying the equation;
r  Y
1
P =
A
27V1
V
2exp (-- u /2) du (iv)
- oO
Comparison of equations (iv) and (iii) shows that 
the probit Y is linearly related to ability (x) through 
the equation;
Y = 5 + x - x50
(k) (v)
Equation 5 ( v) is called the probit regression
equation. The slope of the regression equation is
1$^). Also when Y = 5? then x = x^q , and we have
easily the indices of difficulty and discrimination.
Tables have been written (Finney 196k and Figure k .1)
which enable the proportions derived from the test data
to be converted into probits. If we then plot probits
against ability and fit a best straight line to the data
then we can obtain x_»^^ and ft '^) .50 p.
The sections that follow describe the steps in the 
calculations, from the actual drawing of the item 
characteristic curve, through the transformation and 
the final calculation of the difficulty and discrimination 
indices. This is illustrated by means of a single 
worked example.
%f.
' : : TzhleL.U* Transformation of percentages to  profits
%. . 0 1 2 : 3 *4 5 6 7 8 . 9
.0 ' ^ 1- ‘ 2.67 •2.95 3.12 3.25 3.36 3.45 3.52 3.59 3.,66
10 3.72 3.77 3.82 3.87 3.92 3.96;■ 4.01 4.05 4.08 4..12
20 4.16 4,19 4.23, 4.26 4.29 4.33 4.36 4.39 4.42 4..45
30 4.48 4.50 4.53 4.56 4.59 4.61 4.64 4.67 4.69 4..72
40 4.75 4.77. 4.80 4.82 4.85' 4.87 4.90 4.92 4.95 4..97
50 5.00 5.03 5.05 5.08 5.10. 5.13 5.15 5.18 5.20 5..23
60 5.25 5.28 5.31 5.33 5.36 5.39 5.41 5.44 5.47 5..50
70 5.52 5.55 '5.58 5.61 5.64 5.67 5.71 5.74 5.77 5.81
SO 5.84 5.88 5.92 5.95 '5.99 -6.04 6.08 6.13 .6.18 6.23
90 6.28 6.34 6.41 6.4S 6.55 6.64 6.75 6.88 .7.05 ■7..33
. . ■ 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
99 7.33 7.37 7.41 7.46 7.51 7.58 7.65 7.75 7.88 8.09
4 ( v ) The procedure for obtaining x.^ and for an item
The candidates are divided into ability groups on 
the basis of total test score, and the proportion, p> 
of the candidates in each group who answer the item 
correctly is obtained. These proportions are converted 
to probits by reference to Table 4.1 and the probits 
of each proportion are plotted against the mean score 
of the ability group, A straight line is fitted to the 
data. With experience and with regular data it is often 
quite sufficient to draw an eye estimate of the best line. 
However, where consistency is demanded it is better to 
use the method of least squares and in my case, where a 
computer program is available to perform the whole series 
of calculations*, a least squares method has been 
adopted, using n, the number of candidates in each score 
group as a weighting factor for the points. The stages 
in the calculation are shown in Table 4.2 and the item 
characteristic curve and probit regression line for the 
items are shown in Figures 4.4 and 4.5.
TABLE 4.2
Midpoint of 
score group X 20.5 35.5 45.5 55.5 65.5 75.5 85.5
Number in 
score group n 22 25 45 34 16 6 : ■; 4
Proportion
correct P 0,05 0.08 0.16 0.26 0.5 0.67 1.0
Probit Y 3.36 3.59 4.01 4.36 5.0 5.44 8.1^
* The program was prepared by Mr. Ian Sefton of the Physics
Department, Sydney University, while at Surrey University.
$ It should be noted that the probit representing p = 0
is - oO and that for p = 1.0 is + oO . It is common 
practice, however, to let the probit of a proportion 0.0 
be 1.9 while that for a proportion 1,0 is taken as 8.1.
FIGURE k.bi The item characteristic curve exhibits 
the typical ogive shape.
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FIGURE k .5; The probit regression line, showing both an 
eye estimate and a least squares fit of the 
data to a straight line.
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Using tills data, the probit regression equation 
was found to be,
h ( vi )
Y = 0.04 x + 2.k2 (least squares),
When Y = 5 • 0 > x = x„_
5U
So that, x^0 = ^~5To^2' =: • 5°/°
d A - o . o han
If we now standardise the value to a mean of50 ■
zero and a standard deviation of 1 by the use of the 
expression
X50 ~ M'tstandardised x„^ = ^ /---
50 50 s t
where and s^_ are the mean and standard deviation
of the whole test from which the item was drawn, then 
for this item X 50 =1.2, i.e. to have a 0,5 chance of 
passing the item.a candidate would need a test score 
which was 1.2 standard deviations above the mean.
This would place him in the 8 8 ^  percentile and the item 
is, therefore, clearly seen to be a very difficult one.
Goodness of fit of the mathematical function
As we are fitting a mathematical function to
experimentally derived points then we can use the chi
square test to measure to what extent the item
satisfactorily represents the data. We can obtain,
2
for each item, a value of chi square (X ) from the 
expression,
■ ■. "\ 1 ( ' ' \ 2 P \  - npj> -  —
■ . nP
observed number in score group correct 
expected proportion correct 
number of candidates in the score group 
number of score groups.
2The value of X will have k-2 degrees of freedom.
• 2 '' /If the value of X is statistically significant (i.e.
the differences between the experimentally obtained
data points and those predicted theoretically by the
model are so great as to be considered unlikely to be
caused by random fluctuations) then we would reject
the item as not conforming adequately to the normal
model. This process of rejecting items which are not
fitted by the normal model enables us to build up a
pool of items for which the model is satisfactory. For
such a pool of items the method of probits can be applied
with assurance and the advantages which this analysis
holds will apply to the whole pool of items. The chi
square test then becomes one of the devices by which we
can select the good from the poor items. This is seen
in operation in Chapter 5 and the subject of item
selection is discussed again in Chapter 6. The
following table (Table 4.3) gives the details of the
full chi square calculation for the item discussed
previously.
TABLE 4.3s The calculation of X^ for an item
Midpoint of 
group x
X
Expected
Probit
Y
Expected
Proportion
P
Number 
in score 
group 
n
Expected
number
correct
np
Observed
number
correct
r
(r-np)2
np
85.5
CO•1A 0.8 4 3.2 4 0.2
75.5 5.44 O .67 6 4.0 0.0
65.6 5.04 0.52 16 8.32 8 , ; 0.01
55.5 4.64 O .36 34 12.24 9 0.86
45.5 4.24 0.22 45 9,9 7 0.85
35.5 3.84 0.12 35 3.0 0.33
2 0 .5 3.24 0.04 22 0.88 1 0.02
2
X5 =
2.27
¥here r =
P = 
n = 
k -
In this case, with 5 degrees of freedom the value
2 : , of X is not significant at the 5°/o level and we would
accept the function as adequately describing the data
for this item.
4(vii) Some Empirical Observations
(a) In Section 4(iv) it was stated that the probability
: of .a candidate making a correct response to an
item is obtained by considering the proportion of 
candidates in a particular score range, say to 
x. ^, who make the correct response. This can be' i + 1 . . .
illustrated diagramatically as shown below:-
1.0 -
0.0
L+l
oc
The problem of how large the score range x^ to 
should be in practice has been investigated 
empirically and the results are discussed below. 
¥e.want to know how the choice of score group 
intervals affects the probit regression line and 
hence the values of x ^  and ^ for the item.
Score groups were established in the following 
ways:-
(i) equal score intervals of 0-5, 6-10, 11-15? etc
.and
(ii)equal score intervals of 0-10, 11-20, etc.
The calculations were conducted in full for
numerous items on the basis of these two score
groups and the results for one item are .shown .
graphically in Figure 4.6. It can be seen that
in this case the value of is not appreciably50 ,
affected and this result was confirmed in general. 
In practice, although it appears not to matter how 
large or small the score intervals are made, one 
must ensure that there are a sufficient number of 
data points to which to fit a good least square 
line and also that there are sufficient number of 
candidates in each score interval. This places 
upper and lower limits on the score intervals used 
and I have found, in practice, that a division of 
the ability scale into 6-10 groups is most suitabl 
It is generally advisable, where the numbers in 
extreme groups at the upper and lower ends of the 
ability scale are small, to combine two groups 
together.
An important application of the model, discussed 
more fully in Chapter 5> consists essentially of 
splitting a given test population into sub-groups 
according to some specified criteria (in this case 
candidates were selected for the groups on the 
basis of. the ’A* level examination board for which
they entered). The values of x„_ for each sub-
. . .  50
group and for each item are then to be compared. 
This raises two problems, they are:-
FIGURE 4.6: The probit regression lines for a single
item, calculated by using score groups of 
5 marks and 10 marks on '.the 1 ability1 scale
S.5
loo OCZo
(i) The sub-groups are almost certainly not of
equal size. How then will changes in group
size affect the values of xrA and, more50 '
importantly, how small can we allow the groups 
to become before the x _  values are subject to 
such large errors that they become almost 
meaningless; and •
(ii)The sub-groups will have unequal ability 
distributions. Some groups may have 
candidates of a generally higher level of 
attainment than those of another group.
Although we would expect the index to be
independent of the ability of the group, we must 
investigate to what extent this is true in 
practice. ■'
This question of sub-group size was examined by
splitting a sample of 420 into 10 random sub-groups
of 42 students. By combining these groups- it was
possible to obtain xe- values for all the items for
sub-groups of size 42, 84, 126, 210 and 420. The
results for five items are shown in Table,4.4.
(The errors quoted in the values of x_. derive from
the errors in the coefficients of the probit
regression equation from which each x ^  value is
calculated. Clearly as the fit to the data points
becomes less good, then the error in the coefficients,
and hence in xeA, increases. For a full discussion 50 .
of the errors involved see Topping, 1965).
■ rk y
If we accept the value of obtained for the Whole.
group (420) as our standard for comparison^ then we 
can see that for each of the items the xi " values
-5°
get nearer to this value as the groups get larger.
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This we would, of course, expect. It is to the 
small groups that we look for our most important 
conclusion here. Clearly, for a group size less
than 84 one has large errors involved in the x..
Dy
values and it becomes impossible to make meaningful 
comparisons. ¥hen the group size becomes 84 the 
results are better but do not get considerably better 
until one is in the region of n = 126, Clearly then 
the larger the sample one is able to use the better 
the results will be. . In'practice, however, it is 
not always possible to use groups of optimum size 
and we shall see later that many results have to be 
discarded because the samples are too small.
(k)To discover if the x ^  values are sample independent
pC
requires that the analysis be conducted on two 
differing ability samples.
The way this has been done here is to rank the 
students according to total test score and then to 
take the top half and the bottom half of students 
as our two groups. If the sample was large enough 
one could take } say, the upper and lower 25°/o.
Clearly, any two such groups will be of widely 
differing ability and if the x„_ values for the 
items as obtained for each group are in close 
agreement, then this provides strong evidence for 
the claim of the x ^  index to be sample independent, 
(it is, in fact, unusual in practice to obtain groups, 
of such diversity of ability as the two selected here 
These experiments were conducted and the results for 
an upper group/lower group split are included in 
Chapter 5 > along with other results. The results 
are encouraging. The consequences of having a 
sample free statistic as a measure of ability have 
been discussed in Chapter 6 and elsewhere (Willmott 
and Fowles, 1973)•
APPENDIX TO CHAPTER 4
THE CONCEPT OF RELIABILITY OF AN EXAMINATION AND ITS 
RELATIONSHIP TO ITEM ANALYSIS
A test is said to be reliable if it provides a 
consistent rank ordering of the candidates. By this, one 
means that were the students given the test on two occasions 
separated by .a period of time then perfect reliability, would 
be achieved if the test placed students in the same rank 
order on both occasions. This would not, however, be a 
realistic measure of reliability as many factors would 
contribute to some candidates differing performance on the 
second occasion (for example, he might well remember some of 
the questions, he might not be feeling well on the second 
occasion, etc., etc.). It is not generally possible to let 
candidates sit the test twice - other methods of measuring 
reliability must be found, which enable an estimate of the 
reliability to be obtained on the administration of the test 
a single time. The most popular measure is the split-half 
reliability. Here one splits the test into two parts and 
measures the degree of correlation between the rankings of 
the students on the two halves. (The advantages and 
disadvantages of this method are discussed elsewhere (Nuttall 
and ¥illmott, 1972). It should be clear that reliability is 
a property of the test as a whole but clearly must be related 
to the individual items. How can we, having the item analys 
data available, make our estimate of the reliability of the 
-test?
If the reliability of a test is * r 1, then it has been 
shown (Wood and Nuttall, 1972) that:
Where n = number of items in the test.
CfT = variance of the scores dn item (i).
cr'2' = variance of the scores O.n. whole test.
r . ■ = the correlation between the i item andlO
the whole test.
For a multiple choice test with either correct (l) or 
incorrect ( o )  scoring then the question variantis pq and
equation (i) becomes:-
(i!)
Clearly then, since *r 1 is seen to depend only on the 
facility (p^) and a measure of the discrimination (r^Q) for 
each item and the number of items (n), then we have, 
immediately from the item analysis data, an estimate for the 
value of the reliability of the test.
Although we are concerned here with item analysis as such, 
and not really with any particular test, it is important to 
bear in mind that very close relationships do indeed exist 
between the parameters of individual items and those, like the 
reliability, of the whole test. This is, of course, 
important when selecting items for a particular test - we have 
to achieve an overall balance in the items satisfying firstly 
our test blueprint and, secondly, maximising where possible 
the reliability and validity. It should be noticed that in 
order to maximise the reliability for a test,, where 1 r 1 is 
given by equation (ii) then we would select items for which 
p^ = q^ (i.e. items of 50°/o difficulty).
r = nn-1 1 -
r.
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CHAPTER 5
THE MODEL IN PRACTICE
5(i) Introduction. .
5(ii) The P.I.P, Mathematics Test.
5(iii) Results for the P.I.P. Test.
5(iv) Conclusion.
5(v) The G.C .E./C .S .E. Physics Examination.
5(vi) Conclusion.
Introduction
The first real opportunity for the ’probit1 
technique of item analysis to be used in practice 
was provided by the Physics Interface Project.
This body, a collaboration of six university Physics 
Departments, intended to conduct a survey of the 
mathematical knowledge of all of their first year 
intake of students embarking- upon Physics courses in 
September 1971» : A mathematics pre-knowledge survey
was prepared and was- taken by all the 420 students 
entering the six universities concerned. The 
questions in the paper were so designed as to examine 
specific areas of mathematics — subject matter that 
the students would need very early on at the -university 
and hence was considered by the universities to be basic, 
pre-requisite knowledge. Such knowledge would in most 
cases be assumed known and any student or group of 
students for whom this assumption was incorrect would 
very likely be in immediate difficulty at the very 
outset of the course. It was hoped that the item 
analysis of the results of the test would highlight 
areas of difficulty and the universities themselves 
could then take the necessary ’’remedial" action.
Details of the way this analysis was conducted, together 
with the very special advantage that the probit method 
offered in this case are dealt with in section %(±±).
A second and very exciting opportunity to 
investigate the use of the technique Was provided when 
the results of an experimental multiple choice Physics 
examination were made available to me by the Department 
of Educational Measurement, University of Reading.
This examination was part of a trial for the new
|
joint examination at 16 , combining both the present . 
G.C.E. and C.S.E. examinations into a common 
examination for this age group. The Physics test 
was taken by 444 candidates of varying background - 
some had taken G.C.E. Ordinary level Physics, some 
C.S.E. Physics and some had been entered for both 
examinations. The results of the test therefore 
gave an opportunity to investigate differences in the 
performance of each of these groups of candidates and 
also to subject the probit model to its most severe 
test yet; the very wide range of ability encountered 
here would test the sample free nature of the difficulty 
index to the full.
5(ii) The P.I.P. Mathematics Test
The students for whom the test was designed had a 
wide variety of backgrounds in terms of their academic 
education in Mathematics and Physics. The particular 
nature of this investigation was to see if some 
students, while following the syllabus of a particular 
examining board in the sixth form, were being 
inadequately prepared for some of the basic work they 
would come up against on the first year of an Honours 
Physics course at the university. Thus, the academic 
background of a student is to be defined by the 
examination he would take at ’A ’ level and thus by the 
syllabus prepared by the particular examining board.
The results for the 420 students were therefore broken 
up into groups as defined in Table 5-1•
TABLE 5.1
Examining Board Number of Candidates
Joint Matriculation Board (j.M.B.) 87
London 72 .
Welsh ■ . ' ■ 57 .■ ■ ■. ' ■
Associated Examining Board (A.E.B.) 27
Cambridge 16
Unknown 39
Mora than one board 98'
Total 420
From the results of the previous chapter it is
clear that it would not be meaningful to investigate
the smaller groups here, and so, for the purposes of
this investigation, only the results of the candidates
prepared for the examinations of the J.M.B., London and
Welsh boards were used. Now it is possible, and the
results indicated that it was indeed likely, that the
students entered for one board might well be of a
different ability than those of another group, i.e.
one group may well be consistently more able than their
colleagues entered for a different board. This would
show up in a conventional item analysis conducted by
’A* level boards where the index of difficulty would be
consistently higher or lower depending on the ability
of the candidates. It should now be very clear that
for this analysis, the sample free nature of the probit
method is of paramount importance - what we are hoping
to show up are differences in the x„_. values which are
50
brought about by inadequate preparation and not differing 
ability amongst the groups. The traditional analysis, 
using the facility index, would be most unsuitable in 
this context since it is most important that variations 
in the index which are brought about by differences in 
ability are played down.
The analysis then is to proceed along the 
following lines:- ■
i) To discover for which of the 50 items the normal 
ogive curve is suitable and to select out the 
good and the poor items.
ii) to obtain, for the selected items, the values of
x„T for each items by conducting the' analysisj>0 . .. ' •
using the combined results of .all 420 candidates.
iii) to obtain values for each selected item by
conducting the analysis on the three ’A* level 
groups as defined above, and
iv) to examine differences where they exist between 
the x ^q values obtained from (ii) and (iii) above
iii) Results for the P.I.P. Test
The values of x ^  and for all 50 items are as 
shown in Table 5*2. Using these results we must now
select out the items for which the model is an acceptable
2 ■ ■■approximation. First we calculate a value of X for
each item and exclude from further analysis all those
2items for which X is statistically significantly at 
the 5^ level (Table 5•3) • These are the items whose 
characteristic curves are not adequately described by 
the normal ogive function. Of the remaining items, we 
then exclude, along conventional lines, all those items 
for which the difficulty index (x ^q ) is either extremely 
low or extremely high, and those for which the 
discriminating power is very low. The easiest way to 
do this is by plotting a scatter diagram showing the
TABLE’5.2
VALUES OF THE ITEM PARAMETERS AND © FOR ALL 50
ITEMS OF THE P .I.P. MATHEMATICS TEST
Item
Number 56
Item
Number OC^''50 f
1 - 2 0.0 5 26 38.8 0.06
■ 2  . ■, 1 o . 5 0.06 27 15.3 0.11
3 - 5.3 0.06 28 ;.y. 26.9 0.10
/ ; h ■_ - 4.1 0.07 29 ‘ ■ 22.9 0.123
5 41,6 0.02 30 :. 16.7 0.086
6 21 .2 0.03 31 34.7 0.075
,7 26.7 0.03 32 24.5 0.12
8 14.2 0.083 33 19.1 0.11
■ 9 - 5.9 0.042 34 33.6 0.10
10 8.1 0.089 35 41.9 0.068
11 29.2 0.084 36 27.5 0.13
12 28.9 0.056 37 28.8 0.068
13 27.7 0.063 38 31.0 0.093
14 18.2 O.O89 39 25.8 0.13
15 10 0.038 4o 27.3 0.10
16 30 0.082 41 36.1 0.083
17 22 0.096 42 20.9 0.15
18 20. 1 0.079 43 31.° 0.125
19 18.2 0 .034 44 33.2 0.083
20 7.5 0.044 45 38.0 0.059
21 44.3 0.042 46 t 5.1.0 0.059
22 30.6 0.08 '; ; - A-7 30.0 0.105
23 15.5 0.067 48 37.0 0.081
- 24 34.8 0.078 49 32.8 0.063
25 V y - 17.7 • 0.13 50 35.4 0.075
TABLE 5.3
VALUES OF K l FOR ALL 50 ITEMS OF THE 
P.I.P. MATHEMATICS TEST
Item
Number
Item
Number
%y 'Xr
1 0.9 26 -/v; ■' 4 .5
■ 2 1.39 27 2.6
■ 3 . . 0.47 28 4 9.3
4 ■ 0.64 ■ > ■ ■; 29 :' 4 4.2 ■
.. 5 * 12.3 4 30 ' . ’■ 2 *9 .
6 . ■ 3.6 31
^ 7 * 10.0 (4 df) 32
8 1.3 : 33 .9 :
9 . ; 0.76 34 * 9 - 8 (4 df
10 0.93 35 3.2 ,
■ 11 * 10.1 (4 df) 36 3.°
12 5.6 37 * 13.1
.13 4.1 38 2.2
14 2.9 39 4.0
■ 15 i- 3.84 40
16 3.3 i 41 7.2
17 6.9 42 * . 11.6
18 9.1 ; 43 2.5
19 ■. 3.7 44 0.7
20 2.5 ■ 45 ;■ ■' 1. 0
21 4 3.7 46 : 0.9
22 7.4 ' 47 : 0.9
23 2.3 4 8 /■ :7l.4 . 57;;
2b 2.9 49 0.7
25 7.5 50 0.7
* Items rejected at the 5°/° level.
discrimination ( p ) pi otted against the difficulty
(x „q ) (Figure 5 • 1 ) • The criteria for selection is:
that any item with a difficulty index which is greater
than - 2 standard deviations from the test mean is
excluded - the lines showing where these divisions
occur are drawn on the diagram at = 10.5 as the30
lower limit and x^q = 45.7 as the upper limit (the 
50 item test has a mean of 28.1 and a standard deviation 
of 8,8). This means that we have excluded items for. 
which a candidate would need score of 45.7 on the test 
in order to have a 0.5 probability of getting the item 
correct (i.e. the item would be extremely difficult 
and would be answered correctly by only a very small 
percentage of the test population). Likewise for the 
easy items, which would be answered correctly by almost 
all of the candidates and would, therefore, be achieving 
little in the way of placing students, in a rank order 
along the test scale.
The vertical line separates good from poor items on
the basis of their, ability to discriminate amongst the
students. The following item characteristic curves
(Figure 5*2) for items having values of of = 0.1,
O.O65 and O.O5 will help illustrate why this line has
been drawn where it is, i.e. excluding all items for
which is less than 0o05. From the curves we can
see that item 24 is discriminating well over the
approximate score range of 25 — 45. Its value of
= 0.1 indicates a fairly steep slope to the curve
at x = x ^q = 2 4  and the item is performing satisfactorily.
Item 23 is much easier, having x _  = 15«5j and its50
ability to discriminate is also somewhat reduced. The 
value of (3 = O.O65 in this case is satisfactory although 
it discriminates less severely across a much wider score
FIGURE 5« 1 ♦ A scatter dia.gram of x^q against ^ for
all items of the P.I.P. Mathematics test.
FIGURE 5*2; Three item characteristic curves showing 
variation in item discrimination p .
0.5
Zo
foT/=}-jL. / ^Go/^c: .
group than item 2k. As |5 increases we see that the 
curve becomes more shallow and, as in item 6, the 
discriminating power of the item is very much reduced. 
Clearly as the curve tends to the horizontal then ft 
becomes very small and the discrimination of the item 
becomes very poor. The value  ^ = 0.05 is somewhat
arbitrary as a dividing line (as opposed^ say^  to 
P = 0.065 or 0.04) although in this case it rather 
conveniently separates the items into two very clearly 
defined groups and, in fact, only item 6 actually falls 
very near the line. •
The results for an upper group/lower group split 
of all the candidates on all 50 items of the test are 
shown graphically (Figure 5•3)• ¥e can see that the 
items which we have excluded from further analysis on 
the above procedures also are some of those with the 
poorest upper group/lower group agreement. The 
analysis was re-conducted on the 33 ’good' items and 
the results for upper group/lower group and also for 
a random split half show that agreement between the 
two groups is good in both cases (Figures 5 •k and 5•3)• 
Thus we have now a selection of 33 items which are 
satisfactorily fitted by the normal approximation and 
thus we have, as expected, the important property of 
the ’sample free1 nature incorporated into their 
difficulty index. We have seen that if we take sub­
groups of our total population and conduct the item 
analysis on these groups then we would not expect the 
X50 values for a particular item to differ very much 
from group to group, nor from the value of found
for the total population. We are accepting, of 
course, the value of x ^  obtained for the whole group 
as giving the best estimate for the difficulty of the 
item..
FIGURE 5.3: Upper group/lower group/split. Values of
x for all 50 items of the P.I.P. Mathematics 
test.
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For the selected 33 items the analysis has been 
repeated, this time the program being run for each of 
the three groups as defined by their ’A 1 level board, . 
and the results are shown in Table 5*^.
A comparison of these results with those of the
x — values for the whole group (Table 3.2) indicates...... 50
that there are anomalously high value of in the. 5U .
. following items:-
For J.M.B. candidates, item number(s) 33
For London candidates, item number(s) 26
For Welsh candidates, item number(s) 12, 49, 50*
Now that it has been shown that variation in 
ability between the groups would not cause these 
differences, then we are in a position to suggest that 
such extreme values for that particular group might 
well be caused by inadequate preparation of the course 
material, and hence the possibility of the material not 
being covered in the syllabus of the given examining 
board. A study of the syllabi of each of the boards 
concerned revealed that the material tested in questions 
33, 26 and 12 was not included in the syllabi of the 
J.M.B., London and Welsh Boards respectively. The high 
values in questions 49 and 10 were due to other factors, 
namely that for some reason hardly any of the Welsh 
candidates actually got this far in the test!
5(iv) Conclusion
It has been tentatively shown that the 1probit1 
method is suitable for the problem being tackled.
Areas of difficulty have been shown up for particular
w^ /TQ VALUES FOR THE 33 SELECTED ITEMS 
ANALYSIS BY ,A t LEVEL BOARDS
Item Number J.M.B. London Welsh
. 6 22.8 19.0 19.2
8 19.7 '18.4' 16.0
12 28.4 25.6 85.2
■ ■/- i? ; 27.3 27.6 29.5
14 20.0 21.8 18.0
1 6 31,3 26.6 29.2
25.9 23.3 22. 1
18 21.1 26.4 26. 1
22 29.4 30.1 29.2
23 15.5 15.3 13.1
24 34.7 33.6 32.7
17.7 18.9 18.3
26 38.8 57.2 43.1
27 15.3 18.1 14.6
28 : '- A 28.0 27.3 24.0
■ 29 24.2 23.1 27.4
30 24.8 20.8 19.8
31 34.0 . 34.8 31,5
32 . 27.1 24.4 23.9
; 33 '■-\v 25.0 17.0 17.4
35 V':-;.Vv 39.0 42.5 35.0
36 28.4 29.7 28.95
' 38 ; :;v.: 31.5 32.5 25.4
39 24.8 29.0 29.9
4o : ' 26.2 25.4 27.5
• 41 36.6 36.5 30.6
43 31 .5 32.9 30.4
33.0 30.2 30.6
- k5 40.7 36.0 40.0 .
47 33.8 29.2 32.9
48 36.9 34.3 37.8
49 29.5 32.3 42.3
50 36.0 33.6 44.0
groups of students and these could indeed be followed 
up by the universities. An important conclusion is 
also that most of the G.C.E. syllabi do in fact cover 
the basic requirements of Physics entrants, what 
differences there are being quite small and difficult 
to observe. This situation could well change in the 
near future as more and more students leave schools 
having studied the School Mathematics Project at ’A ’ 
level.(or other similar courses in so called *Modern 
Mathematics’). It could well be . then that differences., 
between the two groups would be more exaggerated and 
the technique used here might well prove useful in 
showing up such differences where they exist.
5 (v) The G.C.E./C.S.E. Physics Examination^-
The first stage of the analysis involves selecting
out the good items and this has been done as described
previously. The results are shown in Figure 5«6 from
which we can select out the most difficult and the
easiest items and also the poor discriminations. This
2selection, together with the X values for each item 
(Table 5•5) enabled a group of 38 ’good’ .items to be 
selected, An upper group/lower group analysis for 
these selected items was conducted and the results 
shown graphically in Figure 5 •  Again comparison 
of these results with those for the whole group 
(Figure 5*8) using all 60 items shows that the very 
worst items have been excluded leaving only those with
I am indebted to the University of Reading and to the 
Associated Examining Board for allowing me to use the 
results of this examination.
FIGURE 5 * 6; Scatter diagram of against p for all
60 items of the G.C.E./C.S.E. Physics test.
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VALUES OF FOR ALL 60 ITEMS OF THE PHYSICS TEST
(The Table gives with 5 degress of freedom except
where stated)
Item
Number
V
/V /
Item
Number *<f)
1 ** 18.53 31 5.01
8.77 32 4.24
3 ; 3-38 (*0 33 2.88
' k 6.22, 34 6.37
■ -5 ; 10.61 ■. 35 " ■ 4.21 (4)
6 8.05 36 4.54
7 ** 12.32 37 6.5k
8 8.96 38 3.57
9 1 .80 39 ** 12.61
10 2.71 4o 10.58
11 8.11 41 7.76
12 6.27 42 2.77
13 5.31 43 9.11
14 8.63 ' 44 9.06
15 8.09 45 1.96
16 ** • 00 CO 46 5.62
17 7.64 47 1.75
18 ** 32.1 48 1.09
19
-3-00• 49 ** 12.03
20 7.93 50 9.71
21 8.00 51 2.81
22 9.58 52 5.53
23 6.27 53 ** 16.33
24 8.74 54 : 4.92
25 ** 19.44 55 ** 25.27
26 6.66 56 2.35
27 ' 5.35 57 3.26
28 4.42 58 7.32
29 8.57 59 2.55
30 1.4 60. 2.20
■** Items rejected at 5°/o level.
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FIGURE 5 »7 * Upper group/lower group split. x50 ^a^ues
Tor the 38 selected items of the G.C.E./C.S.E. 
Physics test.
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reasonable upper group/lower group agreement.
Finally, the candidates were split into a further 
two groups, those who took the C .S.E. and those who 
took the G.C.E. examinations (including in each case 
the group of candidates who entered for both examinations). 
As an indication of the differing abilities of these 
two groups -Table 5*6 shows the^ facility index for both 
groups for each item - clearly there is no measure of 
agreement between the two groups (nor, of course, would 
any be expected). However, the result’s shown graphically 
for the x^q values for the two groups (Figure 5*9) shows 
a satisfactory degree of agreement.
5(vi) Conclusion
These results in particular illustrate the sample 
free nature of the difficulty parameter x„_ - that, 
regardless of the ability range of the sample the value 
of x ^q for that group will not differ greatly from an 
accepted value. The two groups used here - C.S.E. and 
G.C.E., were clearly of very different abilities and yet 
for the selected items, good agreement was found for the 
estimates of x^^. We shall see later that this has very 
important consequences for the pre-testing of items either 
for the setting of a particular national examination or 
for item banking.
FACIEITY JLJN DEA FOR THE SELECTED ITEMS OF THE 
C.S«E./G.C.,E. PHYSICS TEST
Item Number G.C.E. Group ( I89) C.S.E. Group (342)
• 1 0.75 0.53
2 0.68 0 . 32
7 -3' .■ 0.61 - 0.36
4 0.59 0.37
;: ■ -5'.' 0.82 0.67
■ .4--: 7 67 -.- 0,38 0.28
7 7 0.57 0.44
: 7:8 •'. 0.84 .. 7F47 • 0.79
_7 9 0.66 . 0.58 /
10 o.4o 0.31
11 0.52 0.30
12 0.42 0.26
13 0.71 - 7: 0.44^^ 7
14 0.51 0.32
13 0.67 0.54
16 0.80 0.70
17 0.38 0.32
18 0.52 0 .31
19 0.41 0.28
20 o .54 0.38
21 0.56 0.49
22 0.66 0.56
23 0.34 0.27
24 0.56 70.37
25 °*77 0.65
7 26 0.54 . 0.46 v
■ 27 0.51 0.44
28 0.39 o- 3 2 ;
29 0.45 0.35
30 0.75 0.61
31 0.68 ; 0 57 ■
32 0.59 0.38
33 0.36 0.22 ;- '7'
3k 0.60 0.47
7 35 0.69 0.49
36 0.48 0.35
37 "■ 0.42 0.25 ■
38 0.56 0.46
FIGURE 5.9: G.C.E. /C.S.E."split.
selected 38 items only
values for the50
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CHAPTER 6
ITEM SELECTION 
6 ( i ) The pre-testing: of* items .
6(ii) Criteria Tor item selection - general. . .
6(iii) Criteria Tor item selection- the curve
Titt'ing methods .
6(iv) Limits on the value oT Tor an item.
6(v) Limits on the value oT j3 Tor an item.
6(vi) Comparison with traditional item selection
techniques.
6(vii) Conclusion.
6(viii) Summary.
i) The pre-testing of items
It has been pointed out already that -writing 
objective test items is a difficult task and often 
the inadequacies in an item are not shown up until 
a pre-test of the item takes place. Ebel (1965) 
describes item writing as an art:
. ,fIt requires an uncommon combination of special 
abilities. It is mastered only through extensive 
and critically supervised practice. It demands and 
tends to develop high standards of quality and a sense 
of* pride and craftsmanship. ”
It is by no means a reasonable assumption that all 
or even most, of those of us in the teaching profession 
whether at school or university, have these special 
abilities. In view of this the importance of pre­
testing cannot be over-emphasised and it is surprising 
indeed to learn that a recent survey (R. Wood, N.F.E.R. 
1967) showed that only five of the fourteen C.S.E. 
examination boards pre-tested items! Although this 
situation is almost certainly better today, it is by 
no means certain that the pre-testing of items is as 
extensive as it should be. The sample free methods 
can help overcome one of the main difficulties of 
pre-testing, i.e. selecting a representative sample.
All that one need ensure is that the sample taken is 
one for which the items have content familiarity, the 
distribution of ability within the sample will not 
alter the x values for the Items.
6(ii) Criteria for the selection of items - general
Having conducted a pre-test on a variety of items 
it is inevitable that some items will perform badly 
and need to be either rejected or modified. The 
problem of item selection is to distinguish clearly 
between the good and poor items to enable a pool of 
items to be collected which can be used again with some 
confidence. The basis for a decision on whether an 
item performs well or not derives from conclusions drawn 
from the parameters of difficulty and discrimination for 
the item. This is essentially true for both the more 
traditional and the. curve fitting methods of analysis. 
Before discussing the limits to be placed on the 
difficulty and discrimination one must state clearly for 
what purpose the item selection is taking place. There 
are two main areas of interest, they are, the selection 
of items for:
a) use in a specific test; or
b) for use in an item banking situation.
The criteria to be used for selecting items will
clearly depend on which of the - two purposes one is 
selecting for. For example, we have seen already that 
the production of a reliable .'norm' referenced test 
requires that the difficulty index for the item be 
around 0.5» This does not mean that items for which 
the difficulty is greater or less than 0.5 are not good 
items, simply that they would be unsuitable for the 
particular test. The item banking situation is somewhat 
different. Here one is gathering together items into 
a large pool from which - according to a pre-defined
examination blueprint - tests can be selected by a 
user. It is important in this situation to have, 
not only a large number of items covering all aspects 
of the syllabus in terms of material content, but also 
a range of item difficulties and discriminations so 
that the user has a great deal of flexibility of 
selection. It is to the selection of items for item 
banking that is of most concern here and limits placed 
on and |3 will apply to this situation and not
necessarily to the constructing of specific tests.
Some of the item selection methods used in 
traditional analysis have already been discussed 
elsewhere. However, the main points are
i) The range of acceptable values for the difficulty
index depends on whether the test i^ 'norm1 or
criterion referenced. In the former case we
have already seen (Appendix to Chapter 4) that
the items should be of average difficulty (i.e.
within the range 0.3 to 0.7)> whilst in the latter
the difficulty values will depend on the criterion
(for example, in a Cambridge Scholarship
examination, one might have x^- = 0.9- "Whilst in
. bu
a nursing examination one might have x^ .- =  0.1).3b
ii) The item-test correlation should be not less than 
0 .2 .
It now remains to place limits on the indices of 
difficulty and discrimination (x^^ and |3 ) for an
item with the curve fitting methods. With this method 
of analysis we have the added selection device of the 
chi square goodness of fit test.
.6(iii) Criteria for item selection - the curve fitting 
methods
As a particular mathematical function is fitted to
2the data points then X tells us how well the model and 
the actual test data agree and therefore how satisfactory 
is the model in accounting for the data. The function 
used is generally considered a satisfactory fit to the
data if the value of X is not significant at the 5°/o
level. Any item for which this is not so would be
rejected. It does not follow, however, that the
2remaining items for which X is not significant would be
2accepted. Clearly a non-significant value of X tells
us only that the theoretical item characteristic curve
predicted by the. model and that observed in practice
are in close agreement - it tells us nothing of how
difficult the item is nor how well it discriminates.
2The X statistic is therefore a necessary but not a 
sufficient condition for the acceptance of an item.
If we use the X statistic as our starting point in 
selection, then clearly all the accepted items will be 
adequately described by, in our case, the normal ogive 
function. Thus a pool of items would be established for 
which the difficulty index is sample independent.
Clearly, however, further criteria.of goodness is 
required and we must now consider the difficulty and 
discrimination indices.
6(iv) Limits on the value of x for an item
If we assume that the whole test population is 
normally distributed (Lord, 1952) then we have 
immediately an objective criterion for item selection 
on the basis of difficulty. Suppose the distribution
of test scores has a mean of m, and a standard
(k)deviation of s. then the difference between x L  andt 50
m tells us immediately how difficult the item is.
More precisely, we can measure the facility of an item 
by the proportion p^ of a normal sample that will answer 
the item correctly:
(k)
x50 mt -i.5st — s —0;67 s, 0 0.67 s,t t t v s 1 ..5s ,t V
Pn 0.93 
e a s y —
0.84 0.75 0.5 0.25 
—  —  - MEAN
0.16 0,07
- DIFFICULT
(k) ■Therefore, an item for which is say +1.5s,50 J t
from the test mean would be answered correctly by only
7^ of the test population - it would be a difficult item.
If, for example, we require an item that would be
suitable for only the top 5°/o of the population (say,, for
example, in a scholarship examination) then we would 
(k)
require that x^q 1 - m^ is greater than 1 .96s^.
Knowing the test mean and standard deviation we can
(k)immediately place a lower limit on the value of x^^ for 
this particular situation. Also we have the possibility 
of a direct comparison with the traditional analysis in 
that there one is accepting items within a difficulty 
range of 0.1 to 0.9. At the difficult end of this 
range the items are being answered by only 10^ and at 
the easy end by 90°jo of the population. In our case,
if we wish to place comparable limits on xl^^ then we
V  (k) V 5°
require -1.28s^ ^  x ^q t mt ^  1.28s^.
(k)Again we have an upper and lower limit for x ^ .
r) Limits on the value of 0 for an item
In Chapter 5 it was mentioned that the selection
of items in the basis of discrimination was made on
the strength of practical experience only. There 
appeared to be no hard and last rules that could be 
applied and the selection appeared somewhat arbitrary. 
Nowhere in the relevant literature does there appear 
any criteria on which such selection should be based. 
However, the following method, suggested'in a private 
communication with Professor L.R.S. Elton, does seem 
to provide an objective limit which can be placed on 
P ■ ) and which appears to agree very well with 
decisions taken in practice. ¥e saw in Chapter 2 
that perfect discrimination takes place when all the 
candidates above a test score of x^ -get the item right 
while all those below x_^  get it wrong. This, however,
is almost never the case in practice and we have a
range of test scores, previously called the operating 
range, over which less severe discrimination takes 
place. This, of course, accounts for the ogive shaped
characteristic curve. ¥e have also seen that the
■ ■ (k) h ■■V'i:
slope of the item characteristic curve at x. = is
d 1 1 50
dy/dx where y" = — --  , or in terms of the
.. . . X . . ^ / S dy /3discrimination index , ----
; : ; V I W  r
Now, to place a limit on the value of ^ , consider
first Figure 6.1
Now, the range (y) over which less than perfect
discrimination takes place should be less than the
standard error of measurement in the value of x^^ .
50 -
If the standard error in ability measurements on the 
+
the error will be -e N ¥e have then:
a!
N
e. N
or} Since,
dx.
fhen
= _ £
t
ZN
Thus, if we have a value e then we are able 
immediately to place a lower limit on the 
discrimination index. The standard error of 
measurement e, can be calculated from the expression 
    1
e - st Al
1 - r
¥here s and r are respectively the standard
• b T/
deviation and reliability of the test scores(see 
Guilford, pp 350)• For the P.I.P. Mathematics test 
we have:
rt = 0.87, N = 50, s t = 8.79.
then e =8.79
“I
and pW  >
1 - 0.87
7 J L100
= 3.17
=  0.056
i.e. ve should exclude items for which, the
discrimination index jS is less than O.O56. On
the basis of experience alone I have previously chosen
to eliminate items for which |3 was less than 0.050.
The agreement between this empirical choice and the
method suggested by Elton is very encouraging. Likewise,
for the Physics G.C.E./C.S.E. test where r ^ =  0.81,
N = 6 0  and s, = 8.26, we obtain a value of e = 3*6 and
h (k)the lower limit on E is 0.0^5. In practice I
selected items for which . jS was less than 0.045J,+
Excellent agreement again.
It would appear then that the method described 
above does provide a lower limit for the discrimination 
index, something which has up to now been unavailable.
The results agree very well with those used in the 
practical situation and worked out on the basis of the 
experience gained in drawing the item characteristic 
curves of hundreds of items.
The following diagram (Figure 6.2) illustrates the
reasons for the rejection of the 22 rejected items of
the Physics G.C.E./C.S.E. examination. It can be seen
from this diagram that in no case was an item excluded
on the basis of difficulty alone and this was found to
be generally true. It should be fairly clear that items
for which the difficulty index is extreme (either a very
easy or very hard item), will also fail to discriminate
well. The selected items all have good upper group/
lower group agreement (see Chapter 5) and fit the model
adequately enough to justify the claim that the x„_
■ 5G
index for the item is sample independent.
FIGURE 6.2: Diagram shoving the reasons for the rejection
of the 22 items of the G.C.E./C.S.E. Physics
test. The set A includes items rejected on
the basis of difficulty, B those rejected
because of poor discrimination and C those
2 ■rejected because of poor X .
•/o
*Z5
•S3
vi ) Comparison with, traditional item selection
techniques    . •: .'_
: We have already seen how the selection on the 
basis of the difficulty index can be directly compared 
in bo th me thods. The Tollowing Figures 6.3 and 6.h show 
how the correlation coefficient, r, is distributed for 
the good and poor items. In traditional analysis one 
would certainly reject items for which the item/test 
correlation was less than 0.2 and we can see from the 
graphs that in both cases presented, while selecting 
items along the lines discussed, all items for which 
r 0.2 have also been rejected. However, r 0.2 does 
not mean that the item is necessarily a good one as 
several items for which r is greater than 0.2 have also 
been excluded. Very poor item/test correlation does, ' 
however, cause an item to be rejected both on the 
traditional and the curve fitting methods. The 
comparison of the item selection techniques using 
various forms of analysis is clearly an area where 
further study could prove most fruitful. It might well 
be the case that the host of selection techniques 
available may all be performing very similar tasks indeed. 
A second area where experience needs to be gained is in 
working with a pool of items all of which have sample 
independent indices. . Such work is at present being 
conducted by the N.F.E.R. (Willmott and Fowles, 197^0 •
vii) Conclusion
Educational measurement has always been a very 
lively area for theoretical investigation but there
FIGURE 6,3: Distribution of point biserial *r 1 for the
50 items of the P.I.P. Mathematics test.
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FIGURE 6.4; Distribution of point biserial lr T For all 
60 items of the G.C.E./C.S.E. Physics test
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unquestionably exists a shortage of practical material 
to back up many of the assertions. Needless to say, 
however, that a very great deal of educational 
measurement does indeed go on - it is an almost weekly 
occurrence in our schools and external national 
examinations now take place at two or three times a 
year. Clearly,, though, the majority of school 
examining pays little attention to the more theoretical 
aspects of testing theory and only the 'most elementary ; 
techniques are used. Perhaps the main reason for this 
is that much of the work is difficult and very 
cumbersome to apply. Ease of application is vitally 
important, as also is ease of interpretation of results. 
The traditional methods of item analysis at least possess 
these virtues and it is not difficult to see why these 
methods are so popular. However, large scale examining 
and, particularly, examining on a national scale need not 
be so concerned with these criteria. Of much greater 
concern is the production of valid and reliable 
examinations and the maintenance of comparable standards 
in the papers set from one year to the next. This, 
combined with the suggested financial saving on the pre­
testing of items, could well provide the examination 
boards with the necessary incentive to investigate 
further the curve fitting methods.. There is the added 
pay-off, of course, of objectivity.
viii) Summary
The probit method for.transforming the fitted 
normal ogive to test data has been used extensively in 
practical situations and has been shown to be 
successful in the interpretation of the test data.
Practical investigations have illustrated the sample 
free nature of the difficulty index and this attribute 
of the model has been used in one application where it 
would have been almost impossible to use sample bound 
statistics. In this experiment, where deficiencies in 
mathematical knowledge were to be picked out over and 
above variation in ability, the model certainly provided 
a measure of success. As the school mathematicians 
become further polarised into ’modernists *• and . . .
?traditionalistsr it is possible that the differences \ 
between the groups will be emphasised to an even greater 
extent and the further extension of the method in this 
area could prove most useful.
There are undoubtedly areas where much further 
experimentation is necessary, which have not been 
possible on the small scale. Further work with the 
model on very large groups would lead to a greater 
familiarity and confidence with the technique and to 
a comparison of the parameters of the traditional and' 
curve fitting approaches. It has already been shown 
that in many cases similar items are rejected by both 
methods. The possibility of item banking has been 
discussed and it remains to be seen to what extent the 
curve fitting techniques will prove useful in this 
■context.
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