Abstract. We consider the Navier-Stokes system in a bounded domain with a smooth boundary. Given a time-dependent solution and an arbitrary open subset of the boundary, we prove the existence of a boundary control, supported in the given subset, that drives the system to the given solution in finite time.
Introduction
Let Ω ⊂ R 3 be a connected bounded domain located locally on one side of its smooth boundary Γ = ∂Ω. We consider the controlled Navier-Stokes system in Ω: (1) ∂ t u + u · ∇ u − ν∆u + ∇p + h = 0, div u = 0, u| Γ = γ + ζ.
Here u = (u 1 , u 2 , u 3 ) and p are the unknown velocity field and pressure of the fluid, ν > 0 is the viscosity, u · ∇ stands for the differential operator u 1 ∂ 1 + u 2 ∂ 2 + u 3 ∂ 3 , h and γ are fixed functions, div u := ∂ 1 u 1 + ∂ 2 u 2 + ∂ 3 u 3 and ζ is a control taking values in the space E of square-integrable functions in Γ whose support in x is contained in a given open subset Γ c ⊂ Γ.
If, instead of system above we consider the case of internal controls under homogeneous Dirichlet boundary conditions, namely (2) ∂ t u + u · ∇ u − ν∆u + ∇p + h + η = 0, div u = 0, u| Γ = 0.
where now η a control supported in a given open subset w ⊆ Ω, then the problem of exact controllability to trajectories is now rather well understood. Namely, it was proven that, given a time T > 0 and a smooth solutionû of system (2) with η ≡ 0, for any initial vector field u 0 sufficiently close toû(0) one can find a square integrable control η supported in (0, T ) × w such that the corresponding solution u(t) of system (2) , supplemented with the initial condition (3) u(0, x) = u 0 (x) is defined on [0, T ] and satisfies the relation u(T ) =û(T ). We refer the reader to [4, 6, 9, 11, 13] for the exact statements and the proofs of these results.
From the results on internal controllability we can derive similar results on boundary controllability, at least if we consider the control acts in a connected component of the boundary. The idea is that from [9] [10] [11] : (I) the reference solutionû solving (1) with ζ = 0 is extended to a functionũ defined in a bigger domain G containing Ω, and the extensionũ solves the Navier-Stokes system in G under homogeneous Dirichlet boundary conditions (with a suitable external forceh); a given vector field u 0 (x) defined in Ω, is also extended toū 0 in G,ū 0 vanishing at the boundary ∂G. Both extensions being continuous in appropriate spaces. (II) An internal controlη supported in (0, T ) × G \ (Ω ∪ Γ) driving the equation in G fromū 0 toũ(T ) is taken. (III) Letū be the solution associated with the pair (ū 0 ,η); then the boundary controlū| ∂Ω\∂G drives the equation in Ω from u 0 (x) toû(T ). For the details see the referred works.
The fact that the controlled part is a connected component is important in [9] [10] [11] to construct the extensions to G satisfying the homogeneous Dirichlet boundary conditions in ∂G and then, to be able to apply the internal controllability results known for this type of boundary conditions. A question arises: what can be done if Γ c , the part of boundary we are able to apply the control in, is not an entire connected component? As an illustration see figure 1 . In particular, can we extend a vector field in {v ∈ H 1 (Ω, R 3 ) | div v = 0 in Ω and v = 0 on ∂Ω ∩ ∂G} to a vector field in {v ∈ H 1 (G, R 3 ) | div v = 0 in G and v = 0 on ∂G}? This last question has a partial answer in the case Ω ⊆ R 2 : it is shown in [7, Theorem 4 .2] that we can extend the vector fields that satisfy an additional Sobolev regularity condition on a neighborhood of the points in ∂(∂Ω\∂G). The extended domain G being constructed also in a suitable (simple) way. Here we are not going to answer this extension problem. Instead, with a remark on a result from [6] , we claim we can overcome the boundary conditions problem, by taking a boundary control supported in (0, T − ρ) × ∂G \ ∂Ω, together with the internal controlη. The aim of this paper is to establish the exact boundary controllability of the NavierStokes system, where the controls are supported in a given open subset of the boundary. Namely, we will prove the following theorem, whose exact formulation is given in section 5.
Main Theorem:Let (û,p) be a solution for system (1), with ζ = 0 and t 
Note that, although we confine ourselves to the three-dimensional (3D) case, this theorem remains true for the two-dimensional (2D) Navier-Stokes system. The rest of the paper is organized as follows. In section 2, we introduce the functional spaces arising in the theory of the Navier-Stokes equations and set up our problem. In section 3 we present some remarks concerning the compatibility conditions to be satisfied by the data of the system, in order to have existence of so-called weak solutions, for a linearized auxiliary system. Section 4 is devoted to the null controllability of that linear system. In section 5, we establish the main result of the paper on local exact controllability of the full Navier-Stokes system. The appendix gathers the proof of two auxiliary results used in the main text.
Notation. We write N and R for the sets of nonnegative integers and real numbers, respectively, and we define N 0 = N \ {0}. We denote by Ω ⊂ R 3 a bounded domain with a C 2 -smooth boundary Γ = ∂Ω. The partial time derivative ∂u /∂t of a function u(t, x) will be denoted by ∂ t u.
For a normed space X, we denote by | · | X the corresponding norm, by X its dual, and by ·, · X ,X the duality between X and X.The dual space is endowed with the usual dual norm: |f | X := sup{ f, x X ,X | x ∈ X and |x| X = 1}.
If X and Y are normed spaces, we consider the intersection X ∩ Y endowed with the norm:
. If X and Y are endowed with a scalar product then,
Given open interval I ⊆ R, then we write
where the derivative ∂ t f is taken in the sense of distributions. This space is endowed with the natural norm |f
1/2 . Again, if X and Y are endowed with a scalar product then,
IfĪ ⊂ R is a closed interval, then C(Ī, X) stands for the space of continuous functions f :Ī → X with the norm |f | C(Ī,X) = max t∈Ī |f (t)| X .
C [a 1 ,...,a k ] denotes a function of nonnegative variables a j that increases in each of its arguments.
C, C i , i = 1, 2, . . . , stand for unessential positive constants.
Preliminaries

Functional spaces.
Let Ω ⊂ R 3 be a connected bounded domain of class C 2 located locally on one side of its boundary Γ = ∂Ω. More precisely we suppose that each point p ∈ Γ has a tubular neighborhood T p ⊂ R 3 that is diffeomorphic to a cylinder C p := {(w 1 , w 2 , w 3 ) ∈ R 3 | w 2 1 + w 2 2 < 1 and |w 3 | R < ε p }, for a suitable ε p > 0: There exists a bijective mapping
where (see Figure 2 as an illustration), for C 0 p := {(w 1 , w 2 , w 3 ) ∈ C p | w 3 = 0} and C − p := {(w 1 , w 2 , w 3 ) ∈ C p | w 3 < 0} we have
• both Φ p and its inverse Φ 
. Due to the incompressibility condition, div u = 0, some important subspaces in the study of the Navier-Stokes system (1) are the Sobolev subspaces
We consider we are able to apply a boundary control through an open subset Γ c ⊆ Γ. The incompressibility condition allows us to define the trace of u · n on the boundary Γ, where n is the unit outward normal vector to the boundary Γ, and then to write
Some spaces of more regular vector fields we find throughout the paper are
The spaces H s div (Ω, R 3 ) are endowed with the scalar product induced by the scalar product in H s (Ω, R 3 ); the spaces H and H c with that induced by the scalar product in L 2 (Ω, R 3 ); the spaces V and V c with that induced by the scalar product in H 1 (Ω, R 3 ); and D(L) with that induced by the scalar product in H 2 (Ω, R 3 ). For each s > 0, we recall also the dual space
is defined analogously. Finally, fix σ > 6 /5, and introduce the following Banach space of measurable vector fields
2.2. Setting of the problem. We start by recalling that the space of the traces u| Γ at the boundary Γ of the elements u in the Hilbert space
is given explicitly in [8, 
. Together with system (1), (3), consider also the system
, a weak solution for system (6) if it is a weak solution in the classical sense of [21] (see also [16] ).
Remark 2.1. Recall that V , in [21] , is the image
The elements of V are completely defined by their values in V and, a complement of
Hence we may write
To see that the sum is a direct one we take h ∈ V ∩ G, and set u ∈ V satisfying Lu = h; the last identity means that there exists p ∈ L 2 (Ω) such that −ν∆u + ∇p = h. Then, taking the product with u, we obtain ν|∇u|
and, since h ∈ G, we arrive to |∇u| 2 L 2 (Ω, R 9 ) = 0. Thus, together with u| Γ = 0, we conclude that u = 0. Consequently h = 0, i.e., V ∩ G = {0}.
Remark 2.2. The existence of a weak solution for system (6) with z = 0, and
, by (7), we may write f (t) = f V (t) + ∇r(t) where f V (t) ∈ V and r(t) ∈ L 2 (Ω). So, in the first equation in (6), we may replace ∇p by ∇(p + r) and f by f V reducing, in this way, the problem to the case the force f is in L 2 ((0, T ), V ). In the case z = 0 we may define weak solution in the same way.
Remark 2.3. Given a weak solution for system (6) 
) is uniquely defined up to an additive constant.
, is a weak solution for system (1), (3) if y = u − E 1 (γ + ζ) is a weak solution for system (6) 
Remark 2.4. The existence of a weak solution for system (1) , (3) does not depend on the extension E 1 . Indeed if there exists a weak solution in the form u = y + E 1 (γ + ζ), and if another extension
) is given, then we may write u = y + E 1 (γ + ζ) − F 1 (γ + ζ) + F 1 (γ + ζ) and we can check that k : 
On the other hand, if u| Γ = γ + ζ, then y := u − E 1 (γ + ζ) vanishes at the boundary Γ. If y is a weak solution for system (6), then y(0) is well defined in V , since both u 0 and
. Suppose thatû solves the Navier-Stokes system (1) with ζ = 0 on Γ; thatû(0) makes sense and
, and an open subset Γ c ⊆ Γ, our goal is to find a control ζ ∈ G 1 ((0, T ), Γ) with supp ζ(t) ⊂ Γ c for a.e. t ∈ (0, T ), and such that the corresponding solution to system (1), (3), satisfies u(T ) =û(T ).
Let us note that seeking a solution of (1), (3) in the form u =û + v, we obtain the following equivalent problem for v:
where p = p u − pû, p u and pû are the pressure functions associated with the solutions u andû, respectively; and
It is clear that it suffices to consider the problem of null controllability for solutions v of this problem. We will start by studying the linearization around zero of system (8); for the moment we include an external force:
Again, weak solution for (10) is understood in the classical sense of [21] .
Remark 2.6. Note that if v is a weak solution for (9) , then necessarily we have v 0 · n = E 1 ζ(0) · n on Γ. Remark 2.8. The existence and uniqueness of a weak solution in W ((0, T ), V, V ) for (10) can be proved by standard arguments as in [21] , taking into account that, formally
3. Further remarks on the weak solutions 3.1. On the admissible initial conditions. From Remark 2.6 we see that the weak solution for system (9) will exist only under some conditions, indeed it gives us one compatibility condition v 0 have to satisfy if we take controls in G 1 ((0, T ), Γ). In the weak solutions framework, is this the only condition to be satisfied by v 0 ? Here we discuss this question for a slightly more general setting, which is useful if we want to change the control space.
Let us fixû ∈ W, and consider the system
The values s > 1 are necessary to consider solutions more regular than weak ones. We exclude the case s = 3 /2 because it presents some singularities, see [8] ; it will be not needed in what follows.
Let us start with the following general Lemma:
Lemma 3.1. Given a linear mapping Λ : Y → X from a Hilbert space Y into a vector space X. Denote by ker Λ := {y ∈ Y | Λy = 0} the kernel of Λ and by ker Λ ⊥ its orthogonal in Y . Then the range ΛY := {z ∈ X | z = Λy and y ∈ Y } of Λ is a Hilbert space when endowed with the scalar product
where for each z ∈ ΛY , y z ∈ Y is defined by
Moreover, for the respective induced norms, we have: for each a ∈ ΛY |a| ΛY = inf{|y| Y | y ∈ Y and Λy = a}.
Proof. Let z ∈ ΛY and let h, g ∈ ker Λ ⊥ satisfy Λh = z and Λg = z, then Λ(g−h) = 0 and so, g − h ∈ ker Λ ∩ ker Λ ⊥ = {0}. Hence y z is unique and so, well defined. Moreover, the mapping z → y z is linear, because given w, z ∈ ΛY and α, β ∈ R, we have Λ(αy w +βy z ) = αw + βz = Λy αw+βz ; since αy w + βy z ∈ ker Λ ⊥ , necessarily y αw+βz = αy w + βy z . It is straightforward to check that (·, ·) ΛY is a scalar product. Now, given a Cauchy sequence (a m ) in ΛY , from the linearity of z → y z we have that (y a m ) is a Cauchy sequence in Y . Denoting by z the limit of y a m in Y , by the closedness of ker Λ ⊥ (see [12, section I §12, Theorem 1]) it follows that z ∈ ker Λ ⊥ . Then, from |y a m − z| Y := |a m − Λz| ΛY , we conclude that Λz is the limit of a m in ΛY . Hence ΛY is complete.
Finally, given h ∈ {y ∈ Y | Λy = z},
Remark 3.1. Note that Λ : ker Λ ⊥ → ΛY is an isometry.
To simplify the presentation we introduce the following:
Definition 3.1. Given a triple (Λ, Y, X) as in Lemma 3.1 we call the scalar product (12) and associated norm by range scalar product and range norm, respectively.
Hence, taking the constant
However, note that, depending on the space Z and mapping K s , we may have that the range norm in H K 1,s is not equivalent to the L 2 (Ω, R 3 )-norm. On the other hand, for example, from classical existence results for weak solutions for the linearized Navier-Stokes system with homogeneous Dirichlet boundary conditions (see, e.g., [21, chapter III, Theorem 1.1]), we can conclude that H = {γ(0) | γ ∈ W ((0, T ), V, H −1 (Ω, R 3 )}. Therefore, for weak solutions and for system (11), the admissible initial conditions are those elements in
Now, considering the addition mapping Σ :
where H × H K 1,s is endowed with the usual Cartesian scalar product:
We endow its range H + H K 1,s = A K 1,s with the range scalar product, making A K 1,s a Hilbert space. Finally, note that
Moreover from the definition of the A K 1,s -norm, it follows that
and we can conclude that the H-norm and A K 1,s -norm are equivalent in H.
3.2.
On the existence and uniqueness of solutions. Now we can state the following existence result:
, and ζ ∈ Z, then there exists a unique weak solution v ∈ W ((0, T ),
) for system (11). Moreover v depends continuously on the given data (v 0 , g, ζ):
Remark 3.2. Note that (15) and the inequality in the previous theorem implies that |v|
Z , which looks more coherent with the "continuity on the data" statement.
Proof of Theorem 3.2. Let y be the solution of system (10) 
) is continuous, we can proceed in a standard way to derive the estimate
for the Oseen-like system (10),
. From this estimate and the continuity of E 1 K s we obtain (14) , and
Z , and we arrive to
Remark 3.3. From Remark 2.4, we have that the weak solution v for system (11) does not depend on the extension E 1 . Hence also the set of admissible initial conditions must be independent of the extension. We can confirm that fact as follows: let F 1 :
stand for the respective admissible sets of initial conditions defined as above. The equality 
Exact null controllability of the linear system
Now we consider the case our controls are supported in (0, T ) × Γ c . Say, Γ c is the open subset of the boundary where we are able to act. Let us denote by G 1 c ((0, T ), Γ) ⊂ G 1 ((0, T ), Γ) the space of the traces at Γ of the functions in W ((0, T ), V c , H −1 (Ω, R 3 )), and consider the system (11) with g = 0, Z = G 1 c ((0, T ), Γ), and K 1 (ζ) = ζ, i.e., (17) ∂
is the space of admissible initial conditions for this system with A K 1,1 and H K 1,1 defined as in section 3.1. Note that since W ((0, T ),
, Γ) (due to the continuity of extension E 1 and restriction u → u| Γ ).
Here we prove the null controllability property for the linear system (17).
Remark 4.1. In this section we find already, in the simpler linear setting, an idea about what we are going to do in the next section for the study of the full system. On the other hand we believe the results on this section, by themselves, may be useful in the study of other controllability problems of the Navier-Stokes system.
c ((0, T ), Γ) such that, for the corresponding weak solution S(v 0 , ζ)(t), to system (17), we have that S(v 0 , ζ)(T ) = 0. Moreover the control may be chosen so that the mapping v 0 → ζ(v 0 ) is linear and continuous:
see Figure 1 as an illustration. We choose w such that (18) w ⊆ ∪{T p j | j = 1, 2, . . . , s, and p j ∈ Γ} where the T p j are the tubular neighborhoods in section 2. For the proof of Theorem 4.1 we will need the following two auxiliary extension results, whose proofs follow some ideas from [10] . Since we are going to use some tools we do not want to introduce here, the proofs are given in the appendix. Proposition 4.2. Recall the set W defined in (5), and denote
Then a given u ∈ W can be continuously extended toũ ∈ W: |ũ| W ≤ C|u| W for some constant C independent of u. Moreover the mapping u →ũ is linear.
, and
for some constant C independent of γ. Moreover the mapping γ →γ is linear.
We will also need the following:
in Ω and u ·ñ = 0 on ∂ Ω}. Whereñ stands for the unit outward normal vector to the boundary ∂ Ω of Ω.
Proof. Letũ be the extension of u by zero outside Ω. We have (ũ, ∇φ) L 2 ( Ω, R 3 ) = (u, ∇φ) L 2 (Ω, R 3 ) = 0 for all test function φ ∈ {ψ ∈ C ∞ ( Ω) | supp ψ ⊂ Ω}, which means that divũ = 0 in Ω. Now, thatũ ·ñ = 0 on ∂ Ω is clear.
Proof of Theorem 4.1.
Extend v 0H to the vectorṽ 0H defined in Ω, by zero outside Ω; by Lemma 4.4ṽ 0H ∈ H. Also, extend bothû and γ v 0H toũ andγ v 0H to the bigger domain Ω using Propositions 4.2 and 4.3, respectively. Now, consider the system
where the pair (η, ζ) is our control. Then in the interval (0, T /2) we apply the control (0, ξ(t)γ v 0H | Γ (t)) where ξ is a real smooth function, defined in [0, T /2], taking the value 1 in a neighborhood of t = 0, and vanishing in a neighborhood of t = T /2. In this way we arrive at time T /2 to a pointv Now on ( T /2, T ) we apply a control (η w 1 , 0) where
) is an internal control with support contained in w 1 ⊂ w 1 ∪ ∂w 1 ⊂ w = Ω \ Ω, with w 1 an open set, and driving the solution fromv( T /2) tov(T ) = 0 at time T . The existence of such a control η w 1 is proven in [6, section 3, Proposition 1], it follows from an appropriate Carleman estimate, namely [6, section 3, Lemma 1], for the system
that is, somehow, adjoint to system (17) . Where B * (ũ) is the formal adjoint to B(ũ):
where A denotes the transpose matrix of A. Thus the concatenation of the two controls (0, ξγ v 0H | ∂ Ω ) and (η w 1 , 0) drives the system fromv(0) =v 0 tov(T ) = 0. We observe that the restriction v :=v | (0, T )×Ω of the corresponding solutionv to (0, T ) × Ω solves system (17) with ζ =v | (0, T )×Γ ∈ G 1 c ((0, T ), Γ), and satisfies v(T ) = 0. It remains to check that the control driving the system to zero at time T may be chosen depending linearly and continuously on the initial condition.
We note that the mappings v 0 → (v 0H , v 0H ), v 0H →γ v 0H | Γ , and v 0H →ṽ 0H are linear and continuous. Thus v 0 → (0, ξγ v 0H | ∂ Ω ) is linear and continuous, the control (0, ξγ v 0H | ∂ Ω ) drives the system (19) fromv 0 to a point v 1 =v( T /2) ∈ H, and from Theorem 3.2 we can conclude that the mappingv 0 → v 1 is linear and continuous. Moreover, from the proof of Proposition 1 in [6] we know that we can find a control ψ 0 , driving the system from v 1 at time T /2 to 0 at time T , that is the weak limit,
is the solution associated to this control we can conclude that, for the pair (v ψ 0 , ψ 0 ) = (v ψ 0 , ψ 0 )(v 1 ), we have the bound
Next, we consider the following minimization problem:
The space X , endowed with the norm inherited from the space
, is a nontrivial Banach space. We can prove that the minimizer exists and is unique.
, for more details). The continuity follows from (23) because, necessarily
It easily follows that the mapping
is linear and continuous. Hence the weak solutionv = S(η, ζ)(v 0 ) for system (19) , corresponding to the control (η, ζ)(v 0 ) and initial conditionv 0 depends continuously on v 0 , from which we can conclude the linearity and continuity of the mapping
In [6] the authors consider, at the very beginning, that the reference solution y solve the Navier-Stokes equation under homogeneous Dirichlet boundary conditions. Here our extensionũ, ofû, takes the role ofȳ but, we can see that it does not necessarily vanish on ∂ Ω, even ifû takes its values in V . It turns out that, although in [6] the homogeneous Dirichlet boundary conditions are supposed for the reference solutionȳ, this fact is never used to derive the inequality in [6, Lemma 1] that is used to derive the controllability results. Only the fact thatȳ ∈ W, |ȳ| W = R < +∞, plays a role in the derivation of the several auxiliary estimates to arrive to the inequality.
Also, to go from the referred inequality to the controllability results, "mainly" we need to have that the operator in (22) is the formal adjoint of B in the sense of (21) but, we can see that that is the case because our extensionũ is divergence free in Ω.
For a reference solutionȳ satisfying nonhomogeneous Dirichlet boundary conditions we can also use the null controllability result in [15] . Again we must remark that, the authors suppose that the reference solution satisfy the nonhomogeneous Dirichlet boundary conditions on an open subset Γ 0 ⊆ Γ, and some nonstandard boundary conditions on the interior Γ 1 of Γ \ Γ c but, now the case Γ 0 = Γ is allowed.
We have chosen to follow the result in [6] , because it asks less regularity for the reference solution. In [15] the reference solutionȳ is supposed to be in the space
) with α > 3.
Exact null controllability of the full system
In this section we prove the local null controllability of the nonlinear system (8) . As a corollary it will follow the local exact controllability to the desired reference solution u. This case is much more complicated than the linear case because we have to take into account the problem of possible nonexistence and/or nonuniqueness of solutions. Nevertheless, the idea is, again, to reduce the problem in order to apply the results in [6] .
It is known that the uniqueness holds if the solutions are regular enough. Having this in mind we will start with more regular data: let us denote by G 
is supposed to be endowed with the norm inherited from LLet us fix a domain w 1 ⊂ w 1 ∪ ∂w 1 ⊂ w = Ω \ (Ω ∪ ∂Ω) and consider the following Banach spaces (see [6, section 3] ):
where
H;ũ is the extension ofû given by Proposition 4.2; Lũy = ∂ t y + B(ũ)y − ν∆y; and ψ 1 , ψ 2 and ψ 3 are suitable weight functions from [0, T ) into R. For further details of these functions we refer to [6] , here we just remark some properties we will need:
, and for all i ∈ {1, 2, 3}; -For all (y, p, η) ∈ E we have y(T ) = 0.
The spaces E 0 , E and G are supposed to be endowed with the "natural" norms
Remark 5.3. Notice that in [6] , the pressure p is taken depending on (y, η) and so, the elements of E are just the pairs (y, η). Here we consider the elements of E as the set of corresponding triples (y, p, η) just to simplify the exposition. Note that if we take p depending on (y, η), by Remark 2 in [6] , we have that y is a weak solution and so
; then by definition of the spaces we can also derive that
On the other side, in [6] , the condition y(0) ∈ L
H
( Ω, R 3 ) does not appear in the definition of E but, it is implicitly used in the analysis; its addition to the definition of E, as well as the addition of the term
in the definition of the norm of E, is appropriate for us to make the exposition here clearer.
It is not difficult to check that E 0 and G are Banach spaces. That E is a Banach space follows from the following Lemma 5.2, taking 
, we have that necessarily (x n ) is also a Cauchy sequence in X, and (Ax n ) is a Cauchy sequence in Y . Since X and Y are complete, the limit x of (x n ) exists in X, and the limit y of (Ax n ) exists in Y . The continuity of the inclusion Y ⊆ Z implies that y is also the limit of (Ax n ) in Z. Finally, from the continuity of A we have that Ax n converges to Ax in Z, from which we derive y = Ax. Therefore we can conclude that x n converges to ( Ω, R 3 ), consider the following system in (0, T ) × Ω:
( Ω, R 3 )×H < δ} we can find a controlη with ψ 2η | w 1 ∈ L 2 ((0, T ) × Ω, R 3 ), such that there exists a corresponding weak solutionȳ to system (25) withȳ(T ) = 0. Moreover y ∈ L 4 ((0, T ), L 12 ( Ω, R 3 )) and is unique in this space:ȳ =ȳ(a, b,η).
In the proof we will follow the ideas used in the proof of Theorem 2 in [6, section 4]; the following inverse mapping Lemma (see [6, Theorem 3] ) will be one of the tools: Lemma 5.4. Let E and G be two Banach spaces and let A : E → G satisfy A ∈ C 1 (E, G). Assume that e 0 ∈ E, A(e 0 ) = g 0 , and the derivative DA| e 0 : E → G is surjective. Then there exists a δ > 0 such that, for every g in the ball {g ∈ G | |g − g 0 | G < δ}, the equation A(e) = g has a solution e ∈ E.
The next Lemma shows the setting where we will use Lemma 5.4. 
and then
from which, we can conclude that (y, p, η, b) → B(ξγ b )y ∈ C 1 (E, G). Therefore, from (29), we have that (28) holds and so, A ∈ C 1 (E, G). Now, let us set e 0 = (0, 0, 0, 0). The surjectiveness of the linear mapping ( Ω, R 3 )×H < δ}, the equation A(e) = (0, a, b) has a solution e = (ȳ,p,η, b) ∈ E but, this implies thatȳ Now we extend the vector field k(t) = k = 3 i=1 k i ∂ /∂w i that is defined in C − p to a vector fieldk =
