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1. Motivation








1. More Satellites Launched 
→ More Satellite Data
2. Increased Development 
of Sophisticated Object 
Detection Applications
2. Background & Previous Work
● Deep Learning in Space is an unexplored area
● Little research on Neural Networks & 
low-powered GPUs
● Most research conducted on the ground
● Processing in the Space Environment is 
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Accelerating Deep Learning 
Applications in Space
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● Different Sized Images  
→ No strong correlation
● Squared Images 
produced a higher 
Accuracy and Precision
Lofqvist, M., Cano, J. 2020, ‘Accelerating Deep Learning Applications in Space’, 


















A Large-scale Dataset for Object Detection in Aerial Images (DOTA







4. Approach: Pre-trained Object 
Detection Models
Single Shot Detector (SSD Region-based Fully Convolutional 
Network (RFCN
Pre-trained on DOTA using TensorFlow
Prediction from 1 pass Crops features from the last layer
Faster Slower
Consumes Less Memory Consumes More Memory
Detects fewer objects Able to detect more objects
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64 Tensor 136.5 GB/s
Jetson Nano 4GB LPDDR4 128 CUDA 25.6 GB/s
4. Approach: Compression 
Techniques
Lossless Compression:
● All information stored
● Possible to reconstruct 
data to original format
● Does not reduce quality
●  31 Compression 
Ratio
Lossy Compression: 
● Some information 
discarded
● Also known as image 
interpolation





1. Determine the necessary 
compression ratio in order 
to run the full dataset
2. Optimize the performance 
in terms of execution time, 








5. Evaluation: Running the Full Dataset
Compression Ratio: 59%
Execution Time: 8.23 seconds
Precision: 27%
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Jetson Xavier 10% 8%
Jetson Nano 10% 8%











Jetson Xavier 3% 2%
Jetson Nano 4% 3%





















100% 70 2.05 585 4.47
50% 61 87% 1.33 65% 386 66% 3.97 89%
10% 8 11% 0.83 40% 86 15% 3.79 85%
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6. Conclusion & Future Work
Conclusion: 
● Builds on previous research
● Image Compression 
improves inference time & 
memory consumption
● Choice of Compression 








You can find me on LinkedIn at 
@martinalofqvist
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