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Abstract We address two major conceptual develop-
ments introduced by Aharonov and collaborators through
a quantum phase space approach: the concept of modu-
lar variables devised to explain the phenomena of quan-
tum dynamical non-locality and the two-state formal-
ism for Quantum Mechanics which is a retrocausal time-
symmetric interpretation of quantum physics which led
to the discovery of weak values. We propose that a quan-
tum phase space structure underlies these profound phys-
ical insights in a unifying manner. For this, we briefly
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review the Weyl-Wigner and the coherent state for-
malisms as well as the inherent symplectic structures
of quantum projective spaces in order to gain a deeper
understanding of the weak value concept.
We also review Schwinger’s finite quantum kinemat-
ics so that we may apply this discrete formalism to
understand Aharonov’s modular variable concept in a
different manner that has been proposed before in the
literature. We discuss why we believe that this is in-
deed the correct kinematic framework for the modular
variable concept and how this may shine some light on
the physical distinction between quantum dynamical
non-locality and the kinematic non-locality, generally
associated with entangled quantum systems.
PACS 03.65.Ta · 42.50.-p · 03.65.Vf · 03.65.Aa
Keywords weak values · modular variables · phase
space
1 Introduction
There are two major conceptual developments intro-
duced by Aharonov and collaborators which we believe
provide the underpinnings for a more fundamental un-
derstanding of Quantum Mechanics (QM). The first is
the concept of modular variables which was devised to
characterize the kind of dynamical non-locality that be-
come widely recognized when he, together with David
Bohm, shocked the world of physics in the late fifties
with the introduction of the so called Aharonov-Bohm
(AB) effect [1]. Their paper discussed a situation where
the wave functions that represent the electrons suffer a
phase shift from the magnetic field of a solenoid even
without having had any direct contact with the field.
In [2], Aharonov, Pendleton and Petersen introduced
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the concept of modular variables to explain this kind of
non-local quantum effect as the modular momentum ex-
change between particles and fields. This is contrary to
the usual view where the AB phenomenon is explained
by a local interaction between the particles and field po-
tentials, even if the potentials are considered somewhat
unphysical because they are defined only up to some
gauge transformation. Even the interference effects of a
single particle passing through a slit must be described
by the this non-local dynamical effect. Imagine a parti-
cle beam diffracting through a two-slit apparatus (with
a distance L between the slits). The Schro¨dinger wave-
like picture is capable of explaining the interference by
analogy with classical wave-like interferometry. But this
picture is misleading and it is not capable of giving a
full quantum mechanical explanation of the underlying
phenomena. One can lower the intensity of the beam
until only one single particle arrives at the apparatus
at each moment. One may choose to open or close one
of the slits until the last instant. How does one of the
slits “know” about the other one instantaneously? To
answer this question, one can devise the following sim-
plified mathematical model: Consider the problem as a
two-dimensional setting in the x-y plane with the beam
in the positive y direction and the apparatus with the
slits in the x direction. We consider only the x direc-
tion where the particle “feels” a potential φ(x). It is not
difficult to see that the translation operator VˆL = e
iPˆL
obeys a non-local equation of motion in the Heisenberg
picture:
d
dt
(
VˆL
)
= i
[
φ(Qˆ), VˆL
]
= i
(
φ(Qˆ)− φ(Qˆ+ L)
)
VˆL (1)
This kind of dynamical non-locality seems to be of
a fundamentally different physical nature from that of
the kinematic type of non-locality that occurs for entan-
gled systems that are spatially appart as for instance,
the paradigmatic EPR pair of particles. One of the main
results of this paper is to advance our understanding of
the differences between these two types of non-locality
by using Schwinger´s finite kinematic formalism in or-
der to present an alternative approach for the construc-
tion of the Hilbert spaces for modular variables. Though
the AB effect is nowadays discussed in any undergrad-
uate text-book of QM, according to Aharonov, the true
reason for these strange phenomena, where electric and
magnetic fields seem to be capable of exerting “action
at a distance” upon charged quantum particles, has not
been generally appreciated. Aharonov developed an in-
tuition on this concept through the Heisenberg picture
of QM and he has argued in a convincing manner that
it is easier to think of this quite subtle issue through
Heisenberg’s picture rather than Schro¨dinger’s wave-
like picture [3]. In fact, in the early seventies, Heisen-
berg himself was very pleased to learn from Aharonov
how to describe the concept of quantum interference
based on his own formulation of quantum physics in-
stead of the usual particle-wave (Schro¨dinger-like) ap-
proach [4].
The second concept is the advancement of the two-
state formalism for QM [5]. This is a radically different
(time-symmetric) view of QM that has also been de-
veloped since the sixties and implies a notion of retro-
causality in quantum physics which led to the discov-
ery of weak values [6]. The development of the concept
of weak values and weak measurements has spanned
a number of important theoretical and experimental
breakthroughs from quantum counterfactual investiga-
tions to high precision metrology and even led to some
purely mathematical ideas such as the concept of su-
peroscillations [7,8,9,10].
We recall that new points of view concerning a cer-
tain subject are always welcome. It is common histor-
ical knowledge that the establishment of bridges be-
tween distinct disciplines is usually a very fruitful en-
terprise for both subjects. This interplay has brought
us (from at least Newton and Galileo to Einstein and
Minkowski, passing through Euler, Lagrange, Hamil-
ton, Maxwell and many others) a wonderful multitude
of results where mathematical structures are discovered
by contemplating natures wonders and physical theo-
ries are guessed from deep and beautiful mathematics.
In this paper, we approach the many deep physical in-
sights of Aharonov with an eye towards the quantum
phase space structure which we propose may underlie
them in a unifying manner.
The structure of this paper is as follows: in sec-
tion 2, we review the mathematical structure of clas-
sical phase space as the geometric notion that “clas-
sical mechanics is symplectic geometry” [11,12,13] so
that the focus is the natural symplectic structure of
cotangent bundles of configuration manifolds of classi-
cal particles restricted to holonomic constraints. This
symplectic geometric structure appears consistently in
almost all the topics covered in this paper. In section
3, we present an intrinsic formulation for the operator
algebra of the WW Transform (similar to Dirac’s Bra
and Ket notation) that is necessary to construct this
formalism in a more compact and elegant way than
the usual manner. In section 4, we discuss the natu-
ral symplectic structure that projective spaces of finite
dimensional Hilbert spaces inherit from their Hermitian
structure and for this reason are somewhat structurally
analogous to classical phase spaces. In section 5, we
briefly review the coherent state concept in terms of
the WW basis mainly to set the stage for a discussion
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of the quantum transforms that implement linear area
preserving maps on the phase plane. In section 6, we
apply some of these ideas to a phase space study of the
weak value concept, which has become an important
theoretical and experimental tool in modern investiga-
tions of quantum physics. We look at the phase space of
the measuring apparatus that performs the weak value
measurement of some quantum system. In section 7, we
approach the weak measurements and von Neumann
pre-measurements by the opposite approach: in partic-
ular, we look instead to the geometric structure of the
measured system. In section 8, we review the geometry
of deterministic measurements and of completely un-
certain operators. We also discuss some examples that
can be seen as partially deterministic operators. This is
the starting point in order to one fully appreciate the
Heisenberg picture approach that Aharonov has cham-
pioned for the description of quantum interference phe-
nomena. Finally, in section 9, we introduce the modular
variable concept. We review the original approach due
to Aharonov and collaborators for the construction of
an explicit Hilbert space (an appropriate “qudit space”
for modular variables). We then review Schwinger’s fi-
nite quantum kinematics in order to apply this discrete
formalism to understand Aharonov’s modular variable
concept in a different manner that has been proposed
until now in the literature. In the original approach,
the total quantum space can be thought as the di-
rect orthogonal sum between the modular variable qudit
space and “the rest” of the infinite dimensional quan-
tum space. Within the Schwinger formalism, we intro-
duce a new proposal based on the tensor product be-
tween the modular variable qudit space and the rest
of the quantum space. While there are some number-
theoretic subtleties in order to perform this construc-
tion, we discuss some of the advantages of consider-
ing this Schwinger finite quantum kinematic-based pro-
posal as the correct “kinematic arena” for the modular
variable concept. In section 10 we finalize with some
concluding remarks and we also set stage for further
research.
2 The Mathematical Structure of Classical
Phase Space
(The main references for this section are [11] and
[12])
What is meant here by a “classical structure” is the
totality of the mathematical formalism associated with
conservative (Hamiltonian) dynamical systems, i.e.:
1. An even-dimensional differential manifold M
(dimM = 2n);
2. A canonical coordinate system (qi, pi)
(i = 1, 2, . . . , n) over M , where n is the number of
degrees of freedom of the system;
3. A non-degenerate closed 2-form Ω on M .
In other words: dΩ = 0 and the non-degeneracy
meaning that: Ω(V,W ) = 0 ⇒ V = 0 or W = 0,
∀ V,W ∈ TpM and ∀ p ∈ M and where TM is the
tangent bundle of M and TpM is the tangent space
(fiber) of M at p ∈M . A differential manifold with the
above structure is called symplectic. A theorem due to
Darboux guarantees that given a point p ∈M , there is
always an open set of M that contains p and that ad-
mits a pair of canonical coordinates (qi, pi ) such that
Ω = −dpi ∧ dqi (we use henceforth the sum conven-
tion unless we explicitly state the contrary). In Clas-
sical Newtonian Mechanics, the above structure arises
naturally as the cotangent bundle of a configuration
manifold Q (of dimension n) of m particles submitted
to 3m − n holonomic constraints: M = T ∗Q. In fact,
any cotangent bundle has a natural 1-form θ = pidq
i,
where qi are the coordinates of Q and pi are the coordi-
nates of the co-vectors of T ∗Q. It is easy to verify that
indeed the 2-form defined by Ω = −dθ satisfies auto-
matically the conditions (1-3). Yet not all symplectic
manifolds are cotangent bundles.
An example that will be of great importance for
us later is that of quantum projective spaces. We may
define a dynamical structure on a symplectic manifold
(the phase space) by introducing a real-value Hamilto-
nian function H : M → R which maps each point in M
to a definite energy value. We can also define a sym-
plectic gradient XH of H (through Ω) by the following
relation Ω(XH , Y ) = dH(Y ) for any vector field Y de-
fined over M . In canonical coordinates, the vector field
XH is given by
XH =
∂H
∂pi
∂
∂qi
− ∂H
∂qi
∂
∂pi
(2)
The motion of the system is given by the integral
curves of XH and the first order ODE’s associated to
them are the well-known Hamilton equations:
q˙i =
∂H
∂pi
and p˙i = −∂H
∂qi
(3)
A classical observable is any well-behaved real func-
tion defined on M . For example, the observables Qi and
Pi are respectively the i-th components of the general-
ized position and momentum
Qi : M → R
(qi, pi) −→ qi and
Pi : M → R
(qi, pi) −→ pi
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The Poisson brackets of two arbitrary observables f
and g can then be defined as:
{f, g} = Ω(Xf , Xg) = ∂g
∂pi
∂f
∂qi
− ∂f
∂pi
∂g
∂qi
, (4)
and the temporal evolution of a general observable
O(qi, pi) can be written as
dO
dt
= {O,H} (5)
The different formulations of Quantum Mechanics
have shown from the very beginning a close relation
with the structure of classical analytical mechanics as
one can infer from common denominations of quantum
physics as like, for example, the “Hamiltonian opera-
tor” for the generator of time displacements and the
formal analogies of equations like the Heisenberg equa-
tion and its classical analog given by (5) (we use hence-
forth ~ = 1 units)
i
dOˆ
dt
= [Oˆ, Hˆ] (6)
for the evolution of a quantum observable Oˆ and a clas-
sical observable O
(
qi, pi
)
. Since then, some different
formalisms that relate both structures have been in-
troduced with a number of applications in physics. In
the next sections, we review some of these formalisms
such as the Weyl-Wigner transform theory and coher-
ent state theory. In the final sections we show how these
structures are intimately related to the concepts of weak
values and modular variables.
One of the most fundamental differences between
quantum physics and classical physics is that the first
admits the possibilities of both discrete and continuous
observables while the second admits only continuous
quantities. In the next section we will discuss only con-
tinuous phase spaces and in the following sections we
will address “finite” or “discrete” phase spaces when we
introduce the Schwinger formalism as a tool towards a
deeper understanding of the concept of modular vari-
ables.
3 The Weyl-Wigner Formalism
(The main references for this section are [14] and
[15])
3.1 The Fourier Transform Operator
Consider a quantum system defined by the motion
of a single non-relativistic particle in one dimension.
Let {|q(x)〉} and {|p(x)〉} (−∞ < x < ∞) represent
respectively the quantum eigenkets of the position and
momentum observables. In other words, we have:
Qˆ |q(x)〉 = x |q(x)〉 and Pˆ |p(x)〉 = x |p(x)〉 (7)
where Qˆ and Pˆ are the position and momentum opera-
tors, respectively. It is important to notice here that we
use a slightly different notation than the usual choice.
For instance, the ket |q(x)〉 is an eigenvector of Qˆ with
eigenvalue x. That is, we distinguish the “kind” of eigen-
vector (position or momentum) from its eigenvalue. This
is different from the more common notation where |q〉
and |p〉 represent both the type of eigenket (respec-
tively position and momentum in this case) and also the
eigenvalue in the sense that Qˆ |q〉 = q |q〉 and Pˆ |p〉 =
p |p〉. As we shall see shortly, our choice of notation will
allow us to write some equations in a more compact
and elegant form. We shall designate the vector space
generated by these basis as W (∞). This is clearly not a
Hilbert space since W (∞) accommodates “generalized
vectors” as |q(x)〉 and |p(x)〉 that have “infinite norm”.
A rigorous foundation for this construction can be given
within the so called rigged vector space formalism (see
[16] for more details on this issue). Later on, we will
present a natural construction of these spaces as a con-
tinuous heuristic limit of analogous well-defined finite
dimensional spaces originally due to Schwinger.
Let Vˆξ and Uˆη (−∞ < ξ, η <∞) be a pair of unitary
operators that implement the one parameter abelian
group of translations on respectively the position and
momentum basis in the sense that
Vˆξ |q(x)〉 = |q(x− ξ)〉 and Uˆη |p(x)〉 = |p(x+ η)〉
(8)
The hermitian generators of Vˆξ and Uˆη are the momen-
tum and position observables, respectively:
Vˆξ = e
iξPˆ and Uˆη = e
iηQˆ (9)
so that
Vˆξ |p(x)〉 = eiξx |p(x)〉 and Uˆη |q(x)〉 = eiηx |q(x)〉
(10)
The translation operators also obey the so called Weyl
relation:
VˆξUˆη = UˆηVˆξe
iηξ (11)
which can be thought as an exponentiated version of
the familiar Heisenberg relation:
[Qˆ, Pˆ ] = iIˆ (12)
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The basis |q(x)〉 and |p(x)〉 are both complete and
normalized in the sense that
Iˆ =
∫ +∞
−∞
dx |q(x)〉 〈q(x)| =
∫ +∞
−∞
dx |p(x)〉 〈p(x)| (13)
and
〈q(x)| q(x′)〉 = 〈p(x)| p(x′)〉 = δ(x− x′) (14)
The overlap between the position and momentum eigen-
state is given by the well-known plane wave function:
〈q(x)| p(x′)〉 = 1√
2pi
eixx′ (15)
Any arbitrary abstract state |ψ〉 has a “position ba-
sis wave function”given by 〈q(x)|ψ〉 and a “momentum
basis wave function” given by 〈p(x)|ψ〉. The relation
between both is given by the Fourier transform opera-
tor which is a unitary operator that takes one basis to
another as
Fˆ |q(x)〉 = |p(x)〉 (16)
This operator can be defined in a more elegant and
compact manner as:
Fˆ =
∫ +∞
−∞
dx |p(x)〉 〈q(x)| (17)
Note that the above equation could not have been writ-
ten in such way within the conventional notation. We
also have that
Fˆ † |p(x)〉 = |q(x)〉
and that Fˆ is unitary, which means that
Fˆ †Fˆ = Iˆ
The Fourier transform of ψ(x) = 〈q(x)|ψ〉 is then
〈q(x)| Fˆ † |ψ〉 = 〈p(x)|ψ〉 = ψ˜(x), where we introduced
here the tilde psi-function ψ˜(x) as the Fourier transform
of ψ(x). The effect of the inverse transform Fourier op-
erator over the position basis is given by
Fˆ † |q(x)〉 =
∫ +∞
−∞
dx′ |q(x′)〉 〈p(x′)| q(x)〉
From the symmetries of (15) it is easy to see that
〈p(x′)| q(x)〉 = 〈q(x′)| p(−x)〉 so that:
Fˆ †|q(x)〉 =
∫ +∞
−∞
dx′ |q(x′)〉 〈q(x′)| p(−x)〉 = |p(−x)〉
Analogously, we may write
Fˆ 2 |q(x)〉 = Fˆ |p(x)〉 =
∫ +∞
−∞
dx′ |p(x′)〉 〈q(x′)| p(x)〉
=
∫ +∞
−∞
dx′ |p(x′)〉 〈p(x′)| q(−x)〉 = |q(−x)〉
This implies that Fˆ 2 is nothing else but the space in-
version operator in W (∞). Analogously one can deduce
in a similar manner that
Fˆ 2 |p(x)〉 = |p(−x)〉
This also implies that
Fˆ 4 = Iˆ
which means that the spectrum of the Fourier opera-
tor Fˆ is constituted by the fourth roots of unity. We
shall return to this issue in a later section. In a similar
manner it is not difficult to show that
Fˆ †UˆξFˆ = Vˆ
†
ξ and Fˆ
†VˆξFˆ = Uˆξ (18)
and
Fˆ VˆξFˆ
† = Uˆ†ξ and Fˆ UˆξFˆ
† = Vˆξ (19)
which implies the following two very important rela-
tions
Fˆ 2UˆξFˆ
2 = Uˆ†ξ and Fˆ
2VˆξFˆ
2 = Vˆ †ξ (20)
3.2 An Intrinsic Formulation for the Weyl-Wigner
Operator and Transform
We shall designate the space of linear operators over
W (∞) as T 11 (W
(∞)) and denote the “vectors”(the ele-
ments) Aˆ, Bˆ, Cˆ,. . . of T 11 (W
(∞)) respectively by |Aˆ),
|Bˆ),|Cˆ),. . . Following Schwinger [17], we introduce the
well-known hermitian inner product, also known as the
Hilbert-Schmidt inner product, in T 11 (W
(∞)) given by:
(Aˆ|Bˆ) = tr(Aˆ†Bˆ) (21)
The space T 11 (W
(∞)) has an additional algebraic struc-
ture which turns it into an operator algebra. In fact,
we have the following product |Aˆ).|Bˆ) = |Aˆ.Bˆ), where
Aˆ.Bˆ is the usual operator product between |Aˆ) and |Bˆ).
In this way we may identify the elements of T 11 (W
(∞))
with the elements of T 11 (T
1
1 (W
(∞))) in an unique man-
ner through the obvious inclusion map
i : T 11 (W
(∞))→ T 11 (T 11 (W (∞)))
Aˆ ≡ |Aˆ) 7→ A˘,
such that A˘|Bˆ) = |Aˆ.Bˆ). We will usually allow ourselves
a slight abuse of language by dismissing any explicit
mention to this inclusion map. For instance, consider
the following identifications of the Identity Operator:
Iˆ ≡ |Iˆ) i≡ I˘ . In this way one may define a set of op-
erators Xˆ(α) ≡ |Xˆ(α)) to be complete in T 11 (W (∞)),
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where α is a variable that takes values in some appro-
priate “index set”, if∫
dα|Xˆ(α))(Xˆ(α)| = I˘ ≡ Iˆ ≡ |Iˆ), (22)
where dα is an appropriate measure in the index set.
Orthonormality can be written as
(Xˆ(α)|Xˆ(β)) = tr(Xˆ†(α)Xˆ(β)) = δ(α− β) (23)
As an example, consider |q(x)〉〈p(y)| ≡ |x, y) with
x, y ∈ R2. This set of R2-valued operators is indeed
orthonormal in the sense that
(x, y|x′, y′) = δ(x− x′)δ(y − y′) (24)
It is not difficult to prove that (x, y|Aˆ) = 〈q(x)|Aˆ|p(y)〉
and
∫ ∫
dxdy|x, y)(x, y| = I˘. These results can be used
to prove another very convenient completeness relation
for a set {Xˆ(α)} as∫
dαXˆ†(α)AˆXˆ(α) = (trAˆ)Iˆ , ∀ Aˆ ∈ T 11 (W (∞))
We can now define a set of operators (the so called
Weyl-Wigner operators) also parameterized by the phase
space plane (x, y) ∈ R2 in the following intrinsic man-
ner
∆ˆ(x, y) = 2Vˆ †y Uˆ2xVˆ
†
y Fˆ
2 (25)
With aid of (20), one can easily prove the following
important properties:
– hermiticity:
∆ˆ†(x, y) = ∆ˆ(x, y) (26)
– unit trace:
tr(∆ˆ(x, y)) = (∆ˆ(x, y)|Iˆ) = 1 (27)
– orthonormality of 1√
2pi
∆ˆ(x, y):
(∆ˆ(x, y)|∆ˆ(x′, y′)) = 2piδ(x− x′)δ(y − y′) (28)
– 1st form for the completeness of 1√
2pi
∆ˆ(x, y):
1
2pi
∫ ∫
dxdy|∆ˆ(x, y))(∆ˆ(x, y)| = Iˆ (29)
– 2nd form of the completeness of 1√
2pi
∆ˆ(x, y):
1
2pi
∫ ∫
dxdy∆ˆ(x, y)Aˆ∆ˆ(x, y) = (trAˆ)Iˆ , ∀Aˆ (30)
Some other properties (not so well-known) for the
Weyl-Wigner operators are the following:
∆ˆ2(x, y) = 4Iˆ (31)
Fˆ 2∆ˆ(x, y)Fˆ 2 = ∆ˆ(−x,−y) (32)
∆ˆ(0, 0) = 2Fˆ 2 (33)
At this point, one can define the Weyl-Wigner Trans-
form of an arbitrary Operator as
W{Aˆ}(x, y) = (∆ˆ(x, y)|Aˆ) = a(x, y) (34)
The transform of Aˆ is in general a complex function
a(x, y) of the phase plane, but if Aˆ is hermitian, then
a(x, y) is clearly real -valued. One is tempted to see this
transform as a map between quantum observables to
“classical observables” in some sense. In fact, as we
shall soon see, there is a certain sense where in the
~ → 0 limit, one can see that a(x, y) goes indeed to
the expected classical observable. Wigner introduced
this transform to map density operators of mixed states
to classical probability densities over phase space, but
the fact is that these densities obey all axioms for a
true probability distribution on phase space with the
exception of positivity. In this way, the negativity of
the transform of a density operator signals for a depar-
ture of classicality of the mixed state or some kind of
measure of “quanticity” of the state.
3.3 The Classical Limit
The inner product between two operators Aˆ and Bˆ
can be written in terms of their WW transforms as
(Aˆ|Bˆ) = 1
2pi
∫
dxdya(x, y)b(x, y), (35)
where a(x, y) is the c.c. of a(x, y). The transform of a
product of two arbitrary operators can be seen, after a
tedious calculation, as
(∆ˆ(x, y)|AˆBˆ) = a(x, y) exp
[
− i
2
(
←−
∂
∂x
−→
∂
∂y
−
←−
∂
∂y
−→
∂
∂x
)
]
b(x, y),
(36)
where the arrows above the partial derivative operators
indicate “which function” it operates on. With this re-
sult, it is not difficult to guess the very suggestive form
of the WW transform of the commutator of two opera-
tors and (we momentarily restore ~ here explicitly) the
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following fact that the “classical limit” can be under-
stood as
− 2i lim
~→0
(1
~
(∆ˆ(x, y)|[Aˆ, Bˆ])
)
= 2lim
~→0
(1
~
a(x, y) sin
[~
2
(←−∂
∂x
−→
∂
∂y
−
←−
∂
∂y
−→
∂
∂x
)]
b(x, y)
)
= {a(x, y), b(x, y)} (37)
One recognizes the last term of the above equation as
the Poisson bracket of the classical observables a(x, y)
and b(x, y). The operation defined by (36) establishes a
non-commutative algebra over the real functions defined
on phase space. It is also known as the star-product and
it forms the basis of the non-commutative geometric
point of view for quantization.
3.4 The Issue of the Number of Degrees of Freedom
The extension of the continuous WW formalism to
two or more degrees of freedom is straightforward: For
instance, let |q(x)〉 and |q(y)〉 be complete position eigen-
basis for the x and y directions, respectively. Then, a
point r of the plane is clearly represented by the tensor
product state |q(r)〉 = |q(x)〉 ⊗ |q(y)〉. The 2D transla-
tion operator
Vˆξ = e
iP.ξ = eiPˆxξx ⊗ eiPˆyξy (38)
acts upon the |q(r)〉 basis by the expected manner as
Vˆξ|q(r)〉 = |q(r − ξ)〉. This can be clearly carried out
for any number of degrees of freedom in the same way.
For finite dimensional quantum spaces, things are not
as simple as we shall see further ahead.
4 The Geometry of Quantum Mechanics
(The main references for this section are [11], [18]
and [19])
4.1 The Projective Space CP(N)
Let us consider the (N + 1)-dimensional quantum
space W (N+1). This is a complex vector space together
with an anti-linear map between W (N+1) and its dual
W
(N+1)
:
〈 〉 : W (N+1) →W (N+1)
|ψ〉 7→ 〈ψ| = (|ψ〉)†
that takes each ket state to its associated bra state
through the familiar “dagger” operation. The inner prod-
uct between |ψ1〉 and |ψ2〉 can then be defined as the
natural action of 〈ψ1| over |ψ2〉 in the usual Dirac nota-
tion 〈ψ1|ψ2〉. Following [11], one can define Euclidean
and symplectic metric structures on W (N+1) through
the relations
G (|ψ1〉, |ψ2〉) = Re 〈ψ1|ψ2〉 and
Ω (|ψ1〉, |ψ2〉) = Im 〈ψ1|ψ2〉 (39)
From fundamental postulates of Quantum Mechan-
ics, it is clear that a state vector |ψ〉 ∈W (N+1) is phys-
ically indistinguishable from the state vector λ|ψ〉 (for
arbitrary λ ∈ C). Thus, the true physical space of states
of the theory is the so called “space of rays” or the com-
plex projective space CP(N) defined by the quotient of
W (N+1) by the above physically motivated equivalence
relation.
Given an orthonormal basis {|uσ〉} σ = 0, 1, 2,. . . ,
then a general state vector can be expanded as |ψ〉 =
|uσ〉zσ. One can map this state to a sphere S2N+1 with
squared radius given by r2 = z¯σz
σ. We introduce pro-
jective coordinates
ξi = zi/z0 (40)
on CP(N) so that
z0 = reiφ/(1 + ξ¯jξ
j)1/2 with i = 1, . . . , n, (41)
where φ is an arbitrary phase factor. The Euclidean
metric in W (N+1) (seen here as a (2n+ 2)-dimensional
real vector space) can be written as
dl2
(
W (N+1)
)
= dz¯σdz
σ = dr2 + dS2(S2N+1) (42)
where
dS2(S2N+1) = (dφ−A)2 + ds2(CP(N))
is the squared distance element over the space of nor-
malized vectors and the one-form
A =
i
2
(ξ¯idξ
i − dξ¯iξi)
(1 + ξ¯iξi)
is the well known abelian connection of the U(1) bundle
over CP(N) [18]. The metric ds2(CP(N)) over the space
of rays in projective coordinates is given explicitly by:
ds2(CP(N)) =
i
2
[(1 + ξ¯iξ
i)δjk − ξ¯kξj)]
(1 + ξ¯iξi)2
dξ¯jdξ
k
and Ω = dA is a 2-form defined over CP(N) which
makes it a symplectic manifold. These quantum sym-
plectic spaces are physically very different in origin from
their Newtonian counterparts.
The Newtonian phase spaces are cotangent bundles
over some configuration manifold and as such they are
always non-compact manifolds, while projective spaces
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are compact for finite N . For instance, CP(1) can be
identified with a 2-sphere. The quantum projective spaces
also have an additional structure given by their Rie-
mannian metric, which is absent in the Newtonian case.
Both these structures are compatible in a precise sense
that makes these complex projective spaces examples of
what is called a Kahler manifold [11]. A more natural
and intuitive pictorial representation of these structures
can be seen easily in figure 1.
Fig. 1 Pictorial representation of the quantum space of
states.
The points P1 and P2 ∈ CP(N) are the projections
respectively from two infinitesimally nearby normalized
state vectors |ψ〉 and |ψ + dψ〉. It is natural to define
then, the squared distance between P1 and P2 as the
projection of |dψ〉 in the subspace orthogonal to |ψ〉,
that is, the projection given by the projective operator
pˆi|ψ〉 = Iˆ − |ψ〉 〈ψ|. It is then easy to see that
ds2(CP(N)) = 〈dψ| dψ〉 − 〈dψ|ψ〉 〈ψ| dψ〉 (43)
which is an elegant and coordinate independent manner
to express the metric over CP(N). The time-evolution
of a physical state in CP(N) is given by the projection
of the linear Schro¨dinger evolution in W (N+1) which
results in a Hamiltonian (classical-like) evolution in the
space of rays.
5 Coherent States and the Quantum
Symplectic Group
(The main references for this section are [20,21,22,
23])
5.1 The Spectrum of the Fourier Transform Operator
Let aˆ and aˆ† be respectively the usual annihilation
and creation operators defined as [15]
aˆ =
1√
2
(Qˆ+ iPˆ ) and aˆ† =
1√
2
(Qˆ− iPˆ ) (44)
It follows immediately from the Heisenberg commuta-
tion relations that [aˆ, aˆ†] = Iˆ, and if we define also the
hermitian number operator Nˆ = aˆ†aˆ, it is not difficult
to derive the well-known relations:
[Nˆ , aˆ] = −aˆ and [Nˆ , aˆ† ] = aˆ† (45)
which implies the also well-known spectrum Nˆ |n〉 =
n |n〉(n = 0, 1, 2, . . .) of the number operator and the
“up and down-the-ladder” action for aˆ and aˆ†:
aˆ |n〉 = √n |n〉 and aˆ† |n〉 = √n+ 1 |n+ 1〉 (46)
and also where the ground-state or vacuum state |0〉 is
annihilated by aˆ:
aˆ |0〉 = 0 (47)
The above algebraic equation for the vacuum state can
be written in the position and momentum basis as the
following differential equations:
〈q(x)|aˆ|0〉 = 1√
2
(x+
d
dx
) 〈q(x)| 0〉 = 〈p(x)|aˆ|0〉
=
1√
2
(x+
d
dx
) 〈p(x)| 0〉 = 0 (48)
Which gives us the normalized Gaussian functions
〈q(x)| 0〉 = 〈p(x)| 0〉 = pi−1/4e−x2/2 (49)
From equation (16) we conclude that the vacuum state
is a fixed point of the Fourier Transform operator
Fˆ |0〉 = |0〉 (50)
The infinitesimal versions of equations (18) and (19)
are simply
Fˆ †aˆFˆ = iaˆ and Fˆ †aˆ†Fˆ = −iaˆ†
Which implies that
[Fˆ , Nˆ ] = 0
Thus, the Fourier transform operator commutes with
the number operator so they necessarily share the same
eigenstates. From the fixed point condition of the vac-
uum state together with the equations above, it is not
difficult to see that
Fˆ |n〉 = (i)n|n〉 and Fˆ = eipi2 Nˆ ,
which implies that Nˆ is the hermitian generator of the
Fourier transform. In fact, at this point, it is a quite ob-
vious move to introduce a complete rotation operator in
phase space known as the Fractional Fourier Operator
given by [24]
Fˆθ = e
iθNˆ
The Fourier transform operator is then recognized as a
special case for θ = pi/2.
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5.2 The Quantum Linear Symplectic Transforms
It is also natural to extend the Fractional Fourier
transform to a complete set of quantum symplectic trans-
forms, those unitary transformation in W (∞) that im-
plement a representation of the group of area preserv-
ing linear maps of the classical phase plane. This is the
non-abelian SL(2,R) group. Probably the best way to
visualize this is through the identification of the phase
plane with the complex plane via the standard complex-
valued coherent states defined by the following change
of variables: z = (1/
√
2)(q + ip) and by defining the
coherent states as
|z〉 = Dˆ[z]|0〉, with Dˆ[z] = 1
2
∆ˆ(z/2)Fˆ 2 = e(zaˆ
†−zaˆ)
(51)
The Dˆ[z] operator is known as the displacement opera-
tor and the well-known “over-completeness” of the co-
herent state representation follows from the complete-
ness of the ∆ˆ(z) basis. The overlap between two arbi-
trary coherent states is given by
〈z| z′〉 = 〈p, q| p′, q′〉 = e−1/4[(p−p′)2+(q−q′)2]ei(p′q−pq′)/2
(52)
Note above, the symplectic phase proportional to the
area in the phase plane defined by the vectors (p, q) and
(p′, q′). It is also not difficult to show that indeed
Fˆθ|z〉 = eiθNˆ |z〉 = |eiθz〉, (53)
which is a direct manner to represent the Fractional
Fourier transform for arbitrary θ. Since the generator
of rotations is quadratic in the canonical observables Qˆ
and Pˆ , one may try to write down all possible quadratic
operators in these variables: Qˆ2, Pˆ 2, QˆPˆ and Pˆ Qˆ, but
the last two are obviously non-Hermitian so we could
change them to the following (Hermitian) linear com-
binations: QˆPˆ + Pˆ Qˆ and i(QˆPˆ − Pˆ Qˆ). The last one
is proportional to the identity operator because of the
Heisenberg commutation relation, so this leaves us with
three linear independent operators that we choose as
Hˆ0 =
1
2
(Qˆ2 + Pˆ 2) = Nˆ +
1
2
Iˆ = aˆ†aˆ+
1
2
Iˆ (54)
gˆ =
1
2
{Qˆ, Pˆ} = 1
2
(QˆPˆ + Pˆ Qˆ) =
i
2
[(aˆ†)2 − aˆ2] (55)
kˆ =
1
2
(Qˆ2 − Pˆ 2) = 1
2
[(aˆ†)2 + aˆ2] (56)
These three generators implement in W (∞), the algebra
sl(2,R) of SL(2,R). The gˆ operator is nothing but the
squeezing generator from quantum optics [25]. Indeed,
the scale operator
Sˆξ = e
igˆ ln ξ (57)
generated by gˆ act upon the position and momentum
basis respectively as
Sˆξ|q(x)〉 =
√
ξ|q(ξx)〉 and Sˆξ|p(x)〉 = 1√
ξ
|p(x/ξ)〉
The kˆ operator generates hyperbolic rotations, that
is, linear transformations of the plane that preserve an
indefinite metric. It takes the hyperbola x2−y2 = 1 into
itself in an analogous way that the Euclidean rotation
takes the circle x2 + y2 = 1 into itself. SL(2,R) is the
Lie Group of all area preserving linear transformations
of the plane, so we can identify it with the 2 × 2 real
matrices with unit determinant. Since det eX = etrX ,
we can also identify the algebra sl(2,R) with all 2 × 2
real matrices with null trace. Thus, it is natural to make
the following choice for a basis in this algebra:
Xˆ1 = σˆ1
Xˆ2 = iσˆ2
Xˆ3 = σˆ3,
where we have written (for practical purposes) the ele-
ments of the algebra in terms of the well-known Pauli
matrices. This is very adequate because physicists are
familiar with the commutation relations of the Pauli
matrices since they form a two-dimensional representa-
tion of the angular momentum algebra and we can make
use of these algebraic relations to completely character-
ize the sl(2,R) algebra. In fact, the mapping described
by the table below relates these algebra elements di-
rectly to the algebra of their representation carried on
W (∞)):
Generators of sl(2,R) Generators of the representation
Xˆ1 = σˆ1 −ikˆ
Xˆ2 = iσˆ2 −iHˆ0
Xˆ3 = σˆ3 −igˆ
(58)
With a bit of work, it is not difficult to convince one-
self that these mapped elements indeed obey identical
commutation relations.
6 Weak Values and Quantum Mechanics in
Phase Space
The weak value of a quantum system was intro-
duced by Aharonov, Albert and Vaidman (A.A.V.) in
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[6] based on the two-state formalism for Quantum Me-
chanics [5,26] and it generalizes the concept of an ex-
pectation value for a given observable. Let the initial
state of a product space W = WS ⊗WM be given by
the product state |Ψ〉 = |α〉 ⊗ |φ(I)〉 where |α〉 is the
pre-selected state of the system and |φ(I)〉 is the initial
state of the apparatus. Suppose further that a “weak
Hamiltonian” governs the interaction between the sys-
tem and the measuring apparatus as:
Hˆint = δ(t− t0)Oˆ ⊗ Pˆ (→ 0), (59)
where Oˆ is an arbitrary observable to be measured in
the system. After the ideal instantaneous interaction
that models this von Neumann (weak) measurement
[27], suppose we post-select a certain final state |β〉 of
the system after performing a strong measurement on
it. In this case, the final state of the apparatus is clearly
given by
|φ(F )〉 = (〈β| ⊗ Iˆ)e−iOˆ⊗Pˆ (|α〉 ⊗ |φ(I)〉)
≈ 〈β|α〉(1− iOw)|φ(I)〉, (60)
where
Ow =
〈β| Oˆ|α〉
〈β|α〉 (61)
is the weak value of the observable Oˆ for these partic-
ular chosen pre and post-selected states. Note that the
weak value Ow of the observable is, in general, an ar-
bitrary complex number. Note also that, though |φ(I)〉
is a normalized state, the |φ(F )〉 state vector in gen-
eral, is not normalized. In the original formulation of
(A.A.V.), the momentum Pˆ acts upon the measuring
system, implementing a small translation of the initial
wave function in the position basis, but which can be
measured from the mean value of the results of a large
series of identical experiments. That is, the expectation
value of the position operator Qˆ over a large ensem-
ble with the same pre and post selected states. One can
generalize this procedure [28] by taking an arbitrary op-
erator Mˆ in the place of Qˆ as the observable of W(M) to
be measured. In this case, the usual expectation values
of Mˆ for the initial and final states |φ(I)〉 and |φ(F )〉 are
respectively:
〈Mˆ〉(I) = 〈φ(I)|Mˆ |φ(I)〉 and
〈Mˆ〉(F ) =
〈φ(F )|Mˆ |φ(F )〉
〈φ(F )|φ(F )〉 (62)
and the difference between these expectation values (the
shift of Mˆ) to first order in  is given in general by [28]:
∆Mˆ = 〈Mˆ〉(F ) − 〈Mˆ〉(I)
= [(Im(Ow)(〈φ(I)|{Mˆ, Pˆ}|φ(I)〉−
− 2〈φ(I)|Pˆ |φ(I)〉〈φ(I)|Mˆ |φ(I)〉)−
− iRe(Ow)〈φ(I)|[Mˆ, Pˆ ]|φ(I)〉] (63)
For the choice Mˆ = Qˆ and also by using the Heisen-
berg picture for the time evolution and by choosing
the most general Hamiltonian Hˆ = 12m Pˆ
2 + V (Qˆ) for
the measuring system one can derive the following shift
(also using the sl(2,R) algebra and the Heisenberg com-
mutation relation):
∆Qˆ = [Re(Ow) +m Im(Ow)
d
dt
(δ2|φ(I)〉Qˆ)], (64)
where δ|φ(I)〉Qˆ is the uncertainty of the initial state
|φ(I)〉 and analogously for Mˆ = Pˆ , one arrives at
∆Pˆ = 2 Im(Ow)(δ
2
|φ(I)〉Pˆ ) (65)
This result is clearly asymmetric because of the choice
of the translation generator Pˆ in the interaction Hamil-
tonian. Note also that from the above equations one can
see that it is impossible to extract the real and imagi-
nary values of the weak value with the measurement of
∆Qˆ only, because both of these numbers are absorbed
in a same real number. It is necessary to measure ∆Pˆ
(besides knowing the values of ddt (δ
2
|φ(I)〉Qˆ) and δ
2
|φ(I)〉Pˆ .
There is no reason why one should need to choose Pˆ
or Qˆ in the weak measurement Hamiltonian. One may
choose any of the symplectic generators making use of
the full symmetry of the SL(2,R) group. The Pˆ and Qˆ
operators generate translations in phase space, but one
can implement any area preserving transformation in
the plane by also using observables that are quadratic
in the momentum and position observables. By mak-
ing use of the freedom of choice of an arbitrary initial
state vector |φ(i)〉 one can choose also an interaction
Hamiltonian of the following form:
Hˆint = δ(t− t0)Oˆ ⊗ Rˆ (→ 0), (66)
where Rˆ is any element of the algebra sl(2,R), so it is
the generator of an arbitrary symplectic transform of
the measuring system. In this way the generalized ∆Mˆ
shift in these conditions is given by:
∆Mˆ =
[
(Im(Ow)(〈φ(I)|{Mˆ, Rˆ}|φ(I)〉−
− 2〈φ
(I)
|Rˆ|φ
(I)
〉〈φ
(I)
|Mˆ |φ
(I)
〉)−
− iRe(Ow)〈φ(I) |[Mˆ, Rˆ]|φ(I)〉
]
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By making the choice Mˆ = Rˆ, one arrives at:
∆Rˆ = 2 Im(Ow)(δ
2
|φ
(I)
〉Rˆ)
For the second observable, we could choose any ob-
servable that does not commute with Rˆ. This is because
the main idea is to choose a “conjugate” variable to Rˆ
in a similar way that occurs with the (Qˆ, Pˆ ) pair. So one
obvious choice is to pick the number operator Nˆ in the
place of Rˆ. Since Nˆ is the generator of Euclidean rota-
tions in phase space, the annihilator operator aˆ seems
a natural candidate operator (though not hermitian)
to go along with Nˆ . With this choice of Mˆ = aˆ it is
not difficult to calculate the shift for the annihilator
operator:
∆aˆ = [−iOw〈φ(I) |aˆ|φ(I)〉+ 2 Im(Ow)(〈φ(I) |Nˆ aˆ|φ(I)〉−
− 〈φ
(I)
|Nˆ |φ
(I)
〉〈φ
(I)
|aˆ|φ
(I)
〉)] (67)
In most models of weak measurements, the initial
state of the measuring system is chosen to be a Gaus-
sian state and the weak interaction promotes a small
translation of its center. In realistic quantum optical
implementations of the measuring system, it is reason-
able to choose the initial state of the system as a coher-
ent state |φ
(I)
〉 = |z〉. In this case, there is a dramatic
simplification for the shift:
∆aˆ = iOw = |Ow|ei(θz+θw−pi/2)
where z = |z|eiθz and Ow = |Ow|eiθw . If we make the
following convenient choice for the phase θz = pi/2 and
rewrite the above equation in terms of the canonical
pair (Qˆ, Pˆ ), we arrive at a symmetric pair of equations
for ∆Qˆ and ∆Pˆ :
∆Qˆ = 
√
2|z|Re(Ow) and ∆Pˆ = 
√
2|z| Im(Ow)
(68)
These equations do not depend on the quadratic
dispersion or the time derivative of the quadratic dis-
persion of any observable for the initial state of the
measuring system and, in principle, one may “tune”
the size of the |z| term despite how small  may be
by making |z| large enough. This is of great practical
importance for optical implementations of weak value
measurements since |z| for a quantized mode of an elec-
tromagnetic field is nothing else but the mean photon
number in this mode for the coherent state |z〉 [25].
7 von Neumann’s Pre-measurement, Weak
Values and the Geometry of Quantum
Mechanics
In the last section we discussed von Neumann’s model
for a pre-measurement in the weak measurement limit
in order to obtain a deeper understanding of the con-
cept of a weak value in terms of a quantum phase
space analysis of the measuring apparatus system. In
this section we implement, in a certain sense, the oppo-
site approach: We shall discuss certain geometric struc-
tures of the measured system based on previous work
of Tamate et al [29]. Let W = W(S) ⊗ W(M) be the
state space formed by composing the subsystem W(S)
with the measuring subsystem W(M). We will initially
assume that the measured system is a discrete quan-
tum variable of W(S) defined by an observable Oˆ =
|ok〉ok〈ok| (we use henceforth the sum convention). The
measuring subsystem will be considered as a structure-
less (no spin or internal variables) quantum mechan-
ical particle in one dimension (further ahead we will
also consider discrete measuring systems). Suppose the
initial state of the total system is given by the follow-
ing unentangled product state: |Ψ(I)〉 = |α〉 ⊗ |φ(I)〉.
After performing an ideal von Neumann measurement
through the interaction Hamiltonian,
Hˆint = λδ(t− t0)Oˆ ⊗ Pˆ (69)
the final state will be
(Iˆ ⊗ 〈q(x)|)|Ψ(F )〉 = |oj〉αjφ(I)(x− λoj),
where φ(I)(x) = 〈q(x)|φ(I)〉 is the initial wave-function
in the position basis of the measuring system. Note that
a correlation in the final state of the total system is
then established between the variable to be measured
oj with the continuous position variable of the measur-
ing particle. This step of the von Neumann measure-
ment prescription is called the pre-measurement of the
system.
Consider now the measuring system as a finite di-
mensional quantum system W(M). In particular, if n =
2, our measuring apparatus consists of a single qubit
so that we can treat this two-level measuring system
making explicit use of the CP(1) (Bloch sphere) geom-
etry. A single qubit can be written in the Bloch sphere
standard form as
|θ, φ〉 = cos(θ/2)|u0〉+ eiφ sin(θ/2)|u0〉 (70)
The single projective coordinate in this case is ξ =
tan(θ/2)eiφ and, remarkably, we shall see that this com-
plex number can actually be measured physically as a
certain appropriate weak value for two level systems.
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Suppose now that the interaction happens in an arbi-
trary finite dimensional measuring system: W = W(S)⊗
W(M), that is, dimW(M) = m. The initial non-entangled
pure-state is |Ψ(I)〉 = |α〉 ⊗ |φ(I)〉 and the finite mo-
mentum basis is given by {|vσ〉}, (σ = 0, 1, . . . ,m − 1)
so that the momentum observable can be expressed as
Pˆ = |vσ〉pσ 〈vσ|. Again we model our instantaneous
interaction with the interaction Hamiltonian given by
(69) so that our final entangled state is given by
|Ψ(F )〉 = |Aσ〉 ⊗ |vσ〉φσ, (71)
where
|Aσ〉 = e−iλpσOˆ|α〉 and |φ(I)〉 = |vσ〉φσ (72)
The above entangled state clearly establishes a finite
index correlation between |Aσ〉 ∈ W(S) and the finite
momentum basis |vσ〉. The total system is in the pure
state |Ψ(F )〉〈Ψ(F )| and by tracing out the first subsys-
tem, the measuring system will be:
ρˆ|Ψ(F )〉 = |vσ〉φσ 〈Aσ|Aτ 〉φτ 〈Aτ | (73)
For a single qubit, one has
|φ(I)〉 = cos(θ/2)|v0〉+ eiφ sin(θ/2)|v1〉, (74)
with
〈A0|A1〉 = |〈A0|A1〉|e−iη (75)
so that we can compute the probability P (η) of finding
the second subsystem in a certain reference state |θ =
pi/2, ϕ = 0〉 as
P (η) = tr(ρˆ|Ψ(F )〉|pi/2, 0〉〈pi/2, 0|)
=
1
2
+
1
4
(|〈A0|A1〉| sin θ cos(φ− η)) (76)
For a fixed θ, this probability is clearly maximized when
φ = η. This fact can be used to measure the so called
geometric phase
η = arg〈A0|A1〉
between the two indexed states |A0〉 and |A1〉 ∈ W(S).
This definition of a geometric phase was originally pro-
posed in 1956 by Pancharatnam [30] for optical states
and rediscovered by Berry in 1984 [31] in his study
of the adiabatic cyclic evolution of quantum states. In
1987, Anandan and Aharonov [32] gave a description of
this phase in terms of natural geometric structures of
the U(1) fiber-bundle structure over the space of rays
and of the symplectic and Riemannian structures in the
projective space CP(N) inherited from the hermitian
structure of W(S).
Given the final state |Ψ(F )〉, one may then “post-
select” a chosen state |β〉 ∈ W(S). The resulting state
is then clearly
|Ψ(F )〉 = C(|β〉 〈β| ⊗ Iˆ)) (|Aσ〉 ⊗ |vσ〉φσ) , (77)
where C is an unimportant normalization factor. Be-
cause of the post-selection, the system is now again
in a non-entangled state so that the partial trace of
|Ψ(F )〉〈Ψ(F )| over the first subsystem gives us
|φ(F )〉 = C〈β|A0〉 |vσ〉φσ (78)
By making the following phase choices
〈β|A0〉 = |〈β|A0〉|eiβ0 and 〈β|A1〉 = |〈β|A1〉|e−iβ1
(79)
we can again compute the probability of finding the sec-
ond subsystem in state |pi/2, 0〉 and again one finds that
for a fixed angle θ, the maximum probability occurs for
φ′ = β0 + β1 = arg(〈β|A0〉
〈
A1
∣∣β〉) (80)
This implies that there is an overall phase change Θ
given by
Θ = φ′ − φ = arg(〈A1∣∣β〉 〈β|A0〉 〈A0∣∣A1〉), (81)
which is a well-known geometric invariant in the sense
that it depends only on the projection of the state-
vectors |A0〉, |A1〉 and |β〉 on the Bloch sphere. In fact,
this quantity is the intrinsic geometric phase picked by
a state-vector that is parallel transported through the
closed geodesic triangle defined by the projection of the
three states on the space of rays. For a single qubit, the
geometric invariant is proportional to the area of the
geodesic triangle formed by the projection of the kets
|A0〉, |A1〉 and |β〉 on the Bloch sphere and it is well
known to be given by
Θ = arg(
〈
A1
∣∣β〉 〈β|A0〉 〈A0∣∣A1〉) = −Ω/2, (82)
whereΩ is the oriented solid angle formed by the geodesic
triangle.
Fig. 2 Solid angle formed by N. Pole and 2 Equator points.
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Returning to the single qubit case, notice that if we
choose the following state |α〉 = |u0〉 for the pre-selected
state (the “north pole” of the Bloch sphere), and |θ, φ〉
for the post-selected state and also
Oˆ = σˆ1 = |u0〉
〈
u1
∣∣+ |u1〉 〈u0∣∣ (83)
as the observable, then it is straightforward to compute
the weak value as
Ow = tan(θ/2)e
iφ, (84)
which is clearly complex-valued in general. What is cu-
rious about this result is that the weak value gives a
direct physical meaning to the complex projective co-
ordinate of the state vector in the Bloch sphere given
by (40) [33].
Fig. 3 Stereographic projection.
Suppose now that the physical system W is com-
posed by two subsystems W(S) ⊗W (∞) as before, but
the measuring system W (∞) is spanned by a complete
basis of position kets {|q(x)〉} (momentum kets {|p(x)〉}),
with −∞ < x, y < +∞. And again let us consider
the initial state as the product state vector |Ψ(I)〉 =
|α〉 ⊗ |φ(I)〉 together with an instantaneous interaction
coupling the observable Oˆ of W(S) with the momentum
observable Pˆ in W (∞). The system evolves then to
|Ψ(F )〉 =
∫ +∞
−∞
dy |A(y)〉 ⊗ |p(y)〉 φ˜(I)(y), (85)
where
|A(y)〉 = e−iλyOˆ |α〉 (86)
is the continuous indexed states that are correlated to
the momentum basis of the measuring apparatus and
φ˜(I)(y) = 〈p(y)|φ(I)〉 (87)
is the wave function of the initial state of the apparatus
in the momentum basis. We may now compute (to first
order in dy) the intrinsic phase shift between |A(y)〉
and |A(y + dy)〉 in a similar manner that was carried
out before with the discretely parameterized states:
arg(〈A(y)|A(y + dy)〉) ≈ −λdy〈Oˆ〉|α〉, (88)
where 〈Oˆ〉|α〉 is the expectation value
〈Oˆ〉|α〉 = 〈α| Oˆ |α〉 (89)
is the expectation value of observable Oˆ in the initial
state |α〉. We can also compute the shift of the expec-
tation value of the position observable of the particle
of the measuring system between the initial and final
states. Let {|oj〉}, (j = 0, 1, . . . N−1) be a complete set
of eigenkets of observable Oˆ. The final state of the com-
posite system can be described by the following pure
density matrix:
ρˆ|Ψ(F )〉 = |Ψ(F )〉〈Ψ(F )|
= |oj〉〈ok| ⊗ αj Vˆ †λoj |φ(I)〉〈φ(I)|Vˆλokαk (90)
By taking the partial trace of the W(S) system, we ar-
rive at the following mixed state that describes the mea-
suring system at instant tF :
ρˆ
(M)
|Ψ(F )〉 =
∑
j
|αj |2Vˆ †λoj
∣∣φ(I)〉 〈φ(I)∣∣ Vˆλoj (91)
The ensemble expectation value of position is then
[Qˆ]
ρˆ
(M)
|Ψ(F )〉
= tr(ρˆ
(M)
|Ψ(F )〉Qˆ) = 〈Qˆ〉|φ(I)〉 + λ〈Oˆ〉|α〉
A geometric interpretation of this von Neumann’s
pre-measurement can be presented in the following way:
Let |ψ(t)〉 be the curve of normalized state vectors in
W (N+1) given by the unitary evolution generated by
a given Hamiltonian Hˆ(t). The Schro¨dinger equation
implies a relation between |ψ(t)〉 and |ψ(t+ dt)〉 given
by:
|dψ(t)〉 = |ψ(t+ dt)〉 − |ψ(t)〉 = −iHˆ |ψ(t)〉 dt
The above equation together with (43) lead to a very
elegant relation for the squared distance between two
infinitesimally nearby projection of state vectors con-
nected by the unitary evolution over CP(N) [32]:
ds2(CP(N)) = [〈ψ(t)| Hˆ2 |ψ(t)〉 − 〈ψ(t)| Hˆ |ψ(t)〉2]dt2
= δ2|ψ(t)〉E (92)
The above equation means that the speed of the pro-
jection over CP(N) equals the instantaneous energy un-
certainty
ds
dt
= δ|ψ(t)〉E (93)
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A beautiful geometric derivation of the time-energy
uncertainty relation that follows directly from this equa-
tion can be found in [32]. (See also [34] for a pedagogical
discussion of this result related to the adiabatic theo-
rem in quantum mechanics).
Back to our discussion of the interaction between
the systems W (S) and W (∞), note that the expres-
sion |A(y)〉 = e−iλyOˆ |α〉 is formally equivalent to the
unitary time evolution equation |ψ(t)〉 = e−iHˆt |ψ(0)〉
which is clearly a solution of the Schro¨dinger equation
with a time-independent Hamiltonian. A formal anal-
ogy between the two distinct physical processes is ex-
emplified by the association below:
|ψ(t)〉 7→ |A(y)〉
|ψ(0)〉 7→ |α〉 = |A(0)〉
t 7→ y
Hˆ 7→ λOˆ.
Looking at subsystem W (S) and regarding y as an ex-
ternal parameter (just like the time variable for the uni-
tary time evolution) we may write the analog of (92) in
CP(N) ⊂W (S):
ds2 = [〈A(y)| Oˆ2 |A(t)〉 − 〈A(y)| Oˆ |A(t)〉2]λ2dy2
= [〈α| Oˆ2 |α〉 − 〈α| Oˆ |α〉2]λ2dy2 (94)
Comparing this result with equations (43) and (88) we
can immediately see the geometric interpretation for
the expectation value 〈α| Oˆ |α〉 in terms of the U(1)
fiber bundle structure as one can easily infer from the
pictorial representation in Figure 4.
Fig. 4 Phase difference between |A(y)〉 and |A(y + dy)〉.
For the case of a weak measurement, we choose
again the Hamiltonian given by equation (59). Given
the initial unentangled state |Ψ(I)〉 = |α〉 ⊗ |φ(I)〉 at t0,
the evolution of the system is described as
|Ψ(F )〉 =
∫ +∞
−∞
dy |A(y)〉 ⊗ |p(y)〉 φ˜(I)(y), with
|A(y)〉 = e−iλyOˆ |α〉
The global geometric phase related to the infinitesimal
geodesic triangle formed by the projections of |A(y)〉,
|A(y + dy)〉 and the post-selected state |β〉 on CP(N)
(see Figure 5) is clearly given by
Θ = arg(〈A(y)|β〉 〈β|A(y + dy)〉 〈A(y + dy)|A(y)〉)
(95)
Fig. 5 Representation of global geometric phase.
8 The Geometry of Deterministic
Measurements
As is well-known, the collapse postulate of Quantum
Mechanics implies that, in general, the measurement of
a quantum state causes a disturbance of the state as the
state “jumps” to an eigenstate of the observable that
is being measured in a stochastic manner. Yet, if the
state is already an eigenstate of the observable, then
the state is left untouched. This is what is behind the
notion of “deterministic” experiments. We call a mea-
surement, a deterministic experiment when we measure
only variables for which the state of the system under
investigation is an eigenstate. In other words, for any
state |ψ〉 it is possible to ask the following question:
“What is the set of Hermitian operators A|ψ〉 for which
|ψ〉 is an eigenstate?” That is, which satisfy:
A|ψ〉 = {Aˆi such that Aˆi|ψ〉 = ai|ψ〉 , ai ∈ R} (96)
One can think this as kind of a dual question to the
more familiar inquire which asks “What are the eigen-
states of a given operator?” The measurements of such
operators A|ψ〉 would not lead to any wave function col-
lapse, since the wave function is initially an eigenstate
of the operator being measured. The results are com-
pletely predictable and so the experiments are deter-
ministic in this sense. Given |ψ〉, one can characterize
mathematically in a very precise way the deterministic
set of operators (DSO) A|ψ〉. In fact, let Aˆi, Aˆj ∈ A|ψ〉,
then the set A|ψ〉 is closed in the sense that:
Weak Values and Modular Variables From a Quantum Phase Space Perspective 15
1. [Aˆi, Aˆj ] ∈ A|ψ〉
2. αAˆi + βAˆj ∈ A|ψ〉 with α, β ∈ R
3. AˆiAˆj ∈ A|ψ〉
Note that [Aˆi, Aˆj ] is a special deterministic operator
in the sense that it annihilates |ψ〉, [Aˆi, Aˆj ] |ψ〉 = 0.
This implies that [Aˆi, Aˆj ] must be proportional to the
projector Πˆ⊥|ψ〉 = Iˆ − Πˆ|ψ〉 = Iˆ − |ψ〉 〈ψ| that projects
vectors to the subspace that is orthogonal to |ψ〉.
Note that the projector operators Πˆ|ψ〉 and Πˆ⊥|ψ〉 are
clearly idempotent, that is Πˆ2|ψ〉 = Πˆ|ψ〉 and (Πˆ
⊥
|ψ〉)
2 =
Πˆ⊥|ψ〉.
Also, if we know the Hamiltonian Hˆ of the sys-
tem, then we know the set A|ψ(t)〉 for each instant of
time, where |ψ(t)〉 is a solution of Schro¨dinger’s equa-
tion Hˆ|ψ(t)〉 = i|ψ˙(t)〉.
If we have a Hilbert space of dimension n then we
can choose an orthonormal basis such that the state
vector |ψ〉 can be represented by the n×1 column vector
below (a unitary transformation can always bring us to
such a basis) together with any orthogonal vector |ψ⊥〉
|ψ〉 = ( 1 0 0 . . . 0 )T , and |ψ⊥〉 = ( 0 a1 a2 . . . an )T
(97)
The Hermitian operators that operate on a n-di-
mensional space form an real n2-dimensional algebra.
The DSO that act upon this space (in the above basis)
can be represented by

a11 0 0 . . . 0
0 a22 a
2
3 . . . a
2
n
0 a32 a
3
3 . . . a
3
3
...
...
...
. . .
...
0 an2 a
n
3 . . . a
n
n
 (98)
with aij = a¯
j
i , so that the dimension of the DSO space
is clearly (n− 1)2 + 1.
8.1 The Completely Uncertain Operators
In addition to the set A|ψ〉 of DSO, there is also a
set B|ψ〉 of operators whose results are completely un-
certain. In fact, given |ψ〉, we can always decompose
any operator Cˆ in the following unique way:
Cˆ ≡ Aˆ(C)|ψ〉 + Bˆ(C)|ψ〉 (99)
where
Aˆ
(C)
|ψ〉 = Πˆ|ψ〉CˆΠˆ|ψ〉 + Πˆ
⊥
|ψ〉CˆΠˆ
⊥
|ψ〉, and
Bˆ
(C)
ψ = Πˆ
⊥
|ψ〉CˆΠˆ|ψ〉 + Πˆ|ψ〉CˆΠˆ
⊥
|ψ〉 (100)
In the same basis of (98), the completely uncertain
operators (CUO) have the following matrix form:
Bˆ |ψ〉 =

0 b12 b
1
3 . . . b
1
n
b21 0 0 . . . 0
b31 0 0 . . . 0
...
...
...
. . .
...
b3n 0 0 . . . 0


1
0
0
...
0
 =

0
b21
b31
...
b3n
 = λ |ψ⊥〉
(101)
Note that the uncertain operator Bˆ takes the state |ψ〉
to an orthogonal normalized state |ψ⊥〉 (up to a nor-
malizing factor λ) and that the dimension of the CUO
subspace of operator subspace is clearly 2(n−1). In this
way, we see that the n2-dimensional space of Hermitian
operators is decomposed into the direct orthogonal sum
of the DSO and CUO subspaces:
dim(DSO ⊕ CUO) = n2 = dim(DSO) + dim(CUO)
(102)
Fig. 6 Pictorial representation in Operator Space.
Traditionally, it was believed that if a measurement
interaction is weakened so that there is no disturbance
on the system, then no information could be obtained.
However, the advent of the concept of weak measure-
ments and weak values has changed the point of view on
this issue quite dramatically. Not only we have learned
that there is indeed a gain of information, but it turned-
out to be quite a very important tool both theoretically
and for practical purposes [35,36].
It has been shown [37] that information can be ob-
tained even though not a single particle (in an ensem-
ble) is disturbed. To begin to introduce this point, let
us consider a general theorem for any vector in Hilbert
space:
Theorem 1 Let W be a Hilbert space and an arbitrary
non-null normalized vector |ψ〉 ∈ W and also let Aˆ
be an arbitrary Hermitian operator that acts upon W ,
then:
Aˆ|ψ〉 = 〈Aˆ〉|ψ〉|ψ〉+ δ|ψ〉Aˆ|ψ⊥〉 (103)
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where 〈Aˆ〉|ψ〉 = 〈ψ| Aˆ|ψ〉 is the expectation value of ob-
servable Aˆ in state |ψ〉, δ2|ψ〉Aˆ = 〈ψ| Aˆ2|ψ〉 − 〈ψ| Aˆ|ψ〉2
is the squared uncertainty of observable Aˆ in state |ψ〉,
and |ψ⊥〉 is a vector that belongs to the subspace of W
that is orthogonal to |ψ〉.
Proof Left multiplication by 〈ψ| yields the first term.
By using that Πˆ⊥|ψ〉 = |ψ⊥〉〈ψ⊥| = Iˆ − Πˆ|ψ〉 = Iˆ −
|ψ〉〈ψ| and also by evaluating |(Aˆ − 〈Aˆ〉|ψ〉Iˆ)|ψ〉|2 =
δ2|ψ〉Aˆ yields the second term.
Fig. 7 Pictorial Representation in Hilbert Space.
Using this theorem, it is easy to see that in the ba-
sis of eq. (97), the diagonal elements of (98) correspond
to the averages of the observables, e.g. a11 = 〈Aˆ〉|ψ〉 for
state |ψ〉, which again can be measured without uncer-
tainty.
By normalizing the vector in the second member of
eq. (101), one has for its square modulus
λ2 = |b21|2 + |b31|2 + · ·+|bn1 |2 (104)
From the above theorem, it is also easy to see that
the normalizing factor λ in eq. (101) is nothing else but
the uncertainty of Bˆ:
λ = δ|ψ〉Bˆ (105)
8.2 Deterministic and Partially Deterministic
Protocols
8.2.1 The Case of a Single qubit
Consider a quantum system represented by a single
qubit as in the spin of a electron for instance. The best
way to “visualize” this system is to represent its states
on the Bloch sphere. Suppose that the north and south
“poles” of the sphere are represented by the orthonor-
mal basis {|u0〉 , |u1〉} and let
|ψα〉 = 1√
2
(|u0〉+ eiα |u1〉) (106)
be an arbitrary state represented on the “equator” of
the sphere as in shown below:
Fig. 8 Bloch sphere
Let us introduce now a game between two parties,
Alice and Bob. Alice chooses one of the two phases:
α = 0 or α = pi so that she has the following two states
at her disposal:
|±〉 = 1√
2
(|u0〉 ± |u1〉) (107)
She delivers one of them to Bob and his task is to dis-
cover which one. All he has to do is to measure the σˆ1
observable:
〈σˆ1〉|±〉 = 〈±| σˆ1 |±〉 = ±1 (108)
Thus, this is an example of a deterministic measure-
ment because Bob has the previous knowledge that the
state is an eigenstate of σˆ1 and so with one single mea-
surement he discovers what was Alice’s choice and one
classical bit has been transmitted between them. Sup-
pose now that Alice chooses an arbitrary phase α and
Bob must find out what is its value. In this case, Bob
must measure a great number of equally prepared |ψα〉
states so that he can find the average
〈σˆ1〉|ψα〉 = 〈ψα| σˆ1 |ψα〉 = cosα (109)
After a sufficiently large number of measurements, he
can find cosα. Since cosα = cos (2pi − α) there is still
an ambiguity between these two possible states, but a
few more measurements in the direction σ · nˆα where
nˆα = cosαıˆ+sinαˆ solves the problem with ease. Thus,
Bob can determine the phase α with arbitrary precision
given a sufficiently large ensemble of equally prepared
states |ψα〉.
8.3 The Measurement of Interference for a Single
Particle
Consider the quantum mechanic unidimensional mo-
tion of a single particle. Suppose that the particle in the
instant t = 0 is described as a sum of two highly con-
centrated “lumps” of the wave function at two macro-
scopically separated points. For instance, consider that
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at t = 0, the single particle has just emerged from the
interaction with a two-slit apparatus (with length L be-
tween the slits). It is reasonable to expect that at this
particular moment, the wave-function in the position
basis is indeed highly localized around each one of the
two slits. Let us consider the degree of freedom along
the apparatus as the y direction and the direction of
the incident particle beam as the x-direction as shown
in the figure 9.
Fig. 9 Two-Slit
Let the particle’s wave-function at t = 0 be given
by the following Schro¨dinger-Cat like state as a linear
combination of two macroscopically separated coherent
states (51)
|ϕ1(0)〉 = |p = 0, q = −L/2〉, and
|ϕ2(0)〉 = |p = 0, q = +L/2〉 (110)
where
|p, q〉 = Dˆ[p, q]|0〉 = e−iqp/2UˆpVˆ †q |0〉 (111)
We are additionally supposing that the distance L is
much larger than the spread of the Gaussian wave func-
tions (which in this case is given by δ = 1/
√
2) so that
the overlap between |ϕ1(0)〉 and |ϕ2(0)〉 is negligible. In-
deed, because of (52), we have that |〈ϕ2(0)|ϕ1(0)〉|2 =
e−L
2/2. Suppose now that we take L = 10, then
|〈ϕ2(0)|ϕ1(0)〉|2 ' 2 × 10−22 which implies that for all
practical purposes the two states can indeed be con-
sidered orthogonal to each other. A general global nor-
malized state of the particle can then approximately be
written as the following linear combination
|ϕα(0)〉 ≈ 1√
2
(|0,−L/2〉+ eiα|0,+L/2〉) (112)
Note that the above equation actually describes a fam-
ily of states parametrized by the relative phase α. The
question here is the same that we asked in the previous
subsection for the electron’s spin: How can we measure
the relative phase? Note that no local measurements of
the separate wave functions
〈q(y) |ϕ1(0)〉 = pi−1/4e− 12 (y+L/2)2 , or
〈q(y) |ϕ1(0)〉 = pi−1/4e− 12 (y−L/2)2 (113)
can possibly detect the phase, since local phases are
meaningless in quantum mechanics as only relative phases
have any physical meaning and are measurable. Let us
again initially allow Alice to choose between one of the
following states (with α = 0 or α = pi) at t = 0:
|ϕ±(0)〉 = 1√
2
(|0,−L/2〉 ± |0,+L/2〉) (114)
The global wave-function in the position basis is then
〈q(x) |ϕ±(0)〉 = pi
−1/4
√
2
(
e−
1
2 (x+L/2)
2 ± e− 12 (x−L/2)2
)
(115)
We have plotted in figure 10 the probability distri-
butions P±(0) = |〈q(x) |ϕ±(0)〉|2 for both global states
|ϕ±(0)〉 at t = 0 and for L = 10.
Fig. 10 Initial Schro¨dinger-Cat state
To measure the relative phase, one would need to
measure the whole global wave function non-locally.
Each lump of the probability distribution would have
to be measured locally (at t = 0) and the informa-
tion would have to be later compared. Yet, there is an
easier method: one can “drive” both packets towards
each other with a suitable Hamiltonian. Indeed, if we
choose the Hamiltonian as (54) then the time evolution
of a coherent state is trivial: Up to a phase, a coherent
state remains a coherent state, imitating perfectly the
motion in phase space of a classical harmonic oscilla-
tor. The best way to see this is through (53): The time
evolution of each ket of the Shro¨dinger-cat superposi-
tion can now be easily computed as a dispersion-less
rotation in phase space with unity frequency (up to an
overall physically inessential phase):
|ϕ1(t)〉 = e−it(Nˆ+ 12 Iˆ)|0,−L
2
〉 = e−i t2 |L
2
sin t,−L
2
cos t〉
|ϕ2(t)〉 = e−it(Nˆ+ 12 Iˆ)|0, L
2
〉 = e−i t2 | − L
2
sin t,
L
2
cos t〉
(116)
18 Augusto C. Lobo et al.
after a time t = pi/2, both possible global state vectors
are given by
|ϕ±(pi/2)〉 = 1√
2
e−i
pi
4
(
|+ L
2
, 0〉 ± | − L
2
, 0〉
)
(117)
where again e−i
pi
4 is an unimportant overall phase fac-
tor. The motion in phase space is depicted in figure 11
Fig. 11 State evolution in Phase Space
In the position basis these state vectors can be writ-
ten as
〈q(x) |ϕ+(pi/2)〉 =
√
2pi−1/4e−i
pi
4 cos
(
Lx
2
)
e−
1
2x
2
(118)
and
〈q(x) |ϕ−(pi/2)〉 =
√
2ipi−1/4e−i
pi
4 sin
(
Lx
2
)
e−
1
2x
2
(119)
We plot below the probability distribution P+(x) =
|〈q(x) |ϕ+(pi/2)〉|2 = 2√pi cos2 (5x) e−x
2
for t = pi/2:
Fig. 12 P+(x) for t = pi/2 and L = 10
We also plot below the probability distribution
P−(x) = |〈q(x) |ϕ−(pi/2)〉|2 = 2√pi sin2 (5x) e−x
2
for t =
pi/2:
Fig. 13 P−(x) for t = pi/2 and L = 10
Now that there is a superposition between the two
pieces of wave-function, it is easy to see the interference
pattern in both cases and so one could hope to distin-
guish them through local measurements. One possibil-
ity is to use the fact that the patterns are somewhat
“complementary” in relation to each other in the sense
that the maximum for the probability density for one
pattern is the minimum for the other and vice-versa.
For instance, suppose Bob sets up particle detectors at
positions xn = npi/5 (for n = 0,±1,±2,±3) at instant
t = pi/2 and where the precision of the detectors is
given by xn ± ∆ with ∆ ≈ 0.2. One can estimate nu-
merically that the probability of one of the detectors to
“click” is about 93% for state |ϕ+〉 and 35% for state
|ϕ−〉. This means that this method is unreliable for a
single measurement to distinguish one state from the
other. Bob would need to carry out a number of rep-
etitions of this procedure for a set of equally prepared
states by Alice in order to distinguish the states with
confidence. For this reason and also because Bob has to
perform a strong position measurement which will col-
lapse the wave-function, we choose to coin this method
as a partially deterministic measurement.
Suppose now that Alice prepares the cat state with
an arbitrary phase α as in (112). After a time t = pi/2,
the state vector becomes
|ϕ±(pi/2)〉 = 1√
2
e−i
pi
4
(
|+ L
2
, 0〉 ± eiα| − L
2
, 0〉
)
=
1√
2
e−i(
pi−2α
4 )
(
e−iα/2|+ L
2
, 0〉 ± eiα/2| − L
2
, 0〉
)
(120)
and the position basis wave-function can be written as
〈q(x) |ϕ+(pi/2)〉 =
=
√
2pi−1/4e−i(
pi−2α
4 ) cos
[
1
2
(Lx− α)
]
e−x
2/2 (121)
〈q(x) |ϕ−(pi/2)〉 =
= i
√
2pi−1/4e−i(
pi−2α
4 ) sin
[
1
2
(Lx− α)
]
e−x
2/2 (122)
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If Alice provides Bob with a sufficiently large ensem-
ble of equally prepared states, he can find the value of
cosα (or sinα) with arbitrary precision by measuring
the particles position with a detector localized in x = 0.
Again we have a partially deterministic measurement of
phase α. It is important to note that, though one has
in principle an infinite dimensional Hilbert space cor-
responding to the 1D motion of a quantum particle,
since one is actually measuring a phase difference be-
tween two orthogonal states, in a sense one is effectively
restrained to a two-level system (a qubit). Where can
one actually find this qubit? The answer lies within the
modular variable concept that we review in the next
section.
9 Aharonov’s Modular Variables and
Schwinger’s Formalism for Finite Quantum
Mechanics
Though the space translation operator VˆL = e
iPˆL is
not hermitean and therefore it is not a genuine quantum
mechanical observable, one can consider the “phase” of
such operator which is exactly the modular momentum.
It is modular because it is clearly defined up to a value
p+ 2npiL with n ∈ Z. Analogously, we can define a mod-
ular position variable as the phase of the momentum
space translator Uˆ 2pi
L
= e
2pii
L Qˆ (with modular position
given up to a value q+nL). It follows immediately from
(11) that VˆL and Uˆ 2pi
L
commute, so there are states that
are simultaneously eigenkets both of modular momen-
tum and modular position. For an apparatus formed
by a lattice of a very large number N of slits (with pe-
riod L), one expects that φ(x) should be an L-periodic
function and in this case, (1) implies that the modular
momentum is exactly conserved. Consider the paradig-
matic experiment of diffraction of a particle through
such an apparatus with a large set of N equidistant
slits as in Figure 14.
Fig. 14 n-slit interference experiment.
One can model the interaction of the particle with
the slits through the following Hamiltonian in the x
direction:
Hˆ(t) =
1
2m
Pˆ 2 + V (Qˆ)δ(t), with V (Qˆ+ L) = V (Qˆ)
(123)
where the particle “hits the screen” at t = 0. The fun-
damental physical assumptions here are that the inter-
action of the particle happens so fast that the unitary
time evolution is given by Uˆ(t) ≈ e−iV (Qˆ). By expand-
ing this function in a Fourier series one gets
e−iV (Qˆ) =
∑
n∈Z
cne
2piin
L Qˆ =
∑
n∈Z
cnUˆ 2pin
L
(124)
The initial state-vector (in the x direction) of the parti-
cle is an eigenstate of momentum with zero momentum∣∣ψ(I)〉 = |p(0)〉 so the state just after the interaction
becomes
∣∣ψ(F )〉 = Uˆ(t) |p(0)〉. The final state is then
given by
|ψ(F )〉 =
∑
n∈Z
cnUˆ 2pin
L
|p(0)〉 =
∑
n∈Z
cn|p(2pin
L
)〉 (125)
The resulting state has indeed the remarkable prop-
erty of being an eigenstate both of Uˆ2pi/L and VˆL. That∣∣ψ(F )〉 is indeed an eigenstate of VˆL follows directly
from (10). That the same state must also necessarily be
an eigenstate of Uˆ2pi/L follows from the Weyl relation
(11). Since Uˆ2pi/L and VˆL commute and are also unitary,
their eigenvalues are necessarily complex phases. This
why Aharonov and collaborators coined these phases as
modular variables. A phase space description of such a
state is given by Figure 15.
Fig. 15 State with q mod = 2L/3 and pmod = pi/L.
This means that for the state represented above,
one has that, in each cell, it is represented by an ex-
act point with sharp values of modular position and
momentum but there is a complete uncertainty about
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which cell it belongs to. This is a fundamental feature of
the modular variable description. States with this pecu-
liar mathematical structure have been also described by
Zak to study systems with periodic symmetry in quan-
tum mechanics [38,39]. We may call them Aharonov-
Zak states (AZ). Notice that the equation of motion (1)
of the modular momentum is clearly non-local and one
can perceive that this kind of “dynamical non-locality”
can be naturally expressed within the Heisenberg pic-
ture. It would be almost impossible to capture this idea
within the Schro¨dinger picture. Still one may address
the question of how to describe explicitly the eigen-
kets of modular variables in a Schro¨dinger-like picture
where one pays primary attention to the motion of the
kets instead of the observables. The quantum vector
space of the states of modular variables must be a finite-
dimensional subspace (or at least a discrete subspace)
of the infinite dimensional (continuous) space of states
of the quantum motion of the particle in the x direction.
One possible approach to this description was given in
[2] which we briefly review below.
9.1 Aharonov´s Modular qubit
Consider the two-slit apparatus mentioned above. In
this case, one should expect that the modular variables
form a two-dimensional space (a spin 1/2 algebra or a
qubit algebra). One may define spin-like operators:
σˆ3 =
1
2i
(Uˆ pi
L
− Uˆ†pi
L
) (126)
σˆ1 =
1
2
(VˆL + Vˆ
†
L)−
1
2
(VˆL − Vˆ †L)σˆ3
σˆ2 = − i
2
(VˆL − Vˆ †L) +
i
2
(VˆL + Vˆ
†
L)σˆ3
acting upon a two-dimensional subspace of vectors given
by W (2) = {|q(+L/2)〉, |q(−L/2)〉} from the infinite-
dimensional (continuous) spaceW (∞) = {|q(x)〉, x ∈ R}.
By using (11) one can indeed check that the above op-
erators obey the usual algebra for the Pauli matrices.
[σˆj , σˆk] = 2iσˆlε
l
jk and {σˆj , σˆk} = 2Iˆδjk (127)
when the operators defined in (126) are restricted to
act upon W (2)
σˆ3|q(±L/2)〉 = ±|q(±L/2)〉 (128)
so that the two sharp position eigenstates at each slit
generate the modular qubit and they also diagonal-
ize the σˆ3 operator. In this way, one can say that the
full infinite-dimensional space W (∞) is the direct sum
W (∞) = W (∞′)⊕W (2) of the Aharonov qubit W (2) with
the (also infinite-dimensional space)W (∞′)={|q(x)〉, x ∈
R−{±L/2}}. We propose below a different approach to
construct explicitly a qudit for modular variables based
on Schwinger’s finite quantum kinematics.
9.2 The Schwinger-based Approach to the Modular
Variable qubit
(The main references for this subsection are [17],
[40])
9.2.1 Schwinger’s Quantum Kinematics:
Let W´(N) be an N -dimensional quantum space gen-
erated by an orthonormal basis {|uk〉}, (k = 0, 1, . . . N−
1) which means that
|uk〉〈uk| = Iˆ and 〈uj |uk〉 = δjk (129)
These are considered to be finite position states. We
also define a unitary translation operator Vˆ that acts
cyclically over this basis:
Vˆ |uk〉 = |uk−1〉 (130)
The cyclicity implies that the following periodic bound-
ary condition must be obeyed:
|uk+N 〉 = |uk〉
Which means that
Vˆ N = Iˆ (131)
so that the eigenvalues of Vˆ consists of the N th roots
of unity:
Vˆ |vk〉 = vk |vk〉 with (vk)N = 1 (132)
The set {|vk〉}, (k = 0, 1, 2, . . . N − 1) is also an or-
thonormal basis of W´(N) (the finite set of momentum
states) and the N distinct eigenvalues are explicitly
given by
vk = e
2pii
N k (133)
With a convenient choice of phase, one can show that
〈uj |vk〉 = 1√
N
e
2pii
N jk =
1√
N
vjk,
which is a finite analog of the plane wave function. It is
not difficult to convince oneself of the following prop-
erty:
1
N
N−1∑
l=0
e
2pii
N (j−k)l = δjk (134)
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One may then define a unitary translator Uˆ that
acts cyclically upon the momentum basis analogously
as was carried out for the Vˆ operator:
Uˆ |vk〉 = |vk+1〉
The same analysis applies now to the Uˆ operator and
amazingly, the eigenstates of Uˆ can be shown to coin-
cide with the original finite set of position basis with
the same spectrum of Vˆ :
Uˆ |uk〉 = vk |uk〉
The finite index set j, k = 0, 1, 2, . . . , N−1 takes values
in the finite ring ZN of mod N integers. When N = p
is a prime number, Zp has the structure of a finite field.
One distinguished property that is not difficult to derive
is the well-known Weyl commutation relations between
powers of the unitary translator operators which is a
finite analog of (11).
Vˆ jUˆk = vjkUˆkVˆ j (135)
In the next subsection, we carry out the continuous
limit of Schwinger’s finite structure in order to present
our proposal of a finite analogue of Aharonov’s modu-
lar variable concept and we also discuss the concept of
pseudo-degrees of freedom [41], an idea that we believe
to be essential in order to capture the true nature of
the modular variables discrete Hilbert space.
9.3 Heuristic Continuum Limit
The implementation of the “continuum heuristic limit”
(when the dimensionality of the quantum spaces ap-
proach infinity) can be performed in two distinct man-
ners: one symmetric and the other non-symmetric be-
tween the position and momentum states. First, we
briefly outline below, the symmetric case and follow-
ing this, we present the non-symmetric limit which we
shall use to discuss the modular variable concept.
9.3.1 The Symmetric Continuum Limit
Let the dimension N of the quantum space be an
odd number (with no loss of generality) and let us re-
scale in equal footing the finite position and momentum
states as
|q(xj)〉 =
(
N
2pi
)1/4
|uj〉 and |p(yk)〉 =
(
N
2pi
)1/4
|vk〉
(136)
with
xj =
(
2pi
N
)1/2
j and yk =
(
2pi
N
)1/2
k (137)
so that the discrete indices are disposed symmetrically
in relation to zero:
j, k = − (N − 1)
2
, . . . ,+
(N − 1)
2
and
∆xj = ∆yk =
(
2pi
N
)1/2
(138)
We may write the completeness relations for both basis
as
Iˆ =
+
(N−1)
2∑
j=− (N−1)2
(
2pi
N
)1/2
|q(xj)〉 〈q(xj)|
=
+
(N−1)
2∑
k=− (N−1)2
(
2pi
N
)1/2
|p(yk)〉 〈p(yk)| (139)
One can give a natural heuristic interpretation of the
N →∞ limit for the above equation as
Iˆ =
+∞∫
−∞
dx |q(x)〉 〈q(x)| =
+∞∫
−∞
dy |p(y)〉 〈p(y))| (140)
The generalized orthonormalization relations show that
the new defined basis is formed by singular state-vectors
with “infinite norm”:
〈q(xj)| q(xk)〉 = 〈p(xj)| p(xk)〉
= lim
N→∞
(
N
2pi
)1/2
δjk → δ(xj − xk)
(141)
The above equation also serves as a heuristic-based def-
inition of the Dirac delta function as a continuous limit
of the discrete Kronecker delta. Yet the overlap of ele-
ments from the distinct basis gives us the well-known
plane-wave basis as expected:
〈q(xj)| p(yk)〉 = 1√
2pi
eixjyk (~ = 1) (142)
9.3.2 The Non-Symmetric Continuum Limit
We introduce now a different scaling for the vari-
ables of position and momentum with a given ξ ∈ R:
|q(xj)〉 =
(
N
ξ
)1/2
|uj〉 and |p(yk)〉 =
(
ξ
2pi
)1/2
|vk〉
(143)
with
xj =
ξ
N
j and yk =
2pi
ξ
k (144)
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so that
∆xj =
ξ
N
→ 0 for N →∞ (145)
Only the position states become singular and the xj
variable takes value in a bounded quasi-continuum set
so that the resolution of identity can be written as
Iˆξ =
+ξ/2∫
−ξ/2
dx |q(x)〉 〈q(x)| = 2pi
ξ
+∞∑
k=−∞
|p(yk)〉 〈p(yk)|
(146)
Note that the momentum states continue to be of finite
norm and their sum is taken over the enumerable but
discrete set of integers k ∈ Z. The identity operator Iˆξ
can be thought as the projection operator on the sub-
space of periodic functions with period ξ. The overlap
between position and momentum states is again given
by the usual plane-wave function (142). Note also that
we could have reversed the above procedure by choos-
ing from the beginning the opposite scaling for the posi-
tion and momentum states. In this case, the momentum
eigenkets would form a continuous bounded set of sin-
gular state-vectors and the position eigenvectors would
form an enumerable infinity of finite norm kets.
9.3.3 Pseudo Degrees of Freedom and the finite analog
of the Aharonov-Zak states
In the x1 − x2 plane, one can easily visualize the
translations of the ket |q(x)〉 acted repeatedly upon
with Vˆξ as in Figure 16, where the resulting position
kets can be represented on a straight line in the plane
that contains point x but with slope given by the ξ
direction.
Fig. 16 Two degrees of freedom.
Of course, to reach an arbitrary point in the plane,
one needs at least two linear independent directions.
This is precisely what one means when it is said that
the plane is two-dimensional. But things for finite quan-
tum spaces are not quite so simple. Let us consider first
a 4-dimensional system given by the product of two 2-
dimensional spaces (two qubits) W (4) = W (2)⊗W (2) (it
is important to notice here that one must not confuse
the dimension of space, the so called degree of free-
dom with the dimensionality of the quantum vector
spaces). We shall discard in the following discussion,
the indices that indicate dimensionality to eliminate
excessive notation. So let {|u0〉 , |u0〉} be the position
basis for each individual qubit space so that computa-
tional (unentangled) basis of the tensor product spaces
is {|u0〉⊗ |u0〉 , |u0〉⊗ |u1〉 , |u1〉⊗ |u0〉 , |u1〉⊗ |u1〉}. One
may represent such finite 2-space as the discrete set
formed by the four points depicted in Figure 17:
Fig. 17 Finite 2-space for 2 qubits.
One may even construct distinct “straight lines”
in this discrete two-dimensional space acting upon the
computational basis {|uj〉 ⊗ |uk〉} with the Vˆ ⊗ Vˆ op-
erator as shown in Figure 18.
Fig. 18 Discrete parallel lines (0, 0); (1, 1) and (0,1);(1,0).
Each of the two parallel “straight lines” are geomet-
ric invariants of the discrete 2-plane under the action
of Vˆ ⊗ Vˆ .
Consider now, a six-dimensional quantum spaceW (6)
= W (2) ⊗W (3) given by the product of a qubit and a
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qutrit with finite position basis given by respectively
{|u0〉 , |u1〉} and {|u0〉 , |u1〉 , |u2〉}. In this case, the fact
the dimensions of the individual are coprime means
that the action of the Vˆ ⊗ Vˆ operator on the product
basis {|uj〉⊗|uσ〉}, j = 0, 1 and σ = 0, 1, 2 can be iden-
tified with the action of Vˆ (6) = Vˆ (2)⊗ Vˆ (3) on the same
basis relabeled as {|u0〉 , |u1〉 , |u2〉 , |u3〉 , |u4〉 , |u5〉}. One
can start with the |u0〉⊗ |u0〉 state and cover the whole
space with one single line as shown in Figure 19.
Fig. 19 A single line covers the whole space.
This reduction of two degrees of freedom to only
one single effective degree of freedom is a general fact
for all product spaces when the dimensions of the fac-
tor spaces are co-prime. This fact follows from elemen-
tary number theory and it can be shown that when
gcd(Na, Nb) = 1 for quantum spaces W
(Na) and W (Nb)
then one may say that the two degrees of freedom are
actually pseudo-degrees of freedom because one can as-
sociate only one effective single degree of freedom to
the system in this sense. In the case above, it is easy to
see that one of the pseudo degrees of freedom is noth-
ing else but a factorizing period of the larger space.
In this way we can either interpret the above finite
six-dimensional position space as three periods of two
or as two periods of three. All this is rather obvious
and elementary, but surprisingly this is precisely the
kind of mathematical structure that we propose to be
behind Aharonov’s concept of modular variables. We
can give a precise mathematical description of a finite
analogue of this phenomenon in terms of the pseudo-
degrees of freedom: consider W (N) = W (Na)⊗W (Nb) as
the state space for a quantum mechanical system with
gcd(Na, Nb) = 1. We can then offer an interpretation
for this single degree of freedom of W (N) as a degree
composed of “Nb periods of size Na” (or vice-versa). In
fact, we may define the following state of W (N):
∣∣∣ja, σ(N)b 〉 = ∣∣∣vja (Na)〉⊗ ∣∣∣uσb (Nb)〉
This state is simultaneously an eigenstate of finite mo-
mentum ofW (Na) and finite position ofW (Nb)and clearly
represents a finite analogue of the state represented in
Figure 10. They are also simultaneous eigenstates of
the (obviously commuting operators since they act on
different spaces) unitary operators Vˆ (Na) ⊗ Iˆ(Nb) and
Iˆ(Na) ⊗ Uˆ (Nb). Let us illustrate this again with an ex-
ample of our “toy six-dimensional” case: Let the state∣∣1, 2(6)〉 = ∣∣v1(2)〉⊗ ∣∣u2(3)〉 be represented by the phase
space plot (figure 20).
Fig. 20 State
∣∣1, 2(6)〉 ∈W (6).
States with this peculiar mathematical structure have
been also described by Zak to study systems with peri-
odic symmetry in Quantum Mechanics [38,39]. We may
call them Aharonov-Zak states (AZ). The particular AZ
state obtained in the n-slit (with large enough n) can
be thought as obtained by an ideal projective measure-
ment performed by the slit apparatus on the second
modular variable subspace of the particle:
|v(Na)0 〉 ⊗ |v(Nb)0 〉
projective“space”measurement
=⇒
in the sec ond subspace
|v(Na)0 〉 ⊗ |u(Nb)0 〉 =
1√
Nb
Nb−1∑
σb=0
|v(Na)0 〉 ⊗ |v(Nb)σb 〉 (147)
The continuum limit of the AZ state can be con-
structed through the non-symmetric limit discussed in
a previous subsection. The only care that must be taken
is that, given the two subspaces, the opposite limit must
be taken for each subspace. That is, if one chooses to
make the momentum basis of the first subspace go to
infinity as a bounded continuum, then for the second
subspace it is the position basis that must become a
bounded continuum set and vice-versa.
10 Concluding Remarks
We presented a compact review of some phase-space
formalisms of quantum mechanics, with also a more in-
trinsic and coordinate independent notation, in order
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to discuss some of its most outstanding and up-to-date
applications: namely the theory of modular variables
and the concept of weak values developed by Yakir
Aharonov and his many collaborators in the last forty
years. The theory of non-relativistic Quantum Mechan-
ics was created, or discovered, back in the 1920’s mainly
by Heisenberg and Schro¨dinger, but it is fair enough to
say that a more modern and unified approach to the
subject was introduced by Dirac and Jordan with their
(intrinsic) Transformation Theory. In his famous text
book on Quantum Mechanics [42], Dirac introduced his
well-known bra and ket notation and a view that even
Einstein, who was, as is well known, very critical to-
wards the general quantum physical world-view, con-
sidered the most elegant presentation of the theory at
that time [43]. One characteristic of this formulation
is that the observables of position and momentum are
truly treated equally so that an intrinsic phase-space
approach seems a natural course to be taken. In fact, we
may distinguish at least two different quantum mechan-
ical approaches to the structure of the quantum phase
space: The Weyl-Wigner formalism and the advent of
the theory of coherent states. We have used these phase-
space formalisms of Quantum Mechanics in order to
describe two major insights due to Aharonov and his
many collaborators over the last four decades: The con-
cept of weak values and those of modular variables. The
quantum mechanical phase space approach is particu-
larly well suited to decribe the concept of weak value as
complex number-valued element of reality where both
the real and imaginary parts have equal physical status
in the theory. The modular variable is a concept that is
slightly more difficult to grasp mathematically. It gives
rise to dynamical non-local effects which seem to be in-
trinsically different from the kinematic non-local effects
of entangled states like EPR pairs of particles.
Though there is no doubts about the fact that the
structure of modular variables is much easier to un-
derstand intuitively within the Heisenberg picture, the
problem of how to describe the finite dimensional Hilbert
space where the modular variables actually “live in” is
a quite different and subtle issue. It is very important to
notice that the Schwinger-like approach that we present
here for the construction of the modular variable qubits
(or qudits) is different from the original path chosen
by Aharonov and collaborators. In their original ap-
proach, the whole state space is a direct sum between
the modular variable qudit space and the “rest of the
quantum space” while in the Schwinger-based approach
the whole state space is the tensor product between
the qudit space and “the rest of the quantum space”.
This difference is not just one of academic nature. One
must remember the important fact that the rule of how
one compounds two distinct quantum systems is de-
scribed mathematically by the tensor product between
each subsystem instead of their direct sum. This impor-
tant fact is what is behind one of the most fundamen-
tal differences between classical and quantum physics,
the phenomenon of quantum entanglement which is the
basis of modern quantum information theory. One may
speculate that this fact could lead to some possible ex-
perimental procedure in order to decide this important
issue. One could envisage the use of the quantum me-
chanical “pseudo-degrees of freedom” (as the periodic-
ity of a lattice of slits) as a new resource for manipu-
lation and storage of qubits with possible new applica-
tions in the field of quantum information. We also hope
that this may help to shed some light on the physical
differences between dynamic non-locality and that of
kinematic non-locality in quantum physics.
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