Abstract. We study an invariant, the secondary trace, attached to two commuting endomorphisms of a 2-dualizable object in a symmetric monoidal higher category. We establish a secondary trace formula which encodes the natural symmetries of this invariant, identifying different realizations as an iterated trace. The proof consists of elementary Morse-theoretic arguments (with many accompanying pictures included) and may be seen as a concrete realization of the cobordism hypothesis with singularities on a marked 2-torus. From this perspective, our main result identifies the secondary trace with two alternative presentations coming from the the standard generators S and T of the mapping class group SL 2 (Z).
We construct via elementary arguments a secondary trace formula encoding the natural symmetries of the secondary trace of two commuting right dualizable endomorphisms of a 2-dualizable object in a symmetric monoidal (∞, 2)-category. Independently of the formal assertions and proofs, we have found the many accompanying pictures extremely helpful in capturing the categorical constructions and parallel Morse-theoretic analysis. We hope the interested reader could follow much of the paper like a picture book and only rely on the text when necessary. Before turning to precise statements and immediate applications, let us comment on the inspiration and motivation for this work.
Since the influential preprint [Ma] and the subsequent work [Cal1, Cal2, Ram, Ram2, Shk] , there have been many recent papers [Pe, Lu, Po, CT] proving Riemann-Roch and Lefschetztype theorems in the context of differential graded categories and Fourier-Mukai transforms. This paper places these results in the general formalism of traces in ∞-categories, and in particular generalizes from dg categories to nonlinear homotopical settings. There is a long history of abstract categorical advances [DP, M] including the recent [PS1, PS2] , culminating in our primary inspiration, Lurie's cobordism hypothesis with singularities [L3] . Lurie's theorem provides an exceptionally powerful unifying tool for higher algebra (as well as a classification of extended topological field theories with all possible defects). It provides a universal refinement of graphical and pictorial calculi for category theory, encoding how higher categories (with appropriate finiteness assumptions) are representations of corresponding cobordism categories. The present paper can be viewed as an elementary verification of a particular instance of the cobordism hypothesis with singularities, using Morse theory to factor an invariant categorical construction into elementary steps.
The primary motivation for this undertaking is the development of foundations for "homotopical harmonic analysis" of group actions on categories, aimed at decomposing derived categories of sheaves (rather than classical function spaces) under the actions of natural operators. This undertaking follows the groundbreaking path of Beilinson-Drinfeld within the geometric Langlands program and is consonant with general themes in geometric representation theory. The pursuit of a geometric analogue of the Arthur-Selberg trace formula by Frenkel and Ngô [FN] has also been a source of inspiration and applications. In this direction, we include in the final part of the introduction (Section 1.3) a generalization of the Atiyah-Bott-Lefschetz formula for coherent sheaves or D-modules for a self-map of a smooth and proper stack over a general base. Another inspiration is Lusztig's geometric theory of characters of finite group of Lie type, and in particular his nonabelian Fourier transform. We expect secondary traces to have a variety of applications in geometric representation theory, which we plan to explore in forthcoming papers.
The companion paper [BN13] presents an alternative approach to Atiyah-Bott-Lefschetz formulas (without the assumption of smoothness implicit here) via general functoriality properties of traces in higher categories. Now assume A ∈ A is a 2-dualizable (synonymously, fully dualizable) object in the sense that it is dualizable and is evaluation ev A admits both left and right duals (synonymously, adjoints) [L3] . Then we have the following easy assertion.
Proposition 1.1. Let A be a 2-dualizable object of a symmetric monoidal (∞, 2)-category A.
Let Φ : A → A be a right dualizable endomorphism with right adjoint
The proposition opens up the possibility of forming a secondary trace. Suppose given right dualizable endomorphisms Φ a , Φ b : A / / A and a commuting transformation
Then on the one hand, we have the trace map
and can form the iterated trace
On the other hand, we have the induced transformation
and iterated trace
Here is the main result of this paper. Its formulation is a generalization of [Po, Theorem 3.8] from the setting of dg categories. Theorem 1.2 (Secondary Trace Formula). Let A be a 2-dualizable object of a symmetric monoidal (∞, 2)-category A.
Suppose given right dualizable endomorphisms
and a commuting transformation
there is a canonical equivalence
We also can deduce a canonical equivalence
and hence a canonical equivalence
Here α ′ a,b is the composition of α a,b with the identity self-commuting transformation of Φ a . The geometric picture underlying the theorem and remark is that of a standard 2-torus with its meridians marked by Φ a and Φ b and their intersection point marked by α a,b . The different realizations of the secondary trace correspond to different ways to parse this picture into elementary pieces. We provide a detailed proof of Theorem 1.2, applying Morse theory on the 2-torus to reduce the identifications to a sequence of elementary moves. This is directly in the spirit of the cobordism hypothesis with singularities, from which one can deduce the theorem and remark. We nevertheless believe the concrete arguments and accompanying pictures of this paper to be potentially illuminating to readers.
There are an infinite sequence of secondary trace invariants labelled by the mapping class group SL 2 (Z). The three secondary trace invariants in the theorem and remark correspond to the identity and the two standard generators S, T ∈ SL 2 (Z). It follows from the cobordism hypothesis with singularities that all these invariants are canonically identified. The techniques of this paper allow one to verify any one of these relations by hand (though one needs to be more careful with higher coherences). In the next section, we mention a simple discrete setting where the identifications of the theorem and remark suffice to establish full modular invariance.
1.2. Fourier invariance of 2-characters. Fix a ground field k.
An immediate application of the secondary trace formula is to 2-characters of group actions on categories (as discussed in [GK] ).
As the source of 2-dualizable objects, we take smooth and proper dg categories (for example, derived categories of coherent sheaves on smooth projective varieties). Or even more concretely, we take 2-vector spaces in the sense of finite module categories over Vect(k) (replacing varieties with finite sets), or semisimple k-linear categories with finitely many simple objects.
Given a smooth and proper dg category C, as the source of commuting pairs of endomorphisms, we look for groups G acting on C (for example, through an action on the underlying variety or set) and focus on commuting pairs of elements of G.
In this setting one can attach a function χ (2) (C) on the set of conjugacy classes of pairs of commuting elements in G, which attaches to a pair (g, h) the secondary trace
corresponding to the action of g on the categorical trace of h acting on C. Note that in this setting, the commuting transformation α is implicit in the G-action on C.
Observe that the the groupoid of conjugacy classes of pairs of commuting elements (g, h) is naturally identified with the groupoid Loc G (T 2 ) of G-local systems on the 2-torus. It follows that SL 2 (Z) naturally acts on the vector space of 2-class functions k[Loc G (T 2 )]. The secondary trace formula and shearing formula immediately imply the following symmetry for the generators S, T ∈ SL 2 (Z). Since the 2-class functions k[Loc G (T 2 )] form a discrete vector space, the symmetry for all of SL 2 (Z) follows as well. 
Remark 1.5. The terminology "Fourier transform" for the interchange of g and h derives from Lusztig's Fourier transform for finite groups, which is realized through the SL 2 (Z)-action on the fusion ring of G (action of the mapping class group on the value of the corresponding Dijkgraaf-Witten 3d topological field theory on the 2-torus). We plan to return to the relation to Lusztig's theory in future work.
Remark 1.6. The above theorem is easily verified when the G-category C is of geometric origin. For example, suppose a finite group G acts on a finite set X and we take C = Vect(X). Then to any commuting pair g, h ∈ G we can attach the orbifold X g,h of points of X fixed by the pair g, h (up to the action of the joint centralizer of the pair). Then we find that the 2-character χ (2) (C)(g, h) simply measures the cardinality of X g,h , and hence is evidently modular invariant.
Remark 1.7. The introduction of 2-class functions in [GK] was inspired by the description by Hopkins-Kuhn-Ravenel [HKR] of G-characters in Morava K-theory K n of the classifying space BG in terms of conjugacy classes of commuting n-tuples of elements of G. The Fourier invariance result is analogous to the Aut(Z n p )-symmetry of the HKR characters.
1.2.1. Topological field theory interpretation. By the cobordism hypothesis, a 2-dualizable category C defines a 2-dimensional framed topological field theory Z C . An action of a finite group G on C allows one to gauge Z C , or in other words, to couple Z C to G-local systems on framed 2-manifolds. Mathematically speaking, C defines a 2-dualizable object in the 2-category of G-categories, or in other words, a boundary condition in the 3-dimensional Dijkgraaf-Witten theory Z G that assigns G-categories to a point. Said another way, C defines a morphism from the vacuum 2-dimensional topological field theory to Z G . The 2-character
] is the value of this morphism on the 2-torus. It is immediate that the morphism defined by C is invariant under diffeomorphism, so that χ (2) (C) is invariant under the SL 2 (Z)-action on Z G (T 2 ). The same reasoning applied to 1-dimensional topological field theory accounts for the cyclicity of the usual Chern character, i.e., the S 1 -invariance of the trace map from K-theory to Hochschild homology (see [TV] for a discussion).
Similar discussions apply to categories with algebraic or smooth (synonomously, infinitesimally trivialized, strong, or Harish Chandra) actions of algebraic groups G. Such categories define boundary conditions in 3-dimensional gauge theories studied in [BFN, BN09] , and their 2-characters define modular invariant classes in the appropriate cohomological invariants of Loc G (T 2 ) defined by the gauge theory.
1.3. Applications in a traditional spirit. Here we apply Theorem 1.2 to deduce generalizations of traditional trace formulas. We work in the context of derived algebraic geometry over a fixed base ring R.
1.3.1. Atiyah-Bott Fixed Point Theorem. Let p : X → Spec R be a smooth and proper stack so that Perf(X) is 2-dualizable as an R-linear small stable ∞-category. Let f : X → X be an automorphism, and take
, and take
It is right dualizable with right adjoint
Suppose F is f -equivariant in the sense that we are given an equivalence
Observe that this is the same thing as a commuting transformation
α a,b : Φ a • Φ b ∼ / / Φ b • Φ a .
Now we calculate the first traces
where X f denotes the derived fixed points of f acting on X, and ∆ : X → X × Spec R X denotes the diagonal.
Then we calculate that the trace morphism ϕ(Φ a , α a,b ) is simply the induced equivalence
And we calculate that the trace morphism ϕ(Φ b , α b,a r ) is the composition
Finally, Theorem 2.33 provides the following equivalence which is a generalized form of the Atiyah-Bott Fixed Point Formula.
Corollary 1.8. With the preceding setup, we have an identification
In particular, if p : X → Spec k is a smooth and proper scheme (so not a more general stack), and f has isolated fixed points, then the fixed points X f have trivial derived structure, and the Hochschild-Kostant-Rosenberg Theorem provides a canonical identification
) with the f -equivariant structure β ⊗ f * induced by β on F and f * on T X , we obtain the traditional Atiyah-Bott Fixed Point Theorem
We will consider D-modules though a similar story could be told for constructible sheaves.
All of the formal discussion of the previous section goes through with D-modules in place of coherent sheaves, assuming we fix constructibility assumptions so as to obtain a 2-dualizable category (the full category D(X) is smooth but not proper).
The result is the same formal identification
but now understood with D-modules and D-module functors. For example, if p : X → Spec k is a smooth and proper scheme (so not a more general stack), then X f can be understood as the naive (underived) fixed points of f , and the composition ∆ * ∆ * is the identity. We obtain the traditional Lefschetz Fixed Point Theorem
We are very grateful to Edward Frenkel for bringing to our attention the question of an Atiyah-Bott Fixed Point Formula for stacks. He was also instrumental in providing examples on which to test our understanding. We are also grateful to Kevin Costello for a helpful discussion on framings.
Traces
Our working setting is the higher category theory and algebra developed by J. Lurie [L1, L2, L3, L4] .
We will keep consistent notation and write C (resp. A) for a symmetric monoidal (∞, 1)-category (resp. (∞, 2)-category) with unit object 1 C (resp. 1 A ). We will write ΩC = End C (1 C ) (resp. ΩA = End A (1 A )) for the "based loops" in C (resp. A), or in other words, the symmetric monoidal ∞-groupoid or equivalently space (resp. (∞, 1)-category) of endomorphisms of the monoidal unit 1 C (resp. 1 A ).
Example 2.1 (Algebras). Fix a symmetric monoidal (∞, 1)-category C, and let A = Alg(C) denote the Morita (∞, 2)-category of algebras, bimodules, and intertwiners of bimodules within C. The forgetful map A = Alg(C) → C is symmetric monoidal, and in particular, the monoidal unit 1 A is the monoidal unit 1 C equipped with its natural algebra structure. Finally, we have ΩA ≃ C.
For a specific example, one could take a commutative ring k and C = k-mod the (∞, 1)-category of complexes of k-modules. Then A = Alg(C) is the (∞, 2)-category of k-algebras, bimodules, and intertwiners of bimodules.
Example 2.2 (Categories). A natural source of (∞, 2)-categories is given by various theories of (∞, 1)-categories. For example, for a commutative ring k, one could consider St k , the (∞, 2)-category of k-linear stable presentable ∞-categories, k-linear continuous functors, and natural transformations.
Observe that Alg(k-mod) is a full subcategory of St k , via the functor assigning to a k-algebra its stable presentable ∞-category of modules. The essential image consists of stable presentable categories admitting a compact generator.
Remark 2.3. Given a symmetric monoidal (∞, 1)-category C, we can always regard it as a symmetric monoidal (∞, 2)-category i(C) with all 2-morphisms invertible.
Conversely, given a symmetric monoidal (∞, 2)-category A, we can always forget the noninvertible 2-morphisms to obtain a symmetric monoidal (∞, 1)-category f (A).
One can understand the above two operations as forming an adjoint pair (i, f ).
2.1. Dualizability.
Dualizable objects.
Definition 2.4. (1) An object c of a symmetric monoidal (∞, 1)-category C is said to be dualizable if it admits a monoidal dual: there is a dual object c ∨ ∈ C and evaluation and coevaluation morphisms
such that the usual compositions are equivalent to the identity morphism
An object A of a symmetric monoidal (∞, 2)-category A is said to be dualizable if it is dualizable in the symmetric monoidal (∞, 1)-category f (A) obtained from A by forgetting non-invertible 1-morphisms. In this case, we will denote the dual object by A op ∈ A.
Remark 2.5 (Duality and naivëté in ∞-categories.). It is a useful technical observation that the notion of dualizability in the setting of ∞-categories is a "naive" one: it is a property of an object that can be checked in the underlying homotopy category. As a result, all of the categorical and 2-categorical calculations in this paper are similarly naive and explicit (and analogous to familiar unenriched categorical assertions), involving only small amounts of data that can be checked by hand (rather than requiring higher coherences). We restrict ourselves only to assertions of this naive and accessible nature, specifying all maps that are needed rather than constructing higher coherences (for which we view the cobordism hypothesis with singularities as the proper setting).
Example 2.6. Any algebra object A ∈ Alg(C) is dualizable with dual the opposite algebra A op ∈ Alg(C). The evaluation morphism
is also given by A itself regarded as an A-bimodule.
Dualizable morphisms.
Let us continue with A a symmetric monoidal (∞, 2)-category. Consider two objects A, B ∈ A, and a morphism
If B is dualizable with dual B op , we can package Φ in the equivalent form
If A is dualizable with dual A op , we can package Φ in the equivalent form
If both A and B are dualizble, we can also encode Φ by its dual morphism
which comes equipped with canonical equivalences
Definition 2.8. Let A, B be objects of a symmetric monoidal (∞, 2)-category A.
(1) A morphism Φ : A → B is said to be left dualizable if it admits a left adjoint: there is a morphism Φ ℓ : B → A and unit and counit morphisms
A → B is said to be right dualizable if it admits a right adjoint: there is a morphism Φ r : B → A and unit and counit morphisms
/ / id B such that the usual compositions are equivalent to the identity morphism Remark 2.11. Here are the unit and counit compositions that are equivalent to the identity
Remark 2.12 (Serre equivalence). If A ∈ A is 2-dualizable, we can package the left and right adjoints
in the equivalent form of endomorphisms ℓ A , r A : A → A so that
It is straightforward to check that ℓ A and r A are mutual inverse equivalences. One often refers to r A as the Serre equivalence of A, and consequently ℓ A as the inverse Serre equivalence. One says that A is Calabi-Yau if r A , and hence ℓ A , is identified with the identity id A .
Remark 2.13. Alternatively, if A ∈ A is 2-dualizable, we can consider the coevaluation morphism
with its left and right adjoints
given by the compositions
•R A compatible with unit respectively counit morphisms, as well as canonical identifications
compatible with counit respectively unit morphisms.
Remark 2.14. Suppose A ∈ A is 2-dualizable with respective left and right adjoints L A , R A :
since we simply have a composition of given adjoint pairs
Similarly, the pairing ev Φ ℓ : A op ⊗ A → 1 A admits the right adjoint
In other words, if Φ : A → A is a right dualizable endomorphism, then the pairing ev Φ :
Definition 2.15. Let A be a dualizable object of a symmetric monoidal (∞, 1)-category C.
The trace of an endomorphism Φ : A → A is the element
Remark 2.16. We can visualize Tr(Φ) by the picture
where the arcs denote the evaluation and coevaluation morphisms, and the unlabeled arrow denotes the identity.
Example 2.17.
(1) When Φ = id A , the trace Tr(id A ) is called the Hochschild homology of A.
(2) When A is a 2-dualizable object of a symmetric monoidal (∞, 2)-category A, the trace Tr(ℓ A ) of the inverse Serre equivalence is called the Hochschild cohomology of A.
(3) As a special instance of Proposition 2.29 below, the trace Tr(r A ) of the Serre equivalence is dualizable with dual Tr(r A ) ∨ ≃ Tr(ℓ A ).
Example 2.18. When A = 1 C is the monoidal unit, and Φ : 1 C → 1 C is an endomorphism, we have an evident equivalence Tr(Φ) ≃ Φ of endomorphisms of 1 C .
Cyclic symmetry.
The key structure of the trace is its cyclic symmetry whose most basic implication is the following.
Definition 2.19. Let A, B be dualizable objects of a symmetric monoidal (∞, 1)-category C.
Given a diagram of morphisms
the cyclic symmetry is the equivalence
given by the composition of duality equivalences
The cyclic symmetry is evidently functorial in Φ, Ψ.
Remark 2.20. We can visualize m(Φ, Ψ) by the sequence of equivalent pictures
Remark 2.21. We will be primarily interested in the case A = B.
Example 2.22. Set A = B. Taking Φ = id A yields a canonical equivalence
and likewise, taking Ψ = id A yields a canonical equivalence
Thus taking Φ = Ψ = id A yields an automorphism of the identity of the Hochschild homology
called the BV homotopy.
Functoriality of trace.
Definition 2.23. Let A, B be objects of an (∞, 1)-category C. given by the composition of the following morphisms. First, we use the unit of duality
Second, we use the commuting transformation
Third we use the cyclic automorphism of the trace
Finally, we use the counit of duality
Remark 2.26. We can visualize ϕ(Ψ, α) by the sequence of pictures
Remark 2.27. We will be primarily interested in the case A = B with Φ = Φ ′ .
Remark 2.28. Continuing with the setup of the definition, we also have the induced morphism
The morphism ϕ(Ψ, α) is alternatively given by the composition of the following morphisms. First, we use the unit of duality
Second, we use the morphism induced by the commuting transformation
We can visualize this alternative presentation by the sequence of pictures
To see that the above composition is naturally equivalent to ϕ(Ψ, α) is elementary and uses nothing more than basic dualizability identities.
Dualizability of trace.
Proposition 2.29. Let A be a 2-dualizable object of a symmetric monoidal (∞, 2)-category A.
Let Φ : A → A be a right dualizable endomorphism with right adjoint Φ r : A → A. Then Tr(Φ) ∈ ΩA is a dualizable object with dual Tr(Φ)
Proof. For future reference to the unit and counit morphisms of the duality, we give two equivalent dual proofs.
(1) Recall from Remark 2.13 that the coevaluation morphism
Recall from Remark 2.14 that if Φ is right dualizable, then the pairing ev Φ : A op ⊗ A → 1 A admits the right adjoint
Composing adjoint pairs, we arrive at the adjoint pair
Calculating the right hand side, we arrive at the dual pair 
Recall from Remark 2.14 that the pairing ev Φ r :
Calculating the left hand side, we arrive at the dual pair
Remark 2.30. The preceding proposition simply involves compositions of adjoint pairs. The first proof exhibits the coevaluation map of the duality as the composition of the units of the given adjunctions, while the second exhibits the evaluation map as the composition of the counits of the given adjunctions.
Remark 2.31. For a left dualizable endomorphism Φ : A → A, we also have Tr(Φ) ∨ ≃ Tr(Φ ℓ ) by applying the proposition to the right dualizable endmorphism Φ ℓ .
Remark 2.32. Let us combine the functoriality and dualizability of traces. First, returning to the setup of Definition 2.25, let A, B be dualizable objects of a symmetric monoidal (∞, 1)-category C. Suppose given endomorphisms Φ : A → A, Φ ′ : B → B, a right dualizable morphism Ψ : A → B, and a commuting transformation
so that we have the trace map
Now assume in addition that Φ, Φ ′ are themselves right dualizable. 
Then on the one hand, as in Definition 2.25, we have the trace map
Since Tr(Φ b ) is dualizable, we can form the iterated trace
On the other hand, as in Remark 2.28, we can consider the induced transformation Suppose given right dualizable endomorphisms
Proposition 2.34. Let A be a 2-dualizable object of a symmetric monoidal (∞, 2)-category A.
Suppose given a right dualizable endomorphism
and the identity self-commuting structure
Then the induced trace map is canonically equivalent to the identity
Proof. Working with the identity commuting structure, we calculate the trace morphism
Using the cyclic symmetry of the trace, we can identify this composition with the functor Tr applied to the standard duality composition
Then there is a canonical equivalence
where α Proof. This is an easily checked instance of the functoriality of trace (see for example [BN13] for general functoriality). By the above proposition, the composition Φ a • Φ b with commuting structure α 
Factoring traces
Let A be a 2-dualizable object of a symmetric monoidal (∞, 2)-category A. Suppose given right dualizable endomorphisms
Our aim here is to construct the canonical equivalence
By definition, each side is the composition of independent elementary constructions. We will explain how these constructions can be interwoven so that an equivalence of their compositions is evident. As explained immediately below, it will be helpful to organize the elementary constructions into a sequence of critical events.
3.1. Organization of critical events. We provide here an informal pictorial framework for organizing our future constructions, in the spirit of topological field theory with defects (as formalized by the cobordism hypothesis with singularities).
Let S = {z ∈ C | |z| = 1} denote the unit circle. We will mark the point i ∈ S and think of it as distinguished. Consider the Morse function given by the real part of a complex number
It has two usual critical points: a minimum at −1 ∈ S with critical value f (−1) = −1, and a maximum at 1 ∈ S with critical value f (1) = 1. We also think of the marked point i ∈ S as a critical event with critical value f (i) = 0. We will picture marking the critical event with the transformations Φ k for k = a, b, and of the marked circle as representing the trace Tr(Φ k ). Now we will consider the product of two copies of the above setup. Let S 1 , S 2 denote two copies of the circle S, and let T = S 1 × S 2 denote the two-dimensional torus. We consider it stratified by the marked submanifolds
We picture each of the circles as marked by one of the transformations Φ k , and the intersection point a as marked by the commuting transformation α ab . The idea is now to assign a well defined invariant to the entire setup, which will be the secondary trace, leading to the secondary trace formula when the invariant is parsed in different ways. Consider the Morse function given by the sum of the Morse functions on each factor
It has four usual critical points:
(1) a minimum at (−1, −1) with critical value f (−1, −1) = −2, (2) two saddles at (−1, 1), (1, −1) with critical value f (−1, 1) = f (1, −1) = 0, (3) a maximum at (1, 1) with critical value f (1, 1) = 2.
We also think of the stratification as providing five further critical events:
(1) the minimum (i, −1) and maximum (i, 1) of the restriction F | A1 with critical values F (i, −1) = −1 and F (i, 1) = 1 respectively, (2) the minimum (−1, i) and maximum (1, i) of the restriction F | A2 with critical values F (−1, i) = −1 and F (1, i) = 1 respectively, (3) the point a = (i, i) with critical value F (i, i) = 0.
In summary, there are 9 critical events given by the points (z 1 , z 2 ) ∈ T with z 1 , z 2 ∈ {−1, i, 1} with 5 critical values −2, −1, 0, 1, 2 ∈ R. Above each of the critical values −2, 2, there is one critical event; above each of the critical values −1, 1, there are two critical events; and above the critical value 0, there are three critical events. Note: though some critical events share the same critical value in R, all of the critical events are isolated in T.
Here is a schematic picture summarizing the above discussion. We have added arrows between the critical points to organize them into a poset P. We will work with subsets p ⊂ P that are saturated in the sense that whenever x ∈ p and y is less than x, then y ∈ p.
Let Q denote the category whose objects are saturated subsets of P and whose morphisms are given by inclusions. It has an initial object given by the empty subset ∅ and a terminal object given by the entire poset P itself.
3.2. Critical transformations. We continue with the category Q introduced immediately above and set C = ΩA = End A (1 A ). In this section, we explicitly construct a functor T : Q / / C In particular, to the initial and terminal objects ∅, P ∈ Q, we will assign the monoidal unit
At the end of the day, evaluating T on the unique morphism ∅ → P, we will obtain an invariant T (∅, P) ∈ ΩΩA = End C (1 C ).
We will then deduce Theorem 2.33 by writing ∅ → P, and hence the constructed endomorphism T (∅, P), as a composition in multiple ways. We will see that depending on our viewpoint, we can equally regard T (∅, P) as either the left or right hand side of Theorem 2.33.
Example 3.1 (Secondary dimension). To help guide the reader through the somewhat involved construction, we first quickly sketch the case where the endomorphisms and the commuting transformation are all the identity. We will perform Morse theory on the 2-torus, with no markings, to illustrate the secondary dimension dim(dim(A)). In order to keep track of framings and elementary moves, we draw this familiar picture in a less familiar way below.
First, at the index 0 critical point, we attach a disk whose framed boundary circle represents the Hochschild cohomology of A, realized as the trace of the inverse Serre equivalence ℓ A , and apply the unit morphism 1 C → Tr(ℓ A ). In the next two parallel pictures, we alternatively attach a 1-handle in two different ways as we pass one of the two index 1 critical points. Both of these level sets (disjoint unions of two circles with the standard 2-framing) represent the object
∨ and the composite morphism 1
∨ is the coevaluation map of dim(A). The next picture illustrates the framed level set obtained after passing through both index 1 critical points. We may apply an isotopy to see that it represents the trace of the Serre equivalence r A . Finally, at the index 2 critical point, we cap off with a disk and find the resulting composite morphism dim(A) ⊗ dim(A) ∨ → Tr(r A ) → 1 C is the evaluation map of dim(A).
Set min ∈ Q to be the saturated subset consisting of the global minimum (−1, −1) ∈ P alone.
Definition 3.2. We define the object
and the morphism
to be the unit of the adjunction.
It will be useful to introduce the following reinterpretations of T (min).
Remark 3.3. We will work with the canonical identifications
which are compatible with the unit maps of the two adjoint pairs appearing. With this understanding, we can picture T (min) in the form
where the arcs denote the evaluation and coevaluation morphisms.
Remark 3.4. Using the dualizability of A, we can write ℓ op A as the composition
Substituting this into T (min) as presented in Remark 3.3, allows us to rewrite it in the form
where we have adopted the abbreviations Ev = ev 1,4 ⊗ ev 2,3 Coev = coev 1,2 ⊗ coev 3,4
Here the subscripts on the identity, inverse Serre equivalence, evaluations and coevaluations denote which strands they involve. With this notation in mind, we will similarly adorn other functors with analogous subscripts to denote which strands they involve. To simplify the notation further, we have also dropped identity morphisms from our formulas. We can depict the above presentation of T (min) in the form
Set min a , min b ∈ Q to be the saturated subsets
Recall that for k = a, b, the endomorphism Φ k : A → A is right dualizable with right adjoint Φ r k : A → A and unit and counit morphisms
Let us place the above definition in the setting of Remark 3.4, and in particular in the notation of Equation 3.1.
For k = a, b, we have a canonical equivalence
• Coev which we can depict in the form
Remark 3.8. With the above definition in hand, to continue to assemble the functor T , we obviously must take
We will often comment minimally on such evident aspects of the construction.
3.2.3. Crossing. Set cr ∈ Q to be the saturated subset
Definition 3.9. We define the objects
Let us place the above definition in the setting of Remark 3.4.
We have canonical equivalences Definition 3.13. We define the objects
Definition 3.14. We define the morphisms Now we can similarly define the functor T on the other objects and morphisms of Q that are unions of those we have already encountered. In the following definition, we first state a formal expression for the value of the functor T on such an object, and then depict the formal expression with a four-strand picture.
Definition 3.21.
All of the morphisms involving the above objects are straightforward concatenations of our previously defined morphisms and all relations evidently hold.
3.2.6. Global maximum. Finally, set max ∈ Q to be the entire poset max = P. Recall that we set T (max) = 1 C .
Since max a ∪ max b is terminal among objects less than max, to complete the definition of the functor T , it suffices to define T (max a ∪ max b , max).
To this end, observe that there is a canonical equivalence , Φ a , α b ∨ ,a )) ∈ End C (1 C ) We will show that each side can be interpreted as the morphism T (∅, max) ∈ End C (1 C ).
More precisely, we will identify the left and right hand sides respectively with the compositions
associated to the sequences
Proposition 3.23. For k = a, b, there is a natural equivalence
∨ and the respective morphisms
/ / 1 C are the natural coevaluation and evaluation morphisms. By construction, the morphism
is canonically equivalent to the composition of the units of the terms of the adjoint pair (3.3) applied to Φ k . In particular, the object T (s k ) is indeed Tr(Φ k ) ⊗ Tr(Φ k ) ∨ . Similarly, by construction, the morphism
where k ′ ∈ {a, b} is not equal to k, is canonically equivalent to the composition of the counits of the terms of the adjoint pair (3.2) applied to Φ k . Thanks to the above proposition, for k = a, b, we can regard the morphism
as an endomorphism of Tr( 
where k ′ ∈ {a, b} is not equal to k. For k = a, if we set Φ = Φ r a , Ψ = Φ b , and α = α b,a r , the three terms are precisely the three terms in Definition 2.25 of the morphism ϕ(Ψ, α), tensored with the identity of the factor Tr(Φ a ).
For k = b, if we set Φ = Φ b , Ψ = Φ a , and α = α a,b , the three terms are precisely the three terms in the alternative presentation of Remark 2.28 of the morphism ϕ(Ψ, α), tensored with the identity of the factor Tr(Φ r b ). Taking the above two propositions together concludes the proof of the theorem.
