On the complexity of a combined homotopy interior method for convex programming  by Yu, Bo et al.
Journal of Computational and Applied Mathematics 200 (2007) 32–46
www.elsevier.com/locate/cam
On the complexity of a combined homotopy interior method for
convex programming
BoYua, Qing Xub,∗, Guochen Fengc
aDepartment of Applied Mathematics, Dalian University of Technology, Dalian, Liaoning 116024, PR China
bDepartment of Management Science, School of Management, Fudan University, Shanghai 200433, PR China
cSchool of Mathematical Science, Jilin University, Changchun, Jilin 130012, PR China
Received 11 April 2005; received in revised form 13 September 2005
Abstract
In [G.C. Feng, Z.H. Lin, B. Yu, Existence of an interior pathway to a Karush–Kuhn–Tucker point of a nonconvex programming
problem, Nonlinear Anal. 32 (1998) 761–768; G.C. Feng, B.Yu, Combined homotopy interior point method for nonlinear program-
ming problems, in: H. Fujita, M. Yamaguti (Eds.), Advances in Numerical Mathematics, Proceedings of the Second Japan–China
Seminar on Numerical Mathematics, Lecture Notes in Numerical andAppliedAnalysis, vol. 14, Kinokuniya, Tokyo, 1995, pp. 9–16;
Z.H. Lin, B. Yu, G.C. Feng, A combined homotopy interior point method for convex programming problem, Appl. Math. Comput.
84 (1997) 193–211.], a combined homotopy was constructed for solving non-convex programming and convex programming with
weaker conditions, without assuming the logarithmic barrier function to be strictly convex and the solution set to be bounded. It
was proven that a smooth interior path from an interior point of the feasible set to a K–K–T point of the problem exists. This shows
that combined homotopy interior point methods can solve the problem that commonly used interior point methods cannot solve.
However, so far, there is no result on its complexity, even for linear programming. The main difﬁculty is that the objective function
is not monotonically decreasing on the combined homotopy path. In this paper, by taking a piecewise technique, under commonly
used conditions, polynomiality of a combined homotopy interior point method is given for convex nonlinear programming.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The interior-point method (interior path-following method), which began from 1950s and has been deeply studied
since Karmarkar published his famous paper [6], has become one of the most efﬁcient methods for solving linear
programming and convex programming (see [3–5,7,9–18] and references therein).
In [1,2,8], a combined homotopy was constructed for solving non-convex programming and convex programming
with weaker conditions, without assuming the logarithmic barrier function to be strictly convex and the solution set to
be bounded, and it was proven that a smooth interior path from an interior point of the feasible set to a K–K–T point
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of the problem exists. This shows that combined homotopy interior-point methods can solve problems that commonly
used interior-point methods cannot solve.
The combined homotopy interior-point method uses a ﬁxed homotopy (or, in other words, linear homotopy), which
is often used to solve ﬁxed point problems and systems of nonlinear equations, together with a Newton homotopy.
So far, there is no result on the complexity of homotopy methods with ﬁxed point homotopies. It is reasonable to ask
(in fact, we are often asked by others including a referee of [1]) that “Does the combined homotopy interior point
method have a polynomial complexity, even for linear programming problems?”. However, there is no answer about
this question until now. The main difﬁculty is that, unlike other interior path-following methods, the objective function
is not monotonically decreasing on the combined homotopy path.
In this paper, we discuss polynomiality of a combined homotopy interior-point method for convex programming
under commonly used conditions. By taking a piecewise technique, we obtain the upper bounds for the total numbers
of iterations for the long-step path-following method and for the short-step path-following method, which are of similar
orders with upper bounds for the total numbers of iterations for existing interior-point methods (c.f. [4]). In addition, to
the combined homotopy method is the globally convergent method, these results tell us that the combined homotopy
interior-point method cannot only solve problems that commonly used interior-point methods cannot solve, but can
also solve problems they can solve as efﬁcient as them.
Let us consider the following convex nonlinear programming (CNLP):
min f (x)
s.t. gi(x)0, i = 1, 2, . . . , m, (1.1)
wheref, gi ∈ C3(Rn). Let={x ∈ Rn: gi(x)0 (i=1, 2, . . . , m)} be its feasible region,0={x ∈ Rn: gi(x)< 0 (i=
1, 2, . . . , m)} be its strictly feasible region, let f ∗ = infx∈ f (x).
The combined homotopy used in [1,2,8] is as follows:
(1 − )∇f (x) + (1 − )
m∑
i=1
yi∇gi(x) + (x − x0) = 0,
− yigi(x) = ,
gi(x)0, yi0, i = 1, . . . , m. (1.2)
Or, equivalently,
min
x∈
{
¯(x, ) = (1 − )f (x) + 
2
‖x − x0‖2 − (1 − )
m∑
i=1
ln(−gi(x))
}
. (1.3)
In (1.2) and (1.3), x0 is a known point in 0.
The smooth interior path deﬁned by them is called the combined homotopy path.
For convenience, we denote
(x, ) = ¯(x, )
(1 − ) =
f (x)

+ ‖x − x
0‖2
2(1 − ) −
m∑
i=1
ln(−gi(x)).
It is clear that for any  ∈ (0, 1) the minimal point of (x, ) is the same as that of ¯(x, ), and (1.2) is equivalent
to the following system:
∇f (x) + 
1 −  (x − x
0) +
m∑
i=1
yi∇gi(x) = 0,
− yigi(x) = ,
gi(x)0, yi0, i = 1, . . . , m. (1.4)
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The following self-concordant condition is commonly used in the literature on complexities of interior-point
methods .
Deﬁnition. A function  : 0 → R is called -self-concordant on 0, 0, if  is three times continuously
differentiable in 0 and for all x ∈ 0 and h ∈ Rn the following inequality holds:
|∇3(x)[h, h, h]|2(hT∇2(x)h)3/2,
where ∇3(x)[h, h, h] denotes the third differential of  at x and h, i.e.,
∇3(x)[h, h, h] = 
3
t1t2t3
(x + t1h + t2h + t3h)|t1=t2=t3=0.
We assume throughout the paper that
Assumption 1.1. 0 is nonempty.
Assumption 1.2. The solution set of (1.1), T = {x ∈  : f (x) = infx∈f (x)} is nonempty and bounded.
Without loss of generality, we can replace Assumption 1.2 by
Assumption 1.2′.  is bounded, d is its diameter.
This is because that if the solution set T of (1.1) is bounded, then for any x¯ ∈ , supplying the additional constraint
f (x)f (x¯) to (1.1) will make the feasible region bounded.
Assumption 1.3. f (x), g(x) is three times continuously differentiable in .
Assumption 1.4. (x, ) = f (x)/−∑mi=1 ln(−gi(x)) is -self-concordant.
It is easy to see that: if (x, ) is -self-concordant, then
(x, ) = (x, ) + ‖x − x
0‖2
2(1 − )
is -self-concordant.
Below we deﬁne some symbols.
g(x, ) := ∇(x, ) = ∇f (x)

+
m∑
i=1
∇gi(x)
−gi(x) +
x − x0
1 − 
and
H(x, ) := ∇2(x, ) = ∇
2f (x)

+
m∑
i=1
(
∇2gi(x)
−gi(x) +
∇gi(x)T∇gi(x)
gi(x)
2
)
+ I
1 −  .
We deﬁne Newton direction as p(x, ) = −H−1(x, )g(x, ) and
‖p(x, )‖H(x,) =
√
pT(x, )H(x, )p(x, ). (1.5)
As H(x, ) is positive deﬁnite, ‖p(x, )‖H(x,) is a norm, which is called H-norm.
2. Primary lemmas
Let p = p(x, ), ‖p‖H = ‖p(x, )‖H(x,). The following four lemmas can be obtained similarly as in [4].
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Lemma 2.1. Let d ∈ Rn, x ∈ 0, if ‖d‖H(x,) < 1/, then x + d ∈ 0.
Lemma 2.2. Let x ∈ 0, x+ = x + p(x, ), if ‖p‖H < 1/, then x+ ∈ 0 and
‖p(x+, )‖H(x+,) 
(1 − ‖p‖H )2
‖p‖2H .
The following lemma gives an upper bound for the difference between barrier function values at point x and x().
Lemma 2.3. If ‖p‖H 1/3, then
(x, ) − (x(), ) ‖p‖
2
H
(1 − 94‖p‖H )2
.
Lemma 2.4. If ¯= 1/(1 + ‖p‖H ), then
(x, ) − (x + ¯p, ) 1
2
(‖p‖H − ln(1 + ‖p‖H )).
Moreover, if ‖p‖H 1/3, then
(x, ) − (x + ¯p, ) 1
222
.
Let f1(x, ) = f (x) + /2(1 − )‖x − x0‖2, then  can be written
(x, ) = f1(x, )

−
m∑
i=1
ln(−gi(x)).
For ﬁxed  ∈ (0, 1), consider the following parametric programming problem:
min f1(x, )
s.t. gi(x)0, i = 1, . . . , m. (2.1)
The dual problem for (2.1) is
max
{
f1(x, ) +
m∑
i=1
yigi(x)
}
s.t. ∇f1(x, ) +
m∑
i=1
yi∇gi(x) = 0,
yi0.
(2.2)
We have the following lemma about the primal and dual problem.
Lemma 2.5 (den Hertog [4, Theorem 2.1]). For ﬁxed  ∈ (0, 1), if x is a feasible solution of (2.1) and (x¯, y) is a
feasible solution of the dual problem (2.2), then
f1(x, )f1(x¯, ) +
m∑
i=1
yigi(x¯).
When (x, ) is self-concordant, the following Lemma 2.6 can be obtained similarly as in [4].
Lemma 2.6. If ‖p‖H 1/3, then
f1(x, ) − f1(x(), ) ‖p‖H1 − 94‖p‖H
1 + ‖p‖2H
1 − ‖p‖H 
√
m.
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Lemma 2.7 (denHertog [4, LemmaB.3]). Let A and B be squarematrices of the same size. If A is positive semi-deﬁnite
and (A + BBT) is invertible, then the eigenvalues of BT(A + BBT)−1B are all smaller than or equal to one. If in
addition B is positive deﬁnite, then (A + B)−1B−1.
Lemma 2.8 (den Hertog [4, Lemma B.1]). If A and B are symmetric matrices with |hTAh|hTBh for any h ∈ Rn,
then
(hT1Ah2)
2hT1Bh1hT2Bh2
for any h1, h2 ∈ Rn.
3. Long-step algorithm
Let 0 be bounded, d is its diameter. Let Cf0 = ‖∇f (x0)‖, Cf = maxx∈‖∇f (x)‖ and
Cg = max1 im
∥∥∥∥∇gi(x0)gi(x0)
∥∥∥∥ ,
where ‖ · ‖ denotes the Euclidean norm.
Algorithm 3.1 (Long-step algorithm).
Input
x0 is a given interior feasible point;
 is the accuracy parameter;
0 ∈ (0, 1) is the separation barrier value;
 is the reduction parameter, it is a constant in (0, 1), independent of n and .
begin
x := x0;  := 0
while ‖p(x, )‖H(x,) > 13 do
begin (preparing step)
x := x + 1
1 + ‖p(x, )‖H(x,) p(x, )
end (preparing step)
while >

4m + d2 do
begin (outer step)
 := (1 − );
while ‖p(x, )‖H(x,) > 13 do
begin (inner step)
x := x + 1
1 + ‖p(x, )‖H(x,) p(x, )
end (inner step)
end (outer step)
end
In Algorithm 3.1, the preparing step computes a x¯ by damped Newton method such that ‖p(x¯, 0)‖H(x¯,0)1/3.
We now evaluate the number of iterations needed in the preparing step.
Theorem 3.2. The preparing step needs at most 222d((1/0)Cf0 + Cgm) iterations.
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Proof. If ‖p(x0, 0)‖H(x0,0)1/3, then for ¯= 1/(1 + ‖p(x0, 0)‖H(x0,0)), by Lemma 2.4,
(x0, 0) − (x0 + ¯p(x0, 0), 0)
1
2
(‖p(x0, 0)‖H(x0,0) − ln(1 + ‖p(x0, 0)‖H(x0,0)))
1
222
.
This shows that at each iteration the decrease is at least 1/222. Let N0 denote the number of iterations, we have
N0
222
(x0, 0) − (x(0), 0).
Since (x, 0) is convex function, we have
N0
222
(x0, 0) − (x(0), 0)(x0 − x(0))T∇(x0, 0)
= (x0 − x(0))T
(
∇f (x0)
0
−
m∑
i=1
∇gi(x0)
gi(x0)
)
‖x0 − x(0)‖ ·
∥∥∥∥∥∇f (x
0)
0
−
m∑
i=1
∇gi(x0)
gi(x0)
∥∥∥∥∥
d
(
1
0
Cf0 + Cgm
)
.
Thus,
N0222d
(
1
0
Cf0 + Cgm
)
.  (3.1)
Below, for simplicity, we set 0 = 12 .
Theorem 3.3. After
K 1

ln
d2 + 4m

outer iterations, by Algorithm 3.1, we can obtain an -solution of (1.1).
Proof. The algorithm stops when
K = (1 − )K0

d2 + 4m ,
i.e.,
1
2
(1 − )K 
d2 + 4m . (3.2)
Taking logarithms in (3.2), we get
K ln(1 − ) ln 2
d2 + 4m .
Since < − ln(1 − ), this certainly holds if
K 1

ln
d2 + 4m

.
That is to say, after at most (1/) ln(d2 + 4m)/ iterations, the algorithm stops at some x. Now we will prove that x is
-solution of (1.1).
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Consider the parametric programming problem (2.1) and its dual problem (2.2). Let 1 be the feasible set of (2.2)
and f ∗ = minx∈f (x), f = minx∈f1(x, ).
Since (x(k), yi(k)) satisﬁes (1.4), we have (x(k), yi(k)) ∈ 1. By Lemma 2.5,
fk = min
x∈
f1(x, k) max
x∈1
{
f1(x, k) +
m∑
i=1
yigi(x)
}
f1(x(k), k) +
m∑
i=1
yi(k)gi(x(k)).
Hence
−fk − f1(x(k), k) −
m∑
i=1
yi(k)gi(x(k)).
From −yi(k)gi(x(k) = k , we derive that f1(x(k), k) − fkmk and, by noticing that
f (x) − f1(x, k) = −[k/(2(1 − k))]‖x − x0‖20,
we have
f (x) − f ∗ = f (x) − f1(x, k) + f1(x, k) − f1(x(k), k)
+ f1(x(k), k) − fk + fk − f ∗
f1(x, k) − f1(x(k), k) + mk + fk − f ∗.
By
fk = min
x∈
{
f (x) + k
2(1 − k)
‖x − x0‖2
}
 min
x∈
f (x) + max
x∈
k
2(1 − k)
‖x∗ − x0‖2
f ∗ + kd
2
2(1 − k)
f ∗ + d
2
2(1 − 0)
k ,
‖p(x, k)‖H(x,k)1/3 andLemma2.6,weget |f1(x, k)−f1(x(k), k)|3
√
mk .Therefore,f (x)−f ∗3
√
mk+
mk + (d2/2(1 − 0))k(4m + d2)k < . 
Theorem 3.4. Each outer iteration of Algorithm 3.1 requires at most
22
3
+ 22
2
(1 − )2
(
5
√
m
2
+ m + 2d2
)
inner iterations.
Proof. As ¯= 1/(1 + ‖p‖H ), ‖p‖H 1/3, by Lemma 2.4,
(x, ) − (x + ¯p, ) 1
222
.
This inequality shows that during each inner iteration the decrease is at least 1/222. Since the gap between the barrier
function values at the current iterate x and the next center x(k+1) is equal to
(x, k+1) − (x(k+1), k+1).
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Let N1 denote the number of inner iterations during one outer iteration, we have
N1
222
(x, k+1) − (x(k+1), k+1).
Below we will give an upper bound for the right-hand of inequality. Set
	(x, ) = (x, ) − (x(), ).
According to the Mean Value Theorem, there exists a ¯ ∈ (k+1, k) such that
	(x, k+1) = 	(x, k) + 	′(¯)(k+1 − k),
=	(x, k) − k	′(¯).
Since (x(), y()) satisﬁes (1.4), i.e.,
∇f (x()) + 
1 −  (x() − x
0) +
m∑
i=1
yi()∇gi(x()) = 0, (3.3)
we have
	′() = (x, )

− (x(), )

,
= − f (x)
2
+ ‖x − x
0‖2
2(1 − )2 −
(
−f (x())
2
+ ‖x() − x
0‖2
2(1 − )2
)
,
where the last equality follows from (3.3). So
−	′(¯) = f (x) − f (x(¯))
¯2
+ ‖x(¯) − x
0‖2 − ‖x − x0‖2
2(1 − ¯)2
= f1(x, ¯) − f1(x(¯), ¯)
¯2
+ ‖x(¯) − x
0‖2 − ‖x − x0‖2
2(1 − ¯)2¯ .
On the other hand,
f1(x, ¯) − f1(x(¯), ¯)
= f (x) + ¯
2(1 − ¯)‖x − x
0‖2 −
(
f (x(¯)) + ¯
2(1 − ¯)‖x(¯) − x
0‖2
)
= f (x) + k
2(1 − k)
‖x − x0‖2 +
(
¯
2(1 − ¯) −
k
2(1 − k)
)
‖x − x0‖2
−
(
f (x(¯)) + k
2(1 − k)
‖x(¯) − x0‖2 +
(
¯
2(1 − ¯) −
k
2(1 − k)
)
‖x(¯) − x0‖2
)
= f1(x, k) − f1(x(¯), k) +
(
k
2(1 − k)
− ¯
2(1 − ¯)
)
(‖x(¯) − x0‖2 − ‖x − x0‖2).
Since /(1 − ) is monotonically increasing and k+1 < ¯< k , we have(
k
2(1 − k)
− ¯
2(1 − ¯)
)
(‖x(¯) − x0‖2 − ‖x − x0‖2)
 k − k+1
2(1 − ¯)(1 − k)
‖x(¯) − x0‖2
 kd
2
2(1 − k)2
 d
2
2(1 − 0)2
k =
d2k
2(1 − 0)2
.
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From (x(k), yi(k)) ∈ 1,
f1(x(¯), k) min
x∈
f1(x, k)
 max
x∈1
f1(x, k) +
m∑
i=1
yigi(x)
f1(x(k), k) +
m∑
i=1
yi(k)gi(x(k)).
So
f1(x, k) − f1(x(¯), k)f1(x, k) − f1(x(k), k) −
m∑
i=1
yi(k)gi(x(k)).
By ‖p(x, k)‖H(x,k)1/3 and Lemma 2.6, we have
f1(x, k) − f1(x(k), k)
5
√
m
2
k .
Furthermore, −yi(k)gi(x(k)) = k holds and consequently
f1(x, ¯) − f1(x(¯), ¯) 5
√
m
2
k + mk +
d2
2(1 − 0)2
k .
Since
‖x(¯) − x0‖2 − ‖x − x0‖2
2(1 − ¯)2¯ 
‖x(¯) − x0‖2
2(1 − ¯)2¯
 d
2
2(1 − k)2k+1
 d
2
2(1 − 0)2(1 − )k
,
we have
−k	′(¯)k
(5
√
m/2+ m + d2/2(1 − 0)2)k
(1 − )2(k)2
+ d
2
2(1 − 0)2(1 − )
= 
(1 − )2
(
5
√
m
2
+ m + 2d2
)
.
And ‖p(x, k)‖H(x,k)1/3, by Lemma 2.3, we have
	(x, k)
1
32
.
So
	(x, k+1)
1
32
+ 
(1 − )2
(
5
√
m
2
+ m + 2d2
)
.
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We then obtain
N1
22
3
+ 22
2
(1 − )2
(
5
√
m
2
+ m + 2d2
)
. 
By Theorems 3.2–3.4, the total number of iterations turns out to be given by the following theorem.
Theorem 3.5. An upper bound for the total number of Newton iterations N is given by
N = N0 + KN1.
This makes clear that to obtain an -optimal solution the algorithm needs
O
(
2(m + d2) ln 4m + d
2

)
.
Newton iterations for the long-step variant (0< < 1).
4. Short-step algorithm
For short-step algorithm, we divide into two stags, i.e.,  ∈ (
, 1) and  ∈ (0, 
), where 
 is a constant.
Algorithm 4.1 (Short-Step Algorithm).
Input
x0 is a given interior feasible point;
 is the accuracy parameter;
0 ∈ (0, 1) is the initial barrier value;

 is a constant in (0, 1).
begin
x := x0;  := 0
while 
 do
begin (first stage)
= 1
31(
√
m + 2√2Cf )
;
= − (1 − );
x := x + p(x, ).
end (first stage)
while 
> >

4m + d2 do
begin (second stage)
= 1
30(
√
m + 2√2d) + 17 ;
 := (1 − );
x := x + p(x, )
end (second stage)
end
In Algorithm 4.1, the ﬁrst step computes 0 such that ‖p(x0, 0)‖H(x0,0)1/3.
Lemma 4.2. If 0 = (1 + 9C22)/(2 + 9C22), where C = Cf0 + mCg , then ‖p(x0, 0)‖H(x0,0)1/3k.
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Proof. Since f (x, ), g(x, ) are convex functions, and also with respect to (1.5), we conclude that H(x, 0) 
(1/(1 − 0))I , then H−1(x, 0)(1 − 0)I . So
‖p(x0, 0)‖2H(x0,0) = p
TH(x, 0)g = gTH−1(x, 0)g(1 − 0)gTg
= (1 − 0)
∥∥∥∥∥∇f (x
0)
0
−
m∑
i=1
∇gi(x0)
gi(x0)
∥∥∥∥∥
2
 1 − 0
20
(
‖∇f (x0)‖ +
∥∥∥∥∥
m∑
i=1
∇gi(x0)
gi(x0)
∥∥∥∥∥
)2
 1 − 0
20
C2,
where C = Cf0 + mCg . Thus when 0 = (1 + 9C22)/(2 + 9C22), we obtain
‖p(x0, 0)‖H(x0,0)
1
3k
. 
The following two lemmas are needed for analyzing complexity of such a short-step path-followingmethod. It shows
how the distance changes if the barrier parameter  is reduced.
Below, for simplicity, we set 
= 12 .
Lemma 4.3. If + = − (1 − ), x+ = x + p(x, +),  ∈ ( 12 , 0], then
‖p(x, +)‖H(x,+)‖p(x, )‖H(x,) + 
√
m + 2√2Cf .
Moreover, for = 1/31(√m + 2√2Cf ), by ‖p(x, )‖H(x,)1/3, we get
‖p(x+, +)‖H(x+,+) 13 . (4.1)
Proof. Since x is ﬁxed in this lemmawewill letp(+)=p(x, +),p()=p(x, ),H()=H(x, ),H(+)=H(x, +)
for briefness’ sake. By the deﬁnition of H,
H() = ∇
2f (x)

+ I
1 −  +
m∑
i=1
(
∇2gi(x)
−gi(x) +
∇gi(x)T∇gi(x)
gi(x)
2
)
.
Let = (1 − +)/(1 − ) = 1 + , then
H() = H(+) + 
+ − 
(1 − )+ ∇
2f (x) + (1 − )
m∑
i=1
(
∇2gi(x)
−gi(x) +
∇gi(x)T∇gi(x)
gi(x)
2
)
.
Since f (x), gi(x) are convex and gi(x)< 0, we have that
m∑
i=1
(
∇2gi(x)
−gi(x) +
∇gi(x)T∇gi(x)
gi(x)
2
)
and ∇2f (x) are positive deﬁnite matrices. By > 1,
H() H(+).
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Thus, we have
H−1(+) H−1().
Since
g(+) = ∇f (x)
+
+ x − x
0
1 − + +
m∑
i=1
∇gi(x)
−gi(x)
= 1
1 + g() −

1 + 
m∑
i=1
∇gi(x)
−gi(x) +

(1 + )+∇f (x),
we have
‖p(+)‖H(+) = ‖g(+)‖H−1(+)
√
1 + ‖g(+)‖H−1()
=
√
1 + 
∥∥∥∥∥ 11 + g() − 1 + 
(
m∑
i=1
∇gi(x)
gi(x)
− 1
+
∇f (x)
)∥∥∥∥∥
H−1()
 1√
1 + 
⎛
⎝‖g()‖H−1() + 
∥∥∥∥∥
m∑
i=1
∇gi(x)
−gi(x)
∥∥∥∥∥
H−1()
+ 
+
‖∇f (x)‖H−1()
⎞
⎠
.
Let
J =
(∇g1(x)
−g1(x) , . . . ,
∇gm(x)
−gm(x)
)
, e = (1, . . . , 1)T,
then
∑m
i=1∇gi(x)/ − gi(x) = Je, hence,∥∥∥∥∥
m∑
i=1
∇gi(x)
−gi(x)
∥∥∥∥∥
2
H−1()
= ‖Je‖2
H−1() = eTJ TH−1()J e
= eTJ T
(
∇2f (x)

+ I
1 −  +
m∑
i=1
(∇2gi(x)
−gi(x) + JJ
T
))−1
Je.
By Lemma 2.7,
∥∥∥∥∥
m∑
i=1
∇gi(x)
−gi(x)
∥∥∥∥∥
2
H−1()
eTe = m.
Hence,∥∥∥∥∥
m∑
i=1
∇gi(x)
−gi(x)
∥∥∥∥∥
H−1()

√
m.
It is clear from (1.5) that H()  I/(1 − ), therefore H−1()(1 − )I , and
‖∇f (x)‖2
H−1() = (∇f (x)TH−1()∇f (x)∇f (x)T(1 − )∇f (x)
= (1 − )‖∇f (x)‖2(1 − )C2f .
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By  12 , we have
‖p(+)‖H(+) 1√1 + 
(
‖p()‖H() + 
√
m + 
√
1 − 
+
Cf
)
‖p()‖H() + 
√
m + 2√2Cf . (4.2)
In the following, we prove (4.1).
For = 1/31(√m + 2√2Cf ), by (4.2) and ‖p(x, )‖H(x,)1/3, we have
‖p(x, +)‖H(x,+)‖p(x, )‖H(x,) + 
√
m + 2√2Cf  1
(1 + √3) .
By Lemma 2.2, we have
‖p(x+, +)‖H(x+,+) 13 . 
Lemma 4.4. If + = (1 − ), x+ = x + p(x, +),  ∈ (0, 12 ], then
‖p(+)‖H(+)
√
1 + 
1 −  (‖p()‖H() + 
√
m + 2√2 d).
Moreover, for = 1/(30(√m + 2√2d) + 17), by ‖p‖1/3, we get
‖p(x+, +)‖H(x+,+) 13 . (4.3)
Proof. Since x is ﬁxed in this lemma we will let p(+)=p(x, +), p=p(x, ), H()=H(x, ),H(+)=H(x, +)
for briefness’ sake. By the deﬁnition of H and the proof of Lemma 4.3, we have
H−1(+)H−1(),
where = (1 − +)/(1 − ). Since
g(+) = ∇f (x)
+
+ x − x
0
1 −  +
m∑
i=1
∇gi(x)
−gi(x)
= 1
1 − g() −

1 − 
m∑
i=1
∇gi(x)
−gi(x) −
(x − x0)
(1 − +)(1 − )(1 − ) ,
we have
‖p(+)‖H(+) = ‖g(+)‖H−1(+)
√
‖g(+)‖H−1(+)
= √
∥∥∥∥∥ 11 − g() − 1 − 
m∑
i=1
∇gi(x)
−gi(x) −

1 − 
x − x0
(1 − +)(1 − )
∥∥∥∥∥
H−1()

√

1 − 
⎛
⎝‖g()‖H−1() + 
∥∥∥∥∥
m∑
i=1
∇gi(x)
−gi(x)
∥∥∥∥∥
H−1()
+ ‖x − x
0‖H−1()
(1 − +)(1 − )
⎞
⎠
.
By the proof of Lemma 4.3,∥∥∥∥∥
m∑
i=1
∇gi(x)
−gi(x)
∥∥∥∥∥
H−1()

√
m.
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It is clear from (1.5) that H()  I/(1 − ), therefore H−1()(1 − )I , and
‖x − x0‖2
H−1() = (x − x0)TH−1()(x − x0)
(x − x0)T(1 − )I (x − x0)
= (1 − )‖x − x0‖2
(1 − )d2.
By  12 , 1 + /(1 − )1 + , we have
‖p(+)‖H(+)
√
1 + 
1 − 
⎛
⎜⎝‖p()‖H() + √m +  d√
(1 − )3
⎞
⎟⎠

√
1 + 
1 −  (‖p()‖H() + 
√
m + 2√2d). (4.4)
In the following, we prove (4.3).
By (4.4) and ‖p(x, )‖H(x,)1/3, for = 1/(30(√m + 2
√
2d) + 17), we have
‖p(x, +)‖H(x,+)
√
1 + 
1 −  (‖p(x, )‖H(x,) + 
√
m + 2√2d) 1
(1 + √3) .
By Lemma 2.2, we have
‖p(x+, +)‖H(x+,+) 13 . 
Theorem 4.5. The ﬁrst stage in Algorithm 4.1 needs at most
K1
2

ln(1 + 4.5C22)
iterations.
Proof. By Lemma 4.4 and K1+1 = K1 − (1− K1), we have K1+1 = (1+ )K1(0 − 1)+ 1. Hence, if K1+1 12 ,
we have (1 + )K11/2(1 − 0). Taking logarithms we require
K1 ln(1 + ) ln 12(1 − 0)
.
Since ln(1 + ) 12, this certainly holds if
K1
2

ln
1
2(1 − 0)
= 2

ln(1 + 4.5C22). 
By Theorem 3.3, we have that the second stage needs at most
K2
1

ln
d2 + 4m

(4.5)
iterations.
By Theorem 4.6 and (4.5), an upper bound for the total number of iterations turns out to be given by the following
theorem.
Theorem 4.6. An upper bound for the total number N of Newton iterations is given by
N = K1 + K2.
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It shows that to obtain an -optimal solution the algorithm needs
O
(
(
√
m + max{Cf0 , d}) ln
d2 + 4m

)
.
Newton iterations for the short-step.
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