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Bloomington, Indiana 47405-5701
Abstract. In this paper we determine the interaction of diagonal defect clusters in regions of an Aztec rectangle
that scale to arbitrary points on its symmetry axis (in earlier work we treated the case when this point was
the center of the scaled Aztec rectangle). We use the resulting formulas to determine the asymptotics of the
correlation of defects that are macroscopically separated from one another and feel the influence of the boundary.
In several of the treated situations this seems not to be accomplishable by previous methods. Our applications
include the case of two long neutral strings, which turn out to interact by an analog of the Casimir force, two
families of neutral doublets that turn out to interact completely independently of one another, a neutral doublet
and a very long neutral string, a general collection of macroscopically separated monomer and separation defects,
and the case of long strings consisting of consecutive monomers.
1. Introduction
Consider a (2m + 1) × (2n + 1) rectangular chessboard and suppose the corners are black. The Aztec
rectangle ARm,n is the graph whose vertices are the white squares and whose edges connect precisely those
pairs of white squares that are diagonally adjacent.
Let k, l ≥ 0 be integers, and consider the Aztec rectangle AR2n,2n+k−l. Let ℓ be its horizontal symmetry
axis, and label the vertices on ℓ from left to right by 1, 2, . . . , 2n + k − l. Set [m] := {1, 2, . . . ,m}. For
any disjoint subsets H,S ⊆ [2n+ k − l] so that |H | = k and |S| = l, define AR2n,2n+k−l(H,S) to be the
graph obtained from AR2n,2n+k−l by deleting the vertices on ℓ whose labels belong to H , and creating
separations1 at those vertices on ℓ whose labels belong to S (see Figure 1.1 for an example). Clearly,
AR2n,2n+k−l(H,S) is bipartite (i.e., its vertices can be colored black and white so that each edge has
oppositely colored endpoints), and one readily checks that it is also balanced (i.e., the two color classes
have the same number vertices), an obvious necessary condition for it to have perfect matchings.
In the closely related paper [6] we have seen that the number of perfect matchings of AR2n,2n+k−l(H,S)
is given by a simple product formula (see [6, Theorem 1.1]). Using this formula as our starting point, we
showed that the correlation in the bulk of an arbitrary collection of defect clusters2 along ℓ has asymptotics
given by Coulomb’s law for two dimensional electrostatics3, thus confirming in this instance our general
“electrostatic hypothesis” presented in [5, Conjecture 1].
In this paper we use the product formula provided by [6, Theorem 1.1] to determine the asymptotics of
the correlation of defect clusters in several situations away from the bulk and involving macroscopic defect
clusters, results that seem not to be accomplishable by previous methods.
Research supported in part by NSF grants DMS-0801625 and DMS-1101670.
1A separation is a place where a vertex v had “split” in two: one vertex above the symmetry axis ℓ, incident to the
neighbors of v above ℓ, and the other below the symmetry axis, incident to the neighbors of v below ℓ (three such instances
are shown in Figure 1.1).
2A defect cluster is an arbitrary finite union of monomers (unit holes, or missing vertices) and separations on ℓ.
3In this analogy, monomers are regarded as having charge +1, and separations as having charge −1. The charge of a
defect cluster is the sum of the charges of its constituent monomers and separations.
Figure 1.1. AR16,17({2, 4, 5, 10}, {8, 13, 14}).
In Section 2 we consider the interaction of two families of neutral doublet defects, in the limit as their
mutual distances and their distances from the boundary approach fixed ratios. The two families turn out
to behave completely independently of each other, each doublet interacting only with members of its own
family. Sections 3–5 consider the case of long neutral defect clusters, and present the asymptotics of their
correlation under various circumstances. In Section 6 we consider the situation when we have two defect
clusters, one being much longer than the other. Section 7 treats the case when the scaling limit of the
defect clusters is taken so that they all shrink to a common point different than the origin. In Section 8
we work out the asymptotics of an arbitrary family of monomers and separations, in the limit when their
mutual distances and their distances from the boundary approach fixed ratios (this could be called the
“long long-range correlation,” in a suggestive term that Michael Fisher attributes to Elliott Lieb [9]). The
interesting feature of this set-up is that in the scaling limit the portion of the Aztec rectangle around each
defect is governed by its own Gibbs measure (cf. [11]), a case not treated previously in the literature.
The effect of the boundary is also reflected in the formula we obtain. Section 9 treats the case of a finite
number of monomer clusters of macroscopic length, each consisting of a string of consecutive monomers,
and shows that in the scaling limit there is a unique equilibrium position that the clusters tend to occupy,
in accordance with physical intuition based on the parallel to electrostatics developed in our earlier work
(see [2][3][4][5]).
Note that for m = n, the Aztec rectangle ARm,n becomes the Aztec diamond graph ADn. In view of
this, if |H | = |S| (which will be the case throughout Sections 2–6), we denote the graph AR2n,2n+k−l(H,S)
by AD2n(H,S).
2. Dipole correlations
We define a dipole to be the union of two consecutive defects of opposite kind on ℓ ∩ AD2n: either a
monomer followed by a separation, or a separation followed by a monomer. If the hole in a dipole D is the
ith vertex from the left on ℓ∩AD2n, and i is odd, we say that D is an odd dipole; if i is even, we call it an
even dipole.
Let us define the finite size correlation of a collection D of dipoles on ℓ∩AD2n as follows. Let H and S
be the subsets of [2n] recording the positions of the holes and separations in D, respectively. Then we
define the finite size correlation of the collection of dipoles D by
ω2n(D) := M(AD2n(H,S))
M(AD2n)
, (2.1)
where M(G) denotes the number of perfect matchings of the graph G.
Interestingly, it turns out that the joint interaction of even and odd dipoles, already at the finite size
level, is dictated solely by the interaction of even dipoles among themselves and the boundary, and that of
2
odd dipoles among themselves and the boundary: There is absolutely no interaction between an even and
and odd dipole. More precisely, the following result holds.
As in [6], the function E is defined by
E(a1, a2, . . . , ak; b1, b2 . . . , bl) :=
∏
1≤i<j≤k |ai − aj |
1
2
∏
1≤i<j≤l |bi − bj |
1
2∏k
i=1
∏l
j=1 |ai − bj|
1
2
. (2.2)
If C is a collection of defect clusters, E(C) is obtained from the above formula by letting H and S be the
sets of integers that record the positions of the holes and separations involved in C.
Denote by ◦j a unit hole at location j, and by ×j a separation4 at location j on ℓ ∩ AD2n.
Theorem 2.1. (a). Let D be a collection consisting of odd dipoles D1, . . . , Dk and even dipoles D′1, . . . , D′l.
Then the finite size correlation of D is given by
ω2n(D) = ω2n(D1, . . . , Dk)ω2n(D′1, . . . , D′l)
=
(∏
D∈D
ω2n(D)
)
E2(D1, . . . , Dk)E
2(D′1, . . . , D
′
l). (2.3)
(b). The finite size correlation of single dipoles is given by5
ω2n(D) =


(
1
2
)
s+1
(
1
2
)
n−s−1
(1)s(1)n−s−1
, D = {◦2s+1,×2s+2}
(
1
2
)
s
(
1
2
)
n−s
(1)s−1(1)n−s
, D = {◦2s,×2s+1}
(
1
2
)
s
(
1
2
)
n−s
(1)s(1)n−s−1
, D = {×2s+1, ◦2s+2}
(
1
2
)
s
(
1
2
)
n−s
(1)s(1)n−s−1
, D = {×2s, ◦2s+1}
(2.4)
Remark 1. If one views dipoles on ℓ∩AD2n as neutral objects consisting of two unit charges of opposite
sign (see [6, Theorem2.1]), the above theorem shows that, from the point of view of their joint dimer-
mediated interaction, they naturally come in two flavors — odd and even — so that we have (exact!)
Coulomb-squared interaction among the objects of the same flavor, and absolutely no interaction between
objects of opposite flavor! It is remarkable that this equality is exact already at the finite size level.
The multiplicative constant can also be conceptually understood as the product of the individual dipole
correlations.
Remark 2. Theorem 2.1 of [gd] gives the asymptotics of the correlation of general defect clusters. However,
the Coulomb product on the right hand side of [6, (2.10)] becomes simply 1 when all defect clusters have
charge zero. Thus, if we regard each dipole as a defect cluster, the statement of Theorem 2.1 of [gd]
becomes simply that, in the limit of large distances between the dipoles, their joint correlation is equal to
the product of their individual correlations.
Theorem 2.1 refines this by providing the exact value of the correlation of dipoles. Furthermore, it
provides this exact value already for finite size correlations. Therefore the formula it provides controls a
variety of set-ups, for instance we can deduce from it the exact value of the correlation of dipoles around
any point on the symmetry axis of the scaling limit of the Aztec diamond, even at finite distance between
the dipoles.
In our proof we employ the following preliminary result, which is a generalization of Lemma 6.2 in [6].
4We note that in the interest of better readability and typesetting, we use in this paper ◦j and ×j for what was denoted
in [6] by ⊡j and
∨
∧ j
, respectively.
5Recall that (a)k is the Pochhammer symbol, defined to be equal to a(a + 1)(a + 2) · · · (a+ k − 1).
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Lemma 2.2. (a). For any integers 0 ≤ s1 < · · · < sk ≤ n− 1 and 0 ≤ t1 < · · · < tl ≤ n− 1, we have
M(AD2n({2s1 + 1, . . . , 2sk + 1, 2t1 + 1, . . . , 2tl + 1}, {2s1 + 2, . . . , 2sk + 2, 2t1, . . . , 2tl})
M(AD2n)
=
k∏
i=1
(
1
2
)
si+1
(
1
2
)
n−si−1
(1)si(1)n−si−1
l∏
j=1
(
1
2
)
tj
(
1
2
)
n−tj
(1)tj (1)n−tj−1
× E2({2s1 + 1, . . . , 2sk + 1, 2t1 + 1, . . . , 2tl + 1}, {2s1 + 2, . . . , 2sk + 2, 2t1, . . . , 2tl}). (2.5)
(b). For any integers 1 ≤ s1 < · · · < sk ≤ n and 0 ≤ t1 < · · · < tl ≤ n− 1, we have
M(AD2n({2s1, . . . , 2sk, 2t1 + 2, . . . , 2tl + 2}, {2s1 + 1, . . . , 2sk + 1, 2t1 + 1, . . . , 2tl + 1})
M(AD2n)
=
k∏
i=1
(
1
2
)
si
(
1
2
)
n−si
(1)si−1(1)n−si
l∏
j=1
(
1
2
)
tj
(
1
2
)
n−tj
(1)tj (1)n−tj−1
× E2({2s1, . . . , 2sk, 2t1 + 2, . . . , 2tl + 2}, {2s1 + 1, . . . , 2sk + 1, 2t1 + 1, . . . , 2tl + 1}). (2.6)
Proof. (a). Consider the dipoles Di = {◦2si+1,×2si+2}, i = 1, . . . , k, and D′j = {×2tj , ◦2tj+1}, j =
1, . . . , l. Then the left hand side of (2.5) is precisely the finite size correlation of the collection of dipoles
D1, . . . , Dk, D
′
1, . . . , D
′
l.
Let i ∈ {1, . . . , k}. In the fraction
ω2n(D1, . . . , Di)
ω2n(D1, . . . , Di−1)
, (2.7)
apply Theorem 1.1 of [6] both at the numerator and denominator, but with each element i of O and
E replaced by an indeterminate ai (this modification helps keep track of the simplifications that occur
between the factors at the numerator and denominator). One readily sees that after simplifications this
yields
ω2n(D1, . . . , Di)
ω2n(D1, . . . , Di−1)
=
1
2
n−1∏
j=0
j 6=s1,...,si−1
a2si+2 − a2j+1
a2si+1 − a2j+1
∏
1≤j<i
a2si+2 − a2sj+2
a2si+1 − a2sj+2
. (2.8)
For any i ∈ {1, . . . , l}, the same considerations lead to
ω2n(D1, . . . , Dk, D
′
1, . . . , D
′
i)
ω2n(D1, . . . , Dk, D′1, . . . , D
′
i−1)
=
1
2
n−1∏
j=0
j 6=s1,...,sk,t1,...,ti−1
a2ti − a2j+1
a2ti+1 − a2j+1
∏
1≤j≤k
a2ti − a2sj+2
a2ti+1 − a2sj+2
∏
1≤j<i
a2ti − a2tj
a2ti+1 − a2tj
. (2.9)
It is routine to check that by specializing back ai = i for all indices above, and multiplying together
equations (2.8) for i = 1, . . . , k and (2.9) for i = 1, . . . , l, one obtains (2.5).
(b). The left hand side is the finite size correlation of the collection consisting of dipoles {◦2si ,×2si+1},
i = 1, . . . , k, and {×2tj+1, ◦2tj+2}, j = 1, . . . , l. By performing a 180◦ rotation, this is seen to be the same
as the finite size correlation of the collection consisting of dipoles {◦2n−2tj−1,×2n−2tj}, j = 1, . . . , l, and
×2n−2si , ◦2n−2si+1}, i = 1, . . . , k, which is of the type addressed in part (a). Applying formula (2.5) to it
one arrives at (2.6). 
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Figure 2.1. The disturbance in the O-E pattern created by even and odd dipoles (odd
dipoles have their monomer marked by a dark square, even dipoles by a light square).
Proof of Theorem 2.1. The first formula in (2.4) follows from Lemma 2.2(a) by choosing k = 1, l = 0.
Similarly, the fourth formula in (2.4) follows from Lemma 2.2(a) by choosing k = 0, l = 1. The middle two
formulas in (2.4) follow analogously from Lemma 2.2(b). This proves part (b) of the Lemma.
For part (a), notice first that, by Theorem 1.1 of [6], the denominator of the fraction (2.1) defining
ω2n(D) is equal to
2n
2+2n
(0! 1! · · · (n− 1)!)2∆(O)∆(E), (2.10)
where O and E are the odd and even integers in [2n], respectively, and ∆(T ) := ∏1≤i<j≤n(tj − ti), for
the set T consisting of integers t1 < · · · < tn (the elements of O and E are indicated by O’s and E’s,
respectively, in the bottom half of Figure 2.1).
By the same theorem, the numerator of the fraction (2.1) defining ω2n(D) is equal to
2n
2+2n−k−l
(0! 1! · · · (n− 1)!)2∆(O
′)∆(E ′), (2.11)
where O′ and E ′ are the sets obtained from O and E by disturbing the positions of the O’s and E’s as
follows: The O’s corresponding to holes of odd dipoles are shifted one unit to the right for dipoles of type
◦× and one unit to the left for dipoles of type ×◦, while the E’s corresponding to holes of even dipoles are
shifted one unit to the right for dipoles of type ◦× and one unit to the left for dipoles of type ×◦. The top
half of Figure 2.1 illustrates this for a collection D consisting of three odd and two even dipoles; O′ and E ′
consist of the positions of the O’s and E’s in the top row.
Taking the ratio of (2.10) and (2.11), it follows that
ω2n(D) = 1
2k+l
∆(O′)∆(E ′)
∆(O)∆(E) . (2.12)
Next, note that the sole effect on the O-E pattern of including an odd dipole is to cause the O that
used to be in it to be shifted one unit to the right or left. Inclusion of an even dipole has the analogous
effect on the E that used to be in it (this is indicated by arrows in Figure 2.1). Therefore, if Do is the
subcollection of D consisting of the odd dipoles, the arguments that led to (2.12) give
ω2n(Do) = 1
2k
∆(O′)
∆(O) . (2.13)
Indeed, odd dipoles do not disturb the pattern of E’s, so the ∆(E) contributions from [6, Theorem 1.1]
cancel out. Furthermore, the pattern of O’s resulting by consideration of just the odd dipoles is the same
as the pattern of O’s generated by the entire collection D, as even dipoles have no effect on it.
The same reasoning shows that if De is the subcollection of D consisting of the even dipoles, then we
have
ω2n(De) = 1
2l
∆(E ′)
∆(E) . (2.14)
Multiplying (2.13) and (2.14) and comparing the result to (2.12) we obtain
ω2n(D) = ω2n(Do)ω2n(De), (2.15)
5
which proves the first equality in (2.3).
To prove the second equality in (2.3), note that the first and fourth formulas in (2.4), together with
Lemma 2.2(a), imply that
ω2n(Do) =
( ∏
D∈Do
ω2n(D)
)
E2(D1, . . . , Dk).
Similarly, the middle two equalities formulas in (2.4), together with Lemma 2.2(b), imply that
ω2n(De) =
( ∏
D∈De
ω2n(D)
)
E2(D′1, . . . , D
′
k).
Multiplying together the above two equations one obtains the second equality in (2.3). 
In agreement with Fisher and Stephenson’s point of view when they studied the interaction of two dimers
in [8], given two dipoles D1 and D2 let us consider the quantity
Ω2n(D1, D2) := ω2n(D1, D2)− ω2n(D1)ω2n(D2), (2.16)
which gives the difference between the probability that the dipoles are observed jointly and the product of
the probabilities that they occur separately. The exact values of this quantity are given by the following
result.
Corollary 2.3. For odd dipoles D1 and D2 we have
Ω2n(D1, D2) =


ω2n(D1)ω2n(D2)
(2t− 2s− 1)(2t− 2s+ 1) , D1 = {◦2s+1,×2s+2}, D2 = {◦2t+1,×2t+2}
−ω2n(D1)ω2n(D2)
(2t− 2s− 1)2 , D1 = {◦2s+1,×2s+2}, D2 = {×2t, ◦2t+1}
(2.17)
The analogous formulas for even dipoles are given by incrementing both s and t in (2.17) by one unit. If D1
and D2 are dipoles of opposite parity, Ω2n(D1, D2) = 0.
Proof. Apply Theorem 2.1(a) in the special case when D consists of the dipoles D1 and D2, and use the
definition (2.2) of E. 
From the above results it is easy to deduce the value of the correlation ω of [6] for an arbitrary collection
of dipoles. We in fact generalize this to the situation when the scaling limit is taken so that the dipoles
shrink to some arbitrary fixed points on the symmetry axis of the scaled Aztec diamond (and not necessarily
to its center).
We will now take limits as the size of the Aztec diamond goes to infinity, and therefore any vertex of
the infinite square grid on ℓ can be the location of a defect. Label these vertices from left to right by the
elements of Z.
Let Di be a finite collection of dipoles, for i = 1, . . . , k. Denote by AD2n(D) the graph obtained from
AD2n by creating defects at its vertices on ℓ as specified by the collection of dipoles D. If D = {◦s,×t} is
a dipole and m ∈ Z, denote by D(m) the dipole {◦m+s,×m+t}. Let D(m) = {D(m) : D ∈ D}.
Given real numbers 0 < α1 < · · · < αk < 2, we define the correlation ωα1,...,αk of the dipole collections
D1, . . . ,Dk as Di shrinks in the scaling limit to the point on ℓ corresponding to αi, i = 1, . . . , k, by
ωα1,...,αk(D1, . . . ,Dk) := limn→∞
M(AD2n(D1(a(1)n ) ∪ · · · ∪ Dk(a(k)n ))
M(AD2n)
, (2.18)
where (a
(i)
n )n is a sequence of even integers
6 so that limn→∞ a
(i)
n /n = αi, for i = 1, . . . , k, and the Aztec
diamond graphs are placed so that their vertices on ℓ have labels 1, 2, . . . , 2n.
Remark 3. Note that this is a generalization of the correlation ω of [gd]: ωα1,...,αk(D1, . . . ,Dk) measures
the correlation of the dipole collectionsDi as they interact while each being in a patch whose dimer statistics
is governed by a different translationally invariant ergodic Gibbs measure (cf. [11]); ω corresponds to the
case α1 = · · · = αk = 1.
6The integers a
(i)
n are required to be even so that D(a
(i)
n ) has the same parity as D.
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Corollary 2.4. Let D(i) be finite collections of dipoles, for i = 1, . . . , k. Let D(i)o and D(i)e be the subsets
of D(i) consisting of odd and even dipoles, respectively. Then for any real numbers 0 < α1 < · · · < αk < 2
we have
ωα1,...,αk(D1, . . . ,Dk) = ωα1,...,αk(D(1)o , . . . ,D(k)o ) ωα1,...,αk(D(1)e , . . . ,D(k)e )
=
k∏
i=1
∏
D∈D(i)
1
π
(
αi
2− αi
) ǫ(D)
2
k∏
i=1
E2(D(i)o )E2(D(i)e ), (2.19)
where the sign ǫ(D) of the dipole D is 1 if it has the hole on its left, and −1 if it has the hole on its right.
Proof. By Theorem 2.1(a), the assertion will follow provided we prove that
lim
n→∞
ω2n(D(an)) =
1
π
(
α
2− α
) ǫ(D)
2
(2.20)
for any dipole D and sequence (an)n of even integers with an/n→ α. Indeed, the contribution to the E2
factors in (2.3) coming from the interactions of dipoles from different collections become 1 in the limit as
n→∞, as this causes them to become infinitely separated.
To prove (2.20), recall that, for any fixed a, b ∈ R, the asymptotics of the ratios of Gamma functions is
given by (see e.g. [12, Ch. 4, (5.02)])
Γ(x + a)
Γ(x + b)
= xa−b
{
1 +
1
2
(a− b)(a+ b− 1) 1
x
+ O
(
1
x2
)}
, x→∞. (2.21)
Let D = {◦2s+1,×2s+2}. Using the formula
(a)k =
Γ(a+ k)
Γ(k)
(2.22)
to express the Pochhammer symbols in (2.4) in terms of Gamma functions and the fact that Γ(1/2) =
√
π,
we obtain from the first equation in (2.4) that
ω2n(D) =
1
π
Γ
(
s+ 32
)
Γ
(
n− s− 12
)
Γ(s+ 1)Γ(n− s− 1) . (2.23)
Since (2.20) involves the translation D(an) of D, in which the hole is at location an + 2s+ 1 = 2(an/2 +
s) + 1, the correlation ω2n(D(an)) is obtained by replacing s by an/2 + s on the right hand side of (2.23).
Using (2.21) one obtains
ω2n(D(an)) =
1
π
(an
2
) 1
2
(
n− an
2
)− 12
+O(n−1/2), n→∞. (2.24)
Since by assumption an/n→ α, the above implies (2.20) for dipoles of type {◦2s+1,×2s+2}.
For odd dipoles D of type ×◦, start with the fourth equation in (2.4) and use the same argument. The
fact that this time the first Pochhammer symbols at the numerator and denominator have the same index,
and the second ones differ by one, results in the main term in the asymptotics being given by the reciprocal
of the main term in (2.24), in accordance with the fact that now the sign ǫ(D) is −1. The case of even
dipoles follows in the same fashion. 
Setting
Ωα1,...,αk(D1, . . . ,Dk) = ωα1,...,αk(D1, . . . ,Dk)−
k∏
i=1
∏
D∈Di
ωαi(D), (2.25)
this implies the following.
7
Corollary 2.5. With the same notation as in Corollary 2.4, we have
Ωα1,...,αk(D1, . . . ,Dk) =
k∏
i=1
ωαi(Di)
{(
k∏
i=1
E2(D(i)o )E2(D(i)e )
)
− 1
}
. (2.26)
Proof. By (2.20) it follows that
ωα(D) =
1
π
(
α
2− α
) ǫ(D)
2
. (2.27)
Using this, the statement follows directly from Corollary 2.4. 
The following special case of Corollary 2.4 will be used several times later in this paper.
Corollary 2.6. We have
ω(◦2s1+1×2s1+2, . . . , ◦2sk+1×2sk+2,×2t1◦2t1+1, . . . ,×2tl◦2t1+l)
= ω(◦2s1+1×2s1+2, . . . , ◦2sk+1×2sk+2) ω(×2t1◦2t1+1, . . . ,×2tl◦2t1+l)
=
1
πk+l
∏
1≤i<j≤k
(2sj − 2si)
(2sj − 2si − 1)(2sj − 2si + 1)
∏
1≤i<j≤l
(2tj − 2ti)
(2tj − 2ti − 1)(2tj − 2ti + 1) , (2.28)
where ω is the correlation at the center of the scaled Aztec diamond.
Proof. As the listed dipoles are all of the same parity, the statement follows from Corollary 2.4 by
specializing k = 1, α1 = 1 and using (2.27). 
Remark 4. Specializing k = 1, α1 = 1 in (2.26) and using (2.27) one obtains
ω(◦2s+1×2s+2, ◦2t+1×2t+2)− ω(◦2s+1×2s+2)ω(◦2t+1×2t+2) = 1
π2(2t− 2s− 1)(2t− 2s+ 1) ,
(2.29)
ω(◦2s+1×2s+2, ◦2t×2t+1)− ω(◦2s+1×2s+2)ω(◦2t×2t+1) = 0, (2.30)
ω(◦2s+1×2s+2,×2t◦2t+1)− ω(◦2s+1×2s+2)ω(×2t◦2t+1) = − 1
π2(2t− 2s− 1)2 , (2.31)
ω(◦2s+1×2s+2,×2t+1◦2t+2)− ω(◦2s+1×2s+2)ω(×2t+1◦2t+2) = 0. (2.32)
These are in some sense analogous to the formulas of Fisher and Stephenson given in [8] for the correlations
of vertical dimers facing one another. The curious fact that the latter decreased as d−2 and −d−4 for even
and odd separations d between them, respectively, is paralleled by the fact that, as shown by the above
formulas, the correlation of two dipoles of type ◦× either decreases as one over the square of the distance
between them, or is equal to zero (exactly)!
A notable difference — and an even more curious fact — is that in the analysis of Fisher and Stephenson
changing the parity of the distance between the dimers causes the moving dimer to flip its “polarization”,
i.e. the dimer switches from having say the upper vertex white to having it black. That is not the case
in our example with dipoles! So while the former phenomenon could be understood at least qualitatively
(attraction vs. repellance) using the electrostatic picture pieced together by [2][3][4][5], the latter doesn’t
seem to be explainable the same way — it is hard to see how in such an argument the parity of the
distance between the dipoles could play such a radical role. This unusual behavior seems to be an effect of
the dipoles interacting with the underlying lattice itself.
3. The interaction of infinitely long neutral slits
Denote by [◦×]n the cluster of defects consisting of n monomers and n separations occurring at 2n
consecutive sites on ℓ, so that monomers and separations alternate, and the leftmost defect is a monomer.
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Let [×◦]n be defined similarly, with the one difference that the leftmost defect is a separation. As a
separation defect is equivalent to the superposition of four trimers (see [6, Section 1]), [◦×]n can be viewed
as the superposition of 2n slits, each consisting of 2n consecutive vertices on ℓ, n vertices on the diagonal
immediately above ℓ, and n vertices on the diagonal immediately below ℓ. With this interpretation in
mind, we call [◦×]n and [×◦]n fluctuating slits (see Figure 3.1 for a schematical illustration of two such
slits; sample removed trimers are indicated; all four possible trimers are considered inside each big circle).
In this section we study the asymptotics of the correlation of fluctuating slits by letting first the slits
grow infinitely long, and then increasing the separation between them (see Theorem 3.4). Sections 4 and 5
present two more points of view: letting first the separation go to infinity and then increasing the length
of the slits (in Section 4), and letting the slits and the separation between them go to infinity at the same
time (in Section 5).
Denote by
ω([◦×]a, [◦×]b; d) (3.1)
the correlation at the center7 (as considered in [6]) of the monomer cluster consisting of the fluctuating slit
[◦×]a followed, after d unaffected sites on ℓ, by the fluctuating slit [◦×]b; define ω([◦×]a, [×◦]b; d) to have
the obvious analogous meaning.
We start by giving an expression for the correlation (3.1) for even d as a product of ratios of Gamma
functions.
Lemma 3.1. We have
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a+b) =
a∏
i=1
{[
Γ(a+ b+ d− i+ 1)Γ(a− i+ 1)
Γ(a+ b− i+ 1)Γ(a+ d− i+ 1)
]2
×Γ
(
a+ d− i+ 12
)
Γ
(
a+ d− i+ 32
)
Γ
(
a+ b− i+ 12
)
Γ
(
a+ b− i+ 32
)
Γ
(
a+ b+ d− i+ 12
)
Γ
(
a+ b+ d− i+ 32
)
Γ
(
a− i+ 12
)
Γ
(
a− i+ 32
)
}
.
(3.2)
Proof. Note that both defect clusters whose correlation is taken on the left hand side of (3.2) can be
regarded as unions of odd dipoles. Apply Corollary 2.6 to both of them. Clearly, the resulting factors at
the numerator and denominator that involve π cancel out, and so do also those factors involved in the E2
parts that come from interactions within [◦×]a, and from interactions within [◦×]b. One readily sees that
the remaining factors can be organized so as to obtain the formula
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a+b) =
[(a+ d)b(a+ d− 1)b · · · (d+ 1)b]2(
a+ d+ 12
)
b
(
a+ d− 12
)
b
· · · (d+ 32)b (a+ d− 12)b (a+ d− 32)b · · · (d+ 12)b
[(a)b(a− 1)b · · · (1)b]2(
a+ 12
)
b
(
a− 12
)
b
· · · ( 32)b (a− 12)b (a− 32)b · · · ( 12)b
. (3.3)
Using formula (2.22) to express the Pochhammer symbols above in terms of Gamma functions one ob-
tains (3.2). 
This implies the following surprising exact equality.
Corollary 3.2. For any non-negative integers a, b and d one has
ω([◦×]a, [◦×]b; 2d) = ω([◦×]a, [◦×]d; 2b). (3.4)
Proof. Note that the expression on the right hand side of (3.2) is invariant under interchanging the
variables b and d. 
We record for later use the following simple consequence of Corollary 2.6.
7In [6] we denoted this correlation by ω¯; in the interest of notational simplicity, we will drop the bar from now on and
simply write ω for this correlation.
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Figure 3.1. Illustration of the fluctuating slits involved in ω([◦×]a, [◦×]b; 2d).
Lemma 3.3. For any positive integer a we have
ω([◦×]a) = ω([×◦]a) = 1
2a
a∏
i=1
Γ2(i)
Γ
(
i− 12
)
Γ
(
i+ 12
) . (3.5)
Proof. Apply Corollary 2.6, and convert the resulting Pochhammer symbols to Gamma functions using
formula (2.22). 
The next result concerns the first point of view mentioned at the beginning of this section (namely,
letting the fluctuating slits grow infinitely long first, and then studying the asymptotics of their correlation
as the separation between them increases).
Theorem 3.4. (a). Consider two like-oriented fluctuating slits [◦×]a and [◦×]b separated by an even
number 2d of sites. Then we have
lim
a,b→∞
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a+b) = 2
dω([◦×]d)
∼ 2
1
3 e
1
4
A3
(2d)−
1
4 , d→∞, (3.6)
where A is the Glaisher-Kinkelin constant (see [10]), defined by the limit
lim
n→∞
0! 1! · · · (n− 1)!
n
n2
2 −
1
12 (2π)
n
2 e−
3n2
4
=
e
1
12
A
. (3.7)
On the other hand, if they are separated by an odd number of sites, then
ω([◦×]a, [◦×]b; 2d+ 1) = ω([◦×]a)ω([◦×]b) = 1
2a+b
a∏
i=1
Γ2(i)
Γ
(
i − 12
)
Γ
(
i+ 12
) b∏
i=1
Γ2(i)
Γ
(
i− 12
)
Γ
(
i+ 12
) , (3.8)
independently of d.
(b). Consider two oppositely oriented fluctuating slits [◦×]a and [×◦]b separated by an odd number 2d+1
of sites. Then we have
lim
a,b→∞
ω([◦×]a, [×◦]b; 2d+ 1)
ω([◦×]a, [×◦]b; 1) ∼
π
1
2 e
1
4
2
1
6A3
(2d+ 1)
1
4 , d→∞. (3.9)
On the other hand, if they are separated by an even number of sites, then
ω([◦×]a, [×◦]b; 2d) = ω([◦×]a)ω([×◦]b) = 1
2a+b
a∏
i=1
Γ2(i)
Γ
(
i− 12
)
Γ
(
i+ 12
) b∏
i=1
Γ2(i)
Γ
(
i− 12
)
Γ
(
i+ 12
) , (3.10)
independently of d.
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Proof. In addition to the equality of Corollary 3.2, the correlation of fluctuating slits is also invariant
under interchanging a and b:
ω([◦×]a, [◦×]b; 2d) = ω([◦×]b, [◦×]a; 2d). (3.11)
Indeed, a rotation by 180◦ shows that
ω([◦×]a, [◦×]b; 2d) = ω([×◦]b, [×◦]a; 2d). (3.12)
However, regarding all defect clusters whose correlation is taken as unions of odd dipoles, one sees that
Corollary 2.4 implies
ω([×◦]b, [×◦]a; 2d) = ω([◦×]b, [◦×]a; 2d) (3.13)
(this is because upon changing all holes into separations and all separations into holes, each pair of likes
remains a pair of likes, and each pair of unlikes remains a pair of unlikes). Using (3.12) and (3.13) one
obtains (3.11).
By (3.4) and (3.11) we obtain from Lemma 3.1 that
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a+b) =
d∏
i=1
{[
Γ(d+ a+ b− i+ 1)Γ(d− i+ 1)
Γ(d+ b− i+ 1)Γ(d+ a− i+ 1)
]2
×Γ
(
d+ b− i+ 12
)
Γ
(
d+ b− i+ 32
)
Γ
(
d+ a− i+ 12
)
Γ
(
d+ a− i + 32
)
Γ
(
d+ a+ b− i+ 12
)
Γ
(
d+ a+ b − i+ 32
)
Γ
(
d− i+ 12
)
Γ
(
d− i + 32
)
}
.
(3.14)
We are interested in the limit of the above as a, b → ∞, with d kept constant. Taking out the factors
involving only d, (3.14) becomes
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a+b) =
d∏
i=1
Γ2(d− i+ 1)
Γ
(
d− i+ 12
)
Γ
(
d− i + 32
)
×
d∏
i=1
Γ2(a+ b+ d− i+ 1)Γ (a+ d− i+ 12)Γ (a+ d− i+ 32)Γ (b+ d− i+ 12)Γ (b+ d− i+ 32)
Γ
(
a+ b + d− i+ 12
)
Γ
(
a+ b+ d− i+ 32
)
Γ2(a+ d− i+ 1)Γ2(b+ d− i+ 1) .
(3.15)
Writing the factor in the second product above as
Γ2(a+ b+ d− i+ 1)
Γ
(
a+ b+ d− i+ 12
)
Γ
(
a+ b+ d− i+ 32
) Γ (a+ d− i+ 12)Γ (a+ d− i+ 32)
Γ2(a+ d− i+ 1)
×Γ
(
b+ d− i+ 12
)
Γ
(
b+ d− i+ 32
)
Γ2(b + d− i+ 1)
and using (2.21), one sees that the factor in the second product in (3.15) approaches 1 for any fixed d as
a, b→∞. It follows then from (3.15) that
lim
a,b→∞
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a+b) =
d∏
i=1
Γ2(d− i+ 1)
Γ
(
d− i+ 12
)
Γ
(
d− i+ 32
) = d∏
i=1
Γ2(i)
Γ
(
i− 12
)
Γ
(
i+ 32
) . (3.16)
Combining (3.16) and (3.5) one obtains the first equality in (3.6).
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In order to work out the asymptotics, for non-negative integers n set
H(n) := 0! 1! · · · (n− 1)! (3.17)
and
E(n) := [2! 4! · · · (2n)!]2. (3.18)
Then (3.7) is equivalent to
H(n) ∼ e
1
12
A
n
n2
2 −
1
12 (2π)
n
2 e−
3n2
4 , n→∞. (3.19)
One also sees, writing
E2(n) = 2n(0! 1! · · · (2n− 1)!)n! (2n)!
and using (3.19) and Stirling’s approximation for the factorial, that
E(n) ∼ e
1
12
A
n2n
2− 112+3n+1 πn+1 22n
2− 112+4n+
3
2 e−3n
2−3n, n→∞. (3.20)
Repeatedly applying the recurrence Γ(x+1) = xΓ(x) for the Gamma function and using that Γ
(
1
2
)
=
√
π,
one arrives at the following expressions for the products of the individual Gamma functions making up the
factor on the right hand side of (3.16):
d∏
i=1
Γ(i) = H(d) (3.21)
d∏
i=1
Γ
(
i+
1
2
)
=
π
d
2
√
E(d)
2d(d+1)d!H(d)
(3.22)
d∏
i=1
Γ
(
i− 1
2
)
=
π
d
2
√
E(d)
2d(d−1)(2d)!H(d)
. (3.23)
Using (3.19) and (3.20) in (3.21)–(3.23), it follows that
d∏
i=1
Γ2(i)
Γ
(
i− 12
)
Γ
(
i+ 12
) ∼ 2 112 e 14
A3
d−
1
4 , d→∞. (3.24)
The asymptotic equality in equation (3.6) in the statement of the theorem follows now by (3.16) and (3.24).
Equation (3.8) follows from the first equality in Corollary 2.6 and two applications of (3.5). This completes
the proof of part (a).
To prove (3.9), we express ω([◦×]a, [×◦]b; 2d + 1) in terms of ω([◦×]a, [◦×]b; 2d) as follows. We claim
that
ω([◦×]a, [×◦]b; 2d+ 1)
ω([◦×]a, [◦×]b; 2d) =
{(2d+ 2a+ 2b) · · · (2d+ 2b+ 2)}{(2b− 2) · · · (2)}
{(2d+ 2a+ 2b− 1) · · · (2d+ 2b+ 1)}{(2b− 1) · · · (1)}
{(2d+ 2a) · · · (2d+ 2)}{(2b− 2) · · · (2)}
{(2d+ 2a− 1) · · · (2d+ 1)}{(2b− 1) · · · (1)}
, (3.25)
where successive factors in the products in all curly braces decrease by two units from one factor to the
next.
Indeed, use Corollary 2.6 to write both the numerator and the denominator on the left hand side above as
an explicit product. Since the defect cluster at the denominator is obtained from the one at the numerator
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by moving the rightmost hole in slit [×◦]b to the position just to the left of that slit, almost all factors of
the products in the previous sentence cancel out; the ones that do not are shown on the right hand side of
(3.25).
Dividing each remaining factor by 2 to express the leftover expression in terms of Pochhammer symbols,
and then using (2.22) to convert the latter to Gamma functions, we obtain from (3.25) that
ω([◦×]a, [×◦]b; 2d+ 1)
ω([◦×]a, [◦×]b; 2d) =
(d+ b+ 1)a
(
a+ 12
)
a(
d+ b+ 12
)
a
(d+ 1)a
=
Γ(a+ b+ d+ 1)Γ
(
a+ d+ 12
)
Γ
(
b+ d+ 12
)
Γ(d+ 1)
Γ
(
a+ b+ d+ 12
)
Γ (a+ d+ 1)Γ (b+ d+ 1)Γ
(
d+ 12
) . (3.26)
Dividing side by side equation (3.26) with its d = 0 specialization we obtain
ω([◦×]a, [×◦]b; 2d+ 1)
ω([◦×]a, [×◦]b; 1) =
Γ
[
a+ b+ d+ 1, a+ d+ 12 , a+ d+
1
2 , d+ 1
a+ b+ d+ 12 , a+ d+ 1, b+ d+ 1, d+
1
2
]
Γ
[
a+ b+ 1, a+ 12 , a+
1
2 , 1
a+ b+ 12 , a+ 1, b+ 1,
1
2
] ω([◦×]a, [◦×]b; 2d)
ω([◦×]a+b) , (3.27)
where in the interest of brevity we used the notation
Γ
[
a1, . . . , ak
b1, . . . , bl
]
=
Γ(a1) · · ·Γ(ak)
Γ(b1) · · ·Γ(bl) . (3.28)
It readily follows from (2.21) that the first fraction on the right hand side of (3.27) has the limit
Γ
(
1
2
)
Γ(d+ 1)
Γ
(
d+ 12
)
as a, b→∞. Therefore, by taking the limit a, b→∞ in (3.27) and using that Γ ( 12) = √π, we obtain
lim
a,b→∞
ω([◦×]a, [×◦]b; 2d+ 1)
ω([◦×]a, [×◦]b; 1) =
√
π
Γ(d+ 1)
Γ
(
d+ 12
) lim
a,b→∞
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a+b) . (3.29)
As by (2.21) one has
Γ(d+ 1)
Γ
(
d+ 12
) ∼ d 12 , d→∞,
equations (3.29) and (3.6) imply (3.9). The proof is completed by noting that, just as it was the case
for (3.8), equation (3.10) follows from Corollary 2.6 and Lemma 3.3. 
The results stated in Theorem 3.4 can be extended to any finite number of slits. Define
ω([◦×]a1 , . . . , [◦×]ak ; d1, . . . , dk−1) (3.30)
to be the correlation at the center (same as in [6]) of the monomer cluster consisting of the fluctuating
slit [◦×]a1 followed, after d1 unaffected sites, by the fluctuating slit [◦×]a2 , and so on, ending, after dk−1
unaffected sites, with the slit [◦×]ak .
Then the same arguments that led to the above proof of Theorem 3.4 can be used to prove the following
result.
Theorem 3.5. We have
lim
a1,...,ak→∞
ω([◦×]a1 , . . . , [◦×]ak ; 2d1, . . . , 2dk−1) ∼
2
k
3 e
k
4
A3k
(2d1)
− 14 · · · (2dk)− 14 , d1, . . . , dk →∞. 
4. The interaction of neutral slits of finite length
In this section we study the asymptotics of the correlation of fluctuating slits of fixed length as the
separation between them grows large. We obtain the following result.
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Theorem 4.1. For any fixed integers a, b ≥ 1 we have, as d→∞, that
ω([◦×]a, [◦×]b; 2d)− ω([◦×]a)ω([◦×]b) ∼ 1
πa+b
E2([◦×]a)E2([◦×]b) ab
4d2
, (4.1)
and
ω([◦×]a, [×◦]b; 2d+ 1)− ω([◦×]a)ω([×◦]b) ∼ − 1
πa+b
E2([◦×]a)E2([◦×]b) ab
4d2
. (4.2)
On the other hand, for any non-negative integer d we have
ω([◦×]a, [◦×]b; 2d+ 1)− ω([◦×]a)ω([◦×]b) = ω([◦×]a, [×◦]b; 2d)− ω([◦×]a)ω([×◦]b) = 0. (4.3)
Proof. By Corollary 2.6 we have that
ω([◦×]a, [◦×]b; 2d)− ω([◦×]a)ω([◦×]b) = 1
πa+b
E2([◦×]a)E2([◦×]b)
(
E2∗([◦×]a, [◦×]b)− 1
)
, (4.4)
where the star at the subscript indicates that only those factors in (2.2) that correspond to defects in
different slits are taken into account.
By the calculation that led to (3.3) we obtain that
E2∗([◦×]a, [◦×]b) =
b∏
i=1
(d+ i)2a(
d+ i− 12
)
a
(
d+ i+ 12
)
a
. (4.5)
Therefore, we have
E2∗([◦×]a, [◦×]b)− 1 =
b∏
i=1
(d+ i)2a(
d+ i− 12
)
a
(
d+ i+ 12
)
a
− 1
=
∏b
i=1 Ai −
∏b
i=1Bi∏b
i=1 Bi
, (4.6)
where
Ai = (d+ i)
2(d+ i+ 1)2 · · · (d+ i+ a− 1)2 (4.7)
and
Bi =
{
(d+ i)2 − 1
4
}{
(d+ i+ 1)2 − 1
4
}
· · ·
{
(d+ i+ a− 1)2 − 1
4
}
, (4.8)
for i = 1, . . . , b. Write the numerator in (4.6) as
A1 · · ·Ab−1(Ab −Bb) +A1 · · ·Ab−2(Ab−1 −Bb−1)Bb + · · ·+ (A1 −B1)B2 · · ·Bb. (4.9)
It is clear from (4.7) and (4.8) that both Ai and Bi are asymptotically equal to d
2a, while Ai − Bi is
asymptotically equal to a4d
2a−2, as d→∞. It follows then from (4.6) and (4.9) that
E2∗([◦×]a, [◦×]b)− 1 ∼
ab
4d2
, d→∞,
which together with (4.4) implies (4.1). Equation (4.2) follows by a perfectly analogous argument, while
(4.3) is a direct consequence of Corollary 2.6. 
Remark 5. The three possible behaviors of attraction, repellance, or no interaction appear here just as
they did in the previous section. However, now the lengths 2a and 2b of the slits do have an effect, as the
main term in the asymptotics is proportional to ab/πa+b.
5. Growing slit length and separation at the same time: A Casimir force
In this section we consider what is perhaps the most natural set-up, namely to let the length of the
fluctuating slits and the separation between them grow at the same rate. The results we obtain have a
surprising interpretation, discussed in Remark 6.
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Theorem 5.1. If a, b and d go to infinity so that a ∼ αn, b ∼ βn and d ∼ δn for some fixed α, β, δ > 0,
we have
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a)ω([◦×]b) →
[
(α+ δ)(β + δ)
δ(α+ β + δ)
] 1
4
(5.1)
and
ω([◦×]a, [×◦]b; 2d+ 1)
ω([◦×]a)ω([×◦]b) →
[
δ(α+ β + δ)
(α+ δ)(β + δ)
] 1
4
. (5.2)
The ratios of correlations on the left hand sides of (5.1) and (5.2) corresponding to the other parity of the
distance between the fluctuating slits are equal to 1 for all non-negative integers a, b and d.
Proof. Rewrite (3.14) as
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a+b) =
d∏
i=1
[
Γ(a+ b+ i)Γ(i)
Γ(a+ i)Γ(b+ i)
]2 Γ (a+ i− 12)Γ (a+ i+ 12)Γ (b+ i− 12)Γ (b+ i+ 12)
Γ
(
a+ b+ i− 12
)
Γ
(
a+ b+ i+ 12
)
Γ
(
i− 12
)
Γ
(
i+ 12
)
=
d∏
i=1
Γ2(i)
Γ
(
i− 12
)
Γ
(
i+ 12
) a+d∏
i=a+1
Γ
(
i− 12
)
Γ
(
i+ 12
)
Γ2(i)
×
b+d∏
i=b+1
Γ
(
i− 12
)
Γ
(
i+ 12
)
Γ2(i)
a+b+d∏
i=a+b+1
Γ2(i)
Γ
(
i− 12
)
Γ
(
i+ 12
)
=
Pd
Pa+b+d
Pa+b
Pa+d
Pa
Pb+d
Pb
=
Pa Pb Pd Pa+b+d
Pa+b Pa+d Pb+d
, (5.3)
where we set
Pn :=
n∏
i=1
Γ2(i)
Γ
(
i− 12
)
Γ
(
i+ 12
) . (5.4)
The asymptotics of the product Pn has been worked out in Section 3, where we saw that it is given by (3.24).
Using (3.24) for each factor on the right hand side of (5.3) we obtain
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a+b) ∼
2
1
12 e
1
4
A3
[
(α+ β)(α + δ)(β + δ)
αβδ(α + β + δ)
] 1
4 1
n
1
4
. (5.5)
By Lemma 3.3 and (3.24) we have that
ω([◦×]n) ∼ 2
1
12 e
1
4
A3
1
2nn
1
4
, n→∞, (5.6)
and therefore
ω([◦×]a+b
ω([◦×]aω([◦×]b ∼
A3
2
1
12 e
1
4
(
αβ
α+ β
) 1
4
n
1
4 , a ∼ αn, b ∼ βn. (5.7)
Multiplying together (5.5) and (5.7) we obtain (5.1).
To prove (5.2), note that by Lemma 3.3 and equation (3.26), we have
ω([◦×]a, [×◦]b; 2d+ 1)
ω([◦×]a)ω([×◦]b) =
ω([◦×]a, [×◦]b; 2d+ 1)
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a)ω([×◦]b)
=
Γ(a+ b+ d+ 1)Γ
(
a+ d+ 12
)
Γ
(
b+ d+ 12
)
Γ(d+ 1)
Γ
(
a+ b+ d+ 12
)
Γ (a+ d+ 1)Γ (b+ d+ 1)Γ
(
d+ 12
) ω([◦×]a, [◦×]b; 2d)
ω([◦×]a)ω([◦×]b) . (5.8)
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Figure 5.1. Interpretation of the expressions in Theorem 5.1.
Applying four times formula (2.21) for the asymptotics of ratios of Gamma functions on the right hand
side of (5.8) and using (5.1) one obtains (5.2).
The last fact in the statement of the theorem follows from Corollary 2.6, as for the remaining parities
of the separating distance the two slits can be viewed as collections of dipoles of opposite parities. 
Remark 6. In the statement of the above result we chose to normalize by the “n = ∞” position of
the strings, because this leads to the simplest formulas. The variant with ω([◦×]a+b) as the normalizing
denominator is expressed by equation (5.5).
The expressions that arise in Theorem 5.1 have the following conceptual interpretation. Place a positive
unit charge at each hole-end of a fluctuating slit, and a negative unit charge at each separation-end (this
is illustrated in Figure 5.1). Form the Coulomb product corresponding to this system of 2D charges (see
[6, (2.10)]), omitting contributions coming from the ends of the same string (which cancel out due to
the normalization), and take its square root. Then the resulting expression provides the answer to the
asymptotic questions addressed in Theorem 5.1. It is as if the fluctuating strings would get polarized at
the ends, with the ends interacting by a square root Coulomb law.
It is remarkable that this interpretation works for both (5.1) and (5.2). Looking back at how (5.2) was
deduced, one sees that this common interpretation of (5.1) and (5.2) hinged upon the ratios of Gamma
functions in (5.8) bringing in just the right factors when their asymptotics was considered. We believe that
this is more than just a coincidence, and that this phenomenon may well govern the interaction of parallel
fluctuating slits in any relative position. In particular we make the following conjecture.
Denote by ω‖([◦×]a, [×◦]a; 2d) the correlation of the fluctuating slits [◦×]a and [×◦]a when the latter is
translated off ℓ so that it is positioned straight above the former, with 2d white horizontal diagonals of the
square grid in between them (we consider the grid graph colored in chessboard fashion, with the vertices
on ℓ white).
Conjecture 5.2. If a and d grow to infinity so that a ∼ αn and d ∼ δn for some fixed α, δ > 0, then we
have
ω‖([◦×]a, [×◦]a; 2d)
ω([◦×]a)ω([×◦]a) →
√
1 +
α2
δ2
. (5.9)
Note that for δ/α→ 0 this would imply that
ω‖([◦×]a, [×◦]a; 2d)
ω([◦×]a)ω([×◦]a) ∼
α
δ
. (5.10)
Since α/δ is also the limit of the ratio between the lengths of the parallel slits and the distance between
them, (5.10) could be viewed as a two dimensional analog of the Casimir force experienced by two parallel
mirrors in vacuum placed very close to one another. In physics the Casimir force is explained by the
quantum fluctuations of the vacuum, which is also the physical explanation for the electrostatic interaction
of charged particles. Having a Casimir-like force arise purely from the randomness in a dimer system, just
as we saw in [2][3][4][5] the Coulomb force emerging, lends further support to the parallel between dimer
systems with gaps and physical theories.
A comment is in order about the exception at the end of the statement of Theorem 5.1. Namely, one
could wonder if the two parallel slits in Conjecture 5.2 might be independent, just as they are when placed
along ℓ and separated by an even number of sites. An analysis of parallel dipoles [◦×]1 and [×◦]1 shows
that this independence happens only in one other direction besides both dipoles being on ℓ and separated
by an even number of sites, namely when one dipole is situated straight above the other, with an even
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number of white diagonals in between. However, for the more general situation of [◦×]k and [×◦]k, as
soon as k > 1 this independence ceases to hold. It is based on this and the interpretation presented in
Remark 6that we were lead to formulate the above conjecture.
6. A giant slit and a dipole
In the previous sections we studied the asymptotics of the correlation of two long fluctuating slits.
Another natural situation concerns the interaction of a long fluctuating slit and a short one. We discuss
in this section the case when one slit has a fixed size (in the extreme case being just a dipole), while the
other slit, as well as the distance between the slits, grows to infinity.
Theorem 6.1. For any fixed positive integer b, as a and d approach infinity we have
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a)ω([◦×]b) = 1 +
b
4
a
d(a+ d)
+O
(
1
d2
)
. (6.1)
Proof. Corollary 2.6 (with l = 0) gives simple product expressions for both the numerator and denomi-
nator of the fraction on the left hand side of (6.1). After simplifying out the common factors and converting
the resulting Pochhammer symbols to Gamma functions, one arrives at the expression
ω([◦×]a, [◦×]b; 2d)
ω([◦×]a)ω([◦×]b) =
Γ
(
d+ 12
)
Γ
(
d+ 32
)
Γ2(d+ 1)
Γ2(a+ d+ 1)
Γ
(
a+ d+ 12
)
Γ
(
a+ d+ 32
)
· Γ
(
d+ 32
)
Γ
(
d+ 52
)
Γ2(d+ 2)
Γ2(a+ d+ 2)
Γ
(
a+ d+ 32
)
Γ
(
a+ d+ 52
)
...
· Γ
(
d+ b− 12
)
Γ
(
d+ b+ 12
)
Γ2(d+ b)
Γ2(a+ d+ b)
Γ
(
a+ d+ b− 12
)
Γ
(
a+ d+ b + 12
) . (6.2)
By (2.21), for any 1 ≤ i ≤ b we have that
Γ
(
d+ i− 12
)
Γ
(
d+ i+ 12
)
Γ2(d+ i)
Γ2(a+ d+ i)
Γ
(
a+ d+ i− 12
)
Γ
(
a+ d+ i+ 12
) =
(
1− 1
8d
+O
(
1
d2
))(
1 +
3
8d
+O
(
1
d2
))(
1 +
1
8(a+ d)
+O
(
1
(a+ d)2
))(
1− 3
8(a+ d)
+O
(
1
(a+ d)2
))
= 1 +
a
4d(a+ d)
+O
(
1
d2
)
. (6.3)
Multiplying together equations (6.3) for i = 1, . . . , b we obtain (6.1). 
For the special case when b = 1, a = n and d grows to infinity so that d ∼ δnǫ for some fixed δ, ǫ > 0,
we obtain that the n → ∞ asymptotics of the correlation of a slit of length 2n with a dipole a distance
2δnǫ from it is given by
ω([◦×]a, [◦×]1; 2d)
ω([◦×]a)ω([◦×]1) − 1 ∼


1
4δnǫ
, 0 < ǫ < 1
1
4δ(1 + δ)n
, ǫ = 1
1
4δn2ǫ−1
, ǫ > 1.
(6.4)
17
Note the jump in the multiplicative constant when ǫ = 1; it is due to the fact that in that case (and that
case only) the dominant part of a+ d is the sum of the dominant parts of a and d.
7. The off center behavior of the correlation of defect clusters
The correlation at the center is expected to be equal to the Fisher-Stephenson correlation defined via
including the defects near the center of large squares, as the dimer statistics is not deformed by the effects
of the boundary of the Aztec diamonds at their center (cf. [7]). However, at any point different from
the center the dimer statistics is deformed. The occupation probabilities for individual dimers are given
in [7]. In this section we extend the scope to studying the correlation of arbitrary defect clusters (of not
necessarily zero charge, as the dimers have) around an arbitrary point on the horizontal symmetry axis of
the scaled Aztec diamond.
Note that for any fixed k and l the scaling limit of the Aztec rectangles AR2n,2n+k−l is a square S, just
as for Aztec diamonds (which correspond to k = l). Assume things are arranged so that S has the interval
[−1, 1] on the real line as its horizontal symmetry axis.
For any real number −1 < α < 1 and any finite sets of integers H = {h1, . . . , hk} and S = {s1, . . . , sl}
with H ∩ S = ∅, define the joint correlation ω˜α of having holes on ℓ at the elements of H and separations
on ℓ at the elements of S in a window that scales to the point α on the horizontal symmetry axis of S by
ω˜α(H,S) = ω˜α(h1, . . . , hk; s1, . . . , sl) =
lim
n→∞
M(AR2n,2n+k−l({⌊nα⌋+ h1, . . . , ⌊nα⌋+ hk}, {⌊nα⌋+ s1, . . . , ⌊nα⌋+ sl}))
M(AR2n,2n+k−l({⌊nα⌋, ⌊nα⌋+1, . . . , ⌊nα⌋+k−1}, {⌊nα⌋+ k, ⌊nα⌋+ k + 1, . . . , ⌊nα⌋+ k + l − 1})) ,
(7.1)
where the Aztec rectangles on the right hand side are translated so that they are symmetric about ℓ, and
their vertices on ℓ have coordinates −n,−n+ 1, . . . , n+ k − l − 1.
Remark 7. Note that ω˜α is an extension of the correlation ω˜ of [6, Section 5], which corresponds to α = 0;
we chose to extend this rather than the correlation ω¯ of [6] because this makes the presentation simpler.
The behavior of the correlation ω˜α of an arbitrary collection of holes and separations under elementary
moves (i.e., moving a hole one unit to the left, or moving a separation one unit to the left) is given by the
following result, which is an α-version of Lemma 5.1’ of [6].
As in [6], for any two distinct integers x and y we denote by 〈x, y〉 the set of integers strictly in between
x and y, and define the likes kernel LD(x, y) and the unlikes kernel UD(x, y) by
LD(x, y) :=


Γ
(
|x−y|−1
2
)
Γ
(
|x−y|+1
2
)
Γ2
(
|x−y|
2
) , if |〈x, y〉 \D| is even
Γ
(
|x−y|
2
)
Γ
(
|x−y|
2 + 1
)
Γ2
(
|x−y|+1
2
) , if |〈x, y〉 \D| is odd,
(7.2)
and
UD(x, y) :=


Γ
(
|x−y|
2
)
Γ
(
|x−y|
2 + 1
)
Γ2
(
|x−y|+1
2
) , if |〈x, y〉 \D| is even
Γ
(
|x−y|−1
2
)
Γ
(
|x−y|+1
2
)
Γ2
(
|x−y|
2
) , if |〈x, y〉 \D| is odd.
(7.3)
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Proposition 7.1 (Elementary Move in α-window). Let a1, . . . , ak, b1, . . . , bl be distinct integers.
Then if ai − 1 /∈ {a1, . . . , ak, b1, . . . , bl}, we have
ω˜α(a1, . . . , ai−1, ai, ai+1, . . . , ak; b1, . . . , bl)
ω˜α(a1, . . . , ai−1, ai − 1, ai+1, . . . , ak; b1, . . . , bl) =
√
1− α
1 + α
∏
j:aj<ai
LD(ai, aj)
∏
j:bj<ai
UD(ai, bj)∏
j:aj>ai
LD′(ai − 1, aj)
∏
j:bj>ai
UD′(ai − 1, bj) ,
(7.4)
where D and D′ are the sets consisting of the locations of defects whose correlations are considered in the
numerator and denominator on the left hand side, respectively.
Similarly, if bi − 1 /∈ {a1, . . . , ak, b1, . . . , bl}, we have
ω˜α(a1, . . . , ak; b1, . . . , bi−1, bi, bi+1, . . . , bl)
ω˜α(a1, . . . , ak; b1, . . . , bi−1, bi − 1, bi+1, . . . , bl) =
√
1 + α
1− α
∏
j:bj<bi
LD(bi, bj)
∏
j:aj<bi
UD(bi, aj)∏
j:bj>bi
LD′(bi − 1, bj)
∏
j:aj>bi
UD′(bi − 1, aj) .
(7.5)
Proof. The stated equations can be proved by extending, step by step and in the same sequence, the
arguments in the proof of Lemma 5.1’ of [6] — which corresponds to α = 0 — to the case of arbitrary
α ∈ (−1, 1). The main tool in the proof of [6, Lemma5.1’] was to write the ratio of correlations, using
their definition, as limits of ratios of numbers of perfect matchings of Aztec rectangles with defects along
their symmetry axes, and use the ∆(O)∆(E) formula of [6, Theorem1.1] to express the latter as ratios
of type ∆(O)∆(E)∆(O′)∆(E′) . Since the systems of defects whose correlations are being compared are very close to
one another (differing by a single elementary move), so are the sets O and O′, and E and E ′, respectively.
Therefore most factors in the ratio ∆(O)∆(E)∆(O′)∆(E′) cancel out, and the remaining ones were seen in the proof of
Lemma 5.1’ of [6] to lead precisely to the α = 0 specializations of the expressions on the right hand sides
of (7.4) and (7.5).
The only difference is that some additional simplifications that occurred in the n→∞ limit for α = 0,
no longer occur when α 6= 0. It is these no longer trivial contributions that end up producing the extra
square root factors on the right hand sides of (7.4) and (7.5). We explain below how this comes about.
The same arguments that led to [6, (5.12)] prove that for any integers a1 < a2 with an even number of
integers in between we have8
M(AR4n+2({⌊2nα⌋+ a1, ⌊2nα⌋+ a2}, ∅))
M(AR4n+2({⌊2nα⌋+ a1 − 1, ⌊2nα⌋+ a2}, ∅)) ∼
(1)⌊n(1+α)⌋(
3
2
)
⌊n(1+α)⌋
(
3
2
)
⌊n(1−α)⌋
(1)⌊n(1−α)⌋
(
d
2
)
⌊n(1−α)⌋
(
d
2 + 1
)
⌊n(1−α)⌋(
d+1
2
)2
⌊n(1−α)⌋
, n→∞, (7.6)
where d = a2 − a1 + 1. Indeed, the first two fractions on the right hand side of (7.6) are the α-versions of
the two fractions in [6, (5.8)], and the third is the α-version of [6, (5.9)].
Since α < 1, the large n asymptotics of the third fraction on the right hand side of (7.6) is clearly the
same as that of its α = 0 specialization, and thus this part leads to the same contribution as in the α = 0
case.
Using formula (2.22) to convert the Pochhammer symbols to ratios of Gamma functions, the product of
the first two fractions on the right hand side of (7.6) becomes
Γ(⌊n(1 + α)⌋+ 1)
Γ
(⌊n(1 + α)⌋+ 32)
Γ
(⌊n(1− α)⌋+ 32)
Γ(⌊n(1− α)⌋+ 1) . (7.7)
8As in [6], all our arguments work just as well with AR2n,2n+k−l instead of AR4n,4n+k−l , but then the indices of the
Pochhammer symbols in (7.6) and its analogs are ⌊n(1±α)
2
⌋ rather than ⌊n(1±α)⌋; in order to keep the notation simpler, we
stick to AR4n,4n+k−l as the enclosing regions.
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Application of (2.21) in the above expression readily shows that this approaches
√
1−α
1+α as n→∞. Taking
the limit as n → ∞ in (7.6) one obtains the proof of (7.4) in this case. The case when there are an odd
number of integers between a1 and a2 is handled the same way.
The inductive step in the proof of Lemma 5.1’ in [6] is proved using equations [6, (5.14)–(5.16)] for the
case of bringing in a new hole, and equations [6, (5.17)–(5.18)] for the case of bringing in a new separation.
It is readily checked that the α-versions of those calculations express the ratio of the correlations of the
larger systems as the product between the ratio of the correlations of smaller systems and the same factor
as in the α = 0 case. Indeed, this is seen by the same argument that showed that the n→∞ asymptotics
of the third fraction on the right hand side of (7.6) is the same for general α as for α = 0. Thus there are
no further extra multiplicative factors in α for larger systems of defects, and equation (7.4) follows.
Equation (7.5) is proved analogously. The origin of the multiplicative factor
√
1+α
1−α on its right hand side
resides in the fact that when a separation moves one unit to the left, in the corresponding O-E patterns
that amounts to a single O (or E) moving one unit to the right, leading thus to the analog of (7.6) for a
moving separation having its first two fractions equal to the reciprocals of the ones displayed in (7.6). 
Remark 8. It follows from the proof of Proposition 7.1 that the limit on the right hand side of (7.1) exists.
Indeed, the fraction whose limit is taken can readily be written as a finite product of similar fractions with
the additional property that in each of them the systems of defects at the numerator and denominator are
related by an elementary move. Limits of such fraction exist by the proof of Proposition 7.1. Equations (7.4)
and (7.5) can then be used to obtain an explicit, albeit complicated, product formula for the correlation ω˜α.
If O is a defect cluster on ℓ and d ∈ Z, we denote by d + O the translation of O that moves all its
constituent defects d units to the right on ℓ. Recall that the charge q(O) of the cluster O is defined to
equal the number of monomers in O minus the number of separations in O.
Corollary 7.2. Let O1 and O2 be arbitrary defect clusters. Then we have
lim
d→∞
ω˜α(O1, d+ 1 +O2)
ω˜α(O1, d+O2)
=
(
1− α
1 + α
) q(O2)
2
. (7.8)
Proof. Let k be the number of defects in O2, and for i = 0, 1, . . . , k, let O
(i)
2 be the defect cluster obtained
from d+ 1 +O2 by shifting its i leftmost defects one unit to the left. Then clearly O
(k)
2 = d+O2. Write
ω˜α(O1, d+ 1 +O2)
ω˜α(O1, d+O2)
=
ω˜α(O1, d+ 1 +O2)
ω˜α(O1, O
(1)
2 )
ω˜α(O1, O
(1)
2 )
ω˜α(O1, O
(2)
2 )
· · · ω˜α(O1, O
(k−1)
2 )
ω˜α(O1, d+O2)
. (7.9)
Apply Proposition 7.1 to each fraction above. The square root factors involving α in (7.4) and (7.5)
combine to give the expression on the right hand side of (7.8). Thus it suffices to show that the product
of the remaining factors approaches 1 as d→∞. To see this, note that the factors corresponding to pairs
of defects within each O
(i)
2 cancel out even before taking the limit. Indeed, for each such pair of defects,
there is a factor corresponding to the instance when the leftmost in the pair moves one unit to the left, and
another when the rightmost in the pair moves one unit to the left; by Proposition 7.1 these two factors are
equal, and occur on opposite sides of the fraction bar. Therefore it is enough to show that the product of
the rest of the factors approaches 1 as d → ∞. This is so because each remaining factor corresponds to a
pair of defects out of which one is in O1 and the other in an O
(i)
2 , and as d → ∞ all ratios of products of
Gamma functions on the right hand side in (7.2) and (7.3) are readily seen to approach 1. 
Remark 9. Corollary 7.2 shows that for α > 0 the asymptotic behavior of ω˜α(O1, d + O2) as a function
of the positive integer d is exponential decay when q(O2) > 0, and exponential blow-up when q(O2) < 0.
For α < 0, we get exponential decay when q(O2) < 0, and exponential blow-up when q(O2) > 0.
It also follows from Corollary 7.2 that, quite surprisingly, when q(O2) = 0, we have
ω˜α(O1, d+O2)
ω˜α(O1, O2)
=
ω˜0(O1, d+O2)
ω˜0(O1, O2)
=
ω˜(O1, d+O2)
ω˜(O1, O2)
, (7.10)
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independently of α ∈ (−1, 1), where ω˜ is the correlation of [6, §5]. It is not hard to show that
ω˜(O1, d+O2)
ω˜(O1, O2)
=
ω¯(O1, d+O2)
ω¯(O1, O2)
, (7.11)
where ω¯ is the correlation defined in [6, §2]. It follows then from [6, Theorem3.1] that for q(O2) = 0 we
have, for any α ∈ (−1, 1), that
lim
d→∞
ω˜α(O1, d+O2)
ω˜α(O1, O2)
=
ω¯(O1)ω¯(O2)
ω¯(O1, O2)
. (7.12)
Remark 10. For α 6= 0, the above behavior of the correlation ω˜α(O1, d + O2) seems peculiar if one tries
to understand it as an interaction between the defect clusters O1 and O2. The unusual thing is that,
once α 6= 0 is fixed, this behavior is entirely determined by the charge of O2, the moving cluster. This
phenomenon can be understood in the light of the parallel to electrostatics developed in [2][3][4][5] as
follows.
Recall that the colors in the bipartition of the vertices of AR2n,2n+k−l(h1, . . . , hk; s1, . . . , sl) are such
that the vertices on ℓ are white. Thus each monomer on ℓ is white. Recall that every separation can be
viewed as the superposition of four trimers, each consisting of a white monomer on ℓ at the location of the
separation, and two black neighboring monomers. Recall also that by the electrostatic picture that emerged
from our earlier work, gaps in dimer systems on bipartite lattices (such as the square lattice considered
currently) interact as electrical charges in 2D electrostatics, their charge being equal to the number of
white monomers in the gap minus the number of black monomers in the gap. Therefore each monomer
defect has charge +1, and each separation has charge −1.
The new element in the current situation is that the boundary is making its presence felt when α 6= 0.
More precisely, the situation is the following. The vertices of the square grid that are outside and to the
left of the Aztec rectangle AR2n,2n+k−l(h1, . . . , hk; s1, . . . , sl), but have neighbors in it, are all white, and
the same is true along the right boundary of the Aztec rectangle. Thus the portions of the grid that are to
the left and to the right of the Aztec rectangle act on the defects on ℓ as enormous walls of positive charge,
hugely repelling the monomers and hugely attracting the separations. Due to symmetry, when α = 0 their
effects cancel, but as soon as we are off center (i.e., α becomes strictly positive or negative), they no longer
do: Monomers are very strongly repelled towards the center, while separations are very strongly attracted
to the left and right boundaries.
The top and bottom portions of the boundary of the Aztec rectangle can be viewed similarly. The vertices
of the square grid above the Aztec rectangle AR2n,2n+k−l(h1, . . . , hk; s1, . . . , sl) but having neighbors in it
are all black, and the same is true along the bottom of the Aztec rectangle. Thus the portions of the grid
that are above and below the Aztec rectangle act on the defects on ℓ as enormous negative charges, hugely
attracting the monomers and hugely repelling the separations. Due to symmetry, the vertical components
of these forces cancel out (in fact, the monomers and separations are required to stay on ℓ anyway), but the
horizontal components do not. As a consequence, a monomer in an α-window with α > 0, having longer
portions of the top and bottom boundary to its left than to its right, will feel an attraction towards the
center. Note that this effect of the top and bottom boundaries reinforces the previously discussed effect of
the left and right boundaries.
Proposition 7.1 expresses quantitatively the cumulative effect of these competing electrical forces: Even
moving one monomer of the cluster a single unit to the left in an α-window with α > 0 will result in a
configuration whose probability goes up by a factor of
√
1+α
1−α .
This way we see that in Corollary 7.2, for α 6= 0, the behavior of ω˜α(O1, d + O2) as a function of d is
not due to the interaction of the moving cluster O2 with the fixed cluster O1 (for electrostatic interactions
coming from a charge in O1 and another in d+O2 are essentially unchanged when d is increased by 1), but
it is instead caused by the interaction of O2 with the boundary. A similar remark holds for Proposition 7.1.
The next result presents the relationship between the correlation ω˜α(O) of a defect cluster O and
the correlation ω˜α(1 + O) of its translation one unit to the right. For α 6= 0 the effect of the boundary
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electrostatic forces discussed in the above remark is so powerful, that when the charge q(O) of the cluster is
non-zero, even this one unit shift changes the value of the correlation ω˜α(O). However, when q(O) = 0, the
electrostatic effects on the holes and separations turn out to exactly cancel out, so that ω˜α is translationally
invariant for neutral defect clusters, for any α.
Corollary 7.3. For any distinct integers h1, . . . , hk, s1, . . . , sl we have
ω˜α(h1 + 1, . . . , hk + 1; s1 + 1, . . . , sl + 1) =
(
1 + α
1− α
) q(O)
2
ω˜α(h1, . . . , hk; s1, . . . , sl). (7.13)
Proof. Consider the sequence of k + l defect clusters that transforms the defect cluster on the left hand
side into the defect cluster on the right hand side by moving successive defects, one at a time, one unit
to the left. Write the ratio of the two correlations in (7.13) as a product in the same manner as we did
in (7.9). Apply Proposition 7.1 to each of these fractions. The square root factors on the right hand sides
of (7.4) and (7.5) combine to give the expression in α on the right hand side of (7.13), while the other
factors cancel out for the reason explained in the proof of Corollary 7.2. 
Note that for neutral defect clusters the correlation ω˜α is especially natural, as the Aztec rectangles in
its definition (7.1) become simply Aztec diamonds.
Another consequence of Proposition 7.1 is that if O and O′ are two neutral defect clusters with the same
“center of charge” (see (7.14)), then the ratio ω˜α(O)/ω˜α(O
′) is independent of α.
Corollary 7.4. Let O = {◦h1, . . . , ◦hk ,×s1 , . . . ,×sk} and O′ = {◦h′1, . . . , ◦h′k ,×s′1 , . . . ,×s′k} be two neu-
tral defect clusters. If the coordinates of the holes and separations in them satisfy
h1 + · · ·+ hk − s1 − · · · − sk = h′1 + · · ·+ h′k − s′1 − · · · − s′k, (7.14)
then we have that
ω˜α(O)
ω˜α(O′)
=
ω¯(O)
ω¯(O′)
(7.15)
for any α ∈ (−1, 1), where ω¯ is the correlation at the center of the Aztec diamonds defined in [6, §2].
Proof. Since O and O′ have the same number of holes and the same number of separations, O can be
deformed into O′ by a finite sequence of elementary moves. As in (7.9), ω˜α(O)/ω˜α(O
′) is then the product
of ratios of correlations of successive clusters in this deforming process. Apply Proposition 7.1 to each of
these fractions. In the resulting product expression, the only factors that depend on α are the square root
factors on the right hand sides of (7.4) and (7.5). It is easy to see that the product of all the resulting
square root factors is equal to 1 precisely when condition (7.14) holds. The proof is completed by noting
that for α = 0 the correlation ω˜α is the same as the correlation ω¯ of [6, §2]. 
It would be interesting if there was a condition analogous to (7.14) for dimers, so that if D and D′ are
two finite unions of dimers meeting this condition, then ω˜α(D)/ω˜α(D
′) is independent of α.
8. The correlation of macroscopically separated defects in Aztec rectangles
The purpose of this section is to determine the asymptotic behavior of the correlation of k monomers
and l separations on the symmetry axis of a large Aztec rectangle, in the situation when the distances
between defects, as well as the distances between them and the boundary, are comparable to the size of
the Aztec rectangle. The asymptotic formulas we arrive at are stated in Theorems 8.11 and 8.14.
We first present an explicit product formula for the number of perfect matchings of an Aztec rectangle
with k monomers in fixed positions on its symmetry axis ℓ, in the case when the number of vertices on ℓ
between any two consecutive monomers is even.
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Proposition 8.1. For any integers 0 ≤ s1 < · · · < sk ≤ n we have that
M(AR2n,2n+k({2s1 + 1, 2s2 + 2, . . . , 2sk + k}, ∅))
M(AR2n,2n+k({1, 2, . . . , k}, ∅)) =
sk∏
i=1
[
(1)i−1
(
3
2
)
n−i(
3
2
)
i−1
(1)n−i
]2
×
sk−1∏
i=1
[
(1)i−1
(
3
2
)
sk−i
(sk − i+ 2)n−sk(
3
2
)
i−1
(1)sk−i
(
sk − i+ 32
)
n−sk
]2
×
sk−2∏
i=1
[
(1)i−1
(
3
2
)
sk−1−i
(sk−1 − i+ 2)sk−sk−1
(
sk − i + 52
)
n−sk(
3
2
)
i−1
(1)sk−1−i
(
sk − i+ 32
)
n−sk
(sk − i+ 2)n−sk
]2
...
×
s1∏
i=1
[
(1)i−1
(
3
2
)
s2−i
(s2 − i+ 2)s3−s2
(
s3 − i+ 52
)
s4−s3
· · · (sk − i+ k+22 )n−sk(
3
2
)
i−1
(1)s2−i
(
s2 − i+ 32
)
s3−s2
(s3 − i+ 2s4−s3 · · ·
(
sk − i+ k+12
)
n−sk
]2
. (8.1)
Note that, due to forced edges in its perfect matchings, the graph at the denominator has the same number
of perfect matchings as AD2n, i.e., 2
n(2n+1). Thus (8.1) provides an explicit formula for the number of
perfect matchings of AR2n,2n+k({2s1 + 1, 2s2 + 2, . . . , 2sk + k}, ∅).
Proof. We prove formula (8.1) by induction on k. We claim that for any integer i between 1 and n we
have
M(AR2n,2n+1({2i+ 1}, ∅))
M(AR2n,2n+1({2i}, ∅)) =
(1)i−1
(
3
2
)
n−i(
3
2
)
i−1
(1)n−i
. (8.2)
To see this, apply Theorem 1.1 of [6] to the numerator and denominator on the left hand side above, but
with each element j ofO and E replaced by an indeterminate aj . One readily sees that, after simplifications,
this yields the expression
(a2i − a2)(a2i − a4) · · · (a2i − a2i−2)(a2i − a2i+3)(a2i − a2i+5) · · · (a2i − a2n+1)
(a2i+1 − a2)(a2i+1 − a4) · · · (a2i+1 − a2i−2)(a2i+1 − a2i+3)(a2i+1 − a2i+5) · · · (a2i+1 − a2n+1) . (8.3)
Specializing back aj = j for all indices, the above expression is easily seen to be equal to the one on the
right hand side of (8.2).
A similar argument shows that
M(AR2n,2n+1({2i}, ∅))
M(AR2n,2n+1({2i− 1}, ∅)) =
(1)i−1
(
3
2
)
n−i(
3
2
)
i−1
(1)n−i
, (8.4)
for i = 1, . . . , n. Indeed, the resulting analog of (8.3) is
(a2i−1 − a1)(a2i−1 − a3) · · · (a2i−1 − a2i−3)(a2i−1 − a2i+2)(a2i−1 − a2i+4) · · · (a2i−1 − a2n)
(a2i − a1)(a2i − a3) · · · (a2i − a2i−3)(a2i − a2i+2)(a2i − a2i+4) · · · (a2i − a2n) . (8.5)
Since each index in the above expression is exactly one unit less than the corresponding index in (8.3),
when setting aj = j for all j one obtains the same expression as before.
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Multiplying together equations (8.2) and (8.4) for i = 1, . . . , s, one obtains
M(AR2n,2n+1({2s+ 1}, ∅))
M(AR2n,2n+1({1}, ∅)) =
s∏
i=1
[
(1)i−1
(
3
2
)
n−i(
3
2
)
i−1
(1)n−i
]2
, (8.6)
which proves the base case k = 1 of the induction.
For the induction step, assume that (8.1) holds for k − 1 monomers. Then we have
M(AR2n,2n+k({1, 2s2 + 2, 2s3 + 3, . . . , 2sk + k}, ∅))
M(AR2n,2n+k({1, 2, . . . , k}, ∅)) =
M(AR2n,2n+k−1({2s2 + 1, 2s3 + 2, . . . , 2sk + k − 1}, ∅))
M(AR2n,2n+k−1({1, 2, . . . , k − 1}, ∅)) =
sk∏
i=1
[
(1)i−1
(
3
2
)
n−i(
3
2
)
i−1
(1)n−i
]2
×
sk−1∏
i=1
[
(1)i−1
(
3
2
)
sk−i
(sk − i+ 2)n−sk(
3
2
)
i−1
(1)sk−i
(
sk − i + 32
)
n−sk
]2
×
sk−2∏
i=1
[
(1)i−1
(
3
2
)
sk−1−i
(sk−1 − i+ 2)sk−sk−1
(
sk − i+ 52
)
n−sk(
3
2
)
i−1
(1)sk−1−i
(
sk − i+ 32
)
n−sk
(sk − i+ 2)n−sk
]2
...
×
s2∏
i=1
[
(1)i−1
(
3
2
)
s3−i
(s3 − i+ 2)s4−s3
(
s4 − i+ 52
)
s5−s4
· · · (sk − i+ k+12 )n−sk(
3
2
)
i−1
(1)s3−i
(
s3 − i+ 32
)
s4−s3
(s4 − i+ 2s5−s4 · · ·
(
sk − i+ k2
)
n−sk
]2
. (8.7)
Indeed, the first equality follows because the hole at position 1 forces 2n edges along the left boundary
of the Aztec rectangles on the left hand side of (8.7) to be present in all their perfect matchings; after
removing the vertices matched by these forced edges, the resulting graphs are precisely the ones involved
in the middle expression in (8.7). The second equality follows by the induction hypothesis.
Next, we claim that for any 1 ≤ i < s2 we have
M(AR2n,2n+k({2i+ 1, 2s2 + 2, . . . , 2sk + k}, ∅))
M(AR2n,2n+k({2i, 2s2 + 2, . . . , 2sk + k}, ∅)) =
(1)i−1
(
3
2
)
s2−i
(s2 − i+ 2)s3−s2
(
s3 − i+ 52
)
s4−s3
· · · (sk − i+ k+22 )n−sk(
3
2
)
i−1
(1)s2−i
(
s2 − i+ 32
)
s3−s2
(s3 − i+ 2s4−s3 · · ·
(
sk − i+ k+12
)
n−sk
. (8.8)
This is a generalization of (8.2), and can be obtained by the same method. Namely, apply Theorem 1.1
of [6] to the numerator and denominator on the left hand side above, with each element j in O and E
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replaced by an indeterminate aj . Then, after simplifications, the resulting expression is
∏
1≤j<2i+1
j even
(a2i − aj)
∏
2i+1<j<2s2+2
j odd
(a2i − aj)
∏
2s2+2<j<2s3+3
j even
(a2i − aj) · · ·
∏
2sk+k<j≤2n+k
j≡k (mod 2)
(a2i − aj)
∏
1≤j<2i+1
j even
(a2i+1 − aj)
∏
2i+1<j<2s2+2
j odd
(a2i+1 − aj)
∏
2s2+2<j<2s3+3
j even
(a2i+1 − aj) · · ·
∏
2sk+k<j≤2n+k
j≡k (mod 2)
(a2i+1 − aj)
.
(8.9)
It is readily seen that, upon substituting aj = j for all j, the above expressions specializes to the right
hand side of (8.8), and thus proves it.
A similar approach proves that
M(AR2n,2n+k({2i, 2s2 + 2, . . . , 2sk + k}, ∅))
M(AR2n,2n+k({2i− 1, 2s2 + 2, . . . , 2sk + k}, ∅)) =
(1)i−1
(
3
2
)
s2−i
(s2 − i+ 2)s3−s2
(
s3 − i+ 52
)
s4−s3
· · · (sk − i+ k+22 )n−sk(
3
2
)
i−1
(1)s2−i
(
s2 − i+ 32
)
s3−s2
(s3 − i+ 2s4−s3 · · ·
(
sk − i+ k+12
)
n−sk
,
(8.10)
for all 1 ≤ i < s2. Multiplying together equalities (8.8) and (8.10) for i = 1, . . . , s1, one arrives at
M(AR2n,2n+k({2s1 + 1, 2s2 + 2, . . . , 2sk + k}, ∅))
M(AR2n,2n+k({1, 2s2 + 2, . . . , 2sk + k}, ∅)) =
s1∏
i=1
[
(1)i−1
(
3
2
)
s2−i
(s2 − i+ 2)s3−s2
(
s3 − i+ 52
)
s4−s3
· · · (sk − i+ k+22 )n−sk(
3
2
)
i−1
(1)s2−i
(
s2 − i+ 32
)
s3−s2
(s3 − i+ 2s4−s3 · · ·
(
sk − i+ k+12
)
n−sk
]2
.
(8.11)
Multiplication of (8.7) and (8.11) yields (8.1), which completes the induction step and hence the proof. 
In order to carry out the asymptotic analysis of the formula in Proposition 8.1, it will be useful to
rewrite it first in an equivalent form.
For any positive integer s, and any positive integer or half-integer a, define the product Pa(s) by
Pa(s) :=
s∏
i=1
Γ2(i+ a)
Γ
(
i+ a− 12
)
Γ
(
i+ a+ 12 )
) . (8.12)
Define the product Q(s, n), for s a positive integer and n a positive integer or half-integer, by
Q(s, n) :=
s∏
i=1
Γ(i)Γ(n− i)
Γ
(
i+ 12
)
Γ
(
n− i− 12
) . (8.13)
The equivalent form of (8.1) that we will use for our asymptotic analysis is the following.
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Corollary 8.2. We have that
M(AR2n,2n+k({2s1 + 1, 2s2 + 2, . . . , 2sk + k}, ∅))
M(AR2n,2n+k({1, 2, . . . , k}, ∅)) ={
Q
(
sk, n+
3
2
)
·Q(sk−1, n+ 2)
P 1
2
(sk)
P 1
2
(sk − sk−1)
·Q
(
sk−2, n+
5
2
)
P 1
2
(sk−1)
P 1
2
(sk−1 − sk−2)
P1(sk)
P1(sk − sk−2)
...
· Q
(
s1, n+
k + 2
2
)
P 1
2
(s2)
P 1
2
(s2 − s1)
P1(s3)
P1(s3 − s1) · · ·
P k−1
2
(sk)
P k−1
2
(sk − s1)
}2
. (8.14)
Proof. Using formula (2.22) to express the Pochhammer symbols in terms of Gamma functions, the
expression on the right hand side of (8.1) becomes
k∏
j=1
sj∏
i=1

 Γ(i)Γ
(
n− i+ k−j+32
)
Γ
(
i+ 12
)
Γ
(
n− i+ k−j+22
) Γ2 (sj+1 − i+ 32)
Γ(sj+1 − i + 1)Γ(sj+1 − i+ 2)
Γ2(sj+2 − i+ 2)
Γ
(
sj+2 − i+ 32
)
Γ
(
sj+2 − i+ 52
) · · ·
·
Γ2
(
sk − i+ k−j+22
)
Γ
(
sk − i+ k−j+12
)
Γ
(
sk − i+ k−j+32
)


2
. (8.15)
By the definition (8.13) of Q we have
sj∏
i=1
Γ(i)Γ
(
n− i+ k−j+32
)
Γ
(
i+ 12
)
Γ
(
n− i+ k−j+22
) = Q(sj , n+ k − j + 3
2
)
,
which accounts for the Q-factors in (8.14).
Note also that we have
sk−1∏
i=1
Γ2
(
sk − i+ 32
)
Γ(sk − i+ 1)Γ(sk − i+ 2) =
sk∏
i=1
Γ2
(
sk − i+ 32
)
Γ(sk − i+ 1)Γ(sk − i+ 2)
sk∏
i=sk−1+1
Γ2
(
sk − i+ 32
)
Γ(sk − i+ 1)Γ(sk − i+ 2)
=
sk∏
i=1
Γ2
(
i+ 12
)
Γ(i+ 1)Γ(i+ 2)
sk−sk−1∏
i=1
Γ2
(
i+ 12
)
Γ(i+ 1)Γ(i+ 2)
=
P 1
2
(sk)
P 1
2
(sk − sk−1) ,
where the last equality holds by the definition (8.12) of P . Rewriting all the remaining products of (8.15)
in this way, one is lead to (8.14). 
Next we work out the asymptotics of the products P and Q.
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Lemma 8.3. For any fixed positive integer a we have that
Pa(s) ∼ 2
1
12 e
1
4
A3
(
a∏
i=1
Γ
(
i− 12
)
Γ
(
i+ 12
)
Γ2(i)
)
1
s
1
4
, s→∞, (8.16)
and
Pa+ 12 (s) ∼
A3
2
1
12 e
1
4π
1
2
(
a∏
i=1
Γ(i)Γ(i+ 1)
Γ2
(
i+ 12
)
)
1
s
1
4
, s→∞, (8.17)
where A is the Glaisher-Kinkelin constant (3.7).
Proof. Write
Pa+ 12 (s) =
a+s∏
i=1
Γ2
(
i+ 12
)
Γ(i)Γ(i + 1)
a∏
i=1
Γ2
(
i + 12
)
Γ(i)Γ(i+ 1)
, (8.18)
and note that the asymptotics of the product at the numerator was worked out in [6, Proposition7.1].
Then (8.17) follows by (8.18) and [6, (7.1)].
To prove (8.16), write
Pa(s) =
a+s∏
i=1
Γ2(i)
Γ
(
i− 12
)
Γ
(
i+ 12
)
a∏
i=1
Γ2(i)
Γ
(
i− 12
)
Γ
(
i+ 12
) , (8.19)
and note that
n∏
i=1
Γ2
(
i+ 12
)
Γ(i)Γ(i+ 1)
=
Γ
(
3
2
)
Γ
(
3
2
)
Γ(1)Γ(2)
Γ
(
5
2
)
Γ
(
5
2
)
Γ(2)Γ(3)
· · · Γ
(
n−1
2
)
Γ
(
n−1
2
)
Γ(n− 1)Γ(n)
Γ
(
n+1
2
)
Γ
(
n+1
2
)
Γ(n)Γ(n+ 1)
=
Γ
(
n+ 12
)
Γ(n+ 1)
Γ
(
1
2
)
Γ(1)
n∏
i=1
Γ
(
i− 12
)
Γ
(
i+ 12
)
Γ2(i)
. (8.20)
Therefore the asymptotics of the product at the numerator on the right hand side of (8.19) follows from
(8.20) and the asymptotics of the product on the left hand side of (8.20), which as we noted above is given
by [6, (7.1)]. This, together with (8.19), leads to (8.16). 
Lemma 8.4. For any fixed positive integer k and rational number α ∈ (0, 1), we have
[
Q
(
s, n+
k
2
)]2
∼ e
1
4
2
5
12A3n
1
4
1
ααn+
1
4 (1 − α)(1−α)n+ 14+ k−32
, s = αn, n→∞, (8.21)
where it is understood that n takes on only values for which αn ∈ Z, so that the left hand side is defined.
Proof. Due to the particular combinations of Gamma functions that arise, the calculations needed to
deduce (8.21) differ slightly for the cases of even and odd k. We present below the details for the case of
odd k.
Recall our notation from Section 3:
H(n) = 0! 1! · · · (n− 1)! (8.22)
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and
E(n) = 2! 4! · · · (2n)!, (8.23)
for any positive integer n. It is routine to check that
Q
(
s, n+
3
2
)
=
1
22s(n−s)
H(s+ 1)H(n− s+ 1)
H(n+ 1)
H(s)H(n− s)
H(n)
E(n)
E(s)E(n− s) . (8.24)
Recall from Section 3 the asymptotic formulas
H(n) ∼ (2π)
n
2 n
n2
2 −
1
12
Ae
3n2
4 −
1
12
, n→∞ (8.25)
and
E2(n) ∼ π
n+122n
2+4n+ 1712n2n
2+3n+ 1112
Ae3n
2+3n− 112
, n→∞. (8.26)
Substituting s = αn in (8.24) and using the asymptotic formulas (8.25) and (8.26), we obtain, after
simplifications, that[
Q
(
αn, n+
3
2
)]2
∼ e
1
4
2
5
12A3 n
1
4
1
ααn+
1
4 (1− α)(1−α)n+ 14 , n→∞, (8.27)
which checks (8.21) for k = 3.
We can deduce the general odd k case from the above by determining the relative change in Q caused
by incrementing n by one unit. We have
Q(s, n+ 1)
Q(s, n)
=
Γ(n)
Γ
(
n− 12
) Γ (n− s− 12)
Γ(n− s) ∼ n
1
2 (n− s)− 12 →
√
1
1− α, s = αn, n→∞, (8.28)
the second relation being true by (2.21). By repeated application of (8.28), (8.27) implies (8.19) for any
odd k.
The case of even k follows by an analogous argument. 
We are now ready to present the asymptotics of the correlation of k monomers when all separations
between consecutive monomers are even.
Proposition 8.5. Let 0 < α1 < · · ·αk < 1 be rational numbers. Then if si = αin, i = 1, . . . , k, are
integers, we have that
M(AR2n,2n+k({2s1 + 1, 2s2 + 2, · · · , 2sk + k}, ∅))
M(AR2n,2n+k({1, 2, · · · , k}, ∅)) ∼
(
e
1
4
2
5
12A3 n
1
4
)k k∏
i=1
1
α
αin+
1
4+
i−1
2
i (1− αi)(1−αi)n+
1
4+
k−i
2
∏
1≤i<j≤k
(αj − αi) 12 , n→∞.
(8.29)
Proof. Write the ratio on the left hand side using the formula provided by Corollary 8.2. Apply Lem-
mas 8.3 and 8.4 to the P and Q factors in (8.14). The k applications of formula (8.19) for the asymptotics
of the Q factors account for the multiplicative constant and almost all of the first product in (8.29), the
omitted factors being α
(i−1)/2
i . The latter, as well as the second product in (8.29), are precisely the overall
contribution of the expressions (8.16)–(8.17) that result from the asymptotics of the P factors in (8.14).
Indeed, all the P factors in (8.14) occur in pairs, with factors in the same pair sharing the same index, and
being on opposite sides of the fraction bar; therefore all but the s-parts of the expressions (8.16)–(8.17)
cancel out. It is readily checked that the leftover factors combine in the way we stated, which completes
the proof. 
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Figure 8.1. The set S11,2(6, 13, 18, 20, 21, 25) is the union of the sites with an arrow pointing to them.
The next step towards the general result of this section — which will address the case of an arbitrary
finite collection of monomers and separations on ℓ — is to extend Theorem 8.5 to the case when the
k monomers have arbitrary positions on ℓ, and not necessarily with an even number of sites between
consecutive monomers.
In order to accomplish this we will need the following “finite version” of the elementary move lemma
of [6] (i.e., a version that takes into account the presence of the boundary of the enclosing Aztec rectangles).
Lemma 8.6 (Elementary move in Aztec rectangles with k holes). Let 1 ≤ a1 < · · · < ak ≤ 2n+k
be integers, and assume ai−1 < ai − 1. Define the subset Sn,i(a1, . . . , ak) of {1, 2 . . . , 2n + k} as follows.
Starting from coordinate ai, move towards the right on the integer coordinates on ℓ, skipping over one
existing node (i.e., a node at which there is no monomer) at each time. Next, starting from coordinate
ai− 1, move towards the left on the integer coordinates on ℓ, skipping over one existing node at each time.
Let Sn,i(a1, . . . , ak) be the set of coordinates that have been visited this way, not including coordinates ai
and ai − 1 (see Figure 8.1 for an illustration).
Then we have
M(AR2n,2n+k({a1, . . . , ai−1, ai, ai+1, . . . , ak}, ∅)
M(AR2n,2n+k({a1, . . . , ai−1, ai − 1, ai+1, . . . , ak}, ∅) =
∏
i∈Sn,i(a1,...,ak)
|(ai − 1)− j|
|ai − j| . (8.30)
Proof. Apply Theorem 1.1 of [6] to both the numerator and denominator on the left hand side above.
Due to the fact that the defect distributions are nearly identical, most of the resulting factors occur both at
the numerator and at the denominator, and thus cancel out. It is readily checked that the leftover factors
combine to give precisely the expression on the right hand side of (8.30). 
Corollary 8.7. If 1 ≤ a1 < · · · < an ≤ 2n+ k are so that between aj and aj+1 there are an even number
of integers, for j = 1, . . . , n− 1, and ai−1 < ai − 1, then we have
M(AR2n,2n+k({a1, . . . , ai−1, ai, ai+1, . . . , ak}, ∅)
M(AR2n,2n+k({a1, . . . , ai−1, ai − 1, ai+1, . . . , ak}, ∅) =
Γ
(
ai − 2− δa1, odd
2
)
Γ
(
ai − 1− δa1, odd
2
) Γ
(
2n+ k − ai + 1 + δak+k, odd
2
)
Γ
(
2n+ k − ai + δak+k, odd
2
)
×
Γ2
(
ai+1 − ai + 2
2
)
Γ
(
ai+1 − ai + 1
2
)
Γ
(
ai+1 − ai + 3
2
) · · · Γ
2
(
ak − ai + 2
2
)
Γ
(
ak − ai + 1
2
)
Γ
(
ak − ai + 3
2
)
Γ2
(
ai − a1
2
)
Γ
(
ai − a1 − 1
2
)
Γ
(
ai − a1 + 1
2
) · · · Γ
2
(
ai − ai−1
2
)
Γ
(
ai − ai−1 − 1
2
)
Γ
(
ai − ai−1 + 1
2
)
,
(8.31)
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where δs, odd is defined to be 1 for odd s, and 0 for even s.
Proof. Express the ratio on the left hand side using the product formula of Lemma 8.6. Both at the
numerator and at the denominator of (8.30), the factors can be grouped into runs in which consecutive mem-
bers are integers at distance 2 from one another. Dividing at the top and at the bottom by 2|Sn,i(a1,...,sk)|,
these are turned into runs of consecutive integers or consecutive half-integers. The assumption that there
are an even number of integers between ai and ai+1 for all i makes it possible to write out explicitly the
resulting products in terms of Pochhammer symbols. The expression obtained this way at the denominator
is
(1) ai+1−ai−1
2
(
ai+1 − ai + 2
2
)
ai+2−ai+1−1
2
(
ai+2 − ai + 2
2
)
ai+3−ai+2−1
2
· · ·
×
(
ak−1 − ai + 2
2
)
ak−ak−1−1
2
(
ak − ai + 2
2
)
2n+k−ak−δak+k, odd
2
× 2
(
1
2
)
ai−ai−1−1
2
(
ai − ai−1 + 1
2
)
ai−1−ai−2−1
2
(
ai − ai−2 + 1
2
)
ai−2−ai−3−1
2
· · ·
×
(
ai − a2 + 1
2
)
a2−a1−1
2
(
ai − a1 + 1
2
)
a1−2−δa1, odd
2
. (8.32)
Using formula (2.22) to express the Pochhammer symbols in terms of Gamma functions, the above expres-
sion becomes
Γ
(
ai+1−ai+1
2
)
Γ(1)
Γ
(
ai+2−ai+1
2
)
Γ
(
ai+1−ai+2
2
) Γ
(
ai+3−ai+1
2
)
Γ
(
ai+2−ai+2
2
) · · · Γ
(
ak−ai+1
2
)
Γ
(
ak−1−ai+2
2
) Γ
(
2n+k−ai+1+δak+k, odd
2
)
Γ
(
ak−ai+2
2
)
×
2 Γ
(
ai−ai−1
2
)
Γ
(
1
2
) Γ
(
ai−ai−2
2
)
Γ
(
ai−ai−1+1
2
) Γ
(
ai−ai−3
2
)
Γ
(
ai−ai−2+1
2
) · · · Γ
(
ai−a1
2
)
Γ
(
ai−a2+1
2
) Γ
(
ai−1−δak+k, odd
2
)
Γ
(
ai−a1+1
2
) . (8.33)
A similar calculation shows that the analogous expression that results at the numerator is
Γ
(
ai+1−ai+2
2
)
Γ
(
3
2
) Γ
(
ai+2−ai+2
2
)
Γ
(
ai+1−ai+3
2
) Γ
(
ai+3−ai+2
2
)
Γ
(
ai+2−ai+3
2
) · · · Γ
(
ak−ai+2
2
)
Γ
(
ak−1−ai+3
2
) Γ
(
2n+k−ai+2+δak+k, odd
2
)
Γ
(
ak−ai+3
2
)
×
2 Γ
(
ai−ai−1−1
2
)
Γ(1)
Γ
(
ai−ai−2−1
2
)
Γ
(
ai−ai−1
2
) Γ
(
ai−ai−3−1
2
)
Γ
(
ai−ai−2
2
) · · · Γ
(
ai−a1−1
2
)
Γ
(
ai−a2
2
) Γ
(
ai−2−δak+k, odd
2
)
Γ
(
ai−a1
2
) . (8.34)
The ratio of (8.33) and (8.32) yields the expression on the right hand side of (8.31). 
We are now ready to present the case of k monomers of arbitrary coordinates.
Proposition 8.8. Let 0 < α1 < · · ·αk < 2 be rational numbers, and let c1, . . . , ck be fixed integers. Then
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if si = αin, i = 1, . . . , k, are integers, we have, as n→∞, that
M(AR2n,2n+k({s1 + c1, s2 + c2, · · · , sk + ck}, ∅))
M(AR2n,2n+k({1, 2, · · · , k}, ∅)) ∼
(
e
1
4
2
5
12A3 n
1
4
)k ∏
1≤i<j≤k
√
αj
2
− αi
2
k∏
i=1
(√
αi
2
)Li+ 12 (√
1− αi
2
)Ri+ 12 ,
(8.35)
where Li and Ri are the number of vertices on ℓ∩AR2n,2n+k that are strictly to the left and right of si+ci,
respectively.
Proof. The case when si+ ci = 2s
′
i+ i for some s
′
i ∈ Z, i = 1, . . . , k — which we will refer to as the even
separation case for short — constitutes the subject of Proposition 8.5.
If the coordinates a1, . . . , ak of the monomers are in the even separation case, Corollary 8.7 allows us to
deduce the case of coordinates a1, . . . , ai−1, ai − 1, ai+1, . . . , ak as follows. By (2.21) we have that
Γ2(x + 1)
Γ
(
x− 12
)
Γ
(
x+ 12
) → 1, x→∞.
Therefore the third fraction on the right hand side of (8.31) approaches 1 as n → ∞. On the other
hand, (2.21) also implies that the limit of the product of the first two fractions on the right hand side
of (8.31) is
Γ
(
ai − 2− δa1, odd
2
)
Γ
(
ai − 1− δa1, odd
2
) Γ
(
2n+ k − ai + 1 + δak+k, odd
2
)
Γ
(
2n+ k − ai + δak+k, odd
2
) ∼ a− 12i (2n+ k − ai) 12 →
√
2− αi
αi
, n→∞.
(8.36)
The above observations yield
M(AR2n,2n+k({a1, . . . , ai−1, ai, ai+1, . . . , ak}, ∅)
M(AR2n,2n+k({a1, . . . , ai−1, ai − 1, ai+1, . . . , ak}, ∅) →
√
2− αi
αi
, n→∞. (8.37)
The case of coordinates a1, . . . , ai−1, ai − 1, ai+1, . . . , ak follows from the even separation case a1, . . . , ak
using (8.37).
To cover the general case, note that in Corollary 8.7 the only reason the coordinates a1, . . . , ak were
assumed to be in the even separation case was in order to be able to write down explicitly, and in a
simpler way, the arguments of the Pochhammer symbols. It follows from the proof of Corollary 8.7 that a
formula analogous to (8.31) exists for any coordinates a1, . . . , ak; depending on the parities of the ai’s, the
arguments of the resulting Gamma functions will be shifted by some finite multiples of 12 , but the resulting
formula has the same structure as the expression on the right hand side of (8.31). But then the arguments
employed above to deduce (8.37) work without change, and imply that (8.37) holds in fact for coordinates
a1, . . . , ak of arbitrary parity.
Note that any configuration a1, . . . , ak can be reached from a configuration in the even separation case,
by doing a finite number of elementary moves (i.e., moving a single monomer one unit to the left). By
(8.37), the effect of each such move on the asymptotics of the left hand side of (8.35) is to multiply it
by
√
αi
2−αi
, if the moved monomer was the ith one. Since the right hand sides of (8.35) corresponding
to a1, . . . , ak and a1, . . . , ai−1, ai − 1, ai+1, . . . , ak are related by the same multiplicative factor (as the
above elementary move reduces Li by one unit and increases Ri by one unit), (8.35) follows by repeated
applications of (8.37). 
To address the case of a general distribution of defects on ℓ we will need the following result.
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Figure 8.2. The set S14,2(5, 9, 14, 20, 26; 6, 12, 17, 18).
Figure 8.3. The set S′14,2(5, 9, 14, 20, 26; 6, 12, 17, 18).
Lemma 8.9 (Elementary move in Aztec rectangles with k holes and l separations). Let
1 ≤ a1 < · · · < ak ≤ 2n+ k − l and 1 ≤ b1 < · · · < bl ≤ 2n+ k − l be distinct integers.
(a). Define the subset Sn,i(a1, . . . , ak; b1, . . . , bl) of {1, 2 . . . , 2n + k − l} as follows. Starting from co-
ordinate ai, move towards the right on the integer coordinates on ℓ, skipping over one existing node (i.e.,
a node at which there is no monomer) at each time, with the convention that separations are considered
“doubled” nodes: If we land on the first node of a separation s, the second node in that separation counts
when we do the next jump, thus taking us to the first node to the right of s at which we have no monomer;
if we land on the second node of a separation s (this happens precisely when the previous skipped over node
was the first node of s), we have to skip over the first existing node (either a no-defect node, or the first
node of a separation) to the right of s.
Next, starting from coordinate ai − 1, move towards the left on the integer coordinates on ℓ, skipping
over one existing node at each time, using the convention from the previous paragraph when a separation
is encountered. Let Sn,i(a1, . . . , ak; b1, . . . , bl) be the set of coordinates that have been visited this way, not
including coordinates ai and ai − 1 (an example is illustrated in Figure 8.2).
Then we have
M(AR2n,2n+k−l({a1, . . . , ai−1, ai, ai+1, . . . , ak}, {b1, . . . , bl})
M(AR2n,2n+k−l({a1, . . . , ai−1, ai − 1, ai+1, . . . , ak}, {b1, . . . , bl}) =
∏
i∈Sn,i(a1,...,ak;b1,...,bl)
|(ai − 1)− j|
|ai − j| .
(8.38)
(b). Define the subset S′n,i(a1, . . . , ak; b1, . . . , bl) of {1, 2 . . . , 2n + k − l} as follows. Starting from the
leftmost of the two nodes corresponding to the separation at bi, move towards the right on the integer
coordinates on ℓ according to the rule in part (a). Then, starting from the rightmost of the two nodes
corresponding to the separation at bi−1 (where the separation formerly at bi has moved), move towards the
left on the integer coordinates on ℓ, skipping over one existing node at each time, using the same convention
for separations as before. Let S′n,i(a1, . . . , ak; b1, . . . , bl) be the set of coordinates that have been visited this
way, not including coordinates bi and bi − 1 (see Figure 8.3 for an example).
Then we have
M(AR2n,2n+k−l({a1, . . . , ak}, {b1, . . . , bi−1, bi, bi+1, . . . , bl})
M(AR2n,2n+k−l({a1, . . . , ak}, {b1, . . . , bi−1, bi − 1, bi+1, . . . , bl}) =
∏
i∈S′n,i(a1,...,ak;b1,...,bl)
|bi − j|
|(bi − 1)− j| .
(8.39)
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Proof. As in the proof of Lemma 8.6, apply Theorem 1.1 of [6] to both the numerator and denominator
on the left hand side above. Since the two defect distributions are nearly identical, most of the resulting
factors occur both at the numerator and at the denominator, and thus cancel out. It is easy to check that
the remaining factors combine to give precisely the expression on the right hand sides of (8.38) and (8.39).
Corollary 8.10 (Changing a monomer into a separation). We have
M(AR2n,2n+k−l({a1, a2, . . . , ak}, {b1, . . . , bl})
M(AR2n,2n+k−l({a1 − 1, a2, . . . , ak}, {b1, . . . , bl})
M(AR2n+2,2n+k−l({a2, . . . , ak}, {a1, b1, . . . , bl})
M(AR2n+2,2n+k−l({a2, . . . , ak}, {a1 − 1, b1, . . . , bl})
=
(a1 − 1)− (2n+ k − l)
a1 − (1)
k∏
j=2
a1 − aj
(a1 − 1)− aj
l∏
j=1
(a1 − 1)− bj
a1 − bj . (8.40)
Proof. Apply Lemma 8.9 to express the numerator and denominator of the left hand side of (8.40) as
simple products. It is readily seen that the two resulting products are almost identical; the four factors
that do not cancel out when taking their ratio lead to the expression on the right hand side of (8.40). 
By repeated application of Corollary 8.10, one can bring the leftmost defects (which is a monomer in
the numerator, and a separation in the denominator) all the way to the boundary of the Aztec rectangle.
This allows one to express the case of k monomers and l separations (for short, the (k, l)-case) in terms of
the (k + 1, l − 1)- and (k, l − 1)-case. Doing the asymptotic analysis for the resulting products of Gamma
functions one obtains the following general result.
Theorem 8.11. Let 0 < α1 < · · · < αk < 2 and 0 < β1 < · · · < βl < 2 be distinct rational numbers, and
let c1, . . . , ck and d1, . . . , dl be fixed integers. Then if si = αin, i = 1, . . . , k, and ti = βin, i = 1, . . . , l, are
integers, we have, as n→∞, that
M(AR2n,2n+k−l({s1 + c1, s2 + c2, . . . , sk + ck}, {t1 + d1, t2 + d2, . . . , tl + dl}))
M(AD2n)
∼
(
e
1
4
2
5
12A3 n
1
4
)k+l
l∏
j=1
(√
βj
2
)L′j+ 12 (√
1− βj
2
)R′j+ 12
k∏
i=1
(√
αi
2
)Li+ 12 (√
1− αi
2
)Ri+ 12
∏
1≤i<j≤k
√
αj
2
− αi
2
∏
1≤i<j≤l
√
βj
2
− βi
2
k∏
i=1
l∏
j=1
√∣∣∣∣αi2 − βj2
∣∣∣∣
,
(8.41)
where Li and Ri are the number of vertices on ℓ ∩ AR2n,2n+k−l that are strictly to the left and right of
si + ci, respectively, and L
′
j and R
′
j are the number of vertices on ℓ ∩ AR2n,2n+k−l that are strictly to the
left and right of tj + dj, respectively. 
Note that for l = 0 this specializes to Proposition 8.8, as, due to forced edges, the denominator on the
left hand side of (8.35) is equal to M(AD2n).
Remark 11. It follows from (8.41) (specifically, from the first of the three factors on its right hand side)
that both creating an additional hole on ℓ, and creating an additional separation on ℓ (while maintaining
the same height 2n for the Aztec rectangles), cause the order of the number of perfect matchings of the
Aztec rectangle with defects to be multiplied by n−
1
4 . When a new hole is created, the width of the Aztec
rectangle increases by one, but the new hole introduces a microscopic boundary, whose restricting effect
prevails over this increase in width, resulting in an overall decrease of order n−
1
4 . When a new separation
is created, the width of the Aztec rectangle decreases by one, and this prevails over the added freedom
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around the new separation, resulting in the same overall decrease of order n−
1
4 in the number of perfect
matchings.
The second and third factors on the right hand side of (8.41) also have natural interpretations. The
third factor in (8.41) is easily recognized, in view of [6, Theorem3.1], as being almost the same as the
Coulomb interaction between defects in the bulk, but with the change that here instead of the distances
between the defects we take the relative distances between them, compared to the width of the enclosing
Aztec rectangles.
The remaining factor on the right hand side of (8.41) — the middle one — gives the interaction of the
defects with the boundary. It is interesting that the exponents of the square root factors are exactly equal
to the “number” of sites on ℓ∩AR2n,2n+k−l to the left and right of the corresponding defect, if the defect
in question is considered to contribute 12 to both these counts — as if it had split in two.
It is also interesting that in the interaction with the boundary, the defects turn out to act independently:
The middle factor in (8.41) is equal to the product of the corresponding factors in the individual interaction
of each defect with the boundary.
Formula (8.41) shows that monomers and separations that are macroscopically separated in an Aztec
rectangle interact in a satisfyingly symmetric way, that places them on equal footing.
The independence mentioned above can be stated in an especially simple form in the case when k and l
have opposite parities.
Corollary 8.12. If k and l have opposite parities, with the same assumptions as in Theorem 8.11, we
have that
lim
n→∞
M(AR2n,2n+k−l({s1 + c1, s2 + c2, · · · , sk + ck}, {t1 + d1, t2 + d2, · · · , tl + dl}))∏k
i=1M(AR2n+k−l−1,2n+k−l({si + ci}, ∅))
∏l
j=1M(AR2n+k−l+1,2n+k−l(∅, {tj + dj}))
=
∏
1≤i<j≤k
√
αj
2
− αi
2
∏
1≤i<j≤l
√
βj
2
− βi
2
k∏
i=1
l∏
j=1
√∣∣∣∣αi2 − βj2
∣∣∣∣
. (8.42)
Proof. Use the special cases k = 1, l = 0 and k = 0, l = 1 of Theorem 8.11 to obtain the asymptotics of
each factor in the products at the denominator on the left hand side above. When dividing the right hand
side of (8.41) by the product of the resulting expressions, all factors but the ones on the right hand side of
(8.42) cancel out. 
What about the situation when the αi’s and βj ’s are not necessarily rational? Due to the very fast
growth of the function dd which gives the interaction with the boundary (see the middle fraction on the
right hand side of (8.41)), simply replacing αn by ⌊αn⌋ in the statement of Theorem 8.11 would not leave
the multiplicative constant in (8.41) unchanged. A good way to address this case is to use the following
standard fact from the theory of Diophantine approximations9.
Lemma 8.13. Let α1, . . . , αk be real numbers. Then for infinitely many integers q there exists a k-tuple of
integers (p1, . . . , pk) so that ∣∣∣∣αi − piq
∣∣∣∣ < 1q1+ 1k (8.43)
for i = 1, . . . , k.
Proof. Let n be a positive integer. Consider the nk + 1 points
({α1i}, . . . , {αki}),
9This was pointed out to the author by Michael Larsen.
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i = 1, . . . , nk +1, in the hypercube [0, 1)k ({a} denotes the fractional part of the real number a). Partition
this hypercube into nk hypercubes of side-length 1n . By the pigeonhole principle, two of the above points
must be in the same small hypercube. It follows that there exist integers p1, . . . , pk and some integer q
between 1 and nk so that
αiq = pi + ǫi,
i = 1, . . . , k, with |ǫi| < 1n for all i. It follows that∣∣∣∣αi − piq
∣∣∣∣ < 1qn , (8.44)
for i = 1, . . . , k. Using that 1n ≤ 1q 1k we arrive at (8.43). According to (8.44), the precision of approximating
any irrational αi by
pi
q can be improved indefinitely by increasing n. It follows that as n → ∞ in this
process, we must also have q →∞. On the other hand, if all αi’s are rational, the left hand sides of (8.43)
can be simultaneously made equal to zero for any q that is a common multiple of their denominators. This
completes the proof. 
We can now phrase the statement of Theorem 8.11 for arbitrary αi’s and βj ’s.
Theorem 8.14. Let 0 < α1 < · · · < αk < 2 and 0 < β1 < · · · < βl < 2 be distinct real numbers. Let
n, s1, . . . , sk and t1, . . . , tl be positive integers so that∣∣∣αi − si
n
∣∣∣ < 1
n1+
1
k+l
, (8.45)
i = 1, . . . , k, and ∣∣∣∣βj − tjn
∣∣∣∣ < 1
n1+
1
k+l
, (8.46)
j = 1, . . . , l (the existence of such n, si’s and tj’s is guaranteed by Lemma 8.13).
Then as n→∞ we have that
M(AR2n,2n+k−l({s1, . . . , sk}, {t1, . . . , tl}))
M(AD2n)
∼
(
e
1
4
2
5
12A3 n
1
4
)k+l
l∏
j=1
(√
βj
2
)L′j+ 12 (√
1− βj
2
)R′j+ 12
k∏
i=1
(√
αi
2
)Li+ 12 (√
1− αi
2
)Ri+ 12
∏
1≤i<j≤k
√
αj
2
− αi
2
∏
1≤i<j≤l
√
βj
2
− βi
2
k∏
i=1
l∏
j=1
√∣∣∣∣αi2 − βj2
∣∣∣∣
,
(8.47)
where Li and Ri are the number of vertices on ℓ ∩AR2n,2n+k−l that are strictly to the left and right of si,
respectively, and L′j and R
′
j are the number of vertices on ℓ ∩ AR2n,2n+k−l that are strictly to the left and
right of tj, respectively.
Proof. There is one new argument we need in addition to those that proved Theorem 8.11. We present
it below in the case k = 1, l = 0; it extends straightforwardly to the general case.
By Corollary 8.2 and (8.24) we have that
M(AR2n,2n+1({2s+ 1}, ∅))
M(AD2n)
=
[
Q
(
s, n+
3
2
)]2
=
[
1
22s(n−s)
H(s+ 1)H(n− s+ 1)
H(n+ 1)
H(s)H(n− s)
H(n)
E(n)
E(s)E(n− s)
]2
.
(8.48)
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Using (8.25) and (8.26), one readily sees that (8.27) holds for large s, n−s and n also before setting s = αn;
i.e., that as s, n− s, n→∞, we have
[
Q
(
s, n+
3
2
)]2
=
[
1
22s(n−s)
H(s+ 1)H(n− s+ 1)
H(n+ 1)
H(s)H(n− s)
H(n)
E(n)
E(s)E(n− s)
]2
∼ e
1
4
2
5
12A3n
1
4
nn+
1
2
ss+
1
4 (n− s)n−s+ 14 =
e
1
4
2
5
12A3n
1
4
(2n)n+
1
2
(2s)s+
1
4 (2n− 2s)n−s+ 14
∼ (2n)
n+ 12
(2s+ 1)s+
1
4 (2n− 2s− 1)n−s+ 14 . (8.49)
We claim that for s and n going to infinity so that (8.45) holds, i.e., in our case,∣∣∣∣α− 2s+ 1n
∣∣∣∣ < 1n2 , (8.50)
one has
(2n)n+
1
2
(2s+ 1)s+
1
4 (2n− 2s− 1)n−s+ 14 ∼
1(√
α
2
)2s+ 12 (√1− α2 )2n−2s+ 12 . (8.51)
Indeed, write the left hand side above as
1(
2s+1
2n
)s+ 14 (1− 2s+12n )n−s+ 14 .
Note that since (
2s+1
2n
)s+ 14(
α
2
)s+ 14 =
[
1 +
2
α
(
2s+ 1
2n
− α
2
)]s+ 14
,
it follows that, for s, n→∞ as in (8.50), we have
(
2s+ 1
2n
)s+ 14
∼
(α
2
)s+ 14
. (8.52)
A similar argument shows that (
1− 2s+ 1
2n
)s+ 14
∼
(
1− α
2
)s+ 14
, (8.53)
for s, n→∞ as in (8.50). The above two asymptotic equalities imply (8.51), thus checking the case k = 1,
l = 0.
The only difference in the general case is that the exponent 2 at the denominator on the right hand side
of (8.50) is replaced by 1 + 1k+l . But this is still enough to obtain the analogs of (8.52) and (8.53), which
imply the statement of the theorem in the same fashion as above. 
9. Large clusters consisting of consecutive monomers
Section 8 showed that if one has a finite number of monomers that can move about on ℓ, they experience a
tremendous force from the boundaries pushing them towards the center, which overwhelms their tendency
to repel one another. But what if the number of monomers is comparable to the width of the Aztec
rectangle? This section considers the case of large monomer clusters consisting of runs of consecutive
monomers.
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Figure 9.1. Illustration of the two bars of charge for n = 9, k = 4, l = 2, p = 3, q = 4.
Denote by Ck,p the cluster consisting of monomers ◦2k+1, ◦2k+2, . . . , ◦2k+2p; we will sometimes call such
a cluster a bar of charge (for the sake of notational simplicity, we restrict our analysis to the case when the
monomer clusters have even lengths, and start on an odd index node; our arguments can straightforwardly
be extended to the general situation).
We start by presenting an exact formula for the number of perfect matchings of an Aztec rectangle
containing two such monomer clusters.
Proposition 9.1. For any non-negative integers k, l, p, q with k + l ≤ n, we have
M(AR2n,2n+2p+2q(Ck,p, Ck+p+l,q)) = 2
n(2n+1)
k∏
i=1
[
Γ(i)Γ(n+ p+ q − i+ 1)
Γ(p+ i)Γ(n+ q − i+ 1)
Γ(p+ l+ i)Γ(q + l + i)
Γ(l + i)Γ(p+ q + l + i)
]2
×
k+l∏
i=1
[
Γ(i)Γ(n+ q − i+ 1)
Γ(q + i)Γ(n− i+ 1)
]2
. (9.1)
(The case n = 9, k = 4, l = 2, p = 3, q = 4 is illustrated in Figure 9.1.)
Proof. Applying [6, Theorem1.1] to the numerators and denominators on the left hand sides below, it
follows, after simplifications, that one has
M(AR2n,2n+2p+2q(Ci,p, Ck+p+l,q))
M(AR2n,2n+2p+2q(−1 + Ci,p, Ck+p+l,q)) =
(1)k−i(p+ 1)l+i−1(p+ l + i+ q)n−k−l
(p+ 1)k−i(1)l+i−1(l + i+ q)n−k−l
(9.2)
and
M(AR2n,2n+2p+2q(−1 + Ci,p, Ck+p+l,q))
M(AR2n,2n+2p+2q(Ci−1,p, Ck+p+l,q))
=
(1)k−i(p+ 1)l+i−1(p+ l+ i + q)n−k−l
(p+ 1)k−i(1)l+i−1(l + i+ q)n−k−l
, (9.3)
for all 1 ≤ i ≤ n (for a defect cluster O, −1 +O denotes the defect cluster obtained from O by translating
all its constituent defects one unit to the left). Multiplying together equations (9.2)–(9.3) for i = 1, . . . , k
yields
M(AR2n,2n+2p+2q(Ck,p, Ck+p+l,q))
M(AR2n,2n+2p+2q(C0,p, Ck+p+l,q))
=
k∏
i=1
[
(1)k−i(p+ 1)l+i−1(p+ l+ i + q)n−k−l
(p+ 1)k−i(1)l+i−1(l + i+ q)n−k−l
]2
. (9.4)
Due to forced edges, AR2n,2n+2p+2q(C0,p, Ck+p+l,q) and AR2n,2n+2q(Ck+l,q) have the same number of
perfect matchings:
M(AR2n,2n+2p+2q(C0,p, Ck+p+l,q)) = M(AR2n,2n+2q(Ck+l,q)). (9.5)
The same approach that gave (9.2)–(9.3) also shows that
M(AR2n,2n+2q(Ci,q))
M(AR2n,2n+2q(−1 + Ci,q)) =
(1)k−i(q + 1)n−k+i−1
(q + 1)k−i(1)n−k+i−1
(9.6)
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and
M(AR2n,2n+2q(−1 + Ci,q))
M(AR2n,2n+2q(Ci−1,q))
=
(1)k−i(q + 1)n−k+i−1
(q + 1)k−i(1)n−k+i−1
, (9.7)
for all 1 ≤ i ≤ n. Multiplying together equations (9.6) and (9.7) for i = 1, . . . , k, we obtain that
M(AR2n,2n+2q(Ck,q))
M(AR2n,2n+2q(C0,q))
=
k∏
i=1
[
(1)k−i(q + 1)n−k+i−1
(q + 1)k−i(1)n−k+i−1
]2
. (9.8)
Using the fact that, due to forced edges, AR2n,2n+2q(C0,q) has the same number of perfect matchings as
AR2n (namely, 2
n(2n+1)), it follows from equations (9.4), (9.5) and (9.8) that
M(AR2n,2n+2p+2q(Ck,p, Ck+p+l,q)) =
2n(2n+1)
k∏
i=1
[
(1)k−i(p+ 1)l+i−1(p+ l + i+ q)n−k−l
(p+ 1)k−i(1)l+i−1(l + i+ q)n−k−l
]2 k+l∏
i=1
[
(1)k+l−i(q + 1)n−k−l+i−1
(q + 1)k+l−i(1)n−k−l+i−1
]2
.
(9.9)
Using formula (2.22) to express the Pochhammer symbols above in terms of Gamma functions one ob-
tains (9.1). 
Proposition 9.2. For any non-negative integers k, l, p, q with k + l ≤ n, we have
M(AR2n,2n+2p+2q(Ck,p, Ck+p+l,q))
M(AD2n)
=
[
H(k)H(l)H(p)H(q)H(n− k − l)H(k + l + p)H(l + p+ q)H(n+ q − k)H(n+ p+ q)
H(n)H(k + p)H(l + p)H(l + q)H(n+ q − k − l)H(k + l + p+ q)H(n+ p+ q − k)
]2
(9.10)
∼ e
1
3
A4
kk
2− 16 ll
2− 16 pp
2− 16 qq
2− 16 (n− k − l)(n−k−l)2− 16 (k + l+ p)(k+l+p)2− 16 (l + p+ q)(l+p+q)2− 16
nn
2− 16 (k + l)(k+l)
2− 16 (l + p)(l+p)
2− 16 (l + q)(l+q)
2− 16 (n+ q − k − l)(n+q−k−l)2− 16
× (n+ q − k)
(n+q−k)2− 16 (n+ p+ q)(n+p+q)
2− 16
(k + l + p+ q)(k+l+p+q)
2− 16 (n+ p+ q − k)(n+p+q−k)2− 16 , (9.11)
where H(n) is given by (3.17), A is the Glaisher-Kinkelin constant (3.7), and in (9.11) the integers n, k,
l, p and q are growing to infinity in a way that makes n− k − l grow to infinity as well.
Proof. Define the products
P1(n, k, p, q) :=
k∏
i=1
Γ(i)Γ(n+ p+ q − i+ 1)
Γ(p+ i)Γ(n+ q − i+ 1) , (9.12)
P2(n, k, l, p, q) :=
k∏
i=1
Γ(p+ l + i)Γ(q + l+ i)
Γ(l + i)Γ(p+ q + l+ i)
(9.13)
and
P3(n, k, l, p, q) :=
k+l∏
i=1
Γ(i)Γ(n+ q − i+ 1)
Γ(q + i)Γ(n− i+ 1) . (9.14)
38
Then the statement of Proposition 9.1 can be rewritten as
M(AR2n,2n+2p+2q(Ck,p, Ck+p+l,q))
M(AD2n)
= (P1(n, k, p, q)P2(n, k, l, p, q)P3(n, k, l, p, q))
2. (9.15)
The products P1, P2 and P3 can be expressed in terms of the hyperfactorial function H(n) of (3.17) as
follows:
P1(n, k, p, q) =
H(k)H(p)
H(k + p)
H(n+ p+ q)H(n+ q − k)
H(n+ q)H(n+ p+ q − k) (9.16)
P2(n, k, l, p, q) =
H(l)H(k + l + p)
H(k + l)H(l+ p)
H(k + l+ q)H(l + p+ q)
H(l + q)H(k + l + p+ q)
(9.17)
P3(n, k, l, p, q) =
H(k + l)H(n− k − l)
H(n)
H(q)H(n+ q)
H(k + l + q)H(n− k − l + q) . (9.18)
Plugging in the above expressions into (9.15) one obtains equation (9.10).
Recall that by (3.7) we have
H(n) ∼ e
1
12
A
(2π)
n
2 n
n2
2 −
1
12
e
3n2
4
, n→∞. (9.19)
It is apparent that in the expression (9.10), the sum of the arguments of the H ’s at the numerator is equal
to the sum of the arguments of the H ’s at the denominator. Remarkably, the sum of the squares of the
arguments on top is also equal to the sum of the squares of the arguments on the bottom. This implies
that the exponents of 2π, as well as the exponents of e — and also almost all of the exponents of n —
obtained when applying formula (9.19) for the asymptotics of H in (9.10) cancel out. It is readily checked
that the leftover factors combine to yield precisely the expression on the right hand side of (9.11). This
completes the proof. 
As in Section 8, we present first the corresponding scaling limit in the case when the lengths of the
clusters are fixed rational multiples of the width of the Aztec rectangle.
Theorem 9.3. Let 0 < α, β, γ, δ < 1 be rational numbers with α+ β < 1. Then if k = αn, l = βn, p = γn
and q = δn are integers, we have as n→∞ that
M(AR2n,2n+2p+2q(Ck,p, Ck+p+l,q))
M(AD2n)
∼ e
1
3
A4n
1
3
∏
i,j∈I, i<j
|i− j|ǫi,j(|i−j|2n2− 16 ), (9.20)
where
I := {0, α, α+ γ, α+ β + γ, α+ β + γ + δ, 1 + γ + δ}, (9.21)
the constant A is the Glaisher-Kinkelin constant (3.7), and
ǫi,j :=
{
1, if there are on even number of elements of I between i and j
−1, if there are on odd number of elements of I between i and j. (9.22)
Proof. Written out explicitly, (9.20) states that
M(AR2n,2n+2p+2q(Ck,p, Ck+p+l,q))
M(AD2n)
∼ e
1
3
A4n
1
3
αα
2n2− 16ββ
2n2− 16 γγ
2n2− 16 δδ
2n2− 16
× (α+ β + γ)
(α+β+γ)2n2− 16 (β + γ + δ)(β+γ+δ)
2n2− 16
(α+ γ)(α+γ)
2n2− 16 (β + γ)(β+γ)
2n2− 16 (β + δ)(β+δ)
2n2− 16
× (1 + γ + δ)
(1+γ+δ)2n2− 16 (1 + δ − α)(1+δ−α)2n2− 16 (1− α− β)(1−α−β)2n2− 16
(α+ β + γ + δ)(α+β+γ+δ)
2n2− 16 (1 + γ + δ − α)(1+γ+δ−α)2n2− 16 (1 + δ − α− β)(1+δ−α−β)2n2− 16 .(9.23)
Replacing k, l, p and q by αn, βn, γn and δn, respectively, the right hand side of (9.11) becomes precisely the
expression on the right hand side of (9.23). The statement of the theorem follows thus by Proposition 9.2. 
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Remark 12. The form of the expression on the right hand side of (9.20) suggests a possible physical
interpretation along the following lines. It is as if in the dimer system on the Aztec rectangle with the two
monomer clusters there is an effective polarization at the endpoints of its intersection with ℓ and at the
endpoints of the monomer clusters, resulting in unit charges of alternating signs placed at those locations,
interacting among themselves pairwise according to the fantastically strong interaction specified by the
factor in the product on the right hand side of (9.20), which note operates oppositely from the usual way:
Here likes attract, and unlikes repel!
In Theorem 8.14 of Section 8 we presented the exact asymptotics of the number of perfect matchings of
an Aztec rectangle with a fixed number of defects on ℓ, when they occupy arbitrary positions in the scaling
limit, of rational or irrational coordinates. By contrast, in the present context, if some of α, β, γ and δ
are irrational, it turns out that the asymptotics of the left hand side of (9.20) is given by a modification
of the expression on the right hand side of (9.20) in which, in the factor in front of the product, both the
constant and the power of n depend on how well α, β, γ and δ can be approximated by rationals. Due to
this, in the next result the multiplicative constant is not given explicitly, but instead asymptotic bounds
are provided for it. We phrase the statement in terms of the free energy per site of the dimer system, i.e.,
the logarithm of the number of perfect matchings, divided by the number of vertices of the graph.
Theorem 9.4. Let α, β, γ, δ > 0 be fixed real numbers with α + β < 1. Let (kn)n≥1, (ln)n≥1, (pn)n≥1
and (qn)n≥1 be sequences of positive integers so that
∣∣α− knn ∣∣ < 1n 54 ,
∣∣β − lnn ∣∣ < 1n 54 ,
∣∣γ − pnn ∣∣ < 1n 54 and∣∣δ − qnn ∣∣ < 1n 54 (the existence of such sequences is a consequence of Lemma 8.13).
Then if Gn = AR2n,2n+2pn+2qn(Ckn,pn , Ckn+pn+ln,qn), we have that
1
|V (Gn)| lnM(Gn) =
1
4
ln 2 +
1
8
∑
i,j∈I, i<j
ǫi,j |i− j|2 ln |i − j|+O
(
1
n
5
4
)
, (9.24)
where I = {0, α, α+ γ, α+ β + γ, α+ β + γ + δ, 1 + γ + δ}, and the sign ǫi,j is given by (9.22).
Proof. We claim that under the hypotheses of the theorem we have, for all n large enough, that
e−4knn
− 1
4 ≤
(
kn
n
)k2n
αk
2
n
≤ e4knn−
1
4 . (9.25)
Indeed, we have
(
kn
n
)k2n
αk
2
n
=
(
α+ knn − α
)k2n
αk
2
n
=
[
1 +
1
α
(
kn
n
− α
)]k2n
=
(
1 +
ǫ
αn
5
4
)k2n
≤

(1 + 1
αn
5
4
)n 54 
kn
n
kn
n
1
4
≤
(
e
2
α
)2αknn− 14
for n large enough, where we used that, by hypothesis, α− knn = ǫn 54 for some ǫ with |ǫ| < 1. This proves
the right inequality in (9.25); the left inequality follows by the same calculation, using ǫ > −1.
Inequalities (9.25) and their analogs allow us to give asymptotic bounds on the left hand side of (9.10),
starting from the exact asymptotics (9.11), as follows. Divide both the numerator and the denominator
in (9.11) by n raised to a power equal to the sum of the exponents at the numerator (which, recall, is the
same as the sum of the exponents at the denominator). For each resulting fraction of the form
(
k
n
)k2
use
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the corresponding analog of inequalities (9.25). It follows that
M(AR2n,2n+2pn+2qn(Ckn,pn , Ckn+pn+ln,qn))
M(AD2n)
= Bαα
2n2ββ
2n2γγ
2n2δδ
2n2
× (α+ β + γ)
(α+β+γ)2n2(β + γ + δ)(β+γ+δ)
2n2
(α+ γ)(α+γ)2n2(β + γ)(β+γ)2n2(β + δ)(β+δ)2n2
× (1 + γ + δ)
(1+γ+δ)2n2(1 + δ − α)(1+δ−α)2n2(1− α− β)(1−α−β)2n2
(α+ β + γ + δ)(α+β+γ+δ)2n2(1 + γ + δ − α)(1+γ+δ−α)2n2(1 + δ − α− β)(1+δ−α−β)2n2 , (9.26)
with the factor B satisfying
eλn
3
4 ≤ B ≤ eµn
3
4 (9.27)
for all large enough n, where λ and µ are some real numbers depending only on α, β, γ and δ. The
statement of the theorem follows now by taking the logarithm in (9.26), dividing by the number of vertices
of AR2n,2n+2pn+2qn(Ckn,pn , Ckn+pn+ln,qn) (which is asymptotically the same as the number of vertices of
AD2n, i.e., 4n(2n+ 1)), and taking the limit as n→∞. 
A natural question is the following. In view of our physical interpretation, the two monomer clusters are
long bars of positive charge, which repel one another and are also repelled by the boundary of the Aztec
rectangle. One therefore expects that for any fixed γ and δ (the bar charge magnitudes), there will be a
unique equilibrium position (α0, β0) of the bars, where their mutual repelling is precisely compensated by
the repelling from the boundary. The result below shows that this is indeed the case.
Define the function F by
F = F (α, β, γ, δ) := α2 lnα+ β2 lnβ + γ2 ln γ + δ2 ln δ + (1− α− β)2 ln(1 − α− β)
+ (α+ β + γ)2 ln(α+ β + γ) + (β + γ + δ)2 ln(β + γ + δ)
+ (1− α− β + γ + δ)2 ln(1 − α− β + γ + δ)
+ (1− α− β)2 ln(1− α− β)
− (α+ γ)2 ln(α+ γ)− (β + γ)2 ln(β + γ)− (γ + δ)2 ln(γ + δ)
− (1− α− β + δ)2 ln(1− α− β + δ)
− (α+ β + γ + δ)2 ln(α+ β + γ + δ)
− (1− α+ γ + δ)2 ln(1 − α+ γ + δ). (9.28)
It turns out that for any fixed γ, δ > 0, the function F has a unique maximum in the range α, β > 0,
α+ β < 1.
Corollary 9.5 (Equilibrium of two bars of charge). Let γ and δ be fixed positive real numbers,
and denote by (α0, β0) the unique maximum of the function (9.28) in the domain α, β > 0, α+ β < 1. Let
(α, β) 6= (α0, β0) be some other point in that domain.
Let (k0n)n≥1, (l
0
n)n≥1, (kn)n≥1, (ln)n≥1, (pn)n≥1 and (qn)n≥1 be sequences of positive integers so that∣∣∣α0 − k0nn ∣∣∣ < 1n 76 ,
∣∣∣β0 − l0nn ∣∣∣ < 1n 76 ,
∣∣α− knn ∣∣ < 1n 76 ,
∣∣β − lnn ∣∣ < 1n 76 ,
∣∣γ − pnn ∣∣ < 1n 76 and
∣∣δ − qnn ∣∣ < 1n 76
(again, the existence of such sequences is a consequence of Lemma 8.13).
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Then we have that
M(AR2n,2n+2pn+2qn(Ckn,pn , Ckn+pn+ln,qn))
M(AR2n,2n+2pn+2qn(Ck0n,pn , Ck0n+pn+l0n,qn))
= O
(
e−λn
2
)
, (9.29)
for some positive real number λ.
The likelihood of a position different from the equilibrium position is thus exponentially small in n2.
Proof. By two applications of (9.26), we obtain that
M(AR2n,2n+2pn+2qn(Ckn,pn , Ckn+pn+ln,qn))
M(AR2n,2n+2pn+2qn(Ck0n,pn , Ck0n+pn+l0n,qn))
=
Ben
2F (α,β,γ,δ)
B0en
2F (α0,β0,γ,δ)
, (9.30)
where both B and B0 satisfy inequalities of the form (9.27). Since F (α, β, γ, δ) < F (α0, β0, γ, δ), the
statement follows. 
The above arguments are straightforwardly extended to the case of any finite number of monomer
clusters consisting of consecutive monomers. We obtain the following result.
Theorem 9.6. (a). Let α1, . . . , αs > 0 and γ1, . . . , γs > 0 be fixed real numbers with α1+ · · ·+αs < 1. Let
(k
(1)
n )n≥1, . . . , (k
(s)
n )n≥1 and (p
(1)
n )n≥1, . . . , (p
(s)
n )n≥1 be sequences of positive integers so that
∣∣∣αi − k(i)nn ∣∣∣ <
1
n1+
1
2s
and
∣∣∣γi − p(i)nn ∣∣∣ < 1n1+ 12s , for i = 1, . . . , s (the existence of such sequences is a consequence of Lemma
8.13).
Then if
Gn = AR2n,2n+2p(1)n +···+2p(s)n
(C
k
(1)
n ,p
(1)
n
, C
k
(1)
n +p
(1)
n +k
(2)
n ,p
(2)
n
, . . . , C
k
(1)
n +p
(1)
n +···+k
(s−1)
n +p
(s−1)
n +k
(s)
n ,p
(s)
n
),
we have that
1
|V (Gn)| lnM(Gn) =
1
4
ln 2 +
1
8
∑
i,j∈I, i<j
ǫi,j |i− j|2 ln |i − j|+O
(
1
n1+
1
2s
)
, (9.31)
where I = {0, α1, α1+ γ1, . . . , α1+ · · ·+αs+ γ1+ · · ·+ γs−1, α1+ · · ·+αs+ γ1+ · · ·+ γs, 1+ γ1+ · · ·+ γs},
and the sign ǫi,j is given by (9.22).
(b). For any fixed γ1, . . . , γs > 0, the 2s-variable analog of the function F of (9.28) has a unique
maximum (α01, . . . , α
0
s) in the domain α1 > 0, . . . , αs > 0, α1 + · · ·+ αs < 1, and this gives the equilibrium
position of the s bars of charge in the sense of Corollary 9.5. 
10. Concluding remarks
In this paper we studied in detail the interaction of monomer and separation defects in Aztec rectangles
in the case when they are situated on the horizontal symmetry axis. The results we found can be phrased in
terms of simple quantities specifying the location of the defects, such as the number of sites to their left or
right, and the distance between the defects relative to the width of the Aztec rectangle. A natural question
concerns the case when the monomers and separations have arbitrary positions. Of special interest would
be the form of the asymptotic formulas corresponding to the general situation, in particular the quantities
corresponding to the number of sites to the left or right of a defect, and to the inter-defect distance relative
to width.
In Section 9 we saw that there is a unique equilibrium position for a finite number of “bars of charge”
(i.e., clusters consisting of contiguous monomers). It would be interesting to study this problem in the case
when the monomers are not bound together in clusters, but free to move anywhere on ℓ, and to understand
the shape of the “globular cluster” arising in the scaling limit.
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Another interesting future direction is to phrase in the present context the analog of the Baik et al (see
[1]) problem of probability distributions of fixed parallel lozenges along a lattice line, in lozenge tilings
of hexagons on the triangular lattice. The new ingredient is that now there are two kinds of charges
(corresponding to monomers and separations), and this should lead to a more complex behavior.
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