Abstract-Chaos-based pseudonoise (PN) sequences for spread spectrum (SS) communications ranks amongst the most promising applications of chaos to communications. This paper deals with the design and realization of a chaotic frequency hopping (FH) sequence generator that is compatible with current FH/SS technologies. A simplistic generator architecture adopting nonlinear auto-regressive (AR) filter structures is proposed, which is based on the random sequence model and the metric entropy criterion for generation of random sequences. Conventional PN sequences are employed to perturb the generator such that the resulted sequences fulfill the FH requirements on period and family size. In addition, a chaos-based FH sequence generator prototype is realized in field programmable gate arrays (FPGAs) and various tests are performed. The generator produces long period FH sequences with uniform distribution over the available bandwidth, large linear complexity as well as suboptimal Hamming correlation properties. Bit error rate (BER) performance of the chaosbased asynchronous FH/CDMA system is evaluated by means of computer simulation. These results suggest that the cost-effective and well-performing generator has the potential to be incorporated into existing FH systems.
I. INTRODUCTION
T HE past decade of research on the applications of chaos theory to communications clearly outlines the trend of near-future development. The dominating schemes of chaos-based communications will be digital, because the inherent nonlinearity of chaos and unavoidable parameter deviation in electronic devices render exact regeneration of chaotic signals in analog systems difficult, and only digital schemes are compatible with modern communications systems. Amongst the various digital applications, at least two, i.e., chaotic encryption for security and chaos-based pseudonoise (PN) sequences for spread spectrum (SS) communications, are ready to be incorporated into existing systems, since they do not require change of other function blocks in popular sinusoidal carrier communication systems 1 . The start of the new millennium should see realistic chaos-based communication systems in certain environments.
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PN sequences are widely used as spreading codes for direct sequences (DS) SS systems and as hopping patterns in frequency hopping (FH) systems [1] . Chaos-based design offers a new class of nonlinear PN sequences with approximate orthogonality that are especially valuable for asynchronous code-division multiple access (CDMA) systems. Chaotic PN sequences for either DS [2] - [4] or FH [5] systems have been actively explored, and research results are encouraging enough to integrate these sequences into current SS systems. The correlation properties of chaotic PN sequences are shown to be similar to, and in some cases even better than, their linear counterparts. Exact design and analysis of chaotic sequences as in conventional algebraic approach is generally impossible, and researchers depend more or less upon a statistical approach. Among many possible design approaches, the one based on the random sequence model has the advantage that it makes the design problem more tractable, albeit it is in general not the best. Furthermore, the validity of random sequence model has been established in many SS literatures for the performance analysis of asynchronous CDMA systems using long-period sequences. In theory, the statistical design approach is capable of generating purely random sequences if the precision of chaotic systems is infinite. Kohda and Tsuneda [6] derived a sufficient condition for a class of maps to produce purely random binary sequences. Vizvari and Kolumban [7] presented two methods to improve the independence of consecutive numbers from one to another sampled from chaotic phase-locked loops (PLLs). The entropy criterion of [5] is a much more convenient way to judge whether a chaotic system is able to produce purely random sequences. Sequences obtained from the digital chaos generator, necessarily have a finite period and are, of course, not truly random, but the properties of well-designed chaotic PN sequences are very close to those of random sequences. In CDMA systems, these sequences have multiple access performance identical to that derived on the basis of random sequence model. Mazzini et al.'s idea [4] is different from [5] - [7] in that it tries to increase the capacity of chaos-based DS/CDMA systems. The resulted sequences perform slightly better than random sequences. However, the analysis of [8] revealed that the maximal gain of chaos-based spreading codes with respect to purely random sequences is about 14% or just 0.1 dB in capacity. In addition, the rather small gain comes at the expense of degradation in the auto-correlation property, which will affect the spectral characteristics as well as initial acquisition of the sequences. For example, the maximal magnitude of side-lobe of the normalized auto-correlation would be as high as 0.25 in order to achieve the full 0.1 dB gain. Similar results were reported independently in [9] , [10] , which showed that the gain is at most 15% by more accurate analysis. This phenomenon conforms to the well-known Welch and Sidelnikov bounds [1] on spreading sequences that make a twin-win of autocorrelation and crosscorrelation impossible, as has been observed in a lot of constructions for conventional spreading sequences (see, e.g., [11] ). Due to the nonsignificant improvement in multiple access performance attained by chaotic sequences, and negative effects on auto-correlation, the pure random sequence model seems more appealing on the whole.
DS and FH are the two principal types of CDMA technologies. In comparison with DS, a major advantage of FH is that it can be implemented over a much wider frequency bandwidth, and the bandwidth can be noncontiguous. Another advantage is that the requirement for power control is much less stringent in a multiuser system. In DS systems, accurate power control is crucial to resist the near-far effect. These two advantages of FH will be decisive in many applications. In FH communication systems, a PN generator is employed by each user to produce a "random" sequence of frequencies. Such systems require sets of FH sequences that, in addition to having good Hamming correlation properties, also have long period and large linear complexity [12] , [13] . The first requirement reduces interference due to presence of other users and helps the systems to have self-synchronizing capability, whereas the second and third requirements prevent an intelligent jammer from jamming the communication by duplicating the sequence generation mechanism. Most of the FH sequences are constructed through algebraic approaches [1] , [12] - [14] . This paper is devoted to chaos-based FH sequences meeting the above demands. The design methodology is based on the above-justified random sequence model. Preliminary results reported in [5] showed that such sequences are asymptotically suboptimal with respect to the lower bound on Hamming correlation.
The design and analysis of chaos-based spread spectrum systems have laid the foundation for chaotic PN sequences toward practical application. Nevertheless, as far as the authors are aware of, no hardware realization of chaotic PN sequences generators completely compatible with current SS technologies has appeared in open literature yet. The major impediment of the practical application of chaos is the finite-wordlength implementation of chaotic systems. Most classical chaotic systems involve complicated nonlinearity, e.g., multiplication or cosine, that is not suited for digital realization, because only adders and low-precision multipliers are available in typical digital hardware, while high-precision is usually required to achieve fully developed chaos. Moreover, the periods of digital chaotic orbits 2 are dispersed in a wide range and can not be known a priori. The unpredictable occurrence of short-period orbits has prevented chaos from practical FH/SS systems. This paper deals with the design and realization of a field programmable gate array (FPGA)-based generator for chaotic FH sequences. FPGAs offer great flexibility to design highspeed high-density digital hardware. The hardware is easy to be programmed and reconfigured. This paper is organized as follows. The statistical design of a simplistic chaotic FH sequence generator suited for FPGA realization is proposed in Section II. Section III provides a perturbation-based architecture for the chaos generator as well as the periodicity considerations. In Section IV, the FPGA realization of the generator using Xilinx XC4028XLA is described. Section V addresses the performance tests of the chaos-based generator. Finally, conclusions are drawn and remaining problems are discussed.
II. STATISTICAL DESIGN
The symbolic dynamics-based design of chaotic FH sequences [5] is theoretically strict but does not lend itself to simplistic hardware implementation. A systematic design of discrete-time chaotic systems with -dimensional uniform distribution was proposed in [15] , [16] with the aim of chaotic encryption. Systems based on auto-regressive (AR) filter structures with two's complement overflow nonlinearity are of particular interest for FPGA realizations owing to their simple structure. We are thus motivated to study the sequence generator based on nonlinear AR filters. The block diagram of the chaos generator is illustrated in Fig. 1 .
The th-order AR filter possesses the overflow nonlinearity mod [15] .
is the chaotic signal and for are the state variables.
for are mappings on , but presently we treated them as multiplications by constant real coefficients .
is a small perturbation signal to be discussed in the next section, but is not considered in this section, i.e., zero input is assumed for the time being. Continuous-valued variables are assumed in the analysis process. However, all variables and coefficients are treated as nonnegative integers without loss of generality when hardware implementation is concerned, since FPGAs are more suitable for fixed-point realization. Throughout this paper, the continuous chaotic signal is denoted by , whereas denotes the integer-valued variable. Correspondingly, the function mod is defined as mod for continuous signals [15] . For integer-valued signals, it will be changed into the standard integer modulo function as in Section III. In FPGAs, is represented in the binary format of where is the wordlength of the filter. For fixed-point realization, all multiplications and additions are performed under the condition of overflowing normally. Finally, the -ary FH code is extracted in parallel from certain bits of . The autonomous nonlinear filter is described by mod
Let us introduce the -dimensional state variable vector . The time evolution of the system is governed by mod (2) where is the state transfer matrix represented as . . . . . .
We consider only the case where have distinct eigenvalues for . s are determined by the roots of the characteristic polynomial of (1) in the absence of mod :
Kelber [16] proved that the filter is ergodic and preserves the -dimensional uniform distribution provided that the system is not decomposable and the coefficient . For our purpose, the design should be capable to produce purely random -ary sequences from the chaotic signal . This goal can be surprisingly attained, although chaotic systems are deterministic. The theory of symbolic dynamics proved that discretevalued sequences obtained through partition of the phase space of certain chaotic systems are indistinguishable from Markov chains in a probabilistic sense.
From the viewpoint of information theory, we obtain bits of information from each element if the FH sequence is purely random. This is equivalent to require that the chaotic system be able to create at least bits of information per iteration. The connection between chaotic dynamics and information theory has been established [17] . It is proven that the metric entropy characterizes the rate of information creation as a chaotic orbit evolves. The metric entropy was applied in [5] as a criterion for design of chaotic FH sequences based on one-dimensional systems.
For multidimensional systems, it was shown that the metric entropy is the sum of all positive Lyapunov exponents [17] . Because the system (2) is locally linear and exhibits -dimensional uniform distribution, the Lyapunov exponents are given by the logarithm of module of the eigenvalues of . Thus the metric entropy is given by (4) In a strict sense, the metric entropy is the information creation rate with respect to the generating partition of the phase space [17] . Unfortunately, it is generally difficult to find the generating partition for high-dimensional systems. Heuristically, also characterizes the entropy of the discrete information source when . This simplification can be justified by the facts that: a) Only the scalar signal is available to an outside observer, from which the phase space reconstruction is possible; b} The transform to the discrete-valued set implicitly introduces a -ary partition of the continuous space of (see [6] for an example of the so-called chaotic bit sequences); and c) is uniformly distributed. On the basis of this simplification, the metric entropy of the nonlinear filter should satisfy the condition and so that the sequence is purely random.
A significant simplification will result if for all . In this case, the metric entropy of the system is (5) which can be derived by writing (3) into the form . Then, the nonlinear filter will produce purely random -ary sequences if . There are several criteria that aid us in determining if all the roots of the characteristic polynomial lie outside the unit circle. In Appendix I, we describe a procedure where the Schur-Cohn test [18] , which is originally used to test if a linear system is stable, is performed on the reciprocal polynomial of . For second-order systems, explicit conditions may be derived for systems having two distinct roots outside the unit circle. Since the two roots are , the necessary condition can be summarized as
Further simplification appears when all the coefficients are negative numbers. In this case, since we have the condition simply is and . Even such tests could be bypassed, since our task is to synthesize a system fulfilling the entropy criterion. This task can be accomplished by setting distinct roots a priori such that the metric entropy given by (4) is , in addition to satisfying Kelber's criteria. The coefficients can be determined in terms of roots by (6) where the summation is over all the possible combination of distinct roots. This shows that the synthesis of a desired chaotic system for FH applications is not difficult.
The metric entropy reduces to the (positive) Lyapunov exponent for one-dimensional (1-D) chaotic systems. In this view the above entropy-based criterion may be considered a generalization of that in [19] , where the Lyapunov exponent is exploited to estimate how long one should wait after taking a bit before one can securely take another bit from chaotic PLLs.
III. PERTURBATION-BASED ARCHITECTURE
Although the orbits of infinite-precision chaotic systems do not repeat, the period of sequences generated from digital chaotic systems, especially piecewise-linear maps, is usually very short. Recently, a perturbation method [20] - [22] was proposed to extend the period of orbits of 1-D chaotic systems. The perturbed orbits can be bounded above some specified period and exhibit substantially chaotic behavior. In this section, we present the architecture of the chaotic FH sequence generator based on this method, in which the period of FH sequences is also lower-bounded by the prescribed value. Integer-valued variables are assumed and constant coefficients are replaced by more general mappings unless otherwise stated. The perturbation signal in Fig. 1 is extracted from a conventional PN sequence and then is added into the nonlinear filter. The perturbation signal is very small compared to the chaotic signal such that the dynamics of the system is nearly unchanged. It is well known in the chaos theory that periodic orbits are unstable if the system is in the chaotic state. The perturbation now plays the (positive) role of noise and drives the solutions away from the otherwise short-period orbits. This phenomenon is similar to the so-called "noise-induced chaos." It is interesting to note that the technique has the aim opposite to "chaos control" where perturbations are primarily exploited to stabilize periodic orbits.
A common form of the perturbation is , where is the perturbation order and are the binary representation of a degree-PN generator with period 2 1. The equation describing the perturbed filter can be written as mod (7) Note, that the function mod in (1) is replaced here by mod for nonnegative integer arithmetic. It was shown [21] that the system will not be substantially activated if the perturbation magnitude is too small. For 1-D systems, the gap between two previously closet points different just in the least significant bits will be characterized by the slope rate after one iteration. The perturbation should be significant enough to fill the gap uniformly. For the nonlinear filter, it implies that the perturbation order should satisfy . Several useful properties regarding the periodicity of the signal can be derived for the nonlinear filter-based generator with a perturbation.
Property 1: The period of any orbit in the perturbed system is a multiple of 2 1. Proof: Suppose, that falls eventually into a periodorbit, i.e., for any greater than a certain value , then from (7) we have mod for . Since , this implies that . Apparently, must be a multiple of 2 1. Property 1 is a special case of the result derived in [22] . In fact, this property holds for all perturbed systems.
Example 1: Consider a second-order filter with coefficients 5 and 7. On the basis of Beck and Roepstorff's work [23] of the cycle length of ergodic systems, the orbits of this autonomous filter have period rather than . In Table I , the period of zero-input orbits obtained by numerical experiments is shown against the wordlength. Though the average period increases exponentially with , the shortest period excluding that of the all-zero orbit is always 1. Specifically, when the wordlength is 8, the average period is found to be 55. After the lowest three bits are perturbed by the degreesequences, the average orbit period of the 8-bit filter increases significantly. It appears to obey the rule , which is . Repeating the backward recursion, we reach the conclusion that for any . Examples of one-to-one mapping are multiplication by an odd coefficient , the left circulation [24] and rotation of the contents in a register. The proof for odd values of is given in Appendix II. Generally speaking, 1-D generators do not have this property, because chaos does not exist in one-to-one 1-D systems.
Example 2: Let us see the second filter with 3-bit perturbation. The generator polynomial of the m sequence is . The sequence generator is initialized as 11 in binary form. Starting from (4, 6) , the filter with , produces the sequence (4,6) (D,4) (A,D) (D,A) (5,D) (C,5) (D,C) (9,D) (C,9) (5,C) (9,5) (C,9) (5,C) (9, 5) . After seven iterations, it enters the final period-3 cycle (C,9) (5,C) (9, 5) . However, if is changed into an odd number 3, it will produce (4,6) (3,4) (E,3) (C,E) (B,C) (6,B) (4,6) (3,4) (E,3) (C,E) (B,C) (6,B) . The period-6 orbit now starts at the beginning. This property eases the investigation of the orbit period in numerical experiments.
The orbit will be not very random if there are many identical blocks of large length within the orbit period. The following property shows that this would not appear in the nonlinear filter.
Property 3:
For the perturbed nonlinear filter, the maximal length of two identical blocks within the period of an orbit never exceeds , where is that of the perturbation sequence. Proof: Suppose that for and , within the period. From (7) it is easy to see that for . But this contradicts with the definition of .
We have in particular if the m sequence is employed as the perturbation.
Previous works (e.g., [3] ) stated that chaos generators support an infinite number of users by changing the initial conditions. This statement is intuitively based on the sensitive dependence of chaotic systems on initial conditions. However, this is not true for digital generators. It was observed that the orbits of autonomous 1-D systems with different seeds eventually coincide with very high probability. Grebogi et al. [25] even showed that if one puts down randomly l seeds, one expects, on average, to find only 2 + 1 different finite precision-induced periodic orbits! The perturbation method provides a possible constructive solution to this problem. A large number of cyclically distinct sequences can be obtained using a large family of perturbation sequences.
Property 4: In the perturbed generator, distinct perturbation sequences give rise to distinct periodic orbits if the initial conditions are fixed.
Proof Subtracting the first equation from the second, we have mod . This implies that and are cyclically identical, which is again contradictory with the assumption.
Care should be taken when we try to generalize the above properties to chaotic FH sequences, because it is possible that the period of the binary sequence extracted from a particular bit of is a fraction of 2 1. Thus Property 1 does not guarantee that the period of FH sequences is also lower-bounded by 2 1. A method was considered first where the lowest bits of are taken as the FH code and constant coefficients are used. Taking into account the multiply-add-overflow structure, the following equation holds mod (8) where is the integer represented by the lowest bits of , because the lowest bits of a multiplication or addition result depends exclusively on the lowest bits of operands. The period of is indeed a multiple of for the same reason as . Nevertheless, this scheme suffers from two severe drawbacks. Firstly, in the case of all positive Lyapunov exponents, mod in order to satisfy the entropy criterion, and thus the order of (8) is essentially reduced by one; Secondly, this scheme has the same effect as to reduce the system to a short-wordlength one, since the higher bits are not involved in the computation of FH codes. In fact, the later problem exists in all nonlinear filters with constant coefficients, no matter which bits are chosen as the FH code. Increasing the precision beyond the highest bit the FH code takes does not improve the performance at all.
We resort to generalizing the left circulation in Frey's filter [24] as a remedy. The left circulation can be viewed as multiplication by a coefficient plus a one-bit perturbation 3 (the carry bit). We generalize the left circulation into the operation of ROL , which is defined as left rotation of the contents of a register by bits. ROL is a one-to-one mapping that not only works like a coefficient , but also mixes the phase space. The function ROL is available in the standard very-high-speed integrated circuits hardware description language (VHDL) for FPGA development. In our design, two possible solutions are considered, as shown in Fig. 2 . In one method, the coefficient will be replaced by ROL once the coefficient is encountered, since it simultaneously circumvent the aforementioned two drawbacks and introduces naturally an effective perturbation. The other method inserts ROL into the filter after the summation and overflow [see Fig. 2(b) ], and the constant coefficients are kept. This additional rotation preserves the uniform distribution and maintains the above-mentioned five properties, because it is one-to-one. Also, the metric entropy criterion is satisfied. It can be seen from (2) that the metric entropy is increased by after ROL is inserted.
Due to the rotation, the period of FH sequences is unknown. To ensure that the period is no less than 2 1, we choose a value of such that 2 1 is a prime and reinitialize the nonlinear filter when 2 1. The reinitialization is easy to do by observing when the same register contents of the perturbation sequence take place for a second time. Since the orbit is forced to be of period , the admissible value of FH sequence period is either one or . Period-one will never occur if in Fig. 1 is one-to-one and the initial conditions are not all identical at the bit positions where the FH code is extracted, as Property 2 also holds for Fig. 3 . Block diagram of the chaotic FH sequence generator for 64 frequencies using a third-order filter. (1) [26] . By increasing we can ensure the period no less than the specified value.
When the initial conditions are fixed and the FH code is extracted from the lowest bits of , the FH codes at are distinct for distinct perturbations. Thanks to Property 2, the whole FH sequences are also distinct for distinct perturbations. In this way a large family of chaotic FH sequences can be generated by using a large family of perturbation sequences.
It is difficult to present strict proofs of Property 4 when other bits are extracted and Properties 3 and 5 for chaotic FH sequences. However, no counterexample for Properties 4 and 5 was observed in simulations for the FH sequences.
IV. FPGA REALIZATION
We illustrate the design procedure by a generator prototype realized in FPGAs in this Section. Suppose that a bank of frequencies is available, which is the possible scenario in very high frequency (VHF) FH radio communication systems. It is required that the period of FH sequences be no less than 2 , and the family size be 64 for potential CDMA applications.
The design procedure mainly consists of two steps. First, an appropriate nonlinear filter should be chosen such that the metric entropy 6. Then an sequence is used to perturb this nonlinear filter to make 2 . To demonstrate the versatility of the FPGA, the generator supports two sequence sets that are selectable by an outside signal. They correspond to the two aforementioned structures exploiting ROL in Fig. 2(a) and (b) , respectively. The wordlength of both the filters is . The lowest six bits are output as the FH code. One structure is a third-order filter that does not need any multiplier. Its block diagram is shown in Fig. 3 . First, we choose = ROL to satisfy the entropy criterion. Second, we choose three roots 4, 4 , and 4 of the characteristic polynomial that are located outside the unit circle. The coefficients can be shown to be 4 and 16 using (6). ROL and ROL followed by taking two's complement replace 4 and 16 in FPGA implementation, respectively. The other is a second-order filter that has two constant coefficients. Choosing 11 and 65 will satisfy the metric entropy criterion. Actually, should be 64 in order that 6, but we approximate it by an odd number 65. Noting that the binary form of is "1101," multiplication is realized by three left shifts and subsequent addition. Likewise, 65 has the binary form "1 000 001" can simply be realized by a six-bit left shift and subsequent addition. To mix the phase space, the rotation ROL is inserted after the summation.
The perturbation order is = 6. An m sequence with generator polynomial where 61 is a Mersenne number was used as the basic perturbation sequence. Different sequences are indexed by the 6-tuple that is added modulo two to of the sequence, as shown in Fig. 3 . The sequence set is a family of 64 distinct sequences proposed by Lempel and Greenberger [14] . The modulo function does not appear explicitly in the generator as a consequence of natural overflow in FPGAs. The initial conditions are fixed as 1081, 5DE0 and 642D for the third-order filter and 1081 and 5DE0 for the second-order filter. The sequence generator is initialized to be all ones. The nonlinear filter will be reinitialized when all ones are detected once again in the sequence generator. The overall structure happens to be a classical FH code generator cascaded with a chaotic system of entropy . The chaos-based generator prototype was realized in the Xilinx FPGA chip of XC4028XLA. The software was developed by the VHDL and was then downloaded from the PC to configure the chip. Fig. 4 shows the printed circuit board of the generator prototype. The generator has a friendly I/O interface. The FH code data were read into a PC through an ISA bus card that is connected to the I/O interface. The generator was extensively tested. Under various conditions, it produced exactly the same data as those obtained by computer simulation. The realization costs approximately 4000 equivalent gates including the I/O interface. The generator supports work frequency up to 30 MHz. This indicates that the generator is cost-effective and allows to be integrated into an FH transceiver.
The generator costs much less resources than the logistic map generator of [20] that was realized in programmable combinational circuit. It utilized a 32 Kb 16 memory to save the elements of the matrix that approximates the parabolic function where the data were represented in 16 bits. Else if the Chebyshev map [2] is considered for implementation, a huge-size table for the function cosine is needed, too. Compared with the secondorder nonlinear filter in [27] where merely a shifter was used, the generator is more attractive because of its versatile rotation. Sometimes this chaos-based generator is even simpler than conventional generators with nonlinear feedforward logic [12] .
The generator can be realized by other technologies as well, such as the DSPs (digital signal processors) and ASICs (application specific integrated circuits). The FPGA has been chosen in this paper primarily because of the authors' interest. In fact, the MAC (multiply and accumulation) instruction in the DSP assembly language probably makes it more suitable to realize the nonlinear filter structure by DSPs if the required precision of multiplication is not high, e.g., 16 bits 16 bits. When very high-speed operation and small die area is critical, the ASIC is a better choice. The major advantage of the FPGA is its programmability and easiness of reconfiguration. For example, many sequence sets can be produced using the same hardware, as shown by the above realization example. Moreover, upgrading is easy to do. In the future, the module of FH code synchronization may be included in the FPGA.
V. PERFORMANCE TESTS
In this section, we present the performance test results of the generator described in Section IV. 
A. Chi-Squared Tests
The chi-squared test compares the FH code generator's output to the desired uniform distribution. Let denote the number of occurrence times of the th frequency within a length-FH sequence. The chi-squared value is defined by (9) Lower chi-squared values indicate more uniform distribution. We sampled the two sets of FH sequences of length 10 from the generator. Fig. 5 shows the chi-squared values averaged over all the 64 chaotic FH sequences indexed by with the initial conditions fixed as in Section IV. For comparison, the chisquared values averaged over all the 64 Lempel-Greenberger sequences [14] indexed by are also shown. The seeds of the m sequence generator are randomly set for each Lempel-Greenberger sequence. Significantly high chi-squared values would appear in the beginning of the Lemple-Greenberger sequences if they are set all ones. As can be seen from Fig. 5 , on average both the second-order filter and the thirdorder filter tends to work slightly better than the Lemple-Greenberger generator when the sequence length is very large. It implies that chaotic FH sequences render the FH signals more uniformly distributed over the entire frequency bandwidth. The result here is more encouraging than that reported in [5] , where the chaos generator was shown to work as well as the m sequence generator. Our interpretation is that the Lemple-Greenberger sequences are not pure m sequences. Each sequence is obtained by the -introduced shift in frequency from a basic m sequence. By observing (9) we find that the chi-squared value of this sequence is identical to that of the sequence. As such the average chi-squared values of 64 Lempel-Greenberger sequences are equal to those of the underlying sequence averaged on different segments. Similar trend was also observed for 128 in numerical simulations. Direct application of Kelber's criterion [16] will produce FH sequences which are uniformly distributed up to dimension , but are not necessarily uniform for dimension number greater than . As an example, Fig. 6 shows the comparison between the generator in Fig. 3 and one with 2, 2 and 4 when the other settings are identical. Four-dimensional (4-D) distribution is tested. The later system has eigenvalues 2, , and , and therefore satisfies Kelber's criterion. Only three bits (viewed as an octal number) are sampled for test for the sake of convenience in computation. It is seen that the later system fails in the test, whereas the generator in Fig. 3 works quite well. This has an obvious advantage in jamming environments, because it reduces detectability and trackability of the FH signal.
B. Hamming Correlation Properties
The periodic Hamming cross-correlation between two sequences and of period is defined by [14] as (10) where the sum is carried out modulo . The Hamming auto-correlation is defined as . When , the Hamming correlation of chaotic FH sequences is asymptotically Gaussian with mean and variance [5] . In practice, the peak of nontrivial Hamming correlation may be upper-bounded by where is a number of the same order of magnitude as . With respect to the Lempel-Greenberger lower bound on Hamming correlation [14] , chaotic frequency hopping sequences are asymptotically suboptimal, since is negligible compared to when is large. For convenience of computation, we truncate two outputs of the generator in Fig. 3 to obtain FH sequences of period 65536 and calculate the Hamming correlation. Fig. 7 shows the out-of-phase auto-correlation distribution of the sequence indexed by {0 0 0 0 0 0}. The cross-correlation distribution between two sequences indexed by {0 0 0 0 0 0}, and {0 0 0 0 0 1}, respectively, is illustrated in Fig. 8 . The peak values are 1152 and 1159, respectively (compare with the lower bounds 1024 and 1024). The corresponding LempelGreenberger sequences were found to have peak values of 1138 and 1137 in this partial period, although they possess optimal Hamming correlation in the full period [14] . The absence of high Hamming correlation ensures that the code acquisition and multiple access performance will not be degraded when chaotic FH sequences are adopted.
C. Linear Complexity
The linear complexity of a sequence is defined as the least number of stages required to generate the sequence using a linear feedback shift register (LFSR). By using the Massey algorithm [28] or else, it is possible to determine the LFSR satisfied by a sequence having linear complexity of from consecutive bits of the sequence. With the knowledge of code sequences the jammer can defeat the processing gain of FH systems by his replica transmission. Linear code sequences are therefore unacceptable for anti-jamming FH systems. On the other hand, chaotic code sequences are inherently nonlinear. Since the code sequences are random, the linear complexity is roughly half of the sequence length [29] . The jammer then has an nearly impossible task because he has to store almost the entire sequence in order to regenerate the sequence linearly. The near optimum linear complexity is the major advantage of the chaos-based approach in comparison with conventional approaches. As an example, Fig. 9 shows the relationship between the linear complexity and sequence length for the sequence indexed by { 0 0 0 0 0 1} in Fig. 3 . The six bits are viewed as the elements of a binary sequence and the Massey algorithm is applied on it. Note that we are in no means suggesting that the sequences are secure in the cryptographic sense.
D. Multiple-Access Performance
Consider an asynchronous FH/CDMA communication system where each of the active users employs noncoherent binary frequency shift keying (BFSK) signaling. It is assumed that one datum bit is transmitted during a hop interval. Whenever two or more signals from different transmitters are transmitted simultaneously in the same frequency slot, we say a "hit" occurs. The probability of a particular bit being hit is , where is the probability of another transmitter hopping to the same frequency slot [30] , [31] if the random FH sequence model is assumed. The approximate bit error rate (BER) derived by Geraniotis and Pursley [30] is (12) where is the BER of noncoherent BFSK over AWGN channels and over memoryless Rayleigh fading channels.
is the bit signal-tonoise ratio, where is the energy per bit and is the singlesided power density of the Gaussian noise. This approximation is somewhat pessimistic when is not large enough. For more accurate analysis see [31] . The simulated BERs of chaos-based asynchronous FH/CDMA systems are plotted in Figs. 10 and 11 , respectively, for AWGN channels and Rayleigh fading channels. The single user curve is also included in each figure for comparison. In simulations, 64, 3, and the three FH sequences are indexed by { 0 0 0 0 0 0}, { 0 0 0 0 0 1}, and { 0 0 0 0 1 0} in Fig. 3 . It is seen that the chaos-based system has the BER lower than that given by (12) over either AWGN channels or Rayleigh fading channels. This is not surprising since the Hamming correlation of chaotic frequency hopping sequences is good.
VI. CONCLUSIONS
We have presented an architecture of chaotic FH sequence generator based on nonlinear AR filter structures. The design relies on an entropy criterion for the purely random FH sequence model. Some principles for the choice of coefficients are given. A simplistic structure is proposed in which left rotation plays an important role. To circumvent the finite-wordlength effect that has been the major impediment of practical application of digital chaotic systems, we use the perturbation method to ensure that the period of chaotic FH sequences is lower-bounded by the prescribed value. The periodicity aspects are analyzed. The generator prototype was realized in FPGAs and various tests were performed. In summary, chaotic FH sequences are useful for asynchronous CDMA systems under the threat of intelligent jamming, because they possess uniform distribution, suboptimal Hamming correlation and near optimum linear complexity.
Typically, code acquisition of long-period sequences does not depend on the sequences themselves. Instead it is often achieved by other means such as a short-period auxiliary sequence or synchronization preamble. The generator proposed in this paper is ready to be incorporated into the FH transceiver when this acquisition scheme is adopted. However, the code acquisition of chaos-based approach needs further research when the system is required to have self-synchronization capability. Specifically, new rapid acquisition technique is of paramount importance for chaotic code sequences since some conventional techniques based on the LFSR property are not applicable any longer.
A disadvantage of the chaos-based approach is that the performance of sequences is evaluated only in a statistical sense. Consequently, exact formula of the Hamming correlation function is not available. For short-period sequences, this is unlikely to affect the system performance since computer search for low Hamming correlation sequences is feasible. However, further optimization is still needed for long-period sequences to avoid relatively high Hamming correlation. Fortunately, if the sequence period is very long, chaotic, frequency hopping sequences are near optimal. To prevent sequence duplication in typical anti-jamming applications, the sequence period is extremely long, usually measured many years when the hopping rate is about 100 hops/s. What is employed in a communication process of say, 10 min, is a very small portion of the whole sequence. An FH sequence is no longer optimal over this partial period even though it is optimal with respect to the Lempel-Greenburger bound over the full period. Various tests show that chaotic sequences and optimal sequences have similar Hamming correlation values, over a small portion of the period. In other words, both of them behave like random sequences. Therefore, we conclude that chaotic frequency hopping sequences perform as well as optimal sequences in terms of multiple access interference in anti-jamming applications. We regard this as a strong support to the usefulness of the chaos-based approach.
Other remaining problems include a thorough investigation of the periodicity aspects of such sequences in digital generators, bit error rate (BER) performance test in a realistic FH/CDMA system using the optimized chaos-based generator and so on. Once these problems have been solved, the chaos-based generator will hopefully find its application in tomorrow's FH/CDMA communication systems. The anti-jamming capability of such systems would be significantly enhanced while the multiple access interference performance is still preserved.
APPENDIX I SCHUR-COHN TEST [18]
The Schur-Cohn test can determine if the polynomial has all its roots inside the unit circle. The procedure is as follows. Because is odd and , we must have , i.e., . Thus the mapping is one-to-one.
ACKNOWLEDGMENT
The authors wish to thank C. Yong for the discussion of Property 2 in Section III and his help in the design of the print circuit board, and the reviewers for their valuable comments and suggestions.
