Morphological classification is a key piece of information to define samples of galaxies aiming to study the large-scale structure of the universe. In essence, the challenge is to build up a robust methodology to perform a reliable morphological estimate from galaxy images. Here, we investigate how to substantially improve the galaxy classification within large datasets by mimicking human classification. We combine accurate visual classifications from the Galaxy Zoo project with machine and deep learning methodologies. We propose two distinct approaches for galaxy morphology: one based on non-parametric morphology and traditional machine learning algorithms; and another based on Deep Learning. To measure the input features for the traditional machine learning methodology, we have developed a system called CyMorph, with a novel non-parametric approach to study galaxy morphology. The main dataset employed comes from the Sloan Digital Sky Survey Data Release 7 (SDSS-DR7). We also discuss the class imbalance problem considering three classes. Performance of each model is mainly measured by Overall Accuracy (OA). A spectroscopic validation with astrophysical parameters is also provided for Decision Tree models to assess the quality of our morphological classification. In all of our samples, both Deep and Traditional Machine Learning approaches have over 94.5% OA to classify galaxies among 2 classes (elliptical and spiral galaxies). We provide a catalog with ∼670,000 galaxies containing our best results, including morphological metrics and classification (supplementary data link). We compare our classification with state-of-art morphological classification from literature.
INTRODUCTION
In observational cosmology, the morphological classification is the most basic information when creating galaxy catalogs. The first classification system, by Hubble (1926 Hubble ( , 1936 , distinguishes galaxies with dominant bulge component -also known as Early-Type Galaxies (ETGs) -from galaxies with a prominent disk component -named Late-Type Galaxies (LTGs). LTGs are commonly referred to as spiral galaxies because of their prominent spiral arms, while ETGs are commonly referred to as elliptical (E) galaxies as they have a simpler ellipsoidal structure, with less structural differentiation (less information). More refined classifications fork spi-Therefore, galaxy morphology is of paramount importance for extragalactic research as it relates to stellar properties and key aspects of the evolution and structure of the universe.
Astronomy has become an extremely data-rich field of knowledge with the advance of new technologies in recent decades. Nowadays it is impossible to rely on human classification given the huge flow of data attained by current research surveys. New telescopes and instruments on board of satellites provide massive datasets. Therefore, in view of their voluminous size, much of the data are never explored. The potential extraction of knowledge from these collected data is only partially accomplished, even though many answers of the contemporary science critically depend on the processing of such large amount of data (Way et al. 2012; Ivezić et al. 2014; Feigelson & Babu 2004) . Automatic classification can address this bottleneck of observational research.
One of the most used astronomical datasets is the Sloan Digital Sky Survey -SDSS, which is acquiring photometry from the northern sky since 1998. After its first two phases, SDSS Data Release 7 has publicly released photometry for 357 million unique sources, and it is expected to be around 15 terabytes of data when the survey is complete (Eisenstein et al. 2011) . This massive dataset is just one from hundreds of surveys that are currently underway.
One effort to overcome the challenge to classify hundreds of thousands of galaxies depends on the laborious engagement of many people interested in the subject. Galaxy Zoo is a citizen science project which provides a visual morphological classification for nearly one million galaxies in its first phase (Galaxy Zoo 1) distinguishing elliptical from spiral galaxies. With general public help, this project has obtained more than 4 × 10 7 individual classifications made by ≈ 10 5 participants. In its second phase, Galaxy Zoo 2 extends the classification into more detailed features such as bars, spiral arms, bulges, and many others, providing a catalog with nearly 300 thousand galaxies present in SDSS. Throughout this work, we use Galaxy Zoo (Lintott et al. 2008 (Lintott et al. , 2011 Willett et al. 2013 ) classification as supervision and validation (ground truth) to our classification models.
Several authors (Abraham et al. 1996; Conselice et al. 2000; Conselice 2003; Lotz et al. 2004 ) studied and presented results about objective galaxy morphology measures with Concentration, Asymmetry, Smoothness, Gini and M20 (CASGM system). Ferrari et al. (2015) introduce the entropy of information H (Shannon entropy) to quantify the distribution of pixel values in the image. Rosa et al. (2018) introduce the Gradient Pattern Analysis (GPA) technique to separate elliptical from spiral galaxies by the second moment of gradient from images. This whole system used by Rosa et al. (2018) -called CyMorph -is described in this paper (Section 3).
It is not trivial to determine the success of each nonparametric morphological parameter to perform this classification task. Considering the separation between elliptical and spiral galaxies, for example, a morphological parameter is more reliable if it maximizes the separation of the distributions of these two types. Rosa et al. (2018) describe the evaluation technique proposed and adopted to measure the success of metrics to separate elliptical from spiral galaxies (Sautter & Barchi 2017 , see also Subsection 3.8).
The main purpose of this investigation is to answer the question "How to morphologically classify galaxies using Galaxy Zoo (Lintott et al. 2008 (Lintott et al. , 2011 Willett et al. 2013) classification through non-parametric features and Machine Learning methods?" We also intend to answer if it is better to apply Deep Learning techniques directly to images in comparison to the Traditional Machine Learning (TML) flow. The general schema for the TML flow of this work is presented in Figure 1 . In this paper, we present our first consistent steps towards improving galaxy morphology with TML.
We also present another approach to automatically classify galaxies by their morphology by using Deep Learning (DL) . Deep Convolutional Neural Network (CNN) is a well-established methodology to classify images (Goodfellow et al. 2016) . Without the need of a feature extractor, the network itself adjusts its parameters in the learning process to extract the features. Figure 2 shows both flows for each approach used in this work: Traditional Machine Learning and Deep Learning.
The huge amount of photometric astrophysical data available and the highly increasing advancements on hardware and methods to perform automatic classifications has been leveraging related publications (Khalifa et al. 2017; Huertas-Company et al. 2018; Barchi et al. 2016; Dieleman et al. 2015; Huertas-Company et al. 2015; Domínguez Sánchez et al. 2018 ). Highlight to Domínguez Sánchez et al. (2018) who use questions and answers from Galaxy Zoo 2 for replicating the answers from the users. Morphology classification is presented by T-Type in their final catalog. We complement this catalog with the best results from our work: two classes separation (elliptical from spiral galaxies) obtained by both methodologies (TML and DL); classification considering three classes (elliptical, unbarred spiral and barred spiral) with DL; and our 5 best morphological parameters.
This document is organized as follows: Section 2 describes the sample and data used to measure morphology and build the classification models. Section 3 describes the advances in non-parametric galaxy morphological system (CyMorph). Sections 4 and 5 describe the basics and methodology of TML and DL employed, respectively. A brief computational analysis is presented in Section 6. Section 7 presents the results and validation for all experiments conducted. We present the final product of this work as catalogs in Section 8, followed by a summary in Section 9.
SAMPLE AND DATA
This work uses data acquired from the Sloan Digital Sky Survey -Data Release 7 (Eisenstein et al. 2011, SDSS-DR7) and Galaxy Zoo catalogs (Lintott et al. 2008 (Lintott et al. , 2011 Willett et al. 2013) for measuring morphology and training the classification models. The samples are composed of galaxies in r-band from SDSS-DR7 in the redshift range 0.03 < z < 0.1, Petrosian magnitude in r-band brighter than 17.78 (spectroscopic magnitude limit), and |b| ≥ 30 o , where b is the galactic latitude.
For supervised learning purposes, we consider the defined classification from Galaxy Zoo 1 (Lintott et al. 2008 (Lintott et al. , 2011 , GZ1 hereafter) between E and S galaxies, and the clas- sification from Galaxy Zoo 2 (Willett et al. 2013, GZ2) with prefixes in one of 11 following classes: Er, Ei, Ec, Sa, Sb, Sc, Sd, SBa, SBc, SBd. Other three different scenarios are explored with GZ2 supervision. Classification considering 9 classes (same as 11 classes except that we have one class for all elliptical galaxies united), 7 classes (same as previous but disconsidering the faintest galaxy types: Sd and SBd) and 3 classes: E, S and SB.
We define a parameter K as the area of the galaxy's Petrosian ellipse divided by the area of the Full Width at Half Maximum (FWHM). Equation 1 presents how to calculate K, where R P is the Petrosian radius. We apply a minimum threshold of K (ratio of these areas) to restrict objects at least K times larger than the FWHM's area for each corresponding object. By restricting the samples to a minimum K, we limit the number and size of objects in the dataset. The number of galaxies for the three main samples we explore (K ≥ 5, K ≥ 10 and K ≥ 20) are presented in Table  1 .
With smaller values of K we have more but smaller objects, while samples restricted by bigger values of K have less but bigger objects. To properly check the impact of the number and sizes of objects in the samples, we explore the Deep Learning approach for 3 classes problem in detail with other restrictions for samples: K ≥ 7, K ≥ 9, K ≥ 11, K ≥ 14 and K ≥ 17. It is important to note the quality of this data compared to more recent surveys. SDSS-DR7 has a pixel size of 24 µm (0.396 pixel −1 ), while Dark Energy Survey (Collaboration et al. 2016, DES) , for example, has a pixel size of 15 µm (0.27 pixel −1 ).
ADVANCES IN NON-PARAMETRIC GALAXY MORPHOLOGY -CYMORPH
CyMorph is the non-parametric galaxy morphological system which process Concentration (C), Asymmetry (A), Smoothness (S), Entropy (H) and Gradient Pattern Analysis (GPA) metrics. 
Pre-processing
Before starting to process the non-parametric morphological metrics, incisive image preprocessing techniques are mandatory for morphology. Preprocessing ensures the consistency of parameters and improves the feature extraction. For the morphological analysis, there are three major issues in preprocessing: cut the stamp, remove secondary objects, and generate the segmented image. Source Extractor (Sextractor, Bertin & Arnouts 1996) is employed for photometry and automated detection of sources in fits image files. In the first step, the desired galaxy is selected from the field of view image. Then, an interpolation is performed: pixels from secondary objects that remain inside the stamp are replaced by their isophotal level. For each pixel, the isophotal level is obtained using a random value from a gaussian distribution on the aimed object expanded ellipse 1 that intersects the pixel. Concentration does not use the segmented image, instead, it uses the original galaxy stamp to get the whole accumulated flux profile of each object. For all other metrics, we use as input the segmented image, which is generated by applying the mask (obtained by region growing algorithm from the center of the galaxy of interest) upon the cleaned image.see Figure 3 .
Error Detection
It is possible to verify if the galaxy can have problems with non-parametric metrics. The first verification is to assert that the stamp does not have n objects inside the area from the center of the galaxy to 2 times the galaxy radius (4 × π × R 2 ). In tests with n = 5, galaxies without any problems are discarded. Empirically, we set n = 10. If the galaxy has more objects than n in this area, it is discarded. The next verification is associated with the flux profile we calculate from the galaxy. If convergence is not reached in 1 The ellipse coordinates here are given by Source Extractor. this calculus, the galaxy is discarded. These steps avoid processing galaxy images with possible several problems: central double peak; galaxy at the edge of the field; many objects of similar brightness superimposed in the field; and merging galaxies. Such problems are mostly identified when calculating the Petrosian radius (Rp).
Concentration
Concentration is a morphological index differently defined by several authors (Morgan & Mayall 1957; Kent 1985; Abraham et al. 1996; Takamiya 1999; Conselice 2003; Lotz et al. 2004; Ferrari et al. 2015) , however, the main purpose is to measure the ratio of light flux within a circular or elliptical inner aperture in relation to an outer aperture. This metric is Hubble's first criterion in galaxy morphology as it explores properties of the shape that are intrinsically related to it's accumulated flux profile.
Following the basic methods from these authors and after an empirical analysis process, we calculate the Concentration index with the following steps: (1) calculate the flux profile, (2) calculate the η P function, (3) obtain the Petrosian Radius (R P ) and (4) calculate the log ratio of the relative Petrosian flux. Each step is explained below.
(1) The accumulated flux profile is given by the sum of light flux within each circular radius. For each circular radius R, we calculate the flux inside it as follows:
where • N is the dimension of the matrix (image).
• m x,y is the intensity of the pixel from the matrix in coordinates (x, y).
• B is the median background intensity value. Four background corners are empirically and visually determined as the outer most submatrices (top left, top right, bottom left and bottom right) with dimensions width/5 × height/5. B is the median of all these regions.
• P is the percentage of points within the pixel that are inside the galaxy ellipse. If the pixel is totally inside the galaxy ellipse, P = 1.0; if the pixel is totally outside the galaxy ellipse, P = 0.0; else, given 1000 random points inside the pixel, P is the fraction of these points which are inside the galaxy ellipse.
The accumulated flux profile is the calculus of the above equation for each radius.
(2) The η P (R) function provides the average intensity within some projected radius R divided by the intensity at that radius. In order to objectively calculate the η P (R) function in a ring area inner centered in R, we adopted a modified form of the Petrosian system (Petrosian 1976) as the SDSS does (Eisenstein et al. 2011) .
At the end of this step, we have the accumulated flux profile and the η P for each radius (R) of the image.
(3) Still within the modified form of the Petrosian system we adopted, the Petrosian radius R P is given by the radius R which have a corresponding η P (R) = 0.2. In most cases, where there is not an exact a R p for which η P (R) = 0.2, we used linear interpolation to obtain the desired R P .
(4) Following the literature (Ferrari et al. 2015) , we primarily test two configurations for the Concentration index:
An optimization work is performed in order to define which ratio better characterizes the observed galaxies. This process is described in Subsection 3.9: a new methodology for setting the best configuration parameters for this galaxy morphological system. Among all configurations tested, the best configuration is:
Asymmetry
The Asymmetry index is simply given by the comparison of the source image with its π-rotated variant. Since this metric is commonly applied to characterize high-redshift galaxies (Conselice 2003 ), a number of modifications were proposed to improve this method. Among several previous works which contributed with this morphological metric (Abraham et al. 1996; Conselice 2003; Lotz et al. 2004) , we follow the strategy by Ferrari et al. (2015) . The Asymmetry index is measured using correlation coefficients -see Equations 7 and 8. The functions r() and s() are, respectively, the Pearson rank and the Spearman rank (Press 2005) . The advantage of the correlation coefficients is the robustness to the visual effects and the interference of the sky in the measurement. From now on, we refer to assymetry as A, defined by Equation 8 (details on metric configuration and selection in Subsection 3.9).
A s = 1 − s(I 0 , I π ) (8)
Smoothness
The Smoothness describes the local flux dispersion of an image, which is measured as the correlation between the original image and its smoothed counterpart. Traditionally, this process is done by convolving the image by a smoothing kernel (see Abraham et al. 1996; Conselice 2003; Ferrari et al. 2015) . A new approach for image smoothing is presented here by using the Butterworth filter (Subsection 3.5.1). This method provides the advantage of a continuous adaptive control of the smooth degree applied to the image.
Classically, the Smoothness is measured as the weighted difference between the image (composed by elements I 0 i, j ) and its smoothed version(composed by elements I s i, j ), according to the Equation 9, where B i, j is the background intensity value (Conselice 2003) .
In recent works, this parameter has been improved by adopting correlation coefficient (Ferrari et al. 2015) . The advantages to this approach are the characterization of the flux intensity levels and the robustness to local noise. The smoothness parameters are measured according to Equations 10 and 11, where I 0 is the flux intensity in the original image, and I s is the flux intensity in the smoothed image.
Butterworth filter
The smoothness parameter is obtained by comparing the original image with its smoothed variant. We must select and configure an appropriate filter to generate the smoothed image. The process of smoothing the image remove high frequencies and maintains low frequencies. The filter is a essential element of this process. The Butterworth filter associates weights to spatial frequencies domain to filter high frequencies (Kaszynski & Piskorowski 2006; Pedrini & Schwartz 2007) . This filter is given by Equation 12, where ω is the amplitude from a spatial frequency d(ω). Two control parameters determine the cutoff frequency (d 0 , a frequency with weight = 0.5), and the filter order (n).
(12) Figure 4 presents the frequency profile with 4 orders and cutoff distances. As the order increases the profile approaches to a threshold function, where the formation of artifacts is observed in the image. In this system, we reparametrized d 0 as the c max (N, N), where N is the order of the squared matrix. With this parametrization, c turns into a control parameter that ranges between 0 and 1. We fixed the filter order to be 2.
Gradient Pattern Analysis
Gradient Pattern Analysis (GPA) is a novel metric to galaxy morphological analysis introduced by Rosa et al. (2018) . Given a matrix, the local gradient is calculated as the first partial difference of I(x i , y i ) with respect to each neighbour element in the matrix. The operation returns the x and y components of the two-dimensional numerical gradient, ∆M, that can be described in terms of its symmetry, and the local vector characteristics (norm and orientation). ∆M can be represented as a composition of the following four gradient patterns (GPs):
• GP1: the matrix representation of the total vector distribution ∆M;
• GP2: the matrix of the respective norms;
• GP3: the matrix of the respective phases;
• GP4: the matrix of the respective complex numbers.
For each type of matrix pattern from the set GP1, GP2, GP3, GP4 we can calculate specific parameters as the respective gradient moments G 1 , G 2 , G 3 , G 4 , where each is extracted from its respective matrix pattern, namely vector, norm, phase and complex representations.
Traditionally, G 1 and G 2 Equations are presented as follows:
In G 1 , all vectors that belongs to the sky (background) are forced to be symmetrical, since G 1 depends only on the ratio between the number of Delaunay connections and the number of asymmetrical vectors. However, in this work we do not apply the mask for G 1 , as it has been observed better results for G 1 without segmentation mask.
Concerning GPA performance for characterizing galaxy images, a small change on G 2 is proposed to adapt it to work with segmentation masks. In symmetry detection step, if a pixel in a position (i, j) is detected as sky (background), then the gradient at position (i, j) is ignored, decreasing the total number of vectors N (Rosa et al. 2018 ).
Entropy
Entropy is a measurement of the distribution of information in the object of analysis. In digital image processing, it measures the distribution of pixel values in the image. We adopt the Shannon entropy, given by Equation 15, already in use in galaxy morphology by Ferrari et al. (2015) . Assuming the galaxy flux as the random variable, this measurement shows the heterogeneity degree in pixel distribution.
To calculate the Equation 15, we must separate the flux intensity in bins. Thus, it is fundamental to establish the number of bins to use in this process. We apply an objective function to determine the optimal number of bins. Section 3.8 and Subection 3.9 describe the objective method and experiments performed, respectively.
Geometric Histogram Separation (δ GH S )
After processing a sample with this non-parametric galaxy morphology system (CyMorph), Considering the task to replicate Galaxy Zoo 1 classification, we have a binomial distribution with elliptical (E) and spiral (S) galaxies for each non-parametric metric from CyMorph. The larger the separation between the distributions, the better the morphological parameter. Given this output, we need a simple and reliable method to objectively define these separations.
We measure the geometric distance between the histogram distributions with δ GH S (Sautter & Barchi 2017; Rosa et al. 2018 ). This technique considers heights and areas from the two input distributions and the intersection distribution to output a numerical floating value which corresponds to the distance of the distributions. For each parameter, GHS is determined by geometric characteristcs from the histogram: A B (blue histogram area), A R (red histogram area), A BR (intersection area between A B and A R ), and the respective heights for A B , A R and A BR : h B , h R , and h BR . The separation is then defined as:
The output value is presented here as percetages (Figure 7), with 0% meaning complete superposition and 100%, full separation.
Optimizing Morphology Metrics Configuration
In this section we present the methodology used to determine the best configuration for each morphological metric. For these optimization experiments, our sample is composed of 1,000 elliptical and 1,000 spiral galaxies randomly selected. In this process, we stress the configuration parameters for each metric (C, A, S, G 2 , H). The advantage of this methodology is: (i) to find the local optimal configuration, (ii) to numerically compare morphological parameters, (iii) to automatize the configuration. Figure 3 .9 presents the results for all optimization experiments. In each plot, all lines are dashed except the red one with the selected best point representing the best configuration for the given metric.
For each metric which benefits from image segmentation (Asymmetry, Smoothness, Entropy and GPA), it is important to check the main threshold parameter from Sectractor (Bertin & Arnouts 1996) to detect galaxies: DET ECT T HRE SH (or DET ECT T HRE SHOLD in extensive form). One of the main requirements for a candidate object to be detected is to have all pixels above the determined value for DET ECT T HRE SHOLD, i.e., a group of neighbour pixels that are above the DET ECT T HRE SHOLD value are identified as a detection and, thus, is segmented.
To obtain the best minimum DET ECT T HRE SHOLD value means that we are sufficiently above the background (sky) limit to measure each specific metric without losing much information.
Concentration is the only metric which does not use the segmented image to ensure that the flux information from the whole object is obtained. Therefore, the optimization for this morphological parameter does not depend on DET ECT T HRE SHOLD. We exhaustively test the proportions for the bigger and smaller radius used in this index - Figure 5a .
For each metric except Concentration, we tested the interval 0. Figure 5c shows the δ GH S obtained for c varying in 0.1 for better visualization. For Entropy, the number of bins of pixel intensity varies from 100 to 250, incrementing in 10. Figure 5d shows the results for the number of bins varying in 30, also for better presentation.
For GPA, it is important to adjust the angular and modular tolerances. After preliminary experiments for this morphological task with these datasets from SDSS-DR7, we fix the angular tolerance to be 0.02 and stressed the modular tolerance variation. We cover variations of modular tolerance from 0.0 to 1.0 incrementing 0.02; and also, the values 1.5 and 2.0. Figure 5e presents the results varying the modular tolerance from 0.0 to 1.0 incrementing in 0.02 for a cleaner visualization. The best point in this plot (with the highest δ GH S ) is with modular tolerance = 0.04. The second optimization phase for GPA involves a fine tuning process around the modular (0.04) and angular tolerance (0.02) found in the previous step. We test different combinations of modular tolerances (varying the values 0.03, 0.04, 0.05) and angular tolerances (0.01, 0.02, 0.04). Figure 5f shows the six best configurations.
The best configuration for each metric is given below:
• Concentation: R 1 = 0.75; R 2 = 0.35.
• Asymmetry: DET ECT T HRE SHOLD = 1.8.
• Smoothness: smooth kernel size = 0.2; DET ECT T HRE SHOLD = 1.4.
• Entropy: number of entropy bins = 130; DET ECT T HRE SHOLD = 0.8.
• Gradient Pattern Analysis (GPA): modular tolerance = 0.03; angular tolerance = 0.02; DET ECT T HRE SHOLD = 0.6. Figure 6 . Results on galaxy morphology using Classic CAS metrics (Abraham et al. 1996; Conselice 2003; Lotz et al. 2004) , with elliptical galaxies in red and spiral galaxies in blue.
Results on Morphology
In this subsection, we compare the results obtained by computing the classic CAS system (Abraham et al. 1996; Conselice 2003; Lotz et al. 2004 ) - Figure 6 -and the optimal results obtained by CyMorph system (Figure 7) . Abraham et al. (1996) Lotz et al. (2004) which gives the most consistent and best results for our samples. For each non-parametric morphological index, we display a binomial distribution histogram with elliptical galaxies (in red) and spiral galaxies (in blue). The figures also show the δ GH S value.
In the classic CAS system, Concentration has the highest δ GH S value (δ GH S = 0.79), which is lower than the lowest δ GH S obtained by CyMorph metrics (Asymmetry: Figure 7 . Results on galaxy morphology using CyMorph (the proposed system), with elliptical galaxies in red and spiral galaxies in blue.
δ GH S = 0.83). With this improvement in CAS metrics (Smoothness, for example: δ GH S = 0.92) and the adoption of Entropy (δ GH S = 0.87) and Gradient Pattern Analysis (G 2 : δ GH S = 0.90), we have satisfactory non-parametric morphology metrics to serve as input features to the Traditional Machine Learning approach. G 2 and H, two of the best metrics by δ GH S , have highly correlated results: the greater the Entropy value, more assymetric gradient patterns; and more symetric gradient patterns correspond to lower Entropy values. S does not have a strong correlation with G 2 nor H, although it has a similar δ GH S (the best one).
As explained through this section, the improvement in classic metrics is mainly due to four reasons: (1) the threestep preprocessing, (2) Butterworth filter to smooth the image (concerning Smoothness metric), (3) usage of correlation coefficients for Asymmetry and Smoothness, and (4) optimization process to better configure each metric.
MACHINE LEARNING APPLIED TO GALAXY MORPHOLOGY
CyMorph presents a consistent non-parametric morphological system. By employing Machine Learning (ML) methods with CyMorph metrics as features, we can value the best morphological information and obtain satisfactory classification results in galaxy morphology. ML field is governed by the central question: "How can we build computers which can automatically improve its performance with experience? And which are the fundamental laws which drive the learning process?" (Mitchell 1997) . A machine learns with respect to a specific task T, a performance metric P and experience E. The evolution of this learning process is noted if the system reliably improves its performance P in task T, following the experience E.
ML in this work's context is specified as follows:
• Task T: morphologically classify galaxies;
• Performance measure P: overall accuracy, precision, recall and processing time -described in Sections 7 and 6;
• Trainning experience E: galaxies which have both, Galaxy Zoo classification and non-parametric morphological features.
Traditionally, the main ML division is related to the supervision (or absence of it) in the learning process. Supervised learning uses a guide to build a classification model, while Unsupervised Learning has not a explicit supervision to guide the learning process (Mitchell 1997) . Supervised learning algorithms learn to associate the input (features) with the output (labels or classifications) given the training dataset. In this work, we focus on Supervised Learning as our main goal is to reproduce the human eye in the morphological classification of galaxies, using catalogs from Galaxy Zoo 1 and 2 to guide the learning process (as described in Section 2).
We maintain the restriction related to the area of the galaxies to build up different classification models: (1) K ≥ 5;
(2) K ≥ 10; and (3) K ≥ 20, i.e., the area of the galaxy is at least five (model 1), ten (model 2) and twenty (model 3) times larger than the PSF area for each corresponding object, respectively.
In the Traditional ML approach, we build up Decision Tree (DT), Support Vector Machine (SVM) and Multilayer Perceptron (MLP) models to classify galaxies considering different numbers of classes. The 5 features for the learning process are our best morphological metrics (given by δ GH S ): Concentration (C), Asymmetry (A), Smoothness (S), GPA (G 2 ) and Shannon Entropy (H). All experiments and procedures reported in this Section use scikit-learn (Pedregosa et al. 2011 ) python library. It is not in the scope of this paper to cover all the details of these methods, but a reasonable overview is provided.
For each classification model, it is necessary to address the splitting of the dataset into training, validating and testing sets. If no strategy is adopted to perform this partitioning, the results may be biased to the sets selected. Cross-Validation (CV) is the most common procedure used to overcome this challenge. CV addresses the tradeoff between bias and variance by slicing the dataset in k-folds (k = 10 in this work), and the learning process is repeated k times, each time combining different folds to compose training and testing sets, maintaining the defined proportions.
In this work, first we split the dataset in a 90-10 proportion for training and testing sets, respectively. CV is applied in the 90% portion of the dataset. As k = 10 in this work, we have 10 folds of 10% of data. CV imposes the learning process to occur 10 times, each of those using all possible different combinations of folds. The resulting model is then validated on the remaining part (10%) of the data.
Besides CV to optimize the dataset partitioning in the learning process, we use Grid Search (GS) to exhaustively generate and test values for parameter candidates in Decision Tree (DT) models. This process is also known as hyperparameter optimization. Hyperparameter values are not adjusted by the learning process itself. The hyperparameter optimization tests all possible combinations of parameter values by automatically performing the CV step (described above), fitting the model and computing the score on the validation set. The best configuration is used for the definitive model.
In DT, the parameter values are referent to the tree depth. DT has a relevant gain in Overall Accuracy using GS and the training process is feasible. For SVM and MLP, there are much more parameter values to test in GS. Preliminary tests in problems with 2 and 3 classes show that the Overall Accuracies are equivalent using or not the GS (approximately the same reported in Tables 2 and 3 ). We do not use GS in SVM and MLP experiments because it would have a very high computational cost, and it would result in a minimal impact in the final overall accuracies.
Decision Tree
In traditional supervised machine learning, one of the most used methods for classification and regression is Decision Tree (DT). The model is adjusted through the learning process to predict the classification by simple decision rules inferred from the dataset (Quinlan 1986). Among the different versions and variations of DTs, we use the optimized version of Classification and Regression Tree (CART) algorithm provided by scikit-learn python library (Pedregosa et al. 2011) . CART builds up binary trees using feature and threshold that yields the largest information gain at each node.
Support Vector Machine
Another influential method for supervised classification is Support Vector Machine (SVM) which finds the optimal hy-perplane that divides the target classes. SVM performs this task by drawing infinite different hyperplanes for separating target classes aiming to get the minimum error rate. The hyperplane which maximizes the separation margins among the classes is the optimal hyperplane, i.e., the hyperplane provides a unique optimal solution for the problem (Hearst et al. 1998) .
Mostly, the input data is not linearly separable. SVM performs the kernel-trick in order to find the optimal hyperplane. The kernel-trick maps the original input space into some high dimensional space through a dot-product in the feature space by a N-dimensional vector function -polynomial function or radial basis function, for example (Cortes & Vapnik 1995) .
Multilayer Perceptron
A standard Neural Network (NN) consists of many simple, connected neurons, each one being a processing unit which outputs a sequence of real-valued activations. Neurons are organized in layers: input, hidden (which may be one or many) and output. A Multilayer Perceptron (MLP) has at least three layers (1 input, 1 hidden and 1 output layer). The input layer transfer the input information to the hidden layer through the input neurons. Neurons of other layers get activated through weighted connections with previous layer neurons.
Each neuron has weighted inputs (w), bias (θ), an activation function (F(x)) and output (y) -see Figure 8 . Weighted inputs and bias are adjusted parameters that transform the neural network into a parametrized system. The activation signal is produced by the weighted sum of the inputs which is given to the activation function to obtain one output from the neuron.
Two widely used nonlinear activation functions are logistic and Rectified Linear Unit (ReLU). The logistic activation function is given by the following equation: φ(x) = 1/(1 + e −z ). It exists between 0 and 1, thus it is usually applied to predict probabilities. ReLU is heavily used since it is used in almost all the convolutional neural networks (subject we discuss in Subsection 5.1). It is given by the following equation: R(x) = max(0, x), i.e., R(x) is zero for x < 0 and x when x > 0.
The training process optimizes the weights for each neuron by minimizing the error of predictions and reaching a specified level of accuracy. One epoch of training is defined by one forward pass and one backward pass through the whole network of all the training examples. The batch size is the number of training examples in one forward/backward pass (Goodfellow et al. 2016) .
Formally, as represented in Figure 8 , for a given artificial neuron with n inputs i, weights w, bias θ and activation function F(x), the output y of the jth neuron is given by the Equation 17:
Analogously to DT and SVM, we used MLP to morphologically classify galaxies using the output metrics from CyMorph. We also used cross-validation with 10-folds, but, we didn't use the grid search process because of the curse of dimensionality problem, i. e., it takes the problem to very high-dimensional spaces (Bellman et al. 1961) .
We empirically define our MLP architecture by testing different configurations for the 2 classes problem with K ≥ 20 sample. We pre-define 3 hidden layers, test different numbers of neurons and alternate between logistical and rectified linear unit (ReLU) as activation functions. The configuration with the best Overall Accuracy define the network architecture to be used in all experiments: 44 neurons in the first, 88 in the second and 22 in the third hidden layer, with ReLu as the activation function.
DEEP LEARNING
Deep Learning methods are built through a deep neural network (with multiple layers) of non-linear transformations. Multiple layers ensure the deep characteristic while the many units (neurons) of these layers represent its width. Its quintessence is many parametric functions composed of many other parametric functions. Each of these parametric functions has multiple inputs and, possibly, multiple outputs (Goodfellow et al. 2016) .
Deep Learning benefits from the big data and Graphics Processing Unit (GPU) processing capacity. This approach is impracticable if a huge amount of data is not available; and, to have this huge amount of data processed in a reasonable time, it also requires a specifically dedicated machine. With the advance of GPU and hardware in general, and in possession of big data to extract and optimize the features and weights in each layer/neuron, Deep Learning is nowadays the state of the art approach to automatically classify huge amounts of data (Goodfellow et al. 2016) .
Deep Convolutional Neural Network architecture
Deep Convolutional Neural Network (CNN) or simply Convolutional Networks (Lecun 1989 ) are a special kind of neural network for processing data with grid-like topology. CNN uses a hierarchy of layers that alternate between discrimination and averaging across variant scales to recognize the desired patterns from the input data. A CNN necessarily has a convolutional layer and uses a variation of the MLP (Subsection 4.3) . The input data must be matrices (generally images). The convolution operation performed by convolutional layers is what allows the neural network to be deeper with much fewer parameters than a non-convolutional network.
Convolution preserves the spatial relationship between pixels by learning image features using submatrices of input data. The convolution operation has two arguments: one often referred as input (simply the input data or the output from a previous layer) and the other is known as the kernel, filter, or feature detector. Considering the input as a two-dimensional matrix, the kernel generally is a submatrix. The output from the convolution operation is sometimes referred as the feature map. Considering a two-dimensional image I as input, a suitable method consists in using a twodimensional kernel K. This operation can be formulated as in Equation 18. We also present the Figure 9 with a simple theoretical example to clarify the operation -both, the equation and figure, inspired by Goodfellow et al. (2016) .
Typically, a convolutional layer of a CNN has three stages. In the first stage, several convolutions are performed in parallel to produce a set of linear activations. Each of these linear activations is run through a nonlinear activation function in the second stage (also called as the detector stage). In the third stage, a pooling function is used to modify the output (which will be the input for the next layer). The pooling layer replaces the output of the net at a certain location with a summary statistic of the nearby outputs (in our architecture, the most used pooling function was the average pooling -more details below). Figure 10 illustrates the representation of a convolutional layer, an example of an application of a 7 × 7 convolutional layer on a galaxy image is shown in Figure 11 .
The pooling layer reduce the spatial dimension which lower the computational cost of the training phase, consequently reducing the number of parameters. Furthermore, It reduces the chances of overfitting occurrences. Pooling makes the representation approximately invariant to small translations of the input. Invariance to local translation means that if we translate the input by a small quantity, the values of most of the pooled outputs do not vary. The significant gain of invariance to translation is to detect whether some feature is present than exactly where it is located (Goodfellow et al. 2016 ).
Classification problems have the requirement that classes are mutually exclusive. Most CNN's take advantage of this fact. This is the reason why the output layer generally is a softmax layer. The softmax exponential function (Softmax Activation) will increase the probability of the maximum value from the previous layer be comparable to other value. For each evaluated object in the network, the softmax layer outputs a probability for each class which always sum up to 1.
We empirically test Residual Networks (ResNet He et al. 2016) and GoogleNet (Szegedy et al. 2015) , notable CNN architectures, judging overall accuracy performance, and we select the GoogleNet architecture to perform all our experiments. GoogleNet is the winning architecture of ILSVRC 2014 Classification Challenge in visual databases. Its main characteristic is the Inception Module and it has 22 (complex) layers by default (Szegedy et al. 2015) . All experiments lasted 30 epochs of training. To present the results (Tables 2, 3 and Figure 14) , we selected the epoch that Figure 9 . Illustration within a 2-D environment of a simple straightforward convolution operation example. The output is restricted to positions where the kernel lies entirely within the input matrix. Inside the dashed rectangles, we have the input (left) and kernel (middle) operands responsible to produce the first element of the output (right). Below each matrix, we present its dimension. We can imagine the "dashed window" (kernel) sliding through the input matrix to produce the output. achieved the best overall accuracy -explained in Subsection 7.1.
The Inception Module deals with a great portion of the image, but also keeps a fine resolution for small information on the images to get rough and thin features. It convolves in parallel different sizes from the smallest possible (1x1) to 5x5 kernel matrices. This CNN with 22 layers has 9 Inception Modules. This means many parameters to adjust (which also requires to process big data, and, consequently, high computational cost) and, so, incites the danger of overfitting the model to the training data. GoogleNet relies more on nonlinearities and fewer parameters than conventional convolutional network architectures. The last layer of the module is a max pooling to summarize the information from the previous (Szegedy et al. 2015) . All results are concatenated and passed to the next layer. With the Inception Module, the network is capable of detecting the presence of small and rough structures in the patterns.
The ability to effectively propagate parameters back through all the layers is a concern, given the depth of this architecture. The extra network with auxiliary classifier helps in this issue. During the training phase, the loss of all the extra networks are added, with a lower weight, in a weighted sum to the output loss of the network (loss indicates how well the network is adjusted to the dataset; the lower, the better). These auxiliary networks are discarded in inference (classification) phase and are composed by: an average pooling layer 5 × 5 filter size, a 1 × 1 convolution layer, a fully connected layer with 1024 units with rectified linear activation, a dropout layer with 70% ratio of dropped outputs, and a linear softmax layer as the classifier.
COMPUTATIONAL ANALYSIS
Our non-parametric galaxy morphological system (Cy-Morph) is written in Cython (Behnel et al. 2011) . Cython is an extension from python which allows explicit type declarations and its code is directly compiled to C. Cython has the high-level aspect from python and treats the large overhead for numerical loops from python by interacting natively with C.
A typical field of view from SDSS DR7 has 5.9MB. By default, a field of view is deleted after processing all galaxies from it. One average galaxy stamp has approximately 21KB. Considering a common CyMorph run saving the original stamp (just cut from the field of view), clean stamp (after cleaning other objects) and a segmented stamp, we have ∼63KB of storage needed for each galaxy. For the final catalog of this work, for example, we have 670.729 × 3 × 21K B ≈ 39.7GB just for the stamps.
Since we intend to calculate the same metrics upon all galaxies from the sample, we can parallelize the execution in relation to the data. CyMorph uses single program, multiple data (SPMD) parallelism. The parent (also known as main) process distributes a galaxy for each child process. If all child processes are busy, the parent waits to assign the next galaxy to the next child process available. Every process has its own output file. When all galaxies are processed, the main process concatenates the output files from all the children processes to produce the final result. The number of processes is specified in the command line of execution. We use Open MPI (Gabriel et al. 2004 ) and mpi4py (Dalcín et al. 2005) to perform this parallelism.
For smaller samples (< 200.000 objects) we use a DELL Precision Tower with 64 GB of RAM and 8 CPU cores. For a sample with ∼100.000 objects, CyMorph takes ∼1 day, 7 hours and 20 minutes to process in this machine with 16 parallel processes. For a medium sample (∼240.000 objects) we use a Xeon Phi Knights Landing with 68 available CPU cores and 512 GB of RAM. With 40 parallel processess, Cy-Morph takes ∼3 days and 6 hours to process this sample in this machine. For the biggest sample that we analyze in this work, we use the Helios Cluster (located at the building of Atmospheric and Space Sciences, in National Institute for Space Research -INPE) which have 40 CPU units and 64 GB of RAM. CyMorph takes ∼9 days and 1 hour to process this sample with 20 parallel processes in this machine.
We use the scikit-learn (Pedregosa et al. 2011 ) python library to the experiments with traditional machine learning algorithms. This step is mostly done in the DELL Precision Tower machine described above and takes seconds to both build up the classification model and classify galaxies. Considering the ∼240.000 objects sample, it takes ∼3 seconds to build up the model and ∼2 seconds to classify.
For Deep Learning experiments, we used NVIDIA DIG-ITS 6.1.1 (Yeager et al. 2015) and Caffe 0.17 (Jia et al. 2014) as frameworks to build up the dataset, train the networks and classify. We also used a pretrained model of another deep convolutional neural network (trained under another context) to achieve overall accuracy convergence with fewer epochs. We defined our input to have 256x256 (applying stretch, if needed) with a batch size of 128. The deep learning experiments run at an NVIDIA DGX-1 machine with 40 CPU units, 512 GB of RAM and 8 Graphical Processing Units (GPU) TESLA P100 with 16 GB of memory (located at Federal Fluminense University, Brazil). Each network training executes one at a time, using 2 TESLA P100 GPU. For the sample with ∼240.000 it takes ∼2 hours and 44 minutes to build up the classification model and ∼24 minutes to classify.
RESULTS ON CLASSIFICATION AND DISCUSSION

Performance Validation Metrics
Consistent validation metrics, also called performance metrics, are necessary to empirically guide the experiments and the learning process itself. It is also usefully for analyzing how successfully each approach is. Tables 2 and 3 present the Overall Accuracy (OA) achieved by all the experiments proposed in this work. OA is calculated by terms of true positives (TP -correctly classified galaxies), false positives (FP -misclassification; objects which are not from this class and were classified as such), true negatives (TN -objects correctly not classified for such class), and false negatives (FN -galaxies that should be labeled for such class, but were not). OA indicates the probability that an individual galaxy will be correctly classified -Equation 19.
It is interesting to see all OA in one place to get an overall comparison idea of how each approach performed (Tables  2 and 3 ). However, OA alone is not enough to characterize the performance. A model can have high OA but poorly perform for one or more specific classes. For the most interesting cases (CNN for 3 classes, for example), we cover more performance metrics: Precision (P) and Recall (P). Considering all objects classified by the model as belonging to a certain class, P aims to answer what is the percentage of objects correctly classified. Meanwhile, considering all objects that actually belong to a certain class, R answers what is the percentage of objects that are properly classified as such. P and R are also calculated by means of TP, FP, TN, and FN:
Quality of results
One result that is worth discussing is the separation between elliptical (E) and spiral (S) galaxies using the traditional machine learning approach. Using the sample K ≥ 20, all methods reached over 98% of OA. It is important to mention that the classification for E galaxies is less reliable when compared to S galaxies because there are many more S galaxies (∼87%) than E galaxies (∼13%) in this dataset. This difference in the number of examples among classes is called class imbalance. We discuss class imbalance in Subsection 7.4. Despite the class imbalance, the results are satisfactory, with at least 95% precision and 96% recall for E. As most are S, for which we achieved ∼99% precision and recall, we have a model with ∼99% overall accuracy for this dataset. Overall, CNN is the best approach to morphologically classify galaxies. Considering the separation between E and S galaxies from Galaxy Zoo 1, we have a reliable reproduction of the human eye recovering those classifications with all methods and samples (OA > 94.5%). When trying to distinguish among 11 classes, the problem is much more complex and the best result is O A = 65.2% using CNN with K ≥ 20. A result to highlight is the OA > 80% obtained with CNN for all samples in the 3 classes problem: elliptical (E), unbarred (S) and barred spiral (SB) galaxies. We explore more the problem of 3 classes separation considering imbalance and different samples in section 7.4.
Spectroscopic validation
Figure 12 presents a spectroscopic validation for the 'Undefined' galaxies from Galaxy Zoo 1 we classified. The classification here is provided by Decision Tree with the traditional machine learning approach. This figure also helps to stress the characteristics of the samples: K ≥ 5 (which has more but smaller objects), K ≥ 10 and K ≥ 20 (which has less but bigger objects). This analysis involves age (10 9 years), stellar mass (log M stellar ), metallicity ([Z/H]) and velocity dispersion (σ). Although we have a bigger dataset with K ≥ 5, the presence of smaller objects influences the model to classify galaxies as spiral where such peak is not expected in the plot -at 0 metallicity ([Z/H]), for example.
The number of galaxies for each histogram from Figure  12 is as follows:
• K ≥ 5: 13,373 ellitpical; 87,095 spiral; Total: 100,468.
• K ≥ 10: 9,030 ellitpical; 59,096 spiral; Total: 68, 126. • K ≥ 20: 6, 390 ellitpical; 24, 988 spiral; Total: 31, 378. As expected, we are correctly recovering a larger fraction of elliptical galaxies at older ages, higher metallicity, higher stellar mass and higher velocity dispersion (and, the contrary for spiral galaxies).
Class Imbalance in Galaxy Morphology
The class imbalance problem is one of the top problems in data mining, data science, and pattern recognition (Yang & Wu 2006) . This problem arises when at least one of the classes has considerably fewer examples than the other(s). Generally, the most simple strategies to overcome this challenge is (1) to perform a sampling with replacement by replicating the examples from the lesser class until the number of examples equates the majority class; and (2) to reduce the examples of the majority class until the number of examples of the minority class. The procedure 1 is known as oversampling and 2 as undersampling. Figure 13 shows the number of examples from three classes (E, S, SB) in Galaxy Zoo 2 -SDSS DR7 in different bins of K. The bin size is 0.5 and K varies from 5 to 20. The number of SB galaxies is approximately constant -bar is a feature identified in all resolutions explored. The number of S galaxies increases until K = 10, approximately where the numbers of S and E are equal.
We explore the impact of this imbalance class problem with four approaches: imbalanced, undersampling, oversampling and Synthetic Minority Over-sampling Technique (SMOTE) datasets. The imbalanced dataset is the original query. In the undersampling dataset, we get the number of examples from the minority class and get random samples with the same number for the other classes. In the oversampling dataset, we replicate examples for the minority classes untill we have the same number of the majority class (oversampling with replacement). In SMOTE, we synthetically generate more examples for the minority class and perform an undersampling process for the other classes (Pedregosa et al. 2011) . In our experiments with three classes, the minority class is SB, thus in the undersampling dataset all classes have the same number of examples as SB originally have. For oversampling, we make a sampling with replacement for minority classes. In SMOTE datasets, we considered the smaller of either the number of E galaxies or double the number of SB galaxies to be the number of examples for each class. Thus, we perform undersampling for S and oversampling for SB. Figure 14 shows OA, P, and R for all experiments exploring the imbalance class considering three classes (described above). The minority class (SB) really suffers in unbalanced datasets, with low P and R. By employing techniques for balancing the dataset, we improve P and R for the minority class, thus, reducing the misclassification for SB. All balancing strategies have a similar performance. In all strategies, there is a ∆OA ≈ 2% of difference between K ≥ 5 and K ≥ 20 samples. OA is weakly increasing, i.e., there is a trend which implies that restricting the sample to bigger objects is better to classification problems, but the impact is not that relevant. Thus, our model built up with the sample restricted by K ≥ 5 can safely be used to classify an unknown dataset as it classifies smaller objects and does not lose much OA in relation to models built up with restriction to bigger objects (such as K ≥ 20).
CATALOGS
We provide a contribution to two morphological catalogs as a final product of this work. Nair & Abraham (2010) provides a sample of 14,034 galaxies visually classified by an expert astronomer. We use this catalog to compare and validate our classification. We also compare our classification with the catalog provided by Domínguez Sánchez et al. (2018) with 670,722 galaxies. Among all the information available in these catalogs, the most important for this work is the T-Type, with which we compare our classification.
We complement both catalogs with the best results from this work. Considering the morphological classification of galaxies between elliptical (0) and spiral (1) galaxies, we provide the results obtained by the Traditional Machine Learning (TML) and Deep Learning (DL) approaches. Also with DL approach, we release the classification considering 3 classes: elliptical (0), unbarred spiral (1) and barred spiral (2) galaxies. We provide all the information about results obtained with the DL approach: order of classes by probabilities and respective percentages, obtained as the output of the softmax layer. We add the morphological nonparametric parameters as well: Concentration (C), Asymmetry (A), Smoothness (S), Gradient Pattern Analysis (GPA) parameter and Entropy (H).
The columns we provide in each catalog are: the value of the parameter K, CyMorph metrics (5 columns), Cy-Morph Error, TML classification considering 2 classes, DL classes considering 2 classes and their respective percentages (4 columns), DL classes considering 3 classes and their respective percentages (6 columns). More detailed:
• K is the area of the galaxy's Petrosian ellipse divided by the area of the Full Width at Half Maximum (FWHM).
• C, A, S, G 2 and H are the non-parametric morphological parameters from the CyMorph system described in Section 3;
• Error contains the Error flag value after processing Cy-Morph (see Subsection 3.2);
• M L2classes is the classification obtained with the TML approach, using CyMorph and Decision Tree to separate galaxies into elliptical and spiral galaxies. Here, we maintain the restriction about K: galaxies with 5 ≤ K < 10 are classified by the model built up with the sample with K ≥ 5 restriction; galaxies with 10 ≤ K < 20 are classified by the model built up with the sample with K ≥ 10 restriction; galaxies with K ≥ 20 are classified by the model built up with the sample with K ≥ 20 restriction; galaxies with K < 5 are not classified.
• CN N2classes1stClass is the class with the highest probability considering the 2 classes problem. Analogously for CNN2classes2ndClass, and for three classes classification with CN N3classes1stClass, CN N3classes2ndClass and CN N3classes3r dClass.
• CN N2classes1stClassPerc is the probabibility percentage of the 1st class in the 2 classes problem. Analogously for CN N2classes2ndClassPerc, and for three classes classification with CN N3classes1stClassPerc, CN N3classes2ndClassPerc and CN N3classes3r dClassPerc. Spectroscopic validation for the "undefined" galaxies from Galaxy Zoo 1 classified by the traditional Machine Learning approach using Decision Tree. Elliptical galaxies in red and spiral galaxies in blue.
In one hand, it is important to remember that galaxies with some problem are not classified by the Traditional Machine Learning approach. On the other hand, there is not an error detection in the Deep Learning approach, which acts directly upon images. Figure 15 presents the comparison of our classification with the classification by T-Type provided by Nair & Abraham (2010) . In general, the distributions are arranged as expected. Considering the TML approach (Figure 15a ), despite the relevant concentration of elliptical galaxies with T-Type > 0, the distribution of elliptical galaxies has its peak in the negatives (T-Type = -5) and, for spiral galaxies, in the positive (T-Type = 5). In Figure 15b , we can note an improvement with DL in comparison to TML by observing the decrease of elliptical galaxies and the increase of spiral galaxies with T-Type > 0. Such behavior is conserved when Figure 13 . Number of elliptical (E), unbarred spiral (S) and barred spiral (SB) galaxies from Galaxy Zoo 2 classification varying K.
classifying considering three classes, with elliptical galaxies mostly with T-Type ≤ 0 and spirals (S and SB) galaxies mostly with T-Type > 0 (Figure 15c ).
Analogous to Figure 15 , Figure 16 shows our classification in comparison with the classification by T-Type provided by Domínguez Sánchez et al. (2018) . In all plots (Figures 16a , 16b and 16c ) we see a difference confronting with Figure 15 : more spiral galaxies around T-Type ≈ −2. For galaxies with such T-Type we should see a S0 galaxy morphology, with a bulge and a disk. As this classifier considers only the distinction of elliptical from spiral galaxies it is coherent the classification as spiral if the galaxy has a prominent disk, and as elliptical, otherwise. Visually in doubt, without a very high resolution, it is understandable to misclassify a galaxy with T-Type ≈ −2.
SUMMARY
The main contributions of this work are summarized as follows:
• Advances and improvements in non-parametric galaxy morphological system, with better image preprocessing and optimization for each parameter configuration.
• Rich data science report comparing traditional machine learning using different methods and deep learning approaches, considering different samples, problems with a variety of number of classes and class imbalance.
• Study of different samples relating to the area of the galaxies with the Point Spread Function (PSF) of the image which gives insights related to the sizes and resolution of the datasets used in the learning processes.
• We provide a complete catalog showing classifications from traditional machine learning and deep learning approaches, comparing with Domínguez Sánchez et al. (2018) classification. Also, the output from the best morphological parameters: concentration, asymmetry, smoothness, entropy, and GPA (G2).
It is important to highlight the advances and im-provements in non-parametric galaxy morphological metrics considering geometric histogram separation (δ GH S ). These measurements are input features to different traditional machine learning algorithms, with great performance considering the separation of elliptical from spiral galaxies (O A > 95%).
We compare the results obtained by traditional machine learning approach with classifications obtained by a deep convolutional neural network: GoogLeNet Inception. With this 22 layer network and unbalanced datasets, the results obtained considering 2 classes are excellent (O A ≥ 98.7%) and for the 3 classes problem are very interesting (O A ≈ 82%) -see Figure 17 .
Despite not achieving reliable results on classifying problems with many (5, 7, 9 and 11) classes, we have taken the first steps towards a more detailed classification. Also, we have brought the discussion of class imbalance in galaxy morphology and we have shown different results regarding 3 classes with unbalanced, undersampling and oversampling and SMOTE datasets.
These models and methodologies can be used to classify data from other surveys. This knowledge transfer is a promising further step presents this concept and technique). Future works also involve: to apply unsupervised approaches (clustering) using non-parametric morphological measurements as features; to use other bands from surveys along with r-band; to use filters as preprocessing to Deep Learning approach; and to explore other CNN architectures more deeply. Figure 17 . Sample classified as elliptical galaxies (2 top rows), sample classified as unbarred spiral galaxies (2 middle rows), and sample classified as barred spiral galaxies (2 bottom rows) by Deep Learning, considering Galaxy Zoo 2 as supervision (3 classes problem) from K ≥ 10 dataset.
