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ALGEBRAIC CYCLES ON THE RELATIVE SYMMETRIC POWERS AND ON
THE RELATIVE JACOBIAN OF A FAMILY OF CURVES. I
A. POLISHCHUK
Abstract. In this paper we construct and study the actions of certain deformations of the Lie algebra
of Hamiltonians on the plane on the Chow groups (resp., cohomology) of the relative symmetric powers
C[•] and the relative Jacobian J of a family of curves C/S. As one of the applications, we show that in
the case of a single curve C this action induces a Z-form of a Lefschetz sl2-action on the Chow groups of
C[N]. Another application gives a new grading on the ring CH0(J) of 0-cycles on the Jacobian J of C
(with respect to the Pontryagin product) and equips it with an action of the Lie algebra of vector fields
on the line. We also define the groups of tautological classes in CH∗(C[•]) and in CH∗(J ) and prove for
them analogs of the properties established in the case of the Jacobian of a single curve by Beauville in
[5]. We show that the our algebras of operators preserve the subrings of tautological cycles and act on
them via some explicit differential operators.
Introduction
Let C/S be a family of smooth projective curves over a smooth quasiprojective base S, and let C[N ]
denote the Nth relative symmetric power of C over S. In this paper we construct and study the natural
action of a certain modification of the Lie algebra of differential operators on the line on the direct sum
of the Chow groups
CH∗(C[•]) :=
⊕
N≥0
CH∗(C[N ]),
where C[0] = S (and on the similar direct sum of cohomology). We also construct a related action of
another algebra on CH∗(J ), where J /S is the corresponding relative Jacobian. These constructions are
motivated by their potential use in the study of the Chow rings of Jacobians of curves, and in particular,
in the study of the tautological subrings (see [5], [23], [24]). It was observed that the subalgebra generated
by the standard cycles in the Jacobian of a curve depends in an interesting way on the corresponding
point in the moduli space. Therefore, it is important to develop the corresponding calculus in the relative
situation. On the other hand, our main construction is reminiscent of the well known construction of the
Heisenberg action on cohomology of Hilbert schemes of surfaces (see [21], [13]), and one can hope that
there might be a direct link between the two actions in the case of a family of curves lying on a surface.
Let us describe our main construction. Let D = Z[t, d
dt
] be the algebra of differential operators on the
line. Adjoin an independent variable h and consider the subalgebra Dh ⊂ D ⊗ Z[h] generated over Z[h]
by t and by h d
dt
. We view it as a Lie algebra with the commutator
[D1, D2]h = (D1D2 −D2D1)/h.
Note that Dh is a deformation of the Lie algebra H˜V = Z[t, p] of polynomial Hamiltonians on the plane
(equipped with the standard Poisson bracket). Now for any supercommutative ring A and an even
element a0 ∈ A we define the Lie superalgebra
D(A, a0) := Dh ⊗Z[h] A,
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where the homomorphism Z[h]→ A sends h to a0. The (super)bracket (resp., Z/2Z-grading) on D(A, a0)
is induced by the bracket on Dh and the product on A (resp., by the Z/2Z-grading on A). More explicitly,
D(A, a0) is generated as an abelian group by the elements
Pm,k(a) := t
m(h
d
dt
)k ⊗ a, a ∈ A.
The supercommutator is given by the formula
[Pm,k(a),Pm′,k′(a
′)] =
∑
i≥1
(−1)i−1i! ·
((
k
i
)(
m′
i
)
−
(
m
i
)(
k′
i
))
Pm+m′−i,k+k′−i(a · a
′ · ai−10 ).
(0.1)
If R ⊂ A is a subring then we can talk about an R-linear action of D(A, a0) on an R-module (viewing
D(A, a0) as a Lie superalgebra over R). Our main construction gives a natural CH
∗(S)-linear (resp.,
H∗(S)-linear) action of D(CH∗(C),K) (resp., D(H∗(C), cl(K))) on CH∗(C[•]) (resp.,
⊕
H∗(C[N ])), where
K ∈ CH1(C) is the relative canonical class, cl(K) ∈ H2(C) is the corresponding cohomology class (see
Theorem 0.1 below).
For every integers N ≥ m ≥ 0 let us consider the morphism
sm,N : C ×S C
[N−m] → C[N ],
sending a point (p,D) ∈ Cs×C
[N−m]
s to mp+D, where Cs ⊂ C is the fiber of our family over s ∈ S. Here
we identify points of C
[N ]
s with effective divisors of degree N on Cs. Note that in the case m = 0 this
map is just the projection to C[N ]. For a cycle a ∈ CH∗(C) and integers m ≥ 0, k ≥ 0, we consider the
operator Pm,k(a) on CH
∗(C[•]) defined by the formula
Pm,k(a)(x) = sm,N−k+m,∗(p
∗
1a · s
∗
k,Nx), (0.2)
where x ∈ CH∗(C[N ]). In the case a = [C] we will simply write Pm,k(C). Note that in the case N < k we
have Pm,k(a)(x) = 0. If a ∈ CH
i(C) then Pm,k(a) sends CH
p(C[N ]) to CHp+i+m−1(C[N−k+m]).
Theorem 0.1. (a) The map Pm,k(a) 7→ Pm,k(a) defines a CH
∗(S)-linear action of D(CH∗(C),K) on
CH∗(C[•]), where K ∈ CH1(C) is the relative canonical class. More precisely, the commutation relations
(0.1) for the operators (Pm,k(a)) (with a0 = K) hold on the level of relative correspondences over S, i.e.,
they correspond to certain equalities in CH∗(C[•] ×S C[•]).
(b) If we work over C, the same construction defines an action of D(H∗(C,Z), cl(K)) on H∗(C[•]) =⊕
N H
∗(C[N ],Z).
In the case of a trivial family C = C × S the above relations can be rewritten in a simpler form (due
to the fact that Dh/h2 becomes a trivial deformation of H˜V). Recall that the commutator in the Lie
algebra H˜V = Z[x, p] of polynomial Hamiltonians on the plane is given by
{xmpk, xm
′
pk
′
} = (km′ −mk′)xm+m
′−1pk+k
′−1.
Corollary 0.2. Let C be a smooth projective curve over a field k. Choose a theta characteristic χ ∈
CH1(C) (so that 2χ = K) and set
Lm,k(a) = Pm,k(a)−mkPm−1,k−1(p
∗
1χ · a)
for k ≥ 0, m ≥ 0, a ∈ CH∗(C × S). Then one has the following relations:
[Lm,k(a), Lm′,k′(a
′)] = (km′ −mk′)Lm+m′−1,k+k′−1(a · a
′).
In other words, the map xmpk ⊗ a 7→ Lm,k(a) defines an action of H˜V ⊗CH
∗(C × S) on CH∗(C [•] × S).
Similarly, we can define an action of H˜V ⊗H∗(C × S) on H∗(C [•] × S). We have L0,0([C × S]) = 0, so
the operators (Lm,k([C × S])) define the action of HV = H˜V/Z on CH
∗(C [•] × S).
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Remark. The operators Pn,0(a) (resp., P0,n(a)) for n ≥ 0 are defined by the correspondences that are
similar to those defining Nakajima’s operators qn(a) (resp., q−n(a)) for the Hilbert schemes of points on
a surface, where we use the notation of [17]. It is somewhat surprising that in the curve case the Lie
superalgebra generated by these operators is more complicated (the relations for qn(a) are simply those
of the Heisenberg superalgebra).
Looking at the simplest of the above operators (such as Pm,1(C) and P0,1([p]), where p ∈ C is a point)
in the case S = Spec(k) we will derive the following result.
Theorem 0.3. Let C be a smooth projective curve of genus g ≥ 1 over an algebraically closed field k
and let J be the Jacobian of C. Fix a point p0 ∈ C(k) and consider the embedding ι : C → J associated
with p0, so that ι(p0) = 0 ∈ J(k). Let us denote by IC ⊂ CH0(J) the subgroup of classes represented by
0-cycles of degree 0 supported on ι(C).
(i) One has a direct sum decomposition
CH0(J) = Z · [0]⊕ IC ⊕ I
∗2
C ⊕ . . .⊕ I
∗g
C ,
where I∗nC denotes the nth Pontryagin power of IC . The associated filtration (
⊕
i≥n I
∗i
C ) coincides with
the standard filtration (I∗n), where I ⊂ CH0(J) is the subgroup of cycles of degree zero.
(ii) There exists a family of derivations (δm)m≥1 of the graded algebra
CH0(J) = Z⊕
g⊕
n=1
I∗nC ≃
g⊕
n=0
I∗n/I∗(n+1),
where the multiplication is given by the Pontryagin product, such that for every x ∈ IC one has
δm(x) =
m−1∑
i=0
(−1)i
(
m
i
)
[m− i]∗x ∈ I
∗m
C .
Equivalently, δm|IC can be characterized by the property
δm([ι(p)] − [0]) = ([ι(p)] − [0])
∗m for all p ∈ C(k).
These derivations satisfy the commutation relations
[δm, δm′ ] = (m
′ −m)δm+m′−1,
i.e., they define an action of the Lie algebra of polynomial vector fields on the line vanishing at the origin
by tm d
dt
7→ δm.
We will show (see Remark 2 in the end of section 1) that for a general curve of genus ≥ 3 the
decomposition in Theorem 0.3(i) is different from the decomposition defined by Beauville (see [3], p.254;
[4], Prop. 4).
Theorems 0.1 and 0.3 will be proved in section 1. In sections 2 and 3, that are somewhat more technical,
we reprove (and generalize to the relative case) some known results using our algebra of operators.
In section 2 we study the relation between our operators (Pm,k(a)) and the operators (Xn,k)n+k≥2 on
CH(J)Q, where J is the Jacobian of a curve C, constructed in [24]. The latter family of operators satisfies
the commutation relations of the Lie subalgebra HV ′ ⊂ HV spanned over Z by the elements xnpk with
n+ k ≥ 2 (it corresponds to Hamiltonian vector fields on the plane vanishing at the origin). It is natural
to ask how this action is related to the one given by Corollary 0.2 (say, in terms of the push-forward
map CH∗(C [•])Q → CH
∗(J)Q). The relation turns out to be not quite straightforward. To work it
out we introduce another family of operators (Tk(m, a)), acting both on CH
∗(C [•]) and on CH∗(J), and
compatible with the push-forward map. In the case of CH∗(C [•]) we find an explicit expression of Tk(m, a)
in terms of the operators (Pk,m(a)) (see Proposition 2.4). On the other hand, in the case of CH
∗(J)Q
we find that the operators Tk(m, a) depend polynomially on m and the corresponding coefficients are
closely related to the operators Xn,k considered in [24]. Similar computations work in the case of the
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relative Jacobian J /S of a family of curves C/S. However, in the relative case the relations between the
operators Xn,k get deformed in an interesting way: the corresponding (quadratic) algebra of operators
acting on CH∗(J )Q is not a universal enveloping algebra of a Lie algebra anymore (see (2.9)). We will
study this algebra in detail elsewhere.
In section 3 we revisit algebraic Lefschetz sl2-actions for C
[N ] using our operators and study related
questions of integrality. The algebraic Lefschetz operators overQ are easily obtained from the action of the
algebra of (polynomial) differential operators in two variablesDt,u,Q on CH
∗(C[•])Q generated by operators
of the form P10(a) and P01(a
′) (see Corollary 1.4). After studying the divided powers of the operators
Pn,0(C) and P0,n(C) we construct an action of the divided powers subalgebra Z[t, u[•], ∂
[•]
t , ∂u] ⊂ Dt,u,Q on
CH∗(C[•]). Using this action we generalize to the relative case the result of Collino [8] on injectivity of the
homomorphism iN∗ (resp., surjectivity of i
∗
N), where iN : C
[N−1] → C[N ] is the embedding associated with
p0. The corresponding sl2-action given by the operators e = t∂u, f = u∂t and h = t∂t − u∂u preserves
the Chow groups of the individual symmetric powers. In the case when S is a point we show that in this
way we get a Lefschetz sl2-triple for C
[N ] (see Theorem 3.12). Working with divided powers allows us to
reprove the fact (observed by del Ban˜o in [2]) that the hard Lefschetz isomorphism for C [N ] holds over Z
(see Corollary 3.13).
Finally, in section 4 we define the groups of tautological classes in CH∗(C[•]) and in CH∗(J ). For
tautological classes in CH∗(J ) we establish the properties similar to those obtained in the case S =
Spec(k) by Beauville in [5]. We also show that tautological subspaces are preserved by the operators
constructed in this paper and by push-forward (resp., pull-back) associated with the relative Albanese
maps C[N ] → J (see Theorem 4.2). As an application of our techniques we relate the modified diagonal
classes in CHk−1(C [k]) introduced by Gross and Schoen in [14] to the pull-backs of some tautological
classes on J (see Corollary 4.4).
Notations and conventions.
Throughout this paper we work with a family π : C → S of smooth projective curves of genus g, where
S is smooth quasiprojective over a field k (when we mention cohomology we assume that k = C). We
denote by J /S the corresponding relative Jacobian. In the case when S is a point we denote C (resp.,
J ) simply by C (resp., J). We will often use a natural product operation on CH∗(C[•]) (resp., CH∗(J ))
called the Pontryagin product. It is defined using the map
αm,n : C
[m] ×S C
[n] → C[m+n] : (D1, D2) 7→ D1 +D2.
by the formula
x ∗ y = αm,n,∗(p
∗
1x · p
∗
2y)
for x ∈ CH∗(C[m]) and y ∈ CH∗(C[n]) (where p1 and p2 are the projections). It is easy to see that
this operation makes CH∗(C•) into an associative commutative algebra over CH∗(S) = CH∗(C [0]). The
Pontryagin product on CH∗(J ) is defined similarly using the addition map J ×S J → J . For every
integer m ∈ Z we denote by [m] : J → J the corresponding map ξ 7→ mξ. We usually fix a point
p0 ∈ C(S) and consider the corresponding embedding ι : C → J . We denote by L the biextension on
J ×S J corresponding to the autoduality of J , normalized by the condition that L|C×SJ ≃ PC , where
PC is the Poincare´ line bundle on C ×S J trivialized over p0 and over the zero section of J .
We often use results from Fulton’s book [11]. We usually consider Chow groups only for nonsingular
varieties and use the upper grading (by codimension). For a cartesian diagram
X ′ ✲ Y ′
X
❄ f
✲ Y
❄
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where f is a locally complete intersection morphism, we denote by f ! : CH∗(Y ′)→ CH∗(X ′) the refined
Gysin map defined in section 6.6 of [11].
When we talk about 0-cycles we mean cycles of dimension zero and use the notation CH0. Also, on
one occasion in section 2 we also use Chow homology groups CH∗ for a possibly singular scheme. In the
relative situation we view Chow groups of an S-scheme as a module over CH∗(S). The analogs of our
results for integral cohomology are based on the formalism developed in [12] (that includes in particular
Gysin maps f∗ : H
iX → Hi−2dY for proper locally complete intersection morphisms f : X → Y such
that dimX − dimY = d).
The summation variables for which no range is given are supposed to be nonnegative integers. The
symbol xi for i < 0 in algebraic formulas should be treated as zero. We denote divided powers of a
variable x by x[d] = xd/d!.
1. Cycles on symmetric powers
In this section we will prove Theorems 0.1 and 0.3. We start with computing some intersection
products. We will need to work with the closed embedding
tm,N : C ×S C
[N−m] → C ×S C
[N ] : (p,D) 7→ (p,mp+D).
Note that its composition with the projection to the second factor is the map sm,N : C ×S C[N−m] → C[N ]
considered before. We will denote by DN ⊂ C ×S C[N ] the relative universal divisor (the image of t1,N ).
Lemma 1.1. Let us consider the cartesian diagram
Πm,M,N ✲ C
[M ] ×S C
[N ]
C ×S C
[M+N−m]
❄
sm,M+N
✲ C[M+N ]
αM,N
❄
For every decomposition m = k + l we have a natural closed embedding
qk,l : C ×S C
[M−k] ×S C
[N−l] → Πm,M,N : (x,D1, D2) 7→ (x,D1 +D2, D1 + kx,D2 + lx),
where we view Πm,M,N as a subset of C×SC[M+N−m]×S C[M ]×S C[N ]. Then one has the following identity
in CH∗(Πm,M,N):
α!M,N [C ×S C
[M+N−m]] =
∑
k+l=m
(
m
k
)
qk,l,∗[C ×S C
[M−k] ×S C
[N−l]].
Proof. We have the following commutative diagram with cartesian squares
Πm,M,N ✲ C ×S C
[M ] ×S C
[N ] p23✲ C[M ] ×S C
[N ]
C ×S C
[M+N−m]
❄
tm,M+N
✲ C ×S C
[M+N ]
id×αM,N
❄
p2
✲ C[M+N ]
αM,N
❄
Therefore, we have
α!M,N [C ×S C
[M+N−m]] = (id×αM,N)
![C ×S C
[M+N−m]].
In the case m = 1 the image of t1,M+N is exactly the universal divisor DM+N . By definition of the map
αM,N , we have
(id×αM,N )
∗[DM+N ] = p
∗
12[DM ] + p
∗
13[DN ]. (1.1)
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This implies the required formula for m = 1. The general case follows easily by induction in m. 
Lemma 1.2. Consider the cartesian square
Σm,N ✲ C
C ×S C
[N−m]
❄
sm,N
✲ C[N ]
∆N
❄
where ∆N : C → C[N ] is the relative diagonal embedding. Note that there is a natural isomorphism
Σm,N ≃ C for m > 0, while Σ0,N ≃ C ×S C. Then we have
∆!N ([C ×S C
[N ]) = [C ×S C] ∈ CH
0(C ×S C), and
∆!N ([C ×S C
[N−m]]) = (−1)m−1m!
(
N
m
)
Km−1 ∈ CHm−1(C)
for m ≥ 1.
Proof. The case m = 0 is clear since s0,N is simply the projection C ×S C[N ] → C[N ]. In the case m = 1
we should compute the intersection-product for the cartesian diagram
C
∆
✲ C ×S C
C ×S C
[N−1]
❄
t1,N
✲ C ×S C
[N ]
id×∆N
❄
In other words, we have to compute the intersection of the universal divisor DN ⊂ C × C[N ] with C ×S
∆N (C). We need to check that the corresponding multiplicity with the diagonal ∆(C) ⊂ C ×S C is equal
to N . This is a local problem, so we can pick a local parameter t along the fibers of C → S and think
of DN as the set of pairs (x, f(t)), where f is a unital polynomial of degree N in t such that f(x) = 0.
The diagonal embedding ∆N sends a point y to the polynomial (t − y)N . Hence, the restriction of the
equation f(x) = 0 will have form (x − y)N , which gives multiplicity N with the diagonal ∆ ⊂ C ×S C.
The case of m > 1 follows by induction: from the commutative diagram with cartesian squares
C
id
✲ C
id
✲ C
C ×S C
[N−m]
❄
t1,N−m+1
✲ C ×S C
[N−m+1]
id×∆N−m+1
❄
sm−1,N
✲ C[N ]
∆N
❄
we see that
∆!N ([C ×S C
[N−m]]) = (id×∆N−m+1)
!([C ×S C
[N−m]]).
Hence, the step of induction follows from the previous computation (for N −m+ 1 instead of N) along
with the formula ∆∗([∆(C)]) = K. 
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Lemma 1.3. Consider the cartesian square
Zm,k,N ✲ C ×S C
[N−k]
C ×S C
[N−m]
❄
sm,N
✲ C[N ]
sk,N
❄
We have natural closed embeddings
q0 : C ×S C ×S C
[N−m−k] → Zm,k,N : (x, x
′, D) 7→ (x,D + kx′, x′, D +mx),
qi : C ×S C
[N−m−k+i] → Zm,k,N : (x,D) 7→ (x,D + (k − i)x, x,D + (m− i)x),
where 1 ≤ i ≤ min(m, k) (we view Zm,k,N as a subset of C ×S C[N−m] ×S C ×S C[N−k]). Then we have
the following formula for the intersection-product in the above diagram:
[C×S C
[N−m]]·[C×S C
[N−k]] = [q0(C×S C×S C
[N−m−k])]+
∑
i≥1
(−1)i−1i!
(
m
i
)(
k
i
)
qi∗(K
i−1×[C [N−m−k+i]]).
Proof. We can represent sm,N as the composition of ∆m × id : C ×S C[N−m] → C[m] ×S C[N−m] followed
by αm,N−m : C[m] ×S C[N−m] → C[N ]. Therefore,
s!m,N [C ×S C
[N−k]] = (∆m × id)
!α!m,N−m[C ×S C
[N−k]].
Using Lemma 1.1 we obtain
s!m,N [C ×S C
[N−k]] =
∑
i+l=k
(
k
i
)
zi,l∗ (∆m × id)
![C ×S C
[m−i] ×S C
[N−m−l]],
where for i+ l = k we consider a closed subset Zi,l
zi,l
→֒ Z = Zm,k,N defined from the cartesian square
Zi,l ✲ C ×S C
[N−m]
C ×S C
[m−i] ×S C
[N−m−l]
❄
si,l
✲ C[m] ×S C
[N−m]
∆m × id
❄
with
si,l(x,D1, D2) = (D1 + ix,D2 + lx).
Note that si,l factors into the composition of the map
C ×S C
[m−i] ×S C
[N−m−l] → C ×S C
[m−i] ×S C
[N−m]
induced by tl,N−m (identical on the second factor), followed by
si,m × id : C ×S C
[m−i] ×S C
[N−m] → C[m] ×S C
[N−m].
Now we can apply Lemma 1.2. For i = 0 we immediately get Z0,k ≃ C ×S C ×S C[N−m−k] and
(∆m × id)
![C ×S C
[m] ×S C
[N−m−k]] = [C ×S C ×S C
[N−m−k]].
Similarly, for i ≥ 1 we get Zi,k−i = qi(C ×S C[N−m−k+i]) and
(∆m × id)
![C ×S C
[m−i] ×S C
[N−m−k+i]] = (−1)i−1i!
(
m
i
)
p∗1K
i−1 · [C ×S C
[N−m−k+i]].

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Proof of Theorem 0.1. The operator Pk,m(a) acting on CH
∗(C[N ]) is given by the relative correspondence
fk,m∗(p
∗
1(a)), where
fk,m : C ×S C
[N−k] → C[N ] ×S C
[N−k+m] : (p,D) 7→ (kp+D,mp+D).
Therefore, to compute the correspondence inducing the composition Pk,m(a) ◦ Pk′,m′(a′) acting on
CH∗(C [N ]) we have to calculate the push-forward to C[N ]×S C
[N ′−k+m] of the intersection product in the
following diagram
C ×S C
[N−k′] ×S C
[N ′−k+m] C[N ] ×S C ×S C
[N ′−k]
C[N ] ×S C
[N ′] ×S C
[N ′−k+m]
✛
id×
fk,m
f
k ′,m
′ × id
✲
multiplied with the pullbacks of b and a, where N ′ = N − k′+m′, It is easy to see that this intersection-
product is exactly the one computed in Lemma 1.3 for Zm′,k,N ′ ⊂ C×S C[N−k
′]×S C×S C[N
′−k]. It follows
that the above composition is given by the relative correspondence
(sk′,N × sm,N ′−k+m)∗(w · p
∗
1a
′ · p∗3a) ∈ CH
∗(C[N ] ×S C
[N ′−k+m]),
where p1, p3 : Zm′,k,N ′ → C are the projections, and w ∈ CH
∗(Zm′,k,N ′) is the intersection-product
computed in Lemma 1.3. When we substitute the formula for w in the above equation and subtract
the similar expression for Pk′,m′(a
′) ◦ Pk,m(a) we note that the first terms (corresponding to the images
of q0) will cancel out due to the symmetry exchanging the two factors C. The remaining terms will
give the required formula for the commutator. In the case of cohomology we have to work with the
supercommutator since switching the order of a and a′ will introduce the standard sign. 
Corollary 1.4. The operators (P1,0(a)) and (P0,1(a)) on CH
∗(C[•]) satisfy the following relations:
[P1,0(a), P1,0(a
′)] = [P0,1(a), P0,1(a
′)] = 0,
[P0,1(a), P1,0(a
′)] = 〈a, a′〉 · id,
where 〈a, a′〉 = π∗(a · a′) ∈ CH
∗(S) (recall that we view CH∗(C[N ]) as a CH∗(S)-module using the product
with the pull-back under the projection C[N ] → S). In particular, if we are given a pair of divisor classes
α, β ∈ CH1(C) of nonzero relative degrees deg(α) and deg(β) then there is an action of the algebra
Dt,u,Q = Q[t, u, ∂t, ∂u] of differential operators in two variables on CH
∗(C[•])Q such that
t 7→ P1,0(α)−
〈α, β〉
deg(β)
· P1,0(C) (Pontryagin product with α−
〈α, β〉
deg(β)
· [C])
u 7→
1
deg(β)
P1,0(C) (Pontryagin product with
1
deg(β)
[C]),
∂t 7→
1
deg(α)
P0,1(C),
∂u 7→ P0,1(β).
For example, for g 6= 1 we can take α = β = K.
Proof. This follows from the relations of Theorem 0.1 together with the identity P0,0(a) = π∗(a) · id. 
Remark. In the case S = Spec(C) the cohomology H∗(C [•],Q) can be identified with the super-
symmetric algebra of H∗(C,Q). Then the operators P1,0(a) and P0,1(a) for a ∈ H∗(C,Q) are identified
with the standard operators on the super-symmetric algebra (products and contractions).
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Proof of Theorem 0.3. (i) Consider the Abel-Jacobi map S : CH0(J) → J(k) :
∑
mi[ai] 7→
∑
miai. It
is well known and easy to see that S induces an isomorphism I/I∗2→˜J(k) (see sec.0 of [7]). Since the
composition CH0(C)
ι∗→ CH0(J)
S
→ J(k) is the Abel-Jacobi map for C that induces an isomorphism of
degree zero cycles with J(k), we obtain a decomposition
I = IC ⊕ I
∗2. (1.2)
By taking the Pontryagin powers we immediately derive that
I∗n = I∗nC + I
∗(n+1).
Since I∗(g+1) = 0 by the result of Bloch (see [7]), we deduce that
CH0(J) = Z[0] + IC + I
∗2
C + . . .+ I
∗g
C .
It remains to prove that this decomposition is direct, i.e., the summands are linearly independent. The
version of Roitman’s theorem in arbitrary characterstic proved by Milne [19] implies that I∗2 ⊂ ker(S)
has no torsion. In view of (1.2), this shows that it is enough to prove our statement after tensoring with
Q. A more direct way of getting our decomposition over Z will be outlined in Remark 3 after Corollary
3.11.
Let us consider the morphisms C [N ] → J induced by ι : C → J . It is easy to see that the induced
push-forward map σ∗ : CH0(C
[•]) → CH0(J) is compatible with the Pontryagin products. Also, since
ι(p0) = 0 ∈ J(k), we have σ∗(x ∗ [p0]) = σ∗(x) for any x ∈ CH0(C [•]). Let A0(C) ⊂ CH0(C) denote the
subgroup of classes of degree zero. Note that ι∗(A0(C)) = IC and the push-forward map σ∗ : CH0(C
[g])→
CH0(J) is an isomorphism (since C
[g] → J is birational). Therefore, it suffices to establish the direct
sum decomposition
CH0(C
[g])Q = Q · [p0]
∗g ⊕A0(C)Q ∗ [p0]
∗(g−1) ⊕ . . .⊕A0(C)
∗(g−1)
Q ∗ [p0]⊕A0(C)
∗g
Q , (1.3)
where the Pontryagin products are taken in CH0(C
[•])Q. To this end we will use the action of the algebra
of differential operators Dt,Q in one variable on CH
∗(C [•])Q given by t 7→ P1,0([p0]),
d
dt
7→ P0,1(C) (see
Corollary 1.4). Note that this action preserves the subspace of 0-cycles CH0(C
[•])Q. Since
d
dt
acts locally
nilpotently, we have a natural isomorphism of Dt,Q-modules
CH0(C
[•])Q ≃ KQ[t], (1.4)
where K = ker(P0,1(C))∩CH0(C [•]). Furthermore, this isomorphism is compatible with gradings, where
the grading on the right-hand side is induced by the grading of K and the rule deg(t) = 1. Next, we
observe that for every a ∈ CH0(C) we have the relation
[P0,1(C), P1,0(a)] = deg(a) · id .
Hence, P0,1(C) commutes with the Pontryagin product with any 0-cycle of degree zero on C. Thus, we
obtain
A0(C)
∗n ⊂ Kn = ker(P0,1(C)) ∩CH0(C
[n]) for n ≥ 1.
On the other hand, the algebra CH0(C
•)Q is generated over Q = CH0(C
[0])Q by CH0(C)Q = A0(C)Q ⊕
Q · [p0]. Therefore, the natural map ⊕
n≥0
A0(C)
∗n
Q [t]→ CH0(C
[•])Q
is an isomorphism (where we set A0(C)
∗0
Q = Q). Looking at the grading component of degree g we get
the decomposition (1.3).
(ii) Let us set A = Z⊕A0(C)⊕A0(C)∗2⊕ . . .⊕A0(C)∗g (from (i) we know that this algebra is isomorphic
to CH0(J)) and consider the natural homomorphism of algebras
A[t]→ CH0(C
[•]) (1.5)
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as in part (i). We claim that it is an isomorphism. Indeed, it is surjective, since CH0(C
[•]) is generated
by [p0] and by A0(C) as an algebra over Z. Also, from part (i) we know that (1.5) is injective modulo
torsion. It remains to show that it is injective on the torsion subgroup. But the torsion in A is contained in
A0(C) (by Roitman’s theorem), so the statement boils down to the fact that the natural map A0(C)t
N →
CH0(C
[N ]) is an embedding. But this follows from the fact that its composition with the Abel-Jacobi
map to J(k) is an isomorphism. Note that as in part (i) we could have avoided referring to Roitman’s
theorem and used the divided powers instead (see Remark 3 after Corollary 3.11).
Thus, we can view (Pm,1(C)) as operators on A[t]. For example, P0,1(C) acts by
d
dt
. For m ≥ 1 and
a ∈ CH0(C) we have the relation
[Pm,1(C), P1,0(a)] = Pm,0(a).
This implies that for every point p ∈ C(k) one has
Pm,1(C)([p] ∗ x) = [p] ∗ Pm,1(C)(x) + [p]
∗m ∗ x.
Since the classes [p] generate our algebra, this implies that Pm,1(C) is a derivation of A[t] characterized
by
Pm,1(C)([p]) = [p]
∗m for all p ∈ C(k).
Setting xp = [p]− [p0] ∈ A0(C) we derive that Pm,1(C)(t) = tm and Pm,1(C)(xp) = (xp + t)m − tm. Now
let us define δm as the following composition
A→ A[t]
Pm,1(C)
→ A[t]→ A,
where the first map is the natural embedding and the last map is the evaluation at t = 0. Then δm is a
derivation of A with the property δm(xp) = x
m
p for all p ∈ C(k). The commutation relations for δm are
easily checked on the generators xp. The formula for δm|IC follows from the simple identity
([a]− [0])∗m =
m−1∑
i=0
(−1)i
(
m
i
)
[m− i]∗([a]− [0])
in CH0(J), where m ≥ 1, a ∈ J(k). 
Remarks. 1. Note that δ1 is just the grading derivation: it is equal to n id on the grading component
of degree n. It is easy to see that under the identification (1.5) the operators Pm,1(C) are given by
Pm,1(C) = δm +mtδm−1 +
(
m
2
)
t2δm−2 + . . .+mt
m−1δ1 + t
m d
dt
,
where δm are extended to operators on A[t] commuting with t.
2. It is natural to compare our decomposition of CH0(J) = CH
g(J) (tensored with Q) with the Beauville’s
decomposition
CHg(J)Q =
g⊕
s=0
CHgs(J),
where CHgs(J) ⊂ CH
g(J)Q is characterized by the condition x ∈ CH
g
s(J) if and only if [m]∗x = m
sx for
all m ∈ Z. The corresponding filtrations⊕
s≥n
CHgs(J) = I
∗n =
⊕
s≥n
I∗Cs
are the same (see [4]). However, the decompositions themselves are different. Indeed, if they were the same
we would have (IC)Q ⊂ CH
g
1(J) which would imply that [2]∗([ι(p)]− [0]) = 2[ι(p)]− 2[0] in CH
g(J)Q for
all p ∈ C. But this would mean that ([ι(p)]− [0])∗2 = 0 in CHg(J), hence (p, p)− (p, p0)− (p0, p)+(p0, p0)
is a torsion class in CH0(C ×C) for all p, which is known not to be the case for a general curve of genus
g ≥ 3 (see [6], Prop. 3.2).
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2. Connection with cycles on the relative Jacobian
Assume that our family π : C → S is equipped with a section p0 : S → C, and let σN : C[N ] → J
denote the corresponding map to the relative Jacobian of C sending a divisor D ∈ C
[N ]
s to the class of
the line bundle OCs(D−Np0). We normalize the relative Poincare´ line bundle PC on C ×S J so that its
pull-backs under p0 × idJ and under idC ×e are trivial, where e : S → J is the zero section. Then we
have the following equality in CH1(C ×S C[N ]):
(id×σN )
∗c1(PC) = [DN ]−Np
∗
1[p0]− p
∗
2([RN ])−Nψ, (2.1)
where DN ⊂ C ×S C
[N ] is the universal divisor,
RN = (p0 × id)
−1(DN ) = s1,N−1(p0 × id)(C
[N−1]) ⊂ C[N ]
is the divisor in C[N ] associated with p0, and
ψ = p∗0K ∈ CH
1(S)
(we view ψ as a divisor class on any S-scheme via the pull-back).
We are going to introduce a new family of operators on CH∗(J ) and on CH∗(C[•]) that are compatible
with respect to the push-forward map σ∗ : CH
∗(C[•])→ CH∗(J ) (that has σN∗ as components).
It is convenient to consider a more general setup. Let X• = (σN : XN → J )N∈Z be a family of proper
J -schemes equipped with a collection of morphisms
sN : C ×S XN−1 → XN ,
where N ∈ Z, such that
(i) the diagram
C ×S XN−1
sN
✲ XN
C ×S J
id×σN−1
❄ sN
✲ J
σN
❄
(2.2)
is commutative, where the lower horizontal arrow is induced by the map ι = σ1 : C → J and by the
group law on the Jacobian;
(ii) for each N the map Cm ×S XN−m → XN obtained from (sN ) by iteration (where Cm is the mth
cartesian power of C/S), factors through a map C[m] ×S XN−m → XN .
Two main examples of the above situations are: XN = C
[N ] for N ≥ 0 (where σN : C
[N ] → J are
associated with a point p0 ∈ C(S), and XN = ∅ for N < 0) and XN = J for all N ∈ Z. Another (singular)
example is obtained by taking XN to be the image of the map C[N ] → J .
Restricting the above maps Cm ×S XN−n → XN to the diagonal in C
m we get morphisms
sm,N : C ×S XN−m → XN .
Now, let us define the operator Tk(m, a) on CH∗(X•) =
⊕
N∈Z CH∗(XN ), where k ≥ 0, m ≥ 0, a ∈
CH∗(C), by the formula
Tk(m, a)(x) = sm,m+N,∗((id×σN )
∗c1(PC)
k · p∗1a · p
∗
2x),
where x ∈ CH∗(XN ), p1 and p2 are projections from the product C ×S XN to its factors. In the case
a = [C] we will simply write Tk(m, C).
Note that from the projection formula we get
Tk(0, a)(x) = σ
∗
N τk(a) · x for x ∈ CH∗(XN ), (2.3)
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where for a ∈ CH∗(C) and k ≥ 0 we set
τk(a) = p2∗(c1(PC)
k · p∗1a) ∈ CH
∗(J ). (2.4)
Also, if (f : XN → YN )N∈Z is a morphism of two families as above then it follows immediately from
the definition that the above operators commute with the push-forward map f∗ : CH∗(X•) → CH∗(Y•),
i.e.,
Tk(m, a) ◦ f∗ = f∗ ◦ Tk(m, a).
Theorem 2.1. One has the following relations between operators on CH∗(X•):∑
i≥0
ψi ·
((
k
i
)
m′iTk−i(m, a)Tk′(m
′, a′)−
(
k′
i
)
miTk′−i(m
′, a′)Tk(m, a)
)
=
∑
i≥1
(−1)i−1
((
k
i
)
m′i −
(
k′
i
)
mi
)
Tk+k′−i(m+m
′, a · a′ · (K + 2[p0(S)])
i−1) +
ψk
′
−1mk
′
p∗0(a
′)Tk(m, a)− ψ
k−1m′kp∗0(a)Tk′(m
′, a′) +
δk,0 ·
∑
i≥1
(
k′
i
)
miψi−1p∗0(a)Tk′−i(m
′, a′)− δk′,0 ·
∑
i≥1
(
k
i
)
m′iψi−1p∗0(a
′)Tk−i(m, a)
where a, a′ ∈ CH∗(C), k ≥ 0, k′ ≥ 0, m ≥ 0, m′ ≥ 0.
Let us set ℓN = (id×σN)∗c1(PC) ∈ CH
1(C ×S XN ). Also let us denote µ = ℓ1 = (id×σ1)∗c1(PC) ∈
CH1(C ×S C). Recall that PC is the pull-back of the biextension L of J ×S J under the embedding
(ι × id) : C ×S J → J ×S J corresponding to point p0. This implies the following isomorphism in
CH1(C ×S C ×S XN−m):
(idC ×sm,N)
∗ℓN = m · p
∗
12µ+ p
∗
13ℓN−m. (2.5)
Lemma 2.2. One has the following identity in CH∗(C ×S C) for n ≥ 1:
µn = (−ψ)n + (−1)nψn−1 · ((p0 × id)∗[C] + (id×p0)∗[C]) + (−1)
n−1
∑
i≥1
(
n
i
)
ψn−i ·∆∗(K + 2[p0(S)])
i−1.
Proof. In the case N = 1 the equality (2.1) gives
µ = ∆∗[C]− (p0 × id)∗[C]− (id×p0)∗[C]− ψ · [C ×S C],
where ∆ : C → C ×S C is the diagonal. Now the required identity is easily proved by induction in n using
the equalities
∆∗ (∆∗[C]− (p0 × id)∗[C]− (id×p0)∗[C]) = −(K + 2[p0(S)]),
µ · (p0 × id)∗[C] = µ · (id×p0)∗[C] = 0.

Proof of Theorem 2.1. The composition Tk(m, a)◦Tk′(m′, a′) acting on CH∗(XN ) is given by the operator
x 7→ sm,m′,∗
(
(idC ×sm′,m′+N )
∗ℓkm′+Np
∗
23ℓ
k′
N · p
∗
1(a) · p
∗
2(a
′) · p∗3(x)
)
,
where pi (i = 1, 2, 3) are the projections from the product C ×S C ×S XN to its factors, and sm,m′ denotes
the following composition
C ×S C ×S XN
idC ×sm′,m′+N
✲ C ×S Xm′+N
sm,m+m′+N
✲ Xm+m′+N .
From (2.5) we get
(idC ×sm′,m′+N )
∗ℓkm′+N =
∑
i
(
k
i
)
m′ip∗12µ
i · p∗13ℓ
k−i
N . (2.6)
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Let us set
Sk,k′;m,m′(a, a
′)(x) = sm,m′,∗
(
p∗12ℓ
k
N · p
∗
23ℓ
k′
N · p
∗
1(a) · p
∗
2(a
′) · p∗3(x)
)
.
Then using Lemma 2.2 and (2.6) we derive
Tk(m, a) ◦ Tk′(m
′, a′) =
∑
n≥0
(−m′ψ)n
(
k
n
)
Sk−n,k′;m,m′(a, a
′) +
∑
n≥1,i≥1
(−1)n−1m′nψn−i
(
k
n
)(
n
i
)
Tk+k′−n(m+m
′, aa′(K + 2[p0(S)])
i−1) +
(−1)km′kψk−1p∗0(a) · Tk′(m
′, a′) + δk′,0
∑
n≥1
(−1)nm′nψn−1
(
k
n
)
p∗0(a
′) · Tk−n(m, a).
From this we deduce that∑
p≥0
(
k
p
)
(m′ψ)pTk−p(m, a)Tk′(m
′, a′) = Sk,k′ ;m,m′(a, a
′) +
∑
i≥1
(−1)i−1
(
k
i
)
m′iTk+k′−i(m+m
′, aa′(K + 2[p0(S)])
i−1)−m′kψk−1p∗0(a)Tk′ (m
′, a′)
− δk′,0 ·
∑
i≥1
(
k
i
)
m′iψi−1p∗0(a
′)Tk−i(m, a).
It remains to observe that condition (ii) imposed on (XN ) implies that
Sk,k′ ;m,m′(a, a
′) = Sk′,k;m′,m(a
′, a).
Expressing both sides of this equality in terms of the operators (Tk(m, a)) we get the required relation. 
Remarks. 1. In the case of XN = J the definition of the operators Tk(m, a) can be extended to the
case of arbitrary m ∈ Z, so that the relations of Theorem 2.1 still hold. Namely, we define the morphism
sm,N for m ∈ Z, so that it maps (p, ξ) ∈ Cs × Js to mι(p) + ξ ∈ Js.
2. Similar relation holds if we replace Chow groups with cohomology provided we insert the standard
sign (−1)deg(a) deg(a
′) whenever a′ goes before a.
We are mostly interested in two cases: (XN = C[N ]) and (XN = J ). First, let us consider the case
(XN = C[N ]). In this case we will deduce the relation between the operators (Tk(m, a)) and (Pi,j(a)). We
need one auxiliary result for this. Let us denote by Zm,N ⊂ C ×S C[N ] the image of the closed embedding
tm,N . In other words, Zm,N consists of (p,D) ∈ Cs × C
[N ]
s such that D−mp ≥ 0. Note that DN := Z1,N
is the universal divisor in C ×S C[N ].
Lemma 2.3. One has the following equality in CHm(C ×S C[N ]):
[Zm,N ] = [DN ] · ([DN ] + p
∗
1K) · . . . · ([DN ] + (m− 1)p
∗
1K).
where p1 : C ×S C[N ] → C is the projection. Equivalently,
[DN ]
m =
m∑
i=0
(−1)m−iS(m, i) · p∗1K
m−i · [Zi,N ],
where S(m, i) = 1
i!
∑i
j=0(−1)
j
(
i
j
)
(i − j)m are the Stirling numbers of the second kind.
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Proof. In the case m = 1 the equality is clear. The general case follows by induction in m using the
identity
[DN ] = t
∗
1,N+1(DN+1 + p
∗
1K) (2.7)
in CH1(C ×S C[N ]). To obtain this identity one can start with the equality (1.1) (for M = 1) in CH
1(C ×S
C ×S C[N ]) and then apply the pull-back with respect to the diagonal embedding ∆ × id : C ×S C[N ] →
C ×S C ×S C[N ] (when the base is a point this was observed in Proposition 19.1 of [22]). 
Proposition 2.4. One has the following equality of operators on CH∗(C[•]):
Tk(m, a) = (−1)
kPm,0(a · [p0])P1,1([C])
kψk−1 +∑
i+n+j=k
(−1)n+j
(
k
j
)
S(i+ n, i)Pi+m,i(a ·K
n)P1,1([p0] + ψ)
j .
Proof. Since [Zk,N ] = tk,N,∗([C ×S C[N−k]]), we can rewrite Pk+m,k(a) in the form similar to that of
Tk(m, a):
Pk+m,k(a)(x) = sm,N,∗([Zk,N ] · p
∗
1a · p
∗
2x), (2.8)
where x ∈ CH∗(C[N ]). Let us use the following shorthand notation for divisors on C ×S C[N ]: D = DN ,
R = p∗2RN , K = p
∗
1K, [p0] = p
∗
1[p0]. Then we can write (2.1) as
(id×σN )
∗c1(PC) = D −R−N [p0]−Nψ.
Note that we have the following relations in CH2(C ×S C[N ]):
(D −R) · [p0] = 0, [p0]
2 = −ψ · [p0].
It follows that for j ≥ 1 one has (D −R−Nψ)i · [p0]
j = N i(−ψ)i+j−1 · [p0], so we derive
(id×σN )
∗c1(PC)
k = (D −R−N([p0] + ψ))
k = (D −R−Nψ)k + (−N)k[p0]ψ
k−1.
Therefore, using Lemma 2.3 we find
(id×σN )
∗c1(PC)
k = (−N)k[p0]ψ
k−1 +
∑
i+n+j=k
(−1)n+j
(
k
j
)
S(i+ n, i)[Zi,N ] ·K
n · (R+Nψ)j .
Taking into the account (2.8), we get
Tk(m, a)(x) = (−N)
kPm,0(a · [p0])(x) · ψ
k−1 +∑
i+n+j=k
(−1)n+j
(
k
j
)
S(i+ n, i)Pi+m,i(a ·K
n)((R +Nψ)j · x),
where x ∈ CH∗(C[N ]). It remains to use the equalities
P1,1([C])(x) = Nx,
P1,1([p0])(x) = R · x
for x ∈ CH∗(C[N ]). 
Now let us specialize to the case XN = J . In this case we can relate the operators Tk(m, a) to the
operators considered in [24] (in the case S = Spec(k)). Following [24] let us define the operators Ak(α)
on CH∗(J ) for α ∈ CH∗(J ) and k ≥ 0 by
Ak(α)(x) = (p1 + p2)∗(c1(L)
k · p∗1α · p
∗
2x),
where p1 and p2 are projections from the product J ×S J to its factors.
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Lemma 2.5. For a ∈ CH∗(C) one has Ak([m]∗ι∗a) = mkTk(m, a) (with the convention that 00 = 1),
where [m] : J → J : ξ → mξ.
Proof. We have
Ak([m]∗ι∗a) = (mp1 + p2)∗
(
([m]× id)∗c1(L)
k · p∗1(ι∗a) · p
∗
2x
)
=
mk(mp1 + p2)∗
(
c1(L)
k · (ι × idJ )∗(p
∗
1a) · p
∗
2x
)
.
Now the result follows immediately from the isomorphism L|C×SJ ≃ PC . 
Working with rational coefficients we can consider the decomposition
CH∗(J )Q =
2g⊕
i=0
CH∗(J )i,
where [m]∗x = m
ix for x ∈ CH∗(J )i (see [10] Thm. 3.1). It follows that for fixed k and α ∈ CH
∗(J ) the
operator valued function m→ Ak([m]∗α) is a polynomial of degree ≤ 2g. By Lemma 2.5 the same is true
for Tk(m, a), where a ∈ CH
∗(C) (more precisely, it is a polynomial in m of degree ≤ 2g − k). Therefore,
we can write
Tk(m, a) =
2g−k∑
n=0
mn
n!
X˜n,k(a)
for some operators X˜n,k(a) on CH
∗(J )Q. Then the relations of Theorem 2.1 are equivalent to the following
relations for (X˜n,k(a)):∑
i≥0 ψ
i · i!
((
k
i
)(
n′
i
)
X˜n,k−i(a)X˜n′−i,k′ (a
′)−
(
k′
i
)(
n
i
)
X˜n′,k′−i(a
′)X˜n−i,k(a)
)
=∑
i≥1(−1)
i−1i!
((
k
i
)(
n′
i
)
−
(
k′
i
)(
n
i
))
X˜n+n′−i,k+k′−i(aa
′(K + 2[p0(S)])
i−1)+
δn′,0p
∗
0(a
′)ψk
′−1k′!
(
n
k′
)
X˜n−k′,k(a)− δn,0p∗0(a)ψ
k−1k!
(
n′
k
)
X˜n′−k,k′(a
′)+
δk,0p
∗
0(a)ψ
n−1n!
(
k′
n
)
X˜n′,k′−n(a
′)− δk′,0p∗0(a
′)ψn
′−1n′!
(
k
n′
)
X˜n,k−n′(a).
(2.9)
We will denote X˜n,k([C]) simply by X˜n,k(C). In the case S = Spec(k) the above relations are essentially
equivalent to those of Theorem 2.6 of [24]. Recall that in [24] we showed that the operators X˜n,k(C) −
nkX˜n−1,k−1(K/2 + [p0]) satisfy the commutation relations of the Lie algebra HV
′ and calculated their
Fourier transform. We are going to present a similar computation in the relative case (i.e., when S
is arbitrary). We refer to [10] for the basic properties of the Fourier transform on cycles over abelian
schemes (originally introduced in [20] and studied in [3] and [4]).
Theorem 2.6. (i) The operators
e =
1
2
X˜0,2(C), f = −
1
2
X˜2,0(C), h = −X˜1,1(C) + g · id (2.10)
on CH(J )Q define an action of the Lie algebra sl2.
(ii) Let us set for a ∈ CH∗(C), n ≥ 0, k ≥ 0,
Xn,k(a) =
∑
i≥0
(−1)ii!
(
n
i
)(
k
i
)
X˜n−i,k−i(aη
i),
where η := K/2 + [p0(S)] + ψ/2 ∈ CH
1(C)Q. Consider the Fourier transform defined by
F : CH∗(J )Q → CH
∗(J )Q : x 7→ p2∗(exp(c1(L)) · p
∗
1x).
Then one has
FXn,k(a)F
−1 = (−1)kXk,n(a).
[e,Xn,k(a)] = nXn−1,k+1, [f,Xn,k(a)] = kXn+1,k−1(a), [h,Xn,k(a)] = (k − n)Xn,k(a).
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Remark. The sl2-action of Theorem 2.6 differs only by a sign from the relative Lefschetz action associated
with the relatively ample class −τ2(C)/2 on J (see [16]).
We start with some preliminary statements.
Lemma 2.7. One has FX˜n,0(a)F
−1 = X˜0,n(a) for every a ∈ CH
∗(C), n ≥ 0.
Proof. By definition, X˜n,0(a)/n! is the Pontryagin product with an ∈ CH
∗(J )Q where [m]∗ι∗a =∑
i≥0m
iai for all m ∈ Z. On the other hand, X˜0,n(a) = Tn(0, a) is the usual product with τn(a)
(see (2.3) and (2.4)). Since F (x ∗ y) = F (x) · F (y), it remains to show that
F (an) =
1
n!
τn(a) = p2∗(
c1(L)n
n!
· p∗1ι∗a), (2.11)
where p1 and p2 are the projections of the product J ×S J on its factors. This fact is well known but
we will give the proof since it is very short. We have∑
i≥0
miF (ai) = F ([m]∗ι∗a) = [m]
∗F (ι∗a) = [m]
∗p2∗(exp(c1(L))·p
∗
1ι∗a) = p2∗((id×[m])
∗ exp(c1(L))·p
∗
1ι∗a).
Using the identity (id×[m])∗c1(L) = mc1(L), we see that this is equal to
∑
i≥0m
iτi(a)/i!. Now (2.11) is
obtained by equating the coefficients with mn. 
Lemma 2.8. (i) One has X˜0,i(C) = X˜i,0(C) = 0 for i ≤ 1.
(ii) One has
[e, X˜n,k(a)] = nX˜n−1,k+1(a)− n(n− 1)X˜n−2,k(a · η),
[f, X˜n,k(a)] = kX˜n+1,k−1(a)− k(k − 1)X˜n,k−2(a · η).
Proof. (i) The operator X˜0,0(C) = T0(0, C) is the product with the pull-back of π∗[C] = 0, where
π : C → S is the projection. On the other hand, the operator X˜0,1(C) = T1(0, C) is the product with
τ1(C) = p2∗(c1(PC)), where p2 : C ×S J → J is the projection. Since c1(PC) is the divisor in C ×S J that
has degree zero on every fiber of p2, we get τ1(C) = 0. Now the vanishing of X˜1,0(C) follows from Lemma
2.7.
(ii) This is an immediate consequence of relations (2.9) and of part (i). 
Proof of Theorem 2.6. (i) These relations follow from Lemma 2.8 and from the observation that X˜0,0(η) =
g · id (since it is the product with the pull-back of π∗(η) = g · [S]).
(ii) From Lemma 2.7 we get
FfF−1 = −e. (2.12)
Recall that −f is the Pontryagin product with the class a2 on J defined by [m]∗[C] =
∑
im
iai. Replacing
m by −m we see that [−1]∗a2 = a2. Hence, f commutes with [−1]∗. Now the identity F 2 = (−1)g[−1]∗
(see [10], Cor.2.22) implies that F 2 commutes with f . Therefore, from (2.12) we get
FeF−1 = −f.
On the other hand, from Lemma 2.8(ii) we deduce by induction that
ad(f)k
eX0,n+k(a)
(n+k)! =
Xk,n(a)
n! ,
ad(e)k
eXn+k,0(a)
(n+k)! =
Xn,k(a)
n! .
(2.13)
Now, combining all of this with Lemma 2.7 we get
F
Xn,k(a)
n!
F−1 = ad(−f)k(F
X˜n+k,0(a)
(n+ k)!
F−1) = (−1)k ad(f)k
X˜0,n+k(a)
(n+ k)!
= (−1)k
Xk,n(a)
n!
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as required. The formulas for [e,Xn,k(a)] and [f,Xn,k(a)] follow immediately from (2.13). 
3. Divided powers
In this section we construct and study divided powers of operators Pn,0(C) and P0,n(C). Then we use
them to define an action of a certain Z-form of an algebra of differential operators in two variables on
CH∗(C[•]). We will also construct a Z-version of the Lefschetz sl2-action on CH
∗(C [N ]) (see Theorem
3.12).
Let us start with divided powers of Pn,0(C). By definition, we have
Pn,0(C)(x) = δn ∗ x,
where δn = ∆n∗([C]) ⊂ CH1(C[n]) is the class of the diagonal. Thus, we can set
Pn,0(C)
[d](x) = δ[d]n ∗ x, (3.1)
where
δ[d]n = ∆
[d]
n∗([C
[d]]) ∈ CHd(C
[nd]),
∆[d]n : C
[d] → C[nd] : D 7→ nD.
Note that d!δ
[d]
n = δ∗dn — the dth power of δn with the respect to the Pontryagin product. Hence,
d!Pn,0(C)
[d] = Pn,0(C)
d.
To describe the divided powers of P0,n(C) let us introduce a new binary operation on CH
∗(C[•]) as
follows. For a ∈ CH∗(C[k]) and x ∈ CH∗(C[N ]) set
ia(x) = p2∗(p
∗
1a · α
∗
k,N−kx) ∈ CH
∗(C[N−k]),
where p1, p2 are projections of the product C
[k] ×S C
[N−k] to its factors. Then it is easy to see that
P0,n(C)(x) = iδn(x).
Also, it is straightforward to check that
ia∗b = ia ◦ ib.
Thus, it is natural to set
P0,n(C)
[d](x) = i
δ
[d]
n
(x), (3.2)
so that we have d!P0,n(C)[d] = P0,n(C)d.
Below we use the notation from the Introduction. Let A be a supercommutative algebra A with a
unit and a distinguished even element a0 ∈ A. We are going to define two extensions of the universal
enveloping algebra of D(A, a0) by adding two families of divided powers.
Lemma 3.1. (i) Let g be a Lie algebra over Z. Then for x, y ∈ g, the following relations hold in U(g):
xdy =
d∑
i=0
(
d
i
)
(adx)i(y)xd−i,
yxd =
d∑
i=0
(
d
i
)
xd−i(− adx)i(y)
for all d ≥ 1.
(ii) The following relations hold in U(D(A, a0)):
Pm,k(a)Pn,0(1)
d =
∑
j≤i
(−1)i−j
i!d!
j!(d− j)!
(
k
i
)
Aj(i, n)Pn,0(1)
d−jPm+nj−i,k−i(aa
i−j
0 ),
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P0,n(1)
dPm,k(a) =
∑
j≤i
(−1)i−j
i!d!
j!(d− j)!
(
m
i
)
Aj(i, n)Pm−i,k+nj−i(aa
i−j
0 )P0,n(1)
d−j ,
where
Ad(i, n) =
∑
i1+...+id=i,is≥1
(
n
i1
)
. . .
(
n
id
)
.
We also use the convention xi = 0 for i < 0 (so that j ≤ d in both sums).
Proof. (i) This is easily checked by induction in d.
(ii) Using the commutation relations in D(A, a0) one can check by induction in d that
ad(P0,n(1))
d(Pm,k(a)) =
∑
i≥d
(−1)i−di!
(
m
i
)
Ad(i, n)Pm−i,k+nd−i(a · a
i−d
0 ),
ad(−Pn,0(1))
d(Pm,k(a)) =
∑
i≥d
(−1)i−di!
(
k
i
)
Ad(i, n)Pm+nd−i,k−i(a · a
i−d
0 ).
Now the required relations follow from (i). 
Definition. Let us denote by U˜1(A, a0) (resp., U˜2(A, a0)) the superalgebra over Z with generators
(Pm,k(a)), m ≥ 0, k ≥ 0, depending additively on a ∈ A, and (Pn,0(1)[d]) (resp., (P0,n(1)[d])), n ≥ 1,
d ≥ 0, subject to the following relations:
(i) the supercommutator relations of D(A, a0) for (Pm,k(a));
(ii) d!Pn,0(1)
[d] = Pn,0(1)
d (resp., d!P0,n(1)
[d] = P0,n(1)
d);
Pn,0(1)
[d1]Pn,0(1)
[d2] =
(
d1+d2
d1
)
Pn,0(1)
[d1+d2] (resp., P0,n(1)
[d1]P0,n(1)
[d2] =
(
d1+d2
d1
)
P0,n(1)
[d1+d2]);
(iii) Pm,k(a)Pn,0(1)
[d] =
∑
j≤i(−1)
i−j i!
j!
(
k
i
)
Aj(i, n)Pn,0(1)
[d−j]Pm+nj−i,k−i(aa
i−j
0 ),
(resp., P0,n(1)
[d]Pm,k(a) =
∑
j≤i
(−1)i−j
i!
j!
(
m
i
)
Aj(i, n)Pm−i,k+nj−i(aa
i−j
0 )P0,n(1)
[d−j]).
Theorem 3.2. The action of D(CH∗(C),K) on CH∗(C[•]) extends to the action of U˜1(CH
∗(C),K) (resp.,
U˜2(CH
∗(C),K)), such that the action of Pn,0(C)[d] (resp., P0,n(C)[d]) is given by (3.1) (resp., (3.2)).
Furthermore, these relations hold on the level of correspondences. Also, similar statements hold for
cohomology.
First, we need to calculate some intersection-products.
Lemma 3.3. Recall that for each m ≥ 0 we denote by Zm,N ⊂ C ×S C[N ] the image of tm,N :
C ×S C[N−m] → C ×S C[N ]. For m ≤ n we can consider the fine intersection-product [Zm,N ] · [Zn,N ] ∈
CHm(Zn,N). We have the following formula:
[Zm,N ] · [Zn,N ] =
∑
i≥0
(−1)ii!
(
m
i
)(
n
i
)
p∗1K
i · [Zm+n−i,N ],
where p1 : Zn,N → C is the natural projection.
Proof. We have an isomorphism tn,N : C × C
[N−n]→˜Zn,N . Under this isomorphism the intersection-
product in question becomes t∗n,N [Zm,N ], and the required formula is equivalent to
t∗n,N [Zm,N ] =
∑
i≥0
(−1)i
(
m
i
)(
n
i
)
p∗1K
i · [Zm−i,N−n].
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For m = 1 this boils down to the identity
t∗n,N [DN ] = DN−n − np
∗
1K
that follows easily from (2.7). To deduce the case of general m we use Lemma 2.3. 
Lemma 3.4. Consider the cartesian diagram
Πd(i1, . . . , in) ✲ C
[d]
C ×S C
[d−i1] ×S . . .×S C
[d−in]
❄
si1,... ,in;d✲ (C[d])n,
∆n
❄
where ∆n is the diagonal embedding, while si1,... ,in;d is given by (p,D1, . . . , Dn) 7→ (i1p+D1, . . . , inp+
Dn). For each j ≥ max(i1, . . . , in) we have a natural map
qj : C ×S C
[d−j] → Πd(i1, . . . , in) : (p,D) 7→ (p, (j − i1)p+D, . . . , (j − in)p+D, jp+D),
where we view Πd(i1, . . . , in) as a subvariety of C ×S C[d−i1] ×S . . . ×S C[d−in] ×S C[d]. Set i =
∑n
s=1 is.
Then we have
s!i1,... ,in;d[C
[d]] =
∑
j≥0
(−1)ja(i1, . . . , in; j) · p
∗
1K
j · qi−j∗ [C × C
[d−i+j]]
where the coefficients a(i1, . . . , in; j) are defined recursively by
a(i1, . . . , in; j) =
∑j
k=0 k!
(
i1
k
)(
i2+...+in−j+k
k
)
a(i2, . . . , in, j − k),
a(i1; j) = δj,0
(3.3)
(note that a(i1, . . . , in; j) = 0 unless j ≤ i−max(i1, . . . , in)).
Proof. Note that for n = 1 we have Πd(i1) = C ×S C[d−i1], and the formula holds trivially. For n > 1 we
have the following commutative diagram with cartesian squares:
Πd(i1, . . . , in) ✲ Πd(i2, . . . , in) ✲ C
[d]
C ×S C
[d−i1] ×S . . .×S C
[d−in]
❄
ti1,d × id× . . .× id✲ C ×S C
[d] ×S C
[d−i2] ×S . . .×S C
[d−in]
❄
✲ (C[d])n
∆n
❄
C ×S C
[d−i1]
p12
❄
ti1,d ✲ C ×S C
[d]
p12
❄
where the second arrow in the second row is induced by si2,... ,in;d. It follows that
s!i1,... ,in;d[C
[d]] = t!i1,ds
!
i2,... ,in;d[C
[d]].
Now the required equality and the recursive formula for the coefficients a(i1, . . . , in; j) follow easily by
induction using Lemma 3.3. 
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Lemma 3.5. Consider the cartesian square
Z
d,[n]
k,N
✲ C ×S C
[N−k]
C[d] ×S C
[N−nd]
❄ s
[n]
d,N
✲ C[N ]
sk,N
❄
where s
[n]
d,N(D1, D2) = nD1 +D2. For every i, j such that i ≤ k and i ≤ nj we have a closed embedding
qi,j : C×S C
[d−j]×S C
[N−nd−k+i] → Z
d,[n]
k,N : (p,D1, D2) 7→ (jp+D1, (k− i)p+D2, p, (nj− i)p+nD1+D2),
where we view Z
d,[n]
k,N as a subset of C
[d] ×S C[N−nd] ×S C ×S C[N−k]. Then we have the following formula
for the intersection-product in the above diagram:
[C[d]×SC
[N−nd]]·[C×SC
[N−k]] =
∑
0≤j≤i≤k,i≤nj
(−1)i−j
i!
j!
(
k
i
)
Aj(i, n)q
i,j
∗ (p
∗
1K
i−j ·[C×SC
[d−j]×SC
[N−nd−k+i]]),
where we use the numbers (Aj(i, n)) introduced in Lemma 3.1(ii).
Proof. Consider the following commutative diagram with cartesian squares:
Z
d,[n]
k,N
✲ Πk,(d)n,N ✲ C ×S C
[N−k]
C[d] ×S C
[N−nd]
❄
∆n × id
✲ (C[d])n ×S C
[N−nd]
❄
α
✲ C[N ]
❄
C[d]
❄
∆n
✲ (C[d])n
❄
where ∆n is the diagonal embedding, the map α is given by the addition of divisors. We have to calculate
∆!nα
![C ×S C[N−k]]. Iterating Lemma 1.1 we obtain
α![C ×S C
[N−k]] =
∑
i1+...+in=i≤k
k!
i1! . . . in!(k − i)!
[C ×S C
[d−i1] ×S . . .×S C
[d−in] ×S C
[N−nd−k+i]].
Next, by Lemma 3.4
∆!n[C ×S C
[d−i1] ×S . . .×S C
[d−in]] = s!i1,... ,in;d[C
[d]] =∑
l≥0
(−1)la(i1, . . . , in; l)p
∗
1K
l · [C ×S C
[d−i+l]],
where i = i1 + . . .+ in. It follows that
∆!nα
![C ×S C
[N−k]] =
∑
0≤l≤i≤k
(−1)l
(
k
i
)
b(i, l;n)p∗1K
l · [C ×S C
[d−i+l] ×S C
[N−nd−k+i]],
where
b(i, l;n) =
∑
i1+...+in=i
i!
i1! . . . in!
a(i1, . . . , in; l).
20
It remains to show that b(i, l;n) = i!(i−l)!Ai−l(i, n). To this end we use the recursive formulas
b(i, l;n) =
∑
0≤i1≤i,0≤k≤l
i!(i− i1 − l + k)!
(i − i1)!(i1 − k)!(i− i1 − l)!k!
b(i− i1, l − k;n− 1), b(i, l; 1) = δl,0
that follow immediately from (3.3). Note that from the formula
(
n
i
)
=
(
n−1
i
)
+
(
n−1
i−1
)
one can derive a
similar recursive formula for Ad(i, n):
Ad(i, n) =
∑
r+s+t=d
d!
r!s!t!
Ad−r(i− r − s, n− 1).
Now the required equality follows easily by induction in n. 
Proof of Theorem 3.2. Relations of type (ii) are easy to check, so we will concentrate on relations of type
(iii). In the notation of Lemma 3.5 the composition Pm,k(a) ◦ Pn,0(C)[d] acting on C[N−nd] is given by
x 7→ q2∗(w · p∗Ca · q
∗
1x), where w ∈ CH
∗(Z
d,[n]
k,N ) is the intersection-product computed in this lemma, q1 is
the composition
Z
d,[n]
k,N → C
[d] ×S C
[N−nd] p2→ C[N−nd],
q2 is the composition
Z
d,[n]
k,N
✲ C ×S C
[N−k] sm,N−k+m✲ C[N−k+m],
and pC : Z
d,[n]
k,N → C is the natural projection. The formula for w leads to the expression for the
Pm,k(a) ◦Pn,0(C)[d] as the linear combination of the operators defined by the cycles p∗C(a ·K
i−j) over the
correspondences
C ×S C
[d−j] ×S C
[N−nd−k+i]
C[N−nd]
✛
sk−
i,N
−
nd
p13
C[N−k+m]
q
✲
where q(p,D1, D2) = (m + nj − i)p + nD1 +D2. It is easy to see that the same correspondence arises
when computing Pn,0(C)
[d−j] ◦Pm+nj−i,k−i(a ·K
i−j) and that the coefficients match. The second relation
of type (iii) is checked similarly: the operators involved in it are defined by the transposes of the above
correspondences. 
Example. In the case of a trivial family C = C × S the relations established in Theorem 3.2 take form
Pm,k(a)Pn,0(C × S)
[d] =
d∑
i=0
(
k
i
)
niPn,0(C × S)
[d−i]Pm+i(n−1),k−i(a),
P0,n(C × S)
[d]Pm,k(a) =
d∑
i=0
(
m
i
)
niPm−i,k+i(n−1)(a)P0,n(C × S)
[d−i],
where a ∈ CH∗(C × S).
Remarks. 1. One should be able to establish also some commutation relations between Pn1,0(C)
[d1] and
P0,n2(C)
[d2]. The simplest example of such relations is given in Proposition 3.6 below.
2. For other operators Pk,m(C) one should be able construct some modified divided powers. For example,
we have P1,1(C)(x) = Nx for x ∈ CH
∗(C[N ]), so one cannot construct P1,1(C)2/2, however, one can
construct (P1,1(C)2 − P1,1(C))/2.
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Proposition 3.6. All the operators in the family {P1,0(C)[d] | d ≥ 1}∪{P0,1(C)[d] | d ≥ 1} commute with
each other (on the level of correspondences).
Proof. The fact that the operators within each set commute with each other follows from the commu-
tativity of the Pontryagin product. Now let us check that P1,0(C)[d1] commutes with P0,1(C)[d2]. The
composition P0,1(C)[d2] ◦P1,0(C)[d1] acting on CH
∗(C[N ]) is given by the following correspondence Π from
C[N ] to C[N+d1−d2] equipped with a class of dimension N + d1:
Π = {(D1, E1, D2, E2) ∈ C
[d1] ×S C
[N ] ×S C
[d2] ×S C
[N+d1−d2] | D1 + E1 = D2 + E2},
where the map q : Π → C[N ] ×S C[N+d1−d2] sends (D1, E1, D2, E2) to (E1, E2). This correspondence is
equipped with the natural intersection-product class of dimension N + d1
[C[d1] ×S C
[N ]] · [C[d2] ×S C
[N+d1−d2]]. (3.4)
On the other hand, the composition P1,0(C)[d1] ◦ P0,1(C)[d2] is given by the correspondence
C[d2] ×S C
[N−d2] ×S C
[d1]
C[N ]
✛
αd2
,N
−
d2
p12
C[N+d1−d2]
α
N
−
d
2 ,d
1 p
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✲
The natural map
C[d2] ×S C
[N−d2] ×S C
[d1] → Π : (D2, E
′, D1) 7→ (D1, D2 + E
′, D2, D1 + E
′)
is an isomorphism onto an irreducible component Π0 ⊂ Π. Other irreducible components Πi ⊂ Π are
numbered by i, such that 1 ≤ i ≤ min(d1, d2). Namely, Πi is the image of the map
C[i] ×S C
[d2−i] ×S C
[N−d2+i] ×S C
[d1−i] → Π : (D0, D
′
2, E
′, D′1) 7→ (D0 +D
′
1, D
′
2 + E
′, D0 +D
′
2, D
′
1 + E
′).
Since the composition of this map with q : Π→ C[N ]×SC[N+d1−d2] factors through C[d2−i]×SC[N−d2+i]×S
C[d1−i], we derive that q(Πi) has dimension ≤ N + d1 − i. Therefore, the components Πi with i ≥ 1 give
zero contribution to the composition P0,1(C)[d2] ◦P1,0(C)[d1]. It remains to prove that [Π0] appears in the
intersection-product (3.4) with multiplicity 1. To this end we can replace C[d2] by the cartesian product
Cd2 and then use iteratively Lemma 1.1 (in the case m = 1). 
Let us denote by Dt,u,Q = Q[t, u, ∂t, ∂u] the algebra of differential operators in two variables. Let us
also denote by
Z[t, u[•], ∂
[•]
t , ∂u] ⊂ Dt,u,Q
the subalgebra over Z generated by t, ∂u and by the divided powers of u and ∂t. We will also consider
the Z-subalgebras Z[t, ∂
[•]
t ] and Z[u
[•], ∂u] in this algebra.
Corollary 3.7. Assume that we are given a point p0 ∈ C(S). Then there is an action of Z[t, u
[•], ∂
[•]
t , ∂u]
on CH∗(C[•]) such that
t 7→ P1,0([p0(S)]) + ψ · P1,0(C) (Pontryagin product with [p0(S)] + ψ · [C])
u[d] 7→ P1,0(C)
[d] (Pontryagin product with [C[d]]),
∂
[d]
t 7→ P0,1(C)
[d],
∂u 7→ P0,1([p0(S)]),
where ψ = p∗0K ∈ CH
1(S).
Here are some simple observations on actions of Z[t, u[•], ∂
[•]
t , ∂u] (probably well known).
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Lemma 3.8. Let M be a Z[u[•], ∂u]-module such that for every x ∈ M one has ∂nux = 0 for all n ≫ 0
(resp., Z[t, ∂
[•]
t ]-module such that for every x ∈ M one has ∂
[n]
t x = 0 for all n ≫ 0). Set M0 = {x ∈
M | ∂ux = 0} (resp., M0 = {x ∈ M | ∂
[n]
t x = 0 for all n > 0}). Then the submodule M0[u
[•]] ⊂ M
(resp., M0[t] ⊂ M) consisting of elements of the form
∑
aiu
[i] (resp.,
∑
ait
i) with ai ∈ M0, coincides
with the entire M .
Proof. Assume first that M is a module over Z[u[•], ∂u]. For x ∈ M let n be the minimal number such
that ∂nu (x) ∈M0[u
[•]]. Assume that n > 0. Let
∂nu (x) = a0 + a1u+ . . .+ aku
[k].
where ai ∈M0. Then
∂u(∂
n−1
u (x)− a0u− a1u
[2] − . . .− aku
[k+1]) = 0,
i.e., ∂n−1u (x) − a0u − a1u
[2] − . . . − aku[k+1] ∈ M0. It follows that ∂n−1u (x) ∈ M0[u
[•]] contradicting the
choice of n.
Now, let M be a module over Z[t, ∂
[•]
t ]. For x ∈ M let n be the minimal number such that ∂
[k]
t (x) ∈
M0[t] for all k ≥ n. Assume that n > 0 and let us lead this to contradiction. Replacing x by ∂
[n−1]
t (x)
we can reduce the proof to the case n = 1. In this case set for k ≥ 1
fk = ∂
[k]
t (x) =
∑
i≥0
ak,it
i ∈M0[t].
Note that fk = 0 for k ≫ 0, so we can form the finite sum
f =
∑
k≥1
ak,0t
k ∈M0[t].
Using the identities ∂
[m−k]
t fk =
(
m
k
)
fm one can easily check that ∂
[k]
t f = fk for every k ≥ 1. Hence,
x− f ∈M0, i.e., x ∈M0[t]. 
For every abelian group Γ there is a natural structure of a Z[t, u[•], ∂
[•]
t , ∂u]-module on Γ[t, u
[•]] such
that ∂
[n]
t (γt
iu[j]) = γ
(
i
n
)
ti−nu[j]. Note that the operator ∂u on this module is surjective.
Proposition 3.9. LetM be a Z[t, u[•], ∂
[•]
t , ∂u]-module such that for every x ∈M one has ∂
[n]
t x = ∂
n
ux = 0
for all n≫ 0. Then
(i) M ≃M0[t, u
[•]] as Z[t, u[•], ∂
[•]
t , ∂u]-module, where
M0 = {x ∈M | ∂ux = 0, ∂
[n]
t x = 0 for all n > 0};
(ii) the operator t : M →M is injective, and the operator ∂u : M →M is surjective.
Proof. (i) First, it is easy to check that any submodule of an Z[t, u[•], ∂
[•]
t , ∂u]-module of the form
Γ[t, u[•]] itself has the form Γ′[t, u[•]] for a subgroup Γ′ ⊂ Γ. Indeed, this follows easily from the fact
that ∂
[m]
t ∂
n
u (γt
mu[n]) = γ for γ ∈ Γ. Therefore, the natural morphism of Z[t, u[•], ∂
[•]
t , ∂u]-modules
M0[t, u
[•]] → M is injective (since M0 embeds into M). It remains to prove that this morphism is also
surjective. ViewingM as a Z[u[•], ∂u]-module and applying Lemma 3.8, we derive thatM = (ker ∂u)[u
[•]].
Next, applying the same lemma to the Z[t, ∂
[•]
t ]-module ker ∂u, we obtain ker ∂u = M0[t]. Hence, M =
M0[t, u
[•]].
(ii) This follows from (i) since for a module of the form Γ[t, u[•]] injectivity of t (resp., surjectivity of ∂u)
is clear. 
In the case when S is a point the following result is due to Collino [8].
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Proposition 3.10. Let iN : C[N−1] → C[N ] be the closed embedding associated with a point p0 ∈ C(S).
Then the homomorphism iN∗ : CH
∗(C[N−1]) → CH∗(C[N ]) (resp., i∗N : CH
∗(C[N ]) → CH∗(C[N−1])) is
injective (resp., surjective).
Proof. Note that iN∗ = P1,0([p0(S)]) and i
∗
N = P0,1([p0(S)]). Now the surjectivity of P0,1([p0(S)]) follows
immediately from Corollary 3.7 and Proposition 3.9(ii). To deal with injectivity of P1,0([p0(S)]) we can
modify the action of Corollary 3.7(i) as follows:
t 7→ P1,0(p0(S)),
u[d] 7→ P1,0(C)
[d],
∂
[d]
t 7→ P0,1(C)
[d],
∂u 7→ P0,1([p0(S)]) + ψ · P0,1(C).
It remains to apply Proposition 3.9(ii) to this action. 
We also get the following corollary from Proposition 3.9.
Corollary 3.11. For a point p0 ∈ C(S) consider the action of Z[t, u
[•], ∂
[•]
t , ∂u] on CH
∗(C[•]) given by
Corollary 3.7. Then there is an isomorphism of Z[t, u[•], ∂
[•]
t , ∂u]-module
CH∗(C[•]) ≃ Kp0 [t, u
[•]],
where
Kp0 = {x ∈ CH
∗(C[•]) | P0,1(p0(S))x = 0, P0,1(C))
[d]x = 0 for all d ≥ 1}.
Remarks. 1. The isomorphism of the above corollary is compatible with the bigrading of CH∗(C [•]): t
(resp., u) sends CHi(C [N ]) to CHi+1(C [N+1]) (resp., CHi(C [N+1])). In the case S = Spec(k) the strong
stability conjecture (see [15], 2.13) is equivalent to the condition that Kp0 ∩CH
p(C [N ]) is a torsion group
for N > 2p.
2. In the case S = Spec(k) the decomposition of CH∗(C [•]) into the direct summands of the form
Kp0t
mu[n] is the Z-version of the well known motivic decomposition overQ obtained by using λ-operations
(see [1]).
3. Using the divided powers of P0,1(C) we can avoid tensoring with Q in the proof of Theorem 0.3.
Instead one has to use the fact that P0,1(C)
[d] commutes with P1,0(a) for a ∈ A0(C), and hence the
subgroup A0(C)
∗n ⊂ CH0(C [n]) is killed by all the operators P0,1(C)[d].
Using Corollary 3.7 we get an interesting sl2-action on the motive of C[N ]. In the case when S is a
point we obtain in this way a Lefschetz sl2-action on CH
∗(C [N ]).
Theorem 3.12. (i) Fix a point p0 ∈ C(S). Then for every N ≥ 0 the operators
e(x) = [R] · x+ ψ · P1,0(C)P0,1([p0(S)])(x),
f = P1,0(C)P0,1(C),
h = P1,0([p0(S)])P0,1(C)− P1,0(C)P0,1([p0(S)]) + ψ · P1,0(C)P0,1(C)
(given by algebraic correspondences) define compatible actions of the Lie algebra sl2 on CH
∗(C[N ]) and
on H∗(C[N ],Q), where R = RN ⊂ C[N ] is the divisor associated with p0 (see section 2).
(ii) In the case when S is a point (so we write C = C) the operator h acts as (i−N) id on Hi(C [N ],Q).
In other words, the action of (e, f, h) on H∗(C [N ],Q) is the Lefschetz action corresponding to the ample
divisor R ⊂ C [N ] (associated with p0).
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Proof. (i) Consider the action of Z[t, u[•], ∂
[•]
t , ∂u] on CH
∗(C[•]) given by Corollary 3.7. Then the operators
e = t∂u, f = u∂t and h = t∂t − u∂u satisfy the relations of sl2. By definition, we have
P1,0([p0])|C[N−1] = iN∗, P0,1([p0])|C[N ] = i
∗
N ,
where iN : C[N−1] → C[N ] is the embedding associated with p0. Hence, for x ∈ CH
∗(C[N ]) one has
P1,0([p0])P0,1([p0])(x) = iN∗i
∗
Nx = [R] · x.
This implies our formula for e.
(ii) It is easy to see that two sl2-triples (e, f, h) and (e
′, f ′, h′) acting on the same finite-dimensional
space V such that e = e′ and [h, h′] = 0 necessarily coincide (i.e., h = h′ and f = f ′). Indeed,
consider the decomposition V =
⊕
m,n Vm,n, where h (resp., h
′) acts by m · id (resp., n · id) on Vm,n.
Consider also the subspace W = ker(e) ⊂ V and the induced decomposition W =
⊕
m≥0,n≥0Wm,n,
where Wm,n =W ∩ Vm,n. Viewing V as a representation of (e, f, h) we deduce that
eiV ∩W =
⊕
m≥i,n
Wm,n for all i ≥ 0.
On the other hand, using the triple (e = e′, f ′, h′) we get
eiV ∩W =
⊕
m,n≥i
Wm,n for all i ≥ 0.
This immediately implies thatWm,n = 0 for m 6= n, i.e., h = h′. It is well known that this implies f = f ′.
Now comparing the action of our operators (e, f, h) on H∗(C [N ],Q) with the Lefschetz action corre-
sponding to [R] and using the above observation we conclude that these two actions coincide. 
Remark. It is well known that the standard conjecture B of Lefschetz type for X and for a projective
bundle over X are equivalent (see [18]). Also, if it is true for some variety X then it is true for an
ample divisor in X . Thus, standard conjecture B for all C [N ] and for the Jacobian J are equivalent. In
particular, from the above theorem we get a new proof of the standard conjecture B for J .
Using our methods we easily recover the following result proved by S. del Ban˜o in [2].
Corollary 3.13. The hard Lefschetz theorem for the operator L of multiplication by the class [R] ∈
H2(C [N ],Z) (associated with a point p0 ∈ C) holds over Z, i.e., the map
Li : HN−i(C [N ],Z)→ HN+i(C [N ],Z)
is an isomorphism for all i ≥ 0.
Proof. Since the action of Z[t, u[•], ∂
[•]
t , ∂u] defined in Corollary 3.7 is given by algebraic correspondences,
it can also be defined for H∗(C [N ],Z). The operator L corresponds to the action of e = t∂u. As we have
seen in Theorem 3.12, the operator h = t∂t − u∂u acts as (i−N) id on Hi(C [N ],Z). On the other hand,
by Proposition 3.9(i) we have an isomorphism of H∗(C [N ],Z) with a Z[t, u[•], ∂
[•]
t , ∂u]-module of the form
Γ[t, u[•]]. For such a module we have h(γtmu[n]) = (m − n)γtmu[n], and our assertion follows from the
formula
en−m(γtmu[n]) = γtnu[m] for n ≥ m.

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4. Tautological cycles
Similarly to the case of cycles on the Jacobian considered in [5] and [24], we are going to define
the subalgebra of tautological classes in CH∗(C[•]) (resp., CH∗(J )). We will show that the operators
(Pm,k(a)) (resp., Tk(m, a)) act on this subalgebra by some differential operators.
We start with an abstract setup. Let R be a supercommutative ring, A a supercommutative R-algebra
with a fixed even element a0 ∈ A, D(A, a0) the corresponding Lie superalgebra (see the Introduction).
Let us also denote by D+(A, a0) ⊂ D(A, a0) the subalgebra generated by the operators Pm,k(a) with
m ≥ k.
Proposition 4.1. Let B be a supercommutative R-algebra, and let xm : A → B, m ≥ 0, be a family of
even R-linear maps.
(i) Assume that D(A, a0) (resp., D+(A, a0)) acts R-linearly on B in such a way that
Pm,0(a)(b) = xm(a) · b
for all m ≥ 0 and a ∈ A. Assume also that
Pm,k(a)(1) = 0 for k > 0
(resp., for m ≥ k > 0). Let us denote by T B ⊂ B the R-subalgebra generated by (xm(a)). Then T B is
stable under the action of D(A, a0) (resp., D+(A, a0)). Furthermore, if we view T B as the quotient of
the superalgebra of polynomials R[xm(a) | m ≥ 0, a ∈ G], where G is some set of homogeneous generators
of A as an R-module, then the action of this Lie algebra on T B is given by the formulas
Pm,k(a) =
∑
s≥0;k1+...+ks=k,ki≥1;n1,... ,ns≥0;a1,... ,as∈G
(−1)k−s
k!
s!
(
n1
k1
)
· . . . ·
(
ns
ks
)
×
xm−k+n1+...+ns(aas . . . a1 · a
k−s
0 )∂xn1(a1) . . . ∂xns(as),
where the case s = 0 occurs only for k = 0.
(ii) Assume in addition that the above action of D(A, a0) on B extends to an action of U˜1(A, a0), so that
Pm,0(1)
[d](b) = xm(1)
[d] · b
for some elements xm(1)
[d] ∈ B. Let T˜ B be the subalgebra generated by T B and by all the elements
xm(1)
[d]. Then T˜ B is stable under the action of U˜1(A, a0), and the action of Pm,k(a) on it is given
by the same formula as above (with ∂xm(1) extended to the divided powers). Similarly, if the action of
D(A, a0) on B extends to an action of U˜2(A, a0) such that P0,n(1)[d](1) = 0 for n ≥ 1, d ≥ 1, then T B is
stable under the action of U˜2(A, a0), and the action of P0,n(1)
[d] on T B is given by a differential operator
of order nd.
Proof. (i) For k = 0 we have Pm,0(a) = xm(a) by assumption. The general case follows by induction in
k using the (super)commutator formula
[Pm,k(a), xn(a
′)] = [Pm,k(a),Pn,0(a
′)] =
∑
i≥1
(−1)i−1i! ·
(
k
i
)(
n
i
)
Pm+n−i,k−i(a · a
′ · ai−10 )
together with the assumption that Pm,k(a)(1) = 0 for k > 0. Indeed, it is straightforward to check that
the similar commutation relation holds for the differential operators in the right-hand side of the required
formula.
(ii) Same proof as in (i) using the commutation relations in U˜1(A, a0) (resp., U˜2(A, a0)). 
Proposition 4.1 can be applied to the algebra B = CH∗(C[•]) (equipped with Pontryagin product) and
the operators (Pm,k(a)) acting on it. This leads to a definition of the subalgebra of tautological classes.
26
Definition. The (big) algebra of tautological classes on C[•]
T CH∗(C[•]) ⊂ CH∗(C[•])
is the CH∗(S)-subalgebra with respect to the Pontryagin product generated by all the classes of the form
∆n∗(a) ∈ CH
∗(C[n]), where ∆n : C → C[n] is the diagonal embedding, a ∈ CH
∗(C), n ≥ 1. Let us also
denote by
T˜ CH
∗
(C[•]) ⊂ CH∗(C[•])
the subalgebra generated by T CH∗(C[•]) along with all the classes δ
[d]
n ∈ CH
(n−1)d(C[nd]) (see section 3).
Replacing Chow groups by cohomology we also define the subalgebra of tautological classes T H∗(C[•]) ⊂
H∗(C[•]).
We can also mimic the above definition of tautological classes in the case of the relative Jacobian J
for a family of curves C/S equipped with a point p0 ∈ C(S).
Definition. The (big) algebra of tautological classes on J
T CH∗(J ) ⊂ CH∗(J )
is the CH∗(S)-subalgebra with respect to the Pontryagin product generated by all the classes of the form
[n]∗(ι∗a), where ι = σ1 : C → J is the embedding associated with p0, a ∈ CH
∗(C), n ∈ Z. Here we view
CH∗(J ) as a CH∗(S)-algebra via the homomorphism e∗ : CH
∗(S)→ CH∗(J ) associated with the neutral
element e ∈ J (S). Similarly, we define the subalgebra of tautological classes in cohomology.
Remark. One can also consider smaller algebras of tautological classes by choosing a CH∗(S)-subalgebra
A ⊂ CH∗(C) and considering only the classes ∆n∗(a) with a ∈ A. For example, one can take as A the
subalgebra generated by [p0(S)] ∈ CH
1(C), or by the relative canonical class K ∈ CH1(C), or by some
other divisor class. In [24] we worked with the subalgebra generated by χ + [p0], where 2χ = K (in the
case S = Spec(k)).
Theorem 4.2. (i) The operators (Pm,k(a)) from the Introduction preserve the subalgebra of tautological
classes T CH∗(C[•]) ⊂ CH∗(C[•]) (resp., T˜ CH
∗
(C[•])) and act on it by the differential operators given in
Proposition 4.1 with xn(a) = ∆n∗(a).
(ii) The operators Tk(m, a) from section 2 preserve the subalgebra of tautological classes T CH
∗(J ) ⊂
CH∗(J ) and act on it by differential operators (with respect to the Pontryagin product), so that Tk(m, a)
acts by a differential operator of order k.
(iii) The space of tautological classes with rational coefficients T CH∗(J )Q ⊂ CH
∗(J )Q is closed under the
usual product and under the Fourier transform. It coincides with the CH∗(S)Q-subalgebra in CH
∗(J )Q
with respect to the usual product, generated by the classes τk(a), k ≥ 0, a ∈ CH
∗(C) (see (2.4)).
(iv) For every N the map σN∗ : CH
∗(C[N ]) → CH∗(J ) (resp., σ∗N : CH
∗(J )Q → CH
∗(C[N ])Q) sends
tautological classes to tautological classes (resp., with rational coefficients).
(v) Similar statements hold for the cohomology.
Proof. (i) This follows immediately from Proposition 4.1.
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(ii) The operator T0(m, a) is simply the Pontryagin product with [m]∗ι∗a ∈ CH
∗(J ). The commutation
relation of Theorem 2.1 for k′ = 0 and k ≥ 1 gives
[Tk(m, a), T0(m
′, a′)] +
∑
i≥1
ψi
(
k
i
)
m′iTk−i(m, a)T0(m
′, a′) =
∑
i≥1
(−1)i−1
(
k
i
)
m′iTk−i(m+m
′, aa′(K + 2[p0(S)])
i−1)− ψk−1m′kp∗0(a)T0(m
′, a′)
−
∑
i≥1
(
k
i
)
m′iψi−1p∗0(a
′)Tk−i(m, a).
Since Tk(m, a)(e∗x) = 0 this implies the assertion by induction in k.
(iii) First of all, note that g-th Pontryagin power of σ1∗(C) is equal to g![J ], so [J ] ∈ T CH
∗(J )Q. Next,
let us check that T CH∗(J )Q is closed under the Fourier transform F : CH
∗(J )Q → CH
∗(J )Q. We have
seen in the proof of Lemma 2.7 that
F ([n]∗ι∗a) =
∑
k≥0
nk
k!
τk(a).
Since F (x ∗ y) = F (x) · F (y), we derive the formula
F (([n1]∗ι∗a1) ∗ . . . ∗ ([ns]∗ι∗as)) =
∑
k1,... ,ks
nk11 . . . n
ks
s
k1! . . . ks!
τk1(a1) · . . . · τks(as). (4.1)
It remains to note that
τk1(a1) · . . . τks(as) = Tk1(0, a1) . . . Tks(0, as)([J ]),
hence, it is tautological by (ii). Thus, T CH∗(J )Q is closed under the Fourier transform. It follows that
it is also closed under the usual product. Note that it contains all the classes τk(a) = Tk(a)([J ]). Now
the fact that it is generated by these classes with respect to the usual product follows from (4.1).
(iv) Since the map σ∗ : CH
∗(C[•])→ CH∗(J ) respects the Pontryagin products, the first assertion follows
from the formula
σn∗∆n∗(a) = [n]∗ι∗(a).
To check the assertion about the pull-backs we use the fact that the operators Tk(0, a) on CH
∗(C[•])
are multiplications by the pull-backs of τk(a) (see (2.3)). Since [C[N ]] ∈ T CH
0(C[N ])Q and the operators
Tk(0, a) preserve T CH
∗(C[•])Q, the result now follows from the fact that T CH
∗(J )Q is generated by the
classes (τk(a)) with respect to the usual product (see part (iii)).
(v) We can repeat the same proofs changing Chow groups to cohomology (and inserting appropriate signs
where needed). 
Remarks. 1. Consider the situation of Proposition 4.1(i). Assume that the algebra A is equipped with
a nonnegative Z-grading (compatible with the Z/2Z-grading) such that deg(a0) = 2. Let us denote by
D′(A, a0) ⊂ D(A, a0) the subalgebra generated by Pm,k(a) with m+ k+deg(a) ≥ 2. Then the analogue
of Proposition 4.1(i) holds if we only have an action of the subalgebra D′(A, a0). In particular, this can
be applied to the actions of the Lie algebra HV ′(Z) ⊂ HV(Z) (see the Introduction). In the case of the
action of HV ′(Z) on CH∗(J)Q considered in [24] we recover the differential operators obtained in loc. cit..
2. The subalgebra D+(CH
∗(C),K) ⊂ D(CH∗(C),K) considered in Proposition 4.1 is closely related to
the algebra generated by the operators (Tk(m, a)) (see section 2). We will study these algebras in a sequel
to this paper.
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Let us give an example of the calculation involving tautological cycles and using the operators intro-
duced in this paper.
Proposition 4.3. (i) Consider the cycles τk(C) ∈ CH
k−1(J ) (see (2.4)). Their pull-backs under the
morphisms σN : C[N ] → J are given by
σ∗N τk(C) = (−1)
kNkψk−1[C[N ]] +∑
i+n+m+p+l=k
(−1)n+l+m
k!
(i+ n)!(m+ p)!l!
S(i+ n, i)S(m+ p,m)N lψp+l∆i∗(K
n) ∗ [p0]
∗m ∗ [C[N−m−i]]
−
∑
i+n+m+p+l+q=k,q≥1
(−1)n+l+m+q
k!q!
(i + n+ q)!(m+ p)!l!
(
i+ q
i
)(
m
q
)
S(i+ n+ q, i+ q)S(m+ p,m)N l ×
ψp+l+n+q−1[p0]
∗(m+i) ∗ [C[N−m−i]],
where [p0]
∗m denotes them-th power with respect to the Pontryagin product, S(·, ·) are the Stirling numbers
of the second kind. Note that ∆0 : C → S is just the projection to the base.
(ii) For k > g + dimS + 1 one has τk(C) = 0, and hence, σ∗Nτk(C) = 0. On the other hand, for k > 2g
the class τk(C) becomes zero in CH
∗(J )Q.
Proof. (i) The idea is to use the formula
σ∗Nτk(C) = Tk(0, C)([C
[N ]])
(see (2.3)). From Proposition 2.4 we get the following expression for Tk(0, C):
Tk(0, C) = (−1)
kP1,1(C)
kψk−1 +
∑
i+n+j+l=k
(−1)n+j+l
k!
(i+ n)!j!l!
S(i+ n, i)Pi,i(K
n)P1,1([p0])
jP1,1(C)
lψl.
Recall that P1,1(C)x = Nx for x ∈ CH
∗(C[N ]). Set t = [p0] ∈ CH
1(C), u = [C] ∈ CH0(C). It follows easily
from Proposition 4.1(ii) that the subalgebra CH∗(S)[t, u[•]] ⊂ T˜ CH
∗
(C[•]) is preserved by the operator
P1,1([p0]), and its action is given by
P1,1([p0])|Z[t,u[•]] = t(∂u − ψ∂t).
From this we deduce by induction in j that
P1,1([p0])
j([C[N ]]) = P1,1([p0])
j(u[N ]) =
j∑
m=0
(−ψ)j−mS(j,m)tmu[N−m]
for j ≥ 0. Next, from Proposition 4.1(ii) we see that for an element f ∈ CH∗(S)[t, u[•]] one has
Pi,i(K
n)f = ∆i∗(K
n)∂iuf − t
i ·
∑
q≥1
(−1)q
(
i
q
)
ψn+q−1∂i−qu ∂
q
t f.
From this we get formulas for Pi,i(K
n)P1,1([p0])
j([C[N ]) for all i, j, n. It remains to substitute them into
our expression for Tk(0, C)([C[N ]]).
(ii) The first assertion is clear since τk(C) ∈ CH
k−1(J ). The second follows from the equality τk(C) =
Tk(0, C)[J ] together with the fact that Tk(0, C) = X0,k is zero as an operator on CH
∗(J )Q for k > 2g. 
Corollary 4.4. Assume that S is a point.
(i) For k > 1 one has
σ∗Nτk(C) = Γe,k ∗ [C
[N−k]]−
∑
i+m=k−1
(−1)m
(
k
m
)(
i+ 1
2
)
∆i∗(K) ∗ [p0]
∗m ∗ [C [N−k+1]]
− 2δk,2[p0] ∗ [C
[N−1]],
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where
Γe,k =
∑
i+m=k
(−1)m
(
k
m
)
[∆i(C)] ∗ [p0]
∗m ∈ CHk−1(C [k])
(ii) Assume that K = (2g − 2)[p0]. Then for k > 1 one has
σ∗Nτk(C) = Γe,k ∗ [C
[N−k]]− 2gδk,2[p0] ∗ [C
[N−1]].
Without this assumption one has
σ∗N τk(C) ∼a.e. Γe,k ∗ [C
[N−k]]− 2gδk,2[p0] ∗ [C
[N−1]],
where ∼a.e. denotes algebraic equivalence.
(iii) Assume that K = (2g − 2)[p0]. Then one has Γe,k = 0 for k > g + 1. Also, Γe,k is a torsion class
for k ≥ g/2 + 2.
(iv) One has Γe,k ∼a.e. 0 for k > g+1. Furthermore, if C admits a morphism of degree d ≥ 1 to P1 then
for k ≥ d+ 1 some multiple of Γe,k is algebraically equivalent to zero.
Proof. (i) This follows from Proposition 4.3(i).
(ii) This follows from (i) since ∆i∗[p0] = [p0]
∗i.
(iii) Note that under these assumptions we have either k > 2 or g = 0. In either case taking N = k
in (ii) we get σ∗kτk(C) = Γe,k. Now the first assertion follows from the trivial vanishing τk(C) = 0 for
k > g + 1. The second assertion follows from vanishing of τk(C) in CH
∗(J)Q for k ≥ g/2 + 2 that is
checked as follows. Note that τk(C)/k! = pk−1, where (pn) are the tautological classes considered in [24].
Now the required vanishing follows from Proposition 4.2 of [24] (note that the condition K = (2g− 2)[p0]
implies the vanishing of all the classes qn).
(iv) The first statement follows from K ∼a.e. (2g− 2)[p0] as in (iii). For the second statement we use the
fact that for k ≥ d+1 some multiple of τk(C) is algebraically equivalent to zero in this case by the result
of Colombo and Van Geemen in [9]. 
Remark. The modified diagonal classes Γe,k ∈ CH
k−1(C [k]) were introduced by Gross and Schoen in
[14]. Parts (iii) and (iv) of the above corollary are related to Propositions 4.5 and 4.8 of loc. cit.. In the
case when C is hyperelliptic and p0 is stable under the hyperelliptic involution Gross and Schoen show
that Γe,3 = 0. By Corollary 4.4(ii) this is equivalent to the fact that τ3(C) = 0 in this case (since σ
∗
N is
injective for sufficiently large N).
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