In this paper the shortest path and the minimum spanning tree problems in a graph with n nodes and K cost scenarios (objectives) are discussed. In order to choose a solution the min-max criterion is applied. The minmax versions of both problems are hard to approximate within O(log 1−ǫ K) for any ǫ > 0. The best approximation algorithm for the min-max shortest path problem, known to date, has approximation ratio of K. On the other hand, for the min-max spanning tree, there is a randomized algorithm with approximation ratio of O(log 2 n). In this paper a deterministic O( n log K/ log log K)-approximation algorithm for min-max shortest path is constructed. For min-max spanning tree a deterministic O(log n log K/ log log K)-approximation algorithm is proposed, which works for a large class of graphs and a randomized O(log n)-approximation algorithm, which can be applied to all graphs, is constructed. It is also shown that the approximation ratios obtained are close to the integrality gaps of the corresponding LP relaxations.
Introduction
In a combinatorial optimization problem, denoted by P, we are given a finite set of elements E = {e 1 , . . . , e s } and a set of feasible solutions Φ ⊆ 2 E . In a deterministic case, each element e ∈ E has some nonnegative cost c e and we seek a feasible solution X ∈ Φ which minimizes a linear cost function F (X) = e∈X c e . The above formulation encompasses a large class of problems. In this paper we focus on two basic network problems, where E is the set of arcs (edges) of a given graph G = (V, E), |V | = n, and Φ contains the subsets of arcs (edges) forming s-t paths (spanning trees) in G. We thus consider the shortest path and the minimum spanning tree problems in a given graph G. We briefly denote them by SP and MST, respectively.
Let scenario set U = {ξ ξ ξ 1 , . . . , ξ ξ ξ K } contain K distinct cost scenarios, where scenario is a realization of the element costs, ξ ξ ξ = (c ξ ξ ξ e ) e∈E for ξ ξ ξ ∈ U . We distinguish two cases, namely the bounded case, when K = O(1) and the unbounded case, when K is a part of the input. The latter one is discussed in this paper. The cost of a given solution X ∈ Φ depends on scenario ξ ξ ξ and will be denoted by F (X, ξ ξ ξ) = e∈X c ξ ξ ξ e . In order to aggregate the cost vector F F F (X) = (F (X, ξ ξ ξ 1 ), . . . , F (X, ξ ξ ξ K )) we use the maximum criterion (the norm F F F (X) ∞ ). Hence, we consider the following minmax version of P:
Min-Max P : min X∈Φ max ξ ξ ξ∈U F (X, ξ ξ ξ).
(1)
1 K ξ ξ ξ∈U c ξ ξ ξ e , e ∈ E, is at most K times worse than the optimum (see [3] ). On the other hand, for Min-Max MST, there is a randomized O(log 2 n)-approximation algorithm [20] . There exist also some approximation results for a particular case of Min-Max MST (the problem with some applications in computational biology and IP routing), namely, for the crossing spanning tree problem (CST for short) [8] in which we are given a graph G and a set U of K cuts. The cuts can be modeled by 0 − 1 scenarios (characteristic vectors of cuts). The problem consists in finding a spanning tree which minimizes the maximum crossing of any cut in U , where the crossing of a cut is the number of edges in the intersection of this cut and the tree. Two approximation algorithms were proposed for CST in [8] . The first one is a deterministic O(r log n)-approximation algorithm for general graphs, where any edge occurs in at most r cuts, and so r ≤ K, and the second one works for complete graphs and it is a randomized algorithm that outputs a spanning tree with crossing O((log K + log n) · (OP T + log n)), where OP T is the maximum crossing of an optimal tree.
Our results. In this paper the positive approximation results for both network problems are improved. For the minmax version of the shortest path problem, we design a deterministic O( n log K/ log log K)-approximation algorithm. For the minmax version of the minimum spanning tree problem, we provide two approximation algorithms. The first one is deterministic and has an approximation ratio of O(log n log K/ log log K). However, this algorithm is limited to the class of graphs with the average node degree bounded or planar graphs. The second algorithm is randomized and has an approximation ratio of O(log n). It runs for general graphs. The latter results refine also approximation ones for CST. Our algorithms are based on an appropriate rounding of the LP relaxation of Min-Max P. We will show that the approximation ratios obtained are very close to the integrality gaps of the LP relaxations. This paper is organized as follows. In Section 2, we recall an LP formulation of MinMax P, which leads to an LP relaxation of this problem. We also recall the formulations of the minmax versions of two selection problems, namely the selecting items [6] and representatives selection problems [10, 12] . Our approximation algorithms, constructed in the next section, will use the LP relaxation and some known approximation results about the selection problems. In Section 3, we construct an O( n log K/ log log K)-approximation algorithm for MinMax SP. We also show that the integrality gap of the LP relaxation is Ω( √ n). In Section 4, we construct two approximation algorithms for Min-Max MST, namely a deterministic O(log n log K/ log log K)-approximation one and a randomized O(log n)-approximation one. We also show that the integrality gap of the corresponding LP relaxation is Ω(log K/ log log K).
LP relaxation and selection problems
The minmax problem (1) can be alternatively stated as the following mixed integer program:
where (4) and (5) describe the set of feasible solutions Φ, X is given by a system of linear constraints involving x x x = (x e ) e∈E and x x x is a characteristic vector of a feasible solution X ∈ Φ. Fix a parameter L > 0 and let E(L) = {e ∈ E : c ξ ξ ξ e ≤ L ∀ξ ξ ξ ∈ U } ⊆ E. Consider the following linear program:
x x x ∈ X ,
Minimizing L subject to (6)- (9) we obtain an LP relaxation of (2)-(5). Let L * denote the smallest value of the parameter L, for which LP(L) is feasible and let x x x * be a feasible solution to LP(L * ). Observe that the value of L * is a lower bound on OP T and can be determined in polynomial time by using binary search. Our approximation algorithms, constructed in the next sections, will be based on appropriate roundings of the solution x x x * . Let us recall two special cases of Min-Max P, which will be used later in this paper. The first one is the min-max selecting items problem [11, 18] (Min-Max SI for short), in which we are given a set of n items E = {e 1 , . . . , e n } and Φ = {X ⊆ E : |X| = p} for a given constant p ∈ [n]. So we wish to choose exactly p items from E to minimize the maximum cost over U . The set X in (4) and in (7) is then given by the constraint
The second problem is the min-max representatives selection [10, 12, 19] (Min-Max RS for short). In this problem we are given a set E = {e 1 , . . . , e n } of n tools and E is partitioned into p disjoint sets E 1 , . . . , E p , where |E i | = r i and n = i∈[p] r i . Define Φ = {X ⊆ E : |X ∩ E i | = 1 ∀i ∈ [p]}, so we wish to choose a subset X ⊆ E of the tools that contains exactly one tool from each set E i to minimize the maximum cost over U . The set X in (4) and (7) is then described by p constraints of the form
It is worth pointing out that both problems can be solved trivially in the deterministic case (i.e. when K = 1). Unfortunately, for unbounded scenario set U , Min-Max SI is not approximable within any constant factor [18] and Min-Max RS is not approximable within a ratio of O(log 1−ǫ K) for any ǫ > 0 [19] . In the next part of the paper we will use the following result: Theorem 1. [10, 19] Let x x x be a fractional feasible solution to the linear program LP(L) with X of the form (10) (resp. (11)) and assume that max ξ ξ ξ∈U e∈E c ξ ξ ξ e x e = L. Then there is a deterministic algorithm which transforms x x x, in O(Kn log n) time, into a solution X for Min-Max SI (resp. Min-Max RS) that has cost F (X, ξ ξ ξ) = O(L log K/ log log K) for every ξ ξ ξ ∈ U .
Theorem 1 immediately leads to LP-based O(log K/ log log K) approximation algorithms for Min-Max SI and Min-Max RS. It is enough to choose L = L * and use the fact that L * is a lower bound on OP T .
Min-max shortest path
Let G = (V, E) be a directed graph with two specified nodes s, t ∈ V , where |V | = n and |E| = m. The set of feasible solutions Φ contains all s − t paths in G. Each scenario ξ ξ ξ ∈ U represents a realization of the arc costs. In this section we construct a deterministic, LP-based O( n log K/ log log K)-approximation algorithm for the minmax version of the shortest path problem, when |U | = K is unbounded. For this problem, the set X in (4) and (7) is given by the following mass balance constraints:
where δ out (v) and δ in (v) are the set of outgoing and incoming arcs, respectively, from v ∈ V . Proposition 1. The linear program LP(L) with the constraints (12)- (13) has an integrality gap of at least Ω( √ n).
Proof. See Appendix A.
Remark. It is worth noting that if we use the s−t cut constraints for expressing s−t paths (see, e.g., [33, Section 7.3] ) in the linear program LP(L), instead of the mass balance ones (12)- (13) , then an analysis similar to that in the proof of Proposition 1 shows that in this case an integrality gap also remains at least Ω( √ n).
Given a fractional solution x x x * to LP(L * ), we first preprocess graph G. Namely, we remove from G every arc e ∈ E with x * e = 0. By the flow decomposition theorem (see, e.g., [1] ), the graph induced by x * e > 0 must be connected, i.e. it must have an s − t path. Furthermore, we can also convert x x x * , in a polynomial time, into a feasible solutionx x x to LP(L * ) such that the graph induced byx e > 0, e ∈ E, is acyclic as well. Lemma 1. Let x x x * be a feasible solution to LP(L * ). Then there exits a feasible solutionx x x to LP(L * ) such that the graph induced byx e > 0 acyclic.
Proof. Clearly, if every arc cost under any scenario is positive, then G is also acyclic and we are done. For nonnegative arc costs, G may have a cycle. Consider such a cycle and denote it by C. Let U = be the subset of U such that constraints (6) are tight for x x x * and L * . We claim that there is at least one scenario
Suppose, contrary to our claim, that e∈C c ξ ξ ξ e > 0 for every ξ ξ ξ ∈ U = . Since for each e ∈ C, x * e > 0, we can decrease the flow x x x * on cycle C by ∆ = min{x * e : e ∈ C} and, in consequence, decrease the cost of x x x * under every ξ ξ ξ ∈ U = , which contradicts the optimality of L * . Accordingly, we can decrease the flow x x x * on cycle C by ∆ without affecting L * . The resulting solution is still feasible to (7)- (9), its maximum cost over U is equal to L * and at least one arc from C has zero flow. Thus the graph induced by this new solution does not contain the cycle C. Applying the above procedure to all cycles in G one can convert x x x * into a feasible solutionx x x to LP(L * ) such that the induced byx e > 0 graphĜ is acyclic.
Finally, in order to reduce the problem size, one may perform series arc reductions in G, i.e. the operations which replace two series arcs f, g ∈ E by a single arc w with the cost c
From now on, we will assume that G is an acyclic graph induced by x * e > 0. The approximation algorithm is shown in the form of Algorithm 1. We now describe all its steps. Let us assign a number l e ∈ {0, 1} to each arc of G. If l e = 0, then the arc is called selected; otherwise it is called not selected. Initially, each arc is not selected, so l e = 1 for each e ∈ E. During the course of the algorithm we will carefully mark some arcs as selected. The selected arcs form connected components in G, where each connected component is a directed tree in G of length 0 with respect to l e (initially the nodes of G form n connected components, because no arc is selected). Let P be a shortest s − t path in G with respect to l e , e ∈ E. Recall that an s − t cut in G is a partition of V into V 1 and V 2 such that s ∈ V 1 and t ∈ V 2 . The cut-set of (
Lemma 2. If l P is the length of a shortest s − t path in G with respect to l e , e ∈ E, then there are l P arc disjoint cut-sets, E 1 , . . . , E l P in G, which do not contain any selected arc.
Proof. Let d(v) be the length of the shortest path from s to v with respect to l e . Of course, d(s) = 0 and d(t) = l P . Then, by means of the distances computed, one can determine l P cut-sets in the following way:
An example is shown in Figure 1 . It is evident that no arcs with l e = 0 belongs to E i for any
Notice that the cut-sets E 1 , . . . , E l P , in Lemma 2, can be determined in O(|E|) time. The algorithm performsk rounds (see . In the kth round, k ∈ [k], we compute a shortest s − t path P with respect to l e , e ∈ E. If l P is less than the prescribed valuê l, then we terminate and output P . Otherwise, we find l P arc disjoint cut-sets E 1 , . . . , E l P , described in Lemma 2 (see also Figure 1 ). These cut-sets form an instance of the Min-Max RS problem with K scenarios, induced by the scenarios in U . Because the value of the flow is equal to 1, we have e∈E i x * e ≥ 1 for each i ∈ [l P ]. After performing the normalization in Step 10, we get a feasible solutionx x x to the relaxation (6)- (9) of Min-Max RS with X of the form (11) (with p = l P ). We now use Theorem 1 to pick a set of arcs X, |X| = l P , exactly one from each E i . The following lemma describes the cost of X:
Proof. The following inequalities:
hold. Clearly,x x x is a feasible solution to LP(L) with X of the form (11) (with p = l P ). Theorem 1, combined with L ≤ L * , gives the assertion of the lemma.
For each selected arc e ∈ X we fix l e = 0, so we mark it as selected. Notice that each selected arc e merges two connected components. In consequence, the number of connected components is reduced by l P .
We now prove the following lemma, to analyze the performance of Algorithm 1.
Lemma 4. Algorithm 1 ink rounds, wherek < n/l, returns an s − t path with the maximum cost, over U , at most O
Proof. Let C k be the number of connected components in G (merged by selected arcs) and l k P be the length of a shortest path from s to t in G with respect to l e , e ∈ E, at the beginning of the kth round. In the kth round, we choose X k , |X k | = l k P , and fix l e = 0 for each e ∈ X k , which reduces the number of connected components by l k P . In consequence, the equalities
hold. Observe that lk
, and lk
P . Hence and from (14), we obtain lk
which give the following bound on the number of rounds performed:k < (n − lk +1 P )l < n/l. 2 foreach e ∈ E with x * e = 0 do E ← E \ {e}; 3 Remove cycles and perform series arc reductions in G; /* Set arc lengths in the induced by x * e > 0 acyclic graph G */ 4 foreach e ∈ E do l e ← 1; 5l ← n log K/ log log K ; // a prescribed value 6 Find a shortest s − t path P in G with arc lengths l e , e ∈ E; let l P be the length of this path;
Use Theorem 1 to transformx e , e ∈ i∈[lp] E i , into a solution X, |X| = l P , for Min-Max RS;
12 foreach e ∈ X do l e ← 0;
13 Find a shortest s − t path P in G with arc lengths l e , e ∈ E;
14 return P Consider the cost of the path P returned. Since each arc e on P is such that e ∈ E(L * ) and the number of not selected arcs on this path is at mostl, the maximum total cost of not selected arcs on P is at mostlL * . On the other hand, the total cost of all selected arcs is at most O( n log K l log log K L * ), which results from applying n/l times Lemma 3. So the maximum cost of P over all scenarios in U is O n log K l log log K +l L * .
The best ratio can be achieved by choosingl = n log K/ log log K, which is the prescribed length of the shortest path in Algorithm 1 (see Step 5) . Lemma 4 and L * ≤ OP T imply the following theorem: Theorem 2. There is an O( n log K/ log log K)-approximation algorithm for Min-Max SP.
4 Min-max minimum spanning tree Let G = (V, E) be an undirected graph, where |V | = n, and let Φ be the set of all spanning trees of G. Each scenario ξ ξ ξ ∈ U represents a realization of the edge costs in G. In this section we construct two approximation algorithms for the minmax version of the minimum spanning tree problem, denoted as Min-Max ST, when |U | = K is unbounded. The first algorithm is deterministic and solves the problem in graphs with average degree bounded or planar graphs. The second one is a randomized algorithm, which works for general graphs. Both algorithms are based on the linear program (6)- (9) , where the set X in (4) and (7) is given by the following constraints:
e∈δ(S)
where δ(S) is the cut-set determined by node set S, i.e. δ(S) = {e = {i, j} ∈ E : i ∈ S, j ∈ V \ S}. The constraints (15)- (16) are the core of the cut-set formulation for the minimum spanning tree [24] . The polynomial time solvability of LP(L) follows from an efficient polynomial time separation, based on the min-cut problem (see, e.g., [24] ).
Proposition 2. The linear program LP(L) with the constraints (15)- (16) has an integrality gap of at least Ω(log K/ log log K).
Given a feasible fractional solution x x x * to LP(L * ), we can remove from G every edge e ∈ E with x * e = 0, without affecting its feasibility. Moreover the induced by x * e > 0 graph G is connected, which is due to the constraints (15)- (16) . Hence, from now on we will assume that x * e > 0 for every e ∈ E.
A deterministic approximation algorithm for the special cases
The algorithm analyzed in this section is shown in the form of Algorithm 2. Observe first that x x x * is a feasible solution to the Min-Max SI problem with the element set equal to E, p = n − 1, and scenario set U . In
Step 4 of the algorithm we use Theorem 1 to transform x x x * into X ⊆ E, |X| = n − 1, such that the maximum cost of X over U is O(L * log K/ log log K). Clearly, X need not to be a spanning tree. So, in the next step we select a subset F ⊆ E of edges, that form a forest. Notice that the cost of F is also O(L * log K/ log log K). An example is shown in Figure 2a . In the sample problem X = {e 1 , e 2 , e 3 , e 4 , e 6 , e 10 , e 14 } and F = {e 1 , e 2 , e 3 , e 4 }. We next construct a loopless multigraph H = (U, W ) by contracting all connected components of T = (V, F ) in G (see Figure 2b ). Now, we seek an independent set I in H, i.e. a subset of the nodes of H such that no two nodes in I are incident in H. In Figure 2b the independent set contains two white nodes. Since I, |I| = ℓ, is an independent set, the edge sets E i = δ(i), i ∈ [ℓ], are disjoint and form an instance of the Min-Max RS problem with scenario set induced by U . Notice that e∈δ(i) x * e ≥ 1 for each i ∈ [ℓ], which is guaranteed by the constraints (16) . After normalization we get e∈δ(i)x e = 1 for each
, is a feasible solution to the relaxation of the Min-Max RS problem. Let X be the set of edges chosen in Step 13.
Lemma 5. The value of max ξ ξ ξ∈U e∈X c ξ ξ ξ e is O(L * log K/ log log K).
Proof. Analogous to the proof of Lemma 3.
Observe that X contains exactly one edge from each E i , i ∈ I. Because I is an independent set, F ∪ X does not contain any cycle and thus T = (V, F ∪ X) is still a forest. We repeat the above construction in a number of rounds until T is a spanning tree. Observe that after k rounds the maximum cost of T over U is O(kL * log K/ log log K). Hence, in order to obtain a desired approximation ratio we should give a bound on k.
Algorithm 2: A deterministic algorithm for Min-Max ST 1 Find L * and a feasible solution x x x * = (x * e ) e∈E to LP(L * ) with the constraints (15)- (16);
2 foreach e ∈ E with x * e = 0 do E ← E \ {e}; 3 x x x ← x x x * ; let T = (V, F ), where F ← ∅;
4 Use Theorem 1 to transform solution (x e ) e∈E into a solution X, |X| = n − 1, for Min-Max SI ; // round 0 5 foreach e ∈ X do 6 if F ∪ {e} does not contain a cycle then F ← F ∪ {e}; 7 while T is not tree do // round k Let H = (U, W ) be the graph obtained from G by contracting every connected components of T to a single node u and W ← u∈U δ(u);
9
Find an independent set I in H, |I| = ℓ;
e /( e∈Ei x * e );
13
Use Theorem 1 to transformx e , e ∈ i∈I E i , into a solution X, |X| = ℓ, for Min-Max RS;
14 foreach e ∈ X do F ← F ∪ {e};
15 return T Lemma 6. If an independent set I found in graph H = (U, W ) is such that |I| ≥ |U |/α, where α > 1 is a constant. Then Algorithm 2 in O(log n) rounds yields to a spanning tree T .
Proof. Let C k be the number of connected components in graph T = (V, F ) at the beginning of the kth round, k = 0, . . . ,k, wherek is the last round in Algorithm 2. In the round 0, we compute a feasible solution X 0 , |X 0 | = n − 1, for Min-Max SI and include in F only the edges of X 0 , which do not form a cycle in graph T . Hence
In the kth round, k ∈ [k], we find a independent set I in graph H = (U, W ), with node set U corresponding to shrunk connected components of T , |U | = C k . We then choose a feasible solution X k , |X k | = |I| for Min-Max RS and add the edges of X k to F . Since |I| ≥ C k /α, we see that
From (17) and (18) it may be concluded that
As Ck +1 = 1, we havek ≤ ln(α/(α − 1)) ln((2n + 1)/3), which proves the lemma.
The assumption about finding an independent set I, such that |I| ≥ |U |/α for some constant α > 0, is the crucial one. It determines the classes of graphs, for which Algorithm 2 runs in polynomial time. It is worth pointing out that the maximum independent set problem is hard to approximate within a factor of |U | 1−ǫ for any fixed ǫ > 0 unless P=NP [34] . Fortunately, we only need to find, in polynomial time, an independent set I such that |I| ≥ |U |/α, where α > 1 is a constant. Let α(H) be an independence number of graph H, i.e. the size of the largest independent set in H. In [31] the following lower bound on α(H) was shown: α(H) ≥ |U |/ (1 + d) , where d denote the average node degree in H. The following simple heuristic, often called Algorithm MIN (see, e.g., [16] ), finds an independent set I of size at least |U |/(1 + d), namely: find node i in H of the minimum degree and add i to a set I; delete i and all its neighbors from U ; continue adding such nodes to I until all nodes of U are exhausted. Now restricting to the graphs, in which d is bounded by a constant, i.e. the graphs of bounded average degree, we can satisfy the assumption of Lemma 6 with α = 1 + d and obtain the algorithm which runs in polynomial time.
It is well-known that node coloring of and node independence in a graph are closely related. Namely, a subset of the nodes of the graph corresponding to a fixed color is independent. Accordingly, if graph H is planar, then by the Four Color Theorem, we have α(H) ≥ |U |/4. This 4-coloring and the corresponding independent set I ⊂ U , |I| ≥ |U |/4, can be computed in O(|U | 2 ) time [28] (if H is additionally a triangle-free-graph, then Algorithm MIN, a much simpler than latter one, can be applied to find an independent set I such that |I| ≥ |U |/4, see [16] ). In consequence, we can satisfy the assumption of Lemma 6 with α = 4. So, for graphs with bounded average degree or planar graphs there is a polynomial time implementation of Algorithm 2, in which the number of rounds is at most O(log n). We thus get the following result:
Theorem 3. Let G be a graph with average degree bounded or planar. Then there is a deterministic O(log n log K/ log log K)-approximation algorithm for Min-Max ST.
A randomized approximation algorithm for the general case
We now propose a randomized O(log n)-approximation algorithm for Min-Max ST, which can be applied to all graphs. We only have to make a mild assumption that K = poly(n), similarly as in [5, 21, 20] . There is no loss of generality in assuming that L * = 1, and all the edge costs are such that c ξ ξ ξ e ∈ [0, 1], e ∈ E, ξ ξ ξ ∈ U . We can easily meet this assumption by dividing all the edge costs by L * .
Let x-coin be a coin which comes up head with probability x ∈ (0, 1]. We use such a coin to transform the feasible fractional solution x x x * into a feasible solution to Min-Max ST as follows (see Algorithm 3). We start with T = (V, F ), where F = ∅. Then for each edge e ∈ E, we simply flip an x * e -coink times, wherek will be specified later, and if it comes up heads at least once, then edge e is included in F . If the resulting graph T is connected, then a spanning tree of T is returned. If T is not connected, then the algorithm fails. We will show, however, that T is connected with high probability.
Let γ be constant such that ⌈(40 + γ) ln n⌉ > ln(2n 2 K). The existence of such a constant easily follows from the fact that K = poly(n). The cost of a spanning tree constructed is established by the following lemma. 2 foreach e ∈ E with x * e = 0 do E ← E \ {e}; 3 let T = (V, F ), where F ← ∅; /* Randomized rounding */ 4k ← ⌈(40 + γ) ln n⌉ ; // γ is a suitable constant 5 foreach e ∈ E do flip an x * e -coink times, if it comes up heads at least once, then add e to F ; 6 if T is connected then return a spanning tree of T = (V, F ) else fail; Lemma 7. Let F is a set of edges chosen in Algorithm 3. Then the probability that
under any scenario ξ ξ ξ ∈ U , is at most
Proof. Consider a random variable X e such that X e = 1 if edge e is added to F ; and X e = 0 otherwise. Clearly, Pr[
where the first inequality in (19) is due to the fact that 1 − (1 − x * e )k ≤kx * e fork ≥ 1 and x * e ∈ (0, 1]. Let ψ ξ ξ ξ be the event that e∈E c ξ ξ ξ e X e >kL * + (e − 1) k L * ln(2n 2 K). Since the edge costs are such that c ξ ξ ξ e ∈ [0, 1], e ∈ E, (19) and Chernoff-Hoeffding bound [27, Theorem 1 and inequality (1.13) for D(kL * , 1/(2n 2 K)) under the assumption thatk > ln(2n 2 K)] and the equality L * = 1, show that
which proves the lemma.
We now estimate the probability of the event that the graph the graph T = (V, F ), built in Step 5 of Algorithm 3, is connected. In this case the solution returned is a spanning tree; otherwise the algorithm fails. Notice first that Step 5 can be seen as performingk rounds independently. Namely, in each round k, k ∈ [k], we flip an x * e -coin for each edge e ∈ E and include e in F when it comes up head. The further analysis is adapted from [4] . Let T k be the graph obtained from T k−1 after the kth round, k ∈ [k]. Initially, T 0 has no edges. Let C k stands for the number of connected components of T k . Obviously, C 0 = n. We say that round k is "successful" if either
Lemma 8 (Alon [4] ). Assume that for every connected component D of T k−1 , the sum of probabilities associated to edges from E that connect nodes of D to nodes outside D is at least 1. Then for every k, the conditional probability that round k is "successful", given any set of components in T k−1 , is at least 1/2.
Obviously, in our case the assumption of Lemma 8 is satisfied, which is due to the form of constraints (16) Proof. We now estimate the number ℓ of successful rounds, amongk performed rounds, which are sufficient to ensure Ck = 1. We must have (0.9) ℓ n < 2. The above inequality holds, in particular, when ℓ ≥ 10 ln n. Let Z k be a binary random variable such that Z k = 1 if and only if round k is "successful", k ∈k. In order to cope with the dependency of the events: round k is "successful", we estimate Pr[ k∈k Z k < 10 ln n] from above by Pr[B(k, 1/2) < 10 ln n], where B(k, 1/2) is a binomial random variable (see Lemma 8 and [25, Lemma 14.6] ). Thus applying Chernoff bound (see, e.g., [25, Corollary 4 .10 for δ = 1/2] andk = ⌈(40 + γ) ln n⌉) we get the following upper bound on Pr[C]:
for each n ≥ 4. This proves the lemma.
Accordingly, the union bound gives Pr[ψ ξ ξ ξ 1 · · · ∪ ψ ξ ξ ξ K ∪ C] < 1/n 2 (see Lemmas 7 and 9 and the inequalities (20) and (21)). Hence, afterk = ⌈(40 + γ) ln n⌉ rounds, Algorithm 3 yields to a spanning tree of T = (V, F ) with the maximum cost over U of O(ln n + ln K)L * with probability at least 1 − 1 n 2 , where L * ≤ OP T and K = poly(n). We thus get the following theorem.
Theorem 4.
There is a randomized approximation algorithm for Min-Max ST that yields an O(log n)-approximate solution with high probability.
Conclusions
There is still an open question concerning the Min-Max SP problem. For this problem, there exist an O( n log K/ log log K)-approximation algorithm, designed in this paper, and O(log 1−ǫ K) lower bound on the approximability of the problem, known from literature. Accordingly, closing this gap is an interesting subject of further research. On the other hand, for the minmax version of the minimum assignment problem, which is closely related to MinMax SP (there is a cost preserving reduction from Min-Max SP to the minmax assignment problem [2] ) a LP-based randomized O( √ n)-approximation algorithm, that produces a matching containing n − o(n) edges, was proposed in [5] . Thus the factor of √ n appears in the approximation algorithms for both problems and removing it it seems to be unlikely.
A Some proofs
Proof of Proposition 1. Consider an instance of Min-Max SP presented in Figure 3 . We call arcs with zero costs under every scenario dummy arcs -see the dashed ones. We see
e 2 e 4 f 4 at once that
, is a feasible solution to LP(1) with the constraints (12)-(13) and every integral solution for this instance has the maximum cost over U (0) equal to 2. Hence the integrality gap of LP with (12)-(13) is at least 2.
We now gradually increase the gap. A new instance of Min-Max SP, i.e. graph G (1) = (V (1) , E (1) ) with a scenario set U (1) , is build in the following way. We replace every arc e i , i ∈ [4] , in G (0) (see Figure 3a) by the graph G (0) , denoted by G 
Every value of 0 in ξ ξ ξ (0) that corresponds to arc e i , i ∈ [4] , is replaced by zero matrix O (1) of the size |E (0) | × |U (0) | 2 and every value of 0 in ξ ξ ξ (0) that corresponds to arc f i , i ∈ [4] , is replaced by zero matrix 0 0 0 (1) of the size 1 × |U (0) | 2 (see Figure 3b ). Thus
The resulting instance is shown in Figure 4 . Note that every s − t path in G (1) contains exactly four solid arcs. From the construction of U (1) it follows that there exists a scenario in which the costs of these four arcs are equal to 1. It is the maximum cost, since each scenario ξ ξ ξ (1) ∈ U (1) has exactly four 1's. Accordingly, every integral solution for this instance has the maximum cost over U (1) equal to 4. Let x x x * ∈ (0, 1] |E (1) | be given by x * e = 1/4 for the solid arcs e in G (1) ; x * f i = 1/2 for i ∈ [4] and the components of x x x * corresponding to the dashed arcs in G (0) e i , i ∈ [4] , are equal to 1/4. It is easy to check that x x x * is feasible to LP (1) . Therefore the integrality gap of LP with (12)- (13) is at least 4. Repeated application of the above construction enables us to increase the integrality gap of at least 8. That is, we again replace each solid arc e i , i ∈ [4] , in G (0) (see Figure 3a) by the graph G (1) . This leads to graph G (2) with |E (2) 
Then we built U (2) as follows. We now replace two values of 1 in every scenario ξ ξ ξ (0) ∈ U (0) by two matrices Ξ 
1 ξ ξ ξ (12)- (13) has an integrality gap of at least Ω( √ n), which completes the proof. (1) , . . . , e (k) ) ∈ E determines a cost scenario ξ ξ ξ ∈ U . Namely, c ξ ξ ξ e (i) = 1 for i ∈ [k]; the costs of the rest of the edges, E \ {e (1) , . . . , e (k) }, are equal to zero under ξ ξ ξ. Hence K = |U | = k k . Let x x x * ∈ (0, 1] m be given by x * e (i) j = 1/k for i, j ∈ [k] (the solid edges) and the components of x x x * corresponding to the dashed edges are equal to 1. An easy computation shows that: e∈E c ξ ξ ξ e x * e = 1 for every ξ ξ ξ ∈ U , e∈E x * e = k 2 + k = n − 1. Observe that the constraints:
e∈δ(S) x * e ≥ 1 for every ∅ = S ⊂ V are also fulfilled, since from every node emanates a dashed edge except for the leftmost node, say s, -in this case e∈δ(s) x * e = 1. Accordingly, x x x * is a feasible solution to LP(1) with the constraints (15)- (16) . From the construction of U it follows that every integer solution for the instance build has the maximum cost over U equal to k. This leads to the integrality gap of the instance of at least k. If we prove that k = Ω(log K/ log log K), the assertion follows. Indeed, log K = k log k, log K/ log log K = k log k/(log k + log log k) = Θ(k).
