Abstract: The paper deals with the problem of estimation of the topological entropy for discrete-time nonlinear systems via the second (direct) Lyapunov method. The main result of the paper is illustrated by examples concerning the Hénon system and forced bouncing ball oscillator. An application to the observability problem via digital channels with limited data rate is discussed and the simulation results are presented.
persistent steps undertaken towards understanding informationbased control aspects for nonlinear ones, see e.g. (Baillieul (2004) ; de Persis and Isidori (2004) ; Nair et al. (2004) ; Liberzon and Hespanha (2005) ; de Persis (2005); Savkin (2006) ; Fradkov et al. (2006 Fradkov et al. ( , 2008a ; Matveev and Savkin (2009)) , and the literature therein. Whereas most of the latter papers offer the requirements to the channel data rate that are only sufficient for achievability of a specific control objective, such as asymptotic stability, observability, synchronization, etc., the necessary and sufficient conditions were disclosed in (Nair et al. (2004) ; Savkin (2006) ). These works deliver a consistent message that the topological entropy of a nonlinear plant (with possible modifications taking into account e.g., the influence of the control feedback (Nair et al. (2004) ) or dynamic uncertainties in the plant model (Savkin (2006) ) constitutes the figure-ofmerit needed to evaluate the channel for control applications. These results remove estimation of the topological entropy of nonlinear systems from the area of interests of pure mathematicians towards everyday practice of control and communication engineers.
Among all the contributions to modern mathematical theory of dimensions and ergodic properties of attractors of dynamical systems, see, e.g. (Boichenko et al. (2005) ), one has to acknowledge a pioneering work by Douady and Osterlé (Douady and Osterlé (1980) ), that developed technique for analytical estimation of various dimensions of invariant sets of dynamical systems. In (Leonov (1991) ) it was proposed to combine Lyapunov-like functions with the ideas of (Douady and Osterlé (1980) ) to sharpen the dimensions estimates and later this approach was used for estimation of topological entropy as well, (Boichenko and Leonov (1995) ). The power of this approach was demonstrated by Lyapunov dimension formulas derived for Lorenz and Hénon systems, see (Boichenko et al. (2005) ; Leonov (2008) ).
This paper presents further development of the direct Lyapunov method for estimation of the topological entropy that can be applied to discrete-time systems. Our study is based on the results and ideas previously published in a number of monographs and papers, see (Boichenko et al. (2005); Leonov (2008) ; Temam (1997) ; Katok (2007); Yomdin (1987) ), to mention a few. Whereas the majority of the results dealing with the topological entropy evaluates this entropy by means of the Lyapunov exponents of the linearized system (the first Lyapunov method), the focus of this paper is on the estimates via the second Lyapunov method. This method is widely accepted in control practice because it is supported by numerically efficient algorithms based on either solution of Linear Matrix Inequalities or the Kalman-Szegö lemma.
It is well known that the topological entropy of an invariant compact set is bounded by the asymptotic Lipschitz constant multiplied by the fractal or the lower box dimension of that set, see (Ito (1970) ; Eden et al. (1991) ; Boichenko et al. (2005) ). We present a result that can give a tighter estimate. This paper continues our research on Lyapunov characterization of topological entropy for nonlinear systems, see (Pogromsky and Matveev (2010) ), where we presented an upper estimate for continuous-time systems. This paper presents a discrete-time analog of that result. Since in control practice the controller and sensor/actuator communicate via digital channels together with a theoretical upper bound on the topological entropy we consider a related problem of observation via a channel with limited capacity.
The paper is organized as follows. The notion of topological entropy is discussed in Sec. 2. In Sec. 3, we present an upper estimate of the topological entropy. Sects. 4 and 5 illustrate this result via applications to specific systems. Section 6 discusses potential applications of theoretical result to the problem of observation via a channel with limited capacity. The conclusions are summarized in Sec. 7.
TOPOLOGICAL ENTROPY OF DISCRETE-TIME SYSTEMS AND PRELIMINARIES
Let M be a smooth n-dimensional manifold with a continuous Riemannian metric tensor and related metric ρ. We consider discrete-time dynamical systems {φ k } k∈Z defined on M and generated by a continuously differentiable map φ. A subset
Let K be a compact invariant set. Definition 1. Given an integer k ≥ 1 and ε > 0, a set P ⊂ K is said to be (k, ε)-spanning for K if for any ξ ∈ K there exists a ζ ∈ P such that
The least cardinality of P is denoted q(k, ε). The quantity
is called the topological entropy of the map φ on K (Katok (2007) ).
It is easy to see that replacement of ρ by any other metric ρ * such that c − ρ 
Ah H , h 2 = arg max
Ah H ,
Ah H , . . .
If H and H are identical to R n as linear spaces (and so A can be viewed as n × n-matrix) and
x, y H = P H x, y , x, y H = P H x, y ∀x, y, where ·, · is the standard inner product in R n and P H , P H are positive definite matrices, the singular values are the square roots α k (A) = √ λ k of the roots λ of the following polynomial equation enumerated with regard to their algebraic multiplicities in the descending order:
AN UPPER ESTIMATE FOR TOPOLOGICAL ENTROPY
Now we introduce the following key assumption. Assumption 2. There exists a C 1 -smooth Riemannian metric tensor, continuous scalar functions v i (·) : M → R and constants A i , i = 1, . . . , n such that
The main result of the paper is as follows: Theorem 3. Let the map φ satisfy Assumption 2. Then the topological entropy of φ on K obeys the estimate
Two useful specifications of this result are on the way.
3.1 M = R n with the standard metric.
We introduce the Jacobi matrix
and the following assumption. Assumption 4. There exist continuous scalar functions v i (x) and n × n positive definite matrix P = P such that the following statement holds 
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The following result is straightforward from Theorem 3: Corollary 5. Suppose that the map φ : R n → R n satisfies Assumption 4. Then the topological entropy of φ on K obeys the estimate
3.2 M is the base space for a locally diffeomorphic covering map p : R n → M.
In this case, we adopt the following. Assumption 6. There exist a smooth function ϕ : R n → R n , diffeomorphism h : R n → R n , continuous scalar functions v i : R n → R, and n × n positive definite continuous matrixfunctions P = P such that the following statements hold;
repeated in accordance with their algebraic multiplicities. There exist constants
An example of the situation where this assumption holds is as follows: M is the cylinder S 1 0 × R (S 1 0 is the unit circle); p : R 2 → M is the standard covering map p(x 1 , x 2 ) = [cos x 1 , sin x 1 , x 2 ]; the deck transformation h is the shift by 2π in the first coordinate h(
. In this case, (i) and (ii) of Assumption 6 are true, whereas (iii) and (iv) come to the requirement that the functions v d (·) and P (·) are 2π-periodic.
The following result is straightforward from Theorem 3: Corollary 7. Suppose that the map φ : M → M satisfies Assumption 6. Then the topological entropy of φ on K obeys the estimate
HÉNON SYSTEM
Consider the following discrete-time system (Hénon system) described in a form of difference equations
where x ∈ R, y ∈ R and a > 0, 0 < b < 1 are the parameters.
The system has two equilibria (x ± , x ± ), where
Theorem 8. Suppose the Hénon map φ has an invariant compact set K. Then
Proof. To find an upper estimate of the entropy, let the matrix P = P > 0 be given
The Jacobi matrix A is defined as
Consider the following equation det(A(x) P A(x) − λP ) = 0. It has two solutions
Notice that condition 0 < b < 1 implies that 0 < λ 2 < 1 for all x. Inspired by the research on Lyapunov dimension of the Hénon system (Boichenko et al. (2005) ; Leonov (2008)) we pick the following scalar function v v(x, y) = γ(x + by), where the positive parameter γ > 0 will be determined later on. Notice that
Consider the following expression
Notice that due to the quadratic term, for any positive γ there is a global maximum of w. Since b − 1 < 0, this maximum is located in the domain x < 0. To find this maximum, differentiate w with respect to x and take into account x < 0 to get
Then x − is the point of global maximum of w(x). Since a
Since 0 < λ 2 < 1 the result is proven.
HARMONICALLY FORCED BOUNCING BALL
Consider a map x → φ(x), x = (x 1 , x 2 ) that models repeated impacts of a bouncing ball on a harmonically oscillating table, see (Tufillaro et al. (1992) ; Cao et al. (1997) ),
and the corresponding discrete-time system x(k + 1) = φ(x(k)) (8) Here x 1 (k) is the phase of the table at the k-th impact, x 2 (k) is proportional to the velocity of the ball at the k-th impact, the parameter α is the coefficient of restitution, 0 < α < 1 and β = 2ω
Here ω is the angular frequency of the table oscillation, A m is the corresponding amplitude and g is the gravitational acceleration. The phase space of the system can be considered as a cylindrical one since the system is invariant under transformation x 1 → x 1 + 2πn, n ∈ Z.
On the cylindrical space system (8) has at least two equilibria x − = (3π/2, 0) , x + = (π/2, 0) (9) Theorem 9. Consider map (7) defined on the cylindrical space S 1 0 × R with 0 < α < 1 and β > 0. Any invariant compact set K of (7) satisfies
Proof. Consider the following nonlinear change of coordinates, see (Huijberts et al. (2000) )
which is well defined with its inverse everywhere on the cylinder.
In the new coordinate system the original system has the following form
The Jacobi matrix for the right hand side of this system is given by A(z 2 ) = 0 −α 1 1 + α + β sin z 2 (k) In order to estimate the topological entropy from above it suffices to find a positive definite matrix P = P > 0 and the largest solution λ 1 of the following algebraic equation det(A(z 2 ) P A(z 2 ) − λP ) = 0, since the smallest solution λ 2 satisfies λ 2 < 1 due to det A = α and |α| < 1.
To accomplish this, we consider the following auxiliary system
where
w(k) is the input and ζ(k) is the output that satisfy the following local quadratic constraint
For the input-output system (12,13) consider the following problem:
Problem P. Find µ > 0 such that there is a positive definite matrix P = P > 0 for which the following inequality is true for all ξ ∈ R 2 , w ∈ R, and ζ = Cξ:
Since F (ζ, ζ sin z 2 (k)) ≥ 0, if a µ from the solution of Problem P is found, one can estimate λ 1 as follows λ 1 ≤ µ. The solution to Problem P can be derived via Kalman-Szego lemma, (see Appendix with A = µ −1/2 A c , B = µ −1/2 B, C = C and F(ζ, w) = µ −1 (ζ * ζ −w * w)) which claims that such a P exists if and only if for all s ∈ C 1 , |s| = 1 the following inequality
is satisfied.
Notice that for all µ > 0 and all 0 < α < 1 the polynomial s 2 − (α+1)µ −1/2 s+αµ −1 has two real positive roots s 1 = αµ −1/2 and s 2 = µ −1/2 . Hence |s 2 − (α + 1)µ −1/2 s + αµ −1 | = |s − s 1 | · |s − s 2 | for all s and therefore |s − s 1 | · |s − s 2 | attains its minimum over s ∈ C 1 , |s| = 1 at the point s = 1 since both s 1 , s 2 are positive. With this in mind, inequality (14) is satisfied if and only if
The matrix A is Schur provided µ > 1. Simple calculations show that in this domain the last inequality is equivalent to
Thus this inequality guarantees existence of P from the statement of Problem P. 2
OBSERVATION VIA DIGITAL CHANNELS WITH LIMITED CAPACITY
Consider the following problem: given a discrete-time system
Suppose it is known to both the transmitter and receiver, that the initial point x 0 belongs to a cubic box with edges ε and the transmitter knows the initial point exactly. The problem is to design a communication protocol so that the receiver can track the true trajectory with accuracy ε. At any time step the transmitter can send a symbol from an alphabet of N symbols.
A possible solution to this problem is presented below.
The encoding algorithm:
(1) Given the box B with edges of length ε that contains point x(k), evaluate the image φ(B) of B. (2) Inscribe φ(B) into an orthotope R with edges parallel to the basis vectors of R n . (3) Tile R by cubic boxes C i with edges equal to ε. (4) Select from {C i } and index only those boxes C j that intersect φ(B). (5) Evaluate x(k + 1) and find that box C out with index j = out that contains x(k + 1). (6) Transmit index j = out via the channel. (7) k := k + 1, B := C out , go to 1.
The decoding algorithm:
(1) Given the box B with edges of length ε that contains point x(k), evaluate the image φ(B) of B. As a first example consider the Hénon system. Computer simulation with system parameters a = 1.4, b = 0.3 reveals that for some initial conditions the trajectories of the system remain bounded, while for the other initial points the trajectories can be unbounded. Moreover from computer simulation one can conjecture that the equilibrium x − belongs to a separatrix that separates bounded and unbounded trajectories.
One can implement the encoding/decoding algorithm to find the minimal data rate that solves the observation problem. At step 5 of the encoding algorithm the quantity N := card({C j }) represents the number of code symbols required to encode index out. On Fig. 1 this quantity is plotted versus time for accuracy parameter ε = 0.1. It is seen that the problem can be solved with N ≥ 4 code symbols.
At this point we refer to the Data Rate Theorem (see, e.g. Theorem 2.3.6 in Matveev and Savkin (2009) ) that claims that the observation problem can be solved if the channel capacity exceeds the topological entropy. The definition of observability given in (Matveev and Savkin (2009) ) includes the proposed coder/decoder pair as a particular case, so it is interesting to analyze performance of the encoding/decoding algorithms, in particular, is it possible to solve the observation problem with the number of code symbols compatible with the upper estimate of topological entropy?
The topological entropy of an invariant compact set of the Hénon system for a = 1.4, b = 0.3 is bounded from above by 1.7048, that suggests the minimal number of code symbols as 2 1.7048 = 4, so the encoding/decoding algorithm gives a solution compatible with the upper estimate of the topological entropy for the Hénon system. One can estimate from below the number of code symbols if one allows for the observed trajectory to stay in the vicinity of the equilibrium point x − . Linearization of the Hénon system around this equilibrium point and calculating the topological entropy H for that linear system in a standard way yields
that allows to find the minimal number of code symbols 2 1.7048 = 4 required to solve the observation problem. In other words, the communication protocol described above is optimal in the sense that the observation problem can be solved with minimal possible number of code symbols. As a second example consider system (8,7), where for the ease of implementation we consider this system defined on the Euclidean space R n . On Fig. 2 N is plotted versus time for accuracy parameter ε = 0.1. It is seen that the observation problem can be solved if N ≥ 21. At the same time the topological entropy of the system for α = 0.5, β = 10 is smaller or equal to 3.5181 that gives an estimation for N as 2 3.5181 = 12, that suggests that the communication protocol can be improved in order to reduce the number of code symbols, and hence, the data transfer rate.
To solve the problem with less restrictive requirements on communication speed, one can implement the same coder/decoder pair for system (11) which is obtained form the original system via coordinate change (10). Computer simulation reveals that in this case the problem can be solved with 13 code symbols. This is one symbol more than the value 2 3.5181 = 12 suggested by the upper estimate of the topological entropy.
If one use the coder/decoder pair described above, the resulting number of code symbols depends on the coordinate system the system is represented in. As an example consider the following linear change z 1 = √ aζ 1 , z 2 = ζ 2 . For this change the resulting number of symbols required to encode the state of the system is plotted on Fig. 3 . It is seen that the problem can be solved now with 12 code symbols. Now, like in case with the Hénon system one can ask if this is indeed the optimal number of code symbols. To answer this question one can notice that system (8,7) has equilibrium point x + defined in (9) and hence, system (11) has infinitely many corresponding equilibria. Linearizing the system around one of those point yields a linear system with topological entropy H = log 2 1 + α + β + (1 + α + β) 2 − 4α − 1.
Therefore, if the observed trajectory can stay in the vicinity of that point, then 12 is indeed the optimal number of code symbols required to solve the observation problem.
CONCLUSION
In this paper we derived an estimate for topological entropy for discrete-time systems of difference equations. The main result of the paper is illustrated by examples of the Hénon system and forced bouncing ball oscillator. (11) with linear change z 1 = √ aζ 1 , z 2 = ζ 2 . α = 0.5, β = 10.
APPENDIX
Here for the sake of completeness we formulate the KalmanSzego lemma in a form that was used in the proof of Theorem 9.
Let A, B, C be real matrices of dimensions n × n, n × m and l × n, respectively. Let F(ζ, w) be an Hermitian form of the vector variables ζ ∈ C l , w ∈ C m with real coefficients.
Lemma 10. Let the pair (A, B) be controllable and (A, C) be observable. Suppose A is Schur and there is an ε > 0 such that ∀ξ ∈ C n it follows that F(Cξ, 0) ≥ ε|Cξ| 2 . For the existence of a positive definite matrix P = P > 0 such that for any ξ ∈ R n and w ∈ R m the following inequality (Aξ + Bw) P (Aξ + Bw) − x P x + F(Cξ, w) ≤ 0 holds, it is necessary and sufficient that for any s ∈ C 1 such that |s| = 1 and for any w ∈ C m the inequality F(C(sI n − A) −1 Bw, w) ≤ 0 is satisfied.
