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Abstract 
The notion of locally Toeplitz sequence of matrices is introduced, which extends the 
notion of Toeplitz sequence of matrices. The singular value distribution and, in the Her- 
mitian case, the eigenvalue distribution is completely characterized for locally Toeplitz 
sequences and their sums, obtaining weighted Szego formulas which extend well-known 
results, due to Tyrtyshnikov, concerning Toeplitz matrices; indeed, any Toeplitz 
sequence {r,(j)}, wheref is bounded, is proved to be a locally Toeplitz sequence. More- 
over, sufficient conditions are given for the product of two locally Toeplitz sequences to 
be also locally Toeplitz. By combining these theoretic results, we are able to explicitly 
compute the asymptotic spectral distribution of a large class of matrices arising in the 
applications, including the algebra generated by Toeplitz sequences, and virtually all 
matrices resulting from the discretization of a unidimensional differential operator with 
non-constant coefficients. Finally, a large number of examples is discussed. 0 1998 
Elsevier Science Inc. All rights reserved. 
Ke~wor& Locally Toeplitz; Spectral distribution; Eigenvalues: Singular values 
1. Introduction 
Let f be a complex-valued integrable function, defined over the interval 
(--n, TC). Starting from the Fourier coefficients of ,f 
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(1) 
one can build the sequence of Toeplitz matrices {T,,cf)}, where 
Tnv‘) = U-J:j=, is said to be the Toeplitz matrix of order n generated by f 
(see [I A). 
The asymptotic distribution of eigen and singular values of a sequence of 
Toeplitz matrices has been widely analyzed in the literature, and has been com- 
pletely characterized in terms of the generating function f (see, for example, [2] 
and the references there reported). 
The key-stone of this theory, from which many extensions and other results 
stemmed, is a celebrated theorem of Szego, which we state here in a slightly 
more general version due to Tyrtyshnikov. 
Theorem 1.1 (Szegii [1,3]). Suppose f is real-valued and integrable over (-Z, z), 
and let {m(f)} be the sequence of Hermitian Toeplitz matrices generated by fi 
then for any function F, continuous with bounded support, it holds 
lim leF(J.j(G(f))) = $1 F(f (x)) dx, n-M n 
j=l 
-77 
where Aj(Tn(_f)), f = 1,. . . , n, are the eigenvalues of m(f). 
This basic result has undergone many generalizations, such as f multivariate 
(multilevel Toeplitz matrices), f Hermitian matrix-valued (block Toeplitz ma- 
trices) or both (see, for example, [4,2,5-71). 
If f is not real but complex-valued, T,(j) is not necessarily Hermitian: as a 
consequence, the distribution of eigenvalues is less regular and (2) cannot be 
extended in the natural way (see [4] for a discussion on possible extensions). 
In the complex-valued case, however, an analog of Theorem 1.1 exists concern- 
ing singular values instead of eigenvalues; following Tyrtyshnikov (who ex- 
tended previous results due to Avram and Parter [8,9]), it can be stated as 
follows. 
Theorem 1.2 (Tyrtyshnikov, [2,3]). lff IS complex-valued and integrable over 
(-n, 7c), then the singular vaZues of { Tncf)} are distributed as If (x)1, that is, for 
any continuous function F with bounded support it holds 
(3) 
where o,(Tncf)), j = 1,. . . , n are the singular values of T,, cf). 
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This result has recently been extended by the author [4] to the case where 
f is matrix-valued (also non-square values are allowed); in that case, inte- 
grand in (3) is a summation involving F and the singular values of the matrix 
.f (x). 
Matrices with a Toeplitz-related structure naturally arise when one deals 
with a problem that has some kind of translation invariance. Consider, for 
example, the simple pattern problem 
- U”(X) = b(x) if 0 < x < 1 + boundary conditions, (4) 
where the boundary conditions (Dirichlet, Neumann, etc.) are not specified 
since they do not affect our reasoning here. Discretizing this problem with 
any reasonable finite difference scheme, over a uniform grid of n points, leads 
one to solve a linear system whose matrix has the form T,(J) + R,, where j 
only depends on the scheme used to discretize the second derivative, and R, 
is a matrix whose rank does not depend on n: the presence of R, is due to 
boundary conditions and, usually, its non-zero entries are gathered at the 
corners. 
As far as one is interested in asymptotic formulas like Eq. (2) or Eq. (3) the 
matrices R, can be put aside, since constant-rank perturbations do not affect 
the distribution of eigen and singular values (in the case of eigenvalues, the ma- 
trices and their perturbations have to be Hermitian, see [2]); in other words, 
eigen and singular values of the sequence {T,, Cf) + R,,} are distributed as those 
of {m(f)} according to Eqs. (2) and (3). 
In the well-known case where the (1, -2, 1) difference scheme is used to 
approximate the second derivative of U, the resulting Toeplitz matrices are 
CCfj = 
: -1 2 -1 ‘., . . -1 ‘.. . -1 2  , ,f(x) = 2(1 - cos x). (5) / nrn 
What is relevant to our purpose, however, is that the Toeplitz structure of 
the resulting matrices is a direct consequence of the local translation-invariance 
of the differential operator (namely, the second derivative) in Eq. (4). 
Since differential operators are locally translation-invariant only when they 
have constant coefficients, it is not reasonable to expect a Toeplitz structure in 
a matrix which discretizes a differential operator with non-constant coefficients. 
Indeed, consider the Sturm-Liouville problem 
- (Q(x)u’(x))’ = b(x) if 0 < x < 1, u(o) = u(l) = 0; (6) 
a suitable matrix to approximate the above differential operator (see [lo]) is 
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at + aj -a3 z 
-a3 a; + a$ -a5 I _ z 
A,, = 
.‘. ... ... 
(7) 
whereai=aV/n+l),j=t,l ,..., n+i. 
Observe that Eq. (7) reduces to Eq. (5) if u(x) = 1, that is, when the differ- 
ential operator has constant coefficients. It is clear, however, that A, in Eq. (7) 
is not Toeplitz if a(x) is not constant and n is sufficiently large; nevertheless, the 
eigenvalues of {A,} are nicely distributed, according to 
(8) 
where f(x) is as in Eq. (5) (the above formula is proved in Section 5). Observe 
that, if u($) = 1, then the above equation reduces to Szegii formula for T,,cf) 
defined in Eq. (5); in view of this, Eq. (8) can be thought of as a weighted Szego 
formula, with a(j) as weight-function. 
Let us examine asymptotic formula (8) in more detail. The distribution of 
the eigenvalues is completely determined by two independent functions, namely 
u(J) and f(x): the former comes from the differential problem (6), while the lat- 
ter depends only on the finite difference scheme adopted to discretize the prob- 
lem (indeed, S( ) x is the generating function of the Toeplitz matrices (5), 
associated to the well-known 3-points scheme (1, -2, l), see [I 11). It is natural 
to ask what happens if a different scheme (for example, a j-points one) is used 
to discretize the problem (6): are the eigenvalues of the resulting matrices still 
nicely distributed, maybe according to some weighted Szegii formula like 
Eq. (8)? The answer, quite general, is affirmative and will be discussed in Sec- 
tion 5. 
The main goal of this paper is that of introducing the notion of locally Toep- 
litz sequence of matrices, and showing that sequences belonging to this class 
have singular values (and eigenvalues, in the Hermitian case) distributed ac- 
cording to weighted Szegii formulas of the kind (8). As we will see, the class 
of locally Toeplitz sequences embraces many sequences of matrices arising in 
the applications, such as Toeplitz sequences and their products and virtually 
all sequences of matrices which are obtained by discretizing a unidimensional 
linear boundary-value problems (BVPs) via finite differences and analog meth- 
ods. 
Getting back to the above example (7) the sequence of tridiagonal matrices 
{A,} turns out to be much more structured than it might be expected: it is what 
we call a Zocally Toeplitz sequence of matrices: more precisely, it is locally Toeplitz 
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with respect to the pair of functions (a,.f). In order to justify our terminology 
on the basis of this example, we can intuitively argue as follows. A matrix {fi,,} 
has Toeplitz structure if f;+rj+r = fi,, or, equivalently, if its entries are constant 
along the diagonals. Consider one of the above matrices A,, for a large value of 
n (large, say, with respect to the derivative of a(x)); if, from any entry of A,,, we 
shift downwards by one position, the new entry differs from the old one by a 
quantity which tends to zero as n tends to infinity (the difference is 0( l/n) 
if, for example, u(x) is Lipschitz continuous over [0, 11). Now consider any giv- 
en diagonal of A, (the main diagonal, for instance): for large n, the first element 
is close to 2a(O), while the last one is close to 2a( 1) (and hence A,, is not Toep- 
litz if a(O) # u(l)); nevertheless, the transition from 2u(O) to 2u( 1) along the 
diagonal is more and more gradual as n increases and, in a sense, we can say 
that the transition is continuous in the limit (just as the function 2u(x)). As a 
consequence, when n is very large with respect to k, any principal submatrix 
of A,, made of k consecutive rows and columns, shows up a sort of approxi- 
mate Toeplitz structure. 
Now we are in a position to formulate a precise definition, in line with the 
above informal considerations, of what we mean by a locally Toeplitz sequence 
of matrices. 
Given matrices A E C”“” and B E 4Y’“” we denote by A 8 B their tensor 
product, that is, the matrix of order nm which can be partitioned into blocks 
as [a,jB]y:_, , and by A @B the block diagonal matrix of order n + m with A 
and B as diagonal blocks; as usual, we agree to let A 8 B $ C = (A c% B) @ C. 
Moreover, we denote by ]]A]]r the Frobenius norm of A. 
Given a function a : [O, l] 4 @ and a positive integer m. we set 
&(a) = diag[uG/m)]yZ,. (9) 
that is, D,,,(u) is the diagonal matrix of order m whose entries are the values of 
the function a on the mesh {j/m};=, 
We denote by 0, the null matrix of order k. Given two functions 
u: [O? l] - @, f: [-n,n] -+ C, and two positive integers n > m, we define the 
matrix-valued operator LT: as follows: 
LT::(aJ’) =&(a) 8 QmJCf) @ Onmodm> (10) 
where, as usual, Ln/m] is the integer part of n/m and nmodm = n - m\n/mj (it 
is understood that the zero block Onmotlm is not present if n is a multiple of m). 
We stress that LTr(u,f) is a matrix of order n. with block diagonal structure. 
More precisely, it consists of m blocks of order in/m] and one null block of 
order nmodm to match the size; the jth diagonal block is the Toeplitz matrix 
of order ln/rn] generated by the function 
x - a(j/m)f(x), x E [-71,7c]. 
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Definition 1.3. A sequence of matrices {A,}, where A, E C”‘“, is said to be 
locally Toeplitz with respect to a pair of functions (a,f), with a: [0, I] + @, 
f: [-7c, 7c] -i @, if f 1s integrable and, for all sufficiently large m E N, there 
exists n, E N such that the following splittings hold: 
A, = LT,“(a,f) + R,,M + NE,, Vn > n,, 
with 
rank%, 6 c(m), ~ll%rnllF G W(m), 
where c(m) and o(m) are functions of m and lim,,,w(m) = 0. 
(11) 
(14 
Remark 1.4. Given a sequence of matrices {A,}, we will write {A,} N (a,f) 
to indicate that {A,} is locally Toeplitz with respect to a and f. It is 
understood that each A, has order n, that a is defined over [0, 11, and that f 
is defined over [-n, Z] and is integrable; moreover, both a and f are 
supposed to be complex valued, unless otherwise specified. We call a the 
weight function, and f the generating function; moreover, in the splittings 
(1 l), the matrices R,,,, ‘s are called rank corrections, while the N,,,,‘s are called 
norm corrections. 
It is crucial to observe that, contrary to Toeplitz structure, a single matrix A 
is never locally Toeplitz: the notion of local Toeplitzness is an asymptotic one 
and it is always referred to a sequence of matrices {A,,}. 
With each locally Toeplitz sequence of matrices {A,} a pair of functions 
(a, f) is associated, which play different roles. Intuitively, we can think of 
a: [0, l] -+ @ as of a weight function, and off : [-TC, TC] --f C as of a generating 
function in the usual Toeplitz sense; the idea underlying the above definition 
is that each matrix A,, up to small-rank and small-norm corrections, has a sort 
of local Toeplitz structure modeled on T,,(f), varying along each diagonal ac- 
cording to the weight function a. 
In Section 2 we establish some preliminary results which will be widely used 
throughout. In Section 3 we study the asymptotic spectrum of locally Toeplitz 
sequences, obtaining a Szego-like formula for singular values, namely 
(13) 
which holds whenever {A,} is locally Toeplitz with respect to the pair (a, f) and 
a is continuous. The above formula is established in Theorem 3.2, while in The- 
orem 3.8 we prove that, if {A,} is Hermitian and locally Toeplitz with respect 
to (a,f), then it holds 
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I I[ 
lim l~W#.)l = &/ J’ F[u(y)f(x)]dxdy, nix II (14) ;=i 0 -77 
that is, a Szego-like formula for eigenvalues. To be precise. the two above for- 
mulas concerning locally Toeplitz sequences are obtained as particular cases of 
more general results on distribution. involving finite sums of locally Toeplitz 
sequences (see Theorems 3.1 and 3.7). 
In Section 4 we study some algebraic properties of locally Toeplitz sequenc- 
es, and we provide some useful criteria in order to prove that a given sequence 
is locally Toeplitz without explicitly building the splittings (11) (which is, in 
general, a very difficult task). In Theorem 4.1 we show that a sequence of Toep- 
litz matrices {r,(j)}, generated by a square integrable f, is locally Toeplitz 
with respect to the pair (1,f): from this result it follows that locally Toeplitz 
sequences of matrices embrace Toeplitz sequences as a particular case. As a 
consequence, Eqs. (13) and (14) turn out to be a generalization of Eqs. (3) 
and (2), respectively (see Remarks 3.4 and 3.9). 
In Theorem 4.5 we show that, under natural assumptions, the product of 
two locally Toeplitz sequences is also locally Toeplitz (the new weight function 
is the product of the two weight functions, and the new generating function is 
product of the two generating functions). This result, combined with Theorem 
3.2, extends to more general cases some results from [12] concerning products 
of Toeplitz sequences (see Example 4.7). 
This paper was motivated by the idea that, in order to get &ego-like formu- 
las for eigen and singular values, the Toeplitz structure of the matrices in- 
volved need not be global (that is, Toeplitz structure in the usual sense), but 
may be a local feature as well. The idea of Definition 1.3 arose in trying to find 
a precise answer to the following question: can we retrieve some Toeplitz struc- 
ture in the sequence of matrices {A,}, defined according to Eq. (7)? After prov- 
ing Eq. (8). it was easy to realize that all the underlying ideas and 
computations could as well handle much more general matrices than the se- 
quence {A,}, and the theory of locally Toeplitz sequences was developed. This 
theory, however, is far from being exhausted by the results presented in this 
paper. and many questions are still open. For example, under which assump- 
tion on {A,,}, a and f, does {A,} N (a,f) imply {A;‘} - (u-‘,J’-‘)? A com- 
plete answer to this question might have interesting applications in finding 
good CC preconditioners for locally Toeplitz sequences, such as Eq. (7) (see 
[ 10.131). The connection between locally Toeplitz sequences and displacement 
rank [14] should also be investigated, and, finally, multidimensional analogs of 
Definition 1.3 could be taken into account, modeled on multilevel Toeplitz ma- 
trices [2], in order to extend the results of Section 5 to elliptic partial differen- 
tial equations. These and other related questions will be discussed in a 
forthcoming paper. 
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2. Preliminaries 
Given a real number p > 1 and measurable function f defined over an inter- 
val [a, b], we write f E Lp if f p-integrable, and we denote by 
IIF. 
Ilfll, = 
( ) 
] IfWI”~ 
(1 
the Lp norm off. We write f E L, iff is essentially bounded over [a, b], and we 
denote by ]lf]l, the essential sup-norm of f (see [15]). We remark that, al- 
though the domain off does not explicitly appear in the symbol ]lf]i,, it will 
always be clear from the context; typically, the domain will be [-rc, rc] if f is 
a generating function, and [0, l] if f is a weight function. If Q c R”, and 
P(X) is a proposition depending on x E Q, by statements such as “P(x) for 
x E Q a.&” or “P(x) a.e. over Q” we mean that P(x) holds for x E Q almost ev- 
erywhere, that is, P(x) is true for all x E Q\Q’, where Q’ is a subset of Q and has 
zero (n-dimensional) Lebesgue measure (see [16], p. 86). Finally, a function is 
said to be piecewise continuous if it has, at most, a finite number of disconti- 
nuities. 
We denote by %Yo the space of continuous functions defined on the real line 
[w, having bounded support; this space is relevant to our purpose, since it is the 
space of test functions, that is, the set of functions F appearing in asymptotic 
formulas like Eq. (2) or Eq. (3); the idea of using V0 as the set of test functions 
is due to Tyrtyshnikov [2], and enables one to study the distribution of eigen 
and singular values over the whole real line (thus dropping the assumption that 
f E L, in the original version of the Szegii theorem, see [l-3]). Finally, we de- 
note by 97; the subspace of those functions F E %‘,I such that the derivative F’ 
also belongs to $70. 
Given a matrix A of order n, we denote by Oj(A), j = 1,2, . . . , II the singular 
values of A, in non-decreasing order. We also define the Hermitian matrices 
ReA = :(A +A*), Im A =:(A -A*), 
where A* is the Hermitian conjugate of A. Observe that the above notions re- 
duce to those of real and imaginary part when A is a complex number; more- 
over, it holds Re A = A and Im A = 0, if, and only if, A is Hermitian. In this 
case, we denote by Aj(A), j = 1,2,. . . , n the eigenvalues of A, numbered in non- 
decreasing order. 
For any pair of square matrices A and B, the following elementary properties 
hold: 
IIA @% = lIAtl#%~ IA WI2 = maxUlAI12, II%>, (15) 
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where I/ )I2 denotes the spectral norm. Observe that the symbol I/ . (I2 stands 
for the L2 norm if referred to a function, while it stands for the spectral norm 
if referred to a matrix; anyway, the appropriate meaning will always be clear 
from the context. 
The following basic inequalities involving Toeplitz matrices and their gener- 
ating functions will be widely used throughout. without further comments (see 
[lG4) 
lIT,Cf)ll? c I fll,l II~cr)ll, G dxrll, Mn. (1’5) 
In this paper, when a sequence of matrices {A,} is involved it will always be 
understood that each A, has order n. The following lemma is a consequence of 
Theorem 3.1 from [2]: 
Lemma 2.1. If ~\L’o sequences of mutrices {A,,}, {k,,} are swh that 
rank(A, - A,,) < Y, where r does not depend on n, then,for every F E %o it holds 
We will also need the following perturbation result for singular values and 
eigenvalues, known as the Wielandt-Hoffman Theorem (a proof can be found 
in [17]): 
Theorem 2.2. Suppose A, B are matrices oj’order n; then it holds 
i 
eigj(A) - c,(B)l’ I” < IIA - BIl,. 
j-l 
[fi moreover, both matrices ure Hermit&, then it ulso holds 
It is worth observing that labeling eigen and singular values in non-decreas- 
ing order is essential, in order to have the above estimates. 
Now we investigate some basic spectral properties of the matrix-valued op- 
erators LTY, defined according to Eq. (10). 
Remark 2.3. Given 2p functions a, : [0, l] + C, h : [-71, T-C] ---t C, i = 1.2, _p, 
for any two natural numbers n > m the singular values of the n x n matrix 
M = C:=, LT;(a,,J;) are easily characterized in terms of the singular values of 
m Toeplitz matrices of order Ln/m], as follows. Partitioning M into blocks 
according to Eq. (lo), the jth diagonal block of M is the matrix of order in/ml 
given by 
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Therefore, mln/mJ singular values of A4 are given by 
~,(ii.;.,(~uii,.,/;)). j== l,&...,m, k= l,k...,lfilml, 
while the remaining YI mod m singular values are null. 
Concerning eigenvalues, instead of studying those of M we turn our atten- 
tion to those of Re A4 (which reduces to A4 when A4 is Hermitian); reasoning 
as above, and observing that T[ (f) = Tkcf), we obtain that the jth diagonal 
block of ReM is given by 
Recai G/m) T1n,ml V;) = T~+J 
i=I 
(Regal W4h) 
and hence mln/mJ eigenvalues of ReM are given by 
.(Tl~,~J~e~n,V,mli;)), j= l,A...,m, k= 1,2,...,144, 
while the remaining n mod m are null. 
For any fixed m E N, sequences of the kind {cf=, LTr(ai,h)} turn out to 
have a regular asymptotic distribution of singular values, as n ---f CO; as we show 
in the following lemma, a further limit operation is also possible, involving m. 
Lemma 2.4. Given 2p functions ai: [0, I] -, C, f;:: [-n, z] 4 C, i = 1,. . ,p, 
suppose that each h E L1. Then, for all m E N and all F E ‘%o it holds 
Ix moreover, each ai is piecewise continuous, then it holds 
(17) 
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Proof. For m fixed and n > m, from Remark 2.3 we obtain 
1 
_ 
n 
LT::(dJ 
I 0 I 
I -t -F(o). 
Therefore, letting g,(x) = The last term tends to zero when n 4 3~. 
Cy=, ai(j/tir),/;(X), we obtain 
--B 
(19) 
where the last equality follows from lim_X[n/m]/n = I/m, and from Theo- 
rem 1.2 applied m times to the generating functions g,, j = 1.2. ~ m. 
Finally, observe that Eq. (19) can be thought of as a Riemann sum. on the 
grid {.j/nr}~Y,, of the function 
From the dominated convergence theorem it easily follows that $ is continuous 
at every point where all the a,‘~ are continuous. Since each a, is piecewise contin- 
uous, then 4 is also piecewise continuous, and Eq. (18) immediately follows, as 
limit of Riemann sums of a bounded and piecewise continuous function. 0 
In a similar fashion, we can prove the following statement concerning eigen- 
values. 
Lemma 2.5. Given 2pfunctions a;: [0, l] + C and .fi : [-n, n] + C, i = 1, . .p. 
suppose that euch ,f; E Ll. Then, for cl11 m E N and all F E (60 it holds 
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If moreover, each ai is piecewise continuous, then it holds 
Repai(j/m)h(x) d.~ 
i=l 1 
1 ’ 7l 
=- 
27L JJ [ F Re~a~(y)f$) 1 dxdy. (21) 0 --si=l 
The proof is omitted since it is similar to that of Lemma 2.3, except that 
Theorem I. 1 must be used instead of Theorem 1.2. 
Lemma 2.6. Suppose two sequences of matrices {A,,} and {A,,} are such that 
IIAn - A, I(F < v”nC (22) 
holds for all su$iiciently large n, where C > 0 does not depend on n. Then, for all 
F E %?i it holds 
If moreover, all the matrices involved are Hermitian, then it holds 
ipli,(A.)I - k $Fmi(AH)l16 CIFII, b’n. 
/=I 
(24) 
Proof. From the Lagrange formula we obtain 
~~F[~jC~n)I -~~[~ic~n)l 
/=I 
To conclude, it suffices to use first Theorem 2.2 and then Eq. (22). Finally, 
Eq. (24) is proved in the same way. 0 
Proposition 2.7. Suppose a sequence of matrices {A,} is given such that, for all 
sujficiently large m E N, the following splittings hold. 
A, = I%,,,, + IL., + N,>, ‘dn > n,, (25) 
with 
rank IL, 6 c(m), IINmlI~ G fidm), (26) 
where n,, c(m) and o(m) depend only on m and, moreover, 
lim w(m) = 0. (27) m-ra: 
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Suppose that, for all su$iciently large m E N and for all F E %?o. there esist the 
limits 
lim ’ pF[aiQn,m)] = Q (F) and 
‘l-I= n ,=, 
,_, hm Q,,,(F) = Q(F) (28) 
Then it necessarily holds 
lim ~~F[cJ~(A~)] = Q(F) VF E go. 
n+%n ,=, 
(29) 
Similarly, ifall the matrices in Eq. (25) are Hermitiun, andfor all F E %‘~~ there 
exist the limits 
lim ieF[i,(B,,J] = Y,(F) 
rr--xn ,=, 
and iLlY,,!(F) = ‘J’(F). 
then it also holds 
Proof. Observe that, from Eq. (28), it easily follows that # is a bounded linear 
functional over %?o, and j@(F)] < IIFljw We claim that it suffices to prove 
Eq. (29) for all F E %‘A. Indeed, if F E go and F > 0 are given, there exists 
F, E %‘A such that IIF - FJl, < C; denoting by C,(F) the arithmetic mean in the 
left-hand side of Eq. (29) it holds 
IL(F) - @+‘)I < lL(F -F,)l + IL(C) - @@)I + t@s(Fr - F)l 
< 26 + Is7(E> - @(F,)l. 
Taking the lim sup for n -+ CC, one obtains lim sup,_,JC,(F) - Q(F)] < 2c, 
provided Eq. (29) holds in %‘A. But then it holds also in gko, since F and c were 
arbitrary. 
In view of that, let F E %?i be given. For any large m and for all n > n, it 
holds 
f @a.)] - Q,(F) 1 G fln.m + B,., + Y,.,, + I@,(F) - Q(F)/, (32) 
where 
c? n.m = 
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Yn,m = 
From Lemma 2.1 it follows lim s~p,,,a,,~ = 0, for all m. From Eq. (23) of 
Lemma 2.5 we have lim sup,__J,,, < co(m) jlF’[l,, Vm. From assumption 
Eq. (28) it follows lim sup y n-co n,m = 0, for all m. Since lim sup is subadditive, 
from Eq. (32) we obtain 
lim sup,,, 
+ I@m(F)-@(F)I Vm. 
Taking the limit for m 4 00, from Eqs. (28) and (27) we obtain that the above 
lim sup is zero, and Eq. (29) follows. Finally, Eq. (31) is proved in the same 
way, using Eq. (24) instead of Eq. (23). 0 
3. Asymptotic spectrum of locally Toeplitz sequences 
Now we are in a position to show that the singular values of a locally Toep- 
litz sequence have a regular asymptotic distribution on the real line, and this 
distribution can be explicitly computed in terms of a and f. Indeed, an even 
more general result is proved, concerning finite sums of locally Toeplitz se- 
quences. 
Theorem 3.1. Suppose that a sequence o 
f 
matrices 
sum ofp locally Toeplitz sequences {At 
{A,,} can be decomposed as the 
} - (ai,J;:), i = 1,2,. . . ,p, where the ai’s 
are piecewise continuous and the J;‘s belong to L1. Then for all F E %?o it holds 
Proof. By assumption, for each i = 1,2,. . . ,p we have the splittings 
(33) 
A(‘) = LT”(a;,J) + R(‘) + NC’) n n n,m n.m Vn > n(‘) tn’ 
where the rank and norm corrections satisfy the conditions 
(34) 
rankR!$ 6 c(‘)(m), ll~V,$~ 6 fro(‘)(m), ~lxo&‘)(rn) = 0. (35) 
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Letting B,, .,,, = If=, LTF (aI. f;), R,,,!, = Ccz, R$ and N ,,.,, / = XI’, N,l’,,, the se- 
quence {A,,} trivially satisfies conditions (25), (26) and (27). with n,,, = 
maxr=,{ntZi}, c(m) = CyC, c(‘)(m) and W(M) = Cf , cd”(m). If for F E %,, we let 
and 
then by Eqs. (17) and (18) of Lemma 2.4 we obtain that Eq. (28) is also ful- 
filled. Therefore, we can apply Proposition 2.7 to the sequence of matrices 
{A,,}, and observe that Eq. (29) reduces to Eq. (33). 0 
The case of a single locally Toeplitz sequence is obtained as a particular case 
of the above theorem. 
Theorem 3.2. Suppose the sequence of’mutrices {A,,} is such that {A,} - (a. f’). 
\there a is pircenisr continuous ant/f E L,. Thenfbr all F E WO it holtl.~ 
Remark 3.3. Unlike Toeplitz sequences, the sum of two locally Toeplitz 
sequences may fail to be locally Toeplitz; therefore, Theorem 3.1 does not 
follow as a consequence of Theorem 3.2. 
Remark 3.4. The right-hand side of Eq. (36) can be thought of as a weighted 
version of the right-hand side of Eq. (3); in particular, when a(~) z 1 the 
integral in Eq. (36) reduces to that in Eq. (3). This analogy is more than a 
formal one; indeed, in Theorem 4.1 we will prove that, if ,f’ t L2. then 
{m(f)) - (I..r)Y and hence Eq. (36)) reduces to Eq. (3). In view of this, 
Theorem 1.2 can be obtained as a corollary of the above theorem. as long as 
,f’ E L,. 
Theorem 3.5. Suppose that a sequence qf’matrice.r {A,,} cm he rkcomposrtl. irl 
two d$ermt ways, as the sum of’p locally Toqditr sequenc’es 
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{A(‘)} N (Uj,J;), n {A(“} N (ii. J’) n ,, , , i=l,&...,p, 
where all the weight jitnctions are piecewise continuous and the generating func- 
tions are L,. Then it holds 
&&(JJ)J(X) = kriib)j(X), a.e. ouer [0, l] X [-71,7C]. 
i=l r=l 
(37) 
Proof. By subtracting the two decompositions from each other, we obtain that 
the null sequence {On} can be decomposed as the sum of 2p locally Toeplitz 
sequences; therefore, by Theorem 3.1 we obtain 
Since F is arbitrary, it is well known from measure-theory that the above equal- 
ity implies 
&Ui(J)X(X) - eii,(y)J(x) = 0, a.e. over [0, l] X [-n,7c], 
i=l i=l 
and the proof is completed. 0 
Corollary 3.6. Suppose that a sequence of Hermitiun matrices {A,} can be 
decomposed as the sum of p locally Toeplitz sequences {A!)} N (ui,J;:), i = 1, 
2, . . ,p, where each ui is piecewise continuous and each h E L1. Then it holds 
-&.m E 4 u.e. over [0, l] x [-n, 7r]. 
i=l 
Proof. It is a trivial but general fact that {A,} N (u,f) holds if, and only if, 
{A;) - (G). I n our case, since the sequence {A,} is Hermitian, it can also be 
decomposed as the sum of {A(‘)*} , i = 1,. . 
previous theorem we then ob;ain 
p where {A(‘)*} N (a. f.). f .> 9 n I, I , rom the 
~u,(y)J(x) = ~&(y)~(x), a.e. over [0, l] x [--71,7c], 
i=l i=l 
and the proof is completed. 0 
Concerning the asymptotic distribution of eigenvalues, the analog of Theo- 
rem 3.1 can be formulated as follows. 
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Theorem 3.7. Suppose that a sequence of matrices {A,} can he decotnposed as the 
sum of p locally Toeplitz sequences {A:)} - (ai,,l;), i = 1,2,. .p, where each a, 
is piecewise continuous and each fi E L1. Then, .fiw all F E %‘o it holds 
lim !eFIA,(ImAn)] = & 
n-x’ n j=I 1 
d.xd_r. 
Ifi moreover, each {A,,} is Hermitian, then it also holds 
(39) 
(40) 
Proof. We reason as in the proof of Theorem 3.1. By assumption, for 
i = 1,2,. . ,p we have the splittings 
n m = max! {nCi’}* for n > n 
(34), with conditions (35). Let 
{=I m ) by adding all the splittings (34), 
i = 1.2, . .p, together with tht% Hermitian conjugate, after dividing by 2 
we obtain 
Re A,, = B,,, + I?,,,,, i- N,,, Vn > II,,,. 
where B,., = Cf!, Re LT: (ai, jJ, R,,, = Crz, ReR$, and Nn.,,, = Cf=, Re IV;::,, 
It is clear that the sequence {A,} satisfies conditions (25), (26) and (27), with 
c(m) = 2x:=, c(j)(m) and w(m) = Cy=, oii)(m). If for F E %O we let 
Y(F) = & Repa, (,v).f; (x) dxdy, 
i=I 1 
from Eqs. (20) and (21) of Lemma 2.5 we obtain that also Eq. (30) is satisfied. 
Therefore, we can apply the second part of Proposition 2.6. and observe that 
Eq. (31) reduces to Eq. (38). 
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Observe that Eq. (39) follows from Eq. (38), since Im A, = Re - -ti,, 
{A!)} - (ai,_&) implies {--iA!)} - (--~Lz,,J;) and Re - ia(y)f(x) = Imu(j)f(x). 
Finally, when each A,, is Hermitian the left-hand side of Eq. (40) coincides 
with that of Eq. (38); on the other hand, by Corollary 3.6 the function 
CP=I ai(.v)A(x) t a k es real values almost everywhere on [0, l] x [-n, ~1, and 
hence the integral in Eq. (40) is well defined (recall that F is defined on the real 
line) and it coincides with the integral in Eq. (38). 0 
The case of a single locally Toeplitz sequence is obtained as a particular case 
of the above theorem. 
Theorem 3.8. Suppose a sequence of matrices {A,} is given, such that 
{A,,} - (a,f), where a is piecewise continuous and f E LI. Then for all F E ‘&o 
it holds. 
I I 
lim leF[l.JReff.)] = &/ / F[Re a(y)f(x)] dxdy, 
fl+mn j=l 
0 --I 
1 n 
lim ~~F[,$(ImA,)] = &/ / FIIm a(y)f(x)] dxdy. 
nimn j = ,  
0  - 7 7  
IJ; moreover, each A,, is Hermitian, then it holds 
1 7z 
lim ‘eF[dj(A,)] = & / / F[a(y)f(x)] dxdy. 
nim n ,=i 
0 -7. 
(41) 
(44 
Remark 3.9. When f E L2 is real-valued, the above theorem is a generalization 
of Theorem 1.1; indeed, as we will prove in Theorem 4.1, {T, (‘f)} N (1 ,f), and 
we can apply the above theorem with u(y) G 1. Then the right-hand side of 
Eq. (43) reduces to that of Eq. (2). 
4. Further properties of locally Toeplitz sequences 
In the following theorem we show that any Toeplitz sequence {Tncf)}, gen- 
erated by f E L2, is also locally Toeplitz with respect to the pair (l,f). There- 
fore, at least in the L2 case, Toeplitz sequences are a particular case of locally 
Toeplitz ones (see Remark 4.2). 
Theorem 4.1. rf f: [- n,n + C belongs to Lz, then it holds {m(f)} - (1,s). ] 
Moreover, iff E L, then, in the splittings (II), one can choose N,,, such that 
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Proof. Let m be given; letting n, = m2, we build the splittings (11). First let 
E - T,(f) - LTz( 1 ;f), and observe that E,,,, is obtained from Kl(,j’) by nm - 
setting to zero some of its entries. We must decompose E, m as R,,, + IV,,,,?,, 
where R,,,,, has small rank and N,,,,, has small norm, according to (12). We 
define R,,,, as 
R - Et,.,, 0 ( OL,,/m,--m Ed ti.n, (L-I @ (H2m @ q,,i+?,n)) 9 Mmllodnl) 
where o denotes element-wise product of matrices (Hadamard product), Hk de- 
notes the square matrix of order k, whose entries are all equal to 1, and 1,: is the 
identity matrix of order k. It is easy to see that R, ,n has a block diagonal struc- 
ture 
where 
Ml = T?“,(f) - 12 8 Lcf): iM, = cl ,+,r mod m Cf) - r,, Cf) 8 01, mod “3 
From the above relations and Eqs. ( 15) and (16) it easily follows: 
rank R,.,,, = (m - l)rankM, + rank A42 < 2m’ = c(m). (45 ) 
llL~~/12 = maxWf1 IL3 11~2112> G WI,. (46) 
Finally, we let N,,., = E,,, - R,,,, and we observe that all entries eI, of N,,,,,, with 
[j - i/ < m. are null; since any non-zero entry of N,,,,, equals the corresponding 
entry of T,,(J), from the Toeplitz structure we obtain 
where ,f; is the jth Fourier coefficient off, according to Eq. (1). Denoting by 
(o(m) the last square root in Eq. (47), from ,f E LZ it follows 
lim n,_-rco(m) = 0; therefore, from Eqs. (45) and (47) together with the split- 
tings 
r,(f) = LTy(1.f) + R,,, + N,.,,, n > n,,. 
we obtain {r,(J)} N (1,f). 
Finally, if,f E L,, then from the above splitting and from Eqs. (46) and (16) 
we obtain 
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II%m/lz < IITnV)llz + IlLTI:(Lf)ll, + IlKvnll~ 64llfllm 
and the proof is completed. 0 
Remark 4.2. We were not able to prove the above theorem under the weaker 
assumption f E _LI ; on the other hand, no counterexample has been found. If 
the condition f E Lt were sufficient, then Theorems 3.8 and 3.2 would be, in 
every respect, a generalization of Theorems 1.1 and 1.2, respectively. For now, 
this is true only in the L2 case (see Remarks 3.4 and 3.9). 
Lemma 4.3. If g E ~2 and f is a trigonometric polynomial of degree d, then for all 
k E N it holds 
rank[Tdf)G(g) - Gcfg)] 6 44 ranWi&)GCf)-WJCfg)l6 4d. 
Proof. We show only the first inequality (the other is obtained by transpo- 
sition). From the assumption on f, it follows that Tk(j”) is banded, and the 
bandwidth cannot exceed 2d + 1. After a direct computation of the product 
Tkcf)Tk(g) and the Fourier coefficients of fg, it suffices to check that the 
submatrix obtained from Tkcf)Tk(g) by deleting the first and last d rows and 
columns coincides with the corresponding submatrix of Tkcfg). 0 
Lemma 4.4. If f E 42 and f E L,, then for all k,m E N there exist matrices 
Nf,fIk,, and NCf,f Ik.m such that 
Mf~Tkcf) - TkVfI = Nf,&m +NCf,&m (48) 
and 
rankRdf,f),,, 6 4m, llJ-w&nIIF G2Allf -fmll*ll.& (49) 
where fm (x) = CJ”=_, f; eGx is the mth Fourier partial sum off according to (1). 
Proof. Setting 
Nfh.m = Wf -fm)TktiI - G(V -fm,f) 
yields Eq. (48). The rank estimate in Eq. (49) follows from Lemma 4.3 observ- 
ing that fm is a trigonometric polynomial of degree m, while the norm estimate 
follows from 
llTk(v-fml~)llf\ <JiTllv-fm)sII26 ~llf-fmll2Ilfll~. 0 
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It is not reasonable to expect that the product of any two locally Toeplitz se- 
quences is also locally Toeplitz; indeed, when expanding the product of two lo- 
cally Toeplitz sequences according to their respective splittings (1 l), the product 
of the two norm-corrections might grow too fast, that is, its Frobenius norm 
might fail to be O(h). A sufficient condition, however, is the following. 
Theorem 4.5. Suppose {A,} - (qf) and {a,} - (cI.f), where u, ii.j’,f are 
essentially bounded. If there exists u constant C > 0 such that 
IINLnr//~ < C (50) 
holds in the splittings (II), then it holds 
{A,A,) - (acr,ff), {‘&A,) - (4ff). (51) 
Proof. We prove only the first part of (51) (the second is proved similarly). By 
assumption, for all large m and for all n > n, we have the splittings 
A,, = LT::(a,f) + R,., + NH,,. k, = LT;(ti. f) + II,,., + tin.,,, 
and we can suppose 
max 
1 
rank R,,,, rank I?,., } <c(m), max { llN,,,l/r, llfi~,~llr} G J;;(l)(m) 
with lim ,,,ta(m) = 0. Expanding the product A,& according to the above 
two splittings, we can write each A,& as the sum of nine product of matrices. 
Five of them contain R,,, or R,,,, and thus their rank does not exceed c(m). 
Moreover, it holds 
IILTXa,f)%&- 6 lI~~~(~,f’)ll~II~~.~ll, 
6 Il4~llfll,J;l4m)~ 
IINn.mLT::(~>.fIll, 6 II~~.~ll~ll~~~~~~f~ll~ 
6 Il4,Ilfll,d%m) 
and 
llN~.m&.mllF < INn,mllzll~n,mllF < Cfidm). 
It remains to investigate the product 
LTXa,f)LT::@,j) = &(ati) @ [~,&7&c/)] 83 Onmod,,,. (52) 
We have to show that the above product is close to LTz(aii,ff), up to cor- 
rections of small rank and small norm. Let us focus on the matrix 
T~,,/mldf)T~n,m,~). From Lemma 4.4, applied with k = in/m], we obtain the 
splitting 
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~wm; cf) ~ln,m, ti) = Tl”lrn, Kf) + w f) in,m, ,m + W! f> in/m, .m (53) 
with 
rank W.f),,,,,,,,.m 6 4~ 
llNU”~.?)~n;m~,mllr ~2VGWf -.hllzllYll~~ (54) 
where f;n is the rnth Fourier sum off. Then from (52) and (53) we obtain 
LT:(0-)LTI:(K!) = &(a&) @ Tl+,lj cfj, @ Onmodm 
+ &(aa) @ W”>.f),.,m,_m @ &modm 
+ &(aa) @N(.f:j),n,m,;m @ Onmodm (55) 
and, from (54), 
rank 
( 
&(aZ) @Nif,f)in,mJ.m @ On odm ~mrankRCf,f)inlm,,m~4mZ 
> 
and 
The proof is completed observing that lim,_,IIf - fmllz = 0. 0 
Remark 4.6. It is worth observing that the additional assumption (50) is always 
satisfied by a sequence of Toeplitz matrices { 7’,‘, v)}, generated by f E L, (this 
was proved in Eq. (44) of Theorem 4.1). As a consequence, when the 
generating functions are bounded, the product of a locally Toeplitz sequence 
with Toeplitz sequences is also locally Toeplitz; in particular, the product of a 
finite number of Toeplitz sequences is locally Toeplitz (we recall that, in 
general, the product of two Toeplitz matrices is not a Toeplitz matrix). 
Corollary 4.7. Suppose that {A,,} - (u, f): where a is bounded and f E L,. If 
PI> . ,pj and 41,. , qk d belong to L,, then letting 
8, = KC&). T,(p,)A,T,(q,). . T,(a), 
it holds 
{B,I - (Q,PI ,P,fsl . .. qk). 
Proof. Starting from {A,}, it suffices to apply j + k times Theorem 4.5, whose 
assumptions are fulfilled in virtue of Eq. (44). 0 
Observing that {Ill} N (1, l), we obtain the following 
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Corollary 4.8. Suppose fl , . . . ,fx all belong to L,. Then it holds 
{Tnti)“.Tnti)) N (l,fl”.fk). 
Example 4.9 (Algebra generated by Toeplitz sequences). In [12] Tyrtyshnikov 
proved that the singular values of a finite product of Toeplitz sequences are 
distributed as the magnitude of the product of their generating functions, that is 
whenever all the J’s belong to L,. Observe that we can obtain this result as a 
consequence of Corollary 4.8 and Theorem 3.2; moreover, we can extend it to 
handle all sequences in the algebra generated by Toeplitz sequences, as follows. 
Let YX be the vector space of all Toeplitz sequences {T’(j)} with f E L,, and 
let ,_z& be the algebra of sequences generated by .Y’,; it is clear that any se- 
quence {A,} E d, can be written as 
(if necessary, one can let fZo E 1 for some indices c[, p, observing that 7’, (1) = I,, 
does not affect the product). From Corollary 4.8 we know that, for each x, the 
sequence { fl, TndfEa)} is locally Toeplitz with respect to the pair (1. &jfi,i), 
and hence from Theorem 3.1 we can conclude that 
concerning eigenvalues, from Theorem 3.7 we obtain 
lim i 2F Aj 
‘z-mn /=I (( 
We end this section with a useful criterion for local Toeplitzness, which will 
be widely used in Section 5. 
Proposition 4.10. Suppose tkt’o sequences of matrices {A,}. {B,} are such that 
IIA,, - B,(I, =0(,/k) as n ---t 00, and {B,} - (u.f). Then it also holds 
{An) - (a,f). 
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Proof. By assumption we have the splittings 
& = LT::(G-) + R,,, + NH,,, n > fi, 
satisfying conditions (12). Letting A, = A, - B,, it clearly holds 
A, = LT,“(a,f) + &,, + k,.,, n > max{m,n,}, 
where gn,., = N,,, + A,,. Letting h(m) = sup,>~-~/~J(A,]]~, the assumption 
llAnllF = o(h) implies lim,,, 6(m) = 0. Finally, for n > max{m,n,} it holds 
and the proof is completed. 0 
5. Applications to unidimensional boundary-value problems 
The following elementary example, combined with the results of Section 4, 
turns into an extremely useful tool in proving that many sequences of matrices 
arising from the applications have a locally Toeplitz structure. 
Example 5.1 (Sampling matrices). Suppose U(X) is continuous over (0, 11, and 
consider the sequence of diagonal matrices 
&=diag[a(-&),a(&),...,a(+)], n=l,2,... (56) 
It is easy to see that {A,} N (a, 1); in fact, in the splittings (11) one can let 
R - O,,, and N,,m = A, - LTT(a, 1). It is clear that each N,,, is a diagonal n,m - 
matrix of order n, whose generic diagonal element can be expressed as 
u(x) - at&), with /x - y] < 4/m; therefore, the Frobenius norm of N,,, cannot 
exceed 40(4/m), h w ere 0 is the modulus of continuity of a. 
Q(c) = sup I+) - a(.Y)I. (57) Cl G X.J <I 
Ix-J? G e 
Since lim t_0e(~) = .O, the norm estimate (12) is satisfied by letting 
o(m) = 0(4/m). 
Relying on {An} N (a, l), when a is real-valued Theorem 3.8 can be applied, 
and (43) reduces to 
that is, the Riemann sums of the continuous function F[u(j)] converge to its 
Lebesgue integral. 
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As we have mentioned in Section 1, the notion of locally Toeplitz structure 
was conceived in tight connections with the discrete approximation of unidi- 
mensional BVP, although the results of the previous sections can be seen as 
part of a stand-alone theory. The main goal of this section is that of convincing 
the reader and, in a sense which we will soon make clear, of formally proving 
that any sequence of matrices {A,}, such that A, discretizes a given linear BVP 
on a grid of IZ points via finite differences, turns out to be locally Toeplitz with 
respect to a pair (u!f’), where a depends only on the given problem and .f’ de- 
pends only on the scheme used to discretize the problem. 
Consider the simple differential operator 
L.u(x) = a(x)D’u(x), x E (0,l). d E FV. (58) 
where D’ denotes differentiation of order d and a is continuous over [0, l] (for 
convenience, we set u(x) = a(l) for x >, 1 and u(x) = a(O) for x < 0). Given a 
grid of n points {jh}~=,, where h = l/(n + 1) is the discretization step, one 
can consider the sampling {Uj}y_t of the function U(X) at the nodes of the grid, 
i.e., U, = u(jh); the idea at the basis of many discrete approximation schemes 
(including finite differences) is that of approximating the value LU at a point 
x, = ih by a linear combination of the kind 
Lu(ih) ;= ; fyu,+,, 
1=-P 
where each number ci” linearly depends on the values of the function u(x) on a 
set of 2q + 1 points close to x,, that is, 
c:” = =&&J(x; + kh’), h’ = zh, j = -p.. .p. (60) 
A- q 
Observe that, in order to let our approach be as general as possible, we have 
allowed another discretization step h’ to be used when sampling u(x) in a neigh- 
borhood of x, (we only require that the ratio t = h’/h be independent of n). The 
fact that the ultimate coefficients cj,k do not depend on the node x, simply 
means that the scheme used to discretize the operator is the same at every node. 
For example, if d = 2 the approximation scheme 
Lu(x,) R3 j$"(Xi)[U,-l - 2U, + Ul+l] 
is obtained by letting p = 1, q = 0 (hence h’ is not taken into account) and 
CC,,” = 1, co,0 = -2, cl,(, = 1. On the other hand, the different scheme 
is obtained by letting p = 1, q = 1, h’ = zh = $, and 
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1 0 1 
[c,&,*1 = ; ( -2 0 -2 1 . 
1 0 1 
Both examples rely on three contiguous points {xi-l, Xi, Xi+l} to approximate 
u”(xi), but choosing p > 1 would allow higher order schemes as well; for in- 
stance, by letting p = 2 one can obtain all the so-called “five-points” schemes, 
and so on (see [ll]). 
All the above reasoning can be repeated for each node xi = ih, provided 
i > p and i < n - p: when this condition is not satisfied, Eq. (59) does not make 
sense since some sampling ui+j would lie outside the grid (in BVPs, this difficul- 
ty can be overcome by a suitable discretization of the boundary conditions, see 
[Ill, p. 142). As a consequence, the differential operator Eq. (58) can be ap- 
proximated on the whole grid by a matrix of order n which, except for the first 
and the last p rows, is given by 
L, =; 
where the 
A,, = hdL,, 
coefficients cy’ are defined by Eqs. (59) and (60). After letting 
we consider the sequence of matrices {A,}. Observe that, from 
Eq. (60), it follows that the dependence of A, on a(x) is linear; moreover, 
when U(X) is constant A, has Toeplitz structure, since in this case c!’ depends 
only on j. In particular, when u(x) 3 1 from Eq. (60) we obtain A,, = Tnv), 
where 
L 
(1) 
CO (‘1 Cl . . . CF’ 
p (2) (2) -1 co Cl . 
. . . . . 
$+I) . . . . . . 
P 
‘.. 
. . . 
&-C 
-P 
. (-4$-P+‘) 
,@-‘I (n-l) (n-1) 
-1 CO Cl 
,(fl) (El . . . 
-1 CO 
3 (61) 
nxn 
j=-p 
A = &ciXt for j= -p,...,p. 
k=-q 
(62) 
Proposition 5.2. The sequence of matrices {A,,}, where A, = hdL, and L, is 
defined according to Eqs. (.59)-(61), is locally Toeplitz with respect to the pair 
offunctions (a, f). 
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Proof. Let us define the sequences of matrices 
B,, = &T,(,f), A, =A, -B,, iz = 1,2,3 ,... 
where A, is given by Eq. (56) and f(x) is the trigonometric polynomial defined 
by Eq. (62)). The sequences {B,} and {A,} both have the same banded struc- 
ture as {A,}, where the bandwidth is 2p + 1. For any given n, the generic non- 
zero entry of A, is given by 
Ml) ,.,_, - (&)i.,+, = &j.kU(ih t kh’) - a(ih)S, 
k=-q 
= &,,k[U(ih + k ’) - a(ih)]; 
k=-q 
therefore, using the modulus of continuity of u(x), defined by Eq. (57), we obtain 
The last summation can be bounded by a quantity independent ofj; recalling that 
lim ,_,w(qz/n) = 0, we obtain that the elements of A, uniformly tend to zero as n 
goes to infinity; finally, since A, has only O(n) non-zero elements, we obtain 
\ldnllp = w(qz/n)O(&) = 0(&i) as n + x. 
From Example (5.1) we know {A,} N (u\ l), and hence from Corollary 4.7 we 
obtain {B,,} - (a,f); finally, from Proposition 4.10 it easily follows 
{A,} - (a-f), and the proof is completed. !J 
Now consider the differential operator 
d&l 
Lu(x) = a(x)&(x) + ~clr(x)DYu(x), x E (0, l), d E W, (63) 
x=0 
where the term involving the highest derivative of u has been highlighted. If 
each term is discretized according to the above general pattern, the matrix ob- 
tained can be written, up to a correction whose rank does not depend on n, as 
where each matrix (1 /!?)A?) has a structure similar to Eq. (61). We have al- 
ready proved that {A?)} - (a,f), where f depends on the method used to dis- 
cretize the principal part of the operator. Letting 
A, = hdL, = A?) + Chd-?4y 
CC=0 
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we claim that {A,} N (a,f). To prove this, it suffices to observe that the Fro- 
benius norm of A!) is O(,/&) for all M, since At) is a banded matrix, whose 
bandwidth does not depend on II and whose elements are uniformly bounded 
with respect to n. As a consequence, letting 
d-l 
A, = xhd-“At), 
LT=O 
it holds l/AnjlF = O(hfi) = 0(1/J;;), since h = 0( I/n); in particular, it holds 
ljAnjj = 0(&i) and {A,,} N (a,f) follows from Proposition 4.10, since 
A, = A?) + A,, and {Aid)} N (a,f). 
Example 5.3. Consider the BVP (6), which is in divergence form. One can 
compute the outermost derivative, obtaining 
LU(X) = -U(X)U”(X) - a’(x)u’(x), (64) 
thus losing the divergence structure. The above operator, if the derivative a’(x) 
is computed symbolically, can be approximated at a point x, = ih, 
h = I/(n+ 1) by 
‘CxL) $ [-“i-l + 2Ui - Ui+l] - U'(Xj) & [Uj+l - Ui_l]. 
Under the homogeneous boundary conditions (6), the resulting matrix is 
L, = 1‘@ + !Aii) h2n h”’ with A?) = AJa)T,Cf), A!‘) = &(a’)T,(g), 
where f(x) = 2( 1 - cosx) and g(x) = i (e-L - e;‘) (hence T,, cf) is that given by 
Eq. (5) and T’(g) is the tridiagonal Toeplitz matrix with elements [i, O,$), 
n,(u) is the sampling matrix (56) and &(a’) is defined similarly. 
Letting& = h*L,, we obtain {A,} - (a,f). Indeed, A, = Ai2) + hAi), and we 
know from Example 5.1 and Corollary 4.7 that {AL2)} N (a,f); to conclude, it 
suffices to apply Proposition 4.10, observing that 
((h@II, = hllA,(a')T,(g)ll, G hll~,(u’)ll2Il~(g)ll~ 
6 hll4, 
since h = 0(1/n). 
It is worth observing that the matrices obtained by the above approximation 
are not Hermitian. This reflects the fact that, by symbolically expanding the 
outermost derivative in Eq. (6) and later using finite differences, the divergence 
structure is completely ignored, that is, the self-adjoint operator (64) is treated 
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as the (generally) non-self-adjoint operator (63). In other words, some struc- 
ture is being lost. 
A different and perhaps more natural numerical approach, which leads to 
Hermitian matrices, is that of exploiting the divergence form of (6) by taking 
the finite differences 
(see, for example, [ll], pp. 142, 143). When applied to the BVP (6), this scheme 
leads to the Hermitian matrices {A,} defined in Eq. (7) (see also [ 131). We stress 
that the matrix {A,} in Eq. (7) is build from the sampling of the function U(X) 
on the mesh of n + 1 points {(j - $)h}y+:, while the grid where U(X) is sampled 
is {j/z};=, , h = 1 /(n + 1). This example shows that allowing a different step 
h’ # h in Eq. (60) is convenient; indeed, each matrix {A,} from Eq. (7) except 
for the normalization factor 1 /hd = 1 /h*, can be identified with L, in Eq. (61), 
provided in Eq. (60) we let p = 4 = I, r = 4, and 
0 0 -1 
[Cjk],,hz_+l = i 1 0 1 1 . 
-1 0 0 
Therefore, from Proposition 5.2 we obtain {A,} - (a,f), where 
,f(x) = 2( 1 - cosx), even though A, was not obtained starting from an opera- 
tor of the kind Eq. (58) but from one in divergence form as Eq. (6)! 
We end this section by proposing a direct and more elegant proof of 
{A,} - (a.f), b ase on an approximate factorization of {A,} as the product d 
of elementary locally Toeplitz sequences. 
Example 5.4. Suppose a(x) is continuous over (0, 11, and let A, be defined 
according to Eq. (7): we give an alternative proof that {A,} - (a, 2 - 2 cosx). 
Consider the bidiagonal Toeplitz matrices 
-I I 
. 
T,,(q(x)) = m(-1 +e^“) = I .I 1 -1 ,1X,, 
A direct computation shows that 
A,, = ~,(qbLT,(q) + a( &j)““;. 
where A, is given by Eq. (56) and el = ( 1, 0, . . . , 0)* is the first vector of the ca- 
nonical basis of R”. In particular, the difference A,, - T,:(q)&T,(q) has rank at 
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most one for all n and hence, in order to show {A,} - (a, 2 - 2 cosx), it suffices 
to show {7’,‘,(q)/1,TH(q)} - (a, I,2 - 2 cosn). Since T;(q) = T,(g), from Corol- 
lary 4.7 we obtain {T,*(q)/l,T,(q)} - (a, 94); to conclude, it suffices to observe 
that q(x)q(x) = 2 - 2 cosx. 
When U(X) is real-valued, each A, is Hermitian and we can apply Theorem 
3.8, obtaining the asymptotic distribution of the eigenvalues of A, announced 
in Eq. (8); concerning singular values, from Theorem 3.2 we obtain 
which holds also when U(X) is not real but complex-valued 
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