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ABSTRACT
Context. Solar activity cycles vary in amplitude and duration. The variations can be at least partly explained by fluctuations in dynamo
parameters.
Aims. We want to restrict uncertainty in fluctuating dynamo parameters and find out which properties of the fluctuations control the
amplitudes of the magnetic field and energy in variable dynamo cycles.
Methods. Aflux-transport model for the solar dynamo with fluctuations of the Babcock-Leighton type α-effect was applied to generate
statistics of magnetic cycles for our purposes. The statistics were compared with data on solar cycle periods to restrict the correlation
time of dynamo fluctuations.
Results. A characteristic time of fluctuations in the α-effect is estimated to be close to the solar rotation period. The fluctuations
produce asymmetry between the times of rise and descent of dynamo cycles, the rise time being on average shorter. The affect of the
fluctuations on cycle amplitudes depends on the phase of the cycle in which the fluctuations occur. Negative fluctuations (decrease
in α) in the rise phase delay decay of poloidal field and increase the cycle amplitude in toroidal field and magnetic energy. Negative
fluctuation in the decline phase reduces the polar field at the end of a cycle and the amplitude of the next cycle. The low amplitude of
the 24th solar cycle compared to the preceding 23rd cycle can be explained by this effect. Positive fluctuations in the descent phase
enhance the magnetic energy of the next cycle by increasing the seed poloidal field for the next cycle. The statistics of the computed
energies of the cycles suggest that superflares of ≥ 1034 erg are not possible on the Sun.
Key words. Sun: dynamo – Sun: activity – Sun: magnetic fields
1. Introduction
Cycles of solar magnetic activity are known to vary in strength
and duration. The variations are most probably attributed to the
intrinsic randomness of the solar dynamo mechanism (Hoyng
1988; Charbonneau 2010, Sect. 5). Of the two basic dynamo ef-
fects of toroidal field winding by differential rotation and conver-
sion of the toroidal field back to a poloidal field by cyclonic mo-
tions, the latter is believed to be random to a large extent (Hoyng
1993).
There is extensive literature on dynamos with fluctuat-
ing parameters including recent publications by Usoskin et al.
(2009), Choudhuri & Karak (2012), Olemskoy & Kitchatinov
(2013), Passos et al. (2014), Cameron & Schüssler (2017), and
Inceoglu et al. (2017). The publications are mainly focussed on
durable epochs of exceptionally low or high activity known
as grand solar minima or maxima (Usoskin et al. 2007). This
paper concerns another subject. The memory time of the dy-
namo process is approximately the duration of the activity cy-
cle (Karak & Nandy 2012). It is therefore important to identify
those properties of a fluctuating dynamo that are responsible for
the increases or decreases in strengths between neighbouring cy-
cles. This paper uses a flux transport dynamo model with fluc-
tuations in the Babcock-Leighton (BL) mechanism of poloidal
field generation for this aim.
Various dynamo-related parameters such as turbulent diffu-
sivity or velocity of the meridional flow can fluctuate and con-
tribute to the variability of activity cycles (Choudhuri & Karak
2012). The primary contribution is, however, expected to come
from fluctuations in the BL mechanism because of their rela-
tively large amplitude. The BL mechanism is related to finite
average tilts of solar active regions relative to the lines of lat-
itude (Babcock 1961). Its large fluctuations are caused by two
properties of solar active regions: the broad distribution of their
tilt angles (cf. fig. 11 in Howard 1996) and the moderate number
of active regions simultaneously present on the Sun. The mecha-
nism is, therefore, driven by a small ensemble of random objects.
Computations of Nagy et al. (2017) have suggested that even
a single “rogue” active region can influence strength of the sub-
sequent solar cycles. Jiang et al. (2015) pointed to AR10696 as
a characteristic example of the active regions with abnormal tilts
that are responsible for the weakness of solar cycle 24.
The amplitude of fluctuations in the BL mechanism can be
estimated from sunspot data (Olemskoy et al. 2013; Jiang et al.
2014). The characteristic duration of the fluctuations is, however,
less certain. We constrain the correlation time by comparing the
statistics of the computed and observed durations of solar activ-
ity cycles. The dynamo model then includes random variations
with time in the BL-type α-effect with the so-defined amplitude
and characteristic duration. The model computations show that
the effect of fluctuations depends not only on their sense (in-
crease or decrease) but also on the phase of a dynamo cycle in
which the fluctuations occur. The phase dependence is caused by
the difference in the dynamo process between ascending and de-
scending phases of the activity cycles and can be interpreted in
terms of the basic dynamo mechanisms. The interpretation gen-
erally agrees with the observed dynamics of sunspot activity and
polar magnetic fields of recent activity cycles.
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The next section describes our dynamo model and the
method of allowance for random fluctuations. Section 3 presents
and discusses the results of the modelling. This section also com-
pares some of our findings with observations. The final Sect. 4
summarises our conclusions.
2. Dynamo model
Our dynamo model belongs to the so-called flux-transport
models initiated by Wang et al. (1991) and first developed by
Choudhuri et al. (1995) and Durney (1995). This name reflects
the importance of meridional flow for latitudinal transport of
magnetic fields in this class of dynamo model. Flux-transport
models are consistent with basic solar observations (Jiang et al.
2013).
Apart from an allowance for fluctuations in the α-
effect, the model of this paper is identical to that of
Kitchatinov & Nepomnyashchikh (2017a,b). We therefore de-
scribe in detail only the method of simulation of the random tem-
poral variations in the α-effect but do not repeat the model equa-
tions, all of which are given and commented on in the above-
quoted papers.
2.1. Model design
The 2D dynamo model borrows the differential rotation
and meridional flow from the differential rotation model of
Kitchatinov & Olemskoy (2011). The differential rotation is very
close to seismological inversions for internal solar rotation. The
one-cell meridional flow is also close to the seismological detec-
tion by Rajaguru & Antia (2015), which is distinct among other
recent detections in that this detection satisfies the basic condi-
tion of mass conservation.
The eddy diffusivity profile is derived from the entropy
gradient, which is a side product of the differential rotation
model. The diffusivity varies smoothly around the value of
3× 1012 cm2s−1 in the bulk of the convection zone. Observation-
based estimations by Cameron & Schüssler (2016) give a similar
value. The magnetic diffusivity however drops by almost four or-
ders of magnitude in a thin (≃ 0.025R⊙) layer near to the bottom
boundary. The diffusivity drop near to the bottom of the con-
vection zone is important for the diamagnetic pumping effect,
which is significant for the performance of solar dynamo mod-
els (Käpylä et al. 2006; Guerrero & de Gouveia Dal Pino 2008).
Downward diamagnetic pumping of our model concentrates the
toroidal field at the near-bottom layer of low diffusion. This re-
duces the rate of the field diffusive decay and provides a combi-
nation of relatively weak (∼ 10G) polar fields with about three
orders of magnitude stronger toroidal fields near to the bottom of
the convection zone (Kitchatinov & Olemskoy 2012). The eddy
diffusion and diamagnetic pumping are anisotropic in our model.
The anisotropy is induced by rotation. This means that the dif-
fusivity along the rotation axis is somewhat larger than the dif-
fusivity for the direction normal to the axis, and the diamagnetic
pumping rate and direction depend on the magnetic field orien-
tation relative to the rotation axis (Ossendrijver et al. 2002).
The α-effect of our model is non-local in space: the poloidal
field near to the surface is generated from the bottom toroidal
field. The non-local effect is supposed to represent the BL mech-
anism. The parameter α of the α-effect includes the algebraic
magnetic quenching
α =
α0
1 + (B(ri, θ)/B0)2
f (r, θ), (1)
i.e. it depends on toroidal field B and decreases with the
field strength. The decrease can be thought of as result-
ing from a faster buoyant rise of the stronger field that re-
duces the effect of the Coriolis force. In Eq. (1), r is the ra-
dius, θ is the co-latitude, the function f (r, θ) is specified in
Kitchatinov & Nepomnyashchikh (2017a), and the parameter
B0 = 10 kG in all our computations. Algebraic quenching of
Eq. (1) is the only non-linearity in our model. The back reaction
of the generated magnetic fields on the differential rotation or
meridional flow is neglected.
The boundary conditions correspond to the interface with
a superconductor at the bottom and to the vertical field (zero
toroidal, radial poloidal) at the top.
The critical value of the α0-parameter of Eq. (1) in our
model is αcr
0
= 0.158m s−1. Non-decaying magnetic cycles are
found only for α0 exceeding this value. Observations of stel-
lar rotation show that the solar rotation rate is not far above
the threshold rate for global dynamos (Metcalfe & van Saders
2017). Estimations based on observational data on stellar ro-
tation suggest that the solar dynamo is about 10% supercriti-
cal (Kitchatinov & Nepomnyashchikh 2017a). Therefore, α0 =
0.174m s−1 in our computations.
An initial field of mixed parity was prescribed. The field dy-
namics forgets the initial condition after several diffusion times
and the field approaches dipolar (equator-antisymmetric) parity.
All results in Sect. 3 correspond to such an asymptotic regime.
2.2. Fluctuating α-effect
To allow for random variations in the α-effect with time, param-
eter α of Eq. (1) is changed as follows:
α −→ α (1 + σs(t)) , (2)
where σ is the relative amplitude of fluctuations and s(t) is the
random function of time of order one.
Following Rempel (2005), we simulate this random function
by solving numerically the equation system
ds
dt
= −
n
τ
(s − s1) ,
ds1
dt
= −
n
τ
(s1 − s2) ,
...
dsn−1
dt
= −
n
τ
sn−1 −
√
2τ
∆t
gˆ
 , (3)
in line with the dynamo equations. In Eqs. (3), τ is the correla-
tion time, ∆t is the numerical time-step, and gˆ is the normally
distributed random number with zero mean and rms value equal
one. The value of gˆ is renovated on each time step indepen-
dently of its previous value. The random function s(t) is there-
fore initiated by a short-correlated (∆t ≪ τ) random forcing.
This function varies continuously with time, although its n-th
order time derivative is discontinuous. For n equal 1 or 2 and
short time-step ∆t ≪ τ (that is the case with our computations),
the correlation function φ(t) = 〈s(t0 + t)s(t0)〉 can be derived an-
alytically (Olemskoy & Kitchatinov 2013); analytical results are
confirmed numerically. The factor in front of gˆ in the last of the
Eqs. (3) is chosen so that φ(0) = 〈s2(t)〉 = 1 for the analytical
correlation functions.
Correlation time τ is the model parameter. Computations of
this paper were performed with n = 3 in Eqs. (3).
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Fig. 1. Poloidal field at the northern pole (a), bottom toroidal field Bt
at 15◦ latitude (b), and magnetic energy (c) in ascending phase of a
magnetic cycle computed with perturbation in the α-effect imposed in
a range of time between 0 years and 2 years. The full line shows the
reference case of not varied α, the dashed line indicates the reversed
sign of α, and the dash-dotted line shows the α increased by a factor of
3.
2.3. What can be expected?
The consequences of the two basic effects of αΩ-dynamos differ
between the growth and decay phases of an activity cycle. In the
growth phase, the toroidal field and magnetic energy are ampli-
fied by the Ω-effect of the toroidal field winding from the pre-
existing poloidal field by differential rotation. The amplification
is restricted by the α-effect, which reduces the poloidal field and
causes it to reverse near to the activity maximum. It may be ex-
pected, therefore, that a reduced α-effect would lead to a stronger
cycle and an increased α in the growth phase would reduce the
cycle amplitude. In the decay phase, the α-effect generates the
seed poloidal field for the next cycle. It may be expected that a
reduced α-effect would result in a smaller poloidal field and a
weaker next cycle. The opposite is expected from the fluctuation
increasing the α-effect on the descending activity phase. To test
the expectations, we computed the field dynamics separately for
ascending and descending phases of the magnetic cycles, artifi-
cially varying the α-effect.
The strength of computed magnetic cycles is characterised
by the bottom toroidal field Bt at latitude 15
◦, close to the latitude
where the bottom field attains its maximum strength. Another
relevant parameter is the total energy of the toroidal field, that is
Em =
1
4
re∫
ri
1∫
−1
B2(r, cos θ)r2 d cos θ dr , (4)
Fig. 2. Same as in Fig.1 but for descending phase of a cycle.
where re = 0.97R⊙ is the external boundary of the computation
domain. The beginning of a new activity cycle is defined as the
instant of sign reversal of Bt. The cycle amplitude is defined as
the maximum absolute value of Bt in a cycle.
To estimate expectations for the consequences of fluctuations
in the α-effect in the ascending phase of an activity cycle, the α0
value was changed abruptly at the beginning of the computed
cycle and then returned to the initial value of 0.174m s−1 two
years after the change. The effect of negative fluctuations was
probed by reversing the sign of α0, i.e. by changing its value to
−0.174m s−1; the effect of positive fluctuations was probed by
changing α0 in the opposite direction by the same amount, i.e. to
α0 = 0.522m s
−1.
The resulting variations in the poloidal and toroidal fields
and in magnetic energy are shown in Fig. 1. The plots generally
confirm the above expectations but with a reservation that the
field reacts on variation in α with a delay. Polar field and mag-
netic energy react with the delay of about one year. The bottom
field Bt needs about four years more to respond to the changes in
the poloidal field generation. The slower reaction of Bt is proba-
bly explained by additional time required for the field transport
to the bottom by the meridional flow and diffusion.
Figure 1 shows that the poloidal field reduces faster and re-
verses earlier with positive α-fluctuation. The maximum value
of Bt is almost unaffected by the positive fluctuation however.
The effect in magnetic energy is small as well. The energy is
reduced initially by the positive fluctuation but eventually in-
creases slightly compared to the case of unchanged α.
The negative fluctuation, on the contrary, supports the pre-
existing poloidal field and delays its polar reversal. Accordingly,
a stronger toroidal field is wound by the differential rotation and
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larger magnetic energy is produced. The toroidal field keeps on
growing at the end of the run in Fig. 1b implying a higher cycle
amplitude in Bt compared with the case of unchanged α.
The effect of fluctuations in the descending phase of a cycle
depends strongly on their sense. This is illustrated by Fig. 2. Pos-
itive fluctuation increases the polar field at the end of the mag-
netic cycle thus preparing a strong next cycle. It also increases
the magnetic energy. Negative fluctuation acts in the opposite di-
rection, producing a weak polar field at the end of the cycle and
reducing the magnetic energy. Thus, the cycle following a de-
scending phase dominated by negative α-fluctuations is expected
to be weak.
Regularities seen in Figs. 1 and 2 help to explain the results
of computations with randomly varying α in the next section.
3. Results and discussion
As explained in the Introduction, fluctuations in the BL mech-
anism are large. The amplitude of the fluctuations can be esti-
mated from sunspot data. Estimations by Olemskoy et al. (2013)
give the value of σ = 2.7 for the relative amplitude σ of Eq. (2).
This value is used in our computations.
The correlation time τ of the fluctuations is less certain. The
correlation time defines the statistical mean duration of the fluc-
tuations. In the case of the BL mechanism, the correlation time
can be thought of as the characteristic lifetime of the solar ac-
tive regions. It is expected to be comparable with the period of
solar rotation Prot = 25.4 days. We selected the appropriate cor-
relation time by computing statistics of magnetic cycles for var-
ious τ/Prot ratios and comparing these statistics with statistics of
the observed activity cycles. A comparison with the amplitudes
of the observed cycles is problematic because a conversion of
field strength or energy of the dynamo model into the observed
sunspot numbers or areas is uncertain. A comparison with the
observed cycle periods seems to be straightforward.
3.1. Cycle periods
The statistics of 10 000 magnetic cycles were computed with
τ/Prot = 0.5, 1, 1.5 and 2. The variability coefficient for the cycle
period
D =
1
〈Pcyc〉
〈
(
Pcyc − 〈Pcyc〉
)2
〉1/2 (5)
varied as 0.104, 0.162, 0.212, and 0.248, respectively. The angu-
lar brackets in this equation signify averaging over the ensemble
of 10 000 computed cycles. More durable fluctuations naturally
produce a larger variability.
Periods of 36 cycles only are known from direct obser-
vations (https://www.ngdc.noaa.gov/stp/space-weather/solar-
data/solar-indices/sunspot-numbers/cycle-data/table_cycle-
dates_maximum-minimum.txt). The variability of Eq. (5)
Dobs = 0.135 for this sample. Periods for a larger number
of 119 cycles (measured maximum-to-maximum) have been
recovered by Nagovitsyn et al. (2015) from solar activity
proxies; Drec = 0.185 for their sample. These values are close to
D = 0.162 resulting from our model computations for τ = Prot.
Unless otherwise stated, the results to follow refer to this case
of the correlation time equal to the rotation period.
Figure 3 shows the distribution function for the computed cy-
cle periods. The distribution is similar to the observations-based
results of Nagovitsyn et al. (2015). The mean duration of com-
puted cycles 〈Pcyc〉 = 10.9 years.
Fig. 3. Distribution function for durations of computed cycles for the
case of τ = Prot.
It is remarkable that the mean duration of the growth phase
〈Pgr〉 = 5.1 years is shorter than the decay phase 〈Pdec〉 = 5.8
years, although both phases were almost equally durable (≃ 5.4
years) in the model without fluctuations. This asymmetry was
found in computations with all tried values of the correlation
time τ and it increases steadily with τ. The effect of fluctuations
of the BL mechanism depends on the phase of the dynamo cy-
cle in which the fluctuations occur. It is therefore not surprising
that the fluctuations induce asymmetry between growth and de-
cay phases. Similar to the observed solar cycles, the asymme-
try is a statistical effect: not all computed cycles have relatively
short growth pases but they are shorter than the decay phases
on average. The Waldmeier effect of the inverse correlation be-
tween cycle amplitude and its rise time is not reproduced with
our model.
3.2. Regularities of irregular cycles
The model without fluctuations gives a sequence of exactly re-
peatable cycles. The cycles have the amplitude of Bt = 4.18 kG
in the toroidal field and Em = 1.91×10
37 erg in magnetic energy.
The polar field reaches its maximum amplitude of Bp = 10.3G
close to the instant of Bt reversal. The toroidal field amplitude is
therefore related to the polar field of the preceding minimum by
the equation
Bt = −407Bp , (6)
which accounts for the opposite sign of Bp and Bt in the same
hemisphere. A similar relation between magnetic energy and po-
lar field is written
Em = 1.8 × 10
35B2p. (7)
The model with fluctuations produces cycles of variable ampli-
tude. The variable cycles follow closely the relation (6) (Fig. 4).
The correlation between the cycle strengths and poloidal field
of the preceding minima is well known from solar observations
(Makarov & Tlatov 2000; Svalgaard et al. 2005) and explained
in dynamo theory (Schatten et al. 1978; Choudhuri et al. 2007).
Except for weak cycles in the near-centre region of Fig. 4
(Grand minima), the relation (6) represents the low bound for
the absolute value of | Bt/Bp | ratio.
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Fig. 4. Scatter plot of computed magnetic cycles on the plane of the
polar field of a cycle minimum and the amplitude of Bt in the next cycle.
Relation of Eq. (6) is overplotted by the dashed line.
Fig. 5. Scatter plot of computed magnetic cycles on the plane of the
modulus of the polar field of a cycle minimum and the maximum mag-
netic energy (4) in the next cycle. Relation of Eq. (7) is overplotted by
the dashed line.
Figure 5 shows that Eq. (7) gives the low bound for the am-
plitude of cycle energy as a function of the polar field of the
preceding minimum. This agrees with expectations of Sect. 2.3:
fluctuations on the ascending phase of a cycle increase the mag-
netic energy (Fig. 1). Figure 5 shows larger scatter and larger
deviations from the dashed line compared to Fig. 4. The reason
probably is that the magnetic energy (4) depends not only on the
field magnitude but on its spatial distribution as well. Stronger
solar cycles are known to show broader distributions of sunspots
(Mandal et al. 2017).
Amplitudes of the magnetic cycles are largely controlled by
polar fields of the cycle onset (Figs. 4 and 5). These fields are
produced in the course of preceding cycles. Figure 6 shows a
tight correlation between the polar fields Bp at the cycle end
and the product Bt〈α〉des of the cycle amplitude Bt and the (nor-
malised) time-averaged α-parameter
〈α〉 =
1
T2 − T1
T2∫
T1
(1 + σs(t)) dt. (8)
Fig. 6. Correlation between the polar field at the cycle end and the
dynamo-related parameter of the product of the amplitude of the
toroidal field and descending phase averaged α-effect. The dashed line
shows the best linear fit.
The low index in 〈α〉des means that T1 and T2 in Eq. (8) are the
times of maxima and commencements of modelled cycles, re-
spectively. The dashed line in Fig. 6 shows the linear fit Bp =
1.94 Bt〈α〉des. The correlation coefficient for the plot of Fig. 6 is
high r = 0.93. The plot of Fig. 6 shows a slightly larger scatter if
produced with the 〈α〉 averaged over the entire cycle.
3.3. High amplitude cycles
The detection of numerous flares of very high energy (su-
perflares of >∼ 10
34 erg; Maehara et al. 2012; Shibayama et al.
2013) among solar-type targets of space telescope Kepler pro-
voked a discussion of the possibility and hypothetical ori-
gin of exceptionally strong solar cycles (Shibata et al. 2013;
Candelaresi et al. 2014; Kitchatinov & Olemskoy 2016). Fig-
ure 5 shows that cycles with magnetic energy about 20 times
higher compared to the model without fluctuations were met in
our simulations.
Figures 7 and 8 give a characteristic example of such a strong
cycle. The fine structure in the poloidal field of Fig. 7 at low lati-
tudes is caused by fluctuations in the α-effect. The fine structure
is smoothed out by turbulent diffusion while the field is trans-
ported to the poles by the diffusion and meridional flow so that
the polar field of Fig. 8 varies smoothly. Also the toroidal field
of Figs. 7 and 8 is smooth. The origin of the strong cycle be-
tween 30 and 50 years in these figures can be seen from the
plot of the fluctuating α in Fig. 8b. The plot shows a strong pos-
itive fluctuation around the time of 30 years. This fluctuation
produced an abnormally large poloidal field at the beginning of
the strong cycle. The large poloidal field defined the large low
bound for the toroidal field strength and energy of the coming
cycle (Figs. 4 and 5). The α-fluctuation changed to a large nega-
tive at the beginning of the strong cycle thus delaying decay of
the large poloidal field and increasing further the cycle energy.
This scenario is typical of the strong cycles of our simula-
tions. The strong cycles are however not likely to cause super-
flares. The energy released in flares is by all probabilities related
to the magnetic energy generated by internal solar dynamo. The
functional form of the relation is not known however. If we as-
sume that the relation is linear and that the maximum energy
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Fig. 7. Time-latitude diagrams of the surface radial field (top panel) and
the bottom toroidal field (bottom) with an example of a strong cycle in
the range between 30 years and 50 years.
Fig. 8. (a) Northern polar field (Gauss, dashed line) and toroidal field Bt
(kilo-Gauss, full line). (b) Normalised alpha 1 + σs(t) (dashed) and its
annual running mean (full line), all for the same run as Fig. 7.
∼ 1032 erg of solar flares ever observed corresponds to an aver-
age cycle, then the maximum flare energy for the strongest cy-
cles of our model is of the order 1033 erg. This is even smaller
energy than in earlier estimations by Kitchatinov & Olemskoy
(2016). Total dynamo-generated energy of Fig. 5 is much larger
but the flux tubes raising from deep of the convection zone bring
a minor part of the total energy to the surface active regions
(D’Silva & Choudhuri 1993).
It can be noted that two high cycles between 20 and 50 years
in Fig. 8a show the asymmetry between their growth and decay
phases discussed in Sect. 3.1.
Fig. 9. Time-latitude diagrams of the surface radial field (top panel) and
the bottom toroidal field (bottom) with an example of a sharp drop in
cycle amplitude.
Fig. 10. (a) Northern polar field (Gauss, dashed line) and toroidal field
Bt (kilo-Gauss, full line). (b) Normalised alpha 1 + σs(t) (dashed) and
its annual running mean (full line), all for the same run as Fig. 9.
3.4. Sudden drops in cycles amplitude
The current 24th cycle of solar activity is much weaker com-
pared to the preceding 23rd cycle. Similar or even much stronger
drops in amplitudes between neighbouring cycles were met in
our simulations. Figures 9 and 10 show a characteristic example.
A sharp drop followed the second of the full cycles shown
in these figures. The drop was caused by negative fluctuation in
the α-parameter in the descending part of this cycle (Fig. 10b). A
usual reversal of the polar field occurred near to the cycle max-
imum. Growth of the reversed polar field was, however, ham-
pered by the negative fluctuation. The fluctuation caused a surge
of radial field of old polarity to the poles seen in the top panel of
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Fig. 11. Sunspot areas for the northern (a) and southern (c) solar hemi-
spheres, respectively, in the two latest activity cycles. Panel (b) shows
the time-latitude diagram of the large-scale radial field. Domains of ac-
tive regions with non-Joy tilts and regions of intense sunspot activity are
overplotted in green and black, respectively. Arrows show the leading-
polarity surges.
Fig. 9. This caused the seed poloidal field for the next cycle to be
small, braking the normal course of cyclic dynamo. The brake
is manifested by two short false cycles in the bottom toroidal
field (Fig. 10a). Magnetic cycles of normal duration recovered
hereafter. Our dynamo model is slightly (≃10%) supercritical.
The recovery of normal cycle amplitudes in the simulated grand
minimum of Figs. 9 and 10 was, therefore, slow.
The scenario of sharp onset and slow recovery was typi-
cal of grand minima in our simulations, although there were
also cases of smooth onset. It is not certain whether the on-
set of the Maunder minimum in solar activity was sharp or
smooth (Usoskin et al. 2000; Vaquero et al. 2011). The statistics
of grand minima and maxima of our simulations are similar to
an earlier model by Olemskoy et al. (2013) and we do not re-
discuss these statistics.
3.5. Why is the current activity cycle low?
The current 24th solar cycle is about 1.7 times weaker
compared to the 23rd cycle in the sense of spot number
(https://solarscience.msfc.nasa.gov/SunspotCycle.shtml). The
reason for the low sunspot activity can be seen from Fig. 11 (see
Mordvinov & Yazev 2014, for data origin and processing used
for this Figure). Polar fields of either hemisphere reversed near
to the maximum of the solar cycle 23. Growth of the reversed
field was however prohibited by poleward surges of fields of
old polarity that occurred in both hemispheres (Mordvinov et al.
2015; Golubeva & Mordvinov 2017). The surges originated
from active regions with non-Joy tilts. As a result, polar fields
at the end of the 23rd cycle were relatively small. The small
poloidal field at the beginning of 24th solar cycle caused
the weakness of the cycle. This interpretation agrees with
Jiang et al. (2015).
The non-Joy tilts correspond to a negative fluctuation in the
BL mechanism. Observational Fig. 11 is to some extent similar
to theoretical Fig. 9, although with a less sharp decline in the
observed activity between the neighbouring solar cycles.
Leading-polarity surges are also observed in the current cy-
cle. Figure 11 shows the leading-polarity surges (marked with
arrows) that alternate with the trailing-polarity surges. Such an
alternation of opposite polarities suggests that the Sun’s polar
field weakening continues in the current cycle.
4. Conclusions
The correlation time of fluctuations in the BL mechanism for a
generation of the poloidal magnetic field is close to the solar ro-
tation period. This conclusion follows from a comparison of the
statistics of computed dynamo-cycle periods with the distribu-
tions of periods of 36 directly observed and 119 reconstructed
(Nagovitsyn et al. 2015) solar cycles. Fluctuations in the BL-
type α-effect induce asymmetry in magnetic cycles of the dy-
namo model with the rise time of simulated cycles being on av-
erage shorter than the time of decline.
The effect of fluctuations on the amplitude of magnetic cy-
cles depends on the phase of the cycle in which the fluctuations
occur. Fluctuations in ascending phase increase the amplitudes
of the toroidal field and magnetic energy. The increase is how-
ever moderate and the cycle amplitudes are mainly controlled by
the strength of the poloidal (polar) field at the beginning of the
cycle. The polar fields of the minima of the cycle define, there-
fore, low bounds on the amplitudes of the toroidal fields and
magnetic energy of the following cycles (Figs. 4 and 5).
The polar fields of the minima epochs are largely controlled
by fluctuations in the BL mechanism in descending phase of pre-
ceding cycles. Positive fluctuations (increasing the α-effect) in-
crease the polar field and can lead to strong following cycles
with tens of times larger magnetic energy compared to its rep-
resentative value. The energy estimations however show that
fluctuations in dynamo parameters cannot cause superflares of
>∼ 10
34 erg on the Sun. Katsova et al. (2018) arrived at the same
conclusion from different considerations. The origin of super-
flares on solar twins (Schaefer et al. 2000; Nogami et al. 2014)
remains a puzzle.
Negative fluctuations in the descending phase of a cy-
cle act to decrease the polar field at the cycle’s end and the
amplitude of the next cycle. This mechanism can produce
sharp drops in amplitudes between neighbouring cycles. The
slightly supercritical solar dynamo (Cameron & Schüssler 2017;
Kitchatinov & Nepomnyashchikh 2017a) recovers slowly from
such drops (Fig. 10). The drop in amplitude of the 24th solar cy-
cle compared to the 23rd cycle can be explained by violations of
Joy’s law (negative fluctuations in the BL mechanism) by active
regions in descending phase of the 23rd cycle.
Acknowledgements. The authors are thankful to an anonymous referee for perti-
nent and constructive comments. This work was supported by the Russian Foun-
dation for Basic Research (projects 17-02-00016 and 17-52-80064) and by bud-
getary funding of Basic Research program II.16.
References
Babcock, H. W. 1961, ApJ, 133, 572
Cameron, R. H. & Schüssler, M. 2016, A&A, 591, A46
Cameron, R. H. & Schüssler, M. 2017, ApJ, 843, 111
Candelaresi, S., Hillier, A., Maehara, H., Brandenburg, A., & Shibata, K. 2014,
ApJ, 792, 67
Charbonneau, P. 2010, Living Reviews in Solar Physics, 7, 3
Choudhuri, A. R., Chatterjee, P., & Jiang, J. 2007, Physical Review Letters, 98,
131103
Article number, page 7 of 8
A&A proofs: manuscript no. paper
Choudhuri, A. R. & Karak, B. B. 2012, Physical Review Letters, 109, 171103
Choudhuri, A. R., Schussler, M., & Dikpati, M. 1995, A&A, 303, L29
D’Silva, S. & Choudhuri, A. R. 1993, A&A, 272, 621
Durney, B. R. 1995, Sol. Phys., 160, 213
Golubeva, E. M. & Mordvinov, A. V. 2017, Sol. Phys., 292, 175
Guerrero, G. & de Gouveia Dal Pino, E. M. 2008, A&A, 485, 267
Howard, R. F. 1996, ARA&A, 34, 75
Hoyng, P. 1988, ApJ, 332, 857
Hoyng, P. 1993, A&A, 272, 321
Inceoglu, F., Arlt, R., & Rempel, M. 2017, ApJ, 848, 93
Jiang, J., Cameron, R. H., Schmitt, D., & Is¸ık, E. 2013, A&A, 553, A128
Jiang, J., Cameron, R. H., & Schüssler, M. 2014, ApJ, 791, 5
Jiang, J., Cameron, R. H., & Schüssler, M. 2015, ApJ, 808, L28
Käpylä, P. J., Korpi, M. J., & Tuominen, I. 2006, Astronomische Nachrichten,
327, 884
Karak, B. B. & Nandy, D. 2012, ApJ, 761, L13
Katsova, M. M., Kitchatinov, L. L., Livshits, M. A., et al. 2018, Astronomy Re-
ports, 62, 72
Kitchatinov, L. & Nepomnyashchikh, A. 2017a, MNRAS, 470, 3124
Kitchatinov, L. L. & Nepomnyashchikh, A. A. 2017b, Astronomy Letters, 43,
332
Kitchatinov, L. L. & Olemskoy, S. V. 2011, MNRAS, 411, 1059
Kitchatinov, L. L. & Olemskoy, S. V. 2012, Sol. Phys., 276, 3
Kitchatinov, L. L. & Olemskoy, S. V. 2016, MNRAS, 459, 4353
Maehara, H., Shibayama, T., Notsu, S., et al. 2012, Nature, 485, 478
Makarov, V. I. & Tlatov, A. G. 2000, Astronomy Reports, 44, 759
Mandal, S., Hegde, M., Samanta, T., et al. 2017, A&A, 601, A106
Metcalfe, T. S. & van Saders, J. 2017, Sol. Phys., 292, 126
Mordvinov, A. V., Grigoryev, V. M., & Erofeev, D. V. 2015, Advances in Space
Research, 55, 2739
Mordvinov, A. V. & Yazev, S. A. 2014, Sol. Phys., 289, 1971
Nagovitsyn, Y. A., Georgieva, K., Osipova, A. A., & Kuleshova, A. I. 2015,
Geomagnetism and Aeronomy, 55, 1081
Nagy, M., Lemerle, A., Labonville, F., Petrovay, K., & Charbonneau, P. 2017,
Sol. Phys., 292, 167
Nogami, D., Notsu, Y., Honda, S., et al. 2014, PASJ, 66, L4
Olemskoy, S. V., Choudhuri, A. R., & Kitchatinov, L. L. 2013, Astronomy Re-
ports, 57, 458
Olemskoy, S. V. & Kitchatinov, L. L. 2013, ApJ, 777, 71
Ossendrijver, M., Stix, M., Brandenburg, A., & Rüdiger, G. 2002, A&A, 394,
735
Passos, D., Nandy, D., Hazra, S., & Lopes, I. 2014, A&A, 563, A18
Rajaguru, S. P. & Antia, H. M. 2015, ApJ, 813, 114
Rempel, M. 2005, ApJ, 631, 1286
Schaefer, B. E., King, J. R., & Deliyannis, C. P. 2000, ApJ, 529, 1026
Schatten, K. H., Scherrer, P. H., Svalgaard, L., & Wilcox, J. M. 1978, Geo-
phys. Res. Lett., 5, 411
Shibata, K., Isobe, H., Hillier, A., et al. 2013, PASJ, 65, 49
Shibayama, T., Maehara, H., Notsu, S., et al. 2013, ApJS, 209, 5
Svalgaard, L., Cliver, E. W., & Kamide, Y. 2005, Geophys. Res. Lett., 32,
L01104
Usoskin, I. G., Mursula, K., & Kovaltsov, G. A. 2000, A&A, 354, L33
Usoskin, I. G., Sokoloff, D., & Moss, D. 2009, Sol. Phys., 254, 345
Usoskin, I. G., Solanki, S. K., & Kovaltsov, G. A. 2007, A&A, 471, 301
Vaquero, J. M., Gallego, M. C., Usoskin, I. G., & Kovaltsov, G. A. 2011, ApJ,
731, L24
Wang, Y.-M., Sheeley, Jr., N. R., & Nash, A. G. 1991, ApJ, 383, 431
Article number, page 8 of 8
