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The aim of this paper is to give a notion of functions excessive with 
respect to a nonlinear resolvent, to show that some properties associated 
with excessive functions hold in this case, and to apply these results to the 
resolvent of a nonlinear (even non-quasilinear) differential operator. When 
the resolvent is T-nonexpansive we obtain more results. 
DEFINITION (cf. [6]). Let X be a vector space over the field K. By a 
resolvent we mean a family {JA}AED(,j of partial transformations JA: D(JA) --+ X 
of X, with index set O(J) C K, satisfying, for X f 0, the resolvent equation 
DEFINITION (cf. [4, Definition D45]). Let (X, <) be an ordered vector 
space over the reals, and (JA}nso(J) a resolvent. We say w 3 0 is supermedian 
if JAw < w for X in D(J), h > 0, and is excessive if w == sup{J,w: h E O(J), 
A > 0). 
THEOREM 1. Let (E, <) b e an ordered Banach space over R which is a 
lattice, having the property that if x, is an increasing sequence, bounded above, 
then it converges. Suppose {JA}AED(J~ is a resolvent, and 0 is in the closure of 
(A in D(J): X > O}. 
Suppose Jn continuous from E to E and order preserving, for X > 0 in 
D(J). Suppose a is in E and (i) or (ii) holds. 
(i) The set &‘(a) of excessive functions u: > a is nonempty. jA is 
Lipschitzian, for X > 0, with Lipschitz constant converging to 1 as X con- 
verges to zero. If 0 < a < 6, and I/ a /j = (/ b I\, then a = b. 
(ii) The set of supermedian functions w > a is nonempty. Given 
a weak neighborhood U of K = {w: zu > 0}, J,,(O) is in U for X small, h > 0, 
and JAa is in a + U. 
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Then M(a) has a minimum, R(u). Also J,,q --f R(a) as A + Of, where 
a, = min{w 3 a+: J,p < w}. If L(O) 2 0, then (a - JAa)+ 2 uA - JAuA ,
where h > 0 is in D(J). 
Proof. For h > 0 in D(J) we define a sequence (I,,~ , written uoz while X 
is fixed, by a, = a+, and U~+~ = sup(u, , JAun). This construction is used 
in [5, Theorem 61. Take w supermedian, w > a. Suppose a, < w. Then 
Jnu,, < JAw < w, giving a n+l < w. Since uf < w, it follows by induction 
that a, < w for all n. Because a, is an increasing sequence bounded above 
by w, it converges to a point we will call U~ . Now J,+z, < a,,, , and Jn is 
continuous, and therefore J,,u,, < a, . 
Take p in D(J), p > A. Since 
and J, is order preserving, the resolvent equation gives JAuA > J,,uA . From 
a, > JuuA it follows by induction that for all n, un,u < a, . Consequently 
uU < a, . If h(n) is a sequence in D(J) converging downward to zero, a,(,) is 
increasing and bounded above by any supermedian function w > a, and 
hence converges to a point which we denote by R(u). It follows that 
R(a) = lim,,,+ h a where h is required to be in D(J). Since R(u) is a lower 
bound for M(u) we have only to show R(u) is excessive to have proved 
R(u) = min M(u). 
Fix p in D(J), p > 0, and take h in (0, p), X in D(J). Then a,, > JuuA . 
Letting h + O+, by continuity R(u) 3 J$(a). That is, R(u) is supermedian. 
Take h and p in D(J), 0 < h < ~1. By the resolvent equation applied to 
R(u), by the order preserving property of J,, , and by 
we have JAR(u) 3 J$(u). Consequently, ],$(a) is increasing as h decreases 
to zero, and being bounded above by R(u), J,@(u) converges as h -+ Of, 
h in D(J), to a point x < R(u). 
Suppose (i) holds. Take w in M(u). We have 
II w - JAWII G II w - JAW II+ II JAW - JnWll 
d II w - JAW II + II w - J’Wll(1 + 4>>, 
where c(X) -+ 0 as h -+ O+. Letting h -+ O+, since JAR(u) --+ x, I( w - x I/ < 
]I w - R(u)& Now w - x > w - R(u) > 0. Consequently, x = R(u), and 
R(a) = lim,,,+ ]$(a). 
Suppose (ii) holds. Take X and p in D(J), h > 0, p > 0. J,&(u) < 
(1 - PP) J&4 + WV WI. Applying J, gives J,JA4 < JdW by the 
resolvent equation, since Ju is order preserving. Letting h -+ 0+ gives Jux < x. 
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Take f in K*, i.e., f in X*, f(y) 3 0 for y in K. Given E > 0, for p small, 
f(JuW - 4 3 full4 - 4 3 --E* 
Hence, f(x - a) >, 0, giving x 3 a. Similarly x > 0, and consequently 
x 3 a+. By induction a,+ , < x for all n. Consequently, a, < x and R(a) < .2*. 
Hence, x = R(u), and R(u) = lim,,,+ JUR(a). 
For 0 < h < p, X and p in O(J), we showed ],,a, 3 ]@a,. Since ah 3 a,,, 
J a uA> 1~. Consequently, JAaA is increasing, and convergent to an element 
y < R(u). Letting X--f 0+ in JAuA 3 ],,a, gives y > J,R(a). Letting TV ---f 0” 
gives y > R(u), and so R(u) = lim,,,+ JAuA . 
Suppose lx(O) 3 0, for some h > 0 in D(J). J,,(u+) 3 Jnu and Jn(u+) > 0 
imply JA(a+) >, ( JAu)+. It follows that 
uf - J&z’) < a+ - (J&i 
< (a - JAu)‘. 
Since a, is increasing, and unfl = sup(u, , J,,e,), 
anfl - JA+~ G an+1 - 1~ 
= (a, - JAu,)~. 
By induction, for all n, 
(a, - Ina,>+ G (a - Ina)+, 
which implies by continuity that 
We recall [2] that a function 73: X --+ X in a Banach space with cone K is 
called T-nonexpansive if for x, y in X, 
d(Ux - uy, K) < d(x - y, K). 
THEOREM 2. Suppose E is a Bunuch lattice with uniformly convex dual. 
Let {],,}AGDc~~ be a resolvent, D(J) C Ii+, and 0 in the closure of D(J). Suppose 
J,, , for all X in D(J), is T-nonexpansive. If a = JAx, for some h in D(J), and 
u = J,+y, u > a+, y - u > (x - a)+, then R(a) = min M(u) exists, R(u) = J,+ 
for some z, and 0 < z - R(a) < y - u. 
We need the following preliminaries. For a and b in a Banach lattice, 
a J- b means inf(\ a 1, j b 1) = 0. 
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LEMMA 1. Let X be a Banach lattice. For z in X the operator B,, from 
X to P(X) deJned by 
B>,x = 1,” ” fl(x--z) forx3.z 
otherwise 
is m-T-accretive, i.e. [2] (I + &&) - 1 is T-nonexpansive with domain X 
for h > 0. 
Proof. R(I + BzS) = X, for given y E X we have y = z + (y - z)+ - 
(y - .a)-. Then -(y - z)- is in Bzz(x + (y - z)-). We now show Baz is 
T-accretive. Suppose f E B,,x and g E B>,y. It is enough [2] to show 
(f - g, J((x - y)+)) 3 0 where J: X + X* satisfies 11 Jx ]j = (1 x (1, 
(Jx, x) = 11 x [i2, Jx > 0 if x > 0, and (Jx, y) = 0 if x 1 y, i.e., J is a positive 
duality mapping. Now z < y implies (x - z)+ > (x - y)+. Also g < 0 
implies (f - g)- <f -. Since f 1 (x - z) the last two inequalities give 
(f - g)- 1 (x - y)+. It follows that 
(f -g> JKX -Y>‘>> = ((f-d', J@ -y)+N 3 0. 
LEMMA 2. Let X be a Banach lattice with uniformly convex dual. Let A 
be m-T-accretive, z in D(A). Then A + B>, is m-T-accretive. 
Proof. Define A, by A,x = Ax - z, where zr E A(z). A,z < 0, so that 
for X > 0, (I+ AA,)-l x 2 z. 
Consequently, (I + AA,)-l D(Bzz) C D(B,,). Since for x in D(Bzz) n D(A,) 
and a in A,x there is b in B,,x such that (Ja, b) 3 0, namely b = 0, where J 
is the positive duality mapping, we can apply [3, Theorem 31 to give B,, + A, 
m-T-accretive, and hence B,, + A is m-T-accretive. (Note that [3, Theo- 
rem 31 is stated in terms of m-accretive operators but it also holds for m-T- 
accretive operators. 
Proof of Theorem 2. For h > 0 we define the relation A(h) = 
([JAx, h-l(x - JAx)]: x in E}, or A(X) = h-r(J;’ - 1). The resolvent equation 
shows A(A) is independent of h, and we set A to be A(/\). Since 
(I + x4)-l = Jh , A is m-T-accretive. We state Theorem 2 in terms of A. 
Suppose there exists u 3 a+, u* in Au, a* in Aa, with u* 3 a*+. (If A is 
single valued, Au > (Aa)+). Then R(a) exists, and there is y* in A(R(a)), 
o<y*<u*. 
Given E > 0, by Lemma 2, J + A + B>a is surjective. Take r = r(c) 
such that Er + r* + Bzar 3 0, where r* E Ar. Since r* + l 2 0, and 
(J + A)-l (0) > 0, r > 0. Since r > a, r 3 a+. We define Bs, by replacing 
> by < in the definition of B,, . 
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Take X, x* in Ax, such that 
FX + x* + B&c - (,u + u*> 30. 
Because u* + EU 2 0 and r - x >, 0, we have 
(,u + u*, J(r - 4) >, 0, 
where J is the duality map. Also, since B+.z 1 J(r - x), 
(cx + x* - EU - u*, J(r - x)) > 0. 
Now ET + r* is in -B,,Y, giving l r + r* 1 (r - u). Since x 3 a, 
ET + r* 1 (r - x), giving 
(-(<I + r*), J(r - 2)) 2 0. 
It follows from the three inequalities that 
(EX + x* - (CT + r*), I@ - $1 > 0, 
giving x = r. Consequently, r* + er < u* + ELI, implying that a+ < T(E) ,< U. 
We show r(e) increases as E decreases to 0. Take E > h > 0. We have 
0 = (B>,r(4 + 4~) + 44 - B>,+) - A+) - A(h), Jr(e) - r(X))+), 
or more precisely 
0 = (b(E) + T(e)* + EY(E) - b(h) - r(h)” - k(h), J(Y(C) - r(X))‘), 
where b(r) is in Bzar(~), T(E)* is in Ar(e), and b(e) + r(c)* + ET(E) = 0, and 
b(X) and r(h) similarly. Since A and B,, are T-accretive, and T(C) > 0, 
Consequently, T(E) < r(X). It follows that r(h) converges to a point y < u 
as h converges down to zero. Now T(E)* is bounded, for P bounded, since 
0 < ET + r(E)* < u* + l L. 
Consequently, y E D(A) and Y(C)* h as a subsequence converging weakly 
to y* E A(y), and since K is weakly closed, 0 < y* < u*. 
Because a E D(A), Jh(a) + a as X -+ 0, which implies by Theorem 1 that 
R(a) exists. We see y E M(a). We have only to show y < R(a) to finish the 
proof. 
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We have, if A, = /\-I(1 - (I + &I)-I), by Theorem 1,O < A,+z, < (Aha)+, 
giving 
for a* in Au. Since (I + hA)-r aA --f R(a), we have R(a) E D(A), and there 
is a sequence h(n) -+ 0, and Ah(n)aA(,) converging weakly to an element 
R(a)* of AR(a), giving R(a)* > 0. Applying this reasoning with A replaced 
by (A + d), we have &(a)* + ~%(a) > 0, where R,(a) is the smallest 
element >a which is excessive with respect to the resolvent (I + r\(A + ~1))~r, 
and R,(a)* is in AR,(a). This gives 
and since (A + 2) r(c) + B>,Y(E) 3 0, it follows that Y(E) < &(a). Since ~(6) 
is excessive with respect to the resolvent (I + h(A + cl))-1, and Y(E) 3 u, 
we have Y(E) > R,(a) and consequently ~(6) = R,(u). 
Take E > 0. For X > 0, 
(I + h(A + &))-I R(a) = (I + h(1 + hr)-1 A)-1 (1 + hE)-r R(u) 
< (I + A( 1 + &)-I A)-1 R(u) 
< R(a). 
Consequently, R<(u) < R(u). Since %(a) = Y(E) --+Y as E -+ O+, Y < R(u)- 
Q.E.D. 
THEOREM 3. Let (X, 64Y, I”) be a meaSu7e space, p(X) < cg. Suppose p is 
in (1, a). Let K be the positive cone in LP(X, a, CL). Suppose JA: Ls -+ L”, 
h > 0, is a resolvent in L”, and fo7 k > 0, a constant function, 
4J,x - JAY, K - 4 < 4~ - y, K - 4, 
fo7allX>OandxandyinLP. 
Let A-, = {[Lx, (x - JGWI: x and Lx in L”). De$ning I$, in L” us in 
Lemma 1, if z E D(A,), A, -+ B>, is m-T-ucrretive in La. Moreover R is 
T-nonexpansive in La where it is defined. 
Proof. We claim A, + Bzr is T-accretive. Suppose A > 0, and f < g + k, 
k 3 0, and we have the two equations: 
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Multiplying by ((x - y - k)+)p-i and integrating over X, 
s (x - y) ((x - y - k)+)*-l + h j” (A,x - -4,~) ((x -Y - k)+)“-’ 
< 1 k((x - y - k)+)p-l, 
u 
where A,x and Amy denote elements of these sets that give equality in the 
equations above. Hence, J’((x - y - k)+)P < 0, proving the claim. We 
show now that R(I + A, + BzZ) = Lm. Replacing A, by A, -f, we want 
to solve 
x+A,x+B>Zx30. 
Denote by B& the operator in LP, 
B$.,x = {fin L”:f ,< 0,j j.. (x - x)*}. 
Denote by A the extension of A, , h-l@ - I). There exists, by Lemma 2 
an x such that 
x + Ax + B;,x30. 
We have only to show that the element x* of Ax giving equality is in Lm 
together with x. But by the proof of Theorem 2, x is the smallest function >,x 
in LP and excessive with respect to the resolvent (I + h(A + I))-l, and 
0 < x + x* < (z* + Z)f, 
where z* is in Ax. Taking z* in L” gives x + x* in L*. Since (I + A)-1 is 
nonexpansive in the L” norm, x is in Lm, and hence x* is too. 
Suppose b < a + k, and R(a) and R(b) exist. Take X < 0. 
Also, R(u) + k > b. It follows by induction that b,,, defined in Theorem 1 
satisfies b n,h < R(u) + k, giving b, < R(u) + k and finally R(b) < R(u) + k, 
i.e., II@(b) - R(a))+ llLm < II@ - a)+ lb . Q.E.D. 
EXAMPLE 1. Let Tn be the torus. We take D(A) = lPJ(T”) and define 
A: D(A)-+Lz(Tn) by 
Au = - f u,,,, + c E gni(-~,&), 
i=l 
where vi: Iw -+ Iw are Lipschitz, ~~(0) = 0, and E is sufficiently small. 
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Then with respect to {(I + hA)-l}As(o,r~ in L2, R(a) exists for any element 
a having a+ bounded. If M(u) is nonempty, and a is in D(A), then R(a) is 
too. If M(a) is nonempty and uf is in LT, r > n/2, then R(u) is lower semi- 
continuous. 
Proof. Write Aiu = -uzizi for u in D(A). Fixing p > 0, for h > 0 we 
have by the resolvent formula 
Since A,(I + p C A&l is a bounded linear operator on L2, and 
{I + h C Ai)-? h > 0} is b ounded in the space of bounded linear operators 
on L2, {A A,(C /\A,. + 1)-l: h E (0, 1)) is also bounded. 
Because q~ are Lipschitz, the maps VA: La -+ L2, 
us = c h’s (A” (c /\Ai + I)-l) 
i 
are Lipschitz, uniformly for X in (0, 1) Hence, there exists e0 > 0 such 
that for [ E 1 < co , I + EU,+: L2 ---f L2 is surjective for all X in (0, l), with 
Lipschitz inverse. 
For f in L2, let II = (I + C U&)-r (I + l U,)-l f. It follows that 
u + Mu = f, and (I + XA)-l is Lipschitz. 
Take m > n. Suppose u + h C Aiu = f. For each i, usi + h C AiU,* = fni . 
Now CAi is accretive in L”, giving 11 u,% /IL,,, < /Ifsi [IL”. Hence, 
II u II w’m d llf IIWW . For p > 0, h > 0, Ai(I + p 2 A&-l is a bounded 
linear operator on w1,“. By the resolvent formula, A&(1 + 2 XA,)-1 are 
bounded linear operators on lP*“, uniformly for h in (0, 1). Now the maps 
w -+ vi(w) satisfy 1) q~(w)ll < k 11 w I/ in Wl*“, for some K, since q+ are 
Lipschitz. It follows that there is ci > 0, and K < 1, such that if I E I < pi 
and h E (0, 1) then for w in w1*“, 11 61JAw 11 < k 1) w 11. Suppose f is in w1*“. 
Take w,, , 1) w,, II ,( 1) f II/(1 - k). Set w,,, = f - EU~W, for each positive 
integer n. If [I w, II G (1 f I[/(1 - k) then also 11 w,,, I/ < II f l//(1 - K). Since w, 
converges in L2 to the solution w of w + eU,w = f (assuming I E I < q,), 
and since w, is bounded in W1*“, w is in IVie”. Now u = (I + XC A,)-l w 
is C2, and (.I+ AA)u = f. 
Suppose g is in wlsm, and (1+ xA)w = g. Let u - v attain its maximum 
at y E Tn. For each i, -(u - ZJ),~,~ (y) > 0. There exists c2 > 0 such that 
(I + q) is increasing if 1 E I < c2 . For I c 1 < c2 , Au(y) > Ao(y), and 
hence u(y) - V(Y) < f(y) - g(y). If f < g, then u(y) - W(Y) d 0, giving 
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u < o. Consequently for j E j < min(e, , Ed, EJ, (I + AA)-’ is order pre- 
serving on Wism, and since this is dense in L2, (I + hA)-l is order preserving 
on L2. 
We check the condition (ii) of Theorem 1. For a in D(A), since (I + xA)-l 
are Lipschitz in L2, uniformly for h in (0, l), there is M such that 
]I(1 + AA)-l a - a l/p < M (/ XAa IIL2 ---f 0 as h --f 0. Again since (I + U)-l 
are uniformly Lipschitz in L2, (I + xA)-l a - a for a in cZ(D(A)) = L2. 
Suppose a+ is in L”. To show M(a) is nonempty it is enough to show 
a positive constant k is supermedian. But AK = 0 since qi(0) = 0, giving 
(I-+ AA)-1 k = k. 
1, in L2, Suppose M(a) is nonempty, and a is in D(A). By Theorem 
II AlA% II < Il(AJA4’ II e II AJP II G c II Aa IL 
for some constant C. Hence, 11 C AJ,+z, /I is bounded, i.e., Jh ah is bounded 
in W2s2 and convergent weakly to some element x of D(A), on taking a 
subnet. ‘But JAuA converges in L2 to R(a), giving R(u) = x E D(A). 
Suppose f is in L’, Y > n/2, and F is small, then l U,, is a contraction map 
in LT, and hence (I + l U,J-lf is in L’, so that (I + hA)-lf is in C(P). 
But in L’, with respect to the resolvent {(I + XA)-l}AE(o,l) restricted to Lr, 
if M(u) is nonempty, there exists an element R(u) corresponding to u in LT. 
Then R(u) = lim(1 + hA)-r R(u) will b e 1 ower semicontinuous, since it is 
the limit of an increasing sequence of continuous functions. Q.E.D. 
The author is grateful to the referee for pointing out a mistake in the 
previous version of Example 1. 
EXAMPLE 2. Let a: IP -+ IlP be continuous and monotone, and take ,LL 
in R. For u: Tn + R a W1sm function on the torus we define Au in W-lsm by 
Au = -(a(~,)), - pu. 
Take p in [I, co). 
The closure &, of the graph of A as an operator A, in L* gives (I + &,-r 
defined on LP for 0 < h and X < p-l if p > 0, T-nonexpansive if p < 0, 
order preserving and Lipschitz if p > 0. Suppose a is in L”, M(u) nonempty, 
then R(u) exists. If p > 1 and a is in &?i,), then so is R(a). Suppose p < 0. 
If a is Lipschitz or Holder continuous then R(u) is too. Suppose p > 1. Let 
u > a+, and let h+ < g, where h is in i&,a and g is in &u. Then R(a) exists 
and there is f > 0 in &R(u) and g in A,u such that f <g. Moreover 
A, = 2, n (L” x L”) gives (I+ hA,)-l defined on L* for X > 0, and 
T-nonexpansive, as is (I + XA, + U&)-l if z is in D(A,). 
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Proof. By the proof of [1, Lemma 3.41, the range of (I + AA-l contains 
H1sm(Tn) for 0 < h and for h < p-l if p > 0. Since A, = A restricted to 
A-l(Lp) satisfies 
s (6% +PI> x - (A, + 4)~) ((x - Y - k)+P-l 3 0, 
for k 2 0, where 1 < p < co, we have the restriction, A, + pI, is T-accretive 
in Lp for 1 < p < oc), and since H1em is dense, the closure x9 + pI is 
m-T-accretive for 1 < p < co, giving, if p < 0, JA = (I + X&,)-l is T-non- 
expansive, and if p > 0, 0 < X < CL, then 
JA = (I + h&)-l = (1 + & (&a + Pa)-’ (I - ‘k‘)-‘p 
is order preserving and Lipschitz, with Lipschitz constant converging to 1 
as h --t Of. 
Suppose M(a) nonempty. Then (i) of Theorem 1 holds and R(Q) exists. 
Taking p > 1, since (2 + A&)-l (0) = (0), 0 < fA < gA+, (for h < p-l if 
p > 0), where fA is in & Jhah , and g, is in &, J,,a. Suppose a is in D(&). 
Then fA is bounded, and JAa,+ converges to R(a), implying R(a) in D(&). 
Suppose ~1 < 0. Now if II + AAu = f, then by the proof of [1, Lemma 3.41, 
ifO<or<l,Cisarealnumber,and If(x)-f(y)j<C]x-y[I”forx 
and y in Tn, then 1 u(x) - u(y)/ < C 1 x - y Ia for x, y in Tn. If J,,f = u 
and 1 f(x) - f (y)l < C 1 x - y la for x, y in Tn, then take fn converging to f 
in L”, ] fn(x) - fn(y)I < C 1 x - y Ia: for x, y in T”, and fn in H1sm. By the 
above, I JAfn(x) - JAfn(y)l < C I x - y Ia for x, y in Tn. Letting 12 -+ co the 
continuity of Jh gives, for x andy a.e. in Tn, I Jhf (x) - JAf (y)l < C I x - y l”l, 
i.e., J,,f is Holder or Lipschitz continuous with the same constant as f. If 
the Lipschitz or Holder constant of two functions is <C, then so is the 
Lipschitz or Holder constant of their supremum. It follows by induction 
that for all n, and X > 0, a,,, has Holder or Lipschitz constant less than or 
equal to that of a. Taking limits, the same applies to R(a). 
Suppose p > 1, u >, a+, and h+ < g where h is in &a and g in &,u. Then 
there is f > 0 in &J?(a), f < g, by Theorem 2. 
Since A, satisfies the condition of Theorem 3 so does & , i.e., 
s (f - g) ((x - Y - 4+)*-l b 0, 
where f is in &,x, g is in &,y, and k 3 0. Theorem 3 gives A, m-T-accretive 
in Lw, and A, + B>, also, if z is in D(A,). Q.E.D. 
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