The numerical analysis of highly iterated Sierpinski microstrip patch antennas by Method of Moments (MoM) involves many tiny subdomain basis functions, resulting in a very large number of unknowns. The Sierpinski pre-fractal can be defined by an Iterated Function System (IFS). As a consequence, the geometry has a multilevel structure with many equal subdomains. This property, together with a Multilevel Matrix Decomposition Algorithm (MLMDA) implementation in which the MLMDA blocks are equal to the IFS generating shape, is used to reduce the computational cost of the frequency analysis of a Sierpinski based structure Keyword list: Fractal patch, iterated function system, method of moments, efficient methods.
INTRODUCTION
Structures based on the Sierpinski fractal are particularly interesting due to their multiband behavior [1] , [2] . The radiation parameters of the antenna can be numerically computed using integral equation methods discretized by Method of Moments (MoM) [3] .
In the case of highly iterated pre-fractal structures, there are many small geometry details that require tiny MoM subdomain basis functions for an accurate discretization of the induced current. This, together with the fact that the multiband antenna is electrically large at the highest operating bands, leads to a very large number of unknows (N) in the MoM formulation. The computational requirements to solve the full linear system using conventional methods (memory increases as N 2 and CPU time as N 3 ) can easily overcome the capabilities of desktop computer systems. This paper will tackle the optimization of the MoM solution taking advantage of the geometrical properties of the Iterated Function System (IFS) [10] that generates the antenna geometry. Since the IFS is inherently multilevel, the most suitable MoM acceleration algorithms here are multilevel domain subdivision methods that can use Rao, Wilton and Glisson linear triangle basis functions (RWG) [9] , namely the Multilevel Fast Multipole Algorithm (MLFMA) [6] and the Multilevel Matrix Decomposition Algorithm (MLMDA) [7] , [8] . This communication will present results only for the MLMDA, but the optimization strategies introduced here can be easily implemented also in the MLFMA.
ITERATED FUNCTION SYSTEM
Like most pre-fractal structures, the Sierpinski antenna can be built by using the concept of iterated function system (IFS) [10] . Every IFS iteration is defined by a set of Q affine transformations in the plane { } 
q is the scale factor and θ q is the rotation angle. The column matrix t q is just a translation on the plane. Fig. 1 shows the Sierpinski fractal obtained from a single triangle after applying a set of transformations recursively.
Structures generated by an IFS necessarily have many equal subdomains at different levels. The impedance matrix resulting from MoM discretization has therefore plenty of redundant information, since the interaction between equal pairs of subdomains produces equal submatrices (1A, 2A, 3A in Fig. 2 ) if the Green's function has translation symmetry, as is the case here. There are many sets of equal submatrices in [Z] at different levels. The MoM implementation presented here uses the IFS definition in order to avoid recomputation and storage of redundant matrix elements.
MULTILEVEL ALGORITHMS
The electric field integral equation (EFIE) in the frequency domain discretized by MoM may be expressed in matrix form as [3] [ The induced current coefficients [J] are found using the Generalized Minimum Residual (GMRES) [4] iterative method. In each iteration, the main computational effort to obtain the kth estimation of the induced current [J (k) ] are the matrix-vector
]. Using direct matrix-vector multiplication, the operation count and the memory requirements for each iteration are proportional to N 2 .
Multilevel subdivision of the object
In order to reduce the operation count in the direct matrix-vector multiplication from N 2 to N log N, the MLMDA and the MLFMA divide the object into an octal tree in 3D or a quad tree in 2D containing many non-overlaping subdomains or boxes. The quad tree domain subdivision that is generally used for arbitrary structures is applied here to a Sierpkinski fractal in Fig. 3a .
The interaction between a pair of subdomains can be computed as ] may be obtained as the addition of submatrix operations of the form (3).
The multilevel matrix decomposition algorithm (MLMDA).
The MLMDA will be only outlined here, more details can be found in [8] . It consists of a recursive procedure that begins at level 2 and stops at the finest level L. For each nonempty source and observation boxes which belong to the same subdivision level l (2 l L) there are two possible cases:
Fig 3. a) Multilevel decomposition for arbitrary shapes. b) Multilevel decomposition for IFS generated fractals: while boxes do not overlap and cover the whole geometry of the antenna, they can be of the same size and shape as the IFS building blocks. This decomposition produces many pairs of source and field boxes with the same interaction matrices.
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Boxes are touching one another or are the same: then they are subdivided into level l+1 boxes, except if we have already reached the finest level, l=L. If this is the case, direct submatrix-vector multiplication (3) The computational cost of this recursive algorithm increases with the number of nonempty boxes in the multilevel subdivision of a given object. If we realize that, for a IFS generated fractal, boxes do not need to be square as in Fig. 3a , while they do not overlap and cover the whole geometry of the antenna, we can use boxes of the same shape and size as the IFS building blocks (Fig. 3b) . For the case of the Sierpinski antenna triangular boxes are the optimum choice. This results in a multilevel subdivision with: many empty boxes and many pairs of source and field boxes having the same interaction matrices either in step 1 or in the equivalent source formulation of step 2. These matrices will be computed once, stored in memory and reused whenever required, leading to a dramatic reduction in computation time and memory storage.
RESULTS
Configurations of a microstrip Sierpinski patch antenna with four, five, six, and seven iterations have been used as a benchmark in order to test different approaches to enhance the MoM analysis. In all the cases the scale factor is 2 and the height of the equilateral triangle defining the Sierpinski patch (level 1 in Fig. 3 ) is 8.89 cm. The dielectric substrate is 1.57 mm thick with a relative permitivity of 2.33. The patch was excited with a standard coaxial probe located in the lower corner of the Sierpinski fractal.
The computer used in the simulation is a desktop PC with an AMD Athlon CPU at 1.33 GHz and 1.5 GB of RAM. The programming language is MATLAB 6 with time-critical routines coded in C language. Table I shows the computational requirements for the solution of the MoM linear system (2) using direct matrix inversion. Memory requirements grow as N 2 and time as N 3 , as expected. For the seven iteration configuration, the storage requirements overcome the available memory.
In table II the same test is repeated using GMRES instead of the direct inversion.
Preconditioning is used to reduce the number of iterations [4] . The preconditioner is a sparse matrix that includes all the impedance matrix elements corresponding to basis and testing functions that are close to each other, and zeros elsewhere. The incomplete LU decomposition [4] allows fast multiplication by the inverse of the preconditioner at each iteration. The extra time used in the preconditioning and the small extra increase in memory are more than compensated by the very small number of iterations. The time for building the matrix remains the same as before, while frequently the GMRES iterative solution is one order of magnitude faster. It is therefore the matrix filling time which now becomes the bottleneck
The MLMDA scheme can be used to compute the matrix vector multiplication
] in GMRES, instead of building the whole [Z] matrix. Table III shows the computational requirements of MLMDA with the commonly used square box subdivision (Fig. 3) . The matrix filling time and the iteration time are greatly reduced, since MLMDA does not need to compute explicitily all the elements of [Z] . This reduction is particularly important for the large problem of 15310 unknowns, in which the MoM [Z] matrix does not fit in computer memory.
The last level of optimization is reached when triangular boxes are used in the MLMDA approach and IFS symmetries are exploited in order to avoid recomputation of redundant MLMDA matrices (Table IV) . Memory requirements increase only linearly with the number of unknowns, while the CPU time per iteration increases roughly as NlogN. Matrix filling is no more the slowest part of the process. This is due to the fact that it is only necessary to compute very few interactions between boxes. It must be pointed out that, for the problem of 15310 unknowns, the preconditioning, which has not been optimized for fractal structures yet, is taking most of the computational effort. The differences between the reference brute force approach of Table I and the optimized  algorithm in Table IV are impressive, allowing us the analysis of a highly iterated Sierpinski patch in a wide range of frequencies (Fig. 4) . In this figure, it can be also seen as the resonant frequency of the patch, indicated by a red arrow, diminishes as the number of fractal iterations increases. This particular feature of fractal structures could be used to build miniature antennas. More research must be done in order to find out which is the limit of miniaturization that can be achieved with these pre-fractal structures. Computational requirements for the conventional MoM solution using direct inversion (f = 9 GHz): memory grows as N 2 and time as N 3 . There is not enough computer memory to store the impedance matrix of the seven iteration configuration. 3577.
Computational requirements for the MoM solution using the GMRES iterative method (f = 9 GHz). Time performance has improved, however the seven iteration configuration cannot be analyzed yet. Computational requirements for the MoM solution using GMRES and the MLMDA scheme with square boxes (f = 9 GHz). Time and memory requirements are smaller than the two previous strategies, specially when N grows. Computational requirements for the MoM solution using GMRES and the MLMDA scheme with triangular boxes (f = 9 GHz). Taking advantage of redundancies and the multilevel structure of the object, the memory requirements are very small and grow as N while the time per iteration increases roughly as N logN. Optimization of preconditioning is the open point.
Finally, Fig. 5 shows the reflection coefficient of a 6 iteration Sierpinski antenna. The whole curve (200 frequencies) obtained with GMRES+MLMDA with triangular boxes is calculated in about the same time than 7 specific frequencies with the standard MoM, without any noticeable loss of accuracy.
CONCLUSIONS
Computational requirements in the analysis of IFS defined pre-fractal antennas by MoM can be much reduced by making use of the redundancy and the multilevel structure of this geometry. For the case of a Sierpinski pre-fractal antenna, it has been shown that, the combination of the GMRES and the MLMDA scheme, together with the appropriate choice of the shape of the boxes in the multilevel subdivision, leads to a very efficient solution. Our best implementation (table IV) produces a reduction by a factor of 20 in the total computation time and a factor of 10 in the total memory, compared with a direct application of MoM (table I) . The bottleneck in the MoM analysis of IFS defined geometries is now in the preconditioning, which has not been optimized for IFS structures yet. It has been observed, through numerical experiments, that the resonant frequency of the Sierpinski patch diminishes as the number of fractal iterations of the geometry increases. This feature can be used to build miniature antennas, however more research must be done in order to find out which are the limits for these pre-fractal structures. 
DISCLAIMER
The work associated with this report has been carried out in accordance with the highest technical standards and the FRACTALCOMS partners have endeavoured to achieve the degree of accuracy and reliability appropriate to the work in question. However since the partners have no control over the use to which the information contained within the report is to be put by any other party, any other such party shall be deemed to have satisfied itself as to the suitability and reliability of the information in relation to any particular use, purpose or application.
Under no circumstances will any of the partners, their servants, employees or agents accept any liability whatsoever arising out of any error or inaccuracy contained in this report (or any further consolidation, summary, publication or dissemination of the information contained within this report) and/or the connected work and disclaim all liability for any loss, damage, expenses, claims or infringement of third party rights.
