We consider extension variants of Vertex Cover and Independent Set, following a line of research initiated in [9] . In particular, we study the Ext-CVC and the Ext-NSIS problems: given a graph G = (V, E) and a vertex set U ⊆ V , does there exist a minimal connected vertex cover (respectively, a maximal non-separating independent set) S, such that U ⊆ S (respectively, U ⊇ S). We present hardness results for both problems, for certain graph classes such as bipartite, chordal and weakly chordal. To this end we exploit the relation of Ext-CVC to Ext-VC, that is, to the extension variant of Vertex Cover. We also study the Price of Extension (PoE), a measure that reflects the distance of a vertex set U to its maximum efficiently computable subset that is extensible to a minimal connected vertex cover, and provide negative and positive results for PoE in general and special graphs.
Introduction
We consider the extension variant of the (Minimum) Connected Vertex Cover (Min CVC) problem and its associated price of extension (PoE); we call this variant Extension Connected Vertex Cover problem (Ext-CVC for short). Intuitively, the extension variant of a minimization problem Π is the problem of deciding whether a partial solution U for a given instance of Π can be extended to a minimal (w.r.t. inclusion) feasible solution for that instance; PoE refers to the maximum size subset of U that can be extended to a minimal feasible solution. A framework for extension problems is developed in [10] where a number of results are given for several hereditary and antihereditary graph problems. Particular complexity results for the extension of graph problems, such as Vertex Cover, Hitting Set, and Dominating Set, are given in [2, 3, 6, 9, [20] [21] [22] . A subset S ⊆ V of a connected graph G = (V, E) is a connected vertex cover (CVC for short) if S is a vertex cover (i.e., each edge of G is incident to at least a vertex of S) and the subgraph G[S] induced by S is connected. The corresponding optimization problem (Minimum) Connected Vertex Cover (Min CVC) consists in finding a CVC of minimum size [12, 16, 17] . Given a (connected) vertex cover S of a graph G = (V, E), an edge e ∈ E is private to a vertex v ∈ S if v is the only vertex of S incident to e. Hence, a vertex cover S of G is minimal iff each vertex v ∈ S has a private edge. A CVC S of G is minimal if for every v ∈ S, S \ {v} is either not connected or not a vertex cover.
In this paper we study Extension Connected Vertex Cover (Ext-CVC): given a connected graph G = (V, E) together with a subset U ⊆ V of vertices, the goal is to decide whether there exists a minimal (w.r.t. inclusion) CVC of G containing U ; note that for several instances the answer is negative. In this latter case we are also interested in a new maximization problem where the goal is to find the largest subset of vertices U ⊆ U which can be extended to a minimal feasible solution. This concept is defined as the Price of Extension (PoE) in [9] . For the two extreme cases U = ∅ and U = V , we note that for the former the question is trivial since there always exists a minimal CVC [27] , while for the latter (U = V ) the problem is equivalent to finding a minimal CVC of maximum size, (called Upper CVC in the paper).
Graph definitions and terminology
Throughout this article, we consider a simple connected undirected graph without loops G = (V, E) on n = |V | vertices and m = |E| edges. Every edge e ∈ E is denoted as e = uv for u, v ∈ V . For X ⊆ V , N G (X) = {v ∈ V : vx ∈ E, for some x ∈ X} and N G [X] = X ∪ N G (X) denotes the closed neighborhood of X. For singleton sets X = {x}, we simply write N G (x) or N G [x], even omitting G if it is clear from the context; for a subset X ⊂ V , N X (v) = N G (v) ∩ X. The number of neighbors of x, called degree of x, is denoted by d G (x) = |N G (x)| and the maximum degree of the graph G is denoted by ∆(G) = max v∈V d G (v). A leaf is a vertex of degree one, and V l denotes the set of leaves in G. For X ⊆ V , G[X] denotes the subgraph induced by X, that is the subgraph only containing X as vertices and all edges of G with both endpoints in X. A connected graph G = (V, E) is biconnected, if for each pair of vertices x, y there is a simple cycle containing both x and y, or equivalently, the removal of any vertex maintains connectivity. A cut-set X ⊂ V is a subset of vertices such that the deletion of X from G strictly increases the number of connected components. A cut-set which is a singleton is called a cut-vertex and a cut-set X is minimal if ∀x ∈ X, X \ {x} is not a cut-set. Hence, a graph is biconnected iff it is connected and it does not contain any cut-vertex. In this article, V c (G) denotes the set of cutvertices of a graph G; we will simply write V c if G is clear from the context. A graph G = (L ∪ R, E) is split (resp. bipartite) where the vertex set L ∪ R is decomposed into a clique L and an independent set R (resp. two independent sets). A graph is chordal if all its cycles of length at least four have a chord, that is, an edge connecting nonconsecutive vertices of the cycle. There are many characterizations of chordal graphs. One of them, known as Dirac's theorem, asserts that a graph G is chordal iff each minimal cut-set of G is a clique. Recall that S ⊆ V is a vertex cover, if for each e = uv ∈ E, S ∩ {u, v} = ∅ while S ⊆ V is an independent set if for each pair of vertices u, v of S, uv / ∈ E; S is a vertex cover iff V \ S is an independent set of G = (V, E). The minimum vertex cover problem (Min VC for short) asks to find a vertex cover of minimum size and the maximum independent set problem (Max IS for short), asks to find an independent set of maximum size for a given graph.
Problem definitions
As mentioned above, we consider the extension variants of two optimization problems: the (Minimum) Connected Vertex Cover problem (Min CVC) and the (Maximum) Non Separating Independent Set problem (Max NSIS). A non separating independent set S of a connected graph G = (V, E) is a subset of vertices of G which is independent (i.e., any two vertices in S are non adjacent) and S is not a cut-set of G. Max NSIS asks to find a non separating independent set of maximum size. Min CVC and Max NSIS have been studied in [16, 12, 30, 15, 26] where it is proved that the problems are polynomially solvable in graphs of maximum degree 3, while in graphs of maximum degree 4 they are NP-hard.
Ext-CVC
Input: A connected graph G = (V, E) and a presolution (also called set of forced vertices) U ⊆ V . Question: Does G have a minimal connnected vertex cover S with U ⊆ S?
Dealing with Ext-NSIS, the goal to decide the existence of a maximal NSIS excluding vertices from V \ U .
Ext-NSIS
Input: A connected graph G = (V, E) and a frontier subset U ⊆ V . Question: Does G have a maximal NSIS S with S ⊆ U ?
Considering the possibility that some set U might not be extensible to any minimal solution, one might ask how far is U from an extensible set. This concept, introduced in [9] , is called Price of Extension (PoE). This notion is defined in an attempt to understand what effect the additional presolution constraint has on the possibility of finding minimal solutions. A similar approach has already been used in the past under the name the Price of Connectivity in [7] for the context of connectivity because it is a crucial issue in networking applications. This notion has been introduced in [7] for Min VC and is defined as the maximum ratio between the connected vertex cover number and the vertex cover number. In our context, the goal of PoE is to quantify how close efficiently computable extensible subsets of the given presolution U are to U or to the largest possible extensible subsets of U . To formalize this, we define two optimization problems as follows:
For Π ∈ {Max Ext-CVC, Min Ext-NSIS}, we denote by opt Π (G, U ) the value of an optimal solution. Since for both of them opt Π (G, U ) = |U | iff (G, U ) is a yes-instance of the extension variant, we deduce that Max Ext-CVC and Min Ext-NSIS are NP-hard since Ext-CVC and Ext-NSIS are NP-complete. Actually, for any class of graphs G, Max Ext-CVC is NP-hard in G iff Min Ext-NSIS is NP-hard in G since for any graph G ∈ G it can be shown that:
The price of extension PoE is defined exactly as the ratio of approximation, i.e., the best possible lower (resp. upper) bound on apx opt that can be achieved in polynomial time. In particular, we say that Max Ext-CVC (resp. Min Ext-NSIS) admits a polynomial ρ-PoE if for every instance (G, U ), we can efficiently
Considering Max Ext-CVC on G = (V, E) in the particular case U = V , we obtain a new problem called Upper Connected Vertex Cover (Upper CVC) where the goal is to find the largest minimal CVC. To our best knowledge, this problem has never been studied, although Upper VC has been extensively studied [5, 14, 25] .
Upper CVC
Input: A connected graph G = (V, E). Feasible Solution: Minimal connected vertex cover S ⊆ V . Goal: Maximize |S|.
Related work
Garey and Johnson proved that (minimum) CVC is NP-hard in planar graphs of maximum degree 4 [16] . Moreover, it is shown in [28, 30] that the problem is polynomially solvable for graphs of maximum degree 3, while NP-hardness proofs for bipartite and for bi-connected planar graphs of maximum degree 4, are presented in [12, 15, 26] . The approximability of Min CVC has been considered in some more recent studies. The NP-hardness of approximating Min CVC within 10 √ 5 − 21 is proven in [15] while a 2-approximation algorithm is presented in [27] . Moreover, in [12] the problem is proven APX-complete in bipartite graphs of maximum degree 4. They also propose a 5 3 -approximation algorithm for Min CVC for any class of graphs where Min VC is polynomial-time solvable. Parameterized complexity for Min CVC and Max NSIS have been studied in [23, 24] while the enumeration of minimal connected vertex covers is investigated in [18] where it is shown that the number of minimal connected vertex covers of a graph of n vertices is at most 1.8668 n , and these sets can be enumerated in time O(1.8668 n ). For chordal graphs (even for chordality at most 5), the authors are able to give a better upper bound. The question to better understand the close relation between enumerations and extension problems is relevant because in this article we prove that Ext-CVC and Max Ext-CVC are polynomial-time solvable in chordal graphs. Finally, one can find problems that are quite related to Min CVC in [8] .
Maximum minimal optimization variants have been studied for many classical graph problems in recent years, for example, in [5] , Boria et al. have studied the Maximum Minimal Vertex Cover Problem (Upper VC in short) from the approximability and parameterized complexity point of views. The Minimum Maximal Independent Set problem, also called Minimum Independent Dominating Set (Min ISDS) asks, given a graph G = (V, E), for a subset S ⊆ V of minimum size that is simultaneously independent and dominating. From the NP-hardness and exact solvability point of views, Min IDS is equivalent to Upper VC [25] , but they seem to behave differently in terms of approximability and parameterized complexity [1] . Although Min IDS is polynomially solvable in strongly chordal graphs [13] , it is hard to approximate within n (1− ) , for any > 0, in certain graph classes [13, 11] . Regarding parameterized complexity, Fernau [14] presents an FPT-algorithm for Upper VC with running time O * (2 k ), where k is the size of an optimum solution, while it is proved that Min IDS with respect to the standard parameter is W [2]-hard. Moreover, Boria et al. [5] provide a tight approximation result for Upper VC in general graphs: they present a n 1 2 approximation algorithm together with a proof that Upper VC is NP-hard to approximate within n 1 2 − , for any > 0. Furthermore, they present a parameterized algorithm with running time (1.5397 k ) where k is the standard parameter, by modifying the algorithm of [14] ; they also show that weighted versions of Upper VC and Min IDS are in FPT with respect to the treewidth.
Regarding the extension variant of Dominating Set, namely Ext-DS, it is proven in [22, 21] that it is NP-complete, even in special graph classes like split graphs, chordal graphs, and line graphs. Moreover, a linear time algorithm for split graphs is given in [20] when X, Y is a partition of the clique part. In [9] , it is proved that Ext-VC is NP-complete in cubic graphs and in planar graphs of maximum degree 3, while it is polynomially decidable in chordal and circular-arc graphs.
Summary of results and organization
The rest of the paper is organized as follows. In Section 2, after showing the relation between Ext-VC and Ext-CVC, we provide additional hardness results for Ext-CVC in bipartite graphs and weakly triangulated graphs, the latter leading to hardness results for Upper VC and Upper CVC. We then focus on bounds for PoE in Section 3, providing inapproximability results for Max Ext-CVC in general and bipartite graphs. In Section 4 we discuss the (in)approximability of a special case of Max Ext-CVC, namely Upper CVC. Note that all results given in the paper for Ext-CVC are valid for Ext-NSIS as well. Due to lack of space the proofs of statements marked with ( * ) are deferred to the full version of the paper.
Solvability and hardness of extension problems
Let us begin by some simple observations: (G, U ) with G = (V, E) and U ⊆ V is a yes-instance of Ext-CVC iff (G, V \U ) is a yes-instance of Ext-NSIS. Hence, all complexity results given in this section for Ext-CVC are valid for Ext-NSIS as well. A leaf (v ∈ V l ) never belongs to a minimal connected vertex cover S (apart from the extreme case where G consists of a single edge), while any cutvertex v ∈ V c necessarily belongs to S. This implies that for trees, we have a simple characterization of yes-instances for n 3:
For an edge or a cycle C n = (V, E), (C n , U ) is a yes-instance iff U = V ; since a path P n = (V, E) is a special tree the case of graphs of maximum degree 2 is settled. Dealing with split graphs, a similar but more complicated characterization can be given. In the next subsection we will deduce more general results for Ext-CVC by showing and exploiting relations to Ext-VC.
Relation between Ext-VC and Ext-CVC
The following two properties allow to make use of known results for Ext-VC to obtain results for Ext-CVC. 
To maintain bipartiteness, we apply an appropriate subdivision of H.
Using polynomial time decidability of Ext-VC in chordal graphs, parameterized complexity results (considering that the reduction increases the size of the instances only linearly), and NP-completeness in cubic bipartite graphs [9] , we deduce:
Ext-CVC is polynomial-time decidable in chordal graphs and NP-complete in bipartite graphs of maximum degree 4. Ext-CVC parameterized with |U | is W[1]-complete, and there is no 2 o(n+m) -algorithm for n-vertex, m-edge bipartite graphs of maximum degree 4, unless ETH fails.
Additional hardness results
We first strengthen the hardness result of Corollary 3 to bipartite graphs of maximum degree 3. This result could appear surprising since the optimization problem Min CVC is polynomial-time solvable in graphs of maximum degree 3.
Theorem 4. Ext-CVC is NP-complete in bipartite graphs of maximum degree 3 even if U is an independent set.
Proof. We reduce from 2-balanced 3-SAT, denoted (3, B2)-SAT, where an instance I = (C, X) is given by a set C of CNF clauses over a set of Boolean variables X such that each clause has exactly 3 literals and each variable appears exactly 4 times, twice negative and twice positive. Deciding whether an instance of (3, B2)-SAT is satisfiable is NP-complete by [4] . Consider an instance (3, B2)-SAT with clauses C = {c 1 , . . . , c m } and variables X = {x 1 , . . . , x n }. We build a bipartite graph G = (V, E) together with a set of forced vertices U as follows:
• For each clause c = 1 ∨ 2 ∨ 3 where 1 , 2 , 3 are literals, introduce a subgraph H(c) = (V c , E c ) with 6 vertices and 6 edges. V c contains three specified literal vertices 1 c , 2 c , 3 c . The set of forced vertices in H(c), denoted by U c is given by
The gadget H(c) is illustrated in the left part of Figure 1 . • We connect each gadget H(x i ) to H(x i+1 ) by linking vertex 12 xi to vertex 6 xi+1 using an intermediate vertex r i,i+1 for all 1 i n − 1. We also add a pendant edge incident to each r i,i+1 with leaf r i,i+1 ; an illustration of this connection is depicted on the right of Figure 1 . Claim. (*) I = (C, X) is satisfiable iff G admits a minimal CVC containing U .
The proof of the claim, deferred to the full version of the paper, completes the proof of the theorem. Now, we will prove that the polynomial-time decidability of Ext-CVC in chordal graphs given in Corollary 3 cannot be extended to the slightly larger class of weakly chordal (also called weakly triangulated 3 ) graphs which are contained in the class of 4-chordal graphs. For any integer k 3, a graph is called kchordal if it has no induced cycle of length greater than k. Thus, chordal graphs are precisely the 3-chordal graphs. The problem of determining whether a graph is k-chordal is known to be co-NP-complete when k is a part of the instance [29] . 
Bounds on the price of extension of Max Ext-CVC
Using Propositions 1 and 2, we can derive negative and positive approximation results for Max Ext-CVC.
First, let us observe Min Ext-NSIS does not admit O(n 1−ε )-PoE even in the simplest case U = ∅ because there is a simple reduction from Min ISDS (also known as minimum maximal independent set [11, 13] ) to Min Ext-NSIS when U = ∅ by adding to the original graph G = (V, E) two new vertices 0 , 1 and edges 0 1 together with 1 v for v ∈ V (so, 1 is an universal vertex); 1 never belongs to a NSIS (or equivalently 0 is a part of all maximal NSIS) because otherwise 0 will become isolated. For general graphs, the price of extension associated to Max Ext-CVC is one of the hardest problems to approximate. Although Proposition 2 preserves bipartiteness, we cannot immediately conclude the same kind of results since in [9] it is proved that Max Ext-VC admits a polynomial 1 2 -PoE for bipartite graphs. 
Approximability of Upper CVC
Upper CVC is a special case of Max Ext-CVC where U = V . Regarding the approximability of Upper CVC, we first show that an adaptation of Theorem 7 allows us to derive: Corollary 9. ( * ) For any constant ε > 0, unless NP = P, Upper CVC is not Ω( 1 n 1/3−ε )-approximable in polynomial time for bipartite graphs on n vertices. On the positive side, we show that any minimal CVC is a 2 ∆(G) approximation for Upper CVC. To do this, we first give a structural property that holds for any minimal connected vertex cover. For a given connected graph G = (V, E) let S be an optimal solution of Upper CVC and S be a minimal connected vertex cover of G. Denote by A = S \ S and A = S \ S the proper parts of S and S respectively, while B = S ∩ S is the common part. Finally, R = V \ (S ∪ S) denotes the rest of vertices. Also, for X = A or X = A, we set X c = {v ∈ X : N G (v) ⊆ B} which is exactly the vertices of X not having a neighbor in (S ∪ S ) \ X. Actually, (S ∪ S ) \ X is either S or S . The following theorem describes an interesting graph theoretic property. It relates the size of an arbitrary minimal connected vertex cover of a (connected) graph to the size of the largest minimal connected vertex cover.
Theorem 11. Any minimal CVC of a connected graph G is a 2 ∆(G) -approximation for Upper CVC.
Proof. Let G = (V, E) be a connected graph. Let S and S be a minimal CVC and an optimal one for Upper CVC, respectively, and w.l.o.g., assume |S| < |S |. We prove the following inequalities: Each vertex in A \ A c has by definition at least one neighbor in A, so we deduce: v∈A |N (v)| |A \ A c | + |A| + |A c | = |A| + |A |. Now, by setting a 1 = arg max{|N G (v)| : v ∈ A}, we obviously get |A||N (a 1 )| v∈A |N (v)|. Putting together these inequalities, we obtain: |A|∆(G) |A||N (a 1 )| |A |+|A| which leads to |A | (∆(G) − 1)|A|. The inequality |S| 2 ∆(G) follows by considering the two cases |A| |B| and |A| < |B|.
A tight example of Theorem 11 for any ∆(G) 3 is illustrated to the right. The optimal solution for Upper CVC contains ∆(G) vertices {a} ∪ {v 1 , . . . , v ∆(G)−1 } while {a, b} is a minimal connected vertex cover of size 2.
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