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I. INTRODUCTION 
The major motivation for this thesis is the study of the 
asymptotic properties of non-stationary random walks between 
two absorbing barriers. Random walks are special cases of 
discrete time Markov processes. These in turn may be studied 
in terms of the iteration of non-negative matrices and kernels. 
It is within this larger framework that asymptotic behavior 
is investigated. 
A stochastic process |"x^: n= 0, 1, 2, . . .j is called a 
M a r k o v  p r o c e s s  i f  P r X ^ ,  . . .  X ^  J  -  =  
that the random variables can assume, is finite or denumer 
ably infinite, the process is called a Markov chain. This 
work considers only finite chains and those discrete time 
Markov processes having some finite interval [a,b] of real 
numbers as state space. 
An N state Markov chain is defined by specifying an 
initial probability vector p^ = (Pg^, P^g, ... p^^) and a 
When the state space, the set X of values 
sequence of non-negative transition matrices 
satisfying the condition 
2 
The probability distribution for X„ is given by 
Pn = Vn-1 ^ = 1, 2, ... (1.2) 
Similarly, a large class of discrete time Markov processes 
with an interval [a,b] as state space can be defined by specify 
ing an initial density function PQ(X) and a sequence jp^(x,y^ 
of non-negative, integrable kernels on [a;b]^ with the property 
b 
P^(x,y)dx = 1 (1.3) 
a * 
These considerations of ergodic behavior are extended to 
the case of "dishonest" discrete time Markov processes charac­
terized by the Generalizations 1.5 and 1.7 below of Equations 
1.1 and 1.3. In particular, random walk between two absorbing 
barriers is studied from the point of view of the asymptotic 
behavior of the sequence of distributions over the non-absorb­
ing states, conditional on no prior absorption. These prob­
ability distributions are given for discrete walks with N non-
absorbing states by 
Pn = Lp„i/(p„,l). Pna/fPn-i'-
where p^ = P^p^_^ and 1 = (1, 1, ... 1); the matrices P^ 
satisfy 
I
3 
N 
1=1 
J < 1  1 1  —  1 , 2 5 . . .  ( l « 5 )  
Similarly, the conditional distribution at time n for a con­
tinuous walk with an interval [a,b] as its set of non absorb­
ing states is given by 
P%(x) = p^(x)/(p^(x), l(x)) (1.6) 
b 
where p^(x) = ^  P^(x,y) P^_3_(y)dy and l(x) = 1 for all x in 
[a,b]. ^ 
The kernels P^(x,y) satisfy 
P^(x,y)dx <1 n = 1, 2, ... (1.7) 
Only those processes for which density kernels exist will be 
considered. The density function for is, then, given by 
b 
P^(z) = J P^(x,y) P^_3_(y)<iy n = 1, 2, ... (1.8) 
A process which is such that = P for all n is called 
homogeneous or stationary. The asymptotic behavior of p^ as n 
tends to infinity has been studied extensively for stationary 
processes. In this case Equations 1.2 and 1.8 have, respec­
tively, the forms 
4 
T) = P T» 
- n - ^0 
and 
b 
p^(x) = J" pgCyjdy 
a 
where p^ represents the nth power of the transicion matrix P 
and P^^^(x,y) the nth iterate of the kernal P(x,y). Conditions 
on the matrix P which insure that the sequence j^p^ j converges 
to a limit Independent of Pg are given by many authors, e.g. 
Doob (1953) and Gantmacher (1959^»); Doob's conditions apply as 
well to the case where the state space is a finite interval. 
One problem considered here is that of generalizing these 
ergodic results to processes which are not stationary. It is 
simplified if consideration is limited to those whose transi­
tion matrices or kernels are positive. Positivity, while 
overly restrictive for this purpose, does eliminate the 
necessity of coping with decomposability and periodicity. Two 
types of limiting behavior will be distinguished for non-
stationary processes in accordance with definitions stated by 
Hajnal (1956). A process will be called "ergodic in the 
strong sense" if the sequence p^ tends to a limit independent 
of Pq- The sequence may fail to converge but still lose 
all trace of the initial distribution; such a process will be 
called "ergodic in the weak sônse." 
5 
Much of the work in the body of this thesis is based on f) 
special property of the spectra of positive valued matrices 
and kernels. The following theorem, stated by Gantmacher 
(1959b), was proved by Perron in 190?; A positive matrix A 
always has a real and positive characteristic value r which is 
a simple root of the characteristic equation and exceeds the 
moduli of all the other characteristic values. To this maximal 
characteristic value r there corresponds a characteristic 
vector z with positive coordinates. 
Jentzsch, in 1912, obtained the same result for positive 
square summable kernels which fulfill certain continuity condi­
tions. A statement of Jentzsch*s theorem appears in Schmeidler 
(1950). A similar theorem is given by Sarymsakov (19^9)s who 
requires that the kernels be continuous and non-negative and 
that for any (x,t) in [a,b]^ there exist iterates and 
such that (x,t) > 0 and (t,x) > 0. Sarymsakov 
applies his result to show convergence of the sequence of 
iterates of a continuous kernel which is the transition prob­
ability density kernel for a Markov process. 
Birkhoff (1957) utilizes projective metrics to obtain 
various extensions of Jentzsch's theorem among which are 
results on the limiting behavior of the iterates of a uniformly 
positive, bounded linear transformation P of a vector lattice 
into itself. Integral operators with positive valued kernels 
are included as a special case. 
6 
The properties of integral i-rith primitive 
kernels are discussed by Harris (1964), who proves the 
following useful theorem; Let M(x,A) = ] ni(x,y)dV(y). If 
A (n ) 
there exists an integer n^ such that 0 < a < m (x,y) 
< b < œ, then m(x,y) has a simple positive characteristic 
value p larger in magnitude than any other characteristic 
value and corresponding to right and left characteristic 
functions u and v which are bounded and uniformly positive. 
Furthermore, if u and v are normalized so that (u,v) = 1, then 
M^(x,y) = p^|a(x)v(y)[l + 0(A^)], 0 < A < 1, n > = 
where the bound A can be taken independently of x and y. 
The unique, simple characteristic value which exceeds all 
others in modulus, the existence of which is assured for posi­
tive matrices and kernels by the theorems quoted above, will 
henceforth be referred to as the "dominant" characteristic 
value. 
Ergodic results for stationary Markov chains are, as pre­
viously indicated, widely available in the literature. 
Research on the ergodic properties of non-stationary processes 
has been largely directed at establishing conditions which 
will insure asymptotic independence of the initial distribu­
tion and/or asymptotic normality of the standardized sums. 
Sarymsakov (1953) gave the following sufficient condition 
for weak ergodicity in a non-stationary Markov chain-. Let 
7 
"P-, = be the kth traiisitioa lua-trix and lez u be 
the class of N dimensional primitive stochastic matrices A 
with the property that AB is primitive whenever B is. Then if 
it is possible to find a sequence of matrices in C, | 
1 ^ v"^ k > 1 , such that for some c > 0 and all i, j, k with gf. > 0 
Ir ^ 
the inequality p^^ > c is satisfied, the chain is weakly 
ergodic. Further results on sufficient conditions for weak 
ergodicity and asymptotic normality of standardized sums have 
been obtained by Sarymsakov (I96I). 
e. 
The central limit theorem and conditions insuring weak 
ergodicity for non-stationary Markov chains have also been 
studied by Dobrushin (1956). It should be noted that Dobrushin 
and several others use the term "ergodic" to describe a chain 
of transition 
which is here called "ergodic in the weak sense" and the term 
LI 
i 
functions with the property that any sequence fpA containing 
L J 
"strongly ergodic" to describe a sequence 
i P^j as a subsequence is, according to the definitions used 
here, "ergodic in the weak sense," Dobrushin does not consider 
the property which is described in this work as "ergodic in 
the strong sense." 
Hajnal (1956) gives sufficient conditions for both strong 
and weak ergodicity for finite, non-stationary Markov chains 
which are neither periodic nor decomposable. Hajnal does not 
require positivity, but the sufficient conditions for strong 
8 
ergodicity which he obtains are more ntiye than thccc 
given here. 
Section A of Chapter II provides necessary and sufficient 
conditions for strong ergodicity in the case of non-stationary 
Markov processes with finite or finite interval state spaces 
and uniformly positive transition matrices or kernels. Applied 
to a random walk between absorbing barriers, the results of 
this section imply that the sequence of conditional densities 
converges if and only if the sequence of right characteristic 
functions associated with the dominant characteristic values 
of the transition kernels converges. 
Section B examines convergence rates for the sequence of 
conditional densities to which Theorem 2.1.1 applies and re­
lates the rate of convergence of this sequence to that of the 
sequence of right characteristic functions associated with the 
dominant roots of the transition kernels. Section C applied 
to Markov processes gives the known result that positivity 
implies weak ergodicity. Applied to random walks between 
absorbing barriers, it states that initial information is 
asymptotically lost, although the sequence of conditional 
densities may fail to converge, if the snquence of left charac­
teristic functions associated with the dominant roots of the 
transition kernels converges in an appropriate manner. It is 
established in Section D that the convergence of a sequence of 
9 
positive kernmiR implies the convcrgcncG of the sequenuew of 
their dominant roots and associated characteristic functions. 
Some applications to sequential analysis are discussed in 
Chapter III. 
10 
II. SEQUENCES OF POSITIVE KERNELS 
A. Convergence Theorems 
Throughout this chapter attention is focused on a sequence 
r " o 
of positive, measurable kernels on [a,b] and on a 
sequence {f (x)i of functions on [a;b], beginning with an 
u "• J b 
arbitrary non-negative function f^(x), 0 < T f^fx) < œ, and 
Ja. 
generated iteratively according to 
b 
^n+1^^) = f \+3_(x,y)f^(y)dy n = 0,1,2,... (2.1.1) 
a 
It will be assumed that there exist numbers m and M such that 
0 < m < M^(x,y) < M < <» (2,1.2) 
Let denote the dominant characteristic root of the kernel 
Mn(x,y) and let $^^x) and 'i'^(x) be the associated right and 
left characteristic functions, respectively, chosen positive 
on [a,b] and normed so that 
b b 
[ ô^(x)dx = (" $^(x)ilt^(x)dx = 1 (2,1.3) 
a à 
Bounds 2.1.4, 2.1.5 and 2.1.6 below follow from Equations 
2.1.2 and 2.1.3. 
b b 
r . . _ r 
= i Mn(z,y)9a(y)ay < M j dx = M 
11 
and 
b b 
^ [ \(x,y)$^(y)dy > E j §^(x)dx = m 
"a a 
Thus 
^ - M 
Integrating over the interval [a,b], 
m(b-a) < < M(b-a) (2.1.4) 
Then 
- r - v-i < ^ ^ 
Also 
« (x)dx < \,JA7) < m r t^(x)dx 
n — n'n " — j "n 
a 
and it follows from Equations 2.1.3 and 2,1.5 that 
a 
Thus 
é- < t^(y) < -=- (2.1.6) 
M " m 
12 
The restx'lctloxia on. f and the 'oositivity of t-h'? k^rn^ls 
insure that f (x)dx > 0; thus it is possible to define 
-a ^ 
(2.1.7) 
r f (x)dx 
i 
Theorem 2.1.1 relates the convergence of the sequence 
r ' -
"sf^(x)j to that of the sequence ^^(x^ . Two lemmas precede 
its statement and proof. Lemma 1 establishes that K fold 
convolutions of uniformly bounded stochastic kernels tend at a 
geometric rate toward a kernel which is a function of only one 
argument. Its proof is a direct generalization of that given 
by Doob (1953) for powers of stochastic matrices. Lemma 2 
relates the K fold convolution of uniformly positive kernels 
whose right characteristic functions tend pairwise to each 
other to the K fold convolution of the stochastic kernels 
obtained by the well known Transformation 2.1.9 below. 
Lemma 2.1.1: Let P = jp(x,y): a < x,y < y s 
H 0 < ô < P(x,y) < A 
2 H - 2 P(x,y) is measurable on [a,b] . 
b 
H - 3 r P(x,y)dy = 1 
j 
a 
13 
Let denote the collection of all k^term sequences of 
elements of P. For e ^(k)' 
n (x,y) 
*(k) 
b b 
J***j ^ k^^'^k-l^^k-l^^k-l'^k-z) 
a a — 
,P^(z^,y)dz^az2—"iW 
Under the hypotheses above 
sup TT (x,y) - inf TT (x,y) < [1 - (b-a)ô]^"^(A-ô ) (2.1.8) 
X *(k) X *(k) 
Proof ; By induction. For k = 1 the result follows directly 
from H - 1. 
sup TT 
(k+1) 
r 
SUD jrr 
(x,y) - inf TT„ (x,y) 
u / 
a,B ^ "(k+1) 
X '(k+1) 
(a,y) - TT 
*(k+l) 
(9,y) 
= supj 1 ip, , (a,z) -P^.nOjz) 
a,3 J ' ^ ^ 
TT (z,y)dz/ 
°Xk) 
Let S = (z£[a,b] ; F^^^(a,z) > P^_^^(p,z)/ . if S denotes the k+1 
L 
complement of S relative to [a,b] and ^  is Lebesgue measure, 
J - \+i{e.z]az +J L^iCa.z) - P%+i(;,z] dz 
=  1 - 1  =  0  
14 
and 
^ ( ce J z ) — ^ ^  ^ ^ dz ^  1 — ôi-i(s) — ô|j(S) = 1 — ô(t)—a) 
S -' 
Then 
sup rr (x,y) " inf n (x,y) 
X ^(k+1) X *(k+l) 
r 
su.pl 
8 
TT^ (z,y)dz 
*(k) 
j  L^k+lf*':) -  Pk+l(9'Z^i (z,y)dz 
< sup 
a,g T "c(k)' = 'y) J 
r 
Pk+l(9'Z] az 
( z , y )  j  | P % ^ i ( a , z )  -
z  " ( k )  CLZ 
= sup^ -! fr sup n ( z , y )_lnfTT (z,y% \!P^.^n(&,z)-P^.^n(e,z)! dz 
a,0 1 Lz (k) z "Xk) ' ]  -/Lk+1 
< [1 - (b - a)ôj^ ^ (A - ô) [1 - (b - a)6] 
— [1 - (b - a)ôj (A — 6) 
15 
It will be convenient to use the following notation t-.o 
represent the n fold convolution of n arbitrary kernels 
defined on the square [a,b] x ra,b]. 
Vn-r ,K^(x,y) = J 
a 
u 
.. J %n(x*Zn_i)%n_i(Zn-l'2n-2)''' 
> y)dz^dzg...dz^_^ 
Lemma 2.1.2: For each of the kernels M^Cxjy) in Equation 2.1.1, 
define 
(2.1.9) 
Note that P^(x,y) satisfies the hypotheses of Lemma 1 with 
II.]' 
Hi 
6 = !—Î and A = — 
b 
If j j*n(z) - I n -> 0, then for any finite K, 
y 
a 
n"l 
Proof ; By induction. For k = 1, the result follows from 
Definition 2.1.9. 
16 
M ., , - M ., .. . M . - X. z ) ô ( z ' iJ.I J- U-Tiv nT± ' • • n+K+1 ' ' -n -n ^ ^ \ . 
n+k+1 ~ ^ n+k+1 n+k'* * n+1(%*%):&% 
^+1 ^n+k+l(%) I 
= r ^ r ^n+k+l^^'^'\+k' • '^n+l(y'^)*n+k+l(z) 
; t I n+k 
a ! a tn+k+l*n+k+l(=) 
n-rl 
- î Pn+k+i(%'y)F%+k-'-Pn+i(y'Z)ay az 
^ ^ *n+k+l(y) 
nîl 
n"l 
_ r 
J 
a 
) ^n+k+l(^'y)^n+k'''^n+l(y'2)ây dz 
17 
3. ! ii A.. \ / i 
n+1 ^ 
b b I 
+ 
r r î 
; Pn+k+l^^'S^' 
a a 
n+k 
n X 
n+1 
i *n+k(y) /I 
< A M \ 
k b 
!^m(b-a) j 
b 
r î ; 
J 
a 
*n+k+l(2) ^n+k^^^ i 
^n+k+l"^ i 
! dydz 
D 
+ A ! r I ^n+k' • 
n+k 
n a j 
} n+1 ^1 *n+k(y) 
Fn+k- ' - fn+lty-z) 
(2,1.10) 
Now 
lia+k±i(^) *n+k(z)| 
®n+k^y |®nTk+l^^^ I 
1 
( z )  
^n+k+l'^' - ®n+k(^)i 
n+k I ! - $ 
"n+k+l'y'Vk'y'i I n+k+1 
( y )  !  
< ! Wl'-' - *n+k(^) 
m 
—3 ! 
+ ^ (t-a) I*a+k(y) - *a+%+i(y) 
18 
where the last inequality follows from the Bounds 2.1.5 on the 
characteristic functions. Then 
b 
Sn+k+l(z) -*n+k(z)! az i iifesS • ^ 
M3(b.a)2 
m3 *n+k<y' - 'n+k+1 <y'! 
(2.1.11) 
and these two integrals tend with n to zero by hypothesis. 
That the right hand integral in Equation 2.1.10 tends also to 
zero with n follows from the induction hypothesis and the 
uniform boundedness of the integrand. 
It is now possible to prove the following theorem. 
Theorem 2.1.It Let be defined as in Equation 2.1.1 
with the measurable kernels M^(x,y) restricted according to 
^ ^ 0, then Equation 2.1.2. If i 
'„(X) - n. 0. 
Proof ; Choose e > 0. Define P^(x,y) as in Definition 2.1.9. 
Let pjj (y ) = sup Pn+kP^+k-l • • • Vl ^^ 
It follows from Lemma 1 that 
(2.1.12) 
,k-l 
19 
ind Inequality 2.1.12 does not depend on n. 
Choose k = mini k : [1 - (b-a)6]^"^ (A-6) < O Î D — CA. (2.1.13) 
Then 
k 
^n+k ^n+k -I'-'^n+l^^'^) " (y) 
a 1 
dy < e 
For fixed as in Equation 2.1.13 and arbitrary n 
i 
! f 
n+k^ (z) 
n+k 
o 
n \ 
n+l 
D 
r 
n+k 
1 ] 
a 
( X )  r  
i ^n+k (y) 
G 
D S n^+k.^ k+k -l ' ' 'Mn+i(='y) 
O G 
k 
I"! 
n-rk^  
n 
n+l 
n+k ( x )  
° ( y )  
H 
'n+k (y) 
o 
f%(y)ây I 
< \ 
'\H-k.\+k -1- • •*'n+l (%'?) ^n+k 
"a i 
n-ric 
n 
n+l ^ 
• n+k ( y )  
^n+k ^ +k -1*• * "n+l ^^ 
20 
< sup f (y) 
" y  ^
" U K ,S / «  > / r  ^tr y 
'n+k i "n+k " n+k -1'°' ''n+1 ^^ ^ ^  *n+k ^^ ^ 
O 0 0 o 
i I 
n+k 
n^+k ^ n+k -1**'^ n+l^ '^^  ^
o o 
dy 
+ 
'5 \+k (:") 
G 
'n+k (y) 
o 
n^+k/n+k^ -l--"n+l'^'y^ " dy I(2.1.14) 
i-q-3 , -, \ [r i ^^n+kj^n-rk -1* * *^n+l^^'^^®n+k 111 / 1 y ^ ; o o o 
) " "O 
n 
r; ^b-
• /  
n.l 
- f»+k_fn+k -l'-'fn+l(%'y)|Ay 
+ f ! ? . p . .. 
J I n+K^-l 
a ' 
•P„^l(x.y) Pa°(y)|ay (2.1.15) 
inequality 2.1.15 follows from 
b 
(y) = - ( y )  
\ 
i 
a 
_ ^ 
-^(y)dy • I M^(y,z)f^_,^(z)dzdy 
a a 
< 
M 
m(b-a) 
(2.1.16) 
21 
ana 
'i%\ 2 (2.1.17) 
OJT - r ' 
n [mj 
Since Lemma 2.1.2 insures the existence of an N(k^,e) ^ 
n > N(k »e) implies 
o 
I 
M, n+k Vk (y) 
GO o 
n+kg 
- Vk F^+k -1- • • < s 
o o  i  
Inequality 2.1.15 implies 
1%+ko ^ J *n+k (y) 
lA 'i j ' ° 
a  
< 
IM\ ^  I 1 \ 
\mj - aj 
(Ze) 
It follows from Equations 2.1.5 and 2.1.7 and the definition of 
k 
Pn°(y) that 
22 
Thus for n > N(,e) 
''n+k 
o 
1 n X. 
in-rl 
" p^"(y)f,(y) 
^n+k 
o 
«n+k 
o 
dy 
< C e (2.1,18) 
ana 
J ^n+k 
a ( 
(x)dx 
- 1 
n+k 
r° r 
n+1 ^ J ^n+k 
a o 
ry j— 
< C(b - a) € (2.1.19) 
where C = i —' ^ K.\ ^  / 2 5 — I I -\ m j ib - a| 
Fn+k - ®n+k 
; O O 
Vko(->| 
, Vk i ° 
'n+k. 
i : 'n^ k 
b 
j "^n-i-k^(x)dx 
1 -
o 
i i  
n+k 
o 
n X. 
n+1 ^ J 
a 
o 
n X, 
'''p2'(y)f.(y) n' 
lyT] n+1 y *n+k 
-n+k 
o 
23 
h 
< il - "a 
o 
n+k 
o 
n À 
n+l i J 
a 
fn+k 
O 
S n+k. (y) 
dy 
fn+k (=) 
o 
^n+k i O ! 
< Cs|(b-a) sup (x) + 1 
L X ' o 
< C 
5 I 
That i s, for n > N(k ,e) + k 
i  ' M  \  § (x)  i <  C j— 4- I j  e  
i l® I 
(2.1.20) 
where e > 0 was arbitrary. 
n 
o 
r 
it should be noted that the condition \ 
-a  
» 0 would be implied by the pointwise restriction 
n+l 
n 0, and thus that 
Jk. 0 Sf^(x) - s^(x); n 
n n 
(2.1.21) 
24 
It is also clear that the Conclusion 2.1.21 can be stated 
-! n 
n 0 (2.1.22) 
Theorem 2.1.2 is a converse to Equation 2.1.22. The 
following lemma will be useful in its proof. 
Lemma 2.1.3: Let M(x,y) be a measurable kernel on [a,b] , 
and suppose that there exist positive numbers m and M such 
that m < iy[(x,y) < M. Let \ denote the dominant root of 
M(x,y) with associated right and left characteristic functions 
V P  k § and normed so that $ = sijf =1. Then if M (x,y) denotes 
-a -'a 
the kth iterate of M(x,y), 
- 5(x)t(y) C(m/M , b-a) 
r 
1 -
L 
^^•2: k-1 
— : I » 
\ M /  i 
where C(m/M , b-a) = |—I i j—; 
\ m / 1 \ m. j 
/i\3 
15] IM i 
_1 
Proof: i^et P(x,y) = (2.1.23) 
Then P(x.,y) satisfies the hypothesis of Lemma 1 with 
6 = ! 1 'ÂT 2 
1 ¥i I 1 /  
b-a and A = , 
m i  
and 
sup P^(z,y) _ inf P^(x,y) < [1 - (b-a)ô]^"^(A - ô) (2.1.24) 
X X 
25 
Furthermore 
sup P^"^^(x,y) < sup P^(x,y) 
X X 
(2.1.25) 
and 
inf P^^^(x,y) > inf P^(x,y) 
X X 
(2.1.26) 
Therefore the sequences 
common limit p(y), and I 
] 
sup P (x,y)| and jinf P (x,y)i have a 
P^(x,y) - p(y) < (A - ô)[l - (b - a)ô] (2 .1 .27)  
That the function p is a left characteristic function of 
the kernel P(x,y) associated with the dominant root 1 follows 
from Equation 2.1.2? which states that lim P^(x,y) = p(y) 
k—> 00 
Writing P^'^^(x,y) = f 
4 
P (x,z) P(z,y)dz 
and taking limits with respect to k on both sides, 
b 
r 
p(y) = \ P(z) P(z,y)dz 
J  
Now M(x,y) = ^ is a left characteri 
function of M(x,y) associated with X .  
stic 
26 
"h 
Thus V(y) = M(x,y)i|/(x)dx 
a 
ijf (z)$ (x)P(x,y )dx 
*(y) 
so that K y ) $ ( y )  = J  ijf (x)§ (x)P(x,y)dx 
Since P(x,y) is positive, its dominant root 1 is simple. 
Therefore p(y) = ijf(y)§(y) (2.1.28) 
Combining Equations 2.1.23, 2.1.2? and 2.1.28, 
(x) 
< (A — ô)£l — ( b — a ) ô ] k-1 
Thus (g'f) - $(x)*(y)| < 1^ (A-ô)[l - (b-a)ô]^~^ 
m ' Z 2 1 : 
b-a ; 1 -
2 k-1 
J 
/ I I ® /  
(2 .1 .29)  
Result 2.1.27 is indicated by Doob (1953) and used in 
conjunction with Equation 2.1.23 by Harris (1964) to obtain s 
somewhat less specific form of Inequality 2.1.29. The 
additional calculations in Lemma 2.1.3 insure the uniformity 
27 
in the approach to its limit of any , m < M (x,y) < M, 
f \ 
"n 
^ J J' / __ 
n 
Equation 2.1.1 can be rewritten 
b 
1 i\^^(x,y)f^(y)dy n = 0, 1, 2 ... (2.1.30) 
a 
where f^^x) is defined in Equation 2.1.7 
and 
Note that 
b 
i f^(x)dx 
'n+1 
•f^^l(x)dx 
a 
(2.1.31) 
M(b -a) 
< < n 
m(b - a) 
(2.1.32) 
Theorem 2.1.2: Let the kernels Mj^(Xsy) be restricted as in 
Equation 2.1.2. If jf (x) - f (x) 0, then 
' n+1 
if_(x) - ?^(x) n 
n n 
I n 
0. 
It is convenient to begin by proving 
Lemma 2.1.4: Under the hypotheses of Theorem 2.1.2, 
r M^Xx,y) f_(y)dy 
n i n 
"a 
n 
î^U) n 0 for any finite k. 
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Proof of Lemma 2.1.4: isv induction. For k - 1 
p* \ Ma(z,y) fnCy)ay - ?%(%) = Pn] \(x.y) 
M 
m('b - a) 
fn(y) - fn_i(y) ay 
Since the sequence 
pointwise to zero, 
jfn( y )  - is bounded and converges 
it follows from the Lebesgue Dominated 
^ I Ï » I 
Convergence Theorem that | f^^z) - }dx i 0. 
Pn'^ C M^'^^(x,y)f^(y)dy - f^(x) 
J 
a 
r b k r 
a L a j I 
9% i Ma(z,y)jPn i M^^y,z)fn(z)&z-f^(y)+f^(y)-f^_^(y) 
"a a 
cy 
i D D 
< P-n ^ M (x,y)jp^ - M^(y,z)f^(z)dz - f'(y) dy 
a a 
b 
f f 
" pnj - fn_i(yi;dy : 
I a 
29 
•K 
M 
m(b-a) 
r r .k^k PnKL(y,z)f%(z)&z -f_(y) 
n 
L 
dy 
M 
m(b+a) 
a 
fjy) 
- Vi'y'hy 
r b ; b 
M 
iii(b-a) jJ ;J 
b 
r ; t 
n 
if pV(y,z)/(z)dz-f^(y) jdy+ \ ;?%(?) -fa+i(y)jay 
a a i a • 
That pJ^M^(y,z)f^(z)(iz - f„(y)'dy -^^0 follows from 
n n n 
the induction hypothesis and the Lebesgue Dominated Convergence 
Theorem. 
Proof of Theorem 2.1.2: For arbitrary n and k, 
! 1 
f  (x )  ,  i  
-
tPn^n^ 
k 
1 
n 
y 
n 
1 f^(x) - pXc(%) i 
n n n 
r iAlii! i 
'a !  " n  X 
30 
/ ^' 2 ; - ^ \ k 
• I • M ' i * V V » •: (x,y) : , \ 
< p i[Tj j—5 •n''''I \m/ a 1 ^n J 
Let e > 0 be given 
From Lemma 2.1.3, choose 
k = min k: C I m  
M 
b - a 
IM; K.
k-1 
- ; / 2 ? (2 .1 .33)  
m 
Then n k 
n 
< —TTZTa arbitrary n. 
Hi 
iHj 
Lemma 2.1.4 insures the existence of N(kQ,e)5 n. > N 
f^^z) - p °M °fn(%) 
\iy 
rhen for n > N(k^je) it follows that 
f_( = ) 
— - < s (2 .1 .34)  
D D 
r 1 f 
Since \ f^(s)dx = \ 9^(z)(iz = 1 for all n, Equation 2.1.30 
V 
a a 
implies 
31 
- 1 < e(b - a) (2 .1 .35)  
Then 
f^(x) f„(x) 
(Pn^y°(*n.V 
- ^ nW 
< il - 1 
°(jr„.f„)| 
n n 
S^(x) 
< e (b - a) M 
m(b - a) 
+ e 
= e il -r M\ 
I  •  = i  
The conclusion 
i • I n 
(2.1.36) 
n 0 
can be obtained immediately since 
"n - f.„(x) 
jl 
n+1 (x) - (x) n-j. 
and the first and third terms tend to zero by Theorem 2.1.2. 
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It Is useful now to summarize Theorems 2.1.1 and 2.1.2 
as follows; 
0 (2.1.37) 
and either condition implies if (x) - $ (x) i —^0 (2.1.38} 
: n n ; 
: 1 
Then it is clear that 
|§^(x)| converges iff |f^(x)| converges 
and in this case lim § (x) = lim f (x) (2.1.39) 
n n 
It is worthwhile to note that the results of this section 
r > 
apply as well to a sequence <f^j of px1 vectors generated 
according to 
= Wn = 0, 1, 2 ... 
where f^ is a non-negative p - vector whose inner product with 
f 
the p - vector (1, 1, ... 1) = lis positive, and the pxp 
matrices M are restricted by 
0 < m < m"f^  < K (2.1.40) 
As before, let be the dominant characteristic root of 
I/L with associated right and left characteristic vectors 
33 
denoted reRpAntiymiy by = (5^, *•• ) and. 
"^n ~ (^1/ 'i'2' *•• '''p^ ' where and ij;^ are chosen so that 
'1' "2: 
1) = ($y,, i'y,) =1. Define = 
n' ' n 
t 
"n 
Then 
I ^n " ^ n+1i 
n, 
^n " ^ n+1 ! 
I n 
and either condition implies n 
r  1 f 11 r ~i r I I  
Also <9 converges iff jf I converges and lim k 1 = lim j f •; 
I J I J n I j n L j 
(2 .1 .41)  
The vector convergence indicated above is component -
wise convergence. That is, if v^ = (v^\ v^, ... v^) , then 
v^ —2^ 0 iff v^ 0, i = 1, 2, ... p. The proofs are 
essentially the same as those given in the continuous case 
with Transformation 2.1.9 restated as 
n. 
P = Ô ^ M$ 
wnere g = 
^1 
0 
In a probabilistic setting the results of this section 
have two interpretations. Consider first a non-homogeneous 
Markov chain with p states and transition matrices M whose 
n 
34 
elements are bounded below h^r enme positive The stage 
probability distribution is given recursively by 
'n = Vn-1 " = 1, 2. ... 
where f^ represents the initial probability vector. 
In this case each is stochastic, that is 
1 1 , n = l,2,... 
1 is the dominant characteristic root of each M : é =1, 
n n — 
n = 1, 2, and the associated right characteristic vectors 
are denoted by 
Result 2.1.41 states that such a chain is strongly 
L 1 ergodic iff converges,and lim f^ = lim 
Similarly, a non-stationary Markov chain with some 
interval La,b] as state space and transition probability 
kernels M.^(z,y) subject to 0 < m < M^(x,y) < M, is, by Equation 
2.1.39, strongly ergodic iff the sequence of right 
characteristic functions associated with the dominant root 1 
converges, and lim f^^z) = lim §_ (z). 
n n 
jL the sequence J $ j is such that !§, (x) - § (%] I  n j  j-n' ' *n+l 0 
the same type of limiting behavior occurs in the sequence jf,^, 
of probability vectors or densities. The converse is also true. 
35 
Alternatively the results can be interpreted in situations 
which differ from the above in that there exist absorbing 
states. Here attention is directed to the conditional asymp­
totic distribution, conditional upon non-absorption. 
The presence of absorbing states is reflected in the fact 
that the transition matrices or kernels are no longer stochastic. 
In this case the conditions 
i=l 
or 
j 
D 
n 
M (z,y)dz = 1 
a 
are replaced by 
i - L .  
i=l 
or 
b 
n 
3 
M^(x,y)dx < 1. 
Such matrices and kernels are frequently termed substochastic. 
If the transition matrices or kernels meet the Conditions 
2.1.2 or 2.1.4-0 respectively, Results 2.1.39 and 2.1.4-1 can be 
K: 
[ • 
applied to the sequence {f f of conditional distributions; 
36 
that is, 
f • 1 r -> 
rn] converges iff converges and lim f^ = lim 
B. Rates of Convergence and Error Bounds 
r 
It has been shown in Section 1 that for a sequence <f i 
I 
of functions generated iteratively according to f (%) 
= I M_ (x,y)f (y)dy and nortaed to integrate to one,, the con-
>a ^ "h 
vergence to zero of 6 = 
convergence to zero of 
^ (z) - implies the 
f^(x) - ?^(x)j . In this section the 
rate of this convergence is examined, and it is established 
r 1 
that exponential convergence of the sequence ^ implies 
i 
J 
0 exponentially. Upper bounds on the 
difference If^^x) - § (x)| are also given. 
! 
All constants g, p, and c^ below may depend on the 
numbers M/m, (b - a), d and D, but on nothing beyond these. 
Lemma 2.2.1: Let be the set of all measurable kernels 
P — — 
M(x,y) on [a,b] with 0 < m < M(x,y) < M. Let f, non-negative, 
be such that 0 < d < f < D. Let i: 1,2, ... k be in]\, 
and let A., and denote the dominant characteristic value and 
associated right characteristic function respectively of M^. 
Define P (x,y) = 'i^^^ and p^(y) = sup P,P, -,...P-(x,yX 
k ' 
man B, = f P > c. > 0. 
J ®k^ 
a 
37 
wnere c 1 
n d C' "b — ?. ) 
M 
Proof; The proof follows from Equation 2.1.5 and. the fact that 
b 
^ - . ay > [ Pi(z,y)ay = i-
a a 
D 
r k, 
M Define a. = —, à  =  \ —  
m 
/ M \ ^ 1 
,E' 
= i Ô ^ 1 b-a and 
* 
~a "4 i 
î^TyT 
ii+iif) I 
*i+iiy) I 
dxdy. 
It follows from Equations 2.1.4 and 2.1.5 that 
Ô <  P^(x ,y)  <  A.  
Lemma 2.2.2; iW-l ••• 
il X. ô (z) 
1 1 K 
vk-1 . P^(x,y)dy 
Proof: First it will be shown by induction that for k > 2 
J 
^k^k-1 ''' Mi(Z'y)9k(y) 
k 
1 X iC 
P]_(x,y)i dy 
38 
< 
I sup 6, \ 
1 < 1 <  k - 1  
kj:2 
Àa g 
"b-a ^b-a 
j=0 
(2.2.1) 
For k = 2 
b ! 
a 
j ( y )  
I ^2^1*2 
- PgP^Cx.y) (ly 
b ! b r-
= C I r I MgCXjZ) M^(z,y) I 2 (y) 
J I j " 
a ! a 
- PgCX'Z) P^(z,y)| dz dy 
b i b 
a 
I 1 P z t X ' Z )  
M^(z,y) Sgfy) 
qî^ TF)— - P^(z,y)I dz I dy 
D 
r 1 Pp(x,z) 
a i 4 
Ml(z,y) I§p(y) 
H ^*l(z) sYTzrl I 2: b:% *1 
^ / 
Now, assuming Equation 2.2.1 for k-1, 
b : 
k k-1 
M^(z,y) s%.(y) 
n X; 9, (z) 
1 " 
- Vk-i • Pj_(x,y) ; dy 
D 
\  i  i ; 
-i i i - i 
_ # # .A, 
1 
k-1 
n ^ .  
1 
X 
/ R, ) 
; «friT 
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M. k-1 " * • I 
k-1 
n Xi *k_i(z) 
^k-l ^k-2 
1 
. P^(z,y) dz 
A* + \b-aj k-1 b-a 
fsup 6^1 y 4  ^  /. \ j  
l<i<k-2 
a 
t  / U)-a 
y j=o 
Aa 
b-a : feM 
k-2 
+ 
j=0 Vb-aj 
sup 
l<i<k-l 
k-2 
Aa / a\ J 
/_ ib-a; 
j=0 ' ' 
* 
sup 6. 
l<i<k-l ( 2 . 2 ,  
It follows from. Equation 2.2.2 that 
M ivr Mi(z,y) 9k(y) 
1 
- • • • P]_(x.7) dy 
^ 1 r-'?, , «î b-a b-a / l<l<k-l j 
< (B sup ô-. 
— b-a l<i<k-l 
40 
^ _ a 
wiicx'c; p = ± T b-a ' 
Theorem 2.2.1; Define 6, = 1 - $.(x)| dx, 
i l "  I  
b 
= J \^k-l ••* f(y) dy, and \(e,lc) = (3)^e + 
where p = 1 - (b-a) 6. If k and'e are such that 
sup Ô. < e, then 
KKk-l ^ 
I 
f-^(x) - X(€,k) where 
0^ = I a^(a^ + 1). 
Proof: It follows from 2.1.11 that sup 6. < e implies 
l<i<k-l ^ 
-> 2 2 
sup  6 . < ce, c = a(l+a )(b-a) . Thus from 
l<i<k-l ^ à 
r iW , (x,y)o (y) i 
Lemma 2.2.2, J i ^ k-1 1 k . .p^(y:,y) j ày 
^  I  ^  H  =  )  '  
; j_ 
<  c ^ ( 3 ) ^  e ,  =  a ^ ( l + a ^ )  
41 
Define 
K. 
I •ïï 
' a 
] - , , 1-1 f(x) dxi 
Then 
Vk-1' * 'M^(x,y)f(y)dy 
k  ^  
TT I f(z)dz 
^ a 
a a 
b r 
C I _ 
J 
a i TT X. 
1 ^ 
$ % ( % )  p  ( y ) |  
f  ( y ) d y  
J 
a 
Ml! f (y)dy 
TT X. 
1 ^ 
< Da r 
a 
l*k%k-i-'-%i(z,y) *k(y) 1 
k 
TT X 
1 
-  P (y) ! dy 
1 
< Da j ' k 
a I TT X. §, (x) 
. I 1 ^ ^ 
- ?k?k+i--'fi(='y) : 
o 
r 
J i%.r 
. P ^ ( % , y )  p^Xy) dy 
42 
< Da G + (b-a)(6-ô) p k-1 
where the last inequality follows from Lemmas 2.2.2 and 2.1.1. 
Thus 
fa^Xl + &%) pk g 
2r 
Zj. 
-—^— p^' 
a [1 - (b-a)ô] / 
/ 4, 
< Da f a  (1  
4 
a^) e + ^ 
a^n _1 2 
a 
< Da I o.^(1 + e + (a^ + 1) p^j 
\ / 
<  L ( e , k ) ,  
= Da-^d -i- a^) 
43 
It follows from Lemma 2.2.1 and the above that 
i B,_ - $1 (x) 
'4 \(e,k) 
and thus that 
? I =4 
' bT J 1 I < (b-a) — \(G,k) 
k _ 
a 
Then, 
f / 
f %(%) 1 - B.  , + BT - *k(%) 
a i 
j 
— b-a 1 -
-A.. r 
< j 
a 
+ 4 *k(=) I 
< a (e ,k) 
^1 
'it 
- X(e,k) 
< c, \(£,k) 
where = — (a+1). 
^ ^1 
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Corollsry 2.2.1: Ccr.slde r •> r a Scyueaue j I € /\ and 
b ^ ' 
a non-
negative function f such that f > 0. Let the sequence 
o a o 
a |f^(x)j be defined by f^Cx) = M^(x,y) f^_^(y)dy, n = 1,2,. 
n"- • "n' 
b 
Define 
€ = sup 6 
n J > n 
* 
S = s and 
v(n) = min j » n*] 
U  J  
•where n . = max f  In -%r /(In i + In p)! - 1, l| 
_ ^n / P J • I 
Then i-^ (x) - i^ (z) 
-  "s 
Proof: Identify quantities appearing in the lemmas,theorem 
and corollary as follows: 
k 
f 
V (n) 
fn - v(n) 
n 
Note first that d = M 
K(b-a) - - iCo-a) 
= D, 
45 
since 
sup 
1 < i < V(n) - 1 
< e 
n-v(n)+l — n-v(n)+l — < e n ' 
;2 : \ J 
it follows from Theorem 2.2.1 that 
Corollary 2.2.2; If 5^ ^> 0, then 
f^ (x) - n 0. 
Proof; It follows directly from the definitions of and 
that 6 ^ 0 implies e ^ > 0 which, in turn, implies 
0^. 
n 
Thus, for large n, 
•K-
A(e^, v(n)) e ,v(n) 
n 
In /(In 7 In g) 
'n * 
n 
+ 
,v(n) 
46 
(In g)(: In 
n 
(in i + In 9) >} 
n 
+ 
(n) 
^ S 
* - In g y (In ^  + In B) 
< .ini/dni.lns) ^  ^ 
— n ^ 
* 
The tendency to zero of insures that v(n) n ®, and 
p, = Il - (b-a)6 < 1. 
Corollary 2.2.3: Suppose there exists a positive y < 1 such 
,n that 0^ < Y for n > N. Then, for large n, 
|fn(x) - I In i In % - In 3-;'^ , ,'p^  ^  < 0/ max i iY 
1 n"' 
'j ' i' ; 
where C/ 
o 
(1 + t) 
H 
Proof: Since 0, it follows that 
i In -% /(In - + In g) 
L ^n / P 
> 1 
for large n. Then 
47 
v(n) = min ftn+l], [In /(In - + In g)] - l] 
I / P j 
Suripose first that 
v(n) = :ln / [in - + In gu - 1. Then 
L / \ P ^ 
In /(ln^ + lnp)-l (In p ) (In-^) y'(lni+ In 0 ) 
.v(%) < p "a / P = 1 e 
- P 
p  /  ( ^ °  p  + 1  
— c. 
n P 
and P /h P " 
SO that, in view of the second corollary 
1 /n.. 1 
/ 
Xie^. v(n)) < oge; 
In — / |ln — 4- ln(@) 
-
F /  F  
\ 
ln(« 1 j \ 
\n 
if, on the other hand, v(n) = !n+l! 
: /* / ^ 
^iG^, v(nj) V (n) 
n 
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<  ( B )  
1 
:/ 
J. 
p 
f 
-li-V P 
• ]  
+ 
n 
,ln i + InO"^ 
' j  
Iv n 
+ VP' 
< 
I In -ly2 P y lin - + lnO)jj 
n 
< c, max ' p /  
\ 
ml 
p + InO)' 
,n n i 
C. Asymptotic Tendency to Kernels of Rank One 
Conditions which insure that a p-state non-stationary 
Markov chain is weakly ergodic are given by Sarymsakov (1953) 
and Hajnal (1956). Theorem 2.3.1 verifies that weak ergodicity 
also obtains when the state space is an interval [a,b], 
provided that the transition kernels are uniformly positive, 
and gives a sufficient condition for asymptotic loss of initial 
information in the substochastic case. 
Theorem 2.3.1: Consider a sequence [f. (x)] 
I ^ j 
of functions 
defined as in Equation 2.1.1 with kernels M (x,y) restricted 
b ^ 
" ' I by Equation 2.1.2. If \ 
"a 
n 0 
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V* is •v VN ;::iGts a secjueiiOc y ^  % y of functions independent 
of f (x) such that f^ (x) - q^ (x) n 0 
Proof: Define R (x,y) 
n 
\(x,y) (r^(x) 
Vn'y' 
Then 
0 < r < H^(x,y) < R 
__ where r = i—^ r-i- and R = ^ b-a 
and 
D 
i R^(x,y) dx = 1 
t t 
Let R^(y,x) = R^(x,y). Since R.^(y,x)£? (see Lemma 2.1.1), 
there exists, for arbitrary n and k, a function p^(x) such 
that I n+ic • • .ri._ ,-^(y,x) - ?jj(x) < (R - r)[l - (b-a)r]^"^ 
(2.3.1) 
Now 
'n-M^ n-i-2 ' ' * ^ n+k ^  ^  ^  ^^ n+k^ n+k-1 ' ' *^ +1 ^  ^^  ^  ' 
so Equation 2.3.1 is equivalent to 
50 
n ' " • 
^ 13 — N r -. \ — -^ / L -L /- \—_ k—]_ u-ajrj 
(2.3.2) 
:t can be shown that if \ # (x) -
a 
dx n 0 then for 
any finite k, 
n+k\+k-l ' • *^n+1 ^ ^  ^ ^ ^n+k ^^^ 
a 1 
n+k 
A  ' 1  
n^+k^ n+k-1 ' ' ' \+l ^ ^  ' 
n ( 2 . 3 . 3 )  
The proof is essentially the same as that of Lemma 2.1.2. 
Then, for arbitrary n and k, 
fn+k'z) 
i n+k b 
i TT j f,^(z)dz 
f 
I ) 
'n+k (x) n+k' n 
1 n+1 •'a 
i D 
I r 
; i 
J 
^n+k^n+k-1 ' * * \+l ^ ^  ^  ^ 
n+k 
rr k-
n+1 
n 
(y)Gy! 
< 
D 
r 
a 
Mn+k^n+k-l'''^n+l(%*y) 
n-rK 
n+1 H  
ay 
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< (sup f (y) 
y 
l/sup 
x,y ^n+]s. ' 
"b • 
r 1 ^n+k' • 
1 1 n+k 
a TT 
' n+1 n+k 
( y )  
- P^Xx) I dy 
< 
m — 2 ' 
M(b-a) Vm/ I \+k^ n+k-l • • • ^n+1 n+k ^  ^ n+k 
nîl 
- 3L^ .E 
n+k n+k-1-' '"n4 
: ri 1 ' 
+l(z,y) j dy +j|5a+%an+%_i...E^+i( = ,y)_P^t%}dj; 
w> 
a-
Let 2 > 0 be specified. Choose k^ so that 
(E - r)[: 
k -1 
- (b-a)rj ° 
Then for every n it follows from Equation 2.3-2 that 
i  V k - \ + k j  ^  
! o O { 
and 
(z) k 
( 
f f (z)d. ' '"1 
~Jo ^ ! 
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, 1 M Vk «n-k n+V ( x )  
m V h-aj! i 
i  i  
n+k 
nil 
\+k \+k 
o o 
dy + (b-a) 
In view of Equation 2.3.3 it is possible to choose N(k ,e) such 
that n > N implies 
a i 
n+k. 
Ji 
- Bn+kn^ a+k < 
o o 
Then for n > N(k^,e) 
'n+k 
o 
?,;(x) 
I n+k. .i> 
i o 
I IT 
n-rl 
H ; f-N'z'az 
a 
^n+k ( x )  i^n+k ' V o 
I \ 
n i l  
where c 1 = g") (W)' (»n.k^- <) ^ f 
it follows that 
'r>k 
o 
n-^ k p ,, 
nil a 
P„°(:c) 
n+k (x) 
/b-a+l\ 
\ b-a I 
(2.3.4) 
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The Bounds 2.1.6 and the inequality 
r < (x) < R 
imply 
- 4 
_ 4 
o \mj 
( 2 . 3 . 5 )  
It follows from Equation 2.3.4 that 
fn+k 
a o 
i n-î-K 
j n ° X, 
; n+1 •'a 
f^(x)dx 
-1 
n^ "^ n+k (b-a+l)G 
n 
a 
ind from Equation 2.3-5 that 
J Vk 
-'a o 
o ic 
! H I I'nik (fn+k ' 
: -ja+l \ r. rii 
1 
< (b-a+1) G 
V m /  
( 2 . 3 . 6 )  
[•hen for n > N(k: ,s), 
:  W  ( " )  
O 
5^ 
I  V k  
"h 
1 -
a 
(x)dx 
n+k ! K 
-1 
n"l ' ^%+ko ^n+k ' ^n o 
\ 
^n+k 
o 
k 
P„°(X) -1 
^n+k_ (x) 
n+k / k 
nîx° ' ^n+k I f^ n+k ' ^n) oj \ o J K' '^ ;L) 
< 1 -
Ja 
n+k^  
n X, 
n+1 ^ 
, k 
(C^ Vik.) (^ n+li • ^ 
sup (X 
"n+k 
o 
•nik 
o 
n-r-K 
TT ° 
n+1 ^ 
K 
n 
-1 
'n+k 
o; 
n 
/ k 
IV' 'J'n+k j 
(b-a+l) 
V. tn. J 
'P -1 \ 
n n^+kj : 
<=2^ "bsre =2 = f^j i'-& + A 
\m J V m / 
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Since e is arbitrary the desired result is obtained 
4n+k 
M = —Tj 
^ / -D O Jj 
n ' *n+k 
That stochastic kernels M^(x,y) satisfy the hypothesis of 
Theorem 2.3.1 is clear since in this case = 1 for all n. 
In the substochastic situation the conditional nth stage 
r 
probability distribution f^^x) will tend toward independence 
of f (x), the initial distribution, even if 
o 
f (x)] does not 
^ J 
Ç > 
et jM (x,y)'| be a sequence of bounded, uniformly positive, 
^ J 
- 2 
measurable kernels on [a, bj , with dominant characteristic 
converge, as long as the sequence of left characteristic 
functions fulfills the hypothesis of Theorem 2.3.1. 
D. Convergence Theorems for Characteristic Roots and Functions 
r 1 
roots ^k I and associated right and left characteristic I n; 
r ^ r 1 functions .'§1 and respectively. It is the purpose of 
L ^ I y 
this section to establish that if successive differences be­
tween the kernels tend in an appropriate manner toward zero, 
the same behavior is exhibited by their dominant roots and 
associated characteristic functions. 
Theorem 2.^.1: Let |M^(x,y)l , 0 < m < M^(x,y) < M, be as 
described above with characteristic functions associated with 
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D b 
noirncù au Lhac j = j 4 Ixj \jî. (xjdx = 1. If 
-'a Ja 
b 
n [ ~ Mn+i(%'y)j —^0 uniformly in x, then 
- ^ n+ll -^0-
i 
Proof: The following characterization of the dominant 
root of M,^(x,y) is given by Harris (1964). 
! , 
Let = I > 0; -j a bounded, non-negative function f 
such that j M^(x,y) f(y)dy > f(x) but j M^(x,y) f(y) 
a 
à f(x)i. Then X. = l.u.b. X. . 
- n 1 n o n 
! 
i-et e > 0. Choose T] < s — ^ 
\M(b-a) 
Since | | M (x,y) - M  . (x,y) j  dy —^0 uniformly in x, it is 
4- I ! 1 I 
possible to choose N(T]) 3 n > N(^) 
i i%^(%,y) -M i(x,y)jdy < Ti. 
J I ^ * M a ! I 
jnen 
%%(z,y) ôn^ i(y)dy - [ y) g^ +ifyiay 
J 
5? 
\(3c,y) - Mn+i(x,y) 
' n+1 (y)dy 
M 
m(b-a) 
r 
J M^(x,y) - M h+1 ( x , y )  d-y 
It follows that 
U U { i^+iCy) > f Vi'y'iy -
a a 
 ^ n^+l " *n+l(z) 
n+1 
Therefore 
(^n+1 - c) G 8^ 
or equivalently 
- n^+1 - : for n > N. (2.4.1) 
Also 
P 
j M%(z,y) e^Cyiay - j M^^^Cz.y) ë^Cyidy i < ^ If 
n > N", from which it follows that 
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D 
*n+i(y)ay Ï -
"a 
e$^(x) = - s) §^(x) 
Thus - e) e that 
- G 5 ^„+i fer n > N (2.4.2) 
It follows from Equations 2.4.1 and 2.4.2 that n > N Implies 
l^n - \n+l ! < S' 
fP 
Theorem 2.4.2: If 
•'a I 
M^(x,y) - M.^^^(x,y)| dy 0 uniformly 
in X, then 
- Sn+l(%) n 0. 
It is useful at this point to define K (x,y) = 
 ^ A 
iL(x,y) 
n 
n 
Note that the hypothesis of the theorem implies, in view of 
Theorem 2.4.1, that 
b /> 
J iK^Cx.y) - K^^3_(X, y )  o-y n 0 uniformly in x. 
A lemma will precede the proof of the theorem. 
Lemma; Under the hypothesis of Theorem 2.4.2 
'4il V") I — 0 for every finite k. 
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Proof of lemma: By induction. 
For k = 1, 
I I ' ^ , I 
- Vl I = ! j" "«(y'ay ^ 
M 
m(b-a) 
U 
j  1  
n dy 0. 
Then 
M 
m(b-a) 
! 
'a 
K^+i^'tx.yijdy 
M 
m(b-a) 
w u 0 
f f K^ )^(z,z) K^ (z,y)dz - f 
a a a. 
(x,z)K^_^l(z,y)dz 
(x,z)K^^^(z,y)dz 
-  J  Kl+j(z,z)Kn+i(z.y)az dy 
r b b 
^ | J  I  Kf'u.., Kn(z,y) - K^^^(z,y)| dzdy n+1 
+  J  J  I f  
a a i 
K^ +l(z>y)'izd.y 
6o 
< M  J  
XV ' _L 
p(b-a) 
h h> 
n  
Kn(z.y) - K%+i(z,y) dydz 
+ 
M\ / 1 
m 
^ 1 1  
K^ +I(x,2)! dz ( 2 . 4 . 3 )  
That the first and second terms in Equation 2.4.3 tend with n 
to zero follows from the hypothesis of the lemma and the 
induction hypothesis respectively. 
Proof of Theorem 2.4.2; Let e > 0. 
kCx) -
•n+1' 'n) Sa+i(%) 
+ K M - fVl-'n) 
It follows from Lemma 2.1.3 that 
D 
"a 
f  
M  
m(b-a) j  
a 
az 
6l 
/-III 
< C_ , b-a 
\ / — 9 \ 
1 
M / 
k-1 
/ 
where C, 'm . \ — , D-a 
M y 
(^ \ fJL]^  
I m )  
i- 2 
m' 
r. 2 '• 
M ! 
J 
If is chosen so that 
I 
, b-a 1 - f m 
M 
_ 21 ko-1 
< G/2 
and N(k ,e) so that n > N implies 
(k ) I 
*%(%) -  Sn(z)!  < G/2 
n+1 n 
it follows from Equation 2.4.2 that for n > N (k^,s) 
Since |l -
^n+l'^n 4^(x) < e(b-a 
j /* \ 
jô^Cx) - I < Gil + I, where e > 0 was arbitrary. 
i ^ m J 
r 1 
Since uhe functions can be thought of as right 
characteristic functions for the sequence M. (x,y) where 
K^(x,y) = M^(y,x), it follows immediately that 
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b . ; ; I ^ 
J ~ -^^0 uniformly in x implies 
*%(%) - Vi<^) 0. 
Calculations essentially the same as those in the proofs 
of the two theorems of this section can be used to establish 
that if there exists a kernel iyi^(x,y), satisfying the same 
conditions as those placed on the kernels ]yi^(x,y) , such that 
d y  — 0  u n i f o r m l y  i n  x ,  t h e n  ^ o  
b , 
j 1 - Mo(x,y) 
3. 1 
and ^ ^ . 
n o 
It should be noted that the results of Sections 1, 2 and 
3 apply, by means of Section 4, to a sequence of functions 
generated iteratively according to 
b 
= r ^ = o, i, 2 
n+1'"' ) "n+1" 'J' ~ 
a 
under the usual restrictions on the kernels in case 
1 I K^ (z,y) - M^ ^^ (x,y)| -^ 0, uniformly in 
! i  
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III. APPLICATIONS TO STATISTICS 
A. Sequential Probability Ratio Tests 
Mengido (I963) has suggested approaching the analysis of 
truncated SPRT's by comparing a CAUOC (conditional asymptotic 
untruncated operating characteristic) function and a CATOG 
(conditional asymptotic truncated operating characteristic) 
function. The CAUOC function gives, as a function of the 
unknown parameter, the conditional probability of eventual 
acceptance, conditional on the event E^: no decision yet at a 
large sample stage n. The CATOC function is the integral from 
the lower boundary to a truncation point T of the asymptotic 
distribution of n-stage sample path end points, again condi­
tional on E^. These two functions make possible the approxi­
mate (asymptotically exact) matching, for one value of the 
unknown parameter, of the OC function of the untruncated SPST 
with the OC of a suitably truncated procedure. 
Mengido exploited this idea in the discrete case, specifi­
cally binomial sequential analysis. An important feature of 
the conditional distributional problems involved is that the 
conditional distributions underlying the CATOC functions are 
not degenerate, so that choosing a truncation point matching 
the two OC's at a suitable parametric value is feasible. An 
entirely analogous situation pertains in the continuous case. 
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Consider any continuous SPRT whose eyAcntion amounts to 
the construction and observation of a homogeneous continuous 
random walk between two absorbing barriers. If the density 
function of a step is given by Mg(t), then it is clear that 
the conditional distribution of path end points for paths not 
absorbed at a or b by stage n + 1 is given, for a < x < b, by 
b b 
dz^dz....dz 12 n 
b 
r (x,z^)Mg (z^)dz^ 1 
b b 
r» 
a a 
f 6 ,n+l (z) 
b 
r 
(3.1.1) 
f 8 ,n-M (x)dx J 
a 
Hence, for truncation of the corresponding SPHT at some 
point T, a < T < b, the probability of acceptance, given 
evolution of the test to stage n, is 
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fq ^(x)dx. (3.1.2) 
J ^8,n 
If Mg(t) is positive for a-b < t < b-a then it is a 
corollary of Theorem 2.1.1 and indeed follows from a theorem 
of Doob (1953) that 
where g_(x) is the right characteristic function, taken to b 
integrate to one, associated with the dominant characteristic 
value of the kernel Mg(x-y), a < z, y < b. It then follows 
that the CATOC function in the sense of Mengido is given by 
CATOC (9) = J 5g(x)dx (3.1.3) 
a 
The continuous version of the CAUOC is obtained as follows 
through an argument entirely analogous to that used in the 
discrete case. 
The probability TTg(n) of eventual acceptance under the 
untruncated SPRT, given no decision by sampling stage n, is 
a b 
TTg(n) = r I Mg(z-y) fg .^^ (y)dydz 
<= a b b 
X [ f f Mg(z-z)M(^)(z,y)fQ^^(y)dydzdz 
1=1 -œ "4 -4 
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Hence-, if is the dominant characteristic root of 
M (x-y), a < x,y < b, 
1-X 
a b 
J J Mg(x-y)  $g(y)dydx 
-co 
< 
a b a b 
J I MgCx-y) fg ^(y)dydx J  1 J  Mg(x-y) Sg(y)dydx 
-00 a 
+ 
K ! a b b 
j  j  j  ^8 (z ,y)  fû ^(y)dydzdx 
1=1 ! -œ a a 0 ,n 
a b 
- r j Mg(x-y)  §g(y)dydx 
-co a 
< =  a b b  
V r r r (1) 
i=K+l -so "a "a 
j Mg(x-z)M^ (z,y) fg^^(y)dydzdx 
, K+l 
ie 
1—A. -
a b 
\ M„(x-y) g (y)dydx (3.1.4) 
^ 0 d 
It Will be assumed, in accordance with Chapter Ii, that 
M-,(t) is positive for a-b < t < b-a and that there exists an 
T| > 0 such that 
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"b-a 
Mgttjat < 1-n (3.1.5) 
ct—b i.
The third term in (3.1.4) is, in effect, the probability 
t 
that with a starting point distribution f. (y) a random walk 0 ,n 
with step distribution M„(t) violates the bounds no earlier 
than at step K+2 and then at a. This probability is, in turn, 
no greater than the probability that all of the first K+1 
steps lie between a-b and b-a, i.e. no greater than 
^ r f M^^\x,y) f^(y)dydx < (1-n)^ = — 
i=K+l a a i=K+l 
There is, then, a K independent of n which makes the 
third term arbitrarily small. The same assumption (3.1.5) 
insures that < 1, and thus the fourth term can be made 
arbitrarily small, independently of n, for large K. 
Finally, the convergence of fg ^ to with n guarantees, 
through the dominated convergence theorem, for fixed K that 
the first and second terms can be made arbitrarily small for 
large enough n. 
Thus it follows that the CAUOC, in the sense of Mengido 
(1963), is given by 
a b 
CAUOC (9) = \ I M„(x-y) § (y)dydx 
1—Ac ) j 0 0 
_cs a 
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Consider, for example, the SPRT for testing 
-I 
HQ : f ( X ) = —e -00 < X < œ 
vs 
, , 1 -jx-Un 
; f(x) = 2® -œ<X<œ 
This SPRT will be based on the successive inequalities 
n n 
A < y l^i " '^oj ~ '^l^i "" ^ij ^ B where A and B are 
determined by the desired error rates of the first and second 
kind. 
It is easily verified that if > 3 - A, then 
this SPRT is in fact based on the successive inequalities 
A — B — ^2 
a = - < ^  (x^ - n) < - = b, where ^  = , 
1 
in other words on the random walk between absorbing barriers 
a and b with step size distribution 
K, (t) = |e u - + p. 
1 -\7 - À 
For the kernel jyi- (y-x) = ^e " , a < x, y < b, 
Kac (19^5) gives the dominant characteristic root 
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with associated characteristic function 
( 3 . 1 . 6 )  
«-(x) = cos gx + Cg sin gx (3.1.7) 
where 
Q _ 9(8 cos 3b -r sin gb) 
1 1 + g sin (b-a)g Z cos (b-ajg 
p _ 8(3 sin 3b - cos gb) 
2 1 + g sin (b-a)g - cos (b-a)g 
and g is the smallest positive root of the transcendental 
equation 
tan (b-a) g = 
14^ 
It follows that for the above SPRT, satisfying the condition 
> B - A, truncating at a point T which satisfies 
T a b 
1 #-(x)dz = i r M-(z-y) 5- (y)dydx (3.1.8) 
J ^ J_ J ^ ^ 
approximately equates the truncated and untruncated OC 
functions for = il. 
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As a second example, the SPRT for testing 
1 
: f(z) = '• e _ CO < X < =0 
\f2n 
vs 
- —(x-ti 
H _  •  f  (  X  )  =  @ 2  1  _ o o < x < < =  
is based on the successive inequalities 
n n 
A < ^ (^1 - - Z (%1 - B 
1 1 
where, again, A and B are determined by the desired error 
rates. It is easily seen that this SPRT is equivalent, in 
case > HQ, to one based on the inequalities 
n 
a < ^ (x^ - il) < b 
i=l 
and is thus equivalent to the random walk between absorbing 
barriers a and "b with step size distribution 
?1 
1 - ôCt - K 
M ( t)  = -èr e ^ 
^ f2n 
In this case, approximations for X— and 2— must be 
ki u 
obtained before truncation rule (3.1.8) is applied. 
The selection of jj. as the value of ^ at which to equate 
the truncated and untruncated OC's Is suggested by the fact 
that X— and are then the dominant characteristic root and 
M P 
associated characteristic function of a symmetric kernel. 
Since characteristic roots and functions of non-symmetric 
kernels are generally more difficult to obtain than those of 
symmetric kernels, it is worthwhile to note that for the non-
symmetric kernels generated by normal densities, the problem 
reduces quite simply to the symmetric case. 
Suppose, for example, that it is desired to equate the 
truncated and untruncated OC's for the normal SPRT considered 
above at a parameter value ^ ^  It is required then to 
obtain the dominant root X. and associated right characteristic 
function 1^, of the kernel 
M,(x,y) = e a < x,y < b. 
\2TT 
It is clear that X and 0^ solve the equation 1-1 
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1 ,/ r —- \ 2 
X  ^ \ , ( x )  =  1  e * ( y ) d y  
a 
if and only if 
- -(m-^i)x P . - ^(z-y)^ -(la-il)y 
9 ^ ( z ) e  = \ -;= e e # ( y ) d y  
a 
which implies the relations 
= V (3-1-9) 
and 
s—(x) = § (x) e (3.1.10) 
M- 1-1 
Equations 3.1.9 and 3.1.10 are easily solved for ^ and 
ô_ in terms of and #— so that the non-symmetric problem 
does, in fact, reduce to a symmetric one. 
As a third example, consider the family of densities 
given by 
a(9) + b(e)z + h(x) 
fc(z) = e (3.1.11) 
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where, for some 8^, Gg = 
h(x) = -bCe^jx - jx + Ôfe^yG^) 
The SPRT of 9^ vs. 9^ is based on successive inequalities 
n 
< [b(92) - b(9^)] /" (x^ + ô) < B 
where A and B depend on error rates and 
a(9p) - a(9-,) 
« = b(sJ - b(6:) '3.1.12) 
IJI he SPHT is equivalent, in case "bCo^) > b(9^), to a random 
p. 
walk with absorbing barriers at a = ^ J ^ and 
B 
b = J -13(9 ) Mbose step size density is 
a(S) + [b(6) - b(6 )]Lt - 6] - itj 
K„(t) = e 0 
?hen a truncation point T such that 
T a D 
i G^(x)dx = r i Mo(z-y) §p(y)dydx ) 0 -L—n % i O  O 
i 8 aL-i 
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where Àg and ë are the dominant root and associated right 
characteristic function of 
approximately equates CAUOC (0) and CATOC (0). 
a(6n)- !z-y| 
To obtain À._ and § , note that M. (t) = e 0 y bg 
is the symmetric kernel studied by Kac (19^5) whose dominant 
root and associated characteristic function are given 
by Equations 3.1.6 and 3.1•7 respectively. The relations 
between and , §. may be established as follows. 
0 0 OQ Go 
If Xq and 2- solve the integral equation 
a(0) + [b(0)-b(0^)][x-y-6] - |x-y| 
Mg(x-y) = e a < X, y < b 
b 
n 
0 
a 
then 
b 
Sc(y)&y 
a 
or 
Lb(0)-b(0Q) ]x 
e 
a(3)-a(0Q) 
j ~ [b(8)-b(Gn)]y ^ 
« e u e 
ÔLD(0)-b(0Q)] J 
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6Lb(8)-b(8n)] 
Thus s = f a(e)-s(Sg) ' ^00 (3.1.13) 
ana 
[b(e)-b(0^)]x 
2 o ( z )  =  e  u  *  ( x )  ( 3 . 1 . 1 4 )  
B. Generalized Sequential Probability Ratio Tests 
Weiss (1953) gives the following definition for a 
"generalized sequential probability ratio test," abbreviated 
GSPRT, for testing one simple hypothesis HQ against another 
simple hypothesis .  There exist two sequences and 
of predetermined non-negative constants such that < B^ for 
all n. Sampling is continued as long as 
n 
n f^(%, ) - -
< I < 5^ (3.2.1) 
n 
H is accepted if the first violation occurs at the lower 
bound, if it occurs at the upper bound. The GSPRT differs, 
according to Weiss, from the familiar Wald (19^?) SPRT only in 
that the bounds and B^ are not necessarily the same at each 
stage of the sampling. 
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Properties of GSPRT's are discussed by Weiss (194?) ana 
by Kiefer and Weiss (1957)- This section is concerned with 
demonstrating a relationship between certain GSPRT's and non-
stationary random walks which makes possible the application 
of the methods of the previous section to the truncation of 
these GSPRT's. 
Consider, for example, a GSPRT for testing 
1 " H ; f^(x) = —- e -œ < X < =0 
o o 
vs. 
\)2Tr 
1, ^2 
; f^(x) = . e -co < X < <=0 
\j2rr 
This GSPRT is based, in case on the successive 
Inequalities 
n 
( 3 . 2 . 2 )  
1 
In A In 
where a = , b = and u. = —^— 
n a ^i-^o 2 
and is, thus, equivalent to a random walk with nth stage 
absorbing barriers at a^ and b^ and step size density function 
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1 , — 2 
M _ ( t )  =  e  ^  ( 3 . 2 . 3 )  
^ \r2n 
If the sequences fa 1 and jb 1 converge to a and b 
L nj L nj 
resoectively, and if b - a = c for all n, the random walk 
•' n n 
with nth stage barriers at a arid b^ and step size density 
given by Equation 3.2.3 is equivalent to one with absorbing 
barriers at a and b whose nth stage step density t) can be 
determined as follows. 
_n _ 
Let Y = )_ (z -u), and let c = b - b = a„ - a. ix il n il 
Then a < Y < b if and only if a = a — c^<Y - c < b 
n n n n n n n n 
- c = b. The nth stage step size is given by 
^ - ^^n • " (^n-1 " °n-l^ " ^n " ^  ~ Vl^ 
from which it follows that 
(t, = ^ i(t + ^  - in _ (e^ - (3-2.'^) 
fj. ) T1 
vfiiT 
The derivation of CATOC and CAUOC functions analogous to those 
of the previous section will proceed in a more general context. 
Consider a continuous random walk between absorbing 
barriers a and b with density function for the nth stage step 
given by M^(t). The conditional density of path end points 
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for paths not absorbed by stage n is given, for a < x < b. by 
b b 
f 
. r 
-I 
~ b 
j 
b 
j-
b 
r 
J 
a 
J 
a 
J 
a 
n-1^ n-1' n-2^ • *1 2' * ' n-1 
\ 5"* ^n^^'^n-l^^n-l^^n-l'^n-2^ • • 
f (%} 
n 
b 
J 
a 
J ^ 
If the sequence [m (t)! converges to a density M (t) and 
L ^ j  —  ^  —  o 
if there exist positive numbers m and M such that m < M^Cx-y) 
< M, a < x,y < b, then it follows from Theorem 2.4.1 and 
Theorem 2.1.1 that 
f^^z) - $^(x)1 — 0  uniformly on [a,b] (3-2.5) 
where ê (x) is the right characteristic function associated 
with the kernel M^Cx-y). Thus, for a truncation point T, 
a < T < b, the analogue of Equation 3.1.2 is given by 
T 
CATOC ^ (3.2.6) 
To derive an analogue for the CAUOC function, it will be 
assumed, as in the stationary case, that there exists an ri > 0 
such that 
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b-a 
(  <  1  -  ^  ( 3 . 2 . 7 )  
a^b 
The probability n(n) of eventual absorption at the 
barrier a, given evolution of the walk to stage n, is 
a b 
rr ( n ) = ( 
=  a b b  
1=2 a a 
! a b ; 
1 r r 
Irr(n) - \ M (z-y) § (y)dydx I 
i  2-1 ° ° i  
a b 
i t".-! 
<=> abb 
* 2. J J j Vi-x* • • Vi<y 
i=2 -•=> a a 
a b = a b •; 
'i \ K (x-y}ô (y)dydx - V \ \ M (x-y)ô (yjdydx | I ; V U / O ) 1 U U ! 
^^ ~a 1=1 ' 
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A Tr> 
< J j M^^^^(x-y)f^(y)dydx " J f M^(x-y)$^(y)dydx 
-co "a 
+ 
K  a b b  
r 
y Ij J J Mn+i(%-y)M%+i_i--'Ma+i(y.z)fa(z)azayax 
1=2 I -œ a a 
J  J Mg(x-y) ê g (y)dydx 
-co a 
= °  a b b  
V 
/ 
i=K+l -» ~a 
[ i Mn+i(=-y)Ma+i_i...Mn^i(y,z)fn(z)azdydz; 
a b 
\ [ M^(x-y)ô^(y)dydx 
=L-i. 
It follows from Equation 3-2.7 that < 1. Thus the 
fourth term above can be made arbitrarily small for large 
enough K independently of n. That an appropriate choice of K 
also makes the third term arbitrarily small can be argued as 
follows. The third term is, as in the stationary case, the 
Î 
probability that a random walk with initial density f^(y) is 
absorbed no sooner than stage K-rl and then at a, and this 
probability is no greater than the probability that the walk 
/\ 
K 
jL —/I 
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proceeds through % stages. The convergence to M (t) of the V 
densities M^(t) implies, due to Equation 3.2.7 that there 
exists an N such that for n > N 
o — o 
b-a 
r < 1 - %/2 (3.2.8) 
â^ b 
So that the third term is, for n > N » greater than 
' — o 
(1 - t]/2}^ ri/2. 
It remains to show, then, that the first two terms tend 
to zero with n. 
The first term is bounded above by 
i {f^(y) - + f I f - M^(x-yAdx| SgCyjdy 
la ' -a I \ ' i 
The expression on the left tends to zero with n by Theorems 
2.4.1 and 2.1.1. If 
^ r : g.^(y) = : i (M^(x-y) - K^(%-y))dz ! i l  
it follows from a theorem due to Scheffe (19^7) that 
g ^ ( y )  — 0 .  g  ( y ) ;  <  1  a n d  9  ( y )  i s  b o u n d e d .  T h u s  b y  
the Lebesque dominated convergence theorem the expression on 
the right tends also to zero with n. 
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Finally, to show that the second terra tends to zero with 
n, consider the rth, 2 < r < K-2, of the K-2 addends. 
{ a b b  
r r r 
I J 1 \ ^h+r^^ y)M^^^_^...M^^^(y,z)f^^z)dzdydz 
-=°~a 
a b 
j J Mo(z-y)$o(y)dydz 
_œ-4 
a b a b 
^ r _ . r " J 
— CO J 
) Mn+r(=-y)Gr,a(y)ayaz - \ I Mo(z-y)Bp^^^y)dydZ: 
a -00 a 
where 
.n' y '  ^  j  
a 
ana 
b 
Now 
• I ; D 
i^r,n(^^ ^r,n(y)| ! j (\+r-l* * *\-i-l^^'^^ " \y,zjf^(z)d2 
' ' a 
83 
+ 
b 
J ° n 
(z))dz 
sup f^^z) 
b 
M^^"^'(y>z)| dz 
-f M (r-1) r I f-(z) -
J 
a 
n 
2 (z) I dz O } 
and for fixed r, lim ! G_ ^(y) - _(y) 
n 
',n r,n 
=  0 ,  
The second term can be written 
! [ j Mn+r(z-y)Gr^a(y)dydz - Mo(%-y)Gp^^^y)dydz: 
a D 
r r j J - j , M^(x-y)H^^^^y)dyd3: 
—CO a 
(M%+r(z-y) - Mn(z-y))d%! G^. ^ (yi&y 
i a ! -= 
r,n 
0 
n 
Or,n' y '  - "r.n' y ' i  
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The sequences G, and H boujndel for every r. 2y i", II r, n •' 
Scheffe's theorem and the dominated convergence theorem, the 
first expression tends with n to zero, and the latter theorem 
with the boundedness of the sequences, assures the convergence 
to zero of the second expression. 
Thus for a sequence of densities M^^t) converging to a 
density M^(t), the CAUOC function is given by 
a b 
CAUOC (M. ) = r r (z-y)S^(y)dyd% (3.2.9) 
o 1—A. 
o _ 
-co a 
It is clear, for the normal GSPRT with step density 
equation 3.2.4, that the limiting density is 
1/ — \ 2 1 - - y + - ii) 
K (x-y) = T e 
 ^ {Zrr 
and a truncation point T which approximately equates the CATOC 
and CAUOC functions is that for which 
D 
•4 
An additional example is provided by a GSPHT for testing 
S- vs. G. for the family of densities given by Equation 3.1.11. 
The GSPRT is based on successive inequalities 
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n 
[b(8_) - bCG^ )]")"(%. + Ô) < B 2 1 1 n •= - z  • 1 --^ 
1 
or equlvalently, in case "bCB^) > b(e^), on 
A ^ B 
^n = bCe^j-bO^j < < bTÇpiïë^ = '°n 
"Where 6 is given by Equation 3.1.12. 
If the sequences j^a^j and (b^j converge to a and b 
respectively, and if b^ - a^ = c for all n, this walk is 
equivalent to one with barriers at a and b with nth stage step 
size density given by 
a(0) "T L b ( s ) —b(6 )]Lt—Ô+C —c j — 
M (t) = e o ^ n-1 
t+c -c 
n n-1 
where 
c  = b - b  =  a -  a  
n n n 
For this case the limiting density is 
a(6) -r [b(S )-b(8_ )][t-ô] - |  t ! 
M. (t) = e o 
and the truncation point T which approximately equates the 
CATOC and CAUOC functions is that for which 
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1 ;v(x)dx = —— r r (y)dydx 
J 0 1-^ G J J 8 8 a 
-co a 
where Xg and ^ are found using Equations 3.1.6 and 3.1.7 
conjunction with Equations 3.1.13 and 3.1.14. 
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