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Abstract
In this paper, we use asymptotic estimates of the Christoffel functions associated with regular measures
satisfying Szego˝’s condition locally to extend a recent universality result by D.S. Lubinsky. As a
consequence, we obtain under the same conditions an extension of a very precise zero-spacing result of
Levin and Lubinsky.
c© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let µ represent a finite Borel measure defined either on the unit circle (equivalently on
(−pi, pi)) or on [−1, 1] and let µ′ be the weight associated with its absolutely continuous part.
We are interested in the asymptotic behavior of the associated Christoffel functions defined, for
measures supported on [−1, 1], by
λn(µ, x) = inf
∫
|Pn−1|2 dµ.
The infimum is taken over all complex polynomials of degree at most n − 1 which have unit
modulus at the point x . For measures supported on the unit circle, the integral is evaluated with
respect to µ/2pi , and the Christoffel functions are denoted by ωn(µ, z).
Let {pn} be the orthonormal polynomials associated with the measure µ. For µ supported
on the interval, [−1, 1], they are defined (up to a constant multiple of unit modulus) by the
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conditions∫
pn(t)t
kdµ(t) = 0 and
∫
|pn|2 dµ = 1
for all 0 ≤ k < n. For measures on the unit circle, the sequence {pn} is defined by∫
pn(z)z
k dµ(z) = 0 and 1
2pi
∫
|pn(z)|2 dµ(z) = 1
for all 0 ≤ k < n. The reproducing kernels associated with µ are defined by the equation
Kn(x, t) =
n−1∑
k=0
pk(x)pk(t),
and are related to the Christoffel functions λn(x) := λn(µ, x) by the following:
1
λn(x)
= Kn(x, x). (1)
The reproducing kernels are so named because of the following property: for all polynomials P
with degree at most n − 1,∫
P(x)Kn(x, t) dµ(x) = P(t).
These formulae will be implicitly invoked throughout this paper.
We say that a measure µ supported on the unit circle satisfies Szego˝’s condition, or is in the
Szego˝ class of measures if its absolutely continuous part, µ′, satisfies∫
logµ′(θ) dθ > −∞.
Here we will be investigating measures whose weights satisfy Szego˝’s condition locally, that is,∫
I
logµ′(θ) dθ > −∞,
for some interval I . Our results require that the measures also be regular in the sense of Ullman
[12]. For a comprehensive treatment of the theory of regular measures, see the book by Stahl
and Totik [10]. Regularity of a measure µ with compact support K is equivalent to the following
condition: For every sequence, {Pn}∞n=1, of polynomials whose degrees are not greater than their
indices the following inequality holds:
lim sup
n→∞
(‖Pn‖K
‖Pn‖µ
)1/n
≤ 1, (2)
where
‖P‖2µ =
∫
|P|2 dµ and ‖P‖K = sup
z∈K
|P(z)|.
The class of regular measures is far larger than the Szego˝ class.
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Lubinsky in [4] recently established the following inequality relating the reproducing kernels
of two measures, µ ≤ µ∗, to their associated Christoffel functions, λ and λ∗:
|Kn(x, y)− K ∗n (x, y)|
Kn(x, x)
≤
(
λn(x)
λn(y)
)1/2 (
1− λn(x)
λ∗n(x)
)1/2
.
He also proves the following translated asymptotic formula for the Christoffel functions of
regular measures whose weights are positive and continuous on some interval, I :
lim
n→∞ n λn(x + a/n) = pi
√
1− x2µ′(x), (3)
uniformly for x ∈ I and a in a compact subset of R. With these two formulae, he obtains a
universality result for the aforementioned class of measures. The main purpose of this paper is to
prove Lubinsky’s result for the broader class of regular measures which satisfy Szego˝’s condition
locally. This is a substantial relaxation of Lubinsky’s hypotheses: it replaces the continuity
assumption by a local Szego˝ condition. For another application of Lubinsky’s technique, see [9]
and [11].
Theorem 1. Let µ be a regular Borel measure on [−1, 1] which satisfies Szego˝’s condition,∫
I
logµ′(t) dt > −∞
on an open interval I ⊂ [−1, 1]. Fix A > 0. Then, for almost every x ∈ I ,
lim
n→∞
Kn(x + a/n, x + b/n)
Kn(x, x)
=
sin
(
(a − b)/√1− x2
)
(a − b)/√1− x2 , (4)
uniformly for a, b ∈ [−A, A].
The vehicle of this extension is a result of Ma´te´, Nevai and Totik [5] which establishes the
limit (3) (with a = 0) for regular measures satisfying Szego˝’s condition on an interval I at almost
every x ∈ I . In this paper, we extend the techniques of these authors to obtain Lubinsky’s result
(3) for the broader class of regular, locally Szego˝ measures and then mimic his procedure to
establish universality on I . Finally, we adapt the technique of Levin and Lubinsky [3] to prove
a result on the distribution of the zeros of orthogonal polynomials associated with locally Szego˝
weights.
2. Szego˝’s problem on the unit circle
In this section we establish the asymptotics (3) of the translated Christoffel functions for
measures on the unit circle which satisfy Szego˝’s condition.
Let µ, as before, be a finite Borel measure on [−1, 1] or [−pi, pi]. Then dµ(x) = µ′(x)dx +
dµs(x), where µs is the singular part of µ with respect to the Lebesgue measure and µ′(x)dx is
its absolutely continuous part, µ′ ∈ L1. It is known (see [8, Theorem 8.6]) that
µ′(t) = lim
τ→0
µ([t, t + τ ])
τ
(5)
for almost all t . (For τ < 0, defineµ([t, t+τ ])/τ byµ([t+τ, t])/|τ |.) Recall that t is a Lebesgue
point of the absolutely continuous part, µ′, if
lim
τ→0
1
τ
∫ τ
0
|µ′(t + u)− µ′(t)|du = 0. (6)
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We use the following terminology: t is a Lebesgue point of µ if the limit in (5) exists at t , and
with this limit as µ′(t), (6) is true. Thus, almost all points are Lebesgue points of µ.
Theorem 2. Let µ be a measure on (−pi, pi) satisfying Szego˝’s condition. Fix A > 0. Then, for
almost every t ∈ (−pi, pi), we have
lim
n→∞ n ωn
(
µ, ei(t+a/n)
)
= µ′(t), (7)
uniformly for a ∈ [−A, A].
Furthermore, (7) holds at every t which is a Lebesgue point of µ and for which eit is a
Lebesgue point of the Szego˝ function (see (9)) associated with µ.
That the upper limit actually holds for all finite Borel measures follows from the next lemma,
an improvement of Lebesgue’s result on the convergence of Feje´r means (see [8, p. 244]). In
what follows, σn(µ, z) is the nth Feje´r mean of the measure µ, given by
σn(µ, z) =
∫
Fn(z − t) dµ(t),
with normalized kernels
Fn(t) = 12pi(n + 1)
sin2 ((n + 1)t/2)
sin2(t/2)
.
Lemma 3. Let µ be an absolutely continuous Borel measure on (−pi, pi) such that
µ′(0) := lim
t↘0
µ([−t, t])
2t
,
exists. Then the translated Feje´r means σn(µ, eia/n) → µ′(0) as n → ∞ uniformly for
a ∈ [−A, A].
The proof requires the next result concerning maximal functions. For a measure µ supported on
the real line, the maximal function, Mµ, is given by
Mµ(x) = sup
t>0
µ([x − t, x + t])
2t
.
Lemma 4. Let f be an even, positive function on [−pi, pi], decreasing away from 0. Then, for
any measure µ supported on an interval I = [−t, t] ⊆ [−pi, pi], we have∫
I
f dµ ≤ Mµ(0)
∫
I
f (t) dt.
Proof. Let I = I1 ⊇ I2 ⊇ · · · ⊇ In be a nested sequence of symmetric intervals and choose
positive numbers a1, . . . , an , such that f (t) ≤ s(t) :=∑k akχIk (t). Then∫
f dµ ≤
∑
k
akµ(Ik) ≤ Mµ(0)
∑
k
ak |Ik | = Mµ(0)
∫
s(t) dt,
where | · | denotes the Lebesgue measure. Since f decreases away from 0 and is even, there is
a sequence of simple functions sn of the form sn = ∑k akχIk which dominate f and for which∫
sn(t)dt →
∫
f (t)dt . This establishes the lemma. 
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Proof of Lemma 3. Without loss of generality assume µ′(0) = 0 (subtract a constant if
necessary). We begin with the claim that for some constant C > 0,
Fn(t) ≤ min
(
n + 1, pi
2(n + 1)t2
)
≤ C(n + 1)
1+ (n + 1)2t2 (8)
for every t ∈ [−pi, pi] and n ≥ 0. To see the first inequality, observe that ∣∣sin t2 ∣∣ ≥ 1pi |t | for all
t ∈ [−pi, pi]. Thus,
Fn(t) ≤ 12pi(n + 1)
pi2
t2
.
But the kernel Fn is the average of the first n + 1 Dirichlet kernels, so its maximum is achieved
at 0 and is equal to (n + 1)/2pi . This proves the first inequality. The second inequality is true for
any C > 1+ pi/2. Indeed,
n + 1 < pi
2(n + 1)t2 ⇒
C(n + 1)
1+ (n + 1)2t2 >
C(n + 1)
1+ pi/2 > n + 1.
On the other hand,
x ≥ pi
2
⇒ (2+ pi)x ≥ (1+ x)pi ⇒ 1
1+ x ≥
pi/(2+ pi)
x
,
and so
pi
2(n + 1)t2 ≤ n + 1 ⇒ (n + 1)
2t2 ≥ pi
2
⇒ C(n + 1)
1+ (n + 1)2t2 ≥
Cpi/(2+ pi)
(n + 1)t2 ≥
1
(n + 1)t2
pi(1+ pi/2)
(2+ pi) =
pi
2(n + 1)t2 .
This establishes (8).
Now, choose  > 0 and let I0 = [−a0, a0] be an interval centered at 0 such that µ(I ) < |I |
for every symmetric interval I ⊆ I0. Define µ0 = µ|I0 and µ1 = µ − µ0. We show that
σn(µ0, eia/n) and σn(µ1, eia/n) converge to zero uniformly for a ∈ [−A, A]. Since µ = µ0+µ1,
this will establish the lemma. Using (8), we find
σn(µ1, eia/n) =
∫
[−pi,pi ]\I0
Fn(t − a/n) dµ(t) ≤
∫
|t |>a0
f (a)n (t) dµ(t),
where the functions
f (a)n (t) =
C(n + 1)
1+ (n + 1)2(t − a/n)2
tend to zero uniformly for a ∈ [−A, A] and |t | > a0. So do their integrals, which establishes the
convergence for µ1.
To handle the integral with µ0, define
Ln(t) := sup
a∈[−A,A]
f (a)n (t) =
C(n + 1), if |t | ≤ A/n,C(n + 1)
1+ (n + 1)2(|t | − A/n)2 , if |t | > A/n.
The functions Ln are even and decreasing away from 0, so we may apply Lemma 4 together with
the estimate Fn(t − a/n) ≤ Ln(t) to obtain
σn(µ0, eia/n) =
∫ pi
−pi
Fn(t − a/n) dµ0(t) ≤
∫
I0
Ln(t) dµ(t) ≤ |I0|
∫
I0
Ln(t) dt,
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for all a ∈ [−A, A]. But,∫
I0
Ln(t) dt ≤
∫ pi
−pi
Ln(t) dt = AC n + 1n + 2
∫ pi
A/n
C(n + 1)
1+ (n + 1)2(t − A/n)2 dt
≤ 2AC + 2
∫ ∞
0
C
1+ u2 du
which is finite and independent of n. Since  is arbitrary, this completes the proof. 
Lemma 5. Let µ be a finite Borel measure on [−pi, pi]. Then, at every Lebesgue point t ∈
[−pi, pi] of µ′,
lim sup
n→∞
n ωn
(
µ, ei(t−a/n)
)
≤ µ′(t),
uniformly for all a ∈ [−A, A].
Proof. Without loss of generality, we may assume that µ is absolutely continuous. Fix a
Lebesgue point of µ′, t ∈ [−pi, pi], and define the polynomial P by
P(ζ ) = 1
n
n−1∑
j=0
e−i j (t−a/n)ζ j .
P(ei(t−a/n)) = 1 and∣∣∣P(eiθ )∣∣∣2 = ( sin n(t−a/n−θ)2
n sin t−a/n−θ2
)2
= 2pi
n
Fn−1(t − a/n − θ),
so that
n ωn
(
µ, ei(t−a/n)
)
≤ n
2pi
∫ ∣∣∣P (eiθ)∣∣∣2 dµ(t) = σn−1 (µ, ei(t−a/n)) .
By Lemma 3, the right-hand side converges to µ′(t) (uniformly for a ∈ [−A, A]), which
completes the proof. 
The proof of the lower bound relies heavily on the Szego˝ function associated with the
measure µ:
D(z) = Dµ(z) = exp
{
1
4pi
∫ pi
−pi
eiθ + z
eiθ − z logµ
′(θ) dθ
}
, (|z| < 1). (9)
For measures satisfying Szego˝’s condition, this function is in Hardy’s class, H2 (see e.g. [8,
242–244], where D2 is called the outer function associated with µ′). The following properties
will be implicitly invoked throughout the proof: D(z) has nontangential limit D(eit ) at almost
every point z = eit , which satisfies |D(eiθ )|2 = µ′(θ) at almost every θ ∈ [−pi, pi]. In particular,
the nontangential limit exists at every z = eit which is a Lebesgue point for D(eiθ ) (see Fatou’s
theorem [2, p. 34] and apply it to the complex valued harmonic function D). Finally,∫ pi
−pi
D(eiθ ) dθ = lim
r→1−
∫ pi
−pi
D(reiθ ) dθ.
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Proof of Theorem 2. Our proof is essentially a generalization of the argument advanced in [5].
We prove that for almost every eit ∈ T,
lim inf
n→∞ n ωn(µ, e
i(t−a/n)) ≥ µ′(t) (10)
uniformly for a ∈ [−A, A]. This together with Lemma 5 proves Theorem 2. Without loss of
generality we may assume that µ is absolutely continuous, since if not, the monotonicity of the
Christoffel functions implies that ωn(µ, z) ≥ ωn(µ′, z). In this case, (10) only increases. We
shall show that (10) holds at every point t which is a Lebesgue point of µ′ and for which eit is
a Lebesgue point of the Szego˝ function D(eiθ ). Thus, let t be such a point. We may assume that
eit = 1 and hence that
lim
τ→0
1
τ
∫ τ
0
|µ′(u)− µ′(0)|du = 0
and
lim
τ→0
1
τ
∫ τ
0
|D(eiu)− D(1)|du = 0.
These imply that there is a set S with 0 as a density point so that the limit at 0 of µ′(u) along S
is µ′(0), while the limit of D(eiu) along S is D(1). This combined with |D(eiu)|2 = µ′(u) a.e.
implies that |D(1)|2 = µ′(0).
Since we want to prove the lower estimate (10), we may also assume that for the particular
n ∈ N appearing in the proof and a ∈ [−A, A] the inequality n ωn(µ, e−ia/n) ≤ |D(1)|2 = µ′(0)
holds. For a ∈ [−A, A] and n ∈ N, let q = qa,n = e−ia/n and choose polynomials, P = Pa,n ,
of degree at most n − 1 for which
ωn(µ, q) = 1
2pi |P(q)|2
∫ ∣∣∣P (eiθ)∣∣∣2 dµ(θ).
Now fix a small  > 0 and α > 4/2 with also α > 2A and define K1 = [−α/n, α/n] and
K2 = [−pi, pi] \ K1.
We claim that for sufficiently large n, |P(eiθ )| ≤ 3|P(q)| for all θ ∈ K1 and a ∈ [−A, A]. If
|ζ | = 1, and ρ = 1− 1/n, then for any n and a,
|P2(ρζ )D2(ρζ )| =
∣∣∣∣ 12pi i
∮
|z|=1
P2(z)D2(z)
z − ρζ dz
∣∣∣∣
≤ 1
2pi
∫ pi
−pi
|P D|2(eiθ )
1− ρ dθ
= 1
2pi(1− ρ)
∫ pi
−pi
∣∣∣P (eiθ)∣∣∣2 dµ(θ)
= 1
1− ρ |P(q)|
2ωn(µ, q) ≤ |P(q)|2|D(1)|2.
It is known that the zeros of P lie on the unit circle, T, so it is elementary (see [5, page 438]) that
|P(ρζ )| ≥
(
1+ ρ
2
)n−1
|P(ζ )| =
(
1− 1
2n
)n−1
|P(ζ )| ≥ 1
2
|P(ζ )|. (11)
Thus,
|P2(ζ )D2(ρζ )| ≤ 4|P(q)|2|D(1)|2
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for all n ∈ N, a ∈ [−A, A], and |ζ | = 1. Now 1 = ei0 is a Lebesgue point of D(eiθ ), so D(z)
has a nontangential limit D(1) at 1. Hence, for large n, and arg ζ ∈ K1,
|D(ρζ )|2 ≥ (1− )|D(1)|2
and, therefore,
|P(ζ )| ≤ 2√
1−  |P(q)| ≤ 3|P(q)|, (12)
which proves the claim.
Now let r = 1+ /n. We show that
|I1/D(1)− I˜1/D(1)| < 4|P(q)| (13)
where
I1 = 12pi
∫ pi
−pi
P(eiθ )
r−nqne−inθ
r−1qe−iθ − 1 D(e
iθ ) dθ
I˜1 = 12pi
∫ pi
−pi
P(eiθ )
r−nqne−inθ
r−1qe−iθ − 1 D(e
iθ ) dθ.
To this end, define
I1 j = 12pi
∫
K j
P(eiθ )
r−nqne−inθ
r−1qe−iθ − 1 D(e
iθ ) dθ
I˜1 j = 12pi
∫
K j
P(eiθ )
r−nqne−inθ
r−1qe−iθ − 1 D(e
iθ ) dθ.
We establish (13) by analyzing the following decomposition:
I1/D(1)− I˜1/D(1) =
(
I11
D(1)
− 1
2pi
∫
K1
P(eiθ )
r−nqne−inθ
r−1qe−iθ − 1 dθ
)
+ I12
D(1)
+
(
− I˜11
D(1)
+ 1
2pi
∫
K1
P(eiθ )
r−nqne−inθ
r−1qe−iθ − 1 dθ
)
− I˜12
D(1)
. (14)
To establish an upper bound for the first term on the right-hand side, observe that
1
2pi
∣∣∣∣∫
K1
P(eiθ )
r−nqne−inθ
r−1qe−iθ − 1
(
D(eiθ )− D(1)
)
dθ
∣∣∣∣
≤ max
θ∈K1
∣∣∣∣P(eiθ ) r−nqne−inθr−1qe−iθ − 1
∣∣∣∣× 12pi
∫
K1
∣∣∣D(eiθ )− D(1)∣∣∣ dθ. (15)
By (12), the maximum is
max
θ∈K1
∣∣∣∣P(eiθ ) r−nqne−inθr−1qe−iθ − 1
∣∣∣∣ ≤ 3|P(q)| r−n|r−1 − 1| ≤ 3|P(q)|n ,
and for large n, by the Lebesgue point property,∫
K1
∣∣∣D(eiθ )− D(1)∣∣∣ dθ < 2
6α
2α
n
= 
2
3n
,
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so that (15) is ≤ |P(q)|. But then,∣∣∣∣ I11D(1) − 12pi
∫
K1
P(eiθ )
r−nqne−inθ
r−1qe−iθ − 1 dθ
∣∣∣∣ ≤  ∣∣∣∣ P(q)D(1)
∣∣∣∣ . (16)
An analogous argument yields∣∣∣∣∣− I˜11D(1) + 12pi
∫
K1
P(eiθ )
r−nqne−inθ
r−1qe−iθ − 1 dθ
∣∣∣∣∣ ≤ 
∣∣∣∣ P(q)D(1)
∣∣∣∣ , (17)
for the third term of (14). For the second term of (14) the Cauchy inequality gives
|I12|2 ≤ 12pi
∫
K2
|P(eiθ )|2|D(eiθ )|2 dθ × 1
2pi
∫
K2
∣∣∣∣ r−nqnr−1e−iθq − 1
∣∣∣∣2 dθ.
The first integral is
≤ 1
2pi
∫ pi
−pi
|P(eiθ )|2|D(eiθ )|2 dθ = 1
2pi
∫ pi
−pi
|P(eiθ )|2 dµ(θ) = ωn(q)|P(q)|2.
The second integral is
1
2pi
∫
K2
∣∣∣∣ r−n+1e−i(θ+a/n) − r
∣∣∣∣2 dθ ≤ 12pi
∫
K2
1
|e−i(θ+a/n) − 1|2 dθ
= 1
2pi
∫
K2
1
2− 2 cos(θ + a/n) dθ =
1
2pi
∫
K2
1
(2 sin((θ + a/n)/2))2 dθ
≤ 1
2pi
∫
K2
(
2
pi
(θ + a/n)
)−2
dθ ≤ 1
pi
∫ ∞
α/n
pi2
θ2
dθ = pi n
α
,
since 2|θ + a/n| ≥ |θ | on K2. Thus,
|I12|2 ≤ pi n
α
ωn(q)|P(q)|2 ≤ pi 1
α
|D(1)|2|P(q)|2 ≤ 2|D(1)|2|P(q)|2,
so that
|I12| ≤ |P(q)||D(1)|. (18)
An analogous argument establishes that
| I˜12| ≤ |P(q)||D(1)|. (19)
Eqs. (16)–(19) prove (13).
If P(ζ ) =∑n−1k=0 ckζ k , let P˜(ζ ) ≡∑n−1k=0 c¯kζ n−1−k . For ζ = eiθ , P˜(ζ ) = P(ζ )ζ n−1, so
I˜1 = 12pi
∫ pi
−pi
P˜(eiθ )
r−nqneiθ
r−1eiθq − 1 D(e
iθ ) dθ
= 1
2pi i
(
q
r
)n ∮
|ζ |=1
P˜(ζ )D(ζ )
r−1ζq − 1 dζ.
But r > 1, so F(ζ ) = P˜(ζ )D(ζ )/(r−1ζq − 1) is holomorphic in ∆ = {|z| < 1} and has no
singularities there. Also, D ∈ H2(∆), hence so is F , and therefore,∮
|ζ |=1
F(ζ ) dζ = lim
τ→1−
∮
|ζ |=1
F(τζ ) dζ = 0,
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which, together with (13), implies that
|I1| < 4|P(q)||D(1)|.
Finally, let
Hn(z) = z
−n − 1
z−1 − 1 =
n−1∑
k=0
z−k .
Then,
1
2pi
∫ pi
−pi
P(eiθ )Hn(rq−1eiθ )D(eiθ ) dθ
= 1
2pi
∫ pi
−pi
P(eiθ )
r−nqne−inθ − 1
r−1qe−iθ − 1 D(e
iθ ) dθ
= I1 − 12pi
∫ pi
−pi
P(eiθ )D(eiθ )eiθ
r−1q − eiθ dθ
= I1 − 12pi i
∮
|ζ |=1
P(ζ )D(ζ )
r−1q − ζ dζ
= I1 + P(r−1q)D(r−1q),
so that for large n,∣∣∣∣P(r−1q)D(r−1q)− 12pi
∫ pi
−pi
P(eiθ )Hn(rq−1eiθ )D(eiθ ) dθ
∣∣∣∣ ≤ 4|P(q)D(1)|.
But, ∣∣∣∣ 12pi
∫ pi
−pi
P(eiθ )Hn(rq−1eiθ )D(eiθ ) dθ
∣∣∣∣2 ≤ 12pi
∫ pi
−pi
|Hn(rq−1eiθ )|2 dθ
× 1
2pi
∫ pi
−pi
|P(eiθ )D(eiθ )|2 dθ =
(
n−1∑
k=0
(
1+ 
n
)−2k)
× 1
2pi
∫ pi
−pi
|P(eiθ )|2 dµ(θ) ≤ n|P(q)|2ωn(q).
Thus,
|P(r−1q)D(r−1q)| − 4|P(q)||D(1)| ≤ |P(q)|√nωn(q).
But, as in (11), we have
|P(r−1q)| ≥
(
1+ 1/r
2
)n−1
|P(q)| =
(
2+ /n
2(1+ /n)
)n−1
|P(q)|
=
(
1− /n
2(1+ /n)
)n−1
|P(q)| ≥ (e−/n)n−1 |P(q)|
≥ e− |P(q)|.
Also, as n→∞, r−1q → 1 nontangentially, so that D(r−1q)→ D(1), and therefore
(e− − 4)|D(1)| ≤ lim inf
n→∞
√
nωn(q).
This completes the proof of (10) since  > 0 is arbitrary. 
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3. Measures on [−1, 1]
On [−1, 1] the Szego˝ class consists of all finite Borel measures µ with support on [−1, 1] for
which∫ 1
−1
logµ′(x)√
1− x2 dx > −∞. (20)
For measures in this class, the Szego˝ function is defined on C \ [−1, 1] by
D˜(z) = D˜µ(z) = exp
(√
z2 − 1 1
2pi
∫ 1
−1
logµ′(x)
z − x
dx√
1− x2
)
(21)
with the branch of the square root that is positive for positive z. This has nontangential limit
D˜(x) at almost every x ∈ [−1, 1] with |D˜(x)|2 = µ′(x).
Theorem 2 translates appropriately for measures on the interval [−1, 1].
Theorem 6. Let µ be a measure on [−1, 1] satisfying Szego˝’s condition. Then, uniformly for
a ∈ [−A, A],
lim
n→∞ n λn(µ, x + a/n) = piµ
′(x)
√
1− x2 (22)
for almost every x ∈ [−1, 1].
Moreover, (22) holds at every x ∈ (−1, 1) which is a Lebesgue point of µ and for D˜.
The proof relies on orthogonal polynomials. Define the integral operators, Gn ,by
Gn( f, x) = λn(µ, x)
∫
f (t)K 2n (µ; x, t)dµ(t),
where Kn are the reproducing kernels defined in the introduction. The next two lemmas are found
in [6] as well as [7, p. 230, Corollary 4.3.1].
Lemma 7. Let f be continuous on [−1, 1] and let µ be a measure on [−1, 1] which satisfies
Szego˝’s condition. Then,
lim
n→∞ supx∈[−1,1]
|Gn( f, x)− f (x)| = 0.
Lemma 8. Let µ be a measure on [−1, 1] satisfying Szego˝’s condition. Then for any fixed m ≥ 1
we have
lim
n→∞ supx∈[−1,1]
∣∣∣∣λn+m(µ, x)λn(µ, x) − 1
∣∣∣∣ = 0.
We prove an extension of a corollary given in the same paper.
Corollary 9. Let g be a nonnegative function on [−1, 1] and assume that there exists a
polynomial Pm for which Pm g and Pm g−1 are continuous on [−1, 1]. Let dµg(x) = g(x)dµ(x),
where µ is a measure on [−1, 1] satisfying Szego˝’s condition. Then
lim
n→∞
λn(µg, x + a/n)
λn(µ, x + a/n) = g(x)
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uniformly in every compact subset of (−1, 1) devoid of zeros of Pm and uniformly for all
a ∈ [−A, A].
Proof.
Gn(µ; g P2m, x) = λn(µ, x)
∫
P2m(t)g(t)K
2
n (µ; x, t) dµ(t)
= λn(µ, x)
∫
P2m(t)K
2
n (µ; x, t) dµg(t)
≥ λn(µ, x)λn+m(µg, x)P2m(x)K 2n (µ; x, x)
= λn+m(µg, x)
λn(µ, x)
P2m(x).
The final equality follows from (1). Thus, uniformly in a ∈ [−A, A]
lim sup
n→∞
λn+m(µg, x + a/n)
λn(µ, x + a/n) ≤ limn→∞
Gn(µ; g P2m, x + a/n)
P2m(x + a/n)
= g(x) (23)
uniformly on compact subsets of (−1, 1) devoid of zeros of Pm . Also,
Gn(µg, P
2
m/g, x) = λn(µg, x)
∫
P2m(t)K
2
n (µg; x, t)dµ(t)
≥ λn(µg, x)λm+n(µ, x)P2m(x)K 2n (µg; x, x)
= λn+m(µ, x)
λn(µg, x)
P2m(x).
So, as above,
lim sup
n→∞
λn+m(µ, x + a/n)
λn(µg, x + a/n) ≤ limn→∞
Gn(µg, P2m/g, x + a/n)
P2m(x + a/n)
= 1
g(x)
(24)
locally uniformly in (−1, 1) (away from zeros of Pm) and uniformly in a ∈ [−A, A], since
Pm/g ∈ L∞ and µg also satisfies Szego˝’s condition. The result now follows from Lemma 8 and
inequalities (23) and (24). 
The proof of Theorem 6 relies on an equation which relates the Christoffel function of a
measure, µ, supported on the interval [−1, 1] to its ‘projection’ onto the unit circle. Define ν by
ν(E) := µ({cos θ : θ ∈ E})
for E ⊂ [−pi, 0) or E ⊂ [0, pi). Note that ν′(t) = µ′(cos t)| sin t |. See [5, Lemma 6, p. 446] for
a proof of the following:
Lemma 10. Given an arbitrary positive finite Borel measure µ on [−1, 1], for every integer
n > 1 and every t ∈ [−pi, pi),
1
ω2n−1(ν, eit )
= pi
λn(µ, cos t)
+ pi sin
2 t
λn−1(µg, cos t)
,
where g(x) = 1− x2.
With these preliminaries, we can proceed with the proof of Theorem 6.
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Proof of Theorem 6. As n→∞,
cos(t − a/n) = cos t + a
n
sin t + O
(
1
n2
)
= cos t + a
n
O(1).
From Lemma 8 and Corollary 9, it follows that
lim
n→∞
λn−1(µg, cos(t − a/n))
λn(µ, cos(t − a/n)) = sin
2 t
uniformly on compact subsets of (−pi, pi)\{0} and a ∈ [−A, A]. Consequently, Lemma 10 gives
lim
n→∞
ω2n−1(ν, ei(t−a/n))
λn(µ, cos(t − a/n)) =
1
2pi
, (25)
uniformly on compact subsets of (−pi, pi) \ {0} and a ∈ [−A, A]. We write cos(t − a/n) =
cos t + b/n, and note that, while a runs through [−A, A], the b = ba,t covers an interval
[−BA,t , BA,t ] (depending on t ∈ (−pi, pi) \ {0} and on A), and here for any t ∈ (−pi, pi) \ {0}
and any B > 0 there is an A such that [−B, B] ⊆ [−BA,t , BA,t ]. The same is true uniformly if
t runs through a compact subset of (−pi, pi) \ {0}. So, since the convergence in (25) is uniform
over any interval [−A, A], we get
lim
n→∞
ω2n−1(ν, ei(t−a/n))
λn(µ, cos t + b/n) =
1
2pi
,
uniformly for a ∈ [−A, A]. Therefore, by Theorem 2,
lim
n→∞ n λn(µ, cos t + b/n) = piν
′(t),
for almost every t uniformly in b ∈ [−B, B]. Substituting cos t with x gives
lim
n→∞ n λn(µ, x + b/n) = pi
√
1− x2µ′(x),
for almost every x uniformly in b ∈ [−B, B], which completes the proof of the first assertion of
Theorem 6.
As to precisely where (22) holds, we only have to mention that under the conformal map
w = z − √z2 − 1 the complement of [−1, 1] is mapped into the unit disk, and the Szego˝
function D˜µ of µ is mapped into the Szego˝ function Dν (see (9)) associated with ν. Therefore,
x = cos t is a Lebesgue point of µ and for D˜µ(u) precisely if t is a Lebesgue point of ν and eit is
a Lebesgue point of Dν(eiu). Taking these into account, the last statement follows the same way
from Theorem 2 as the a.e. part. 
4. Regularity
The assumptions of Theorem 6 are unnecessarily restrictive. Regular measures (defined in the
introduction by (2)) that satisfy Szego˝’s condition locally on an interval I generate Christoffel
functions that exhibit the asymptotics (3) on I . Since now we shall work with a local Szego˝
condition, we shall need a sort of local Szego˝ function. Thus, let us suppose thatµ is a finite Borel
measure on [−1, 1], and on some open interval I ⊂ [−1, 1] it satisfies Szego˝’s condition, i.e.∫
I
logµ′(t)dt > −∞.
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We define
D∗(z) = D∗µ(z) = exp
(
i
2pi
∫
I
logµ′(x)
z − x dx
)
. (26)
This has a nontangential limit (from the upper half plane) D∗(x) at almost every x ∈ I and
|D∗(x)|2 = µ′(x) a.e. (see Lemma 12).
Theorem 11. Let µ be a regular measure on [−1, 1] and let I be an open interval in [−1, 1] such
that ∫
I
logµ′(θ) dθ > −∞.
Then, for almost every x ∈ I and for every A > 0,
lim
n→∞ n λn(µ, x + a/n) = pi
√
1− x2µ′(x), (27)
uniformly for a ∈ [−A, A].
Moreover, (27) holds at every x ∈ I which is a Lebesgue point of µ′ and of D∗.
Proof. For  > 0, let dν(x) = dµ(x) + χ[−1,1](x)dx , where χ is the characteristic function.
This measure clearly satisfies Szego˝’s condition globally and therefore, by Theorem 6,
lim sup
n→∞
n λn(ν, x + a/n) = pi
√
1− x2(µ′(x)+ ).
But µ < ν for every  and so, by virtue of the monotonicity of the Christoffel functions with
respect to measures, for almost every x ∈ (−1, 1),
lim sup
n→∞
n λn(µ, x + a/n) ≤ pi
√
1− x2µ′(x),
uniformly for a ∈ [−A, A].
To prove the lower bound,
lim inf
n→∞ n λn(µ, x + a/n) ≥ pi
√
1− x2µ′(x), (28)
uniformly for a ∈ [−A, A] and almost every x ∈ I , let
dν(x) = dµ(x)+ χ[−1,1]\I (x)dx .
In Lemma 12 we will prove that x ∈ I is a Lebesgue point of D∗µ if and only it is a Lebesgue
point of the Szego˝ function D˜ν associated in (21) with ν. Therefore, it is enough to show (28)
at every x ∈ I which is a Lebesgue point of ν′ and of D˜ν . Let x be such a point. Assume to
the contrary that there are sequences, N ⊂ N, {an ∈ [−A, A] : n ∈ N }, and a real number
r < pi
√
1− x2 for which
n λn(µ, x + an/n) < rµ′(x) for n ∈ N . (29)
Let Pn represent a polynomial of degree at most n − 1 for which Pn(x + an/n) = 1 and
λn(µ, x + an/n) =
∫ 1
−1
|P(t)|2 dµ(t). (30)
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Now, for some η > 0, define the polynomials
Qn(t) = Pn(t)
(
1−
(
x + an/n − t
4
)2)[ηn]
.
(Here [y] is the integral part of y.) Evidently, Qn(x + an/n) = 1 and |Qn(t)| ≤ |Pn(t)|,
t ∈ [−1, 1]. Furthermore, since an/n→ 0 as n→∞, there is a ρ < 1 such that∣∣∣∣Qn(t)Pn(t)
∣∣∣∣ =
(
1−
(
x + an/n − t
4
)2)[ηn]
< ρ2n (n→∞) (31)
on [−1, 1] \ I . Now, by (2), every regular measure σ on [−1, 1] has the property that for any
s > 1 and any sequence of polynomials, Rn ,
max
t∈[−1,1]
|Rn(t)|2 < sn
∫
|Rn(t)|2 dσ(t),
for sufficiently large n (see [10, Theorem 3.2.3]). But,∫
|Pn(t)|2 dµ(t) ≤ µ([−1, 1])
since λn(µ, t) ≤ µ([−1, 1]). Therefore, for any s > 1 and sufficiently large n ∈ N , we have
max
t∈[−1,1]
|Pn(t)|2 < sn,
which, together with (31) and with the assignment s = 1/ρ, implies that |Qn(t)| < ρn on
[−1, 1] \ I for sufficiently large n ∈ N . This, together with (29) and (30) implies that∫
|Qn(t)|2 dν(t) ≤ rnµ
′(x)+ ρn
∫
[−1,1]\I
dt = c
n(1+ η)ν
′(x)+ o(1/n),
where c = r(1+ η). Since this holds for arbitrary η, we can fix its value so that c < pi√1− x2.
In this case
[n(1+ η)]
∫
|Qn(t)|2 dν(t) ≤ cν′(x)+ o(1) for n ∈ N ,
which implies that
lim inf
n→∞ n λ(ν, x + an/n) < pi
√
1− x2ν′(x),
since Qn(x + a/n) = 1 and Qn has degree [n(1 + η)]. This contradicts Theorem 6 (at x) and
this contradiction proves the claim, pending the proof of the next lemma. 
Lemma 12. With dν(x) = dµ(x) + χ[−1,1]\I (x)dx the nontangential limit (from the upper half
plane) at an x ∈ I exists for D∗µ(z) if and only if it exists for D˜ν(z). Furthermore, x is a Lebesgue
point of D∗µ(u) precisely when it is a Lebesgue point of D˜ν(u).
Proof. Suppose first that the nontangential limit of D∗µ(z) exists at x ∈ I .
Consider also the function
D˜∗µ(z) = exp
(√
z2 − 1 1
2pi
∫
I
logµ′(x)
z − x
dx√
1− x2
)
. (32)
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Since this differs on I ×R from D˜ν by an analytic multiplicative factor, it is enough to prove the
existence of the nontangential limit for D˜∗µ at x . But
D˜∗µ(z)/D∗µ(z) = exp
(
i
2pi
∫
I
logµ′(t)h(z, t)dt
)
(33)
with
h(z, t) = 1
z − x
(√
1− z2√
1− t2 − 1
)
= − t + z√
1− t2(√1− z2 +√1− t2) ,
which is an analytic function (in z) on I , so the nontangential limit
D˜∗µ(u)/D∗µ(u) = exp
(
i
2pi
∫
I
logµ′(t)h(u, t)dt
)
(34)
of (33) certainly exists at any u ∈ I . This shows that, indeed, the nontangential limit of
D˜∗µ = D∗µ × (D˜∗µ/D∗µ) also exists at x .
It is a simple exercise to show that if f is a nonzero C1-function, then x is a Lebesgue point
of D∗µ(u) if and only if it is a Lebesgue point of f (u)D∗µ(u). With f (u) = D˜∗µ(u)/D∗µ(u) this
is the same as x being a Lebesgue point of D˜∗µ(u). Applying the same argument once more with
f (u) = D˜ν(u)/D˜∗µ(u) we find that x is a Lebesgue point of D∗µ(u) if and only if it is a Lebesgue
point of D˜ν(u).
The proof of the converse implication (i.e. going from D˜∗µ(u) to D∗µ(u)) is very similar.
Since the real part of i/(z − t) for z = x + iy is the Poisson kernel y/((x − t)2 + y2) of the
upper half plane, it is a standard exercise to show that |D∗µ(z)|2 tends nontangentially to µ′(x) at
every Lebesgue point of µ. 
5. Universality
Borrowing from Lubinsky’s technique in [4], we prove the universality result, Theorem 1. The
proof follows directly from the following:
Lemma 13. Let µ and µ∗ satisfy the conditions of the hypothesis in Theorem 1 and assume
further that µ′(x0) = (µ∗)′(x0) > 0 for some x0 ∈ I which is a Lebesgue point of µ, µ∗, D∗µ
and D∗µ∗ (see (26)). Then
lim
n→∞
1
n
|Kn − K ∗n |(x0 + a/n, x0 + b/n) = 0,
uniformly for a, b ∈ [−A, A], where Kn and K ∗n are the reproducing kernels associated
respectively with µ and µ∗.
Proof. First assume that µ ≤ µ∗ on [−1, 1]. It was proven in [4, (3.5)] that
|Kn(x, y)− K ∗n (x, y)|
Kn(x, x)
≤
√
λn(x)
λn(y)
∣∣∣∣1− λn(x)λ∗n(x)
∣∣∣∣. (35)
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Here, the λ’s are the associated Christoffel functions. By Theorem 11
lim
n→∞ n λn(x0 + a/n) = pi
√
1− x20µ′(x0) (36)
and
lim
n→∞ n λ
∗
n(x0 + a/n) = pi
√
1− x20(µ∗)′(x0), (37)
uniformly for all a ∈ [−A, A]. Now replace x with x0+ a/n and y with x0+ b/n in (35). Then,
since µ′(x0) = (µ∗)′(x0), it follows that
lim
n→∞ λn(x0 + a/n)|Kn − K
∗
n |(x0 + a/n, x0 + b/n) = 0,
uniformly for a, b ∈ [−A, A], which implies, again because of (36), that
lim
n→∞
1
n
|Kn − K ∗n |(x0 + a/n, x0 + b/n) = 0 uniformly for a, b ∈ [−A, A]. (38)
For arbitrary µ and µ∗ satisfying the conditions of the lemma, define the measure
dν(x) = max(dist(x, I ), µ′(x), (µ∗)′(x))dx + dµs(x)+ dµ∗s (x),
where µ′ and µs denote, respectively, the absolutely continuous and singular components of the
measure µ. Clearly, ν ≥ µ,µ∗ so ν satisfies Szego˝’s condition locally on I and is a regular
measure on [−1, 1]. Hence (38) holds for the pairs (ν, µ) and (ν, µ∗) and, consequently, for
(µ,µ∗). This completes the proof. 
Proof of Theorem 1. Let x be a Lebesgue point of µ and of D∗µ (see (26)) and assume µ′(x) >
0. Define dµ∗(u) = µ′(x)du, u ∈ [−1, 1]. By Lemma 13
lim
n→∞
1
n
|Kn − K ∗n |(x + a/n, x + b/n) = 0. (39)
Applying Lubinsky’s original theorem [4, Theorem 1.1] to K ∗n we find that, as n→∞,
K ∗n
(
x + α/µ′(x)K ∗n (x, x), x + β/µ′(x)K ∗n (x, x)
)
K ∗n (x, x)
→ sinpi(α − β)
pi(α − β) , (40)
uniformly for α, β ∈ [−B, B] with any fixed B. If now α = αn and β = βn are chosen so
that α/µ′(x)K ∗n (x, x) = a/n and β/µ′(x)K ∗n (x, x) = b/n, then, because of (37), as n → ∞,
α→ a/pi√1− x2 and β → b/pi√1− x2, hence the statement in Theorem 1 follows from (40)
and (39) (see also (37)). 
6. Zero distribution of orthogonal polynomials
Finally, we apply the techniques of Levin and Lubinsky to extend their Theorem 1.1 in [3].
The application of universality to study zero spacing is also found in Freud’s text, [1] as well as
in [11]. In what follows, xkn denotes the kth zero of the orthogonal polynomial pn associated
with a given measure µ, defined on the interval [−1, 1]. Let the zeros be ordered according to
xnn < xn−1,n < xn−2,n < · · · < x1n . (41)
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Theorem 14. Let µ be a finite regular Borel measure on [−1, 1]which satisfies Szego¨’s condition
locally in some interval I . Fix an x ∈ I for which (4) holds and for which µ′(x) > 0. If for some
sequence k = k(n)
|xkn − x | = O
(
1
n
)
, (42)
then
lim
n→∞(xkn − xk+1,n)
n
pi
√
1− x2 = 1.
Proof. Let lkn be the Lagrange interpolation polynomial associated with the point xkn which
vanishes at every other zero of pn and satisfies lkn(xkn) = 1. lkn has the representation
lkn(z) = Kn(xkn, z)Kn(xkn, xkn) .
There is a bounded sequence, an such that
xkn = x + ann .
Since µ′(x) > 0, Theorem 11 implies that Kn(xkn, xkn)/Kn(x, x) → 1 as n → ∞, so that
Theorem 1 applied to the Lagrange polynomials gives
lkn
(
x + b
n
)
= sin((an − b)/
√
1− x2)
(an − b)/
√
1− x2 + o(1), (43)
uniformly for bounded b. The first term on the right-hand side (taken as a function of b), changes
sign when an − b = −pi
√
1− x2 and therefore, by (41), the zero xk+1,n has the representation,
xk+1,n = xkn + bnn , (44)
for some bounded sequence bn < 0 with
lim inf
n→∞ bn ≥ −pi
√
1− x2.
So, by (43),
0 = lkn
(
xk+1,n
) = sin(bn/√1− x2)
bn/
√
1− x2 + o(1). (45)
We claim that limn→∞ bn = −pi
√
1− x2. To this end, choose any subsequence of {bn} with
limit point b. Eq. (45) gives, upon passing through this subsequence,
sin(b/
√
1− x2)
b/
√
1− x2 = 0.
Since −pi√1− x2 ≤ b ≤ 0, we must have b = −pi√1− x2, which proves the claim. This
together with Eq. (44) gives
(xk+1,n − xkn) n = bn →−pi
√
1− x2,
as n→∞, which completes the proof. 
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