A recommendation system is increasing important in online video application, news recommendation and electronic commerce especially in search engine. Recommendation on search engine are more related to hundreds of million users like Google, Bing and Baidu. Our proposed filtering solution is based on content match to handle large number of users and movies for search engine.
A list of preferred movies for each user for today. Our solution is to develop a content-based collaborative filtering recommendation system. We firstly extract the side information for user to build user profile and movie information for match. Then use the visiting history and side information including user profile and movie information in both training and rank phases of the algorithm.
Basic Idea.
At high level, the idea to recommend to a user, say , is to find the set of users, say , that are like , and recommend to items viewed by users in . Pseudocode:
Algorithm A: Choose a threshold For each user A and possible interested movie M  C A ← Φ // the set of movies user A may be interested in  If s(P A , M) ≥ Q // S(P A , M) is the score how A is possibly interested in movie M Add (M, s(P A , M)) to C A  Recommend to A at most k movies in C A by rank score s(P A , M) 2.3 Build User Profile.
Nowadays search engine has the capacity to build user profile based on user's search behavior. The basic user profile information includes age, location, gender etc. which could get for registered users.
Besides the mentioned basic user information, search engine could leverage the information inferred from users daily search activities i.e. searched queries and click activities. For movie segment, barely queries themselves are hard to build user profile.
We build user profile by leveraging search graph of movie entity detailed information. The most important information will be extracted from movie entity are title, country, genre, director, actors, actresses, release date, on theater state and ratings. Then we build (feature, feature value) key value pairs by aggregating a fixed period search history for example 90 days.
Movie features for user profiles could be built by different ways for a specific recommendation target. Propose one way including features: country, genre, director, actor and release date. The feature value is percentage by aggregating last 90-day search history.
Extract Movie Features.
Our target is to recommend movies to users. We therefore only consider active listing movies. And extract the same features as user profile. For example, we could extract features such as title, country, genre, director, actors, actresses, release date, on theater state and ratings.
Rank Recommendation Result.
We could calculate match score between users and movies with equal country and city. For matched user and movie pair, we could get match score by the following way:
,ℎ Is the match score. n is the number of matched features for user u and movie h. is the feature value in user's profile for a give user u, we get top k movies ranked by match score satisfy ,ℎ 1 ≥ ,ℎ 2 ≥ ⋯ ≥ ,ℎ where k is a predefined number.
Decide Coefficients.
There are a few ways to decide the coefficients during user and movie matching process. We use logistic regression machine learning method on user search history to figure out the optimized coefficients .
Finally search engine could make a recommendation to user in some ways. For example, a user could be recommended by search engine's home page or recommendation email.
Experiments

Evaluation Methodology.
We take three-month movie entity search log in our test search engines and split the visit log into the training set and the test set. The test set is one-day log, i.e., the visit log of the latest day in the log. We use the training set to get recommendation for every user and compare the recommendation list with the list of movies that users visited in the test set. When we measure, we remove movies in the test file that is NOT in the training file. Here note that the offline evaluation does not truly reflect the performance of the online system (the performance should be much better when we launch the system online) since we haven't posed the recommendation to users yet. But it helps us determine what ideas can potentially improve the performance of the online system.
Running time: In our log, the number of distinct users is up to 13292550 (~13 million) and movies is 1429482 (about 1 million). The training can be done in 5 hours, using about 100 computers in a Hadoop cluster. So, in the following, we mainly discuss about the prediction accuracy.
Two main metrics below are considered for the prediction accuracy: (1) TrueRate: We assign score 1 to a user if he/she visited a recommended item in the test set and 0 otherwise.
(2) Essentially, TrueRate computes the fraction of users searched for at least one recommendation in the test set (2) NDCG (Normalized Discounted Cumulative Gain): we define NDCG @ k as:
and * is the ideal . We assign to equal 1 if there was a click on item ranked in position . Here, is the recommendation length, i.e, select top movies to present to users. Basically, NDCG assign higher score to visited items that in the top of the recommendation list than the visited items in the bottom of the list.
Evaluation Result.
Evaluation Result Besides our algorithm, we also developed a Collaborative Filtering algorithm which doesn't use any movie entity information at all. However, our algorithm takes important signals from users' search history and search graph. Note that we only take top (at most) 3 movies to recommend to users. The evaluation results are shown in Fig. 1 and Fig. 2 . 
Future Work
Firstly, personalized ranking methods from Information Retrieval could be leveraged. Researchers came up with various ranking strategies to present relevant information to users. There is a line of research that incorporate user's interests into the ranking, called personalized ranking [11] . The same idea can be applied in ranking the recommendation result. Finally, probabilistic recommendation algorithm might be helpful. pLSI (probabilistic latent semantic indexing)-based algorithm may outperform our hashing-based algorithm [12] .
