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GOING-DOWN FUNCTORS AND THE KU¨NNETH FORMULA FOR
CROSSED PRODUCTS BY E´TALE GROUPOIDS
CHRISTIAN BO¨NICKE1 AND CLE´MENT DELL’AIERA
Abstract. We study the connection between the Baum-Connes conjecture for an ample groupoid
G with coefficient A and the Ku¨nneth formula for the K-theory of tensor products by the crossed
product AorG. To do so we develop the machinery of Going-Down functors for ample groupoids.
As an application we prove that both the uniform Roe algebra of a coarse space which uniformly
embeds into a Hilbert space and the maximal Roe algebra of a space admitting a fibred coarse
embedding into a Hilbert space satisfy the Ku¨nneth formula. Additionally, we give an example
of a space that does not admit a coarse embedding into a Hilbert space, but whose uniform Roe
algebra satisfies the Ku¨nneth formula and provide a stability result for the Ku¨nneth formula us-
ing controlled K-theory. As a by-product of our methods, we also prove a permanence property
for the Baum-Connes conjecture with respect to equivariant inductive limits of the coefficient
algebra.
1. Introduction
We say that a C∗-algebra A satisfies the Ku¨nneth formula if for all C∗-algebras B there exists
a canonical short exact sequence
0 −→ K∗(A)⊗K∗(B) α−→ K∗(A⊗B) β−→ Tor(K∗(A),K∗(B)) −→ 0, (1)
where A ⊗ B denotes the minimal tensor product of A and B and K∗ denotes Z/2Z-graded
K-theory.
The Ku¨nneth formula is known to hold for every C∗-algebra in the bootstrap class B by the
results of Rosenberg and Schochet [Sch82, RS87]. Recall, that B is the smallest class of separable
nuclear C∗-algebras such that:
• C ∈ B,
• B is closed under countable inductive limits,
• B is closed under KK-equivalence,
• if 0→ I → A→ A/I → 0 is a short exact sequence of C∗-algebras and two of these are
in B, so is the third.
In the groupoid setting, J-L. Tu proved in [Tu99a, Lemma 10.6] that the reduced C∗-algebra
C∗r (G) satisfies the Ku¨nneth formula provided that G is an a-T-menable groupoid. There are
more C∗-algebras which are known not to be in B but still satisfy the Ku¨nneth formula, such
as reduced C∗-algebras of lattices in Sp(n, 1). Indeed, if A ∈ B, then A is KK-equivalent
to a commutative C∗-algebra (see [Bla98, Corollary 20.10.3]). Moreover, a result of Skandalis
[Ska88] shows that if Γ is an infinite hyperbolic property T group, then C∗r (Γ) is not K-nuclear. In
particular, it cannot be KK-equivalent to a commutative C∗-algebra (a more recent reference for
this result is [HG04, Theorem 6.2.1]) so that C∗r (Γ) is not in B. But [CEOO04, Corollary 0.2]
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together with V. Lafforgue’s result [Laf12] that hyperbolic groups satisfy the Baum-Connes
conjecture with coefficients imply that C∗r (Γ) satisfies the Ku¨nneth formula.
A systematic study of the Ku¨nneth formula for crossed products by locally compact groups was
undertaken in [CEOO04], where the following result was proved.
Theorem 1.1. [CEOO04, Theorem 0.1 and Corollary 0.2] Let G be a locally compact group
and A a G-algebra such that:
• G satisfies the Baum-Connes conjecture with coefficients in all C∗-algebras A⊗B for all
C∗-algebras B with trivial G-action,
• for every C∗-algebra B, considered as a G-algebra with trivial action, and every compact
subgroup K of G, Aor K satisfies the Ku¨nneth formula.
Then Aor G satisfies the Ku¨nneth formula.
More recently, applying the newly developed methods of quantitative K-theory, Oyono-Oyono
and Yu were able to show that the uniform Roe algebra C∗u(X) satisfies the Ku¨nneth formula,
provided that X has finite asymptotic dimension [OOY19].
In this paper we study the question of when A satisfies the Ku¨nneth formula for the case that
A = CorG is a (reduced) crossed product, where G is an ample groupoid and C is a G-algebra.
We follow the strategy of [CEOO04] and compare existence of the sequence 1 to the existence
of a canonical exact sequence
0→ Ktop∗ (G;C)⊗K∗(B) αG→ Ktop∗ (G;C ⊗B) βG→ Tor(Ktop∗ (G;C),K∗(B))→ 0 (2)
Here Ktop∗ (G;C) denotes the topological K-theory of G with coefficient C. The link between the
sequences 2 and 1 is given by the Baum-Connes assembly map µC : K
top
∗ (G;C)→ K∗(C or G).
Let NG denote the class of all separable exact G-algebras C for which the canonical exact se-
quence 2 exists. We show that whenever C is in NG and G satisfies the Baum-Connes conjecture
with coefficients in C ⊗ B for all separable C∗-algebras B with respect to the trivial action on
B, then A = C or G satisfies the Ku¨nneth formula. We then use the machinery of Going-Down
functors to show that the class NG is non-empty, and in fact fairly large (see Theorem 6.11 and
Corollary 6.12). As an immediate consequence of this and Proposition 6.13 we can conclude
that Aor G satisfies the Ku¨nneth formula for large classes of dynamical systems (A,G, α) (see
Corollary 6.14). We also show that the class NG enjoys many stability properties. Among
these we verify that NG is stable under taking inductive limits. To prove this we show that
the topological K-theory is continuous with respect to the coefficient algebra (see Theorem 5.2),
which constitutes another application of the Going-Down principle and is inspired by [CE01,
§7]: Another interesting consequence of this is a permanence property for the Baum-Connes
conjecture, with respect to inductive limits of the coefficient algebra (see Corollary 5.3).
We conclude section 6 by enlarging the class of groupoids our results can cover. While the
Going-Down techniques require that we restrict ourselves to ample groupoids, we can extend
the main results to cover many examples beyond that class. This is done by relating the classes
NG and NH , when G and H are equivalent groupoids on the one hand, and relating NGnX and
NG. In section 7 we take a look at several examples and applications, in particular we study the
Ku¨nneth-formula for uniform (Theorem 7.1) and maximal Roe algebras (Theorem 7.2). We also
provide the first examples of uniform Roe-algebras satisfying the Ku¨nneth formula for metric
spaces that do not embed coarsely into a Hilbert space (Theorem 7.3).
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Finally, in section 8 we use controlled K-theory methods to inductively extend further the class
of C∗-algebras we can verify the Ku¨nneth formula for.
2. Preliminaries on groupoids and G-algebras
Recall, that a groupoid is a set G together with a distinguished subset G(2) ⊆ G×G, called the
set of composable pairs, a product map G(2) → G denoted by (g, h) 7→ gh, and an inverse map
G→ G, written g 7→ g−1, such that:
(1) If (g1, g2), (g2, g3) ∈ G(2), then so are (g1g2, g3) and (g1, g2g3) and their products coincide,
meaning (g1g2)g3 = g1(g2g3);
(2) for all g ∈ G we have (g, g−1) ∈ G(2); and
(3) for any (g, h) ∈ G(2) we have g−1(gh) = h and (gh)h−1 = g.
Every groupoid comes with a subset
G(0) = {gg−1 | g ∈ G} = {g−1g | g ∈ G}
called the set of units of G, and two maps r, d : G→ G(0) given by r(g) = gg−1 and d(g) = g−1g
called range and domain maps respectively. A subgroupoid of G is a subset H ⊆ G which is
closed under the product and inversion meaning that gh ∈ H for all (g, h) ∈ G(2) ∩H ×H and
g−1 ∈ H for all g ∈ H.
When G is endowed with a locally compact Hausdorff topology under which the product and
inversion maps are continuous, G is called a locally compact groupoid. A bisection is a subset
S ⊆ G such that the restrictions of the range and domain maps to S are local homeomorphisms
onto open subsets of G. We will denote the set of all open bisections by Gop. A locally compact,
Hausdorff groupoid is called e´tale if there is a basis for the topology of G consisting of open
bisections. It follows that G(0) is open in G. Recall that it is also closed, since G is assumed to
be Hausdorff. A topological groupoid is called ample if it has a basis of compact open bisections.
We will write Ga for the subset of Gop consisting of all compact open bisections. If G is a locally
compact, Hausdorff and e´tale groupoid, then G is ample if and only if G(0) is totally disconnected
(see [Exe10, Proposition 4.1]).
For a subset D ⊆ G(0) write
GD := {g ∈ G | d(g) ∈ D}, GD := {g ∈ G | r(g) ∈ D}, and GDD := GD ∩GD.
If D = {u} consists of a single point u ∈ G(0) we will omit the braces in our notation and write
Gu := GD, G
u := GD and Guu := G
D
D.
Recall that if X is a locally compact Hausdorff space and A is a C∗-algebra, then we call A a
C0(X)− algebra if there exists a non-degenerate ∗-homomorphism
Φ : C0(X)→ Z(M(A)),
where Z(M(A)) denotes the center of the multiplier algebra of A. For every x ∈ X there is
a closed ideal Ix in A defined by Ix = C0(X \ {x})A and we call the quotient Ax := A/Ix
the fibre of A over x. We write a(x) for the image of a ∈ A in Ax under the quotient map.
Put A = ∐x∈X Ax. Then A can be equipped with a topology such that it becomes an upper-
semicontinuous C∗-bundle over X and moreover A ∼= Γ0(X,A), where Γ0(X,A) denotes the
continuous sections of this bundle which vanish at infinity. Throughout this work we will freely
alternate between the bundle picture and the picture as C0(X)-algebras. For convenience bundles
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will always be denoted by calligraphic letters. The reader unfamiliar with the theory is referred
to the expositions in [Wil07, Appendix C] and [Goe09, Section 3.1].
Recall that a ∗-homomorphism Φ : A → B between two C0(X)-algebras A and B is called
C0(X)-linear if Φ(fa) = fΦ(a) for all f ∈ C0(X) and all a ∈ A.
If Φ : A → B is a C0(X)-linear homomorphism, it induces ∗-homomorphisms Φx : Ax → Bx
on the level of the fibres given by Φx(a(x)) = Φ(a)(x). Conveniently, one can check several
properties of Φ on the level of the fibres and vice versa:
Lemma 2.1. [EE11, Lemma 2.1] Let Φ : A→ B be a C0(X)-linear homomorphism. Then Φ is
injective (resp. surjective, resp. bijective) if and only if Φx is injective (resp. surjective, resp.
bijective) for all x ∈ X.
We will also need the notion of a pullback: If A is a C0(X)-algebra and f : Y → X a continuous
map, we can define the pullback of A along f as follows: Let q : A → X denote the upper-
semicontinuous C∗-bundle over X associated to A. Then we can form the pullback bundle
f∗A = {((y, a) ∈ Y ×A | f(y) = q(a)}. The bundle f∗A is an upper-semicontinuous C∗-bundle
over Y whose fibres (f∗A)y are canonically isomorphic to Af(y). We let f∗A := Γ0(Y, f∗A)
denote the corresponding C0(Y )-algebra. Note, that we can canonically identify (f
∗A)y = Af(y).
It is an easy exercise to show that if A is a C0(X)-algebra and f : Y → X and g : Z → Y are
two continuous maps, then the algebras (f ◦ g)∗A and g∗(f∗A) are canonically isomorphic as
C0(Z)-algebras.
Pullbacks also behave nicely with respect to C0(X)-linear ∗-homomorphisms:
Lemma 2.2. Let A and B be two C0(X)-algebras and f : Y → X a continuous map. If
Φ : A→ B is a C0(X)-linear homomorphism, then the map
f∗Φ : f∗A→ f∗B
given by (f∗Φ)(ψ)(y) = Φf(y)(ψ(y)) is a C0(Y )-linear homomorphism. Moreover, the pullback
construction is functorial, meaning if Ψ : B → C is another C0(X)-linear ∗-homomorphism into
a C0(X)-algebra C then f
∗Ψ ◦ f∗Φ = f∗(Ψ ◦ Φ).
Recall that a groupoid dynamical system (A,G, α) consists of a locally compact Hausdorff
groupoid G, a C0(G
(0))-algebra A and a family (αg)g∈G of ∗-isomorphisms αg : Ad(g) → Ar(g)
such that αgh = αg ◦ αh for all (g, h) ∈ G(2) and such that g · a := αg(a) defines a continu-
ous action of G on the upper-semicontinuous bundle A associated to A. We will often omit
the action α in our notation and just say that A is a G-algebra. Since the topology on an
upper-semicontinuous C∗-bundle is notoriously difficult to handle we will rely on the following
alternate characterization in this paper:
Lemma 2.3. [MW08, Lemma 4.3] Let (A,G, α) be a groupoid dynamical system. Then the
mapping
f 7→ [g 7→ αg(f(g))]
defines a C0(G)-linear ∗-isomorphism d∗A→ r∗A, also denoted by α.
Conversely, if G is a groupoid, A a C0(G
(0))-algebra, and α : d∗A → r∗A is a C0(G)-linear
isomorphism then α induces an isomorphism αg : Ad(g) → Ar(g) for each g ∈ G. If the equation
αgh = αgαh holds for all (g, h) ∈ G(2), then (A,G, α) is a groupoid dynamical system.
Finally, let us briefly recall the definition of a groupoid crossed product following [KS02]. Let
G be an e´tale groupoid and (A,G, α) a groupoid dynamical system. Consider the complex
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vector space Γc(G, r
∗A). It carries a canonical ∗-algebra structure with respect to the following
operations:
(f1 ∗ f2)(g) =
∑
h∈Gr(g)
f1(h)αh(f2(h
−1g))
and
f∗(g) = αg(f(g−1)∗).
See for example [MW08, Proposition 4.4] for a proof of this fact. For u ∈ G(0) consider the
Hilbert Au-module `
2(Gu, Au). It is the completion of the space of finitely supported Au-valued
functions on Gu, with respect to the inner product
〈ξ, η〉 =
∑
h∈Gu
ξ(h)∗η(h).
We can then define a ∗-representation piu : Γc(G, r∗A)→ L(`2(Gu, Au)) by
piu(f)ξ(g) =
∑
h∈Gu
αg(f(g
−1h))ξ(h).
Using this family of representations, we can define a C∗-norm on the convolution algebra
Γc(G, r
∗A) by
‖f‖r := sup
u∈G(0)
‖piu(f)‖.
The reduced crossed product Aor G is defined to be the completion of Γc(G, r∗A) with respect
to ‖·‖r.
3. Inductive limits of G-algebras
In this section we will show that an inductive limit of G-algebras with G-equivariant connecting
morphisms is again a G-algebra in a canonical fashion. These results should be known to the
experts but since we could not find a suitable reference and in order to keep the exposition
self-contained we elaborate on the details. We start off by considering C0(X)-algebras: Let
(Ai, ϕi,j) be an inductive system of C
∗-algebras, where each Ai is a C0(X)-algebra, such that
the connecting homomorphisms ϕi are C0(X)-linear. If A = lim→ Ai, then A is a C0(X)-algebra
in a canonical way:
Let us start by recalling the construction of the limit algebra A: Consider the algebra
A˜ = {(ai)i ∈
∏
i∈I
Ai | ∃i0 : ai = ϕi,i0(ai0)∀i ≥ i0}.
Then A is the closure of the image of A˜ under the quotient map q :
∏
Ai →
∏
Ai/
⊕
Ai. Now if
f ∈ C0(X), then C0(X)-linearity of the ϕi,j implies, that A˜ is invariant under component-wise
multiplication with f . It also leaves the ideal
⊕
Ai invariant. Hence we get a well-defined linear
map q(A˜) → q(A˜) by f · q((ai)i) := q((f · ai)i). Using the equality ‖q((ai)i)‖ = lim‖ai‖ we
get ‖q((f · ai)i)‖ = lim‖f · ai‖ ≤ ‖f‖ lim‖ai‖ = ‖f‖‖q((ai)i)‖. Consequently, f · extends to a
bounded linear map A→ A, actually to an element in Z(M(A)), where the adjoint is given by
f ·. Thus, we have constructed a ∗-homomorphism Φ : C0(X)→ Z(M(A)).
Lemma 3.1. The ∗-homomorphism Φ from above is non-degenerate. Consequently, A is a
C0(X)-algebra such that the canonical maps ψi : Ai → A are C0(X)-linear.
Proof. Let a ∈ A and ε > 0 be given. By construction of the inductive limit ⋃i∈I ψi(Ai) is
dense in A, so there exists an i ∈ I and b ∈ Ai such that ‖ψi(b) − a‖ < ε2 . Since the structure
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homomorphism for Ai is non-degenerate we can also find f ∈ C0(X) and c ∈ Ai such that
‖b− fc‖ < ε2‖ψi‖ , and hence ‖ψi(b)− fψi(c)‖ < ε2 . Combining the above inequalities we obtain
‖fψi(c)− a‖ < ‖fψi(c)− ψi(b)‖+ ‖ψi(b)− a‖ < ε. 
We will now identify the fibres of the limit algebra:
Lemma 3.2. Let (Ai, ϕi,j) be an inductive system of C0(X)-algebras and A = limiAi. Then,
for every x ∈ X, ((Ai)x, (ϕi,j)x) is an inductive system of C∗-algebras and
lim
i
(Ai)x ∼= Ax.
Proof. It is immediate, that ((Ai)x, (ϕi,j)x) is indeed an inductive sequence of C
∗-algebras. Hence
we only need to identify the limit. Let pii,x : Ai → (Ai)x denote the quotient maps onto the
fibres and ψi,x : (Ai)x → lim
i
(Ai)x the canonical maps. By the universal property of the limit
we obtain a surjective ∗-homomorphism
pi : A→ lim
i
(Ai)x.
It remains to show that the kernel of pi coincides with the ideal Ix = C0(X \ {x})A of A. If
a = ψi(b) for some b ∈ Ai and f ∈ C0(X \ {x}), then pi(fa) = pi(fψi(b)) = pi(ψi(fb)) =
ψi,x(pii,x(fb)) = 0. By continuity we get Ix ⊆ ker(pi).
Suppose conversely that a ∈ ker(pi) and ε > 0 is given. First we can find i ∈ I and b ∈ Ai such
that ‖a − ψi(b)‖ < ε3 . Thus, ‖ψi,x(pii,x(b))‖ = ‖pi(ψi(b))‖ = ‖pi(ψi(b) − a)‖ ≤ ‖a − ψi(b)‖ < ε3 .
Upon replacing b and i by ϕj,i(b) for j ≥ i big enough we can actually assume that ‖pix,i(b)‖ < ε3 .
Then there exists some b′ ∈ Ai such that ‖b − b′‖ < ε3 and pii,x(b′) = 0. Hence there must be
b′′ ∈ Ai and ϕ ∈ C0(X \ {x}) such that ‖b′ − ϕb′′‖ < ε3 . Putting things together we obtain
‖a− ϕψi(b′′)‖ ≤ ‖a− ψi(b)‖+ ‖ψi(b)− ψi(b′)‖+ ‖ψi(b′)− ψi(ϕb′′)‖ < ε
and hence ker(pi) ⊆ Ix, which completes the proof. 
Next, we want to show that taking the limit of an inductive system commutes with pullbacks:
Let (Ai, ϕi,j) be an inductive system of C0(X)-algebras and f : Y → X a continuous map. Then
we get C0(Y )-linear ∗-homomorphisms f∗ϕi,j : f∗Aj → f∗Ai by the formula
(f∗ϕi,j)(ξ)(y) = (ϕi,j)f(y)(ξ(y)).
as in Lemma 2.2.
Proposition 3.3. Let (Ai, ϕi,j) be an inductive system of C0(X)-algebras and f : Y → X a
continuous map. Then (f∗Ai, f∗ϕi,j) is an inductive system of C0(Y )-algebras and f∗(limiAi)
is C0(Y )-linearly isomorphic to limi f
∗(Ai).
Proof. Let A = limiAi and ψi : Ai → A be the canonical ∗-homomorphisms. Then by Lemma
2.2 we obtain C0(Y )-linear ∗-homomorphisms f∗ψi : f∗Ai → f∗A such that f∗ψi ◦ f∗ϕi,j =
f∗(ψi ◦ ϕi,j) = f∗ψj . Using the universal property of the limit, we obtain a C0(Y )-linear ∗-
homomorphism
Ψ : lim
i
f∗Ai → f∗A.
To show that it is an isomorphism, it is enough to check that Ψy is an isomorphism for all y ∈ Y
by virtue of Lemma 2.1. But under the identifications
(lim
i
f∗Ai)y ∼= lim
i
(Ai)f(y) and (f
∗A)y ∼= Af(y)
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the map Ψy coincides with the isomorphism
lim
i
(Ai)f(y) → Af(y)
from the previous Lemma. 
Suppose now that (Ai, ϕi,j) is an inductive system of G-algebras, such that all the connecting
homomorphisms are G-equivariant. We have already seen in Lemma 3.1, that A = limiAi
is a C0(G
(0))-algebra in a canonical way, such that all the homomorphisms ψi : Ai → A are
C0(G
(0))-linear. The following Proposition shows how we can use the G-actions at each stage of
the sequence to obtain a G-action on the limit.
Proposition 3.4. Let (Ai, ϕi,j) be an inductive system of G-algebras, such that ϕi,j is G-
equivariant for all i, j ∈ I with i ≥ j. Let A := limiAi and ψi : Ai → A be the canonical maps.
Then there exists a canonical G-action on A, such that ψi is G-equivariant for all i ∈ I.
Proof. For each i ∈ I let αi : d∗Ai → r∗Ai denote the C0(G)-linear isomorphism implementing
the action of G on Ai. Since ϕi,j is G-equivariant for all i, j ∈ I with i ≥ j we have commutative
diagrams
d∗Aj r∗Aj
d∗Ai r∗Ai
αj
αi
d∗ϕi,j r∗ϕi,j
By the universal property, we obtain a C0(G)-linear ∗-isomorphism between the respective limits.
Combining this with Proposition 3.3 we obtain a C0(G)-linear ∗-isomorphism
α : d∗A→ r∗A.
As each αi is compatible with the multiplication in G, so is the limit homomorphism α. 
4. Going-Down Functors
We would like to use the Going-Down principle as developed in [Bo¨18]. Although [Bo¨18, The-
orem 7.10] can be applied directly in many situations, oftentimes it is not directly a map on
Ktop∗ (G;A) one is interested in, but a map on a construction involving this group, which still
shares the same basic functorial properties. Moreover, the map in question must not necessarily
be given by taking the Kasparov product. A closer inspection of the proof of [Bo¨18, Theo-
rem 7.10] reveals, that we only used the naturality of the Kasparov product. Hence, following
[CEOO04] we can use the language of category theory to obtain a more general result. To begin
with, given a second countable ample groupoid G, we denote by C(G) the category of separable
commutative proper G-algebras, i.e. algebras of the form C0(X), where X is a second countable
locally compact proper G-space. Also let S(G) be the set containing G and all of its compact
open subgroupoids.
Definition 4.1. Let G be an ample groupoid. A Going-Down functor for G is a collection
of Z-graded functors F = (FnH)H∈S(G), where FnH is a covariant additive functor from the
category of second countable, proper, locally compact G-spaces (with morphisms being the
proper, continuous G-maps) to the category of abelian groups, such that the following axioms
are satisfied:
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(1) Cohomology axioms: For every H ∈ S(G)
(a) the functor FnH is homotopy invariant;
(b) the functor FnH is half-exact, i.e. for every short exact sequence
0 −→ I −→ A −→ A/I −→ 0
in C(H), the sequence
FnH(A/I) −→ FnH(A) −→ FnH
is exact in the middle; and
(c) Suspension axiom: For each n ∈ Z there is a natural equivalence between Fn+1H
and the functor A 7→ FnH(A ⊗ C0(R)), where H acts trivially on the second tensor
factor.
(2) Induction axiom: For every compact open subgroupoid H of G, there are natural equiv-
alences IGH(n) between the functors FnH and FnG ◦ IndGH , compatible with suspension,
where IndGH : C(H) → C(G), A 7→ Ind
G|H(0)
H A denotes induction from H-algebras to
G-algebras (see [Bo¨18, Section 3] for a detailed discussion of induction for groupoids).
Recall, that for an ample groupoid G a proper G-space Z is called a universal proper G-space,
if it has the following property: If X is a proper G-space, then there exists a continuous G-
equivariant map X → Z which is unique up to G-equivariant homotopy. Combining [Tu99a,
Proposition 11.4] and [Tu99b, Proposition 6.13, Lemma 6.14] one obtains that every second
countable ample groupoid G admits a universal proper G-space. We will denote it by E(G),
keeping in mind that it is only defined up to G-equivariant homotopy-equivalence. If F is a
Going-Down functor for G, we define
Fn(G) := lim
X⊆E(G)
FnG(C0(X)),
where X runs through the G-compact subsets of E(G).
Our main examples of Going-Down functors arise from the topological K-theory of ample
groupoids:
Example 4.2. Let G be a second countable ample groupoid and A be a fixed G-algebra. Define
F∗H(C0(X)) := KKH∗ (C0(X), A|H) for H ∈ S(G) and C0(X) ∈ C(H), where KKH denotes Le
Gall’s groupoid equivariant KK-theory (see [LG94]). Then F is a Z/2Z-graded Going-Down
functor:
(1) Cohomology axioms:
(a) Homotopy invariance is clear, since groupoid equivariant KK-theory is invariant
with respect to equivariant homotopies in the first variable.
(b) Half-exactness follows from [Tu99b, Proposition 7.2 and Lemma 7.7].
(c) The suspension axiom is clear from the definition of the higher equivariant KK-
groups.
(2) The natural equivalence required in the induction axiom is provided by the compression
homomorphism defined prior to [Bo¨18, Theorem 6.2] or rather its inverse, the inflation
map (see also [Del17, Lemma 5.2.6]). From the definition of the compression homomor-
phism it is easy to see, that it indeed provides a natural transformation with respect to
equivariant ∗-homomorphisms.
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The following lemma can be proved using standard homotopy techniques (see for example [Bla98,
§21.4])
Lemma 4.3. Let F be a Going-Down functor. For every short exact sequence
0 −→ I −→ A −→ A/I −→ 0
in C(H) there are natural maps ∂n : FnH(I)→ Fn+1H (A/I) providing a long exact sequence
· · · −→ FnH(A/I) −→ FnH(A) −→ FnH(I) ∂n−→ Fn+1H (A/I) −→ · · ·
Definition 4.4. Let F and G be Going-Down functors for the ample groupoid G. A Going-
Down transformation is a collection Λ = (ΛnH)H∈S(G) of natural transformations between FnH
and GnH compatible with suspension, such that IGH(n) ◦ ΛnH = ΛnG ◦ IGH(n).
Example 4.5. Let G be a second countable ample groupoid and A and B be separable G-
algebras. Let F be the Going-Down functor defined by F∗H(C0(X)) = KKH∗ (C0(X), A|H) and
let G be the Going-Down functor defined by G∗H(C0(X)) = KKH∗ (C0(X), B|H) as in Example
4.2. Suppose that x ∈ KKG(A,B). Then we can define a Going-Down transformation Λ from
F to G by letting Λ∗H(C0(X)) be the map
F∗H(C0(X)) = KKH∗ (C0(X), A|H) ·⊗x→ KKH∗ (C0(X), B|H) = G∗H(C0(X)).
By associativity of the Kasparov product, Λ∗H is a natural transformation, which is clearly
compatible with suspension. Compatibility with IGH follows from [Bo¨18, Lemma 6.7].
Using the naturality, a Going-Down transformation Λ between two Going-Down functors F and
G induces morphisms Λn(G) : Fn(G)→ Gn(G) in the limit.
Theorem 4.6. Let F and G be two Going-Down functors for an ample groupoid G and let Λ be
a Going-Down transformation between F and G. Suppose that ΛnH(C(H(0))) : FnH(C(H(0))) →
GnH(C(H(0))) is an isomorphism for all compact open subgroupoids H of G. Then Λn(G) :
Fn(G)→ Gn(G) is an isomorphism.
Proof. The proof is essentially the same as that of [Bo¨18, Theorem 7.10], replacing the group
KKH∗ (C0(X), A|H) by F∗H(C0(X)) and KKH∗ (C0(X), B|H) by G∗H(C0(X)), and the map · ⊗
resGH(x) by Λ
∗
H . For convenience of the reader we recall the main steps in the proof: By defi-
nition of Λn(G) we have to show that ΛnG(C0(X)) is an isomorphism for all G-compact proper
G-spaces X ⊆ E(G). This is done by reducing to more and more special spaces X. For our
exposition we reverse the order and start with the most special situation:
Suppose that X = GU , where U ⊆ X is a compact open subset of X such that the anchor map
p : X → G(0) restricts to a homeomorphism from U onto the (compact) open set p(U) ⊆ G(0).
Then it is easy to see that H = {g ∈ G | gU ∩ U 6= ∅} is a compact open subgroupoid of
G and there is a canonical G-equivariant homeomorphism G ×H U ∼= X. Using the fact that
IndGH(C0(U)) = C0(G ×H U) and that the natural equivalence IGH(n) is compatible with Λ in
the sense that IGH(n) ◦ΛnH = ΛnG ◦ IGH(n), we conclude that ΛnG(C0(X)) is an isomorphism in this
case.
Next, consider the case, where every point x ∈ X admits a compact open neighbourhood U such
that the anchor map p : X → G(0) restricts to a homeomorphism from U onto the (compact)
open set p(U) ⊆ G(0). Using G-compactness of X we can write X = ⋃ni=1GUi, where each Ui is
a compact open set with the property above. Then we can inductively apply the Mayer-Vietoris
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sequences for F and G respectively and compare them via Λ. Since two out of three arrows in the
resulting diagram are isomorphisms by the first step above, an application of the Five-Lemma
completes the proof in this case.
Next, one realizes that X as in the second step above is an instance of a zero-dimensional G-
simplicial complex in the sense of [Bo¨18, Definition 7.5]. Hence we can proceed by induction on
the dimension n of a (typed) G-simplicial complex, to show the claim for all finite dimensional
G-simplicial complexes. Let X be a (typed) G-simplicial complex of dimension n > 0, Y be
its (n − 1)-skeleton, and U = X \ Y the union of all open n-simplices. Then we get an exact
sequence of G-algebras
0 −→ C0(U) −→ C0(X) −→ C0(Y ) −→ 0.
Applying the corresponding long exact sequences for F and G from Lemma 4.3 and comparing
them with Λ, our claim will follow from the Five-Lemma, once we show that ΛnG(C0(U)) is
an isomorphism. But U is equivariantly homeomorphic to X ′ × Rn, where X ′ denotes the
barycenters of n-dimensional simplices. Thus, we have FmG (C0(U)) ∼= Fm+nG (C0(X ′)). Since Λ
is compatible with suspensions, it is enough to show that ΛmG (C0(X
′)) is an isomorphism for all
m ∈ Z. But X ′ is a G-compact, proper G-space such that every point x ∈ X ′ admits a compact
open neighbourhood U such that the anchor map p : X ′ → G(0) restricts to a homeomorphism
from U onto the (compact) open set p(U) ⊆ G(0). Hence we reduced everything to the second
step above.
Finally, it follows from [Bo¨18, Lemma 7.7] and [Tu12, Proposition 3.2] that every G-compact
proper G-space admits a G-equivariant continuous map into a finite dimensional G-simplicial
complex. Together with the universal property of E(G) and a zig-zag-type argument it follows
that ΛmG (C0(X)) is an isomorphism for arbitrary G-compact proper subspaces X ⊆ E(G). 
5. Continuity of Topological K-theory
In this section we will show, that the topological K-theory of an ample groupoid is continuous
with respect to the coefficient algebra. Recall, that an e´tale groupoid is called exact, if for every
G-equivariant exact sequence
0→ I → A→ B → 0
of G-algebras, the corresponding sequence
0→ I or G→ Aor G→ B or G→ 0
of reduced crossed products is exact. The following is an analogue of [CEN03, Lemma 2.5] for
e´tale groupoids:
Lemma 5.1. Let G be an e´tale groupoid and (An, ϕn)n an inductive sequence of G-algebras with
limit A = limnAn. Then (An or G,ϕn oG)n is an inductive sequence of C∗-algebras. Suppose
additionally, that either one of the following conditions hold:
(1) All the connecting maps ϕn are injective.
(2) The groupoid G is exact.
Then Aor G = limnAn or G with respect to the connecting homomorphisms ϕn oG.
Proof. It is clear that (AnorG,ϕnoG) is an inductive sequence of C∗-algebras. For the second
statement we follow the argument in [CEN03, Lemma 2.5]: In the case of (1) we may regard
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each An or G as a subalgebra of A or G and hence also the inductive limit
⋃
n∈NAn or G is
contained in Aor G. Let us check that
⋃
n∈N Γc(G, r
∗An) ⊆
⋃
n∈NAn or G is dense in Aor G.
First, consider elements of the form f ⊗ a ∈ Γc(G, r∗A) for f ∈ Cc(G) and a ∈ A. Let ε > 0
be given. Then, by (1) we can find n ∈ N and b ∈ An such that ‖a− b‖ < ε‖f‖ . It follows, that
f⊗b ∈ Γc(G, r∗An) with ‖f⊗a−f⊗b‖ ≤ ‖f‖‖a−b‖ < ε. Since finite sums of elements of the form
f ⊗ a are dense in Γc(G, r∗A) in the inductive limit topology, it follows that
⋃
n∈N Γc(G, r
∗An)
is dense in Γc(G, r
∗A) with respect to the inductive limit topology and hence also with respect
to the reduced norm topology.
If (2) holds we make use of the following general fact: If (Bn, ψn) is an inductive sequence of C
∗-
algebras, then so is (Bn/ker(ψn), ψ˜n), where ψ˜n are the maps induced by ψn on the quotients.
Then it is easy to check, that all the maps ψ˜n are injective and the limit limnBn/ker(ψn)
coincides with the limit limnBn of the original system. Returning to the proof in the case of
condition (2), let In = ker(ϕn). By the above remark we have A = limnAn/In and since the
connecting maps are all injective we get AorG = limn(An/In)orG by (1). Using the exactness
of G now, we see that In or G is precisely the kernel of the map ϕn or G : An or G→ Aor G,
hence (An/In) or G = An or G/In or G and another application of the above mentioned fact
together with the identity In or G = ker(ϕn or G) yields
Aor G = lim
n
An/In or G = lim
n
An or G/In or G = lim
n
An or G.

Theorem 5.2. Let G be an ample groupoid and (An, ϕn)n an inductive sequence of G-algebras.
If we let A = limAn, then the maps ψn,∗ : K
top
∗ (G;An) → Ktop∗ (G;A) induced by the canonical
maps ψn : An → A, give rise to an isomorphism
lim
n→∞K
top
∗ (G;An) ∼= Ktop∗ (G;A).
Proof. Let ψ∗ : limn→∞K
top
∗ (G;An) → Ktop∗ (G;A) be the homomorphism induced by the mor-
phisms ψn : An → A. Our aim is to show that ψ∗ is an isomorphism. For every proper G-space
X let
ψ∗X : limn→∞KK
G
∗ (C0(X), An)→ KKG∗ (C0(X), A)
be the morphism induced by ψn at the level of X. Now the structure maps for taking the limit
over X are given by left Kasparov products, whereas the structure maps for taking the limit
over the An is given by right Kasparov products. Since the Kasparov product is associative, the
limits can be permuted and we get
lim
n→∞K
top
∗ (G;An) ∼= lim
X
(
lim
n
KKG∗ (C0(X), An)
)
.
The map ψ∗ can then be computed via the maps ψ∗X by
lim
X
(
lim
n
KKG∗ (C0(X), An)
)
→ lim
X
KKG∗ (C0(X), A).
We define a contravariant functor
F∗H(C0(X)) := limn KK
H
∗ (C0(X), An|H).
Then F is a Going-Down functor. Let G denote the Going-Down functor C0(X) 7→ KKH∗ (C0(X), A|H)
from Example 4.2. Then the maps ψX define a Going-Down transformation Ψ : F → G, such
GOING-DOWN FUNCTORS AND THE KU¨NNETH-FORMULA 12
that Ψ∗(G) = ψ∗. By Theorem 4.6 it is hence enough to prove, that
lim
n
KKH∗ (C(H
(0)), An|H)→ KKH∗ (C(H(0)), A|H)
is an isomorphism for all compact open subgroupoids H in G. For every n ∈ N we have a
commutative diagram
KKH∗ (C(H(0)), An|H) KK
H
∗ (C(H(0)), A|H)
K∗(An|H oH) K∗(A|H oH)
(ψn)∗
µ
(ψn oH)∗
µn
,
where µ and µn are the isomorphisms coming from the groupoid version of the Green-Julg
theorem (see [Tu99b, Proposition 6.25]). By commutativity of the above diagrams it is hence
enough to prove, that for every compact open subgroupoid H ⊆ G the maps (ψn oH)∗ induce
an isomorphism
lim
n
K∗(An|H oH)→ K∗(A|H oH).
Using the continuity of K-theory, the result follows from Lemma 5.1, since every compact
groupoid is exact. 
As an immediate consequence, we get the following.
Corollary 5.3. Let G be an ample groupoid and (An, ϕn)n an inductive sequence of G-algebras
with A = limn→∞An. Suppose G satisfies the Baum-Connes conjecture with coefficients in An
for all n ∈ N. Assume further, that G is exact, or that all the connecting homomorphisms ϕn
are injective. Then G satisfies the Baum-Connes conjecture with coefficients in A.
6. A Mixed Ku¨nneth Formula
In this section we study the K-theory of tensor products by crossed products with ample
groupoids in analogy with the results from [CEOO04]. The main tool is a mixed Ku¨nneth
formula involving the topological K-theory of the groupoid in question. Under the assumption
that G satisfies the Baum-Connes conjecture with coefficients, one can relate this mixed Ku¨nneth
formula to the usual Ku¨nneth formula for the crossed product. Let us recall the usual Ku¨nneth
formula: We say that a C∗-algebra A satisfies the Ku¨nneth formula if for all C∗-algebras B,
there is a canonical short exact sequence
0 −→ K∗(A)⊗K∗(B) α−→ K∗(A⊗B) β−→ Tor(K∗(A),K∗(B)) −→ 0.
The map α : K∗(A) ⊗ K∗(B) → K∗(A ⊗ B) in the above sequence can be obtained using the
Kasparov product as the composition
KK∗(C, A)⊗KK∗(C, B) KK∗(C, A)⊗KK∗(A,A⊗B)
KK∗(C, A⊗B)
id⊗ σA
⊗A
α
where σA : KK∗(C, B) → KK∗(A,A ⊗ B) is Kasparov’s external tensor product in KK-theory.
We will also write αA,B instead of α when it is important to remember which C
∗-algebras A and
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B we are considering. The following result is shown in [CEOO04, Proposition 4.2] (extending
earlier results by [Sch82]):
Proposition 6.1. Let A be a separable C∗-algebra. Then A satisfies the Ku¨nneth formula if
and only if α : K∗(A)⊗K∗(B)→ K∗(A⊗B) is an isomorphism for all separable C∗-algebras B
with K∗(B) free abelian.
The authors in [CEOO04] define the class N to be the class of all separable C∗-algebras A such
that α : K∗(A) ⊗ K∗(B) → K∗(A ⊗ B) is an isomorphism for all separable C∗-algebras B with
K∗(B) free abelian. It turns out that the class N is quite large and enjoys many nice permanence
properties:
(1) The class N contains the bootstrap class B (see [Bla98, Definition 22.3.4]).
(2) If A ∈ N and B is KK-dominated by A (see [Bla98, Definition 23.10.6]), then B ∈ N .
(3) If 0 → I → A → A/I → 0 is a semi-split short exact sequence of C∗-algebras such that
two of them are in N , then so is the third.
(4) If A,B ∈ N , then A⊗B ∈ N .
(5) If A = limiAi is an inductive limit such that each Ai ∈ N and, such that all the structure
maps are injective, then A ∈ N .
Our first goal is to replace K∗(A) by the topological K-theory of a groupoid G with coefficients
in a suitable separable G-algebra A and define an equivariant version of the map α. Before we
can get into it, we need some preliminary observations on minimal tensor products of C0(X)-
algebras:
Recall, that for arbitrary C∗-algebras A and B, their minimal tensor product A⊗ B sits as an
essential ideal inside M(A) ⊗M(B), and hence, using the universal property of the multiplier
algebra, there exists a unique embedding ι : M(A)⊗M(B) ↪→M(A⊗B), satisfying ι(m⊗n)(a⊗
b) = ma ⊗ nb and (a ⊗ b)ι(m ⊗ n) = am ⊗ bn. In particular, we have ι(ZM(A) ⊗ ZM(B)) ⊆
ZM(A⊗B). In what follows we will suppress ι in our notation and view ZM(A)⊗ ZM(B) as
a subalgebra of ZM(A⊗B):
Proposition 6.2. [McC15, Proposition 3.4] Let A be a C0(X)-algebra with structure map ΦX
and B a C0(Y )-algebra with structure map ΦY . Then A⊗B is a C0(X×Y )-algebra with respect
to the map ΦX ⊗ ΦY . Moreover, the fibre over (x, y) ∈ X × Y is
(A⊗B)(x,y) = (A⊗B)/Ix ⊗B +A⊗ Jy,
where Ix and Jy are the ideals corresponding to the fibres Ax and By respectively.
In many situations the fibres are much nicer to describe:
Proposition 6.3. Let A be a C0(X)-algebra, and B be a C0(Y )-algebra. If either A or B is
separable and exact, then
(A⊗B)(x,y) = Ax ⊗By.
Proof. This is a direct consequence of [Bla06, IV.3.4.22, Proposition IV.3.4.23]. 
Now let A and B be C0(X)-algebras over the same space X, and let ∆ : X → X × X be the
diagonal inclusion. Then we define the minimal balanced tensor product A⊗X B of A and B by
∆∗(A⊗B). Thus, A⊗XB is a C0(X)-algebra by construction. Note, that A⊗XB is canonically
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isomorphic to the quotient of A ⊗ B by the ideal C0(X ×X \∆(X))A⊗B. It follows from
Proposition 6.3 above, that if either A or B is separable and exact, then for all x ∈ X we have
(A⊗X B)x = Ax ⊗Bx.
With this description of the fibres it is not so hard to see the following:
Lemma 6.4. Let A and B be C0(X)-algebras and f : Y → X a continuous map. If either A or
B is separable and exact, we have f∗(A⊗X B) ∼= f∗A⊗Y f∗B.
Proof. Consider the map f × f : Y × Y → X × X. We will first show, that f∗A ⊗ f∗B is
canonically isomorphic to (f × f)∗(A⊗B) as a C0(Y × Y )-algebra. Consider the map
Φ : f∗A⊗ f∗B → (f × f)∗(A⊗B),
which on an elementary tensor ϕ⊗ ψ ∈ f∗A⊗ f∗B is defined by
Φ(ϕ⊗ ψ)(y, y′) = ϕ(y)⊗ ψ(y′) ∈ Af(y) ⊗Bf(y′) = (f × f)∗(A⊗B)(y,y′).
Note, that we use the assumption that either A or B is separable and exact here, to identify the
fibres in the last equality. Since
‖Φ(ϕ⊗ ψ)‖ = sup
(y,y′)
‖ϕ(y)⊗ ψ(y′)‖
= sup
(y,y′)
‖ϕ(y)‖‖ψ(y′)‖
≤ ‖ϕ‖‖ψ‖
= ‖ϕ⊗ ψ‖,
the map Φ extends to a bounded C0(Y × Y )-linear ∗-homomorphism, which clearly induces
an isomorphism on each fibre. Hence Φ is an isomorphism as desired. Observe, that we have
∆X ◦ f = (f × f) ◦∆Y , where ∆X and ∆Y denote the diagonal inclusions respectively. Hence
we have
f∗(A⊗X B) = (∆X ◦ f)∗(A⊗B) = ((f × f) ◦∆Y )∗(A⊗B)
= ∆∗Y ((f × f)∗(A⊗B))
∼= ∆∗Y (f∗A⊗ f∗B)
= f∗A⊗Y f∗B.

Suppose now, that G is a locally compact Hausdorff groupoid with a Haar system. Suppose
further, that (A,G, α) and (B,G, β) are groupoid dynamical systems. With the above lemma
at hand, it is now easy to define a diagonal action. Suppose that either A or B is separable and
exact. Then we define the diagonal action of G on A⊗G(0) B via the composition
d∗(A⊗G(0) B) ∼= d∗A⊗G d∗B
α⊗β−→ r∗A⊗G r∗B ∼= r∗(A⊗G(0) B).
Note, that if (A,G, α) is a groupoid dynamical system and B is any C∗-algebra, such that either
A or B is separable and exact, then (A ⊗ B,G, α ⊗ id) is a groupoid dynamical system. The
reduced crossed product is compatible with the minimal balanced tensor product in the following
way:
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Proposition 6.5. [LaL15, Theorem 6.1] There is a natural isomorphism
Ψ : (A⊗B)oα⊗id,r G→ (Aoα,r G)⊗B.
Before we can proceed, we also need the following:
Proposition 6.6. Let A,B and D be separable G-algebras, such that D is exact. Then there is
a homomorphism
σD : KK
G(A,B)→ KKG(A⊗G(0) D,B ⊗G(0) D),
given by associating to an element (E,Φ, T ) ∈ EG(A,B) the triple (E⊗AA⊗G(0)D,Φ⊗id, T⊗id).
Let us now return to the Ku¨nneth formula. Fix a second countable locally compact Hausdorff
groupoid G. For ease of notation let us denote its unit space by X. Let A be a separable exact
G-algebra and B any C∗-algebra. We wish to define a map
αG : K
top
∗ (G;A)⊗K∗(B)→ Ktop∗ (G;A⊗B).
Consider the trivial group denoted by 1. Then the canonical groupoid homomorphism G → 1
induces a homomorphism
KK∗(C, B)→ KKG∗ (C0(X), C0(X,B)).
Let ε denote the composition:
K∗(B) KK∗(C, B) KKG∗ (C0(X), C0(X,B))
KKG∗ (A⊗X C0(X), A⊗X C0(X,B))
∼=
σA
ε
Under the canonical identifications of G-algebras A⊗X C0(X) ∼= A and A⊗X C0(X,B) ∼= A⊗B
we will view ε as a map
ε : K∗(B)→ KKG∗ (A,A⊗B).
Now for any proper and G-compact G-space Y ⊆ E(G) we define a map αY as the composition
KKG∗ (C0(Y ), A)⊗K∗(B) KKG∗ (C0(Y ), A)⊗KKG∗ (A,A⊗B)
KKG∗ (C0(Y ), A⊗B)
id⊗ ε
⊗A
αY
Passing to the limit, the maps αY induce the desired map
αG : K
top
∗ (G;A)⊗K∗(B)→ Ktop∗ (G;A⊗B).
Definition 6.7. We denote by NG the class of all separable exact G-algebras A such that αG
is an isomorphism for all B with K∗(B) free abelian.
We will now show, that for a G-algebra A to be in NG also corresponds to satisfying a G-
equivariant version of the Ku¨nneth formula:
Proposition 6.8. Let A be a separable and exact G-algebra. Then A ∈ NG if and only if for
every C∗-algebra B, there exists a canonical homomorphism
βG : K
top
∗ (G;A⊗B)→ Tor(Ktop∗ (G;A),K∗(B))
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such that the sequence
0→ Ktop∗ (G;A)⊗K∗(B) αG→ Ktop∗ (G;A⊗B) βG→ Tor(Ktop∗ (G;A),K∗(B))→ 0
is exact.
Proof. Let S denote the category of all separable C∗-algebras with ∗-homomorphisms as mor-
phisms, and let Ab denote the category of abelian groups. Consider the functor F∗ : S → Ab,
given by F∗(B) = K
top
∗ (G;A⊗B) and F∗(Φ) = (id⊗Φ)∗ for a ∗-homomorphism Φ : B1 → B2. We
will show that F∗ is a Ku¨nneth functor in the sense of [CEOO04, Definition 3.1], provided that
A ∈ NG. It is clear, that F∗ is stable and homotopy invariant, since the topological K-theory has
these properties. To see (K2), combine [CEOO04, Lemma 4.1] with [Tu99a, Proposition 5.6].
Item (K3) again follows from the corresponding property of topological K-theory and (K4) is
precisely what it means for A to be in the class NG. Hence an application of [CEOO04, Theo-
rem 3.3] completes the proof. 
The class NG enjoys many stability properties similar to those of N :
Lemma 6.9. Let G be a second countable, locally compact Hausdorff groupoid. Then the fol-
lowing hold:
(1) If A ∈ NG and B is a separable exact C∗-algebra, which is KKG-dominated by A (i.e.
there exist x ∈ KKG(A,B) and y ∈ KKG(B,A) such that y ⊗ x = 1B ∈ KKG(B,B)),
then B ∈ NG.
(2) If 0 → I → A → A/I → 0 is a semi-split short exact sequence of G-algebras such that
two of them are in NG, then so is the third.
(3) If A ∈ NG and B ∈ N , then A ⊗ B ∈ NG, where A ⊗ B is equipped with the action
α⊗ id.
(4) If (An, ϕn)n is an inductive sequence of G-algebras with injective and G-equivariant
connecting maps, such that An ∈ NG for all n ∈ N, then A ∈ NG.
Proof. For the proof of (1) let D be any C∗-algebra with K∗(D) free abelian and consider the
following commutative diagram:
Ktop∗ (G;B)⊗K∗(D) Ktop∗ (G;A)⊗K∗(D) Ktop∗ (G;B)⊗K∗(D)
Ktop∗ (G;B ⊗D) Ktop∗ (G;A⊗D) Ktop∗ (G;B ⊗D)
(· ⊗ y)⊗ id (· ⊗ x)⊗ id
⊗σD(y) ⊗σD(x)
αG αG αG
By assumption, the composition of the horizontal arrows are the identity maps in each row and
the middle vertical map is an isomorphism. An easy diagram chase then shows, that the left
(and right) vertical arrows must be isomorphisms as well.
For the proof of (2), we first note that exactness passes to ideals (see [Bla06, Theorem IV.3.4.3]),
quotients by [Bla06, Corollary IV.3.4.19] and semi-split extensions (see [Bla06, Theorem IV.3.4.20])
by deep results of Kirchberg and Wassermann. By [CEOO04, Lemma 4.1] the sequence 0 →
I ⊗ B → A ⊗ B → A/I ⊗ B → 0 is a semi-split short exact sequence as well, and hence (2)
follows from an easy application of the Five Lemma.
For (3) let us first observe, that if A and B are separable and exact C∗-algebras, then so is their
minimal tensor product A ⊗ B by associativity of the minimal tensor product. Now suppose
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that A ∈ NG and B ∈ N . Let D be any C∗-algebra with K∗(D) free abelian. As in the proof of
[CEOO04, Lemma 4.4(iii)] we can use this fact to make the canonical identification
Tor(Ktop∗ (G;A),K∗(B)⊗K∗(D)) ∼= Tor(Ktop∗ (G;A),K∗(B))⊗K∗(D).
Now consider the following commutative diagram:
0 0
Ktop∗ (G;A)⊗K∗(B)⊗K∗(D) Ktop∗ (G;A)⊗K∗(B ⊗D)
Ktop∗ (G;A⊗B)⊗K∗(D) Ktop∗ (G;A⊗B ⊗D)
Tor(Ktop∗ (G;A),K∗(B)⊗K∗(D)) Tor(Ktop∗ (G;A),K∗(B ⊗D))
0 0
id⊗ α
αG
Tor(id, α)
Under the identification of the Tor groups mentioned above, the first column is the equivariant
Ku¨nneth sequence for (A,B) tensored with K∗(D). Thus, using our assumption, that A ∈ NG,
it is exact by Proposition 6.8. Similarly, the second column is the equivariant Ku¨nneth sequence
for (A,B ⊗ D), and hence exact, too. Finally, the top and bottom arrows are isomorphisms,
since B was assumed to be in N . By the Five Lemma, the middle vertical map αG must be an
isomorphism as well.
Finally, for item (4) note, that separability clearly passes to sequential inductive limits and exact-
ness passes to inductive limits with injective connecting maps (see [Bla06, Proposition IV.3.4.4]).
Hence the result follows from Theorem 5.2. 
Using the Baum-Connes assembly map we can relate the map αG to the map α for the crossed
product as follows:
Proposition 6.10. Let A be a separable exact G-algebra and B be any C∗-algebra. Then the
diagram
Ktop∗ (G;A)⊗K∗(B) K∗(Aor G)⊗K∗(B)
Ktop∗ (G;A⊗B) K∗((A⊗B)or G)
µA ⊗ id
µA⊗B
αG α
commutes. In particular, if µA⊗B is an isomorphism for all C∗-algebras B, then A ∈ NG if and
only if Aor G ∈ N .
Proof. First, note that for all x ∈ K∗(B) we have jG(ε(x)) = σAorG(x), where jG : KKG(A,A⊗
B) → KK(A or G, (A ⊗ B) or G) is the descent map (see [LG94, Proposition 7.2.1]). Using
this, we can easily check commutativity of the above diagram on the level of each G-compact
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subspace Y ⊆ E(G) as follows: For y ∈ KKG∗ (C0(Y ), A) and x ∈ K∗(B) we compute
µY,A⊗B(αY (y ⊗ x)) = [pY ]⊗C0(Y )orG jG(αY (y ⊗ x))
= [pY ]⊗C0(Y )orG jG(y ⊗A ε(x))
= [pY ]⊗C0(Y )orG (jG(y)⊗AorG σAorG(x))
= µY,A(y)⊗ σAorG(x)
= α(µY,A(y)⊗ x).
The second statement then follows directly from the commutativity of the diagram. 
We are now ready for the main result of this section, and this is the place where our techniques
require us to restrict ourselves to ample groupoids.
Theorem 6.11. Let G be a second countable ample groupoid and A a separable and exact G-
algebra. Suppose that A|K oK ∈ N for all compact open subgroupoids K ⊆ G. Then A ∈ NG.
Proof. Let B be a fixed C∗-algebra with K∗(B) free abelian. For each H ∈ S(G) define con-
travariant functors FH : C(H)→ Ab and GH : C(H)→ Ab by
FH(C0(Y )) := KKH∗ (C0(Y ), A)⊗K∗(B),
GH(C0(Y )) := KKH∗ (C0(Y ), A⊗B).
Both (FH)H∈S(G) and (GH)H∈S(G) define Going-Down functors in the sense of Definition 4.1.
Moreover, for each H ∈ S(G) and every proper H-space Y the maps αY determine natural
transformations ΛH : FH → GH , which form a Going-Down transformation Λ. Our assumptions
then translate to the fact that ΛK : FK(C(K(0))) → GK(C(K(0))) is an isomorphism for every
compact open subgroupoid K of G. Hence, by Theorem 4.6 the result follows. 
The following corollary gives many examples, when the hypothesis of Theorem 6.11 are satisfied
and thus provides many examples of G-algebras in class NG.
Corollary 6.12. Let G be a second countable ample groupoid and A be a separable exact G-
algebra, such that Au is type I for all u ∈ G(0). Then A ∈ NG.
Proof. It follows from [Tu99a, Proposition 10.3], that A|K o K is a type I C∗-algebra for all
compact subgroupoids K ⊆ G, and hence it is contained in the bootstrap class B ⊆ N . The
result then follows from Theorem 6.11. 
Let us now point out the connections between the mixed Ku¨nneth formula and the Baum-Connes
conjecture and state our main results concerning the Ku¨nneth formula for crossed products:
Proposition 6.13. Let G be a second countable, locally compact Hausdorff groupoid with Haar
system and A ∈ NG. Consider the following properties:
(1) G satisfies the Baum-Connes conjecture with coefficients in A⊗B for all separable C∗-
algebras B (with respect to the trivial action on the second factor).
(2) Aor G ∈ N .
Then (1) implies (2) and the converse holds, provided that G satisfies the Baum-Connes conjec-
ture with coefficients in A.
Proof. Consider the commutative diagram
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0 0
Ktop∗ (G;A)⊗K∗(B) K∗(Aor G)⊗K∗(B)
Ktop∗ (G;A⊗B) K∗((Aor G)⊗B)
Tor(Ktop∗ (G;A),K∗(B)) Tor(K∗(Aor G),K∗(B))
0 0
µA ⊗ id
µA⊗B
Tor(µA, id)
αG α
βG β
Since A ∈ NG the left column is exact by Proposition 6.8. Now in the situation of (1), all
the horizontal arrows are isomorphisms. Consequently, the right column is also exact, which
establishes (2). If conversely AorG ∈ N and moreover G satisfies the Baum-Connes conjecture
with coefficients in A, then both columns in the above diagram are exact by Proposition 6.8
and [CEOO04, Proposition 4.2] respectively. Moreover, the top and bottom horizontal maps are
isomorphisms and an application of the Five Lemma completes the proof.

Combining Theorem 6.11 and the preceding proposition we have the following corollary.
Corollary 6.14. Let G be a second countable ample groupoid and A a separable exact G-algebra.
Suppose the following hold:
(1) A|K oK ∈ N for all compact open subgroupoids K ⊆ G.
(2) G satisfies the Baum-Connes conjecture with coefficients in A⊗B for all separable C∗-
algebras B (with respect to the trivial action on the second factor).
Then Aor G ∈ N .
In particular we have C∗r (G) ∈ N , provided that G satisfies the Baum-Connes conjecture with
coefficients in C0(G
(0), B) for all separable C∗-algebras B (equipped with the trivial action).
Using the above results we can also treat the case of twisted groupoid C∗-algebras. Recall that
a twist Σ over G is a central groupoid extension
G(0) × T i−→ Σ j−→ G,
by which we mean:
(1) The map i is a homeomorphism onto j−1(G(0)) ⊆ Σ,
(2) the map j is a continuous and open surjection, and
(3) the extension is central meaning that i(r(σ), z)σ = σi(d(σ), z) for all σ ∈ Σ and z ∈ T.
Given such a twist Σ over G one can define a twisted version of the reduced C∗-algebra of G,
denoted by C∗r (G; Σ) (see [MW92] for the details of this construction).
Corollary 6.15. Let G be a second countable ample groupoid and Σ a twist over G. If G
satisfies the Baum-Connes conjecture with coefficients, then C∗r (G; Σ) ∈ N .
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Proof. It was shown in [vEW14, Proposition 5.1] that there exists a Hilbert C0(G
(0))-module H
and an action of G on K(H) such that C∗r (G; Σ) ∼Mor K(H)or G. Since each fibre K(H)u is
canonically identified with the usual compact operators K(Hu) on the Hilbert space Hu, which
is a type I algebra, we have K(H) ∈ NG by Corollary 6.12 and hence K(H) or G ∈ N by
Proposition 6.13. Since the class N is stable under Morita-equivalence, the result follows. 
Finally, we would like to enlarge the class of groupoids that our results can cover beyond the
ample case. To this end we study the behaviour of the class NG as G varies.
Let X be a G-H-equivalence. Le Gall showed in [LG94, LG99] how to construct from an H-
algebra A a G-algebra X∗A and a natural isomorphism X∗ : KKH(A,B) → KKG(X∗A,X∗B).
We also need the following facts:
Lemma 6.16. Let X be a G-H-equivalence. Then A 7→ X∗A is an equivalence of the categories
of H-algebras and G-algebras (with equivariant ∗-homomorphisms as morphisms respectively).
Moreover, X∗ preserves short exact sequences.
Proof. The first assertion is implicitly contained in Le Gall’s work [LG99] (see also [Par09,
Corollarly 4.17] for a more general statement). The fact that X∗ preserves short exact sequences
now follows in an abstract categorical fashion: Given a short exact sequence of H-algebras
0→ I i→ A q→ A/I → 0
we can apply X∗ to obtain a sequence
0→ X∗I X∗i→ X∗A X
∗q→ X∗(A/I)→ 0.
In the category of G-algebras, monomorphisms correspond to injective equivariant ∗-homo-
morphisms and epimorphisms correspond to surjective equivariant ∗-homomorphisms. Since an
equivalence of categories preserves monomorphisms and epimorphisms X∗i is injective and X∗q
is surjective. The functoriality of X∗ also implies that the image of X∗i is contained in ker(X∗q).
Let Y denote the inverse of X and let J := Y ∗(ker(X∗q)). Then, since ker(X∗q) ⊆ X∗A we
can apply Y ∗ to obtain an embedding j : J ↪→ A. Similarly, we get a canonical embedding
f : I ↪→ J by applying Y ∗ to the inclusion im(X∗i) ⊆ ker(X∗q). This leads to a commutative
diagram
0 I A A/I 0
0 J A A/I 0
i
j
q
q
idA idA/If
Hence f must be an isomorphism, which implies our claim. 
Proposition 6.17. Let G and H be second countable locally compact Hausdorff groupoids.
Suppose that X is a G-H-equivalence. Then A ∈ NH if and only if X∗A ∈ NG.
Proof. Let A be a separable exact H-algebra. Then X∗A is a separable G-algebra. It is an
easy exercise to verify that we have a natural identification X∗(A ⊗ B) ∼= X∗(A) ⊗ B for any
C∗-algebra B (equipped with the trivial action). It follows from this fact combined with the
previous Lemma, that X∗A is an exact C∗-algebra again. Now let B be a separable C∗-algebra
with K∗(B) free abelian. To complete the proof, we only need to realize that the following
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diagram commutes due to the compatibility of the map X∗ with the Kasparov product (see
[LG94, Theore`me 6.2.2]).
Ktop∗ (H;A)⊗K∗(B) Ktop∗ (H;A⊗B)
Ktop∗ (G;X∗A)⊗K∗(B) Ktop∗ (G;X∗A⊗B)
αH
αG
X∗ ⊗ id X∗

Proposition 6.18. Let G be a second countable e´tale groupoid. Suppose G acts on a (second
countable) locally compact Hausdorff space X. Let A be a separable exact GnX-algebra. Then
A ∈ NGnX if and only if A ∈ NG.
Proof. Let A be a separable exact GnX-algebra and B be a separable C∗-algebra with K∗(B)
free abelian. Then we have a commutative diagram
Ktop∗ (GnX;A)⊗K∗(B) Ktop∗ (GnX;A⊗B)
Ktop∗ (G;A)⊗K∗(B) Ktop∗ (G;A⊗B)
αGnX
αG
FA ⊗ id FA⊗B
where the vertical maps are given by the forgetful maps. Since G is e´tale we know from [Tu12,
Theorem 3.8] that the forgetful maps are isomorphisms. Hence the result follows. 
We will now combine these two cases to get a useful and checkable criterion. Recall, that a
continuous groupoid homomorphism ρ : G→ H is called faithful, if the map g 7→ (r(g), ρ(g), s(g))
is injective, and locally proper, if the restriction of ρ to the reduction G|K is proper for every
compact subset K ⊆ G(0).
Proposition 6.19. Let G be a second countable, locally compact Hausdorff groupoid. Suppose
G admits a faithful, locally proper homomorphism ρ : G → H into a second countable e´tale
groupoid H. Then there exists an H-space Y and a H n Y -G equivalence X. Moreover, if A is
a separable exact G-algebra, then A ∈ NG if and only if X∗A ∈ NH .
Proof. The first part was proved in [AD16] (see also [KS02, Theorem 1.8] for the case that H is
a group). The remaining part follows from combining Propositions 6.17 and 6.18. 
So in particular if ρ : G→ H is a faithful, locally proper homomorphism into an ample groupoid
H, one can combine the preceding Proposition with Theorem 6.11 to obtain a criterion to
determine whether a given G-algebra A is in NG, even if G is not ample. The following special
case of Proposition 6.19 is worth mentioning:
Corollary 6.20. If H ⊆ G is a closed subgroupoid, then A ∈ NH if and only if IndGH(0)H A ∈ NG.
Proof. The inclusion map H → G is faithful and locally proper. Finally, GH(0) implements
the equivalence between G n GH(0)/H and H, and (GH(0))∗(A) = Ind
G
H(0)
H A (see [Bo¨18, Re-
mark 3.18]), so the result follows from the previous proposition. 
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7. Applications
A natural question is to find examples of C∗-algebras for which Corollary 6.14 ensures the
Ku¨nneth formula, without this being a consequence of previous known results [RS87, CEOO04,
OOY19]. The first class of examples we give are actually also consequences of a combination
of previous results, but they are obtained here in a straightforward way using the Going-Down
principle for groupoids. The authors thought they were interesting in themselves, and allow to
illustrate the power of our results (or at least to compare it to other methods). Genuine new
applications will be provided by uniform Roe algebras of spaces which admit a coarse embedding
into a Hilbert space, and the uniform maximal Roe algebra of spaces which admit a fibred coarse
embedding. This has, to our knowledge, not appeared in the literature before, and is an easy
application of results.
7.1. Some examples. Let Γ an infinite hyperbolic property (T) group, and Ω a second count-
able locally compact Hausdorff space equipped with an action of Γ by homeomorphisms. Then
the action groupoid ΓnΩ is e´tale. By Lafforgue’s work in [Laf12], Γ satisfies the Baum-Connes
conjecture with coefficients, so [CEOO03, Corollary 0.2] ensures that so does Γ n Ω. Let A be
a separable exact ΓnΩ-algebra. By Proposition 6.18 we have A ∈ NΓnΩ if and only if A ∈ NΓ.
Hence an application of Theorem 6.11 together with Proposition 6.13 ensures the following:
Application 1. If Γ is an infinite hyperbolic property (T) group, Ω a second countable Γ-space,
and A is a separable exact Γ n Ω-algebra such that A or F satisfies the Ku¨nneth formula for
every finite subgroup F of Γ, then Aor (Γn Ω) satisfies the Ku¨nneth formula.
This result is not new and is a consequence of [CEOO04] applied to Γ once we realize that
Aor (Γn Ω) ∼= Aor Γ.
Recall the following construction from [HLS02]. Let Γ be a finitely generated residually finite
group, and N = {Ni}i a decreasing family of nested finite index normal subgroups, i.e. Ni+1 <
Ni, [Γ, Ni] < ∞ and
⋂
Ni = {eΓ}. Following [Wil15], we define the HLS groupoid (after
Higson, Lafforgue, and Skandalis) associated to (Γ,N ) as the bundle of groups over the one
point compactification N = N ∪ {∞} as follows:
• if n ∈ N, Γn = Γ/Nn,
• Γ∞ = Γ,
• each fibre over N is endowed with the discrete topology, and a neighbourhood basis of
(∞, g) is given by
VN = {(n, gn) : n ≥ N, pin(gn) = g}.
This defines an ample groupoid GN (Γ), and the exact sequence
0→ ⊕C[Γn]→ Cc(GN (Γ))→ C[Γ]→ 0
induces the following exact sequence of C∗-algebras
0→ ⊕C[Γn]→ C∗r (GN (Γ))→ C∗N (Γ)→ 0,
where C∗N (Γ) is the completion of C[Γ] w.r.t. to the norm
||x||N = sup
N∈N
||λN (x)|| ,∀x ∈ C[Γ]
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induced by the quasi-regular representations λN : C
∗
max(Γ)→ L(l2(Γ/N)).
Now this exact sequence intertwines the Baum-Connes assembly maps, and the Baum-Connes
conjecture for GN (Γ) is equivalent to µΓ,N being an isomorphism.
Application 2.
• If Γ = F2 and
Nn =
⋂
ker(φ)
for φ running across all group homomorphisms from Γ to a finite group of cardinality at
most n, then C∗N (Γ) ∼= C∗max(Γ) (see [Wil15, Lemma 2.8]). Since GN (F2) is an ample
groupoid satisfying the Baum-Connes conjecture we get that C∗r (GN (F2)) satisfies the
Ku¨nneth formula by Corollary 6.14. It is still a result that one can get using the fact that
F2 being a-T-menable, it is K-amenable. Hence C∗max(F2) and C∗r (F2) are KK-equivalent
and in the class N , so that C∗r (GN (F2)) also is by extension stability of N . A remark
of R. Willett is worth mentioning: F2 being the fundamental group of the wedge of two
circles, it is KK-equivalent to C(S1 ∨ S1).
• One can artificially try to get rid of bootstrapiness by spatially tensoring this exact
sequence by C∗r (Λ) for an infinite hyperbolic property (T) group Λ. Since hyperbolic
groups are exact we get the extension
0→ ⊕C[Γn]⊗min C∗r (Λ)→ C∗r (GN (Γ)× Λ)→ C∗N (Γ)⊗min C∗r (Λ)→ 0.
Our methods apply to the groupoid GN (Γ)× Λ, and imply that its reduced C∗-algebra
satisfies the Ku¨nneth formula. But then again, one can deduce this from a previous
result, namely the restriction principle for groups. Indeed, apply it to Λ acting trivially
on C∗r (GN (Γ)).
7.2. Uniform and maximal Roe algebras. Let X be a discrete metric space with bounded
geometry, which means that for every given R > 0, there is a uniform bound on the cardinality
on R-balls in X, i.e.
sup
x∈X
|B(x,R)| <∞ ∀R > 0.
Motivated by index theory in the setting of non-compact Riemanian manifolds, J. Roe introduced
a C∗-algebra C∗(X), now called the Roe algebra of X. It comes in different versions, which are
all completions of the ∗-algebra of locally compact finite propagation operators, of which we
now recall the definition. If H is an auxiliary separable Hilbert space and R > 0, define
CR[X] = {T ∈ B(l2(X)⊗H) s.t. Txy ∈ K(H) and Txy = 0 if d(x, y) > R}
as a closed subspace of B(l2(X)⊗H). Then
C[X] = ∪R>0CR[X]
is a ∗-algebra, and
• if H = C, the completion of C[X] inside B(l2(X)) is called the uniform Roe algebra
C∗u(X) of X,
• if H = l2(N), the completion of C[X] inside B(l2(X) ⊗ H) is called the Roe algebra
C∗(X) of X,
• the enveloping C∗-algebra of C[X] is called the maximal Roe algebra C∗max(X) of X.
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In [STY02], G. Skandalis, J.-L. Tu and G. Yu define a locally compact Hausdorff ample groupoid
G(X), called the coarse groupoid of X, such that the convolution algebra Cc(G(X)) is ∗-
isomorphic to C[X], and
• C∗r (G(X)) ∼= C∗u(X),
• l∞X = l∞(X,K(H)) is a G(X)-algebra and C∗(X) ∼= l∞X or G(X),
• C∗max(G(X)) ∼= C∗max(X).
An interesting feature of the coarse groupoid is that its dynamical properties reflect the coarse
properties of X. Indeed,
• X has property A iff G(X) is amenable iff G(X) is inner exact (see [STY02, Theorem 5.3]
and [BL18, Theorem 3.20]),
• X coarsely embeds into a Hilbert space iff G(X) is a-T-menable [STY02, Theorem 5.4],
• X admits a fibred coarse embedding into a Hilbert space iff G(X)|∂βX is a-T-menable
(see [FS14]). Here, ∂βX is the complement of X in βX, hence is a closed G(X)-invariant
subset of βX.
Fibred coarse embeddings were introduced by Chen, Wang and Yu in [CWY13]. Admitting a
fibred coarse embedding is weaker than admitting a coarse embedding: For instance any box
space of an a-T-menable group admits a fibred coarse embedding, hence one gets examples of
expanders which admit fibred coarse embeddings.
We want to study, when the different Roe-type algebras defined above satisfy the Ku¨nneth
formula. First we focus on the uniform Roe-algebra. Suppose X is a bounded geometry metric
space, which admits a coarse embedding into a Hilbert space. One would wish to apply the
results of the present work directly, but the problem is that G(X) is not second countable, so
that the C∗-algebras above are not separable. However, by [STY02, Theorem 5.4] there exists
a second countable a-T-menable groupoid G′ such that G(X) = G′ n βX. Moreover, we may
write βX as an inverse limit lim←− Yi, such that:
• Each Yi is a metrizable quotient of βX.
• The action of G′ on βX factors through an action of G′ on Yi, making the quotient map
G′-equivariant.
• For each i ≤ j the canonical map Yj → Yi is G′-equivariant and surjective.
Consequently, the coarse groupoid G(X) can be written as a projective limit of second countable
ample groupoids.
Theorem 7.1. Let X be a discrete metric space with bounded geometry, which admits a coarse
embedding into a Hilbert space. Then C∗u(X) satisfies the Ku¨nneth formula.
Proof. With the notations above, we get an inductive system (C(Yi))i of separable G
′-algebras
with injective and G′-equivariant connecting homomorphisms. Hence (C(Yi) or G′)i is an in-
ductive system with injective connecting maps as well and we can apply (an inductive system
version of) Lemma 5.1 to obtain
C∗u(X) = C
∗
r (G(X)) = C(βX)or G′ = lim−→ C(Yi)or G
′.
Now G′ is a second countable ample groupoid and satisfies the Baum-Connes conjecture for
all coefficients by [Tu99a]. If K ⊆ G′ is a compact open subgroupoid, then C(Yi)|K o K =
C∗r (K n (Yi)|K) is the C∗-algebra of a compact groupoid, and hence contained in the class N .
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By Corollary 6.14 it follows that C(Yi) or G′ satisfies the Ku¨nneth formula for all i, i.e. for
every C∗-algebra B we obtain canonical short exact sequences
0→ K∗(C(Yi)or G′)⊗K∗(B)→ K∗((C(Yi)or G′)⊗B)→ Tor(K∗(C(Yi)or G′),K∗(B))→ 0.
Since the connecting maps of the directed system (C(Yi)orG′)i are all injective by construction,
we can apply [Bla06, II.9.6.6] to get
lim−→(C(Yi)or G
′)⊗B = C∗u(X)⊗B.
As the (algebraic) tensor product functor and the Tor functor commute with inductive limits,
and K-theory is continuous, we obtain a short exact sequence
0→ K∗(C∗u(X))⊗K∗(B)→ K∗(C∗u(X)⊗B)→ Tor(K∗(C∗u(X)),K∗(B))→ 0,
in the limit, as desired. 
We can also blend Application 1 and the preceding result: If Γ is a discrete group, then it has
only one coarse class of left invariant metric, and we denote by |Γ| the associated coarse metric
space. It is shown in [STY02] that the coarse groupoid is an action groupoid, more precisely
G(|Γ|) ∼= β|Γ|o Γ.
This groupoid is ample and satisfies the Baum-Connes conjecture with coefficients, provided
that Γ embeds coarsely into a Hilbert space (for example if Γ is exact).
Application 3. Let Γ be a countable hyperbolic group. Then Γ satisfies the Baum-Connes
conjecture with coefficients [Laf12] and by [CEOO03] so does the transformation groupoid ΓnX
whenever Γ acts on a second countable locally compact Hausdorff space X. Now using the same
trick as in the proof of Theorem 7.1, we can write the uniform Roe algebra of |Γ| as a direct
limit
C∗u(Γ) = lim
i
C∗r (Yi o Γ),
where each Yi is a second countable compact Hausdorff Γ-space. Each C
∗
r (Yi o Γ) satisfies the
Ku¨nneth formula by Corollary 6.14 and since the Ku¨nneth formula passes to inductive limits,
so does C∗u(Γ).
More generally, let A be a separable G(|Γ|)-C∗-algebra. Then A is also a Γ-algebra in a canonical
way such that Aor G(|Γ|) ∼= Aor Γ. Hence, if Aor F satisfies the Ku¨nneth formula for every
finite subgroup F of Γ, so does A or Γ by an application of Corollary 6.12 to Γ. We remark,
that A does not need to be exact here, since in contrast to arbitrary groupoids, for actions of
groups there is no trouble in defining diagonal actions on minimal tensor products (and this is
the only place where exactness is used in the main results).
Theorem 7.2. Let X be a discrete metric space with bounded geometry, which admits a fibred
coarse embedding into a Hilbert space. Then C∗max(X) satisfies the Ku¨nneth formula.
Proof. The closed saturated subset ∂βX gives rise to the following exact sequence of C∗-algebras
0→ C∗max(X ×X)→ C∗max(G(X))→ C∗max(G(X)|∂βX)→ 0.
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The groupoid X ×X being proper, the C∗-algebra on the left side is of type I and satisfies the
Ku¨nneth formula. By the above,
G(X)|∂βX = ∂βX oG′ = lim←−Xi ∩G
′,
where Xi is the image of ∂βX under the G(X)-equivariant quotient map βX → Yi.
By hypothesis, X admits a fibred embedding into a Hilbert space, and hence G(X)|∂βX is a-
T-menable. The same argument as in the previous result ensures that C∗r (G(X)|∂βX) satisfies
the Ku¨nneth formula. But a-T-menable groupoids have K-amenable C∗-algebras by [Tu99a]. It
follows that C∗max(G(X)|∂βX) satisfies the Ku¨nneth formula. The Ku¨nneth formula is stable by
extension, which concludes the proof. 
Application 4. To end this subsection on Coarse Geometry, we give an example of a coarse
space X that does not embed into a Hilbert space but such that C∗u(X) satisfies the Ku¨nneth
formula. Indeed, in [AT18], G. Arzhantseva and R. Tesssera provide an example of a finitely
generated group Γ which is not coarsely embeddable into a Hilbert space but is a split extension
of groups that do.
More precisely, the group is built as Γ = Z/2Z oG (H × F ) where:
• G is the special Gromov monster group, a finitely generated group which contains an
expander graph isometrically in its Cayley graph (whence does not admit a coarse em-
bedding into a Hilbert space);
• H is the special Haagerup monster, a finitely generated group with Haagerup’s property
but is not coarsely amenable (Yu’s property A);
• F is a finitely generated free group;
• G is a H × F -set via a surjective morphism H × F  G.
The restricted wreath product is defined as the semidirect product of the finitely supported
functions G→ Z/2Z by the action of H × F by translation, so that Z/2Z oG (H × F ) is a split
extension of Z/2Z oG F by H, both of which are coarsely embeddable into a Hilbert space .
Theorem 7.3. Let N be a discrete group which is coarsely embeddable into a Hilbert space, let
H be a discrete group with Haagerup’s property and G = N oH be a semi-direct product. Then
the uniform Roe algebra C∗u(G) satisfies the Ku¨nneth formula. In particular, there exists a group
that does not coarsely embed into a Hilbert space such that its uniform Roe algebra satisfies the
Ku¨nneth formula.
Proof. By classical properties of semi-direct products (see [Wil07, Proposition 3.11]),
C∗u(G) ∼= (l∞(G)or N)or H.
The first projection N oH → N induces a proper surjective N -equivariant map
β(N oH)  βN,
inducing a proper surjective groupoid morphism
β(N oH)oN  βN oN.
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Now, by a construction similar to the proof of Theorem 7.1, the ample groupoid
β(N oH)oN,
where the action of N on H is trivial, is an inductive limit of a-T-menable second-countable
ample groupoids, so that its reduced C∗-algebra A = l∞(N × H) or N satisfies the Ku¨nneth
formula. Now if H has Haagerup’s property, it satisfies the Baum-Connes conjecture with
coefficients so that we can apply the Going-Down principle. Indeed, one has to show that
A|K or K satisfies the Ku¨nneth formula for every finite subgroup K of H. In that case,
A|K or K ∼= (l∞(N ×H)or N)oK.
K being a finite group, the action map (β(N oH)oN)oK → β(N oH)oN is proper. Any
proper negative type function on βN o N can then be pulled back to (β(N o H) o N) o K,
which is thus a-T-menable and Aor H ∼= C∗u(G) satisfies the Ku¨nneth formula.
Taking the example of [AT18] quoted above, we get an example of a group which does not
coarsely embed, such that its uniform Roe algebra satisfies the Ku¨nneth formula.

8. Stability result
We will end this paper with an extension of the main result. Indeed, the class of second count-
able ample groupoids can be used as a starting point of an inductively defined class of groupoids
whose C∗-algebras satisfy the Ku¨nneth formula. The definition of this class is directly inspired
from that for the class of groups with finite decomposition complexity [GTY12].
Next we state a strengthening of Corollary 6.14, which is proved in the second author’s the-
sis [Del17]. It says that the Ku¨nneth morphism αAorG,B comes from a controlled morphism
αˆAorG,B, which is a quantitative isomorphism.
Theorem 8.1 (Theorem 5.2.13 [Del17]). Let G be a (σ-compact) second countable ample groupoid
and A a separable and exact G-algebra. Suppose that
• G satisfies the Baum-Connes conjecture with coefficients in A ⊗ B for every separable
trivial G-algebra B,
• for every compact open subgroupoid K of G, A|K or K ∈ N .
Then Aor G satisfies the quantitative Ku¨nneth formula.
Quantitative K-theory was developed by H. Oyono-Oyono and G. Yu in [OOY15], and its appli-
cation to the Ku¨nneth formula in [OOY19]. The main topic of the first author’s thesis [Del17]
was a generalization of operator quantitative K-theory, called controlled K-theory, which allows
to state that crossed products AorG are C∗-algebras which are filtered by the set of symmetric
compact subsets K ⊆ G. One can then study the controlled K-theory group Kˆ∗(Aor G), which
approximates K∗(Aor G) in a precise sense. We refer the reader to [Del17] or [Del18] for more
details. The proof of the quantitative Ku¨nneth formula is essentially the same as the classical
one. One just has to use the controlled version of every morphism involved, and has to keep
track of the propagation at every step. The quantitative Ku¨nneth formula essentially means
that the morphism αAorG,B is induced by a controlled morphism αˆAorG,B. In particular, the
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quantitative version is stronger, and implies the classical one.
In [OOY19], H. Oyono-Oyono and G. Yu introduced the class Cfand of finite asymptotic nuclear
dimensional C∗-algebras, and show [OOY19, Proposition 5.6] that every member of this class
satisfies the Ku¨nneth formula. To define this class, we first need to recall what is a filtered
C∗-algebra, and a controlled Mayer-Vietoris pair.
Definition 8.2. A coarse structure is a poset E equipped with an abelian semi group structure
such that, for any two elements E,E′ ∈ E , there exists an element F ∈ E such that E ≤ F
and E′ ≤ F . A C∗-algebra A is said to be E-filtered if there exists a family {AE}E∈E of closed
self-adjoint subspaces of A such that:
• AE ⊆ AE′ if E ≤ E′,
• AE .AE′ ⊆ AEE′ ,
• ∪E∈EAE is dense in A.
If A is unital, we impose that 1 ∈ AE for every E ∈ E .
Examples of filtered C∗-algebras include Roe algebras associated to proper metric spaces with
bounded geometry, crossed-products of C∗-algebras by action by automorphisms of e´tale groupoids
or discrete quantum groups. See [Del17, Chapter 3] or [Del18] for details. Any sub-C∗-algebra
B of A is considered filtered by the family {B ∩AE}E∈E . If A and A′ are E-filtered, then A∩A′
is considered filtered by the family {AE ∩ A′E}E∈E . If A is E-filtered and B is any C∗-algebra,
A⊗B denotes the spatial tensor product, and is considered filtered by {AE ⊗B}E∈E .
To a E-filtered C∗-algebra A, one can associate its controlled K-theory groups Kˆ∗(A) which is a
family of groups
{Kε,E∗ (A)}ε∈(0, 1
4
),E∈E
satisfying nice compatibility conditions and approximating the K-theory groups K∗(A). A con-
trolled morphism φˆ = {φε,E} is a family of morphisms
φε,E : K
ε,E
∗ (A)→ Kαε,hε.E∗ (B) ∀ε ∈ (0,
1
4α
), E ∈ E
where α ≤ 1 is a fixed constant, and h is a nondecreasing function. The point is that the way
the propagation, i.e. the parameters, are distorted, is uniform across the family. The family
must satisfy compatibility conditions we do not recall here in order to keep a reasonable length
for the article (and the details of controlled K-theory are not essential for the proof). Forgetting
the propagation, any controlled morphism φˆ induces a morphism in K-theory
φ : K∗(A)→ K∗(B).
One of the interests of controlled K-theory lies in its computability. For instance, Mayer-Vietoris
type exact sequences occur even if the filtered C∗-algebra is simple. More precisely, in [OOY19]
is developed a notion of controlled Mayer-Vietoris pair, which we now recall. See [Del17] for
this version of the definition.
Definition 8.3. Let A be a E-filtered C∗-algebra, c ≥ 1 and F ∈ E . An F -controlled nuclear
Mayer-Vietoris pair with coercivity c is a quadruple (V0, V1, A
(0), A(1)) such that, for any C∗-
algebra B:
• the Vi’s are closed subspaces of AF ,
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• A(i) is a C∗-algebra containing
Vi +AF ′Vi + ViAF ′ +AF ′ViAF ′
with F ′ = F 5,
• for every E ≤ F , every x ∈Mn((A⊗B)E) can be written as a sum
x = x0 + x1
where xi ∈Mn(Vi ∩ (A⊗B)E) and ‖xi‖ ≤ c‖x‖,
• for every ε > 0, E ∈ E and every pair of ε-close elements x ∈ A(0)E and y ∈ A(1)E , i.e.
‖x− y‖ < ε,
there exists z ∈Mn((A(0)E ∩A(1)E )⊗B) such that
‖x− z‖ < cε and ‖y − z‖ < cε.
If A and B are two families of E-filtered C∗-algebras, we say that A 2-decomposes over B if there
exists a constant c ≥ 1 such that, for every A ∈ A, and every E ∈ E , there exists a controlled
Mayer-Vietoris pair (V0, V1, A
(0), A(1)) with coercivity c with A(0), A(1) and A(0)∩A(1) belonging
to B.
If in possession of a controlled Mayer-Vietoris pair (V0, V1, A
(0), A(1)) for a filtered C∗-algebra
A, [OOY19, Theorem 3.10] allows to compute its controlled K-theory in terms of the controlled
K-theory of the sub-C∗-algebras Ai. See [OOY19, Del17, Del18] for precise definitions about
controlled morphisms and controlled exact sequences.
Theorem 8.4. For every E-filtered C∗-algebra A, E ∈ E and every E-controlled Mayer-Vietoris
pair (V0, V1, A
(0), A(1)), there exists a controlled sequence
Kˆ∗(A(0) ∩A(1)) Kˆ∗(A(0))⊕ Kˆ∗(A(1)) Kˆ∗(A)
Kˆ∗(A) Kˆ∗(A(0))⊕ Kˆ∗(A(1)) Kˆ∗(A(0) ∩A(1))
which is controlled-exact up to order E.
This result allows H. Oyono-Oyono and G. Yu to prove a permanence result [OOY19, Theo-
rem 4.12].
Theorem 8.5. Let A be a E-filtered C∗-algebra. If for every E ∈ E there exists a E-controlled
nuclear Mayer-Vietoris pair (V0, V1, A
(0), A(1)) such that A(0), A(1) and A(0) ∩ A(1) satisfy the
quantitative Ku¨nneth formula then A satisfies the quantitative Ku¨nneth formula.
Let E be a coarse structure. A E-filtered C∗-algebra A is said to be locally bootstrap if, for every
E ∈ E , there exists F ∈ E and a sub-C∗-algebra A(F ) of A, which is in the bootstrap class B
and satisfies
AE ⊆ A(F ) ⊆ AF .
Notice the following property: a locally bootstrap C∗-algebra is automatically in the bootstrap
class. It is indeed an inductive limit of C∗-algebras in the bootstrap class. Denote by C(0)fand the
class of locally bootstrap C∗-algebras. Then, a C∗-algebra A belongs to the class C(n+1)fand if it is
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2-decomposable over C
(n)
fand.
The asymptotic nuclear dimension of A is the smallest n such that A belongs to C
(n)
fand, and we
denote by Cfand the class of C
∗-algebras with finite asymptotic nuclear dimension,
Cfand = ∪n≥0C(n)fand.
The two previous results combine in the main result of [OOY19].
Theorem 8.6. Let A be a filtered C∗-algebra with finite asymptotic nuclear dimension. Then
A satisfies the Ku¨nneth formula.
As an application, H. Oyono-Oyono and G. Yu prove that the uniform Roe algebra of a coarse
space with finite asymptotic dimension satisfies the Ku¨nneth formula. We have already gener-
alized this result in section 7, but using their ideas we can push even further, as we will see at
the end of this section.
One crucial example of controlled Mayer Vietoris pair is given by any decomposition of the base
space of an e´tale groupoid with compact base space. Let G be such a groupoid and U0 and U1
two open subsets in G(0) such that
G(0) = U0 ∪ U1.
Recall ([Del17, Chapter 3],[Del18]) that the set E of symmetric compact subsets of G is a coarse
structure with respect to which C∗r (G) is filtered by the family of subspaces
CE(G) = {f ∈ Cc(G) s.t. supp(f) ⊆ E}
indexed by E ∈ E .
For any open subset U ⊆ G, define UE to be the partial orbit of U by E, i.e. s(int(E)U ), and
G
(E)
U to be the groupoid generated by G|U ∩ E. Then UE is an open subset of G(0) and G(E)U is
an open subgroupoid of G.
Given the decomposition G(0) = U0 ∩ U1, set Fi to be the closed subspace C0(GU i) ∩ CE(G),
and Ai to be C
∗
r (G
(E)
U iE
), then
( F0 , F1 , A0 , A1 )
is a E-controlled nuclear Mayer-Vietoris pair for C∗r (G).
Suppose now that a groupoid can be decomposed in such a way at every order into subgroupoids
whose reduced C∗-algebra satisfies the Ku¨nneth formula. The previous permanence result shows
that the reduced C∗-algebra still satisfies the Ku¨nneth formula.
Proposition 8.7. Let G be an e´tale groupoid such that, for every symmetric compact subset
E ⊆ G, there exists a decomposition
G(0) = U0 ∪ U1
such that C∗r (G
(E)
U0E
), C∗r (G
(E)
U1E
) and C∗r (G
(E)
U0E
)∩C∗r (G(E)U1E ) satisfy the quantitative Ku¨nneth formula,
then so does C∗r (G).
This leads us to introduce the following notion.
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Definition 8.8. Let G andH be two families of e´tale open subgroupoids of a fixed e´tale groupoid
W .
We say that G is d-decomposable over H if, for every groupoid G in G, every symmetric compact
subset E ⊆ G, there exists a covering of E(0) = s(E) = r(E) by d+ 1 open subsets
E(0) = U0 ∪ ... ∪ Ud
such that the groupoids generated by G|Ui ∩ E all belong to the class H.
Let C be a family of open subgroupoids of G. The coarse family generated by C is the minimal
family of subgroupoids of G containing C which is stable by 2-decomposition.
The reason why we are keeping some flexibility on the number d is due to the connection of this
notion of decomposition to the dynamical asymptotic dimension of an e´tale groupoid introduced
in [GWY17] by E. Guentner, R.Willett and G. Yu. Unravelling the definition, one gets that the
dynamical asymptotic dimension of G is less than d iff {G} d-decomposes over the class of its
relatively compact open subgroupoids. We will however only use the decomposition with d = 2
in this paper. In that case, we can relate spaces of finite decomposition complexity with coarse
groupoids being in the coarse family generated by relatively compact e´tale groupoids. FDC was
introduced in [GTY12], and studied in detail in [GTY13]. We define here a relative version of
FDC for groupoids, starting with any initial class of subgroupoids. A similar notion was defined
in [GWY18] for group actions: an action of a countable discrete group Γ on a compact Hausdorff
space X is said to have finite dynamical complexity if the action groupoid X o Γ belongs to the
class coarsely generated by its relatively compact open subgroupoids in our sense.
Proposition 8.9. Let X be a countable discrete metric space with bounded geometry and G(X)
its coarse groupoid. Then G(X) belongs to the class coarsely generated by its relatively compact
open subgroupoids iff X has finite decomposition complexity in the sense of [GTY12].
Let Y be a countable family of metric spaces. For R > 0, an R-decomposition of a metric space
X over Y is a decomposition
X = X0 ∪X1
where each metric subspace Xi is an R-disjoint union of subspaces Xij ∈ Y. Denote by G(Y)
the family of ample groupoids {G(Y )}Y ∈Y . The proposition is a direct corollary of the following
lemma.
Lemma 8.10. X admits an R-decomposition over Y iff {G(X)} 2-decomposes over G(Y).
Proof. Let X = X0 ∪ X1 be an R-decomposition over a metric family Y. Let Ui = Xi be the
closure in the Stone-Cˇech compactification βX. The source and range maps r, s : G(X) ⇒ βX
are continuous and open so that
G(X)Ui = r
−1(Ui) ∩ s−1(Ui) = r−1(Xi) ∩ s−1(Xi) = Xi ×Xi.
This entails G(X)Ui ∩∆R = (Xi ×Xi) ∩∆R =
∐
j Xij ×Xij , which is included in G(Xi). Any
compact subset of G(X) being contained in some ∆R, this concludes one way.
Given a compact symmetric set E in G(X), let
G(X)(0) = U0 ∪ U1
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be a decomposition of the base space into open subsets, and denote by Gi the open subgroupoids
of G generated by G|Ui ∩ E. Fix i and define on Ui the equivalence relation ∼ induced by Gi:
x ∼ y if ∃g ∈ Gi s.t. s(g) = x and r(g) = y.
Let {Uij}j∈Ji be the equivalence classes, and Xij = Uij ∩X. Then:
• the Xij ’s cover X,
• for i fixed, {Xij} is E-separated. Indeed, suppose j 6= k and there exists (x, y) ∈
Xij ×Xik ∩∆R, then x ∼ y which is contradicts j 6= k. By definition of G(X), there is
a number R > 0 such that ∆R ∩ E is contained in E, and then {Xij} is R-disjoint.

These last results open new strategies for proving the Ku¨nneth formula. It is possible to do so by
finding a family of subgroupoids whose reduced C∗-algebras are known to satisfy the Ku¨nneth
formula. For instance, one can choose a family of a-T-menable groupoids. It is however not
clear if one does not get an a-T-menable groupoid in that case.
Question. Let G be an e´tale groupoid, and F be a family of a-T-menable subgroupoids of G
such that {G} 2-decomposes over F . Is G a-T-menable?
In the coarse geometric case, the answer is yes. Recall, that a family of metric spaces (Xi, di) is
called equi-uniformly embeddable into a Hilbert space if there is a family of Hilbert space valued
maps Fi : Xi → Hi and non-decreasing functions ρ+/− : R+ → R+ with limt→∞ ρ+/−(t) = ∞
such that
ρ−(di(x, y)) ≤ ‖Fi(x)− Fi(y)‖ ≤ ρ+(di(x, y))
for all i and all x, y ∈ Xi. In [DG07, Theorem 3.2] it is proved that if a coarse space X admits,
for all R > 0, an R-decomposition over a family of subspaces that are equi-uniformly embeddable
into a Hilbert space then X is coarsely embeddable into a Hilbert space. The previous lemma
entails the claim.
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