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Abstract
For positive integers m and r, one can easily show there exist integers N such that for every map : {1, 2, . . . , N} → {1, 2, . . . , r}
there exist 2m integers
x1 < · · ·<xm <y1 < · · ·<ym,
which satisfy:
(1) (x1) = · · · = (xm),
(2) (y1) = · · · = (ym),
(3) 2(xm − x1)ym − x1.
In this paper we investigate the minimal such integer, which we call g(m, r). We prove that g(m, 2) = 5(m − 1) + 1 for m2, that
g(m, 3) = 7(m − 1) + 1 + m/2 for m4, and that g(m, 4) = 10(m − 1) + 1 for m3. Furthermore, we consider g(m, r) for
general r. Along with results that bound g(m, r), we compute g(m, r) exactly for the following inﬁnite families of r:
{f2n+3}, {2f2n+3}, {18f2n − 7f2n−2} and {23f2n − 9f2n−2},
where here fi is the ith Fibonacci number deﬁned by f0 = 0 and f1 = 1.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Ramsey type problems regarding colorings of the natural numbers are concerned with ﬁnding the minimum number
N(r), if it exists, for which every coloring of the integers in [1, N ] by r colors contains some given monochromatic
conﬁguration. Traditionally, these conﬁgurations are solutions to systems of linear equations. The general theory
developed by Rado in [10] gave rise to the determination of N(r) for certain monochromatic conﬁgurations, such as
Schur numbers andVan derWaerden numbers [5]. Other exact results of a similar kind were determined in [7,8,11–13].
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The difﬁculty in computing such numbers led to the consideration of inequalities instead of equations. In particular,
arithmetic progressions prompted Brown, Erdo˝s, and Freedman to deﬁne the notion of ascending waves. These and
similar structures have been investigated in [1,4,9].
Along similar lines, Bialostocki et al. considered in [2] the following problem concerning monochromatic sets of
nondecreasing diameter. For two positive integers m and r, determine the minimum integer, f (m, r), such that for every
map  : {1, . . . , f (m, r)} → {1, . . . , r} there exist 2m integers
x1 < · · ·<xm <y1 < · · ·<ym
which satisfy the following conditions:
(1) (x1) = · · · = (xm),
(2) (y1) = · · · = (ym),
(3) xm − x1ym − y1.
They showed f (m, 2) = 5m − 3 and f (m, 3) = 9m − 7. Recently, Grynkiewicz proved f (m, 4) = 12m − 9 in [6].
Bollobás et al. investigated in [3] a closely related function, f ∗(2, r), where strict inequality is required in 3 above.
They determined f ∗(2, r) for r = 2k .
In this paper we replace condition (3) by
(3′) 2(xm − x1)ym − x1
and denote the corresponding function by g(m, r). Notice that this is a relaxation of (3), since adding xm − x1 to each
side of the inequality xm − x1ym − y1 yields 2(xm − x1) on the left and ym − y1 + xm − x1 <ym − x1 on the right.
It is not hard to see g(1, r) = 2 for any r ∈ N, and as such we assume throughout the sequel that m2.
The paper is organized as follows. In Section 2 we introduce some basic terms and develop a useful lemma that
simpliﬁes the construction of lower bounds. In Section 3 we determine g(m, r) for r ∈ {2, 3, 4}. The main theorems
appear in Section 4, where we develop tools that allow for either a bound or determination of g(m, r) based upon the
value of g(m, j) for j < r . We conclude with some conjectures that arose from studying g(m, r) using a computer
program based on the theorems in Section 4.
2. Preliminaries
If S is a nonempty set of integers and  : S → R is a mapping where |R| = r , then  is called an r-coloring of S.
For T ⊆ S, we write (T ) = {(t) : t ∈ T }. We say T is monochromatic if |(T )| = 1.
Throughout this paper an m-set, denoted Z = (z1, . . . , zm), is a sequence of m distinct positive integers such that
z1 < · · ·<zm. For a pair of m-sets X andY, we write X ≺ Y if xm <y1. Suppose X ≺ Y ; we deﬁneY to be X-admissible
if 2(xm − x1)> ym − x1. Furthermore, let  be an r-coloring of a nonempty set S; we say  is an L(r)-coloring of
S if for every pair of monochromatic m-sets X, Y ⊂ S, either X⊀Y or Y is X-admissible. That is, a coloring  is an
L(r)-coloring provided there are no two monochromatic m-sets X, Y ⊂ S such that X ≺ Y and conditions (1), (2),
and (3′) above are satisﬁed.
For an n-set X = (x1, . . . , xn) we use the following notation:
(i) inti (X) = xi for in;
(ii) ﬁrstk(X) = {x1, . . . , xmin{k,n}}; and
(iii) lastk(X) = {xmax{1,n−k+1}, . . . , xn}.
For two integers a and b we use [a, b] to denote the set of all integers i such that a i and ib, and refer to it as an
interval. Note that if a >b then [a, b] = . Furthermore, for positive integers r,m, and s, where s2r(m − 1) + 1,
deﬁne the disjoint intervals I1, I2, and I3 to be
(1) I1 = [1, r(m − 1) + 1],
(2) I2 = [r(m − 1) + 2, 2r(m − 1)], and
(3) I3 = [2r(m − 1) + 1, s].
Here, we have used m2 to assume I1 ∩ I3 =.
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Since |I1| = r(m − 1) + 1 one sees that for an arbitrary r-coloring  there must be some monochromatic m-set
X ⊆ I1. The following proposition is immediate.
Proposition 1. Let s2r(m − 1) + 1 be a positive integer, and let  : [1, s] → [1, r] be a coloring. If there exists a
monochromatic m-set Y ⊂ I2 ∪ I3 with ym ∈ I3 then  is not an L(r)-coloring.
The following lemma simpliﬁes the construction of L(r)-colorings by inducing an L(r)-coloring of I1 ∪ I2 from an
L(r)-coloring of I2.
Lemma 2. Let  : I2 → [1, r] be an L(r)-coloring. Then there exists an L(r)-coloring e of I1 ∪ I2 which is an
extension of . Further, e satisﬁes e(1) = e(r(m − 1) + 1) and |−1e (t) ∩ [1, r(m − 1)]| = m − 1 for all t.
Proof. Since |I2| = r(m − 1) − 1, it follows that there is a color c such that |−1(c) ∩ I2|<m − 1.
We deﬁne e : I1 ∪ I2 → [1, r] in two steps. First, we induce a coloring on I2 and part of I1 as described below:
e(x) =
{
c if x = 1 or x = r(m − 1) + 1,
(x + r(m − 1)) if x + r(m − 1) ∈⋃rt=1 ﬁrstm−1(−1(t) ∩ I2),
(x) if x ∈ I2.
Second, we color the remaining integers of I1 recursively as follows: suppose x ∈ I1 and that e|[1,x−1] is deﬁned
while e(x) is not; then e(x)= i, where i =min[1, r] such that |−1e (i)∩ [1, r(m− 1)]|<m− 1. From the deﬁnition
of e it is easy to verify that |−1e (t) ∩ [1, r(m − 1)]| = m − 1 for every t ∈ [1, r].
It is left to show that e is an L(r)-coloring of I1 ∪ I2. Let X, Y ⊂ I1 ∪ I2 be monochromatic m-sets with X ≺ Y .
If x1 ∈ I2 then Y is X-admissible since e|I2 = , which is an L(r)-coloring by assumption. Hence we may assume
x1 ∈ I1.
Case 1: Supposee(x1)=t = c. Then since |−1e (t)∩I1|=m−1 for each t = c, it follows that x1=inti (−1e (t)∩I1)
for some i ∈ [1,m− 1]. Hence, since e(r(m− 1)+ 1)= c = t , it follows that |−1e (t)∩ [x1, r(m− 1)+ 1]| =m− i,
and thus xm inti (−1e (t)∩ I2) and |−1(t)∩ I2| i. Remembering im− 1, it therefore follows from the deﬁnition
of e that
x1 = inti (−1e (t) ∩ I1) = inti (−1(t) ∩ I2) − r(m − 1)xm − r(m − 1),
so that xm − x1r(m − 1). Hence, since Y ⊂ I1 ∪ I2,
2(xm − x1)2r(m − 1)ym >ym − x1,
and Y is X-admissible.
Case 2: Suppose e(x1) = c. The argument above holds except in the case that x1 = 1. In this case, we have
xmr(m − 1) + 1 = r(m − 1) + x1, and xm − x1r(m − 1) as before. 
In conjunctionwith Proposition 1, Lemma 2 shows there exists anL(r)-coloring on I1∪I2∪I3 provided the existence
of a coloring  : I2 ∪ I3 → [1, r] which is an L(r)-coloring on I2 such that |−1(c) ∩ (I2 ∪ I3)|m − 1 for every
c ∈ (I3). Henceforth, we shall let the existence of  : I2 ∪ I3 → [1, r] which satisﬁes these conditions sufﬁce to
show the existence of an L(r)-coloring e : I1 ∪ I2 ∪ I3 → [1, r] without explicit construction.
3. The function g(m, r) for r ∈ {2, 3, 4}
We ﬁrst evaluate the function g(m, r) for small values of r and appropriate values of m. The case when r = 2 is
trivial.
Theorem 3. Let m2 be an integer. Then, g(m, 2) = 5m − 4.
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Proof. The coloring  : [2m, 5m − 5] → [1, 2] given by
12m−32m−1
shows that g(m, 2)5m − 4.
Next we show that g(m, 2)5m − 4. Let  : [1, 5m − 4] → [1, 2] be an arbitrary 2-coloring, and let P = [3m −
2, 5m− 4]. Since |P | = 2m− 1 there exists some monochromatic m-set Y ⊂ P . Furthermore, since |P ∩ I2| =m− 1,
it follows that Y ∩ I3 = . Applying Proposition 1 completes the proof. 
In evaluating g(m, 3) it will be beneﬁcial to have the following
Lemma 4. Let m4 be an integer, and let  : [1, 3m − 4] → [1, 3] be a 3-coloring. If |−1(c)|3m − m/2 − 2
for some c ∈ [1, 3], then  is not an L(3)-coloring.
Proof. Let I = [1, 3m − 4] and t = |[1, int1(−1(c) ∩ I ) − 1]|. Further, let s = 3m − 4 − |−1(c)|m/2 − 2, the
number of integers in the interval I not colored by c. Finally, let w = |[int1(−1(c) ∩ I ), intm(−1(c) ∩ I )]| − m. It
will be important later to note that
w + s2s2 (m/2 − 2) m − 3. (1)
Let X = ﬁrstm(−1(c) ∩ I ) (note that since −1(c)3m − m/2 − 2>m, X is in fact an m-set). By construction
we have x1 = t + 1 and xm = t + w + m, so that xm − x1 = m + w − 1. Hence, if there is a monochromatic m-set Y
with ymx1 + 2(m − 1 + w) = 2m − 1 + t + 2w and X ≺ Y , then Y is not X-admissible and the proof is complete.
We show that
Y = lastm(−1(c) ∩ I )
satisﬁes these conditions.
First, note that |−1(c)|3m − m/2 − 22m since m4, from which it follows that Y is indeed an m-set and
X ≺ Y .We now show last1(−1(c)∩I )2m−1+ t +2w. Since there are exactly s− (t +w) integers z with(z) = c
and z>xm, it follows that last1(−1(c) ∩ I )3m − 4 − (s − (t + w)). Hence, recalling Eq. (1), it follows that
last1(−1(c) ∩ I )3m − 4 − s + t + w
3m − 4 − (m − 3 − w) + t + w
= 2m − 1 + t + 2w,
and the proof is complete. 
Theorem 5. Let m4 be an integer. Then, g(m, 3) = 7m + m/2 − 6.
Proof. One may verify that the coloring  : [3m − 1, 7m + m/2 − 7] → [1, 3] given by
1m−m/2−22m/2−112m−12m/23m−1
shows g(m, 3)7m + m/2 − 6.
Next we show that g(m, 3)7m + m/2 − 6. Let  : [1, 7m + m/2 − 6] → [1, 3] be an arbitrary 3-coloring.
Since |I2| = 3(m− 1)− 1 it follows there exists some c ∈ [1, 3] such that |−1(c)∩ I2|m− 1. If −1(c)∩ I3 = ,
then the proof is complete. We may therefore assume −1(c) ∩ I3 = and thus |(I3)|2. Since |I3| = m + m/2,
if |I2| − |−1(c) ∩ I2|m/2 − 1 then it follows from the pigeonhole principle that some monochromatic m-set
Y ⊂ I2 ∪ I3 exists with Y ∩ I3 = . In this case, an application of Proposition 1 completes the proof.
Finally, we are left to assume that |I2| − |−1(c) ∩ I2|< m/2 − 1, so that |−1(c) ∩ I2|3m − m/2 − 3.
Translating I2 to the interval [1, 3m − 4] and applying Lemma 4 completes the proof. 
Lemma 6. Let m3 be an integer, and let  : [1, 4m − 5] → [1, 4] be a 4-coloring. If |−1(c)|3m − 3 for some
c ∈ [1, 4], then  is not an L(4)-coloring.
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Proof. The proof of Lemma 6 is similar to that of Lemma 4, and we omit it. 
Theorem 7. Let m3 be an integer. Then, g(m, 4) = 10m − 9.
Proof. One may verify that the coloring  : [4m − 2, 10m − 10] → [1, 4] given by
1m−32m−112m−13m−14m−1
shows g(m, 4)10m − 9.
Next we show that g(m, 4)10m− 9. Let  : [1, 10m− 9] → [1, 4] be an arbitrary 4-coloring. Since |I2| = 4(m−
1) − 1, it follows that there exists c ∈ [1, 4] such that |−1(c) ∩ I2|m − 1. If −1(c) ∩ I3 =  then the proof is
complete. Otherwise we have −1(c)∩ I3 =, and so |(I3)|3. Since |I3|= 2m− 1, if |I2|− |−1(c)∩ I2|m− 1
then it follows that some monochromatic m-set Y ⊂ I2 ∪ I3 exists with Y ∩ I3 = . In this case, an application of
Proposition 1 completes the proof.
Finally, we are left to assume that |I2| − |−1(c)∩ I2|<m− 1, so that |−1(c)∩ I2|3m− 3. Translating I2 to the
interval [1, 4m − 5] and applying Lemma 6 completes the proof. 
4. Recursion in evaluating g(m, r) when r5
Though the techniques used in the previous section may be duplicated in an attempt to solve g(m, r) for r > 4,
the limitations of such an approach are easily seen. In this section we instead focus our attention on a more general
argument which will allow us to solve g(m, r) for certain inﬁnite families of integers.
Developing this technique will require that we know certain properties ofL(r)-colorings. The following two lemmas
give some information concerning the structure of L(r)-colorings on the interval [1, g(m, r) − k].
Lemma 8. Let m, r be positive integers, and let  : [1, g(m, r)− 1] → [1, r] be an r-coloring. If |−1(c)∩ [1, r(m−
1)]|m for some c ∈ [1, r], then  is not an L(r)-coloring.
Proof. Suppose for contradiction’s sake that X is a monochromatic m-set with X ⊂ [1, r(m − 1)] and that  is an
L(r)-coloring of [1, g(m, r) − 1]. Then |[xm+1,g(m,r)−1] is an L(r)-coloring such that no monochromatic m-set Y
exists with Y ⊂ [xm + 1, g(m, r) − 1] and Y ∩ [2xm − x1, g(m, r) − 1] = . Applying Lemma 2 and its subsequent
remark allows us to extend |[xm+1,g(m,r)−1] to an L(r)-coloring e of the interval [xm − r(m−1), g(m, r)−1]. Since
xmr(m− 1), it follows that e|[0,g(m,r)−1] is an L(r)-coloring, which after an appropriate translation contradicts the
deﬁnition of g(m, r). 
Lemma 9. Let m, r and k be positive integers, and let  : [1, g(m, r) − k] → [1, r] be an r-coloring. Let a =
min{intm(−1(c))}c∈[1,r].For each c ∈ [1, r], letAc()=|−1(c)∩[1, a−1]| andBc()=|−1(c)∩[a+1, g(m, r)−
k]|. If ∑
c∈[1,r]
(Ac() + min{Bc(),m − 1})r(2m − 2) − k (2)
then  is not an L(r)-coloring.
Proof. We use induction on k. Suppose k = 1, and assume for contradiction’s sake that  is an L(r)-coloring. By
Lemma 8, it must be the case that a = r(m − 1) + 1, so that [1, a] = I1 and [a + 1, g(m, r) − 1] = I2 ∪ I3. Hence we
have ∑
c∈[1,r]
Ac() = r(m − 1),
so by Eq. (2) it must be the case that |−1(c) ∩ (I2 ∪ I3)|<m − 1 for some c ∈ [1, r]. Induce a coloring e :
[1, g(m, r)] → [1, r] deﬁned by
e(x) =
{
(x) for x ∈ [1, g(m, r) − 1],
c for x = g(m, r).
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By the deﬁnition of g(m, r) there exist m-sets X, Y ⊂ [1, g(m, r)] with X ≺ Y and ym − x12(xm − x1). Since 
is an L(r)-coloring, it follows that ym = g(m, r); furthermore, y1 ∈ I1 since |−1(c) ∩ (I2 ∪ I3)|<m − 1. Therefore,
X ⊂ [1, r(m − 1)], a contradiction.
Assume the result holds for k; we show it also holds for k + 1. Let : [1, g(m, r) − k − 1] → [1, r] be such that∑
c∈[1,r]
Ac() + min{Bc(),m − 1}r(2m − 2) − k − 1. (3)
We consider two cases.
Case 1: If a < r(m−1)+1, then there must be some t ∈ [1, r] such that |−1(t)∩[1, a]|<m−1. Induce a coloring
e : [1, g(m, r) − k] → [1, r] deﬁned by
e(x) =
{
t for x = 1,
(x − 1) for x ∈ [2, g(m, r) − k].
Notice that for e we have min{intm(−1(c) ∩ [1, g(m, r) − k])}c∈[1,r] = a + 1 so that∑
c∈[1,r]
Ac(e) + min{m − 1, Bc(e)}r(2m − 2) − k.
Hence, by induction there exist monochromatic m-sets X, Y with X ≺ Y and
ym − x12(xm − x1). (4)
If  is an L(r)-coloring it follows that x1 = 1; furthermore, xm >a + 1 since |−1e (t) ∩ [1, a + 1]|m − 1. Denoting
the monochromatic m-set ﬁrstm(e(a + 1)−1 ∩ [1, a + 1]) by Z, we therefore have x1 <z1 and xm > zm. Along with
Eq. (4), this gives us
ym + z1 >ym + 12xm > 2zm,
from which it follows that ym − z12(zm − z1), a contradiction. Therefore,  is not an L(r)-coloring.
Case 2: If ar(m − 1) + 1 (and hence a = r(m − 1) + 1), we have
|−1(c) ∩ [1, r(m − 1)]| = m − 1 (5)
for every c ∈ [1, r]. By Eq. (3), there must be some t ∈ [1, r] such that |−1(t)∩ (I2 ∪ I3)|<m− 1. Induce a coloring
e : [1, g(m, r) − k] → [1, r] deﬁned by
e(x) =
{
(x) for x ∈ [1, g(m, r) − k − 1],
t for x = g(m, r) − k.
It is easily veriﬁed for e that∑
c∈[1,r]
Ac(e) + min{Bc(e),m − 1}r(2m − 2) − k.
Hence, by induction there exist monochromatic m-sets X, Y with X ≺ Y such that ym − x12(xm − x1). If  is an
L(r)-coloring it follows that ym = g(m, r) − k; furthermore, y1r(m − 1) + 1 since |−1e (t) ∩ (I2 ∪ I3)|m − 1.
Hence, X ⊂ [1, r(m − 1)], a contradiction. 
We now develop a recursive technique for evaluating g(m, r) given values of g(m, j), j < r . The ﬁrst theorem
provides the means for evaluating g(m, r) when r belongs to the family of integers deﬁned by the recurrence relation
rn = 3rn−1 − rn−2 with particular initial conditions.
Theorem 10. Let m, j and r be positive integers, with m2 and j < r . If r(m − 1)g(m, j)r(m − 1) + n for
mm0, where r, n, and m0 are positive integers, then
g(m, r) = (3r − j)(m − 1) + 1
for m max{m0, n + 1}.
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Proof. By hypothesis there exists j : [r(m − 1) + 2, 2r(m − 1)] → [1, j ] which is an L(j)-coloring for mm0.
For convenience, let
Ii = [(2r + i − 1)(m − 1) + 1, (2r + i)(m − 1)]
for i ∈ [1, r − j ]. Deﬁne the function r : [r(m − 1) + 2, (3r − j)(m − 1)] → [1, r] as follows:
r (x) =
{
j (x) for x ∈ [r(m − 1) + 2, 2r(m − 1)],
j + i for x ∈ Ii , i ∈ [1, r − j ].
That r is an L(r)-coloring follows since j is an L(j)-coloring. Since for each c ∈ (I3) we have |−1(c)∩ (I2 ∪
I3)| = m − 1, we see that g(m, r)> (3r − j)(m − 1) for mm0.
Now, let  : [1, (3r − j)(m − 1) + 1] → [1, r] be an arbitrary r-coloring and m max{m0, n + 1}. Let (I3) = C
and k = |C|. We proceed to show that  is not an L(r)-coloring by case analysis of k.
Case 1: Suppose kr − j . Since |I3| = (r − j)(m − 1) + 1, it follows that there must be some c ∈ [1, r] such that
|−1(c) ∩ I3|m, whence  is not an L(r)-coloring by Proposition 1.
Case 2: Suppose k > r − j . Let S = −1(C) ∩ (I2 ∪ I3) and let U = S ∩ I2. Let t = |(I2)| − |(I2) ∩ C|, so
that tr − k < j . Assume without loss of generality that (I2)\{(I2) ∩ C} = [1, t]. Furthermore, we may assume
|S|k(m − 1), since otherwise some monochromatic m-set Y exists with Y ⊂ I2 ∪ I3 and Y ∩ I3 =  and we are
done. Hence, since |I3| = (r − j)(m − 1) + 1, we have that |U | = |S| − |I3|(k − r + j)(m − 1) − 1.
LetP be a partition of U into p = j − tk − r + j sets 1, . . . , p such that |i |m− 1 for each i ∈ [1, p]. Deﬁne
a coloring ̂ : I2 → [1, j ] as follows:
̂(x) =
{
(x) for (x) ∈ [1, t],
t + i for x ∈ i , i ∈ [1, j − t].
Using the notation of Lemma 9 and the fact that Ac() + Bc() |−1(c)| when |−1(c)|m − 1, we note that∑
c∈[1,j ]
Ac(̂) + min{Bc(̂),m − 1} t (2m − 2) + |U |(2t + k − r + j)(m − 1) − 1.
Since g(m, j) − n − 1r(m − 1) − 1, Lemma 9 implies that ̂ is not an L(j)-coloring if (2t + k − r + j)(m −
1) − 1j (2m − 2) − n − 1. Using tr − k < j , this inequality is easily veriﬁed for mn + 12. Hence there exist
monochromatic m-setsX, Y ⊂ I2 whereX ≺ Y and 2(xm−x1)ym−x1. Moreover, ̂(X) ⊆ [1, t] and ̂(Y ) ⊆ [1, t]
since |̂−1(t + i)|<m for each i ∈ [1, p]. Thus, X and Y are monochromatic in , and the proof is complete. 
Example 11. Consider the alternate proof that g(m, 2) = 5(m − 1) + 1 for m3: note that g(m, 1) is trivially
2m = 2(m − 1) + 2 for all positive m; by the previous proof, we have g(m, 2) = 5(m − 1) + 1 for all m3.
As another example, we have seen in Theorem 3 that g(m, 2)= 5(m− 1)+ 1 for all m2. By the previous theorem,
this implies g(m, 5) = 13(m − 1) + 1 for m2, which in turn implies g(m, 13) = 34(m − 1) + 1 for m2.
Likewise, we have seen in Theorem 7 that g(m, 4) = 10(m − 1) + 1 for all m3. The previous theorem gives
g(m, 10) = 26(m − 1) + 1 for m3, which in turn implies g(m, 26) = 68(m − 1) + 1 for m3.
More explicitly, Theorems 3 and 7 can be used in conjunction with Theorem 10 to solve g(m, rn), when rn is in the
family of integers generated by the recurrence relation
rn = 3rn−1 − rn−2 (6)
with initial conditions r0 = 2, r1 = 5 from Theorem 3 or r0 = 4, r1 = 10 from Theorem 7.
One can solve these recurrence relations in terms of the Fibonacci numbers. In particular the initial value set
r0 = 2, r1 = 5 gives rn = 5f2n − 2f2n−2, where f0 = 0 and f1 = 1 are the ﬁrst two Fibonacci numbers. Using properties
of Fibonacci sequence simpliﬁes this expression to rn =f2n+3. Of course the recurrence relation with initial conditions
r0 = 4 and r1 = 10 then has general solution rn = 2f2n+3.
Our ultimate goal is to evaluate g(m, r) for as many r as possible. Although Theorem 10 is an important step in that
direction, it is of no use without the proper asymptotic value g(m, r0) = r1(m − 1) + n. We shall need another result
to provide a bound on g(m, r) so that we may apply Theorem 10.
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Theorem 12. Let m, j and r be positive integers, with m2 and j + 1<r . If (r − 2)(m − 1)g(m, j) for mm0
and g(m, j + 1)(r + 1)(m − 1) + n for mm1, where r, n,m0, and m1 are positive integers, then
(3r − j − 1)(m − 1)< g(m, r)(3r − j − 1)(m − 1) + n
for m max{m0,m1}.
Proof. By hypothesis there exists j : [(r + 1)(m− 1)+ 2, (2r − 1)(m− 1)] → [1, j ] which is an L(j)-coloring for
mm0. Deﬁne j+1 : [r(m − 1) + 2, 2r(m − 1)] → [1, j + 1] as follows:
j+1(x) =
{
j + 1 for x ∈ [r(m − 1) + 2, (r + 1)(m − 1) + 1],
or x ∈ [(2r − 1)(m − 1) + 1, 2r(m − 1)],
j (x) otherwise.
Since j is an L(j)-coloring it follows immediately that j+1 is an L(j + 1)-coloring.
As before, let
Ii = [(2r + i − 1)(m − 1) + 1, (2r + i)(m − 1)]
for i ∈ [1, r − j − 1]. Deﬁne the function r : I2 ∪ [2r(m − 1) + 1, (3r − j − 1)(m − 1)] → [1, r] as follows:
r (x) =
{
j+1(x) for x ∈ I2,
j + 1 + i for x ∈ Ii , i ∈ [1, r − j − 1].
From Lemma 2 and its subsequent remark, r can be extended to an L(r)-coloring of [1, (3r − j − 1)(m− 1)], and
so g(m, r)> (3r − j − 1)(m − 1).
Let  : [1, (3r − j − 1)(m − 1) + n + 1] → [1, r] be a given r-coloring, and let m max{m0,m1}. Let (I3) = C
and k = |C|. We proceed to show that  is not an L(r)-coloring by case analysis of k.
Case 1: Suppose kr − j − 1. Since |I3| = (r − j − 1)(m− 1)+ n where n1 it follows that there must be some
c ∈ [1, r] such that |−1(c) ∩ I3|m, whence  is not an L(r)-coloring by Proposition 1.
Case 2: Suppose k > r − j − 1. Let S = −1(C) ∩ (I2 ∪ I3) and let U = S ∩ I2. Let t = |(I2)| − |(I2) ∩ C|, so
that tr − k < j +1.Assume without loss of generality that (I2)\{(I2)∩C}= [1, t]. Furthermore, we may assume
|S|k(m − 1), since otherwise some monochromatic m-set Y exists with Y ⊂ I2 ∪ I3 and Y ∩ I3 = , and we are
done. Since |I3| = (r − j − 1)(m − 1) + n, we have that |U | = |S| − |I3|(k − r + j + 1)(m − 1) − n.
LetP be a partition of U into p= j + 1− tk− r + j + 1 sets 1, . . . , p such that |i |m− 1 for each i ∈ [1, p].
Deﬁne a coloring ̂ : I2 → [1, j + 1] as follows:
̂(x) =
{
(x) for (x) ∈ [1, t],
t + i for x ∈ i , i ∈ [1, j + 1 − t].
Using the notation of Lemma 9 and the fact that Ac() + Bc() |−1(c)| when |−1(c)|m − 1, we have∑
c∈[1,j+1]
Ac(̂) + min{Bc(̂),m − 1} t (2m − 2) + |U |(2t + k − r + j + 1)(m − 1) − n.
Since g(m, j + 1) − m − nr(m − 1) − 1, Lemma 9 implies that ̂ is not an L(j + 1)-coloring if (2t + k − r +
j)(m−1)−n(j +1)(2m−2)−m−n. Using tr −k < j +1, this is easily veriﬁed for all m2. Hence there exist
monochromatic m-sets X, Y ⊂ I2 where X ≺ Y and 2(xm − x1)ym − x1. Moreover, ̂(X) ∈ [1, t] and ̂(Y ) ∈ [1, t]
since |̂−1(t + i)|<m for each i ∈ [1, p]. Thus, X and Y are monochromatic in , and the proof is complete. 
Example 13. From Theorems 3 and 5 we have that g(m, 2)= 5(m− 1)+ 1 for m2 and g(m, 3)8(m− 1)+ 1 for
m4. We see from Theorem 12 that g(m, 7)=18(m−1)+1 for m4. Repeated use of Theorem 10 provides another
inﬁnite family {rn} for which g(m, rn) = rn+1(m − 1) + 1. Here the elements rn satisfy Eq. (6) with initial conditions
r0 = 7, r1 = 18. This family can also be expressed in terms of the Fibonacci numbers, with
rn = 18f2n − 7f2n−2.
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Likewise, from Theorems 5 and 7 we have that g(m, 3)> 7(m − 1) + 1 for m4 and g(m, 4) = 10(m − 1) + 1 for
m3. Applying Theorem 10, we have g(m, 9) = 23(m − 1) + 1 for m4. Again, repeated use of Theorem 12 solves
g(m, rn) = rn+1(m − 1) + 1, where here
rn = 23f2n − 9f2n−2.
The next result gives a fairly loose bound for g(m, r) given values of g(m, j), j < r . However, it bounds the function
g(m, r) such that Theorem 12 may be invoked.
Theorem 14. Let m, j and r be positive integers, with m2 and j < r . If (r − 1)(m − 1) + 1g(m, j)< r(m − 1)
for mm0, where r and m0 are positive integers, then
(3r − j − 1)(m − 1) + 1<g(m, r)(3r − j)(m − 1)
for mm0.
Proof. We start with the lower bound. By hypothesis there exists j : [(r +1)(m−1)+1, 2r(m−1)] → [1, j ] which
is an L(j)-coloring for mm0. As before, let
Ii = [(2r + i − 1)(m − 1) + 1, (2r + i)(m − 1)]
for i ∈ [1, r − j − 1]. Deﬁne the function r : [r(m − 1) + 2, (3r − j − 1)(m − 1) + 1] → [1, r] as follows:
r (x) =
⎧⎪⎨⎪⎩
j + 1 if x ∈ [r(m − 1) + 2, (r + 1)(m − 1)]
or x = (3r − j − 1)(m − 1) + 1,
j (x) for x ∈ [(r + 1)(m − 1) + 1, 2r(m − 1)],
j + 1 + i for x ∈ Ii , i ∈ [1, r − j − 1].
It is not difﬁcult to see that r is an L(r)-coloring on I2 such that there is no monochromatic m-set Y ⊂ I2 ∪ I3 with
ym ∈ I3. Thus, it follows from Proposition 1 and Lemma 2 that g(m, r)> (3r − j − 1)(m − 1) + 1 for every mm0.
To show that g(m, r)(3r − j)(m − 1), let  : [1, (3r − j)(m − 1)] → [1, r] be an arbitrary r-coloring. Let
(I3) = C and k = |C|. We proceed to show that  is not an L(r)-coloring by case analysis of k.
Case 1: Suppose k < r − j . Since |I3| = (r − j)(m − 1), it follows that there must be some c ∈ [1, r] such that
|−1(c) ∩ I3|m, whence  is not an L(r)-coloring by Proposition 1.
Case 2: Suppose k = r − j . Since g(m, j)< r(m − 1) and |I2| = r(m − 1) − 1, if |(I2)|j then  is not an
L(j)-coloring. Hence (I2)> j so that (I2) ∩ (I3) = , and it follows that there exists some z ∈ −1(C) ∩ I2.
Since |I3 ∪ {z}| = (r − j)(m− 1)+ 1, there must be some monochromatic m-setY such that Y ⊂ I2 ∪ I3 and ym ∈ I3.
Applying Proposition 1 completes the proof. 
Case 3: Suppose k > r − j . Let S = −1(C) ∩ (I2 ∪ I3) and let U = S ∩ I2. Let t = |(I2)| − |(I2) ∩ C|, so that
tr − k. Assume for simplicity that (I2)\{(I2) ∩ C} = [1, t]. Furthermore, we may assume |S|k(m − 1), since
otherwise some monochromatic m-setY exists with Y ⊂ I2 ∪ I3 and Y ∩ I3 = . Hence, since |I3| = (r − j)(m− 1),
we have that |U |(k − r + j)(m − 1).
LetP be a partition of U into p = j − tk − r + j sets 1, . . . , p such that |i |m− 1 for each i ∈ [1, p]. Deﬁne
a coloring ̂ : I2 → [1, j ] as follows:
̂(x) =
{
(x) for (x) ∈ [1, t],
t + i for x ∈ i , i ∈ [1, j − t].
Since g(m, j)< r(m− 1) and |I2| = r(m− 1)− 1, there exist monochromatic m-sets X, Y ⊂ I2 where X ≺ Y and
2(xm − x1)ym − x1. Moreover, ̂(X) ∈ [1, t] and ̂(Y ) ∈ [1, t] since |̂−1(t + i)|<m for each i ∈ [1, p]. Thus, X
and Y are monochromatic in , and the proof is complete. 
Example 15. By Theorem 3 we have g(m, 2) = 5(m − 1) + 1 for m2. Applying Theorem 14 we have
15(m − 1) + 1<g(m, 6)16(m − 1)
for m2.
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Likewise, by Theorem 5 we have 7(m − 1) + 1g(m, 3)< 8(m − 1) for m5. From this we see
20(m − 1) + 1<g(m, 8)21(m − 1)
for m5.
5. Conclusion and conjectures
In the previous two sections we gave either an exact solution to or a bound on g(m, r) for all r ∈ [2, 10] and
sufﬁciently large m. Of course, we could use Theorems 10, 12, and 14 to solve or bound g(m, r) for many r > 10. We
conjecture that for each positive integer r one may ﬁnd a positive integer jr such that one of Theorems 10, 12, or 14
may be used to solve or bound g(m, r).
We have veriﬁed by computer the existence of some jr for each r105. This program was also used to calculate the
proportions in which exact or bounded results appear in these ﬁrst 105 integers, ﬁnding that approximately 38.2% of
integers have exact solutions (generated by Theorem 10), 23.6% are bounded by a constant (generated by Theorem 12),
and the remaining 38.2% are bounded by a coefﬁcient on m (generated by Theorem 14). Furthermore, these proportions
are represented in much smaller samples, perhaps suggesting that these values are near the asymptotic proportions.
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