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A Classification of the Six-point Prime Metrics
JACK KOOLEN†, VINCENT MOULTON‡ AND UDO TO¨NGES
The notion of a coherent decomposition of a metric on a finite set has proven fruitful, with appli-
cations to areas such as the geometry of metric cones and bioinformatics. In order to obtain a deeper
insight into these decompositions it is important to improve our knowledge of those metrics which
cannot be coherently decomposed in a non-trivial way, i.e., the prime metrics. In this paper we classify
the prime metrics on six points.
c© 2000 Academic Press
1. INTRODUCTION
Let X be a finite set. The metric cone M(X) on X , that is, the collection of all metrics on
X , is a well studied object (see [6] for an overview of this subject). In [5] Bandelt and Dress
proposed a natural way to stratify M(X), based on the principle of decomposing metrics into
sums of (usually simpler) metrics. In particular, they introduced the concept of a coherent
decomposition of a metric which is defined as follows: if d is a metric on a finite set X , and
P(d) := { f ∈ RX : f (x)+ f (y) ≥ d(x, y), for all x, y ∈ X},
is an unbounded polytope inRX that we associate to d, then a decomposition d = d1+· · ·+dn
of d is called coherent if
P(d) = P(d1)+ · · · + P(dn),
where the right hand side of this equation is the usual Minkowski sum. A non-zero metric d ′
on X is called a coherent component of d if there exists a λ > 0 and a metric d ′′ such that
d = λd ′ + d ′′ is a coherent decomposition. Based on this definition we are naturally lead to
the concept of a prime metric; a metric whose only coherent components are the metric itself.
In particular, this implies that an extreme metric is prime.
When coherent decompositions were first introduced by Bandelt and Dress they conjectured
that any metric could be coherently decomposed into a unique linearly independent set of
primes [5, p. 97]. However, in [13] we give an example where this is not true; a six-point
metric that can be decomposed coherently into a linearly independent set of primes in two
distinct ways. Even so, in [14] we show that there is only a finite number of prime metrics
on a fixed finite set X (up to isomorphism of metrics), so that there is only a finite number of
non-isomorphic coherent decompositions involving these primes. Thus the natural question
arises: how many primes are there up to isomorphism on a given finite set X , and what are
they?
Since any extremal metric of the metric cone M(X) is prime, a lower bound for the number
of primes on a finite set immediately follows from [1], where it is shown that the number of
extremal rays of M(X) is bounded below in 2n2/2−O(n3/2) when #X = n. In [11] an upper
bound of 22.72n2 is given for the number of extremals of M(X), however, determining an
upper bound for the number of primes is still an open problem.
For X of cardinality less than six the primes are already known. As a consequence of the
analysis for the generic metrics on less than six points presented in [7, pp. 334–338], it can
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FIGURE 1. The proper six-point primes. In this figure the lower triangular matrices represent the dis-
tances between the six points: a number in the i th row and j th column represents the distance between
(i + 1) and j , for 1 ≤ i ≤ 5, 1 ≤ j ≤ 5.
be seen that the only primes up to isomorphism in this situation are the split (or cut) metrics
together with the five-point metric induced by the K3,2 graph (see also [5, p. 66]). Thus, the
primes on X for #X ≤ 5 are all extremal metrics of M(X).
In this paper we consider the next case: we classify the primes on a six-point set (see [12]
for similar results on extremal metrics). In particular, we show that a six-point prime must be
isomorphic to either a split metric, one of the two possible metrics induced by extending K3,2
(see Figure 2), or one of the (proper) metrics presented in Figure 1.
Note that ℘1, ℘2, ℘3 are all extremal metrics, whereas the metrics ℘4, . . . , ℘9 are not.
Coherent decompositions of metrics also provide a useful tool for studying the structure of
the tight span of a metric space, a construction that is the main object of study in T-theory. In
a future paper we will classify all maximal coherent decompositions on six points, that is, the
coherent sums of primes that do not admit the coherent sum with any other prime, and explore
the connection that these have with the structure of the tight span.
The paper is organized as follows: in Section 2 we present some preliminaries. In the fol-
lowing section we consider the underlying graph of a proper metric, a graph that captures
structural information of the metric. In Section 4 we present a result which enables us to
check when a metric is prime. We then apply this result to show that those metrics appearing
in Figure 1 are indeed prime. In the next section we present some important examples of prime
metrics, classifying exactly those graphs Kn1,...,nm which induce prime metrics on their vertex
set. In Section 6 we analyze the set of proper split-prime metrics on X , deriving a collection
of computable cones which we use to cover this set. This is valuable information since the
proper prime metrics form a subset of the split-prime metrics. In the final section we compute
the cones given in Section 6 for #X = 6, and use them to show that the metrics in Figure 1
are the only proper six-point primes.
2. PRELIMINARIES
In what follows X is a finite set. We let
(X
m
)
denote the collection of m-subsets of X , and
X (m) denote the set of sequences of distinct elements in X of length m, where m ≤ #X . We
denote an element in
(X
m
)
by either {x1, x2, . . . , xm} or x1 x2 . . . xm , and an element in X (m)
by (x1, x2, . . . , xm).
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2.1. Metrics. Let d be a metric defined on X , that is, a map d : X × X → R such that
d(x, x) = 0, and d(x, z) ≤ d(x, y) + d(z, y) for all x, y, z ∈ X . The pair (X, d) is called
a finite metric space. The metric d is called proper if the condition d(x, y) = 0 implies that
x = y, for all x, y ∈ X . If Y is a subset of X , then a metric d on X is called an extension of a
metric d ′ on Y if d ′ = d|Y×Y .
We now recall the definition of the metric cone† M(X) ⊆ R(X2) on X . Choose the coordi-
nates Zxy for R(
X
2), where xy ∈ (X2). Then M(X) is determined by the equations:
(i) Zxy ≥ 0 for all xy ∈
(X
2
)
, and
(ii) Zxy + Z yz ≥ Zxz for all xyz ∈
(X
3
)
(see [6, pp. 27–28]). The facets of M(X) are determined by the collection of inequalities
in (ii) for which equality holds [6, p. 306]. Note that if d is a metric on X then we can regard
it as a vector (d(x, y))
xy∈(X2) ∈ R
(X2)
. On the other hand, a vector Z ∈ M(X) corresponds
to a metric d on X by taking d(x, x) = 0 for all x ∈ X and d(x, y) = Zxy for all xy ∈(X
2
)
. Hence, a metric on X can be viewed alternatively as a function on X2 or as a vector
in R(
X
2)
. We freely pass between these two representations when it is clear from the context
which we are using.
The metrics d, d ′ on X are of same type if there exists a λ > 0 such that d = λd ′, so in
particular metrics of the same type lie on a common ray of M(X). If σ is a permutation of X ,
then we define σd to be the metric on X defined by
σd(x, y) = d(σ (x), σ (y)),
for all x, y ∈ X . Two metrics d, d ′ on X are isomorphic if they are of the same type, and there
exists a permutation σ of X such that d = σd ′.
A pair {x, y} ∈ (X2) is called an edge of d if d(x, y) < d(x, z)+d(z, y) for all z ∈ X−{x, y}.
For a metric d on X we define a sequence (x1, . . . , xm) ∈ X (m), m ≥ 2, to be a geodesic of d
between x1 and xm if d(x1, xm) =∑m−1i=1 d(xi , xi+1). We let Gd denote the set of all geodesics
of the metric d .
2.2. Graphs. Let G = (V, E) = (V (G), E(G)) be a graph with vertex set V , and edge set
E contained in V 2. A sequence (v0, . . . , vm) ∈ V (m) is called a path in G if {vi , vi+1} is an
edge of G for all 0 ≤ i ≤ m− 1. Such a path is said to have length m. A graph is connected if
there is a path between any two vertices, and 2-edge-connected if the removal of any edge of
G does not disconnect G. If V ′ ⊆ V , then the induced subgraph on V ′ of G is defined to be
the graph with vertex set V ′ and edge set equal to all those {u, v} ∈ E such that u, v ∈ V ′. An
induced path of G is a path whose induced subgraph contains no cycles. We let I(G) denote
the collection of induced paths of G.
The induced metric on a weighted graph (G, w) (that is, a graph G = (V, E)with weighting
function w : E → R≥0), denoted dG , is the metric on V obtained by taking dG(u, v) to be the
length of a shortest (weighted) path from u to v, for u, v ∈ V . If a weighting is not given, we
assume that the induced metric is obtained by weighting all edges by one. A graph is called
prime if its induced metric is prime.
A clique in a graph G = (V, E) is defined to be a subset in V which induces a complete
subgraph of G, and a co-clique is a subset of V which induces a subgraph with no edges. We
define Kn1,...,nm to be the complete m-partite graph, whose m co-cliques are of cardinality
n1, . . . , nm , m ≥ 1.
†Also known as the semimetric cone [6].
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2.3. Coherent decompositions. In order to compute coherent decompositions and check
when decompositions are coherent, we need some tools from T-theory [9]. The tight span of
a metric d on X , denoted T (d), is defined to be the set of minimal elements of the polytope
P(d) ⊆ RX , under the ordering f ≤ g if and only if f (x) ≤ g(x) for all x ∈ X , which can
also be shown to be the set of compact faces of P(d). Moreover, the elements of T (d) can be
characterized as being those f ∈ RX such that
f (x) = sup
y∈X
{d(x, y)− f (y)},
for all x ∈ X . Thus, in what follows, when X = {x1, . . . , xn} is an ordered set we shall
sometimes denote an element f ∈ T (d) by the ordered n-tuple ( f (x1), . . . , f (xn)). The
metric space (X, d) can be isometrically embedded into the tight span T (d), which is also a
metric space when endowed with the metric induced by the L∞ norm on RX ; we map each
element x ∈ X to hx ∈ RX , which is defined by hx (y) := d(x, y), for all y ∈ X . For proofs
of the above statements about the tight span see [7].
In [14], the coherency index αdd ′ of two metrics d, d ′ ∈ M(X) is defined to be the maximal
real number α for which the decomposition (d − αd ′) + αd ′ is coherent. We show that αdd ′
can be computed using a formula involving the vertices of T (d) and T (d ′), which we have
implemented as a C program.† We use this program for checking when decompositions of
metrics are coherent within some of the computations that we present later.
We now state two useful results concerning coherent decompositions. The first tells us that
we can decide whether a decomposition is coherent or not by looking at vertices of the tight
spans involved. Let V T (d) denote the set of vertices of T (d) for a metric d on X .
LEMMA 2.1 ([13, COROLLARY 3.3]). Suppose that {d1, . . . , dn} is a coherent decompo-
sition of d, and that f is in V T (d). Then f = f1 + · · · + fn , where fi ∈ V T (di ) for all
1 ≤ i ≤ n.
The second result concerns coherent sets of metrics. A set {d1, . . . , dn} of metrics on X is
called coherent if d1 + · · · + dn is a coherent decomposition of d := d1 + · · · + dn .
PROPOSITION 2.2 ([14, PROPOSITION 3.4], [18]). If {d1, . . . , dn} is a coherent set, then
so is the set {α1d1, . . . , αndn} for all αi ≥ 0, 1 ≤ i ≤ n. In particular, all subsets of
{d1, . . . , dn} are coherent.
2.4. Split-prime metrics. There is an alternative concept of primeness of a metric, which
was also introduced by Bandelt and Dress [5]. To a split S := {A, B} of X (i.e., a bipartition
of X ) we associate the split metric δS : X2 → R defined by
δS(x, y) :=
{ 0 if x, y ∈ A or x, y ∈ B,
1 else.
A metric d is called split-prime if it has no coherent components that are split metrics. An
understanding of the set of split primes is crucial for us, since any prime metric that is not
isomorphic to a split metric is also split-prime [5] (but note, not every split-prime metric is
prime!).
If d is a metric, then in the special situation where δS is a split metric the coherency index
αdδS is equal to the isolation index α
d
S [8, 14], an index that was defined in [5]. The isolation
†Given metrics d, d ′ on a set X of cardinality n our algorithm takes O
((n2
n
)2
n2
)
time to compute αdd ′ . It is an
interesting problem to try to improve on this (if possible).
A classification of the six-point prime metrics 819
index of a split S = {A, B} with respect to d can be computed with the following formula: let
q = aa′|bb be a quartet of elements a, a′, b, b′ of X such that a, a′ ∈ A, and b, b′ ∈ B, and
let QS be the set of all such quartets. If
αq := max{d(a, b)+ d(a′, b′), d(a, b′)+ d(a′, b), d(a, a′)+ d(b, b′)} − d(a, a′)− d(b, b′),
then in [5] it is shown that
αdS =
1
2
min
q∈QS
αq . (1)
Note that, in particular, if S = {{x}, X − {x}}, i.e., S is trivial split, then
αdS =
1
2
min
b,b′∈X−{x}
{d(x, b)+ d(x, b′)− d(b, b′)}
which implies that d − βδS cannot be a metric if d is prime, β > 0.
3. THE UG-GRAPH
As is well known, a metric d in the metric cone M(X) can be realized as the metric induced
by some weighted graph. For example, simply take the complete graph on X and weight the
edges {x, y} with d(x, y), for all x, y ∈ X—a graph that will not, in general, give much
information about the structure of d .
We now recall the definition of a graph which captures more information about a proper
metric d , called the underlying graph, or UG-graph of d, denoted U G(d) (see [3, 4, 15] for
more details on this graph): for d ∈ M(X), the set Gd of geodesics of d determines the
minimal face F ⊆ M(X) in which d is contained, and for any other metric d ′ contained in F
we have Gd ⊆ Gd ′ . With this in mind, we define the induced triple or I T -graph of a metric
d ∈ M(X), denoted I T (d), to be the graph with vertex set X and edge set consisting of those
{x, y} ∈ (X2) such that there is some z ∈ X with d(x, y) = d(x, z) + d(z, y), where z is
distinct from both x and y. If d is a proper metric, then the underlying graph of d , U G(d), is
the complement of I T (d). Thus, {x, y} is an edge of U G(d) if and only if {x, y} is an edge
of the metric d .
Here is a summary of some of the basic properties of the U G-graph:
(i) If d is a proper metric, then the set of maximal geodesics in Gd (that is, those geodesics
(x1 = x, x2, . . . , y = xm) between distinct x, y ∈ X , such that any geodesic between
x and y containing x1, x2, . . . , xm is equal to (x1, . . . , xm)) contained in I(U G(d)).
(ii) As a consequence of (i), it follows that the U G-graph of a proper metric is connected.
(iii) If we are given a U G-graph of a proper metric d , all of whose edges {x, y} are weighted
by d(x, y), then we can recover d: it is the induced metric of this weighted graph.
(iv) If d, d ′ ∈ M(X) are two isomorphic proper metrics, then U G(d) and U G(d ′) are
isomorphic.
(v) If G is a graph with vertex set X and d is a proper metric on X with U G(d) isomorphic
to G, then there is a metric d ′ isomorphic to d such that U G(d ′) = G.
We close this section with two useful lemmas concerning the U G-graph. Define a metric d to
be pendantless if for all x ∈ X , we have αd{{x},X−{x}} = 0.
LEMMA 3.1. Fix x ∈ X, and let d be a pendantless proper metric on X. Then there exist
two distinct elements y, z ∈ X such that (y, x, z) is an induced path of U G(d) and also a
geodesic of d. In particular, every vertex x of U G(d) must have two distinct neighbors y, z
such that d(x, y)+ d(x, z) = d(y, z), in which case y and z are not adjacent in U G(d).
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PROOF. Since the isolation index of the split {{x}, X − {x}} is zero, we immediately see
that there exist elements y, z ∈ X such that d(x, y) + d(x, z) = d(y, z), so that {y, z}
is not an edge of U G(d). But there must be a maximal geodesic of d of the form (y =
y1, . . . , yn, x, z1, . . . , zm = z), which by property (i) of the U G-graph given above is con-
tained in I(G). Thus, (yn, x, z1) is a geodesic of d , which completes the proof. 2
We now see that if d is a proper split-prime metric then U G(d) has a special structure.
LEMMA 3.2. If d is proper split-prime, then U G(d) is 2-edge-connected.
PROOF. Suppose that there exists an edge {x, y} such that U G(d) − {x, y} has two con-
nected components (note that we regard a single vertex as being a connected component). Let
S := {A, B} denote the split that is induced on X by the removal of the edge {x, y} from
U G(d), that is, two elements of X are in the same element of S if and only if they lie in the
same connected component of U G(d)− {x, y}. Since a maximal geodesic of d is an induced
path in U G(d), any shortest path from a ∈ A to b ∈ B in U G(d) must contain x and y. From
this fact it can be seen that αdS = d(x, y), which is a contradiction. 2
4. THE PROPER SIX-POINT PRIMES
In this section we show that the metrics appearing in Figure 1 are prime.
Suppose that d is a metric on X and f ∈ T (d). Associate the graph K f = K df to f
whose vertex set is X and whose edge set consists of those {x, y} ∈ X2 such that f (x) +
f (y) = d(x, y). In [7], it is shown that the number of connected bipartite components of K f
corresponds to the dimension of the smallest facet of T (d) in which f is contained. Thus, if
f ∈ V T (d), then K f has no bipartite connected components.
We now present a procedure for checking whether a proper metric is prime. Let K be a
graph with vertex set X which contains no bipartite connected components, and L := {x ∈
X : {x, x} ∈ E(K )} i.e., the vertices contained in loops of K . For each {x, y} ∈ E(K ), define
a map φxy ∈ RX−L by
φxy(z) :=
{
0 if z 6∈ {x, y},
1 otherwise,
for z ∈ X − L . Associate a subspace of RE(K ) to K defined by
3(K ) :=
λ : E(K )→ R : ∑{x,y}∈E(K ) λxyφxy = 0
 .
Suppose that λ : E(K )→ R : {x, y} 7→ λxy is an element of 3(K ), which thus satisfies∑
{x,y}∈E(K )
λxy φxy = 0. (2)
Let d ′ be a metric on X and f ′ ∈ V T (d ′). If K ⊆ K f ′ , then for each {x, y} ∈ E(K ) define a
map φ′xy ∈ RX−L by
φ′xy(z) := 1(x, z) f ′(x)+1(y, z) f ′(y),
where z ∈ X − L , and 1 : X2 → {0, 1} is the usual delta function. Then by eqn (2)∑
{x,y}∈E(K )
λxyφ
′
xy = 0,
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and, since d ′(x, y) = f ′(x)+ f ′(y), it follows from the definition of φ′ that∑
{x,y}∈E(K )
λxy d ′(x, y) =
∑
{x,y}∈E(K )
λxy
∑
z∈X
φ′xy(z) = 0.
We now state a proposition which allows us to check when a proper metric is prime. It is still
an open question as to whether the converse of this proposition holds.
PROPOSITION 4.1. If d is a proper metric on X, and
spanR
⋃
K∈{K f : f ∈V T (d)}
3(K ) = spanR
{
βxy,uv | xy, uv ∈
(
X
2
)
, xy 6= uv
}
, (3)
where β : E(K )→ R is defined by
βxy,uv({r, s}) :=
{ 1 if {r, s} = {x, y},
−d(x,y)
d(u,v) if {r, s} = {u, v},
0 otherwise,
then d is a prime.
PROOF. Suppose that d is a proper metric with properties as stated in the proposition, and
that d = d ′ + d ′′ is a coherent decomposition of d . We will show that d ′ = αd , for some
α > 0, which will complete the proof. Since d = d ′ + d ′′ is a coherent decomposition, by
Lemma 2.1 we see that for every vertex f ∈ V T (d) there is some vertex f ′ ∈ V T (d ′) such
that K df ⊆ K d
′
f ′ . By the comments preceding the proposition, d
′ satisfies∑
{r,s}∈E(K f )
λrsd ′(r, s) = 0, (4)
for all λ ∈ 3(K f ). Thus, by eqn (3) we see that eqn (4) holds for λ = βxy,uv , where xy, uv
are distinct elements of
(X
2
)
. Hence
d ′(x, y)−
(
d(x, y)
d(u, v)
)
d ′(u, v) = 0,
which, in turn, implies that d(x, y) = ( d(u,v)d ′(u,v))d ′(x, y). To complete the proof note that by
eqn (3) we must have d(x, y) = ( d(u,v)d ′(u,v))d ′(x, y) for fixed uv ∈ (X2) and all xy ∈ (X2) − uv,
which implies that d ′ = αd where α = d ′(u,v)d(u,v) > 0, as required. 2
The metrics appearing in Figure 1 are prime by Proposition 4.1 since they all satisfy eqn (3).
This can be verified using the vertices of their tight spans, the non-trivial ones of which (that
is, vertices which are not of the form hx , for some x ∈ X—see Section 2.3) are listed in
Table 1.
REMARK 4.2. It is a curious fact that some of the primes in Figure 1 can be written as
the (non-coherent!) positive linear combination of other primes: let ℘10 and ℘11 denote the
non-proper prime metrics on six points pictured in Figure 2 (i.e., the metrics induced on
X = {1, . . . , 6} by the extensions of the K3,2 metric—with co-cliques {1, 2, 3} and {4, 5}—
obtained by labeling either vertex 5 or vertex 1 by 6 also, respectively). Further, for a non-
empty A ⊆ X , let δA be the split metric on X associated to the split {A, X − A}. Then we
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TABLE 1.
Non-trivial vertices of tight spans for the six proper primes.
T (℘1) none
T (℘2) (1, 1, 1, 1, 1, 1)
T (℘3) none
T (℘4) 12 (1, 3, 1, 1, 3, 1),
1
2 (1, 3, 3, 1, 1, 1),
1
2 (1, 1, 3, 3, 1, 1),
1
2 (1, 1, 1, 3, 3, 1)
T (℘5) (1, 3, 2, 1, 3, 1), (3, 1, 2, 3, 1, 1), (2, 2, 1, 2, 2, 2), (3, 1, 2, 1, 3, 1),
(1, 3, 2, 3, 1, 1)
T (℘6) (2, 1, 1, 2, 1, 1)
T (℘7) 12 (3, 1, 3, 1, 3, 3), (1, 1, 1, 1, 1, 1),
1
2 (3, 3, 1, 3, 3, 1),
1
2 (3, 3, 1, 3, 1, 3),
1
2 (1, 3, 3, 1, 3, 3)
T (℘8) (3, 1, 3, 2, 1, 3),(3, 3, 1, 2, 1, 3), (3, 3, 1, 2, 3, 1), (2, 2, 2, 1, 2, 2),
(3, 1, 3, 2, 3, 1)
T (℘9) (1, 1, 1, 1, 2, 2)
2
5
4
1, 6 31
5,6
4
2 3
℘10 ℘11
FIGURE 2. Two non-proper six-point primes.
have the following equations:
℘4 = 12 (δ45 + δ23 + δ346 + δ256) =
1
2
(δ456 + δ34 + δ25 + δ236)
= 1
2
((12)(364)℘9 + δ45) = 12 ((12)(3645)℘9 + δ34)
= 1
2
((13652)℘9 + δ25) = 12 ((152)(36)℘9 + δ23),
℘5 = ((12)℘11 + δ25 + δ234) = (℘11 + δ15 + δ256) = ((45)℘10 + δ256 + δ234),
℘6 = (℘2+δ234), ℘7 = (℘2+(456)℘3), ℘8 = (℘2+(456)℘11), and ℘9 = (δ14+δ346+δ246),
where, for example, (456)℘3 is the metric obtained under the action of the permutation (456)
on the metric ℘3 as defined in Section 2.1. Note that ℘1, ℘2, and ℘3 cannot be expressed as
the positive linear combination of other primes, as they are extremal metrics [1, 2].
5. THE Kn1,...,nm GRAPHS
As we have seen, the graphs K3,2, K4,2, K3,3 and K2,2,1,1 are prime. In this section we give
all possible values n1, . . . , nm ≥ 1, m ≥ 1, for which the graph Kn1,...,nm is prime.
We begin by defining a graph that provides us with an alternative tool to Proposition 4.1 for
checking when a metric is prime. If (X, d) is a finite metric space, we define
Pri(X, d) := {Y ⊆ X | d|Y is a prime metric},
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and a graph H(d) whose vertices are the elements of Pri(X, d), and whose edges are those
{Y, Z} ∈ (Pri(X,d)2 ) with |Y ∩ Z | ≥ 2. Note that each element of X considered as a subset of
X is a vertex of H(d), as are the edges of d . We now present a proposition for checking when
a metric is prime, an analogue of which was proven for extremals by Avis [1, Theorem 3.2].
PROPOSITION 5.1. Let (X, d) be a finite metric space. If H(d) contains a connected com-
ponent C such that each edge of d is a vertex of C, and there exists some Y ∈ Pri(X, d) with
W, Z ⊆ Y for all edges {W, Z} ∈ C, then d is prime.
PROOF. Assume that d is a metric satisfying the criteria of the proposition, and that d =
d ′ + d ′′ is a coherent decomposition of d . We will show that d is a positive multiple of d ′
which will prove the proposition. Suppose that d|Y is prime. Then, d ′|Y = αd|Y for some
α > 0. Suppose that x, y, w, z are elements of Y , and that x, y is an edge of the metric d .
Then we see that
d ′(w, z) =
(
d(w, z)
d(x, y)
)
d ′(x, y).
Now for any edge uv of d we can find a sequence of sets Z1, . . . , Zm ∈ Pri(X, d) and a
sequence of elements xi , yi , xi+1, yi+1, 1 ≤ i ≤ m − 1, with xi , yi , xi+1, yi+1 ∈ Zi , and
x1 = x, y1 = y, xm = u, ym = v. Using the relationship we have just derived for each
quadruple xi , yi , xi+1, yi+1, 1 ≤ i ≤ m − 1, we see that
d(u, v) =
(
d(x, y)
d ′(x, y)
)
d ′(u, v)
for each edge {u, v} of d . This implies that d ′ is a positive multiple of d , which proves the
proposition. 2
COROLLARY 5.2. For m ≥ 1 and n1 ≥ n2 ≥ · · · ≥ nm ≥ 1, the graph Kn1,...,nm is prime
if and only if
(i) m = 2 and n1 ≥ 3 and n2 ≥ 2;
(ii) m = 3 and n1 ≥ 3, n2 ≥ 3, n3 ≥ 1, or n1 ≥ 3, n2 ≥ 2, n3 ≥ 2;
(iii) m ≥ 4 and n1 ≥ 2, n2 ≥ 2, and ni ≥ 1 for all 3 ≤ i ≤ m.
PROOF. As we have seen, the graphs K3,2, K3,3 and K2,2,1,1 are prime. Moreover, the
graph K3,3,1 is also prime (to see this, apply Proposition 4.1 to the vertices† of T (dK3,3,1)).
Now, using Proposition 5.1, it is straightforward to show that the graphs satisfying conditions
(i)–(iii) are prime.
We see that the remaining cases are not prime as follows: the graphs Km and Km,1,...,1 are
not prime since by eqn (1) they are not split-prime. Note that the graph Km,2,1 is split-prime
for m > 2, however it is not prime for m ≥ 2, since it can be written as the coherent sum of
two metrics as follows. Let Km,{x,y} denote the Km,2 graph, with co-clique of size two labeled
by x, y. We define two extensions of Km,{x,y}: Km,{xz,y} and Km,{x,yz} which are obtained by
labeling either the vertex x or y also with z, respectively (note that these are both prime m > 2
since they are extensions of the prime metric Km,2 [13, Lemma 1.1]). However,
dKm,{x,y},{z} =
1
2
dKm,{xz,y} +
1
2
dKm,{x,yz}
where Km,{x,y},{z} denotes Km,2,1 with co-clique of size two labeled by x, y and co-clique of
size one by z, is a coherent decomposition. 2
†If the co-cliques of K3,3,1 are {1, 2, 3}, {4, 5, 6}, and {7}, then the non-trivial vertices of T (dK3,3,1 )
are (a, b, b, a, b, b, a), (a, b, b, b, b, a, a), (b, a, b, a, b, b, a), (b, a, b, b, b, a, a), (b, b, a, a, b, b, a),
(b, b, a, a, b, b, a), (b, b, a, b, a, b, a), (b, a, b, b, a, b, a), and (a, b, b, b, a, b, a), where a := 12 and b := 32 .
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REMARK 5.3. In [17], Papernov proves that the graph Kn1,...,nm is extreme if ni ≥ 3,
m > i , nm ≥ 2. This implies that for the corresponding parameters the multipartite graph
Kn1,...,nm is prime.
6. PROPER SPLIT-PRIME METRICS
Since it is our aim to find all of the proper six-point primes and since, as pointed out in
Section 2.4, the proper primes on X are contained in the cone of split-prime metrics on X , we
first restrict our attention to the subset of M(X) consisting of the proper split-prime metrics
on set X , which we denote by S P(X).
Note that the set S P(X) is not convex if #X ≥ 5. Thus, to help us compute S P(X), we
introduce a collection of (computable!) convex subcones of M(X), whose union contains
S P(X). Given sets G ⊆ X (3) and F ⊆ (X2)2 we let C(G,F) be the convex cone consisting of
those vectors (Zxy)xy∈(X2) ∈ R
(X2) which satisfy the following conditions:
(A) Zxy ≥ 0 for all xy ∈
(X
2
)
.
(B) Z yx + Z yz ≥ Zxz for all xy, yz, xz ∈
(X
2
)
.
(C) Zxy + Z yz = Zxz for all (x, y, z) ∈ G.
(D) Zxy + Zuv ≥ Zxu + Z yv and Zxy + Zuv ≥ Zxv + Z yu for all (xy, uv) ∈ F .
Note that conditions (A) and (B) ensure that C(G,F) ⊆ M(X) (see Section 2.1).
We say that a pair (G,F) ⊆ (X (3), (X2)2) is split-prime if for all splits S := {A, B} of X , at
least one of the following conditions is satisfied:
(I) There is an element (x, y, z) ∈ G such that either x, z ∈ A, y ∈ B or x, z ∈ B, y ∈ A.
(II) There is an element (xy, uv) ∈ F with x, y ∈ A and u, v ∈ B.
We define an order  on the set of split-prime pairs by setting (G,F)  (G′,F ′) if G ⊆ G′
and F ⊆ F ′.
Note that if (G,F) is a split-prime pair and d ∈ C(G,F), then d is split-prime (this fol-
lows from the definition of a split-prime metric). Moreover, the following proposition—whose
proof follows directly from the definition of a split-prime metric—shows that the set S P(X)
is contained in the union of the cones C(G,F) over those (G,F) which are split-prime.
PROPOSITION 6.1. If d is a proper split-prime metric on X, then d ∈ C(G,F) for some
split-prime pair (G,F) ⊆ (X (3), (X2)2).
Although this proposition provides us with a collection of convex cones that cover S P(X),
in practice (even when #X = 6) we need to restrict ourselves to a subcollection of these cones
which still cover S P(X) and which can be computed more systematically. We devote the rest
of this section to finding such a subcollection.
To this end, suppose that d is a proper metric and that G = U G(d). Let G∗d denote the
set of triplets (x, y, z) ∈ X (3) contained in Gd . Note that Gd can be reconstructed from G∗d .
Moreover, the elements in G∗d can be easily seen to satisfy the following properties:
(1) If {x, y} is an edge in G, then (x, z, y) 6∈ G∗d for all z ∈ X − {x, y}.
(2) If (x, y, z) ∈ G∗d , then (z, y, x) ∈ G∗d .
(3) If (x, y, z) ∈ G∗d , and (x, w, y) ∈ G∗d , then (x, w, z), (w, y, z) ∈ G∗d .
(4) If {x, y} is not an edge of G, then there exists a z ∈ X distinct from x and y such that
(x, z, y) ∈ G∗d .
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TABLE 2.
The candidate U G-graphs on six-points.
1 5 6 5 6 5 6 5 6 1 2 3 4 1 2 3 4
2 4 5 5 6 5 6 1 6 1 2 3 2 3 4
3 4 5 6 5 6 5 6 1 5 6 1 2 3 4 1 2 3 4
4 4 5 4 6 5 6 1 2 1 3 2 3
5 4 5 6 4 6 5 6 1 2 1 3 1 2 3
6 4 5 6 4 5 6 5 6 1 2 1 2 3 1 2 3
7 4 5 6 4 5 6 5 6 1 2 6 1 2 3 1 2 3 4
8 4 5 6 4 5 6 4 5 1 2 3 6 1 2 3 6 1 2 4 5
9 3 5 6 4 5 6 1 5 6 2 5 6 1 2 3 4 1 2 3 4
10 3 4 6 4 5 6 1 5 6 1 2 2 3 1 2 3
11 3 4 6 4 5 6 1 5 1 2 6 2 3 1 2 4
12 3 4 6 4 5 6 1 5 6 1 2 6 2 3 1 2 3 4
13 3 4 6 4 5 6 1 5 6 1 2 6 2 3 6 1 2 3 4 5
14 3 4 5 4 5 6 1 5 6 1 2 6 1 2 3 2 3 4
15 3 4 5 6 4 5 6 1 5 6 1 2 6 1 2 3 1 2 3 4
16 3 4 5 6 3 4 5 6 1 2 5 6 1 2 6 1 2 3 1 2 3 4
17 3 4 5 6 3 4 5 6 1 2 5 6 1 2 1 2 3 6 1 2 3 5
18 3 4 5 6 3 4 5 1 2 5 6 1 2 6 1 2 3 6 1 3 4 5
19 3 4 5 6 3 4 5 6 1 2 5 6 1 2 6 1 2 3 6 1 2 3 4 5
20 3 4 5 6 3 4 5 6 1 2 5 6 1 2 5 6 1 2 3 4 1 2 3 4
21 3 4 5 6 3 4 5 6 1 2 5 6 1 2 5 6 1 2 3 4 6 1 2 3 4 5
22 4 5 6 4 5 6 4 5 6 1 2 3 1 2 3 1 2 3
23 4 5 6 4 5 6 4 5 6 1 2 3 6 1 2 3 1 2 3 4
24 4 5 6 4 5 6 4 5 6 1 2 3 6 1 2 3 6 1 2 3 4 5
Furthermore, if d is split-prime then:
(5) For all x ∈ X there exist y, z ∈ X such that (y, x, z) ∈ G∗d .
The proof of the following result follows directly from the definition of the U G-graph of a
proper metric.
PROPOSITION 6.2. Let d be a proper split-prime metric. Then d ∈ C(G,F) for some split-
prime pair (G,F) with G satisfying conditions (1)–(5) above for G = U G(d).
With this proposition in hand we can restrict the collection of split-prime pairs that we need to
consider in order to cover S P(X). First, define a graph G with vertex set X to be a candidate
U G-graph on X if:
(i) For any x ∈ X , there exist two distinct elements z, y ∈ X such that (y, x, z) is a shortest
path in G.
(ii) The graph G is 2-edge-connected.
By Lemma 3.1 and Lemma 3.2, any proper split-prime metric on X must have U G-graph
equal to some candidate U G-graph on X .
Second, for each candidate U G-graph H on X define H to be the set of split-prime pairs
(G,F) such that G satisfies conditions (1)–(5) above for G = H . Let ∗H be the minimal
elements ofH under the order, that is, those elements (G,F) ∈ H such that if (G′,F ′) 
(G,F) for (G′,F ′) ∈ H , then (G,F) = (G′,F ′). Define
∗ :=
⋃
H is a candidate U G-graph on X
∗H .
Then, using Proposition 6.2, it is straightforward to see that
S P(X) ⊆
⋃
(G,F)∈∗
C(G,F). (5)
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TABLE 3.
The cones generated by Algorithm 7.1 with non-coherent sum of extremals.
Candidate Cones generated by Algorithm 7.1
U G-graph
22 C1 := 〈℘2, (132)(465)℘3, (12)(456)℘6, (12)(465)℘11〉
23 C2 := 〈℘2, (132)(465)℘3, (123)(45)℘6, (12)(45)℘6, (45)℘10, (24)(356)℘11〉
C3 := 〈℘2, (132)(465)℘3, (123)(45)℘6, (45)℘10, (123)(465)℘11〉
24 C4 := 〈℘2, ℘3, ℘10, (45)℘10, ℘11, (12)℘11〉
C5 := 〈℘2, ℘3, (45)℘6, (45)℘10, ℘11〉
C6 := 〈(1234)(56)℘1, ℘10, (45)℘10, ℘11, (12)℘11, (123)℘11〉
C7 := 〈℘2, ℘3, ℘6, (12)℘6, ℘10, (1463)(25)℘11〉
7. THERE ARE ONLY NINE PROPER SIX-POINT PRIMES
In this section we present an explanation for why the prime metrics presented in Figure 1
are indeed the only proper six-point primes up to isomorphism.
Let X := {1, . . . , 6}. As noted in the introduction, there is a finite number of primes up
to isomorphism on X (for more details see [14]). By eqn (5), each proper prime on X must
be contained in at least one of the cones C(G,F) such that (G,F) ∈ ∗. We thus organize
the rest of this section as follows: first we find the candidate U G-graphs on six points. We
then present an algorithm that we used for computing the cones C(G,F) with (G,F) ∈ ∗.
Finally, we describe how we analyzed these cones to show that we have the complete list of
proper six-point primes.
7.1. The candidate U G-graphs on six points. In Table 2 we list a representative for each
isomorphism class of the candidate U G-graphs on X (where the first column is the name that
we give to the U G-graph, and the entries in the following columns give those vertices which
are adjacent to vertices 1 to 6, respectively). These graphs were computed with the aid of a C
program which employed some of the graph enumeration techniques presented in [16].
7.2. The main algorithm. With the candidate U G-graphs on six points in hand we can
now present an outline of the main algorithm that we used for computing the set {C(G,F) :
(G,F) ∈ ∗}.
ALGORITHM 7.1.
begin
for each candidate U G-graph H on X do
compute H
compute ∗H
for each (G,F) ∈ ∗H do
compute the extremals for the cone C(G,F) ⊆ R(X2)
determined by the inequalities (A)–(D) in Section 6.
output the extremals of C(G,F)
end do
end do
end
To compute the extremals for the cones C(G,F) we used the package cdd [10]. The results
of the computations are available from the authors on request.
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7.3. Analyzing the cones C(G,F). For a cone C ⊆ R(X2) we let E(C) be a set of representa-
tives for the extremals of C , one for each extremal (so that C = 〈E(C)〉, the cone comprising
all non-negative linear combinations of the elements of E(C)). We say that two cones C1,C2
are isomorphic if for any E(C1) and E(C2), we have #E(C1) = #E(C2) and a permutation σ
of X such that for each e ∈ E(C1) the metric σe is of the same type as exactly one element
in E(C2). Clearly, if d ∈ C1 and C1 is isomorphic to C2, then d is isomorphic to precisely
one element in C2. Hence, when analyzing the cones output by Algorithm 7.1 it is sufficient
to consider them up to isomorphism.
For each cone C = C(G,F) computed by Algorithm 7.1 we found an E(C) such that each
metric in E(C) was a permutation of one of the metrics in P := {℘1, . . . , ℘11} (see Re-
mark 4.2 for the definition of ℘10 and ℘11). As a consequence, our final analysis conveniently
breaks down into two cases:
Case 1. The sum of the extremals of a cone generated by Algorithm 7.1 is a coherent
decomposition. In this case, any metric contained in this cone (which is not itself an extremal)
is, by definition, a non-negative linear combination of the extremals all of which are prime,
and so is not prime by Proposition 2.2. The sum of the extremals was coherent for every cone
computed by Algorithm 7.1 for candidate U G-graphs 1–21 inclusive in Table 2.
Case 2. Algorithm 7.1 generated some cones for candidate U G-graphs 22–24 which did
not fall under Case 1 besides some others which did. We list all the cones not falling under
Case 1 up to isomorphism in Table 3.
Cones C1,C3 and C5 in Table 3 are simplicial (i.e., their extremals are linearly independent),
whereas the remaining cones are not.
Consider the simplicial cone C5 given in Table 3. Even though the sum of the metrics
℘2, ℘
′
3 := ℘3, ℘′6 := (45)℘6, ℘′10 := (45)℘10, ℘11 is not coherent, the following sums are:†
(℘2 + ℘11)+ ℘3 + ℘′6 + ℘′10 + ℘11, (6)
(℘2 + ℘3)+ (℘2 + ℘11)+ ℘3 + ℘′6 + ℘′10, (7)
(℘2 + ℘3)+ (℘2 + ℘11)+ ℘2 + ℘′6 + ℘′10. (8)
Using this fact we now show that the only prime metrics contained in C5 must be extremals
of C5, and thus isomorphic to one of the metrics in P . Consider the sum
α1℘2 + α2℘3 + α3℘′6 + α4℘′10 + α5℘11,
where αi > 0 (i.e., a general element of the C). Note that both (℘2 + ℘3) and (℘2 + ℘11) are
prime; since ℘2 = (465)℘2 we have ℘2 + ℘3 = (465)℘2 + ℘3 = (465)(℘2 + (456)℘3) and
℘2+℘11 = (465)℘2+℘11 = (465)(℘2+(456)℘11), both of which are prime by Remark 4.2.
Thus, using eqns (6)–(8) together with Proposition 2.2, we see that either:
(a) α5 ≥ α1, in which case the sum
α1(℘2 + ℘11)+ α2℘3 + α3℘′6 + α4℘′10 + (α5 − α1)℘11
is coherent, or
(b) α5 < α1 and α2 ≥ (α1 − α5), in which case the sum
(α1 − α5)(℘2 + ℘3)+ α5(℘2 + ℘11)+ (α2 − (α1 − α5))℘3 + α3℘′6 + α4℘′10
is coherent, or
†As mentioned in Section 2.3 we checked whether a sum is coherent or not using a computer program.
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(c) α5 < α1 and α2 < (α5 − α1), in which case the sum
α2(℘2 + ℘3)+ α5(℘2 + ℘11)+ (α1 − (α2 + α5))℘2 + α3℘′6 + α4℘′10
is coherent.
Hence, the only prime metrics in the cone C5 are the extremals of C5 themselves, all of
which are isomorphic to one of the metrics in P . Each of the other simplicial cones in the
Table 3 can be analyzed using similar arguments together with the linear dependencies listed
in Remark 4.2.
For the non-simplicial cones, slightly different arguments have to be employed, which we
illustrate with the cone C6 in Table 3. This has extremals represented by the metrics ℘′1 :=
(1234)(56)℘1, ℘10, ℘′10 := (45)℘10, ℘11, ℘′11 := (12)℘11, ℘′′11 := (123)℘11, the sum of
which is not coherent.
Note that,
℘11 + ℘′11 + ℘′′11 = ℘′1 + ℘10 + ℘′10.
Hence, setting α := min{α2, α3, α4}, we can rewrite the sum
α1℘10 + α2℘′11 + α3℘11 + α4℘′′11 + α5℘′10 + α6℘′1, (9)
where αi ≥ 0, as
(α+α1)℘10+ (α2−α)℘′11+ (α3−α)℘11+ (α4−α)℘′′11+ (α+α5)℘′10+ (α+α6)℘′1. (10)
However, the sum obtained by setting αi = 0 and α j = 1, j 6= i in eqn (9) is coherent,
for each i = 2, 3, 4. From this it immediately follows by Proposition 2.2 that eqn (10) is a
coherent sum. Hence, the only prime metrics contained in the cone C6 are the extremals of C6
themselves, all of which are isomorphic to one of the metrics in P .
In conclusion, we have seen that every proper prime occurring in the union⋃
(G,F)∈∗
C(G,F)
is isomorphic to some metric in {℘1, . . . , ℘9}. In view of eqn (5), and the fact that any non-
proper prime on six points must clearly be isomorphic to either a split metric or one of the
metrics ℘10 or ℘11, this completes our classification of the six-point primes.
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