Most optical flow algorithms are based on the assumption of brightness constancy of individual pixels while moving on the image plane. Although being attractive analytically, this assumption is often violated under non-ideal visual conditions resulting in poor flow estimates. This paper presents an approach to support the validity of the assumption under such conditions. The method describes the grey-level of each pixel by the content of its neighbourhood using a geometric moment rather than its individual intensity function value. Then, the description of each pixel is normalised and made insensitive to fluctuations of intensity. As a result, the optical flow algorithm becomes much more reliable and robust against visual phenomena like varying illumination, specular reflections and shadows. The proposed approach is applied to a regression method and comprehensive results on synthetic and real data are reported.
Introduction
The computation of optical flow is a fundamental task in the analysis of image sequences. The objective is to obtain measurements which describe the 2D pixel motion in images, known as the motion field. This motion is basically the projection of the relative 3D motion, between the camera and the objects' surfaces in 3D space, on the image plane. However, the information which can be obtained by optical flow analysis is limited to what is known as the apparent motion [8] , that is the optical flow is an approximation of the motion field depending on the observed motion of points in the image.
Optical flow has a broad spectrum of applications in image processing such as estimating the relative objects-observer motion, recovering surfaces' structure, change detection and objects tracking. Most applications demand high accuracy of optical flow measurements to present a close approximation of the true 2D motion field and consequently its corresponding 3D values.
A large number of algorithms for computing optical flow have been proposed, a number of which showed promising results and were subjected to more extensive research (e.g. [2, 13, 1] ).
Successive evaluations and comparisons showed that most optical flow computation algorithms can work only on a specific form of images taken under nearly ideal visual conditions. Such conditions are characterised spatially like constant brightness and textureness of the image, or temporally like close sampling (small motion) and noise-free scenes. This restriction is mainly related to assumptions made when algorithms were formalised to facilitate a solution. As a result, a new generation of optical flow algorithms has been needed in order to employ optical flow outside of the research laboratory.
In this paper, we focus on computing accurate optical flow of image sequences under non-ideal visual conditions including varying illumination effects, shadows and specular reflections. Most optical flow methods rely on a data conservation constraint in the form of brightness constancy assumption. It is assumed that the intensity values of the object's individual pixels stay constant while moving on the image plane. While this assumption can hold approximately within indoor conditions, it is often violated in outdoor environments producing poor estimates of image motion.
Varying illumination, specular reflection, and shadows can all be described as complete of partial change in image contrast. Non-uniform illumination is often considered to be global, occurring throughout the entire image due to change of the source of illumination [4] . Specularities and shadows affect the image in local regions resulting in very high or low saturation of image intensity, respectively.
Several methods have been proposed to deal with the problem. They can roughly be classified into two main groups. The first one has investigated more realistic assumptions and formulated constraints which model specific expected visual conditions (e.g. [4, 7, 11] ). These methods perform well when dealing with specific phenomena for which they were designed in the first place. However, they have limited capabilities otherwise. The second group has worked on techniques to detect and explain the violations that exist. Their goal has been to develop methods that perform well even when violations are present (e.g. [4, 19] ). Such approaches often search for the prominent motion in each sub-region of the image assuming that the minor motion is coarse error. Apparently, this scheme can only adapt to limited and small violations.
This research investigates the observation of the general grey-level description of a local regions rather than the brightness of its individual pixels. This is achieved by using normalised geometric moments to describe the intensity distribution of each pixel's local neighbourhood. These descriptors have high immunity against fluctuations of intensity values over the image. The principle of conservation of such descriptions is used to obtain a robust and accurate optical flow.
Few researchers have investigated in this direction [6, 20] . In [6] , it was suggested to use a set of rotation-invariant Zernike moments as invariant features. Then a set of linear equations that solves for optical flow is formed over each small local region based on the principle of conservation of those invariant features. This work was extended in [20] by integrating an improved mathematical expression of the brightness change. Although the concept showed promising results, it came at a very high computational expense.
The following section provides a quick review of optical flow and geometric moments. It also illustrates the principle of conservation of normalised geometric moments and applies it to the optical flow problem. Experiments on synthetic and real data sets are presented in Section (3) along with their error analysis. Conclusions are presented in Section (4).
In this section, a robust optical flow computation technique is presented in a working environment of varying illumination, specular reflections and shadows. The proposed approach is based on moments invariant which are insensitive to the absolute intensity of the studied image. We start by a description of the optical flow problem and an introduction of image moments followed by the proposed methodology.
Optical flow
Most current techniques for computing optical flow are based on the data conservation constraint as an outcome of the image brightness constancy assumption. This constraint works as a model linking between the brightness variation in the image and its corresponding optical flow. This is derived from the idea that the brightness intensity function of small regions remains constant although their position might be changing. This implicitly states that the image irradiance (light at each point of the image plane) is always proportional to the scene radiance (light emitted by each point of the lighting source) [17] , and assumes that the proportionality factor is the same across the entire image plane. The brightness constancy assumption can be given as
where I(x, y,t) is the image intensity function and (u, v) is the horizontal and vertical image velocity at a pixel (x, y), respectively. The equation simply states that the intensity value of a pixel (x, y) at time t is the same as the value in a later image at a location offset by the optical flow.
There are several formulations of the data conservation constraint. Gradient-based formulations have shown to be the most popular due to their relative high accuracy and low complexity. This kind of technique deals with dense measurements that is at each image pixel, and relates the spatial and temporal derivatives of the image brightness function at each point to the optical flow vector (u, v). Expanding Equation (1) using Taylor series and ignoring the terms higher than first order gives
If restricted to information at one pixel in the image, the solution of Equation (2) is partially constrained. The typical way of handling this is to add another constraint in the form of a spatial coherence assumption to sufficiently constrain the solution. An implicit way of imposing this constraint is to combine the data conservation information from a local region assuming that the flow in that region is constant or modeled as a parametric function of the image coordinate [12, 3] , and solving for the flow as a regression problem. This method has proved to give accurate and fast results when compared with other approaches under standard conditions [2] . It is given that,
where u(a) is a model of the flow within a region, a holds the parameters of the model, and ℜ is a local region in the image [4] .
Image moments
Image moments has been an active research field in image processing since it was introduced to the computer vision community in 1962 [9] . It is a major approach in pattern recognition and can be applied to a wide range of applications such as pose estimation, image coding and reconstruction. When applied to an image, moments describe its content with respect to its axis. They are designed to capture geometric information about the image and to extract properties that have analogies in statistics and mechanics. A general definition of the moment functions Φ pq of order (p + q), of an N × N image region I(x, y) can be given as
where Ψ pq (x, y) is a function of the local coordinates (x, y) of the image region and is known as the moment weighting kernel or the basis set. The indices p, q usually denote the degree of the coordinates x, y respectively, as defined in Ψ.
Geometric image moments are the simplest among moment functions, with the kernel function defined as a product of the pixel coordinates. Geometric moments are also sometimes referred to as Cartesian moments, or regular moments. If the basis set is x p , y p , then the (p + q) th order two-dimensional geometric moments are denoted by m pq , and can be expressed as
where p, q = 0, 1, 2, 3.... Equation (6) has the form of the projection of the image region I(x, y) onto the monomial x p y p . The geometric moments of different orders represent different spatial characteristics of the image intensity distribution. A set of moments can thus form a global shape descriptor of an image. For example, the moment of order zero represents the total intensity of an image. The first order moment provides the intensity moment about the x-or yaxis. The second-order moments are a measure of the variance of the image intensity distribution about the origin. Higher orders characterise different features.
When image moments were introduced to pattern recognition tasks, geometric moments were further developed to have a unique set of shape descriptors which are invariant to one or more of image transformation such as translation, rotation and scale variation [15] or image distortion such as blurring, varying intensity, high contrast and noises (e.g. [10, 18] ), so they can be used to identify the elements of the image regardless of their size, orientation, distance of the camera, and the quality of the image. The development and review of different invariants is beyond the scope of this paper; interested readers are suggested to refer to [5] for a comprehensive tutorial. In Section (2.3), we illustrate the development of a moment invariant to non-uniform illumination and intensity change in general and then employ it for computing optical flow.
Proposed methodology
Various kinds of radiometric degradation are introduced to the image during the acquisition process, mainly due to environmental conditions and also by factors related to the imaging system such as imaging geometry, lens aberration, and random sensor errors. Analysis and interpretation of this kind of images is a key problem in many applications. Moments-based approaches appear to show promise in providing a solution. The basic idea here is to describe the grey-level of a pixel by the content of its neighbourhood using a geometric moment. Moreover, normalising this description grants it immunity against fluctuations of intensity values over the whole neighbourhood. Equation (6) defines the geometric moment for an image. It is also possible to compute the same moments over a small window around each pixel. These expressions, known as local moments, are associated with image features in a pixel neighbourhood. For a region ℜ of size (2N + 1 × 2N + 1), with the pixel (x, y) as its centre, the corresponding (p + q) th order local moment at (x, y) on ℜ is defined as [14] m pq (x, y) =
The previous equation can be seen as a neighbourhood operation that can be interpreted as a convolution of the image with a mask (kernel) [14] which can be generated according to the region size. If the same image region is acquired again in different lighting conditions, the intensity function of the new image I (x, y) can be approximated to be equal to the initial intensity function I(x, y) multiplied by a factor c [10] . That is,
The new intensity function will result in moments that differ by the same factor c compared to the moments that are obtained by the initial intensity function; i.e. m pq ≈ c · m pq (8) It is evident that moments can be independent of the factor c by dividing them by any non-zero moment. This normalisation results in descriptors of image regions insensitive to imaging conditions during the acquisition process.
This outcome is employed to solve for the optical flow computation. Every pixel in the image is a centre of a neighbourhood ℜ which is approximately conserved in frame sequence. Therefore, similar to the original analysis based on the brightness constancy assumption, the data conservation constraint becomes
where M is the normalised moment value of the local image region surrounding the pixel (x, y). Expanding the previous equation using Taylor series and ignoring the terms higher than the first order gives
A solution can be found if there are two normalised moments computed for each pixel. However, such an approach is not stable numerically because of the approximations made when calculating the temporal and spatial derivatives. Alternatively, the optical flow can be solved as a regression problem, over a small neighbourhood, in which a constant flow is assumed. The overdetermined system of linear equations can be written as
where u= [u,v] , and the i th row of A is [
, where i denotes the order of the normalised moment. The least-squares solution for the computation of optical flow can then be given as
The next section provides more details about implementing the method along with experiments and error analysis.
Experimental results
We have tested the performance of our technique by conducting experiments on synthetic and real sequences. Experiments were performed over regions of different sizes using the second order normalised moment (divided by the first order moment). Local moments were computed by convoluting the images masks of sizes similar to the studied regions.
All experiments were held with no pre-smoothing. Derivatives were obtained by averaging the four first differences taken over a 2 × 2 × 2 cube in the image sequence. Quantitative results of the synthetic sequences were compared to those of the regular regression method. The flows were filtered out removing unreliable estimation values. Those were identified according to the eigenvalues (λ 1 , λ 2 ) of A T A in Equation (12) , which depends on the spatial derivatives of the moments. If λ 1 + λ 2 > τ, the flow vectors are computed from Equation (12) where τ is a pre-set threshold value. Although multiple normalised moments can be used in describing one pixel, we found that one moment can capture the details of the neighbourhood reasonably accurately and there is no need to compute further descriptors.
Error analysis
In order to quantify the accuracy of our technique, we compute relative error measures between the correct flow u c = [u c , v c ] and the estimated one u e = [u e , v e ] in magnitude and direction [16] . We report their mean and standard deviation in addition to a robustness measure similar to the one used in [1] .
The first error measure describes the relative error in velocity magnitude (E r ) while the second error measure, the directional error (E d ), captures the deviation from the correct flow and thus how accurately the correct direction has been recovered:
We also report a robustness measure RX denoting the percentage of pixels that have an error measure above X. We report R15% and R7.5 • for the magnitude and directional measures, respectively.
Experiments 3.2.1 A synthetic sequence
We synthesised a 64×64 image sequence to highlight the case when the lighting condition of a frame is different than the one before it. Figure (1) shows two frames of a squarepattern sequence translating with a velocity (1, 1) . The second frame (b) is affected by an Omni-type lighting. We compute optical flow first using a regression method with the regular brightness description (c) and then using the proposed methodology (d). The result illustrates the improved outcome. To compare the two approaches quantitatively magnitude and directional errors are worked out for both techniques in addition to two robustness measures and listed in Table ( 
A real sequence
An illumination-affected real sequence was used to validate the proposed method qualitatively. Figure (2) show frames of the Rubik sequence, widely used for testing optical flow algorithms, where a cube is rotating counterclockwise on a turntable. The frame in (a) shows the first original frame of the sequence while Figures (b-d) correspond to the second frame subject to an increasing lighting effect that is altering the contrast of the image.
A sub-sampled version of the estimated optical flow is shown in Figures (e-h) . (e) and (f) were obtained based on the original brightness description for frames (b) and (c), respectively. On the other hand, (g) and (h) were obtained using the proposed methodology for the same frames. The results demonstrates the robustness of the proposed approach in sequences influenced by un-modelled variation of intensity.
Discussion and conclusions
When computing optical flow, the brightness constancy assumption is well-known to be fragile and easily violated in environments of non-ideal visual conditions. In this paper, we present a method in which each pixel is described by the grey-level of its neighbourhood using geometric moments. The description is then normalised and made insensitive to the absolute intensity value of each neighbourhood.
The paper proposes to replace the usual intensity function with a moment-based one as an initial stage to tackling challenges of computing optical flow. Our experiments on synthetic and real sequences illustrated the advantages of the proposed method. As found out from Table (1), the proposed approach performs better even under ideal visual conditions. In the experiment on the real sequence, it is apparent that the quality of the flow estimated by the proposed method is highly robust and compares favourably to techniques with the original brightness assumption.
The proposed approach is very competitive in terms of execution time as well. The additional step of calculating normalised moments by convoluting the image with a mask adds very little computation expense so that the overall computation required for both approaches is almost the same. The time requirement for the proposed method is compared against that of the existing method in Table ( 2) 1 .
Future research includes developing techniques to tackle violations of optical flow underlying assumptions other than brightness constancy. Methods to detect outliers are of high interest to explain particular properties of the scene like motion boundaries, lack of texture, occlusions, etc. Modelling of various visual conditions can still be useful to get even more accurate flow estimates especially when specific visual distortions are foreseen. 
