Convergence of the Schur algorithm outside the unit circle is discussed with the aid of convergence theory for Schur continued fractions.
Introduction
In [6] Schur introduced and discussed what is now called the Schur algorithm. This algorithm generates from a sequence {yn} of parameters a sequence {Fn(z)} of rational functions. Under suitable positivity conditions, the functions Fn(z), are Schur functions, i.e., functions which are analytic and bounded by the constant 1 in the open disk D -{z G C: \z\ < 1} ; and the sequence {Fn(z)} converges for z G D to a Schur function f(z).
(The parameters yn may in turn originate from a Schur function. For a general description, see §2. ) Schur illustrated the working of the algorithm by briefly sketching a few examples [6, p. 144] . We shall mention the two main ones later, here called Example 1 and Example 2 (see §4). In both these examples, the sequence {yn} satisfies the additional condition Y^=\\yn\ < °°. In [5, p. 106] Runckel observed that in the case of Example 1, the sequence {Fn(z)} also converges in the outside domain E = C -D = {z G \z\ > 1} to an analytic function.
In this paper we discuss (under the restriction Y^LX \yn\ < oo) a necessary and sufficient condition for convergence of {Fn(z)} in E to take place, and point out that such convergence also occurs in Example 2. In our treatment we make use of results on convergence of special continued fractions closely related to the Schur algorithm: Schur fractions. The theory of these continued fractions is in turn closely related to the theory of Perron-Carathéodory fractions and of Szegö polynomials, and our condition for convergence may be stated in terms of asymptotic behavior of Szegö polynomials.
For general theory of continued fractions we refer to [3] . For discussion of the Schur algorithm we refer to [6] , and also to [1, 5, 7] . The theory of Schur fractions is discussed, e.g., in [1] , [3] , [4] , [7] , and the theory of Perron-OLAV NJASTAD Carathéodory fractions and their relationship to Szegö polynomials, e.g., in [1] , [2] , [4] .
The Schur algorithm and Schur fractions
The Schur algorithm may be defined as follows. Let {yn: n = 0, 1,2, ...} be a sequence of complex numbers where \yn\ / 1 for all n . Let z G C, and set (2.1) ^z>w^ = TTj^ fOTB-0,1,2,...
Tn(z, w) = Tn_x(z, tn(z, w)) for n = 1,2,....
The approximants of the algorithm are defined as the rational functions
Convergence of the algorithm means convergence of the approximants. The sequence {yn} also gives rise to a Schur fraction. This is a continued fraction of the form
We denote the numerators and denominators of (2.4) by An(z) and Bn(z). These functions satisfy the recurrence relations (2'5a) (tH(fc:)+(t:;)' -,-2--
The polynomials A2n, B2n are of degree at most n, while the polynomials A2n+X , B2n+X , are of degree at most n + 1 with constant term zero. The even and odd numerators and denominators are related as follows: Proof. Statements I and II are equivalent by (2.7). We shall prove I. We may write
The second term of (3.6) tends to zero, since (3.1) is satisfied. By using the determinant formula for continued fractions (see [3, p . 20]) we may write the first term as follows:
Again since (3.1 )-(3.2) are satisfied, lim"^oo2?2n(z) = B(z) for z gD, where B(z) t¿ 0. The product n¡t=o(l _ l^fel ) ls bounded, and tends to a finite limit different from zero. Condition (3.3) then ensures that the right side of (3.7) tends to zero, and vice versa. This completes the proof. □
Examples
In both of the examples given below, (3.1)-(3.2) are clearly satisfied and by using explicit formulas for A (z), B (z) given in [1, p. 147-150] , it can be seen through calculation that (3.3) is satisfied. Hence An(z)/Bn(z) converges for z g D. This can also, by using the above-mentioned formulas, be verified directly. 
