Abstract: Dynamics of quality attributes derived from Kano model has been recognized as one of the most interesting and fruitful developments of attractive quality theory. The purpose of this study is to propose an integrated method with GM(1,1) model and Markov chain to forecast the dynamics of service quality attributes with limited data and explore the existence of the alternative life cycles. Further, an empirical study of the express delivery industry in China is conducted at four points of time (the year of 2008, 2010, 2012, and 2013) to verify the feasibility of the method. This study not only provides a quantitative method for forecasting the dynamics of service quality attributes with limited information, but also gives evidence for the existence of alternative life cycles of service quality attributes.
INTRODUCTION
The advance of information technology and fierce competition in marketplace has changed the nature of business operations dramatically. Customers have largely evolved from their past role as passive buyers to value cocreators in the value chain [1] . Given these changes, companies must re-conceptualize their relationships with customers to gain competitive advantages. Specifically, a firm's success largely depends on its ability to adopt customer perspectives, detect customer requirements, and create value for customers. Meanwhile, the requirements of diverse customers evolve dynamically, compelling companies to adapt and refine salient characteristics of their products and services. Kano model is one of the most effective methods for enterprises to identify customer requirements. Considering the recognition of the nonlinear relationship between a product's performance and customer satisfaction, Kano model categorizes quality attributes into five categories: (i) must-be, (ii) onedimensional, (iii) attractive, (iv) indifferent, and (v) reverse quality attribute [2, 3] .
As a customer-driven tool, Kano model has been widely used to analyse customer requirement, manage product/service quality and other practices [4] [5] [6] . This theory shows that the role of quality attributes conceptually changes over time [3] . Löfgren and Witell [4] highlighted that the concept of quality life cycles is one of the most interesting and fruitful developments in Kano model. However, only limited researches provide guidance on how the state of quality attributes changes over time and what the alternative life cycles for quality attributes should be [7, 4] .
Kano [3] argued that there are two specific life-cycles: (i) Successful quality attributes life-cycle, which takes the form of indifferent → attractive → one-dimensional → must-be (I→A→O→M), and (ii) Flavour-of-the-month quality attributes life-cycle, which takes the form of indifferent → one-dimensional → indifferent (I→O→I). He provided an empirical support from the quality attributes dynamics of the remote-control device for a television set. Nilsson-Witell et al. [7] provided additional evidence through the demonstration that customers are largely indifferent towards e-services before they perceive them as attractive purchase options. Zhao et al. [8] contended that the quality attributes categories changed over time, and showed that three eighths quality attributes of web site interactivity changed within a period of 18 months. However, they failed to identify the specific lifecycle of quality attributes. Löfgren et al. [9] identified three quality attributes life-cycles of Kano model: successful quality attributes, flavour-of-the-month quality attributes, and stable quality attributes. They also extended the theory of attractive quality by identifying the reverse movement of certain quality attributes. Specifically, they found that quality attributes can move backwards in the life-cycle through various mechanisms (e.g., changes in product design). To address the dynamics of quality attributes in the Kano model, Raharjo [10, 11] proposed a compositional double exponential smoothing method to predict customers' future needs to incorporate them into QFD for multiple product design.
The literature on dynamics of quality attributes in Kano model is sparse. Only Kano [3] , Nilsson-Witell and Fundin [7] , Zhao and Dholkia [8] , and Löfgren et al. [9] have provided empirical evidence for the presence of quality attributes life-cycles and given proofs to the dynamics of quality attributes in Kano model. However, their discussions on dynamics are domains specific, which may not be generalized to other fields. Moreover, they have overlooked difficulties in using quantitative approaches to forecast the dynamics of quality attributes. Forecasting future quality attributes' transition states is useful to tackle customer preference's change during product innovation process, and to develop the competitive service as an adapt to the rapid changing market today.
Many analytical models have been employed to forecast the dynamics of quality attributes. Some commonly adopted methods include statistical models, such as compositional double exponential smoothing method [11] , fuzzy trend analysis [12] and artificial intelligence (AI) models [13] . Different models have different requirements on the amount of historical data to be used, and the prediction accuracy depends on the property of the data. The classification of quality attributes has been identified by a complicated process, including Kano survey, Kano evaluation and Kano results analysis, and it will take a company plenty of time and cost. To select an efficient and cost-effective method for predicting dynamics of quality attributes with insufficient data is necessary but challengeable.
To address the issues outlined above, we suggest an integrated method based on Grey-Markov chain model [14] to predict the dynamics of service quality attributes from Kano model with limited data. The major contributions we have made beyond the method proposed by Song et al. [14] include: (i) We use the form of point estimation in forecasting process, so as to obtain the Kano model classification results of quality attributes accurately; (ii) With the prediction quality attributes dynamics states, the life cycles of quality attributes are identified and tested empirically in express delivery industries.
Thus, we focus on tackling the following issues: (i) How can we forecast the dynamics of service quality attributes from Kano model with limited data? (ii) Can we provide evidences to show the existence of alternative life cycles of quality attributes identified by previous literature?
KANO MODEL AND DYNAMICS OF QUALITYATTRIBUTES
Kano model has been widely used in industries as an effective tool to classify and prioritize quality attributes. However, Kano model has some disadvantages [15] . In particular, the traditional Kano survey does not allow uncertainty in customer's response when answering survey questions. However, most people are prone to indecisiveness and fuzziness. Thus, scholars such as Lee and Huang [16] , Wang [17] , and Meng et al. [18] proposed the fuzzy Kano model through integrated fuzzy set theory. The fuzzy Kano model they proposed is better at mimicking a realistic cognitive process in practice, since an evaluator's multifaceted feelings could be expressed by the possibility degrees among multiple items. Due to its advantages, in this study we have adapted the fuzzy Kano model to elicit customers' perception and determine the category of each of the service quality attributes.
Nevertheless, the dynamics of quality attributes may take place in a rapidly changing environment. For example, what now delights the customer may become an expected or indifferent quality attribute in the future. It is of great importance to consider changes of quality attributes over time to improve and develop products' or services' quality. Kano [3] first demonstrated that the quality attributes' categorization is not absolutely invariable but instead it changes with time. He pioneered the theory of quality attributes life cycles. Tab. 1 summarizes the literature relevant to this stream of research.
It is shown that few pieces of literature have endeavored to forecast the quality dynamics and empirically study the quality attributes life cycles. In fact, exploring the quality dynamics and life cycles is the most interesting and important area in extending Kano theory [4, 19] . Thus, Raharjo et al. [11] proposed the compositional double exponential smoothing (CDES) method to model the Kano categories change over time. However, such a time series forecasting method is suitable for short-term prediction, and a large sample size is necessary. As the traditional Kano model requires significant time and cost to amass the necessary data, it is imperative that we can find an efficient forecasting method to predict the dynamics of quality attributes, so as to effectively and timely detect customer preference change even if the data is extremely limited. Song et al. [14] proposed an integrated method of grey theory and Markov chain to predict customer requirement states. The method provided the interval form of customer requirement forecasting to get higher accuracy with fewer data. However, they ignored to identify the life cycles of quality attributes. 
PREDICTING QUALITY ATTRIBUTES DYNAMICS USING MCGM(1,1) MODEL
Service quality is significantly related to the service processes and service personnel; some core service processes may be more important than others, while certain key personnel may be vital to the customers. Customers' preference and taste of service are usually different in various market segments at different life cycles of service. Therefore, it is very difficult to determine a definite state trend of service quality attributes dynamics in real life. In this respect, the prediction for service quality attributes dynamics is a grey system in nature. Thus, it is appropriate to apply the GM(1,1) model to forecast future service quality attributes states. However, the prediction accuracy of GM(1,1) is low when data fluctuations are immense [19] . While Markov chain model makes use of the transition probabilities to predict the evolution of stochastic system, it is suitable to predict the data sequence even facing high fluctuations [19] . Therefore, it is logical to integrate GM(1,1) and Markov chain model (i.e., MCGM(1,1)) to forecast the dynamics of service quality attributes with limited data. Fig. 1 shows the framework of MCGM(1,1) to predict dynamics of service quality attributes with limited data. It involves several sub-processes: identification of service quality attributes, classification of service quality attributes based on fuzzy Kano model and construction of MCGM (1,1) 
Figure1
The framework of MCGM(1,1) to predict dynamics of service quality attributes
Identification of Service Quality Attributes
The extraction and identification of service quality attributes is the foundation of the Kano model. Service qualities have distinctive features which are different from general products, including: (1) Intangibility: service is an abstract product which is intangible. (2) Inseparability: service is inseparable from its original source. (3) Heterogeneity: the same service could have different standards due to the differences of attendants, timings, or locations. (4) Perishability: a service cannot be stored. So it is very important to find an effective way to translate customer requirements into a set of service quality attributes from the customer perspective. The SERVQUAL model can be used to identify and extract customer service quality attributes by listening to the voice of customers [20] .
Classification of Service Quality Attributes Based on Fuzzy Kano Model
To understand the uncertainty and indecision of customer psychology when buying the service, we adapt a fuzzy Kano model to objectively classify the quality attributes [16, 18] . A fuzzy Kano questionnaire is designed. The largest difference is that only one answer will be permitted in the traditional Kano questionnaire, but interviewees can choose various answers in the fuzzy Kano model questionnaire. It flexibly allows interviewees to give diversification answers, which is more reasonable and applicable to express customers' real perception. Based on the information obtained of customer requirements, the classification of service quality attributes can be derived using the fuzzy Kano model [18] .
Construction MCGM(1,1) Prediction Model
In the following section, the derivation of MCGM(1,1) is briefly described [21] .
Assume that the original series of data with n entries is
where raw material X (0) stands for the non-negative original historical time series data.
Construct X (1) by one time accumulated generating operation (1-AGO), which is
(
Where,
Construct the mean sequence Z (1) with respect to X (1) , which is ( )
Where
and k = 2, 3, ..., n.
The differential equation of the grey model can be obtained
where k = 2, 3, ..., n. To do this, using the least square method, parameters a and b can be written as
where B and Y are defined as follows (1) 
(1)
(2) 1 (2)
where "^" represents the grey predicted value complemented the corresponding initial condition. The relevant whitenization of Eq. (6) 
( 1)
The time response function of Eq. (6) can be written as
where k = 1, 2, ..., n. Hence, the desired prediction output at k step can be estimated by inverse accumulated generating operation (1-IAGO) which is defined as
where k = 1, 2, ..., n.
Assume that the original series of data is
The forecast series of data is
The residual series can be expressed as
(1), (2),..., ( ),..., ( )( 
The relative error series is defined as
Relative error compares the real and predicted values at specific time k, and can be defined as
The total model precision can be defined by average relative error as follows
For a given α, when α ∆ < and n α ∆ < can be fulfilled simultaneously, then the grey model will be defined as qualified residual model.
For original data series, use GM(1,1) model to obtain the predicted value (0) ( ) x i , the residual error ( ) i ε can also be obtained:
Assume that there exists some regular information in the residual error series of GM (1,1) . We can establish Markov state transition matrices, r states are defined for each time step. Thus the dimension of the transition matrix is r×r. The residual errors are partitioned into r equal portions called states. Each state is an interval whose width is equal to a fixed portion of the range between the maximum and the minimum of the whole residual error. Then, the actual error can be classified into the following states.
Let Sij be the j th state of the i th time step
where L ij and U ij are the lower boundary and upper boundary of the j th state for the i th time step of the residual error series.
( )
Establishment of transition probability matrix of state. If the transition probability of state is written as
where
is the probability of transition from state i to j by m steps.
( ) m ij M is the transition times from state i to j by m steps and M i is the number of data belonging to the ith state. Because the transition for the last m entries of the series is indefinable, M i should be counted by the first as nm entries; n is the quantity of entries of the original series. Then, the transition probability matrix of state can be written as 
The transition probability matrix of states P (m) reflects the transition rules of the system. The transition probability of states ( ) m ij P reflects the probability of transition from initial state i to probable state j by m steps. It is the foundation of prediction by the Markov probability matrix. For example, consider m = 1 and the maximum transition step is 1. Then, P(1) can be obtained. If the predicted original data is located in the ith state, the predicted data of next step is calculated by the row vector of transition probability states (1) ij P .
Obtaining the predicted value. The residual error series ε(i) is divided into r states, and then there is r transition probability row vectors. The possibilities of a certain error state for the next step are obtained by the probabilities in r row vectors, denoted as {a i (T), i = 1, 2, ..., r} at time step T. Define the centers of r states as {v i , i = 1, 2, ..., r }. Then, the predicted value for the next step is (0) (0) 1 
( 1) ( )
Where m = 1.
AN EMPIRICAL STUDY
To illustrate the usefulness of the proposed method in predicting the quality attributes dynamics, we conduct an empirical study in the express delivery industry in China. The growth of internet shopping and e-commerce has changed consumers' attitudes towards express delivery service. Consumers have shopped online more frequently, which significantly boosts the express industry's business and also puts up a higher force to satisfy the uncertain requirements on service quality. Exploring the dynamics of express service quality attributes will benefit firms to improve operation management and enhance productivity in the future.
Questionnaire Design and Data Collection
Deriving from the research work of Meng et al. [18] , and discussions with experts and express delivery customers, we identify nine quality attributes to measure the express industry service quality (See Tab. 2). 3 Quality assurance Safety , reliability f 4 Tracking Accuracy f 5 Membership benefits Loyalty f 6 Complaints handled timely Reliability, safety f 7 Low price Added value f 8 High quality staff Efficient communication f 9 Free storage within 7 days Safety, convenience
We design the fuzzy Kano questionnaire. It starts with respondent's demographic information such as age, gender, occupations, income levels and the frequency of usage of the express service. The main questionnaire focuses on the nine items listed in Tab. 2. Recall that the respondent can specify percentage matching the intensity he/she deems appropriate. The questionnaire includes both functional and dysfunctional forms, but unlike traditional Kano model using binary data, the fuzzy Kano model questionnaire allows respondents to express their multifeelings by the possibility degrees among multiple items.
The questionnaire administration and field work took place through four periods. We were given access to potential respondents based on the following criteria: (i) respondents who frequently use the express industry service; and (ii) respondents who are among the enterprise's database. Questionnaires were distributed in two ways: face-to-face and e-mail. In each time, 120 questionnaires through face-to-face and 100 questionnaires via e-mail were issued (see Tab. 3). 
Fuzzy Kano Quality Attributes Classification
Using the fuzzy Kano model, we strive to match the quality attribute with one of the Kano categories (e.g. A: attractive; O: one-dimensional; M: must-be and I: indifferent). The classification results are summarized in Tab. 4, which takes the maximum membership degree value as the classification result of each quality attribute. Tab. 4 shows that attributes f1 (On time delivery) and f 7 (Low price) have not changed over the four time periods; while other quality attributes are dynamic and have changed to some degrees.
Predicting the Dynamics of Service Quality Attributes
Using GM(1,1)
To predict the changes of quality attribute over time, we take f9 (Free storage within 7 days) as an example and use the following five steps to predict the dynamics.
(1) Construct the original series and its 1-AGO series The original series of four different attributes of f 9 can be obtained from Tab. 4: 
Construct the time response function Being repeated above steps, the time response function will be solved by Eq. (9), which is shown as follows: (1) 0 1138 ( 4) (1) 0 0173 ( 4) (1) 0 0704 ( 4) (1) 0 1762( 4) GM(1,1) , we further test to determine the error between the predicted value and actual value. Following Eq. (16), we use GTMS3.0 to calculate the sum of residual squares and average relative error. The result of quality attribute f 9 is shown in Tab. 5. Tab. 5 shows that all sums of residual squares approximate zero, and the average relative error is small, indicating that GM(1,1) model can perform fitting predictions.
(5) Predicting the quality attributes classification Take must-be quality attribute of f 9 (see column M of each sub-table's last row) as an example, according to the time response function of GM(1,1) model, the predicted value for period 5 can be found as (1) 0.1138 ( 4) (1) 
Accordingly, the expected value of A, I, O for period 5 can be estimated as shown in Tab. 6. We can see the service quality attribute f 9 is predicted to be M in period 5, as 0.3698 is the largest value in the rightmost column.
Improving GM(1,1) Results with Markov Chain
To obtain a more accurate prediction of dynamics in quality attributes classification in period 5, we employ the approach proposed in Section 3.3 to modify the GM(1,1) model:
(1) Partition the states We use the M (Must-be) sequence of f 9 in Tab. 6 to illustrate how to modify GM(1,1) with Markov chain. The forecasting of other quality attributes can be obtained similarly. Table 7 The residual series of the "Must-be" sequence of f9 We then match the last row of Tab. 7 to the above states, and summarize them in Tab. 8. (2) Construct states transition matrix of quality attributes classifications
We can obtain the states' transferring frequency distribution in line with the state of residual in Tab. 8. Thus, we get the states transition matrix P according to Eqs. (21)- (22) (1) 0 0 1 0 0 1 . .
Similarly, we can obtain point predictions for other periods, as is shown in Tab. 9. In the same way, we can calculate the prediction value for other attributes of f 9 ( e.g. A, O, I) in Tab. 10. Clearly, quality attribute f 9 is a "Must-be" attribute at period 5.
Comparison of GM(1,1) and MCGM(1,1)
To differentiate the predicted results of GM (1,1) and MCGM(1,1), we use two criteria to evaluate the proposed model. They are the absolute mean error (AME) and standard mean square error(SMSE): 
Predicting the Category for Each Quality Attribute
Tab. 10 shows that the quality element classification of f 9 varies with time, as shown in Fig. 2 . We can see the quality attribute f 9 (i.e. Free storage within 7 days) follows the dynamics states, and Fig. 2 shows that the quality attribute categories from period 1 to period 5 are: "O→O→M→M→M (predicted)". Thus, quality attribute f 9 will be treated as must-be quality attribute in the future (P5), and the express delivery firms should try their best to offer 7-day free storage to meet the customer expectation, as it is a "Must" (M) quality attribute. and achieving competitive advantages. Thus, firms should try their best to provide these service quality attributes and ensure high quality. Finally, attributes f 2 and f 8 need to be the "attractive" quality attributes in next time period; they are the order winner and give firms the competitive advantages in attracting new customers.
CONCLUSIONS AND SUGGESTIONS
In this study, we employ the grey theory and Markov chain to propose an integrated approach, MCGM (1,1) , to forecast the dynamics of service quality attributes with limited data. Further, we explored the life cycles of service quality attributes suggested by Kano [3] and Löfgren et al. [4, 9] . MCGM(1,1) model makes the best use of GM(1,1) model (efficient in forecasting under limited information), and Markov chain (effective in manipulating fluctuations). The proposed method uses Kano model to classify customer requirement, grey theory to forecast with limited data and Markov chain to enhance the predicted accuracy. It also forecasts customer requirement in a quantitative and dynamic way, providing a more practical and specific perspective on customer requirement analysis. The proposed MCGM(1,1) model can help marketing departments know in advance the changes of the dynamics of service quality (the evolution trends), and satisfy customers' requirements based on the future state that would bring potential business opportunity. In this way, correct resource could be put into the right customer requirements at the right time. The application of the proposed method to the Chinese express delivery industry shows that it is a more effective prediction tool. The main contributions of this work can be summarized as follows:
(1) The dynamics and life cycles of quality attributes, introduced by Kano [3] , is an important research topic of theory of attractive quality [7, 9] . We not only provide evidence for the dynamics of quality life cycle from Kano model through an empirical investigation, but also propose a low cost alternative of predicting various life cycles of service quality attributes.
(2) The MCGM(1,1) model is feasible, well-structured and effective, taking the advantages of GM(1,1) model with forecasting using limited data and Markov chain in manipulating fluctuations. So the method brings about cost savings and efficient way for managers to better understand the service quality attributes evolution trends.
(3) The empirical investigation of Chinese express delivery industry has given evidence to the existence of two quality life cycles: successful quality attributes and stable quality attributes. However, our data do not support the existence of the life cycle of flavor-of-the month quality attributes. This is different from the results found in Kano [3, 7, 9] . Moreover, we found that there may exist other types of quality life cycles.
The existing approach has some limitations, which can be further improved. First, the time interval for obtaining the data in the empirical study is relatively short, which may affect the prediction accuracy of the model. A longer time period may be necessary to test a specific type of quality life cycle. Second, our data are limited to region of Yangtze River Delta. To test the applicability of the proposed approach and better understand the dynamics of delivery service quality, it may be beneficial to include data from other regions. Finally, more testing work may be conducted to examine reliability and validity in other industries.
