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Abstract –Cluster analysis is the term applied or conﬁrmatory, based on the availability of apto a group of analyses that seek to divide a set propriate models for the data source, but a key
of objects into a number of homogeneous groups element in both types of procedures (whether
or clusters, when there no a priori information for hypothesis formation or decisionmaking) is
about the group structure of the data. Cluster- the grouping, or classiﬁcation of measurements
ing is an active research topic in data mining based on either (i) goodnessoﬃt to a postulated
and diﬀerent methods have been proposed in the model, or (ii) natural groupings (clustering) reliterature. Most of these methods are based on vealed through analysis. Cluster analysis[2] is
the use of a distance measure deﬁned either on the organization of a collection of patterns (usunumerical attributes or on categorical attributes. ally represented as a vector of measurements, or
There are three basic categories of clustering a point in a multidimensional space) into clusmethods: partitional methods, hierarchical meth- ters based on similarity.

Intuitively, patterns

ods and density-based methods. This paper pro- within a valid cluster are more similar to each
poses an iterative algorithm for partitional clus- other than they are to a pattern belonging to
tering.

a diﬀerent cluster. The variety of techniques for
representing data, measuring proximity (similar-

1

ity)between data elements, and grouping data el-

Introduction

ements has produced a rich and often confusing
Data analysis underlies many computing appli- assortment of clustering methods[9].
cations, either in a design phase or as part of
their online operations.

It is important to understand the diﬀerence

Data analysis proce- between clustering (unsupervised classiﬁcation)

dures can be dichotomized as either exploratory and discriminant analysis (supervised classiﬁca-
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tion). In supervised classiﬁcation, we are pro- by means of local structure such as high density
vided with a collection of labeled (preclassiﬁed) areas or by assigning a particular pattern and its
patterns; the problem is to label a newly en- k-nearest neighbours to the same cluster,are the
countered, yet unlabeled, pattern.

Typically, most appropriate.

the given labeled (training) patterns are used to
learn the descriptions of classes which in turn are
used to label a new pattern.In the case of clustering, the problem is to group a given collection of
unlabeled patterns into meaningful clusters. In
a sense, labels are associated with clusters also,
but these category labels are data driven; that is,
they are obtained solely from the data. Clustering is useful in several exploratory patternanalysis, grouping, decisionmaking, and machinelearning situations, including data mining, document retrieval, image segmentation, and pattern
classiﬁcation. However, in many such problems,
there is little prior information (e.g., statistical
models) available about the data, and the decisionmaker must make as few assumptions about
the data as possible.It is under these restrictions
that clustering methodology is particularly appropriate for the exploration of interrelationships
among the data points to make an assessment
(perhaps preliminary) of their structure.
The problem of partitional clustering[7] is
stated as follows: ”given n patterns in a ddimensional metric space ,determine a partition
of the patterns into K groups or clusters such
that the patterns in a cluster are more Similar
to each other than patterns in diﬀerent clusters.”
Global criteia require some prototypes to assign
each pattern to a cluster but often they are not
available.Then local criteria ,which form clusters

2

Model Description and Analysis

The basic idea of partitional clustering method
• Seed Points
• Initial Partition
Seed Points:
1. Choose the ﬁrst k objects in the data set.
2. Label the objects from 1 to n and choose those
labeled n/k, 2n/k, . . . , (k − 1)n/k, and n.
3. Subjectively choose any k objects from the
data set.
4. Label the objects from 1 to n and choose
the objects corresponding to k diﬀerent random
numbers in the range [1, n].
5. Take any desired partition of the objects into
k mutually exclusive clusters and compute the
cluster centroids as seed points.
Initial Partition:
1. Assign each object to the cluster built around
the nearest seed point.This point remains stationary throughout one full pass over all objects.
2. Let each seed point to form a cluster of one
member. Then assign objects one at a time to
the cluster with the nearest centroid; after an
object is assigned to a cluster, update the centroid so that it is the true mean vector for all
the objects currently in that cluster. 3. Use
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hierarchical clustering to obtain an initial parti- The objective of a partitional clustering algotion. 4. The analyst could use his judgment to rithm based on the square error criterion is to
sort the set of objects into an initial partition. ﬁnd a partition that minimizes Je .
5. The analyst could rely on some random allo- The resulting clusters is called Minimum varication Schemes.

ance partition.

Criteria for Partitional Clustering
Let X = [X∗1 , X∗2 , . . . , X∗n ]m×n The problem is Related Minimum Variance Criterion
to partition X into k clusters, such that X = Substitute for mi in equation (1)
G1



G2



...



Gc , andGi



Gj = ∅, 1 ≤ i, j ≤ k

and i = j samples in a group are more similar
than those in diﬀerent groups.
Let |Gi| = n and

c

i=1 ni

Je

c



=

i=1 X∗j ∈Gi

=n
c



Sum-of-squared-error criterion

i=1 X∗j ∈Gi

∗j

c
1
n i Si ,
2 i=1

=

i

Si =

of the squared Euclidean distance between each
object in Gi and its cluster centroid mi ,

=

 

X∗j − mi

X∗j )

X∗j ∈Gi

i



X∗j )

T 

where

X ∈Gi

= average squared distance between points
in Gi
• This uses Euclidean distance for the similarity

 X∗j − mi 2

X∗j ∈Gi



1  


(X − X )T (X − X )
2
ni X∈G 
i

The square error Ji for cluster Gi is the sum

Ji =

1
ni

X∗j ∈Gi

= mean of the ith sample



X∗j )T ∗

X∗j ∈Gi

(ni X∗j −

1 
X∗j
ni X ∈G
∗j




1
(ni X∗j −
X∗j )T ∗
2
ni
X ∈G

The centroid of cluster Gi ,
mi =

1
ni

(X∗j −
=

2.1

(X∗j −

X∗j − mi



X∗j ∈Gi

measure.
• If S(X, X  ) is any other similarity measure we
can deﬁne

The square error,Je for the entire clustering containing c clusters is the sum of square-error of
the individual clusters,
Je =
=

c

i=1
c


Si =
or

Ji


1 

S(X, X )
2
ni X 

Si = min

T

(X∗j − mi ) (X∗j − mi ) (1)

X



∈ Gi S(X, X  )

X,X 

etc

i=1 X∗j ∈Gi
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2.2

Scatter Matrix Criterion

2.2.1

Trace criterion

Consider C Clusters G1 , G2 , . . . , Gc . Let mi be A good partition can be obtained by minimizing
the mean of the ith cluster Gi , and let m be the the trace of SW .
tr (SW ) =

pooled mean of all objects in X.
mi =
m =

1
ni



c

i=1 tr (Si )

By expansion
X∗j . . . mean of ith group

X∗j∈Ci
n


n
1
1
X∗j =
ni mi . . . P ooled M ean
n j=1
n j=1

tr (SW ) =

c




(X∗j − mi )(X∗j − mi )T

i=1 X∗j∈Gi

= Je
Deﬁne Si to be the scatter matrix for the ith Therefore minimizing tr (SW ) immediately implies that

cluster,


Si =

(X∗j − mi )(X∗j − mi )T

tr (SB ) =

The within-cluster,Sw , is the sum of scatter ma-

is maximized and hence ,the resulting partition
is optimal.

trices of the individual clusters,
c


ni (mi − m)T (mi − m)

i=1

X∗j∈Gi

Sw =

c


2.2.2

Si

i=1

Determinant criterion

Let x = (x1 , x2 . . . , xn )T be a vertex .X is said to

The between cluster scatter matrix,SB , is de- be normally distributed with mean vector μ and
ﬁned as
covariance matrix Σ denoted by x ≈ N (μ, Σ) if
SB =

c


f (x) is given by

ni (mi − m)(mi − m)T

i=1

The total clusters scatter matrix,ST , is deﬁned
as
ST =



1
1
|Σ| 2 exp − 12 (x − μ)T Σ−1 (x − μ)
(2Π)n/2
μ ∈ Rn , Σ ∈ RnXn is a symmetric and

f (x) =
where

positive deﬁnite matrix and |Σ| is the determi(X∗j − m)(X∗j − m)T

nant of Σ. It can be shown that E(x) = μ and

X∗j∈C

It can be veriﬁed that ST = SB + SW i.e.,there is Σ = E[(x − μ)(x − μ)T ]
exchange between SB and SW matrices: SB goes • Samples drawn from N (μ, Σ) tend to form a
up as SW goes down.By minimizing SW we will single cluster with center μ and the shape detertend to maximize SB . We need for a criterion, a mined by Σ.
scalar measure. Two useful measures are : Trace • Locus of points of constant density form a hyper ellipsoid for which

and Determinant.
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(x − μ)T Σ−1 (x − μ)=constant=r2



Ji =

(||X∗j − mi ||)2

X∗j ∈Gi

• The principal axes of this ellipsoid is given by

the eigen vectors of Σ. • The eigen values de- Start with an initial partition and move samples
termine the length of the semi-axes. • Volume from one group to another if such a move imof the hyper ellipsoid measures the scatter of the proves the criterion.
samples about the mean. • Let e be an n-d el- Details of the Algorithm
lipsoid .Intutively, an n-d ellipsoid is simply a Let y ∈ Ci . Decide to move object y from Ci
sphere that has been stretched along the n or- to Cj .As a result of this move the quantities
∗
∗
∗
thogonal semiaxes of the ellipsoid. This indi- mj , Jj , mi and ji will change. Let mj , Jj , mi
∗
cates that the volume of the ellipsoid is simply and ji be the value of these quantities after the

the volume of a unit hyper-sphere multiplied by move.Then
the length of each semi axes. The volume of n-d
ellipsoid is

y − mj
nj + 1
nj
= Jj +
 y − mj 2
nj + 1
y − mi
= mi −
ni − 1
ni
= Ji −
 y − m i 2
ni − 1

m∗j = mj +

V = Vn |Σ| 2 λ1 λ2 . . . λn

Jj∗

where Vn the volume of an n-d hyper sphere

m∗i

1

and λ1 , λ2 , . . . , λn are the lengths of the n semi-

Ji∗

axes of the ellipsoid. The volume Vn of an n-d
unit hemisphere is

Therefore the transfer of y from Ci to Cj is wel-

come only if
where Γ function is a mathemati- | J ∗ − J |>| J ∗ − J |
j
i
i
j
cal extension of factorial frunction from positive which is same as
n

Vn =

Π2
Γ(1+ 12 n)

integers to real numbers.
Equivalently,
Vn =

3

ni
ni −1

⎧ n/2
π
⎪
⎨ n !,
⎪
⎩

n−1
2n π 2

!
( n−1
2 )

n!

,

nj
nj +1

 y − mj 2

An iterative algorithm using this method can be

n even

(2)

 y − mi 2 >

described as follows.

n odd

1. Select an initial partition of the n objects into

Square-Error Clustering Al-

k clusters and compute mi and Je .
LOOP:

gorithm

2. Select a candidate for move y ∈ Ci

Let X be a data matrix, and let there be C clus- 3. If ni = 1 , go to NEXT
ELSE compute
ters.We used the square-error criterion Je
Je =

c  


Rj

Ji

i=1

=

nj
nj +1
ni
ni −1

 y − mj 2 ,

j = 1

 y − mi 2 ,

j=1
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4.Transfer y to Ck , if Rk ≤ Rj for all j

[3]Raymond T. Ng and Jiawei Han, Member,

5.Update mi , mk , Je

IEEE Computer Society CLARANS: A Method

NEXT

for Clustering Objects for Spatial Data Mining

6.If Je has not changed in n steps then STOP

IEEE TRANSACTIONS ON KNOWLEDGE

ELSE goto LOOP.

AND DATA ENGINEERING, VOL. 14, NO. 5,
SEPTEMBER/OCTOBER 2002
[4]An Eﬃcient Concept-Based Mining Model

4

Conclusion

for Enhancing Text Clustering Shady Shehata,

(1) Its time complexity is O(nkl),where n is the
number of patterns,k is the number of clusters,
and l is the number of iterations taken by the algorithm to converge. Typically, k and l are ﬁxed
in advance and so the algorithm has linear time
complexity in the size of the data set
(2) Its space complexity is O(k+n). It requires
additional space to store the data matrix. It is
possible to store the data matrix in a secondary
memory and access each pattern based on need.
However, this scheme requires a huge access time
because of the iterative nature of the algorithm,
and as a consequence processing time increases
enormously.
However, the this algorithm is sensitive to
initial seed selection and even in the best case,
it can produce only hyperspherical clusters.

Member, IEEE, Fakhri Karray, Senior Member, IEEE, and Mohamed S. Kamel, Fellow,
IEEE IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 22,
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[6]S. Shehata, F. Karray, and M. Kamel, Enhancing Text Clustering Using Concept-Based
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Data Mining (ICDM), 2006.
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