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Executive Summary 
 Conventional gas turbine combustors operate with a designed drop in pressure 
over the length of the device. This is desired in order to encourage mixing within the 
combustor. Compared to this, pulse pressure gain combustors are an alternative to 
the conventional combustor that produces an increase in static pressure between the 
inlet and exhaust of the device. The removal of the combustor pressure loss increases 
the efficiency of the combustion process by increasing the amount of work produced. 
Many types of pulsed pressure gain combustors exist. Of these, the valveless pulse 
combustor is the simplest featuring no moving parts. Whilst some research has been 
conducted into investigating the performance and workings of a pulse combustor, 
little has been conducted with the view of cooling the combustor. This has been the 
focus for the research contained herein.  
The research has focussed on establishing an understanding of the heat 
transfer characteristics within a pulse combustor tailpipe. This has involved 
experimental, analytical and computational research on a pulse combustor as well as 
on a cold-flow model of a pulse combustor tailpipe. This has enabled a study into the 
feasibility of cooling a pulse combustor to be conducted. 
 The research has found that for conditions where the unsteady velocity 
amplitude within the cold-flow model of the pulse combustor tailpipe exceeds the 
mean velocity, an enhancement to the heat transfer coefficient is measured compared 
to the value expected in a similar non-oscillating flow. When there is no enhancement 
to the heat transfer coefficient, the cyclic variation of the unsteady heat flux follows 
the variation of the unsteady pressure within the device. However, at times of 
enhancement, the instantaneous heat flux structure shows a large deviation from the 
structure of the pressure field driving the oscillations. This change is shown to be 
caused by the reversal in the near-wall velocity and may indicate a mechanism for the 
enhancement in the mean heat flux. The cooling feasibility study showed that with 
further investigation, it may be possible to cool a pulse combustor within a gas turbine 
engine.   
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Global Definitions 
Throughout this thesis, all dimensions and directions will be referred to with 
reference to the diagram below. This shows that all positive x-distances within the cold 
flow analogy rig (discussed in section 3.2) are measured from the face of the stationary 
piston. The same applies for the pulse combustor whereupon all distances (unless 
stated are measured) from the beginning of the tailpipe. A y-distance is measured 
either as a material thickness or radially from the centre of the pipe section. 
 
Cold flow analogy rig 
 
Pulse combustor  
Throughout this thesis, the heat flux has been calculated for many different 
flows. However, in order to ensure consistency of approach throughout this work, this 
heat flux will always refer to the rate of heat transferred between the wall of the 
device and the gas flow. Thus a positive heat flux will indicate the flow of heat from 
the gas to the wall. A heated wall therefore gives a negative mean heat flux and any 
increase above a mean value will therefore be caused (assuming the heat transfer 
coefficient is constant) by a decrease in the temperature difference between the wall 
and the gas flow. This is shown in the equation below: 
𝑞 = −𝑕(𝑇𝑤𝑎𝑙𝑙 − 𝑇𝑔𝑎𝑠 ) 
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Chapter 1 Introduction 
From the moment that Frank Whittle developed the first operational jet engine 
in the late 1930’s, many modifications have been made to the basic design in order to 
improve the performance of the engine. Before considering these changes, we must 
consider the basic architecture of a jet engine. A jet engine consists primarily of three 
main components, a compressor, a combustor and a turbine as well as an air intake 
and nozzle. An example of a jet engine is shown in Figure 1-1. As the name would 
suggest, the primary function of the compressor is to increase the pressure of air 
passing through it. This is achieved by passing the air through alternating stages of 
rotating and stationary blades with decreasing flow area. Following the compressor, 
the air passes into the combustor and is mixed with fuel and burned. The hot gas 
stream created by combustion then passes into the turbine. As with the compressor, 
the turbine is a series of alternating stationary and rotating blades and is used to 
extract energy from the hot gas stream in order to drive the motion of the 
compressor. The gas stream is then expanded through a nozzle to produce thrust. 
Many variations to this basic design have occurred in the development of the 
jet engine. From large changes such as wide-scale replacement of the centrifugal 
compressor to improvements in the melting temperatures of materials being used 
within the engine, all of these have been conducted with an aim of improving the 
overall usefulness and efficiency of the device. External influences have often driven 
this process. An example of this is the limitation of noise and the reduction in the 
allowable quantities of emissions prescribed by the International Civil Aviation 
Organisation (ICAO). This has resulted in a more efficient engine overall in terms of 
component efficiencies but one that is increasingly limited by material properties. 
Much effort has been made into increasing the efficiency of the constituent 
components within the device and therefore that of the whole engine. This has 
resulted in component efficiencies such as that of the compressor typically increasing 
from 78% to 90% (1). This increase has been demonstrated in much of the rest of the 
engine so that most turbomachinery efficiencies now exceed 90%. Thus, it is to be 
expected that while component efficiencies will increase further, the amount of 
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increase will likely be small (2). This has resulted in greater interest in novel methods 
such as the alteration of engine architecture or the overall thermodynamic engine 
cycle in order to provide a large benefit to the engine as a whole. An example of this is 
the introduction of the bypass (or fan) engine in the late 1950’s. This alteration 
increased the propulsive efficiency of the engine over that of a pure turbo-jet (3). 
Combustion within a conventional gas turbine engine combustor occurs at 
near-constant pressure and operates at a total pressure ratio (defined as inlet pressure 
over exit pressure) of less than unity. This deficit is often as much as 4-5% of the 
compressor exit total pressure and is detrimental to the performance of the engine 
since it reduces the amount of mechanical energy available to the turbine (3). This is 
tolerated due to the requirement to drive the mixing of fuel and air within the 
combustor with additional components arising from the need to provide separate high 
pressure cooling flows to the combustor and turbine stages. Hence, a marked 
improvement to the pressure drop without affecting the efficiency of the combustion 
process will result in a large advance in engine performance. Much research has been 
performed in order to reduce the pressure loss across the combustor. In-depth studies 
such as those conducted by Kentfield (4) and Nalim (5) have demonstrated that a 
pressure gain due to combustion is possible although each used a different design. 
However, both utilised a periodic oscillation within the combustor to produce an 
unsteady combustion process within a confined space. This process can lead to a 
pressure gain between combustor inlet and exit. These devices are known as pressure 
gain combustors. 
1.1 Overview of Pressure Gain Combustion 
Pressure gain combustors exist in many different overall configurations but 
each type of device operates on the simple principle that combustion occurs 
periodically within a fixed region in the device. Each of these devices generally consists 
of an inlet, a combustion zone of fixed volume and an exhaust pipe. Whilst this is 
similar in some ways to an internal combustion engine, it differs since the combustion 
region is not constrained in the manner that a piston in an internal combustion engine 
contains the flow. Instead, the combustion zones are confined by means of a “valve” 
(either mechanical or aerodynamic) or constriction to constrain the combustion 
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process. This results in the need to periodically evacuate the combustion chamber 
resulting in a periodic combustion process. A pressure gain is produced within the 
combustor due to this periodic combustion process and so devices which operate on 
this basis have been shown to produce (6): 
“A step increase in gas turbine efficiency.” 
Within these devices, combustion has been shown to occur in a small region of 
the device (7) and is largely constrained either by the presence of mechanical valves or 
by the geometry of the device. Thus, the chemical reaction must occur periodically in 
order to allow for evacuation of the previously combusted product and the inlet of 
fresh reactants similar to that within a cylinder of an internal combustion engine. 
Devices which operate on this principle are generally referred to as pulsed pressure 
gain combustors (PPGC). The mechanisms of operation of various PPGC will be 
discussed in the next section. It is noted that pressure gain combustors are not a new 
concept. The earliest reference to a combustion driven oscillation is as early as the 
early nineteenth century (8) but more recently, these devices have found use within 
aviation. The most prominent example of this occurs during the Second World War 
where a valved pulse combustor was utilised as the method of propulsion for the 
Fieseler Fi-103 (also known as the V-1) used by the Luftwaffe (9). Currently, research 
by Paxson (10) has integrated a PPGC into a jet engine. However, no operational jet 
engine currently uses a PPGC. 
1.1.1 Benefits of Pressure Gain Combustor Cycles 
 The advantages of the altered operating cycle utilised in PPGC devices as 
opposed to the constant pressure combustion used in current gas turbine engine 
combustors can be seen in the enthalpy-entropy diagram in Figure 1-2. This shows a 
simplified gas turbine cycle with and without the presence of a combustor pressure 
gain. The cycle 1-2-3’-4’ describes the Joule cycle used currently in gas turbine engines 
whereas the cycle 1-2-3-4 describes the combustion process when a pressure gain 
combustor is utilised. It is noted that points 2 and 3 are both time mean values and 
that path 2-3 is not a true thermodynamic path-line and therefore quantities such as 
heat and work cannot be evaluated along its path. Using the assumption that the 
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compressor exit and turbine entry flows are steady, then the heat added due to the 
combustion process is identical since the enthalpy change due to combustion (2-3 and 
2-3’) is identical. Since cycle 1-2-3-4 produces a pressure gain compared to the 
pressure loss incurred in cycle 1-2-3’-4’ from the combustion process, the turbine is 
able to generate a greater amount of mechanical energy from the combustion 
products. Thus, the net work output is greater for this cycle. Kentfield (11) has shown 
that the addition of a pressure gain combustor to a gas turbine results in an increase in 
shaft power output along with a reduction of specific fuel consumption. Indeed, as an 
initial part of his larger study into pressure gain combustion, Kentfield stated that (11): 
“Pressure gain combustors offer sufficient performance gains without incurring 
crippling installational penalties to warrant further research” 
Performance gains for a pressure gain combustor cycle compared to a basic gas 
turbine cycle have been quantified as giving approximately a one to two percent 
increase in net power output along with an equivalent reduction in specific fuel 
consumption for each one percent increase in combustor pressure ratio (12). This 
indicates that for devices that achieve a greater pressure gain increase, the benefits 
are magnified. This point, along with a discussion of differing methods for producing a 
combustion driven pressure gain are found in the following section. Apart from the 
thermodynamic advantages of pressure gain combustors, research (13) has also shown 
that these devices produce relatively low amounts of nitrous oxide (NOx). Indeed, a 
study (14) has shown a standalone pulse combustor to produce 4.08 parts per million 
of NOX; less than produced by conventional gas turbine combustors used in the power 
industry (15). In these times of greater awareness of the environmental effects of 
pollutants produced by incomplete combustion (such as NOx) and restrictions placed 
on the allowable amount of emissions by bodies such as the ICAO, this is a strong 
reason why these designs are gaining an increased amount of interest for engine use.  
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1.1.2 Pressure Gain Combustor Cooling  
Much research has been conducted with regard to the field of pressure gain 
combustion due to the significant gains to the gas turbine engine when using this 
method. Much of this has focussed on the fundamental aspects to the work such as 
integration into the engine, device design, materials and calculation of the pressure 
gain produced. However, little of this work has approached the requirement of cooling 
the device or indeed assessing the materials required to aid combustor cooling.  
The requirements for cooling a conventional gas turbine combustor stem from 
the high gas temperatures (up to 2,400K flame temperature) causing a continuous 
high level of heat transfer from the gas flow to the walls of the device. A high turbine 
entry temperature is favoured within many jet engines due to an increase in thermal 
efficiency and improved power-to-weight ratio (3). However, this requirement results 
in a gas temperature much in excess of the maximum allowable metal temperature. 
Thus, air is bled from the lower pressure (and temperature) compressor flow to 
provide a stream of cooling air with which to reduce the metal temperature of the 
combustor liner. An example of the origins of cooling air within the engine may be 
found within Figure 1-3. 
Two types of cooling are normally used within a conventional gas turbine 
combustor, film cooling and pin-fin cooling. The former method utilises a series of 
slots and holes in the sides of the combustor lining to provide a secondary stream of 
cooling air into the main region of the combustor. This arrangement is shown in Figure 
1-4 (16). Pin-fin cooling consists of a series of small pins projecting into a channel 
within the combustor. This increases the surface area of the combustor and promotes 
turbulence in this region and therefore increases the rate of cooling in these regions. 
The design of the pin height and spacing whilst using this method must be carefully 
considered in order to ensure the correct coolant flow passes through the pins in 
order to obtain the correct metal temperature (17). 
Due in part to the increased cyclical pressure within a PPGC, the cooling 
methodology of a device will be more limited than that of a conventional combustor. 
The higher internal pressure precludes the use of cooling holes in the manner shown 
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in Figure 1-4 since over the course of the cycle, cooling gas would only enter the 
interior of the device when the internal pressure was less than that in the cooling 
chamber. The variation in internal pressure will then create an oscillation within the 
cooling holes and decrease the effectiveness of the cooling flow. This would be to the 
detriment of the operation of the PPGC itself. Thus, all cooling flows for a PPGC will 
have to ensure the integrity of the internal combustor is upheld. Therefore, 
establishment of the level of heat transfer produced by the internal pulse combustor 
flow is necessary to further understand the cooling requirement of a pressure gain 
combustor. 
1.2 Methods of Achieving Pressure-Gain Combustion 
This section will detail and compare the main types of pressure gain 
combustion systems as well describing the relative pressure gain performance 
achievable for each design. Many different solutions have been proposed over the last 
thirty years (although some date to forty years before this) but in general, they all fall 
into one of three distinct categories: 
I. Pulse Detonation Combustors 
II. Dynamic Pressure Exchangers 
III. Aero-valved/Valveless Pulse Combustors 
These will each be discussed in turn over the next few subsections. 
1.2.1 Pulse Detonation Combustors 
The pulse detonation combustor uses the process of detonation within a tube 
to produce a pressure rise. As a process distinct from the subsonic deflagration 
process occurring in conventional combustors, detonation is an extremely efficient 
way of combusting an air/fuel mixture and releasing its chemical energy due to the 
short amount of time required for the detonation to occur in. The process of 
detonation has been defined by Dean (18) as: 
“A supersonic, shock-induced combustion wave that propagates through a 
[stationary] reactive mixture” 
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Pulse Detonation Combustor Operation 
The process of detonation within a pulse detonation combustor is sustained 
through the transference of the combustion heat release to wave motion within the 
device and is reinforced by the use of a series of discrete detonations within the initial 
part of a pulse tube. Figure 1-5 shows a typical layout of a pulse detonation 
combustor. It is of note that the structure of this combustor is relatively simple, 
consisting predominantly of a tube with one valved end and one open end. The fact 
that detonations have been shown to occur over a time as small as 0.003 seconds 
using gaseous fuel (19) means that detonation can be assumed to be comparable to a 
constant volume reaction. This results in the simple structure shown in Figure 1-5. 
The main requirement placed on the design of the tubes is that they must be 
sized sufficiently to allow both for the range of fuel-to-air ratios required by the engine 
at various operating conditions and for sufficient length in order to produce the 
detonations (18). The length is required in order to allow the detonations to propagate 
down the shock tube. Fuel and air are added intermittently to the tube through the 
valved inlet shown in Figure 1-5 prior to the initiation of detonation for each cycle. An 
alternate solution allows for fuel and air to be added separately through individual 
choked valves (20). A pulse detonation combustor passes through five distinct phases 
of operation whereby initially, the tube is filled with a mixture of fuel and air by one of 
the methods mentioned above. Detonation then occurs initiated by a spark within the 
chamber and propagates at supersonic velocity towards the open end of the device. A 
period commonly known as blowdown then occurs whereby detonation products exit 
the device through the open end (18). The chamber is then purged with air by opening 
the valved inlet to ensure that there is a distinct gap between each detonation cycle. 
This prevents premature ignition of the next fuel/air mixture. 
Pulse Detonation Combustor Development 
 Much work over the last sixty years has been conducted in regard to this 
technology. Each has reported an increase in pressure over the length of the device. 
For example, Zipkin (19) showed a range of combustor pressure ratios between 1.7 
and 5 for use of the pulse detonation tube within a jet engine. However, there are 
some fundamental problems which must be overcome with pulse detonation 
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combustors. One of these is the unknown quantity of the performance of turbine 
systems to the highly unsteady pulsatile flow emanating from the pulse detonation 
combustors. This interaction is a problem with all PPGC to which a novel solution was 
provided by Wortman (21). This incorporated both a conventional combustor along 
with a detonation combustor as shown in Figure 1-6. The mixing of the unsteady 
pulsating flow from the detonations and the steady flow from the conventional 
combustor has the effect of reducing the amount of unsteadiness within the combined 
flow. Unfortunately, in doing this, it was found that some of the pressure gain 
produced by the detonation process was lost. The amount of pressure gain lost was 
not noted. However, this design did have the effect of producing a lower (and more 
usable) turbine entry temperature. Unfortunately, no indication of this reduced value 
has been given (21). Whilst many studies have extolled the benefit of the pulse 
detonation combustor, a specific amount of pressure gain obtained has not often been 
noted. However, an early study by Zipkin (19) noted that an explosion pressure ratio 
(defined as the ratio of chamber pressure after detonation to the device pressure 
before detonation) of 2.9 was noted for a fuel to air ratio of 0.04 in an ambient pulse 
detonation engine. 
Pulse Detonation Combustor Problems 
 The main problem with detonation driven combustion is structural stress. This 
is generally caused by the high velocity intermittent shock structures produced as a 
result of the propagation of each detonation within the device. The high, pulsating 
pressure amplitude causes a large level of cyclical fatigue on the structure of the 
device at greatly elevated temperatures compared to a conventional combustor. 
There may also be additional complications due to high levels of heat transfer within 
the device (18). This is compounded by the problems of cooling these devices noted in 
the previous section. A further problem with these devices is the need to harness the 
increase in pressure generated by detonation within the engine. Both the schematics 
in Figure 1-5 and Figure 1-6 show a valved end to prevent back flow within the engine. 
This increases the amount of mechanical strain on the engine as for every completed 
detonation cycle the valve must open and shut once to allow fresh reactants into the 
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device. Thus, the presence of moving parts reduces the reliability of the device. This 
may be overcome by further development of the valve operation. 
1.2.2 Dynamic Pressure Exchangers 
Dynamic pressure exchangers (also known as wave rotors) in their most basic 
form consist of a rotating drum divided into a number of lengthwise chambers. 
Attached to each end of this drum is a pair of plates with apertures in each to control 
the flow in and out of the ports. This arrangement is shown in Figure 1-7 and described 
by Nalim (22).  
Two main types of wave rotors have been reported in literature. In one, 
combustion occurs within the lengthwise chambers noted above (a two port wave 
rotor); the other uses the rotating drum as an interface between two circuits. In this 
latter case (a four port wave rotor), the wave rotor interfaces between the 
conventional engine “circuit” and a separate combustion “circuit”. This is shown 
pictorially in Figure 1-8. The main difference between the two types of device is the 
location of combustion. For a two port device, this occurs within the chambers of the 
drum whereas for the four port device, combustion occurs on a separate circuit. In the 
four port case, the wave rotor is used to pass the flow between the engine compressor 
and turbines and a separate combustor which operates in the same way as a 
conventional combustor. The pressure gain in this case is achieved by compressing the 
flow within the passages on the rotor rather than by a combustion process.  
Dynamic Pressure Exchanger Operation 
In both the two and four port cases, the device operates in a similar manner. 
Essentially, the end plates restrict access to certain ports on the rotor at defined times 
within the cycle. On the inlet side, the chambers fill with fresh air at times of low 
chamber pressure. In the two port rotor, fuel is admitted to the chamber at the same 
time as the air. This high pressure fuel/air mixture is then and combusted (in the case 
of the two port rotor) in a constant volume process causing an associated gain in 
pressure within the chamber. When the rotor then passes the outlet port, the gasses 
exhaust out of the rotor reducing the pressure within the chamber. When this 
chamber passes the inlet port, it fills again and restarts the cycle. The main change for 
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the four port rotor is that the combustion occurs in a separate mechanism outside of 
the rotor. However, a gain in pressure is noted upon each passing into the rotating 
element itself by a series of shock waves. In doing this, the wave rotor enables the gas 
to undergo both compression and expansion. This has the advantage of allowing 
operation at temperatures exceeding the maximum turbine entry temperature since 
the flow will be expanded upon exit from the device and so dropping the temperature 
of the gas prior to turbine entry. This device has been shown to operate at average 
metal temperatures lower than that of combustion due to the alternate washing of 
the chambers with hot and cold air (23). 
Dynamic Pressure Exchanger Development 
 Research has shown that implementation of a wave rotor within a gas turbine 
engine can increase the overall efficiency of a small gas turbine by up to 33% (24). This 
depreciates with increasing compressor pressure ratio to a point of negligible benefit 
at a compressor pressure ratio of 20 (24). Other sources have shown an increase in 
combustor pressure ratio of approximately 2.5 (25). Initial integration of a wave rotor 
into a gas turbine engine has been attempted (26). Again, this demonstrates a benefit 
to the operation of the engine with a reduction in specific fuel consumption of 23% 
compared to a baseline Rolls-Royce Allison 250 engine. This unmodified engine has an 
overall pressure ratio of 8:1. However, this involves the raising of the maximum 
temperature within the engine (at rotor exit) by 25% (exact values not stated) which 
therefore places a large amount of strain on the material properties and cooling flows 
within the engine. Indeed, this is noted to be a major technical challenge for the 
successful integration of this device (26). Much of the research discussed here in 
relation to dynamic pressure exchangers has discussed the performance of the 
concept from the benefit such a device would have to the engine cycle. Little work has 
been conducted with a view to the integration of a dynamic pressure exchanger into a 
jet engine or indeed as to the design and operation of the device.  
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Dynamic Pressure Exchanger Cooling Problems 
Disadvantages to the design arise mainly from the need to prevent leakage 
between different parts of the device. The primary concern is to keep the individual 
chambers sealed to prevent leakage of the hot high pressure fluid which would offset 
the pressure gain produced by the system. The other main source of leakage is 
between the stationary end plates and the rotating drum (22). Again, this stems from 
the need to prevent leakage of the fluid across regions of different pressure. 
Additional problems occur due to the high cyclic stress incurred by the presence of 
high amplitude pressure oscillations within the individual chambers of the device as 
well as the mean air temperature within the device. Lastly, the mechanism for rotating 
the drum must be sufficiently robust to allow for constant rotation during the 
operation of the engine. 
1.2.3 Aero-valved/Valveless Pulse Combustors 
The aero-valved pulse combustor is perhaps the type of pressure gain 
combustor which has received the most high profile use albeit as a standalone engine 
rather than as a combustor. This was the (valved) engine that powered the V-1 also 
known as the Fieseler Fi-103 used by the Luftwaffe during the Second World War.  
A pulse combustor generally consists of an inlet pipe, a combustion chamber 
and a tailpipe. The inlet and tailpipes are both tuned to a condition of resonance at a 
particular frequency. In research, this frequency has varied largely depending on the 
geometry of the device from as low as 54 Hz (27) to 1200 Hz (28). It is noted that the 
lengths of the two pipes can be tailored to ensure that flow passes primarily in one 
direction by making one pipe much longer than the other (as will be explained in the 
next section). An example of the general layout of an aero-valved pulse combustor 
may be found in Figure 1-9.  
Pulse Combustor Operation 
Combustion within the pulse combustor occurs periodically under the influence 
of an unsteady pressure field within the device. An outline of this cycle is shown in 
Figure 1-10. The process begins with air entering the combustion chamber at a point 
where the pressure in this region is low.  Air enters from both the inlet and tailpipes 
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with the majority coming from the inlet pipe. Combustion then occurs within the 
device at an approximation of constant volume which produces a corresponding 
increase in pressure within the chamber. This increased pressure air is then expelled 
out of the combustion chamber at high velocity into both the tailpipe and inlet pipe 
(9). The tuning of the two pipes is noted at this point as most air will pass into the 
tailpipe if this pipe is longer than the inlet pipe due to the lower acoustic impedance in 
the longer pipe (29). This movement of air reduces the pressure within the combustion 
chamber which in turn causes a re-ingestion of air to the combustion chamber. This air 
is then combusted and the cycle repeated. The capacity to self-aspirate without a 
valve is one of the main advantages to pulse combustors since the lack of moving parts 
greatly reduces the propensity of the device to suffer mechanical failure (9). 
The combustion process within a valveless pulse combustor is not constrained 
by any mechanism such as a valve. Thus, the amount of pressure gain that is able to be 
achieved from the device is dependent on how much each combustion cycle is 
constrained by the geometry of the device. Therefore, this will determine how close 
the combustion process is to a constant volume process. The geometry of an aero-
valved pulse combustor has the advantage of having no moving parts. This makes it 
mechanically very simple which alongside the low mean velocities (approximately 20-
30m/s for an ambient, valved, pulse combustor with pressure amplitude 0.074 bar and 
resonant frequency of 83Hz (30)) in the tailpipe results in a low level of structural 
fatigue within the device. 
Mason (29) performed an analysis of the benefits of adding a pulse combustor 
to an existing gas turbine engine of overall pressure ratio 8.6:1 and overall 
temperature ratio of 5. This utilised pulse combustor operating data to provide an 
indication of the performance of this system. A distinct benefit is noted with regard 
the overall efficiency of a gas turbine cycle by a maximum of 2.2% and an increase in 
thermal efficiency of 2.6%. However, Mason warned that a large decrease in turbine 
efficiency (approximately 15-20%) would negate the usefulness of this increase. A 
reduction in turbine efficiency may be caused by the unsteady flow emanating from 
the rear of the pulse combustor. Work has been conducted by Heffer (31) into the use 
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of an unsteady ejector between the combustor and turbine with the aim of making the 
combustor exit flow less unsteady in order to offset this problem. 
1.2.4 Comparison of Pressure Gain Combustion Methods 
The previous three subsections have each given a basic outline of the main 
methods of obtaining a pressure gain through the combustion process. However, no 
mention has been made of the relative merits of each of these methods. Kentfield (4) 
produced a comparison of the pressure gain combustion methods mentioned here as 
well as adding the performance of a reciprocating engine such as an internal 
combustion engine. This is shown in Figure 1-11. The figure displays a clear delineation 
between the various methods with the amount of pressure gain possible reducing as 
the degree of confinement of the combustion process reduces. Hence, pulse 
detonation engines are shown to give the greatest amount of pressure gain (of those 
discussed in this document) with the aero-valved pulse combustor giving the least 
amount. If the complexity of the design is then considered, it is noted that the greater 
the pressure gain of a given system, the greater the complexity of the design. Since 
pulse detonation engines and dynamic pressure exchangers feature a greater deal of 
confinement to the combustion process, this is to be expected since in all cases the 
confinement of the flow introduces moving parts to the system to control movement 
of the flow. 
From the perspective of heat transfer, little research has been performed into 
cooling any of the prospective designs. As has been mentioned in the initial part of this 
chapter, the need to keep the higher pressure combustor flow separate from the 
lower pressure cooling flow is the main problem with cooling PPGC’s. If this were not 
to occur, the direction of the flow through apertures within the device would alter 
with the instantaneous pressure within the device. This in turn limits the methods 
available for cooling the devices which may in turn push the material limits further due 
to higher material temperatures coupled with the cyclical stresses arising from 
periodic combustion. The dynamic pressure exchanger seems at first glance to be the 
hardest of the three designs to cool. This is due to the smaller amount of the design 
available to cool through use of the external surfaces. Whilst some cooling passages 
could be inserted into the drum, this increases the complexity of the design since that 
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would then make three flows between which no leakage is permitted. Additionally, the 
use of some of the drum for cooling passages will lessen the total cell volume available 
for compression of the fluid which may impact on the effectiveness of the system. The 
rotation of the device and the constant filling and refilling of the chambers may assist 
the cooling requirement of this device but it seems that any cooling method for this 
architecture will only increase the complexity of the device further. 
In terms of the geometry of the differing devices, it would seem that the aero-
valved pulse combustor and pulse detonation combustor would have similar cooling 
requirements since much of the combustor exterior may be exposed to cooling air. 
The increased gas temperature and velocity resulting from the detonations would 
therefore be the main driving factor in making the pulse detonation combustor the 
harder of the two to cool. The higher pressure amplitude of the detonations would 
also increase the cyclic fatigue of the materials used to a greater degree than with the 
pulse combustor. 
An additional area of uncertainty as to the use of pressure gain combustors 
within a gas turbine engine is the composition and size of the devices. Each of the 
devices is much larger than the current combustor meaning that either the engine 
itself would need to be lengthened to accommodate the combustor (unlikely due to 
the need to package engines to a size suitable for use on aircraft) or that the 
dimensions of the devices would need to be compacted in some way. Given also that 
at least for the pulse detonation and the aero-valved pulse combustor, a series of 
combustors would be required within to produce the required turbine entry 
temperature, the problems of housing these devices becomes more apparent. In this 
regard, the wave rotor becomes more of an option within a jet engine due to the 
comparatively shorter length of the device than the other two combustors. 
1.3 Summary 
The previous sections have examined the benefit of a combustion driven 
pressure gain within a jet engine. This has shown the need to improve further the 
efficiency of the combustor within a jet engine by removing the combustor pressure 
loss and in so doing, increasing the amount of work available to the turbine. An 
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additional product of this process is a decrease in the specific fuel consumption of the 
engine. This has been postulated as a 1-2% saving for each percentage increase in 
combustor pressure ratio (12).  
Three different designs for pressure gain combustors have been discussed. 
Each is able to produce a differing level of pressure gain but with an additional 
mechanical complexity for each step increase in pressure gain potential. Thus, whilst 
pulse detonation combustors offer a much greater pressure gain than a pulse 
combustor, the aero-valved pulse combustor’s inherent simplicity makes it a much 
more viable option in terms of application to a gas turbine engine. Furthermore, the 
less demanding nature of the design allows for a much greater scope to provide 
cooling for the device. Thus, the aero-valved pulse combustor has been chosen as the 
design of study for an investigation into the heat transfer requirements of the pulse 
combustor presented herein.  
1.4 Format of Thesis 
This thesis presents the findings of an investigation into the amount of heat 
transfer produced by an aero-valved pulse combustor along with an evaluation on 
whether it will be possible to cool such a device. Chapter two gives a study of current 
literature to examine the current level of knowledge in this field. Chapters three and 
four provide details of both experiments conducted in relation to this work and the 
instrumentation used for this. Two main lines of experimentation were performed; 
one using the pulse combustor and one providing an analogy to the flow-field within 
the combustor at lower temperatures. Chapter five details the setup of a parallel 
investigation in attempting to model computationally the heat transfer within the 
pulse combustor. Chapters six, seven and eight detail results from the experimental 
and computational work whilst chapters nine and ten detail the implications of these 
findings on the heat transfer requirement of the pulse combustor. Lastly, chapters 
eleven and twelve provides conclusions and recommendations for future work.  
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Figures 
 
Figure 1-1: Schematic of a Rolls-Royce Tay engine showing the location of key components (32) 
 
 
 
Figure 1-2: Enthalpy-entropy plot of a typical gas turbine cycle. Cycle 1-2-3’-4’ features combustor pressure loss, 
cycle 1-2-3-4 features combustor pressure gain 
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Figure 1-3: Example of the typical internal airflow within a jet engine. Note the use of lower pressure compressor 
air to cool the combustor liner(3). 
 
 
Figure 1-4: Conventional combustor cooling arrangement (3). Note the presence of secondary cooling holes and 
slots within the inner casing. 
 
 
Figure 1-5: Example of a typical pulse detonation engine (33). The closed end may be valved in some engines. 
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Figure 1-6: Schematic of a Wortman combined pulse detonation and conventional combustor (21) 
 
 
Figure 1-7: Sketch of a two port wave rotor (22). This features combustion within the channels of the rotor. 
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Figure 1-8: Sketch of a four port wave rotor (23). This is used to feed a separate, conventional combustor and is 
located between the rear of the high pressure compressor and the turbine. 
 
 
Figure 1-9: Schematic of a valveless pulse combustor 
 
Figure 1-10: Diagram showing the four main stages of a single pulse combustor cycle (9) 
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Figure 1-11: Theoretical comparison of different pressure gain combustors (4) 
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Chapter 2 Literature Review 
2.1 Historical Context of Pulse Combustion 
Whilst pressure gain pulse combustion (PPGC) for use within gas turbines may 
be considered a relatively new technology, the truth is that research into the similar 
field of combustion driven oscillation precedes the beginning of the 20th Century. 
Indeed, the first reported reference stems from as early as 1800 (8). However, the idea 
took over a hundred years (1906 to be exact) to be harnessed into a thrust developing 
device (9). Much of the research conducted in this period of the early Twentieth 
Century focussed on developing a working combustor rather than providing an 
understanding of the flow physics. A prominent example of this was in the engine used 
to power the Fieseler Fi-103 (or V-1) used by the Luftwaffe in the Second World War. 
This aircraft was capable of speeds of up to four hundred miles per hour, a range of 
250miles and was powered by an Argus 109-014 pulse jet capable of producing 772lb 
of thrust (34). Similar to the Argus 109-014, much of the development for pulse 
combustor designs at this time focussed on using the device as a propulsion unit in its 
own right. Again, little detailed understanding of the mechanics of pulsating flows or 
the heat transfer characteristics was considered. Perhaps fuelled by the development 
of the Fi-103, work continued in the initial post war period on using pulse combustors 
as propulsion devices (9). However, this soon ceased due to the high specific fuel 
consumption and specific thrust of the devices in this role (9). Alternate uses 
considered for pulse combustors were as a means to generate a self-aspirating heating 
effect for drying applications or for such disparate uses as surface cleaners and for 
military smoke and fog generators (9). However, these often found little commercial 
interest and so development was limited.  
More recently, studies such as that performed by Kentfield (12) and Paxson 
(10) have focussed on the operation and feasibility of pulse combustors for use within 
a gas turbine engine. Each of these has furthered the understanding of the flow fields 
that exist within a pulse combustor without providing a comprehensive knowledge of 
the device. A more detailed history of the pulse combustor may be found in the work 
of Putnam (9). 
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Whilst the breadth of this thesis is mainly focussed on the heat transfer and 
cooling aspects of pulsed combustion, it is important to also consider the underlying 
flow physics within the device. Indeed, it has been noted that the flow physics is highly 
coupled to the heat transfer within the device (35). This will be elaborated on in the 
succeeding sections. Thus, this literature review will first cover some of the 
fundamental aspects regarding the pulse combustor and will then progress onto a 
detailed discussion of research conducted with regard to the heat transfer within the 
device. Since the bulk of research into pulse combustors has been conducted with an 
emphasis on understanding the flow physics in the device, comparatively little work 
has been performed with regards the heat transfer problem. Thus, the review of heat 
transfer research has been supplanted by an examination of research into heat 
transfer within pulsating pipe flow. This flow is similar to that found within the tailpipe 
of a pulse combustor since both feature periodic flow within a pipe. Additionally, work 
detailing computational analysis of the pulse combustor is discussed. 
2.2 Pulse Combustor Fundamentals 
A pulse combustor has been defined by Putnam (9) as a device which: 
“Consists principally of an air inlet..., a combustion chamber and a resonance 
tube for exhausting the combustion products” 
This description allows a wide scope for many different designs to fit under the global 
moniker of the pulse combustor. Indeed, many different designs do exist such as the 
Rijke Tube, Schmidt Tube and the design of Reynst. This section will focus on research 
pertaining to the valved and aero-valved pulse combustor since these are primary 
candidates for gas turbine use. Henceforth, reference to pulse combustors will refer to 
this type of device as previously shown in Figure 1-9. 
The aero-valved pulse combustor consists of a short inlet pipe, a combustion 
chamber and an exhaust pipe. These are connected by means of two conical sections 
between the smaller diameters of the inlet and exhaust pipes and the larger diameter 
of the combustion chamber. An example of this is shown in Figure 1-9. The inlet pipe is 
much shorter than the exhaust pipe to promote a positive mean flow through the 
device and therefore allowing the combustor to “breathe” by taking in fresh air each 
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combustion cycle. Both pipes are tuned by having appropriate length to produce a 
condition of acoustic resonance.  
2.2.1 Combustion Process and Operation 
The process of combustion within a PPGC occurs periodically under the 
influence of an unsteady pressure field. The confinement of the combustion process 
results in combustion approximating a constant volume process, consequentially 
producing an increase in combustion chamber pressure as previously described in 
section 1.2.3. This increase in pressure results in the combusted gas being forced 
outwards through both the inlet and exhaust ducts. The majority of the flow passes 
toward the tailpipe due to the lower acoustic impedance in the tailpipe compared to 
the inlet pipe (29). The expulsion of exhaust gasses significantly lowers the combustion 
chamber pressure causing air to be sucked back into the combustion chamber. This 
increases the combustion chamber pressure allowing for the cycle to begin again with 
a fresh reaction.  
The cycle described above produces a periodic pressure oscillation within the 
exhaust pipe. This pressure oscillation also produces an oscillation in the velocity field 
within the device. However, there is a lag between the two fields caused by the inertia 
of the fluid itself. This relationship is shown in Figure 2-1. Whilst the process of 
combustion produces an oscillating pressure field at all locations throughout the 
tailpipe, the amplitude of these fields is governed by a quarter-wave standing wave 
existing in the tube. For the pressure field, an anti-node exists at the beginning of the 
tailpipe with a node at the pipe exit. For the unsteady velocity field the situation is in 
reverse, with low velocity amplitude at the beginning of the tailpipe and much larger 
velocity amplitude at the exit of the pipe. It is noted that a time-mean velocity exists at 
all times within the device. This variation in pressure and velocity amplitude was 
experimentally demonstrated by Dawson et al (36) over the entire length of a pulse 
combustor as shown in Figure 2-2. Good agreement was noted between the predicted 
and measured values of pressure and velocity. 
Whilst the properties of the bulk flow within the tailpipe are well known, the 
small scale fluid mechanics in the near wall region of the tailpipe are not known in the 
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same detail. These motions are important in understanding the mechanism behind the 
heat transfer within the device. Some investigations have been conducted with 
regards the near-wall flow within the tailpipe. This has shown that during periods 
where the flow reverses (i.e. where the instantaneous velocity is moving toward the 
combustion chamber) in the pipe, the bulk flow reversal is preceded by a reversal in 
the near wall region (30). Figure 2-3 shows this trend whereby at a cycle time (noted 
as t’ on the figure) between either 0.2-0.25 or 0.65-0.75, the flow closest to the wall 
(where y is at a minimum) experiences a flow reversal approximately a tenth of the 
length of the cycle before the rest of the flow. It was also shown that the turbulence 
intensity in the near-wall region of the tailpipe flow increases during this flow reversal. 
This trend was found to exist in similar form throughout the length of the tailpipe.  
2.2.2 Pulse Combustor Designs & Performance 
Many different designs of pulse combustor have been utilised for experimental 
work. These range from devices in excess of one metre in length such as those used by 
Dec and Keller (37) and Mason (7) to devices as small as eight centimetres in length as 
used by Geng et al. (28). In changing the overall dimensions of these devices, a wide 
range of resonant frequencies have been utilised from 54Hz (27) to 1200Hz (28). This 
shows a large amount of scope over the design of the device and indeed all of the 
research has noted an increase in static pressure between combustor inlet and 
exhaust. The amount of gain recorded appears to vary dependent on the optimisation 
of the design. For example, the optimisation work reported by researchers such as 
Geng et al (28) and Mazlan et al (38) both produce an increase in the thrust produced 
by the design simply by altering the inlet. It is noted that both Geng and Mazlan were 
interested in the use of the pulse combustor as an engine rather than as a component 
of a jet engine. The work of Geng et al (28) used a pulse combustor of 50cm in length 
which operated at 900Hz producing pressure amplitude of 0.11 bar at a fuel flow of 
9mg/s. The increase in thrust produced by optimisation of these devices shows that 
the amount of pressure gain produced by a pulse combustor will vary dependent on 
the optimisation of the device. Mason provides one of few quantified measurements 
of the potential of a pulse combustor which is reported to give 5.1% pressure gain 
over the length of the combustor (7). 
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There have been some studies evaluating the integration of a pulse combustor 
into a gas turbine engine. Kentfield (4) has shown that integration of a pulse 
combustor is feasible with only a small modification to an existing engine. This was 
performed on a small educational Cussons P.9000 gas turbine. Whilst the detailed 
specifications for this gas turbine were not mentioned, a similar, modern unit has been 
found to feature a compressor pressure ratio of two and a produces a maximum 
power of 4kW (39). The basic adaption to the device placed the pulse combustor inlet 
within a plenum. It was shown that an alteration to the basic design was needed to 
prevent excessive amounts of hot air residing within this plenum. To this end, 
Kentfield proposed the design shown in Figure 2-4. In this, the secondary flow through 
the combustion plenum was directed in tubes around the outside of the combustor. 
This was then combined with the flow emanating from the pulse combustor tailpipe 
and exhausted to the turbine. Some iteration of this design proved necessary in order 
to ensure that the secondary flow within the engine was recombined efficiently with 
the combustor flow (12). A combustor pressure gain of approximately 4% was 
measured using this combustor arrangement. Paxson reported a similar gain (3.5%) 
from initial experiments into the integration of a pulse combustor into a gas turbine 
engine (10). This utilises an ejector to harness the efflux from combustion and is noted 
to be a contributory factor to producing the noted pressure rise. The arrangement 
used by Paxson may be found in Figure 2-5. Paxson utilised a small pressure amplitude 
of 0.05 bar in this work and so this design may be able to produce a greater overall 
pressure rise if this is increased. It is noted that neither of these designs have 
specifically considered the problem of cooling a pulse combustor with Paxson noting 
that: 
“Pulsejet [sic] ... measured a surface temperature of nearly 2000°R [1111.11K] 
during operation ...an extremely hot, life limiting temperature”.  
Hence, whilst some of the issues surrounding pulse combustor integration into a gas 
turbine engine have been superficially dealt with, issues such as the cooling of the 
combustor and the effect of the unsteady flow entering the turbine stage have not 
been considered in sufficient detail.  
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2.3 Heat Transfer within Pulse Combustors 
Research into the subject of heat transfer between the gas and containing walls 
of pulse combustors initially began as early as the 1960’s with work by Lemlich (40) 
and then Hanby (35). However, whilst research has been conducted into this field in 
the intervening years, it has mainly been sporadic in comparison with the amount of 
general pulse combustor research. Indeed, despite recent efforts from Paxson (10) 
noted in the previous section, the amount of gas-to-wall heat transfer generated by a 
pulse combustor and the cooling thereof is still largely unresolved. Additionally, the 
research in this field is divided between use of the heating effect of the pulse 
combustor for drying applications and for use within a gas turbine engine. Thus, the 
motivation behind the research often leads to the viewing of the level of heat transfer 
in contrasting ways. Those researching heating scenarios seeing an enhancement in 
heat transfer as a bonus to the technology but in a gas turbine environment, this may 
cause considerable cooling issues that must be overcome. Often research has focussed 
on the unsteady flow within the tailpipe of the device rather than the hotter 
combustion chamber again leading to a lack of understanding about the heat transfer 
within the whole of the device. 
2.3.1 General Pulse Combustor Studies 
Within an unsteady pulsating flow, Lord Rayleigh (41) observed that when 
unsteady heat release occurs in phase with the unsteady pressure oscillations, an 
increase in amplitude of the flow occurs. This observation follows within a pulse 
combustor whereby the combustor heat release drives the amplitude of the 
oscillations. Indeed, Mason (7) demonstrated that the maxima of combustion chamber 
heat release leads the maxima in pressure amplitude as noted in Figure 2-6. It follows, 
therefore, that the maximum temperature occurs at a similar cyclical location to the 
point of maximum heat release. Thus, it is not surprising to show that the cyclical 
unsteady temperature within the tailpipe of the combustor has been shown to attain a 
maximum value at a similar phase relative to the pressure as demonstrated by Dec 
and Keller (42) and shown in Figure 2-7.  
Dec & Keller (42) stated that the regions of high temperature within the pulse 
combustor tailpipe correspond to oscillations in the unsteady pressure, velocity or 
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heat transfer since the phase relationship for these variables is similar at all conditions. 
This indicates that the oscillations in the pressure and velocity field may drive the 
oscillations in the time-resolved unsteady temperature and therefore the heat transfer 
within the device. Some variation in the magnitude of the maximum observed 
temperature was noted with a change in the operating frequency as indeed was a 
mean temperature increase over the length of the combustor (42).  
Studies have noted specific trends with regards the level of heat transfer and 
unsteady temperature variation produced by differing operating conditions within the 
pulse combustor. For example, Kahlitov et al. (43) recorded a decrease in the 
combustor exit gas temperature with increasing combustion chamber pressure 
amplitude due to a corresponding increase in heat flux through the walls of the device 
when situated in a water bath at constant water temperature. Measurements of the 
combustion process within the combustion chamber have shown that the combustion 
heat release alters over the duration of the operating cycle (7). However, whilst the 
combustion heat release decreases greatly at times of low combustion chamber 
pressure, it does not extinguish over the duration of the cycle. This variation in 
combustion intensity will be directly related to the amount of heat added to the pulse 
combustor over the duration of a cycle and so an indication that the heat load 
produced by combustion is not constant. The effects of this variation on the heat 
transfer to the wall of the combustion chamber are currently unknown. A temperature 
of approximately 2,000K at a pressure amplitude of 0.2 bar has been noted in the 
combustion chamber (7). From other work conducted by Mason (29), this combustion 
chamber pressure amplitude indicates a fuel rich mixture was used in this analysis.  
2.3.2 Pulse Combustor Tailpipe Studies 
Despite knowledge of the reduction in mean gas temperature along the 
centreline of the tailpipe as evidenced by Hanby (35), Dec and Keller (37) and others, 
little knowledge of the unsteady temperature field in the near wall region exists. 
Figure 2-3 within Section 2.2 discussed the finding that during a period of flow reversal 
within the tailpipe, the bulk flow reversal may be preceded by a reversal in the near 
wall region (30).  
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Further research shows little variation in the bulk-flow temperature over the 
duration of a combustion cycle (42). This extends to the mean temperature within the 
boundary layer as shown in Figure 2-8. It is noted that the time-mean variation in 
temperature in the aforementioned figure depreciates at the location of zero velocity. 
Compared to the mean temperature in Figure 2-8, the instantaneous unsteady 
temperature varies greatly. Dec and Keller suggest that these boundary layer profiles 
may best be classified as containing three distinct sections, a conduction dominated 
sublayer near the wall, a buffer region varying between 1.5 and 3mm in thickness and 
a core region with approximately constant temperature. It was also noted that at 
times of low instantaneous velocity, the instantaneous unsteady temperature is at a 
maximum. Furthermore, the magnitude of the unsteady temperature is also seen to 
be larger within the boundary layer region than in the bulk flow. Whilst this behaviour 
is observed as being consistent across the length of the tailpipe, it is noted that the 
researchers only used four distinct locations in gathering this data. Since this flow is 
comparable to that which gained a large increase in heat transfer noted above, it is 
noted that a possible reason is due to increased shear layer generated turbulence and 
strong convection by transverse flow at points in the cycle where the axial velocity is 
approximately zero. More research in this area has been conducted with an emphasis 
on heat transfer within the tailpipe. This may be found in section 2.4. 
2.3.3 Pulse Combustor Tailpipe Heat Transfer Correlations 
Some researchers have attempted to quantify the expected level of heat 
transfer within a pulse combustor tailpipe. Initial investigations by Hanby (35) showed 
an increase in heat flux in the tailpipe of a pulse combustor when compared to the 
same device at the same mean flow condition without oscillations. This increase in 
heat flux was shown to increase over the length of the tailpipe in line with the increase 
in velocity amplitude with increasing axial distance from the combustion chamber. 
Hanby conducted this work on a gas-fired pulse combustor with a pressure amplitude 
of 0.35 bar and Reynolds Number in the range 6,000-16,000. Hanby noted that this 
behaviour was comparable to the quasi-steady theory derived by Lemlich (40). This 
states that the frequency of oscillation is sufficiently low that steady state correlations 
hold true at any instant within the periodic fluid motion. Thus, basing this analysis on 
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the Dittus-Boelter correlation for steady turbulent pipe flow, the instantaneous quasi-
steady Nusselt number can be shown to be given as shown in equation 2.1 below. 
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Hanby expressed this equation primarily as an enhancement of the heat transfer 
coefficient within the domain under question as shown in equation 2.3. 
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Other research has shown the validity of this relationship within a pulse 
combustor. Hargrave et al. (44) and Kahlitov et al. (43) showed a similar level of 
enhancement in the heat transfer coefficient whilst utilising a different combustor 
arrangement. The resonant frequency in these cases ranged between 30-44Hz which is 
approximately half that used by Hanby. Dec and Keller also measured a similar 
relationship to Hanby showing an enhancement to the time-averaged Nusselt Number 
compared to a steady flow of 2.5 (37). However, they also achieved a heat transfer 
enhancement exceeding that predicted by equation 2.3 at certain conditions. A 
reduction in the level of enhancement at certain frequencies coupled with an increase 
in pressure amplitude have been noted to indicate a degree of dependence on the 
frequency of operation of the device for the level of enhancement produced (37). The 
quasi-steady expression shown in equation 2.1 cannot take this into account. Dec and 
Keller proposed a different expression for the Nusselt number (27) which took into 
account the observed dependence of Nusselt number enhancement on the resonant 
frequency of the device. This equation is shown below (equation 2.4). 
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The above expression has been shown to be valid at frequencies above 46 Hz and 
below 95Hz and for mean Reynolds Numbers in the range 3,000-4,750. The range of 
combustion chamber pressure amplitudes examined ranged between 6-9kPa at 1 bar 
ambient pressure. Compared to the work of both Hanby (35) and Hargrave et al (44), 
Dec et al. (27) examined a wide range of frequencies and lower Reynolds numbers. 
However, the results produced from this only deviated from the quasi-steady analysis 
at high combustion chamber pressure amplitudes. Thus, further examination of a 
greater range of pressure amplitudes and frequencies is required in order to provide a 
clearer understanding as to whether this correlation will hold at different conditions. 
2.3.4 Computational Heat Transfer Studies 
Whilst computational studies into the pulse combustor will be discussed in 
section 2.6, there has been one significant study relating specifically to the heat 
transfer within a pulse combustor. Thyageswaran (45) conducted a computational 
study on the work of Dec and Keller’s (37) research (some of which has been discussed 
here). This study produced similar Nusselt number enhancement and boundary layer 
velocity profiles to that noted by the experimental work of Dec and Keller. However, 
deviations from the findings of Dec and Keller were noted in the small scale motions of 
the flow during periods of flow reversal within the tailpipe. The deviation was thought 
to stem from a poor boundary layer grid resolution in the areas of deviation. 
Thyageswaran’s research did not consider other regions within the pulse combustor 
such as the combustion chamber. 
2.4 Heat Transfer within Pulsating Pipe Flows 
The flow within a pulse combustor tailpipe can be considered to be comprised 
of a resonant oscillating pipe flow super-imposed onto a mean mass flow. In this, the 
resonant oscillating flow is driven by the combustion process within the device with 
addition of the mean mass flow which is pumped through the combustor by the same 
combustion process. It is noted that this comparison is not exact due to the lower gas 
temperatures within a pipe flow compared to that of hot combusted gas and therefore 
the fluctuating temperatures that this would produce. Despite this and due to the 
similarity in the fluid flow to that in a pulse combustor tailpipe, it is prudent to discuss 
the similar field of heat transfer within pulsating pipe flows. 
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Pulsating pipe flows differ from the pulse combustor tailpipe flow due to the 
lack of heat release produced by combustion and the method of driving the oscillation. 
Instead, these flows are driven by an oscillator such as a piston and often feature a 
mean mass flow passing through the domain. Some of these experiments examining 
pulsating flow within a pipe do not examine conditions of resonance within the pipe. 
In this case, resonance may be described as the coincidence of the natural frequency 
that a pipe will oscillate at if disturbed and the forced frequency used to oscillate the 
flow in the pipe. At this point of coincidence, the natural frequency of the pipe adds an 
additional amount of energy in phase with the vibrations occurring within the pipe and 
reinforces the oscillation. This causes increased pressure amplitude within the pipe 
that would grow exponentially were it not for increased energy losses in sound and 
heat. For an oscillating flow, operation at resonance offers an increase in pressure 
amplitude for a given forcing power compared to an off-resonant case. This increased 
pressure amplitude often causes a flow reversal within the pipe (i.e. flow moving in 
the opposite direction to the mean mass flow during certain phases of the oscillation). 
However, the advantage of resonance is not always utilised within pulsating pipe flow 
research. Often the pressure and velocity amplitudes are therefore small compared to 
what may be obtained in a resonant flow. This is another crucial difference between 
these flows and that within a pulse combustor tailpipe since the latter always operates 
at a resonant condition. 
2.4.1 Effect of Pulsations on Heat Transfer 
A much greater array of experimental findings and a greater range of 
experimental geometries have been investigated for pulsating pipe flow than for pulse 
combustors. Indeed, there is evidence to suggest an increase (46), decrease (47) or an 
alteration in the level of heat transfer at a specific condition such as a frequency 
exceeding a threshold value (48; 49). In the latter case, the change in heat transfer has 
been shown to be dependent on either the frequency of oscillation (48) or the 
amplitude of the pulsations. Perhaps one of the main reasons behind this confusion as 
to the effects of pulsation on the level of heat transfer produced is due to the wide 
range of flow conditions observed. This will be discussed further below.  
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Author(s) Reynolds 
Number 
Operating 
Frequency 
(Hz) 
Observed Change In Heat Transfer 
Al-Haddad (48) 1,000-40,000 5-60 Increase for some frequencies 
Habib (49) 750-12,320 1-10 Increase at low frequencies 
Hommema(50) 2,600-4,300 34 Increases with Reynolds Number 
Martinelli(51) 300-4,500 0.21-4.41 Increases with Reynolds Number 
Moschandreou(47) Not noted 0-40 Increases for 5<f<30 
Table 2-1: Comparison of some pulsating pipe flow experimental conditions 
Rather than systematically examine a selection of flow variables, much 
research has focussed on a specific geometry and limited range of parameters such as 
frequency within which to test. This is shown in Table 2-1 above where the range of 
Reynolds numbers observed in the small selection of this research is large. On the 
other hand, most of these datasets have examined a range of frequencies. This infers 
(although not explicitly stated in the research) that many of these cases have not been 
conducted at resonant conditions and so are dissimilar to a resonant pulse combustor 
tailpipe case. The case of Habib et al (49) demonstrates this as the test section is two 
metres long with a maximum operating frequency of 10Hz. This is well below an 
estimated resonant frequency of 42.9Hz. Hommema (50) on the other hand operated 
approximately at close to a resonant condition but again this is not specified. 
It is clear from Table 2-1 that there seems to be an agreement that the 
frequency of oscillation affects the level of heat transfer which corresponds to the 
thoughts of Dec and Keller (27) in the previous section. Despite the disagreement as to 
the effects of pulsation on heat transfer, it is clear that in general, pulsation causes an 
alteration in the amount of heat transfer produced. An increase in heat transfer is also 
shown to be caused by an increase in Reynolds Number. However, from the selection 
of papers noted in this table (by no means exhaustive), only a narrow selection of 
Reynolds Numbers have been examined and the increase shown in some experiments 
at a Reynolds Number is not shown in other experiments. This again shows the 
disagreement present in the data.  
Many researchers have noted that the increase in heat transfer within a 
pulsating pipe occurs mainly at times when the flow is reversing in the pipe (i.e. the 
absolute magnitude of the velocity within the pipe becomes negative for part of the 
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oscillation). Baird et al (52), Kearney (53) and Gupta (54) amongst others report this. 
The work of Gupta (54) in particular demonstrated that for non-reversing flows, no 
enhancement is present but as the magnitude of flow reversal increases, so does the 
level of heat transfer.  
2.4.2 Pulsating Pipe Flow Heat Transfer Correlations  
Some research into heat transfer within pulsating pipes has attempted to 
obtain a relationship to define the heat transfer enhancement within a particular flow 
regime compared to that within a steady, non-pulsing pipe. For a steady pipe flow, the 
standard correlation relating the flow properties to the Nusselt number of the flow is 
the Dittus-Boelter correlation as shown in equation 2.5 below (55). This equation is 
valid for all pipe flows at a distance nominally taken to be 10 diameters from the pipe 
entrance and is generally applicable for Reynolds numbers defined using the pipe 
diameter above 10,000 within smooth pipes. 
 𝑁𝑢 = 0.023𝑃𝑟𝑛𝑅𝑒0.8 2.5 
 
In the above expression, n is equal to 0.33 for a cooling flow and 0.4 when the flow is 
being heated by the wall. The equations proposed for pulsating flow are similar to the 
equations discussed relating to heat transfer within pulse combustor tailpipes in that 
the enhancement of the Nusselt number of the flow occurs above a threshold set of 
conditions such as frequency or Reynolds Number. Al-Haddad (48) postulated the 
expression for Nusselt Number shown in equation 2.6 from his experimental research. 
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In this expression, the Nusselt number is essentially constant for values of 𝑅𝑒.𝜔′ less 
than 2.5x10-5. This indicates that there will be little change in Nusselt number for low 
values of Reynolds number (essentially low mean velocity in the device) at medium 
frequencies but will increase at high values of either frequency or Reynolds number. 
Habib also proposed an expression for the alteration of Nusselt number with pulsating 
flow as shown in equation 2.8. Again, this shows a dependence on a dimensionless 
frequency along with the Reynolds number of the flow. 
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 𝑁𝑢 = 8.6𝑅𝑒−0.2285 𝜔∗ −2𝑥10
−6𝑅𝑒−0.0435  2.8 
 
where 𝜔∗ = 𝜔𝐷 𝑈∗  
2.9 
 
 𝑈∗ =
0.199𝑉𝑚
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The quasi-steady approach to heat transfer in a pulsating pipe used initially by 
Lemlich (40) and also Hanby (35) within a pulse combustor (previously discussed in 
section 2.3) were initially developed for pipe flow and utilise the assumption that the 
Dittus-Boelter correlation for steady flow (equation 2.5) may be correctly applied at 
any instant within an unsteady pulsating flow (equation 2.1). This showed an increase 
in heat transfer above that found in a steady pipe flow when the amplitude of the 
unsteady velocity at a single location along the length of a pipe exceeded that of the 
mean flow. However, despite evaluation of this parameter up to a ratio of 𝑉′ 𝑉𝑚 = 5, 
no upper limit for this enhancement was proposed. The work of Baird et al (52) 
showed a large amount of deviation from this correlation at some operating 
conditions and so proposed the limit shown in equation 2.11.  
 𝑟 𝜔 𝜈  
0.5 ≪ 7.4 2.11 
 
This essentially states that for high frequencies or pipe diameters, the quasi-steady 
approach may fail. As has been stated previously (section 2.3.3), this theory assumes 
that the steady state flow equations hold true at all times within the pulsating pipe 
flow. At high frequencies, the theory breaks down because the response time of the 
boundary layer takes longer than the changing freestream flow permits. Therefore, for 
a given change in the freestream flow, there is a time delay before this propagates 
completely through to the boundary layer. This delay results in little change in the gas-
to-wall heat flux since the freestream changes cannot propagate to the wall of the 
device. It is noted within the analysis of Baird et al (52) that an increase in heat 
transfer is noted at low values of the ratio between the instantaneous velocity 
amplitude and the mean velocity. Baird (52) noted that this increase may be caused by 
a perpetuation of eddies generated at high velocity amplitudes within the low velocity 
portion of the cycle. Again, this is distinct from the quasi-steady analysis. 
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2.4.3 Effects of Pulsations on Near-Wall Flows 
Much of the research conducted with regard pulsating pipe flow has observed 
an alteration in the heat transfer characteristics between the gas flow and the wall 
with less concern for the smaller scale flow motions in the near-wall region. This is an 
understandable initial approach since to produce working machinery initially, the 
reason behind the change in the rate of gas-to-wall heat transfer is less important than 
the change produced. However, to produce sustainable complex components, the 
reason behind this change in heat transfer becomes more important. Habib (49), as 
noted in Table 2-1, predicted an increase in heat transfer at low frequencies. It was 
thought that this was due to the similarity of the oscillation frequency with a 
parameter known as the bursting frequency (𝑓𝑏 ). This is defined in equation 2.12. 
 𝑓𝑏 =
𝑉𝑚
5𝐷  
2.12 
 
The bursting frequency is the frequency at which the boundary layer breaks up or 
bursts. This is caused by the oscillation of the boundary between streaks of faster and 
slower moving near-wall fluid. As the boundary layer grows in thickness, the 
interaction of these streaks begins to oscillate which eventually causes a bursting of 
the boundary layer fluid into the freestream (56). The increase in heat transfer at the 
coincidence of bursting and resonant frequencies is thought (49) to stem from a 
resonance type interaction between the coincidence of the bursting and forcing 
frequencies which alters the characteristics of the thermal boundary layer and thus 
causes an increase in the heat transfer coefficient of the flow. The subject of bursting 
frequency is noted in other works (57) in relation to the limits of a quasi-steady flow as 
discussed in the preceding section. Carr (57) suggests a limit for the quasi-steady 
theory related to the relative magnitude of the ratio of the forcing frequency to the 
bursting frequency (𝑓 𝑓𝑏 ) within the pipe (shown on the y-axis) and the velocity 
amplitude of the flow. This is shown in Figure 2-9 where the shaded region depicts the 
quasi-steady region of the flow. It must be noted that the shaded region will extend to 
much higher values of 𝑓 𝑓𝑏  and velocity amplitude than shown on the figure. This 
indicates that for a periodic flow with high 𝑓 𝑓𝑏  but low amplitude and vice versa or low 
values of both parameters, the flow will be quasi-steady. However, flows with large 
values of both of these parameters may not be considered quasi-steady.  
 36 
 
Kearney (53) noted a similar relationship to that of Habib (49) between 
changes in the boundary layer structure and an increase in the amount of gas to wall 
heat transfer within a pipe. Indeed, it was shown that at times of flow reversal, the 
thickness of the thermal boundary layer increases appreciably. The increase is believed 
to be due to an ejection of fluid from the near wall region toward the centreline of the 
pipe at the point of flow reversal. It is noted (53) that this point coincides with the 
minima in the cyclical variation in heat flux. Whilst the research of Kearney was 
produced at non-resonant low frequencies and within laminar flow and are thus, in 
general, different from that within a pulse combustor, it is noted that the work of Dec 
and Keller (42) discussed in section 2.3 notes similar laminar flow style behaviour 
within a pulse combustor tailpipe to that discussed here. The idea that an increase in 
heat transfer is produced by alteration of the boundary layer within a pulsating flow is 
supported by the work of Kurzweg (58) which showed that an enhancement in heat 
transfer was caused by radial heat transfer across very thin Stokes boundary layers but 
notes that this enhancement is only seen in turbulent flows. A Stokes boundary layer is 
the section of the boundary layer closest to the wall within an oscillating flow. 
2.5 Comparison of Pulsating Flow Correlations 
The previous two subsections have noted a range of predicted Nusselt Number 
trends for either hot pulse combustor tailpipe flows (27; 35) or cold pulsating pipe 
flows (46; 48). It is clear that all of these correlations relate the change of Nusselt 
Number to a flow pulsation frequency and also to a bulk flow Reynolds Number. 
Evaluating each of these utilising a single geometry allows a comparison between the 
various relationships to be made. This is shown in Figure 2-10. Whilst each of these 
correlations may not have been tested over the entire frequency range shown here, it 
is interesting to see the differences in the enhancement of heat transfer for a 
particular case and the variation of this with frequency. The quasi-steady correlation is 
not included on this figure. The reason behind this is that the enhancement value does 
not increase with frequency. Thus, a single value would be recorded for this flow. 
Figure 2-10 emphasises the large amount of disagreement within available 
literature over the effect of pulsatile flow in tubes. It is interesting to note that only 
the Habib correlation reports a decrease in Nusselt Number for this condition which 
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suggests that the literature is leaning toward an increase in Nusselt Number. What is 
also intriguing about this figure is that all the correlations suggest that the Nusselt 
Number will decrease at frequencies less than 20Hz. A value of 20Hz is much less than 
the resonant frequency of any of the pipes discussed here. Hence, since the Habib 
correlation was only determined from experimental work at a maximum of 10Hz 
(𝑓 𝑓𝑟𝑒𝑠 ≈ 0.125) it may lose validity above this value. Al-Haddad (48) also attained a 
much greater Nusselt Number enhancement in a cold flow than Dec and Keller did 
within a hot flow. Again, this emphasises that whilst correlations have been 
attempted, no attempt has been made to prove that the relationship is applicable over 
a range of different pipe sizes and flow conditions. Hence, whilst these relationships 
may be used as a guide, their usefulness is severely reduced. 
2.6 Computational Pulse Combustor Studies 
Compared to the amount of experimental work performed on pulse 
combustor, relatively little work has been conducted using a computational method to 
analyse various aspects of a pulse combustor. Part of the reason behind this is the 
complexity of the unsteady flow-field occurring within a pulse combustor. The process 
of combustion coupled with the requirement to ensure correct wave motion within 
the device as described in section 2.2 produces a flow field that is computationally 
complex even before considering the inlet and exhaust conditions. Thus, this problem 
is computationally expensive to model in detail and so many different modelling 
approaches have been utilised often simplifying the problem in some manner. Despite 
these problems, a computational model of a pulse combustor has often been 
considered beneficial since it would allow a greater degree of flexibility in solving 
various aspects of the design problem. Furthermore, in addition to the complexity 
involved in setting up the computational domain and boundaries, the requirements of 
turbulence models to accurately resolve the flow within the domain results in the 
reduction of the problem to either a one or two dimensional model. Whilst the two 
dimensional approach is valid due to the lack of circumferential motion within the 
pulse combustor, the reduction of many models to a single dimension precludes any 
analysis of the effects of motion within the boundary layer on the level of heat 
transfer produced. 
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2.6.1 Computational Model Setup 
A common thread to providing a computational solution to the pulse 
combustor is to remove two of the degrees of freedom within the domain. This 
approach assumes that the fluid flow may be represented by the conditions within the 
bulk fluid flow. Whilst this approach aids the simplification of the problem greatly, it 
does not allow for any investigation into the movement of the flow in the near-wall 
region. However, this assumption aids the reduction of the model to a single 
dimension whereby the flow is essentially a moving slug of fluid. This approach has 
been utilised by Mason (29), Barr (59) and Lee (60) amongst others. Much of the work 
using this approach uses the method of characteristics in construction of the model 
(59) or a one-dimensional solution of the Navier-Stokes equations (29). Another 
common assumption is to use a valved combustor in place of an aero-valved solution 
(59; 60; 61). This has the advantage of reducing the complexity of the inlet boundary 
conditions since a valved solution is essentially a solid boundary for a large portion of 
the cycle. For the rest of the cycle, this is replaced by a steady inflow of gasses. 
Compared to an aero-valved solution, where gasses move in and out of the inlet at 
various points in the cycle depending on the conditions within the device, it is easy to 
see that the valved case is simpler to model. 
The scope of much computational pulse combustor studies is often limited to 
the correct modelling of the fluid parameters and to achieving comparable 
performance to that found within an experimental pulse combustor. The work of 
Morel (61) produced a parametric study varying both tailpipe length and valve position 
in a valved pulse combustor. This showed the correct resonant frequency as being 
dependent on a quarter-wave standing wave and the optimum aperture size for the 
valve to travel through. This work demonstrated a similar pressure amplitude and 
frequency as measured in similar studies performed on a pulse combustor. Zheng et al 
(62) produced a similar model where the effects of a change in inlet dimensions were 
examined. However, their treatment of the flow as two distinct regions resulted in 
some instances where the two regions were operating at different frequencies. 
Indeed, at these conditions the magnitude of oscillation within the domain dropped. 
This indicates that the interaction of the two regions was not providing the correct 
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condition of resonance within the device as shown by the reduction in the magnitude 
of oscillation within the device. Richards (63; 64) identified two characteristic lengths 
with which a pulse combustor can be scaled by keeping the ratio of combustor volume 
to inlet and tailpipe area constant. A comparison to experimental data (64) showed 
some success scaling a combustor in this manner. An example of this is shown in 
Figure 2-11. Whilst the model in this case over predicts the increase in pressure, the 
same qualitative trends may be seen between the model and experimental data. The 
research conducted in this paper does not mention any method as to how heat 
transfer and frictional losses scale. 
2.6.2 Computational Heat Transfer Studies 
Much of the work discussed in the previous section has reported similar 
pressure amplitudes and resonant frequencies to those shown in experimental pulse 
combustor studies. However, little of this has discussed the level of heat flux recorded 
within the device. Furthermore, since many models use a one-dimensional method of 
characteristics approach, the modelling of the combustion reaction, wall heat flux and 
wall friction within the device are often based upon simple models such as the wall 
heat flux being governed by one-dimensional conduction from the flow. This often 
neglects the findings of experimental research such as the work of Hanby (35) that 
notes an increase to the level of heat transfer within a pulse combustor. An exception 
to this is the work of Mason (29) who utilised the Dittus-Boelter correlation in 
combination with the additional enhancement suggested by Dec and Keller (37) to 
determine the wall heat flux distribution in the device. Furthermore, there seems to 
be two distinct methods for modelling combustion. One as used by Richards (63) 
models the combustion reaction directly by defining a reaction zone evaluating the 
heat release within this zone depending directly on the reactants present. A second 
method models the full chemical kinetics of the combustion process by using 
measurements of the reaction rate to evaluate the process as used by Barr et al (59). 
Little heat transfer specific computational research has been conducted. 
However, an example of this was conducted by Thyageswaran (45). The research 
attempted to replicate the experimental work of Dec and Keller (37) in the 
computational domain and used a k-ε turbulence model within the JCODE program. 
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This found that within a pulse combustor tailpipe, conventional turbulence models are 
inadequate when reproducing the magnitude and phase relationship of the time 
resolved heat transfer to the walls. Three variants of the standard k-ε turbulence 
model were used. An unsteady wall layer (UWL) model, a wall function (WF) model 
and a boundary layer wall (BLW) model were each used. Satisfactory results were 
gained using a much modified turbulence model which allowed for the capturing of an 
enhanced level of heat transfer compared to a steady flow. This modified the 
turbulent length scale within the turbulence model to better account for the variation 
in the velocity and pressure of the flow with time. No knowledge of the mechanism 
governing the recorded increase in the level of heat transfer shown by this 
computational study was noted by Thyageswaran (45). An example of the data 
produced can be found in Figure 2-12 which shows that when predicting bulk 
temperatures such as the gas temperature throughout the tailpipe, the data obtained 
was quite accurate compared to the experimental data. Examination of the cyclical 
variation of the temperature showed a much simpler variation than predicted by Dec 
and Keller as previously shown in Figure 2-7. This is shown in Figure 2-13.  
2.7 Conclusion 
The research detailed in the preceding sections within this chapter have shown 
that in the field of pulse combustors, little information has been gleaned with regard 
the main operating characteristics of these devices and the flow fields within them. A 
pressure rise of 3-5% has been reported for a pulse combustor integrated within an 
engine and detailed knowledge of the magnitude of the bulk flow parameters such as 
pressure is known throughout the device. Furthermore, knowledge of the location and 
magnitude of heat release within the combustion chamber is noted over the length of 
the oscillation within the pulse combustor.  
Some research has been performed in relation to the heat transfer within the 
device and it is generally acknowledged that compared to a similar steady pipe flow, 
the level of heat flux is higher. The fluid flow mechanisms behind the increase in heat 
flux and the level of this increase is not clear. Examination of pulsating pipe flow 
reveals a greater difference of opinion over the effect of pulsations on the heat 
transfer produced with research revealing both an increase and decrease in heat flux 
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relative to a non-pulsing flow of similar mean velocity dependent on the conditions 
within the tube. Indeed, much of this research has often been performed at conditions 
away from the resonant condition present within a pulse combustor tailpipe utilising 
either small amplitude oscillations or very low pulsation frequencies. Both of these are 
often not as large as the comparative conditions within a pulse combustor. 
Much of the heat transfer centric research lacks detail regarding the heat 
transfer within regions of the combustor beside the tailpipe and has used similar 
geometry throughout the experimental work. Thus, knowledge as to how the heat 
transfer scales with a change in tailpipe area (for example) is unknown. Furthermore, 
regions such as the transition sections between the combustion chamber and inlet or 
exhaust pipe have not been investigated at all. In the devices designed for the drying 
and heating industries, quantified knowledge of the reasons behind an increased heat 
flux is of low importance since only knowledge of the magnitude of such a heat flux is 
needed for the drying application. However, for a gas turbine application, it is crucial. 
If the heat load is excessive, the higher amount of cooling air therefore required will 
be prohibitive. Thus, a better understanding of the magnitude of the heat load 
throughout the device is required in order to allow further development of a pulse 
combustor for a gas turbine application. 
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Figures 
 
Figure 2-1: Unsteady pressure and velocity oscillations within a pulse combustor tailpipe(37) 
 
Figure 2-2: Structure of pressure and velocity amplitudes in a pulse combustor (36) 
 
Figure 2-3: Time resolved velocity profiles within the boundary layer of a pulse combustor at a single axial 
location (30) 
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Figure 2-4: Kentfield pulse combustor design for integration into a gas turbine engine (4) 
 
 
Figure 2-5: Schematic showing the method of Paxson for the integration of a pulse combustor into a gas turbine 
engine (10). 
 
Figure 2-6: Relative phase between combustion chamber heat release and unsteady pressure fluctuations (7) 
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Figure 2-7: Temperature variation within the tailpipe of a pulse combustor (42) 
 
Figure 2-8: Ensemble averaged mean and unsteady temperature profiles at distinct points within a pulse 
combustor cycle (42) 
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Figure 2-9: Graph showing the limits of quasi-steady behaviour within a flow proposed by Carr (57) 
 
Figure 2-10: Comparison of various Nusselt Number correlations for pulsating pipe flow using a single geometry 
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Figure 2-11: Pressure difference between pulse combustor inlet and exhaust for different inlet lengths (64) 
 
 
Figure 2-12: Computationally modelled variation of gas temperature with axial location within a pulse combustor 
tailpipe(45) 
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Figure 2-13: Comparison of experimental and computationally predicted cyclical variation of temperature (45) 
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Chapter 3 Experimental Setup 
 At their simplest, the basic components of the flow within a pulse combustor 
tailpipe and a resonant pulsating pipe are highly similar as shown in the previous 
section. Both feature a mean mass flow through the device coupled with an oscillating 
component emanating from the initial section of the pipe or tailpipe. The main 
difference is the greatly higher gas temperature within the pulse combustor. 
Compared to the flow within pulsating pipe flow noted from the literature reviewed in 
the preceding section, the pulse combustor operates at much greater pressure 
amplitude and larger resonant frequencies. 
Much of the body of research regarding the heat transfer characteristics of the 
pulse combustor has focussed on distinct conditions and specific locations within the 
tailpipe of the device. The same can be said of much of the research into pulsating 
pipe flow. With little knowledge of a range of conditions within the device and how 
they would relate to other devices, prediction of the heat flux is problematic. Since the 
pulse combustor self-aspirates in operation, alteration of the conditions within the 
device are limited since the length of the tailpipe sets the resonant frequency for a 
given condition. Indeed, alteration of the resonant frequency may only be 
accomplished by changing the length or temperature of the device. Within the pulse 
combustor, the acquisition of heat transfer data has been largely limited to various 
locations within the tailpipe of the device at a given condition such as those conducted 
by Dec & Keller (27). Within the pulsating pipe flow research, the conditions are mainly 
at low amplitudes and low (often non-resonant) frequencies despite the wider range 
of locations tested. 
Two strands of experimental work have been conducted. The first of these 
presents measurements obtained by using a pulse combustor to measure the 
unsteady heat flux in the first 200mm of the tailpipe. This location hasn’t been 
researched within the available literature, possibly due to the high gas temperatures 
and presence of hot combustion products in this region. The second strand of 
experimental work utilises an oscillator to generate a pulsating pipe flow at a condition 
of resonance. A mean mass flow is also passed through the pipe. This flow condition as 
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discussed above is similar to that found in the tailpipe of a pulse combustor and so 
enables a parametric study of the heat transfer characteristics in this region without 
the high temperatures that would be present in a pulse combustor. This high 
temperature also makes the acquisition of accurate measurements difficult. 
Furthermore, a greater range of conditions can be assessed than would be possible if 
using solely a pulse combustor tailpipe. 
3.1 Pulse Combustor Experimental Design & Setup 
3.1.1 Overview 
The pulse combustor utilised for the experimental work is based on the 
dimensions provided by Taylor (65). This design is valveless and features tuned inlet 
and exhaust pipes designed to promote a positive mass flow through the device. A 
schematic of the pulse combustor is pictured in Figure 3-1 and as an annotated 
photograph in Figure 3-2. The pulse combustor has an overall length of 1.25m and a 
combustion chamber of 0.158m in length and 0.075m in diameter. The tailpipe section 
is divergent at an angle of approximately 1.1° leading to a throat diameter at the rear 
of the combustion chamber of 22.5mm and an exit diameter of 60mm. For these 
experiments, the pulse combustor was operated at ambient conditions at which 
condition the resonant frequency of the device is approximately 200Hz. During these 
experiments, the pulse combustor was operated both at the Hopkinson Laboratory in 
Cambridge and predominantly at Rolls Royce, Derby.  
3.1.2 Fuel Delivery System 
The pulse combustor can be fuelled by using propane gas with the fuel flow 
either steady or pulsed. Both types of fuelling have been used for the current set of 
experiments whilst focussing on the more stable steady fuelling regime. As the name 
suggests, steady fuelling uses a constant stream of fuel entering the combustion 
chamber at all times through four choked orifices. These orifices are situated in the 
initial part of the combustion chamber as shown in Figure 3-2. The four orifices are 
equally spaced around the circumference of the combustion chamber. Pulsed fuelling 
uses knowledge of the unsteady pressure signal within the combustion chamber to 
release a user prescribed amount of fuel into the combustion chamber at times of low 
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combustion chamber pressure. This provides fuel only when the combustor requires it 
in order to facilitate the next combustion cycle. When using pulsed fuel, four Bosch DI-
Motronic fuel injectors are utilised (66). These injectors are mounted 
circumferentially, equally-spaced around the same location as those for the steady 
fuel but with a small offset so that all 8 injectors can be used at any given time. The 
limits of operation when utilising pulsed fuel has been found to be much smaller than 
with steady fuel (66) and cause more problems when starting the pulse combustor. 
Much of the work presented here has been performed using the steady fuel system. 
For both of the fuelling types, a spark igniter is used to ignite the fuel during the start 
up of the combustor. The igniter is situated in the first third of the combustion 
chamber. 
For steady fuel operation, either ethylene or propane can be used to fuel the 
combustor. For the first series of tests, ethylene was utilised and for the latter series of 
tests, propane was used. The choice of fuel had little effect on the operation of the 
pulse combustor. During pulsed fuel operation, the release of the fuel was timed to 
occur at the upwards zero crossing on the unsteady pressure field within the 
combustor. The delay between the triggering of the fuel release and fuel release could 
be controlled as noted by Offord (66). 
3.1.3 Pulse Combustor Operation 
The start up procedure for the pulse combustor is quite simple. A starting jet 
flow is initially needed to help start the combustor. This uses ambient air from the 
shop air system to aid the turbulent mixing of the reactants within the combustion 
chamber. Regardless of which fuel type (pulsed or steady) is to be used for the 
duration of the test, the combustor is initially started utilising steady fuel. Thus, a 
steady stream of fuel is input into the combustion chamber along with this mean air 
flow. A spark igniter is then used to ignite the combustible mixture. After a short 
period of time, the combustor will begin to self aspirate as the magnitude of unsteady 
pressure oscillations increases. At this point, the starting jet flow can be discontinued 
and the combustor will continue to operate. For experiments using pulsed fuel flow, 
the unsteady fuel system is then started. Shortly after this, the steady fuel flow is 
discontinued, leaving the unsteady fuel system to operate alone. In order to ensure 
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consistency between all datasets, the combustor was left to run for a few minutes 
once ‘steady’ conditions were attained to ensure that all processes within the 
combustor had reached equilibrium. 
3.1.4 Test Section Design 
As previously mentioned, the main reason behind the pulse combustor 
experimental work was to investigate the level of heat transfer over the first 200mm 
of the tailpipe. The initial design of the pulse combustor, as seen in Figure 3-2, shows 
that this section of the existing tailpipe has been manufactured from a large steel 
block. This coupled with much existing instrumentation on the existing tailpipe meant 
that access room for any heat transfer instrumentation was limited. Therefore, a new 
tailpipe section was manufactured to allow better access for the heat transfer 
instrumentation. 
The new test section needed to replicate the internal geometry of the original 
tailpipe whilst also providing sufficient cooling to the initial region of the tailpipe and 
space to site instrumentation. To this end, the test section utilises a cooling jacket 
around the section to the rear of the combustion chamber (shown in Figure 3-3). This 
is fed from six interlinked air holes which ensures that cooling air impinges on the rear 
section of the combustion chamber as seen in Figure 3-4. From the impingement 
location, air is then forced along the initial tailpipe section by the cooling jacket. Little 
external tailpipe cooling is provided at locations away from the cooling jacket due to 
the much lower temperatures in these regions. This is consistent with the earlier work 
of Mason (29). The jacket itself was manufactured in two separate parts to allow easy 
removal and access to the gauge locations situated on the surface of the tailpipe. The 
sections were attached to the rig through a single flange. The free ends of the cooling 
jacket were held together by an adjustable metal ring to ensure that little air leaked 
from the gaps in the jacket. It is noted that several small slots are placed within the 
jacket to allow sufficient space to house the gauges. Four gauge locations were located 
on the tailpipe section within the area covered by the cooling jacket as shown in Figure 
3-5. The design of these gauges is discussed in chapter 4. 
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3.2 Cold Flow Analogy Rig 
3.2.1 Overview 
Studies into the flow present in the tailpipe of a pulse combustor have shown 
the pressure flowfield to be sinusoidal. This is driven by the unsteady pressure field 
produced by the combustion driven oscillation present in the combustion chamber. 
Added to this, a mean mass flow through the device is noted. As has been noted in the 
beginning of this section, this is highly similar to a resonant pulsating pipe flow. The 
main difference between the two flows is the large difference in temperature. Hence, 
the cold flow analogy rig (CFAR) was designed to present a scaled version of the flow 
within the tailpipe of a pulse combustor at a lower temperature. This has the added 
benefit of allowing greater evaluation of the conditions within different regions of the 
pipe at conditions of resonance whilst being able to alter many variables that would 
prove troublesome with a pulse combustor such as the mean flow through the device. 
The CFAR has been designed to replicate the two constituent components of 
the pulse combustor tailpipe flow. The first of these, the resonant sinusoidal flow, is 
generated by the use of a piston located in the beginning of a tube. This is then 
oscillated at a frequency equal to the resonant frequency within the tube. An electro-
dynamic shaker is used to oscillate the piston. The second component, the mean mass 
flow, is provided by passing flow through the face of the piston. Small diameter 
(approximately 1mm) holes have been drilled into the face of the piston to allow this 
mean mass flow to pass through. These holes are choked to ensure a constant mass 
flow rate passes through them regardless of the instantaneous pipe pressure caused 
by the oscillation of the piston itself. This condition ensures a constant mean mass 
flow rate toward the open end of the tube.  
The resonant tube is constructed in sections to allow for alteration of the 
resonant frequency. With variation of the length of the tube from 0.95m to 0.17m, the 
resonant frequency may be altered between 86 and 500Hz. The length of the tailpipe 
has been designed to allow the positioning of an instrumented test section at various 
positions within the tailpipe length as well as to facilitate a range of resonant 
frequencies. A schematic of the CFAR is shown in Figure 3-6. 
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In order to supply the mean mass flow to the tube, a dual piston arrangement 
has been used as shown in Figure 3-7. This arrangement minimises the load on the 
main piston. With one piston oscillating as the boundary between the pressure vessel 
and the tube, a force would be present on the piston attempting to push it forward. 
The addition of the second piston results in a region of high pressure between the two 
pistons and an equal force on each piston. The dual piston arrangement also provides 
a modicum of sealing within the pressure vessel. The front piston in this arrangement 
features a number of choked orifices which supply the mean mass flow to the pipe and 
is fed from a large reservoir surrounding the piston housing as shown in Figure 3-7. 
Further discussion on this portion of the CFAR can be found in the next section. 
3.2.2 Cold Flow Analogy Rig Scaling Methodology 
The motivation behind the design of the CFAR was to provide a representation 
of the oscillating flowfield present in the tailpipe of a pulse combustor. This results in 
the need to provide a scaled model of the mean flow conditions within a pulse 
combustor at a representative engine condition. From this, the most crucial variables 
that would need to undergo the scaling would be the mean and oscillating velocities, 
the ambient and oscillating pressures and a scaled frequency. This set of variables is 
completed by the temperature arising from the reduction in prevailing temperature 
between the pulse combustor and CFAR. From this, a set of non-dimensional 
parameters were decided upon in order to encompass these variables as shown in 
equation 3.1 below. 
 
𝑅𝑒𝑚 ,𝑀,
𝑉′
𝑉𝑚
 ,𝑃′ 𝑃𝑖𝑛𝑙𝑒𝑡
 , 𝑆𝑡  =
𝑓𝐿
𝑉   
3.1 
 
The velocity and pressure amplitudes within the tailpipe of the pulse combustor are 
linked as has been stated within Chapter 2. This is because a given pressure amplitude 
within the device will cause a corresponding velocity amplitude as given by the 
standing wave equation. Thus, the variation within these variables will be considered 
separately. The change in temperature between the two cases is considered within the 
Mach number and the Reynolds Number of the separate cases. 
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 For this scaling analysis, it has been considered that the pulse combustor has 
been integrated within the Rolls-Royce Gnome engine. This features a pressure ratio of 
8.6:1 and so would be a suitable engine for the pulse combustor as given by the work 
of Mason (29). This has suggested that a low pressure ratio engine is best suited to 
take advantage of the benefits of pressure gain pulse combustors. The baseline engine 
condition used for the scaling analysis and the scaled parameters are found in Table 
3-1 below: 
 Gnome CFAR 
P (bar) 8.6 1 
Vm(m/s) 50 19.8 
T (K) 1800 300 
f (Hz) 230 91.3 
Re 29,813 29,602 
M 0.057 0.057 
St 0.11 0.11 
L (m) 0.95 0.95 
D (m) 0.025 0.025 
Table 3-1: Pulse combustor data within a Gnome engine along with the scaled parameters for the cold flow 
analogy rig 
 From Table 3-1, we can see that the scaling calculation gives a length of 0.95m 
and a diameter of 0.025m for the CFAR. Whilst this scaling calculation has matched the 
Mach and Strouhl Numbers at the two conditions, the Reynolds Number is slightly 
different. This difference is not significant as the difference in Reynolds Number is 
equivalent to a change in pipe diameter of less than 0.1mm and so is small compared 
to the diameter of the pipe itself. It was not certain how the linked quantities of 
𝑉′
𝑉𝑚
 and 𝑃′ 𝑃𝑖𝑛𝑙𝑒𝑡 
 will scale. Therefore, a range of pressure amplitudes will be 
examined. This will in turn generate a range of velocity amplitudes. In order to further 
vary 𝑉′ 𝑉𝑚 
, a range of mean velocities will also be examined. 
3.2.3 Design 
 From the outset, the CFAR has been designed to examine a large range of 
unsteady pressure amplitudes, mean velocities, resonant frequencies and wall 
temperatures. Additionally, this is able to be accomplished at many different axial 
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locations within the pipe. The CFAR consists of two main sections, the straight, 
resonant tailpipe and the piston chamber. These, along with a complete schematic of 
the rig are shown in Figure 3-6. 
 The tailpipe section differs from that of the pulse combustor discussed in the 
previous section in that it consists of a straight 0.95m long section rather than a 
divergent pipe. Apart from this, the length of the section is similar to the pulse 
combustor detailed in the previous section whilst the diameter is similar to that at the 
throat of the pulse combustor. Due to the initial requirement for the ability to vary the 
resonant frequency of the rig, sections of the pipe can be removed to increase the 
resonant frequency. This arrangement also allows for an instrumented section of the 
rig to be mounted at a variety of different axial locations by rearranging the various 
sections. With the full length of the tailpipe in place, the resonant frequency is 
approximately 88Hz. The addition of the instrumented section (discussed later in this 
section) resulted in the addition of 15mm length to the tailpipe resulting in a small 
reduction in the resonant frequency to approximately 87Hz. 
The piston chamber is arranged to provide support for the pistons within an 
enclosure that also acts as the supply vessel for the mean flow. This arrangement is 
shown in context of the complete CFAR in Figure 3-6 and in more detail within Figure 
3-7. The pipe extends past the piston within the piston chamber and ensures the 
concentric movement of the piston arrangement. The dual piston consists of a shaft 
that is connected to the electro-dynamic shaker with two separate piston heads 
located a fixed distance apart from each other. Both of these piston heads feature two 
circumferential grooves containing iron piston rings which act as a seal to prevent an 
undue amount of leakage between the shaft and the piston heads themselves. It is 
noted that while normal piston rings such as those found in an internal combustion 
engine use oil to complete the seal, this has not been possible within this 
arrangement. The front of the two pistons contains a number of choked orifices 
designed to let a prescribed mass flow of air through corresponding to a given mean 
flow velocity within the pipe. This front piston head is secured by a screw to the piston 
shaft and thus is interchangeable with other piston heads with different numbers of 
holes to alter the mean mass flow in the tailpipe. 
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 The piston sits at a prescribed location within the chamber where the tailpipe 
wall has been made porous by the addition of a large number of holes. This allows for 
the supplied air to pass into the region between the two piston heads. This region is 
shown in Figure 3-8 and has been designed so that during the maximum displacement 
(both positive and negative) of the piston arrangement, none of the holes into the 
tailpipe will let air directly into the tailpipe forward of the front piston head. Hence, it 
can be assumed that a net fixed amount of air will always reside in the region between 
the two piston heads within the tailpipe, thus reducing the force incident on the front 
piston. The chamber surrounds the porous part of the tailpipe and extends forward 
around the first 75mm of the tailpipe. Albeit in this region, there is no way of the air 
reaching the tailpipe itself. The chamber features a pressure gauge to ensure that 
sufficient pressure is in the chamber to choke the holes on the piston head and is 
supplied by an air line with an upstream gauge pressure of 8 Bar. 
3.2.4 Power & Noise 
 The oscillator that is used to produce the piston motion and the condition of 
resonance within the CFAR is an electro-dynamic shaker. An electro-dynamic shaker is 
similar in many ways to a conventional loud speaker and consists of a single coil of 
wire suspended in a magnetic field. As a current is applied to the coil, a displacement 
is generated in proportion to the magnitude of the signal. This displacement is 
transmitted through a fixing on the coil to the test section under consideration. In this 
instance, it is connected to the dual piston discussed in the previous section. The coil is 
constrained so that it may only produce axial movement. Hence, passing a sinusoidal 
current through the coil will excite the coil to produce a sinusoidal displacement that is 
transferred to the piston (67). The shaker that is used for the CFAR is the LDS Test & 
Measurement V455 in conjunction with a V1000 amplifier. This system is capable of 
producing 2.5 m/s peak velocity with a force of 489N. At this condition, the shaker will 
produce a maximum of 19 mm peak to peak displacement. For the testing conducted 
herein, the shaker will need to be operated near the maximum output attainable from 
this shaker.  
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The CFAR is mounted on a rigid stand and the various components are held in 
place on top of this with an aluminium bar (Figure 3-10). This bar allows for axial 
movement of the components along the rig to allow for the alteration of various 
components such as the moving of instrumentation. Additionally, the shaker is 
mounted on a steel plate to allow for extra lateral movement to ensure accurate 
alignment with the piston. The shaker is connected to the piston by means of a 
floating joint to aid any minor alignment issues between the shaker and the rig. The 
floating joint allows for zero axial movement but a small lateral disparity between the 
two connecting sections. This arrangement can be seen in Figure 3-9. Most of the data 
acquisition equipment and associated power supplies are housed on the stand 
beneath the rig itself. 
 The CFAR is housed inside a large acoustic chamber (pictures in Figure 3-11). 
This chamber consists of a large area housing the rig itself and associated equipment. 
A second area houses the end of the tailpipe and attenuates the noise that emanates 
from the free end of the tailpipe. Approximately 30dBA of attenuation is available 
from the acoustic enclosure. 
3.2.5 Experimental Control 
 The experiment is controlled by means of a custom designed program written 
in LabVIEW 8.0.  This utilises a National Instruments cDAQ-9172 voltage output card to 
output a sine wave of given amplitude and frequency to the shaker amplifier. At this 
point, the signal is scaled by means of a gain control on the shaker amplifier’s control 
panel. This control is the only part of the experimental process that requires manual 
alteration; the rest is controlled by the program. The output signal from the amplifier 
is interrogated before it reaches the shaker and the voltage and current in the line is 
measured to give an indication of the shaker performance for a given test. 
 The program also records and displays data from each of the channels being 
recorded by the National Instruments SCXI-1000 chassis to allow for live monitoring of 
the readings from the IHTS and other gauges active within the rig. Readings such as 
heat transfer gauge signals and unsteady pressure signals are measured. This allows 
for interrogation of the frequency of operation compared to the frequency of the sine 
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wave output which ensures that the CFAR is operating at the correct condition. 
Indeed, the program will not allow for data to be acquired without the output and 
recorded frequencies matching.  
 The resonant frequency of the tailpipe will change slightly depending on the 
ambient conditions on a given day. With this in mind, the program is designed to allow 
for a range of frequencies to be traversed by the shaker. A small delay is included to 
allow for the conditions in the pipe to settle and for the pressure amplitude within the 
device to be acquired. This allows a plot showing the frequency against pressure 
amplitude to be produced. An example of this is shown in Figure 3-12. The maxima 
shown in this plot was defined as the resonant frequency for that particular test.  
3.2.6 Cold Flow Analogy Rig Commissioning & Performance 
Throughout the initial operation of the CFAR, some alterations were required 
in order to solve some problems resulting from the construction of the rig. The main 
problem that arose from the rig initially was that the amount of leakage around the 
sides of the piston heads was considered quite high especially at lower values of mean 
velocity. Piston rings were added as has been noted previously to the individual piston 
heads which reduced the problem significantly. However, a small amount of the 
airflow into the rig was noted to pass the rear piston head.  
Due to this small amount of leakage past the rear piston, it was necessary to 
seal this region to prevent inaccuracies in calculating the mean mass flow in the 
tailpipe section. A gland fitting was initially added to seal this region. Whilst this 
proved successful in sealing the region, the small trickle of air past the rear piston 
continued resulting in an increase in pressure and slowly caused the piston to be 
displaced forward by approximately 10mm. This movement greatly affected the 
movement of the shaker. As this proved impractical for the operation of the piston, a 
different solution was utilised. Instead of sealing the rear of the piston, it was decided 
that if the flow rate past the rear piston was known, the leakage ceased to be a 
problem. Thus, the current solution was utilised (Figure 3-9) whereby a diaphragm was 
fitted connecting the piston shaft to the exterior wall of the chamber. Five small bleed 
holes were then added to ensure that the pressure in this region does not increase in a 
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similar way to that noted previously. The efflux from these holes is then combined and 
the sum of the flows then passes through a mass flow meter which measures the flow 
past the rear of the piston. From tests, the amount of leakage is consistent during the 
operation of the shaker at approximately 20l/m. 
Following the minor alterations to the CFAR, a range of tests were carried out 
to ascertain the overall performance of the shaker and the various mean flows that 
were able to be generated by the rig. This showed that whilst utilising the whole 
length of the rig, the resonant frequency ranged from approximately 85.5Hz to 87Hz 
depending on the ambient conditions on a given day. It is noted that within this 
analysis, the acoustic end correction has been considered but that the effect of this 
correction was small and so has been neglected within all analysis of the CFAR. Figure 
3-12 shows a plot of frequency against pressure amplitude where the maxima 
corresponds to the resonant frequency. What is most apparent from this plot is that 
the peak of maxima is fairly broad which indicates that a small range of resonance 
exists within which the frequency should be set for a given test. Part of the reason 
behind this is thought to be the fact that the amplifier output is known to deviate 
slightly over time. Testing has shown this not to be an issue when operating the shaker 
for long periods. Tests have shown the maximum attainable pressure amplitude (𝑃’) 
whilst using the CFAR is 0.13 bar. This is sustainable only for short periods of time. For 
continuous running, the maximum pressure amplitude is 0.12bar. Complete control 
exists over the range of 𝑃’ = 0.05 − 0.12 bar when running continuously. It was found 
that below 0.05 bar, slight alterations in the prescribed amplitude set on the amplifier 
would cause large changes in the pressure amplitude produced by the apparatus.  
Hence, difficulty was encountered when attempting to produce consistent data below 
this point. A wide range of mean velocities are able to be set using a series of piston 
heads with different amounts of holes on them. Thus, flows from 0m/s up to 24m/s 
were able to be set. Flows above 24m/s were attempted but the area of the piston 
head that was needed for the holes greatly affected the operation of the piston. 
Indeed, at a mean velocity of 24m/s the maximum attainable pressure amplitude 
within the CFAR dropped to approximately 0.085 bar. This was thought to be caused 
by the diameter of the holes on the surface of the piston head. A large proportion of 
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the area on the piston head was taken up with these. Thus, it is believed that the 
piston was unable to resonate the pipe as effectively as with the lower mean velocity 
flows. Further re-design of the piston head used to produce the high mean velocity 
utilising a greater amount of smaller diameter holes than was present during these 
experiments may offset this trouble. For higher frequencies, the limiting factor with 
regard the maximum attainable pressure amplitude is the performance of the shaker. 
This alters over a range of frequencies so that at approximately 151Hz, the maximum 
displacement attainable from the shaker will generate a pressure amplitude of 0.085 
Bar. These findings are summarised in Table 3-2 below. 
Resonant 
Frequency (Hz) 
Mean Velocity 
(m/s) 
Maximum Continuous 
Piston End Pressure 
Amplitude (Bar) 
87 0-15 0.120 
87 15-24 0.085 
151 0-12 0.085 
Table 3-2: Table showing performance of the cold flow analogy rig 
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Figures 
 
 
Figure 3-1: Schematic of the pulse combustor (29) 
 
 
Figure 3-2: Photograph of the pulse combustor. Note large metal block at start of the tailpipe section, initial part 
of combustor not shown (to the left of the picture) 
 
Figure 3-3: Schematic of pulse combustor tailpipe section with close up of gauge locations. Overall tailpipe length 
0.95m 
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Figure 3-4: Cooling jacket airflow (airflow denoted by arrows) 
 
 
Figure 3-5: Thin-film gauge locations and naming scheme. Note coolant flow also shown. 
 
 
Figure 3-6: Schematic of Cold flow analogy rig. All dimensions in mm. 
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Figure 3-7: Piston chamber detail. Green arrows show air flow direction. Electro-dynamic shaker and tailpipe 
omitted for clarity 
 
 
Figure 3-8: Photograph showing dual piston in relation to porous pipe section 
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Figure 3-9: Diaphragm seal on the rear of the piston housing. 
 
 
Figure 3-10: Photograph of CFAR showing the attachment of the tailpipe and shaker to the stand. Yellow arrows 
indicate direction of mean mass flow through the rig. 
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Figure 3-11: Photograph of acoustic enclosure, open to show CFAR 
 
 
Figure 3-12: Plot showing the change in pressure amplitude over a range of frequencies. The point of resonance 
within the device is denoted by the maximum pressure amplitude. In this case, 85.5Hz.
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Chapter 4 Instrumentation 
 The range of instrumentation used in both the pulse combustor experiments 
and Cold Flow Analogy Rig (CFAR) will be discussed in this section. Both sets of 
experimental work used thin-film gauges, thermocouples and pressure transducers to 
measure heat flux, temperature and pressure. However, the application of each of 
these gauges into the experiments differed in each case. This section details each type 
of instrumentation used in turn and for each experiment in turn.  
4.1 Heat Transfer Measurement Techniques 
For both the pulse combustor and CFAR experiments, thin-film platinum 
resistance gauges were utilised to measure the heat flux between the gas and wall of 
the device. This section will first explain the uses for these gauges and their method of 
operation. Following this, the use of thin-film gauges for each of the experiments will 
be detailed. 
The thin-film gauge was developed in the 1950’s as a means of measuring wall 
surface heat transfer in hypersonic flows. Since then, the usage of thin-film gauges has 
been expanded to include unsteady turbomachinery flows such as measuring the heat 
transfer rate on a turbine blade (68). A thin-film gauge consists of a thin strip of a 
highly electrically and thermally conductive material such as platinum connected to a 
low conductivity substrate such as a machineable ceramic like Macor or Shapal. This 
combination functions as a resistance thermometer whereby variation in temperature 
over a given timescale is measured as a change in the resistance of the gauge. Hence, 
the thin-film must be sufficiently thin so as to not affect the temperature history of the 
underlying substrate (69). Figure 4-1 shows a representation of a thin-film gauge.  
Thin-film gauges are most commonly manufactured by either hand painting 
and firing of an organo-metallic ink or by vacuum deposition (68). For all the work 
contained herein, the gauges were manufactured by the former method. In this, the 
gauges were manufactured by painting platinum in the form of Engelhard 05x liquid 
paint onto a substrate material of low thermal conductivity. A low thermal conductivity 
is required to ensure that the temperature change of the substrate is distinct from that 
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of the gauge. Since a thin film gauge is typically of thickness 0.1µm, the substrate must 
be smooth and highly polished. If this is not the case, undulations on the surface of the 
substrate will be of greater magnitude than the film thickness which results in 
discontinuities in the gauge. Many thin strips are painted onto each substrate section 
to allow for multiple gauges on each instrumented section. The block is then fired in an 
oven at approximately 700°C for a period of thirty minutes. The painting and firing 
cycle is then repeated until the desired resistance of approximately 50Ω is achieved on 
the gauges. Electrical leads are connected by painting wider strips of platinum at both 
ends of the thin-films and then firing gold organo-metallic ink over these wider strips in 
order to reduce their electrical resistances. Electrical connection leads in both cases 
have been sent over a short distance to a mooring block and then by use of thick 
coaxial cable been sent to individual amplifiers. The amplifiers increase the magnitude 
of the signal and enable the separation of the steady (DC) signal from the unsteady 
(AC) signal emanating from the thin-film. Each of these signals is then passed to the 
data acquisition devices discussed in section 4.5.  
Thin-Film Gauge Theory 
Schultz and Jones (69) presented a complete analysis of thin film gauge theory. 
This showed that the presence of a thin film gauge could be considered to have 
negligible effect on the heat transfer on the surface of interest. Whilst Shultz and 
Jones’ analysis considered many different types of gauges, a summary of the analysis 
for a single layer, semi-infinite substrate is given here as this application is relevant to 
the gauges used.  
Determination of the wall heat flux is performed using the one-dimensional 
unsteady conduction equation assuming that: 
I. The thermal conductivity of the film is much greater than that of the 
substrate, 
II. The film thickness is negligible compared to that of the substrate, 
III. The gauge is at a sufficient distance from a material discontinuity that 
conduction may be considered one dimensional. 
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Hence, applying this to the thin-film gauge, the Fourier equation for thermal 
conduction in a homogeneous solid is shown in equation 4.1: 
 𝜕2𝑇
𝜕𝑦2
=
𝜌𝑐
𝑘
𝜕𝑇
𝜕𝑡
 
4.1 
 
Noting that the thermal diffusivity of a given material can be denoted 
as 𝛼 = 𝑘 𝜌𝑐 , equation 4.1 may be written as: 
 𝜕2𝑇
𝜕𝑦2
=
1
𝛼
𝜕𝑇
𝜕𝑡
 4.2 
 
 The heat transfer rate on the surface of the substrate is denoted as 𝑞 𝑠(𝑡) and 
shown in equation 4.3: 
 
𝑞𝑠  𝑡 = −𝑘𝑠  
𝜕𝑇
𝜕𝑦
 
𝑦=0
 4.3 
 
 Two other boundary conditions are required to solve this equation namely that 
the temperature an infinite distance from the gauge is zero and that the initial 
temperature is always zero. 
 𝑇 𝑦 → ∞ = 0 
𝑇 𝑡 = 0 = 0 
4.4 
 
Different approaches are available to solve equation 4.3. For this case, a Crank-
Nicolson predictor-corrector algorithm has been utilised. The Crank-Nicolson algorithm 
uses a central differencing scheme in space and forward differencing in time. For the 
one dimensional conduction equation given in equation 4.2, the Crank-Nicolson 
discretisation can be written thus: 
 𝑇𝑖
𝑡+1 − 𝑇𝑖
𝑡
∆𝑇
=
𝛼
2 ∆𝑦 2
  𝑇𝑖+1
𝑡+1 − 2𝑇𝑖
𝑡+1 + 𝑇𝑖−1
𝑡+1 +  𝑇𝑖+1
𝑡 − 2𝑇𝑖
𝑡 + 𝑇𝑖−1
𝑡    4.5 
 This may be simplified by letting 𝜑 = 𝛼∆𝑡 2 ∆𝑦 2  as shown below. 
 −𝜑𝑇𝑖+1
𝑡+1 +  1 + 2𝜑 𝑇𝑖
𝑡+1 − 𝜑𝑇𝑖−1
𝑡+1 = 𝜑𝑇𝑖+1
𝑡 +  1 − 2𝜑 𝑇𝑖
𝑡 + 𝜑𝑇𝑖−1
𝑡  4.6 
 
 Equation 4.6 is a tri-diagonal problem which may be solved by matrix inversion. 
All the terms on the right hand side of equation 4.6 are known and so can be simplified 
to a single (calculated) variable as shown below: 
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 𝑍𝑖
𝑡 = 𝜑𝑇𝑖+1
𝑡 +  1− 2𝜑 𝑇𝑖
𝑡 + 𝜑𝑇𝑖−1
𝑡  4.7 
 
This simplification allows the system of equations to be written as shown in 
equation 4.8. It is noted that the large matrix on the left hand side of the equation will 
always be square and have dimensions equal to the number of data points within the 
substrate thickness. 
 
 
 
 
 
 
 
𝑏𝑐𝑙𝑒𝑓𝑡 −𝜑 0 0 ⋯ 0 0 0
−𝜑 1 + 2𝜑 −𝜑 0 ⋯ 0 0 0
0 −𝜑 1 + 2𝜑 −𝜑 ⋯ 0 0 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮
0 0 0 0 ⋯ −𝜑 1 + 2𝜑 −𝜑
0 0 0 0 ⋯ 0 −𝜑 𝑏𝑐𝑟𝑖𝑔𝑕𝑡  
 
 
 
 
 
 
 
 
 
 
 
 
𝑇1
𝑡+1
𝑇2
𝑡+1
𝑇3
𝑡+1
⋮
𝑇𝑛−1
𝑡+1
𝑇𝑛
𝑡+1 
 
 
 
 
 
 
=
 
 
 
 
 
 
 
𝑍1
𝑡
𝑍2
𝑡
𝑍3
𝑡
⋮
𝑍𝑛−1
𝑡
𝑍𝑛
𝑡  
 
 
 
 
 
 
 
4.8 
 
 Equation 4.8 may be solved by matrix inversion where bcleft and bcright are the 
left and right boundary conditions. Given the size of these matrices, they are normally 
solved using a program such as Mathworks Matlab. An example code used for the 
solution of these problems can be found in appendix A. The solution to equation 4.8 
may be converted to heat flux for at each time point and used to solve equation 4.3. 
4.1.1 Pulse Combustor Thin-film Gauge Block 
The thin-film gauges for the pulse combustor testing consisted of a polished 
Shapal substrate of length 35mm and width 5mm. Shapal is a machineable ceramic 
with very low thermal conductivity. A 20mm strip on top of this block is raised by 2mm 
and designed to slot into the holes on the new test section discussed in section 4.1.5. 
The sides of the block for the length of this raised section have been recessed by 1mm 
to allow space for adding wires to the thin-film gauges. This arrangement can be seen 
in Figure 4-2. Note that at the end of each gauge, a small amount of the block is taken 
by small holes to allow for the block to be attached to the pulse combustor. 
The gauge block has sufficient space for ten thin-film gauges on the raised 
section (shown in Figure 4-2). An individual gauge is approximately 1mm wide and a 
gap of 2mm separates each from the next gauge. Electrical wires from the sides of the 
individual gauges were enclosed in ceramic which both acted as a seal to the wall of 
the pulse combustor and ensured that the join between the gauges and wires wasn’t 
subjected to excess heat which would have biased the readings of the gauges. 
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Affixed to the rear of the block is a small metal channel with space within each 
for water to be passed through throughout the duration of the experiment. This 
introduces a temperature difference between the pulse combustor wall and gas flow 
which is necessary for to obtain a measurement of the heat transfer between the two 
locations. Thermocouples added to each of these blocks provide a known temperature 
for the rear of the gauge section. Figure 4-3 shows a picture of the completed gauge 
section. These were affixed to the rig using screws. Care was taken to ensure that the 
screws didn’t protrude into the interior of the pulse combustor. Each of the cooling 
flows for the four cooling blocks were linked together as shown in Figure 3-5.  
4.1.2 Instrumented Heat Transfer Section for the Cold Flow Analogy Rig 
The desire to obtain heat transfer measurements at multiple axial locations 
within the cold flow analogy rig (CFAR) led to the decision to create a separate section 
of the rig specifically for this purpose. This section features a large amount of 
instrumentation (of which only the heat transfer instrumentation will be discussed in 
this section) and is able to be located at any axial location on the CFAR. This section 
will henceforth be referred to as the instrumented heat transfer section (IHTS). 
Since the primary purpose of the IHTS is to allow the measurement of heat flux 
on the interior surface of the CFAR, the interior geometry of the section is the same as 
that of the CFAR, a 25mm internal diameter pipe. However, the external dimensions of 
the IHTS are larger making a cube of length 50mm which can be split into two equal 
halves for access to the gauges. Within each half (shown in Figure 4-4) is a ceramic 
section which itself is located within a larger aluminium section. Four thin-film gauges 
are situated on the Macor machineable ceramic. These have each been manufactured 
from Engelhard 05x in the manner previously described in section 4.1. Each of the 
ceramic sections is a half cylinder in shape although only one features thin-film gauges. 
When joined together, the completed IHTS is formed and can be mounted on any 
section of the CFAR as shown in Figure 4-5. At either end of the IHTS are six studs to 
allow for the fixing of the IHTS onto the CFAR replacing one of shorter sections shown 
on Figure 3-6. 
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 In order to measure the rate of heat transfer between the gas flow within the 
CFAR and the wall, it is necessary to add a temperature difference between the wall 
surface and the gas. If this process is repeated for a range of wall temperatures, the 
rate of change of heat flux with temperature may be determined and the heat transfer 
coefficient of the flow determined. In the pulse combustor (noted in section 4.1.1), a 
temperature difference was introduced by the cooling of the thin-film gauges using 
water. However, due to the much lower operating temperature of the CFAR, the 
temperature difference is introduced using a Peltier heater to heat the rear of the 
gauge block. These are situated as shown in Figure 4-6. Peltier heaters are comprised 
of two ceramic plates with a series of electrical junctions in between. The addition of a 
DC current to these junctions results in the generation of heat on one of the ceramic 
plates and the cooling of the opposite plate. These devices are commonly found in 
computers to cool critical components. In this case, the Peltier heaters are being used 
to heat a surface. For this type of heaters, a maximum temperature difference is 
permitted between the two plates. This means that for a given power, the maximum 
temperature on one side of the plate is controlled by this difference. Thus, a heat sink 
is used to increase the temperature of the cold side of the heater and therefore drive 
the temperature of the hot plate upwards. This is also pictured in Figure 4-6. The 
Peltier heaters are controlled by a 30V, 15A power supply and each outputs a 
maximum of 59.4W of power. 
 Due to the heating of the IHTS, it was felt necessary to reduce the amount of 
this heat transmitted axially to the rest of the CFAR. Thus, a 10mm section of Perspex 
has been added to each end of the IHTS to act as a thermal buffer between the two 
sections. Perspex was chosen for this purpose due to a much lower thermal 
conductivity than stainless steel. Care has been taken throughout to ensure that the 
transitions between different sections of the rig and from Perspex to stainless steel 
and steel to Macor are smooth. 
Since the four thin-film gauges are surrounded by the rest of the IHTS as shown 
in Figure 4-4, small channels have been cut within each half of the section to allow the 
egress of the gauge wires from the block. This presents a problem since the presence 
of any hole along the length of the CFAR tailpipe will alter the resonant frequency of 
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the pipe. Thus, a seal arrangement is affixed over the point at which the wires exit the 
IHTS. Putty was initially used as a sealant. However, at high temperature, the 
consistency of the putty altered sufficiently that the force of the mass flow of air 
within the tube was able to pierce through the seal. To solve this problem, the metal 
block was modified so that a small strip of rubber could be placed over the holes and 
held in place by a piece of metal as shown in Figure 4-6. A modicum of silicon spray 
was added at the point that the wires leave the rubber to negate any possible source 
of leakage from this arrangement. This solution has proved very effective and has not 
shown any signs of leakage at any point of operation. 
The response of the individual gauges has been calibrated using a temperature 
controlled water bath. This allows for the heating of the gauges to a prescribed 
temperature which is measured by a platinum resistance thermometer (PRT). The 
gauges are placed into the water bath and are connected to an Agilent 3490A 
multimeter. This allows for the determination of the resistance of the gauges at a 
range of prescribed bath temperatures. The gauges are subjected to a range of 
temperatures between 293K and 363K and the resistances of the gauges are measured 
at each temperature. This range has been chosen since it exceeds the range of 
temperatures that the gauges will be exposed to during normal operation. 
Furthermore, the range is wide enough to allow for the accurate determination of the 
change in gauge resistance with temperature. The PRT is accurate to within 0.12% of 
the resistance value at 273K and the multimeter is accurate to 0.007% of the 
resistance value obtained (70).  
4.2 Temperature Sensors 
A combination of thermocouples and more accurate platinum resistance 
thermometers were utilised on the pulse combustor and the CFAR. These will each be 
detailed in this section. Again, the sensors found on the IHTS will be discussed 
separately to the sensors on other parts of the CFAR. 
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4.2.1 Pulse Combustor Temperature Sensors 
In order to measure the temperature difference across the thin film gauges, a 
single k-type thermocouple was positioned on the rear of the gauge block. This 
measured the temperature of the metal section shown in Figure 4-3. Additional 
thermocouples were used to monitor the heating of the water coolant flow between 
the inlet to the first gauge (G1) and the outlet of the last (G4) as detailed in Figure 3-5. 
4.2.2 Instrumented Heat Transfer Section Temperature Sensors 
In addition to the thin-film heat transfer gauges located within the IHTS 
discussed within section 4.1.2, other sensors are also mounted within the block. The 
main emphasis of these additional sensors is to aid the operation of the IHTS in 
providing heat flux measurements of the flow. To this end, a platinum resistance 
thermometer has been located within the IHTS. This is located approximately 1mm 
from the inside surface of the metal block and is retained using an epoxy resin as 
shown in Figure 4-7. This sensor is required in order to provide knowledge of the 
temperature to the rear of the thin film gauge to facilitate knowledge of the rate of 
heat transfer on the thin-film gauges. 
Other temperature sensors within the block include a fine wire thermocouple 
placed across the diameter of the pipe on the downstream Perspex section of the heat 
transfer block as shown in Figure 4-5. As this is one of two on the CFAR as a whole, it 
will be discussed in the following section. A single k-type thermocouple is also fitted on 
the surface of each of the heat sinks. This is required in order to ensure that the Peltier 
heaters do not exceed their operational limits. A maximum of 73° temperature 
difference between the hot and cold sides of the heater is permitted. Thus, with the 
platinum resistance thermometer in the metal block providing knowledge of the hot 
side temperature, the heat sink thermocouple provides knowledge of the cold side 
temperature. 
4.2.3 Other Cold Flow Analogy Rig Temperature Sensors 
 In addition to the thermocouples on the IHTS discussed in the previous section, 
many others were utilised on various parts of the CFAR. These are shown in Figure 4-8. 
K-type thermocouples were used to measure the temperature of the tailpipe at 
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various points along its length to ensure that the ITHS did not cause undue heating of 
the rest of the tailpipe. It was from studying these thermocouples that the need to 
affix 10mm sections of Perspex to either side of the ITHS was discovered. As stated in 
the previous section, this reduced the heating from the IHTS of the rest of the tailpipe 
and ensured that the assumption of one dimensional conduction remained correct. 
Additionally, a thermocouple was placed across the exit of the tailpipe to observe any 
heating effects of the rig in operation on the air flow through it. All thermocouples on 
the rig were k-type and calibrated against a platinum resistance thermometer. The 
calibration was similar to that for the thin film gauges whereby the thermocouples 
were each exposed to a range of temperatures (273K-343K) and the measured 
temperature was compared to that of the platinum resistance thermometer. 
 Two 0.002” K-type fine wire thermocouples were also utilised to measure the 
gas temperature in the tube itself. These were each securely mounted in a 5mm thick 
Perspex flange with the thermocouple bead sitting at the middle of the tube (see 
Figure 4-9). One of these is located 0.122m from the piston head and the other is 
positioned permanently on the downstream side of the IHTS. The frequency response 
of a 0.002” thermocouple is insufficient to accurately measure the time-dependent gas 
temperature within the pipe. However, it is sufficient to provide an average 
temperature. 
4.3 Pressure 
Pressure transducers were utilised for each of the experiments to observe the 
unsteady pressure amplitude within the pipe flows existing in both the pulse 
combustor and the CFAR. This is required since this provides knowledge of the fluid 
flow within the tailpipe at all times. 
4.3.1 Pulse Combustor Pressure Sensors 
Four pressure transducer mounting points exist on the pulse combustor. One of 
these is on the inlet pipe and the rest at the rear part of the combustion chamber and 
initial part of the tailpipe. These have previously allowed the measurement of the 
change in pressure amplitude and shape of the unsteady pressure signal at different 
locations within the device (29). The new pulse combustor section (discussed in section 
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3.1.4) features a separate pressure measurement location is to be found at the G3 
gauge location. Due to the oppressive heat generated by combustion, it was not 
possible to mount the transducers flush within the wall of the pulse combustor. 
Instead, they were mounted on a stand-off pipe at a distance of 80mm from the 
interior of the combustor. A 30m coil of tubing was then attached to the end of the 
pipe to approximate an infinite line similar to that described in Englund (71). Using this 
method, Mason (29) reported a maximum phase uncertainty of less than 5% of the 
time taken to complete an oscillation within the device and a maximum error in 
amplitude of ≈ 1% at the resonant frequency. Mason also noted that whilst using this 
technique, the transducers still experienced significant heating. However, this wasn’t 
found to unduly affect the performance and calibration of the transducers. This shows 
that this method is suitable for measuring an accurate unsteady pressure within the 
pulse combustor. 
4.3.2 Cold Flow Analogy Rig Pressure Sensors 
The unsteady pressure in the tailpipe section of the CFAR is measured using 
three XCQ-062-005 Kulite Transducers. Each has a range of +/- 5psi gauge pressure and 
were calibrated in situ on the rig using a Druck DPI610 portable calibrator. The 
transducers are mounted flush to the inside of the tailpipe with each on a separate 
subsection of the pipe. In the standard tailpipe configuration, the three transducers 
(P1-3) are located at 0.095m, 0.238m and 0.475m from the piston face. This is shown 
in Figure 4-8. The first transducer, P1, remains fixed at this location regardless of the 
test being conducted and is utilised to characterise the amplitude of the flow within 
the tailpipe. For some tests, the positions of P2 and P3 are altered to 0.653m and 
0.188m respectively to facilitate the movement of the IHTS to a position (L5.5) 
between two existing datasets. 
4.4 Airflow 
Within both the pulse combustor and CFAR, it is imperative to obtain 
knowledge of mass flow rate of certain fluid flows within the device. For the pulse 
combustor, knowledge of the fuel flow rate is needed since variation of this parameter 
governs the magnitude of the pressure amplitude within the tailpipe. For the CFAR, 
knowledge of the inlet mean mass flow is important since this defines the mean mass 
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flow (and thus the mean velocity) within the tailpipe. The methods for obtaining these 
measurements are discussed below. 
4.4.1 Pulse Combustor Fuel Flow Measurement 
 An Aalborg GFC mass flow controller was used to measure the fuel mass flow 
rate into the pulse combustor. This works by using two hot wire flow rate sensors, 
valve and comparison circuit. As the flow passes over the two hot wire sensors, the gas 
carries heat from the upstream sensor to the downstream sensor. The resultant 
temperature difference is proportional to the change in resistance of the sensors. A 
Wheatstone bridge is then used to monitor the gradient of the resistance on the 
sensor windings which are linearly proportional to the mass flow rate. This value is 
then compared to that prescribed by the user and the valve adjusted accordingly. The 
flow meter is accurate to ±1/20 g/s and can operate at a maximum of 40 l/min. 
4.4.2 Cold Flow Analogy Rig Airflow Measurement 
In order to measure the mean mass flow passing through the CFAR tailpipe, it 
was necessary to measure both the incident air flow into the CFAR and the leakage 
past the rear piston head. Discussion of the reason behind this leakage flow can be 
found in section 4.2.3. Three flow meters were utilised in total to measure the air flow 
into the CFAR. One 0-50l/m rotameter was used to measure the leakage past the rear 
piston. A second rotameter was utilised to measure the flow rate of air into the piston 
chamber. This had a range of 0-300l/m. An Allborg GFM-67 flow meter was used in 
parallel with the 0-300l/m rotameter for high flow rate tests whereby the flow into the 
chamber was required to exceed the range of the single flow meter. The operation of 
the rotameters was calibrated against the GFM-67 to ensure accurate operation 
throughout the range of flow rates. 
4.5 Data Acquisition 
Previous sections have detailed the sensors used to measure the pressure, 
temperature and heat flux within both the pulse combustor and CFAR. However, in 
order to gather this information, data acquisition devices are needed. These devices 
must be able to acquire a large amount of data over a period of time. Additionally, 
they must be able to acquire this data at a rate sufficient to acquire an accurate 
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representation of unsteady flowfield quantities such as the variation in pressure as 
generated by each sensor.  
A similar set of data acquisition devices were utilised for both pulse combustor 
and CFAR experiments. These utilised a series of National Instruments (NI) data 
acquisition devices. Each of these features hardware filters and signal conditioning to 
allow for accurate acquisition of the flow field data from within the devices. The NI 
SCXI-1000 chassis was used extensively for this purpose. This chassis allowed a 
maximum of 250 kHz data points to be acquired over a maximum of 24 channels. Each 
chassis has space for four data acquisition modules and is connected to computer 
software via a USB-2 cable. For both sets of data acquisition two separate types of 
module were utilised. The first of these modules comprises an SCXI-1328 
thermocouple card coupled with an SCXI-1125 terminal block was used to measure 
temperature data. The second module comprised an SCXI-1143 signal conditioning 
card coupled with SCXI-1305 voltage input terminals. The voltage acquisition modules 
had an input range of ±5V which was limited where possible to minimise any errors 
caused by the digitisation of a signal much larger than the one being measured. At 
normal conditions, the errors in the recorded temperatures utilising the SCXI-1328 are 
less than 0.65° for temperatures less than 328K (72), this resolution is sufficient for this 
application. For the voltage acquisition module, the response time for the SCXI-1143 
block at the conditions utilised is approximately 73x10-6s which equates to less than 
15/1000 of a pulse combustor cycle and 7/1000 of a CFAR cycle at an accuracy of +/-
1% of full output (73). The differences in these numbers relate to the different 
operational frequencies of the two devices. Thus, if the sample rate of the data 
acquisition for the CFAR is set to 10 kHz, approximately 111 samples will be recorded 
each cycle. The response time of the SCXI-1143 is much faster than 1/111 of a cycle 
meaning that at each data point an accurate determination of the flow property (for 
example pressure amplitude) will be made. Thus, the performance of these devices is 
sufficient for the acquisition of the required data. 
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For the CFAR, hardware is required to provide an analogue output signal in 
order to drive the electro-dynamic shaker. For this task, an NI CompactDAQ chassis is 
used with a cDAQ-9172 analogue output module. The output signal consists of a sine 
wave at given amplitude (normally 1V peak) and resonant frequency. 
For the pulse combustor testing, data was acquired at 20 kHz which is 
approximately a factor of one hundred greater than the resonant frequency of the 
device. This allowed for the acquisition of one hundred data points per cycle. The data 
was low-pass filtered at the Nyquist frequency of 10 kHz using a Butterworth filter built 
into the SCXI-1143 signal conditioning card. The same methodology was utilised when 
acquiring data for the CFAR. In this case, data was acquired at a rate of 10 kHz which 
allowed 110 data points per cycle at the design frequency of 90 Hz. This was found to 
be sufficient since raising the acquisition rate higher did not show any additional flow 
field information that was not shown at a lower acquisition rate. Indeed, the data as 
shown in Figure 4-10 at both 50 kHz and 10 kHz shows little difference in structure 
despite the much larger amount of data points between the two sample rates. This 
data was filtered at a rate of 2 kHz which whilst lower than the Nyquist Frequency was 
necessary in order to remove extraneous noise from the data. 
4.6 Data Acquisition Locations 
This section details the naming convention utilised for the test locations in each 
experiment. Since multiple data acquisition locations have been utilised, a naming 
convention for each separate device will be stated below. Given the alteration in test 
location, the location of a reference pressure reading for each set of testing is noted. 
This is needed in order to quantify the flowfield in each device for an individual test. 
Additionally, for the pulse combustor data, a fuel mass flow rate is also required 
whereas for the CFAR, a mean velocity is also added to further qualify each test. 
4.6.1 Pulse Combustor 
The pulse combustor experimental work utilised a reference pressure reading 
from the pressure transducer mounted on the inlet pipe of the device. This ensured 
that whatever the configuration of the rest of the device (new or old tailpipe), the 
reference reading for the pressure signal would be the same. This reference pressure 
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location is denoted on Figure 4-11. It has been noted that the change in tailpipe did 
little to alter the combustor performance as shown in Figure 4-12. Other pressure 
measurement locations are noted in Figure 4-11. 
 Within the new tailpipe section, as mentioned previously, four gauge locations 
are present as seen in Figure 3-5. Henceforth, these will be referred to as G1-G4 as 
indicated by the figure. Additionally, due to the use of only two fully instrumented 
gauge blocks and two blank blocks, each of the blocks was used in two different 
positions within the tailpipe. Hence, the individual gauges are numbered as shown in 
Figure 3-5 to prevent confusion as to which were in use for a given test. This 
numbering is consistent throughout the testing. The gauge blocks are located on the 
entrance to the tailpipe and are of distance 13, 46, 86 and 126mm from the beginning 
of the tailpipe. A separate thin-film gauge was also utilised at a location 430mm from 
the beginning of the tailpipe and is denoted by location TP. 
4.6.2 Cold Flow Analogy Rig 
 One of the main aims of the CFAR was to be able to assess how the heat 
transfer characteristics varied over a range of locations as well as conditions within the 
tailpipe. Hence, a number of different locations within the tailpipe have been utilised 
for testing. To avoid further confusion, they have each been assigned a number for 
reference. Figure 4-13 and Table 4-1 both show the locations of each of the test 
locations along with their distance to the piston face. 
Location Distance from Piston Face (m) 
L1 0.075 
L2 0.125 
L3 0.168 
L4 0.238 
L5 0.380 
L5.5 0.593 
L6 0.805 
Table 4-1: Distances from the piston face to each test location. 
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It is noted that during testing, it was found problematic to test at L1 and L2 due 
to their proximity to the to the electro-dynamic shaker. It could be demonstrated that 
the electromagnetic field of the shaker was influencing the magnitude of the 
oscillations on the thin-film gauges. This was performed by measuring the level of 
oscillation on the gauges both when in situ on the tailpipe and when at a similar 
distance from the shaker but disconnected from the tailpipe. Testing from location L3 
onwards was unaffected by this problem. Little data was gathered at L4 due to the 
small change often seen between L3 and L5 within the data.  
Testing at a point between L5 and L6 was deemed necessary during the course 
of testing which resulted in the ordering of the rig sections changing to facilitate this. 
Essentially, the long section containing P3 would move along the rig with the section 
featuring P2 and another section (which would normally sit between L3 and L5) moved 
further downstream. The IHTS would then sit at the end of the now longest individual 
section of the rig. This arrangement can be found in Figure 4-14. Hence, with any data 
obtained at L5.5, care must be taken to ensure that the correct locations of the 
pressure transducers are noted. 
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Figures 
 
Figure 4-1: Schematic of a thin-film gauge 
 
Figure 4-2: Thin-film Gauge Block Dimensions Showing Gauges 
 
 
Figure 4-3: Photograph of thin-film gauge block. Water passes in through one of the cooling water pipes, through 
the metal water bath and out the other pipe. 
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Figure 4-4: An open half of the instrumented heat transfer section showing the interior arrangement of the 
section 
 
 
Figure 4-5: Schematic of Instrumented Heat Transfer Section 
 
 
Figure 4-6: Photograph showing Instrumented Heat Transfer Section sealing arrangement 
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Figure 4-7: Location of thermocouple within the instrumented heat transfer section. 
 
 
Figure 4-8: Schematic showing location of cold flow analogy rig instrumentation. Pressure transducer locations 
denoted by prefix P. Temperature sensors by prefix T. 
 
 
Figure 4-9: Fine wire thermocouple section 
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Figure 4-10: Comparison of unsteady data at different sample rates. No reason as to the slight difference in phase 
is known. 
 
Figure 4-11: Locations of pulse combustor instrumentation. Gauge locations prefixed by G, Pressure transducer 
locations prefixed by P. TP and CC are also separate gauge locations. 
 
Figure 4-12: Comparison of unsteady pressure signals between the original and replacement combustor tailpipes 
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Figure 4-13: Schematic of the CFAR showing various experimental locations. The blue box shows the IHTS at 
L3.Test locations denoted with prefix L, Pressure transducers with prefix P. 
 
 
Figure 4-14: Schematic of the CFAR showing the arrangement with the IHTS at L5.5. Test locations denoted with 
prefix L, Pressure transducers with prefix P. 
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Chapter 5 Computational Fluid Dynamics 
This chapter details a study into the modelling of the aforementioned cold flow 
analogy rig (CFAR) using computational fluid dynamics (CFD) techniques. The model 
used comprises an axisymmetric uRANS simulation using version 12 of the 
commercially available CFD code Fluent. The knowledge that it is possible to relate a 
computational study of heat transfer to an experimental counterpart is beneficial since 
it would allow prediction of the level of heat transfer occurring within the physical 
domain for a fraction of the cost and much faster than an experimental program run to 
obtain the same data. However, the CFD results (for each new problem) need to be 
validated against comparable experimental data in order to ensure the accuracy of the 
predicted flow. This is an initial expense for each new flow investigation. The use of 
CFD also allows a greater level of resolution in the near-wall region of the flow than 
may be obtained from experimental work. These flows have been noted to be the 
cause of the alteration of the level of heat transfer produced within a resonant 
oscillating flow (30).  
5.1 Computational Domain Geometry Description 
 The geometry used for this computational study is the same as the CFAR 
arrangement consisting of a pipe with time-varying mass flow rate. Within the CFAR, 
the condition of resonance is generated by an oscillating piston at the inflow end of 
the pipe. For the computational case, a sinusoidal time-variation of velocity with a 
mean velocity component is input at the inflow end of the pipe to provide a resonant 
tube flow. This will be discussed in section 5.3. 
The geometry used for this investigation is shown in Figure 5-1. This consists of 
the resonant pipe and a large plenum into which the pipe flow exits. The large plenum 
eases the boundary condition at the pipe exit since over the length of one oscillation, 
flow both leaves and enters the pipe. Thus, if there were no plenum, flow would both 
leave and enter the computational domain over the course of an oscillation. This 
would then add a requirement to the model that the flow re-entering the pipe was at a 
similar condition to that which exited the pipe. Thus, this requirement is better 
satisfied by using a large plenum into which the pipe exits. After some investigation, 
the length of this region was set to extend seventy five times the pipe diameter 
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beginning at the end of the pipe. A similar process was conducted for the height of this 
region of the model. 
The pipe model is of the same dimensions as the CFAR pipe and is 950mm long 
and 25mm in diameter. The flow within a pulsating pipe can reasonably be assumed to 
be axisymmetric since there is no component of the prescribed flow that moves 
circumferentially around the pipe. Thus, a single lengthwise cross-section of the pipe 
may be said to accurately describe the flow. To this end, the model of the pipe is 
axisymmetric which requires only a single ‘cut’ through the domain to be modelled. 
This in turn reduces the computational requirement for the complete model. Thus, the 
modelled pipe section is of radial height 12.5mm. Figure 5-2 shows the dimensions of 
the complete model. The pipe wall has been modelled as being 2mm thick; the same 
as in the CFAR. 
5.2 Mesh Generation 
The main consideration for the generation of the mesh within the geometry 
discussed in the previous section is to ensure the accurate modelling of the flow within 
the inside of the pipe section. This is especially pertinent since ensuring the correct 
flow especially in the near wall region within the pipe will directly influence the 
modelled heat transfer characteristics within the tube. The flow within the rest of the 
computational domain is at zero velocity save for the region at and downstream of the 
pipe exit. In this region, the interaction between the flow outside the pipe and that 
leaving the pipe causes a series of vortices to form as shown by Heffer (31).  
Since the geometry is axisymmetric and purely rectangular in shape, a 
rectilinear mesh was chosen throughout the domain. The geometry was divided into 
five separate regions as shown in Figure 5-3. This allowed for the density of the mesh 
to be refined in different areas depending on the complexity of the fluid flow. Figure 
5-3 shows a summary of the number of nodes upon each side of the geometry.  
The mesh within the pipe contains 1,900 nodes at equally spaced intervals 
every 0.5mm axially along the length of the pipe. Across the diameter of the pipe, the 
mesh spacing is skewed so that a greater number of the fifty nodes lie closer to the 
wall of the pipe than near the centreline. The skewing is of a successive ratio whereby 
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starting from the centreline of the tube, the distance between the two successive 
nodes is 95% of the distance between the previous two nodes. This creates a greatly 
increased concentration of mesh nodes near the pipe wall as shown in Figure 5-4. This 
distribution is required in order to meet the requirements of the turbulence model 
within the Fluent code that has been used for this analysis (74). In turn, the increased 
number of nodes within the boundary layer allows for the computational modelling of 
the near wall region without using empirical wall functions. This is beneficial since it 
ensures that the flow equations are solved at all locations between the bulk flow and 
the wall rather than using wall functions to assist the prediction of the near-wall flow. 
The default condition when using turbulence models within Fluent is known as 
“enhanced wall treatment” (74). When using the enhanced wall treatment, wall 
functions are utilised unless the cells closest to the wall are at a y+ value of 1. y+ is 
defined as the dimensionless wall distance and relates the required spacing between 
the first node and the wall thus: 
 
𝑦+≡
𝑉𝑓𝑦
𝜐
 
5.1 
 
Where Vf is the friction velocity of the flow and y is the space to the first node from the 
wall. The mesh used for this analysis satisfies the requirements for not using wall 
functions and so have no wall functions have been used within the model. 
 From Figure 5-4, the mesh on the outer side of the pipe wall can also be 
viewed. This is similar to the interior pipe mesh due to the presence of an additional 
amount of mesh nodes in the near wall region. However, the flow on the outside of 
the pipe is much less complex than that within the pipe and features zero velocity. The 
lower complexity of the flow means that a less dense mesh may be used in this region. 
Much of the rest of the mesh is evenly spaced in the x-direction with approximately 
one node per millimetre with a similar distribution in the y-direction. The mesh density 
is increased in one area aside from that within the pipe. This is in the region 
immediately downstream of the pipe exit as shown in Figure 5-5. The change in mesh 
density is to allow for the correct modelling of the flow characteristics to occur at the 
exit of the pipe. This is required since the flow in this region is characterised by the 
presence of a vortex generated by the interaction of the flow at the pipe exit with that 
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outside the pipe. Thus, a greater number of computational nodes are required in order 
to model this flow feature. This is of importance since some of the flow in this region 
will be re-ingested into the pipe at times of velocity reversal. Therefore, failure to 
model this feature accurately could compromise the validity of the portion of the flow 
that is reingested into the pipe.  
5.3 Boundary Conditions 
The boundary conditions used for this computational model are shown in 
Figure 5-6. The boundary condition at the bottom of the figure, on the centreline of 
the pipe is an axis. This allows for the geometry to be utilised as an axisymmetric case 
whereby the two-dimensional geometry is used as a thin segment of a three-
dimensional domain. The reasons behind the use of an axisymmetric model have been 
discussed at the beginning of this chapter. 
The mass flux boundary condition at the pipe inlet is used to model the 
unsteady oscillation provided by the piston in the cold flow analogy rig. This provides a 
sinusoidal mass flux oscillation about a fixed mean value. It is noted that this is not 
exactly the same as used within the CFAR since in that case a pressure oscillation is 
generated by the movement of a piston. With this boundary condition, the prescribed 
inlet condition provides a similar velocity field to that at the beginning of the CFAR 
pipe but with the difference that the boundary is not solid. Thus, at some velocity 
conditions, flow could leave the computational domain through the inlet. This is 
prevented by ensuring that the velocity amplitude is less than the mean velocity at this 
location. The variation of velocity at pipe inlet is described by equation 5.2 below: 
 𝑉𝑇 𝑡 = 𝑉𝑚 + 𝑉′𝑠𝑖𝑛𝜔𝑡 5.2 
 
To input this as a boundary condition in Fluent required a user defined function 
detailing the properties of the boundary condition required. Fluent prevents the use of 
a simple velocity expression for this. Hence, a mass flux boundary condition was 
utilised whereby equation 5.2 is multiplied by the density as shown below: 
 𝑚
𝐴
 
= 𝜌 𝑡 − ∆𝑡 .  𝑉𝑚 + 𝑉′𝑠𝑖𝑛𝜔𝑡  
5.3 
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Within the user defined function, the density used in the within equation 5.3 is 
obtained from the solution on the inlet plane from the end of the previous time step. 
Thus, this is updated at each point in time in the cycle and so this expression does not 
unduly alter the expression noted in equation 5.2. For a solution such as this where the 
inlet conditions vary with time, the CFD program iterates a converged solution at a 
given time in the solution, the solution then moves forward a defined amount (the 
time-step) and iterates a converged solution there. This occurs repeatedly to obtain a 
time-dependent solution of the flow within the pipe. The length of time-step chosen in 
this case will be discussed within the next section. A plot of the variation in mass flux 
(with the mean value removed) on this inlet boundary from the solution of the 
computational model is shown in Figure 5-7. This shows that the expression in 
equation 5.3 produces a sinusoidal inlet flow as prescribed. A copy of the user defined 
function can be found in appendix B. The only other fluid boundary condition within 
the geometry is to be found at the right hand side of the geometry and is a simple 
pressure outlet.  
The rest of the boundaries within the domain are solid. The wall of the pipe is 
represented as such and described within the model as being constructed from 
stainless steel of 2mm thickness; the same as the material used on the CFAR. The left 
side and top boundaries are both viscous walls. A zero shear-stress condition has been 
placed upon these walls so that there is no boundary layer present on these walls. This 
reduces the time taken to resolve the flows on these boundaries without affecting the 
quality of the solution. Furthermore, the reduction is increased since there is little 
need for increased mesh definition at these locations to resolve the boundary layers. 
5.4 Turbulence Models/Formulations Used 
For this computational problem, a combination of the laminar flow model (for 
simulation start-up) and the k-ω-SST model were utilised for the work. The basic k-ω 
model has been shown to provide a more accurate model of the near-wall regions 
compared to the k-ε model but a decreased accuracy in the free-stream flow (75). The 
SST model uses both the k-ω and k-ε turbulence models depending on the regions of 
the flow where they have been found to be more accurate. Thus, the k-ω model has 
been used in the near-wall region of the flow and the k-ε model is used within the free-
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stream. Blending functions within the code are utilised to ensure that the correct 
models are selected within each region of the flow (74). This model has been shown to 
provide accurate predictions of the heat transfer coefficient for general industrial 
applications (75) and within steady pipe flow (76). The k-ω-SST model utilises the 
enhanced wall treatment previously discussed in section 5.2. Within this simulation, 
the mesh is sufficiently dense that this treatment results in the use of no wall 
functions.  
 Due to the oscillating inlet condition at the beginning of the pipe (detailed in 
the previous section), the model has been run as a time-dependent problem utilising a 
specified time step to advance the solution. A pressure based Reynolds Averaged 
Navier-Stokes algorithm has been used to provide a solution to the model. This 
provides the pressure field in the solution domain by employing a control volume 
technique to solve a pressure-correction equation from a combination of the 
continuity and momentum equations (74). Whilst both pressure based and density 
based solvers are available within Fluent, the pressure-based solver is more suitable 
for low-speed, largely incompressible problems such as that presented here. 
For the length of pipe used, the resonant frequency at standard conditions is 
approximately 91Hz. The resonant frequency will only alter if the temperature of the 
gas within the pipe alters greatly. This was not found to occur over the course of the 
simulation. Thus, this frequency has been used as the frequency of the velocity sine 
wave generated by the unsteady mass flux boundary condition detailed in the previous 
section. A range of time-steps were assessed in order to find which was best for the 
accuracy of the solution. 100, 200 and 2,000 time-steps per-cycle were evaluated. Of 
these, 100 time-steps per cycle produced a pressure amplitude lower than that shown 
in the CFAR at comparable conditions. Both 200 and 2,000 time-steps per cycle 
produced the correct pressure amplitude within the pipe (compared to the CFAR). 
However, the increased computational time required to advance the solution for the 
2,000 time-steps per cycle case rather than the 200 time-step per cycle case was 
prohibitive for little difference in the computed pressure amplitude. Thus, the time-
step was set to 200 per cycle which is equivalent to 18,200 time-steps per second. 
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5.5 Solution Start-Up Procedure and Computational Requirements 
To begin iteration of the solution, a laminar flow model was initially used with a 
steady mean velocity of 5m/s, gas temperature of 300K and a wall temperature of 
350K. Once a condition of convergence was reached for this solution with a condition 
of convergence for the continuity residual set at 1x10-4 and for all other variables at 
1x10-6, the model was changed to the k-ω-SST model and the unsteady inlet boundary 
started. The residual is defined as the difference between the solution of an equation 
(for example the continuity equation) between the current and previous iteration. 
Once this reaches a defined level for each of the variables, the solution is deemed to 
have converged. For a velocity amplitude of 2m/s, the solution would then generate a 
similar pressure amplitude of approximately 0.1 bar to that found in both the pulse 
combustor and cold flow analogy rig. More details on this can be found in section 3.2.  
Using the methods detailed above and a nominal 1,000 iterations per time-
step, the solution took approximately forty minutes per time step until a converged 
condition was achieved. A maximum of 1,000 iterations was set within the code to 
ensure that the solution progressed even if one of the residual criterion was not met. 
The solution was checked regularly to ensure that the level of individual residuals did 
not increase unduly over the length of time that the simulation was run. Each time 
step took approximately five minutes to compute. Thus, in order to compute a 
complete cycle of oscillation, a time of one hour and forty five minutes were required. 
These calculations were performed on a computer with two Xeon E5430 processors 
and thirty two gigabytes of RAM. Each of these processors has four separate cores and 
each operates at 2.66GHz. Seven cores were used for the calculations presented here. 
The results from this simulation may be found within Chapter 8. 
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Figures 
 
Figure 5-1: Diagram showing the geometry used for the computational analysis. Not to scale. 
 
Figure 5-2: Dimensions of the computational domain, not to scale 
 
Figure 5-3: Number of nodes in the final mesh. Dotted lines indicate different mesh regions, not to scale 
 
Figure 5-4: Picture of the pipe mesh. Note the increased density of the mesh near the wall 
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Figure 5-5: Mesh density at the end of the pipe 
 
Figure 5-6: Boundary Conditions used at each boundary in the computational domain, not to scale 
 
Figure 5-7: Plot showing the variation in time of the variation in mass flux with the mean mass flux removed at 
pipe inlet  
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Chapter 6 Cold Flow Analogy Rig Data Analysis 
This chapter details the results obtained from the cold flow analogy rig (CFAR). 
For clarity, the results have been split into an analysis of the pressure and velocity 
fields within the CFAR since this provides knowledge of the flow-field within the device 
and verification that the rig is operating correctly. Following this is the evaluation of 
the heat transfer results which is then split into analysis of the time-mean and the 
time-resolved periodic data.  
For most variables within this experiment, there are three components which 
combined give the instantaneous value of that variable (such as the heat flux) at that 
moment in time. These components are a time independent mean value (𝑃 ), a time 
dependent (periodic) variation (𝑃  𝑡 ) and a time-dependent random fluctuation (𝑃′(𝑡)) 
as shown below: 
 𝑃 𝑡 = 𝑃 + 𝑃  𝑡 + 𝑃′(𝑡) 6.1 
 
The thin-film gauges utilised within the CFAR have sufficient bandwidth to measure 
accurately all three components of the gas to wall heat flux shown in equation 6.1. 
Thus, the measured heat flux may be separated into a time-independent (mean) and 
time-dependent (periodic and random) components. Each of these provides different 
information about the nature of the heat flux within the device. The time-mean 
component gives knowledge of the heat load within the device which by variation of 
the wall temperature can be used to determine the heat transfer coefficient at a set of 
conditions. The time-resolved data shows the periodic variation in the heat flux. Due to 
the oscillation in the inlet pressure field caused by the movement of the electro-
dynamic shaker at the beginning of the pipe, a periodic variation in all variables within 
the CFAR will also occur. For the purposes of this thesis, this variation is defined to 
begin at the moment the unsteady pressure increases from below the mean value to 
above the mean value. This periodic variation has been ensemble averaged in order to 
remove the random fluctuations from the time-dependent component of the data.  
The standing wave theory as presented by Hanby (35) has been used 
throughout this chapter to determine the magnitude of the pressure and velocity at all 
locations within the CFAR. This method uses a reference pressure amplitude and 
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location to define a standing wave for both pressure and velocity within the device 
using the standing wave equations. For all testing using the CFAR, a reference pressure 
location has been used at location P1 (shown in Figure 4-8) which is located 0.095m 
from the piston face. A complete description of this method is found in Appendix C. 
This chapter will use the naming conventions detailed in section 4.6.2 and 
shown in Figure 4-8 for the locations of pressure transducers and gauge positions in 
the CFAR. Furthermore, the amplitude of the pressure fluctuations at the most 
upstream measurement location, P1, along with the mean flow velocity is used to 
characterise the conditions for a particular test. As mentioned in section 4.4.2, the 
mean velocity was determined from the mass flow rate of air passing through the 
choked orifices on the piston face. Thus, for example, a label of 𝑃1
′ = 0.1,𝑉𝑚 = 2 
indicates that the pressure amplitude at P1 was 0.1 bar and the time-mean velocity 
within the pipe was 2m/s. 
6.1 Pressure and Velocity Measurements 
In order to analyse correctly the heat transfer data presented in subsequent 
sections of this chapter, it is necessary to consider the magnitude and variation of both 
the pressure and velocity amplitudes over the length of the device. Whilst the 
pulsation within the CFAR is generated by an electro-dynamic shaker, it cannot be 
assumed that the amplitude of the unsteady pressure and velocity will be exactly 
comparable to this throughout the length of the device. For example, friction and heat 
transfer over the length of the pipe will alter the amplitude of the unsteady pressure, 
P’. Thus, this section presents an analysis of the measured pressure and velocity. The 
previous section stated that the standing wave theory presented by Hanby (35) has 
been used throughout to generate a pressure and velocity amplitude for every axial 
location within the CFAR from a reference pressure obtained from pressure 
transducer 𝑃1
′ . However, it is necessary to justify the use of this theory in relation to 
the CFAR. This will be shown in the next two subsections.  
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6.1.1 Pressure Measurement Analysis 
 An example of the ensemble-averaged pressure fluctuation at a condition of 
𝑃1
′ = 0.1 is shown in Figure 6-1. This shows that for increasing distance from the 
source of the pulsations, the pressure amplitude reduces. This relationship is expected 
since the standing wave equation (equation 6.2) dictates that 𝑃′ → 0 at the exit to the 
pipe since 𝑃′𝑚𝑎𝑥
𝑝𝑎𝑚𝑏
 is equal to zero when 𝑥 = 𝜆 4 .  
 𝑃′𝑚𝑎𝑥
𝑝𝑎𝑚𝑏
=
2π𝛾𝐸′
𝜆
cos
2𝜋𝑥
𝜆
 
6.2 
 
The reduction in pressure amplitude shown between P1 and P3 is proportional for 
different values of 𝑃1
′ . An example of this is shown in Figure 6-2.  
To ensure that the amplitude of the quarter-wavelength standing wave 
predicted by the standing wave equation is similar to that shown in Figure 6-1 and 
Figure 6-2 above, the pressure amplitudes at a range of axial locations have been 
compared to those predicted by the standing wave equation over the length of the 
pipe. The results of this comparison are shown in Figure 6-3. Only three pressure 
transducers have been utilised at any stage of the CFAR testing. Thus, a composite of 
two separate experimental tests at the same 𝑃′are shown within Figure 6-3. Generally, 
the experimental and standing wave data is congruent. Deviations between the two 
arise at axial locations greater than 0.4m whereby the largest difference is 
approximately 5% of 𝑃1
′ . This deviation is small and so does not preclude the use of the 
standing wave equation within the CFAR.  
6.1.2 Velocity Measurement Analysis 
Unlike the pressure measurements, velocities were not recorded along the 
length of the pipe. This was due to the complexities associated with inserting a non-
obtrusive probe into the pipe. Only one location, at pipe exit, was measured using a 
hot-wire anemometer. Figure 6-4 shows a sample of the velocity data obtained from 
this technique. The velocity variation appears rectified due to the inability of the single 
hot-wire probe to distinguish flow direction. Figure 6-4 shows that the velocity field 
lags the pressure oscillation by 90° if it is assumed that the larger velocity peaks 
correspond to positive flow velocity. This is a logical assumption since it is known that 
a positive mean velocity exists within the tube. Thus, the larger peak would correspond 
 98 
 
to the point of maximum velocity amplitude plus mean velocity. Since the mean 
velocity moves away from the piston, the larger peak must therefore indicate flow in 
the positive x-direction. Furthermore, Figure 6-4 also shows the consistency of the 
data with little cycle-to-cycle variation in either the pressure or velocity magnitude. A 
comparison of the hot wire velocity data to a standing wave equation prediction is 
shown in Figure 6-5. This data is shown for a pipe flow where 𝑃1
′ = 0.075,𝑉𝑚 = 2. The 
measured velocity amplitude is 3m/s lower than the predicted value. This error is 
thought to have been caused in part by the lack of space downstream of the pipe exit 
in which to locate the probe. Thus, it is likely that the probe was located slightly 
downstream of the pipe exit and so experienced a lower amplitude than expected. 
The above discussion has shown that the standing wave equation produces 
comparable magnitudes to those obtained experimentally for both velocity and 
pressure. This allows for the use of this method to determine the pressure and velocity 
amplitude throughout the CFAR to a reasonable degree of accuracy.  
6.2 Heat Transfer Data Analysis 
This section details the findings of the study into the magnitude and cyclical 
variation of the gas to wall heat transfer within the CFAR. As mentioned in chapter 
3.2.2, a range of different velocity and pressure ratios are required to fully satisfy the 
results of the rig scaling analysis. To this end, data has been acquired at a series of 
locations within the CFAR whilst varying the mean velocity between zero and 20m/s 
and the pressure amplitude at P1 between zero and 0.12 bar. This has enabled a 
systematic variation of a single parameter over a range of different conditions in order 
to assess the relevance of each variable (pressure amplitude, mean velocity etc) on the 
magnitude of heat transfer produced within a resonant pipe flow.  
As discussed at the beginning of this chapter, all variables within the oscillating 
flow may be subdivided into three components. To this end, the heat transfer data is 
comprised of a steady, mean value with an unsteady, cyclical variation arising from the 
presence of oscillations within the device plus turbulent fluctuations. The latter two 
components have been ensemble averaged to give the cyclical variation of the heat 
transfer rate over the duration of one oscillation whilst removing the turbulent 
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fluctuations. These two components of the heat transfer data each give different 
information about the behaviour of the heat flux within a resonant oscillating pipe. 
Thus, these two components will each be discussed in turn over the following sections. 
6.2.1 Time-Mean Heat Transfer Data 
This section examines the time-mean heat transfer data within the CFAR. This 
data provides the overall magnitude of the heat flux within the CFAR and has also been 
used to determine the heat transfer coefficient of the flow at a given condition. 
Since multiple heat-transfer gauges have been used over a short axial distance 
along the tailpipe, it is important to ensure that the data produced by each of them is 
comparable since it is unlikely that a large change in the amount of heat flux will occur 
over a distance of approximately 25mm on the tube. This is due to the fact that only a 
small change will occur in the flow properties (pressure and velocity amplitudes in 
particular) over this length. Additionally, all of the thin-film gauges are at the same 
(prescribed) wall temperature. This is borne out by the data shown in Figure 6-6 which 
shows the variation in heat flux over a range of wall temperatures. Three of the four 
gauges show a similar rate of change of heat flux with temperature as determined by 
the gradient of the data for each gauge. The gradient of this line is the measured heat 
transfer coefficient of the particular flow (𝜕𝑞 𝜕𝑇𝑤
 ). The fourth gauge shows a different 
gradient to the other three which occasionally occurred during the work. It is thought 
that this occurred due to a poor electrical connection on the gauge in question that 
caused a deviation from the calibrated value. Therefore, the data from this gauge has 
been discarded from the forthcoming analysis as a result. An average of the gradient of 
the data from the three remaining gauges has been used as the measured heat 
transfer coefficient for this work. 
Determination of Heat Transfer Coefficient 
Whilst the previous discussion has focussed on the similarity between the four 
thin-film gauges, there is a more fundamental relationship occurring within Figure 6-6. 
Essentially, as the surface temperature is increased, the heat flux between the gas flow 
and the wall increases. As has been mentioned in chapter 4.1.2, this allows 
determination of the rate of change of heat flux with wall temperature and thus the 
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heat transfer coefficient of the fluid at a given set of conditions. The data shown in 
Figure 6-6 was acquired at conditions of 𝑃1
′ = 0.05,𝑉𝑚 = 3.4 at L5.5.  
If the pressure amplitude is increased to 0.1 bar and the mean velocity and 
location within the CFAR are held constant, the change in heat flux for a given 
temperature caused by this change may be assessed. Furthermore, the rate of change 
of heat flux with temperature (and thus the heat transfer coefficient) will also alter. 
This situation is shown in Figure 6-7 which shows the variation in heat flux over a range 
of wall temperatures at the condition 𝑃1
′ = 0.1,𝑉𝑚 = 3.4 at L5.5. An increase in heat 
flux is shown in this figure from -850W/m2 at 60°C in Figure 6-6 to -1,500W/m2 at the 
same temperature in Figure 6-7. Thus, an increase in the heat transfer coefficient 
occurs for increasing pressure amplitude at this condition (𝑃1
′ = 0.1,𝑉𝑚 = 3.4 at L5.5) 
within the pipe. The heat fluxes are shown as negative since throughout this thesis, a 
positive heat flow is defined as flowing from the gas into the wall. 
Figure 6-8 shows the change in heat flux over a range of temperatures for a 
condition of 𝑃1
′ = 0.1,𝑉𝑚 = 10 at L5.5. This features a higher mean velocity than 
shown in Figure 6-7 whilst keeping all other variables constant. Again, this change 
shows an increase in the rate of change of heat flux with temperature. This results in 
an increase in the heat transfer coefficient of the flow (as denoted by the gradient of 
the line) from 44 to 56. This is to be expected since the Dittus-Boelter correlation 
(equation 2.5) predicts an increase in heat transfer coefficient for an increase in mean 
velocity within a given pipe geometry and fluid conditions.  
The figures in this section show a clear increase in heat transfer coefficient at a 
single location in flows of either increasing pressure amplitude, mean velocity or both. 
Indeed, the heat transfer coefficient of the flow in Figure 6-8 compared with that in 
Figure 6-6 is 29W/m2K greater which is to be expected due to the increased mean 
velocity and pressure amplitude. However, whilst these changes in heat flux and heat 
transfer coefficient are representative of those at any specific location within the 
CFAR, discussion of this change given a change in a specific variable is meaningless 
without a reference value to compare it to. Indeed, no further insight into these results 
can be garnered without this. Thus, there is a need to provide a reference value in 
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order to both establish and quantify the effect of resonant oscillations on the heat 
transfer coefficient of the flow. 
Heat Transfer Coefficient Enhancement 
 The question that is being asked in this chapter is whether the effect of 
pulsations alters the heat transfer coefficient of a pipe flow over a wide range of 
conditions. Therefore, rather than considering the change in magnitude of the heat 
transfer coefficient with a change in mean velocity, pressure amplitude and axial 
location, a new parameter is introduced, 𝑕𝑒 , the heat transfer enhancement. This is 
defined as the ratio of the heat transfer coefficient at a given set of conditions to that 
of a steady, non-pulsing fully developed turbulent pipe flow at the same mean velocity. 
𝑕𝑒  is defined as shown below: 
 
𝑕𝑒 =
𝑕𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑
𝑕𝐷𝑖𝑡𝑡𝑢𝑠 −𝐵𝑜𝑒𝑙𝑡𝑒𝑟
 
6.3 
 
In the instance where no enhancement exists, 𝑕𝑒  will be equal to or less than 1. For 
steady flows, no enhancement would be expected and therefore 𝑕𝑒  will be close to 1. 
For this analysis, the value of 𝑕𝐷𝑖𝑡𝑡𝑢𝑠 −𝐵𝑜𝑒𝑙𝑡𝑒𝑟  is based upon the mean velocity within 
the pipe as shown in equation 2.5. Hereafter in this thesis, enhancement and the use 
of 𝑕𝑒  always indicates the change in heat transfer coefficient over a non-pulsing flow 
with the same mean velocity. 
 Figure 6-9 shows the variation of measured heat transfer coefficient with mean 
velocity for a steady, non-pulsing flow. This shows an increase in the heat transfer 
coefficient with increasing mean flow velocity as predicted by the Dittus-Boelter 
correlation which has also been plotted. In general, the measured and predicted values 
are of similar magnitude leading to the conclusion that the experimental setup 
accurately predicts the heat transfer coefficient for a steady pipe flow. Since the mean 
flow within the pipe is constant, no variation with location is required since the 
measured values would not alter from those presented in Figure 6-9. This is also noted 
within the Dittus-Boelter equation whereby variation in the Nusselt Number (and thus 
heat transfer coefficient) occurs with a change in the Reynolds Number within the 
pipe. For a given pipe at atmospheric pressure and no oscillation, this leads to the 
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mean velocity being the main variable for an alteration in heat transfer coefficient 
within the pipe. 
Effect of Mean Velocity and Pressure Amplitude on Heat Transfer Coefficient 
 The discussion to this point in this chapter has focussed on either non-pulsating 
flows or the effect of altering either the mean velocity or pressure amplitude at a 
specific location within the CFAR. The addition of a resonant oscillation to the mean 
mass flow presented in Figure 6-9 results in a variation in the time-dependent pressure 
and velocity over the length of the pipe as has been shown in Figure 6-3 and Figure 
6-4. Therefore, if there is to be an enhancement to the heat transfer coefficient due to 
pulsation, it is likely that it will not be limited to one region of the pipe since the 
prevailing conditions within the pipe are constantly altering.  
A plot of 𝑕𝑒  against axial location is shown in Figure 6-10 for a pipe condition 
where 𝑃1
′ = 0.1,𝑉𝑚 = 3. This shows an enhancement in the heat transfer coefficient at 
all measurement locations within the device (𝑕𝑒 > 1). The enhancement increases 
linearly over the length of the pipe due to either the increasing velocity amplitude or 
decreasing pressure amplitude along the pipe. This trend is also shown in the work of 
other researchers such as Habib et al (46). From this baseline condition, the effect of 
varying the pressure amplitude and velocity amplitude will be considered separately. 
The effect of varying 𝑃1
′  within the device for a mean velocity of three is shown 
in Figure 6-11. The change in pressure amplitude directly causes a variation in velocity 
amplitude for a given location. An increase in the value of 𝑕𝑒  is shown for increasing 
axial length at all pressure amplitudes. As with Figure 6-10, this is due to the increasing 
velocity amplitude over the length of the pipe. However, the degree of enhancement 
reduces for decreasing values of 𝑃1
′  at a given location. In order to explain this further, 
we must consider the velocity and pressure amplitudes at each discrete location within 
the CFAR. Firstly, lowering 𝑃1
′  will decrease the magnitude of both unsteady pressure 
and unsteady velocity at a given location. Thus, their effect on the heat transfer 
coefficient within the pipe is lessened. Given the relatively larger magnitude of velocity 
at the end of the pipe to nearer the piston face, the effect of the smaller velocity 
caused by the decrease in 𝑃1
′  is greater. Thus, the enhancement is reduced by a greater 
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degree near the open end of the pipe. Whilst this infers that velocity amplitude may be 
more important than the pressure amplitude with regard enhancement in the heat 
transfer coefficient in a pipe flow, it must be noted that the two quantities are not 
independent of each other. A high initial pressure amplitude is required to generate a 
high velocity amplitude at a given location within the pipe. This influence of the 
velocity amplitude to the enhancement of heat transfer coefficient is fundamental to 
the quasi-steady theory used by Hanby (35). This states that an enhancement is caused 
by an increase in velocity amplitude within a pipe for a given mean velocity.  
Figure 6-12 shows the variation in 𝑕𝑒  with axial length at increased mean 
velocity (𝑉𝑚 = 11) compared to that shown in Figure 6-11. This shows that at this 
increased mean velocity, the enhancement to the heat transfer coefficient is much 
lower overall. Indeed, whilst the data at 𝑉𝑚 = 3 (Figure 6-11) shows a large increase in 
𝑕𝑒  over the length of the pipe, the same cannot be said for the 𝑉𝑚 = 11 case. Instead, 
little enhancement is shown at any location. Given that between the two figures, the 
only change is to the mean velocity, it is implicit that the increase to this variable 
reduces the amount of enhancement. This is implied by the quasi-steady theory (35) 
whereby a value of 𝑕𝑒  that exceeds one is only possible in a flow where the velocity 
amplitude exceeds the mean velocity of the flow. Thus for an increased mean velocity 
and the same velocity amplitude (as driven by the pressure amplitude), the amount of 
heat transfer enhancement will reduce. 
The variation of 𝑕𝑒  for a fixed value of 𝑃1
′  over a range of  𝑉𝑚  is shown in Figure 
6-13. This shows a reduction in the amount of enhancement for increasing mean 
velocity. In many ways this figure appears similar to Figure 6-11. However, the 
variation this time is not in the magnitude of 𝑃1
′  but 𝑉𝑚 . Since the amount of 
enhancement increases with distance from the piston, it is implicit that the 
enhancement is caused by the increased magnitude of V’ in this region. Again, this is 
demonstrated in Figure 6-14 which shows that even at low 𝑃1
′ , an enhancement is only 
shown at the end of the pipe where V’ is large. This reduction in  𝑕𝑒  for increasing  𝑉𝑚  
at a given  𝑃1
′  was also noted in the work of Karamercan (77) although this was 
expressed as an increase in mean Reynolds Number rather than a discrete velocity. 
Assuming pipe conditions vary little between each test, these variables are similar. 
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Cause of Time-Mean Heat Transfer Coefficient Enhancement 
The above discussion has shown that at some conditions, an enhancement in 
heat transfer coefficient occurs compared to that predicted by the Dittus-Boelter 
equation at the same mean velocity. Additionally, it has been shown that flow 
conditions and so positions in the pipe where V’ is large contributes to an 
enhancement in heat transfer coefficient for some values of Vm. This leads to the 
conclusion that an enhancement only occurs at conditions whereby the velocity 
amplitude is large compared to the mean velocity as noted by other researchers (35). 
Enhancement is also noted over a range of pressure amplitudes although which of 
these two variables is dominant for the purposes of heat transfer coefficient 
enhancement will be discussed in this section. 
In order to assess the relative importance of the velocity amplitude and 
pressure amplitude, the standing wave equation has been utilised to evaluate these 
parameters at the test locations on the CFAR. The parameters have then been 
expressed as non-dimensional ratios thus: 𝑃′ 𝑃𝑎𝑡𝑚 
 and 𝑉′ 𝑉𝑚 
. It is noted that 𝑃𝑎𝑡𝑚  is 
largely constant over the set of testing. This will allow the importance of the two 
variable sets to be established independently of each other. Furthermore, it allows 
classification of a given flow by these ratios rather than by the location of the test and 
the mean velocity and pressure amplitude.  
Figure 6-15 shows a plot of  𝑕𝑒  against 𝑃′ 𝑃𝑎𝑡𝑚 
. This figure shows no discernable 
trend. This allows a conclusion that the pressure amplitude does not (by itself) directly 
influence the enhancement of heat transfer within a resonant pipe. By comparison, 
Figure 6-16 shows the variation of 𝑕𝑒  with 𝑉′ 𝑉𝑚 
. This shows a clear increase in 𝑕𝑒  with 
increasing 𝑉′ 𝑉𝑚 
 leading to the conclusion that this is the primary driver for increased 
heat transfer coefficient in pulsating flows. This result is similar to that shown by 
others such as Hanby (35) and Hargrave (44). However, this research was conducted in 
much different conditions to those used here. Rather than a resonant oscillating 
ambient pipe flow as used here, pulse combustors with a higher gas temperature were 
instead used. This shows that despite the change in the method of producing the 
resonant pipe flow between the two experiments, a similar trend is shown. 
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There is some spread present in the data shown in Figure 6-16 which may 
indicate the presence of a secondary factor to the amount of enhancement present. 
This secondary factor may be the influence of a parameter not considered within these 
figures such as the resonant frequency of the device. However, the change in this 
parameter over the data shown is approximately 5Hz arising from the differences in 
ambient temperature and thus the resonant frequency. The effect of a large frequency 
change on the value of 𝑕𝑒  will be discussed in the next section. 
Figure 6-16 also shows negligible heat flux enhancement for where values 
of 𝑉′ 𝑉𝑚 
≤ 1. This explains why little enhancement is seen in high mean velocity flows 
(such as those shown in Figure 6-12) since the maximum value of V’ near the exit to 
the pipe would only produce a small value of 𝑉′ 𝑉𝑚 
 and therefore little enhancement. 
At locations where 𝑉′ 𝑉𝑚 
 exceeds one, the amplitude of the velocity is sufficient so that 
at the part of the oscillation where the velocity amplitude is at a minimum, the velocity 
in the pipe is also negative. This indicates a flow reversal in the pipe for a portion of 
the cycle (the length of which depends on the ratio 𝑉′ 𝑉𝑚 
) whereby the bulk flow 
direction is toward the piston head rather than away from it. Since the only flows 
which feature an enhancement in the heat transfer coefficient are those in 
which 𝑉′ 𝑉𝑚 
> 1, this indicates that the flow reversal within the pipe is a major driver to 
a value of 𝑕𝑒  in excess of one. This is expected from the quasi-steady theory used by 
Hanby (35). The importance of flow reversal to the heat transfer enhancement in pipe 
flow has also been shown by other researchers such as Hargrave (44) and Kearney (53).  
The lack of a positive correlation in Figure 6-15 indicates that the pressure 
amplitude is not a direct cause of the enhancement in heat transfer. Instead, the 
pressure amplitude drives the high velocity amplitude within the pipe which in turn 
causes an enhancement to the heat transfer coefficient. Thus, it follows that the 
condition of flow reversal may solely be necessary in order to generate an 
enhancement in the heat transfer coefficient. This has been demonstrated within a 
non-resonant channel flow by Kearney (53). As noted in Chapter 2, there is much 
variation in the effect of oscillations on the level of heat transfer within a pipe flow. 
Therefore, from the findings above, as much research in this field is conducted at low 
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amplitude and non-resonant conditions, little enhancement in the heat transfer 
coefficient would be expected. This will be discussed further and verified below. 
Applying the results of the above discussion to the data shown in Figure 6-10 to 
Figure 6-14 explains much about the variance in the enhancement of the heat transfer 
coefficient found in these figures. For low 𝑉𝑚  flows as shown in Figure 6-11, the 
magnitude of 𝑉′ 𝑉𝑚 
 will exceed one for 90% of the pipe length. Thus, an enhancement 
to the heat transfer coefficient is expected over much of the length of the pipe. 
Comparing this to a high 𝑉𝑚  flow, shown in Figure 6-12, the lower value of 𝑕𝑒  even at 
high values of 𝑃1
′  is therefore due to the fact that 𝑉′ 𝑉𝑚 
 will always be small. Logically, 
at higher values of 𝑃1
′  than were attainable within this experimental work, the value of 
𝑉′ will be higher and so a greater enhancement would then follow.  
Figure 6-16 shows a similar trend to that shown by Hanby (35) in that an 
enhancement to the heat transfer coefficient in a flow over a steady value given by the 
Dittus-Boelter correlation is due a value of 𝑉′ 𝑉𝑚 
 exceeding one. However, if the quasi-
steady theory (previously discussed in section 2.3) is plotted against the data shown in 
Figure 6-16, the experimental data produces a marginally lower level of enhancement 
of the heat transfer coefficient. This is shown in Figure 6-17. This figure shows a similar 
trend between the prediction and measured values at low 𝑉′ 𝑉𝑚 
. However, once the 
value of 𝑉′ 𝑉𝑚 
 exceeds approximately 4.5, the value predicted by the quasi-steady 
equation for the enhancement is higher than the experimental data presented here. 
This suggests that 𝑕𝑒  either stops increasing at 𝑉′ 𝑉𝑚 
= 4.5 or that the gradient of the 
increase is lower than suggested by the quasi-steady theory as used by Hanby (35).  
This difference between the experimental and predicted data within Figure 
6-17 may indicate that the flow at the conditions that are being measured is not quasi-
steady or indeed ceases to be quasi-steady over the range of operating conditions 
experienced within the CFAR. Some limits to quasi-steady behaviour have been 
proposed such as those discussed in section 2.4.2. The testing here greatly exceeds the 
limit for 𝑟 𝜔 𝜈  
0.5 proposed by Baird (52) shown previously in equation 2.11 by a 
factor of ten (𝑟 𝜔 𝜈  
0.5 ≈ 74). The graph of Carr (shown in Figure 2-9) also shows 
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these tests to exceed the limits of quasi-steady flow due to the high amplitude of 
oscillation. This suggests that despite exceeding these limits of quasi-steady flow 
within the CFAR, the amount of heat transfer coefficient enhancement is only 
marginally reduced at these conditions (ambient, resonant oscillating 25mm diameter 
pipe) compared to the quasi-steady prediction.  
Effect of Frequency on Heat Transfer Coefficient Enhancement  
The above analysis has considered variation of pressure, velocity and axial 
location at a single resonant frequency within the pipe as drivers for an increase in 𝑕𝑒 . 
This has shown values of 𝑕𝑒  greater than one for flow conditions where the ratio of the 
velocity amplitude to the mean velocity exceeds one. This section will consider the 
effect of off-resonant conditions and a change in resonant frequency as drivers for 
enhanced heat transfer within a pipe flow. It is noted that frequency dependence is 
not considered within the quasi-steady expression discussed above but has been 
considered by some researchers such as Dec & Keller (37). 
Effect of Off-Resonant Performance on Heat Transfer Coefficient Enhancement 
A series of tests were conducted at an off-resonant condition at a frequency of 
97Hz, approximately 10Hz greater than the resonant condition on the day of the test. 
These tests produced no enhancement to the heat transfer coefficient of the flow and 
so 𝑕𝑒 ≈ 1 at all conditions. The electro-dynamic shaker was set to maximum 
displacement but since this is not a resonant condition, the corresponding pressure 
amplitude is only 0.04 bar rather than the 0.12 bar amplitude that would be expected 
at resonant conditions (see Table 3-2 for shaker performance details). Given the non-
resonant condition, the standing wave equations could not be used. Instead, the 
shaker displacement was measured as ±5mm which corresponds to maximum velocity 
amplitude of 3m/s within the pipe and a maximum 𝑉′ 𝑉𝑚 
= 1.5 at the piston face. 
The lack of any enhancement in this case indicates either that the method of 
enhancement in heat transfer coefficient within a pulsing flow is caused by the 
condition of resonance within the tube or that the velocity amplitude had deteriorated 
by the test location within the tube to a value less than the mean velocity. Without 
accurate measurement of the velocity within the pipe at this condition, it is difficult to 
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ascertain the precise reason for this. Due to the lack of non-resonant condition, it is 
unlikely that the velocity magnitude will increase in a similar manner to that shown 
within a resonant pipe. Thus, at this location, the velocity magnitude along with the 
pressure amplitude would be akin to a non-pulsing flow and so no enhancement would 
be expected. The change between the measured pressure amplitudes for a resonant 
and non-resonant pipe using the same shaker output is 0.08 bar. Thus, whilst it may be 
possible to generate 𝑕𝑒 > 1 for a non-resonant flow, the required piston displacement 
and forcing power may outweigh any benefits in heat transfer gained from this. This 
may be a reason why much of the pulsating pipe research has focussed on low 
amplitude, non-resonant flows with little measured heat transfer enhancement. 
Effect of Change in Resonant Frequency on Heat Transfer Enhancement 
 A change in the resonant frequency of the CFAR has been achieved by the 
removal of the longest section of the device. This has increased the resonant 
frequency to 151Hz whilst reducing the length of the pipe to 0.576m. Again, this 
resonant frequency is much greater than the bursting frequency within the pipe. The 
same instrumentation has been used for testing at both frequencies. Data at this 
higher frequency has been overlaid onto the data (at low resonant frequency) from 
Figure 6-17 in Figure 6-18. At all data points at the higher resonant frequency, an 
enhancement in the heat transfer coefficient (𝑕𝑒 > 1) is seen over the value expected 
in a non-pulsating flow. Each of the data points has a value of 𝑉′ 𝑉𝑚 
 exceeding one. To 
this end, this is similar to the results shown for the lower frequency case. 
However, apart from one point, at 𝑉′ 𝑉𝑚 
= 2.5, the measured heat transfer 
coefficient enhancement at the higher resonant frequency is less than that predicted 
by the quasi-steady equation and indeed also less than that recorded at the lower 
frequency. As with the data recorded at approximately 86Hz, all of the data here 
exceeds the limits of Baird (52) and Carr (57) discussed within section 6.2 for the use of 
the quasi-steady assumption. This leads to the conclusion that there is a dependence 
on frequency to the enhancement of heat transfer coefficient in a pulsating flow. This 
dependence is not predicted by the quasi-steady assumption and has been postulated 
by Al-Haddad (48) and Karamercan (77) amongst others. Indeed, Karamercan noted an 
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increase in heat transfer coefficient with increasing amount of flow reversal that 
reached a maximum at a given frequency. Karamercan did not note a cause for this.  
Between the two resonant cases, there is a reduction in the magnitude of 𝑕𝑒  at 
a given value of 𝑉′ 𝑉𝑚 
. As nothing else has changed between the experimental regimes, 
this must have been caused by the change in frequency. Therefore, this suggests that 
at the resonant frequency of 151Hz, the variation in the main free-stream variables 
(pressure, velocity and temperature) is not replicated in the near-wall flow due to the 
frequency of oscillation. Thus, the near-wall flow effectively becomes akin to an 
insulator and reduces the effects of the changes in the free-stream flow on the wall of 
the pipe. This in turn reduces the amount of enhancement to the heat transfer 
coefficient. It follows that if a further reduction in heat transfer enhancement occurs at 
higher frequencies, there will be a frequency at which no enhancement in the heat 
transfer will occur (similar to Karamercan (77)). 
6.2.2 Time-Resolved Heat Transfer Data 
Whilst the previous section presented the findings from the time mean 
component of the heat transfer data, this section presents findings from the periodic 
unsteady component. This element of the data is the part of the signal that provides 
an instantaneous representation of the heat flux within the pipe at a location and a 
point in time. Since this variation is cyclical (Figure 6-19), an ensemble averaging 
procedure has been used to remove random cycle-to-cycle unsteadiness from the 
data. This process works by taking the point within the unsteady pressure signal at P1 
at which the unsteady pressure passes from negative to positive as a datum point to 
define the beginning of the cycle. This datum then defines the length of each cycle 
within the data. From this, the cycles are normalised to ensure that each of cycle 
contains the same number of data points. This process does not alter the structure of 
the data. The averaging procedure then averages the data at given data point across 
the total number of cycles to produce an ensemble average of the cyclical data. 
Figure 6-19 shows a plot of the non-ensemble averaged heat flux measured by 
a single thin-film gauge. This shows that the unsteady component of heat flux is 
cyclical in nature with little cycle-to-cycle variation in the amplitude. Some variation 
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may be seen at the maxima of the oscillation. These are thought to be random 
fluctuations within the flow as discussed at the beginning of this chapter and are 
removed by an ensemble averaging process. 
Alteration in Unsteady Heat Flux with Pressure Amplitude 
A plot of the ensemble averaged unsteady heat flux and pressure signals can be 
found in Figure 6-20. From this, it is clear that the variation in the heat flux within the 
device closely follows the pressure signal. Thus, the heat flux increases at a similar time 
to the pressure signal and reaches a minima around the same cyclical time as the 
pressure signal. However, the heat flux is shown in Figure 6-20 to lead the maxima of 
the pressure signal by 5% of the cycle. The same phase difference is present in the 
minima of the signal. Whilst some phase is expected, the pressure lagging the heat flux 
is not because it suggests that the cyclical variation of heat flux precedes the increase 
in pressure within the pipe. Given the pressure and piston movement are in phase, it is 
unlikely that the heat flux would reach a maxima prior to the maxima in the pressure 
cycle. Therefore, this phase relationship is unexpected and may be due to the shape of 
the data within this region rather than an actual trend. Figure 6-20 shows that the 
time-variation of the unsteady heat flux is not purely sinusoidal at location L5. Instead, 
it deviates from a sinusoidal shape at cycle times of 0.2 and most prominently between 
0.7 and 1. This will be discussed later in this section. 
A reduction of the pressure amplitude to 0.08 bar for the same mean flow and 
location within the pipe is shown in Figure 6-21 (𝑃1
′ = 0.08,𝑉𝑚 = 3.4, 𝐿5). The 
reduction in amplitude of the pressure signal results in a corresponding decrease in the 
magnitude of the unsteady heat flux. The 0.02 bar reduction in pressure amplitude 
shown in Figure 6-21 results in a reduction in the maxima of heat flux from 1,000 to 
approximately 800 W/m2. This shows that the magnitude of the unsteady heat flux is 
dependent on the pressure amplitude. The same trend is continued at a lower 𝑃1
′  as 
shown in Figure 6-22 (𝑃1
′ = 0.05,𝑉𝑚 = 3.4, 𝐿5). In this figure, the amplitude of the 
heat flux signal drops further to a level of 400 W/m2, slightly less than half the original 
magnitude for the same reduction in pressure amplitude. This again demonstrates that 
the overall amplitude of the heat flux signal is proportional to the pressure amplitude 
at a given location. It follows that an instantaneous increase in pressure within the 
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tube will cause a corresponding increase in the temperature of the gas. Thus, at the 
point of maximum pressure within the cycle, the gas temperature will also be at a 
cyclical maximum. Given the constant wall temperature (320K in both Figure 6-21 and 
Figure 6-22), the gas to wall temperature difference at this point in the cycle will be 
lowest. This leads to a decrease in heat flux at this point in the cycle compared to the 
(negative) time-mean heat flux. Having removed the mean value from the data in this 
analysis, the large maxima shown in Figure 6-21 and Figure 6-22 is therefore positive. 
Thus, an increase in the pressure amplitude will increase the temperature amplitude 
and so the heat flux amplitude. 
Between the three plots (Figure 6-20, Figure 6-21 and Figure 6-22), the relative 
phase difference between the maxima of pressure and heat flux alters. The heat flux 
leads the pressure maxima in Figure 6-20, is coincident with the pressure maxima in 
Figure 6-21 and then trails the pressure maxima in Figure 6-22. This indicates that 
either the relative phase changes dependent on the pressure amplitude or that the 
time-variation of the heat flux makes an accurate definition of the relative phase of the 
data troublesome. It is likely that whilst the phase may change subtly at different 
pressure amplitudes, the small phase changes discussed here are likely to be due to 
the differences in time-variation of the heat flux data. This makes discussion of the 
phase between maxima difficult since picking a maximum within Figure 6-22 leads to 
the possibility of some error due to the wide, flat positive region between a cycle time 
of 1 and 1.3. Thus, it can be concluded that any phase difference noted in Figure 6-20, 
Figure 6-21 and Figure 6-22 are likely to be due to the cyclic time-variation of the heat 
flux rather than a definite change in phase. 
Time-Variation of Unsteady Heat Flux with Pressure Amplitude 
The previous section has shown a similar time-variation of the unsteady heat 
flux signal at a variety of pressure amplitudes. This section will detail the changes in 
this time-variation more closely. 
Generally, the periodic variation in the unsteady heat flux follows that of the 
pressure amplitude with an initial region of large positive heat flux during the 
beginning quarter of the cycle. This then decreases to a region of maximum negative 
 112 
 
heat flux at a cycle time of approximately 0.75 after which time it increases again to 
begin the next cycle. Despite this basic time-variation remaining similar at each 
pressure condition, there are definite differences between the time-variation of the 
unsteady heat flux in each case.  
Figure 6-20 (flow condition 𝑃1
′ = 0.1,𝑉𝑚 = 3.4, 𝐿5) shows an increase over the 
first part of the cycle with a defined maximum value at a cycle time of 0.22, this then 
drops slightly until a cycle time of 0.38 whereupon the level of unsteady heat flux 
drops quickly to a minima at a cycle time of 0.75. Following this minimum value, the 
level of heat flux increases slowly with a small dip at a cycle time of 0.88 before a sharp 
increase in heat flux occurs until a cycle time of 0.95. From this point onwards, the 
heat flux increases slowly towards the maxima. Comparing this to the data taken at a 
condition of 𝑃1
′ = 0.08,𝑉𝑚 = 3.4, 𝐿5 (Figure 6-21) shows a more defined maximum 
and minimum value at cycle times of 0.3 and 0.75 respectively than shown in the 
higher amplitude data. More prominent in this data is a point of inflection noted at a 
cycle time of 1 within the data. This feature is of the same magnitude as the similar 
feature at a cycle time of 0.95 within Figure 6-20. Given the change in pressure 
amplitude and indeed the maximum value of heat flux between these two points, this 
would indicate a portion of the cycle that is largely invariant with the pressure 
amplitude. Kearney (53) showed the presence of a similar feature at times of near-wall 
flow reversal. This showed a momentary increase in the heat flux when the velocity in 
the near wall region passed from positive to negative. Given that in a resonant pipe, 
the velocity oscillation lags the pressure oscillation by a quarter of the cycle, the region 
of negative unsteady velocity occurs between a cycle time of 0.75 and 1.25. Addition of 
a mean velocity to this oscillation increases the magnitude of the velocity and so 
reduces the amount of the cycle where the velocity is less than zero. Since in both of 
these flows a flow reversal occurs at this location in the pipe, it seems that this is a 
likely reason for the increase in heat flux at this location.  
Whilst this feature is not present in the 𝑃1
′ = 0.05 data shown in Figure 6-22, 
the overall region of high positive magnitude heat flux extends for a quarter of the 
cycle (cycle time 0-0.25). Given the much lower magnitude of heat flux at this 
condition, it is conceivable that these two peaks have combined into one single 
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feature. Indeed, 𝑉′ 𝑉𝑚 
= 2.3 for this flow condition and so it follows that this element of 
the time-variation of the unsteady heat flux does not differ from that at higher 
pressure amplitudes. 
Variation of Unsteady Heat Flux with Wall Temperature & Mean Velocity 
Whilst the previous section has shown that the periodic variation and 
magnitude of the unsteady heat flux alters with pressure amplitude, this section will 
detail the change to this signal with wall temperature and mean velocity. A plot 
showing the change in unsteady heat flux over a fifty degree increase in wall 
temperature is shown in Figure 6-23. This shows an invariance with temperature over 
much of a cycle for the heat flux at a given pressure amplitude and velocity condition. 
Therefore, the magnitude of the unsteady heat flux is governed by the pressure 
amplitude at a given location as discussed in the previous section. Note that this only 
considers the unsteady variation in the heat flux; the mean heat flux has been 
previously shown to increase with increasing wall temperature (section 6.2.1). The 
feature noted in the previous section at a cycle time between approximately 0.8-1 is 
present at each temperature with varying magnitude. Indeed, this is the only region in 
the cycle where any major deviation from the structure previously shown in Figure 
6-20 is seen. This region of the data increases in size with an increase in wall 
temperature. If this increase is caused by a similar boundary layer disturbance as noted 
by Kearney (53), it follows that the impact of the heat transfer through the boundary 
layer at time of flow reversal would alter in magnitude dependent on the wall 
temperature. This would occur since it would momentarily decrease the temperature 
difference between gas and wall and so raise the unsteady heat flux proportionately 
above the mean (negative) value. 
A similar trend is shown at a higher mean velocity (10m/s) flow as shown in 
Figure 6-24. Both figures show data at L5 and 𝑃1
′ = 0.1. Figure 6-24 shows a similar 
time-variation of the unsteady heat flux to those discussed within the previous section 
with little alteration due to the change in wall temperature aside from a small variation 
at a cycle time between 0.2-0.3 and at a cycle time between 0.8-1. The first of these is 
due in part to a slight variation of pressure amplitude between these test points 
emphasising that the magnitude of this region is dependent on the pressure 
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amplitude. The second region of deviation shown in Figure 6-24, between a cycle time 
of 0.8 and 1, is similar to that shown in Figure 6-20 and Figure 6-23. This shows a 
departure from the ‘sinusoidal’ time-variation of the unsteady pressure. Compared to 
the cyclic variation shown in Figure 6-23, the variation is different in that it is the 
inverse, a negative peak rather than a positive peak. The region still shows an increase 
with change in wall temperature. The different shape of this feature may be caused by 
the different mean velocities but given that the size of the deviation is similar, 
approximately 150 W/m2, this is unlikely. If this were to be the case, it would be 
expected that the change would be in magnitude rather than a subtle change to the 
structure of the cycle. The work of Kearney (53) showed this variation whereby the 
point of flow reversing from positive to negative in the near-wall region caused a 
dramatic increase in the temperature of the boundary layer fluid. This resulted in a 
large spike in the unsteady heat flux similar to that shown in this data. No mention was 
made of whether this spike varied in magnitude with wall to mean flow temperature 
difference as is shown here. However, it does follow that if the gas to wall temperature 
difference decreases due to the passing of fluid from the heated wall to the bulk flow. 
This would then increase the size of the perturbation in the unsteady heat flux signal 
since this is proportional to the difference between the fluid and wall temperatures. 
Time-Variation of Unsteady Heat Flux with Axial Location 
Having considered the variation in a number of parameters (V’, P’ and T), we 
must now consider the variation in axial location along the pipe. This will be conducted 
at a single mean velocity, pressure amplitude and temperature. To assist in this 
comparison, the amplitudes of the pressure and velocity oscillations have been 
calculated at each of the test locations using the standing wave equation. 
Figure 6-25 shows the change in unsteady heat flux over the length of the pipe 
for a condition of 𝑃1
′ = 0.1,𝑉𝑚 = 3.4 and a fifty degree range of wall temperatures. It 
must be noted at this juncture that the sub-figure at the L5 condition is the same as 
shown in Figure 6-23 but has been reproduced here for clarity of discussion. From this, 
it is clear to see that over the length of the pipe, the magnitude of the unsteady heat 
flux decreases over the length of the pipe from a level of 1,000 W/m2 at the L3 location 
to a level of 375 W/m2 at the L6 location near the open end of the pipe. This is 
 115 
 
understandable since we have previously shown that the magnitude of the heat flux 
signal at a given location is dependent on the magnitude of 𝑃1
′ . This may now be 
altered to say that the amplitude of 𝑃’ at the relevant axial location within the pipe 
governs the magnitude of the unsteady heat flux. If we consider the magnitude of the 
non-dimensional pressure and velocity amplitudes (used in the previous section) at 
each location in Figure 6-25, a trend is easily visible as to the amplitude of the 
unsteady heat flux, 𝑞 ′. This is shown in Table 6-1 below: 
Location 𝑃′
𝑃𝑎𝑡𝑚
  𝑉′ 𝑉𝑚
  𝑞 ′ 
L3 0.093 2.11 1000 
L5 0.077 5.10 900 
L5.5 0.051 7.51 650 
L6 0.031 7.63 375 
Table 6-1: Relative magnitudes of pressure and velocity at various pipe locations for 𝑷𝟏
′ = 𝟎.𝟏,𝑽𝒎 = 𝟑.𝟒 
From Table 6-1, it is clear that the magnitude of 𝑞 ′ is approximately 
proportional to 𝑃′ 𝑃𝑎𝑡𝑚 
 within the CFAR. Since the magnitude of 𝑞 ′ is invariant with 
either wall temperature or mean velocity, it can be concluded that the amplitude of 𝑞 ′ 
is directly proportional to the pressure amplitude. Note that this does not cover some 
of the perturbations to the cycle as noted in the previous sections. Table 6-1 shows 
that for a given reference pressure amplitude, in this case 0.1 bar, the magnitude of 𝑞 ′ 
at any location in the tube may be approximately predicted from the magnitude of the 
standing wave. Thus, it may be concluded that the increase in pressure at the 
beginning of an oscillation causes a corresponding increase in the temperature 
throughout the pipe. This in turn decreases the gas-to-wall temperature difference and 
so increases the instantaneous heat flux above the (negative) mean value. 
Time-Variation of Unsteady Heat Flux at Different Axial Locations 
Whilst the magnitude of the unsteady heat flux has been shown to alter over 
the length of the CFAR, the time-variation of the heat flux shown in Figure 6-25 also 
differs along the length of the pipe. In the L3 location, the data is largely sinusoidal 
with little variation at any point in the cycle with temperature. This features a clearly 
defined peak at a cycle time of 0.25 and a trough at a cycle time of 0.75. A small 
feature may be noted at a cycle time of 1 which appears to be a smaller version of the 
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feature previously shown in Figure 6-23. Passing further down the length of the pipe to 
the L5 location, a lower overall magnitude of heat flux is again noted. Furthermore, a 
secondary increase in the magnitude of the heat flux is also shown at a cycle time 
between 0.8 and 1. Since this location has been discussed in the previous section, no 
further specifics will be discussed here. At the L5.5 location, the most striking feature 
of the data is the fact that the overall structure is much more triangular than has been 
noted at the L3 and L5 locations. Thus, the heat flux rises linearly at the start of the 
cycle to a peak at a cycle time of 0.25 before dropping almost linearly to a minimum 
value at a cycle time of 0.7. Following this, a sharp rise to a level of 200 W/m2 occurs at 
a cycle time of 0.9 and then by a corresponding decrease to a level of -200 W/m20.05 
of a cycle later. The signal then returns to a zero value at the beginning of the cycle. 
The region between a cycle time of 0.8 and 1 again shows a feature similar to that 
shown at the L5 location. Again, this alters dependent on the magnitude of the wall 
temperature whereas the rest of the cycle is invariant with temperature. Finally, at 
location L6, a similar time-variation to that found at L5.5 is shown again with a 
temperature dependent feature at a cycle time between 0.8 and 1. The magnitude of 
this feature is approximately 100 W/m2, half the size of the similar feature at L5.5.  
Whilst the pressure amplitude has previously been shown to be the prime 
driver in the magnitude of the unsteady heat flux, there is nothing within its variation 
over the length of a cycle that would give rise to the heat flux structure between a 
cycle time of 0.8 and 1. Thus, another parameter must be subtly altering this structure. 
Again, the work of Kearney (53) has shown a sharp increase in boundary layer 
temperature at the point of flow reversal in a channel flow. As stated in the previous 
section, this would have the effect of increasing the heat flux for a small region of the 
cycle similar to that shown here. The relative change in size of the feature over the 
pipe length leads to the suggestion that effect this reversal has on the heat flux is 
dependent on another parameter such as mean velocity or oscillating frequency. 
Comparing the data from Figure 6-25 with that from Figure 6-26 which features 
the same plots at a higher mean velocity of 5m/s shows a similar time-variation at both 
the L3 and L5 locations. For each location, the magnitude of the heat flux is similar to 
that at a lower flow rate due to the similar pressure amplitude within this data. Little 
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variation is noted with the change in temperature at these locations apart from around 
the minimum value at the L5 location and within the L6 location. At the L5, L5.5 and L6 
locations a large feature is noted again between a cycle time of 0.8 and 1. At this flow 
condition, these features appear larger with magnitudes of 300 W/m2 at L5.5 
compared to 200 W/m2 at L6.  
It is fair to conclude from this that the increased mean velocity may contribute 
to the size of these features. Conversely, the larger size of these features may occur 
due to comparatively lower values of 𝑉′ 𝑉𝑚 
 within the pipe. This would therefore infer 
that the size of the flow reversal and therefore the proportion of the cycle spent with 
the flow reversed would be an indicator to the size of this feature. However, without 
the availability of free-stream velocity or boundary layer temperature measurements 
within this current set of experimental work, the precise cause cannot be known for 
these features. The increased resolution in this area found in the computational work 
may reveal the cause of this feature within a resonant pipe flow. This discussion can be 
found within Chapter 9.  
Effect of Frequency on the Time-Variation of Heat Flux 
 This section will discuss the variation in the cyclic variation of heat flux with an 
increase in the resonant frequency of the CFAR. The methods for achieving this change 
in frequency have been discussed within section 6.2.1. It is noted that within this 
section, the measurement locations remain consistent with those noted in Table 4-1. 
However, these locations are now proportionately further along the pipe due to the 
shortening of the pipe required to alter the resonant frequency. Thus, each location 
will experience lower pressure amplitude for a given value of 𝑃1
′  than shown within the 
low resonant frequency tests.  
Figure 6-27 shows the ensemble averaged variation in unsteady heat flux over 
the length of an oscillation at the L5 location at the higher resonant frequency 
and 𝑃1
′ = 0.1,𝑉𝑚 = 3.4. This figure shows a similar time-variation in the heat flux to 
that shown in Figure 6-20 with a maximum in heat flux occurring at a cycle time of 0.3 
followed by a minimum at a cycle time of 0.8. An inflection is shown within the cycle at 
a cycle time of 1.1. It is noted that 𝑉′ 𝑉𝑚 
 is 4.1 at this condition. Whilst this feature is 
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not shown within Figure 6-20, the relative location of the two datasets compared to 
the pipe lengths is different. L5 at a resonant frequency of 151 Hz is located at a point 
67% of the pipe length from the piston. For the lower resonant frequency, this same 
gauge location is located at 40% of the pipe length. Thus, the data shown in Figure 
6-27 is closer to the L5.5 location (65% of pipe length) in the low resonant frequency 
case as shown in Figure 6-25. This indeed shows the same feature albeit at a cycle time 
of 0.9 at the L5.5 location. Thus, from this evaluation, the variation of the unsteady 
heat flux is dependent on the relative location from the piston regardless of the 
resonant frequency.  
The similarity of the variation in unsteady heat flux is shown within Figure 6-28. 
This shows similar data to that shown within Figure 6-27 but at the L3 location. This 
location lies between the relative positions of the L3 and L5 locations at the lower 
resonant frequency. Thus, using the data from these two locations shown in Figure 
6-25 (at 𝑓𝑟𝑒𝑠 = 87 𝐻𝑧) as a comparison, it is clear that the variation in unsteady heat 
flux shown in Figure 6-28 is similar to that shown within the unsteady heat flux at the 
L3 location in Figure 6-25. Thus, the time-variation of the unsteady heat flux is 
dependent on the relative location of the measurement location from the piston for a 
known resonant frequency. 
The magnitude of the data at the L5 location at 𝑓𝑟𝑒𝑠 = 151 𝐻𝑧 (Figure 6-27) is 
200W/m2 greater than shown at the L5.5 location within Figure 6-25. This suggests 
that whilst the cyclic variation of the data is similar between the two frequencies, the 
magnitude of the data is increased. This is supported by the data shown in Figure 6-28 
which is of greater magnitude than shown within either the L3 or L5 plots within Figure 
6-25. Thus, it follows that at the higher resonant frequency, the magnitude of the 
unsteady heat flux increases. This suggests that the near-wall temperature field still 
varies dependent on the pressure variation within the pipe and so largely causes the 
cyclic alteration in unsteady heat flux as discussed for the data at a resonant frequency 
of 87 Hz earlier in this chapter.  
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6.3 Cold Flow Analogy Rig Conclusions 
The cold flow analogy rig was designed to provide a similar resonant pulsating 
pipe flow to that in a pulse combustor tailpipe. To this end, it features an oscillator at 
the beginning of the pipe in order to provide a resonant, oscillating flow. In addition to 
this, a mean mass flow is also passed down the length of the pipe. This allows 
comparison of the heat flux and heat transfer coefficient at similar values of 𝑉′ 𝑉𝑚 
 and 
𝑃′
𝑃𝑎𝑚𝑏
  between the CFAR and pulse combustor tailpipe.  
The CFAR demonstrated the ability to produce the correct wave behaviour 
expected within a resonant pulsing pipe flow and showed comparable variation of 
velocity and pressure amplitude over the length of the device. A moveable heat 
transfer measuring block consisting of a series of thin-film gauges was used at various 
locations along the length of the pipe. A range of mean velocities, pressure amplitudes 
and a change in frequency were each systematically tested in order to evaluate each 
parameters effect on the heat transfer coefficient of the flow within the pipe. 
6.3.1 Time-Mean Heat Transfer Conclusions 
An increase in the heat transfer coefficient of the pulsating flow was observed 
over that in a corresponding non-pulsating flow in regions where the velocity 
amplitude exceeds the mean velocity in the pipe (𝑉′ 𝑉𝑚 
> 1). The pressure amplitude 
was found to have no influence over this enhancement in the mean velocity within the 
pipe aside from being the mechanism as to provide large velocity amplitudes. The level 
of enhancement in heat transfer coefficient was found to be one for regions within the 
pipe where 𝑉′ 𝑉𝑚 
< 1. This then increased linearly for values of 𝑉′ 𝑉𝑚 
 that exceed one. 
Compared to the quasi-steady assumption utilised by Hanby (35), the level of 
enhancement within the CFAR is lower. This is thought to be due in part to the 
different test regimes used for the two sets of experiments (Hanby performed his 
experiments on a pulse combustor) and partly due to the limits of quasi-steady 
behaviour within a pulsating pipe flow. The flow within the CFAR exceeded the quasi-
steady limits proposed by Baird (52) and Carr (57). Thus, it seems that the flow in the 
CFAR is either not quasi-steady throughout or ceases to be quasi-steady at values 
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of 𝑉′ 𝑉𝑚 
> 4.5. However, the level of departure from quasi-steady theory (at least at low 
values of 𝑉′ 𝑉𝑚 
) shows that the behaviour of the boundary layer is still similar to that in 
a quasi-steady flow. A change in resonant frequency in the pipe showed further 
reduction in the level of enhancement in heat transfer coefficient. This suggests a 
frequency dependence on the level of enhancement not predicted by the quasi-steady 
equation. Furthermore, the reduction suggests that the flow within the CFAR at the 
higher frequency is certainly not quasi-steady. 
6.3.2 Time-Resolved Heat Transfer Conclusions 
The magnitude of the time-resolved heat flux has been found to be dependent 
on the pressure amplitude at the location under evaluation. Thus, this decreases over 
the length of the pipe in parallel with the reduction in the pressure amplitude. It 
therefore follows that the magnitude of the unsteady heat flux will also be zero at the 
pipe exit. Furthermore, for a given location, the magnitude of the unsteady heat flux 
will vary dependent on the maximum pressure amplitude within the pipe. 
The unsteady heat flux varies for much of the cycle in a similar manner to that 
of the sinusoidal pressure variation. This features a large positive peak at a cycle time 
of 0.25 which in turn decreases to the mean value at a cycle time of 0.5. This occurs at 
the same cycle time as the corresponding peak within the pressure variation. The 
unsteady heat flux then decreases to a minimum value at a cycle time of 0.75 in 
parallel with the pressure variation. After this, the unsteady heat flux increases to the 
mean value at the end of the cycle.  
The main variation in this simple structure occurs when 𝑉′ 𝑉𝑚 
> 1 within the 
pipe. When this occurs, an increase in the unsteady heat flux is noted at a cycle time 
between approximately 0.8 and 1. This is thought to arise due to the reversal in the 
near-wall velocity prior to that within the bulk flow. Indeed, at times of flow reversal 
within a pipe, Kearney (53) showed an instantaneous thickening of the boundary layer. 
This was thought to be caused by a vertical movement of fluid from the near-wall 
region into the bulk flow. This then causes an increase to the heat flux (above the 
negative mean value) within the solution by increasing the temperature of the free-
stream flow and so decreasing the gas-to-wall temperature difference.  
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Figures 
 
Figure 6-1: Pressure amplitude at three axial locations, 𝑷𝟏
′ = 𝟎. 𝟏 
 
 
Figure 6-2: Pressure amplitude at three axial locations, 𝑷𝟏
′ = 𝟎. 𝟎𝟖 
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Figure 6-3: Comparison of experimental and predicted pressure amplitudes, 𝑷𝟏
′ = 𝟎.𝟏𝟏 
 
 
Figure 6-4: Unprocessed pressure (blue) and pipe exit velocity (green) oscillations, 𝑷𝟏
′ = 𝟎.𝟎𝟕,𝑽𝒎 = 𝟐 
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Figure 6-5: Comparison of predicted (blue line) and experimental (red cross) velocity amplitude measurements, 
𝑷𝟏
′ = 𝟎.𝟎𝟕,𝑽𝒎 = 𝟐 
 
 
Figure 6-6: Change in heat flux with surface temperature for four gauges on the IHTS, 𝑷𝟏
′ = 𝟎.𝟎𝟓,𝑽𝒎 = 𝟑.𝟒, L5.5 
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Figure 6-7: Change in heat flux with surface temperature for three gauges on the IHTS, 𝑷𝟏
′ = 𝟎.𝟏,𝑽𝒎 = 𝟑.𝟒, L5.5 
 
 
Figure 6-8: Change in heat flux with surface temperature for four closely sited gauges, 𝑷𝟏
′ = 𝟎.𝟏,𝑽𝒎 = 𝟏𝟎, L5.5 
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Figure 6-9: Variation of heat transfer coefficient with mean velocity within the resonant pipe, 𝑷𝟏
′ = 𝟎 
 
 
Figure 6-10: Variation of 𝒉𝒆with axial location, 𝑷𝟏
′ = 𝟎.𝟏,𝑽𝒎 = 𝟑 
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Figure 6-11: Variation of 𝒉𝒆with axial location for 𝑷𝟏
′ = 𝟎.𝟎𝟓 − 𝟎.𝟏,𝑽𝒎 = 𝟑.𝟒 
 
 
Figure 6-12: Variation of 𝒉𝒆with axial length for 𝑷𝟏
′ = 𝟎.𝟎𝟓 − 𝟎.𝟏,𝑽𝒎 = 𝟏𝟏 
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Figure 6-13: Variation in 𝒉𝒆with mean velocity, 𝑷𝟏
′ = 𝟎.𝟏,𝑽𝒎 = 𝟐 − 𝟏𝟎 
 
 
Figure 6-14: Variation in 𝒉𝒆 with mean velocity, 𝑷𝟏
′ = 𝟎.𝟎𝟓,𝑽𝒎 = 𝟐 − 𝟏𝟎 
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Figure 6-15: Variation of 𝒉𝒆with 
𝑷′
𝑷𝒂𝒕𝒎
  at all axial locations 
 
 
Figure 6-16: Variation of 𝒉𝒆 with 
𝑽′
𝑽𝒎𝒆𝒂𝒏
  at all axial locations 
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Figure 6-17: Comparison of experimental results with quasi-steady correlation 
 
 
Figure 6-18: Comparison of experimental results at two frequencies with quasi-steady correlation 
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Figure 6-19: Unprocessed variation of heat flux with time on one gauge, 𝑷𝟏
′ = 𝟎.𝟏,𝑽𝒎 = 𝟑 
 
 
Figure 6-20: Ensemble averaged unsteady heat flux and pressure, 𝑷𝟏
′ = 𝟎.𝟏,𝑽𝒎 = 𝟑,𝑳𝟓 
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Figure 6-21: Ensemble averaged unsteady heat flux and pressure, 𝑷𝟏
′ = 𝟎.𝟎𝟖,𝑽𝒎 = 𝟑,𝑳𝟓 
 
 
Figure 6-22: Ensemble averaged unsteady heat flux and pressure, 𝑷𝟏
′ = 𝟎.𝟎𝟓,𝑽𝒎 = 𝟑,𝑳𝟓 
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Colour 𝑇𝑤 − 𝑇𝑔  
Blue 0 
Green 20 
Red 30 
Cyan 40 
Magenta 50 
Table 6-2: Table showing the legend for figures Figure 6-23 to Figure 6-28 
 
Figure 6-23: Variation in unsteady heat flux over a 50° range in gas to wall temperature differences, 𝑷𝟏
′ =
𝟎.𝟏,𝑽𝒎 = 𝟑,𝑳𝟓 
 
Figure 6-24: Variation in unsteady heat flux over a 50° range of gas to wall temperature differences, 𝑷𝟏
′ =
𝟎.𝟏,𝑽𝒎 = 𝟏𝟎,𝑳𝟓 
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Figure 6-25: Variation in unsteady heat flux with distance along the pipe, 𝑷𝟏
′ = 𝟎.𝟏,𝑽𝒎 = 𝟑.𝟒 
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Figure 6-26: Variation in unsteady heat flux at different axial locations within the pipe, 𝑷𝟏
′ = 𝟎.𝟏,𝑽𝒎 = 𝟓 
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Figure 6-27: Time-variation of heat flux at L5 at a resonant frequency of 151Hz, 𝑷𝟏
′ = 𝟎.𝟏,𝑽𝒎 = 𝟑 
 
 
Figure 6-28: Time-variation of heat flux at L3 at a resonant frequency of 151Hz, 𝑷𝟏
′ = 𝟎.𝟏,𝑽𝒎 = 𝟑 
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Chapter 7 Pulse Combustor Data Analysis 
This section will detail the results and conclusions obtained from pulse 
combustor testing. For clarity, the section will first discuss the acquired pressure data 
and then relate this to the heat transfer data. As with the cold flow analogy rig data, 
the heat transfer data is split into separate sections for the time-mean and ensemble 
averaged, time-resolved components. The unsteady, random component has been 
removed by an ensemble averaging process. The data has been acquired at a series of 
locations to the rear of the combustion chamber over an axial distance of 200mm. A 
further location was utilised 410mm from the beginning of the tailpipe. This location 
features different conditions (lower temperature and pressure amplitude) than at the 
locations at the beginning of the tailpipe. The naming convention used throughout this 
chapter for the data acquisition locations can be found within section 4.6.1 and more 
specifically in Figure 4-11. To summarise this, each thin film gauge location is denoted 
by a G and then a number between 1 and 4. With G1 being the closest to the 
combustion chamber and G4 being the furthest away. The last location, further down 
the tailpipe as mentioned above is denoted TP.  
The main aim of this work was to examine the level of unsteady heat transfer 
over a range of conditions immediately to the rear of the combustion chamber. 
Conditions are varied by altering the rate at which fuel enters the pulse combustor. 
The main testing region to the rear of the combustion chamber is exposed to the 
highest pressure amplitudes within the device as well as the hottest temperatures due 
to the proximity of the combustion chamber. This leads to large heat fluxes within this 
region of the pulse combustor due to the large difference between the cooled wall 
temperature and the hot gas temperature. This therefore will be the main focus of 
effort into the cooling of the device. 
The testing process was greatly hindered by component failure. This was due 
partly to the high temperatures over the first 200mm of the pulse combustor tailpipe 
emanating from the combustion chamber. The main failure mode was the loss of 
electrical connection on the gauges themselves caused by the high temperatures 
within the combustor. Despite this, data was successfully acquired each test location 
within the tailpipe (G1-4) and also at the TP location further along the tailpipe. 
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7.1 Pressure Measurements 
Measurements of the unsteady pressure were acquired at five locations within 
the pulse combustor. One of these is located on the inlet pipe and is denoted by 𝑃𝑖𝑛𝑙𝑒𝑡
′  
with the four others at the same axial locations as four of the five thin film gauge 
locations. Thus, for most of heat flux measurement locations, a corresponding 
pressure measurement is available at the same axial location. This enables a direct 
comparison between the temporal variation of the two measurements to be made. 
The pressure variation at 𝑃𝑖𝑛𝑙𝑒𝑡
′  has been used as a reference data point throughout 
the whole of pulse combustor testing. This has been used to both characterise the 
pressure amplitude for a specific fuel mass flow rate and to provide a consistent 
measure of the beginning of the periodic cycle within the pulse combustor. The 
beginning of the cycle has been defined (as with the CFAR) as the point where the 
pressure amplitude passes from being negative to positive. Despite this pressure signal 
being in the inlet rather than the tail pipe, this is a suitable reference point since the 
standing waves in both the inlet and exhaust pipes are the same and in phase with 
each other. This occurs since during combustion, combustion products (as discussed in 
section 1.2.3) exit the combustion chamber in a valveless pulse combustor through 
both the inlet and tail pipes. Thus, both the inlet and tail pipes will experience the 
same increase in pressure arising from this at the same time.  
7.1.1 Pulse Combustor Operation Overview 
 The operating procedure for the pulse combustor has been previously 
explained in Section 3.1.3 but will be reprised here for reference. The pulse combustor 
is started by passing a small mean mass flow through the device. Fuel is then added to 
the combustion chamber and is then ignited using a spark igniter. Combustion occurs 
and produces pressure oscillations of increasing amplitude for a short time until 
maximum pressure amplitude is reached. At this point, the spark igniter is turned off 
and the combustor resonates at a resonant frequency of around 220Hz. Once in 
operation, the only control over the operating condition of the combustor is the fuel 
mass flow rate. An increase in this parameter produces a corresponding increase in the 
pressure amplitude as shown in Figure 7-1. This shows that an increase in fuel flow 
rate causes a corresponding increase in the magnitude of 𝑃𝑖𝑛𝑙𝑒𝑡
′ . The maximum 
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pressure amplitude recorded at this location was 0.16 bar. This indicates that a given 
fuel mass flow rate produces a corresponding magnitude of energy release which 
generates a pressure rise within the combustion chamber. Thus, an increase in fuel 
mass flow rate will give an increase in pressure amplitude within the combustion 
chamber. A greater amount of fuel mass flow rate may be passed into the combustion 
chamber than is shown in Figure 7-1. However, this did not increase the pressure 
amplitude. This indicates that there is an upper limit to the pressure amplitude within 
the pulse combustor. This is supported by the work of Offord (78) who also showed 
this upper limit to the pressure amplitude within the device. This suggested that the 
flame was unable to consume all the supplied fuel at this rate due to the strong 
fluctuating velocity field present within the combustion chamber of the device. 
7.1.2 Unsteady Pressure Data Analysis 
This section will examine the structure of the cyclic fluctuations in the pressure 
field at each of the measurement locations within the pulse combustor. The previous 
section has briefly examined the increase in pressure amplitude that occurs with an 
increase in fuel mass flow rate. However, no consideration has yet been given to the 
cyclic variation of these fluctuations. The time variation of the data at 𝑃𝑖𝑛𝑙𝑒𝑡
′  will first be 
examined and then used as a reference for the other locations.  
Time Variation of Pressure at 𝑷𝒊𝒏𝒍𝒆𝒕
′  
The shape of the oscillation shown in Figure 7-1 shows that at all fuel mass flow 
rates, an initial increase in pressure occurs at the beginning of the cycle. This increase 
produces a defined peak at a cycle time of between 0.2 and 0.25. Following the 
positive peak, the pressure amplitude decreases and passes through zero at a cycle 
time of approximately 0.4. Some variation is evident in the location of the zero 
crossing dependent on the fuel mass flow rate. The most negative part of the cycle 
may be found at a cycle time of 0.7. It is noted that this negative portion of the 
periodic structure is smaller in amplitude than the positive portion whilst taking up a 
greater proportion of the complete cycle. Almost 60% of the cycle has a negative 
pressure amplitude but at a much reduced amplitude (-0.08 bar at a fuel mass flow 
rate of 1.68g/s) compared to the positive section of the cycle (0.16 bar at the same fuel 
mass flow rate). The variation in the relative lengths of the positive and negative parts 
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of the cycle is due to the slight change in resonant frequency of the device at different 
fuel mass flow rates. This variation of approximately a twentieth of a cycle has 
previously been noted by Offord (78). Furthermore, the relatively short length of the 
positive section of the cycle (cycle time 0-0.4) shows that the increase in pressure due 
to combustion occurs quickly relative to the length of the cycle and then drops quickly. 
The recovery of the pressure amplitude to zero then occurs more slowly over the 
second part of the cycle. This infers that the combustion process itself and the release 
of energy that this entails occurs over a short space of time. This is similar to the 
findings of Mason (29) as he demonstrated that the period of heat release within the 
combustion chamber occurred over a similar length of the cycle. 
The above discussion of the time variation of  𝑃𝑖𝑛𝑙𝑒𝑡
′  is similar to that previously 
shown within the CFAR despite the difference in pressure amplitudes attainable in 
both cases. The time variation of pressure does deviate from that shown within the 
CFAR at a cycle time of 0.8. At this location, there is a small increase in the magnitude 
of the pressure. This variation may be explained by the influx of colder gas from 
outside of the pulse combustor. This would not occur within the CFAR since the 
addition of gas to the CFAR occurs at the same temperature as the gas.  
Comparison of Pressure Variation with Time at G1-3 with 𝑷𝒊𝒏𝒍𝒆𝒕
′  
This section will compare the time variation of the pressure at 𝑃𝑖𝑛𝑙𝑒𝑡
′  analysed in 
the previous section with those at G1-G3. These locations are all in the first 200mm of 
the tailpipe as shown in Figure 4-11. Each of these figures uses 𝑃𝑖𝑛𝑙𝑒𝑡
′  to provide a 
common reference for the positive zero crossing of the pressure as discussed earlier in 
this chapter. 
The time variation of the unsteady pressure at the G1, G2 and G3 locations 
follow a similar pattern to that at 𝑃𝑖𝑛𝑙𝑒𝑡
′  (previously shown in Figure 7-1). This variation 
is shown in Figure 7-2, Figure 7-3 and Figure 7-4 for location G1, G2 and G3 
respectively. From these figures, it is noticeable that the positive section of the 
pressure fluctuations is largely similar to that at 𝑃𝑖𝑛𝑙𝑒𝑡
′ . However, there is a large 
deviation between each of the locations throughout the negative portion of the cycle. 
Within the cyclical variation in pressure at each location, there is a defined pressure 
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maximum at a cycle time of 0.25 which then decreases to a minimum value at a cycle 
time of approximately 0.6. The magnitude of these peaks varies with fuel mass flow 
rate in the same manner as that at 𝑃𝑖𝑛𝑙𝑒𝑡
′ . Furthermore, in each case, the positive 
portion of the cycle lasts for less of the cycle (40%) than the negative portion. This 
suggests that this section of the time variation of pressure is constant for a given fuel 
mass flow rate at any given location. It is worth noting that each of these locations is 
within 200mm of the combustion chamber and so the variation expected in this region 
would be small since the change in prevailing conditions will be small over this 
distance. Overall, this variation in unsteady pressure is similar to that recorded by 
Mason (29) at the G1 and G2 locations. From this discussion, the positive section of the 
cyclical pressure variation responds in a similar manner to that within the CFAR albeit 
over a shorter fraction of the cycle. This difference occurs because the change in 
instantaneous pressure caused by combustion within the pulse combustor occurs over 
a shorter time relative to one oscillation than the sinusoidal operation of the CFAR. 
The cyclic variation in pressure at 𝑃𝐺2
′  differs from that in the inlet pipe due to 
an increase in the pressure in the negative part of the cycle at a cycle time of 0.75. At 
this time in the cycle, the instantaneous pressure at this location is constant for all fuel 
mass flow rates. At this time in the cycle, air will be starting to re-enter the combustion 
chamber prior to the next combustion cycle. Therefore, this increase may be caused by 
this reversal of air direction within the tailpipe. Figure 7-4 (location G3) shows a similar 
variation in unsteady pressure to that at G2 with positive maxima at a cycle time of 
0.2, minima at 0.55 followed by a definite increase in pressure at a cycle time of 0.7 as 
previously mentioned. This increase is more prevalent at 𝑃𝐺2
′  and may occur due to the 
smaller diameter of the tailpipe at the G2 location. Thus, whilst the influx of air to the 
combustion chamber must be the same at both locations, there is a small increase in 
pressure caused by the decreasing diameter of the tailpipe. No data is available from 
literature in this region of the combustor to verify this assertion. 
Figure 7-5 presents a comparison of the structure of the unsteady pressure at 
each location within the pulse combustor. This shows a decrease in the amplitude of 
the pressure oscillation with increasing axial distance down the length of the tailpipe. 
As has been mentioned in the previous discussion, this is expected due to the presence 
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of a standing wave within the device with a maximum value in the combustion 
chamber. This figure indeed confirms the presence of this and also shows little 
variation in the location of the maximum values of pressure within the device. Figure 
7-5 also highlights the large variation in the time variation of the unsteady pressure at 
a cycle time of 0.7. This has been discussed above. Comparing the time variation of the 
unsteady pressure shown in Figure 7-5 to that found within the CFAR (Figure 6-1), it is 
clear that the combustion dynamics of the pulse combustor produce a greater 
variation in the unsteady pressure. This is also affected by the changing diameter of 
the pulse combustor tailpipe and higher 𝑉′ 𝑉𝑚 
 for a given axial distance from the source 
of the pulsations. This is likely to be the cause of the variation in unsteady pressure at 
a cycle time of 0.7 within the pulse combustor tailpipe. 
Figure 7-5 also shows the variation in pressure at the TP location within the 
tailpipe. This shows a similar variation to that shown at 𝑃𝑖𝑛𝑙𝑒𝑡
′  within the cycle. 
However, a second maximum is also shown at a cycle time of approximately 0.9. This is 
quite different from the structure of the pressure field closer to the combustion 
chamber and arises due to the greater velocity amplitude and smaller pressure 
amplitude at this location. If indeed the feature at a cycle time of 0.7 at locations G2 
and G3 arise due to the presence of a re-ingestion of flow into the combustion 
chamber then it follows that a similar but much larger feature will be present further 
down the tailpipe where the flow reversal would be larger. 
7.2 Heat Transfer Data Analysis 
This section examines the data obtained from the heat transfer 
instrumentation located on the pulse combustor. As has been mentioned in the 
previous section, the only control over the operating condition of the combustor is by 
variation of the fuel mass flow rate. This makes variation of the backside conditions on 
the thin-film gauges in a similar manner to that achieved with the CFAR problematic. 
Part of the reason for this is also the much higher temperatures present within the 
pulse combustor. Thus, measuring the heat transfer coefficient via the variation of the 
temperature on the rear of the gauge is not possible. This problem did not affect the 
time-resolved, unsteady heat transfer data. Thus, the emphasis of the pulse combustor 
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testing has been to establish the magnitude of the mean and unsteady heat flux within 
the device to provide an analysis of the time-resolved variation of heat flux at a series 
of locations within the device. 
Data acquisition within the pulse combustor focussed upon measurement of 
the heat flux over a region between the end of the combustion chamber and the first 
200mm of the tailpipe. This region is similar to that in the same part of the CFAR 
featuring a high pressure amplitude and low velocity amplitude. However, due to the 
greater temperatures and velocities within the pulse combustors, the ratios 𝑉′ 𝑉𝑚 
 and 
𝑃′
𝑃𝑎𝑡𝑚
  will not be the identical to that in the CFAR for a given axial location. The 
variation in the pressure field over the length of the tailpipe has been shown above. 
However, whilst the resonant pulsations within the CFAR only produced large cyclic 
variation in the pressure, temperature and velocity over the length of the pipe, the 
pulse combustor adds a further variable, mean temperature variation. The combustion 
process results in a higher temperature within the device which reduces over the 
length of the tailpipe. Thus, the flow field within the pulse combustor is more complex 
than found within the CFAR and is an additional consideration as to the mechanism 
and magnitude of the time-varying heat flux within the device.  
7.2.1 Time Mean Heat Transfer Data 
This section will differ significantly from that for the CFAR (section 6.2.1) in that 
this section will discuss the mean level of heat flux measured on the device at a series 
of locations on the pulse combustor rather than discuss the heat transfer coefficient at 
a specific location. This gives knowledge of the alteration in the heat load at different 
axial locations along the combustor for a specific fuel mass flow rate and can be 
instructive in determining the level of cooling required for the device. 
Figure 7-6 shows the change in mean heat flux at different locations on the 
pulse combustor for a two distinct fuel mass flow rates. Also shown on this plot is the 
outline of the pulse combustor which has been included to provide a reference to the 
measurement locations. This shows that the mean heat flux remains approximately 
constant over the first 150mm of the tailpipe (between 0.3 and 0.4m) before 
decreasing substantially over the length of the tailpipe to an axial distance of 0.7m. 
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The level of heat flux recorded is similar in magnitude to that shown by Dec & Keller 
(30). They recorded a mean heat flux of 30,000W/m2 in a pulse combustor with an 
operating frequency of 80-100Hz, mean velocity of 20m/s and a bulk mean Reynolds 
Number of 3,750. The mean Reynolds Number at the beginning of the tailpipe in this 
case has been estimated to be approximately 2,500.  
The overall trend shown by Figure 7-6 is to be expected since the high level of 
heat flux near the hot combustion chamber will cool the flow substantially. This will 
reduce the temperature in the rest of the device. Therefore, the magnitude of the 
mean heat flux will correspondingly be much smaller with increasing axial distance 
from the combustion chamber. This is different to that occurring within the CFAR due 
to the drop in temperature over the length of the device. Mason (7) has estimated that 
this temperature drop is in the order of 900K. Thus, a drop in mean heat flux would be 
expected since the gas to wall temperature difference would be lower. This occurs 
despite an increase in heat transfer coefficient of the flow at the TP location as 
predicted by the quasi-steady theory due to the increasing velocity magnitude at this 
location. The quasi-steady correlation predicts an increase in heat transfer coefficient 
of 1.26 at the TP location compared to that at the start of the tailpipe. However, this 
increase is small compared to the estimated reduction in gas temperature of 300° over 
this distance. Thus, the decrease in heat flux shown is expected. 
 A decrease in the magnitude of the fuel mass flow rate is shown (Figure 7-6) to 
reduce the overall level of the mean heat flux. This is an expected consequence since a 
lower amount of fuel will produce a smaller amount of heat released from combustion. 
Thus, a lower gas temperature within the combustor will give (for a given wall 
temperature) a lower heat flux. Whilst Figure 7-6 does show a decrease in the overall 
level of heat flux for lower fuel mass flow rates, the change between the two fuel flows 
shown is small. As shown in the work of Offord (78), the two data points shown here 
encompass most of the applicable range of operation of the pulse combustor. If pulsed 
fuelling had been used rather than steady fuelling, this would be the limit of pulsed 
fuel flow for this device. Thus, in terms of cooling a pulse combustor, the mean heat 
flux may essentially be considered constant. This detail will be used in Chapter 10 
amongst further discussion of the cooling requirements of a pulse combustor. 
 144 
 
The use of the quasi-steady theory in the preceding section has highlighted a 
need to assess the relevance of this for a pulse combustor environment. The high 
pressure amplitudes within an operational pulse combustor mean that the pulse 
combustor operates outside the limits for a quasi-steady flow proposed by Carr (57). 
Indeed, Dec (27) demonstrated that the quasi-steady theory under-predicted the level 
of enhancement to the heat flux within a pulse combustor. However, Hanby (35) and 
Hargrave (44) have found the quasi-steady theory to be applicable to the pulse 
combustor. Since there is not a clear agreement on the applicability of quasi-steady 
theory for pulse combustors, it will be used as a guide to an expected level of 
enhancement within the pulse combustor since other research has showed at least 
this level of heat flux enhancement throughout.  
7.2.2 Time Resolved Heat Transfer Data 
The majority of the time resolved unsteady heat flux measurements discussed 
in this section were made over the first 200mm of the pulse combustor tailpipe section 
including some on the contraction to the rear of the combustion chamber (location 
G1). This region of the device experiences some of the harshest conditions within the 
pulse combustor due to the presence of hot combustion gasses periodically leaving the 
combustion chamber. This also results in high pressure amplitudes and mean 
velocities. Given the increased temperatures in this region and indeed the much 
greater magnitude of mean heat flux noted in the previous section, it is logical to 
expect the unsteady heat flux amplitude to be larger than in the CFAR. 
Before discussing the time variation of the unsteady heat flux, the degree by 
which the heat flux alters over the length of the thin-film gauge block must first be 
ascertained. As with the CFAR data (section 6.2), this allows knowledge of whether a 
small change in axial distance has a large effect on the heat flux shown on the gauge. It 
is unlikely that two gauges 2mm apart will experience radically different levels of heat 
flux. This is because the change in gas temperature, pressure and velocity will be small 
over this distance and also the gauge block temperature itself will be the same. Thus, it 
is important to ensure that the data produced by all gauges on a single block measure 
similar levels of heat flux.  
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Figure 7-7 shows the data from four individual gauges on a single thin-film 
gauge block. The axial spacing of these four gauges occupies 16mm of the combustion 
chamber wall at G1. From this figure it is shown that the small difference between the 
gauge locations makes little difference to the structure of the heat flux for the reasons 
explained above. From this it is clear that a single gauge may be classed as indicative of 
all gauges at that location for a given condition. Henceforth, a single gauge will be 
shown in subsequent figures. Furthermore, it is worth restating that 𝑃𝑖𝑛𝑙𝑒𝑡
′  was used as 
the reference pressure signal for all data analysis in this section. This signal has been 
utilised to provide a common location for the start of the cycle and so a consistent 
measurement of phase within the pulse combustor. 
Time Variation of Unsteady Heat Flux at G1 
 The time variation of the heat flux is shown for a single fuel mass flow rate 
(1.9g/s) in Figure 7-7. This shows that the variation of the unsteady heat flux is similar 
to that of the pressure. To that end, it features a region of high positive heat flux at a 
cycle time of 0.2 falling to a minimum value at a cycle time of 0.5. Between a cycle 
time of 0.5 and 1, the magnitude of the unsteady heat flux increases slowly back to the 
mean value. As with the analysis of the pressure signals noted in section 7.1, the heat 
flux is skewed so that the positive segment of the oscillation takes approximately 40% 
of the length of the cycle with second (negative) half of the cycle taking the other 60%.  
Figure 7-8 shows the same heat flux data but with the gauge specific pressure 
(𝑃𝐺1
′ ) rather than 𝑃𝑖𝑛𝑙𝑒𝑡
′ . This shows the maxima of heat flux in phase with the maxima 
of pressure and reiterates the small phase discrepancy between inlet and tailpipe 
pressure data noted previously. This maximum value is at a similar period relative to 
the pressure maximum as the large heat release noted by Mason (7). Thus, it follows 
that the increase in heat flux at this location within the periodic structure is directly 
driven by the sharp increase in temperature caused by the heat release from 
combustion and the increase in pressure that this produces within the device. This is 
similar to the method of increase in heat flux within the CFAR where the increase in 
pressure produces a corresponding increase in heat flux. 
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The negative portion of the cycle (between a cycle time of 0.4 and 1) is of lower 
relative magnitude than the corresponding region within the pressure cycle shown in 
Figure 7-8. Whilst a defined peak is noted in the pressure field within Figure 7-8 at a 
cycle time of 0.62, no peak is found within the heat flux data at a similar time; the 
minimum instead falling at a cycle time of approximately 0.5. This suggests that whilst 
the increase in pressure at the start of the cycle causes a corresponding increase in 
heat flux, the same cannot be stated for the negative portion of the cycle. Given the 
small velocity magnitude and high mean velocity within this region of the pulse 
combustor, little will to be occurring (such as flow reversal) at this location in device to 
cause this change. However, the work of Mason (29) and also Tang (79) showed the 
heat release within the combustion chamber is only strong for a small portion of the 
cycle. This explains the similar situation within the heat flux data whereby a single 
region of high heat flux is followed by a longer region of low heat flux. 
The amplitude of the unsteady heat flux shown at this location in Figure 7-8 is 
approximately two orders of magnitude greater than the unsteady component of heat 
flux within the CFAR. This is due to the much higher temperatures (1,800K compared 
to 300K) involved in the pulse combustor. The measured value of 2.5x105 is of 
comparable magnitude to that shown by Dec and Keller (42). Their data was recorded 
at similar conditions to those noted in section 7.2.1. Given that both combustors were 
cooled by ambient gasses, a large temperature difference will exist between the hot 
combustor gas temperature and the cooled wall. This difference of approximately 
1,500K will result in a large heat flux for even a moderate heat transfer coefficient. 
Time Variation in Unsteady Heat Flux with Fuel Mass Flow Rate at G1 
A reduction in fuel mass flow rate (and thus pressure amplitude) has the effect 
of reducing the magnitude of the unsteady heat flux as shown in Figure 7-9. The 
decrease in 𝑃𝑖𝑛𝑙𝑒𝑡
′  by 0.05 bar results in a reduction of 𝑞 ′ by 1x105 compared with 
Figure 7-7. The reduction in fuel mass flow rate reduces the amount of heat released 
from the combustion process. This results in a reduction in the pressure amplitude in 
the device since a lower pressure rise occurs from the combustion process. This in turn 
reduces the magnitude of the heat flux through a lower gas temperature and the 
unsteady heat flux in particular through a reduction in the unsteady change in 
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temperature caused by the pressure variation within the device. This method of 
variation in unsteady heat flux has also been demonstrated within the CFAR whereby a 
reduction in pressure amplitude causes a reduction in the amplitude of the 
temperature variation and so a reduction in the unsteady heat flux amplitude for a 
given wall temperature.  
The time variation of the unsteady heat flux changes little with an alteration of 
fuel mass flow rate (𝑚 𝑓𝑢𝑒𝑙) as shown in Figure 7-10. In general, the majority of the 
cycle is invariant with the change in fuel mass flow rate. The only section which is 
altered by this change is the maximum value of heat flux which occurs at a cycle time 
of 0.2. Figure 7-2 shows that a similar situation is shown within the pressure amplitude 
at this location with only the magnitude of the peaks at a cycle time of 0.25 and 0.6 
altering with the change in fuel mass flow rate. This again infers that the unsteady heat 
flux varies in a similar manner to the pressure to changes in fuel mass flow rate. The 
work of Tang (79) and Mason (29) does not discuss the change in fuel mass flow rate in 
the rate of heat release within the combustion chamber. Therefore it is difficult to 
discern whether the unsteady heat flux in this region precisely follows that of the 
combustor heat release.  
Time Variation of Unsteady Heat Flux at G2 
A plot of the unsteady component of heat flux at the G2 location is shown in 
Figure 7-11 with a comparison to that at the G1 location. These two gauge locations 
are situated either side of the beginning of the tailpipe within the pulse combustor as 
shown in Figure 4-11. This shows that there is little change in the unsteady heat flux 
between the two locations either in terms of cyclic structure or magnitude. Since the 
two gauges are situated either side of the contraction to the rear of the combustion 
chamber, this is largely to be expected since the flowfield on either side of this section 
will experience similar high amplitude pressure oscillations and mean velocities. Thus, 
the variation in temperature within the pipe due to the pressure oscillation will be 
similar resulting in a similar magnitude of heat flux. 
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The change in the pressure signals at the G1 and G2 locations has previously 
been shown for each gauge (Figure 7-2 and Figure 7-3). Again this shows the maximum 
value of heat flux and pressure to occur at the same cycle time, coincident with the 
largest point of heat released from the combustion chamber. However, little else 
within the time variation of the heat flux is similar to that within the pressure field. 
This leads to the conclusion that within these low 𝑉′ 𝑉𝑚 
 flows at the start of the 
tailpipe, the structure of the unsteady heat flux is driven mainly by the combustion 
chamber heat release rather than the oscillation in pressure (and so temperature) 
within the device. Mason (29) observed that at high fuel flow rates (such as those 
shown within Figure 7-11), some combustion occurred within the initial region of the 
tailpipe. Thus, it follows that at this location, the heat flux may be more similar to that 
within the combustion chamber rather than what would be expected within a resonant 
pipe. Thus, the period of heat release from the combustion process would still be the 
dominant driver to the variation of temperature and so heat flux within the device. 
Unfortunately, this is the only data available at this location and so further testing 
within this region would be required to measure this variation and so verify this. 
Time Variation of Unsteady Heat Flux at G3 
Figure 7-12 shows the ensemble averaged variation of unsteady heat flux over 
the duration of a cycle. From this it is clear that whilst the magnitude of the heat flux 
varies little from that at G1, the shape of the variation does alter between the two 
locations. The positive portion of the cycle is similar with a region of high heat flux at a 
cycle time of 0.25 in parallel with the positive peak in the pressure signal. At a cycle 
time of 0.6, a negative maximum occurs. Again, this is at the same location as the 
corresponding minima in the pressure cycle (shown in Figure 7-4). This shows that at 
this location, the cyclical variation in heat flux is driven by the variation of pressure 
within the tailpipe. This is different to that at the G1 and G2 locations where the 
negative maximum in the pressure and heat flux were not coincident.  
The pressure driven variation of the unsteady heat flux has also been noted 
within the CFAR data at all locations (see Chapter 6 for details). This showed additional 
complexities within the temporal variation arising from the ratio of the velocity 
amplitude to the mean velocity near the end of the cycle. Within Figure 7-12 a similar 
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feature is shown at a cycle time of 0.8. In this, the magnitude of the unsteady heat flux 
increases to a value of zero (i.e. the same as the time-mean value). At G3, the velocity 
ratio (𝑉′ 𝑉𝑚 
) is approximately 1 and so not high enough to cause the features shown 
within the CFAR. Additionally, a small increase is shown within the pressure cycle also 
at a cycle time of 0.8. This would cause a corresponding increase in the gas 
temperature at the same cycle time and so may be responsible for the increase in heat 
flux. At this point within the cycle, the velocity at this location will be close to zero. At 
this condition within pulsating flow, an increase in cycle temperature has been shown 
to occur by Kearney (53) for partially reversed flows (where only the near-wall flow 
reverses). For a condition where 𝑉′ 𝑉𝑚 
≈ 1 as at this location, this is likely to be the 
case. Further evidence may be found in the work of Dec & Keller who found that 
centreline temperature in a pulse combustor altered significantly at times of flow 
reversal within the tailpipe. This has previously been shown in Figure 2-7 and would 
again lead to a corresponding change in the unsteady heat flux at this location within 
the cycle if a constant wall temperature was assumed. 
Figure 7-13 shows the time variation in unsteady heat flux at pressure 
amplitude of 0.66 bar. Comparing this to Figure 7-12, it is clear that as with the data at 
the G1 location, a decrease in the magnitude of the fuel flow rate reduces the 
magnitude of the heat flux. However, the reduction in pressure amplitude has only 
altered the magnitude of the main peak within the unsteady heat flux at a cycle time 
of 0.3. The decrease in heat flux at a cycle time of 0.75 to approximately zero (the 
time-mean value) shown in Figure 7-12 also occurs in this figure. Since this is also the 
case within the pressure data at this location (Figure 7-4), this shows that the cyclic 
variation in heat flux at this location largely follows the change in pressure.  
Time Variation of Unsteady Heat Flux at G4 
 At the G4 location, 170mm along the tailpipe, there is a clear decrease in the 
magnitude of the unsteady heat flux as shown in Figure 7-14. The change in heat flux 
magnitude between this and Figure 7-12 (at the G3 location) is of the order of 
50,000W/m2 for the same flow rate. This is due to a corresponding depreciation of the 
pressure amplitude due to the standing wave set up in the device and the increased 
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axial distance from the beginning of the tailpipe (approximately 75mm further than 
from G3). It is noted that at this location, no location specific pressure is available.  
The cyclic variation of the unsteady heat flux at the G4 location, 170mm from 
the beginning of the tailpipe, features a large positive peak at a cycle time of 0.25. As 
with the time variation at other locations, this is at the same time as the corresponding 
peak within the pressure data and shows that the heat flux and pressure maxima are 
aligned at the same time within the cycle as the period of maximum heat release 
within the combustion chamber. This is the same trend as seen at the G3 location and 
indeed similar to that shown within the CFAR. 
A second positive peak occurs within the periodic variation at a cycle time of 
0.8. This feature is also present at the G3 location shown in Figure 7-12. However, at 
the G3 location, the magnitude of this region was -0.2x10-5 whereas at the G4 location, 
the peak is much larger, having a positive peak of magnitude 1x105. At this axial 
location, a flow reversal is present within the pipe for a part of the cycle as predicted 
by the standing wave equations. This shows a velocity ratio of approximately 1.5 at this 
location which causes a reversal in the flow between a cycle time of 0.8 and 1. Similar 
features have been shown within the CFAR at similar cycle time to flow reversal within 
the pipe. This has been related to the work of Kearney (53) who demonstrated an 
increase in the boundary layer thickness at the point of flow reversal. This in turn was 
shown to cause a change in the instantaneous pipe Nusselt Number. Thus, it follows 
that this would provide an instantaneous increase in the gas to wall temperature heat 
flux at this location.  
Despite the differences in test regimes between the pulse combustor and the 
heated channel of Kearney, there is additional evidence that a similar trend will occur 
in the turbulent pulse combustor tailpipe. Dec & Keller (42) showed similar boundary 
layer velocity profiles to Kearney (53) in a pulse combustor tailpipe. These profiles 
(shown previously in Figure 2-3) show a reversal in the near wall velocity preceding a 
reversal in the bulk velocity. It is argued that this near-wall flow reversal causes the 
change in Nusselt Number of the flow by means of a vertical movement of fluid into 
the bulk flow shortly after the near wall flow reversal at the point where the bulk flow 
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reverses. With increasing flow reversal (i.e. for increasing 𝑉′ 𝑉𝑚 
), the vertical movement 
of fluid will cause a corresponding increase in heat flux at the point of flow reversal in 
the tube. This explains why the feature shown at a cycle time of 0.8 at G3 is much 
smaller than at G4 since the velocity ratio at G3 is lower than that at G4. 
 A decrease in the fuel mass flow rate within the pulse combustor is shown in 
Figure 7-15. This causes a reduction the magnitude of the heat flux at a cycle time of 
0.25 which depreciates by 0.5x105W/m2 similar to that noted at the other locations 
within the pulse combustor. Again, this shows that the amplitude of the variation of 
heat flux is determined by the pressure amplitude at that location within the tailpipe. 
The structure of the heat flux does remain consistent with that shown at the higher 
fuel flow values albeit with reduced magnitude.  
Contrary to that noted at the G3 location, the magnitude of the unsteady heat 
flux at a cycle time of 0.8 does alter markedly. This variation is shown more clearly in 
Figure 7-16. A much clearer variation in magnitude is shown over the course of a cycle 
than has previously been demonstrated at other locations within the initial part of the 
tailpipe. Locations G1 and G3 show change solely within the magnitude of the main 
peak for example. Within Figure 7-16 however, a change is noted in the size of the 
complete cycle. This may be explained by the fact that at lower fuel mass flow rates, 
the magnitude of the corresponding pressure wave produced is smaller. This leads to 
smaller velocity amplitudes throughout the device but a similar mean velocity. Thus, 
whilst a flow (such as that at G4) experiences a velocity reversal at a pressure 
amplitude of 0.15, it will not when the pressure amplitude is 0.1. Thus, following the 
logic discussed both above and in relation to the similar feature within the CFAR, the 
reduced velocity amplitude causes a smaller magnitude of near-wall velocity reversal 
and so a weaker vertical movement of fluid into the bulk flow. This in turn causes a 
reduction in the effect on the heat flux structure and so a decrease in the size of the 
feature at a cycle time of 0.8.  
 
 152 
 
Time Variation of Unsteady Heat Flux at TP 
 Compared to the previous four locations, the TP location is much further along 
the tailpipe (430mm from the combustion chamber, 260mm from G4). Thus, much 
different conditions will exist within the tailpipe from those locations. Smaller pressure 
amplitude coupled with larger velocity amplitudes exist compared to the G4 location. 
The velocity amplitude at this location is also sufficient to provide a flow reversal at all 
pressure amplitudes. Also, the gas temperature will be cooler than that near the 
combustion chamber due to the dissipation of heat over the length of the tailpipe to 
this location. A plot of the unsteady heat flux at the TP location is shown in Figure 7-17. 
This shows much smaller unsteady heat flux amplitude than shown at the previous 
locations due to the smaller pressure amplitude at this location as mentioned above. 
 The cyclic variation of the unsteady heat flux at this location is different to that 
shown on the relevant plots for G1-G4 (Figure 7-7 to Figure 7-16). Whereas the region 
close to the combustion chamber featured clearly defined peaks and troughs, the 
same cannot be said of the TP location. Instead, the heat flux consists largely of a long, 
flat positive region and a shorter negative region. The zero crossings between these 
two locations are found at cycle times of 0.45 and 0.8.  
The structure is positive at the moment of heat release within the cycle as at 
the other locations (cycle time = 0.25) but in this case, this is part of a long positive 
region of constant heat flux extending between a cycle time of 0-0.3 and 0.8-1. Part of 
the reason for this extended positive region can be shown to be due to a flow reversal 
within the pipe. The unsteady velocity at this pressure amplitude gives 𝑉′ 𝑉𝑚 
= 2.67. If 
an increase in heat flux similar to that shown at G3 and G4 occurs due to the flow 
reversing at a cycle time of 0.8, this would cause a secondary region of high heat flux 
within the cycle. Given that the increase in pressure to a positive value also occurs 
prior to the beginning of the cycle, it follows that this would also cause an increase in 
heat flux. Thus, the two features as seen at G4 in Figure 7-14 are combined due to the 
proximity of the underlying flow features that drive the increase in heat flux. 
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7.3 Pulse Combustor Conclusions 
This chapter has shown the results of a study into heat transfer within an aero-
valved pulse combustor. This has examined the initial 200mm of the tailpipe in order 
to provide further understanding of the variation in time-mean and time-dependent, 
ensemble averaged heat flux over the duration of a combustion cycle. Pressure 
measurements at four of the five gauge locations have also been provided for direct 
reference to the time variation of the unsteady heat flux. 
This work has shown that the mean heat flux within the device is of the order 
of 25,000W/m2 near the combustion chamber reducing to 5,000W/m2 further down 
the length of the tailpipe. There is some variation in this value dependent on the fuel 
mass flow rate but compared to the magnitude of the data, this is small. 
As with the time-resolved heat flux data within the CFAR, the time variation of 
the unsteady heat flux at a given location is driven by two separate variables, the 
variation of unsteady pressure and the ratio of velocity amplitude to mean velocity 
within the tailpipe. This produces a variation in heat flux which may be divided into 
regions as follows: 
 Cycle time = 0-0.3. An increase from the mean value of heat flux within the 
device is seen to a maximum at a cycle time of 0.25. This corresponds to the 
period of maximum pressure and maximum heat release within the combustion 
chamber as shown by Mason (29). Accordingly, this region varies in magnitude 
with the amount of heat release and so pressure rise from the combustion 
process. This is controlled by the mass flow rate of fuel input into the 
combustion chamber. 
 Cycle time = 0.3-0.7. The magnitude of heat flux decreases to a minimum value 
passing through the mean (zero unsteady) value at a cycle time of 0.4. The 
minimum value is largely invariant with pressure amplitude within the device at 
G1 and G2 but some variation is shown further down the tailpipe at the G3 and 
G4 locations. This suggests that the proximity of the combustion chamber (and 
the combustion heat release) to G1 and G2 provides a bigger driver to the 
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magnitude of the heat flux at this point in the cycle than further down the 
tailpipe where the pressure amplitude is more dominant. 
 Cycle time = 0.7-1. This region varies depending on whether the ratio of the 
velocity amplitude to the mean velocity is greater or less than one.  
o If 𝑉′ 𝑉𝑚 
< 1, the magnitude of the unsteady heat flux increases from a 
minimum value to the mean (zero) value over this section. Generally 
this follows any small variations in the pressure structure and so varies 
with pressure amplitude. 
o If 𝑉′ 𝑉𝑚 
> 1, the magnitude of the unsteady heat flux increases greatly at 
a cycle time of 0.8. This exceeds the mean (zero) value for a time before 
reducing to the mean value at the end to the cycle. 
 The heat flux structure then repeats. 
The increase in heat flux at a cycle time of 0.8 in flows where a flow reversal 
occurs at the location has been shown to occur within the CFAR and also in similar 
flows by authors such as Kearney (53). Kearney showed that an increase in the mean 
heat flux occurred at times of flow reversal within the cycle. This occurred due to a 
reversal of the near-wall velocity prior to that in the bulk flow. Thus, at time of bulk 
flow reversal, a vertical movement of fluid from the near-wall into the bulk flow 
occurs. This causes an increase in the gas to wall heat flux within the pipe. Similar 
boundary layer behaviour has been shown to occur within a pulse combustor by Dec & 
Keller (30). In lieu of velocity measurements within this set of testing, this is thought to 
be the reason for the increase in heat flux within the cycle at locations where 𝑉′ 𝑉𝑚 
> 1. 
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Figures 
 
Figure 7-1: Variation of pressure amplitude with fuel mass flow rate at 𝑷𝒊𝒏𝒍𝒆𝒕
′  
 
 
Figure 7-2: Variation of pressure amplitude with fuel mass flow rate at 𝑷𝑮𝟏
′  
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Figure 7-3: Variation of pressure amplitude with fuel mass flow rate at 𝑷𝑮𝟐
′  
 
 
Figure 7-4: Variation of pressure amplitude with fuel mass flow rate at 𝑷𝑮𝟑
′  
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Figure 7-5: Comparison of the time variation of pressure recorded at different locations within the pulse 
combustor tailpipe, 𝒎𝒇𝒖𝒆𝒍 = 𝟏.𝟔𝟖𝒈/𝒔  
 
 
Figure 7-6: Variation of mean heat flux with axial location, 𝒎 𝒇𝒖𝒆𝒍 = 𝟏.𝟐𝒈/𝒔 Outline of pulse combustor shown on 
lower part of the figure for reference 
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Figure 7-7: Ensemble averaged heat flux on four separate gauges at G1 with 𝑷𝒊𝒏𝒍𝒆𝒕
′  at 𝒎 𝒇𝒖𝒆𝒍 = 𝟏.𝟗𝒈/𝒔 
 
 
Figure 7-8: Comparison of heat flux on four separate thin-film gauges at G1 with𝑷𝑮𝟏
′ , 𝒎 𝒇𝒖𝒆𝒍 = 𝟏.𝟗𝒈/𝒔 
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Figure 7-9: Comparison of heat flux on four separate thin-film gauges at G1 with𝑷𝒊𝒏𝒍𝒆𝒕
′ , 𝒎 𝒇𝒖𝒆𝒍 = 𝟎.𝟔𝟒𝟗𝒈/𝒔 
 
 
Figure 7-10: Change in heat flux with 𝒎 𝒇𝒖𝒆𝒍 for a single gauge at G1 
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Figure 7-11: Time resolved heat flux on a single gauge at locations G1 and G2 with 𝑷𝒊𝒏𝒍𝒆𝒕
′ , 𝒎 𝒇𝒖𝒆𝒍 = 𝟏.𝟗𝒈/𝒔 
 
 
Figure 7-12: Time resolved unsteady heat flux at G3 with 𝑷𝒊𝒏𝒍𝒆𝒕
′ , 𝒎 𝒇𝒖𝒆𝒍 = 𝟏.𝟖𝒈/𝒔 
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Figure 7-13: Time resolved heat flux at G3 with 𝑷𝒊𝒏𝒍𝒆𝒕
′ , 𝒎 𝒇𝒖𝒆𝒍 = 𝟎.𝟔𝟔𝒈/𝒔 
 
 
Figure 7-14: Time resolved heat flux at G4 with 𝑷𝒊𝒏𝒍𝒆𝒕
′ , 𝒎 𝒇𝒖𝒆𝒍 = 𝟏.𝟖𝒈/𝒔 
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Figure 7-15: Time resolve heat flux at G4 with 𝑷𝒊𝒏𝒍𝒆𝒕
′ , 𝒎 𝒇𝒖𝒆𝒍 = 𝟎.𝟔𝟑𝒈/𝒔 
 
 
Figure 7-16: Variation in the magnitude of unsteady heat flux at location G4 with fuel mass flow rate 
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Figure 7-17: Time resolved heat flux at TP with 𝑷𝑻𝑷
′ , 𝒎 𝒇𝒖𝒆𝒍 = 𝟏.𝟗𝒈/𝒔 
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Chapter 8 Data Analysis of the Computational Simulation 
The computational study of the cold flow analogy rig (CFAR) has been 
conducted in order to assess the feasibility of modelling the heat transfer occurring 
within a resonant, oscillating pipe flow. This section presents the results of this study. 
In order to maintain a similarity to the preceding results chapters, this chapter will 
again be divided first into examination of the pressure and velocity measurements 
within the computational domain. This will then be followed by analysis of the 
predictions of the heat transfer coefficient and the unsteady variation of heat flux. 
For the analysis presented here, the simulation was run with an inlet condition 
whereby the mean velocity was 2 m/s or 5 m/s with an additional sinusoidal 
component of 2 m/s amplitude. This condition has also been produced in the CFAR. 
The pipe dimensions used for the computational analysis are the same as that within 
the CFAR with a diameter of 25 mm and length 0.95 m. A complete discussion of the 
models used for this computational work along with the size of the domain may be 
found in Chapter 5. 
Since the modelled pipe has the same dimensions as the CFAR, the 
measurement locations referred to within this chapter will be the same as utilised on 
the CFAR. Thus, the pipe has been divided into a series of different measurement 
locations. The axial position of these measurement points are the same as shown in 
Table 4-1 within Chapter 4. Whilst the simulation is able to produce data at any 
location within the device, this decision has been taken to allow easy comparison of 
similar conditions at the same location within the CFAR.  
8.1 Pressure and Velocity Measurements 
This section will present pressure and velocity data at the P1, P2 and P3 
locations within the computational domain. Furthermore, the amplitude at each 
location will be compared to the standing-wave equation detailed in Appendix C. This 
will assess whether the computational model is able to predict correctly the condition 
of resonance within the pipe and also similar magnitudes of oscillation within both the 
time-dependent unsteady pressure and velocity. This is necessary in order that the 
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computational model is able to provide an accurate comparison to the flow within the 
CFAR. All figures within this subsection feature a mean velocity of 5m/s. 
Figure 8-1 shows the variation of the pressure and velocity field at location P1, 
0.095m from the inlet of the tube (i.e. the piston/mass flow inlet boundary). This figure 
shows a similar structure within the pressure signal to that shown within the CFAR at 
the same condition. The pressure variation is sinusoidal with marginally increased 
amplitude compared to that found in a CFAR case at the same mean velocity. This 
increase is likely due to the fact that the seal around sides of the piston within the 
CFAR allows a small amount of leakage. This results in a marginally lower pressure 
amplitude than with a completely sealed piston. Thus, compared to the computational 
inlet variation, where the entirety of the flow velocity varies sinusoidally, a lower 
pressure amplitude will be generated. Whilst the two inlet conditions differ, the mass 
flow rate at the piston face is similar. For more information please refer to Chapter 5. 
The increased pressure amplitude produced by the computational model leads to a 
greater velocity amplitude than would be attained in a comparable CFAR case at any 
point in the tube. However, this increase is in proportion with the increase in 𝑃𝑖𝑛𝑙𝑒𝑡
′  
between the two cases. As with a standard resonant pipe flow, a phase of 90° exists 
between the maxima within the pressure and velocity fields in the CFD solution. Figure 
8-2 shows a similar variation in the pressure and velocity plots to that shown within 
Figure 8-1 albeit at the P2 location which is at 25% of pipe length. An increase in the 
velocity amplitude is shown coupled with a decrease in the pressure amplitude. This is 
expected of a resonant solution whereby the pressure amplitude decreases with axial 
distance from the pipe inlet and the velocity amplitude increases. This behaviour as 
shown in Figure 8-2 has also been shown within the CFAR (discussed in Chapter 6).  
8.1.1 Assessment of Resonance within the Computational Model 
The magnitude of both the pressure and velocity may be estimated at all 
locations along the length of the pipe using the standing wave equation as shown in 
Appendix C. This allows a comparison to be made between this and the computational 
prediction as shown in Figure 8-3. This plot shows that the change in pressure and 
velocity over the length of the pipe in the computational data is the same as predicted 
by the standing wave equation. Some deviation is noted at a distance of 0.48 m from 
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the pipe inlet. However, this is not sufficiently large to suggest that the computational 
results do not replicate the variation in pressure and velocity amplitude shown within 
a resonant pipe. Indeed, at this location, Figure 8-3 shows a similar increase in the 
amplitude of the data within the CFAR. 
 For a CFD simulation, the difficulty of obtaining a purely resonant condition in 
the manner achieved within the CFAR is difficult since for each frequency the solution 
is run at, the program must be allowed to converge and then sufficient time-steps 
must be completed in order to provide a steady pressure amplitude over many cycles. 
This is a time consuming process given the time taken for one time-step noted in 
section 5.4. Of benefit to the computational domain is that the resonant condition may 
be predicted more easily than in the real world due to having more control over the 
flow temperature within the pipe. Thus, within this analysis, data was obtained 5 Hz 
above the predicted resonant frequency (approximately 97 Hz). This showed a 
decrease in the magnitude of 𝑃𝑖𝑛𝑙𝑒𝑡
′  compared to the predicted resonant frequency. 
Thus, it may be assumed that the data obtained and shown in this chapter has been 
obtained at a resonant condition. Furthermore, within a resonant pipe, the phase 
relationship between the velocity and pressure maxima is fixed at ninety degrees. This 
has been shown to be the case within Figure 8-1. Coupled with the variation in 
amplitude with length shown in Figure 8-3, this is indicative that the computational 
solution accurately captures the resonant characteristics of the pipe. 
 As noted in the previous section, the pressure amplitude produced by the CFD 
simulation at the pipe inlet is larger than that obtained within the CFAR at maximum 
output power on the electro-dynamic shaker. Thus, the corresponding velocity 
amplitudes (and so 𝑉′ 𝑉𝑚 
) along the length of the pipe will be larger than within the 
CFAR. However, since both flows are resonant, this difference does not prevent a 
comparison of the two flows. This is because the variation of velocity and pressure 
over the length of the pipe and their phase relationship are similar. 
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8.2 Heat Transfer Data Analysis 
The previous section has shown that the computational model has produced a 
flow-field that accurately simulates comparable resonant pipe condition and pressure 
amplitude to that shown within the CFAR. Furthermore, comparable pressure 
amplitude has been obtained to that in the CFAR for both a mean velocity of 2 m/s and 
5 m/s. This shows that the computational model is able to predict the variation in the 
unsteady pressure and unsteady velocity over the length of the pipe. However, the 
focus of this study is to determine whether accurate heat transfer data may be 
obtained from this solution. To this end, this section will detail the results of an 
investigation into the predicted heat transfer within the computational model.  
As with the previous results chapters within this thesis, the heat transfer data 
will be split into time-mean data and ensemble-averaged time-resolved data. The 
former of these comprises the steady time-mean value of heat flux and is used to 
obtain the heat transfer coefficient of the flow at different axial locations. The second 
of these two sections will detail the unsteady, time-dependent variation in heat flux 
caused by the resonant, oscillating flow within the pipe. In the course of this section, 
the accuracy of the computational simulation will be assessed. Furthermore, the 
simulation allows for the acquisition of more information about the flow within the 
pipe compared to either the CFAR and pulse combustor. This is especially true for the 
near-wall flow. Thus, data from this part of the flow will be used within this section to 
answer some of the questions posed by the CFAR results. Throughout this section, the 
two mean velocities (2m/s and 5m/s) will be examined concurrently. 
8.2.1 Time-Mean Heat Transfer Data 
The time-mean component of heat flux shows how much heat is transferred 
from the pulsating gas flow into the wall of the pipe at any given location. Within the 
context of this study, this allows for the assessment of whether the computational 
model predicts a similar level of heat flux to that recorded at similar conditions within 
the CFAR. This is crucial for a given pipe flow since this allows the model to be applied 
to the prediction of heat transfer coefficients and heat fluxes. 
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In order to determine the heat transfer coefficient at each location within the 
two mean velocity flows utilised within this computational study, the method of Wang 
and Zhang has been used (80). This defines the gas-to-wall temperature difference by 
using a mass weighted average gas temperature (𝑇𝑚𝑤𝑎) taken using the radius of the 
pipe. Since this model is axisymmetric, the cell volume used for obtaining the mass 
weighted average will vary dependent on the distance of the cell from the centre of 
the pipe for a given “slice” of the whole pipe. Thus, the radius is used in this calculation 
to avoid any incorrect biasing of the mass weighted average due to the different sizes 
of the cell volumes. The heat transfer coefficient definition is shown in equation 8.1 
and the definition of the mass weighted temperature in equation 8.2 below: 
 
𝑕 𝑥, 𝑡 =
−𝑞 
∆𝑇
=
−𝑘𝜕𝑇
𝜕𝑦
|y=Y
𝑇𝑤 − 𝑇𝑚𝑤𝑎
 8.1 
 
𝑇𝑚𝑤𝑎  𝑥, 𝑡 =
 𝜌 𝑥,𝑦, 𝑡 𝑢 𝑥,𝑦, 𝑡 𝑇 𝑥,𝑦, 𝑡 𝑦 𝜕𝑦
𝑌
0
 𝜌 𝑥, 𝑦, 𝑡 𝑢 𝑥, 𝑦, 𝑡 𝑦 𝜕𝑦
𝑌
0
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In both equations above, the lower-case y is used to denote a distance along the pipe 
radius. The upper-case Y denotes the radius of the pipe which in this case is 0.0125 m. 
This method has been used by Wang and Zhang (80) to investigate pulsating turbulent 
pipe flow albeit at much higher Reynolds Numbers than used in this case 
(approximately 25,000 compared to 8,400 for the 𝑉𝑚 = 5 𝑚/𝑠 case). This technique 
yielded results that were similar to those in a comparable experimental case.  
Variation in Heat Transfer Coefficient with Axial Location & Mean Velocity 
 Figure 8-4 shows the variation in heat transfer coefficient over the length of the 
resonant pipe for a mean velocity of 5 m/s. This figure shows that the predicted heat 
transfer coefficient increases over the length of the pipe. This trend is the same as 
demonstrated within the CFAR and shows that as the velocity amplitude increases 
along the length of the pipe, the predicted heat transfer coefficient increases. Also 
shown in Figure 8-4 is the variation in heat transfer coefficient predicted by the quasi-
steady method of Hanby (35) and the non-pulsing, Dittus-Boelter prediction for a mean 
velocity of 5 m/s. From this, an enhancement in heat transfer coefficient is shown over 
the non-pulsing value at all locations apart from that at L3 (axial location 0.168 m).  
However, the level of enhancement in this case is much lower at all locations than that 
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predicted by the quasi-steady theory. At the mean velocity of 5 m/s, the velocity ratio 
of the data shown within Figure 8-4 increases from two to seven. Hence, this is largely 
within the range of applicability noted by Hanby who examined this relationship to a 
maximum velocity ratio of 5. Thus, for much of the data shown in Figure 8-4, a much 
higher heat transfer coefficient is expected than predicted by the CFD model. 
 The variation of heat transfer coefficient with axial distance at the lower mean 
velocity of 2 m/s is shown in Figure 8-5. As with the data at a mean velocity of 5 m/s 
(shown in Figure 8-4), the heat transfer coefficient increases over the length of the 
pipe. No increase in heat transfer coefficient over a steady, non-pulsing flow is shown 
at the L3 and L5 locations. At both these locations, an enhancement is expected in heat 
transfer coefficient since the velocity ratio exceeds one in each case. The research 
performed within the CFAR (Chapter 6) showed an increase in heat transfer coefficient 
above a steady, non-pulsing flow of the same mean velocity when the velocity ratio 
exceeds one. Furthermore, the enhancement in heat transfer coefficient over a steady, 
non-pulsing flow shown at the L5.5 and L6 locations is again less than that predicted by 
the quasi-steady theory. It is therefore clear that the predicted heat transfer 
coefficient within the model is lower throughout the pipe than shown within the CFAR 
within Chapter 6. Compared to the CFAR, the velocity ratio is higher due to the higher 
pressure amplitude at the pipe inlet. Thus, a greater enhancement to the heat transfer 
coefficient compared to a similar location within the CFAR is expected. The disparity 
between the CFAR data and the quasi-steady equation were thought to occur due to 
the CFAR flow exceeding the limits of the assumption of quasi-steady flow. However, 
given the similarity between the CFAR flow and that in the computational model, a 
comparable heat transfer coefficient would be expected in both cases. From a 
computational model standpoint, the mesh requirements of the k-ω-sst model have 
been satisfied throughout and the model has been shown within the previous section 
to predict accurately the condition of resonance within the pipe. Thus, the reason as to 
why the computed heat transfer coefficient is much lower than predicted by the quasi-
steady theory is unclear. This will be discussed further in the section below. 
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CFD Predicted Heat Transfer Enhancement  
The figures discussed above have shown that the CFD predicted enhancement 
to the heat transfer coefficient is not as large as predicted by the quasi-steady theory 
or those within the CFAR. However, this analysis has not considered the enhancement 
in relation to 𝑉′ 𝑉𝑚 
. The CFAR results (shown in Chapter 6) and the quasi-steady theory 
both show an enhancement to the level of heat transfer within a pulsing flow as being 
directly proportional to the ratio 𝑉′ 𝑉𝑚 . However, the level of enhancement shown 
within the CFAR data was less than predicted by the quasi-steady theory. This is 
thought to be due to the limits of the quasi-steady theory being exceeded. 
A comparison between the quasi-steady theory, the CFAR data and the 
computational data is shown in Figure 8-6. This figure contains the same CFAR data as 
shown previously in Figure 6-17. It is noted that the much higher values of 𝑉′ 𝑉𝑚 
 shown 
within Figure 8-6 compared to those within the CFAR data occur due to the higher 
pressure amplitude within the computational case. This figure shows that for 
increasing values of 𝑉′ 𝑉𝑚 
, the CFD predicted enhancement to the heat transfer 
coefficient compared to a steady, non-pulsing flow with the same mean velocity (𝑕𝑒 , 
previously defined in equation 6.3) increases linearly. This is the same trend as 
described by the quasi-steady theory and indeed shown within the CFAR albeit at a 
much lower level of enhancement.  
There is some cause for concern despite the trend shown in Figure 8-6. Firstly, 
two data-points within the computational data show no enhancement of the heat 
transfer coefficient. Secondly, the much lower level of enhancement compared to the 
quasi-steady theory and CFAR data. Examining the level of mean heat flux for the two 
cases used here showed that the level of heat flux determined from the simulation is 
much lower than for a comparative wall temperature (350K in the simulation) in the 
CFAR. A comparison between the two is shown within Table 8-1 below: 
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 Mean Heat Flux (W/m2) 
 CFAR Computational 
𝑃1
′ = 0.10 𝑏𝑎𝑟,𝑉𝑚 = 2 𝑚/𝑠, 𝐿3 900 400 
𝑃1
′ = 0.12 𝑏𝑎𝑟,𝑉𝑚 = 5 𝑚/𝑠, 𝐿6 2,300 1,180 
Table 8-1: Comparison of mean heat flux with 350K wall temperature 
From this table, it is clear that the mean heat flux produced by the computational 
model is half that measured on the CFAR. Whilst these are only two distinct points 
picked out from the data, the same trend occurs throughout the computational data. 
Since the mean heat flux is the numerator of equation 8.1, doubling the heat flux 
would double the heat transfer coefficient. Thus, it is clear that the computational 
model predicts a much reduced gas-to-wall heat flux which in turn reduces the heat 
transfer coefficient of the flow.  
 Given that the model predicts the condition of resonance within the pipe as 
well as a linearly increasing heat transfer enhancement with increasing 𝑉′ 𝑉𝑚 
, it is clear 
that from an acoustic perspective and also within the bulk flow region, the model 
functions correctly. Furthermore, the requirements of the k-ω-sst turbulence model 
have been met thus allowing a complete modelling of the boundary layer without 
using wall functions. Therefore, the cause of the lower value of 𝑕𝑒  must stem from 
another source. Research such as that conducted by Abraham (76) and Menter (75) 
has shown the prediction of accurate heat transfer coefficients within a pipe flow using 
this method. However, neither of these studies considered a resonant pipe flow. The 
research of Thyageswaran (45) noted similar problems to those noted above in 
obtaining the correct magnitude of heat flux within a pulse combustor tailpipe using 
standard turbulence models. This research (45) also noted a similarly small magnitude 
of gas-to-wall heat flux as shown in this study. Much modification of the turbulence 
models was found to be necessary in order to cater for an increased level of heat flux 
in an oscillating flow. This modification is an area of ongoing investigation. 
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8.2.2 Time-Resolved Heat Transfer Data 
The previous section has discussed the mean heat transfer data and the 
capability of the computational model to predict a similar level of mean heat transfer 
to that obtained experimentally within the CFAR. This section will discuss the cyclical 
variation in heat flux about this mean value. An emphasis is placed within this chapter 
on establishing whether the computational model is able to predict a similar variation 
to that shown within the CFAR data. However, the computational model is able to 
provide further insight to the mechanisms governing the increase in the unsteady heat 
transfer at a particular point within the cycle. This is achieved by examining the 
fluctuations in other variables such as temperature over the length of an oscillation. 
Temporal Variation in Heat Flux at L3 and L5 
Figure 8-7 shows the variation in unsteady heat flux and pressure at the L3 
location for a mean velocity of 5 m/s. From this it is clear that the variation in heat flux 
is similar to the variation in pressure. This results in an increase in unsteady heat flux 
to a maximum at a cycle time of 0.15. A reduction in heat flux then occurs reaching a 
minimum value at a cycle time of approximately 0.6 after which the heat flux then 
increases toward the end of the cycle. On the whole, this variation in heat flux is 
similar to that shown at this location within the CFAR as shown in Figure 8-7. The main 
change to that shown within the CFAR is the relative phase of the heat flux and the 
pressure. In the CFAR, the two cyclical variations were in phase with each other but in 
this case, the heat flux maximum leads that of the pressure by 0.15 of the cycle length.  
The increase in unsteady heat flux was postulated within Chapter 6 to be 
caused by an increase in pressure within this region. Thus, for the heat flux to precede 
the increase in pressure could invalidate this theory. This may also be caused by the 
different forcing mechanism in the pipe. Within the CFAR, the movement of the piston 
causes an increase in the air pressure within the pipe. This in turn causes the velocity 
oscillation. This differs from the computational model where the velocity varies at the 
pipe inlet and so some change in the phase relationships of variables may occur due to 
the different forcing mechanism in each case. The heat flux magnitude at this location 
is 1,300W/m2. Whilst this is larger than shown within the CFAR data shown in Figure 
6-26, this is to be expected due to the increased pressure amplitude within the 
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simulation as described in section 8.1 above. Within the CFAR results (section 6.2.2), it 
was shown that the magnitude of the heat flux at the location coincident with the 
maximum pressure is directly proportional to the amplitude at this point. 
The basic heat flux structure obtained from the CFD calculation at location L5 
(shown in Figure 8-8) is similar to that at the L3 location with a peak at a cycle time of 
0.15 and a minimum at a cycle time of 0.6. However, there is an added complexity 
since the increase in heat flux between a cycle time of 0.6 and 1.15 is not linear as has 
previously been shown at L3. Instead, at a cycle time of 0.95, the increase in heat flux 
plateaus until a cycle time of 0.05 after which an increase is again shown. A similar 
feature is shown within the CFAR data at the same location. Within the CFAR data 
analysis (section 6.2.2), it was thought that features at this point within the cycle were 
caused by a flow reversal in the near-wall region of the pipe. However, the location of 
the velocity reversal is shown within Figure 8-9 to occur at a cycle time of 0.74. This 
suggests that a flow reversal is not responsible directly for this feature. 
As with the data at the L3 location, the maximum in heat flux is again shown to 
precede the maximum in the pressure oscillation. From evaluation of the temperature 
within the near-wall region (0.1mm from the pipe wall) and the centreline of the pipe, 
it is clear that the maxima in the two variations are not coincident. This is shown in 
Figure 8-10. This is not expected within a resonant pipe flow as shown within the CFAR 
and indeed the pulse combustor tailpipe. From this figure and Figure 8-9, the 
centreline temperature and velocity variation are in phase with each other. However, 
the near-wall temperature is out of phase with this variation.  
Figure 8-11 shows the variation of temperature within the initial part of the 
pipe. This shows alternating “pockets” of hot and cold gas within the free-stream flow 
and a near-wall region in which these “pockets” of gas cease to exist. As the flow 
passes downstream, these “pockets” mix into the flow as can be seen to the right of 
Figure 8-11 above. These “pockets” of gas are caused by the effect of the changes in 
pressure (and so temperature) on particles of gas as the pass through the pipe. A 
particle will enter the pipe with a known velocity and be exposed to a known pressure 
amplitude depending on location within the cycle at that moment in time (time 1). This 
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pressure amplitude will alter the increase the temperature of the particle for a positive 
pressure amplitude and reduce the temperature for a negative pressure amplitude. As 
this particle then moves downstream at time 2, it experiences a change in pressure 
amplitude and so temperature. This is partially due to the change in time within the 
cycle and also due to the reduction in overall pressure amplitude at increasing 
distances from the pipe inlet due to the standing wave within the pipe. Thus, as the 
particle passes through the pipe, it is exposed to change in pressure and temperature 
depending on the cycle time and the location within the pipe. This motion over the 
whole pipe causes the “pockets” shown within Figure 8-11. Within the boundary layer, 
the overall velocity of the particles is lower and so there is less distinction between the 
regions of differing temperature. Furthermore, in this region, heat is being added to 
the flow by the isothermal wall condition. Thus, the variation in temperature within 
this region is much lower as has been also shown within Figure 8-10.  
From the above, it follows that the phase relationship shown between the 
near-wall and centreline temperatures in Figure 8-10 are caused by the differences in 
propagation of these two flows at the L3 region. Thus, the pipe inlet variation of 
velocity only varies the free-stream velocity due in part to the low velocity in the near-
wall region of the flow. Instead, Figure 8-10 shows the near-wall temperature in phase 
with the variation of pressure. This differs from that within the CFAR where the bulk 
flow temperature variation at the P1 location is in phase with the pressure variation. 
Further downstream of the L5 location (as shown in Figure 8-12), the variation in both 
the near-wall and free-stream temperatures again occur in phase with the pressure. 
Thus, in the initial part of the computational pipe model, this feature of the flow differs 
from that within the CFAR. This may have an impact on the time-mean heat flux as 
discussed earlier in this chapter but still produces a similar variation of unsteady heat 
flux within these areas to that within the CFAR. 
Temporal Variation in Heat Flux at L5.5 and L6 
At the L5.5 and L6 locations, the underlying variation of pressure, velocity and 
temperature within the flow alters from that shown in the previous section. Thus, the 
variation of temperature throughout both the bulk flow and the boundary layer are in 
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phase with the pressure oscillation. This is the same as that shown to occur within a 
resonant pipe as noted by Dec & Keller (42).  
Figure 8-13 shows the structure of the pressure and heat flux variation over the 
length of one cycle at the L5.5 location (axial location 0.59m) for a mean velocity of 
5m/s. This shows a region of positive heat flux at a cycle time of 0.2, just preceding 
that within the pressure oscillation. This then drops to a minimum at a cycle time of 
0.6 before rising sharply after this time to produce a second maximum region at a cycle 
time of 0.9. This is similar to that shown within the CFAR at the same mean velocity 
(5m/s) as shown within this figure and also in Figure 6-26. This again shows that in 
terms of the structure of the unsteady heat flux, the computational model has 
produced a comparable solution to that demonstrated within the CFAR.  
A similar trend to that shown within Figure 8-13 is shown within Figure 8-14. 
This differs from Figure 8-13 in terms of location within the pipe being taken at L6 
rather than L5.5. Both sets of data are at a mean velocity of 5m/s. Figure 8-14 shows a 
similar variation in structure as shown at the L5.5 location but at much reduced 
amplitude. This reduction is explained by the lower pressure amplitude at the L6 
location compared to the L5.5 location since the CFAR research showed that for the 
majority of the cycle, the pressure amplitude drives the magnitude of the heat flux at a 
given location. Apart from the change in amplitude, the structure of the unsteady heat 
flux at L6 is the similar to that at L5.5. Thus, a secondary maximum is shown within the 
cycle at a cycle time of 0.8. This feature is at a different cycle time to the same feature 
within the L5.5 data. Again, this trend is shown within the CFAR data albeit at a 
different cycle time due to the phase difference in the pressure between the CFD and 
CFAR data. At all locations within the pipe, there is a high degree of similarity between 
the structures of the heat flux data shown in the computational data and that within 
the CFAR at the same mean velocity albeit with some variation in phase compared to 
the pressure signal. This shows that the computational model is able to accurately 
capture the structure of the cyclical variation in the heat flux within the pipe. 
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The main difference between the unsteady heat flux recorded on the CFAR and 
that predicted by the computational model is the magnitude of the unsteady heat flux 
maximum found at the time of maximum pressure amplitude within the cycle (cycle 
time approximately 0.2). The magnitude of this region is 1,100W/m2. Whilst this is 
higher than at a comparable location within the CFAR (noted as 650W/m2 in Table 6-1), 
this is to be expected due to the higher pressure amplitude within the computational 
model. As noted in Chapter 6, the magnitude of this region of the oscillation is 
dependent on the pressure amplitude at the measurement location within the pipe. 
However, the variation in this amplitude over the length of the pipe is small compared 
to that shown within the CFAR data as shown in Figure 8-15. Whilst some change in 
magnitude is shown over the first 0.6m of the pipe, this change is of the order of 1/15th 
of the magnitude at 0.17m of the pipe length. Compared to the reduction of nearly 
1/3rd within the CFAR over the same distance, it is clear that this trend is not accurately 
reflected in the computational data.  
This again shows that whilst the computational model has successfully 
predicted a time-dependent heat flux magnitude similar to that found within the CFAR, 
it under-predicts the change in this amplitude over the length of the pipe. This is 
similar to the trend shown within the mean heat flux data whereby an enhancement in 
heat flux was noted in reversing flows but that the level of enhancement is much lower 
than shown within the CFAR due to the low value of the mean heat flux. It follows that 
the errors shown in these magnitudes are linked and that the CFD is not quite 
modelling the variation of all variables over the length of the pipe. Again, this may 
arise partially from the variance in the temperature field discussed in the previous 
section. Hence, the variation in temperature and so heat flux along the length of the 
pipe is not the same as within the CFAR. This leads to a lower level of mean heat flux 
and an incorrect variation in temperature within the computational model. 
Discussion of Heat Flux Structure at L5.5 and L6 
The previous discussion has focussed on the predicted time-variation of the 
heat flux data in consideration of whether the computational model produces a similar 
magnitude and time-variation of unsteady heat flux within a resonant oscillating pipe. 
However, the computational model allows for much more insight into causes of the 
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time-variation of the unsteady heat flux within a resonant, oscillating pipe. This will be 
discussed in this section. It is noted that a full discussion of this within all of the 
experimental and computational regimes is contained in Chapter 9. This section 
therefore focuses on the data obtained from the computational model. 
There are three distinct regions within the heat flux structure shown previously 
in Figure 8-13 and Figure 8-14 at the L5.5 and L6 locations respectively. These will be 
discussed in turn. For ease of reference, each of these is identified in Figure 8-13. 
Heat Flux Structure between a Cycle Time of 0 and 0.7 
The first region occurs at a cycle time of 0.2 and is a region of high positive 
unsteady heat flux. From Figure 8-13, it can be seen that this region largely 
corresponds with the maximum in the pressure oscillation. The direction of mean heat 
flux in this thesis is considered to be negative flowing out of the wall. Thus, for the 
computational model with a wall temperature greater than the flow temperature, the 
mean heat flux is negative. The increase in heat flux above this mean value shown in 
region one in Figure 8-13 is caused by a reduction in heat flux at this point within the 
cycle. This may be explained by examining the consequences of the pressure rise 
within the tube. As the instantaneous pressure increases, this causes an increase in the 
temperature of the fluid. For a fixed wall temperature, as in this case, an increase in 
gas temperature will cause a decrease in the gas-to-wall temperature difference and 
therefore a reduction in the level of heat flux for a given heat transfer coefficient. The 
increase in gas temperature at this point in the cycle is shown in Figure 8-16. 
A similar logic may be used for region 2, the region of low unsteady heat flux 
shown in Figure 8-13. At this point in the cycle, the gas temperature (shown in Figure 
8-16) drops due to the decrease in pressure amplitude to a minimum at a cycle time of 
0.7.  This therefore increases the gas-to-wall temperature difference at this point in 
the cycle and so decreases the heat flux below the mean value. For both these regions, 
similar observations and conclusions have been made with regard the structure of the 
unsteady heat flux from the CFAR data as discussed in section 6.2.2. 
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Heat Flux Structure between a Cycle Time of 0.7 and 1 
The third region of the flow occurs solely during times of flow reversal within 
the pipe and has also been shown to occur within similar flows within the CFAR. This 
feature is typified by an increase in the unsteady heat flux at a cycle time of between 
0.75 and 1 above that which would be expected from the structure of the pressure 
oscillation. It is defined in this way since whilst the feature has a positive maximum in 
Figure 8-13, it follows that at different conditions, the feature may not always show a 
positive maximum value. Whilst the structure at regions one and two may be 
explained by the variation in the pressure field, no similar feature to that shown at 
region 3 in the unsteady heat flux occurs in the pressure field (shown in Figure 8-13). 
Thus, the change in other parameters at this point in the cycle must be considered. 
Figure 8-17 shows the variation of velocity magnitude and heat flux over the 
length of a cycle at the L5.5 location. It is noted within this figure that the velocity is 
positive and so travelling away from the pipe inlet between cycle times of 0.2 and 0.73. 
Due to the positive mean velocity within the pipe (flowing away from the inlet), the 
forward travelling velocity has a greater magnitude than the rearward travelling flow. 
From this figure, it is also clear that the rise in the heat flux to form region 3 occurs 
directly after the flow reversal in the near-wall region at a cycle time of 0.73.  
If the reversal of the velocity within the tube is to be the cause for the increase 
in unsteady heat flux, a corresponding increase in the gas temperature in the pipe 
must also occur at this location within the cycle. To this end, a plot of the mass-
weighted average of the temperature across the pipe is shown in Figure 8-18. This 
shows a distinct increase in temperature at two locations within the pipe at cycle times 
of 0.2 and 0.75. Each of these follows a reversal in the direction of the velocity at this 
location within the pipe. This increase in pipe temperature occurs over a short 
duration and therefore infers that there is a sharp change in conditions occurring 
within the pipe at point of flow reversal. Similar trends to this have been postulated by 
researchers such as Kearney (53) and Dec & Keller (30). Both researchers noted that at 
times of flow reversal (Kearney used a non-resonant channel flow, Dec & Keller a 
resonant pulse combustor tailpipe), an ejection of fluid from the near-wall region into 
the free-stream flow occurs. Kearney (53) demonstrated this trend and showed a 
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disturbance to the temperature field following the point of velocity reversal within the 
flow. Some data from the work of Kearney is shown for reference in Figure 8-19. This 
figure shows the variation in the near-wall temperature field over the length of one 
oscillation. This shows a large disruption to the temperature field occurring at the 
point of flow reversal within the channel. This disturbance lasts for nearly half the 
oscillation and so extends past the point that the flow has ceased reversing. 
The data shown above demonstrates that a definite change in the temperature 
profile within the pipe occurs in the flow at the point of flow reversal within the 
device. Within the model, there is an indication of flow moving away from the near-
wall region of the flow as shown within Figure 8-20. This figure was acquired as close 
to the point of velocity reversal as possible and shows the movement of flow away 
from the near-wall region. Figure 8-21 shows the variation in boundary layer profile 
over the length of one oscillation with the pipe wall at the top of the figure at a value 
of 𝑦 𝑟𝑝𝑖𝑝𝑒 = 1. This figure shows that the movement of flow away from the wall at the 
point of velocity reversal is reflected within the structure of the boundary layer. Thus, 
as the freestream velocity reduces the thickness of the boundary layer increases. 
Figure 8-21 also shows that near-wall flow reverses before the freestream flow. This is 
similar to that shown by Dec & Keller (30) within a pulse combustor tailpipe. 
Furthermore, Dec & Keller noted an increase in turbulence intensity at the point of 
near-wall flow reversal. This is likely caused by the movement of the flow shown in 
Figure 8-20.  
In order to understand the cause of the increase in time-dependent heat flux as 
shown in region three of Figure 8-13, the effect of the change in flow direction on the 
near-wall temperature field must be considered. From equation 4.3, the magnitude of 
heat flux is proportional to the temperature gradient (𝑑𝑇 𝑑𝑦 ) evaluated on the wall of 
the pipe. Figure 8-22 shows the variation in the temperature and velocity profiles at 
the L6 location over the portion of the cycle where the velocity reverses. From this, the 
freestream temperature is shown to reduce over the portion of the cycle shown in 
Figure 8-22, only increasing in the last two data points. This is expected since the 
pressure within the tube reduces between a cycle time of 0.55 and 0.75 and then 
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increases. However, as Figure 8-22 shows that the variation in freestream temperature 
does follow the pressure variation; this would not in itself give rise to the increase in 
heat flux previously shown to occur at the point of near-wall reversal. Thus, the near-
wall change in the temperature profile must be examined. This is shown in Figure 8-23 
which shows an enlarged section of the variation in near-wall temperature with 
distance from the wall (where  𝑦 𝑟𝑝𝑖𝑝𝑒 = 1) previously shown in Figure 8-22. The figure 
shows that shortly after the point of near-wall velocity reversal, shown on the magenta 
line in both figures, the temperature gradient in the near-wall region reduces. This 
reduction is best shown by comparing the non-reversed flow temperature gradient 
(the red line) with that of the reversed temperature gradient (the ochre line). This 
reduction in temperature gradient causes the reduction in the instantaneous heat flux 
shown within reversing flows in both the CFAR and computational data. 
Thus, the structure of the unsteady heat flux in region three may be explained 
as follows. Within a resonant pipe, the oscillation in the velocity lags that in the 
pressure by a quarter of a cycle. Thus, the drop from a maximum in pressure within the 
tube causes the instantaneous velocity to reduce. Since the velocity within the 
boundary layer is lower than that in the free-stream, the near-wall velocity reduces to 
zero before that in the free-stream. Thus, the near-wall flow reverses prior to the free-
stream flow. Following the near-wall velocity reversal, the reversed flow will encounter 
non-reversed or stationary fluid. In order to satisfy continuity at this point, a vertical 
movement of fluid must occur from the boundary layer into the free-stream. This 
indicated in Figure 8-20 and it is this that causes the temperature profile within the 
tube as shown in Figure 8-18. From the perspective of the unsteady heat flux within 
the computational case, this movement of fluid causes an alteration in the thermal 
boundary layer profile within the pipe. This alteration in the temperature profile 
causes a decrease to the temperature gradient in the near-wall region and so increases 
the unsteady heat flux.   
8.3 Conclusions 
A computational model has been made of a resonant pipe with a mean mass 
flow passing through it. The pipe is 0.95m in length and 25mm in diameter, the same 
as used within the CFAR. This has used an oscillating velocity inlet condition and two 
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different mean velocities, 2m/s and 5m/s. This model has successfully predicted the 
variation of pressure and velocity over the length of the resonant pipe to a comparable 
magnitude to that within the CFAR. Furthermore, the model has allowed for an 
evaluation of the predicted heat flux along the tube. This has shown an enhancement 
to the magnitude of the time-mean heat flux over that of a non-pulsing flow of the 
same mean velocity over the length of the pipe. However, this level of enhancement is 
lower than noted in the CFAR. This is thought to arise due to values of mean heat flux 
that are half of those noted at similar conditions within the CFAR. This reduces the 
value of heat transfer coefficient markedly. The reason behind this low mean heat flux 
is not known. 
The time-dependent heat flux showed a similar cyclic variation over the length 
of the pipe to that found within the CFAR. However, the variation in magnitude of the 
heat flux did not vary over the length of the pipe to the extent that was shown within 
the CFAR. An investigation of the cause behind the cyclic variation of the unsteady 
heat flux showed that the majority of the cyclical variation is directly caused by the 
variation in the pressure field. A region of the cycle between a cycle time of 0.7 and 1 
deviated from the structure of the pressure field. This has been shown to be caused by 
the reversal of the near-wall velocity. This reversal disrupts the boundary layer of the 
flow and therefore causes an increase in the unsteady heat flux at this location.  
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Figures 
 
Figure 8-1: Pressure (blue) and velocity (green) variation at location P1 within the computational domain. Also 
shown is the unsteady pressure taken at the same location and conditions within the CFAR (red). 𝑽𝒎 = 𝟓 𝒎/𝒔 
 
 
Figure 8-2: Pressure (blue) and velocity (green) variation at location P2 within the computational domain. Also 
shown is the unsteady pressure taken at the same location and conditions within the CFAR (red). 𝑽𝒎 = 𝟓 𝒎/𝒔 
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Figure 8-3: Variation of pressure and velocity amplitudes with axial location within the computational pipe 
 
 
Figure 8-4: Variation of heat transfer coefficient over the length of the pipe. Quasi-steady equation prediction 
and non-pulsing heat transfer coefficient added for reference, 𝑽𝒎 = 𝟓 
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Figure 8-5: Variation of heat transfer coefficient over the length of the pipe. Quasi-steady prediction and non-
pulsing heat transfer coefficients added for reference, 𝑽𝒎 = 𝟐 
 
 
Figure 8-6: Comparison of computational heat transfer enhancement with the quasi-steady theory and data from 
the CFAR 
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Figure 8-7: Comparison of unsteady heat flux obtained from CFD calculations (green) and from the CFAR (red) at 
the same conditions. Unsteady pressure (blue) also shown for reference. L3 location, 𝑽𝒎 = 𝟓 
 
 
Figure 8-8: Comparison of unsteady heat flux obtained from CFD calculations (green) with that from the CFAR 
(red) at the same conditions. Unsteady pressure (blue) also shown for reference. L5 location,𝑽𝒎 = 𝟓 
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Figure 8-9: Variation of pressure and velocity magnitude over the length of one cycle at L5 
 
 
Figure 8-10: Variation of temperature on the axis of the resonant pipe and in the near-wall region. Both 
temperatures taken at the L5 location, 𝑽𝒎 = 𝟓 
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Figure 8-11: Variation of temperature within the initial part of the computational pipe. Note the “pockets” of 
cooler gas and the mixing of these regions with the near-wall flow. 
 
 
Figure 8-12: Variation of temperature between the axis of the resonant pipe and the near-wall region. Both 
temperatures taken at the L6 location, 𝑽𝒎 = 𝟓 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
270
280
290
300
310
320
330
340
350
360
370
Cycle Time (1/s)
T
e
m
p
e
ra
tu
re
 (
K
)
 
 
Centreline Temperature
Near-wall Temperature
 188 
 
 
Figure 8-13: Comparison between the CFD simulation (green) of the variation in heat flux over the length of a 
cycle with that from the CFAR (red) at the same condition. Also shown is the pressure variation at this location 
(blue). L5.5 location, 𝑽𝒎 = 𝟓. 
 
 
Figure 8-14: Comparison between the CFD simulation (green) of the cyclical variation in heat flux with that 
obtained from the CFAR (red). Also shown is the pressure variation at this location (blue). L6 location, 𝑽𝒎 = 𝟓. 
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Figure 8-15: Variation of heat flux amplitude over the length of the resonant pipe for both the computational 
model and the CFAR. Note that the pressure amplitude in each case is different. 
 
 
Figure 8-16: Variation of temperature and heat flux at the L5.5 location over a complete oscillation, 𝑽𝒎 = 𝟓 
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Figure 8-17: Near-wall velocity magnitude and heat flux variation at L5.5, 𝑽𝒎 = 𝟓 
 
 
Figure 8-18: Near-wall velocity magnitude and mass-weighted average tube temperature at L5.5, 𝑽𝒎 = 𝟓 
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Figure 8-19: Time-resolved temperature and velocity measurements in a fully reversing flow (53) 
 
 
Figure 8-20: Near-wall velocity in the computational pipe during time of flow reversal. Note insufficient 
resolution to capture the extent of the movement of the flow in this region. 
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Figure 8-21: Boundary layer velocity profiles over the length of a complete oscillation at the L6 location, 
𝑽𝒎 = 𝟐𝒎/𝒔 
 
Colour Approximate Cycle Time 
Blue 0.55 
Green 0.60 
Red 0.65 
Cyan 0.70 
Magenta 0.75 
Ochre 0.80 
Black 0.85 
Table 8-2: Legend for figures 8-22 and 8-23 
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Figure 8-22: Velocity and temperature boundary layer profiles at L6 between a cycle time of 0.55 and 0.85. During 
these times, the bulk flow within the pipe is decreasing in the direction of the arrow and reverses. 
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Figure 8-23: Near-wall temperature profile at L6 between cycle times of 0.55 and 0.85. 
  
 195 
 
Chapter 9 Discussion of Results 
The results obtained from the cold flow analogy rig (CFAR), pulse combustor 
and the computational work have all provided a different strand of information 
regarding the rate of heat transfer within a pulse combustor. Each has focussed on the 
heat flux within the tailpipe under different flow conditions. Thus, this section will 
relate the findings of each of these experiments to each other. 
9.1 Summary of Testing Results 
Before discussing the similarities and differences between the experiments, a 
reminder will be given of the major findings from each of the strands of investigation 
discussed within this thesis. A full description of these findings may be found in 
Chapters 6-8 for the CFAR, pulse combustor and computational results respectively.  
Firstly, the testing from the CFAR at a resonant frequency of 86Hz showed that 
a resonant, oscillating pipe with an additional mean flow produced an increase in heat 
transfer coefficient above that of a steady, non-oscillating flow of the same mean 
velocity at conditions where the ratio of the velocity amplitude to mean velocity 
 𝑉′ 𝑉𝑚
   exceeds unity. The amount of enhancement is less than predicted by the quasi-
steady theory of Hanby (35) throughout the range of 𝑉′ 𝑉𝑚 
. At a higher resonant 
frequency of 150Hz, the level of enhancement is 20% lower than that at a resonant 
frequency of 87Hz for 𝑉′ 𝑉𝑚 = 5. The lower enhancement compared to the quasi-
steady theory is thought to occur because the flow within the CFAR exceeded the limit 
of the quasi-steady assumption based on the criteria of Carr (57). 
Within the pulse combustor, the experimental work demonstrated that a mean 
heat flux of approximately 2.5𝑥104 W/m2 is measured at high fuel mass flow rates of 
1.6g/s. In addition, this value varies by an oscillating value of approximately 
3𝑥105 W/m2 over each cycle. This level of heat flux is much greater than found within 
the CFAR (which gives a value of 1200 W/m2) due to the combustion process and 
therefore the gas-to-wall temperature difference. The magnitude of time-mean heat 
flux found within the pulse combustor is comparable with that noted by Dec & Keller 
(30) at similar conditions.  
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The computational model of the CFAR proved capable of accurately predicting 
the resonant pressure and velocity fields over the length of the pipe. This model also 
showed an enhancement to the heat transfer coefficient with increasing values of 𝑉′ 𝑉𝑚 
 
but at a much lower level than shown within the CFAR. The cause of this is an under-
prediction within the model of the mean heat flux over the length of the pipe. The 
reason behind the low value of the mean heat flux is not known. The time-dependent 
heat flux is of comparable magnitude and cyclic variation to that shown within the 
CFAR. This showed that time variation of the unsteady heat-flux was dependent on the 
magnitude of the pressure at a given cycle time between cycle times of 0-0.7. 
Following this, the cycle differed from the pressure variation when 𝑉′ 𝑉𝑚 > 1. At this 
point (between a cycle time of 0.7-1), a sharp increase in the unsteady heat-flux occurs 
caused by the reversal of the near-wall velocity. At the point of near-wall flow reversal, 
the low velocity near-wall flow interacts with flow from further downstream that has 
already reversed. This interaction between forward moving and rearward moving flow 
causes the near-wall flow to be forced away from the wall and so disrupts the thermal 
boundary layer at this point within the pipe. This alters the temperature gradient in 
the near-wall region and therefore the magnitude of unsteady heat-flux. 
These findings each show a different contribution to the overall picture of heat 
flux within a pulse combustor tailpipe. The CFAR has demonstrated that the heat flux is 
enhanced within a resonant, oscillating pipe flow whereas the pulse combustor testing 
has shown that the level of heat flux is greatly increased within that domain due to the 
increased gas-to-wall temperature difference. The computational data has shown that 
it is possible to predict an enhancement to the heat transfer coefficient within a 
computational model of the CFAR. However, the pulse combustor flow differs in terms 
of Reynolds number and the gas to wall temperature ratio from that in the CFAR. Some 
examples of these differences is shown within Table 9-1 below. 
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 Ambient Pulse 
Combustor 
CFAR 
(𝑉𝑚 = 3) 
𝑅𝑒𝑚  2,500 5,100 
 𝑃′ 𝑃𝑎𝑡𝑚
  
𝑚𝑎𝑥
 0.15 0.1 
 𝑉
′
𝑉𝑚
  
𝑚𝑎𝑥
 6.42 8.75 
 𝑇𝑔 − 𝑇𝑤   1500K 50K 
Table 9-1: Comparison between the flow conditions for the CFAR with that for the pulse combustor 
 The above table shows the differences between two flows within the ambient 
pulse combustor and the CFAR. It must be recalled at this point that the scaling 
analysis leading to the CFAR is based upon a pulse combustor at an 8.6 bar engine 
case. However, the range of mean velocities and pressure amplitudes that have been 
examined within the CFAR mean that for a given location within the pulse combustor 
tailpipe, a similar condition in terms of 𝑃′ 𝑃𝑎𝑡𝑚 
 and 𝑉′ 𝑉𝑚 
 will have been examined 
within the CFAR. This CFAR location may not be at the same axial location as in the 
pulse combustor but as has been shown within the CFAR results, the variation in time-
mean and unsteady heat flux is dependent solely on 𝑃′ 𝑃𝑎𝑡𝑚 
 and  𝑉′ 𝑉𝑚 
. Thus, to 
compare heat flux at two locations, these parameters are the most important.  
In order to produce a good estimation of the cooling required within a pulse 
combustor, a comparison must be made between the existing CFAR data (both 
experimental and computational) and that obtained from the pulse combustor testing. 
This will validate the use of a modified quasi-steady theory on a pulse combustor at an 
engine condition. Thus, this chapter and the next have two separate goals. One, 
discussed in this chapter is to provide a comparison between the CFAR data and that 
obtained from the pulse combustor. The next chapter will then use this information to 
provide an indication of the level of mean heat flux within a pulse combustor operating 
at a representative engine condition. This will then be used possible solutions for the 
cooling of a pulse combustor. 
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9.2 Comparison of CFAR to Ambient Pulse Combustor 
 As has been discussed in the previous section, the flow within the CFAR and 
ambient pulse combustor tailpipe differs in terms of Reynolds Number and indeed the 
gas to wall temperature difference. However, the results from the CFAR have shown 
that in terms of heat transfer, the flow may be considered similar if the values of 
𝑃′
𝑃𝑎𝑡𝑚
  and  𝑉′ 𝑉𝑚 
 are the same at a given location. Thus, it is possible to provide a 
comparison between the heat flux at a given location within the pulse combustor 
tailpipe with that in the CFAR by finding a location where 𝑃′ 𝑃𝑎𝑡𝑚 
 and 𝑉′ 𝑉𝑚 
 are the 
same. This comparison will form the basis for this section. 
Measurements of the time-mean heat flux within the pulse combustor were 
hampered by the hot temperatures and the inability to vary the gas to wall 
temperature difference for a given condition. Thus, determination of the heat transfer 
coefficient of the pulse combustor flow in a similar manner to that conducted within 
the CFAR proved impossible. A greater amount of time-resolved, unsteady heat 
transfer data has been acquired. A comparison between the time-resolved heat flux 
amplitudes for both the CFAR and pulse combustor are shown below. 
  Ambient Pulse 
Combustor 
CFAR  
𝑃′
𝑃𝑎𝑡𝑚
  0.100 0.093 
𝑞 ′𝑚  (W/m
2) 1.5𝑥105 1𝑥103 
𝑞 ′𝑚
 𝑇𝑔 − 𝑇𝑤  
  (W/m
2K) 100 20 
Table 9-2: Comparison of time-resolved heat flux amplitude within the pulse combustor tailpipe and the CFAR 
 Table 9-2 shows a large difference between the heat flux amplitude recorded in 
the pulse combustor to that within the CFAR. As noted in Chapters 7 and 8, the 
amplitude of the unsteady heat flux is directly related to the magnitude of the 
unsteady pressure at a given location within the device. Thus, for the data shown 
within Table 9-2, the velocity ratio is not required. Given the different gas to wall 
temperature difference in both cases, it has been decided to normalise the heat flux 
amplitude by this temperature difference. This shows that the amplitude of the pulse 
combustor oscillations is five times larger than that within the CFAR. Thus, the 
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amplitude of unsteady heat flux within the hotter pulse combustor is larger than 
within the CFAR.  
Throughout the results within the pulse combustor tailpipe, CFAR and 
computational model, the cyclic structures of the time-dependent unsteady heat flux 
have shown a similar dependence on whether 𝑉′ 𝑉𝑚  is greater or less than one. Thus, 
discussion within this section has been divided upon these lines. 
9.2.1 Velocity Ratio <1 Comparison 
Figure 9-1 and Figure 9-2 show the variation of the unsteady components of 
pressure and heat flux in the pulse combustor and CFAR respectively. Within this, the 
pulse combustor data is taken at location G1 and 𝑃′ = 0.15 bar. The CFAR data is from 
the L3 location at a mean velocity of 10m/s and pressure amplitude of 0.1 bar. 
Conditions within each figure are at similar values of 𝑉′ 𝑉𝑚 
 (less than one). Chapter 6 
has shown that the change in pressure amplitude between the two cases will only 
affect the amplitude of the unsteady heat flux, not the cyclic variation. Thus, the 
change in pressure amplitude between the two cases should not alter the comparison.  
Comparing the cyclic variation of the unsteady pressure Figure 9-1 with that 
shown in Figure 9-2, it is clear that the nature of the oscillations within the CFAR and 
pulse combustor differ. However, if a comparison is made between the time variation 
of the unsteady heat flux and that of the pressure in the CFAR and pulse combustor, it 
is clear that there is a high degree of similarity. Furthermore, in both figures, the 
maximum value of unsteady heat flux occurs at a similar cycle time (0.2 within the 
pulse combustor and 0.25 within the CFAR). Similarly, a minimum value of heat flux is 
shown at a cycle time of 0.6 within the pulse combustor and at a cycle time of 0.8 
within the CFAR. For each of these features, the noted values are the same for both 
the heat flux and pressure. For both these cases, this variation in unsteady heat flux 
may be explained by considering that as the instantaneous pressure of the gas 
increases, a corresponding increase occurs in the gas temperature. This has been 
shown within the computational CFAR model (Figure 9-3). This increase in temperature 
alters the gas-to-wall temperature difference and so causes an increase in heat flux 
above the mean value. The reverse is true for a decrease in unsteady pressure. 
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 Whilst this analysis examines the physical change occurring to produce the 
increase in heat flux, it does not consider the magnitude of this region. This will be 
examined for a flow with 𝑃1
′ = 0.1,𝑉𝑚 = 3.4 at the L3 location. The rate of heat flux on 
the wall of the pipe is defined shown in equation 4.3. This is commonly expressed as 
shown below: 
 𝑞 = −𝑕 𝑇𝑤 − 𝑇𝑔  9.1 
 
 From this equation, it is clear that to produce the magnitude of unsteady heat 
flux shown at the L3 location; either the instantaneous temperature difference must 
increase or the heat transfer coefficient must increase. A change in temperature 
difference will first be examined. The isentropic temperature rise caused by the 
increase in pressure for a flow with pressure amplitude of 0.1 bar is 7.7° at the L3 
location. For the flow in question, the mean heat transfer coefficient is 30W/m2K. The 
combination of these two values produces a value of 𝑞 ′ that is much smaller than the 
measured value of 1,000W/m2 (from Table 6-1).Thus, it is implicit that either the 
temperature rise within the pipe is larger than noted above or the heat transfer 
coefficient must vary by an amount around the mean value.  
As noted earlier in this chapter, the CFAR has shown a similar variation in heat 
flux enhancement to that of the quasi-steady approach. This approach states that 
steady state equations may be applied at any point within the oscillation. Thus, over 
the course of an oscillation, the pressure variation causes a variation in velocity at a 
location within the pipe. If the Dittus-Boelter equation (equation 2.5) may be applied 
over the length of an oscillation, this will give a variation of heat transfer coefficient in 
phase with the variation in velocity. For the flow condition discussed here, this 
variation is 30±25W/m2K. However, at the point whereby 𝑞 ′ is a maximum (in phase 
with 𝑃𝑚𝑎𝑥
′ ), the value of 𝑕’ will be zero (i.e. the mean value) as this variation would 
occur in phase with the velocity variation. This discounts such a variation in 𝑕’ as the 
cause for the magnitude of the heat flux amplitude assuming that this variation is in 
phase with the velocity variation within the pipe. 
 The above discussion shows that the cause of the magnitude of heat flux 
cannot determined from the changes occurring within the freestream flow (equation 
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9.1). Instead, the definition of heat flux as shown in equation 4.3 must be considered. 
As the pressure increases at the start of the cycle, a corresponding increase in the 
freestream temperature occurs. This creates a temperature gradient between the flow 
and the wall similar to that previously shown in Chapter 8. This gradient has been 
evaluated using the computational data at the point of maximum pressure amplitude 
within the pipe. At this location, the computational value of the temperature gradient 
is of the same order of magnitude but in excess of the value desired to produce the 
correct magnitude of heat flux. This is again thought to stem from the same errors 
previously discussed within Chapter 8. However, it may still be concluded that the 
pressure variation within the pipe causes a change in temperature gradient in the 
near-wall region that in turn causes the magnitude of unsteady heat flux shown within 
the CFAR and pulse combustor. 
9.2.2 Velocity Ratio >1 Comparison 
The figures discussed so far within this section are both from regions within the 
two resonant tubes where 𝑉′ 𝑉𝑚 
< 1. Within the pulse combustor especially, the 
standing wave equation shows that this region only exists for the first 0.17m of the 
tailpipe. For the CFAR, the length of this region varies dependent on the mean velocity 
within the device. Both the CFAR and pulse combustor results showed an alteration to 
the cyclic variation of the unsteady heat flux for locations where 𝑉′ 𝑉𝑚 
> 1. Thus, a 
comparison of the unsteady heat flux at these conditions is shown in Figure 9-4 and 
Figure 9-5. Also shown within these figures is an indication of the velocity variation at 
each location. These have been produced by using the standing wave equation. 
Within Figure 9-4 and Figure 9-5, a similar time-variation to that discussed for 
the regions where 𝑉′ 𝑉𝑚 
< 1 is immediately apparent. In general, the time-variation of 
the unsteady heat flux in both cases increases to a maximum value at a cycle time of 
0.25 in line with the time of maximum pressure. Following this, both the heat flux and 
pressure decrease to a minimum value at a cycle time of 0.65. Following this point, the 
structures of the pressure oscillation and the unsteady heat flux differ. Whilst the 
pressure amplitude increases toward the mean value and the start of another cycle, 
the heat flux increases sharply to form a second region of high heat flux at a cycle time 
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of 0.8. Following this increase, the level of heat flux then drops slightly before 
increasing again at the end of the cycle. In order to aid discussion of these three 
regions of the flow, they will be numbered as shown within Figure 9-6. It is noted that 
this figure is at a different condition (𝑉′ 𝑉𝑚 
= 5) to those in Figure 9-4 and Figure 9-5 
but that the three distinctive regions of the flow are again present. 
Regions one and two are caused within both Figure 9-4 and Figure 9-5 by 
variation in the pressure field. Thus, the change in the heat flux occurs for the same 
reason as discussed in section 9.2.1. Therefore, for region 1, the increase in pressure at 
the start of the cycle causes a corresponding increase in the gas temperature which in 
turn causes an alteration in the gas-to-wall temperature difference. This then causes 
an increase in the unsteady heat flux. The opposite occurs to produce region 2 within 
the unsteady heat flux. Region three cannot be caused directly by variation in the 
unsteady pressure in this way else a corresponding increase in pressure would be 
shown at the same cycle time as the increase in heat flux. Thus, other flow variables 
must be examined. The computational work (discussed in section 8.2.2) showed that a 
feature similar to this occurred within the computational data at times of near-wall 
flow reversal in a similar manner to that discussed by Kearney (53) amongst others. If 
the locations of the velocity reversal within both Figure 9-4 and Figure 9-5 are 
considered, it can be seen that in each case, the free-stream velocity reversal occurs at 
a cycle time of approximately 0.85. This cycle time is the same as that of region 3 
within the heat flux data. Thus, the reversal of the velocity within the pipe may be 
related to the increase in heat flux in this region. Section 8.2.2 noted that the flow 
reversal in the near-wall region must precede that in the free-stream due to the lower 
near-wall velocity. Thus, it follows that the near-wall flow reversal must occur before 
the cycle time of 0.85 noted within the free-stream flow. From Figure 8-17, the near-
wall reversal can occur up to 10% of the cycle before that in the free-stream flow. 
Thus, it is likely that the same mechanism shown to govern region three within section 
8.2.2 again occurs within both the CFAR and the pulse combustor tailpipe. This will be 
fully explained below and expanded to cover the effect of the near-wall flow reversal 
on the heat flux in both the CFAR and the pulse combustor tailpipe. 
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Method of Increase in Heat Flux Structure in Region 3 
Whilst the first 0.65 of the cyclical variation unsteady heat flux corresponds to 
the variation in the unsteady pressure, the last portion of the cycle deviates from this 
at times of flow reversal within the pipe. The computational data shown in section 
8.2.2 and more particularly in Figure 8-18 showed an increase in the mass-weighted 
average temperature of the pipe shortly after the near-wall velocity reversal. The 
interaction of the slow forward moving flow and the already reversed flow from 
further upstream in the pipe causes a movement of flow from the near-wall region of 
the flow into the free-stream. In doing this, an increase in the heat flux in the pipe 
occurs because the near-wall temperature profile of the flow has been altered as 
demonstrated in Figure 8-23. A similar effect has been shown by both Dec & Keller (30) 
and Kearney (53) and occurs as follows. 
Within a resonant pipe, the oscillation in the velocity lags that in the pressure 
by a quarter of a cycle. Thus, the drop from a maximum in pressure within the tube 
causes the instantaneous velocity to reduce. Since the velocity within the boundary 
layer is lower than that in the free-stream, the near-wall velocity reduces to zero 
before that in the free stream (shown in Figure 8-21). Thus, the near-wall flow reverses 
prior to the free-stream flow. As the reversed flow advances along the tube, it will 
encounter non-reversed or stationary fluid. Therefore, in order to satisfy continuity at 
this point, a vertical movement of fluid must occur from the boundary layer into the 
free-stream. This process is shown in Figure 9-7. The timescale of the progress of this 
reversal along the length of the pipe is small due to the small change in velocity at each 
location along the length of the pipe. Since each part of the circumference within the 
pipe experiences the same flow condition, the ejection of fluid cannot be in a 
circumferential direction. Thus, it must pass into the free-stream flow. This has been 
noted both by Dec & Keller (37) and Kearney (53). This ejection of fluid from the near-
wall region causes a disruption to the temperature field in the near-wall region (Figure 
8-23). This disruption to the near-wall temperature gradient causes an increase in 
unsteady heat flux within the pulse combustor and CFAR cases. No experimental data 
is currently available to verify this but the computational data suggests that this is the 
method by which region 3 occurs within a reversing flow.  
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Figure 8-18 shows a second instance of flow reversal within the cycle, from the 
reversed flow direction to the mean flow direction at a cycle time of 0.2. This is caused 
by the low mean velocity and high velocity amplitude of the flow in the computational 
case. Thus, the flow is reversed for a high proportion of the length of the cycle. It 
follows that if the flow reversing direction from travelling away from the pipe inlet to 
toward the pipe inlet causes an increase in heat flux then the corresponding reversal 
back to flowing away from the pipe inlet must also cause a similar result. However, this 
event has little effect on the cyclic variation of the heat flux due to the elevated free-
stream temperature within the device at this point caused by the high pressure at this 
point within the cycle. This would explain some of the altered heat flux structures 
shown for example in Figure 6-20 at a cycle time of 0.98. If the position of the velocity 
reversal alters dependent on the ratio 𝑉′ 𝑉𝑚 
 then it follows that the effect that this has 
on the structure of the heat flux will also alter within the cycle. 
Change in Magnitude of the Time Variation of Unsteady Heat Flux  
The previous discussion has explained the reasons behind the variation of the 
unsteady heat flux over the length of an oscillating cycle. However, little comment has 
been made as to the magnitude of the three regions within the heat flux structure (as 
shown in Figure 9-6). This will be discussed within this section. 
Regions one and two shown within Figure 9-6 have been shown within Chapter 
6 to be invariant with a change in wall temperature in the pipe and indeed the value 
of 𝑉′ 𝑉𝑚 
. These regions have been shown to vary with the pressure amplitude at a given 
location within the pipe. Thus, these regions are larger nearer the beginning of the 
tube and decrease in magnitude down the length of the pipe. Region three has been 
shown within Chapter 6 to show a variation with both the velocity ratio of a given flow 
and gas-to-wall temperature difference. The variation with velocity ratio is largely due 
to the presence of a flow reversal within the tube at the location of interest. Indeed, 
if 𝑉′ 𝑉𝑚 
< 1, the feature is not present within the heat flux structure. A study of the size 
of this feature with change in 𝑉′ 𝑉𝑚 
has not been attempted. However, the feature is 
larger at the higher velocity amplitudes at the end of the pipe. A variation in the size of 
region 3 is also shown with an increase in gas-to-wall temperature difference. This 
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region is caused by an ejection of near-wall fluid into the free-stream flow. However, 
whilst this movement of fluid has been shown to alter the temperature gradient of the 
flow in the near-wall region, no investigation was attempted to ascertain the 
mechanism for the variability in magnitude of this feature. 
9.3 Conclusions 
This chapter has shown the similarity in structure of the unsteady heat flux for 
flows of similar 𝑉′ 𝑉𝑚 
 in both the pulse combustor tailpipe and the cold flow analogy rig 
(CFAR). The comparison utilised the findings from the computational study of heat 
transfer in order to ascertain the driving force behind these structures. The 
comparison in itself also shows that the CFAR may be successfully used to provide an 
indication of the cyclic variation in unsteady heat flux within the pulse combustor 
tailpipe. Additionally, the CFD data has shown usefulness in providing added insight to 
the variation of temperature and velocity within the CFAR geometry that was not able 
to be obtained experimentally. 
This work showed that the heat flux structure alters dependent on whether the 
ratio of unsteady velocity to mean velocity is less than or greater than one at the 
location of interest. For a flow where 𝑉′ 𝑉𝑚 
< 1, the structures of the unsteady heat flux 
closely follows that of the pressure amplitude within the flow. Thus, if the structure of 
the unsteady pressure is sinusoidal, the heat flux structure will also be sinusoidal. 
Within a flow where the velocity ratio exceeds one, the structure of the 
unsteady heat flux again follows the structure of the unsteady pressure for a large 
proportion of the cycle. However, at the time of near-wall flow reversal within the 
flow, an ejection of fluid occurs within the near-wall region. This causes an increase in 
the level of unsteady heat flux above that which would be expected from the 
magnitude of the unsteady pressure in this region. This ejection of fluid has been 
shown within the computational data. For the CFAR and pulse combustor data, the 
presence of a bulk flow reversal (which lags that in the near-wall region) at the same 
time as the increase in heat flux indicates that a similar ejection of fluid occurs in both 
these regimes.  
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Figures 
 
Figure 9-1: Variation of ensemble averaged heat flux and pressure within the pulse combustor both obtained at 
the G1 gauge location.  𝑽′ 𝑽𝒎
 < 1 
 
 
Figure 9-2: Variation of ensemble averaged heat flux and pressure within the CFAR at the L3 and P1 locations 
respectively. 𝑽𝒎 = 𝟏𝟎,𝑽′ 𝑽𝒎
 < 1 
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Figure 9-3: Variation of pressure and near-wall temperature in the computational model at L3, 𝑽𝒎 = 𝟓 
 
 
 
Figure 9-4: Ensemble averaged heat flux and pressure variation within the pulse combustor at the G4 location 
along with a representation of the pressure and predicted velocity variation based upon an experimentally 
observed phase relationship. 𝑽′ 𝑽𝒎
 = 𝟏.𝟓 
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Figure 9-5: Ensemble averaged heat flux and pressure variation within the CFAR at the L5.5 location along with a 
representation of the pressure and predicted velocity variation based upon an experimentally observed phase 
relationship. 𝑽′ 𝑽𝒎
 = 𝟐 
 
Figure 9-6: Variation of unsteady pressure and heat flux at the L5.5 location. This again shows the three regions of 
interest within the structure of the unsteady heat flux. 𝑽′ 𝑽𝒎
 = 𝟓 
 
Figure 9-7: Schematic of flow reversal events along the length of a pipe during a period of reversal(53) 
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Chapter 10 Cooling Strategy for Pulse Combustors 
For pulse combustors to be a viable alternative to the conventional combustor 
within a gas turbine engine, a handful of challenges must be overcome. From 
incorporating the different design into the engine (both physically and into the engine 
cycle) to ensuring that the unsteady flow from the exhaust of the combustor does not 
interfere with the workings of the turbine, each is a different problem which must be 
overcome to ensure the correct integration of the pulse combustor into the engine.  
Perhaps the most important of these problems is the cooling of the device 
itself. This is because if the expected increase in the total heat transfer from the 
installation of a pulse combustor compared to a conventional combustor exceeds the 
capability to cool the device, then the pulse combustor will not be viable for an engine 
installation. This increased level of heat transfer may result in the need to supplant the 
common cooling methods by using different materials such as ceramics in the design 
of the pulse combustor. Thus, this section will first discuss some of the problems with 
integrating a pulse combustor into a gas turbine engine before focussing upon 
calculation of the cooling flows required to cool a pulse combustor tailpipe. The 
cooling calculation uses some of the findings from both the CFAR and pulse combustor 
experiments in order to conduct a one-dimensional heat transfer calculation at a series 
of discrete locations within the pulse combustor tailpipe. This calculation also takes 
into account the change in pipe velocity amplitude, pressure amplitude and 
temperature at each location due to both the change in axial location and the effect of 
the cooling flow. 
10.1 Pulse Combustor Installation Issues & the Cooling Problem 
The design of the pulse combustor has many benefits and problems compared 
to a conventional combustor in a gas turbine engine. Whilst the primary benefits of a 
pulse combustor have been covered in detail in Chapter 1, there are some issues with 
the installation of a pulse combustor within a gas turbine engine. Firstly, the presence 
of unsteady flow emanating from the rear of the device may cause problems for the 
efficiency of the turbine stages within the engine. Some work has been performed on 
the use of unsteady ejectors to lessen this problem (31) and therefore providing a 
smoother airflow into the turbine.  
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Secondly, the conventional combustion section of an engine consists (generally) 
of an annulus with multiple fuel injectors. Both from a cooling perspective and that of 
resonant operation of the device, an annular pulse combustor is unlikely to be a 
solution. Thus, a series of pulse combustors will be required in order to satisfy the 
engine cycle requirements. This in turn creates further problems in that each 
combustor must be cooled and housed within the engine. Given that the overall length 
of the pulse combustor used for this study (1.25m) is only marginally shorter than the 
length of the Rolls-Royce Gnome engine (1.38m), some mechanism whereby the space 
required for these is decreased is required. This may be solved by either coiling the 
inlet and tail-pipes around each other or around the combustion chamber in order to 
reduce the space required. This arrangement has an added benefit where the high 
velocity flow within the inlet or exhaust pipe may provide some ancillary cooling to the 
combustion chamber of the device. An example of this solution may be found in Figure 
10-1. This involves diverting the flow from the inlet and exhaust pipes around each 
other in order reduce the length of the device significantly. It is expected that different 
solutions would be required for each application of a pulse combustor within a jet 
engine since the space allowed for the combustor will differ. Whilst these solutions 
may reduce the overall axial length of the pulse combustor, it will be important to keep 
the tailpipe of the device resonant in order that a pressure gain is produced over the 
length of the combustor.  
Consideration must also be given to the structural considerations that may 
arise from using a pulse combustor. The pulsations cause a large level of cyclical 
fatigue on the structure of the device. This has also been noted in conjunction with 
other forms of PPGC (18). The increased structural fatigue will result in a requirement 
for increased wall thicknesses in order to limit the effect of this fatigue and ensure 
sufficient component life. This would increase the weight of the combustor which then 
impacts on the engine weight and so proves detrimental to the engine as a whole. 
With regard to the specifics of cooling a pulse combustor, the cooling of a 
conventional combustor should first be examined. These are usually cooled by a 
mixture of pin-fin, film and impingement cooling (16). Cooling air for this process is 
provided in part by a proportion of the combustor entry air which does not undergo 
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combustion. Air may also be drawn from the high pressure compressor for cooling use. 
This air will be at a much lower temperature than the combusted gasses (for example 
an estimated temperature of 555K for the Rolls-Royce Gnome). In their simplest forms, 
film cooling involves injecting cooling air into the hot gas stream to provide a buffer of 
cooler air between the hot gas and the metal wall whereas impingement cooling 
involves directing cooling air jets at the hot metal surfaces to cool them (16). If the 
conventional combustor was to be replaced by a pulse combustor, film cooling could 
not be utilised since the presence of holes within the pulse combustor disrupts the 
condition of resonance within the device. This occurs because over the length of the 
pipe, the pressure on the interior of the device oscillates between being greater than 
and less than the than the pressure of the cooling air. Thus, combustor air would leave 
the device through the holes during time of high combustor pressure and so impact 
the operation of the combustor. Cooling air would also not be able to enter the pulse 
combustor due to this outflow of air from the device. A fluidic valve such as a Tesla 
valve may be able to be used to solve this problem but no research has been 
performed to test this with regard a pulse combustor. 
The methods available for cooling a pulse combustor are therefore more 
limited than a conventional combustor. However, there are still many cooling 
techniques such as impingement cooling, pin fin cooling or the use of small cooling 
channels that can be used. Previously in this section, the need to reduce the overall 
length of the pulse combustor has given rise to coiling the tailpipe around the 
combustion chamber. This requirement could be utilised to provide an additional 
cooling flow whereby the cooler parts of the pulse combustor such as the inlet pipe 
provide some cooling to the tailpipe as shown in Figure 10-2. In this figure, the inlet 
and tailpipe are coaxial which enables the cooler inlet flow to provide an extra cooling 
flow to the initial region of the tailpipe. This arrangement is likely to still need an extra 
cooling channel around it to provide sufficient cooling throughout a cycle.  
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10.2 Pulse Combustor Cooling Feasibility 
To this point within the chapter, some of the most important issues associated 
with the integration of the pulse combustor into a gas turbine engine have been 
examined. However, whilst all of this is relevant to the cooling of a pulse combustor, it 
does not provide an answer as to whether it is possible to provide sufficient cooling 
flows to cool a pulse combustor inside an operational gas turbine engine. Currently, a 
solution to this question has not been attempted as a pulse combustor has not been 
run at a representative engine condition. Thus, this section will answer that question.  
10.2.1 Methodology 
Little research has been conducted with regard to examining the effect of 
increased ambient pressure on the performance of a pulse combustor. Mason (29) 
performed a control-volume analysis of the pressure-gain performance of a pulse 
combustor within three typical engine cycles. This showed most benefit to engine 
cycles with a lower overall pressure ratio such as the Rolls-Royce (formerly Bristol-
Siddeley) Gnome engine. This engine features an overall pressure ratio of 8.6 and has 
previously been used within this thesis as the basis of the scaling calculation for the 
CFAR (see section 3.2.2). However, the analysis of Mason (29) and indeed others such 
as Kentfield (21) that discussed the effect of a pressure-gain combustor on an engine 
cycle did so without discussing the precise conditions within the combustor such as the 
mass flow rate or the pressure amplitude required in order to produce such a pressure 
gain. Whilst much of this information is known at ambient conditions, the scaling of 
such parameters to an engine case is not. Furthermore, there is also little knowledge 
of how many individual pulse combustors would be required within an engine. The 
cooling calculation presented in this section will therefore focus on the tailpipe of the 
pulse combustor over a range of flow conditions. This allows for an examination into 
the factors which will affect the ability of the pulse combustor tailpipe to be cooled. 
Whilst the cooling calculation will not be focussed on the cooling of a pulse 
combustor within a specific engine cycle, some of the cycle features of the Rolls-Royce 
Gnome engine mentioned above will be used. Thus, the overall pressure ratio found 
within the Gnome engine of 8.6 is used to calculate the combustor plenum conditions. 
For reference, the Gnome engine running at maximum continuous power at sea level 
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has an overall mass flow rate of 5.7kg/s and a maximum turbine entry temperature of 
853K (81). Figure 10-3 shows a representation of the baseline condition that has been 
used for this study. The initial pressure amplitude of 0.15 bar within the pipe is similar 
to that demonstrated within the pulse combustor at ambient conditions.  
Heat Transfer Calculation Methodology 
 The magnitude of the pressure and velocity amplitudes and the temperature of 
the flow within the pulse combustor tailpipe vary with increasing distance from the 
combustion chamber exit. Due to this variation, the change in these parameters over 
the length of the tailpipe needs to be calculated. To this end, the tailpipe has been 
divided into one hundred cells. The cooling calculation is conducted within each of 
these cells in turn starting at the beginning of the tailpipe. In each cell, the pressure 
and velocity amplitude at that axial location are calculated using the standing wave 
equation (defined in Appendix C). The quasi-steady method used by Hanby (35) is then 
used to generate the heat transfer coefficient of the flow within this cell. The results 
from the CFAR have shown (Chapter 6) that this method is likely to predict an over-
enhancement of the heat transfer coefficient compared to that measured within the 
CFAR. However, for the maximum range of 𝑉′ 𝑉𝑚 
 used within this calculation 
(𝑉′ 𝑉𝑚 
= 0− 3), the level of over-prediction is small. Additionally, whilst a frequency 
dependence of the level of heat transfer enhancement has been shown within the 
CFAR, this would again only serve to further reduce the level of enhancement. Thus, 
the use the quasi-steady approximation may result in an over estimation of the level of 
heat transfer produced by the pulse combustor. Any over estimation will result in a 
combustor that is easier to cool than determined by this method. The heat transfer 
coefficient is used as part of a one-dimensional convective heat transfer calculation as 
will be discussed below. The calculation gives the heat transfer coefficient required of 
the cooling flow at this location having assumed a maximum interior metal 
temperature of 950K. The magnitude of heat flux is then used to calculate the change 
in temperature between this cell and the next cell for both the hot combustor fluid and 
the cooling flow using a thermal energy balance. The initial pressure amplitude, mean 
velocity and temperature are set at the start of the pipe.  
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The cooling calculation has been divided into three regions as follows and 
outlined in Figure 10-4: 
1. Establish the amount of heat flux between the hot gas flow and the 
interior of the pulse combustor structure. 
2. Calculation of the temperature drop through the metal wall of the pulse 
combustor due to the heat flux calculated in 1. 
3. Calculation of the heat transfer coefficient required by the cooling flow 
in order to dissipate the heat generated by the pulse combustor. This is 
then used to calculate cooling geometries. 
The calculations for each region will now be discussed in turn. As mentioned 
previously, this calculation is carried out in each cell in turn along the length of the 
tailpipe. For region one, the one-dimensional convection equation is applied as shown 
within equation 10.1 below where 𝑕𝑕𝑜𝑡  is the heat transfer coefficient within a given 
cell on the inside of the pulse combustor calculated from the quasi-steady equation 
detailed in appendix C: 
 𝑞 𝑥 = −𝑕𝑕𝑜𝑡  𝑇𝑤𝑚𝑎𝑥 − 𝑇𝑔(𝑥)  
10.1 
 
As is shown within Figure 10-4, the value of 𝑉′ 𝑉𝑚 
 at the location within the pipe 
has been used in conjunction with the quasi-steady equation used by Hanby (35) to 
give the heat transfer coefficient at this location within the pipe. It is not certain that 
this will predict a correct heat transfer coefficient at these conditions. As noted above, 
the results from the CFAR indicated a dependence on the enhancement of heat 
transfer coefficient on the frequency of the device as well as a lower level of 
enhancement than predicted by the quasi-steady equation. However, this approach 
has been shown by Hargrave (44) and Hanby (35) to provide a good estimation of the 
enhancement of heat transfer coefficient within a pulse combustor albeit one 
operating at a lower frequency than the pulse combustor in this case (90Hz rather than 
215Hz). The value of 𝑇𝑤𝑚𝑎𝑥  is set by the material properties used in the pulse 
combustor construction.  
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The magnitude of heat flux within equation 10.1 above is then used within 
region 2 to in order to calculate the drop in temperature across the thickness of the 
pulse combustor wall. This is shown in equation 10.2 below: 
 𝑞 𝑥 = −𝑘 𝑦 (𝑇𝑤𝑐𝑜𝑜𝑙  (𝑥)− 𝑇𝑤𝑚𝑎𝑥   ) 
10.2 
In equation 10.2, y is the thickness of the wall. This equation is solved to 
find 𝑇𝑤𝑐𝑜𝑜𝑙 , the outer wall temperature.  
Region three of the cooling calculation involves calculation of the heat transfer 
coefficient required by the cooling flow in order to provide the required level of 
cooling from the pulse combustor. This is shown in equation 10.3 below. 
 
 𝑕𝑐𝑜𝑜𝑙 (𝑥) =
−𝑞 𝑥 
(𝑇𝑐𝑜𝑜𝑙 − 𝑇𝑤𝑐𝑜𝑜𝑙 (𝑥))
 
10.3 
This equation uses the level of heat flux defined in equation 10.1 and the outer 
wall temperature from equation 10.2 to find 𝑕𝑐𝑜𝑜𝑙 , the coolant heat transfer 
coefficient. Thus for the pulse combustor tailpipe to be cooled at this condition, the 
heat transfer coefficient of the cooling flow must be at least that shown within 
equation 10-3. From this, a cooling arrangement may be designed to achieve the 
required heat transfer coefficient as will be explained in the next section. 
The heat flux magnitude calculated in equation 10.1 is then used to calculate 
both the temperature drop of the hot combustor flow and the temperature rise in the 
coolant flow in this cell. This change in temperature used to alter the temperature in 
the next cell within the calulation as shown below: 
 
𝑇 𝑥 + 1 = 𝑇 𝑥 −
𝑄 (𝑥)
𝑚𝐶𝑝 
 
10.4 
 
Cooling Channel Calculation Methodology 
It is assumed that each pulse combustor will be housed within an individual 
combustor can. This would be similar to those used in early jet engines such as the de 
Havilland Goblin (3). This means that the geometry of the combustor can may be 
modified in order to satisfy the requirements of the cooling flow. 
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For a given cooling mass flow rate for each combustor and the required value 
of 𝑕𝑐𝑜𝑜𝑙, the required cooling channel depth for a given location and design (plain 
channel, pin-fin cooling etc.) may be determined. From the cooling mass flow rate 
flow, the maximum velocity available for cooling the pulse combustor may be 
determined as shown below. 
 
𝑉𝑚𝑎𝑥𝑐𝑜𝑜𝑙 =
𝑚𝑐𝑜𝑜𝑙 
𝜌𝐴
 
10.5 
 
 
From the above equation, it is noted that A is the cross-sectional area of the 
cooling channel. Using a plain cooling channel as an example, the Dittus-Boelter 
equation (equation 2.5) may then be solved to provide the required cooling velocity 
for comparison with that in equation 10.5 as shown below: 
 
𝑉𝑟𝑒𝑞𝑐𝑜𝑜𝑙 (𝑥) =
𝜇
𝜌𝐷𝑐𝑜𝑜𝑙
 
𝑕𝑐𝑜𝑜𝑙  𝑥 𝐷𝑐𝑜𝑜𝑙
0.023𝑘𝑃𝑟0.4
0.8
 
10.6 
 
The cooling channel is heated by the transfer of heat from the combustor fluid 
as detailed in equation 10.4 above. The difference in this case being that as the heat 
flux emanating from the combustor wall is heating the fluid rather than cooling it, the 
value of 𝑄 (𝑥) will be negative. This results in an increase in the coolant temperature.  
The heating of the cooling flow alters the amount of heat flux (due to changed 
hot gas and cooling flow temperatures) produced by the cooling flow. Thus, there will 
be a point at which the cooling flow cannot provide the amount of cooling required to 
meet the hot-side wall temperature within the combustor. At this point, the 
calculation simulates the addition of fresh coolant flow and the removal of the 
ineffective cooling flow by resetting the temperature of the cooling flow in this cell. 
Thus, the cooling of the tailpipe is staged along its length. This enables a variety of 
cooling conditions to be evaluated via variation of the velocity of the cooling flow 
above the minimum value noted above. 
Cooling Calculation Test Cases 
 As has been previously noted within this chapter, the effects of scaling the 
performance of a pulse combustor to an engine case and pressure are not known. 
Thus, the cooling calculation will be performed for three possible scenarios that may 
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occur within the pulse combustor tailpipe. The starting point for each of these cases is 
the same as the start point for the scaling analysis carried out for the CFAR as shown 
within section 3.2.2 and Table 3-1. This case (case 1) features a mean velocity of 50m/s 
and a pressure amplitude of 0.15 bar. The other two cases vary each of the main 
variables upwards in order to account for a range of pulse combustor conditions. Case 
two features an increased mean velocity of 100m/s with the same pressure amplitude 
and case three features the same mean velocity as case one with a greatly increased 
pressure amplitude of 1.5 bar. The reasoning behind the third case is discussed below. 
Case two provides an increase in mean velocity compared to case one. This will result 
in a higher heat transfer coefficient within the flow and so will assess the problems 
associated with this greater heat load. For each case, the temperature of the gas 
exiting the combustion chamber is 1800K and a maximum (interior) wall temperature 
is set as 950K. A summary of the three cases may be found in Table 10-1. 
 P’ (bar) 𝑉𝑚  (m/s) 
Case 1 0.15 50 
Case 2 0.15 100 
Case 3 1.5 50 
Table 10-1: Table showing the important parameters for each of the cooling calculation cases 
 Part of the reasoning behind the choice of the three cases is the effect that the 
increase in gas pressure to 8.6 bar has on the standing wave equation and the 
influence of 𝑉′ 𝑉𝑚 
 to the level of heat transfer enhancement previously shown within 
the results from the CFAR as detailed in Chapter 6. For reference, the standing wave 
equation has been reproduced below for reference. 
 
𝜔𝐴 =
𝑃′𝑚𝑎𝑥
𝑝𝑎𝑚𝑏
𝑐
𝛾
tan
2𝜋𝑥
𝜆
 
10.7 
 
In equation 10.7, the parameter 𝜔𝐴 corresponds to the amplitude of the unsteady 
velocity at a point within the pipe. With a change in gas pressure and temperature 
from that found in an ambient pulse combustor to that found within the engine case 
discussed here, the only other parameter that changes apart from 𝑝𝑎𝑚𝑏  is the speed of 
sound. This assumes that 𝛾 changes little over this change in conditions compared to 
the other parameters. At the engine condition discussed here, the relative change in 
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these two variables causes a drop in velocity amplitude for a given pressure amplitude 
compared to the same case at ambient conditions. This results in a much lower value 
of 𝑉′ 𝑉𝑚 
 at the engine condition than shown within an ambient pulse combustor. 
Hence, the high pressure amplitude chosen for case three is to ensure that the ratio 
𝑃′
𝑃𝑎𝑡𝑚
  is similar between that in an ambient pulse combustor and the engine case. 
This will ensure that for at least one of the cases, a similar velocity field to that found 
within an ambient pulse combustor is considered within the scaled engine case. Since 
no work has been conducted on pulse combustors at high pressure, it is not known 
whether it will be possible to generate such a large pressure amplitude. Similarly, the 
impact of such a pressure amplitude on the rest of a gas turbine engine is not known.  
10.2.2 Cooling Calculation Results & Discussion 
This section will detail the results from the cooling calculation discussed above. 
This will first detail the differing flowfields created by the three distinct flow cases and 
the requirements of the cooling flows that this creates. Following this will be a 
discussion of the strategies that would need to be implemented in order to cool these 
three conditions. It is worth noting again that this work will focus on the cooling of the 
pulse combustor tailpipe rather than the combustion chamber or inlet pipe. 
Cooling Calculation Internal Flow Conditions 
The cooling calculation as detailed above has been used to evaluate the 
variation in velocity amplitude and 𝑕𝑕𝑜𝑡  along the length of the pulse combustor 
tailpipe. This has been carried out for each of the three cases in order to assess the 
differences between the three flow conditions and the impact that they have on the 
cooling requirements of the pulse combustor tailpipe. 
 Figure 10-5 shows the predicted variation of 𝑉′ 𝑉𝑚 
 over the length of the pulse 
combustor tailpipe for each of the three cases. From this, it is clear that the two cases 
with low pressure amplitudes (cases one and two) produce similar, low, values of 𝑉′ 𝑉𝑚 
. 
These both attain a maximum value of approximately 0.25 at the tailpipe exit. These 
values of 𝑉′ 𝑉𝑚 
 are much lower than would be expected with the same pipe conditions 
at a lower gas pressure. This is because for the same gas temperature, the velocity 
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amplitude is proportional to 𝑃′ 𝑃𝑎𝑡𝑚 
. Thus, an increase in ambient pressure whilst 
keeping the same pressure amplitude results in a much decreased velocity ratio. For 
these two cases, this indicates that there is no flow reversal within the pulse 
combustor tailpipe. To this point within the thesis, the pulse combustor has been 
considered a resonant device with flow reversal. However, the lack of flow reversal 
leads to a change in this whereby the device is still resonant but instead, the 
combustion chamber is completely filled by a complete influx of new air from the inlet 
pipe during the influx stage of the cycle with little entering from the tailpipe. No data 
exists to indicate whether this arrangement will work. If this is not the case, a lower 
mean velocity could be used in order to ensure the reversal of flow within the device. 
The penalty that this would have on the performance of the pulse combustor is not 
known. Compared to cases one and two, case three within Figure 10-5 shows a similar 
range of 𝑉′ 𝑉𝑚 
 as would be expected in a pulse combustor at ambient pressure with a 
maximum value of three at the tailpipe exit.  
 The variation in velocity allows the determination of the heat transfer 
coefficient of the flow within the pulse combustor tailpipe. This is shown in Figure 10-6 
for each of the three cases. From this figure, it is clear that the heat transfer coefficient 
for the two cases (one and two) with 𝑉′ 𝑉𝑚 
< 1 throughout the tailpipe changes little 
over the tailpipe length. Given that the ratio 𝑉′ 𝑉𝑚 
 has been shown to be integral to an 
increase in heat transfer coefficient over that of a non-pulsing flow with the same 
mean velocity, this is expected. Between cases one and two, an increase in heat 
transfer coefficient is shown of approximately 250W/m2K. This is caused by the 
increase in mean velocity between the two cases. Case three shows a large increase in 
heat transfer coefficient over the length of the tailpipe due to the similar change in 
velocity ratio discussed above. Indeed, the change in velocity ratio results in an 
increase in 𝑕𝑕𝑜𝑡  from the magnitude of the shown for case one at pipe inlet to 
exceeding that shown for case two (despite the higher mean velocity) by the pipe exit.  
 From the above hot-flow heat transfer coefficients, the cooling calculation as 
detailed in section 10.2.1 may be used to determine the heat transfer coefficient 
required of the cooling flow within the pipe (𝑕𝑐𝑜𝑜𝑙 ). This is shown within Figure 10-7 
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and shows a greater difference between the three cases than shown within Figure 
10-6. Due to the mechanism of the cooling calculation, it is necessary to define a 
cooling channel depth in order to accurately calculate the change in temperature of 
each cell in both the cooling channel and pulse combustor tailpipe. Thus, for this 
figure, a large plain cooling channel of 0.01m depth has been used. Whilst this is 
excessive for an engine case, it allows for the evaluation of the different cooling flow 
velocities required by the pulse combustor tailpipe within this channel for each case. 
This is shown in Table 10-2 below. 
 𝑉𝑐𝑜𝑜𝑙  (m/s) 𝑚 𝑐𝑜𝑜𝑙  (kg/s) 𝑚 𝑐𝑜𝑚𝑏  (kg/s) 𝐶𝐵𝑃𝑅 
Case 1 12.2 0.103 0.041 2.57 
Case 2 25.0 0.211 0.081 2.59 
Case 3 16.9 0.143 0.041 3.50 
Table 10-2: Required cooling channel flow velocities based on Figure 10-7 using a 0.1m diameter channel 
This table shows that for the same cooling channel diameter, each of the three cases 
requires a different amount of coolant in order to attain the value of 𝑕𝑐𝑜𝑜𝑙  shown 
within Figure 10-7. This shows that to successfully cool the combustor using this single 
plain cooling channel, the doubling of the mean velocity between case 2 and case 1 
results in a doubling of the required cooling velocity. However, this increase in the 
required cooling velocity is matched by a corresponding increase in the mass flow rate 
within the combustor (𝑚 𝑐𝑜𝑚𝑏 ). Thus, the combustor bypass ratio, CBPR (defined 
as 𝑚 𝑐𝑜𝑚𝑏 𝑚 𝑐𝑜𝑜𝑙
 ), remains the same. This indicates that a similar amount of flow will be 
required to cool the combustor relative to the mean flow within the pulse combustor 
for 𝑃1
′ = 0.15. For case three, which features a different velocity profile over the 
tailpipe length than cases one and two, the CBPR is higher. This is ascribable to the 
greater pressure amplitude within this case (𝑃1
′ = 1.5) which causes the greatly 
increased value of 𝑕𝑕𝑜𝑡  within the tailpipe. From this it can be seen that compared to a 
non-reversing case with the same mean velocity, the increased heat flux caused by the 
higher pressure amplitude increases the required CBPR by a third. 
 The cooling channel depth above has been used to provide a simple example of 
cooling flow for the pulse combustor. However, this is unlikely to be used within an 
engine due to the extra space the combustor would take up at this size. Furthermore, 
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the work of Mason (29) has shown that the maximum CBPR for an engine the size of 
the Gnome will be 2.05. This was calculated by considering the rate of fuel burn within 
a combustor with the fuel/air requirement of the combustor using kerosene as the 
fuel. Thus, the values for the above channel shown in Table 10-2 are too high (but not 
insurmountably so) for use within an engine scenario. Since it has been shown that the 
requirements of the cooling flow for the individual cases differ substantially (at least 
between cases one and two and case three), these will be discussed separately below. 
 For each of these cases, two cooling scenarios have been examined. The first of 
these uses a plain channel of depth 2mm whilst the second adds pin-fins of the 
specification of Metzger (82). These pins each have a diameter of 0.846cm, a height to 
diameter ratio of 1 and 𝑥 𝐷𝑝𝑖𝑛 
= 1.5. 
Pulse Combustor Tailpipe Case One 
This case is representative of the pulse combustor scaled to an engine 
condition. It features a pressure amplitude of 0.15bar and a mean velocity of 50m/s. 
The cooling calculation allows the difference between the heat flux provided by a 
cooling flow of given velocity and the heat flux required in order to satisfy the defined 
value of 𝑇𝑤𝑕𝑜𝑡  (950K) within the pulse combustor to be viewed over the length of the 
tailpipe. This is shown in Figure 10-8 for a plain cooling channel depth of 2mm and a 
coolant velocity of 14.75m/s. From this figure, it is clear that at the beginning of the 
tailpipe, the heat flux provided by the coolant is much in excess of that required. 
However, due to the heating of the coolant fluid over the length of the cooling 
channel, this excess is required else the cooling flow would quickly cease to provide 
sufficient cooling to the tailpipe. Figure 10-8 shows that for a plain cooling channel 
with coolant velocity of 14.75m/s, three separate cooling flows would be required as 
evidenced by the three peaks shown within the variation in 𝑄 𝑐𝑜𝑜𝑙  over the length of 
the tailpipe. Each of these flows has a mass flow rate of 0.0327kg/s resulting in a CBPR 
of 2.4 (the pulse combustor mass flow rate is 0.041kg/s). This value is higher than the 
maximum value advised by Mason (29). Therefore, for an engine of the size of the 
Gnome using this cooling condition, there would be insufficient cooling flow available 
to cool the combustor.  
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If a higher cooling velocity is used in conjunction with a plain cooling channel, 
the number of separate cooling channels required will reduce. An example of this is 
shown within Figure 10-9. 𝑉𝑐𝑜𝑜𝑙  in this figure is 31.4m/s with a much increased mass 
flow rate in this channel of 0.0698. This results in a much lower CBPR of 1.7. Whilst this 
is within the limit suggested by Mason (29), it results in a much higher coolant 
temperature at the end of the tailpipe than if using three shorter channels. This results 
in a mass weighted average temperature downstream of the pulse combustor exit 
(mixed exit temperature or MET) of 1010K, much higher than the turbine entry 
temperature (TET) of the Gnome engine (81). Comparatively, the MET for the case 
shown in Figure 10-8 is 899K which is closer but in excess of the Gnome TET of 850K. 
This shows the competing requirements of the cooling system. Less cooling channels 
results in a much lower CBPR but at a higher MET; more cooling channels results in the 
opposite. Furthermore, the higher coolant velocities must be generated from the low 
velocities mass flow within the combustor plenum. An additional consideration in the 
selection of channels is that an increase in 𝑉𝑐𝑜𝑜𝑙  will produce an increased pressure 
drop over the channel length. 
Table 10-3 shows a range of cooling configurations that feature from one to 
three separate cooling channels for both plain channels and those featuring pin-fins. 
The channel depth for the pin-fin case is different to that for the plain channel cases as 
stated in the previous section. 
 𝑉𝑐𝑜𝑜𝑙  (m/s) Plain/Pin-fin No. Channels CBPR MET (K) 𝑚 𝑐𝑜𝑜𝑙  (kg/s) 
1 14.75 Plain 3 2.4 899 0.033 
2 19.50 Plain 2 2.1 940 0.043 
3 31.40 Plain 1 1.7 1010 0.070 
4 6.89 Pin-fin 3 2.9 844 0.040 
5 8.27 Pin-fin 2 2.3 907 0.048 
6 13.00 Pin-fin 1 1.8 984 0.075 
Table 10-3: Table showing different cooling options available for pulse combustor tailpipe case one. 
From Table 10-3, it appears that the plain channel cooling options greatly 
outperform the pin-fin cooling options due to lower CBPR and 𝑚 𝑐𝑜𝑜𝑙 . This occurs 
because of the different channel depths used in each case. For example, to cool the 
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tailpipe using a plain channel of the same depth and coolant velocity as that used in 
the one-channel pin-fin case above (line 6, Table 10-3) would result in a requirement 
for four separate cooling channels. From the data shown in the above table, it is clear 
that whilst a single cooling channel is preferable from the point of view of the CBPR, 
this gives an MET far in excess of the TET of the Gnome engine. Thus, for this set of 
conditions, Table 10-3 shows that either solution two or solution five, featuring two 
channels would provide the closest match to the cooling requirements of the pulse 
combustor. To this end, whilst the CBPR in the pin-fin case (line 5) is higher than that 
within the plain channel (line 2) solution, the lower coolant velocity will be much easier 
to generate within the combustion chamber. However, both velocities are much lower 
than the mean velocity passing through the pulse combustor itself. 
Whilst the solutions noted here exceed the value of CBPR suggested by Mason 
(29), some modification to the material properties of the pulse combustor would drop 
the heat flux requirement of the cooling flow. To this end, an increase in the maximum 
temperature of the inside of the pulse combustor or the use of a thermal barrier 
coating within the tailpipe would lessen the coolant requirements. If for example, the 
maximum combustor wall temperature was raised by 50° to 1000K, a similar two 
channel cooling flow would have lower velocity and the CBPR would drop to 1.9 with 
little effect to the MET. This CBPR value only considers the cooling requirement of the 
tailpipe and not that of the combustion chamber or inlet pipe. Thus, the overall CBPR 
will be higher than noted here due to the cooling requirements of these regions (not 
considered within this analysis). From this, we must conclude that for the condition at 
case 1, the tailpipe is not immediately able to be cooled if the limit proposed by Mason 
is adhered to. However, with some iteration and especially with the reduction in total 
heat flux given by either an increase in the maximum metal temperature or the 
addition of a thermal barrier coating, the cooling requirement would be lessened to 
the point of having sufficient flow available to cool the tailpipe at this condition. 
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Pulse Combustor Tailpipe Case Two 
This case features a higher tailpipe mean velocity of 100m/s than shown within 
case one. The effect that this increase has on the ability of the available cooling flow to 
cool the device will be discussed in this section. A similar value of 𝑉′ 𝑉𝑚 
 to that within 
case one is present within case two as has been shown in Figure 10-5. Thus, this case 
will show the effect the increased mean velocity has on the amount of flow required to 
cool the pulse combustor tailpipe. 
Table 10-4 shows a similar range of cooling flows to those shown for case one 
featuring either three, two or one separate cooling channels. This table shows 
increased values of 𝑉𝑐𝑜𝑜𝑙  for each case compared to that for case one shown in Table 
10-3. Given the increased heat transfer coefficient required of the cooling flow shown 
in Figure 10-7, this is to be expected. This shows that the increased mean velocity 
within the pulse combustor causes a corresponding increase to the tailpipe heat 
transfer coefficient and so to the cooling velocity required.  
 𝑉𝑐𝑜𝑜𝑙  (m/s) Plain/Pin-fin No. Channels CBPR MET (K) 𝑚 𝑐𝑜𝑜𝑙  (kg/s) 
1 29.3 Plain 3 2.4 900 0.065 
2 37.3 Plain 2 2.0 950 0.083 
3 60.0 Plain 1 1.6 1022 0.133 
4 14.3 Pin-fin 3 3.0 832 0.083 
5 17.5 Pin-fin 2 2.5 889 0.101 
6 24.9 Pin-fin 1 1.8 994 0.144 
Table 10-4: Table showing a range of cooling options available for pulse combustor cooling case two. 
 Whilst Table 10-4 shows higher values of 𝑉𝑐𝑜𝑜𝑙  than found for case one, the 
CBPR in these cases are of a similar magnitude to those for case one. This similarity 
extends to the tailpipe exit temperature (MET). This shows that the increase in mean 
velocity from 50m/s to 100m/s produces a proportional increase in the requirements 
of the cooling flow. The downside to this is that the increased velocities in the pin-fin 
cooling cases will result in a much greater pressure drop across the pin-fin array than 
for cooling case one. Considering line 5 from both Table 10-3 and Table 10-4, the 
doubling of 𝑉𝑐𝑜𝑜𝑙  results in the quadrupling of the pressure drop over the length of 
each cooling channel. Given that the pulse combustor is designed to produce an 
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increase in static pressure over the length of the device, if the pressure drop in the 
cooling flow reduces this pressure gain significantly upon the merging of the two flows, 
it will compromise the performance of the pressure gain system. Furthermore, the 
different pressures at different stages of the combustion system results in the 
requirement to ensure correct flow direction at all points within the device as 
discussed in more detail in section 10.1.  
 The discussion for cooling case one concluded that cooling the pulse combustor 
is feasible for that flow condition. However, it will require a higher CBPR than noted by 
Mason (29) and possibly a means for reducing the total heat flux in order to 
accomplish this. The data shown in Table 10-4 and the values of CBPR show that the 
arrangement featuring two pin-fin channels is the best cooling solution in this case. 
However, if the same engine and number of combustors is used for both cooling case 
one and two, it is likely that there will be insufficient flow available for case two. This 
will occur since for a given engine, there is a limit to the amount of air delivered to the 
combustor by the compressor. It follows that the number of combustors able to be 
fitted into an engine will be limited by the mass flow rate required through each 
combustor can. Again, this is a limiting factor on the installation of a pulse combustor 
into a pre-existing engine. Assuming that this is not a problem, it will be possible to 
cool a pulse combustor using a system similar to that detailed in line five of Table 10-4. 
Pulse Combustor Tailpipe Case Three 
 The variation in 𝑉′ 𝑉𝑚 
 over the length of the tailpipe in case three differs greatly 
(as shown in Figure 10-5) from that shown in cases one and two. This leads to a larger 
variation in the heat transfer coefficient required of the cooling flow and so a different 
challenge from a cooling perspective compared to the previous two cases. Figure 10-10 
shows a comparison between the heat flux of the cooling channel compared to that 
required to cool the pulse combustor tailpipe. This is similar to Figure 10-8 which 
shows the same heat flux variation albeit for case one. Both figures show the 
requirement for three separate cooling flows whilst using a 2mm plain channel and a 
velocity of approximately 15-17m/s. However, Figure 10-10 shows that the variation in 
the required heat flux is much different to that shown in Figure 10-8 with the second 
cooling channel (between axial distance 0.3 and 0.6m) required to cool a region with 
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an increasing heat flux requirement denoted by the positive gradient shown in this 
region. Case one, by comparison, shows a linear decrease in the magnitude of the 
required heat flux in this region with a maximum value far beneath that at the start of 
the tailpipe. This change in structure is solely down to the increased pressure 
amplitude used within case three which in turn causes the increase in velocity ratio 
over the length of the tailpipe. 
 Table 10-5 shows a range of different cooling flows that may be used to cool 
the pulse combustor. From this, a greater amount of coolant flow is shown to be 
required to cool the pulse combustor tailpipe compared with case one (Table 10-3). 
For example, comparing a dual plain channel cooling flow (line two in both tables) 
shows an increase in CBPR of 0.4 for case three compared to case one. This indicates 
that for a given mean velocity combustor flow, an increase in the pressure amplitude 
will cause an increase in 𝑉′ 𝑉𝑚 
 over the length of the tailpipe and in turn an increase in 
both the combustor heat transfer coefficient and that of the coolant flow.  
 𝑉𝑐𝑜𝑜𝑙  (m/s) Plain/Pin-fin No. Channels CBPR MET (K) 𝑚 𝑐𝑜𝑜𝑙  (kg/s) 
1 17.6 Plain 3 2.9 853 0.039 
2 23.2 Plain 2 2.5 891 0.052 
3 39.6 Plain 1 2.2 941 0.088 
4 8.3 Pin-fin 3 3.5 800 0.048 
5 10.2 Pin-fin 2 2.9 851 0.059 
6 16.2 Pin-fin 1 2.3 921 0.093 
Table 10-5: Table showing a range of cooling options available to cool pulse combustor case three 
 Despite the increases shown in CBPR in the above table, the required 𝑉𝑐𝑜𝑜𝑙  are 
not much higher than shown within case one. Thus, the velocities required to cool the 
pulse combustor tailpipe in this instance are not excessive. However, the high values of 
CBPR shown in Table 10-5 exceed the value suggested by Mason (29). Thus, in order to 
successfully cool the tailpipe under the flow conditions of cooling case three, it will be 
necessary to reduce the required value of the heat transfer coefficient of the cooling 
flow since it is unlikely that there will be sufficient air available to cool the pulse 
combustor tailpipe. This reduction may take the form of using a different material than 
metal for the combustor such as a ceramic. This would allow for a higher allowable 
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surface temperature and so a reduction in the mean heat flux. This would in turn lead 
to a reduction in the amount of coolant required. Alternative methods of achieving this 
would be in the use of a thermal barrier coating on the inside of the pulse combustor.  
Conclusion 
 The above discussion has discussed possible cooling strategies for three 
different flow conditions within the pulse combustor tailpipe. This has shown that it is 
possible to cool the pulse combustor at similar engine condition to the Rolls-Royce 
Gnome. However, the ease of doing so alters between the three cases discussed. For 
the non-reversing cases (one and two), the CBPR value is sufficiently low (range 2.2-
2.5) to indicate that with further refinement, there would be sufficient airflow 
available to cool the pulse combustor tailpipe. However, for case three which features 
a flow reversal, the CBPR increases to three. This will prove much more difficult to cool 
with the airflow limitations found within an engine. This is in part due to the large 
amount of area requiring cooling on a pulse combustor tailpipe. For each of these 
quoted values, a pin-fin cooling channel was used containing pins of diameter 
0.846cm, H/D=1 and S/D=2.5. 
All of the CBPR values noted here exceed the value suggested by Mason (29). 
Furthermore, the value of 2.1 stated by Mason was for the combustor as a whole 
rather than the tailpipe. If it is assumed that little cooling will be required for the inlet 
pipe due to the constant influx of fresh, cooler air, the combustion chamber itself 
would still need cooling. This will add further to the CBPR value. If this results in a CBPR 
in the range 3.5-4.5, this would present a large problem to the integration of a pulse 
combustor into an engine due to the low MET that this amount of lower temperature 
cooling air would produce. Thus, the turbine entry temperature would be lower than 
required by the engine cycle. This could be offset by using a less cooling channels and 
so raising the temperature of the coolant. Further reduction in CBPR could also be 
made by reducing the dimensions of the pulse combustor itself. A smaller pulse 
combustor would result in a lower surface area and so a lower cooling requirement. 
This configuration has not been examined as part of these calculations. 
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 Whilst the calculations presented here show that it should be possible to cool a 
pulse combustor with no flow reversal, it is clear that further iteration is required in 
order to bring the ratio of coolant mass flow rate to combustor mass flow rate down. 
Until this is accomplished, the amount of coolant required will greatly limit the 
integration of pulse combustors into jet engine. Indeed, any integration may impact 
greatly on the overall cycle performance due to the lower gas temperature produced 
due to the high amount of coolant required. Furthermore, for each of the cooling 
solutions discussed within this section, there will be an associated pressure drop along 
the length of the channel. This will also have to be minimised else the pressure drop in 
the cooling channels will negate any benefit generated by the pulse combustor. In 
itself, this could cause a major problem for the integration of a pulse combustor into a 
conventional engine cycle.  
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Figures 
 
Figure 10-1: A possible way to reduce the space required for a single pulse combustor whilst providing ancillary 
cooling to the device 
 
Figure 10-2: Coaxial inlet and tailpipes for a pulse combustor. This utilises the inlet pipe to provide an additional 
cooling flow to the initial part of the tailpipe. 
 
Figure 10-3: Diagram showing the conditions within the combustor plenum of the Gnome Engine used for this 
study. 
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Figure 10-4: Illustration showing the three regions present in the cooling calculation as well as the important 
variables involved in the calculation. 
 
 
Figure 10-5: Variation of 𝑽′ 𝑽𝒎
  over the length of the pulse combustor tailpipe calculated using the standing 
wave equation 
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Figure 10-6: Variation of pulse combustor tailpipe heat transfer coefficient for each of the three flow conditions. 
 
 
Figure 10-7: Variation of the heat transfer coefficient required from the cooling flow for each of the three cooling 
cases. 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
100
200
300
400
500
600
700
800
900
1000
Distance Along Tailpipe (m)
T
ai
lp
ip
e 
H
ea
t 
T
ra
ns
fe
r 
C
oe
ff
ic
ie
nt
 (
W
/m
2
K
)
 
 
Case 1
Case 2
Case 3
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
250
500
750
1000
1250
1,500
Distance Along Tailpipe (m)
C
oo
la
nt
 H
ea
t 
T
ra
ns
fe
r 
C
oe
ff
ic
ie
nt
 (
W
/m
2
K
)
 
 
Case 1
Case 2
Case 3
 232 
 
 
Figure 10-8: Comparison between the heat flux generated by the coolant with that required to satisfy the cooling 
requirements of the pulse combustor. Case 1, plain cooling channel of depth 2mm, 𝑽𝒄𝒐𝒐𝒍 = 𝟏𝟒.𝟕𝟓𝒎/𝒔 
 
 
Figure 10-9: Comparison between the heat flux of the coolant flow with that required to satisfy the cooling 
requirements of the pulse combustor. Case 1, plain cooling channel of depth 2mm, 𝑽𝒄𝒐𝒐𝒍 = 𝟑𝟏.𝟒𝒎/𝒔 
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Figure 10-10: Comparison between the coolant heat flux and that required to satisfy the cooling requirements of 
the pulse combustor. Case three, plain cooling channel of depth 2mm, 𝑽𝒄𝒐𝒐𝒍 = 𝟏𝟕.𝟔𝒎/𝒔 
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Chapter 11 Conclusions 
Throughout the history of the jet engine, modifications have consistently been 
made to the original design with a view to improving both the overall efficiency and 
usefulness of the device. This process of continual improvement has resulted in 
component efficiencies as high as 90%. Thus, whilst further improvements to the 
engine will raise these efficiencies higher still, the amount of increase is likely to be 
small due to the limitations of the materials used. This limit has led to an increasing 
interest into novel ideas to produce a step increase in the performance of the engine. 
Currently, combustion within a jet engine occurs at near-constant pressure and 
features a pressure drop between combustor inlet and exit of 4-5% of the compressor 
exit total pressure. This pressure drop reduces the amount of mechanical energy 
available to the turbine but is tolerated in order to drive the mixing of fuel and air 
within the combustor and to provide a cooling flow to the combustor and turbine. 
Thus, a reduction in the combustor pressure drop without affecting the efficiency of 
the combustion process will result in a large advance in engine performance. An 
example of a technology which reduces the combustor pressure drop and indeed 
produces a pressure gain is that of pulsed pressure gain combustors (PPGC).  
There are three main types of PPGC, the pulse detonation engine, dynamic 
pressure exchangers and aero-valved/valveless pulse combustors. Of these, the 
valveless pulse combustor offers the smallest amount of pressure gain but also the 
least complexity of the three types. This relative simplicity makes the valveless pulse 
combustor the most viable option in terms of application to a gas turbine engine. 
Valveless pulse combustors consist of acoustically tuned inlet and tailpipes with a 
larger diameter combustion chamber in between. Combustion occurs periodically 
within the combustion chamber under the presence of a time-varying pressure field. 
This causes a resonant, oscillating flow within the tailpipe. A mean mass flow passes 
through the device due to this combustion process in the direction of the tailpipe.  
 Whilst research has previously been conducted into the performance and flow 
characteristics within a pulse combustor, little research has been conducted into the 
heat transfer characteristics of the device. This thesis has presented an investigation 
into the heat transfer characteristics of pulse combustors for gas turbine engines. This 
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has involved experimental heat transfer work on a pulse combustor tailpipe as well as 
on a cold-flow model of a pulse combustor tailpipe. Additionally, a computational 
analysis of the cold-flow model was conducted. 
11.1 Cold Flow Analogy Rig 
For a given pulse combustor design, there is little scope for altering the 
conditions within the device since the resonant frequency is set by the length of the 
tailpipe. Apart from this, the pressure amplitude within a pulse combustor may only be 
varied by altering the fuel mass flow rate and so the pressure amplitude. Furthermore, 
the high temperatures within a pulse combustor also limit the scope of the testing that 
may be carried out. Thus, the cold flow analogy rig (CFAR) was designed to present a 
scaled version of a pulse combustor tailpipe flow at a lower temperature. At the most 
basic, the flow within a pulse combustor tailpipe consists of a mean mass flow with a 
periodic, unsteady oscillating component. It is these constituent parts that have been 
replicated within the CFAR. 
The CFAR consists of a pipe of length 0.95m and diameter 0.025m. This is 
driven to a condition of resonance by a piston at the upstream end of the pipe. The 
piston is oscillated by an electro-dynamic shaker. Air is passed through a series of 
choked orifices on the face of the piston in order to provide a defined mean mass flow 
within the pipe. A block consisting of four thin-film gauges mounted on a ceramic 
substrate and encased in a larger metal surround is mounted onto the rig at a range of 
axial locations to provide measurement of the heat flux within the pipe at a given 
condition. This block is completed by two Peltier Heaters in order to vary the gas-to-
wall temperature difference and so measure the heat transfer coefficient of the flow. 
This arrangement allows for the assessment of heat flux at a range of mean velocities 
(0-20m/s), pressure amplitudes (0-0.15bar), resonant frequencies, axial locations and 
gas-to-wall temperature differences (0-50K). 
The CFAR has shown that for a pulsating, resonant pipe flow, an enhancement 
in the heat transfer coefficient is shown over a non-pulsing pipe flow of the same 
mean velocity. This occurs only for flows where the amplitude of the unsteady velocity 
at a given location exceeds the time-mean velocity (𝑉′ 𝑉𝑚 
> 1). At these conditions, the 
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flow velocity within the pipe periodically reverses for part of the oscillation within the 
pipe. The enhancement in heat transfer coefficient over that in a non-pulsing flow of 
the same time-mean velocity was found to rise linearly. However, the amount of 
enhancement to the heat transfer coefficient is less than predicted by the quasi-steady 
equation used by Hanby (35). The deviation from the quasi-steady equation is 
particularly marked when the ratio of the velocity amplitude to the mean velocity 
exceeds 4.5. At a higher resonant frequency (150Hz instead of 87Hz), attained by 
shortening the pipe length, the level of enhancement reduces compared to that shown 
at a resonant frequency of 87Hz. This indicates that the quasi-steady analogy does not 
hold at all conditions within the CFAR. 
Analysis of the ensemble averaged, time-dependent unsteady heat flux showed 
a similar demarcation as the time-mean heat flux based upon whether the flow at a 
given location within the pipe reversed over part of the cycle. For non-reversing flows, 
an increase in unsteady heat flux was shown at times of an increase in pressure. Thus, 
the cyclic variation in unsteady heat flux is similar to the near-sinusoidal variation in 
pressure. This indicates that an increase in pressure within the pipe causes a 
corresponding increase in the temperature within the pipe and so alters the 
temperature gradient at the wall producing an increase in unsteady heat flux. The 
magnitude of the unsteady heat flux in this case is invariant with gas-to-wall 
temperature difference and depends solely on the pressure amplitude. For flows 
where there is a flow reversal (𝑉′ 𝑉𝑚 
> 1), the cyclic variation in unsteady heat flux 
alters from that outlined above at the point within the cycle the flow reverses. At this 
location, an increase in the level of unsteady heat transfer is noted. 
Thus, to conclude, the CFAR has shown an enhancement in heat transfer 
coefficient for resonant, oscillating pipe flows over that within a non-oscillating flow of 
the same mean velocity for conditions where a flow reversal exists within the pipe. The 
level of enhancement is less than predicted by quasi-steady theory. Furthermore, the 
enhancement reduces for an increase in resonant frequency of the device. This is not 
predicted by quasi-steady theory. The CFAR has also been shown to produce a similar 
time-variation in unsteady heat flux to that within the pulse combustor tailpipe at 
 237 
 
similar values of 𝑉′ 𝑉𝑚 . The time-variation of unsteady heat flux in both cases closely 
follows the variation of the pressure within the pipe. However, an increase in unsteady 
heat flux has been shown in both CFAR and pulse combustor following the point of 
near-wall flow reversal within the pipe. This increase is not caused by the variation in 
pressure within the oscillation. 
11.2 Pulse Combustor 
Experimental work has been conducted in the first 200mm of the pulse 
combustor tailpipe; immediately to the rear of the combustion chamber. This has 
involved the use of a series of thin film gauges flush mounted onto the wall of the 
tailpipe. For this purpose, a specially designed section of tailpipe was used featuring an 
air cooling system covering the test section to prevent the pulse combustor failing. 
This featured four mounting points for four separate thin-film gauge blocks each 
containing ten thin-film gauges. A separate tailpipe test location 430mm from the 
combustion chamber exit was also used. Pressure measurements were also taken at 
the majority of test locations. 
The extreme temperatures within the initial part of the pulse combustor 
tailpipe greatly limited the amount of data acquired. For example, the heat transfer 
coefficient of a given flow was not able to be determined since it was not possible to 
systematically vary the gas-to-wall temperature difference. However, it has been 
shown that the mean heat flux within the device is of the order of 25,000W/m2 near 
the combustion chamber reducing to 5,000W/m2 further down the length of the 
tailpipe. Little variation is shown with fuel mass flow rate within the pulse combustor. 
The time variation of the unsteady heat flux increased at times of increased 
pressure within the tailpipe in the same manner as described for the CFAR (above). 
The unsteady heat flux again deviated from the variation of the unsteady pressure at 
times of flow reversal within the tailpipe. The amplitude of the unsteady heat flux was 
again found to alter only with pressure amplitude. The time-variation of pressure in 
the pulse combustor tailpipe differs from that within the CFAR due in part to the 
different geometry and flow conditions in each case. However, given that the time-
variation in both pressure and heat flux are linked for most of the cycle, this means 
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that the CFAR accurately reproduces the correct relationship between the two 
variables as discussed above and in the previous section. Again, this confirms that the 
validity of the CFAR as representative of the flow within the pulse combustor tailpipe. 
11.3 Computational Model of the Cold-Flow Analogy Rig 
The computational study of the cold flow analogy rig (CFAR) has been 
conducted in order to assess the feasibility of modelling the heat transfer occurring 
within a resonant pipe. This model comprises an axisymmetric uRANS simulation using 
version 12 of the commercially available CFD code Fluent. This simulation uses 
appropriate physical models to capture the variation of gas properties within the pipe. 
An oscillating velocity inlet condition has been used along with two different mean 
velocities, 2m/s and 5m/s. The wall temperature within the model was set to be 350K 
to produce a gas-to-wall temperature difference throughout the pipe. 
This model correctly predicted the same variation in pressure amplitude along 
the length of the pipe as that measured within the CFAR at all conditions and predicted 
the same variation of velocity amplitude along the pipe length as predicted by the 
standing wave equation. However, the model predicted only a modest enhancement 
to the heat transfer coefficient within the pipe. This enhancement in both mean 
velocity cases was lower than that recorded at a similar condition within the CFAR. The 
low amount of heat transfer enhancement has been shown to be caused by a low 
prediction of the magnitude of the time-mean heat flux within the pipe. The time-
dependent unsteady heat flux again showed a similar variation to that shown within 
the CFAR. Some variation was again shown in regions of flow reversal whereupon a 
secondary increase in the unsteady heat flux is shown. Further investigation into the 
cause of this increase has shown that it is caused by movement of the flow away from 
the wall at times of near-wall flow reversal. This significantly alters the temperature 
gradient of the fluid in the near-wall region and so the instantaneous heat flux.  
The computational model has successfully simulated the correct variation of 
pressure and velocity amplitude over the length of the pipe. It has also demonstrated 
that the pipe is being oscillated at a condition of resonance. However, whilst the 
computational model has successfully predicted the variation in the bulk flow variables 
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(pressure, velocity and temperature), it has not been able to correctly model the 
magnitude of the near-wall flow oscillation. This has been evidenced by a low time-
mean heat flux value compared to the CFAR. However, the computational model has 
succeeded in providing additional insight into the motions of the gas in the near-wall 
region and demonstrating the cause for the increase in unsteady heat flux at the point 
of flow reversal within a resonant pipe. 
11.4 Pulse Combustor Cooling 
The information from both the pulse combustor and cold-flow testing enabled 
an investigation into the feasibility of cooling a pulse combustor within the confines of 
a jet engine. This calculation focussed on the cooling requirements of the pulse 
combustor tailpipe based on an engine cycle similar to that of the Rolls-Royce Gnome. 
Three separate flow conditions were investigated in order to assess the effect of the 
variation in mean velocity and pressure amplitude within a pulse combustor at this 
condition. The best solution for the cooling of the pulse combustor has been shown to 
be two separate pin-fin cooling channels of depth 8mm. This offers a compromise 
between a high mass flow rate for the cooling flow and the requirement for a turbine 
entry temperature of 853K. However, this results in the ratio of mass flow passing 
through the combustor to that of the cooling flow (CBPR) being in the range of 2.2-3. 
At these values, the work of Mason (29) suggests that there will be insufficient flow 
available to cool the pulse combustor tailpipe. It is noted that the quoted values fail to 
include the additional cooling that will be required for the combustion chamber of the 
pulse combustor. The CBPR required for the non-reversing, low mean velocity case was 
2.2. Thus, it was concluded that with extra mechanisms to lessen the requirements of 
the cooling flow (such as raising the maximum wall temperature of the tailpipe and 
constructing the combustor from advanced high-temperature materials) that it would 
be possible to cool the pulse combustor at this condition.  
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Chapter 12 Recommendations for Further Research 
The research presented within these pages has shown that it may be possible 
to cool a pulse combustor within certain gas turbine engine cycles. However, in order 
to achieve this within a working engine, more research will be required in order to 
reduce the quantity of air required to cool the increased surface area of the pulse 
combustor. Whilst the Gnome engine cycle used for this calculation is not indicative of 
modern commercial engines, it is unlikely that these larger engines will be a candidate 
for the use of pulse combustors since the pressure rise generated by the device is 
lessened at the increased gas temperatures and pressures used within these engines. 
Coupled with other work that has showed pulse combustors to produce a combustion 
driven pressure gain (29), this provides further evidence that with further 
development, pulse combustors may be successfully used within gas turbines. Over the 
course of this research, some areas for further research have arisen which can 
ultimately assist to further knowledge of the heat transfer characteristics of a pulse 
combustor and indeed of pulsating, resonant pipe flow. These will be discussed in turn. 
12.1 Pulsating Resonant Pipe Flow 
12.1.1 Flow Reversal 
The results from the CFAR have shown that the cyclical variation in the time-
dependent unsteady heat flux increases at the point that flow reversal is predicted 
based upon the predicted standing wave within the pipe. This has been corroborated 
with further evidence of this increase from the computational data. Furthermore, 
research (53) has previously shown this to be caused by a disruption to the flow in the 
near-wall region within a channel flow. In order to provide a conclusive proof as to the 
cause of this increase within the unsteady heat flux for a resonant pipe flow, further 
measurements within the flow are required. First of these is a measurement of the 
time-dependent velocity variation at an axial location where the flow is reversing. 
Second of these is measurement of the near-wall gas temperature in the near-wall 
region. The combination of these measurements would show precisely what occurs 
within the fluid at times of flow reversal within the pipe. If this also occurred in 
conjunction with heat flux measurements as performed on the CFAR, a complete 
analysis of the effect of flow reversal on the time-dependent heat flux could be shown.  
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12.1.2 Pipe Diameter 
Part of the limitations of the CFAR with regard to the acquisition of velocity 
data for the reasons noted above is the small pipe diameter. This was chosen originally 
due to the scaling analysis carried out to produce the CFAR and the need to produce a 
large amplitude pressure oscillation. The limiting factor in this sense is the power 
output of the electro-dynamic shaker and the mass of the piston. Thus, whilst a larger 
diameter pipe would allow better measurement of the velocity and temperature noted 
in the previous section, it may also prove more difficult to produce a similar pressure 
amplitude due to the increased mass of the piston. Furthermore, the effect of a larger 
pipe diameter on the heat flux enhancement has not been investigated. Whilst there 
may not be any change since this has been shown to be dependent on the velocity 
ratio, further investigation is required. 
12.1.3 Effect of a Change in Resonant Frequency 
The investigations in the CFAR showed some frequency dependence on the 
enhancement of mean heat transfer over a steady, non-pulsing flow of the same mean 
velocity. At a frequency of 86Hz, the enhancement is less than predicted by the quasi-
steady theory whilst a further reduction has been shown at a resonant frequency of 
150Hz. For both these tests, the flow conditions exceeded the limit of Carr for a quasi-
steady flow (57). Further investigation into the effects of increased resonant frequency 
would therefore be able to quantify the frequency dependence of a heat transfer 
enhancement and to a frequency limit (for reversing flow) of the quasi-steady 
assumption. This would also benefit the cooling of a pulse combustor since it may 
influence the length of the resonant tailpipe and so resonant frequency in order to 
negate some of the enhanced heat transfer produced. Additionally, a shorter tailpipe 
length would reduce the surface area of the device and so the cooling requirement of 
the combustor. 
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12.2 Pulse Combustor Heat Transfer 
12.2.1 Mean Heat Transfer Measurement 
The pulse combustor experimental work was designed to primarily investigate 
the variation in the time-dependent unsteady heat flux. This is partly due to the high 
gas and metal temperatures at combustion chamber end of the tailpipe. In order to 
fully confirm the findings with regard the enhancement to the heat transfer coefficient 
from the CFAR and indeed to improve the cooling calculation, measurements of the 
mean heat flux are required. Whilst variation of the gas-to-wall temperature difference 
is problematic, it may be possible further away from the beginning of the tailpipe 
where the wall temperature of the device is lower. This would also increase the time 
available to vary the gauge temperature before the solder on the gauges overheated.  
This is required due to the lack of a consensus of opinion on the amount of heat 
transfer enhancement within a pulse combustor. It is known that the pulsations 
enhance the mean Nusselt number at a given location in a flow that is periodically 
reversing. However, the two main studies on this by Dec & Keller (27) and Hanby (35) 
disagree over the amount of this enhancement. Furthermore, the CFAR has shown that 
the flow may be defined by a particular velocity ratio and the cyclic variation of the 
unsteady heat flux compared between the pulse combustor tailpipe and the CFAR. 
However, a similar link has not been able to be made within the time-mean data. 
Knowledge of this would greatly enhance the accuracy of the assessment of the heat 
flux produced at an engine condition. 
12.2.2 Pulse Combustor Cooling 
The effect of increasing the gas pressure entering the pulse combustor for a 
given pressure amplitude has been shown within the cooling calculation to produce a 
low velocity ratio throughout the pulse combustor tailpipe and so no enhancement to 
the heat transfer coefficient. However, little research has been performed upon a 
pulse combustor at a gas pressure greater than 1 bar. Given the velocity ratio within 
the pulse combustor tailpipe is the main driver for increased heat transfer within the 
pipe, it is imperative that this finding is confirmed.  
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The cooling analysis also showed a possible need for further iteration with the 
use of more advanced high temperature materials or more complex cooling strategies 
than considered here in order to more fully assess the cooling requirements of the 
pulse combustor tailpipe. Undoubtedly, there is a need to lower the CBPR for the 
tailpipe from the calculated level of 2.2 to a much lower level. Furthermore, the 
analysis only considered the cooling of the tailpipe. Thus, there is also a requirement 
to assess the cooling of the combustion chamber and inlet pipe. This will increase the 
CBPR further which would make the cooling of a pulse combustor at an engine 
condition increasingly difficult. 
12.2.3 Alternate Gas Turbine Engine Design 
The cooling calculation raised the point that with a current engine cycle and 
material temperature limits, the amount of cooling flow available for a pulse 
combustor will be a limiting factor. This may prevent the ability of the pulse combustor 
to be successfully integrated into a current engine without contributing a loss to the 
performance of the engine. Thus, rather than retrospectively calculating the effect of 
adding a pulse combustor to an existing engine cycle, it would be recommended to 
first consider the pulse combustor and the cooling flows that it would require and then 
slowly construct an engine able to efficiently provide this requirement around this. 
Thus, to the combustor plenum featuring multiple pulse combustors (and associated 
cooling), a compressors and turbines would be added. This would then allow the effect 
of the higher gas pressure on the pulse combustor performance and the cooling 
requirements associated with this to be measured for a small pressure rise. Further 
iteration would allow the effect of a fully integrated pulse combustor engine cycle to 
be assessed and compared to a current engine cycle. 
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Appendix A – Example Code Used To Solve Thin-Film Gauge Heat 
Transfer 
A series of Matlab codes have been used to process data files acquired from 
the experimental work. This allows for the determination of a series of pressures, 
temperatures and the extrapolation of unsteady heat flux from the data file. A sample 
code is included here for reference. HTCProgram.m is the main file from which 
subroutines run. These subroutines comprise crank_nicolson.m which solves the 
unsteady one-dimensional conduction equation to find the unsteady heat flux in the 
device, debooster.m which removes the amplifier gain from the signal, quasisteady.m 
which calculates the mean velocity within the pipe (for the CFAR only) and WallT.m 
which extracts some specific data from the larger dataset. 
HTCProgram.m 
% Program used to analyse thin film gauge data from the cold piston rig 
%This will take a raw data file and split it into constituent files for 
% each data type acquired. Conversion into real units will also be used. 
%Program Start 
 
clear all 
tic 
 
filename='Run01'; %Note input filename without .lvm extension 
filelocation='C:\2009 Testing\040211\'; 
samplerate=10000; 
NoRuns=5; %Number of runs to evaluate 
GNoGauge=4; %Number of gauges to evaluate per run 
StartNo=1; 
ModT=1; %Run Modify T subroutine 1=true 
NoUnsteady=0;  % if set to 1,ignores unsteady solver and ensembling section 
GCurrent=[0.000679 0.000625 0.007367 0.006756]; 
GR20=[723.122 770.53 64.567 69.794]; 
GAlpha=[0.002159 0.002223 0.001946 0.001855]; 
 
%QS Information 
UncorrMassFlow_C=62-20;    % l/m 
P_Amb=1001.38;           % mBar 
Pg_C=1.1;               % Bar 
P1_P=0.04;               % Magnitude of P1 (Bar) 
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T_Amb=24.7;             % Degrees C 
Location=6;             % Which gauge location? If not distance in m 
AddMassFlow=0;        % Additional mass flow from 2nd flow meter 
 
D_P=25.4e-3;            % Pipe Diameter (m) 
Wavelength_P=4*0.952;   % Wavelength of Pipe (m, 4 * pipe length)  
P1_loc=0.095;           % Location of P1 measurement 
 
foraa=StartNo:NoRuns+StartNo-1 %#ok<ALIGN> 
%% Gauge parameters 
ttime=rem(now,1)*24; 
thrs=floor(ttime); 
tmins=round(rem(ttime,1)*60); 
iftmins<10 
disp(['Evaluating file "Run ',num2str(aa),'", ', ... 
num2str(thrs), ':0',num2str(tmins)]) 
else 
disp(['Evaluating file "Run ',num2str(aa),'", ', ... 
num2str(thrs), ':',num2str(tmins)]) 
end 
 
if aa<10 
filename=['Run0',num2str(aa)]; 
elseifaa>=10 
filename=['Run',num2str(aa)]; 
end 
eval(['datafile=load(''', filelocation, filename,'.lvm'');']); 
 
%% Performing data conversions to change parameters into SI units. 
VShaker(:,1)=(datafile(:,1)*24);                     %convert to Volts 
P(:,1)=((datafile(:,2)-mean(datafile(:,2))))*3.95-0.1219;  %convert to Bar 
P(:,2)=((datafile(:,3)-mean(datafile(:,3))))*3.6535-0.1004;  %convert to Bar 
P(:,3)=((datafile(:,4)-mean(datafile(:,4))))*3.46-0.1108;  %convert to Bar 
GTemps=datafile(:,7:11);               %All recorded T into 1 variable 
G_rawDC=zeros(samplerate,GNoGauge); 
G_rawAC=G_rawDC; 
 
for z=1:GNoGauge 
G_rawDC(:,z)=datafile(:,(2*z)+10); 
G_rawAC(:,z)=datafile(:,(2*z)+11); 
end 
clear datafile 
 
%% Deboosting/analysis 
Ts=zeros(samplerate,GNoGauge); 
TsMean=zeros(GNoGauge,1); 
 TsMean2=TsMean; 
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 DCGain=[5.147 5.162 5.164 5.152]; 
  
If ModT==1 && aa==1 
for bb=1:4 
             G_DC=mean(G_rawDC(:,bb))/DCGain(bb)/GCurrent(bb); 
TsMean2(bb)=(G_DC-GR20(bb))/GAlpha(bb)/GR20(bb) +20; 
end 
ModifyT=mean(GTemps(:,1))-TsMean2; 
elseif ModT==0 &&aa==1 
ModifyT=[0 0 0 0]; 
end 
 
for p=1:GNoGauge 
disp(['Processing Gauge ',num2str(p),' of ',num2str(GNoGauge)]) 
%Deboosts AC Signal on each gauge in turn 
G_AC=G_rawAC(:,p); 
G_AC=debooster(G_AC,samplerate); 
R_AC=G_AC./GCurrent(p); 
% Deboosts DC signal on each gauge in turn 
G_DC=mean(G_rawDC(:,p))/DCGain(p)/GCurrent(p); 
TsMean(p)=(G_DC-GR20(p))/GAlpha(p)/GR20(p) +20 + ModifyT(p); 
Ts(:,p)=R_AC./GAlpha(p)/GR20(p); 
If NoUnsteady==0 
            crank_nicolson_2a_mod 
end 
end 
 
if NoUnsteady==0 
%% Ensembling section 
P_u=zeros(samplerate-1000,3); 
Q_u=zeros(samplerate-1000,GNoGauge); 
qdot_mean=zeros(GNoGauge,1); 
[B,A]=butter(5,0.2); 
P=filtfilt(B,A,P); 
for s=1:3 
P_u(:,s)=P(1001:end,s)-mean(P(1001:end,s));  
end 
for b=1:GNoGauge 
Q_u(:,b)=qdot(1001:end,b)-mean(qdot(1001:end,b));   %removes mean 
qdot_mean(b)=mean(qdot(1001:end,b)); 
end 
 
% Find zero crossings 
for ii=1:samplerate-1001 
if P_u(ii,1)<0 &&P_u(ii+1,1)>=0 
N(ii)=1; %#ok<SAGROW> 
end 
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end 
N=find(N==1); 
 
t_u=1/10000:1/10000:1; 
t_u=t_u'; 
ensp_tot=zeros(200,1); 
ensq_tot=zeros(200,4); 
 
% Ensemble procedure 
for i=1:length(N)-1 
ensp=P_u(N(i):N(i+1),1); 
enst=t_u(N(i):N(i+1)); 
t_int=(min(enst):((max(enst)-min(enst))/200):max(enst)); 
ens_1=spline(enst,ensp,t_int);      % Pressure ensemble 
ensp_tot=ensp_tot+ens_1(1:200)';    % Pressure ensemble total   
for j=1:GNoGauge 
ensq=Q_u(N(i):N(i+1),j);         % Q averaging 
ensq_1=spline(enst,ensq,t_int); 
ensq_tot(:,j)=ensq_tot(:,j)+ensq_1(1:200)'; 
end 
end 
ensp_avg=ensp_tot/(length(N)-1); 
for j=1:GNoGauge 
ensq_avg(:,j)=ensq_tot(:,j)/(length(N)-1); %#ok<SAGROW> 
end 
 
%Save all data - clearing unwanted information first 
clear i R_AC G_rawACG_rawDC G_DC s b N ii 
clearP_uQ_uaa 
clear ens_1 enspensp_totensq ensq_1 ensq_totenst j t_ut_int 
 
eval(['save(''', filelocation, filename,'.mat'');']); 
end 
toc 
%% Grab certain values from all datasets 
WallT                   % Program to grab data 
PQuasiSteady            % Calls PQuasiSteady.m 
saveOverallConditions.matOverallMeanQDotOverallTsOverallQDot ... 
delTblockOverallPEns HTC filelocationModifyTOverallTemps ... 
QSNu_unsPQSOmegaAQSPmax_PQSVm_PQShtc_P 
clear all 
loadOverallConditions.mat 
eval(['save(''', filelocation, '\OverallConditions.mat'');']) 
%% Clear variables 
clear filename GNoGauge i samplerate R_AC G_rawACG_rawDC G_DC s b N P_uQ_u 
clear ens_1 enspensp_totensq ensq_1 ensq_totenst j t_ut_intNoRunsaa 
clear Offset 
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Cranknicolson.m 
 
%1-D heat conduction solver 
 
% Now trying to put Ts boundary condition 
 
% Set size of time-step  
dt=1/samplerate; 
 
% Set up thermal properties of Macor 
rho=2520;   %Density 
c=790;      % Specific heat capacity 
kk=1.46;   % Thermal conductivity 
 
% Determine the thermal diffusivity of Macor 
alpha=kk/rho/c; 
 
% Determine spatial separation of node points 
SubThickness=6e-3;  %Thickness of substrate material 
dx=sqrt(dt/.5*alpha); 
 
% Set number of node points in domain 
N=round(SubThickness/dx);   %does this need improving to ensure that dx and dt 
produce round numbers? 
 
%Build position vector of node points 
X=length(N); 
X(1)=dx; 
X(2)=2*dx; 
X(3)=3*dx; 
%X(4)=4*dx; 
%X(5)=5*dx; 
 
for j=4:N; 
X(j)=X(j-1)+(X(j-1)-X(j-2))*1.00; 
end 
 
% Create time vector 
t=(dt:dt:1); 
 
% Surface and back side temperatures 
Ts2=Ts(:,p)+TsMean(p); 
Tb=GTemps(:,1);             %Use for using the Thermocouple measured T 
R=2*dx*dx/alpha/dt; 
 
 
A=zeros(N,N); 
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Z=zeros(N,N); %#ok<NASGU> 
u_t=(X-0)/(max(X)-min(X))*(mean(Tb)-mean(Ts2))+mean(Ts2); 
u_t_dt=zeros(1,N); %#ok<NASGU> 
C=zeros(1,N); 
qw=zeros(1,length(t)); 
 
% MAIN LOOP...SOLVE UNSTEADY HEAT CONDUCTION EQUATION USING CRANK 
%NICOLSON PREDICTOR-CORRECTOR ALGORITHM 
%   dT/dt = alpha d2T/dx2 
 
for k=1:length(t)-1 
dx2=X(2)-X(1); %#ok<NASGU> 
dx1=X(1); %#ok<NASGU> 
A(1,1)=-(2+R); 
A(1,2)=1; 
C(1)=-R*u_t(1)-(u_t(2)-2*u_t(1)+Ts2(k))-Ts2(k+1); 
 
for i=2:N-1 
dx2=X(i+1)-X(i); 
dx1=X(i)-X(i-1); 
A(i,i+1)=dx1/dx1; 
A(i,i)=(-(dx1+dx2)-dx1*dx2/alpha/dt*(dx1+dx2))/dx1; 
A(i,i-1)=dx2/dx1; 
C(i)=(-u_t(i)*dx1*dx2/alpha/dt*(dx1+dx2)-dx1*u_t(i+1)+(dx1+dx2)*u_t(i)-dx2*u_t(i-
1))/dx1;     
end 
 
dx1=X(N)-X(N-1); 
dx2=dx1; 
A(N,N)=(-(dx1+dx2)-dx1*dx2/alpha/dt*(dx1+dx2))/dx1; 
A(N,N-1)=dx2/dx1; 
C(N)=(-u_t(N)*dx1*dx2/alpha/dt*(dx1+dx2)-dx1*Tb(k)+(dx1+dx2)*u_t(N)-dx2*u_t(N-
1)-dx1*Tb(k+1))/dx1;  
 
Z=inv(A); 
u_t_dt=mtimes(C,Z); 
u_t=u_t_dt; 
qw(k)=kk/2/dx*(3*Ts2(k)-4*u_t(1)+u_t(2)); 
end 
% END OF MAIN LOOP 
qdot(:,p)=qw; 
TsAbs(:,p)=Ts2; 
 
%% 
clear A C N R SubThickness X Z alpha c dt dx dx1 dx2 j k kk p rho z 
clearu_tu_t_dt Ts2 Tb i 
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Debooster.m 
Written by Dr. S.J. Thorpe, many thanks for letting me reproduce this code here. 
function [data_out] = debooster(g_ac, sampfreq) 
%Program to deboost the AMP00 output 
njb3=g_ac; 
gain=10; 
 
% inverse Laplace transformation of in shaft electronics circuit 
R1=[191.1]; 
R2=[1870]; 
R3=[2232]*10; 
R4=[10090]*10; 
C2=[44.97]*1.0E-9; 
C3=[504.6]*1.0E-9; 
a=R1+R4; b=R1; m1=R3; m2=R3*C3; m3=R2; m4=R2*C2; 
a1=a*m2*m4; 
b1=a*m2+a*m4+m1*m4+m2*m3; 
c1=a+m1+m3; 
a2=b*m2*m4; 
b2=b*m2+b*m4+m1*m4+m2*m3; 
c2=b+m1+m3; 
 
%solve the equation of the numerator of B(s) 
Judge1=b1^2-4*a1*c1; 
A=a2/a1; 
B=(b2-a2/a1*b1)/a1; 
C=(c2-a2/a1*c1)/a1; 
alpha1=(-b1+sqrt(Judge1))/2/a1; 
alpha2=(-b1-sqrt(Judge1))/2/a1; 
difference=sqrt(Judge1)/a1; 
 
%solve the equation of the demominator of B(s) 
Judge2=b2^2-4*a2*c2; 
alpha3=(-b2+sqrt(Judge2))/2/a2; 
alpha4=(-b2-sqrt(Judge2))/2/a2; 
 
%4 breakpoints 
 
f1=-alpha1/2/pi; 
f2=-alpha3/2/pi; 
f3=-alpha2/2/pi; 
f4=-alpha4/2/pi; 
 
 %Calculation of Inshaft electronics output( 
w1=-alpha1;  %see note 
w2=-alpha3;  %see note 
w3=-alpha2;  %see note 
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w4=-alpha4;  %see note 
A=(w1-w2)*(w2-w3)/(w2-w4);  %see note P73 Vol.3 
B=(w1-w4)*(w3-w4)/(w2-w4);  %see note P73 Vol.3 
C=(w1-w4)*(w2-w1)/(w1-w3);  %see note P157 Vol.3 
D=(w3-w4)*(w3-w2)/(w1-w3);  %see note P157 Vol.3 
M1=(R1+R2+R3+R4)/(R1+R2+R3)*w2*w4/w1/w3; 
M2=1/M1; 
 
%%%%%% Inshaft Electronics AC Output --> AC Gauge Voltage %%%%%%% 
 
data=njb3; 
data1=data-data(1); 
data1=data1/gain; 
% sampling interval 
tau=1/sampfreq; 
 
m=length(data1);    % data length 
 
tvec=([0:m-1]*tau)'; 
J=C*exp(-w1*tvec)+D*exp(-w3*tvec); 
 
%FFT length 
n=2^19; 
 
fftoutput=ifft(fft(J,n).*fft(data1,n)); 
 
%modified FFT method (P126-127 Vol.4) 
f=data1(1)*J(1:m)+J(1)*data1; 
output=real(fftoutput(1:m)-f/2)*tau; 
 
data_out=(data1+output)*M2; 
 
Quasisteady.m 
%% Quasi-steady comparison 
% Evaluate quasi-steady from the conditions in the rig on a given day 
% _C is being used for all variables within the chamber 
% _P is being used for all variables within the pipe itself. 
% _Amb is for ambient conditions 
 
%% Variables 
%Gauge_loc=0.095; 
if Location==2 
Gauge_loc=0.122+0.025;        % Location of gauges (m) = L2 
elseif Location==3 
Gauge_loc=0.165+0.025;        % Location of gauges (m) = L3 
elseif Location==5 
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Gauge_loc=0.400+0.01;        % Location of gauges (m) = L5 
elseif Location==6 
Gauge_loc=0.827;        % Location of gauges (m) = L6 
elseif Location==5.5 
Gauge_loc=0.628;        % Location of gauges (m) = L5.5 
else 
Gauge_loc=Location;     % (m) 
end 
 
% Gas Properties 
Gamma_air=1.4;          % Cp/Cv 
R_air=287;              % Ideal gas constant (air) 
Pr_air=0.71;            % Prandtl Number (air) 
K_air=0.0257;           % Thermal conductivity (air) 
 
%% Correction to flow rate 
P_C=(P_Amb/1000)+Pg_C;  %Gauge + Ambient Pressures 
mmHg_C=750.0617*P_C;    %Convert to mm Hg 
Tr_Amb=(9/5)*T_Amb+32+460; %Convert Celsius to Rankine via F 
 
% Throat conditions 
Ps_C=P_C/(1+((Gamma_air-1)/2))^(Gamma_air/(Gamma_air-1)); 
Ts_C=(T_Amb+273)/(1+((Gamma_air-1)/2)); 
rho_C=(Ps_C*10^5)/(R_air*(Ts_C)); 
 
MassFlow_C=UncorrMassFlow_C*sqrt((mmHg_C/760)*(530/Tr_Amb)); %l/m 
MassFlow_C=MassFlow_C+AddMassFlow;  %Adds flow from 2nd flow meter on. 
 
%% Flow Rate Through Holes 
% Assumes that the flow through the flowmeter and thus through the chamber 
% is identical to that initially in the pipe. 
 
Mdot_C=MassFlow_C/60;   % l/m => l/s 
Mdot_C=Mdot_C/1000;     % l/s => m^3/s 
Mdot_C=Mdot_C*rho_C;    % m^3/s => kg/s 
 
A_P=pi*(D_P^2)/4; 
rho_P=((P_Amb/1000)*10^5)/(R_air*(T_Amb+273)); 
 
% V in pipe, assumes no flow flows backwards and all flow is at new 
% velocity at the initial stage of the pipe. 
Vm_P=Mdot_C/(rho_P*A_P);  
 
%% Quasi-Steady comparison 
% Velocity in pipe found thus can estimate the heat transfer at a given location within  
%the pipe 
% Using methodology of VI Hanby, "Convective Heat Transfer In A Gas Fired 
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% Pulsating Combustor," 1969, Journal Of Engineering For Power. 
 
% Find max P' in pipe using location of P1 
Pmax_P=P1_P/(cos((2*pi*P1_loc)/Wavelength_P)); 
 
Pmax_P=Pmax_P*(cos((2*pi*Gauge_loc)/Wavelength_P)); 
 
c_Air=sqrt(Gamma_air*R_air*(T_Amb+273));  % Speed of sound (m/s) 
 
OmegaA=(Pmax_P/(P_Amb/1000))*(c_Air/Gamma_air)*tan((2*pi*Gauge_loc)/ ... 
Wavelength_P); 
 
B_P=OmegaA/Vm_P;                % Hanby Const B, amplitude of oscillation 
 
Visc=0.00001827*((291.15+120)/((T_Amb+273)+120))* ... 
    (291.15/(T_Amb+273))^(3/2); % Sutherland's Law 
 
% Applying Dittus-Boelter (Nu=0.023*Pr^0.4*Re^0.8) ignoring V 
% for the moment 
 
NuConst_P=0.023*(Pr_air^0.4)*((rho_P*D_P*Vm_P)/Visc)^0.8; 
f_P=c_Air/Wavelength_P;         % Resonant frequency of pipe (Hz) 
t=1/100000:1/100000:2*pi; 
 
uns_P=(abs(1+B_P*cos(2*pi*f_P*t))).^0.8; 
uns_P=(1/(2*pi))*trapz(t,uns_P); 
 
Nu_unsP=NuConst_P*uns_P; 
htc_P=(Nu_unsP*K_air)/D_P; 
 
display(['htc=',num2str(htc_P)]) 
display(['f_res=',num2str(f_P)]) 
display(['Vm=',num2str(Vm_P)]) 
 
QSNu_unsP=Nu_unsP; 
QSOmegaA=OmegaA; 
QSPmax_P=Pmax_P; 
QSVm_P=Vm_P; 
QShtc_P=htc_P; 
 
 
%% Clear Variables 
clearPr_airR_airGamma_air P1_loc Gauge_locWavelength_P D_P Visc B_P 
clearNuConst_Pf_Pc_AirmmHg_CTr_Amb P_C A_P rho_Crho_P 
clear P1_P Pg_CP_AmbT_Ambuns_PUncorrMassFlow_CK_air t AddMassFlow 
clearTs_CPs_CMdot_CMassFlow_CNu_unsPOmegaAPmax_PVm_Phtc_P  
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Appendix B – Unsteady Mass Flux Boundary Condition Function 
 Presented below is the user-defined function that has been used to create an 
unsteady mass flux boundary condition for the computational analysis presented in 
Chapter 5. 
#include "udf.h" 
 
DEFINE_PROFILE(unsteady_mflux, thread, position)  
{ 
face_t f; 
real t = CURRENT_TIME; 
begin_f_loop(f, thread) 
    {    
      F_PROFILE(f,thread, position) = (5*F_R(f,thread))+2*F_R(f,thread)*sin(574.0657*t); 
    } 
end_f_loop(f, thread) 
} 
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Appendix C – Quasi-steady Theory For Oscillating Pipe Flows 
 This appendix presents a brief overview of the quasi-steady theory first used by 
Lemlich (40) and subsequently used by others such as Hanby (35)and the author. This 
allows the determination of the pressure and velocity amplitudes within a resonant 
oscillating flow in the presence of a standing wave. This has been used to determine 
the velocity at various axial locations and pressure amplitudes within the cold flow 
analogy rig. 
Determination of particle velocity from pressure amplitude in a standing wave 
 The displacement of a particle in standing wave may be represented thus: 
 
𝐸 = 𝐸′ sin
2𝜋𝑥
𝜆
sin𝜔𝑡 
C0.1 
 
Where E’ is the maximum displacement of the standing wave. Differentiation of 
equation C0.1 with time gives the velocity at a location within the pipe. 
 
𝑉 = 𝜔𝐸′ sin
2𝜋𝑥
𝜆
cos𝜔𝑡 
 
C0.2 
 
Equation C0.2 shows that the velocity of a particle alters both with axial 
location along the tube and with time. Velocity is at a maximum when cos𝜔𝑡 = 1. This 
may be equated to 𝜔𝐴 where A is the amplitude of displacement at an axial location 𝑥 
along the pipe. This is shown below: 
 
𝜔𝐴 = 𝜔𝐸′ sin
2𝜋𝑥
𝜆
 
C0.3 
 
 
The condensation within the wave is found by differentiating equation C0.1 
with respect to x: 
 
𝑧 = −𝐸′
2π
𝜆
cos
2𝜋𝑥
𝜆
sin𝜔𝑡 
C0.4 
 
 The pressure amplitude within the pipe may be given as: 
 
𝑃′ = 𝛾𝑝𝑎𝑚𝑏 𝑧 = −𝛾𝑝𝑎𝑚𝑏 𝐸′
2π
𝜆
cos
2𝜋𝑥
𝜆
sin𝜔𝑡 
C0.5 
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 𝑃′is at a maximum whensin𝜔𝑡 = −1. Thus: 
 𝑃′𝑚𝑎𝑥
𝑝𝑎𝑚𝑏
=
2π𝛾𝐸′
𝜆
cos
2𝜋𝑥
𝜆
 
C0.6 
 
 If equation C0.3 is divided by equation C0.6, we obtain: 
 
𝜔𝐴 =
𝑃′𝑚𝑎𝑥
𝑝𝑎𝑚𝑏
𝜔𝜆
2𝜋𝛾
tan
2𝜋𝑥
𝜆
 
C0.7 
 
 
 Equation C0.7 is indeterminate at two points within the cycle. Within a quarter-
wavelength standing wave found in resonant pipe flow, one of these is located at the 
pipe exit. At this location, 𝑃′ → 0. Equation C0.7 gives the amplitude of the oscillation 
of a gas particle at a given location within a pipe. This has been used within this thesis 
to determine the velocity amplitude at a specified location within the cold flow 
analogy rig from pressure measurements. The pressure amplitude at a specific location 
has been similarly obtained. 
 The quasi-steady theory uses the velocity amplitude obtained from the above 
method to predict a Nusselt Number enhancement caused by the presence of 
oscillations within the pipe flow. As examined within Chapter 2, the quasi-steady 
theory modifies the standard Dittus-Boelter correlation for Nusselt Number in pipe 
flow to add a velocity oscillation to the mean velocity. This is represented below: 
 𝑉 = 𝑉𝑚 + 𝑉′ cos𝜔𝑡 C0.8 
 
 
 Equation C0.8 is substituted for velocity in the Dittus-Boelter correlation as 
follows: 
 
𝑁𝑢 = 𝑃𝑟0.4  
𝜌𝐷𝑉
𝜇
 
0.8
 
 
C0.9 
 
 
 
𝑁𝑢 = 𝑃𝑟0.4  
𝜌𝐷
𝜇
 
0.8
  𝑉𝑚 + 𝑉′ cos𝜔𝑡  
0.8 
 
C0.10 
 
 To obtain a time-mean value for the Nusselt Number, equation C0.10 may be 
integrated with respect to time as follows: 
 
𝑁𝑢    = 𝑃𝑟0.4  
𝜌𝐷
𝜇
 
0.8
   𝑉𝑚 + 𝑉′ cos𝜔𝑡  
0.8
2𝜋
0
𝑑𝜔𝑡 
C0.11 
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 The work of Hanby (35) expressed equation C0.11 as an increase or 
enhancement in heat transfer coefficient for the oscillating flow compared to the heat 
transfer coefficient of a flow with the same mean velocity but no oscillation. This is 
obtained by dividing equation C0.11 by equation C0.9 and is shown below. Note 
that 𝑁𝑢 =
𝑕𝐷
𝑘
.  
 𝑕𝑜𝑠𝑐𝑖𝑙𝑙𝑎𝑡𝑖𝑛𝑔              
𝑕𝑛𝑜𝑛 −𝑜𝑠𝑐𝑖𝑙𝑙𝑎𝑡𝑖𝑛𝑔
=
1
2𝜋
   𝑉𝑚 + 𝑉′ cos𝜔𝑡  
0.8
2𝜋
0
𝑑𝜔𝑡 
 C0.12 
 
 
In this equation, V’ may be determined from measurements using equation C0.7. 
 
 
 
 
 
 
 
