We present a method that integrates off-line rule identification and an on-line adaptive approach to improve the accuracy of a rolling load prediction model for a plate rolling process. Based on the physical model of a plate rolling process, this work presents an empirical and adaptive approach to improve the accuracy of a rolling load prediction model. Our method consists of an off-line rule identification method and an on-line adaptive method. Using a hierarchical clustering method, our rule identification method finds a set of optimal rules that determine appropriate model parameters depending on an operational environment. In contrast to traditional approaches where such rules are determined in an ad-hoc manner, our method provides a "systematic" method to find optimal rules under the specification on model accuracy. Then, using a recursive least-square error method, our on-line adaptive method tunes model parameters by feeding back the observed model errors. Our off-line approach is effective to deal with nonlinear characteristics of the process, and our adaptive approach guarantees to maximize and to maintain the accuracy even if time passes. A successful application of the proposed approach to the plate rolling process is also shown.
Introduction
Modeling is a crucial step in designing a process control system. In the iron and steel making industry, continuous and intensive efforts have been made to establish accurate models to achieve high control precision. There already exist a large body of models for various processes in an iron and steel making plant. 1) However, there is no end in the efforts to improve the model accuracy. A more accurate model achieves more precise control quality, contributing to the improvement of productivity and product quality as well as the reduction of cost.
Before discussing our problem, we briefly explain the plate rolling process.
A plate is rolled by several passes, until we obtain a final product having the specified thickness, width, and material characteristics such as mechanical strength. Before we start rolling, a drafting schedule is generated. The drafting schedule specifies the reduction rate at each pass. The reduction rate and the rolling speed affect the material characteristics of the rolled plate as well as the productivity. Thus, the optimization of a drafting schedule is an important problem. A rolling load prediction model plays the central role to calculate the drafting schedule because it describes what load causes what deformation of a plate.
One of the most important parameters in a physical model of rolling load prediction is the yield stress. This yield stress parameter varies subject to various factors such as chemical composition and temperature of a material. Though this parameter is crucial in predicting a rolling load, it is quite difficult to correctly estimate the value. It is usual in a plate rolling operation that the prediction error is mainly ascribed to the insufficient precision of this yield stress parameter.
Traditionally, the ratio between predicted and actual rolling load values are called a correction factor. [2] [3] [4] [5] [6] In Refs. 2)-5), after smoothing the measured correction factor for each rolling pass, it is multiplied to the model used in the next rolling occasion to improve the precision. In Ref. 2) , the correction factor is calculated for each rolling pass. In Ref. 3) , the correction factor is used for each lot, a group of plates with similar material characteristics, as well as that for each rolling pass. As is shown later, the correction factor is interpreted as that of the yield stress. Quite naturally, this is effective because the yield stress much depends on the material characteristics of plates as we stated above. In these two works, the correction factor is a scalar while, in contrast to them, in Refs. 4) and 5), the correction factor is used for each group of plates specified by the material characteristics and size. A rolling plant rolls plates of various material characteristics, sizes, and temperatures, and the model should take into consideration of such environmental conditions. They use rules that map an appropriate yield stress with an operational environment. In Ref. 6 ), utilizing the fact that the plate thickness prediction and rolling load prediction is in inverse relation, a method that tunes the ISIJ International, Vol. 40 (2000) , No. 12, pp. 1216-1222 models for plate thickness prediction and rolling load prediction at the same time is presented.
An approach that uses only one scalar parameter as in Refs. 2) and 3) is insufficient because it cannot deal with environmental factors, and it is quite effective to employ a rule-based approach as in Refs. 4) and 5). However, they determine rules in an ad-hoc manner, and no adaptive method as in Refs. 2) and 3) are not combined. Our contribution is as follows: We present a method to identify optimal rules from the observed data, and then to integrate the adaptive method for a model parameter with the rule-based approach.
The identification of optimal rules is of off-line nature because it is done by analyzing the observed data. In contrast, an adaptive method is of on-line nature because it uses the prediction error by feeding back the model error in the previous pass. Using a hierarchical clustering method, our off-line approach identifies rules that associate a yield stress with an operational environment. The operational environment is characterized by the material characteristics of a plate, i.e., the chemical composition and temperature of a plate. Then, by using a recursive least-square error method, our on-line approach tunes the yield stress to maintain the best control precision. Figure 1 depicts an outline of a plate rolling process. There are two mills, a roughing mill and a finishing mill. A slab is heated in the reheating furnace and is rolled by the rougher mill. Then, it is further rolled by the finisher mill until the plate achieves the desired size, shape, and temperature. Before starting a rolling operation, a drafting schedule is generated and a mill setting using the schedule is executed, i.e., the roll gaps and rolling speed for each pass is preset.
The Plate Rolling and the Rolling Load Model

A Rolling Load Prediction Problem
In this mill setting, rolling load prediction plays an important role. If the prediction accuracy is poor, various problems may occur. For example, if the actual rolling load at the latter passes is larger than the predicted load in a drafting schedule, the edge of the plate tends to become undesirably wavy, or the plate crown may unnecessarily increase. Moreover, in such a case, the thickness of the plate becomes larger than the target value because the mill elongates more than predicted, failing to sufficiently reduce the thickness.
As stated above, many works have been done on the rolling load prediction. 1) Based on those models, our contribution is to present a method that can further improve the accuracy and, at the same time, can save the cost to maintain the accuracy even if time passes.
A Physical Model for Rolling Load Prediction
The rolling load is predicted by the equation shown below. (1) where P is the rolling load, B is the width of a plate, and ld is the length of contact. Qp and Kf are called a rolling load function and a yield stress, respectively, and they are calcu- In the above formulae, H is the entry thickness, h is the delivery thickness, R is work roll radius, c is a constant called Hitchcock's constant, T is the plate temperature, e is the strain determine by H and h, and a 1 -a 4 , b 1 -b 3 , c 1 -c 4 are parameters.
Given the entry thickness H, the delivery thickness h, the width B, and the temperature T, the rolling load P is calculated by solving the above equations.
A Conventional Adaptive Approach
We briefly explain the basic idea in the traditional adaptive approach described in Refs. 3) and 4).
Let P pred be a predicted rolling load calculated from the formulae given above. After rolling, we obtain the actual rolling load P act . (More correctly, the average of rolling load measured while rolling a plate.) There usually exists a prediction error between P pred and P act . Conventionally, a learning method of a correction factor described below is widely in use to decrease this error as we continue rolling operations.
The idea is to use the error information for the plate rolled next. Let P k pred and P k act are the predicted and actual rolling load values at the k-th rolling operation. We introduce a correction factor CF k for the k-th rolling operation defined as
The basic idea is to modify the predicted rolling load in the (kϩ1)th rolling operation as much as indicated by the correction factor CF k . However, in practice, considering the stability, we use the following formula.
and
After the (kϩ1)-th rolling, we again obtain CF kϩ1 based on P kϩ1 pred and the actual rolling load P k act , and the same learning process goes on.
It should be noted that Eq. (12) can be written as
If we put CF kϩ1 pred · Kf as P kϩ1 pred , we are learning a yield stress Kf from the error between the predicted and actual rolling load values. Strictly speaking, we have to consider the error in the length of contact ld, but, in this work, we ascribe the error in rolling load prediction to that in estimating the yield stress as shown above, because it's effect is larger.
This approach works well because rolling is done in lot, which is a group of plates having similar material characteristics. Thus, the predicted rolling load value converges to the "correct" value for the lot after a couple of rolling operations with the above learning method.
Proposed Method
The Basic Strategy
In improving model accuracy, an important issue is how to deal with nonlinear characteristics of the process.
Consider a linear model that predicts an output y based on an input vector xϭ(x 1 , x 2 , . . . , x n ) by yϭp 0 ϩÍ n jϭ1 p j x i where pϭ( p 0 , p 1 , . . . , p n ) is a parameter vector. In presence of nonlinear characteristics, a rule-based approach that selects a parameter vector based on an environment vector q is often employed. A rule is represented by "If q is Q b , then p is p l ". An example of an environment vector q is a set of parameters that characterize an operational condition or a material. A fuzzy modeling 7) is a typical example of such a rule-based approach.
Generally speaking, when we discuss model accuracy, we need to pay attention to the deviation as well as the average of the error. By optimizing the model parameters, we can make the average of the error zero. However, in applications, the deviation is also important because it expresses the risk about the error that may happen. To guarantee the product quality, the production conditions are usually determined by incorporating the margins based on the deviation so that the probability of the product failing to satisfy the specification may become sufficiently small. Thus, it is quite natural that the pressure for reducing the production cost requires less margins, and less deviation. The above rule-based approach is widely used as a means to reduce this deviation by fine-tuning the parameters depending on the environment vectors.
In such a framework, there are two kinds of identification problems; rule identification and parameter identification. A method for parameter identification for linear models is well established. In contrast, rule identification is often done in an ad-hoc manner. This paper describes rule identification using a hierarchical clustering technique, and online parameter identification using a recursive least square error approach. In the subsequent discussion, the former is called the off-line approach and the latter the on-line approach.
The Off-line Approach
From our experiences so far, it is known that we cannot universally use a single set of values for {c j , jϭ1, 2, . . . , 4} in Eq. (8) 4 ͘. The most important problem in this approach is how to determine such association rules. We present an off-line approach that induces optimum association rules based on the observed data. More specifically, we present a merge-and-split method using hierarchical clustering analysis to identify the rules so that the resulted model may satisfy the condition on the model precision specified by users. Table 1 gives an example of data used in the association rule identification. The output and input values are shown in terms of the percentage of two chemical ingredients C and Mn. In this case, an operational environment is characterizes by a vector (C(%), Mn(%)).
From the data as in Table 1 , we propose a method to identify association rules such as smaller. However, it is also clear that dividing the space for (C, Mn) into too small cells are not desirable, either. (A smaller cell tends to contain fewer data, and hence the fitting precision increases as we make a cell smaller, which is not always desirable from the viewpoint of prediction capability.) Based on the available data, we present a method to identify the cells with optimum granularity under which the model achieves the specified precision while each cell is larger than a pre-specified size.
Our method consists of the following two stages: a merge stage and a split stage.
In the merge stage, we generate a dendrogram by applying a hierarchical clustering method 7) to the environment vectors in the CϫMn space as shown in Figs. 2 and 3 .
With the dendrogram thus obtained, in the split stage, we divide each cluster into sub-clusters until the specified precision is achieved. In this step, the split operation is stopped when the cluster size becomes below the pre-specified size even if the precision requirement is not satisfied.
An example of the split operation is shown in Fig. 4 . Two kinds of specifications are given: the precision specification that dictates the upper bound of the error deviation, and the size constraint that gives the minimum cardinality of a cluster. We start the evaluation from the topmost cluster S1.
The projection of the points in the cluster S1 determines a cell [C S1 . (The reason that we use the projection is a practical convenience, i.e., it is easy to test whether an environment vector falls into a cell if it is a (hyper) rectangle shape.) We prepare two data sets. One is for training and the other is for test. We identify the model parameters {c j , jϭ1, 2, 3, 4} using the subset of the training data that belongs to the cell defined by a corresponding cluster in question. In the case of S1, the whole training data are used for parameter identification. Then, the precision of the model is tested using the subset of the test data that belong to the same cell. If the resulted precision does not satisfy the precision specification, the cluster is further divided into S2 and S3. Similar identification and test operations are carried out until the precision specification is satisfied or the size constraint is violated. In this example, because a cell associated with the cluster S2 satisfies the precision specification, the split operation is terminated. In contrast, S3 is further divided because it does not satisfy the precision specification. Figure 5 shows a result of above merge-and-split operation applied to the CϫMn space under the specification that the maximum error deviation should be less than 0.5 kgf/mm 2 . From this result, it is seen that we need six rules, each rule corresponds to each cell, by dividing the amount of manganese content into two intervals and that of carbon content into three intervals.
In Fig. 5 , the area outside of the cells contains no data in the training data set. In the current implementation, partitioning is manually done based on the obtained result. The borders for partitioning are shown by dotted lines in Figure  5 . These borders are manually determined, and automatic generation of these borders is our future work.
In practice, for each cell in the CϫMn space, a clustering for the temperature T is applied, because we know that the yield stress nonlinearly change with 1/T. Actually, as shown in Fig. 6 , using three parameter sets in association with the three segments in the domain of temperature, we can improve the model accuracy, measured by P act /P pred , approximately by 20%.
An advantage of this method is that we can explicitly use the precision specification as demonstrated above. It is also convenient that, exploiting the hierarchical distribution of clusters, the optimal granularity of cells is determined depending on the distribution of environment vectors without a heuristic search method such as a hill-climbing method.
The On-line Approach
In combination with the off-line identification of the association rules mentioned above, we apply an on-line recur- sive parameter estimation method to keep updating those values after deployment. In addition to fine tuning of model parameters on-line, the adaptive method contributes to avoiding the deterioration of model accuracy caused by the gradual change of process and plant characteristics as time passes.
It should be noted that the adaptive method described below should be applied individually to each model parameter set associated with a cell in an environment vector space.
Recursive Least Square Method
The adaptive mechanism is realized based on the wellknown recursive least square method 8) as described below. It is assumed that the output y is predicted by independent variables x 1 -x n at time k-kϩN as follows: 
Jϭ(Y N ϪX
Using the above equations, the estimation of P, denoted by P, is obtained by the recursive formulae.
Recursive Least Square Method with Exponential Forgetting Next, we discuss an adaptive method for the case where the change in the process and/or plant characteristics matters over time. In such a case, the estimation accuracy deteriorates unless we introduce forgetting factors 9) into parameter identification. For that purpose, we modify the criterion in Eq. (17) as follows: (27) where l (0ϽlϹ1) is a forgetting factor. Similar to the equations in Eqs. (18)- (26), P N that minimizes Eq. (27) is obtained by the following formulae. The estimated parameter P is obtained by the following recursive calculation:
3.3.3. Square Root Filter Due to a rounding error in numerical computation, the positive semi-definiteness of R N that theoretically should hold as seen from Eq. (34) cannot be guaranteed. To avoid such anomaly, we use a square root filter technique.
10) The matrix R N is transformed into Figs. 7, 8, and 9 , we show the ratio of the predicted yield stress over the actual yield stress when lϭ1.0, 0.95, and 0.85. The simulation results indicate that the standard deviation is small when lϭ0.95 and 0.85 in comparison with the case where lϭ1.0. When lϭ0.85, the peak-topeak value increases compared with the case where lϭ0.95 and 1.0 in spite of the quicker convergence. Therefore, lϭ0.95 was adopted
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Experimental Results
The rolling load model obtained by the rule identification method stated above is applied to a real rolling operation, together with the adaptive technique explained in the previous section. Figure 10 shows the flow of computation. After each pass of rolling operation, the parameters of the yield stress model is updated as described in the previous section, and the updated parameters are used in the mill setting for the next pass. As noted before, the adaptive operation is independently done for each parameter set associated with a rule which corresponds to a cell. Figure 11 compares the accuracy of the predicted rolling load using our method with that using the conventional method. Lot A, B, and C are the results using the conventional model, and Lot D, E, and F are the results using the proposed method. The model accuracy is measured using P act /P pred . If the model is accurate, this ratio should be one. As seen in Fig. 11 , the average and standard deviation of the ratio are approximately 1.1 and 10%, respectively, for the conventional method. In contrast, our method is successful in that both the average and standard deviation are improved to 1.0 and 6%, respectively. Furthermore, it is also seen that our method maintains higher accuracy without deterioration even if time passes. This shows the useful- ness of our method.
Conclusion
The rolling load model that combines a rule identification method based on a hierarchical clustering analysis and an adaptive method based on the recursive least square method is presented.
In summary, our method integrates the following two features:
• Effective decrease of deviation of the prediction errors using a rule-based approach together with a model parameter optimization that makes the average of the error zero,
• An effective adaptive mechanism that maintains the accuracy of the model, avoiding the deterioration of accuracy due to variation of plant and process characteristics over time.
In addition to the improvement of the model accuracy, our method also contributes to the reduction of cost in developing and maintaining the rolling load model.
