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Abstract
This thesis consists of two parts. The first part applies a probabilistic approach to the study
of the Wright-Fisher equation, an equation which is used to model demographic evolution in
the presence of diffusion. The fundamental solution to the Wright-Fisher equation is carefully
analyzed by relating it to the fundamental solution to a model equation which has the same
degeneracy at one boundary. Estimates are given for short time behavior of the fundamental
solution as well as its derivatives near the boundary. The second part studies the probabilistic
extensions of the classical Cauchy functional equation for additive functions both in finite
and infinite dimensions. The connection between additivity and linearity is explored under
different circumstances, and the techniques developed in the process lead to results about the
structure of abstract Wiener spaces. Both parts are joint work with Daniel W. Stroock.
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Introduction
The first part of the thesis is a study of the fundamental solution for the following Wright-
Fisher equation:
Otu (x, t) = x (1 - x) &xu (x, t) in (0, 1) x (0, oo) with boundary values
(0.0.1)
limu(x, t) =p(x) forxE (0, 1) andu(0, t) =0=u(1, t) fort E (0, oo).
t\o
This is joint work with Stroock ([1]). Our interest in this problem was the outgrowth of
questions asked by Nick Patterson, who uses it at the Broad Institute to model the distribution
and migration of genes in his work. Using much more purely analytic technology, the same
quesitons have been addressed by C. Epstein and R. Mazzeo ([4]). Earlier work on this
topic can be found in [2], [18] and [10]. In particular, Crow and Kimura ([2]) constructed
a fundamental solution for (0.0.1) as an expansion of eigenfunctions given by polynomials,
which is a very useful expression as t -+ oo but provides little information when t is small. In
Chapter 1, we will give a careful analysis of (0.0.1), with particular emphasis on the behavior
of its fundamental solution for short time near the boundary.
We start our analysis by noticing that close to the origin, x (1 - x) 1. has the same de-
generacy as xa2. Just as every uniformly elliptic differential equation can be considered as a
pertubation of the heat equation, we shall treat (0.0.1) as a pertubation of
6 u((, t) = (2 u((, t) in (0, oo) x (0, oo) with boundary values
(0.0.2)
u(0, t) = 0 and lim u((, t) = p( ) for ( E (0, oo).
t\O
The fundamental solution q ((, q, t) for (0.0.2) has an explicit expression, and, apart from a
factor j, it is analytic all the way to the spacial boundary. Our goal is to set up the connection
between q ((, q, t) and the fundamental solution p (x, y, t) for (0.0.1) so that we can transfer
the regularity properties from q ((, q, t) to p (x, y, t).
For this purpose, we first treat p (x, y, t) as the density of the distribution of the diffusion
process associated with (0.0.1). Then the Markov property of the diffusion process allows us
to carry out a "localization" procedure on p (x, y, t), which enables us to focus on its behavior
only near the boundary at the origin. To be precise, given # E (0, 1), let pp (x, y, t) be the
fundamental solution to
&tu (x, t) = x(1 - x)&.u (x, t) in (0, #) x (0, oo) with boundary values
u(0, t) = 0 =u(3, t) and limu(x, t) = p(x) for x E (0, #),
t\o
then one can express p (x, y, t) in terms of pp (x, y, t) when both x and y are less than 3.
At the same time, close to the origin, (0.0.1) can be converted into a perturbation of (0.0.2)
through the change of variable x -+ V) (x) = (arcsin V/~)2. In fact, there is a choice of function
V such that, if qgg) ( , y, t) is the fundamental solution to
(9tU ((, t) = lu ((, t) + V (() u ((, t) in (0, @(#)) x (0, o) with boundary values
u(0, t) = 0 = u(?P(3), t) and lim u(, t) = p (() for x E (0, 0(3)) ,
t\O
then
()q (x() , 0 (y) , t)2
y (1 - y) pp (X, y, t) for (x, y) E (0,3)2 .
Finally, by combining Duhamel's perturbation formula with an idea similar to "localizing"
p (x, y, t) but in reverse, we can relate q4 ,(p) ((, y, t) to q((, 7j, t).
Via the procedure outlined above, not only are we able to construct p (x, y, t) out of
q ((, y, t), we also show that the regularity properties of q (, q, t) get inherited by p (x, y, t).
Theorem 1.8 gives an estimate (1.6.16) of p (x, y, t) in terms of q (, q, t) for short time near
the origin. In fact, the rather explicit estimate in (1.6.17) shows that the difference between
1 and the ratio
y (1 - y) ?/'(x)@'V(y)p(x, y, t)
7(y) q (0 (x), 0 (y), t)
is of order t when t is small and x, y are close to the origin. Theorem 1.11 contains the results
on the derivatives of p (x, y, t). It says that y (1 - y) p (x, y, t) is smooth with bounded
derivatives of all order for (x, y) E (0, 1)2 and t > 0 , and the mth spacial derivatives of
y (1 - y) p (x, y, t) can be bounded in terms of the lth spacial derivatives of q ((, y, t) with
1 1, ... ,m. Finally, it is worth pointing out that one can use the results on the derivatives
to further refine the estimates on p (x, y, t) (§6 in [1]). However, the calculation involved are
tedious.
The second part of the thesis deals with problems arising from Gaussian measures on
infinite dimensional vector spaces. It is well known that although a Gaussian measure fits
"naturally" in RN, or equivalently, any real Hilbert space H with dim H = N, it doesn't
when dim H = oo. The canonical example of an infinite dimensional Gaussian measure is the
distribution of a Brownian motion, which lives on the classical Wiener space, the space of
continuous paths on R that vanish both at the origin and at infinity. A generalization of this
classical case, known as an abstract Wiener space, was first introduced by L. Gross ([8]). To
explain Gross's idea, suppose E is a real separable Banach space, W is a probability measure
on E and H is a real Hilbert space. Then, the triple (H, E, W) forms an abstract Wiener
space, if H is continuously embedded as a dense subset in E, and for every x* E E*\{0},
x E E '-+ (x, x*) under W is a non-degenerate centered Gaussian random variable with
variance ||hx. 11, where hz* E H is determined by (h, hx.)H = (h, x*) for all h E H. The
theory of abstract Wiener space provides a powerful way of thinking about Gaussian measures
on a Banach space, one which underlies the contents of Chapter 2.
Chapter 2 begins with a probabilistically natural variation on the classical Cauchy func-
tional equation
f(x+y) =f(x)+f(y) for all x,yER, (0.0.3)
with particular emphasis on its infinite dimensional analog. The study of (0.0.3) has a rich
history, and its solutions, so called additive functions are well understood. People know that
if an additive function is also Lebesgue measurable, then it must be continuous, and hence
linear. This statement remains true when R is replaced by any finite dimensional space.
We consider variations of (0.0.3) of different sorts. One such variation is a measure theo-
retical generalization
f (x + y) = f (x) + f (y) for Lebesgue-almost every (x, y) E R (0.0.4)
which has obvious analog in any finite dimensional space. Moving to the infinte dimensional
case, if E is an infinite dimensional Banach space, then the analog of (0.0.3) is just
f(x+y)=f(x)+f(y) forall x,yEE. (0.0.5)
However, since Lebesgue measure does not exist in E, a naive generalization of (0.0.4) makes
no sense. Instead, we take a Gaussian measure as the reference measure. Namely, suppose E
is a real, separable Banach space, and W is with a non-degenerate centered Gaussian measure
on E, then we formulate the analog of (0.0.4) as
f (x + y)= f (x) + f (y) for W2-almost every (x, y) E E2 . (0.0.6)
In all the preceding generalizations, the question we want to answer is what further condition
needs to be added in order for the solution to be linear, or almost surely linear with respect
to the reference measure.
The same question for (0.0.4) was asked by Erd6s ([5]), and an answer was given inde-
pendently by N.G. de Brujin ([3]) and W.B. Jurkat ([9]). They showed that, even if it is
not Lebesgue measurable, every solution to (0.0.4) is almost everywhere equal to an additive
function, and therefore every Lebesgue measurable solution to (0.0.4) is almost everywhere
equal to a linear function. We produce a proof in the measurable case from a different per-
spective (Lemma 2.1 and Corollary 2.6). The question for (0.0.5) can be answered using the
results from the real valued case. That is, if f : E -4 R is Borel measurable and additive,
then for any x E E, g : R -+ R defined by g (t) = f (tx) is Lebesgue measurable and additive.
Therefore, g is linear, and hence f (tx) = g (t) = tg (1) = tf (x), which implies f is linear. If
one applies a theorem of L. Schwartz in [11], then one will see that f is even continuous. In
other words, if f : E -4 R is Borel measurable and additive, then f E E*. In fact, Schwartz's
theorem in [11], the one that implies Borel measurable linear maps are continuous, applies to
a class of vector spaces that are more general than separable Banach spaces. Stroock studied
the same problem in [16] using the sort of arguments that we will develop in §2.3.2. One can
find a proof to the Schwartz's theorem in Theorem 2.7 when the Borel measurable linear maps
are from a separable Banach space to the real line. The answer to the question for (0.0.6)
may be the most interesting. In fact, we have shown that there is a solution to (0.0.6) which
is W-almost surely NOT linear (Example 2.9), and conversely, a W-almost surely linear
function may violate (0.0.6) almost everywhere (Example 2.10).
Clearly, (0.0.6) is not a good generalization of (0.0.3) if linearity is one's goal. It turns
out that a better candidate is provided by the following equation, whose solutions we will call
Wiener maps:
f (ax + #y) = af (x) + Of (y) for W 2 -almost every (x, y) E E2 , (0.0.7)
where a and 3 are some positive real numbers such that a2 + #2 = 1. The notion of Wiener
map was introduced by Stroock in [12] under the condition that a = # = 1, and a lot
of the arguments and results about Wiener maps in §2.3.2 are based on the ideas from [12]
and [13]. In particular, Theorem 2.4 and Theorem 2.5 show that if (H, E, W) is an abstract
Wiener space, then the set of Wiener maps is the same as the set of all Paley-Wiener integrals
on (H, E, W), and every Wiener map is W-almost surely equal to a linear functional that
is defined up to a null set on E. The reason why Wiener maps are "closer" than solutions
to (0.0.6) to being linear lies in the "singular/equivalence" dichotomy of Gaussian measures
on E. Namely, for a pair (a, #) as described above, the distribution of ax + 3y under W2
is exactly W, whereas, by contrast, the distribution of x + y under W 2 is singular to W.
Therefore, it should not be surprising that (0.0.7) captures linearity of f better than (0.0.6)
can.
The study of the connection between additivity and linearity leads to a discussion about
the structure of abstract Wiener spaces. As an extension of the theory of Wiener maps,
Lemma 2.11 revisits a result from [13], which is based on the idea originating in [8], and
Theorem 2.12 and Theorem 2.13 examine the relationship between the "underlying" Hilbert
spaces and the "housing" Banach spaces.
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Chapter 1
Wright-Fisher Equation
1.1 Introduction
The equation:
tu (x, t) = x (1 - x) &%u (x, t) in (0, 1) x (0, oo) with boundary values
(1.1.1)
hin (x, t) = p (x) for x E (0, 1) and u (0, t) - 0 - u (1, t) for t E (0, oo),
t\O
referred as the Wright-Fisher equation, was introduced by Wright and Fisher as a model
to study demography in the presence of diffusion. It has had a renaissance as a model for
the migration of alleles in the genome. The goal in Chapter 1 is to study the fundamental
solution p (x, y, t) to (1.1.1). The difficulty comes from the degeneracy of the elliptic operator
x (1 - x) &x at the boundary {0, 1}. Since close to the origin, x (1 - x) 92 has the same
degeneracy with xO2, we will first solve the model equation
atu(x, t) = xz&u(x, t) in (0, oo) x (0, oo) with boundary values
(1.1.2)
u(0, t) = 0 and limu(x, t) = p(x) for x E (0, oo).
t\o
To develop some intuition, we investigate two related Cauchy initial value problems. First,
we consider
atu(x, t) = x 2&xu(X, t) in (0, oc) x (0, oo) with boundary values
(1.1.3)
u(0, t) = 0 and limu(x, t) = p(x) for x c (0, oo).
t\O
The fundamental solution to (1.1.3) is the density for the distribution of the solution to the
corresponding Ito stochastic differential equation
dX(t, x) = V2X(t, x)dB(t) with X(O, x) = x.
Thus,
X (t, x) = x exp (x/2B (t) - t) (1.1.4)
where {B (t) : t > 0} is a standard Brownian motion on the real line. Therefore, the funda-
mental solution to (1.1.3) is
p (x, y, t) = P(X(t, X) y) = y-2p (x, y, t),
where
p[(x, y, t) exp (log 2)2+ t2]
It's natural to isolate the factor y- 2 because the operator X202 is formally self-adjoint with
respect to y- 2dy, and therefore it makes sense that p (x, y, t) = y2p (x, y, t) is symmetric.
Furthermore, one sees from (1.1.4) that the boundary condition at the origin is invisible in
this case because, for all t > 0,
X (t, 0) = 0 and X (t, x) > 0 if x > 0.
Finally, p (x, y, t) is smooth on (0, oo)3, but the spacial derivatives become unbounded along
the diagonal as x = y \ 0.
Second, we look at
,9U(X, t) = ~xOu(X, t) + .&OU(X, t) in (0, oo) x (0, oo) with boundary values
(1.1.5)
u(0, t) = 0 and limu(x, t) = p(x) for x E (0, oo).
t\O
Now, the associated It6 stochastic differential equation is
dX(t, x) = /2X(t, x)dB(t) + Idt with X(0, x) = x,
whose solution (the existence and the uniqueness of the solution are guaranteed by a theorem
of Watanabe and Yamada ([17]) ) is given by
X (t, X) = 9,/X-+ -B (t) .
Taking the boundary condition of (1.1.5) into account, one sees that the solution for (1.1.5)
is given by the density of the distribution
y i-4 P (B(t) <; 2- (yI - xi) & B(-r) > -V2 for r E [0, ti)
and an application of the reflection principle shows that the density is
p(x, y, t)= y p(x, y,t) where p(x,y,t) = (rt)-e-i sinh 2 ).
Here we isolate the factor y-2 for the same reason as alluded above. Then p (x, y, t) is smooth
on (0, oo)3 but has spacial derivatives that are unbounded near the origin.
However, if one ignores the boundary condition in (1.1.5), then the fundamental solution
is just the density of X (t, x), which is
y-'(7rt)-!e- cosh (2 .
Apart from the factor y-2, it is analytic all the way to the boundary. We will see in the next
section that the fundamental solution for the model equation (1.1.2) has the same regular
properties.
1.2 The Model Equation
In this section, we solve the one-point analog of the Wright-Fisher equation,
&9u(x, t) =x&2(x, t) in (0, oo) x (0, oo) with boundary values
(1.2.1)
u(0, t) = 0 and lim u(x, t) = <p(x) for x E (0, oo)
t\o
for <p E 0b ((0, oo); R). Taking a hint from (1.1.3) and (1.1.5), we seek the fundamental
solution to (1.2.1) in the form of
q (x, y, t) = y- q (x, y, t) = y- e- t q t2 (1.2.2)
for some appropriate function q: (0, oo) -+ R. Plugging (1.2.2) into (1.2.1), one sees that
Otq(x, y, t) = y-e [ Yq ()-2 q ( )] , and
xzxq (x, y, t) = y-le- x Y [q (L) - 2 q' ( + q"2 ( .)]
Therefore, given y E (0, oo), for q (-, y, *) to be a solution for (1.2.1) on (0, oo)2 , it is
necessary that q solves
(q" ()-q ()=0, for ( E (0, oo).
By standard results about Bessel functions (e.g., Chapter 4 in [19]), q (() must be of the form
q (() = ci V II1 (2 /) + C2 IK1 (2 ,
where ci, c2 E R, I1 and K 1 are the modified Bessel functions with pure imaginary arguments.
To determine ci and c2 , we first notice that by standard estimates on solutions to parabolic
equations (e.g., §5.2.2 in [15]), there exists an ao E (0, 1) such that
_o 1 foretq ( (0, 
- q(1, 1, t) = e-q(0, 1. (1.2.3)
ti t2 aot-
However, the asymptotic behavior of !K 1 (2) as t \ 0 clearly violates (1.2.3), which im-
plies c2 has to be zero. Furthermore, when written as a power series ([19]), N/ I1 (24) =
n=1 n!( -1)!. By the Monotone Convergence Theorem, one has
= cie e- 1
00 xn n-
E --Y) dy
00 n 1
-cleZE 2 I(n)!
n=1
= cie (e -1)
= ci -cie .
If q (x, y, t) is a fundamental solution, then for any x > 0, f(000) q (x, y, t) dy should tend to
1 as t \ 0, which implies ci = 1. Therefore, we should take
q ) Ij (2 =)n!(n- )! (1.2.4)
Defining q (x, y, t) as in (1.2.2), we want to show that q (x, y, t) is indeed the fundamental
solution to (1.2.1). To this end, we first notice from the right hand side of (1.2.4) that for all
( E (0, oo),
1 00 22n
2n) q
n 2n
(2n)! , and hence
cosh (2v/5) - 1 2j
2 < q() e -
Thus, for (x, y, t) E (0, oo)3
ey cosh(2 ) - 1
2y q(x, y,
t) X e
from which it is clear that, as t \ 0,
q(x, y, t)dy -4 0 for each 5 > 0
(0, OO)\(x-6, x+6)
uniformly for x in compact subsets of (0, oo). Hence, for each <p E Cb ((0, oo); R),
<p(y)q(x, y, t)dy -+ p(x)
q(x, y, t) dy
(1.2.5)
UW(x, t) = (1.2.6)
-- Y n-1e ty dy)
uniformly for x in compact subsets of (0, oo). Meanwhile, from (1.2.5), it is also clear that as
x \ 0, u. (x, t) -4 0 uniformly for t E [6, oo) for every 6 > 0. Summarizing, we have shown
that q (x, y, t) is a fundamental solution to (1.2.1).
It is useful for us to notice that the estimates in (1.2.5) can be improved when xy > t 2.
In fact, if ( > 1, then standard results on the asymptotic behaviors of the Bessel function I1
(e.g., Chapter 7 in [19]) shows that
ooIe2d 
-1 ied60o e < q( ) < 4
for some Jo E (0, 1). Thus, when xy > t2 '
(yy2'1 x+y (xy)11 X 2 Y
6oy-le-9y exp 2" q (x, y, t) ly- le- exp 2
which leads to
60 (xy)i (4-)2 1 (
1 e q (x, y, t) T- 1 e . (1.2.7)
Y t 6 oy Vi
Similarly with the probabilistic considerations we adopted for (1.1.3) and (1.1.5), q (x, y, t)
can be interpreted as the density of the distribution of the diffusion process associated with
(1.2.1). To be precise, we consider the following It6 stochastic differential equation
dY (t, x) = v2Y (t, x)dB (t), with Y (0, x) = x. (1.2.8)
Again, by the Watanabe-Yamada theorem alluded in §1.1, for each x E [0, oo), there exists
an almost surely unique Y (t, x) satisfying (1.2.8). Set (O (x) = inf {t > 0 : Y(t, x) = 0},
then Y (t, x) = 0 for all t > (o (x). Then q (x, y, t) is the density of the distribution
y i-+ P (Y (t, x) y, t < Co (x)). To better describe this, we introduce the o--algebra .Ft which
is generated by {B (-r) : 0 < T < t}. Then Y (t, x) is Fe-measurable. In addition, by ItO's
formula and Doob's Stopping Time Theorem, given t > 0, for any w E C2,1 ((0, oo) x (0, t)) n
Cb ([0, oo) x [0, t]), if f = &tw + x82w is bounded, then
(w(Y (T A t A (o (x), x), T A t A (o (x)) - f (Y(s, x), s)ds, F,, P)
is a martingale. In particular, if p E Cb ((0, oo); R), and u. (t, x) is defined as in (1.2.6),
then by taking w (r, x) = u, (t - r, x), we have
u,(x, t) = op(y)q(x, y, t)dy E[p(Y(t, x)), Co'(x) > t]. (1.2.9)
This proves that u, (x, t) is the one and only solution to (1.2.1). Furthermore, as a conse-
quence of the uniqueness of Y (t, x), one knows that {Y (t, x) : (t, x) E (0, oo)2 satisfies
the Markov property. In particular, this implies q (x, y, t) satisfies the Chapman-Kolmogorov
equation
q(x, y, s-+ t) = q (x, (, s) q ((, y, t) d( for (x, y) E (0, 00)2 and s, t > 0. (1.2.10)
1.3 Localization of the Wright-Fisher Equation
As mentioned earlier, the elliptic operator x (1 - x) &2 has the same degeneracy with x&3 near
the origin. In this section, we will introduce a "localization" procedure which allows us to
relate the model equation (1.2.1) to the original Wright-Fisher equation:
&tu (x, t) = x (1 - x) e3xu (x, t) in (0, 1) x (0, oo) with boundary values
(1.3.1)
lim'u (x, t) = p(x) for x c (0, 1) and u(0, t) = 0 = u (1, t) fort E (0, oo)
t\O
for pE Cb ((0, 1) ; R). Our goal is to transfer the properties of q (x, y, t) (as defined in (1.2.2))
to the fundamental solution p (x, y, t) for (1.3.1). Because we cannot simply write it down,
proving that p (x, y, t) even exists requires some thought. Crow and Kimura constructed in
[2] a fundamental solution as an expansion of eigenfunctions which are given by polynomials.
Their expression for p (x, y, t) is very useful as t -+ 00, but gives little information for small t.
To better understand the short time behavior of p (x, y, t), we are going to adopt a different
approach.
To get started, we will begin with the diffusion process corresponding to (1.3.1). Namely,
for x E [0, 1], let {X (t, x) : t > 0} be the solution to the It6 stochastic differential equation
dX (t, x) = V/2X (t, x) (1 - X (t, x))dB (t) , with X (0, x) = x. (1.3.2)
Again, the existence and uniqueness of X (x, t) are guranteed by the Watanabe-Yamada
theorem. Set (,jx) inf{t > 0 : X(t, x) = (} for (E [0, 1] and (X x= x(x) A (i (x),
then X(t, x) = X((X(x), x) for t > (X(x). Similarly, given t > 0, denote Ft the --algebra
generated by {B (T) : 0 < r < t}. Then X (t, x) is Ft-measurable. Furthermore, by the
Markov property of X (t, x), for any F E B(O, 1) where B(O,1) is the Borel o--algebra on (0, 1),
if
P (t, x, F) = P (X (t, x) E F and (X (x) > t)
then P (t, x, -) satisfies the Chapman-Kolmogorov equation
P(s + t, X, F) = P(t, y, F) P(s, x, dy), for x E (0, 1) and F E B(o,1). (1.3.3)
In addition, for any o E C2 ((0, 1); R), set f x (1 - x) p", then, by It6's formula and
Doob's Stopping Time Theorem,
((X (r A t A (X (x), x)) - jf (X(s, x))ds, F,, P)
is a martingale. Also,
p (y) P (t, x, dy) = p (x) + (/0(f )f (y) P (r, x, dy) d ,
(o,1) 0 ( , 1)
which proves that as t \ 0, P (t, x, -) tends to the unit point mass at x E (0, 1) weakly.
In other words, as a distribution, P (*, x, -) is a solution to the Kolmogorov equation &tu =
o9 (y (1 - y) u). By standard hypoellipticity results for parabolic operators (e.g., §3.4.2 in
[15]), for each x E (0, 1), there exists a smooth function (y, t) c (0, 1) x (0, oo) '-+ p (x, y, t) E
R+ such that P (t, x, dy) = p (x, y, t) dy and
Otp(x, y, t) = o (y(1 - y)p(x, y, t)) in (0, 1) x (0, 00) with lim p(x, -, t) = 6x.
Furthermore, (1.3.3) implies that p (x, y, t) also satisfies the Chapman-Kolmogorov equa-
tion
p(X, y, S + ) = /01) p(, y, t)p(x, (, s)d<, for x, y E (0, 1)2 and s, t > 0.
Finally, one notices that by uniqueness, 1-X (t, x) has the same distribution with X (t, 1 - x),
and hence, it is clear that
p (x, y, t) = p (1 - x, 1 - y, t),
Therefore, it is sufficient for us to study p (x, y, t) near only one boundary, say, the origin.
Now we are ready to carry out the "localization" procedure. In order to focus attention to
what is happening at the origin, let # E (0, 1) be fixed, and consider the fundamental solution
po (x, y, t) to
6Btu (x, t) = x(1 - x)&9u (x, t) in (0, #) x (0, oo) with boundary values
u(0, t) = 0 = u(#, t) and lim u(-, t) =
t\O
for C E b ((0, #) ; R). Next, we focus on the time that X (t, x) spends inside the region
(0, #) by recording the moments when X (t, x) "travels across" a small interval to the left of
3. To be precise, given 0 < a </3 < 1, for x E (0, a), define ygX (x) 0, and for n> 1
set
%n-1,[a,,8](X) einfft 2 (_1)[(X) : X(t, x) = 3} A (x (x) and12n-,[a,31\' I -(1.3.4)
772,[,8](x) ainf{t > %n- 1 ,[, 1 (x) : X(t, x) = a} A (X (x)
for n > 1. Then, if p c Cc ((0, a); R),
/ p (y) p (x, y, t) dy = E [p (X (t, x)) , t < ( ()]
- E [ (X (t, x)) , i,,gflj(x) < t < 7 +1,,p1(x)
n=o
By the definition of pf3 (x, y, t) and the fact that p is supported on (0, a),
E [ (X (t, x)), 0 < t < Y7[a/3I (x)] = / p (y)pg (x, y, t) dy.
Furthermore, by the Markov property of X (t, x), for n > 1,
E ko (X (t, X)) , q2na, (X) < t < ?72 +1,la"3j ](
=E[ E[ (X (t - [(), a), - Uigji (X) < 71[~3 (a)] , I() <Xt
=E [f (y) pa (a, y, t - y (z) dy, % [C8(z) < .
Collecting all the terms from the right hand side, one sees that
/ p (y) p (x, y, t) dy = p (y) pg (x, y, t) dy(0, 1) J (0, a)
Since this is true for all W E C (0, a), then we have an expression for p (x, y, t) in terms of
pp8:
00
p(x, y, t) = pg(x, y, t) + E [p, (a, y, t - Wi1 a8 1 (x)), 72 1 () < t], (1.3.5)
n=1
for every (x, y, t) E (0, a)2 x (0, oo). Thus, to understand p (x, y, t), it suffices to study
p6 (x, y, t).
1.4 Change of Variables
To make use of the results from the previous section, we are going to treat pg (x, y, t) as a
perturbation of q (x, y, t) and make a change of variables, one which was used also by Win.
Feller ([6] and [7]). For this purpose, we choose a 0 such that 4 (0) = 0, and X (t, x) =
V) o X (t, x) is the diffusion corresponding to an equation of the form Btu = x&9u+ b(x)0-u
for some coefficient function b. In other words, we want XP (t, x) to satisfy the following ItO
stochastic equation:
dXO(t, x) = 2XO (t, x)dB(t) + b(X4"(t, x))dt with XP (0, x) = (x)
for t < ( (x) = inf {r > 0 : XO (r, x) = 4'(1)}. Because, by It6's formula and (1.3.2),
XO (t, x) also satisfies
dX'(t, x) = 4" (X (t, x)) V/2X (t, x) (1 - X (t, x))dB (t)
+0" (X (t, x)) X (t, x) (1 - X (t, x)) dt,
and b should be chosen so that
' (x) /2x (1- x) = V/20 (x), and
b o @ (x) = @"(x) x (1 - x) for x E (0, 1).
Solving (1.4.1), we know that
$(x) = (arcsin V) 2, -1(1) 2 V; ' x = (sin V)2
4 (1.4.2)
" 1sin(25'x) - 2v/xcos(2v/x)
and b (x) = o 
- s sin(2x()
Clearly b (x) blows up at the right end point V$ (1) = , but this causes no problem because
pp (x, y, t) is "localized" near 0. In fact, we only have to analyze the fundamental solution
ro (x, y, t) to the following equation:
BtU(x, t) = x&ju(x, t) + b(x)6~u(x, t) in (0, 0) x (0, oo)
(1.4.3)
with u(0, t) = 0 = u(0, t) and lim u (-, t) = p
for 0 = 4 (#) E (0, ) and p E Cb ((0, 0); R). Indeed, since ro (x, y, t) does not "feel" b
off of (0, 0), we can replace b by any b E CE ' (R) such that bo = b on (0, 0). Furthermore,
b(x) can be extended as a real analytic function on (- ) which vanishes at 4(0) = 0.
Therefore, we can write b (x) = xc (x) for some c (x) E cQ' (R).
Finally we convert (1.4.3) to a perturbation of (1.2.1) by a potential. The conversion is
described in the following lemma:
Lemma 1.1. Set
C(x) f c(s) d( and Vc(x) - cx) c()(1.4.4)
Then u (x, t) is a solution to 8tu (x, t) = x8u (x, t) +xc (x) &xu (x, t) if and only if u (x, t)
e-c(x)w (x, t), where w (x, t) is a solution to
OtW (X, t ) = Xx23w (x, t) + V' (X) W (X, t).
Proof. The easiest way to prove this is by direct calculation. Suppose u (x, t), w (x, t) E
C2,1 ((0, 00)2 ; R) satisfy u (x, t) = e-c(x)w (x, t), and C (x) and V' (x) are defined according
to (1.4.4). Then,
Btu = e-C(x)&tw, Oxu = e-C(x) _ c (x) w ) and
u = e-C(x) &w -c (x) 9xw + (X)- c' (x)
Therefore, if Btu (x, t) = x2,u (x, t) + xc (x) &xu (x, t), then
OtW = x&w - xc (x) Oxw +x X) c' (x) W + xc (x) Oxw - c (x)
= x&~w~xc2(x)+c'(x))
= Xx23W-_X 4 + 2 )
= x2W +V' (x) w.
On the other hand, if itw (x, t) = xoxw (x, t) + Vc (x) w (x, t), by reversing the steps above,
one sees that u (x, t) satisfies the desired equation.
As Lemma 1 shows, it is sufficient for us to study the following equation:
tw (x, t) = x6xw (x, t) + Vc(x) w (x, t) in (0, 0) x (0, oo)
with w (0, t) = 0 = w (0, t) and lim w (-, t) = <p
t\o
for some p E Cb ((0, 0) ; R).
For the moment, we only take into account the boundary condition at the origin, and will
worry about the boundary at 0 in the next section. Namely, we consider equations of the
following form:
9tW(X, t) = x02w(x, t) + V(x)w(x, t) in (0, oo)2
with w(0, t) = 0 and li w (t,-
(1.4.5)
for some p E b ((0, 0); R) and denote its fundamental solution by qV (x, y, t). Because
(1.4.5) is a pertubation of (1.2.1) with a potential term, qV (x, y, t) can be directly related to
q (x, y, t). To be precise, by Duhamel's perturbation formula, qV (x, y, t) is the solution to
the integral equation
qv(x, y, t) = q(x, y, t) + f f 00)
(1.4.6) can be obtained by considering
/0, oo)
q(x, (, t - T)V()qv( , y, r)d<d-r.
q(x, , t - r)qv( , y, T)d.
Clearly, t,, (0) = q (x, y, t), , (t) = qV (x, y, t), and because q and qV are fundamen-
tal solutions to (1.2.1) and (1.4.5) respectively, , (D ) equals
- dk(f q(x, (, t - r)qv((, y, r)d) + q(x, (, t - dr) qv( y d
= - /0,00) q(x, (, t - r)( qv ((, y, r)d + /0,00) q(x, (, t - r) (V (() + (OB) qv( y 7d)
= 1 q(x, (, t - r)V (() qv((, y, T)d,
(o, oo)
which leads immediately to (1.4.6). To solve (1.4.6), set qv = q, and
q (Xy, t) jf q(x, , t - T)V()qi 1 ( , y, r)ddr for n > 1.
0t (, oo0)
We summarize the results on q' and the construction of qV in the following lemma.
Lemma 1.2. For each n > 0, q 's definition is equivalent to
t= f / q'(x, , t - r)V( )q( ,
(1.4.7)
(1.4.8)
(1.4.6)
In addition, q (x, y, t) is smooth on (0, oo)3,
q (x, y, t)q(x, y, (1.4.9)
where ||VII| is the uniform norm of V. Set gnv (x, y, t) = y qV (x, y, t), then
(1.4.10)
Furthermore, if
(1.4.11)qv (x, y, t) q (x, y,)
n=0
then qV (x, y, t) solves (1.4.6). Finally, qV (x, y, t) is the fundamental solution to (1.4.5).
Proof. We prove the statements about q[ by induction. When n = 0, they follow directly
from the Chapman-Kolmogorov equation (1.2.10) satisfied by q (x, y, t). Given the inductive
hypothesis on n - 1, the results for n can be verified using (1.4.7), (1.2.10) and Fubini's
theorem. First,
t)
q (x, y, t)
Jo f
Jo t
/(,0oo)
/(0,00)
/(0,00)
q(x, (, t - r)V() q!1. ((, y, r)d dr
q(x, (, t - -r)V(() fq _02(, , r - s)V(r/)q(r/, y, s)dr/dscdr
q _1 (x, r7, t - s) V (r7) q(r(, y, s) dr/ds.
Next,
f q (x, (, t - -r)|IV ( )|| Iq _( y, -r)|I d~dr
S||V|| (0 q(x, ', t - -r) (*i) ! q( , y, r)d~dr
o (o, oo) (n -1)
-(IIV||at)"
=n q(x, y, t).
C (X, y, t) = qg (y, X, t) .
|q (X, y,)| 
In addition, by (1.2.2) and (1.4.8),
(X, y, t) f )(x, (, t -)~V() 1 (, y, r)dd
xf /000) q ((, x, t - T) V(()q -_1 (y, (, r)ddr
xqV(y,,t)=gq(y,,t).
Finally, the smoothness of q' follows directly from (1.4.7), (1.4.9) and the estimate (1.2.5)
for q.
Assuming qV (x, y, t) is defined as in (1.4.11), one can easily check that qV (x, y, t) is
continuous on (0, oo)3, qV solves (1.4.6) and satisfies
(1.4.12)|qV (x, y, t)j etIVIluq(x, y, t).
In addition, by (1.4.10), if qV (x, y, t) = yqV (x, y, t), then
V (x, y, t) = qV (y, X, ) 1 (1.4.13)
which along with (1.4.6) and the properties of q (x, y, t) implies the smoothness of qV (x, y, t)
on (0, o)3
To verify that qV is the fundamental solution to (1.4.5), we take p E Cb ((0, oo) ; R), and
define
wV (x, t) = (y)
It is clear that w. (0, t) = 0 and because of (1.4.9),
w V (x, t) - /0, 0)
v (x, y, t) dy.
, )dy -+ 0as t\0
uniformly for x in compact subsets of (0, oc). Therefore, by (1.2.6), limt\o w , (-, t) = W
uniformly for x in compact subsets of (0, oo). What remains is to show that wV is a smooth
solution to (1.4.5). Given the estimate (1.7.12) from §1.7, this is obvious, but here we will
W (y) q (x, y
present another proof. Set
w, (x, t) /
then as c \ 0, wl -+ w on (0, 00)2. Furthermore, by (1.4.6) and (1.2.10), we have
w (x, t) / ,00)p (y) q(x, y, t + c) dy + f q(x, , t + E - r) V(()w,( , T)d dT.
Therefore,
(Xo2 + V - 9t)W, (X, t)
which implies w, solves (1.4.5)
solution ([15]).
=V (X)e , ) - q(z, (, c)V(()w,((, t)d<
= (O / 0) q(x, , c) (V (x) - V (i)) w, t)<~
-+ 0 uniformly for xin compact subsets as E \ 0,
in the sense of distributions and hence is a smooth, classical
0
1.5 Localization of qv
In this section we will carry out a "localization" procedure for qV (x, y, t) similar to the one
we did for p (x, y, t) in §1.3. To start, we first examine the relation between qV (x, y, t) and
the diffusion process Y (t, x) as defined in section 2, which corresponds to the model equation
(1.2.1). Denote by B(o,00) the Borel --algebra on (0, oo), and for any F E B(o, 00), set
Qv (t, x, F) E [ef V(Y(r, x))d Y(t, x) E ]
Given p E Cb ((0, oo); R), recall that w, (x, t) is a smooth solution to (1.4.5), and further-
more, it is clear from (1.2.5) and (1.4.12) that w. is bounded on (0, oo) x [0, t] for each t > 0.
Applying It6's formula, one sees that
(efos v(Y(r,x)) d-w. (Y (s, x), t - s), F, IP)
q(x, y, c)w,(y, t)dy,
is a martingale for s E [0, t]. Hence, at times s = 0 and s = t,
W/ (x, t) = E [eo)(rx))drW (Y (t, X))
= f('0) (y) Qv (t, x, dy) .
In other words, qV (x, y, t) is the density of the distribution QV (t, x, dy), and hence qv (x, y,
0. Furthermore, by an elementary application of the Markov property of Y (t, x),
QV(s + t , F) for F c B(o,oo).
As a consequence, qV satisfies the Chapman-Kolmogorov equation
qV (X, y, s + t) = qV(x, , s)qv((, y, t)d for (X, y) E (0, oo) 2 and s, t > 0. (1.5.1)
Given 0 E (0, oo), the next step is to produce from qV (x, y, t) the fundamental solution
q0 (X, y, t) to
otw(x, t) = zoxw(z, t) + V(x)w(x, t) in (0, 9) x (0, oo)
with w(0, t) = 0 = w (0, 9) and lim w (-, t) = p.
t\o
To this end, set (o (x) = inf {t > 0 : Y(t, x) = 9}, and define
q[(x, y, t) qVa ;, y, t)
-E [eloo v(Y(Tx))d qv(0, y) t - c
(1.5.2)
(1.5.3)
Coy (X) <t]
Lemma 1.3. q0j (X, y, t) is a non-negative, smooth function on (0, 9)2 x (0, oo), and
(1.5.4)
Moreoever, for any (x, y) E (0, 0)2 and s, t > 0, qV satisfies
yq[j(x, y, t) = xqo(y, x, t), and
= Qv(t, g, r)Qv(s, X, d<)
qiV (x, y, t) <; et||v" q (x, y, t) .
(1.5.5)
q=(X, (, s)qi((, y, t) d.5
Finally, for each y C (0, 0), (x, t) '-+ qi(x, y, t) solves (1.5.2) with p = oY.
Proof. First we notice from the Markov property of Y (t, x) that for any p E Cb ((0, 0) ; R),
E lelo V((r )d- Y (,X),(y()<
0 (Y(, x))drefo 0
=E [efo(x) e
[ef X) V(Y(-r, x))dr
At the same time, recall that
f p (y) qV (x, y, t) dy
=E [ef V(Y(-rx))drp(Y(t X))]
=E efo v(Y(r, x))d-r (Y (t, x)) , coy
V (Y ( r,))d r 7 (Y (t - Yo ( ) ) c (X ) ]
(y) qV (0, y, t - (o (x)) dy, Cf (x) t].
+ E [efo V(Y(-r, x))drW (Y (t, X))
Therefore, if q0 is defined as in (1.5.3), then
p (y) q0' (x, y, t) dy = E [efo V(Y(T'x))d-rW (Y (t, X)), cy(x) > t] (1.5.7)
/,9O)
for all p C Cb ((0, 0); R), which implies that q0j (x, y, t) is the density of the distribution
y - E [efot V(Y(r,x))dr Y (t, x) y and Cy(x) > t]
Hence, q[ is non-negative on (0, 9)2 x (0, o), and (1.5.4) follows directly from (1.4.12). (1.5.6)
is another consequence of the Markov property of Y (t, x). In fact, for any p E Cb ((0, 0) ; R),
f,0) p(y)qi(x, y, s + t)dy =E [elo+ V(Y(r, x))d-r (Y(s + t, x)), (O(x) > s + t]
=E efo V(Y(r,x))dr / p(y)qo(Y(s, x), y, t))dy, (O(x) > sj
= O(y) q[v((, y, t)qov(x, (, s)d< dy.J(o, 0) (fo, 0)
qiv(z, y, s + t) = f(' (1.5.6)
7 coy (X) :5 t] -
The proof of (1.5.5) requires some work. Notice that it is sufficient for us to show that for
every t > 0,
i p(x)q[(x, y, t)pi(y) dxdy ff o(x)q(y, x, t)P(y)
(0,9)2 (0,9)2
for all 'po, pi E Cb ((0, 0); R+), which is equivalent to
JO0)E [Po (Y (0, x)) efa V(Y, ))1I (Y (t, x)) , co (x) > tI
= EF [po (Y (t, y)) eAt v(Y(1-7 ))dr9 1 (Y (0, y)) , co (Y) > t] .Y
(1.5.8)
Set Y (T, y) Y (t - r, y) for r c [0, t], and denote F the non-negative, Borel measurable
mapping on C ([0, t] ; R+) given by
W E C ([0, t] ; R+) '-4 F (w) = po (w (0)) e V(O()dr (o (t)),
then (1.5.8) is further equivalent to
E F [F o (Y(- , x) r [0, t]) ( co (X) > t] d
(o, oo) x (1.5.9)
-E [F o ((. y) [ [0, t]), ((y) > t] dy
J(O, oo) Y
To prove (1.5.9), it suffices to show that it is true if F is of the form F (w) = fo (w (ro)) ... f, (w (rn))
for some n > 1, fo, ... , fn E Cc ((0, oo) ; [0, oo)) and 0 = r1 < - - - < r.= t. But this is
just an application of the symmetry of q(x, y, t) as defined in (1.2.2) and again the Markov
property of Y (t, x). Hence, what still remains is to show that q0 is a smooth solution to
(1.5.2).
It is clear that for every (y, t) E (0, 0) x (0, oo), q0V (0, y, t) = 0 = qV (0 y, t), and
moreover, by (1.5.7),
lim (p (y) q0V (x, y, t) dy = p (x)
uniformly for x in compact subsets of (0, 0). Thus, due to (1.5.5), (1.5.6) and standard
hypoellipticity results, we only need to show q0v satisfies Otqv (x, y, t) = O2 (yqv (x, y, t)) +
V (y) qf (x, y, t) in the sense of distributions. To see this, take p E Cc2 ((0, 0) ; R), and set
f (x) xp" (x) + V (x) p (x), then by Ito's formula and Doob's Stopping Time Theorem, for
each t > 0,
,r~~tA(Ytst V(x),e fo~A'X V0 Ys))ds (Y (-rA t A Coy (x) , x))
f 'rAtACY (() V(Y(Px))dPf (Y (s, x)) ds
0 
(f
is a martingale with respect to {Rr 0 < r < t} under P. Hence,
E [elo*^' V(Y(s,x))dsW (Y (t A (' (x)))
= (x) + E [f (efo V(Y(px))dPf (Y (s, x)) dsl
and then
p (y) qi" (x, y, t) dy = p (x) + f (/ f (y) q6 (x, y, r) dy dr,
(0, 0) 0 (0,60)
which proves the desired result.
1.6 Back to Wright-Fisher Equation
We are now ready to return to the Wright-Fisher equation. Let V) and b be the functions
defined in (1.4.2) , and set c (x) = b(. Given # E (0, 1), let cp be a smooth, compactly
supported function which coincides with c on (0, 4 (#)]. For (x, y, t) E (0, 3)2 x (0, oo),
define
P1 (X, (Y) qj3) (P (x)y, 4 (y) t(1.6.1)
where Vp (x) = -x + .LL) As an immediate consequence of (1.5.5) and (1.5.6) , for
all (x, y) C (0, 3)2 and s, t > 0, one has
y(1 - y)pp (x, y, t) = x (1 - x)pp (y, x, t), (1.6.2)
and pp satisfies the Chapman-Kolmogorov equation
p (x, y, s + ) = (1.6.3)
As one would hope, pp defined in (1.6.1) is indeed the p3 we introduced in §1.2. In fact, we
have the following lemma:
Lemma 1.4. For each # E (0, 1) and p E Cc ((0, 3) ; R),
E[p(X(t, x)), (x) > t] =3 sp(y)pp3(x, y, t)dy (1.6.4)
for (x, t) c (0, #) x (0, o). Furthermore, if 0 < a < 3 <y < 1, (X (x) = inf {t 0 : X (t, x) = y}
and {x[p : n > 0 is defined as in (1..4), then
p-y(x, y, t) = pp (x, y, t)
+ >1E [pp (a, y, t - r2/n,,p(8)), r[7/,32(x) < t A ((x)] (1.6.5)
n=1
for (x, y, t) E (0, a)2 x (0, oo).
Proof. To prove (1.6.4), we first note that by (1.4.2), for x E (0, #), c3 () = x
(f o'P-1) (x). So, if CO (x) =f c() d<, then
1 j" (1 d -1 (0) )
e-c,6(x) = ep _ dg - V)- o 1) -2 (1.6.6)2 ( ( -1())
Now we define
u (x, t) e-COe f (1.6.7)
where b = ecO (p o 0- 1), and set w (x, t) = u (0~ 1 (x), t). Then, by Lemma 1 and Lemma
3, w (x, t) is a smooth solution to &tw (x, t) = xOxw (x, t) + xc (x) 02w (x, t) on (0, b (#)) x
(0, oo), with boundary conditions w (0, t) = 0 = w (V4 (#), t) and limt\o w (x, t) = e-c,
p o 0- 1 . Thus, u (x, t) is a smooth solution to &tu (x, t) = x (1 - x) tQxu (x, t) on (0, #) x
(0, o), with boundary conditions u (0, t) = 0 = u (#, t) and limt\o u (x, t) = p. Hence, just
as in the proof of (1.2.9), one can apply It6's formula and Doob's Stopping Time Theorem
po( ' Y, t)po(x, , s)d .
() p (0 (x),, t) d(
to see that u (x, t) equals to the left hand side of (1.6.4). On the other hand, by (1.4.1) and
(1.6.6), the right hand side of (1.6.7) is also equal to
4"((x)) )(1 (( ( ) (x)4,(), t) d
(X))(')) ) ()qop #(x (y) , t) dy
(0/),
= p (y) pg (x, y, t) dy,
J(0,#8)
which proves (1.6.4).
Given (1.6.4), the proof of (1.6.5) is essentially the same as that of (1.3.5). The only
change is that one has to take into account the condition (, (x) > t, but this causes no
serious difficulty.
The following estimates will be useful to us later .
Lemma 1.5. Let 0 < a < # < 1 and t E (0, 1]. Then
P (( ,) (?P(x)) < t) < e 41P(#)t
and
P (r, (X) t) < e~ 4 for n> 1.
Proof Because Y (-, (x)) and X (-, x) get absorbed at 0 and, before they hit {0, 11, are
martingales, one knows that for x E (0, a],
P Yc( () ((x)) < oo = x) and P (( (x) < 0) = -.4(a) a
Since a < # and therefore 0 (a) < V)(3), then Y (., V)(x)) has to hit 0@(a) before it hits
V) (#). Furthermore, by the Markov property, given that Y ( (x)) < oo, ( 1() ( (x)) -
c(a) (4' (x)) is independent of ( (4 (x)) and has the same distribution as ( ()( (a)).
Therefore,
P ( (4((x)) < t) < P ( (#(a)) < t)P.
Similarly,
'P (7'a,[ 0,1(x) < t) < P ( I (a) < t
34
To complete the first estimate, we use It6's formula and Doob's Stopping Time Theorem
to see that for any A C R,
(exp - f2 Y (s, 0 (a)) ds , Ft, P
is a martingale, which implies,
- A2 ftA(Y)( )) Y (s, 0 (a)) ds
Further, by Fatou's Lemma,
eA )E e
< liminf E
Hence, we have
expAY (t A (,(,) (0 (a)) , $ (a)) - A2
e'O(a) for all A E R.
Applying Markov's inequality, one sees that
P ( () (V#(a)) < t) : exp (A\2V (#3) t -A(0 (#) -, (a))),
which leads to the asserted estimate when A = 20 (8)
The argument for the second estimate is similar. For any n > 0, given that ;nj6 (a) <
00, + (a) - y (a) is independent of y (a), and has the same distribution as,
depending on whether n is even or odd, (x (a) or (C (3). Hence, for n > 1 and A R,
= E exp (7n+1,[a, (a) - 7 (a))
=k(E [exp (1- )] (EF [exp (-A2 n
Next, if we take into account the fact that x (1 - x) :! . for all x E [0, 1], the same reasoning
= eA(a)
JoMO(O(~)
AXY (t A (0 (V (a,)) , $(aO))
E lexp AY (t A 43 (V (a))
2n-1
-A2 E
mn=O
Y (s, V) (a)) ds) 
.
eA'P()E 1e-A0')O8 m )I<
E [e 2dn
which we used above shows that
E <e-C"  e1(a-) and JE [e~4 I<C3] e-(a) for all p, A E R,
which leads to
E [e-4 ()] VE le- 4C I < e~-(,8-) for all c > 0,
p(,[ (a) t) exp (c2I-t - 2nc(34 a)) for all c > 0,
and by taking c = 4n(,-a) we have
P 1r2,,81 (a) < t) iexp
4n2 (0 -
t
We now have got everything we need to make the construction of p (x, y, t) outlined in
§1.3, and are ready to summarize the main result in the following theorem.
Theorem 1.6. There is a unique continuous function (x, y, t) E (0, 1)2 x (0, oo) - p (x, y, t) E
(0, oo) such that
/1 < (y)p (x, y, t) dy = E [<p (X (t, x))] for (x, t) E (0, 1) x (0, oo) ,
where < E (b ([0, 1] ; R) and <p vanishes on {0, 1}. Moreover, p (x, y, t) satisfies
p (X, y, t) = p (l - x, 1 - y, t) ,
y(1 -y)p(x, y, t) =x(1 -x)p(y, X, t),
(1.6.8)
(1.6.9)
(1.6.10)
and the Chapman-Kolmogorov equation
for x, y c (0, 1)2 and s, t > 0,
Finally,
pAx, y, S + t) = (o, 1)p( , y, t)p(x, (, s)dd (1.6.11)
In addition, for each 0 < a < # < 1,
00
p(x, y, t) = pp(x, y, t) + [1E[pg(a, y t - ?72 ,[./ 3 (X)), Y ikj 3 (X) < t] (1.6.12)
n=1
for all (x, y, t) E (0, a) 2x(0, oc), where pa (x, y, t) is defined as in (1.6.1). Finally, p (x, y, )
is smooth and, for each y E (0, 1), satisfies
Otp (x, y, t) = x (1 - x) Oxp (x, y, t) on (0, 1) x (0, oc)
with p (0, y, t) = 0 = p (1, y, t) and lim p (-, y, t) = 6yt\ O
Proof. For each (x, t) E (0, a) x (0, oo), (1.6.5) implies that -y (#, 1) '-4 py (x, -, t) is non-
decreasing and, from Lemma 5, it is clear that the family {py (x, -, t) : 3 < -y < 1} is locally
equicontinuous. Hence, there exists a unique continuous function y E (0, 1) '-+ p (x, y, t) E
(0, oo) such that py (x, y, t) / p (x, y, t) as -y / 1.
Now it is clear that (1.6.8) is a direct consequence of (1.6.4) and the Dominated Conver-
gence Theorem, and, from (1.6.5) and the Monotone Convergence Theorem,
p (x, y, t) = lim p, (x, y, t)
7/1
00= pp (x, y, t) + lim E pp(a, y, t - ,,,a] (x)), ,,61 (x) < t A ( (x)
= pp (x, y, t) + S E [p(a, y, t - r/72()), ?iai;(x) <t].
n=1
In addition, one can easily check that (1.6.11) and (1.6.10) follow from (1.6.3) and (1.6.2)
respectively. Since 1 - X (t, x) has the same distribution as X (t, 1 - x), one knows that
(1.6.9) holds.
Knowing (1.6.10), (1.6.11) and (1.6.8), the continuity of y '-± p(x, y, t) leads to the
continuity of (x, y, t) '-+ p (x, y, t). Finally, using the same sort of reasoning which we used
in proving the smoothness of q0j in Lemma 3, we can show that p (x, y, t) is smooth and
solves the desired equation. E
We now have completed the construction of p (x, y, t). Our next objective is to "transfer"
to p (x, y, t) the properties of the fundamental solution to the model equation (1.2.1). We
will achieve this by "comparing" p (x, y, t) with q (4O(x), $(y), t). We start with the following
lemma.
Lemma 1.7. Set fl(x, y, t) = y(1-y)p(x, y, t), and for# E (0, 1), VO() -x
Then, for each 0 < a <,# < 1 and p E (0, 1),
(z)4'(y)p(x, y, t) - gVr3 ()(X), 40(y), t)
K -(a, #, p)e . A (-0f2< 3-0 V)(x) (y)e- 3
((X) +
(1.6.13)
for all (x, y, t) c (0, pa]2 x (0, 1], where
1+ 4V)(#) /\ 4,4@(#3) )
and K(a, #, p) = 227r 2(#)
VO(a4( - p)4
If in addition, I - @ (zX) I< # - a, then
- 1
(1.6.14)
K(a, #, p)e (6002t V a
where 60 is chosen as in (1.2.7).
Proof. Because, by (1.6.12),
(x, y, t) = pp(x, y, t) + EE [P(a, y,  t -),
n=1
we know that 4@'(x)@'(y)p(x, y, t) equals
(#x) @y) t)
+ V 7()E E b3
cf(x))
[L,3 
= (
VV@'(x)V(y)pAx, y, t)
qVI (V(), @(Y), 7)
( A -A-1 )( O.?(#)(z)V(y)) e- t
r7L2 ,b"p](X) < t] ,
(0(a), 0(y), t -x z) 7, r ,0 (z) < t .
Thus, ?@'(x)4"(y)(x, y, t) is dominated by
qV4 (4(x) IV(y), t) + Ik'(a) sut] q,1 ) ('?(a), ?P(y), T) Z' ~,~o]x
and vl/(x)@'(y)P(x, y, t) dominates V@'(x)@'(y)pg(x, y, t) ( q- 4(x), 0(y), t), which
by Lemma 3, is equal to
g6 (V(x), 4@(y), t) - E [efo V(Y(r, (x)))dr
<t].
By the second part of Lemma 5,
EP
n=1
00 - n -)2
<t) < Eie4"
n=1
(1.6.15)-4(3 )2
4(#-a)
2x 4(0-a)2
In addition, when ( E (0, 1),
(1 )'()= - (arcsinV/ ) E [1, ,
(x)
(a)
< for x E (0, pa].2 V1 -x - 2
Thus, the right hand side of the upper bound can be replaced by
+O (x (x _4____._+ sup(~t q1($3) (NO~(), w)y), -T) 0(0 - a) e t
Meanwhile, because
(99 ( G = (arcsinv') 1 >1,29/((1 - )
x qv' ($(#3), 0(y), t - (,Y( (X))) 7(#Y) 0(x))
(r/72 ,[,,3(X)
< (1 +
Pv (O(x, @b(y), 0)
the upper bounds in (1.2.5) and (1.4.12) lead to
g),y($(), (y), r_) e ae
K e sup 2 e
sE(Ot] S
a 4(1 - p)4
for all r c (0, t]. Summarizing the preceding, one has
/P'(x)4'(y)p(x, y, t) : qV4 ((x), w(y), t) + v7 (a) (y)e - c-
as5(J 
_ p)4(3-a
and, to achieve the upper bound in (1.6.13), one just needs to notice that ( 7 () gr for
(E [0, 1].
To prove the lower bound in (1.6.13), it is clear that one needs to estimate
E V(Y( 4VO (#w), 0(y), t - ( (g) (#(x)))
which, by Lemma 5, (1.4.12) and (1.2.5), is dominated by
e 40()t sup q(4(#), @(y), r)
r E(0, t]
< etIIVOIIe - -0(#() sup
rc (0, t]
exp aa2
sup (
7rc(o,tJ
( Vx(y)O(#)e 4
- (a)ae4(1 - p)4
exp, ( (1 + 4@0(#))(# - a)24 P(#)t
The second inequality comes from the facts that @' 1 and / (#) - / (y) 2
(# - a) 2. Hence, we have proved the (1.6.13).
(a - pa)2 +
Given (1.6.13), to prove an estimate of the sort of (1.6.14), we only need to get a lower
bound for qv' (0 (x), 0 (y), t). To this end, recalling from (1.2.4) , (1.2.7) and the construc-
, 4) (b)(x)) <
exp _' (0- 
-y
tIIV< e 
2
t
tion of qV , one has q > 4, and
e-
2
to -z
if 4'(x)p(y) t 2,
if O(X)@(y) > t2.
Furthermore, when 4'(x)4'(y) < t2,
Se e > 
2
-
2
>e- 2 e- 
tP.)
4' (x)'(y)p(x, y, t)
K(a, #, p)etIIV2IIe 2 2
- a texp
e) 2K
When O(x)o(y) > t2
/$'(x)'(y)p5(x, y, t)
qV# O ((X), 1 (Y), 1)
W )' (Y) exp -2 ' - 1*
t t
Taking into account the condition that 4' (y) - "P (x) # - a, one sees
follows from above.
that (1.6.14)
Finally, we state the estimates on p (x, y, t) in terms of q (?p (x) , $0 (y), t) in the following
theorem.
Theorem 1.8. For each 0 < a </3 < 1 and p E (0, 1),
V(x)@'(y)p(x, y, t) - 4 ($P(x), @'(y), t)
SetIIVIu t IIV|I ((), '(y), t) + K),#, p'(X) _.(y)e
(1.6.16)
and so
-1
-2
-1
K(, #, p)e3 a
6 0 (# - ae)
q (M(),7 @(y), 1) 0
for all (x, y, t) E (0, pa]2 x (0, 1], where ppfi and K (a, #, p) are defined as in Lemma 7. If
in addition, I/' (y) - 't/b (X) # - a, then
(x)'(y)(x, y, t) 1
< e t||V||+K(a,#,p I  (eVtI + ( (8 ") (tV(0)W (1.6.17)
Proof. As in Lemma 7, (1.6.17) is a direct consequence of (1.6.16) and the lower bound on
q (0 (x), b (y), t) that we used in the proof of Lemma 7. To show (1.6.16), it is sufficient to
notice that
g v4(( , ~~~( il olu r/n)-g ( / t | 5( ,rt
n=1 n 
(777t
<_ t||Vp||juet||v0||-g( r/, t),
which follows trivially from (1.4.9) and (1.4.11).
1.7 Derivatives
Our goal in this section is to get regularity estimates on p (x, y, t), and we will start by
examining the derivatives of q (x, y, t). To this end, one should first notice that if u is a
solution to (1.2.1) and for integer m > 1, u(') is its mth derivative with respect to x, then
u(") satisfies
dtw(aX, t) = X82W(x, t) + maxw(x, t). (1.7.1)
Thus, we should expect that
U(M) (x, t) = / p"0) (y) q(") (x, y, t) dy,
where <p(m) is the mth derivative of the initial data <p and q(m) (x, y, t) is the fundamental
solution to (1.7.1).
Next, in order to learn more about q(m) (z, y, t), we will adopt the same approach as we
used in studying q (x, y, t) in §1.2. We first notice that if p E C.,' ((0, oo); R), then
\ d ) 7 p(m) (,) q(m) (x, y, t) dy,/0 (00) c )q (x, y, t) dy =
which suggests that q(m) (x, y, t) satisfies
O, mq(") (X, y Y
Z n n-1
2nn 
_ 1)!
n-k n-1
k=O
k=0
k
ke
aym e t-TZ
y=
_,k E xy
1k t2n+m-k (n - 1)! (n - k)!
xiyj+k-1
()Zt 2 1+k+mj! (j + k - 1)!
~j=0 i
Taking a hint from the above, we will take q(m) (x, y, t) to be
rn-1 -xil
q( ) t2
00
,where q(m) () = n!(mm- 1)!'
and show that q(") (x, y, t) is indeed the fundamental solution to (1.7.1). It is clear that
for any y E (0, oo), q(") (., y, *) is a solution to (1.7.1) on (0, o0)2.
(x, t) E (0, 00)21
q(m) (x, y, t) dy
/0,00O) = nm O n!(n m 1)!
Moreover, for any
e ty n+ni-dy
-} nt-2n
= t" n!n+m-1!n+n (n + m -1)
n==
= 1.
(1.7.2)
(1.7.3)
q(m) (x, y, t) = (1.7.4)
t) = (- 1)"' O"*q(x, y, t)
= (-1)"* e-f 8, axe- t
From (1.2.4) and (1.2.5), one knows that
m-1 - X+
0 < q(m) (X, y, t) t q +(x, y, t)
m ((m-1) (1.7.5)
Y cm1 l+ X)e (/-tIx-2
for all (x, y, t) E (0, oo)3. Thus, for any E > 0,
I/ X±) q(m) (x, y, t) dy -+ 0 as t \ 0
uniformly for x in compact subsets of (0, oo).
As with q (X, y, t), when xy > t2 , we can improve the estimates in (1.7.5). In fact, because
q(m) - J_
where Im,-1 is the Bessel function of order m - 1 with purely imaginary argument, then by
the results from [19], there exists 6m E (0, 1) such that
6m - e2e < q(m) ( -1&4e2 for ( ; 1.
Hence, when Xy > t2,
yM-1(XY)16-9 _VY_,X2 m-(Xy)i- (2-_/)2
6m c- < q e t . (1.7.6)
In addition, an immediate consequence of (1.7.4) is
yM-1 em M-1e- 2
S< q( , y t)e for xy < t2. (1.7.7)
Next, we will state a generalization of (1.7.2) in the following lemma.
Lemma 1.9. Suppose that p E Cm ((0, oo); R), set p(') = ox , and assume p(') is bounded
on (0, 1) and has sub-exponential growth at 00 for each 0 <1 <i m. If lim\o p (x) = 0, then
of p(y)q(x, y, t)dy = p(m)(y)q(m)(x, y, t)dy. (1.7.8)
(0,7oo) (0, oo)
Moreover, for any 1 > 1,
p(y)q()(x, y, t)dy = 0,00) pm)(y)q(m+e)(x, y, t)dy
even if p does not vanish at 0.
Proof. We notice that for any p that satisfies our condition, we can find 1 E Cml ((0, oo) ; R)
such that 4)() = p and limg\o 4D (x) = 0. Hence, if (1.7.8) is true, then the right hand side of
(1.7.9) is equal to
O [J (0, oo) 4() (y) q(l) (x, y, t) dy = O (00+l f 4 (y) q (x, y, t) dy
("O(y)q(m+0(x, y, t)dy.
Thus, we only need to prove (1.7.8). But it is clear from the computation in (1.7.3) that
(1.7.8) holds if <p E C"m ((0, oo); R). Given a <p e C' ((0, oo); R) that vanishes at 0, by
(1.7.6) and (1.7.7), without loss of generality, we can assume <p is supported on a compact
subset of [0, oo). For E > 0, set <pe (y) X[2e, o) (y) <p (y - 2c), choose p E Ce ((-1, 1); R+)
with total integral 1, and set p, p (). Then <p, * p, E Ce ((0, oo) ; R), and so
&n f pe *pe(y)q(x, y, t)dy =
(o , oo) (o, oo)
for each (x, t) E (0, 00)2. Clearly, the left hand side of above tends to the left hand side of
(1.7.8) as E \ 0, and the right hand side can be written as
/ p(m) * p(y)q(")(x, y, t)dy +(0, 3e] (3c, oo)
As E \ 0, the first term satisfies
pC *<p(m)(y - 2c)q(m)(x, y, t)dy -- + /,00) p(m)(y)q(m)(x, y, t)dy.
(3), o)
/, )
(1.7.9)
(<pe, *Pe) (") (y) q(") (x, y, t) dy
pe <p")(y)q("rn(x, y, t)dy.
Meanwhile, by (1.7.5), the second term is bounded by some contant times
p(M) <p (y -( - 2c)j ym-1dyd(
+3) E-1dy
whc"t (n)t0 -f b (cy)|(y + 3)v a~ dy
which tends to 0 because <p vanishes at 0. Hence, (1.7.8) is proved.
It will be useful for us to notice a few identities involving q(n) (x, y, t). Set q(0) (X, y, t)
q (x, y, t), then it is easy to check that,
Q2q(m) (x, y, t) 1 q(m+1) (x, y, t) - q( m ) (x, y, t)) for all m > 0,
and therefore,
xm q(k)(Xj Y, t) =
e=o
for all k, m E N. (1.7.10)
Furthermore, for m E N, (s, t) E (0, 00)2, if k C N, 0 K k <im, and
/(,0oo)
then we claim that
1 m-k
=(S + t)m-k m j
k sjtm-k-jg(k+j)(X, Y, S + t). (1.7.11)
We will prove (1.7.11) by induction. First notice that when m = k, by Lemma 9 and (1.2.10),
(o, 00) q(") (x, (, s) q(m) ((, y, t) d( = " / 0x~, o
= q(" (x, y, s + t) .
In other words, q(m) (x, y, t) also satisfies Chapman-Kolmogorov equation. Now assume that
,M(mtr+k-t)(X, Iy, t)
q(m, k) ()Y ))= q(m') (x, (, s) q(k) ((, y, 0) d(,
q(m, k) (X, y, s, t)
q (x, (, s) q (, y, t) dy
pf0()d - f |<p (y)|
(- 1 ~n) (~ n [0, 2c]e
(1.7.11) is true for some m and all 0 < k < m. Then, for 0 < k < m, by (1.7.10)
oxq(m,k) ) (m+1,k)(x, y, s, t) - q(mk)(X7 y) s, ).
On the other hand, by the inductive hypothesis,
1 m-k
(s + t)m+1-k m j
3=0
k) s tm-k-i q(k+j+l) (x, y, s + t)
k) Sjtm-k q(k+j) (X, y, S + t).1 
m-k
(s + t)m+1-k (m3=0
Therefore, q(m+lk)(x, y, s, t) equals
1
(S + t)m+l-k
(m+-k (i-k) S itm+l-k-j (k+j) (x, y, S + t)
(E i -I
k) Sitm+1-k- q(k+i)(x Y, S + t))
m-k
+ m j
3=0
1 m+l-k
(s + t)m+1-k + (j=0
- k) sijtm+l-k-iq(k+j) (X, Y, S + t).
Hence, one sees that (1.7.11) is true for m + 1 and all 0 < k < m + 1.
The reason why we are interested in the preceding is that they allow us to produce rather
sharp estimates on the derivatives of qV (X, y, ).
Lemma 1.10. Set
5m
Cm(V) - max ||_YV|| : 0 _f m2 U I
and
Sm(x, y, t) E ,q(,*)(x, Y, t).
I lqv (x, y, t)| A (t, m, V) Sm(x, y, t)
Then
(1.7.12)
for (x, y, t) E (0, oo)2 x (0, 1), where
1 + (tCm(V)) m (et2IIVilU - 1) + (tCm(V))m+le2m|Vilut
- tC(V)
oxq(M' k)(X, y, s, t)
A (t, m, V)
Proof. Recalling the construction of qv (x, y, t) in §1.4, one sees that it is sufficient to show
|8"'q'v(x, y, t)| Cm(V)"^"(2"'|VI|u)(n~m) t" Sm(x, y, t)
n ~(n 
-m)±! trn (1.7.13)
where (x, y, t) E (0, 00)3 and n E N. Indeed, if (1.7.13) is true, then by (1.4.11) and (1.4.7),
< Sm(x, y, t)
< Sm(x, y, t)
-- tot
n<m-1
(tCm(V))" + (tCm (V)) m E (2mIVIlut)"
n=o
1- (tCm (V))"m +1 - tCm (V) (tCm (V))" e2nlIVIIt]
which is the desired result.
When n = 0, (1.7.13) follows directly from (1.7.10) with k = 0. When m = 07 (1.7.13)
simply reduces to (1.4.9). Now we will concentrate on the case when m = 1. Using (1.4.7)
and Lemma 9, one can write O2q(l) (x, y, t) as the sum of
fi(I (,
f o 
( o o o
and
oo)
&xq(x, (, t - r)V(()q((, y, r)d) dr
q(x)(x, (, T)84(V( )q((, y, t - r))d ) dr.
By (1.7.10) , (1.2.10) and (1.7.11), the first term is bounded by |IVI| times
j 2  i(
2(t - 7-)-/0o f(0,00
=q (x, y, t) (j
y, t)
2( -
(t -
(q( , f ()q(x, , t)
)-ld-r + 1 1 (,rq (x, y, t)
< jq(')(x, y, t) + q(x, y, t).
- T)) q((, y, r)d ) dr
+ (t - r) q(1) (x, y, t)) dT
t -T
q(x, y, __2
+ )f1 t+7Td
t Jot-T7
J2"'qv(x, y, t)|
As for the second, it can be dominated by
q(l'0)(x, y, r, t - r)d7 + I|VI| f
fo i
(q + q(l)) (X, 6, t - T)
(0,00) t - 7
2 (IIV'||U + |IVII|(t - r)- 1)q(1o)(x, y, T, t - r)dT + log2Vuq()(, y, t)
iu + |IIV'II) q(x, y, t) + (||V'|| + ||V||u q(')(x, y, t).
After combining these, one gets that 02q1 (x, y, t) C1 (V) S1 (x, y, t) for all t E (0, 11.
Hence (1.7.13) holds for m = n = 1. The proof of (1.7.12) for m = 1 and n > 2 is by
induction. Specifically, by (1.4.8),
= t (f 0 xq z(X, ( t - T)V( )q( , y,0 (o 7oo) T)dt)
fo o, 0)S C1(V)2"-1||V||s"(n - 1)!
C1 (V) 2"- |VIl"
(n- V)!
(n-i1)!
(tn
(t - T)n1 (q + q(1)) (x, (, t - r)q( , y, r)d~dr
1) ft (rq (x, y, t)
2t"
- -n , , t)+ -+q() (x, y,n +
(x 7 y, ) d)
t))
< C1(V) (2t|V|)"Si(x, y, t).
n!
The strategy for general m > 1 should be clear now. One should apply the argument used
to estimate Oxql not just once but m times. After the mth repetition, one arrives at
|mq (X, y, t)j 5 Cm(V)"t"-Sm(X, y, t) for all 0 < m < n.
For n 2 m + 1, one uses (1.4.8) to proceed inductively as above.
Finally, we have reached our goal for this section of getting estimates on the derivatives
of P (x, y, t).
Theorem 1.11. For each 0 < a </# < 1, p E (0, 1), and m E N, there exists a Km (a, #, p) <
00, such that
4(+ -. )2
60*px, y, t)I 5 Km(a, 3, p)#(y) Sm (V(x), 0(y), t)
IIvIIu 2
<_ V
|6xq~v+1(x, y, t)|
+ (t - -r) q(1)
(1.7-14)
for all (x, y, t) E (0, pa]2 x (0, 1]. In particular, for each E > 0, p(x, y, t) has bounded
derivatives of all orders on (0, 1)2 X [E, oc).
Proof. Recall the function p8 (x, y, t) defined in §1.6 (1.6.1), and set p (x, y, t) = y (1 - y) pp (x, y, t).
Then by (1.6.2), pp is symmetric and hence, from (1.6.12),
00
Op(x, y, t) = OPp(x, y, t) + S E p[ P (x, a, t - r21 (y)), 7/2,t[a,,6] (y) < t
n=1
Therefore, by (1.6.15),
|67pAx, y, t)| ; |jfpl(x, y, t)I + 2y sup l pp(x, a, r)Ie -
a(W - a) rE(Q, tJ
If ((, ry, t) y rqV5 ((, r/, t), then by (1.4.13), g% ((, r, t) is also symmetric. By (1.5.3)
and (1.6.1), one knows that Pa (x, y, t) equals
4' (0 (X), 0 (Y), 7)
4(x)4'(y)
- E eVo V(Y(-r, iP(y)))dr (X ( t ( MY( ) <t
Thus, by Lemma 5, mp(x, y, t) is bounded by a constant times
max (oxg9) ($(x), 0(y), t) + e 4*(#) sup max (oV#) (O(X), 00)7 T)osism I (a) TE(O' tj osism
By combining these with Lemma 10, (1.7.6), (1.7.7) and the fact that (0 (#) -V @(a)) 2 >
V) (3) (3 - a)2, one gets the desired result.
1.8 Refinements
This section deals with possible improvement for the estimate 1.6.16 in Theorem 1.8. If one
takes a look at the arguments there, one would notice that the weak link is the replacement of
qV6 by q using 1.6.13. The problem with ql'v is that we can only estimate it but cannot give
an explicit expression for it in terms of familiar quantities. Nonetheless, if one is interested in
p (x, y, t) when every variable is small, then one can make a modest improvement by using a
Taylor approximation for V8.
In order to carry this out, we will need the following computation.
Lemma 1.12. Define {Ck, : k E N, 1 j k} so that C1,1 = 1, and for k > 2,
Ck,1 = k!, Ck,k = 1, and Ck+1,j = (k + j) Ck, + Ckj-1 for 2 < j 5 k.
k
q(x, y, t)yk = [ Ck,jtk-xq(k+j) (x, y, t)
j=1
It
0t (f q(x, , t
Q(k')(X y7 =t
- r)(kq((, y, r)d) dr
(k+j)!Ckjt kt-jXj1
(2k + 1)!t
k
tXZ Q(k')(x, y, t),
q=1
(k -j + i)! q(i)(x, y, t).
Proof. For m > 0, recalling from (1.7.4) and (1.7.1), one sees that
-' q(m)(x, y, t)
tM)
g
2
xq(m+1)(, y, ).
At the same time, by (1.7.10), x&xq(m)(x, y, t) + maxq(m)(x, y, t) also equals
2
x q(m+1 )( y, t) + (
yq(m)(x, y, t) = xq(m+2) (x, y, t) + mtq(m+1)(x, y, t) for all m > 0.
Now we can prove (1.8.1) by induction. When k = 1, this is just (1.8.3) with m = 0. Assume
Then
In particular, for k > 1,
fork > 1. (1.8.1)
where
(1.8.2)
q(m+2) y,
Thus,
- ) q(m)(x, y, t).
(1.8.3)
1x2 q() (x, y, t) + m 8 q() (x, y, t) = t
it holds for k, then
k
q (x, y, t) yk+1 = Ck,jt-jXq(k+j)(X Y, t)y
j=1
= C,itk-X (xq(k+i+2) (X, y, 0 + (k + j) tq(k+j+1) (X7 y, t)
j=1
k+1
= (Ckj-1 + (k + j) Ck,1 ) tk+l-jxiq(k+j+l) (x, y, t) + Ck,1 (k + 1) tkxq(k+2) (X, y, t)
j=2
k+1
=- Ck+,jtk+1-j x (k+1+l)(X y, t).
j=1
Given (1.8.1), by (1.7.11), we know that
ft (f q(x, , t -) y, r)d dr
0 t (o, oo) 
q 7 T
k t
=- C, j(t - T)k- q(k+o) (X t -t d
3=1
= : Ck,jt-k-jij -:k+ 6k-j+irk+j-id ~ )- = i (O (k i) (ft (t - ~ i i k idT) q(') (x, y, t))
k k-i-
= txz Ck,jtk-iXj_ (k+ j)!(k-j +Vq()(x, y,
=1i=O i!(2k+ 1)!
which is the expression we want.
It is worth noticing that the numbers {Ckj: 1 < j < k} are the coefficients for the poly-
nomials which gives the kth moment of q (x, y, ). That is,
r k
(0,) kq(x, y, t)dy = 
Ckjtk-X
j=1
which follows immediately from (1.8.1) and the fact that q(m) (x, -, t) has total mass 1 for all
m > 1.
With Lemma 1.12, we can implement the idea mentioned at the beginning of this section.
Suppose 0 < # < 1 and (x, y) E (0, #)2. First, by the definition of qV,8 and (1.4.9), one can
easily check that,
y, t) - q(x, y, t) ft (f- I q (x, , t - 'VR8(C)q( y, r)d )Jo '0J0~o)
(t||Vp|u2t|g|< 81IV 2 q(x, y, t).
Second, use Taylor's theorem and the fact that V (0) = 0, we have
q(x, (, t - r)V( )q((, y, r)dc) d-r
IVY| 1k
2
Next, combine the two inequalities with (1.12) to see that
t) - q(x, y, t) 2 q(x, y, t)q( (x, y,
___ [3+ 10 tx ty (j+1)q O7y, t)[
j=0
4
+ 2x E qU) (x, y, t)
j=0
(1.8.4)
After putting the preceding together with (1.6.13), we have a slight refinement of the first
estimate in Theorem 1.8 as the following.
Theorem 1.13. Given 0 < a <,3 < 1 and p E (0, 1). For (x, y, t) E (0, pa)2 x (0, oo),
V9 (0) t@(X)V(y)V'(x)#'(y)P(x, y, ) 0- !(Mx), O(y), t)3 Eqj) (O(x) , 0(y),I t)
j=0
K (a, ), p iy6(ye
#-at
+ 10 t(x)'(y)
+ 1 et||Vg||ut 2g(gb(x), b(y), t)
t 1 (j + 1) q(3) (?(x) , ?(Y t) + 2V@(x) E q(j) (V)(x),
j=0 j=0
where K (a, 3, p) and pq are as defined in Lemma 1.7.
Proof. This is a direct consequence of Lemma 1.7 and (1.8.4).
dTr
Itf0 00
jt(0
dr
qV3(x, y,
q(x, , t - r)(q((, y, r)d )
q(x, ,o, ) - -)(
, 00)
3t3
(Y), t)]
- Vo (0) Z fO0)
It is clear that the preceding line of reasoning can be repeated to get better and better
approximations to p (x, y, t). However, the computation for even the next step is tedious,
since it involves dealing with the integrals of the form
aff2 t q(x, 2, t - 72) 2q(2, li 72 - T1) 1q( 1, 
y, c)dc1d<2 dT1d-r2.
05<T-2<t ( 0,0o)2
Chapter 2
Gaussian Measures on Separable
Banach Spaces
2.1 Introduction
In this chapter we will look at probability measures on a separable Banach space that are
centered Gaussian. Namely, suppose (E, |-IE) is a real separable Banach space with dual
space E*, then the probability measure W on E is a centered Gaussian measure if, for any
z* E E*, the random variable x E E h-4 (x, x*) E R has centered Gaussian distribution under
W. Throughout this chapter, we will also assume W is non-degenerate in the sense that,
EW [(-, x*)2] = 0 if and only if x* = 0.
Although E will have infinite dimensions in general, it will be helpful to first make the
following observation for the finite dimensional case when E can be identified as RN. Namley,
if 70, c is the Gaussian measure on RN with mean 0 and non-degenerate covariance C, then RN
can be turned into a Hilbert space H by taking the inner product to be (h, g) = (h, C-'g)RN
for all h, g E H. Furthermore, if AH is the Lebesgue measure that assigns measure 1 to the
unit cube in H, then we have
70, c (dh) N exp - A (dh),
0 C(2.1.1)
-j6>(g) = exp( I9 H )for all gEH* =H.
Set WH (dh) ='0yo, c (dh), then (2.1.1) shows that WH is the standard Gaussian measure on
H. In this sense, one sees that in the finite dimensional case, the natural home for a Gaussian
measure is a Hilbert space. However, the construction above clearly fails when the dimension
is infinite. In fact, given a real, separable Hilbert space H, if dim H = 00, then no such
measure WH can exist. The reason is well known: if it did, then for any orthonormal basis
{hm : m > 1} of H, one can easily check that h C H a4 Xm (h) = (h, hm)H C R would be
independent, standard Gaussian random variables, and therefore by the strong law of large
numbers, ||h[|2 = 0 X 2 (h) would be infinite for almost every h C H under WH. In
other words, H is too small to accommodate WH.
It might be helpful to recognize that an analogous problem occurs in study of partial
differential equations. Namely, although a natural place to look for solutions to PDE's is in
the class of continuously differentiable functions, one often has to work with a more general
family, say, Sobolev spaces. Similarly, to overcome the problem described above, we must
consider objects that are more general than elements of H and allow Gaussian measures to
live on a larger space. The idea introduced by Leonard Gross in [8] is to complete H with
respect to a more forgiving norm than I|-||H, so that the resulting Banach space E is large
enough to house WH. The resulting triple (H, E, WH) is referred as an abstract Wiener
space.
The existence and construction of abstract Wiener spaces were first discussed by Gross
([8]), and then formulated by Stroock ([14], [13]) in a different way, the formulation which
will be used here. §2.2 briefly introduces the construction of abstract Wiener spaces and
some important structural properties of infinite dimensional Gaussian measures. In §2.3, we
study the probabilistic extensions of the classical Cauchy functional equation which defines
the notion of additivity. We first review the results in finite dimensional spaces, and then
examine the infinite dimensional analog under Gaussian measures. The various techniques
developed in the process lead naturally to results about the structure of abstract Wiener
spaces.
2.2 Abstract Wiener Space
As explained in the previous section, an infinite dimensional Gaussian measure does not
live on the natural Hilbert space but does on a larger Banach space. To make this precise,
we first consider the following properties of abstract spaces (Lemma 8.2.3 in [13]). Given
a real, separable Banach space (E, ||-|E), suppose (H, ||-||H) is a real Hilbert space that is
continuously embedded as a dense subspace of E. Then for any x* E E*, one can use the
Riesz representation to find a unique element hs. c H such that (h, x*) = (h, hx.), for all
h E H. In fact, if one equips E* with the weak topology and H with the strong topology,
then the mapping x* E E* + hx* E H is linear, continuous, one-to-one and onto a dense
subspace of H. Thus, if x E E, then x E H if and only if there exists a K < 00 such that
I(x, x*)| < K ||hx*IIH for all x* E E*. Without loss of generality, from now on we will assume
that
lhilE|| < hI|H for all h E H, and therefore ||h* 1lH 5 IIX*IIE* for all x* E E*. (2.2.1)
Then, for each h E H, h|H = sup {(h, X*) : x* E E* and ||X*IIE, < 1}. Finally, there
exists a sequence {x* : n > 1} C E* such that {hn h. : n 2 1} forms an orthonormal
basis in H. In particular, for x C E,
00
x E H if and only if 1 (X, X*)2 < oo, (2.2.2)
n=1
and
00
(h, g), = (h, x*) (g, x*) for all h, g E H.
n=1
Now assume W is a non-degenerate centered Gaussian measure on E, and therefore, for
each x* E E*\{01, the mapping x E E '-+ (x, x*) has non-degenerate centered Gaussian
distribution under W. Furthermore, assume W has the "right" characteristic function, i.e.,
EW [exp (i (-, x*))] = exp (-| .2 1) for all x* E E*, (2.2.3)
or equivalently, under W, for each x* E E*, (-, x*) is a centered Gaussian random variable
with variance ||h.| |2 . If we denote by I the mapping I: h,* E H - (-, x*) c L 2 (W; R),
then clearly
||hi.||H = E x C E.} ,
and hence I is a linear isometry from {hx. : x* E E*} to L2 (W; R). In addition, since
{ h* : x* E E*} is dense in H, I admits a unique extension as a linear isometry from H to
L2 (W; R), so we have
11h112 = EI [T(h)2] for h E H.
Finally, {I (h) : h E H} forms a family of centered Gaussian random variables with covariance
EW [E(h)I (g)] = (h, g)H for h, g E H.
A triple (H, E, W) as described above is an abstract Wiener space, the mapping I
H -+ L2 (W; R) is referred as the Paley- Wiener map, and the random variables I (h)'s are
the Paley- Wiener integrals. We will introduce some structural properties of abstract Wiener
spaces from different perspectives.
First suppose E and W are given as above, i.e., E is a real separable Banach space and
W is a non-degenerate centered Gaussian measure on E. If, for every z* E- E*, we define
h* f f (x, x*) W (dx) E E, and
EE
then one can easily check that
H = {h* E E: x* E E*} IIH
is the one and only Hilbert space which makes (H, E, W) into an abstract Wiener space. H
is also called the Cameron-Martin space for (H, E, W).
Next, given a real, separable Hilbert space H, the results from [8] and [13] (Corollary
8.3.2) guarantee that there exist a real, separable Banach space E and a Borel probability
measure W on E, such that (H, E, W) is an abstract Wiener space, i.e., H is continuously
embedded as a dense subset of E, and W satisfies (2.2.3). However, the choice of such E is
not "canonical". An important result from [8] says that, if (H, E, W) is an abstract Wiener
space, we can always find a real, separable Banach space Eo which is continuously embedded
in E as a measurable subset with W (Eo) = 1, such that (H, Eo, W [ Eo) is an abstract
Wiener space (Corollary 8.3.10 in [13]). In other words, if we consider H as the "underlying"
Hilbert space of W, we can always make the "housing" Banach space E smaller and closer to
H. We will revisit this result under a specific setting developed in §2.3, and show that, the
intersection of all the possible "housing" spaces is precisely H itself.
Before closing this section, we still need to discuss the following question: given a real
separable Hilbert space H, and a real separable Banach space E in which H is continuously
embedded as a dense subset, when and how we can get a probability measure W on E such
that (H, E, W) is an abstract Wiener space (Theorem 8.3.3 in [13]). Let's first assume such W
exists. Given any orthonormal basis {hm : m > 1} in H, denote by .Fn the u-algebra generated
by {I(hm) : 1 < m < n} and set F = V 7.F. Then, since Enm=1 (h, hm)H I(hm) -4 (h)
in L2 (W; R), for every h E H, I(h) is measurable with respect to 7W, the completion of
F under W . In particular, (-, x*) = I (hx.) is measurable with respect to F for every
x* E E*, and hence the Borel o--algebra of E is contained in FW. Further, by applying the
martingale convergence theorem, one sees that
n
Sn (x) = 1 I(hm) (x) hm -+ x as n -+ oo almost surely under V. (2.2.4)
m=1
Morever, because hm's are orthonormal, if (H, E, W) is an abstract Wiener space, then
{I(hm) : m > 1} is a sequence of independent standard Gaussian random variables under
W. Therefore, (2.2.4) implies
00Z (mhm converges in E for almost every ( (1- , - - -) under N (2.2.5)
m=1
where -y is the standard Gaussian distribution on R.
Conversely, given H and E, if there exists an orthonormal basis {hm : m > 1} such that
(2.2.5) is true, then by considering
(mhm, when ZM= 1 (mhm converges in E,
0, elsewhere,
one can easily verify that (H, E, W), where W = S,,yN is an abstract Wiener space.
2.3 Additive Functions and Gaussian Measures
In this section we examine a probabilistically natural extension of the classical Cauchy func-
tional equation both in finite and infinite dimensions. In particular we will show that the
naYve generalization of the finite dimensional result fails in infinite dimensions. The way we
find the alternative can be viewed as an application of the theory of Gaussian measures on
Banach spaces introduced in §2.2.
We start with a brief review of the results about additive functions in the classical setting.
A function f : R -+ R is called additive if and only if f solves the following Cauchy functional
equation:
f(x+y)=f(x)+f(y) forallx,yER. (2.3.1)
Given an additive function f , (2.3.1) clearly implies
f (px + qy) = pf (x) + qf (y) for any x, y E Rand p, q EQ, (2.3.2)
and hence, if f is in addition continuous, then f must be linear, i.e., there exists a c E R,
such that f (x) = cx for x E R.
In fact, it is well-known that if f is additive and A-measurable, where A denotes the
Lebesgue measure on R, then f is linear. One proof of this statement is based on a result of
Vitali, which says that if IP C R is A-measurable with A (I) > 0, then for some 3 > 0,
(-3, )GF- {x - y: x,yc}. (2.3.3)
If M > 0 is large enough that the measurable set F ={x E R: If (x)I M} has positive
Lebesgue measure, then by (2.3.2) one can easily check that If I 2M on F -F. Choose 3 > 0
so that (2.3.3) is true, and for any x E R, take qx to be a positive rational number so that
< 124 <3. Again, using (2.3.2), one sees thatq.
If (x)I = qx f ()5 q2M for all x E R.
\qz
Therefore, f is continuous and hence linear.
If one is willing to use the axiom of choice, one can construct a counterexample in the
absense of Lebesgue measurability. Consider R as a vector space over Q, and for each x c R,
expand x using the Hamel basis B in R. That is,
x = E ab (x) b,
bEB
where the choice of ab (x)'s is unique and there are only finitely many of them being non-zero.
It is easy to verify that, for each b, ab is an additive function, but cannot be linear because it
takes only rational values.
The result above, which says that a Lebesgue measurable additive function is linear and
continuous, holds in any finite dimensional vector space. One may want to ask whether
there is an analog in infinite dimensions. The answer is yes. To formulate it, let's consider
the following obvious extension of additivity to infinite dimensions. If E is a real separable
Banach space, then we say f : E -+ R is additive if f satisfies
f(x+ y)= f(x) +f(y) for allx, yE E.
Now assume f : E -+ R is in addition Borel measurable, then for any x E E, g : t E R -4
g (t) = f (tx) is Lebesgue measurable and additive. Therefore, by the result from the real
valued case, g is linear and hence f (tx) = g (t) = tg (1) = tf (x). That is, a Borel measurable
additive function on a real separable Banach space must be linear. If one combines this with
a theorem of Schwartz ([11], or for a proof that is more in keeping with this chapter, [16],
or Theorem 2.7), then one arrives at the conclusion that if f : E -+ R is Borel measurable
and additve, then f E E*. In other words, the extension of the classical additivity to infinite
dimensions will lead to the same class of functions, the one of linear continuous functions, as
in finite dimensions, provided the presence of Borel measurability.
2.3.1 Almost Everywhere Additivity
A similar question was asked by Erd~s in [5] when (2.3.1) is replaced by
f (x + y) = f (x) + f (y) for A - almost every (x, y) E R2, (2.3.4)
where A2 is the Lebesgue measure on R2 . Specifically, Erd6s asked what could be said about
the linearity of function f : R - R if f is a solution to (2.3.4). N.G. de Brujin ([3]) and
W.B. Jurkat ([9]) independently showed that, even if f is not A-measurable, every solution to
(2.3.4) is almost everywhere equal to an additive function, and therefore every A-measurable
solution to (2.3.4) is almost everywhere equal to a linear function. In this and the next
subsection, we will present a proof to the statement for the measurable case using different
considerations.
To get started, we define the "almost everywhere additivity" in the following sense: sup-
pose E is a real, separable Banach space with Borel o--algebra BE, and W is a non-degenerate
centered Gaussian measure on E. Given a BE-measurable f : E -+ R, we say thatf is almost
everywhere additive if and only if
f (x + y) = f (x) + f (y) for W 2 - almost every (x, y) E E 2 . (2.3.5)
Note that when dim E = N < oo, E can be identified with RN, and W can be taken as -N
which is equivalent to the Lebesgue measure on RN. Therefore, (2.3.5) is equivalent to (2.3.4)
for any finite dimensional space. However, when dim E = o, because there is no nontrivial
translation invariant measure on E, a definition of the sort of (2.3.4) makes no sense, but
(2.3.5) avoids that problem by taking the Gaussian measure as the reference measure.
For later convenience, we need to introduce some notation. Given a measure Y and a real
constant c :, 0, denote by 1 c the distribution of ( -+ c( when ( has distribution p. If two
measures p and v are equivalent, then we write p - v. For x, y E E, and a, b E R, define the
mapping Sa,b : E 2 -+ E by Sa,b (x, y) = ax + by. Clearly Sa,b is B2 -measurable.
Lemma 2.1. Given a real, separable Banach space E with dim E < oo, if f : E -+ R is
almost everywhere additive, then for any p, q E Q+,
f (px + qy) = f (px) + f (qy) for W 2 - almost every (x, y) GE 2 . (2.3.6)
Proof. Clearly, this result stands as the analog to (2.3.2) in the probabilistic setting, but the
proof is less trivial. For convenience, we will assume that E = R and W = -, even though
the proof can be generalized to any finite dimensional space with no difficulty. Furthermore,
notice that it is sufficient to show that, for any n E N,
f (nx) = nf (x) for y - almost every x E R. (2.3.7)
Indeed, if (2.3.7) is true, then, since ym ~-y ~_ for any m E N, m > 1, (2.3.7) is true when
n is replaced by any q E Q, q > 0, which, together with the fact that f is almost everywhere
additive, implies (2.3.6).
To prove (2.3.7), we use induction. There is nothing to be done when n = 1. Now assume
it holds for n. Because Yn+1 X 7 ~ Y2, we have that
f ((n + 1) x + y) = f ((n + 1) x) + f (y) for -2 - almost every (x, y) E R2
On the other hand, we also know that -yn x (Si,i), 7 ~ 72, and therefore, by the inductive
hypothesis and (2.3.5),
f((n+1)x+y) = f(nx)+f(x+y)
= nf(x) +f(x) +f(y) forY 2 -almost every (x, y) E R 2.
Comparing the right hand sides of the two equations above, we see that (2.3.7) also holds for
n+ 1.0
In fact, as we will see later, Lemma 2.1 is the "link" between the almost everywhere
additivity and the "almost everywhere linearity", which will be defined in the next subsection.
However, we want to point out that the infinite dimensional analog of Lemma 2.1 fails. That
is, in an infinite dimensional space equipped with a Gaussian measure, we need to find an
alternative generalization of (2.3.1), so that the solutions will satisfy equations of the sort of
(2.3.6).
2.3.2 Wiener Maps
Again, assume E is a real, separable Banach space with Borel o--algebra BE, and W is a
non-degenerate centered Gaussian measure on E. If a, 3 E (0, 1), and a 2 + 32 = 1, then we
say that (a, 3) is a Pythagorean pair. Let f : E -+ R be BE-measurable, then f is called a
Wiener map if and only if
f (ax + #y) = af (x) + #f (y) for W 2 - almost every (x, y) E E2 (2.3.8)
for some Pythagorean pair (a, #).
Note that, when dim E < 00, if f : E -4 R is almost everywhere additive, then f is a
Wiener map. To see this, simply take (p, q) from (2.3.6) to be (1, :), which is a Pythagorean
pair. However, when dim E = oo, as alluded to at the end of §2.3.1, Wiener maps are the
appropriate generalizations of almost everywhere additive functions in infinite dimensions.
The reason is the following. It is clear that (Sa,'). W 2 - W for any Pythagorean pair (a, #)
while (S 1,1), W 2 is singular to W when dim E = oo. Therefore, under W 2, the right hand
side of (2.3.8) has exactly the same distribution as f, while the right hand side of (2.3.5) does
not provide any information about the distribution of f.
Throughout the section, unless otherwise stated, we will always assume dim E = 00,
although all the following results hold for finite dimensional cases, only with easier proofs. A
lot of the arguments and results about Wiener maps here are the outgrowth of [12]. Although
in [12], the Wiener map is defined with a = # , it turns out to be equivalent to the
definition given by (2.3.8) (Corollary 2.6).
Lemma 2.2. If f : E -+ R is a Wiener map, then f E L2 (W; R).
Proof. Denote p = fW. Since (S""6), W 2 = W, (2.3.8) implies = [La * ppg. Taking the
characteristic functions of both sides and using induction on n, we have
t(() = ft(a() f(#k) =1 (f (amn-mg))n) for all ( E R, n > 1. (2.3.9)
m=O
Assume for the moment that p is a symmetric distribution, in which case t (() = cos ((y) pt (dy).
Using the inequality -log t > 1 - t for t E (0, 1], one sees that (2.3.9) implies
n
- log 1 (1) = E (fl)log A - m (ampn)
f :(1 -COS (amO n-m y)) pi (dy).
m=
Furthermore, since a2 +#2 = 1,
n y20 <S (1 cos (am/n-my)) - as n -+ 0.
m=O
Thus, by Fatou's Lemma, we know that j fR y 2pu (dy) < -log p (1) < oo.
Now for general p, define v t_1*p. It is easy to check that v is a symmetric distribution,
and (2.3.9) also holds when pt is replaced by v, and hence fR y 2 V (dy) < 00. Furthermore, if
a is a median of p, i.e., py(a, oo) A p ((-oo, a]) > -, then for any t > 0,
pt ({y : y - al t}) <; 2v ((t, 00) U (-oo, -t)),
which implies fR y2 p (dy) < 2a 2 + fa y 2v (dy) < 00.
Recall from §2.2 that if E is a real, separable space E with a non-degenerate centered
Gaussian measure W, then there exists a real Hilbert space H which makes (H, E, W) into
an abstract Wiener space. Also, for each x* c E*, hx* E H is the element in H such
that (h, hx.)H (h, x*) for all h E H, and, there exists {x* : n > 1} C E*, such that
{hn = hx. : n > 1} is an orthonormal basis in H. In particular, since the Paley-Wiener map
I is a linear isometry from H to L2 (W; R), {I (hn) : n > 1} forms a sequence of independent
standard Gaussian random variables under W. In other words, I = (I (hi), - , I (ha), -)
has the distribution -N under W.
Before proceeding, we need to review some properties of Hermite polynomials. Denote by
Hn (s) the nth order Hermite polynomials for n > 0, i.e. Hn (s) e (-1)" ( ()" e-),
whose generating function is given by
A-2 00 A
e Hn (s) for A E R. (2.3.10)
n=O
For s = (s1, ... ,sn,- ) E RN andamulti-indexa = (ai,...,an, ... ) which only has
fintely many non-zero an's, define Ha (s) l 1 Ha, (sn). Then, for any m > 1,
00
(&mHa) (s) = amHa,_1 (sm) fi Ha, (sn)-
n=1, nfm
Furthermore, { H9) : |al =n, n > 0 forms an orthonormal basis in L2 (-yN; R), and
L 2 (NR) oOSPan {Ha (s); lal = n 2
In terms of the abstract Wiener space (H, E, W), the preceding says that H ) a= n, n O}
forms an orthonormal basis for L2 (W; R), and if
Z(F) (E) = span {Ha (I); al = L2 (WR)
then L2 (W; R) = ® _OZ(") (E). Since, clearly, (H 2 , E2, W2) is also an abstract Wiener
space, we can look at the same structure of L2 (W 2; R) of the product space. To be specific,
define J : E 2 -+ R2 by
J (X, Y) (J1 (X, Y) , 2 (X, Y)) = (-I(X) , TI(Y)),
and Ha,b (J) Ha (Ji) Hb (J2 ), then { Hab() : Jal + |bI = n n > 0 is an orthonormal
basis for L2 (W 2; R). Similarly, if
Z(n) (E2) = span {Ha,b (J) : lal + bi = n}L2(W2; R)
then L2 (V 2 ; R) = _( n) (E2 ). Finally, if X is an element in L2 (W; R) (or L2 (42; R)),
then we use PnX to denote the projection of X onto Z(n) (E) (or Z(") (E 2)).
Lemma 2.3. Suppose f : E -+ R is Borel measurable and f E L2 (W; R), then for any
Pythagorean pair (a, #), f o Scp E L 2 (W 2; R). Moreover,
(Pf) o Saf = Pn (f 0 Sa,/) - (2.3.11)
Proof. The first statement is an immediate consequence of the fact that (Sa,,), W 2  W.
Since f o Se,p E L 2 (W2; R), it is clear that
E (Pnf )o Sp = Pn (f o Sa,p) .
n n
In view of this, it is enough for us to prove (P4) 0 S"' E Z(n) (E 2 ), which comes down to
showing Ha o S, E Z(") (E2) for every multi-index a with lal n. But, by (2.3.10) and the
fact that a 2 +32 =1, for any A, s, t E R
Hn (as+#t)
n
Ana" (s)") (E
It is clear that
n ak#~k Hk (S) Hnk (
k=0
Hn (as +3t) =
which is sufficient for us to get the conclusion Ha o Scp E Z(") (E 2).
Now for each h E H, we consider the differential operator Oh on UnZ(") (E), which is the
linear map that takes Z(") (E) to Z("-1) (E) and determined by
(OhHa) (I) d= (Ha(IT) (- +th))dt L0
00
= (h, hm)H (&mHa) (I)
m=0
for any multi-index a with lal = n. Note that,
0o
||(ahHa) (_T)||22(w;R) = a! [ (h, hm)2 am
m=0
Similarly, if 0 (h, g) is the differential operator on unZ(n) (E2), then for any multi-indices a, b
with lal + IbI = n,
(a(hg)Ha,b) (J1, 7 2 )
d
= g (Ha,b (J1, J 2 ) (. + th, *+ tg))
00 00
= 5 (h, hm)H (OmHa) (31) Hb (J2) +( (g, hk)H (kHb) (32) Ha (JI)
m=0 k=O
(OhHa) (.1) Hb (J2) + Ha (Ji) (PgHb) (.2) ,
In !Hn Mt) .
,\(CXS+'3t) 2_.LL (a2 +,62
e 2
< na! 2Hh1*
and therefore,
(19(h, g)Ha,b) (J1, 2)12(2R = alIb! (h,7 hmn)2 am + (g, hk)2 bk
; na!b! (11h||1 + ||g||1 ).
Finally, we are ready to state the main result on Wiener maps.
Theorem 2.4. Suppose (H, E, W) is an abstract Wiener space, and f: E -4 R is a Wiener
map, then there exists an h E H, such that f (x) = I (h) (x) for W-almost every x E E.
Proof. If (a, #) is the Pythagorean pair for which f satisfies (2.3.8), then, by Lemma 2.3,
Pn (f o Soa) (x, y) = aPnf (x) + #Pnf (y) for W 2 - almost every (x, y) E E2.
On the other hand, by (2.3.11),
Pn (f 0 S.,B) = (Pnf ) 0 So,p .
So we know that Pnf is also a solution to (2.3.8), and therefore, for any h E H,
0 = 0(fh,-ah) ((Pnf) Sa, (, y)) = 0 (6h,-ah) (aPnf (x) + #Pnf (y))
= a# (o, (Pnf) (x) - Oh (Pnf) (y))
for W 2-almost every (x, y) E E2 . Because 8h (Pnf) (x) is independent of Oh (Pnf) (y) under
W 2 , the only way this can be true is if Oh (Pnf) is a constant W-almost surely, and hence in
Z(0) (E). Since, Oh (Pnf) c Z("- 1) (E), this means that when n > 2, Oh (Pf) = 0 W-almost
surely. In particular, Ohm (Pnf) = 0 W-almost surely for m > 1 and n > 2, which implies
||PnfI|L2(W; R) = 1 (Pfnf) L2(W; ) = 0.
That is, when n > 2, Pf = 0 W-almost surely. In addition, by (2.3.8),
EW [f] = EW2 [f 0 Sap] = (a +#a) EW [f]
for some a, 3 C (0, 1) and a2 +2 - 1. Hence, Pof = EW [f] = 0. Hence, we know that
f = Pif = I(h) W-almost surely for some h E H.
Our next goal is to show that a Wiener map is W-almost everywhere equal to a linear
function which is defined up to a null set on E. In fact, this is an immediate consequence of
the following theorem.
Theorem 2.5. If (H, E, W) is an abstract Wiener space, then, for every h E H, there exists
a Banach space Eh, which is embedded in E as a measurable set that satisfies W (Eh) = 1,
and a 4 C E, such that I (h) (x) = <D(x) for WVV-almost everywhere x E Eh. In particular,
<D satisfies (2.3.8) with any Pythagorean pair.
Proof. The proof to this theorem is inspired by Theorem 8.3.9 in [13], which is based on the
idea from [8] that is alluded in §2.2. Suppose {x* : n > 1} C E* is the sequence which makes
{hn = h, : n > 1} an orthonormal basis for H. Given x E E and n E N, we introduce the
following notation:
n
Sn (X) = (x, x*,) hm,
m=1
n
sn (x) (x, x* ) (h, h),f .
m=1
Since H is ly embedded into E, without loss of generality, we will assume ||-||E 1 I-IH. By
Theorem 8.3.9 in [13], we can choose an increasing subsequence {nl : 1 > 1} g N, such that
the following two inequalities,
EW |s 1+1 -Sn 1 2 < 2-' and (2.3.12)
EW [isnl+l - s 2] (h, hm) 2 < 2- ilhl12 (2.3.13)
m=ni+1
are both satisfied for 1 > 1. Set no = 1, denote by Eh the subset
00 00
{ E E: Sn, (x) -4 x in E as l -+ 00, Z Sn (x) - Sn (x)|E < oo, and Zsn (X) - sn (x)| < 00 ,
1=0 1=0
and, for x E E0, define
00 00
IIXIIEh = IISn|+| (x) - S, (x)|1E + 5 |snai (X) - sn, (x)j.
1=0 1=0
Denote by Eh the closure of Eho in E under I-|IEh| Clearly, Eh is a measurable subspace of E
and we will show that Eh is furthermore complete under | II-|E. To this end, consider a Cauchy
sequence {x e E j 2 1} under I-|IIE,. Then both { _0 ||Sn1 (xz) - S, (xj)|| : j 2 1}
and {1= |sn+ (xi) - sn1 (xi) j 1} are Cauchy sequences in R. So there exist real
numbers R and r, such that
00 00
lim [ IS7 I 1 (xi) - SnI (Xj)| E R, and lim E s 1 (Xz) - sn1 (xi)| r.j-=00 
31-00 1=0
Notice that
||x3 - x4||r
- lim IISn, (X) - Sni (Xi) l|E1-400
00
5 I|San+1 (Xz) - Sn, (Xi) - (Snj+i (Xi) - Sn, (Xi))||I
1=0
II||z - zills,
Hence {xj : j 1} is also a Cauchy sequence in E, and therefore there exists x E E, such
that xg -4 x in E as j -4 oo. If we can prove x E Eh, and x -+ x also in Eh, then we would
have the completeness of Eh.
We start proving x E Eh by noticing that
L
I|ISnii (x) - Sn (X)IIE
1=0
o0j-+l0m lSn +l (Xi) - SN, (Xi)||IE,
1=0
which implies
00
S SnI+ ()
1=0
- Snj (x)IIE < R.
L
lim L |Sun, (x,) - SnI (x3) lIEj-400 1=0
In addition,
|ISn, (X) - XI|E < ||Sn' (X) - Sn, (Xj)|E +| ISn (Xz) - XE + X -XIE
= lim ISn, (Xi) - Snj (Xj)||E + IISN (Xi) XIE E lX- XI!
K sup||Sn, (Xi) Snj (X)II||E + 11Sn1 (Xj) XIIE + EXj XII
K SUP|| -IX ||I, +||Sn, (Xi) -XjlE + IXj - X .
i~j
Given any c > 0, we choose a j that is large enough, such that 11x3 - XIIE C/3 and
supg>j ||z; - x3 I|E, c/3. Then, for the fixed j, choose 1 large enough, so that |IS, (xz) - j 'jj
E/3. Then, |ISr, (x) - xIIE i c, and so limloo S, (x) = x in E. Moreover, we have
L L
Sjsn +, (x) - SI (X)| lim
1=0 1=0
00
< lim
1=0
Isnj (Xz) - sn, (Xz)|
Sn-1 j (Xi) - sn, (xi)
which implies l=, Sn+ 1 (X) - sn, (X)I is convergent. Therefore, we know that x E Eh.
Verifying |x - xIEh -+ 0 comes down to showing
E ISnl+l (Xj) - Sn, (Xj) - (Sn1gj (x) - S, (W)) lIE -+ 0,
1=0
and
oo
s: Snj+j (X) - sn, (x) - (sn,+, (Xz) - SnL (X))1 -+ 0.
1=0
We will only prove the first statement, since the second follows from similar considerations.
By Fatou's Lemma,
000I ISnn ( ) - S ' (X) - Sn1) ( - Sn, (z)) |E
1=0
5 im40 infS1 (X') - Sn, (X') - (Sn1+1 (Xi) - Sni (Xi) 1E
1=0
sup ||xi - x||Eh -+ 0 as j -4 oo.
Summarizing, we have proved that Eh is a Banach space with the norm ||-|h*
Now, consider the following functional on Eh:
00 nj
: x E li i-+ D (x) > (snj+1 (X) - Sn (x)) =M sn, (x) = lim (h, hm)H (X )-
1-+oo 1-400l=0 m=1
Clearly, (D is a Borel measurable linear map and because,
00
|X (x)I s1 1 n +: (X) - sn, (x)| X IIxIIEh,
l=0
D is a continuous linear functional on Eh. The reason why W (Eh) = 1 lies in the choice
of {ni : 1 > 1}. Namely, by (2.3.12) and (2.3.13), for W-almost every x E E, IIXIIE <
o. Moreover, (2.2.4) shows that Sn (x) -+ x and hence sn (x) -+ I (h) (x) as n -4 oo for
W-almost every x C E . Therefore, we know that W (Eh) = W (Eho) = 1, and 4 (x) =
I (h) (x) for W-almost every x E E.
To complete the proof, we still need to show that 1 is a Wiener map for any Pythagorean
pair (a, #), but this is obvious since W (E) = 1 and (D on Eh is linear. ]
Corollary 2.6. Given an abstract Wiener space (H, E, W) and a Borel measurable functional
f : E -+ R , then f is a Wiener map, if and only if f is W-almost everywhere linear in the
sense that, there exists a measurable subset L C E with W (L) = 1, and a linear function 0
defined on span(L), such that f = D on L. In particular, f is a solution to (2.3.8) with any
Pythagorean pair.
Proof. This is an immediate consequence of Theorem 2.4 and Theorem 2.5. 0
As mentioned in the introduction, it is worth pointing out that the result from Lemma
2.2, which says that all Wiener maps are square integrable, leads to a result ([16]) closely
related to the theorem of Schwartz in [11].
Theorem 2.7. If E is a real, separable Banach space, and f : E -+ R is Borel measurable
and linear, then f E E*.
Proof. To prove f E E*, we need to show that if xn -+ 0 in E as n -+ oo, then f (x") -+ 0.
Assume not, then we can find a sequence {x, E E : n > 1} such that IIXn|lIE = 1, and
If (xn)I n. Let Eo span {x,: n > 1}E. Since En'=1 IIXnIIE <00, En=1 I IIXnIIE < 00
for -yN-almost every - (i, - - -, - - -) E RN. Thus, there exists a random variable
X : RN -+ E6 such that X ( ) = E, 1 (no E Eo for yN-almost every ( E RN. Denote by
W the distribution of X under yN. Furthermore, because f is linear, f [ Eo is a Wiener map,
and EW [f 2] < 00. However,
EW [f2] = EN [f2 (X)] f 2(X") > n2 for all n > 1.
Hence, the contradiction shows that such a sequence {x, : n > 1} cannot exist, which implies
f is bounded and hence f E E*.
Remark 2.8. As one can see, Borel measurable additive functions on either finite or infinite
dimensional spaces must be linear and continuous. However, the preceding results about
Wiener maps reveal that it is more complicated when one deals with probabilistic generaliza-
tions of additive functions. It is clear from above that, every Wiener map is almost everywhere
equal to some linear function, which is, continuous if everything is in finite dimensions, or,
defined up to a zero-measure set if in infinite dimensions . However, when it comes to almost
everywhere additive functions, the differences between finite and infinite dimensions are more
prominent. To explaint this, let's first consider the finite dimensional case. When dim E = N,
whence H = E = RN and W = yN, if f : E -+ R is almost everywhere additive, then f is a
Wiener map, and therefore there exists a ( E RN such that f (X) = (X, )RN for yN-almost
every x E RN. At the same time, if measurable function f : E -+ R is equal to (-, ()RN
for some ( E RN on a measurable set L with yN (L) = 1, then, because (S1 ,1), 72N , N
x + y E L for 7 2N-almost every (x, y) c L2, and hence f satisfies (2.3.5). Therefore, in
finite dimensions, an almost everywhere additive function is almost everywhere linear, and
vice versa. On the contrary, when dim E = oo, the following two examples illustrate that an
almost additive function can be "far away" from being a Wiener map, or being linear, and
vice versa.
Example 2.9. Given an abstract Wiener space (H, E, W) with dim E = oo, again take a
sequence {x* : m > 1} C E* such that {hm h, : m > 1} is an orthonormal basis of H.
Set
N x E E: lim (x, 4~)2 exists
n-+oo n =()M
and define f : E - R to be
limcoo E~ Z= 1 (x, X*)2,fr, ( = if x E N;
otherwise.
Clearly, f is Borel measurable, and by the Law of Large Number, one sees that f (x) = 1 for
W-almost every x E E, and,
lim (x, x*) (y, x* ) -+0 for W2 - almost every (x, y) EE 2
n-+oo n
mo1
Therefore, for W 2 -almost every (x, y) Ec 2
f (X + y) = (x + y, z* )2
n-o nm 1
That is, f is almost eveywhere additive.
check that,
f X+ )
\ V2 /
n
- lim E ((x,
n-oo n M-1
= f(X) + f(Y).
However, with similar arguments, one can easily
f (X) + f for W 2 - almost every
and f (2x) = 4 # 2 = 2f (x)
Therefore, f is NOT a Wiener map, and f is W-almost NOWHERE linear.
Conversely, the following example shows that Wiener maps are not necessarily almost
everywhere additive.
Example 2.10. Assume (H, E, W) and the sequence {* : m > 1} C E* are as in Exmaple
2.9, and define f : E -+ R to be
if limloo n EM (X, 4), )2
otherwise.
(X, y) E E2,
for W 2 - almost every X E E.
z*.?+ 2(z, xz*) (y 7*)+ n *f
f (X, zX7i*) ,
1 r,)
By the same arguments as in Example 2.9, we know that for any Pythagorean pair (a, #),
f (ax +#y) = (ax + #y, xt) = af (x) + #f (y) for W 2 - almost every (x, y) CE 2
so f is a Wiener map. However,
f(x + y) = 7r 4 (x, x*) + (y, x*) = f (x) + f (y) for W2 -almost every (x, y) E E 2.
which means f is almost NOWHERE additive.
2.3.3 Back to Abstract Wiener Spaces
We will now justify the statement mentioned in §2.2 that, the choice of the "housing" E for
an abstract Wiener space (H, E, W) is not canonical, and we can always make E smaller. In
fact, if one follows the original arguments given by Gross in [8], one could haven chosen the
"smaller" E0 such that E0 is even compactly embedded in E. In connection with the theory
of Wiener maps, we have the following observations.
Lemma 2.11. Let (H, E, W), {x* E E* : n > 1}, h E H and (E, I-IEh) as in Theorem
2.5, then (H, Eh, W [ Eh) forms an abstract Wiener space.
Proof. We first show that H is continuously embedded in Eh as a dense subspace under II|Eh.
Take {n : 1 > 1} and define S, and s,, as in the proof of Theorem 2.5, then, for any x E Eh,
00 00
|ISn, (x) -XIIE = |ISn+ (x) - Sni (x)IIE Zn +i (x) - snj (X)I
j=l j=l
-+ 0 as l -> oo.
Therefore, the density of H in Eh is obvious. In addition, by Theorem 8.3.9 in [13], for any
g E H,
00 00
||g||Eh = l|Snl+(g)-Sn,(g)||g,+E|sn +(g)-sn (g)|
l=0 1=0
oo ni
1:2-giiE +ZIhm112 + I~hIIH)
S ( + i + JJhJ1H) 11911H
Hence, H is continuously embedded in Eh.
To complete the proof, we still need to show that for any y* E E, x E Eh +Eh (x, y*)E*
h
has centered Gaussian distribution with variance ||h* |2 under W [ Eh, where hy* E H is
determined by (g, hy*), = Eh (g, y*)E* for all g E H. In fact, since S., (x) -x x as 1 -+ o in
Eh, then
Eh (X, Y*)E* lim Eh (Sn, (X), y*)E*h -+00oo h
00
E Eh (hm, y*)Eht E (X, 4 )E*
m=1
* 00
- (hm, hy)H E (X, X)E* *
m=1
Therefore, Eh (' y*)E* has the same distribution with I (h,.) under W r Eh. 5
h
The preceding shows that given an infinite dimensional Gaussian measure W with un-
derlying Hilbert space H, we can always get smaller housing space of W by "shrinking" the
Banach space E in the triple (H, E, W). One should expect that as this process goes on, E
is getting closer and closer to H. Indeed, we have the following result.
Theorem 2.12. Suppose H is a real, separable Hilbert space and W is a non-degenerate
centered Gaussian measure, such that (H, E, W) is an abstract Wiener space for some real,
separable Banach space E, then
H =n {E : (H, E, W [ E) is an abstract Wiener space }.
Proof. Starting with any E such that (H, E, W) is an abstract Wiener space, take a sequence
{x* : m > 1} C E* so that {hm = h, : m > 1} is an orthonormal basis in H. For h E H,
denote by Eh the Banach space which we found in Theorem 2.5. Note that we will be done
if we can show H = nf{Eh : h E H}. Clearly, H C {Eh : h E H}, so we only need to prove
the other direction. Given g c n {Eh : h E H}, by Theorem 2.5, for any h E H, there exsits
a subsequence {nh : 1 > 1} such that
nh
lim (h, hm)H (g, *) exists. (2.3.14)
m=1
In fact, we claim that
n
lim (h, hm)H (g, X*) exists for every h E H. (2.3.15)
m=1
If not, there must be an ho E H, such that Zm- 1 |(ho, hm)H (g, x*)| -> oo. Choose ho E
H that satisfies (ho, hm) H (ho, hm)H for all m > 1, and the plus or minus signe is
determined so that
ho7 hm) (g, x*) (ho, hm)H (g, -1
Thus, E"1 (ho, hm) (g, x*) will diverge to infinity along any subsequence, which violates
(2.3.14). The contradiction shows that (2.3.15) must be true.
Moreover, if (Dn (h) J Ei= 1 (h, hm)H (g, *) for h E H, then 'D's are continuous linear
functionals on H, and 4n converges to (D = _1 (-, hm)H (gn ) weakly. By Uniform
Boundness Principle, 4 is also a continuous linear functional on H. In particular, there exists
a constant Cg < 00, such that,
00
(h, hm) (g, Cg)  ||hiH for all h E H,
m=1
which implies E' (g, *)2 < 00, and hence by (2.2.2), g E H.
We close this section by a statement, which, in some sense, complements Theorem 2.12.
Theorem 2.13. If E is a real, separable Banach space, then
E = U {H: H is the Cameron-Martin space for some Gaussian measure W on E}.
Proof. We first use induction to produce sequences {Xn E E : n > 1} and {x* E E* : n > 1}
such that for every n, m > 1, x, , x, are linearly independent, IXn||I = h, and (Xm, n*)
6m,n. We start with an arbitrary x1 E E with IX1|IE 1, and xi E E* such that
(xi, xz) = 1. Suppose we have got { 1 , -.. , Xn} and {zx, --, x*}. Choose Yn+1 E E n
___________________' 
C
(span{ i, - -. , I} , and set
Yn+1 - Z:=1 (Yn+1, X*) Xm
(n+ 1)2 IIYn+1 - ZEzml (Yn+1, *4) Xm||E
It is clear that (Xo+1, x*) = 0 for 1 < m < n. By Finally, by Hahn-Banach Theorem,
there exists x*+1 C E* such that (xn+i, x*+1) = 1 and (xm, x*+ 1) = 0 for 1 Km K n.
Furthermore, since E is separable, then span {x : n > 1} = E.
Since E',_ 1 |Xn||E < 0 n= 1 1UI IIXnIIE < oofor'yN- almost every - (s1, -, n, -
RN. Thus, there exists a random variable X : RN -+ E such that X (n) = E nL (n
E for yN-almost every E RN. Denote by W the distribution of X under -yN. Since
span {x : n > 1} is dense in E, then one can easily verify that W is a non-degenerate
centered Gaussian measure on E, and EW [(-, x*)2= EnO' (Xn, x*) 2. Therefore, by the
considerations in §2.2, the Cameron-Martin space for W contains the following elements:
hX E= x (x, x*) W (d) = ( ,x*) xn for all x* E E*.
n=1
In particular, h2; = x1 E H, which is sufficient for us to draw the desired conclusion. O
Bibliography
[1] L. Chen and D. Stroock. The fundamental solution to the wright-fisher equation. SIAM
J. Math. Anal., 42(2):539-567, 2010.
[2] J. Crow and M. Kimura. Introduction to population genetics theory. CCS, 1970.
[3] N. G. de Bruijn. On almost additive functions. Colloq. Math., 15:59-63, 1966.
[4] C. Epstein and R. Mazzeo. Wright-fisher diffusion in one dimension. SIAM J. Math.
Anal., 42(2):568-608, 2010.
[5] P. Erdos. P. 130. Colloq. Math., 7:311, 1960.
[6] Wm. Feller. Diffusion processes in genetics. Proc. Second Berkeley Symp. on Math.
Statist. and Prob., Univ. of Calif. Press, pages 227-246, 1951.
[7] Wm. Feller. The parabolic differential equations and the associated semigroups. Ann. of
Math, 55(3):468-519, 1952.
[8] L. Gross. Abstract wiener spaces. Proc. 5th Berkeley Symp. Math. Stat. and Probab.,
2(1):31-42, 1965.
[9] W. B. Jurkat. On cauchy's functional equation. Proc. Amer. Math. Soc., 16:683-686,
1965.
[10] S. Karlin and H. Taylor. A second course in stochastic processes. Academic Press, 1981.
[11] L. Schwartz. Sur le theoreme du graphe. C. R. Acad. Sci. Paris, Series A, 263:602-605,
1966.
[12] D. Stroock. Maps that take gaussian measures to gaussian measures. Illinois Jour. Math.
to appear in the volume dedicated to Don Burkholder.
79
[13] D. Stroock. Probability, an analytic view, 2nd edition. Cambridge Univ. Press. to appear
shortly.
[14] D. Stroock. Abstract wiener space, revisited. Comm. on Stoch. Anal., 2(1):145-151,
2008.
[15] D. Stroock. Partial differential equations for probabilists. Cambridge Univ. Press, 2008.
[16] D. Stroock. On a theorem of laurent schwartz. Comptes Rendus Mathematique, 349:5-6,
2011.
[17] D. Stroock and S.R.S Varadhan. Multidimensional diffusion processes. Springer-Verlag,
Grundlehren Series No. 233, 2006.
[18] R. Voronka and J. Keller. Asymptotic analysis of stochastic models in population genet-
ics. Math. Biosci., 25:331-362, 1975.
[19] G. N. Watson. A treatise on the theory of bessel functions, 2nd edition. Cambridge Univ.
Press, 1995.
