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В статье рассмотрены вопросы формирования структуры виртуальной динамической GRID систе-
мы. Виртуальная GRID система строиться на основе минимального покрывающего дерева. Проведен  
сравнительный анализ предложенного алгоритма формирования минимального покрывающего дере-
ва с известными алгоритмами. Предложен алгоритм построения покрывающего дерева для виртуаль-
ной динамической GRID.  
 
The article deals with issues of structure formation of dynamic virtual GRID system. Virtual GRID 
system is built on the basis of the minimum spanning tree. A comparative analysis of the proposed algorithm 
for generating the minimum spanning tree with the known algorithms is shown. An algorithm for 
constructing spanning tree for the virtual dynamic GRID is offered. 
 
Введение 
GRID-система [1] представляет собой   ап-
паратно-программную инфраструктуру, ко-
торая обеспечивает надежный, устойчивый, 
повсеместный и недорогой доступ к высоко-
производительным компьютерным ресурсам.  
В качестве вычислительной среды   GRID-
системы (CFG – Computing Fabrics GRID) 
используется совокупность ресурсов различ-
ного типа вычислительных систем и компь-
ютерных сетей. CFG представляет собой ви-
ртуальную среду с возможностью динамиче-
ской реконфигурации, что позволяет при не-
обходимости обеспечить максимальную вы-
числительную мощность для решения наи-
более сложных и ресурсоёмких задач [2].  
Как правило, в рамках  Grid- систем  объ-
единяются между собой ресурсы различных 
компьютеров,  которые  зачастую  входят в 
состав разных компьютерных сетей и управ-
ляются разными администраторами. Исполь-
зование различных средств защиты, таких 
как брандмауэр, частный IP адрес, безопас-
ная оболочка SSH требует специальной на-
стройки и эксплуатации таких систем, кото-
рая осуществляется с участием администра-
тора.  Например, чтобы добраться до хоста 
за брандмауэром, сначала требуется войти  
на шлюз, а за тем уже на узел назначения.  
Другой пример,  получая доступ к DHCP, 
клиент должен иметь некоторую базу дан-
ных для хранения его адреса.  Ситуация мо-
жет быть запутанной, когда эти адреса явля-
ются локальными IP адресами. В этом случае 
указание работ часто становится громоздким 
процессом. При небольшом количестве ком-
пьютеров эта работа может быть осуществ-
лена вручную администратором. Пользова-
тель запоминает промежуточные шлюзы к 
каждому хосту и хранит некоторую специа-
лизированную базу для отслеживания DHCP 
адресов клиентов. Это, в  свою очередь, су-
щественно усложняет процесс организации 
структуры CFG и ее реконфигурацию в про-
цессе функционирования GRID-системы. 
Для решения данной  проблемы используют 
технологию построения виртуальных част-
ных сетей (VPN) [3], на основе которой стро-
ятся виртуальные частные Grid- системы 
(VPG) [4,5].   
 
1.Постановка задачи 
На структурном уровне  CFG может быть 
представлена в виде неориентированного 
нагруженного графа G(V,E,W), где V – мно-
жество узлов CFG; E – множество ребер 
графа G(V,E,W), которые соответствуют ка-
налам связи CFG, W= {wi,ji,j=1,2…n} – 
множество весов ребер графа. Вес ребра ха-
рактеризует параметры передачи информа-
ции по каналам связи. При этом VPG  
 представляет собой подграф  
Gs (Vs, Es, Ws) графа G(V, E, W),  
где:  Vs ⊆ V; Es ⊆E; Ws⊆W.   
В общем случае Vs = V.  Как правило,  при 
организации VPG исходное множество E  
ребер графа G(V,E,W) является избыточным. 
В этом случае задача формирования множес-
тва Es  ребер подграфа Gs(V ,Es ,Ws) сводится 
к задаче построения  покрывающего дерева, 
отвечающего заданным критериям оптима-
льности и обладающего требуемыми  пока-
зателями отказоустойчивости при изменении 
параметров и структуры CFG. Это связано с 
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тем, что CFG, как правило, состоит из  бо-
льшого количества узлов с динамически из-
меняемой структурой связей.  Большое ко-
личество территориально удаленных узлов 
CFG определяет необходимость использова-
ния децентрализованного алгоритма постро-
ения покрывающего дерева. В свою очередь, 
динамически изменяемая структура связей 
CFG предопределяет использования так на-
зываемых самостабилизирующихся алгори-
тмов формирования покрывающих деревьев 
[6,7,8]. 
Большинство известных алгоритмов пост-
роения покрывающего дерева являются раз-
личными модификациями алгоритмов Прима 
или Крускала [9]. 
Одним из наиболее распространенных ал-
горитмов  формирования покрывающего де-
рева является алгоритм Прима.  Алгоритм 
состоит из N – 1 итерации, на каждой из ко-
торых к дереву добавляется только одна ве-
ршина, которая не нарушает свойств дерева, 
то есть один конец ребра принадлежит фор-
мируемому дереву, а другой – добавляемой 
вершине, при этом его вес является минима-
льным. Следует отметить, что алгоритм 
Прима отличается постоянной сложностью, 
то есть отсутствием чувствительности к сте-
пени связности графа. 
Отличительной особенностью алгоритма 
Крускала является возможность строить де-
рево одновременно для нескольких поддере-
вьев, рассматривая исходный граф в виде 
леса. В процессе работы алгоритма отдель-
ные поддеревья  объединяются в одно пок-
рывающее дерево. Полный граф задается 
списком ребер. В начале построения дерева 
список ребер сортируется по возрастанию 
веса. На каждом шаге просматривается спи-
сок ребер, начиная с ребра, которое еще не 
обрабатывалось. К формирующейся компо-
ненте связности присоединяется ребро, ко-
торое не образует цикла с ребрами, уже 
включенными в решение. Перед началом ра-
боты алгоритма количество компонент связ-
ности равно количеству вершин в графе и 
содержит соответственно по одной вершине. 
После завершения работы алгоритма остает-
ся только одна компонента связности, а ис-
комое покрывающее дерево определяется 
теми ребрами которые использовались для 
объединения всех компонент связности в од-
ну.  
Способность алгоритма Крускала форми-
ровать дерево одновременно из нескольких 
поддеревьев является предпосылкой для раз-
работки децентрализованного алгоритма по-
строения покрывающего дерева. Однако в 
первоначальном виде данный алгоритм яв-
ляется централизованным, так как предпола-
гает ряд операций, таких как просмотр спис-
ка ребер. 
В свою очередь, алгоритм формирования  
минимального покрывающего дерева, ориен-
тированный на динамические среды,  в част-
ности на CFG, должен обладать следующи-
ми свойствами:   
• каждый узел сети  должен строит 
асинхронно покрывающее дерево, не зная 
топологии всей сети; 
•  алгоритм должен быть устойчивым, 
то есть  формировать покрывающее дерево 
связей  даже в условиях часто изменяющейся 
топологии сети; 
• алгоритм должен осуществлять  
реконфигурацию покрывающего дерева с 
минимальной временной сложностью. 
С целью обеспечения максимальной 
устойчивости покрывающего дерева и ми-
нимальной временной сложности его рекон-
фигурации в данной работе предлагается фо-
рмировать покрывающее дерево относитель-
но вершин с максимальной степенью.  
 
2.Алгоритм построения и динамической 
реконфигурации покрывающего дерева 
CFG 
По аналогии с алгоритмом Крускала на 
начальном этапе  граф CFG рассматривается, 
как остовной лес в котором  каждая вершина 
является корнем дерева. В процессе работы 
алгоритма вершины постепенно 
объединяются  в деревья, в результате 
формируется одно покрывающее дерево.  
Рассмотрим данный алгоритм более 
подробно. Каждая вершина vi 
характеризуется   своей степенью Di, которая 
определяется   числом смежных ребер 
данной вершины,  и  своим текущим 
приоритетом  Pi, который соответствует 
приоритету корневой вершины поддерева  
STj (Vj ,Ej ,Wj) в которое входит вершина vi.    
В качестве корневой вершины  v
0
m  поддерева 
STm (Vm ,Em ,Wm) будем принимать вершину 
vk, обладающую наибольшей степенью среди 
всех вершин vi  поддерева STm (Vm ,Em ,Wm), 
Вісник НТУУ «КПІ» Інформатика, управління та обчислювальна техніка №50 3 
то есть:   v0j ={ vk | Dk ≥ Di ∀ vi ∈ Vm}.  
В начале формирования покрывающего 
дерева текущий приоритет Pi каждой из 
вершин vi ∈ V равен ее степени Di. На первом   
шага формирования минимального 
покрывающего дерева  с помощью ребер ei,j 
∈E вершина vi соединяется с смежной 
вершиной 
 
vj  с  максимальной степенью Dj  
(рис.1). При этом текущий приоритет Pi 
вершины vi становится равным степени Dj 
вершины vj.  
Таким образом, формируется некоторое 
множество поддеревьев {STm(Vm,Em,Wm)| 
m=1,2..l; l<n}. На рис.1 представлен первый 
шаг формирования покрывающего дерева. 
Пунктирными линиями  обозначены  ребра 
исходного графа, а сплошными линиями – 
ребра сформированных поддеревьев.  
 
Рис. 1. Первый шаг формирования 
покрывающего дерева 
На втором и последующих шагах 
формирования покрывающего дерева 
аналогичным образом происходит 
объединение между собой  отдельных 
поддеревьев  множества {STm(Vm,Em,Wm)| 
m=1,2..l; l<n}. Каждый узел асинхронно 
опрашивает своих соседей, которые 
определены топологией сети, если 
оказывается, что узлы относятся к разным 
деревьям, эти деревья объединяются (рис.2).  
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Рис. 2. Результирующее покрывающее 
дерево 
Изменение топологии CFG  приводит к 
изменению степени отдельных вершин 
подграфа Gs(V ,Es ,Ws), в результате чего  
формируется новое  покрывающее дерево. В 
качестве  примера на рис.3 представлено 
покрывающее дерево при удалении ребра e47. 
 
Рис. 3. Покрывающее дерево в 
результате удаления ребра ei,j. 
 
3.Анализ алгоритмов формирования 
покрывающих деревьев 
С целью  анализа временных характерис-
тик предложенного алгоритма и сравнения 
его с известными алгоритмов были рассмот-
рены  слабосвязанные графы с различным 
количеством узлов, которые наиболее харак-
терны для структуры среды CFG.   На рис 4. 
представлены полученные зависимости вре-
мени формирования дерева от количества 
узлов сети для рассмотренных алгоритмов . 
 
 
 
Рис. 4. Результаты моделирования алго-
ритмов построения дерева связей 
 
Как видеть из графиков, переведенных  на 
рис.4, предложенный алгоритм по сравне-
нию с известными алгоритмами  Прима и 
Крускала обладает меньшим временем фор-
мирования  покрывающего дерева, что поз-
воляет говорить о предпочтительном его ис-
пользовании в динамически реконфигуриру-
емой   среде,  к которой и относится CFG. 
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Кроме временных характеристик, соглас-
но поставленной задаче, при сравнении ал-
горитмов учитывается их способность к па-
раллельному и децентрализованному выпол-
нению. Эта возможность реализована благо-
даря тому, что каждый узел асинхронно 
опрашивает только своих соседей, в то время 
как алгоритмы Прима и Крускала реализуют 
централизованное построение дерева связей, 
начиная от  корня дерева. 
Способность данного алгоритма к дина-
мической реконфигурации является наибо-
лее важной характеристикой в динамически 
изменяемой среде. Это свойство алгоритма 
связано с тем, что он функционирует полно-
стью децентрализовано, адаптируясь к изме-
няющейся конфигурации CFG, не требует 
информации о топологии сети, обеспечивая 
тем самым высокую производительность и 
надежность.  
 
Выводы 
В работе предложен  новый алгоритм де-
централизованный алгоритм формирования  
покрывающего дерева, предназначенный для 
формирования  виртуальной динамической 
структуры Grid – системы. На основе пред-
ложенного алгоритма осуществляется проз-
рачное распределение задач виртуальной 
динамической Grid. Предложенный алго-
ритм отвечает необходимым требованиям 
динамической Grid среды, обладает свойст-
вами децентрализованного выполнения, что 
увеличивает надежность, а так же возмож-
ность функционирования в динамически из-
меняемой среде.  
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