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Resumen
El objeto de estudio considerado en este trabajo es un ion en el interior de una cavidad
óptica bombeada por un láser, en el régimen de acoplamiento dispersivo y en aproximación
armónica. Este trabajo se propone complementar y continuar el estudio del espectro de emisión
de la cavidad reportado en [1, 2]. En particular, se analiza la conexión entre distintos rasgos
espectrales y las características de la dinámica del sistema compuesto por los iones acoplados
con la cavidad (por ejemplo, las frecuencias de los modos normales, su nivel de ocupación, o
su grado de acoplamiento con el entorno). Se identifican métodos para medir propiedades del
sistema en forma no invasiva, por medio de los fotones que escapan a través de los espejos.
Palabras clave: cavidades ópticas - optomecánica - iones atrapados - acoplamiento dispersivo
- espectro
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Abstract
Our object of study is an ion inside a laser-pumped optical cavity, in the dispersive coupling
regime and in harmonic approximation. In this work we complement and continue the study
of the emission spectrum from the optical cavity reported in [1, 2]. In particular, we analyze
the connection between diﬀerent spectral features and the characteristics of the dynamics of the
system composed by the ions coupled to the cavity field (ie: the normal modes frequency, their
occupation level, or their coupling with the environment). Our goal is to identify procedures
to measure system properties in noninvasive ways, through the photons that escape from the
cavity due to mirror losses.
Keywords: optical cavities - optomechanics - trapped ions - dispersive coupling - spectrum
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Capítulo 1
Introducción
1.1. Iones atrapados
Los átomos ionizados pueden ser confinados por medio de campos electromagnéticos [3], los
sistemas usados para lograr esto se denominan trampas de iones [4]. Los grados de libertad elec-
trónicos de los iones proporcionan un sistema cuántico controlable, que permite que estos puedan
ser enfriados mediante distintas técnicas [5] hasta su estado vibracional fundamental [6, 7]. El
confinamiento usualmente se logra utilizando campos de radiofrecuencia o combinando campos
eléctricos y magnéticos estáticos [8]. Los experimentos con iones atrapados comenzaron en 1978
[9, 10], estos aumentaron el interés en lograr la preparación y manipulación de estos estados,
en tanto que renovaron la investigación de la interacción fundamental entre la radiación electro-
magnética y la materia, con un énfasis particular en el acoplamiento entre los grados de libertad
internos (atómicos) y externos (dinámicos) [11, 12]. Tanto los grados de libertad electrónicos del
átomo como los grados de libertad vibracionales pueden ser manipulados precisamente usando
láseres. De esta forma, estos sistemas pueden ser enfriados hasta formar estructuras ordena-
das llamadas cristales de Coulomb, que pueden ser creadas y manipuladas con facilidad. Estos
cristales pueden tomar la forma de cadenas lineales [2], cadenas en zigzag [13] o de estructuras
planas. En estas estructuras, el espaciamiento entre partículas está dado por el balance entre los
campos electromagnéticos y la repulsión electrostática entre las partículas [14].
Los experimentos con iones atrapados pueden ser utilizados para espectrometría de masas
[15, 16], para realizar mediciones muy precisas de tiempo y estándares de frecuencia [17], y como
sensores de fuerza [18]. Estos también proporcionan un medio para preparar estados no clásicos
del campo [19, 20, 21]. Además, estos sistemas presentan una amplia variedad de aplicaciones
como transferir estados [22], simulaciones de la dinámica de sistemas complejos [23, 24, 25],
preparar estados entrelazados de las vibraciones y los grados de libertad interna de los átomos
[26, 27] o entre los grados de libertad vibracionales del átomo y el campo dentro de la cavidad [1].
Los sistemas de iones atrapados en trampas ópticas se encuentran entre los numerosos sistemas
propuestos como una posible plataforma para implementar tareas de computación cuántica
[28, 29, 30].
Una cavidad resonante es un volumen contenido entre espejos, usados para localizar modos
del campo electromagnético [31]. Varios grupos de investigación comenzaron recientemente a
trabajar para integrar iones atrapados y cavidades [32, 33, 34, 35]. Más en general, el uso de
cavidades permite un incremento del acoplamiento entre los átomos y ciertos modos del campo.
Estos sistemas pueden ser usados para la producción de fotones individuales [36, 37] o simular
modelos de fricción [38, 39]. Además, para la implementación de protocolos de comunicación, los
fotones conforman un medio ideal para transmitir información. Atrapar iones dentro de cavidades
ópticas permite intercambiar la información almacenada entre iones y fotones, aprovechando las
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ventajas de ambos sistemas. Usando estos sistemas pueden generarse estados entrelazados de los
grados de libertad internos de iones [40], o estados entrelazados de iones y fotones [41]. Esto, junto
a los largos tiempos de decoherencia de los iones atrapados, y a la posibilidad de implementar
compuertas lógicas con alta fidelidad, hace que los sistemas de iones atrapados en cavidades
resonantes constituyan un candidato ideal para la distribución de información en redes [42]. En
este trabajo nos enfocaremos en iones atrapados en cavidades en el régimen dispersivo, en el que
los grados de libertad electrónicos son eliminados dando lugar a un sistema optomecánico que
involucra el campo en la cavidad y los grados de libertad de vibración de los iones.
1.2. Sistemas optomecánicos
La primera observación experimental del enfriamiento cercano al estado fundamental de
objetos mecánicos de mayor escala se dio en 2009 [43, 44], en estos experimentos la posición de
un oscilador mecánico está acoplada a la frecuencia de una cavidad óptica. Tales dispositivos son
buscados por sus posibles aplicaciones para sensores, amplificadores ópticos y como interfaces
en sistemas cuánticos híbridos [45, 46].
La cuantización del movimiento lleva a una asimetría en el espectro de la luz dispersada
por un oscilador [47]. Esta asimetría puede ser observada fácilmente en sistemas pequeños como
ensambles de pocos átomos [12]; pero los aspectos cuánticos del movimiento de osciladores
masivos o de ensambles de un gran número de partículas son más difíciles de detectar debido al
ruido térmico y a un gran número de ocupación de los modos vibracionales [47]. Controlar y medir
el movimiento de objetos de mayor escala a las atómicas, al mismo tiempo de poder observar
los efectos cuánticos del movimiento, es fundamental para poder lograr distintas aplicaciones de
importancia tanto tecnológica como para la investigación de fenómenos fundamentales. Estos
incluyen por ejemplo la generación de estados no clásicos de la luz y el movimiento mecánico
[48], sensores de muy alta sensibilidad para medir fuerzas [49, 50], desplazamientos, masas y
aceleraciones; la operación de detectores de ondas gravitacionales [51, 52], preparar estados
no clásicos del campo y de las vibraciones [53, 54], transferir estados de la luz al movimiento
mecánico [55, 56, 57], la realización de simulaciones [58], o de protocolos que permitan almacenar
y transmitir información [59, 60]. Todo esto contribuye al creciente interés en la optomecánica
de cavidades.
Los experimentos que involucran el enfriamiento de osciladores mecánicos mesoscópicos uti-
lizan métodos basados en la asimetría del espectro emitido por la cavidad para medir la tempe-
ratura y caracterizar el comportamiento cuántico de esos osciladores [61]. Estos procedimientos
generalmente necesitan de más de un láser en las configuraciones experimentales: uno que bom-
bee fotones a la cavidad y otro que independientemente mida el movimiento del modo mecánico
de la cavidad [61].
Un ejemplo de un sistema optomecánico está dado por una cavidad de Fabry-Pérot en la
cual uno de los espejos es mucho más liviano que el otro, de forma que este puede moverse bajo
la acción de la presión de radiación [53]. La principal diferencia entre los sistemas optomecá-
nicos considerados en esta sección y los iones atrapados acoplados a cavidades resonantes, está
dada por el mecanismo que da lugar al acoplamiento de los modos vibracionales y del campo
electromagnético. En el caso de iones atrapados, es la interacción entre los grados de libertad
internos del átomo y el campo electromagnético la que da lugar a este acoplamiento (ver sección
5.1). En el caso de los sistemas optomecánicos más tradicionales, el acoplamiento surge de la
presión de radiación: la transmisión de momento por parte de los fotones al oscilador mecánico;
o del corrimiento (dependiente de la posición del oscilador) de la frecuencia de resonancia de la
cavidad; o del acoplamiento con el campo cercano de la cavidad (por ejemplo en el caso de un
objeto microscópico acoplado al campo evanescente fuera de la cavidad). Asimismo, otro tipo
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de acoplamiento posible es llamado a veces “acoplamiento disipativo”, en este caso, la transpa-
rencia de los espejos móviles de una cavidad depende de su velocidad, y por lo tanto, la tasa
de pérdidas de la cavidad κ es también una función de la velocidad [62]. Distintos ejemplos de
sistemas optomecánicos son [54, 63]:
Espejos suspendidos: El movimiento mecánico cambia directamente la frecuencia de
la cavidad. Un ejemplo de estos sistemas podría ser una cavidad de Fabry-Pérot con un
espejo móvil.
Resonadores ópticos: La luz es guiada por whispering-gallery modes a lo largo de su-
perficies cóncavas. Las vibraciones de estas estructuras generan un cambio en la longitud
del resonador y esto corre la frecuencia de resonancia óptica, lo que provee el acoplamiento
optomecánico. Este tipo de sistemas usualmente tienen geometrías de discos [43], esferas
o toroides.
Guías de onda y cristales fotónicos: Los cristales fotónicos están formados por ma-
teriales en los que se modula periódicamente el índice de refracción, lo que lleva a la
formación de “bandas ópticas” en analogía con las bandas electrónicas para el movimiento
de los electrones en una red cristalina. Introduciendo defectos en la estructura, pueden
lograrse modos localizados del campo electromagnético. El acoplamiento optomecánico se
origina de las vibraciones en el borde del material.
Objetos de escala nanométrica suspendidos o levitados: Estos dispositivos están
formados por cavidades ópticas rígidas que contienen elementos (como membranas [64], o
“nanowires”) o bien dentro o cerca del campo de la cavidad.
Átomos ultra fríos: El movimiento colectivo de ensambles de átomos tiene características
similares a la de un oscilador. El acoplamiento dispersivo del movimiento colectivo de la
nube de átomos con el campo de una cavidad óptica resulta en un corrimiento (dependiente
de la posición) de la frecuencia de la cavidad, y esto da lugar al acoplamiento optomecánico.
En el caso de iones atrapados en resonadores ópticos, cuando tanto el modo de la cavidad
como la frecuencia del láser se hallan suficientemente lejos de la resonancia con la transición
atómica, la interacción entre el campo óptico y los iones puede describirse por medio de un
Hamiltoniano efectivo que acopla las posiciones de los átomos con el número de fotones en la
cavidad. Esta interacción da lugar a una dinámica muy rica, ya que la intensidad del campo puede
considerarse como un potencial cuántico no lineal actuando sobre los iones, y la dependencia
de esta intensidad con la posición de los iones da lugar a una interacción efectiva entre iones,
con rango infinito. Por otra parte, a bajas temperaturas, las vibraciones de los iones tienen una
amplitud mucho menor a la separación entre ellos, permitiendo una aproximación armónica del
potencial de Coulomb y la descripción de las vibraciones en términos de modos normales [1, 65].
De este modo, puede verse que las fluctuaciones del campo y de las posiciones atómicas en torno
de sus valores de equilibrio también están acopladas [66]. Esto puede generar entrelazamiento
en el estado asintótico, o puede ser utilizado para enfriar las vibraciones del cristal por medio
de las pérdidas de la cavidad [66].
1.3. Organización de este trabajo
Este trabajo se propone complementar y continuar el estudio del espectro de emisión de
la cavidad reportado en [1, 2, 13]. En particular, se analiza la conexión entre distintos rasgos
espectrales y las características de la dinámica del sistema compuesto por los iones acoplados
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con la cavidad (por ejemplo, las frecuencias de los modos normales, su nivel de ocupación, o
su grado de acoplamiento con el entorno). El objetivo de este trabajo es identificar métodos
para medir propiedades del sistema en forma no invasiva por medio de los fotones que escapan
a través de los espejos. Como el estado asintótico del sistema es un estado Gaussiano, toda la
información sobre el estado asintótico está dada por los primeros y segundos momentos de los
operadores creación y aniquilación de cada modo del sistema. Entonces, en el caso ideal, debería
ser posible obtener todos los parámetros que determinan la evolución del sistema, y así poder
reconstruir la matriz de covarianza.
En el capítulo 2, se describe el formalismo de estados Gaussianos, el cual constituye la base
de este trabajo. Además, en el mismo se describen algunas generalidades sobre entrelazamiento
en sistemas de variables continuas. En el capítulo 3, se estudia la evolución del campo electro-
magnético en una cavidad resonante, incorporando la descripción de la dinámica no unitaria
debida a la interacción del sistema con un sistema externo. Para esto, se utiliza el formalismo de
la ecuación maestra para sistemas abiertos, y se introducen algunas generalidades de la teoría
de input-output. En el capítulo 4 se estudia la dinámica unitaria de un átomo atrapado en una
cavidad resonante en el régimen dispersivo. Luego, en el capítulo 5, se estudia la dinámica del
sistema completo estudiado en este trabajo: un átomo ionizado de dos niveles, atrapado en una
cavidad óptica, en una descripción linealizada. Para esto se utiliza una aproximación semiclásica,
en la cual los operadores del sistema se pueden descomponer como fluctuaciones alrededor de
valores clásicos de equilibrio [1]. En el capítulo 6, se estudian las propiedades del estado asintó-
tico en el caso de tener la información completa sobre el sistema, es decir, de conocer la matriz
de covarianza en el estado asintótico. Además, se describe la generación de entrelazamiento en
el estado estacionario. Luego, en el capítulo 7, se estudia el espectro emitido por la cavidad, el
cual sirve como un registro de la interacción entre los modos vibracionales y el campo dentro de
la cavidad. Estos resultados fueron publicados anteriormente en [13]. Por último en el capítulo
8, se estudia la posibilidad de estimar los parámetros que determinan el estado asintótico del
sistema, o lo que es equivalente, estimar los parámetros del Hamiltoniano efectivo que describe
la dinámica lineal de los modos del sistema. Este capítulo comprende los principales resultados
originales de este trabajo. Finalmente, en el Apéndice A se incluye una forma alternativa de
estudiar el estado asintótico del sistema a partir del formalismo de la ec. maestra.
Capítulo 2
Formalismo de estados Gaussianos
2.1. Sistemas de variables continuas
En esta sección se considera un sistema de N grados de libertad adimensionales que pueden
representar por ejemplo N osciladores armónicos, N modos del campo electromagnético, N
modos de vibración en una red, o cualquier combinación. Los operadores canónicos qk, pk están
relacionados a operadores creación y aniquilación de un modo mediante [67]:
qk =
(ak + a
†
k)√
2
pk =
i(a†k − ak)√
2
(2.1)
El sistema estudiado en este trabajo es un sistema de variables continuas de 2 modos bo-
sónicos. En general, un sistema de N modos bosónicos está descripto por el espacio de Hilbert
H =⊗Nk=1Hk, donde cada uno de los espacios Hk corresponde al espacio de dimensión infinita
del modo k.
Los operadores canónicos pueden agruparse en un vector de la forma
−→
R = (q1, p1, q2, p2, ..., qN , pN ) , (2.2)
esto permite escribir las relaciones de conmutación canónicas como (2.3).
[Rk, Rl] = iΩkl, (2.3)
donde Ω es la forma simpléctica dada por:
Ω =
N⊕
k=1
ω, ω =
(
0 1
−1 0
)
(2.4)
2.2. Funciones características y distribuciones de Wigner
Los autoestados |α〉 del operador ak constituyen el conjunto de estados coherentes, el cual
es sobrecompleto en el espacio Hk [68]. Los estados |α〉 son estados de incertidumbre mínima
[69]. Los estados coherentes se pueden escribir en términos de la base de estados de Fock {|n〉k}
como:
|α〉k = e−
|α|
2
2
∞∑
nk=0
αnk√
nk!
|n〉k (2.5)
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Los valores de expectación de los operadores ak, a†kak y a2k con respecto a los estados cohe-
rentes |α〉k están dados por
〈ak〉 = αk,
〈a2k〉 = α2k,
〈a†kak〉 = αkα∗k.
(2.6)
Los estados coherentes de N modos pueden obtenerse a partir de la operación del operador
desplazamiento D(α) =
⊗N
k=1Dk(αk) sobre el vacío |0〉: |α〉 = D(α)|0〉, donde α ∈ CN y
Dk(αk) = e
αka
†
k−α∗kak (2.7)
En tanto que los valores αk ∈ C satisfacen:
aˆk|α〉 = αk|α〉
El conjunto de operadores desplazamiento D(α) con α ∈ CN es completo, en el sentido de
que cualquier operador O actuando en el espacio de Hilbert H, puede ser escrito como [70]:
O =
∫
CN
d2Nα
piN
Tr [OD(α)]D†(α) (2.8)
La función χo(α) = Tr [OD(α)] es la función característica del operador O. De la relación
(2.8) puede verse que la función característica χo(α) especifica unívocamente el operador O. En
particular, la función característica χρ(α) del estado ρ de un sistema tiene toda la información
necesaria sobre este. La función de Wigner del operador O se define como la transformada de
Fourier de la función característica [71]:
W [O] (α) =
∫
CN
d2Nλ
pi2N
e(λ
†α+λα†)χo(λ) (2.9)
La función de Wigner de un estado ρ es una distribución de cuasi-probabilidad para ese esta-
do, esto es así dado que W (q, p) puede tomar valores negativos, a diferencia de una distribución
de probabilidad normal. Sin embargo, las integrales marginales de W (q, p) son las distribuciones
de probabilidad usuales para un estado [72].
2.3. Estados Gaussianos
Los estados Gaussianos son aquellos cuya función característica χρ(α) es una función Gaus-
siana de α [73]. Para describir en forma completa los estados Gaussianos alcanza con dar los
primeros momentos (2.2) y la matriz de covarianza [71]:
σk,l = 〈{Rk, Rl}〉 − 2〈Rl〉〈Rk〉, (2.10)
esto permite que algunos problemas típicos de sistemas de variables continuas puedan ser re-
sueltos usando matrices finitas. Ejemplos de estados Gaussianos son los estados coherentes, los
estados térmicos, y los estados estrujados (squeezed states).
Un caso particular de estados Gaussianos son los estados térmicos de Hamiltonianos cuadrá-
ticos [71]:
ρth =
e−βH
tr(e−βH)
(2.11)
2.4. ENTRELAZAMIENTO EN SISTEMAS DE VARIABLES CONTINUAS 15
Williamson [74] demostró que para cada matriz de covarianza σ de un sistema con N grados
de libertad canónicos existe una transformación simpléctica S (aquellas que preservan la forma
simpléctica Ω: STΩS = Ω) tal que
σ = ST νS, (2.12)
donde
ν =
N⊕
k=1
(
νk 0
0 νk
)
. (2.13)
Los elementos diagonales νk se denominan autovalores simplécticos de la matriz de covarianza
σ. En lugar de encontrar la transformación simpléctica S que lleva la matriz de covarianza a
la forma normal de Williamson, los autovalores simplécticos pueden obtenerse como el valor
absoluto de los autovalores de iΩσ [75].
2.4. Entrelazamiento en sistemas de variables continuas
El análisis del entrelazamiento de un sistema es central en muchas ramas de la información
y la computación cuánticas, tanto por arrojar luz en aspectos fundamentales de la naturaleza
como por sus aplicaciones como un recurso básico en varios esquemas del procesamiento cuántico
de la información [76]. Además, recientemente ha habido un creciente interés en el estudio de
sistemas de variables continuas [77, 78, 79, 80]. Esto hace que sea importante poder reconocer
si un dado estado de un sistema de variables continuas es entrelazado o separable.
2.4.1. Criterio de separabilidad de Peres-Horodecki
La forma más general de un estado separable de un sistema bipartito está dado por [81]:
ρ =
∑
j
pjρ
A
j ⊗ ρBj (2.14)
El estado de un sistema bipartito puede escribirse en una dada base como
ρAB =
∑
ijkl
ρijkl|i〉〈j| ⊗ |k〉〈l| (2.15)
La transposición parcial con respecto a los grados de libertad del subsistema B se define
como [82]:
ρTBAB =
∑
ijkl
ρijkl|i〉〈j| ⊗ |l〉〈k| (2.16)
El espectro de ρTBAB es independiente de la base elegida para cada subsistema, y también
es independiente de sobre cuál subsistema se realiza la operación de transposición [82]. En el
caso de un estado de la forma (2.14), la operación de transposición parcial lleva un estado ρ
a un estado ρTB válido, en particular definido positivo. Esta observación constituye la base del
criterio de separabilidad de Peres-Horodecki. La positividad de la transpuesta parcial (PPT por
sus siglas en inglés) es entonces una condición necesaria pero no suficiente para la separabilidad;
si un estado es separable ⇒ ρTB es una matriz definida positiva [83].
De la definición de la distribución de Wigner (2.9) se sigue que, en un sistema con N grados
de libertad, la operación de transposición parcial sobre la matriz densidad de un subsistema
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con N − i grados de libertad es equivalente a una reflexión especular en el espacio de fases
correspondiente a ese subsistema [84]:
PT : W (q1, p1, . . . , qi, pi, qi+1, pi+1, . . . , qN , pN )→W (q1, p1, . . . , qi, pi, qi+1,−pi+1, . . . , qN ,−pN )
(2.17)
Esto puede verse de la siguiente manera: la distribución de Wigner (2.9) de un estado ρ
puede escribirse como función de las coordenadas canónicas como
W (−→q ,−→p ) = 1
pin
∫ ∞
−∞
dq′1· · ·
∫ ∞
−∞
dq′n〈q1 − q′1| . . . 〈qN − q′N |ρ|q1 + q′1〉 . . . |qN + q′N 〉ei2
−→q ′·−→p (2.18)
Por claridad se ejemplifica la reflexión en el espacio de fases ante la transposición parcial
para el caso de un sistema de 2 modos:
W (−→q ,−→p ) = 1
pi2
∫ ∞
−∞
dq′1
∫ ∞
−∞
dq′2〈q1 − q′1|〈q2 − q′2|ρ|q1 + q′1〉|q2 + q′2〉ei2
−→q ′·−→p (2.19)
La distribución de Wigner correspondiente a un estado ρT2 puede escribirse como:
WT2(
−→q ,−→p ) = 1
pi2
∫ ∞
−∞
dq′1
∫ ∞
−∞
dq′2〈q1 − q′1|〈q2 − q′2|ρT2 |q1 + q′1〉|q2 + q′2〉ei2
−→q ′·−→p
=
1
pi2
∫ ∞
−∞
dq′1
∫ ∞
−∞
dq′2〈q1 − q′1|〈q2 + q′2|ρ|q1 + q′1〉|q2 − q′2〉ei2
−→q ′·−→p
(2.20)
Haciendo el cambio de variables q′2 = −q′′2 :
WT2(
−→q ,−→p ) = 1
pi2
∫ ∞
−∞
dq′1
∫ ∞
−∞
dq′′2〈q1 − q′1|〈q2 − q′′2 |ρ|q1 + q′1〉|q2 + q′′2〉ei2(q
′
1p1−q′′2 p2)
= W (q1, p1, q2,−p2)
(2.21)
De esta forma, puede verse que en el caso de sistemas de variables continuas, la operación
de transposición parcial adquiere una interpretación simple como una reflexión en el espacio
de fases de uno de los subsistemas. Para considerar el efecto de la transposición parcial en el
formalismo de la matriz de covarianza, se divide el sistema total en dos subsistemas A y B
con NA = i y NB = N − i modos cada uno, entonces se tiene que la matriz de covarianza σ˜
correspondiente a ρTB está dada por [75]:
σ˜ = θσθ, (2.22)
con
θ = diag{1, 1, . . . , 1, 1︸ ︷︷ ︸
NA
, 1,−1, . . . , 1,−1︸ ︷︷ ︸
NB
}, (2.23)
de forma que σ˜ corresponde a cambiar el signo de los momentos del subsistema B en σ.
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2.4.2. Negatividad
En general, cuando dos sistemas cuánticos interactúan se establecen correlaciones entre ellos.
Esta correlación persiste incluso luego de que los sistemas dejaron de interactuar. Un sistema
contiene correlaciones cuánticas si observables asociados a cada uno de los subsistemas están
correlacionados, y sus correlaciones no pueden ser reproducidas sólo por medios clásicos. El
entrelazamiento se define como aquella clase de correlaciones que no pueden ser creadas sólo
mediante operaciones locales y comunicación clásica (LOCC por sus siglas en inglés) [82].
Un ejemplo particular de medidas de entrelazamiento para estados mezcla son las negativi-
dades. La negatividad cuantifica la violación del criterio PPT, es decir, cuánto falla la operación
de transposición parcial de ρ en dar una matriz definida positiva. La negatividad N (ρ) se define
como [85]:
N (ρ) = ||ρ
TB ||1 − 1
2
, (2.24)
donde ||O||1 = Tr
√
O†O es la norma traza. La negatividad no aumenta ante LOCC [85] y tiene
la ventaja de ser computable [75]:
N (ρ) = ma´x
{
0,−
∑
k
λ−k
}
(2.25)
donde {λ−k } es el conjunto de autovalores negativos de ρTB . La negatividad tiene la deficiencia
de no ser aditiva, uno de los requerimientos impuestos a las medidas de entrelazamiento [82]. La
negatividad logarítmica se define como [85]:
EN (ρ) = log||ρTB || (2.26)
La ventaja de las negatividades es que son fácilmente computables para estados Gaussianos.
En el caso de un estado Gaussiano con matriz de covarianza σ la negatividad logarítmica resulta
[75]:
EN (σ) =
−
∑
k
log(ν˜k) para k : ν˜k < 1
0 si ν˜k > 1 ∀ k
(2.27)
donde {ν˜−k } es el conjunto de autovalores simplécticos de σ˜, la matriz de covarianza correspon-
diente al estado ρTB .
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Capítulo 3
Dinámica de un modo en una
cavidad óptica
3.1. Cavidades ópticas
El sistema considerado en este capítulo es una cavidad resonante, que por ejemplo podría
tratarse una cavidad de Fabry-Pérot, que consiste de dos espejos de gran reflectividad separados
por una distancia L. Una dada cavidad contiene una serie de frecuencias de resonancia. La
transparencia de los espejos lleva a la pérdida de los fotones de la cavidad a una tasa 2κ (de
esta forma la tasa de decaimiento de la amplitud del campo está entonces dada por κ).
Una cantidad de interés es la fineza (optical finesse), la cual está dada por
F ≡ ∆ω
κ
, (3.1)
donde ∆ω es el apartamiento entre las frecuencias de los modos de la cavidad. La cantidad (3.1)
puede interpretarse como el número promedio de viajes que realiza un fotón antes de dejar la
cavidad [54]. Principalmente, a lo largo de todo el trabajo nos concentraremos sólo en un modo
de la cavidad, cuya frecuencia se denota por ωc.
3.2. Descripción del efecto del ambiente
La descripción de una cavidad acoplada con el campo electromagnético del exterior puede
obtenerse tanto mediante el uso de una ecuación maestra (si sólo interesa la dinámica del sistema
reducido, en este caso, el campo dentro de la cavidad), o mediante el uso del formalismo de input-
output en el caso de que se necesite además estudiar propiedades de la luz emitida o reflejada
por la cavidad [86]. En esta sección, se utiliza el formalismo de la ec. maestra. Se considera un
sistema abierto S acoplado a un ambiente B. El sistema S es un subsistema del sistema total
S +B que se considera un sistema cerrado, y por lo tanto, con una evolución unitaria descripta
por la ecuación de Liouville:
ρ˙ = − i
ℏ
[H, ρ] (3.2)
Si se estudia la dinámica reducida del sistema S, puede observarse que este experimenta
fluctuaciones y decaimientos, debidos a su interacción con el ambiente. Bajo la suposición de
que las funciones de correlación de los operadores del ambiente decaen rápidamente se pueden
despreciar los efectos de memoria sobre el sistema, y describir la dinámica del sistema reducido
mediante la ecuación maestra Markoviana [87]:
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ρ˙s(t) = Lρs(t)
= − i
ℏ
[H, ρs] +Dρs
(3.3)
El primer término de la ecuación (3.3) representa la parte unitaria de la evolución del sistema.
El segundo término es el correspondiente a la evolución no unitaria del sistema reducido, lo
llamamos disipador D y está dado por:
D(ρs) ≡
∑
k
γk
(
AkρsA
†
k −
1
2
A†kAkρs −
1
2
ρsA
†
kAk
)
, (3.4)
los operadores Ak son los operadores de Lindblad [88] y los coeficientes γk están dados en
términos de ciertas funciones de correlación del ambiente [88].
A continuación se considera un modo del campo electromagnético dentro de una cavidad,
que interactúa con el campo electromagnético del exterior. El campo externo representa un
reservorio con un número infinito de grados de libertad. El Hamiltoniano del sistema (el campo
dentro de la cavidad) es
Hc = ℏωca†a,
los operadores a y a† son operadores de Lindblad del Hamiltoniano Hc. Si se considera que el
ambiente está dado por un sistema de bosones que representan los modos del campo electromag-
nético fuera de la cavidad, entonces, en el régimen en el cual el número total de excitaciones se
conserva, la dinámica de un modo del campo electromagnético confinado dentro de la cavidad
está descripta por la ecuación maestra [89]:
ρ˙s = −iωc
[
a†a, ρs
]
+2κ(N + 1)
(
aρsa
† − 1
2
a†aρs − 1
2
ρsa
†a
)
+2κN
(
a†ρsa− 1
2
aa†ρs − 1
2
ρsaa
†
)
≡ −iωc
[
a†a, ρs
]
+D(ρs),
(3.5)
donde N (ec. (3.6)) es el número medio de fotones de un modo con frecuencia ωc del reservorio
térmico y está dado por:
N =
1
exp(ℏωc/kBT )− 1 (3.6)
La interacción entre el ambiente y los modos dentro de la cavidad lleva al decaimiento del
número de fotones dentro de la cavidad a una tasa 2κ. Con la ecuación maestra (3.5) se pueden
obtener ecuaciones para los valores de expectación de cualquier observable Ô del sistema , por
medio de:
d〈Ô〉
dt
=
d
dt
(
trs{ρsÔ}
)
= trs
(
dρs
dt
Ô
)
(3.7)
Haciendo la transformación a un marco de referencia que rota con la frecuencia del campo
dentro de la cavidad:
ρ˜s = U
†ρsU = eiHct/ℏρse−iHct/ℏ, (3.8)
se obtiene:
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˙˜ρs =2κ(N + 1)
(
aρ˜sa
† − 1
2
a†aρ˜s − 1
2
ρ˜sa
†a
)
+ 2κN
(
a†ρ˜sa− 1
2
aa†ρ˜s − 1
2
ρ˜saa
†
)
≡ D(ρ˜s)
(3.9)
Se denotan los valores de expectación obtenidos en el marco rotante por 〈˜Ô〉 = trs
(
ρ˜sÔ
)
.
De esta manera, las ecuaciones que determinan la evolución de los modos del campo dentro de
la cavidad son: 
d〈˜a〉
dt
= −κ〈˜a〉
d〈˜a†a〉
dt
= −2κ〈˜a†a〉+ 2κN
d〈˜a2〉
dt
= −2κ〈˜a2〉
(3.10)
La solución a estas ecuaciones es:
〈˜a〉(t) = a0e−κt
〈˜a†a〉(t) = (N0 −N)e−2κt +N
〈˜a2〉(t) = b0e−2κt
(3.11)
donde a0, N0 y b0 son constantes de integración. De la ec. (3.11) puede verse que los valores
asintóticos de las soluciones se corresponden con los de un estado térmico a la temperatura del
ambiente. Transformando nuevamente al marco estático se obtiene:
〈a〉(t) = a0e−κte−iωct
〈a†a〉(t) = (N0 −N)e−2κt +N
〈a2〉(t) = b0e−2κte−i2ωct
(3.12)
A partir de la ec. (3.6), puede observarse que a temperaturas del orden de 300K o menores,
el número medio de fotones N para un campo con frecuencias en el rango de la luz visible tiene
aproximadamente N ≃ 0 excitaciones.
3.3. Incorporando a la descripción el bombeo por láser
En esta sección se asume que el campo de la cavidad está en contacto con un modo del campo
electromagnético exterior que se corresponde a un modo bombeado por un láser. Llamemos bˆ al
operador correspondiente a ese modo. Entonces, el Hamiltoniano de interacción entre los modos
del campo dentro de la cavidad y el campo externo está dado por:
HL = ℏc˜
(
ab† + a†b
)
(3.13)
Este Hamiltoniano de interacción permite el intercambio de excitaciones entre los modos del
campo del láser y el modo del campo dentro de la cavidad. Si se asume que el campo del láser
se puede aproximar por un estado coherente, entonces se puede escribir el campo del láser como
un campo clásico, y así la interacción está dada por:
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HL(t) = ℏη
(
aeiωlt + a†e−iωlt
)
(3.14)
Se agrega HL a la descripción de la dinámica del sistema agregando HL al término correspon-
diente a la evolución unitaria de la ec. (3.3). Esto está justificado en la medida en que ωl ≫ η,
donde η es proporcional a la intensidad del bombeo láser. Bajo esta suposición, el bombeo láser
no cambia el acoplamiento con el campo externo, y las funciones de correlación del ambiente
no se ven modificadas, de esta manera los coeficientes γk de la ec. (3.4) tampoco cambian al
incorporar el bombeo láser. Bajo la misma suposición, se asume que los operadores de Lindblad
no cambian al incorporar el láser a la descripción. De este modo, el disipador sigue estando dado
por (3.4) y tomando H = HC +HL, la ec. (3.3) entonces queda
ρ˙s = − iℏ [Hc +HL(t), ρs] +Dρs (3.15)
Pasando a un marco rotante con la frecuencia del láser, dado por:
U = e−i
Hpt
ℏ , Hp ≡ ℏωla†a, (3.16)
se obtiene:
˙˜ρs = −
i
ℏ
[Hc −Hp, ρ˜s]− iℏη
[
a+ a†, ρ˜s
]
+Dρ˜s (3.17)
Nuevamente, usando (3.7) se encuentran ecuaciones para los valores de expectación de los
operadores del sistema. Las ecuaciones obtenidas son:
d〈˜a〉
dt
= −iη
ℏ
− (κ+ i∆) 〈˜a〉
d〈˜a†a〉
dt
= −iη
ℏ
(
〈a†〉+ 〈a〉
)
− 2κ〈˜a†a〉+ 2κN
d〈˜a2〉
dt
= −2 (i∆+ κ) 〈˜a2〉 − 2iη
ℏ
〈a〉
(3.18)
donde ∆ ≡ ωc − ωl es el detuning entre la frecuencia del láser y la frecuencia del modo de la
cavidad. A diferencia del sistema de ecuaciones (3.10), se puede ver que ahora las ecuaciones
están acopladas. Las soluciones al sistema de ecuaciones (3.18) son (en el marco de referencia
estático):
〈a〉(t) = β1e−(κ+iωc)t − iηℏ
e−iωlt
(κ+ i∆)
〈a†a〉(t) = β2e−2κt − iηℏ
[
−β1 e
−i∆t
(κ− i∆) + β
∗
1
ei∆t
(κ+ i∆)
]
e−κt +
η2
ℏ2
1
(κ2 +∆2)
+N
〈a2〉(t) = β3e−2(κ+iωc)t − i2β1 ηℏ
e−i(ωc+ωl)te−κt
(κ+ i∆)
− η
2
ℏ2
e−i2ωlt
(κ+ i∆)2
(3.19)
donde β1, β2 y β3 son constantes de integración. Los valores de expectación del estado asintótico
están dados en la ec. (3.20). Puede verse de estas ecuaciones que 〈a〉 y 〈a2〉 no tienden a 0 como
se esperaría para un estado térmico, sino que oscilan a la frecuencia del láser. En este caso, el
estado asintótico no es térmico.
También se puede ver de la ec. (3.20) que 〈a†a〉, además de tener el término N (correspon-
diente a la contribución al número de fotones por parte del baño térmico) tiene un término
correspondiente a la contribución del láser. En el caso de que κ→∞ (las pérdidas de la cavidad
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son muy grandes), o de que ∆→∞ (el láser está lejos de la resonancia con el modo de la cavi-
dad), se observa que las contribuciones del láser al número medio de excitaciones 〈a†a〉 tiende a
0. 
〈a〉(t) = −iη
ℏ
e−iωlt
(κ+ i∆)
〈a†a〉(t) = η
2
ℏ2
1
(κ2 +∆2)
+N
〈a2〉(t) = −η
2
ℏ2
e−i2ωlt
(κ+ i∆)2
(3.20)
Dado que el estado asintótico es Gaussiano, entonces está completamente determinado por
sus primeros y segundos momentos [90]. Hay dos casos para analizar: T = 0 y T ̸= 0.
Para el caso bombeado a T = 0
A T → 0 se tiene de la ec. que (3.6) N → 0, es decir, no hay contribución del baño térmico
al número de fotones dentro de la cavidad. En este caso se verifica por medio de la ec. (3.20)
que 〈a2〉(t) = 〈a(t)〉2 y que 〈a†a〉(t) = 〈a(t)〉〈a(t)〉∗. Comparando con la ec. (2.6), se ve que el
estado asintótico a temperatura nula es el estado coherente con α(t) = −iηℏ e
−iωlt
(κ+i∆) .
Para el caso bombeado a T ̸= 0
A T ̸= 0 se tiene N ̸= 0 y por lo tanto 〈a†a〉(t) ̸= 〈a(t)〉∗〈a(t)〉. Entonces el estado asintótico
a T > 0 no es un estado coherente (ec. (2.6)). Además, ya que los valores de expectación de a y
a2 no tienden a 0, tampoco es un estado térmico.
3.4. Campo dentro de una cavidad con pérdidas. Input-output
En esta sección, se utiliza el formalismo de “input-output” en el cual se tienen en cuenta
explícitamente los “input” del baño térmico al sistema, y los “output” hacia el ambiente [91].
Para eso se derivan ecuaciones de Heisenberg-Langevin para los operadores del sistema, en las
cuales las fuerzas de Langevin están dadas por los modos de “input”. Luego, estas ecuaciones se
usan para encontrar el estado asintótico de las funciones de correlación del sistema, y a partir de
estas, se pueden encontrar las funciones de correlación del sistema a tiempos grandes, y también
el espectro emitido por la cavidad. La teoría de input-output permite modelar directamente las
fluctuaciones que ingresan al sistema debido al contacto con un ambiente, además de permitir
estudiar la luz emitida por la cavidad.
En un primer lugar, se consideran las pérdidas de la cavidad, a través de un ambiente
correspondiente a un reservorio térmico. Para eso, se considera que el Hamiltoniano está dado
por H = Hsys +HB +Hint, donde Hsys está dado por
Hsys = ℏΩca†a, (3.21)
donde Ωc es la frecuencia del campo dentro de la cavidad, mientras que el Hamiltoniano del
baño y su interacción con el sistema están dados respectivamente por ec. (3.22) y (3.23):
HB = ℏ
∑
k
ωkc
†
kck (3.22)
Hint = ℏ
∑
k
(γk a c
†
k + γ
∗
k a
† ck) (3.23)
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Los operadores ck corresponden al baño térmico de los operadores a, y la interacción describe
procesos en los que se crea una excitación en la cavidad acompañada por una desexcitación de un
modo del ambiente y viceversa. De las ecuaciones (3.21), (3.22) y (3.23) se derivan las ecuaciones
de movimiento de Heisenberg para los operadores a y ck (la dependencia temporal denota que
los operadores están en representación de Heisenberg):
a˙(t) =− iΩc a(t)− i
∑
k
γ∗kck(t) (3.24)
c˙k(t) =− i (ωkck(t) + γka(t)) (3.25)
(3.26)
Integrando (3.25) se obtiene:
ck(t) = ck(t0)e
−iωk(t−to) − iγk
∫ t
t0
dτ a(τ) eiωk(τ−t) (3.27)
Reemplazando (3.27) en la ec. (3.24) se obtiene:
a˙(t) = −iΩc a(t)− i
∑
k
γ∗kck(t0)e
−iωk(t−t0) −
∑
k
|γk|2
∫ t
t0
dτ a(τ) eiωk(τ−t) (3.28)
Luego se pasa la sumatoria a una integral, al hacer este cambio debe agregarse la densidad
de modos con frecuencia ω: ρ(ω). Entonces, haciendo el cambio
∑
k →
∫
dω ρ(ω), se obtiene:
a˙(t) =− iΩc a(t)− i
∫ ∞
−∞
dω ρ(ω) γ∗(ω) cω(t0) e−iω(t−t0)
−
∫ ∞
−∞
dω ρ(ω) |γ(ω)|2
∫ t
t0
dτ a(τ) eiω(τ−t)
(3.29)
La integral en la ec. (3.29) tiene límites de integración entre −∞ y ∞, esto se debe a que
comúnmente se trabaja en un marco rotante, y las frecuencias involucradas son en realidad
diferencias de frecuencias. En la ec. (3.29) se puede ver que el tercer término depende del
valor del operador a(τ) a tiempos τ anteriores a t. Para evitar esto, en la ec. (3.30) se hace la
aproximación de que las constantes de acoplamiento son independientes de la frecuencia, es decir
γ(ω) ≃ γ(ωc) = γ. Esta aproximación está justificada en tanto que los modos más importantes
de la interacción entre el sistema y el ambiente, son aquellos que tienen frecuencias cercanas a
la frecuencia de resonancia de la cavidad. Bajo la misma suposición, la densidad de modos ρ(ω)
también es una constante, y puede absorberse en la constante de acoplamiento con el ambiente.
Esto permite reescribir el tercer término de (3.29) para que sólo dependa del valor del operador
a(t) al instante t, y por eso a esta aproximación se la llama primera aproximación Markoviana
[92]. De esta forma, se obtiene una ecuación del tipo de una oscilación amortiguada (ec. (3.32)).
a˙(t) = −iΩc a(t)− iγ∗
∫ ∞
−∞
dω cω(t0) e
−iω(t−t0) − |γ|2
∫ t
t0
dτ a(τ)
∫ ∞
−∞
dω eiω(τ−t) (3.30)
Usando que
∫∞
−∞ dω e
iω(τ−t) = 2piδ(τ − t) y definiendo:
ain(t) ≡ i√
2pi
∫ ∞
−∞
dω cω(t0)e
−iω(t−t0), (3.31)
se tiene que
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a˙(t) = −iΩc a(t)− γ∗
√
2piain(t)− |γ|22pi
∫ t
t0
dτ a(τ)δ(τ − t)
= − (iΩc + κ) a(t)−
√
2κain(t),
(3.32)
donde en la última línea de (3.32) se hizo el reemplazo γ =
√
κ
pi . La ecuación (3.32) es una
ecuación tipo Heisenberg-Langevin para los operadores del campo dentro de la cavidad. Los
operadores ain(t) pueden interpretarse como un campo estocástico. En el caso más simple, el
que consideraremos a lo largo de este trabajo, representan las fluctuaciones de vacío del campo
eléctrico acoplado a la cavidad al tiempo t. Sin embargo, este mismo formalismo podría usarse
para describir estados estrujados u otros estados del campo externo a la cavidad.
3.4.1. Propiedades de los operadores de input
Bajo la suposición de un ambiente sin memoria o de ruido blanco, los operadores de input
satisfacen
[
ain(t), a
†
in(t
′)
]
= δ(t′ − t). El estado de input que más se acerca a las propiedades
de ruido blanco clásico no es un ensamble térmico, sino uno en el que el operador densidad de
input satisface:
〈a†in(t)ain(t)〉 ≡tr(ρina†in(t)ain(t)) = Nδ(t′ − t)
〈ain(t)a†in(t)〉 ≡tr(ρinain(t)a†in(t)) = (N + 1)δ(t′ − t)
(3.33)
Esto se corresponde con [91]:
〈c†ω(t0)cω(t0)〉 ≡tr(ρinc†ω(t0)cω(t0)) = Nδ(ω − ω′),
〈cω(t0)c†ω(t0)〉 ≡tr(ρincω(t0)c†ω(t0)) = (N + 1)δ(ω − ω′),
(3.34)
donde ρin es un estado de input tal que el número de excitaciones N por unidad de ancho de
banda es constante (no depende de ω). De todas formas, se asume que en las frecuencias en
donde es constante, el valor de N es el correspondiente al de un estado térmico en la frecuencia
ωc (dado por la ec. (3.6)).
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Capítulo 4
Acoplamiento dispersivo entre
átomos y cavidades.
En este capítulo se describe la interacción entre el campo dentro de una cavidad resonante
y un átomo atrapado dentro de la misma. Los detalles del acoplamiento de este sistema pueden
ser ajustados finamente a partir de cambiar los parámetros del láser. Esta flexibilidad convierte
a estos sistemas en excelentes candidatos para la preparación de estados [8].
4.1. Aproximación de campo clásico
El sistema considerado en esta sección consiste de un átomo interactuando con un modo
del campo electromagnético bombeado por un láser. En la aproximación del campo clásico se
considera sólo el Hamiltoniano del átomo Ha y la interacción del campo electromagnético con
este (sin tener en cuenta el Hamiltoniano del campo). Se considera que el campo tiene una
amplitud proporcional a Ω, la frecuencia de Rabi en resonancia [93]. Se asume que la frecuencia
ωc se encuentra cerca de resonancia con la transición dipolar (de frecuencia ω0) entre dos niveles
atómicos. En este régimen, el nivel cercano a la resonancia será el más poblado, y por esto puede
tenerse en consideración sólo este par de niveles: |e〉 y |g〉, el nivel excitado y el fundamental del
átomo, respectivamente. Se considera que el 0 de la energía del átomo se encuentra en el estado
fundamental. Así se obtiene que el Hamiltoniano que describe la dinámica del sistema está dado
por [89]:
H = Ha +Hint(t)
= ℏω0|e〉〈e|+ ℏΩ
2
(eiωct + e−iωct)(σ+ + σ−),
(4.1)
donde σ+ y σ− son operadores subida y bajada; σ+ = |e〉〈g| describe la absorción de un fotón
seguida por la excitación del átomo, en tanto que σ− = σ†+ describe la correspondiente emisión
de un fotón acompañada por la desexcitación del átomo. Utilizando el operador unitario
U = e−iωct|e〉〈e|, (4.2)
se puede pasar a un marco de referencia rotante con la frecuencia del campo electromagnético
por medio de la transformación:
H˜ = U †HU − iℏU †∂U
∂t
, (4.3)
Entonces en el marco rotante el Hamiltoniano es
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H˜ = ℏ∆α|e〉〈e|+ ℏΩ
2
(eiωct + e−iωct)(eiωctσ+ + e−iωctσ−), (4.4)
donde ∆α = ω0−ωc es la desintonía entre la frecuencia del campo y la frecuencia de la transición
atómica.
En esta representación el operador de evolución temporal está dado por:
U = T←−exp
(
− i
ℏ
∫ t
0
dsH˜(s)
)
= T←−exp
(
−i∆α|e〉〈e|t− i
∫ t
0
ds
Ω
2
(ei2ωcsσ+ + σ− + σ+ + e−i2ωcsσ−)
)
,
(4.5)
donde puede verse que las escalas de tiempo asociadas a la amplitud de H˜(t) son Ω2 y ∆α,
mientras que dos de sus términos oscilan a frecuencias 2ωc. En el rango de las frecuencias
ópticas, se tiene que ∆α , Ω2 ≪ 2ωc. Por lo que en ese régimen estos términos oscilan a una
escala mucho más rápida que la escala de tiempo asociada a la amplitud del Hamiltoniano, y
por lo tanto se pueden despreciar. Esto constituye la aproximación de onda rotante.
Al hacer esta aproximación, se obtiene que el Hamiltoniano en el marco rotante, definido por
la transformación (4.2), está dado por (4.6):
H˜ = ℏ∆α|e〉〈e|+ ℏΩ
2
(σ+ + σ−) ≡ H˜a + H˜I (4.6)
Bajo la suposición de que |∆α| es muy grande comparado con Ω, H˜I puede considerarse
como una perturbación a los niveles de energía del átomo. Utilizando teoría de perturbaciones
independiente del tiempo se obtienen los niveles de energía del sistema:
Ee =ℏ∆α +
ℏΩ2
4∆α
Eg =− ℏΩ
2
4∆α
(4.7)
La condición |∆α| ≫ 1 representa que la frecuencia del campo electromagnético está sufi-
cientemente lejos de la frecuencia de la transición ω0 entre los niveles atómicos de forma tal
que no se produzcan transiciones directas entre los niveles |e〉 y |g〉, pero sin embargo siguen
ocurriendo interacciones dispersivas entre el campo y el átomo (régimen dispersivo) [93].
En general, la amplitud del campo Ω es una función dependiente de la posición [93], por lo que
el corrimiento de los niveles de energía depende de la posición. Esto genera un potencial efectivo
para los grados de libertad de movimiento. Si se piensa por ejemplo en una onda estacionaria se
tiene que Ω = Ω0 cos(kx). En ese caso se tiene:
Ee ≈ ℏ∆α + ℏΩ
2
0
4∆α
cos2(kx) (4.8)
Eg ≈ − ℏΩ
2
0
4∆α
cos2(kx) (4.9)
Se ve que la energía del nivel fundamental queda igualmente descripta por un Hamiltoniano
de la forma:
Heff = Veff (x)|g〉〈g|, (4.10)
donde Veff (x) = − ℏΩ
2
0
4∆α
cos2(kx) es el potencial efectivo para los grados de libertad de movi-
miento. De esta manera, la energía del estado fundamental depende de la posición del átomo: si
el átomo se encuentra en este estado, tiende a confinarse en los mínimos de este potencial. Esto
proporciona el mecanismo para atrapar átomos en redes ópticas [94].
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4.2. Campo cuantizado
En esta sección se estudia el mismo sistema que en la sección 4.1, es decir, un átomo in-
teractuando con un modo del campo electromagnético. Pero en este caso, se trata el campo
electromagnético cuantizado. Para estudiar el acoplamiento entre los niveles de energía de un
átomo y el campo electromagnético, se va a suponer que sólo un modo del campo se acopla al
átomo. Esta clase de interacción resulta particularmente relevante cuando el átomo está confina-
do en un resonador [95]. Nuevamente se supone que el modo del campo considerado se encuentra
cerca de resonancia con la transición entre un par de niveles atómicos, lo que favorece mayor-
mente la transición entre esos dos niveles. Por esta razón pueden tenerse en cuenta sólo estos
niveles. El Hamiltoniano (4.11) describe la dinámica del sistema compuesto por ese único modo
de la cavidad y el átomo de dos niveles.
H = Hc +Ha +HI (4.11)
Donde:
Hc =ℏωca†a campo dentro de la cavidad
Ha =ℏω0|e〉〈e| átomo de dos niveles
HI =ℏΩ˜(σ+a+ σ−a†) interacción entre ambos sistemas
(4.12)
El Hamiltoniano HI describe el acoplamiento dipolar entre el modo de la cavidad y el átomo.
En el mismo ya se realizó la aproximación de onda rotante como en la sección 4.1. Contiene un
término correspondiente a la absorción de un fotón acompañada de la excitación del átomo, y
otro término correspondiente a la emisión de un fotón con el consecuente decaimiento del átomo
al nivel fundamental. La frecuencia Ω˜ da la intensidad del acoplamiento entre el modo de la
cavidad y el átomo, y análogamente a la de la sección 4.1, Ω˜ depende del momento dipolar
del átomo, de la geometría de la cavidad y tiene la dependencia espacial del campo eléctrico
[96]. Si se supone que |∆α| ≫ Ω˜, (∆α ≡ ω0 − ωc) entonces se puede considerar a HI como una
perturbación y utilizar teoría de perturbaciones independiente del tiempo, obteniendo así los
niveles de energía (4.14) del sistema.
E|e,n〉 ≈ ℏω0 + ℏωcn+
ℏΩ˜2(n+ 1)
∆α
(4.13)
E|g,n〉 ≈ ℏωcn−
ℏΩ˜2n
∆α
(4.14)
Si |∆α| ≫ Ω˜
√
n, con n el número de fotones, es posible despreciar la excitación del átomo
debida al campo, y dado que el nivel excitado decae espontáneamente se puede despreciar la
población del mismo. En este régimen, se puede pensar que todos los átomos están en el estado
fundamental y así estudiar únicamente la dinámica de este estado. El corrimiento en la energía
del estado fundamental (4.14) se corresponde con un Hamiltoniano efectivo (4.15):
Hfund = ℏωeffa†a, (4.15)
en el cual no aparece un término de interacción entre el átomo y el campo, sino solo una frecuencia
efectiva ωeff dada por:
ωeff =
(
ωc − Ω˜
2
∆α
)
, (4.16)
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de este modo, se ve que la presencia del átomo generó un corrimiento en la frecuencia del modo
de la cavidad.
En general, Ω˜ es una función de la posición del átomo, Ω˜ = Ω˜(−→r ) [96]. En el caso particular
de una onda estacionaria se tiene Ω˜ = Ω˜0 cos(kx), y se obtiene el Hamiltoniano
Hfund = ℏ
(
ωc − Ω˜
2
0 cos
2(kx)
∆α
)
a†a, (4.17)
con energía (4.18) para el estado fundamental.
E|g,n〉(x) = ℏωcn−
ℏΩ˜20 cos2(kx)n
∆α
(4.18)
Así, la energía del estado fundamental depende de la posición del átomo, lo que da un
acoplamiento entre la intensidad del campo y la posición del átomo. Por último, se observa que
si en la ec. (4.13) se reemplaza Ω˜2a†a por Ω24 se recupera el resultado (4.7), para el cual se había
considerado la aproximación clásica del campo.
Tratando el campo tanto clásica como cuánticamente se obtuvo que hay un potencial efectivo
para el nivel fundamental (ecs. (4.9) y (4.15)). Si se considera que los átomos pueden enfriarse
lo suficiente, y en ausencia de otros potenciales externos, el átomo queda atrapado en uno de los
mínimos del potencial efectivo, como se ilustra en la Fig. 4.1. En el caso de iones atrapados, los
grados de libertad de movimiento se acoplan también al potencial de la trampa; por lo tanto, la
posición de equilibrio dependerá también de este potencial.
Figura 4.1: La transición dipolar de un átomo se acopla fuertemente con un modo de una cavidad
óptica. En el régimen dispersivo, esto genera un potencial efectivo para el movimiento del átomo.
Capítulo 5
Descripción teórica de un ion
acoplado dispersivamente a una
cavidad bombeada por un láser
5.1. Ecuaciones de movimiento
En esta sección se estudia el estado estacionario de las excitaciones vibracionales de un ion
en una cavidad, utilizando una aproximación semiclásica. El sistema tratado en esta sección es
un caso particular del sistema de N iones atrapados estudiado más detalladamente en [1]. El
Hamiltoniano del sistema en el marco de referencia rotante con el láser está dado por:
Hsys = Hcav +Hel +Hion +HJC , (5.1)
donde:
Hcav = −ℏ∆ca†a+Hlaser, (5.2)
es el Hamiltoniano de la cavidad. Los operadores a† y a crean y aniquilan un fotón de la cavidad,
respectivamente; y ∆c = ωl − ωc es la desintonía entre la frecuencia del campo del láser y el
modo de la cavidad. El Hamiltoniano del láser está dado por:
Hlaser = λ
(
ac† + a†c
)
(5.3)
Si el modo del campo del láser está en un estado coherente con un número de ocupación
muy grande, entonces el campo del láser en ese modo puede aproximarse por un campo clásico
⇒ c ∈ C [68]:
Hlaser =ℏλ
(
c∗a+ ca†
)
=− iℏ
(
η∗a− ηa†
)
,
(5.4)
donde en la última línea se usó iη = λc. El término Hel describe un átomo de dos niveles, donde
|e〉 es el estado excitado del electrón, y ∆0 = ωl−ω0 es la desintonía entre la frecuencia del láser
y la frecuencia de la transición dipolar:
Hel = −ℏ∆0|e〉〈e|, (5.5)
mientras que el Hamiltoniano para los grados de libertad de movimiento del ion es:
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Hion =
p2
2m
+ Vion(x) (5.6)
Aquí, Vion comprende sólo el potencial Vtrap de la trampa, pero en el caso de considerar más de
un ion hay que incluir además el potencial de Coulomb. Vtrap(x) describe un potencial armónico:
Vtrap(x) =
m
2
ω2x2 (5.7)
El Hamiltoniano de interacción entre el campo y el átomo está dado en la aproximación
dipolar por [93]:
HJC = ℏΩ˜(x)
(
σ+a+ σ−a†
)
, (5.8)
y describe la absorción de un fotón seguida por la excitación del átomo, dada por el operador
σ+ = |e〉〈g|, y la correspondiente emisión de un fotón acompañada por la desexcitación del
átomo, dada por σ− = σ†+. La frecuencia Ω˜(x) da la intensidad del acoplamiento entre el campo
de la cavidad y el ion en la posición x.
Al igual que en la sección (4.2), en el caso de que |∆0| ≫ Ω˜(x), |∆c|, es decir, que la frecuencia
del campo está fuera de resonancia con la transición atómica, no se estimulan las transiciones al
nivel excitado. En esta sección, se asume que la escala de tiempo más rápida está determinada
por ∆0, es decir que |∆0| ≫ κ, |∆c|, Ω˜0
√
N . De este modo, bombeando el nivel excitado por
debajo de la saturación este puede ser eliminado adiabáticamente [97, 98], dando lugar así a un
potencial efectivo correspondiente al nivel fundamental de los grados de libertad electrónicos [1]:
Heff = −ℏ
(
∆c − Ω˜
2(x)
ωc − ω0
)
a†a− iℏ
(
η∗a− ηa†
)
+
p2
2m
+ Vtrap(x), (5.9)
Figura 5.1: Eliminación adiabática del estado excitado. El estado excitado |e〉 sólo aparece como
un estado virtual intermedio y el átomo siempre regresa al estado fundamental |g〉. Los niveles
|n〉 representan estados vibracionales.
Esto genera un acoplamiento entre el campo y los estados vibracionales. En este caso, el estado
excitado |e〉 sólo aparece como un estado virtual intermedio y el átomo siempre regresa al
estado fundamental |g〉 [31] como se ilustra en la Fig. 5.1. Estas transiciones mediadas por el
campo se deben a la dependencia en de la posición en Ω˜(x). Esto genera una dinámica en el
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estado fundamental que está mediada por el estado excitado. Asumiendo |∆c| ≪ |∆0|, se puede
aproximar ωc − ω0 = ∆0 −∆c ≈ ∆0. Entonces
Heff = −ℏ
(
∆c − Ω˜
2(x)
∆0
)
a†a− ℏi
(
η∗a− ηa†
)
+
p2
2m
+ Vtrap(x) (5.10)
Esta descripción no considera la posibilidad de que el átomo absorba un fotón de la cavidad
y lo reemita por emisión espontánea en modos del campo externo; esto es correcto en tanto
|∆0| sea mucho mayor que la tasa de emisión espontánea. Hay dos maneras equivalentes de
tratar al sistema como un sistema abierto: La ecuación maestra (capítulo 3), y utilizando el
formalismo de las ecuaciones de Heisenberg-Langevin. Preferimos este último porque permite
describir propiedades del campo emitido por la cavidad. Utilizando el formalismo de input-output
detallado en la sección (3.4) se obtienen las ecuaciones de movimiento:
a˙(t) = (i∆eff − κ) a(t) + η −
√
2κain(t)
x˙(t) =
p
m
p˙(t) =− ∂
∂x
Vion(x)− ℏ ∂
∂x
(
Ω˜2(x)
∆0
)
a†a
(5.11)
donde ∆eff está dado por
∆eff =
(
∆c − Ω˜
2(x)
∆0
)
(5.12)
Al igual que en la sección 3.2 el acoplamiento al ambiente lleva a una tasa de decaimiento de
los fotones dentro de la cavidad a una tasa 2κ. Este canal de decaimiento está caracterizado por
la emisión de un fotón de la cavidad en un fotón del campo electromagnético externo, que luego
puede utilizarse para realizar mediciones del estado del sistema acoplado dentro de la cavidad.
5.2. Límite semiclásico
Bajo la suposición de que las fluctuaciones de los operadores a, p yx alrededor de sus valo-
res medios son muy pequeñas, se puede tratar de encontrar las soluciones a las ecuaciones de
movimiento del Hamiltoniano (5.10) teniendo en cuenta las pérdidas de la cavidad y el contacto
con un baño térmico. Para eso, se descomponen los operadores como una suma de sus valores
medios y sus fluctuaciones:
a = a+ δa
x = x+ δx
p = p+ δp
(5.13)
donde a ≡ 〈a〉, x ≡ 〈x〉, y p ≡ 〈p〉, es decir que los valores de expectación de δa, δx y δp se
anulan.
5.2.1. Valores de equilibrio
Las ecuaciones de movimiento para los valores medios se encuentran a partir de despreciar
los operadores de input en las ecuaciones (5.11):
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a˙(t) = (i∆eff − κ) a+ η (5.14)
x˙(t) =
p
m
(5.15)
p˙(t) =− ∂
∂x
Vion(x)− ℏ ∂
∂x
(
Ω˜2(x)
∆0
)
|a|2 (5.16)
Para determinar los valores de equilibrio clásicos, se requiere que las cantidades a, x y p
correspondan a soluciones estacionarias de las ecuaciones de movimiento: ∂ta = 0, ∂tx = 0 y
∂tp = 0. Así, de la ec. (5.14) se obtiene:
a =
η
κ− i∆eff , (5.17)
de donde puede verse que la intensidad del campo dentro de la cavidad como función de la
desintonía ∆eff es una lorentziana de ancho 2κ (ec. (5.18)) tal como se muestra en la Fig. 5.2.
|a|2 = η
2
κ2
κ2
κ2 +∆2eff
(5.18)
Figura 5.2: Intensidad del campo en el interior de la cavidad como función de la desintonía entre
el bombeo láser y la frecuencia efectiva de la cavidad.
De la ec. (5.15) se tiene:
p = 0, (5.19)
mientras que de la ec. (5.16) se tiene que el valor clásico de equilibrio para la posición de los
iones es tal que satisface:
0 =
∂
∂x
(Vion(x) + Veff (x)) , (5.20)
donde Veff está dado por [1]:
Veff (x) =
ℏ|η|2
κ
arctan
(
−∆eff
κ
)
(5.21)
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5.2.2. Fluctuaciones
Reemplazando las ecuaciones (5.13) en las ecuaciones (5.11), utilizando que los valores de
equilibrio satisfacen las ecuaciones (5.14)-(5.16) y reteniendo sólo los términos de primer orden
en las fluctuaciones se obtienen las ecuaciones de movimiento para las fluctuaciones:
δ˙a = (i∆eff − κ) δa− ia∂U0(x)
∂x
δx−
√
2κain(t) (5.22)
δ˙p = −ℏ∂U0(x)
∂x
(
aδa† + a∗δa
)
−
(
ℏ|a|2∂
2U0(x)
∂x2
+
∂2Vion(x)
∂x2
)
δx (5.23)
˙δx =
δp
m
(5.24)
donde
U0(x) =
Ω˜2(x)
∆0
(5.25)
Esta descripción linealizada sólo es correcta en el llamado régimen de Lamb-Dicke. En este,
la amplitud de movimiento de los iones en la dirección de radiación es mucho menor que λ/2pi,
donde λ es la longitud de onda de la radiación [10, 99]. Si las fluctuaciones del campo son 0,
entonces las ecuaciones (5.23) y (5.24) son las ecuaciones de Hamilton para un oscilador armónico
con frecuencia dada por
mω2v =
(
ℏ|a|2∂
2U0(x)
∂x2
+
∂2Vion(x)
∂x2
)
, (5.26)
esto justifica la descripción en términos de operadores creación y aniquilación según:
δx = q =
√
ℏ
2mωv
(
b+ b†
)
,
δp = p = i
√
ℏmωv
2
(
b† − b
)
,
(5.27)
donde los operadores b y b† son operadores bosónicos que aniquilan y crean un cuanto de energía
del modo de vibración con frecuencia ωv.
Ahora, se incluye un ambiente para los modos de vibración, por simplicidad se asume que el
ambiente está dado por un baño térmico de osciladores armónicos:
HB = ℏ
∑
k
Ωkd
†
kdk
Hint = ℏ
∑
k
(Γkbd
†
k + Γ
∗
kb
†dk)
(5.28)
Y de la misma forma, la ec. para los modos de vibración queda:
b˙(t) = −(iωv + Γ)b(t)− iac0
(
δa(t) + δa†(t)
)
−
√
2Γbin(t), (5.29)
donde bin(t) está definido de manera análoga a ain(t) como:
bin(t) ≡ i√
2pi
∫ ∞
−∞
dω dω(t0)e
−iω(t−t0), (5.30)
y c0 está dado por:
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c0 ≡
√
ℏ
2mωv
∂
∂x
U0(x). (5.31)
Este tratamiento para las vibraciones es correcto en tanto ωv ≫ Γ. La disipación mecánica
en sistemas de iones atrapados tiene diversos orígenes, entre ellos se encuentran [99]:
Decoherencia radiativa. Una fuente fundamental de la decoherencia del modo de mo-
vimiento del centro de masa puede entenderse considerando que el dipolo asociado con la
carga oscilante de los iones se acopla a los campos electromagnéticos del ambiente.
Ruido en los electrodos. El estado vibracional de los iones puede perder coherencia
debido a las fluctuaciones en el potencial de los electrodos.
Excitación de las vibraciones por los campos de radiofrecuencia en una trampa
Paul.
En [99] se especifican en mucho más detalle las fuentes de decoherencia recién nombradas y
otras fuentes adicionales de decoherencia en el movimiento de los iones.
En general, todos los operadores de input tienen los valores de expectación usuales de ope-
radores creación y aniquilación bosónicos:
〈a†in(t)ain(t)〉 = nδ(t′ − t)
〈ain(t)a†in(t)〉 = (n+ 1)δ(t′ − t)
〈b†in(t)bin(t)〉 = Nδ(t′ − t)
〈bin(t)b†in(t)〉 = (N + 1)δ(t′ − t)
〈ain(t)bin(t)〉 = 〈ain(t)b†in(t)〉 = 〈a†in(t)bin(t)〉 = 〈a†in(t)b†in(t)〉 = 0
〈bin(t)ain(t)〉 = 〈bin(t)a†in(t)〉 = 〈b†in(t)ain(t)〉 = 〈b†in(t)a†in(t)〉 = 0
(5.32)
De esta manera, las ecuaciones de movimiento (5.22) y (5.29) para los modos del sistema
quedan:  δ˙a = (i∆eff − κ) δa− iac0
(
b+ b†
)
−
√
2κain(t)
b˙(t) = −(iωv + Γ)b(t)− iac0
(
δa(t) + δa†(t)
)
−
√
2Γbin(t)
(5.33)
La descripción lineal dada en las ecuaciones (5.33) es válida incluso cuando el número de
fotones en la cavidad es bajo [54]. Notar que el acoplamiento entre los modos vibracionales y del
campo g ≡ ac0 es una función de la intensidad del bombeo láser, y de la posición de equilibrio
del ion.
También es conveniente notar que las ecuaciones (5.33) son equivalentes a las ecuaciones que
se obtienen de aplicar la teoría de input-output descripta en la sección 3.4 a un sistema con un
Hamiltoniano dado por:
Hsys = −ℏ∆eff δa†δa+ ℏωvb†b+ ℏg(δa+ δa†)(b+ b†) (5.34)
HB = ℏ
∑
k
ωkc
†
kck + ℏ
∑
k
Ωkd
†
kdk (5.35)
Hint = ℏ
∑
k
(γk δa c
†
k + γ
∗
k δa
† ck) + ℏ
∑
k
(Γkbd
†
k + Γ
∗
kb
†dk), (5.36)
donde Hsys es el Hamiltoniano del sistema compuesto por el modo de la cavidad y el modo
vibracional, HB el del ambiente, y Hint el de la interacción (que se asume débil).
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Figura 5.3: Esquema de la interacción entre los sistemas y con cada uno de sus correspondientes
reservorios. Cada uno de los modos del sistema interactúa indirectamente con el ambiente del
otro, ya que ambos pueden intercambiar excitaciones entre sí.
5.3. Análisis de la evolución unitaria de las fluctuaciones
De acuerdo a lo visto en la sección anterior, las vibraciones del átomo están acopladas a las
fluctuaciones del campo en la cavidad. En esta sección se analizan las resonancias de la evolución
puramente unitaria. El Hamiltoniano está dado por:
H = Ha +Hv +Hint, (5.37)
donde
Ha = −ℏ∆effδa†δa campo dentro de la cavidad
Hv = ℏωvb†b vibraciones del átomo
HI = ℏg(δa+ δa†)(b+ b†) interacción entre ambos sistemas
(5.38)
da las mismas ecuaciones de movimiento (5.33), en el caso en el que se desprecia la interacción
con el ambiente de cada subsistema. En la representación interacción
H˜ = ℏg
[
δa b ei(∆eff−ωv)t + δa b†ei(∆eff+ωv)t + δa† b e−i(∆eff+ωv)t + δa† b†e−i(∆eff−ωv)t
]
(5.39)
Si ∆eff = −ωv
H˜ = ℏg
[
δa b e−i2ωvt + δa b† + δa† b+ δa† b†ei2ωvt
]
≈ ℏg
[
δa b† + δa† b
]
,
(5.40)
donde en la segunda línea se usó la aproximación de onda rotante. En la representación original,
el Hamiltoniano se aproxima por:
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⇒ H ≈ Ha +Hv + ℏg
(
δa b† + δa† b
)
(5.41)
De esta forma tenemos dos osciladores de la misma frecuencia que pueden intercambiar
excitaciones. Este es el caso relevante para enfriamiento en el llamado régimen de resolved
sidebands [100, 101]: se transfiere la energía de los fonones al modo del campo electromagnético;
y también para transferir estados entre luz y movimiento [55, 57]. En este caso la interacción es
del tipo beam-spliter [102]. En representación de Heisenberg se tiene:
d
dt
aH = − iℏ [aH ,H]
= −i (ωvaH + gbH)
(5.42)
d
dt
bH = − iℏ [bH ,H]
= −i (ωvbH + gaH)
(5.43)
Los autovalores de este sistema de ecuaciones son λ± = i(ωv ± g), y las soluciones:
δaH(t) =
[(
δa+ b
2
)
e−igt +
(
δa− b
2
)
eigt
]
eiωvt
bH(t) =
[(
δa+ b
2
)
e−igt −
(
δa− b
2
)
eigt
]
eiωvt
(5.44)
es decir que la evolución es oscilatoria. Por ejemplo, si gt1 = pi/2, se tiene δaH(t1) = −ibH(t0) =
−ib, bH(t1) = −iδaH(t0) = −ia. Es decir, el estado se intercambia entre vibraciones y fluctua-
ciones del campo, mientras que a gt2 = 2pi se vuelve al estado inicial.
Si ∆eff = ωv
H˜ = ℏg
[
δa b+ δa b†ei2ωvt + δa† b e−i2ωvt + δa† b†
]
≈ ℏg
[
δa b+ δa† b†
]
,
(5.45)
donde en la segunda línea se volvió a usar la aproximación de onda rotante. En la representación
original:
⇒ H ≈ Ha +Hv + ℏg
(
δa b+ δa† b†
)
(5.46)
Este tipo de interacción describe un squeezing de dos modos [71]. En ausencia de disipa-
ción, esto lleva a un crecimiento exponencial de las energías almacenadas en cada modo, y al
establecimiento de fuertes correlaciones entre ambos. En este caso se tiene de las ecuaciones de
Heisenberg:
d
dt
δaH = − iℏ [δaH ,H]
= i
(
ωv δaH − gb†H
) (5.47)
d
dt
b†H = −
i
ℏ
[
b†H ,H
]
= i
(
ωvb
†
H + g δaH
) (5.48)
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Los autovalores de este sistema de ecuaciones son λ± = iωv ± g, y las soluciones:
δaH(t) =
[(
δa− ib†
2
)
egt +
(
δa+ ib†
2
)
e−gt
]
eiωvt
b†H(t) = i
[(
δa− ib†
2
)
egt −
(
δa+ ib†
2
)
e−gt
]
eiωvt
(5.49)
Se puede ver de la ec. (5.49) que el valor de los operadores δaH y bH tienen una evolución
exponencial, no estable. En presencia de un ambiente disipativo, es posible que las pérdidas
estabilicen el sistema permitiendo alcanzar un estado asintótico donde la creación de excitaciones
por parte del Hamiltoniano se compense con las pérdidas.
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Capítulo 6
Análisis del estado estacionario
6.1. Solución de las ecuaciones para las fluctuaciones y de las
vibraciones.
En esta sección se encuentra el estado estacionario de las fluctuaciones. Si el estado inicial es
un estado Gaussiano, entonces el estado sigue siendo Gaussiano a todo tiempo para el modelo de
ruido térmico considerado en este trabajo [1]. Por lo tanto, el estado asintótico está caracterizado
por sus primeros y segundos momentos. Para encontrar una solución al estado asintótico de las
ecuaciones (5.33), se escriben las ecuaciones conjugadas hermitianas de estas, y así se tiene el
sistema de ecuaciones (6.1):
δ˙a(t) = (i∆eff − κ) δa(t)− ig
(
b(t) + b†(t)
)
−
√
2κain(t)
δ˙a
†
(t) = −(i∆eff + κ) δa†(t) + ig
(
b(t) + b†(t)
)
−
√
2κa†in(t)
b˙(t) = −(iωv + Γ)b(t)− ig
(
δa(t) + δa†(t)
)
−
√
2Γbin(t)
b˙†(t) = (iωv − Γ)b†(t) + ig
(
δa(t) + δa†(t)
)
−
√
2Γb†in(t)
(6.1)
El sistema (6.1) es de la forma x˙ = Ax+ f(t):
x˙ =

i∆eff − κ 0 −ig −ig
0 −(i∆eff + κ) ig ig
−ig −ig − (iωv + Γ) 0
ig ig 0 iωv − Γ


δa
δa†
b
b†
+

−√2κain(t)
−√2κa†in(t)
−√2Γbin(t)
−√2Γb†in(t)
 (6.2)
Si se tiene la matriz de autovectores P tal que P−1AP = D y definiendo y ≡ P−1x, y c ≡ P−1f,
entonces multiplicando x˙ por P−1:
y˙ = P−1x˙
= DP−1x+ P−1f
= Dy + c
(6.3)
En componentes:
y˙i(t) = Diyi(t) + ci(t) (6.4)
Entonces
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yi(t) = βie
Di(t−t0) + eDi(t−t0)
∫ t
t0
ds ci(s) e
−Di(s−t0), (6.5)
donde βi es una constante determinada por las condiciones iniciales. Si se define fj(t) = αjϕjin(t)
con −→α =
(
−√2κ,−√2κ,−√2Γ,−√2Γ
)
y −→ϕ in(t) =
(
ain(t), a
†
in(t), bin(t), b
†
in(t)
)
. Entonces se
tiene que la ec. (6.5) se puede reescribir como:
yi(t) = βie
Di(t−t0) +
∫ t
t0
ds ci(s) e
−Di(s−t)
= βie
Di(t−t0) +
4∑
j=1
P−1ij αj
∫ t
t0
ds ϕjin(s) e
−Di(s−t)
(6.6)
Si Re(Di) < 0 ∀i, entonces para t ≫ t0 el primer término en la ec. (6.6) tiende a 0.
Esto quiere decir que cuando el sistema es estable, siempre alcanza el mismo estado asintótico
independientemente de las condiciones iniciales. En este caso, para los primeros momentos se
tiene:
〈yi(t)〉 = 0, (6.7)
ya que tr(ain(t)) = tr(bin(t)) = 0, mientras que para los segundos momentos se puede escribir:
y†i (t)yi′(t
′) =
4∑
j=1
4∑
j′=1
P−1ij
∗P−1i′j′α
∗
jαj′
∫ t
t0
ds
∫ t′
t0
ds′ ϕjin
†
(s)ϕj
′
in(s
′) e−D
∗
i (s−t)e−Di′ (s
′−t′) (6.8)
Tomando el valor de expectación de la ecuación (6.8) sobre el estado del ambiente 〈y†i (t)yi′(t′)〉 =
tr (ρinyi(t)yi′(t
′)):
〈y†i (t)yi′(t′)〉 =
4∑
j=1
4∑
j′=1
P−1ij
∗P−1i′j′α
∗
jαj′
∫ t
t0
ds
∫ t′
t0
ds′ 〈ϕjin
†
(s)ϕj
′
in(s
′)〉 e−D∗i (s−t)e−Di′ (s′−t′) (6.9)
Debido a las relaciones (5.32) se cumple que:
〈ϕjin
†
(s)ϕj
′
in(s
′)〉 = 〈χ†jχj′〉δj,j′δ(s− s′), (6.10)
donde 〈χ†jχj′〉 está dado por los valores de expectación de la ec. (5.32). Entonces
〈y†i (t)yi′(t′)〉 =
4∑
j=1
P−1ij
∗P−1i′j |αj |2〈χ†jχj〉
∫ t
t0
ds
∫ t′
t0
ds′ δ(s− s′) e−D∗i (s−t)e−Di′ (s′−t′)
=
4∑
j=1
P−1ij
∗P−1i′j
|αj |2〈χ†jχj〉
−(D∗i + Di′)
eD
∗
i t+Di′ t
′ (
e−(D
∗
i+Di′ )mı´n(t,t
′) − e−(D∗i+Di′ )t0
) (6.11)
Para que el sistema sea estable, todos los autovalores deben satisfacer Re(Di) < 0. Entonces
para t, t′ ≫ mı´n ({|Re(D−1i )|}) se puede despreciar el término proporcional a e−(D∗i+Di′ )t0 . De
este modo se tiene que:
〈y†i (t)yi′(t′)〉 =
4∑
j=1
P−1ij
∗P−1i′j
|αj |2〈χ†jχj〉
−(D∗i + Di′)
{
eDi′ (t
′−t) si t < t′
eD
∗
i (t−t′) si t′ < t
(6.12)
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Poniendo t = t′ en la ec. (6.12) entonces se obtiene:
〈y†i (t)yi′(t)〉 =
4∑
j=1
P−1ij
∗P−1i′j
|αj |2〈χ†jχj〉
−(D∗i + Di′)
(6.13)
Ahora, por medio de la ec. (6.13) y usando que x = Py entonces se obtiene una expresión
para los segundos momentos en el estado asintótico:
〈x†m(t)xm′(t)〉 =
4∑
i,i′=1
P∗miPm′i′〈y†i (t)yi′(t)〉
≡ [P∗YPT ]
mm′
(6.14)
El sistema no tiene siempre un estado estacionario. Bajo ciertas condiciones el sistema puede
ser inestable, y en este caso, no existe un estado asintótico. En [1] se describen rigurosamente
las condiciones que describen la estabilidad del problema. Basándose en los comentarios de la
sección 5.3, puede verse que cuando ∆eff > 0 los términos del tipo a†b† y ab del Hamiltoniano
de interacción cobran más relevancia. En este caso, si las pérdidas del sistema o su acoplamiento
con el ambiente no son lo suficientemente grandes, el estado asintótico del sistema no existe.
A partir de las ecuaciones (2.1) y (6.1) se puede encontrar la matriz de covarianza corres-
pondiente al estado asintótico. Esto es equivalente a (6.2) con la única diferencia de que está
expresado en la base de los operadores canónicos. El sistema de ecuaciones correspondientes a
los operadores canónicos queda de la forma −˙→x = A−→x +−→f :
−˙→x =

q˙1
p˙1
q˙2
p˙2
 =

−κ −∆eff 0 0
∆eff −κ −2g 0
0 0 −Γ ωv
−2g 0 −ωv −Γ


q1
p1
q2
p2
−

√
2κ(cin + c
†
in)
i
√
2κ(c†in − cin)√
2Γ(din + d
†
in)
i
√
2Γ(d†in − din)
 (6.15)
De la misma manera que en la sección 7.2, se obtiene que la solución para los segundos
momentos del estado asintótico del sistema de ecuaciones (6.15) está dada por
Xjj′ ≡ 〈xj(t)xj′(t)〉 =
[
PY P T
]
jj′ , (6.16)
mientras que los primeros momentos se anulan en el estado asintótico. Los elementos de la matriz
Y están dados por:
Yii′ ≡ 〈yi(t)yi′(t)〉 = − 1
Di +Di′
[
P−1αP−1T
]
ii′
, (6.17)
donde la matriz P es tal que P−1AP = D, con D una matriz diagonal (si A es diagonalizable),
mientras que la matriz α contiene los valores de expectación del término inhomogéneo:
α =

κ (2n+ 1) iκ 0 0
−iκ κ (2n+ 1) 0 0
0 0 Γ
(
2N + 1
)
iΓ
0 0 −iΓ Γ (2N + 1)
 (6.18)
Así, con estos resultados y con las definiciones (2.10) y (6.15), puede construirse la matriz
de covarianza para un sistema de dos modos como:
σjj′ =
(
Xjj′ +Xj′j
)
(6.19)
En el apéndice A, se derivó una forma alternativa de derivar la matriz de covarianza usando
el formalismo de la ecuación maestra.
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6.2. Análisis del estado estacionario de las fluctuaciones
En la Fig. 6.1 se muestra el número medio de ocupación de las fluctuaciones (panel superior)
y del modo vibracional (panel inferior), calculados usando la ec. (6.14) en función de la desintonía
efectiva. En la misma puede verse que cuando el láser se encuentra muy lejos de la resonancia
con la cavidad el número medio de ocupación de ambos modos tiende al valor dado por el baño
térmico.
Figura 6.1: Panel superior: Número medio de ocupación de las fluctuaciones del campo. Panel
Inferior:2 Número medio de ocupación de las vibraciones. La línea vertical punteada corres-
ponde a la frecuencia del modo de vibración. En el extremo derecho del gráfico el sistema se
vuelve inestable.
Por otra parte, en la Fig. 6.2 puede observarse que a medida que la desintonía efectiva se
acerca a la resonancia con la frecuencia del modo de vibración, el número medio de fonones
disminuye. Esto se corresponde al enfriamiento de los modos vibracionales. Y como se comentó
en la sección 5.3, esto corresponde a una interacción del tipo δa† b+ δa b†. En la Fig. 6.3 puede
observarse el mismo efecto cuando la desintonía está cerca de la resonancia ∆eff ≈ −ωv. Además
de esto, en la misma puede observarse que cerca de la resonancia ∆eff ≈ ωv se puede ver un
aumento en el número de ocupación de ambos modos. Esto se corresponde a una interacción del
tipo δa† b† + δa b. Comparando las figuras Fig. 6.2 y Fig. 6.3 puede observarse que la Fig. 6.3,
presenta una resonancia en el número de fotones dentro de la cavidad, mientras que la Fig. 6.2
no. Esto se debe a la distinta relación entre las tasas de pérdidas y los valores de las frecuencias
de vibración.
Para que sea posible observar resonancias es necesario que κ,Γ ≪ ωv. Esto se ilustra en la
Fig. 6.4. Puede verse como al aumentar la tasa de pérdidas de la cavidad estas resonancias dejan
de observarse. Es importante notar el cambio de escala en el panel inferior de las figuras 6.4: en
6.4-a) puede verse que en la resonancia el modo de vibración puede enfriarse casi hasta su estado
fundamental. En cambio, en las figuras 6.4-b) y 6.4-c), a medida que aumentan las pérdidas de
la cavidad y se pierde la resonancia entre los modos del campo y las vibraciones, el número de
fonones aumenta.
En la figura 6.5, se graficaron los números medios de ocupación de cada modo, en función
del acoplamiento g entre los subsistemas para los dos casos de resonancia comentados en la
sección 5.3: ∆eff = −ωv en la Fig. 6.5-a) y ∆eff = ωv en la Fig. 6.5-b). En el caso de la Fig.
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Figura 6.2: Panel superior: Número medio de ocupación de las fluctuaciones del campo. Panel
Inferior: Número medio de ocupación de las vibraciones. Los parámetros utilizados son ωv/2pi =
1, κ/2pi = 0,2, Γ/2pi = 10−4N , g/2pi = 0,1, N = 500. Todas las frecuencias están en MHz. La línea
vertical punteada corresponde a la frecuencia del modo de vibración.
Figura 6.3: Panel superior Número medio de ocupación de las fluctuaciones del campo. Panel
Inferior Número medio de ocupación de las vibraciones. Los parámetros utilizados son ωv/2pi =
6, κ/2pi = 0,5, Γ/2pi = 0,1, g/2pi = 0,1, N = 500. Todas las frecuencias están en MHz. La línea
vertical punteada corresponde a la frecuencia del modo de vibración.
6.5-a) puede verse que al aumentar la interacción entre los subsistemas, el número de fonones
disminuye a medida que el número de fotones dentro de la cavidad aumenta, esto también
se debe a la interacción del tipo δa b† + δa† b, que tiende a intercambiar excitaciones entre la
cavidad y las vibraciones. Por supuesto, la situación se vería invertida en el caso de que el
número de excitaciones del baño térmico de la cavidad fuera mayor al número de excitaciones
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Figura 6.4: Panel superior Número medio de ocupación de las fluctuaciones del campo. Panel
Inferior Número medio de ocupación de las vibraciones. Los parámetros utilizados son ωv/2pi =
1, Γ/2pi = 10−4N , g/2pi = 0,1, N = 500. Todas las frecuencias están en MHz. En la figura a) se usó
κ = 0,2. En la figura b) se usó κ = 2. En la figura c) se usó κ = 20. La línea vertical punteada
corresponde a la frecuencia del modo de vibración.
del baño térmico de las vibraciones. En la Fig. 6.5-b), el Hamiltoniano de interacción entre
ambos sistemas es aproximadamente δa b + δa† b (ver sección 5.3). En este caso, se ve que al
aumentar g, el número medio de ocupación de ambos modos aumenta. Notar también el cambio
de escala entre los paneles inferiores: en la resonancia correspondiente a ∆eff = −ωv el número
medio de fonones es menor a 1, lo que muestra que es posible lograr el enfriamiento de los modos
vibracionales.
6.3. Entrelazamiento para dos modos
A partir de ec. (2.22) y (6.15) se puede encontrar σ˜, la matriz de covarianza correspondiente
a la transpuesta parcial del estado ρ. Buscando luego el espectro simpléctico (2.13) (ν−, ν+)
como el módulo de los autovalores de la matriz iΩσ˜, puede calcularse la negatividad logarítmica
EN (ρ) usando la ec. (2.27). Así, puede calcularse la negatividad logarítmica EN , que para estados
Gaussianos de dos modos resulta:
EN = ma´x{0,− log(ν˜−)}, (6.20)
dado que todos los estados Gaussianos de dos modos satisfacen ν˜+ > 1 [103]. Así, se tiene como
ejemplo en la Fig. 6.6 un gráfico de las curvas de nivel de EN , en función de ∆eff y de g. Puede
verse, como era de esperarse, que el entrelazamiento aumenta con el acoplamiento entre los dos
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Figura 6.5: Panel superior Número medio de ocupación de las fluctuaciones del campo. Panel
Inferior Número medio de ocupación de las vibraciones. Los parámetros utilizados son ωv/2pi =
1, Γ/2pi = 10−4N , κ/2pi = 0,2, N = 500. Todas las frecuencias están en MHz. En la figura a) se
usó ∆eff = −ωv. En la figura b) se usó ∆eff = ωv.
sistemas. Es de esperarse que el entrelazamiento aumente a medida que ∆eff se aproxime a una
de las resonancias con los modos vibracionales, es decir, cuando ∆eff ≈ ±ωv. Sin embargo, la
posibilidad de obtener un estado estacionario entrelazado depende del ruido introducido por el
contacto con el ambiente. Además, puede observarse comparando los paneles izquierdo y derecho
de la Fig. 6.6, que EN disminuye al aumentar N , el número medio de excitaciones del ambiente
de las vibraciones; es decir que a menor temperatura del ambiente del modo vibracional se logra
un mayor entrelazamiento entre el modo vibracional y el modo del campo.
En la Fig. 6.7 se muestra EN como función de ∆eff y g para distintos valores de Γ. Puede
verse que para valores del acoplamiento con el ambiente Γ mayores a cierto valor crítico (Fig. 6.7-
a)), el máximo del entrelazamiento se encuentra en la resonancia correspondiente a ∆eff ≈ ωv.
Valores grandes de Γ son característicos de cavidades optomecánicas, para los cuales es normal
encontrar entrelazamiento cuando la interacción es del tipo squeezing de dos modos [54], como
en el caso de la Fig. 6.7-a). A medida que Γ se acerca a cierto valor crítico (Fig. 6.7-b)) puede
observarse que se presentan máximos de EN en ambas resonancias. Mientras Γ disminuye por
debajo del valor crítico (Fig. 6.7-c)), puede verse que ahora el máximo del entrelazamiento se
encuentra en la resonancia correspondiente a ∆eff ≈ −ωv. Valores pequeños de Γ son caracte-
rísticos de sistemas de iones atrapados en cavidades, para los cuales también se reporta que el
entrelazamiento es máximo en la resonancia del tipo beam-splitter [53]. Asimismo, es importante
notar el cambio de escala entre las figuras 6.7-a) - 6.7-c): como era de esperarse a medida que la
tasa de pérdidas disminuye se observa un mayor valor del máximo de EN . Cabe aclarar que la
desaparición del pico de entrelazamiento en la resonancia ∆eff ≈ ωv para Γ pequeño tiene que
ver con la inestabilidad del sistema, que ya no tiene estado asintótico definido.
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Figura 6.6: Curvas de nivel de EN como función de ∆eff y g. El panel izquierdo corresponde a
N = 0, mientras que el panel derecho corresponde a N = 1. El resto de los parámetros utilizados
fueron κ = 10, ωv = 5 y Γ = 5. Todas las frecuencias están en MHz.
Figura 6.7: Curvas de nivel de EN como función de ∆eff y g. Los valores utilizados son ωv/2pi =
2, κ/2pi = 1, N = 1. a) Γ = 5. b) Γ = 0,9. c) Γ = 0,008. Todos los valores están en MHz. Las
regiones inestables se muestran en violeta.
Capítulo 7
Espectro emitido por la cavidad
A partir del espectro observado a la salida de la cavidad puede obtenerse información del
sistema en el estado estacionario. Tales mediciones se realizaron, por ejemplo en [47, 104]. Este
capítulo se dedica al cálculo del espectro de emisión en el estado estacionario en función de los
parámetros del problema.
7.1. Operadores de output
Los operadores ain(t) y bin(t) se interpretan como entradas o input hacia el sistema. Para
encontrar las salidas del sistema, se encuentran las ecuaciones de Langevin con el tiempo in-
vertido. Si al integrar las ecuaciones para los modos del baño se considera un tiempo t1 > t en
lugar de utilizar un tiempo t0 < t como en la ec. (3.27), y se sigue el mismo procedimiento que
en la sección 3.4, se obtienen las ecuaciones:
δ˙a(t) = (i∆eff + κ)δa(t)− iac0
(
b(t) + b†(t)
)
−
√
2κaout(t) (7.1)
b˙(t) = −(iωv − Γ)b(t)− iac0
(
δa(t) + δa†(t)
)
−
√
2Γbout(t) (7.2)
Comparando con las ecuaciones (3.32) y (5.29), se ve que las correspondientes ecuaciones en
términos de los modos de output se obtienen a partir de las ecuaciones en términos de los modos
de input por medio de los reemplazos (7.3) para los modos de input del campo, y análogos para
las vibraciones.
ain(t)→ aout(t)√
κ→ √κ
κ→ −κ
(7.3)
Comparando las ecuaciones (7.1) y (3.32), y por otro lado las ecuaciones (7.2) y (5.29), se
puede ver que los operadores de input y output satisfacen las relaciones
aout(t)− ain(t) =
√
2κδa(t) (7.4)
bout(t)− bin(t) =
√
2κb(t) (7.5)
El espectro de los fotones emitidos por la cavidad, omitiendo el pico de Rayleigh del espectro,
está dado por:
S(ν) ∝〈[aout(ν)]† aout(ν)〉 (7.6)
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Usando la descomposición de los operadores en valores medios y fluctuaciones (ec. (5.13)),
la ecuación (7.4), y que el estado del ambiente de la cavidad es el vacío, entonces se tiene que:
S(ν) ∝ 〈[δa(ν)]† δa(ν)〉, (7.7)
donde δa(ν) es la transformada de Fourier de δa. Considerar que el estado del ambiente del
campo de la cavidad es el vacío está justificado por el hecho de que a temperaturas iguales o
menores que la temperatura ambiente y para campos que oscilan a frecuencias en el rango de la
luz visible, el número de excitaciones del ambiente es aproximadamente 0, por lo que la cavidad
sólo tiene pérdidas (no ingresan fotones térmicos a la cavidad).
La mayor parte de los fotones que interactúan con el átomo son dispersados elásticamente
(Rayleigh scattering). Sin embargo, el movimiento de los átomos dispersa una proporción menor
de fotones de la cavidad a través de excitaciones electrónicas virtuales, como se ilustra en la
Fig. 5.1, causando transiciones entre distintos estados vibracionales (Raman scattering) [12]. En
estos procesos puede absorberse un cuanto de energía mecánica, con la consecuente pérdida de
una energía ℏωv por parte de los fotones (Stokes scattering) Fig. 7.1-a); o el oscilador puede
emitir un cuanto de energía mecánica, con lo que los fotones emitidos en este proceso ganan
una energía ℏωv (anti-Stokes scattering), Fig. 7.1-b). El nivel excitado |e, n〉 solo es virtualmente
ocupado, y los procesos involucrados siempre son de segundo orden [8]. De esta forma, el espectro
de la luz emitido por la cavidad sirve como una forma de estudiar la energía intercambiada entre
el campo y el movimiento del oscilador. En la Fig. 7.1-c) puede observarse un esquema del
espectro emitido por la cavidad debido a la interacción del campo con las vibraciones del átomo
(en la misma se omite el pico de Rayleigh debido a la dispersión elástica de los fotones). Sin
embargo, esta descripción simplificada puede fallar cuando el acoplamiento entre modos no es
suficientemente débil.
7.2. Cálculo del espectro a partir de la diagonalización del pro-
blema
Definiendo la transformada de Fourier como [101]:
δ˜a(ν) ≡ l´ım
T→∞
1√
2piT
∫ T/2
−T/2
dt eiνtδa(t), (7.8)
se tiene que
[
δ˜a(ν)
]†
= l´ım
T→∞
1√
2piT
∫ T/2
−T/2
dt e−iνtδa†(t)
= δ˜a
†
(−ν)
(7.9)
δ˜a
†
(ν) = l´ım
T→∞
1√
2piT
∫ T/2
−T/2
dt eiνtδa†(t) (7.10)
Entonces el espectro está dado por (omitiendo prefactores):
S(ν) = 〈δ˜a†(−ν)δ˜a(ν)〉
= l´ım
T→∞
1
2piT
∫ T/2
−T/2
dt
∫ T/2
−T/2
dt′ e−iνteiνt
′〈δa†(t)δa(t′)〉
(7.11)
7.2. CÁLCULODEL ESPECTROA PARTIR DE LA DIAGONALIZACIÓN DEL PROBLEMA51
Figura 7.1: a) Stokes scattering. b) anti-Stokes scattering c) Espectro emitido por una cavidad
debido a los cambios en los estados vibracionales del oscilador, en función de ν = ω − ωl. Se
omite el pico de Rayleigh a la frecuencia del láser. El valor N indica la ocupación media de las
vibraciones.
El valor de 〈δa†(t)δa(t′)〉 se puede encontrar a partir de las ecuaciones (6.12) y (6.14). Y así
se tiene que:
S(ν) = l´ım
T→∞
4∑
i,i′,j=1
P∗1iP1i′P−1ij
∗P−1i′j
|αj |2〈χ†jχj〉
−(D∗i + Di′)
× . . .
1
2piT
∫ T/2
−T/2
dt
∫ T/2
−T/2
dt′ e−iνteiνt
′ [
eDi′ (t
′−t)Θ(t′ − t) + eD∗i (t−t′)Θ(t− t′)
]
(7.12)
= l´ım
T→∞
4∑
i,i′,j=1
P∗1iP1i′P−1ij
∗P−1i′j
|αj |2〈χ†jχj〉
−(D∗i + Di′)
× . . .
1
2piT
[
−
(
T
D∗i − iν
+
T
Di′ + iν
)
+
e(D
∗
i−iν)T
(D∗i − iν)2
− e
(Di′+iν)T
(Di′ + iν)2
] (7.13)
=
1
2pi
4∑
i,i′,j=1
P∗1iP1i′P−1ij
∗P−1i′j
|αj |2〈χ†jχj〉
(D∗i − iν)(Di′ + iν)
, (7.14)
donde en la última línea de la ec. (7.14) se usó que Re(Di) < 0 ∀ i, y Θ(τ) es la función escalón:
Θ(τ) =
{
1 si τ > 0
0 si τ < 0
(7.15)
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De la ec. (7.14) puede verse que el espectro tiene polos en el plano complejo en los autovalores
del sistema. Como las frecuencias ν toman valores reales, entonces, en el caso de picos bien
separados el espectro va a tener máximos cuando ν = ±Im(Di). Sin embargo, si los distintos
picos se superponen, la ubicación de los máximos puede ser distinta.
A grandes rasgos, puede verse a partir de la ec. (7.14) que además, la parte real de los
autovalores está relacionada con el ancho de los picos del espectro. Para ver esto, primero se
considera el caso en el cual g = 0. En esta situación, las matrices P son proporcionales a la
matriz identidad. Entonces, en este caso, todos los términos distintos de 0 en la suma (7.14) son
los que tienen i = i′. Por lo tanto, si se descomponen los autovalores del sistema en su parte
real e imaginaria como: Di = γi + iδi, entonces puede verse que los factores que incluyen a los
autovalores en cada término toman la forma:
1
(D∗i − iν)(Di + iν)
=
1
γ2i + (δi + ν)
2
, (7.16)
es decir, son Lorentzianas centradas en ±δi (los autovalores siempre vienen en pares complejos
conjugados [1]), y con ancho σ = 2|ℜ (Di)| = 2|γi|. Ahora, el caso g = 0, en donde los modos
vibracionales están desacoplados de las fluctuaciones del campo, no tiene ningún tipo de interés.
Sin embargo, a lo largo de este trabajo se asume que el acoplamiento entre los modos es débil,
lo que justifica la aproximación de que incluso cuando g ̸= 0, pero pequeño, la posición y el
ancho de los picos está dada aproximadamente por la parte real e imaginaria de los autovalores
de (6.2).
7.3. Cálculo del espectro transformando las ecuaciones de mo-
vimiento
Una expresión alternativa para el espectro emitido por la cavidad puede obtenerse tomando
la transformada de Fourier del sistema de ecuaciones (6.1):
−iνδ˜a(ν) = (i∆eff − κ) δ˜a(ν)− iac0
(
b˜(ν) + b˜†(ν)
)
−
√
2κa˜in(ν)
−iνδ˜a†(ν) = −(i∆eff + κ) δ˜a
†
(ν) + iac0
(
b˜(ν) + b˜†(ν)
)
−
√
2κa˜in
†(ν)
−iνb˜(ν) = −(iωv + Γ)b˜(ν)− iac0
(
δ˜a(ν) + δ˜a
†
(ν)
)
−
√
2Γb˜in(ν)
−iνb˜†(ν) = (iωv − Γ)b˜†(ν) + iac0
(
δ˜a(ν) + δ˜a
†
(ν)
)
−
√
2Γb˜in
†
(ν)
(7.17)
y así se obtiene
S(ν) = 〈δ˜a†(−ν)δ˜a(ν)〉 = S0(ν)
{
4κ|θ(ν)|2a4
κ2 + (ν −∆eff )2
+ Γa2c20
[
N
Γ2 + (ωv − ν)2
+
N + 1
Γ2 + (ωv + ν)
2
]}
,
(7.18)
donde
S0(ν) =
2[
κ2 + (∆eff + ν)
2
] ∣∣∣∣1 + 4∆effa2θ(ν)(κ−iν)2+∆eff
∣∣∣∣2
(7.19)
θ(ν) =
c20ωv
(Γ− iν)2 + ω2v
(7.20)
El primer término de (7.18) se debe a la interacción indirecta de las vibraciones con el campo
electromagnético fuera de la cavidad, mediada por el acoplamiento entre el campo de la cavidad
7.3. CÁLCULODEL ESPECTRO TRANSFORMANDO LAS ECUACIONES DEMOVIMIENTO53
y las vibraciones del ion, mientras que el segundo y tercer término de (7.18) se deben al baño
térmico de las vibraciones.
En el caso particular de que ∆eff = 0, el espectro tiene una expresión mucho más simple:
S(ν) =
2
κ2 + ν2
{
4κa4c40ω
2
v
(κ2 + ν2) |ω2v + (Γ− iν)2|2
+ Γa2c20
[
N
Γ2 + (ωv − ν)2
+
N + 1
Γ2 + (ωv + ν)
2
]}
(7.21)
En esta situación, la señal medida puede multiplicarse por el prefactor, ya que por lo explicado
en torno a Fig. 5.2, κ es un parámetro conocido. De esta manera, el segundo y el tercer término
son Lorentzianas de ancho 2Γ centradas en ωv y −ωv respectivamente; mientras que el primer
término del espectro tiene máximos en ν = 0 y en ν = ±√ω2v − Γ2. En el caso de que las
contribuciones del primer término sean relevantes, los picos van a estar corridos de ±ωv. Así, la
forma del espectro va a estar determinada por las contribuciones de cada término.
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Capítulo 8
Estimación no invasiva de los
parámetros del problema por medio
del espectro de emisión
En este capítulo, se estudia el espectro de la luz emitida por la cavidad. A través de este,
se analiza la posibilidad de estimar los parámetros que describen la evolución del sistema. Asu-
miendo que el estado asintótico es un estado Gaussiano 1, reconstruir la matriz de covarianza
daría toda la información necesaria sobre el estado del sistema compuesto, y permitiría estimar
el número de ocupación de los modos del sistema, además del entrelazamiento entre los modos
vibracionales y las fluctuaciones del campo.
El objetivo en este capítulo es entonces encontrar las frecuencias características que deter-
minan la evolución del sistema: la frecuencia ωv y la tasa de calentamiento ΓN de los modos
vibracionales, la intensidad del acoplamiento g entre los modos vibracionales y los modos de la
cavidad, y la frecuencia efectiva ∆eff del modo del campo electromagnético dentro de la cavi-
dad. Bajo la suposición de que la presencia del átomo dentro de la cavidad no modifica la tasa
de pérdidas κ (esto es, no hay pérdidas de fotones debido a la emisión espontánea del átomo
hacia otros modos del campo), esta tasa puede determinarse a partir de mediciones del espectro
emitido por la cavidad cuando el ion no está interactuando con ésta, dado que en este caso, como
puede verse en la Fig. 5.2, el espectro está dado por una lorentziana de ancho 2κ, ec. (3.20).
Cabe aclarar que en el caso de un ion atrapado en la cavidad, la constante de acoplamiento g, la
frecuencia efectiva ∆eff y la de vibración ωv están relacionadas con los parámetros externos en
forma compleja (ver ecuaciones (5.12) y (5.26)). Por ejemplo, cambiar la intensidad del bombeo
láser o su frecuencia podría modificar los valores de todas ellas. Esto representa un obstáculo
para la utilización de protocolos desarrollados para otros sistemas optomecánicos [104].
8.1. Cavidades optomecánicas
Estos sistemas pueden describirse en una aproximación lineal por ecuaciones equivalentes a
las ecuaciones de movimiento (5.33) obtenidas en el capítulo 5 [53, 54]. Normalmente, los procesos
estocásticos bin(t) que describen la evolución de estos sistemas no tienen las correlaciones del
tipo (5.32), y por lo tanto, la evolución del sistema es no Markoviana. Sin embargo, los efectos
cuánticos del movimiento sólo pueden observarse cuando ωv ≫ Γ, y en este límite el ruido que
1Dado que estamos asumiendo que los operadores ain y bin satisfacen las características de ruido blanco
Gaussiano (5.32) y dado que estamos considerando que la dinámica es lineal (5.33), el estado estacionario para
las fluctuaciones es un estado Gaussiano con primeros momentos nulos [53].
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describen los operadores bin se vuelve ruido blanco Gaussiano, y en este caso la evolución es
Markoviana [53]. En el caso de dispositivos optomecánicos, el término Ω˜2/∆0 (que provenía de la
eliminación adiabática del nivel excitado del átomo) de ∆eff (ver ec. (5.12)), debe reemplazarse
por el correspondiente término debido a la influencia de la presión de radiación sobre el oscilador
[53].
En el caso de dispositivos optomecánicos, el espectro es asimétrico, esto se debe a la asimetría
de entre los procesos de absorción (proporcionales a N) y emisión (proporcionales a N + 1) del
oscilador. Esta asimetría en el espectro permite medir la temperatura correspondiente al estado
vibracional [61]. El objetivo de este trabajo es buscar una forma de determinar además una
estimación de los parámetros que determinan las propiedades del movimiento de los iones y
del acoplamiento optomecánico a partir de estas asimetrías. La asimetría del espectro no tiene
análogo clásico. Puede verse que para el caso en el que el acoplamiento del oscilador mecánico
con su baño térmico es muy grande (Γ grande), se tiene que el espectro está dado por:
S(ν) = S0(ν)Γg
2
[
N
Γ2 + (ωv − ν)2
+
N + 1
Γ2 + (ωv + ν)
2
]
(8.1)
En el caso de dispositivos optomecánicos, las tasas de disipación son mucho mayores que
en el caso de átomos o iones atrapados. Las principales causas de la disipación mecánica están
dadas por [54]:
Interacciones con el gas circundante.
Efectos anarmónicos, tales como interacciones fonón-fonón.
Una descripción extensiva de los mecanismos que llevan a la decoherencia de dispositivos
optomecánicos está dada en [105]. Para un número de ocupación del baño térmico N muy
grande, se tiene que N ≈ N + 1, y entonces de la ec. (8.1) se tiene:
S(ν) = S0(ν)g
2N
Γ
[
Γ2
Γ2 + (ωv − ν)2
+
Γ2
Γ2 + (ωv + ν)
2
]
(8.2)
El espectro en este caso sigue siendo asimétrico debido a la desintonía entre la frecuencia del
láser y la frecuencia de resonancia de la cavidad vacía. En el caso de que ∆eff = 0 se recupera
un espectro simétrico. En lo que sigue se asume que ∆eff ̸= 0 y se aprovecha esta asimetría
para obtener una estimación de los parámetros del Hamiltoniano del sistema. En el régimen de
interés para sistemas optomecánicos, se tiene que la tasa de pérdidas Γ es mayor a la tasa de
pérdidas que se presenta en el caso de sistemas de iones atrapados. Aun así, seguimos trabajando
en el régimen en donde Γ≪ ωv, que es el régimen donde los picos están bien resueltos. En este
régimen, se tiene que el prefactor S0(ν) es una función que varía muy suavemente comparada
con las Lorentzianas del espectro (términos entre corchetes de ec. (8.2)), como se ilustra en la
Fig. 8.1, donde se grafica el prefactor y el espectro correspondiente para un conjunto de valores
basados en la tabla 8.1. De esta forma, puede asumirse que la variación con la frecuencia está
dada mayormente por los términos entre corchetes de la ec. (8.2), de donde puede verse que el
espectro está formado por dos Lorentzianas centradas en ±ωv, cada una de ancho 2Γ y cuya
altura sí está modulada por el prefactor S0(ν).
El prefactor S0(ν) en los picos del espectro puede aproximarse como:
S0(ωv) ≈ 2
κ2 + (∆eff + ωv)
2
S0(−ωv) ≈ 2
κ2 + (∆eff − ωv)2
(8.3)
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[106] [107] [61] [108]
ωv/2pi — — 3,99× 103 57,8
∆eff/2pi 200− 400 > 70 — —
κ/2pi 0,16 1,01 390 50
Γ/2pi 11× 10−3 — 0,043 0,02
g/2pi — — 0,960 —
N T = 200µK 2 T = 18 K —
Cuadro 8.1: Valores característicos de los parámetros para cavidades optomecánicas (Γ grande).
Todos los datos están en MHz.
Figura 8.1: a) Espectro emitido por la cavidad. Los valores utilizados son ωv/2pi = 3,99
∆eff/2pi = −0,01 κ/2pi = 0,39 Γ/2pi = 0,000043 g/2pi = 0,00096 N = 500. Todos los valo-
res están en GHz. b) Prefactor S0(ν). Puede verse que el S0(ν) es una función que varía muy
suavemente comparada con el espectro.
Bajo esta aproximación, ∆eff satisface la ecuación:
0 = ∆2eff +
4ωvp
∆h
∆eff +
(
κ2 − ω2v
)
, (8.4)
donde ∆h y p están definidos como ∆h ≡ S(ν0)−S(−ν0) y p ≡ 12 (S(ν0) + S(−ν0)). Si se supone
como se comentó al principio de este capítulo que la tasa de decaimiento de los fotones de la
cavidad puede medirse cuando esta no está acoplada a los grados de libertad mecánicos que
correspondan al sistema, entonces, a partir de la ec. (8.4) puede determinarse ∆eff . Luego, a
partir de la altura de cualquiera de los picos puede obtenerse g2N . Por ejemplo:
g2N =
(
κ2 + (∆eff + ωv)
2
) S(ν0)Γ
2
1(
1 + Γ
2
Γ2+4ω2v
) (8.5)
En resumen, los parámetros pueden estimarse como:
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
ωv ≈ d
2
σ ≈ 2Γ
∆eff ≈ −2ωvp
∆h
±
√(
2ωvp
∆h
)2
− (κ2 − ω2v)
g2N ≈
(
κ2 + (∆eff + ωv)
2
) S(ν0)Γ
2
1(
1 + Γ
2
Γ2+4ω2v
)
(8.6)
Usualmente, para medir propiedades de estos sistemas, se utiliza un láser adicional con una
frecuencia cercana a otra frecuencia de resonancia de la cavidad ωr. Este láser funciona como
sonda [61, 109]. En este caso, el espectro de los fotones emitidos por la cavidad tiene coeficientes
dependientes de la desintonía ∆r = ωl −ωr entre el láser de readout y la frecuencia del segundo
modo de la cavidad. Por ejemplo en [61] obtienen un espectro dado por:
S(ω + ωlr) =
κe,r
piκr
A
(r)
−
ΓN
(ωv − ω)2 + Γ2
+
κe,r
piκr
A
(r)
+
Γ
(
N + 1
)
(ωv + ω)
2 + Γ2
(8.7)
Donde A(r)± son los coeficientes dependientes de la desintonía entre el láser de lectura y el
modo de lectura de la cavidad. Entonces, variando la frecuencia del láser de lectura los distintos
picos del espectro pueden ser filtrados selectivamente, y luego a partir del área de estos picos,
logran estimar la temperatura efectiva de las vibraciones [61] y el acoplamiento del campo con
las vibraciones g se obtiene a través de ajustes a datos experimentales de la tasa de decaimiento
de las vibraciones en función de el número de fotones en la cavidad [110]. El inconveniente de
este método es que no tiene en cuenta la reacción del láser de lectura en el sistema. En particular,
las tasas de decaimiento de las vibraciones y el número medio de fonones. Entonces, uno debe
luego tener en cuenta correcciones para la reacción del sistema al incorporar el láser de lectura.
Tales correcciones son obtenidas en [61].
Si en este caso se utiliza ∆eff = 0, la expresión (8.2) del espectro es aún más simple. El
espectro depende de κ en una forma conocida, y por lo tanto esa dependencia se puede eliminar:
S˜(ν) ≡ (κ2 + ν2)S(ν) = 2g2N
Γ
Γ2
Γ2 + (ωv − ν)2
+
2g2(N + 1)
Γ
Γ2
Γ2 + (ωv + ν)
2 (8.8)
Los picos se encuentran exactamente en ±ωv, y cada uno de ellos tiene ancho 2Γ, de donde
se pueden conocer las frecuencias de vibración y Γ. Y así fácilmente pueden determinarse todos
los parámetros que determinan el estado asintótico:
g =
√
Γ∆h
2
, (8.9)
donde ∆h ≡ S˜(−ν0)− S˜(ν0), y
N =
S˜(ν0)
S˜(−ν0)− S˜(ν0)
. (8.10)
8.2. Iones atrapados
Para el caso de los sistemas considerados en esta sección, es decir, iones atrapados en ca-
vidades ópticas, se verifica experimentalmente que las pérdidas de los modos vibracionales son
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muy pequeñas comparadas con todas las demás escalas de tiempo del sistema [99]. Entonces, en
primer lugar, en la sección 8.2.1 se buscan los valores de estos parámetros suponiendo que no
hay pérdidas en los modos vibracionales, es decir Γ = 0, y luego estos resultados se utilizan en la
sección 8.2.2 para encontrar los parámetros en el caso en el que Γ ̸= 0. En este caso, a diferencia
de la sección anterior, no puede argumentarse que la posición de los picos no está relacionada al
prefactor del espectro. También debe tenerse en cuenta el prefactor para encontrar las posición
de los máximos. Para contrastar con el caso de cavidades optomecánicas, se calcula el espectro
y se muestra junto al correspondiente prefactor en la Fig. 8.2 para un conjunto de valores de
los parámetros basados en configuraciones experimentales típicas de iones atrapados. Algunos
valores característicos para las frecuencias de este tipo de sistemas se muestran en la tabla 8.2.
[1] [96] [111] [112] [113] [114] [115]
ωv/2pi 2,26 — 1,45 0,9 5 — —
∆eff/2pi 0,18 — — −2 — — —
κ/2pi 0,5 4,1 0,117 — — — —
Γ/2pi — — — — — 10−3/N 10−5/N
N 5,7 — — — 103 — —
g0/2pi 9,4 34 — — — — —
Cuadro 8.2: Valores característicos de los parámetros para iones atrapados (Γ pequeño). Todos
los datos están en MHz. Las tres columnas de la derecha corresponden a valores obtenidos
experimentalmente.
El valor de g puede determinarse a partir de los valores de g0 y ωv, usando la ec. (5.31).
Figura 8.2: a) Espectro emitido por la cavidad calculado para valores correspondientes a iones
atrapados. b) Prefactor S0(ν). Puede verse en este caso que S0(ν) ya no es una función suave de
ν. c) Ampliación de uno de los picos del prefactor.
Si en el polinomio característico de la matriz (6.2):
0 =
[
(κ+ λ)2 +∆2eff
] [
(Γ + λ)2 + ω2v
]
+ 4g2ωv∆eff , (8.11)
se toma el límite Γ→ 0, y además también se usa ∆eff = 0 entonces los autovalores del sistema
son:
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λ = −κ
λ = ±iωv
(8.12)
El sistema tiene dos autovalores imaginarios puros, y por lo tanto el sistema no tiene un
estado asintótico definido. Por esto, a lo largo de todo este capítulo no se considera el caso
en el que Γ → 0 y al mismo tiempo ∆eff = 0. Por esto, en estos sistemas, donde la escala
de acoplamiento con el ambiente de las vibraciones es mucho más pequeña que en el caso de
cavidades optomecánicas, es necesario que ∆eff < 0 para que haya un estado asintótico definido.
8.2.1. Caso sin ambiente para las vibraciones
En una primera aproximación se considera que los modos vibracionales no tienen pérdidas,
en este caso, el espectro emitido por la cavidad está dado por la ec. (8.13), que se obtiene a
partir de la ec. (7.18) con Γ = 0, donde se definió g ≡ ac0.
S(ν) =
8κg4ω2v[
(ω2v − ν2)
(
κ2 +∆2eff − ν2
)
+ 4g2∆effωv
]2
+ 4κ2ν2 (ω2v − ν2)2
(8.13)
En este régimen, se tiene que el espectro es simétrico: S(ν) = S(−ν). En el caso de acopla-
miento débil entre los modos vibracionales y las fluctuaciones del campo se tiene que g2∆eff
es muy pequeño. Si se toma g2∆eff = 0, entonces puede determinarse que las frecuencias ν0
de los picos están exactamente en las frecuencias de los modos vibracionales. En el caso de que
g2∆eff sea pequeño pero distinto de 0, se espera que las frecuencias de las resonancias se encuen-
tren aproximadamente en las frecuencias correspondientes a los modos vibracionales. Entonces,
definiendo un parámetro ϵ pequeño mediante
ν20 = ω
2
v + ϵ, (8.14)
el denominador de la ec. (8.13) puede reescribirse como
D(ν0) =
{[
κ2 +∆2eff − ω2v
]2
+ 4κω2v
}
ϵ2 − 8ωv
(
κ2 +∆2eff − ω2v
)
ϵ
(
g2∆eff
)
+ 16ω2v
(
g2∆eff
)2
+O
((
g2∆eff
)3)
,
(8.15)
para luego buscar el desplazamiento ϵ al orden más bajo en g2∆eff . Despreciando los términos
de orden mayor a g2∆eff , la expresión (8.15) para el denominador del espectro, es una función
cuadrática de ϵ por lo que tiene un mínimo en el valor de ϵ dado por
ϵ ≈
4ωv
(
κ2 +∆2eff − ω2v
)
g2∆eff(
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
, (8.16)
de esta forma, utilizando la ec. (8.14), pueden encontrarse las frecuencias ν0 correspondientes a
los picos del espectro, estas están dados por
ν20 ≈ ω2v + 4g2∆effωv
 κ2 +∆2eff − ω2v(
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
 . (8.17)
Utilizando la misma aproximación (8.15) para el denominador del espectro, la altura h ≡
S(ν0) de cada pico puede estimarse como:
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h ≡ S(ν0) ≈8κg
4ω2v
d(ν0)
=
(
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
8κ∆2effω
2
v
.
(8.18)
Ahora, para determinar el ancho de los picos, se repite el mismo procedimiento que para
encontrar la posición de estos. En primer lugar, se escribe ν˜, la frecuencia correspondiente al
ancho de los picos a la mitad de la altura, como:
ν˜2 = ω2v + α. (8.19)
Haciendo las mismas aproximaciones que en la ec. (8.15), se obtiene
D(ν˜) =
{[
κ2 +∆2eff − ω2v
]2
+ 4κω2v
}
α2 − 8ωv
(
κ2 +∆2eff − ω2v
)
α
(
g2∆eff
)
+ 16ω2v
(
g2∆eff
)2
,
(8.20)
Y a partir de las ecuaciones (8.15) y (8.20) se puede estimar el ancho σ de los picos a la
mitad de la altura, usando:
D(ν˜) = 2D(ν0). (8.21)
La ecuación (8.21) es una ecuación cuadrática en α de la que se pueden encontrar las fre-
cuencias ν˜+ y ν˜− a las cuales el espectro tiene la mitad de la altura que en los picos, para luego
encontrar el ancho de los picos como σ = |ν˜+ − ν˜−| (a lo largo de todo este trabajo, ancho
siempre se refiere al ancho completo a la mitad de la altura):
σ ≈ 8κω
2
vg
2
∣∣∆eff ∣∣[(
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
]
|ν0|
. (8.22)
A partir de las ecuaciones (8.17), (8.18) y (8.22), que se muestran a continuación para futura
referencia 
ν20 ≈ ω2v + 4g2∆effωv
 κ2 +∆2eff − ω2v(
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v

h =
(
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
8κ∆2effω
2
v
σ ≈ 8κω
2
vg
2
∣∣∆eff ∣∣[(
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
]
|ν0|
(8.23)
pueden determinanse las cantidades de interés. Si se desprecia ϵ en la ec. (8.17) se tiene que la
frecuencia de los modos de vibración está dada por
ωv ≈ d
2
(8.24)
donde d es la distancia entre los picos. De esta manera, la ec. (8.18) es una ec. de grado 4 en
∆eff , con raíces:
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∆eff ≈ ±
(
κd2h−
(
κ2 − d
2
4
)
±
√
(κhd2)2 − 2κhd2
(
κ2 − d
2
4
)
− (κd)2
) 1
2
(8.25)
Asumiendo cierto conocimiento previo sobre la frecuencia de resonancia de la cavidad, es
posible identificar cual de las raíces es la solución correcta. Reemplazando (8.18) en (8.22) se
obtiene
g ≈
√
σ
∣∣∆eff ∣∣dh
2
(8.26)
Para llegar a las ecuaciones (8.17), (8.18) y (8.22), se despreciaron los términosO
((
g2∆eff
)3)
de la ecuación (8.15). Más precisamente, para hacer esta aproximación se supuso que
4g2|∆eff | ≪
(
κ2 +∆2eff
)
ωv − ω3v
ó
g2|∆eff | ≪ κ
2ω3v
κ2 +∆2eff − ω2v
(8.27)
Para verificar que las aproximaciones sean consistentes, las relaciones (8.27) deberían satis-
facerse para los parámetros calculados mediante las ecuaciones (8.24), (8.25) y (8.26). De modo
que la verificación de las ecuaciones (8.27) es una condición necesaria pero no suficiente para la
validez de los los resultados obtenidos. Recapitulando, conocida la tasa de pérdidas κ, y dados
los valores de las frecuencias d (la distancia entre los picos), altura h y el ancho σ de los picos,
entonces se pueden estimar los parámetros ωv, ∆eff y g.
Una forma alternativa de derivar la posición y el ancho de los picos del espectro es desarrollar
a los autovalores en serie de potencias de g2∆eff y luego derivar iterativamente los mismos a
partir del polinomio característico de la matriz (6.2):
0 =
[
(κ+ λ)2 +∆2eff
] [
(Γ + λ)2 + ω2v
]
+ 4g2ωv∆eff (8.28)
Si se pone Γ = 0 en la ecuación (8.11) entonces se puede despejar (definiendo λ = −iν):
ν2 = ω2v +
4g2∆effωv
[(
κ2 +∆2eff − ν2
)
+ 2iκν
]
(κ2 + ω2c − ν2)2 + 4κ2ν2
(8.29)
Si se desarrollan los autovalores en serie de potencias de g2∆eff :
ν = ν0 +
(
g2∆eff
)
ν1 +
(
g2∆eff
)2
ν2 + . . . (8.30)
Entonces, a orden 0 en
(
g2∆eff
)
se obtiene:
ν ≈ ±ωv (8.31)
Luego, la solución a orden 0 puede utilizarse para encontrar los autovalores a orden 1 en(
g2∆eff
)
. Para eso se reemplaza la solución a orden 0 en (8.29) y así se obtiene:
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ν2 ≈ ω2v +
4g2∆effωv
[(
κ2 +∆2eff − ω2v
)
+ 2iκωv
]
(κ2 + ω2c − ω2v)2 + 4κ2ω2v
(8.32)
Según lo comentado al final de la sección 7.2, la parte real de la ecuación (8.32) da la posición
de los picos, y el resultado obtenido es idéntico al resultado obtenido en (8.17). En tanto que la
parte imaginaria de los autovalores estaba relacionada al ancho de los picos del espectro mediante
σ = 2|ℜ (Di)|, entonces, asumiendo que ν1 es pequeño se obtiene:
σ ≈ 8κωvg
2
∣∣∆eff ∣∣[(
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
] , (8.33)
que es idéntica a la ec. (8.22), reemplazando |ν0| por ωv.
8.2.2. Caso incluyendo un ambiente débilmente acoplado a las vibraciones
En este caso, el espectro está dado por la ec. (7.18). Para extender el análisis de la sección
8.2.1 al caso Γ ̸= 0, pero pequeño, se toman los límites Γ → 0 y N → ∞, manteniendo ΓN
constante. Los mismos resultados pueden obtenerse siguiendo un procedimiento similar al de la
sección 8.2.1 pero ahora despreciando además los términos de orden mayor o igual a O (Γ3) y
O (g2∆effΓ2). Así
S(ν) =
2
d(ν)
{
4κg4ω2v + g
2ΓN
[
κ2 + (ωv + ν)
2
] [
(ωv + ν)
2 + (ωv − ν)2
]}
, (8.34)
donde d(ν) en este límite está dado todavía por el denominador de la ecuación (8.13), por lo
que las frecuencias correspondientes a los máximos del espectro siguen estando dadas por la ec.
(8.17). Además, puede verse que en este límite, los nuevos términos son funciones suaves de ν, y
por lo tanto, puede despreciarse su efecto en la posición de los picos ni su ancho, y estos siguen
siendo (8.17) y (8.22), respectivamente.
Cuando Γ ̸= 0, el espectro es asimétrico. Entonces se puede estudiar la diferencia ∆h y el
promedio p de las alturas de los picos del espectro:
∆h ≡S(ν0)− S(−ν0)
=− ΓN
8κ2g2∆effω3v
{
4ω2v
((
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
)
+ . . .
+ 16g2∆effωv
(
κ2 +∆2eff − ω2v
)− 8g4∆2eff
(
κ2 +∆2eff − ω2v
)2
(
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
+O
((
g2∆eff
)3)}
(8.35)
Si se desprecian los términos O (g2∆eff) de la expresión (8.35), se obtiene:
∆h = − ΓN
2κ2g2∆effωv
((
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
)
(8.36)
Esta aproximación (ec. (8.36)) es equivalente a la que se obtendría de evaluar el espectro
S(ν) en ν0 de la ec. (8.17) a orden 0 en g2∆eff , es decir, ν0 = ωv. De la misma forma, se obtiene
para el promedio de las alturas de los picos:
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p ≡1
2
(S(ν0) + S(−ν0))
=
(
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
4κ2ω2v∆
2
effg
2
{
κg2 + ΓN
(
κ2 +∆2eff + ν
2
0
)} (8.37)
Entonces, se tiene el sistema de ecuaciones dado por las ecs. (8.17), (8.22), (8.36) y (8.37):
ν20 ≈ ω2v + 4g2∆effωv
 κ2 +∆2eff − ω2v(
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v

σ ≈ 8κω
2
vg
2
∣∣∆eff ∣∣[(
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
]
|ν0|
∆h ≈− ΓN
2κ2g2∆effωv
((
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
)
p ≈
(
κ2 +∆2eff − ω2v
)2
+ 4κ2ω2v
8κ2ω2v∆
2
effg
2
{
κg2 + ΓN
(
κ2 +∆2eff + ν
2
0
)}
(8.38)
y los parámetros que se quieren encontrar son ωv, ΓN , g y ∆eff . Reemplazando la ec. (8.22) en
(8.36), se tiene que
ΓN ≈ σκ|∆h|
4
(8.39)
Luego, reemplazando la ecs. (8.22) y (8.39) en la ec. (8.37) se obtiene:
p =
2
|∆eff |dσ
{
g2 +
σ∆h
4
(
κ2 +∆2eff +
d2
4
)}
(8.40)
De donde se obtiene que |∆eff | satisface la ecuación:
0 = |∆eff |4 ν0 + |∆eff |3
(
2κ|∆h|ω2v
)
+ |∆eff |2
[
2
(
κ2 − ω2v
)− ω2vκp8] ν0 + . . .
+ |∆eff |
(
2κ|∆h|ω2v
(
κ2 + ν20
))
+ ν0
(
κ2 − ω2v
)2 (8.41)
Y así se puede utilizar la ec. (8.22) para determinar g.
g ≈
√√√√ν0σ ((κ2 +∆2eff − ω2v)+ 4κ2ω2v)
8κ|∆eff |ω2v
(8.42)
Para conocer el signo de ∆eff puede variarse la frecuencia del láser, analizando la intensidad
del campo dentro de la cavidad. El máximo de la intensidad corresponde a ∆eff = 0 y a partir de
este punto puede conocerse el signo de ∆eff . En este caso, las ecuaciones (8.27) continúan siendo
condiciones necesarias pero no suficientes para asegurar la validez de los resultados obtenidos
mediante las ecs. (8.41) y (8.42). Ahora, se eligen unos valores de los parámetros basados en los
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de la tabla 8.2. Luego, se calcula el espectro usando los resultados de la sección 7, particularmente
la ec. (7.18). Entonces, a partir de la determinación de las posiciones de los picos y la altura
de los mismos pueden determinarse todas las frecuencias características del sistema usando las
ecuaciones (8.39), (8.41) y (8.42). Un ejemplo del espectro emitido por la cavidad puede verse
en la Fig. 8.3.
Para estimar las frecuencias, es necesario conocer la distancia entre los picos, su altura y su
ancho. Para el ejemplo de la Fig. 8.3 estos valores resultan:
S(ν0) =0,732 MHz−1
S(−ν0) =0,680 MHz−1
ν0 =12,580 MHz
σizq =0,01537 MHz
σder =0,01537 MHz
(8.43)
Luego, utilizando las ecuaciones (8.39), (8.41) y (8.42), y suponiendo κ como una frecuencia
conocida (por lo discutido al comienzo de la sección 8), se obtienen las frecuencias:
ωv/2pi ≃ 2,0021MHz
ΓN/2pi ≃ 0,99749× 10−4MHz
|∆eff |/2pi ≃ 0,44323MHz
g/2pi ≃ 0,10720MHz
(8.44)
Comparando los valores obtenidos según este método con los parámetros exactos elegidos
para calcular el espectro de la Fig. 8.3, se observa un error del orden de 0,1% en ωv, de 0,25%
para ΓN , de 11% para |∆eff |, y de 7% para g.
Figura 8.3: Espectro emitido por la cavidad. Los valores utilizados para calcular el espectro son:
∆eff/2pi = −0,5 ωv/2pi = 2 κ/2pi = 0,5 Γ/2pi = 10−4N g/2pi = 0,1 N = 500. Todos los valores
están dados en MHz.
Este conjunto de valores obtenidos representa un buen punto inicial para hacer un ajuste nu-
mérico del espectro. Además, usando los parámetros estimados como se indica en las ecuaciones
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(8.24), (8.39), (8.41) y (8.42), es posible reconstruir la matriz de covarianza en el límite Γ→ 0,
N → ∞ con ΓN constante. Entonces, en este caso, como el estado asintótico es gaussiano, y
los primeros momentos del sistema son nulos, a partir de la matriz de covarianza se tiene toda
la información necesaria sobre el estado del sistema. Cualquier cantidad que se quiera calcular
se puede conocer a través de la matriz de covarianza. Por ejemplo, se puede estimar el número
medio de ocupación de cada modo, o el entrelazamiento entre modos, en la forma en la que se
detalló en el capítulo 6.
Capítulo 9
Conclusiones
La primera parte de este trabajo, desde el capítulo 2 al 4, contiene material preliminar para
el desarrollo del trabajo. En ella se describió el formalismo de estados Gaussianos y se analizaron
por separado cada una de las partes del sistema completo, es decir, la dinámica de una cavidad
bombeada y de un átomo en acoplamiento dispersivo con el campo. Luego, en el capítulo 5 se
estudió la dinámica de un ion atrapado en una cavidad, utilizando una aproximación semiclásica
y el formalismo de input-output se obtuvieron ecuaciones de Heisenberg-Langevin que describen
la evolución de las fluctuaciones del campo dentro de la cavidad y de los modos vibracionales.
En el capítulo 6 se estudiaron propiedades del estado asintótico del sistema, como el número de
ocupación de los modos y el entrelazamiento entre modos. Se confirmó numéricamente que los
máximos de la negatividad logarítmica se encuentran cuando hay resonancias entre la desintonía
efectiva y la frecuencia de los modos vibracionales. Además, se observó que la resonancia que
presenta un máximo de entrelazamiento depende del acoplamiento con los modos vibracionales.
Para el caso en el que Γ ≃ κ (característico de sistemas optomecánicos) se verifica que el máximo
de entrelazamiento se presenta en ∆eff ≃ ωv, es decir, cuando la interacción entre sistemas es
predominantemente del tipo de squeezing de dos modos. Mientras que cuando Γ ≪ κ (caracte-
rístico de iones atrapados en cavidades ópticas), se tiene que el máximo de entrelazamiento se
presenta en ∆eff ≃ −ωv, es decir, cuando la interacción predominante es del tipo beam-splitter.
Luego, en el capítulo 8 se analizó la posibilidad de obtener los parámetros que describen
el estado estacionario del sistema a partir del estudio de distintos rasgos espectrales. Se obtu-
vo un sistema de ecuaciones no lineales a partir del cual pueden determinarse los parámetros
que describen el estado asintótico del sistema. Haciendo aproximaciones consistentes con con-
figuraciones experimentales de iones atrapados en cavidades ópticas se encontraron formas de
aproximar el acoplamiento entre los modos vibracionales y las fluctuaciones, la desintonía entre
el láser y la frecuencia efectiva de la cavidad, y el producto ΓN entre el acoplamiento de los
modos vibracionales con su ambiente y el número medio de excitaciones del mismo. A pesar de
haber encontrado una forma de estimar estas cantidades, no es posible encontrar una forma de
estimar Γ o N por separado. Esto se debe a que se trabajó en el régimen en donde N ≈ N +1 y
Γ pequeño, lo que resulta en que en todas las ecuaciones esta cantidad aparezca siempre como el
producto ΓN . Esto último significa que sólo es posible reconstruir la matriz de covarianza en el
estado asintótico en este mismo límite, no para un caso arbitrario (tales mediciones son posibles,
y se realizaron por ejemplo en [116, 117]). Así, es posible encontrar la matriz de covarianza en el
límite de Γ→ 0, N →∞ con ΓN finito. En este caso, dado que el estado asintótico del sistema
es un estado Gaussiano, se recupera toda la información sobre el estado, y a partir de esto es
posible estimar cualquier cantidad de interés, como por ejemplo, el número de ocupación de los
modos vibracionales o el entrelazamiento entre modos, utilizando los métodos descriptos en el
capítulo 6.
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Además, estas estimaciones podrían utilizarse como un punto inicial para resolver numérica-
mente los sistemas de ecuaciones no lineales que determinan los parámetros antes mencionados.
También podrían utilizarse como un punto inicial para hacer un ajuste numérico del espectro.
Otro paso a seguir para continuar este trabajo es la incorporación de un ion más al sistema, lo
que da lugar a la inclusión de un segundo modo vibracional.
Apéndice A
Derivación alternativa de la matriz
de covarianza en el estado asintótico
La dinámica de un modo del campo electromagnético confinado dentro de la cavidad y un
modo de vibración de un átomo está descripta por la ecuación maestra (3.5) para un sistema de
bosones en contacto con un baño térmico. Donde ahora H está dado (en el marco de referencia
que rota a la frecuencia del láser) por:
H = Hc +HL +Hv +Hacop (A.1)
donde
Hc = ℏωeff δa†δa
Hv = ℏωvb†b
HL = ℏc(δa+ δa†)
Hacop = ℏg(δa+ δa†)(b+ b†)
(A.2)
y donde ωeff = ωc + g2/∆0. A la evolución unitaria de los modos δa del campo dentro de
la cavidad, se le agregan las pérdidas de fotones a través del espejo a una tasa 2κ, que se
corresponden con un acoplamiento con un baño térmico tomando N = 0, es decir que el baño no
introduce fotones dentro de la cavidad. Esta aproximación es válida para campos con frecuencias
en el rango de la luz visible a temperaturas menores que la temperatura ambiente. Se incorpora
a la descripción un modo de vibración b de un átomo atrapado dentro de la cavidad. Los modos
de vibración b del átomo están acoplados a otro baño térmico con tasa de pérdidas de fonones
2Γ y N ̸= 0.
Entonces H = Hc +Hv +Hacop y se tiene de la ec. (3.3)
ρ˙s = − iℏ [H, ρs] +Dcρs +Dvρs (A.3)
Donde
Dc = κ(2 δa ρ δa† − δa† δa ρ− ρ δa†δa)
Dv = Γ(N + 1)
(
2bρb† − b†bρ− ρb†b
)
+ ΓN
(
2b†ρb− bb†ρ− ρbb†
) (A.4)
Pasando a un marco rotante con la frecuencia del láser, al igual que en (3.16) se tiene la ec.
(A.5) para la dinámica de dos modos acoplados entre sí y a dos baños térmicos.
˙˜ρ = − i
ℏ
[Hc −Hp, ρ˜]− iℏ [Hvib, ρ˜]−
i
ℏ
[Hacop, ρ˜] +Dcρ˜+Dvρ˜
= i∆eff
[
δa† δa, ρ˜
]
− iωv
[
b†b, ρ
]
− ig
[
(δa+ δa†)(b+ b†), ρ˜
]
+Dcρ˜+Dvρ˜
(A.5)
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Nuevamente, por medio de (3.7) se pueden obtener ecuaciones para los primeros y segundos
momentos de los operadores del sistema. Las ecuaciones obtenidas son (A.6) (todos los valores
de expectación están obtenidos en el marco rotante, pero se omite el símbolo ∼ por claridad).
d〈δa〉
dt
= − (κ− i∆eff ) 〈δa〉 − ig
(
〈b〉+ 〈b†〉
)
d〈δa†δa〉
dt
= −2κ〈δa†δa〉 − ig
{(
〈δa b†〉 − 〈δa b†〉∗
)
+ (〈δa b〉 − 〈δa b〉∗)
}
d〈δa2〉
dt
= −2 (κ− i∆eff ) 〈δa2〉 − 2ig
(
〈δa b〉+ 〈δa b†〉
)
d〈b〉
dt
= − (Γ + iωv) 〈b〉 − ig
(
〈δa〉+ 〈δa†〉
)
d〈b†b〉
dt
= −2Γ〈b†b〉+ 2ΓN + ig
{(
〈δa b〉 − 〈δa b〉∗
)
−
(
〈δa b†〉 − 〈δa b†〉∗
)}
d〈b2〉
dt
= −2 (Γ + iωv) 〈b2〉 − 2ig
(
〈δa b〉+ 〈δa b†〉∗
)
d〈δa b〉
dt
= − [(κ− i∆eff ) + (Γ + iωv)] 〈δa b〉 − ig{〈δa2〉+ 〈b2〉+ 〈δa†a〉+ 〈b†b〉+ 1}
d〈δa b†〉
dt
= − [(κ− i∆eff ) + (Γ− iωv)] 〈δa b†〉 − ig{−〈δa2〉+ 〈b2〉∗ − 〈δa†a〉+ 〈b†b〉}
(A.6)
De la ec. (A.6) se puede ver que las ecuaciones para los primeros momentos están desacopladas
de las ecuaciones para los segundos momentos.
Definiendo el vector (A.7) se puede reescribir el sistema de ecuaciones para los primeros
momentos como (A.8).
−→x =

〈δa〉
〈δa†〉
〈b〉
〈b†〉
 (A.7)
−˙→x = A−→x =

− (κ− i∆eff ) 0 −ig −ig
0 − (κ+ i∆eff ) ig ig
−ig −ig − (Γ + iωv) 0
ig ig 0 − (Γ− iωv)


〈δa〉
〈δa†〉
〈b〉
〈b†〉
 (A.8)
De la misma forma, el sistema de ecuaciones para los segundos momentos está dado por
(A.9)
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−˙→x = B−→x +−→f (t) =
−2κ ig −ig ig −ig
−2Γ ig −ig −ig ig
−2 (κ− i∆eff ) −2ig −2ig
−2 (κ+ i∆eff ) 2ig 2ig
−2 (Γ + iωv) −2ig −2ig
−2 (Γ− iωv) 2ig 2ig
−ig −ig −ig −ig α
ig ig ig ig α∗
ig −ig ig −ig β
−ig ig −ig ig β∗


〈δa†δa〉
〈b†b〉
〈δaδa〉
〈δa†δa†〉
〈bb〉
〈b†b†〉
〈δab〉
〈δa†b†〉
〈δa b†〉
〈δa† b〉

+

ΓN
−ig
ig

(A.9)
Si en cualquiera de los sistemas de ecuaciones (A.8) o (A.9) se elige g = 0 (se considera que
los modos no están acoplados) entonces se recuperan para cada uno de los modos δa y b las
ecuaciones (3.10) de la sección 3.2. Es decir, se obtiene que la dinámica del modo del campo es
independiente de la dinámica de las vibraciones. Además, como se esperaba del hecho de que
ambos modos son independientes, se verifica a partir de ec. (A.9) (en el marco estático):{
〈δa b〉(t) = 〈δa b〉0e−(κ+iω0)te−(Γ+iωv)t = 〈δa〉(t).〈b〉(t)
〈δa b†〉(t) = 〈δa b†〉0e−(κ+iω0)te−(Γ−iωv)t = 〈δa〉(t).〈b〉(t)
(A.10)
A.1. Solución para el estado asintótico.
Si se asume que el estado estacionario de los modos de vibración acoplados a los modos
del campo, es un estado Gaussiano, entonces, como se mencionó en la sección 2.3, ese estado
está determinado completamente por sus primeros y segundos momentos. En ese caso, sólo se
necesita resolver los sistemas de ecuaciones (A.8) y (A.9) cuando t→∞.
Los sistemas de ecuaciones (A.8) y (A.9) son de la forma x˙ = Mx+ f . Si se tiene la matriz
que diagonaliza a la matriz de coeficientes M, es decir P−1AP = D, donde D es una matriz
diagonal, entonces el sistema de ecuaciones se puede reescribir de la forma x˙ = PDP−1x+ f .
Definiendo y ≡ P−1x, y c ≡ P−1f y multiplicando x˙ por P−1:
y˙ = P−1x˙
= DP−1x+ P−1f
= Dy˙ + c
(A.11)
En componentes:
y˙i(t) = Diyi(t) + ci(t) (A.12)
Entonces
yi(t) = αie
Dit + eDit
(∫ t
0
ds ci(s) e
−Dis
)
(A.13)
Primeros momentos
Como el sistema (A.8) es homogéneo se tiene que c(t) = 0 y entonces yi(t) = αieDit.
Si todos los autovalores del sistema satisfacen que Re(Di) < 0 entonces cada yi(t) → 0
cuando t → ∞, y por esto las soluciones estacionarias para los primeros momentos x = Py
tienden a 0. Esto coincide con la condición de que las fluctuaciones tienen valor medio 0.
Segundos momentos
En el caso del sistema (A.9), como f(t) es constante se tiene que c = P−1f es constante. Luego:
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yi(t) = αie
Dit − eDitci
(
e−Dit − 1
Di
)
= αie
Dit +
ci
Di
(
eDit − 1
) (A.14)
Si cada uno de los autovalores cumple Re(Di) < 0 entonces yi(t) → − ciDi cuando t → ∞.
Luego, usando x = Py se obtienen los valores asintóticos de los segundos momentos. Esto
permite construir la matriz de covarianza. Los resultados obtenidos mediante la ec. (A.14) son
equivalentes a los obtenidos mediante una ecuación maestra en la sección 6 (ec. (6.14)).
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