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Abstract
We consider the minimizers for the biharmonic nonlinear Schro¨dinger func-
tional
Ea(u) =
∫
Rd
|∆u(x)|2dx+
∫
Rd
V (x)|u(x)|2dx− a
∫
Rd
|u(x)|qdx
with the mass constraint
∫
|u|2 = 1. We focus on the special power q = 2(1 +
4/d), which makes the nonlinear term
∫
|u|q scales similarly to the biharmonic
term
∫
|∆u|2. Our main results are the existence and blow-up behavior of the
minimizers when a tends to a critical value a∗, which is the optimal constant
in a Gagliardo–Nirenberg interpolation inequality.
Keywords: Biharmonic equation, critical nonlinearity, Gagliardo–Nirenberg
inequality, blow-up profile
1 Introduction
In this paper, we consider the existence and behavior of the minimizer for the bihar-
monic nonlinear Schro¨dinger functional
Ea(u) =
∫
Rd
|∆u(x)|2dx+
∫
Rd
V (x)|u(x)|2dx− a
∫
Rd
|u(x)|qdx
under the mass constraint ∫
Rd
|u(x)|2dx = 1.
The biharmonic operator ∆2 describes the effects of higher-order dispersion in non-
linear physics, see e.g. [11, 1, 6, 14] for a detailed discussion of the motivation. The
function V stands for an external potential and the parameter a > 0 stands for the
strength of the attraction of the system.
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We are interested in the special power
q = 2
(
1 +
4
d
)
,
which makes the nonlinear term
∫
|u|q scales in the same way as the biharmonic term∫
|∆u|2. Indeed, by defining uℓ(x) = ℓ
d/2u(ℓx), we have ‖uℓ‖L2 = ‖u‖L2 and
Ea(uℓ) = ℓ
4
(∫
Rd
|∆u(x)|2dx− a
∫
R2
|u(x)|qdx
)
+
∫
Rd
V (x/ℓ)|u(x)|2dx, ∀ℓ > 0. (1)
In case V = 0, it follows from (1) that the functional Ea(u) is bounded from below
if and only if a ≤ a∗, where a∗ is the optimal constant in the Gagliardo–Nirenberg
interpolation inequality [13]
(∫
Rd
|∆u(x)|2dx
)(∫
Rd
|u(x)|2dx
) q−2
2
≥ a∗
∫
Rd
|u(x)|qdx, ∀u ∈ H2(Rd). (2)
It has been known that the inequality (2) has a minimizer which can be chosen to be
radially symmetric; see [2, Appendix A]. Moreover, any minimizer u, up to a dilation
u 7→ µu(λ) if necessary, satisfies the Euler-Lagrange equation
(∆)2u+ u− uq−1 = 0 (3)
for some constant µ ∈ R (Lagrange multiplier). The uniqueness for solutions to (3)
(up to translations) and the uniqueness for minimizers of (2) both remain open.
In the present paper, we are interested in the existence and behavior of minimizers
for the functional Ea(u) when a ↑ a
∗, with the presence of the external potential V .
Our main results are
Theorem 1 (Existence and non-existence). Let V ∈ L1loc(R
d,R) satisfy either
(V1) V ≥ 0 and V (x)→∞ as |x| → ∞; or
(V2) ess inf V < 0 and
min{V, 0} ∈ Lp1(Rd) + Lp2(Rd), max{1, d/4} < p1 < p2 <∞.
Then there exists a constant a∗ ∈ (0, a
∗) such that for all a∗ < a < a
∗ the variational
problem
Ea = inf
{
Ea(u) | u ∈ H
2(Rd), V |u|2 ∈ L1(Rd),
∫
|u|2 = 1
}
(4)
has (at least) a minimizer. On the other hand, if a ≥ a∗, then Ea has no minimizer.
Theorem 2 (Blow-up). Let V be as in Theorem 1. Let an ↑ a
∗ and let un be a
minimizer for the variational problem Ean in (4). Then {un} blows up when n→∞,
i.e.
lim
n→∞
‖∆un‖L2 =∞.
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Moreover, up to a subsequence of {un}, there exist a sequence εn → 0
+, a sequence
{xn} ⊂ R
d and a minimizer Q for the Gagliardo–Nirenberg interpolation inequality
(2), which satisfies
‖∆Q‖L2 = ‖Q‖L2 = a
∗
∫
Rd
|Q|q = 1,
such that
lim
n→∞
εd/2n un
(
εn(x+ xn)
)
= Q(x) strongly in H2(Rd).
Our work is motivated by recent works [9, 5, 10] on the existence and blow-
up behavior of the minimizers of the Gross-Pitaevskii functional in two dimensions.
However, our problem is more difficult than the Gross-Pitaevskii model in many
aspects. In particular, the blow-up result is more difficult because of the lack of
the uniqueness result for the minimizers of (2) and because of the generality of the
external potential V . Therefore, we need to use several new tools and ideas.
We will prove Theorems 1 and 2 in Section 2 and 3, respectively.
2 Proof of Theorem 1
As a preliminary step, we have
Lemma 3. lim supa↑a∗ Ea ≤ ess inf V.
Proof. LetQ be a radial minimizer for the Gagliardo–Nirenberg interpolation inequal-
ity (2). By a standard method, we can show that Q decays sufficiently fast, see e.g.
[4]. By modifying Q, for every ε > 0 sufficiently small, we can construct a function
ϕε ∈ C
∞
c (R
d) (a smooth function with compact support) such that
suppϕε ⊂ B(0, ε
−1/6),
∫
Rd
|ϕε|
2 = 1 ≥
∫
Rd
|∆ϕε|
2, a∗
∫
Rd
|ϕε|
q ≥ 1− ε. (5)
For every ℓ > 0 and x0 ∈ R
d, we consider the trial state
u(x) = ℓd/2ϕε(ℓ(x− x0)).
Then rescaling as in (1) and using (5), we have
Ea ≤ Ea(u) = ℓ
4
(∫
Rd
|∆ϕε|
2 − a
∫
Rd
|ϕε|
q
)
+
∫
Rd
V (x/ℓ+ x0)|ϕε|
2dx
≤ ℓ4
(
1−
a
a∗
(1− ε)
)
+ ess sup{V (x/ℓ+ x0) |; |x| ≤ ε
−1/6}. (6)
We can choose
ε = 1−
a
a∗
, ℓ = ε−1/5
to have
ℓ4
(
1−
a
a∗
(1− ε)
)
→ 0, ε−1/6/ℓ→ 0
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as a ↑ a∗. Therefore, we deduce from (6) that
lim sup
a↑a∗
Ea ≤ V (x0)
for a.e. x0 ∈ R
d. This ends the proof.
Now we come to the non-existence part of Theorem 1.
Lemma 4. For every V ∈ L1loc(R
d,R), we have
• Ea = −∞ if a > a
∗;
• Ea∗ = ess inf V but it has no minimizer except when V is a constant.
Proof. First, we consider the case when a > a∗. In this case, the fact Ea = −∞
follows from the estimate (6) by choosing ε > 0 sufficiently small such that
1−
a
a∗
(1− ε) < 0
and then taking ℓ→∞.
When a = a∗, from Lemma 3 and the monotonicity of a 7→ Ea, we find that
Ea∗ ≤ ess infV.
On the other hand, by the Gagliardo–Nirenberg inequality (2) and the trivial inequal-
ity ∫
Rd
V |u|2 ≥
(
ess infV
) ∫
Rd
|u|2 (7)
we get
Ea∗ ≥ ess infV.
Thus Ea∗ = ess infV . However, if V 6≡ constant, then Ea∗ has no minimizer because
the inequality (7) is strict when u is a minimizer for the interpolation inequality (2).
The latter claim is a consequence of the known fact that any minimizer of (2) does not
vanish in a set of positive measure, which can be deduced using the Euler-Lagrange
equation (3), see e.g. [4, 2].
Now we come to the existence part of Theorem 1. The proof is divided into two
cases.
Lemma 5. Let V satisfy condition (V1) in Theorem 1. Then Ea has a minimizer
for all a ∈ (0, a∗).
Proof. Let {un} be a minimizing sequence for Ea. Using V ≥ 0 and the Gagliardo–
Nirenberg inequality (2) we find that both ‖un‖H2(R
d) and
∫
Rd
V |un|
2 are bounded.
Using Sobolev’s embedding and the fact that V (x) → ∞ as |x| → ∞, we conclude
that up to a subsequence, un converges to a function u weakly in H
2(Rd) and strongly
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in Lp(Rd) for all p ∈ [2, 4∗) where 4∗ is the critical power of the Sobolev embedding
of H2(Rd), i.e. 4∗ = +∞ if d ≤ 4 and 4∗ = 2d/(d− 4) if d ≥ 5.
In particular, when n→∞ we have
1 =
∫
Rd
|un|
2 →
∫
Rd
|u|2
and ∫
Rd
|un|
q →
∫
Rd
|u|q.
Moreover, ∫
Rd
|∆un|
2 ≥
∫
Rd
|∆u|2 + o(1)n→∞,
since ∆un ⇀ ∆u weakly in L
2(Rd) and∫
Rd
V |un|
2 ≥
∫
Rd
V |u|2 + o(1)n→∞
by Fatou’s lemma (the strong convergence un → u in L
p(Rd) implies that, up to a
subsequence, un → u pointwise).
Thus
Ea = lim
n→∞
Ea(un) ≥ Ea(u).
Therefore, u is a minimizer for Ea.
Remark 6. From the above proof we also conclude that
lim sup
n→∞
∫
Rd
|∆un|
2 ≤
∫
Rd
|∆u|2
and hence ∆un → ∆u strongly in L
2(Rd).
Furthermore, we denote the Fourier transforms of f as f̂ . Since D̂αf(x) =
(2πix)αf̂(x) and by Plancherel’s Theorem, we have
‖∆(u− un)‖
2
L2 + (4π
2)2‖u− un‖
2
L2
=
∥∥∥ ̂∆(u− un)∥∥∥2
L2
+ (4π2)2
∥∥∥û− un∥∥∥2
L2
=
∥∥∥4π2|x|2 ̂(u− un)∥∥∥2
L2
+ (4π2)2
∥∥∥û− un∥∥∥2
L2
= (4π2)2
∥∥∥√1 + |x|4 ̂(u− un)∥∥∥2
L2
≥ C
∥∥∥ ̂Dα (u− un)∥∥∥2
L2
= C ‖Dα (u− un)‖
2
L2 , ∀1 ≤ |α| ≤ 2,
for a constant C.
Therefore un → u strongly in H
2(Rd).
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Lemma 7. Let V satisfy condition (V2) in Theorem 1. Then there exists a constant
a∗ ∈ (0, a
∗) such that Ea has a minimizer for all a ∈ (a∗, a
∗).
Proof. From Lemma 3 and condition (V2), we have
lim
a↑a∗
Ea = ess inf V < 0.
Therefore, we can find a∗ ∈ (0, a
∗) such that
Ea < 0, ∀a ∈ (a∗, a
∗). (8)
Now let us prove that Ea has a minimizer for all a ∈ (a∗, a
∗).
Step 1. First, let us prove that Ea > −∞. For every ε > 0, using the assumption
(V2), we can show that for all ε > 0,
ε
∫
Rd
|∆u|2 +
∫
V |u|2 ≥ −Cε > −∞, ∀u ∈ H
2(Rd),
∫
|u|2 = 1. (9)
To prove (9), we observe that any function f ∈ Lp(Rd) can be decomposed into
f = fL + gL, fL = fχ(|f | ≥ L), gL = fχ(|f | < L)
where χ(|f | ≥ L) is the characteristic function of the set {x ∈ Rd : f(x) ≥ L}. By
Lebesgue Dominated Convergence,
lim
L→∞
‖fL‖Lp = 0.
Therefore, for every ε > 0 we can choose L sufficiently large such that
‖fL‖Lp ≤ ε, ‖gL‖L∞ <∞.
From this observation and the assumption (V2), we can decompose
min{V, 0} = V1 + V2 + V3
where
‖V1‖Lp1 ≤ ε, ‖V2‖Lp2 ≤ ε, ‖V3‖L∞ <∞. (10)
On the other hand, using Sobolev’s embedding H2(Rd) ⊂ Ls(Rd) for all s ∈ [2, 4∗)
(recall that 4∗ = +∞ if d ≤ 4 and 4∗ = 2d/(d− 4) if d ≥ 5) and Ho¨lder’s inequality,
we obtain∫
Rd
V |u|2 ≥
3∑
i=1
∫
Rd
Vi|u|
2 ≥ −C
(
‖V1‖Lp1 + ‖V2‖Lp2
)
‖u‖2H2 − ‖V3‖L∞
∫
Rd
|u|2. (11)
for a constant C independent of V and u. Inserting (10) into (11), we obtain∫
Rd
V |u|2 ≥ −Cε‖u‖2H2 − Cε
∫
Rd
|u|2
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for all u ∈ H2 and for all ε > 0, where Cε is a finite constant depending on ε > 0.
This inequality is equivalent to (9).
From (9) and the Gagliardo–Nirenberg inequality (2), we find that for all ε > 0,
Ea(u) ≥
(
1−
a
a∗
− ε
)∫
Rd
|∆u|2 − Cε, ∀u ∈ H
2(Rd),
∫
|u|2 = 1. (12)
Of course, we can choose ε > 0 sufficiently small such that
1−
a
a∗
− ε > 0.
We then conclude from (12) that Ea > −∞.
Step 2. Let {un} be a minimizing sequence for Ea. From (12) we obtain that {un}
is bounded in H2(Rd). By Sobolev’s embedding, up to a subsequence, un converges
to a function u weakly in H2(Rd) and pointwise.
Now let us pass n→∞ in the energy functional Ea(un). First, we have∫
Rd
V |un|
2 ≥
∫
Rd
V |u|2 + o(1)n→∞. (13)
Indeed, by Fatou’s lemma,∫
Rd
max{V, 0}|un|
2 ≥
∫
Rd
max{V, 0}|u|2 + o(1)n→∞.
Moreover, since un ⇀ u weakly in L
p(Rd) for all p ∈ [2, 4∗) (by Sobolev’s embedding
H2(Rd) ⊂ Lp(Rd)) and the condition in (V2),
min{V, 0} ∈ Lp1(Rd) + Lp2(Rd), max{1, d/4} < p1 < p2 <∞,
we get ∫
Rd
min{V, 0}|un|
2 =
∫
Rd
min{V, 0}|u|2 + o(1)n→∞.
Thus (13) holds true.
Next, since ∆un ⇀ ∆u weakly in L
2(Rd), we have∫
Rd
(
∆un −∆u
)
∆u = o(1)n→∞.
This allows us to decompose∫
Rd
|∆un|
2 =
∫
Rd
|∆u|2 +
∫
Rd
|∆(un − u)|
2 + o(1)n→∞. (14)
For the nonlinear term, using the pointwise convergence un ⇀ u and Brezis-Lieb’s
refinement of Fatou’s lemma [3], we obtain∫
Rd
|un|
q =
∫
Rd
|u|q +
∫
Rd
|un − u|
q + o(1)n→∞. (15)
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Putting all estimates (13)-(14)-(15) together, we find that
Ea(un) ≥ Ea(u) +
∫
Rd
|∆(un − u)|
2 − a
∫
Rd
|un − u|
q + o(1)n→∞. (16)
Since un ⇀ u weakly in L
2(Rd), similarly to (14) we have
1 =
∫
Rd
|un|
2 =
∫
Rd
|u|2 +
∫
Rd
|un − u|
2 + o(1)n→∞. (17)
Thus ‖un − u‖L2 ≤ 1 + o(1)n→∞, and hence
‖un − u‖
2
L2 ≤
a∗
a
if n is sufficiently large. Consequently, by the Gagliardo–Nirenberg inequality (2),∫
Rd
|∆(un − u)|
2 ≥
a∗
‖un − u‖2L2
∫
Rd
|un − u|
q ≥ a
∫
Rd
|un − u|
q,
if n is sufficiently large. Thus (16) implies that
Ea(un) ≥ Ea(u) + o(1)n→∞
and hence
Ea ≥ Ea(u). (18)
Step 3. To conclude, we need to show that ‖u‖L2 = 1. From (17), we have known
that ‖u‖L2 ≤ 1. Moreover, u 6≡ 0 because
Ea(u) ≤ Ea < 0
due to (18) and (8). Thus we can normalize
v :=
u
‖u‖L2
and write
Ea(u) = ‖u‖
2
L2Ea(v) +
(
‖u‖2L2 − ‖u‖
q
L2
)
a
∫
|v|q.
Using
Ea(v) ≥ Ea ≥ Ea(u)
we find that
Ea ≥ ‖u‖
2
L2Ea +
(
‖u‖2L2 − ‖u‖
q
L2
)
a
∫
|v|q.
Since ‖u‖L2 ≤ 1, Ea < 0 and
q = 2
(
1 +
4
d
)
> 2
we then conclude that ‖u‖L2 = 1. Thus u is a minimizer for Ea.
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3 Proof of Theorem 2
Proof. Let an ↑ a
∗ and let un be a minimizer for Ean .
Step 1. First, we show that
lim
n→∞
‖∆un‖L2 =∞. (19)
We assume by contradiction that, up to a subsequence, {un} is bounded in H
2(Rd).
Then, up to a subsequence again, we can assume that un converges to a function u
weakly in H2(Rd) and pointwise. By following the proof of Theorem 1, we obtain
that u is a minimizer for Ea∗ . However, this contradicts to the fact that Ea∗ has no
minimizer. Thus (19) holds true.
Step 2. Define
εn := ‖∆un‖
−1/2
L2 and wn(x) := ε
d/2
n un(εnx).
Then we have
‖∆wn‖L2 = ‖wn‖L2 = 1, ∀n ∈ N. (20)
We will show that {wn} is a minimizing sequence for the Gagliardo–Nirenberg in-
equality (2), i.e.
lim
n→∞
a∗
∫
Rd
|wn|
q = 1. (21)
Of course, by (2), we have immediately the upper bound
lim sup
n→∞
a∗
∫
Rd
|wn|
q ≤ ‖∆wn‖
2
L2 = 1.
It remains to prove the lower bound. Recall that when V satisfies either (V1) or (V2),
we have Sobolev-type inequality (9), and hence
ε
∫
Rd
|∆un|
2 +
∫
V |un|
2 ≥ −Cε >∞, ∀ε > 0.
Therefore,
Ean(un) ≥ (1− ε)
∫
Rd
|∆un|
2 − a∗
∫
Rd
|un|
q − Cε
= ε−4n
(
(1− ε)
∫
Rd
|∆wn|
2 − a∗
∫
Rd
|wn|
q
)
− Cε, ∀ε > 0.
On the other hand, by Lemma 3,
lim
n→∞
Ean(un) = lim
n→∞
Ean = ess inf V <∞.
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Consequently,
lim sup
n→∞
ε−4n
(
(1− ε)
∫
Rd
|∆wn|
2 − a∗
∫
Rd
|wn|
q
)
<∞, ∀ε > 0.
Since εn → 0 and ‖∆wn‖
2 = 1, we obtain
lim inf
n→∞
a∗
∫
Rd
|wn|
q ≥ 1.
Thus (21) holds true.
Step 3. Now we use (20) and (21) to prove that, up to subsequences and trans-
lations, wn converges strongly in H
2(Rd) to a minimizer for the Gagliardo–Nirenberg
inequality (2). We will need two useful tools taken from [8, Lemma 2.1] and [12,
Lemma 6].
Lemma 8. Let p1 < p2 < p3. Let {fn} be a bounded sequence in L
p1(Rd) ∩ Lp3(Rd)
such that
lim inf
n→∞
‖fn‖Lp2 > 0.
Then there exists η > 0 such that
lim inf
n→∞
∣∣∣{x ∈ Rd | |fn(x)| ≥ η}∣∣∣ > 0. (22)
Lemma 9. Let {fn} be a bounded sequence in H
1(Rd) such that (22) holds for some
η > 0. Then up to a subsequence of {fn}, there exist a sequence {xn} ⊂ R
d and
0 6≡ f ∈ H1(Rd) such that
fn(.+ xn)→ f weakly in H
1(Rd).
Let us come back to our problem. From (20), wn is bounded inH
2(Rd). Therefore,
by Sobolev’s embedding, wn is bounded in L
2(Rd) ∩ Lp(Rd) for some p > q > 2.
Therefore, (21) allows us to use to find a constant η > 0 such that
lim inf
n→∞
∣∣∣{x ∈ Rd | |wn(x)| ≥ η}∣∣∣ > 0.
Next, applying Lemma (9), up to a subsequence of {wn}, there exist a sequence
{xn} ⊂ R
d and 0 6≡ w ∈ H1(Rd) such that wn(. + xn) → w weakly in H
1(Rd). Since
wn(.+ xn) is also bounded in H
2(Rd), up to a subsequence, we can assume that
wn(.+ xn)→ w weakly in H
2(Rd) and pointwise.
Now we prove that ‖w‖L2 = 1 and it is a minimizer for the Gagliardo–Nirenberg
inequality (2). We will proceed similarly to the proof of Theorem 1. To be precise,
since wn(.+ xn)→ w weakly in H
2(Rd), we have∫
Rd
(
∆wn(x+ xn)−∆w(x)
)
∆w(x)dx→ 0,
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and hence∫
Rd
|∆wn|
2 =
∫
Rd
|∆wn(. + xn)|
2 =
∫
Rd
|∆w|2 +
∫
Rd
|∆(wn(.+ xn)− w)|
2 + o(1)n→∞.
Moreover, since wn(. + xn) → w pointwise, by Brezis-Lieb’s refinement of Fatou’s
lemma [3],∫
Rd
|wn|
q =
∫
Rd
|wn(.+ xn)|
q =
∫
Rd
|w|q +
∫
Rd
|wn(.+ xn)− w|
q + o(1)n→∞.
Therefore,∫
Rd
|∆wn|
2 − a∗
∫
Rd
|wn|
q =
(∫
Rd
|∆w|2 − a∗
∫
Rd
|w|q
)
+
(∫
Rd
|∆(wn(.+ xn)− w)|
2 − a∗
∫
Rd
|wn(.+ xn)− w|
q
)
+ o(1)n→∞. (23)
For the left side of (23), from (20) and (21) we have∫
Rd
|∆wn|
2 − a∗
∫
Rd
|wn|
q → 0.
For the right side of (23), note that
1 = ‖wn‖
2
L2 = ‖wn(.+ xn)‖
2
L2 = ‖w‖
2
L2 + ‖wn(. + xn)− w‖
2
L2,
since wn(. + xn) → w weakly in L
2(Rd). Therefore, ‖w‖L2 ≤ 1 and ‖wn(. + xn) −
w‖2L2 ≤ 1 for n sufficiently large (here we have known that w 6≡ 0). Therefore, by the
Gagliardo–Nirenberg inequality (2) to get∫
Rd
|∆w|2 − a∗
∫
Rd
|w|q ≥ a∗
(
‖w‖2−qL2 − 1
)∫
Rd
|w|q
and
lim inf
n→∞
(∫
Rd
|∆(wn(.+ xn)− w)|
2 − a∗
∫
Rd
|wn(.+ xn)− w|
q
)
≥ 0.
Thus (23) implies that
a∗
(
‖w‖2−qL2 − 1
)∫
Rd
|w|q ≤ 0.
Since w 6≡ 0, ‖w‖L2 ≤ 1 and q > 2, we conclude that ‖w‖L2 = 1. Thus wn(.+xn)→ w
strongly in Lp(Rd) for all p ∈ [2, 4∗). In particular, wn(.+xn)→ w strongly in L
q(Rd),
and hence (23) implies that
0 ≥
(∫
Rd
|∆w|2 − a∗
∫
Rd
|w|q
)
+
∫
Rd
|∆(wn(.+ xn)− w)|
2 + o(1)n→∞.
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Thus ∫
Rd
|∆w|2 − a∗
∫
Rd
|w|q = 0,
which means that w is a minimizer for the Gagliardo–Nirenberg inequality (2), and∫
Rd
|∆(wn(. + xn)− w)|
2 → 0,
which implies that wn(.+ xn)→ w strongly in H
2(Rd). In summary,
εd/2n un(εn(x+ xn)) = wn(x+ xn)→ w(x) strongly in H
2(Rd).
The proof is complete.
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