The morphometric characteristics of the retinal vasculature are associated with future risk of many systemic and vascular diseases. However, analysis of data from large population based studies is needed to help resolve uncertainties in some of these associations. This requires automated systems that extract quantitative measures of vessel morphology from large numbers of retinal images. Associations between retinal vessel morphology and disease precursors/outcomes may be similar or opposing for arterioles and venules. Therefore, the accurate detection of the vessel type is an important element in such automated systems. This paper presents a deep learning approach for the automatic classification of arterioles and venules across the entire retinal image, including vessels located at the optic disc. This M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT 2 comprises of a convolutional neural network whose architecture contains six learned layers: three convolutional and three fully-connected. Complex patterns are automatically learnt from the data, which avoids the use of hand crafted features. The method is developed and evaluated using 835,914 centreline pixels derived from 100 retinal images selected from the 135,867 retinal images obtained at the UK Biobank (large population-based cohort study of middle aged and older adults) baseline examination. This is a challenging dataset in respect to image quality and hence arteriole/venule classification is required to be highly robust. The method achieves a significant increase in accuracy of 8.1% when compared to the baseline method, resulting in an arteriole/venule classification accuracy of 86.97% (per pixel basis) over the entire retinal image.
. Associations between retinal vessel morphology and disease precursors/outcomes may be similar or opposing for arterioles and venules. For example, hypertension and atherosclerosis may have different effects in retinal arterioles and venules resulting in a decreased arteriole to venule width (AVR) [5] . Automated systems (e.g. QUARTZ [6, 7] and VAMPIRE [8] [9] [10] ) that extract quantitative measures of vessel morphology from large numbers of retinal images are needed to power these biomarker discovery studies, in which the automated classification of arterioles and venules is an essential element.
The appearance of arterioles and venules in retinal images are very similar. However, they can be differentiated in general using the following features as documented by Kondermann [11] :
• Arterioles are brighter than venules.
• Arterioles are thinner then neighbouring venules.
• The central reflex (the light reflex of the inner parts of the vessels) is wider in arterioles and smaller in venules.
• Arterioles and venules usually alternate near the optic disc before branching out; that means near the optic disc one arteriole is usually next to two venules and the other way round.
There are challenges in building a robust vessel classification system. There is intra-image and inter-image variance in respect to colour, contrast and luminosity. The size and colour of vessels changes as they move away from the optic disc due to changes in levels of oxygenation. In the periphery (far away from the optic disc) vessels become so thin that are almost indistinguishable.
A number of automated methods have been reported in retinal arteriole/venule (a/v) classification. These can be divided into two broad categories; feature based and graph based methods. The majority of methods start with the segmentation of the vasculature followed by M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT 4 the creation of the vessel centrelines and then the removal of bifurcation and crossover points to create vessel segments. The centreline pixels are classified as arteriole or venule, and this information is then used to award the whole vessel segment as either arteriole or venule.
Alternatively, some methods avoid pixel classification and make a direct decision on the a/v status of a vessel segment.
The most popular approaches are feature based methods. Kondermann [11] addressed intraimage variability by approximating the background and removing this from the image.
Classification of the centreline pixels was then achieved using colour features from a square region centred on the target pixel and a neural network with one hidden layer of 40 neurons.
Grisan [12] divided the image into four quadrants with the assumption that each quadrant had at least one arteriole and one venule. Within a quadrant, centreline pixels were classified using fuzzy clustering based on RGB (red, green, blue) and HSL (hue, saturation, lightness) features measured from a local circular region centred on the pixel. The use of quadrants exploited the local nature of a/v classification and thereby addressed the issue of intra and inter-image variability. Saez [13] and Vazquez [14] rotated the four quadrants in steps of 20 degrees with the aim of fulfilling the assumption that each quadrant should contain at least one arteriole and one venule. Both performed K-means clustering based on vessel profiles and their RGB and HSL colour information. Vazquez [14] improved performance with the use of a tracking procedure to connect segments that belong to the same vessel based on finding the path of minimal cost between two points using image information.
Other feature based methods include the following. Fraz [15] avoided the computational expense of the quadrant based approach and addressed intra and inter-image variability using shade correction and image normalization. Classification of the centreline pixels was performed using the ensemble classifier of bagged decision trees and pixel based, profile M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT 5 based and segment based features from both RGB and HSI (hue, saturation, intensity) colour spaces. Relan [16] developed a method with a feature vector based on colour information calculated from a circular neighbour around the target pixel. Classification was performed using a Least Square Support Vector Machine, and showed that the method performed well using a small training dataset. This is the latest method to be incorporated into the VAMPIRE software [8] [9] [10] . Niemeijer [17] proposed methodology that labelled centreline pixels using a 27-D feature vector and the linear discriminant classifier. Pixel and vessel profile based features were used based on RGB and HSI colour information. Performance was improved using the prior knowledge that arterioles and venules usually come in pairs, thus an iterative approach was used to match arteriole venule pairs. Xu [18] proposed novel features for a/v classification which included first and second order texture features measured from the vessel profile and an image patch around the target pixel. A k-nearest neighbour was used for classification.
Graph based approaches make up a smaller section of the literature. Rothaus [19] and Dashtbozorg [20] used the centreline of the vasculature to produce a planar graph, in which each link corresponded to a vessel segment and the nodes represented the branches or crossings of the vessel segments. Using information on the node (e.g. number of links connected to the node, orientation of each link etc.), the node type was determined. Once all nodes on the graph had been identified then all links that belong to a particular vessel could be identified. Rothaus [19] required a few manually labelled vessel segments and then this rule based method was used to propagate vessel labels through the vascular graph. Dashtbozorg [20] separately performed a/v classification for every centreline pixel using a 30-D feature vector based on colour information and a linear discriminant analysis classifier; this was combined with the graph based labelling to achieve the final classification. Estrada [21] did not use a rule based method to determine the type of nodes of the planar graph. Instead the M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT 6 method took an optimization based approach where it determined the most likely set of a/v labels by efficiently searching through the space of possible a/v labelled trees. A global likelihood model that used the features of local growth, overlap and colour was used to determine the quality of each directed tree (a/v labelled tree).
There are many other notable a/v classification methods [22] [23] [24] [25] . Existing methods can heavily rely on hand crafted features and thereby can be limited to what humans perceive as interpretable differences between arterioles and venules. Graph based approaches can struggle when sections of the vasculature cannot be segmented, resulting in unreliability when linking vessel segments. Therefore, there is scope for improvement in a/v classification.
In the past few years there has been a shift towards methods employing deep learning approaches across a variety of fields. Deep learning is a subfield of machine learning concerned with algorithms inspired by the structure and function of the brain called artificial neural networks. Deep referring to the number of layers in the network. The driving force behind deep learning is that we now have fast enough computers and large enough datasets to actually train large neural networks. Neural network results get better with more data and larger models, but in turn require more computation to train. In addition to scalability, another benefit of deep learning models is their ability to perform automatic feature extraction from raw data, also called feature learning. Automatically learning features at multiple levels of abstraction allow a system to learn complex functions mapping the input to the output directly from data, without depending completely on human-crafted features. A convolutional neural network (CNN) is a powerful deep learning technique whose architectures make the explicit assumption that the inputs are images. Since winning the ImageNet [26] [29] [30] [31] [32] [33] [34] [35] [36] . To the best of our knowledge deep learning has yet to be applied to tackle a/v classification.
In this paper, we present a convolutional neural network architecture designed for the automated classification of arterioles and venules in retinal images. Implementing deep learning enabled complex patterns to automatically be learnt from the data; thus, avoiding the use of hand crafted features. The classification was performed across the entire vasculature in the retinal images and not simply concentric areas centred on the optic disc or a limited number of pre-specified retinal vessel locations. The method has been developed and evaluated using retinal images from UK Biobank which is a large population-based cohort study. The proposed method will replace the current a/v classification method [15] in QUARTZ (QUantitative Analysis of Retinal vessel Topology and siZe) [6, 7] . QUARTZ is a retinal image analysis system developed by our research group, capable of processing large numbers of retinal images and obtains quantitative measures of vessel morphology to be used in epidemiological studies [37] .
Materials:
UK Biobank [38] For training and evaluating a/v classification, 100 retinal images were used. As will be explained in section 3.4, this equated to 835,914 centreline pixels from 5,881 vessel segments.
These 100 images were randomly selected from 96,518 out of 135,867 images in the UK Biobank dataset that had been automatically labelled by QUARTZ as being of adequate image quality for use in epidemiological studies [39] . From our experience, most large retinal datasets used in epidemiological studies (e.g. UK Biobank and EPIC-Norfolk [40] ) contain large amounts of poor quality images caused by a variety of issues. In an attempt to reduce wastage, QUARTZ was designed to be capable of extracting useful information from some poor quality images [39] . This meant images deemed as adequate by QUARTZ still possessed considerable variability in image quality (see figure 1 ). This made this a challenging dataset and hence a/v classification was required to be highly robust. 
Overview:
The vascular network was segmented from the retinal image and the vascular skeleton consisting of centreline pixels was constructed. Vessel segments were generated by the search and removal of bifurcations and crossover points. For each centreline pixel in a vessel segment, a small square colour image patch centred on the target pixel was provided as the input for the convolutional neural network (CNN) in order to assign an arteriole or venule label to the target pixel. The labels for the centreline pixels were then used to award the whole vessel segment as arteriole or venule using a voting strategy.
The proposed methodology has the same initial framework as work previously published by our research group [15] , thus section 3. 
Vessel Segmentation and Segment Extraction:
An unsupervised vessel segmentation approach based on a multi-scale line detector [41] was A morphological thinning operation was applied to the segmented vasculature to create one pixel wide vessel centrelines. Vessel segments were created from these centrelines by first removing spurs (≤ 10 pixels), followed by the removal of bifurcation and crossover points, and ending with the removal of short segments (≤ 15 pixels). Figure 2 illustrates the outputs of this procedure. 
Pre-processing:
The absolute colour of the blood in the vessels varies within the images (intra-image) and 
Data Preparation and Augmentation:
This was a two-class problem and the methodology was designed so that the classifier would The three   convolutional layers had 24, 48 and 48 filters of size 3 x 3 x 3, 3 x 3 x 24 and 3 x 3 x 48 respectively. The three fully-connected layers contained 85, 85 and 2 neurons respectively, the final layer contained 2 neurons as there were two classes. The ReLU layer followed every convolutional layer and the first two fully-connected layers. Cross channel normalization (window channel size = 5) followed all the convolutional layers. Overlapping max-pooling followed the first and third convolutional layers. Dropout (probability = 0.5) followed the first two fully-connected layers. The final fully-connected layer was followed by a softmax layer which outputs a probability score for the arteriole class and the venule class. Figure 5 illustrates the order of these layers in our network. Table 1 
Vessel Labels:
The final label of the vessel centreline pixel was obtained by the trained CNN's prediction of ten different 25 x 25 colour image patches extracted from the 31 x 31 colour image patch. Four corner patches and the centre patch as well as their horizontal reflections (hence ten patches overall); averaging the predictions made by the CNN's softmax layer on the ten patches. This procedure was followed for both the validation and the testing phase.
The soft labels assigned to the centreline pixels were regarded as a vote for the label of the complete vessel segment, and the mean of these votes was assigned as the label for the entire vessel segment. This procedure was performed across the entire vasculature in the retinal images.
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4 Results:
To evaluate the proposed system, the true positives (TP), false positives (FP), true negatives (TN) and false negatives (FN) were calculated for each vessel type (see table 2 ) and the performance metrics have been calculated separately for arterioles and venules (see table 3 ). In the first instance, the methodology was evaluated (using the test data) in terms of a centreline pixel basis prior to the implementation of the voting strategy for the segment label.
Evaluation
This gives a direct sight into the classifier's performance. These results are presented in table 4 along with the performance of the baseline method in which we implemented the approach by Table 7 : Reported results for other automated a/v classification methods and the results of the proposed method on the publicly available DRIVE [43] dataset. OD = optic disc, ODD = optic disc diameter, ODR = optic disc radius. Saez [13] reports an arteriole and venule sensitivity of 78.19% and 87.90% respectively. Niemeijer [17] reports an area under the ROC curve of 0.84. Classification results.
Discussion and Conclusion:
In this paper, we have presented a highly robust a/v classification method based on the use of deep learning. This comprises of a convolutional neural network whose architecture contains six learned layers: three convolutional and three fully-connected. Complex patterns were automatically learnt from the data, avoiding the use of hand crafted features. The method was Fraz [15] does not present the highest accuracy in table 7, it was the only other method designed for use with images of variability quality from a large cohort study (EPIC-Norfolk [40] ) and therefore was a suitable choice as the baseline method. Fraz [15] reports a classification accuracy of 83% for images from the EPIC-Norfolk [40] dataset which contains retinal images similar to UK Biobank dataset in respect to image quality. However, their evaluation process requires adjustment to be suitable for comparison purposes because their method uses the right eyes of the participants as training data and the left eyes of those same participants are used as testing data. Table 7 presents the reported results of other a/v classification methods. Impressive results by Estrada [21] and Xu [18] were reported, both achieved classification accuracies of +90%. The results reported by Kondermann [11] have been considerably boosted using manual vessel segmentation, use of automatic segmentation sees the results deteriorate by 10%. Amongst the datasets used by these methods [18, 21] dataset. Finally, the possibility of deep learning completely taking over the whole procedure is also viable in the future, directly performing segmentation of the background, arterioles, venules and the optic disc. • Large population based studies help to resolve uncertainties in these associations.
• Automated system extracts morphometric data from the UK Biobank cohort study.
• Detection of the vessel type is an important element in such automated systems.
• Deep learning approach for the automatic classification of arterioles and venules. 
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