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Abstract
Many problems in engineering require estimation of the state of a system which changes
over the time using a set of noisy measurements made on the system. In this project we
focus on the state-space approach to modelling dynamic systems. First of all we study the
Kalman filter algorithm which achieves the optimal solution in linear and Gaussian mo-
dels. The Kalman filter minimises the variance of the estimation error. In nonlinear and/or
Non-Gaussian models, approximations to the distribution of interest must be performed.
We study some suboptimal algorithms such as the Monte Carlo methods and in particular,
we focus on the Particle filter which is a Sequential Monte Carlo method. Over the project,
several experiments in MATLAB are done with the goal of discussing and comparing the
algorithms performances in several situations to demonstrate their theoretical features.
Keywords: Kalman filter, Particle filter, Monte Carlo methods, Bayesian inference, Resam-
pling, State-Space models, Sequential Importance Sampling.
Capı´tulo 1
Introduction
1.1. Project introduction
Since the great discovery of the Kalman filter by E.R. Kalman [47], technology has ma-
de progress in several fields and, in the last years, a lot of prediction and estimation ap-
plications have been developed including filtering noisy signal, object tracking, financial
engineering or navigation systems [6] [8] [9] [10] [14] [35] [40] .
The Kalman filter is known as an optimal recursive data processing algorithm. It can
estimate the variables of a wide range of processes. In this project we will affirm that a Kal-
man filter estimates the states of a linear and/or Gaussian system model. It is an attractive
algorithm because it is the only filter which minimises the variance of the estimation error,
so in these lineal and Gaussian situations, it is the best solution to the estimation.
However, the Kalman filter is not always the best solution for estimations in general. In
nonlinear and non-Gaussian scenarios, the Kalman filter algorithm is no longer the opti-
mal solution. In order to try to resolve this problem, the Extended Kalman filter (EKF) was
proposed as an alternative method but its solution was not sufficient [18] [34][44] .
At the end of the century, the Monte Carlo methods were introduced, especially the one
called the Particle filter. The Monte Carlo methods described in this project have been de-
veloped to provide approximate solutions to resolve the inference problems of interest. In
comparison with the Extended Kalman filter, the main advantage of the Monte Carlo met-
hods is that they do not depend on any local linearization technique. The worst part is that
they are computationally expensive, but today, the great development of computer systems
has allowed the computational power to be increased. Since then, the Particle filter has be-
come more popular due to its good ability to process observations represented by nonlinear
and non-Gaussian models. Using this algorithm, the main aim is tracking the distributions
that arise in dynamic state-space models. This tracking will consist in exploring the space of
the states with randomly generated samples (particles). The distributions of interest will be
approximated by the generated particles according to their assigned weight. Particle filter
is based on three steps: 1) particle propagation, 2) weight computation and 3) resampling
[54].
In this project we will study both Kalman filter and Monte Carlo solution for the problem
estimation in different situations. Several simulations will be carried out with the software
tool MATLAB in order to explain the results in a visual way and to demonstrate the features
of the algorithms.
It would be recommendable to have a basic knowledge in statistics and mathematics
because all of these algorithms, both Kalman filter and Particle filter, have a statistical and
mathematical basis which can be complicated to understand without a minimum knowledge
of these fields.
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The complete structure of the project is divided into the following steps:
Study and knowledge of the stochastic processes.
Study and analysis of the Kalman filter algorithm.
Development of the Kalman filter in some estimation problems.
Study and analysis of the Monte Carlo methods.
Development of the Particle filter algorithm.
Documentation.
1.2. Motivation and goals
Nowadays the growth of computerization and the great advance of technology allow to
collect a great quantity of data and information which needs to be explored in an effecti-
ve way. Machine intelligence has allowed for the creation of complex systems which were
unthinkable before, in different branches of science, technology and business. Some of these
systems are used in applications which are used for weather prediction, navigation systems,
object tracking or company share estimation.
Since the discovery of the Kalman filter and the Monte Carlo methods, data analysis for
obtaining estimation and prediction results has encouraged the great advance of technology
in several fields. Lifestyle improvement of people in many ways is the consequence of good
development of these technologies. Statistics and mathematics are the basic tools to achieve
the intelligent processing of information. Throughout this project, some 20th century re-
volutionary technological algorithms will be presented. Nowadays, these algorithms are so
essential that they are subject to numerous research projects.
The main goal of this project is to provide a simplified easy-to-follow tutorial in Kal-
man and Particle filtering in order to understand the great advantages that these algorithms
provide to many applications. Different methods which are used to make estimations and
predictions of the states of dynamic systems will be explained.
This project focuses on the study of some of these algorithms which were developed
in the second half of the 20th century. We will concentrate specially on Kalman filter and
Monte Carlo methods, thanks to which estimation and prediction applications have been
developed in several fields including telecommunications, medicine and economics. Some
pseudocodes will be introduced together with their algorithm implementations. We will
review the main advantages and disadvantages of the different methods.
The development of some experiments, with the posterior analysis of the final results,
will be our second challenge in the project. Several tests will be done on the algorithms in
order to study their performance in the face of different conditions.
1.3. Project planning
The development of the project was split up in several phases in order to make the pro-
cess simpler and thus achieve the main project goals. In Tabla 1.1, we present the project
calendar with the tracking of each item of the development of the project and a little des-
cription of the different activities.
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Tabla 1.1: Planning Calendar for project development.
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1.4. Software tools
In this project, two software tools have been employed during the development of the
same: LAtex and MATLAB. LAtex is a free software tool which is used in document layout
and in document edition primarily in scientific research. Thanks to their numerous scien-
tific formulation functions, LAtex provides a simple and efficient way for documents to be
written.
MATLAB is a non-free software tool which is used in several fields including: data analy-
zing and processing, digital signal processing, mathematics, machine learning, etc. Its abi-
lity to handle matrix, allows the efficient development and simulation of complex algo-
rithms which, without this software, could not have been studied. Nowadays it is one of the
most important software tools in the engineering and statistics fields.
1.5. Socio-economic environment
Since this project is a research tutorial about prediction and estimation methods and not
a real world application analysis, this section lacks economical material on which to base its
functionality.
The 21th century is destined to become the century of technological challenges. Due
to the algorithms such as Kalman filter and the Sequential Monte Carlo methods, a lot of
powerful applications have been developed including vehicle tracking, weather prediction,
sport results prediction, image processing, etc. One of the most essential and developed
technology in several fields these days is known as Big Data or massive data analysis.
The birth of Big Data has taken place because of the increase in the use of three techno-
logies: mobile devices which are connected to Internet, electronic trade and social networks.
Between 20012 and 2013, the Internet connections among mobile devices over the world
rose more than 500 million, reaching the figure of 7.000 million connections. It is estimated
that in the next two years, data traffic will grow by 63% in the case of smartphones, 87% in
tablets, 30% in lap-tops and 113% in M2M devices (machine to machine). M2M is the ex-
change of data which takes place between devices such as point of sale terminals, intelligent
alarms or GPS.
According to the OBS (Online Business School) study made in 2015, nowadays the Big
Data technology is ruled by the 7 V’s: Variety, Velocity, Volume, Variability, Veracity, Visua-
lization and the Value which the data provides to the organization. In 2014, 73% of global
organizations invested in Big Data or they planned to do so in the next two years. According
to data projects started during 2014, it rose from 8% to 13% [48].
In 2014 there was a prominent rise in the investments of every business sector, being
Media and Communication the main investor: 53% of the organizations of this sector inves-
ted in Big Data technology, and 33% of the organizations of the sector had planned to do
so. If the sector is analyzed in Europe: the most economic sectors with more profit thanks to
Big Data were trade (47.000 million euros), industry (45.000 million), State administration
(27.000 million) and Health Services(10.000 million). This study is presented by the OBSE
in the web sources [38] and [48] . It is predicted that in 2020, more than 30 thousand million
devices will be connected to the Internet network
A lot of companies are using Big Data because it is a great ally in the improvement of
client experience as well as in the improvement of business process efficiency. Thanks to
Big Data technology, the business world is going to change. it will be possible to advance in
several fields which will improve different aspects of daily life in society including economy,
communications and health services.
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1.6. Regulatory framework
Since this project is entirely theoretical, the regulatory framework is not of great impor-
tance, as it would have if the project were a software application. However, these algorithms
are used as a basic tool in data analysis or Big Data, which is, as already explained, one
of the new emerging technologies with more success and development since its beginning.
Big Data is defined in the AEPD (Spanish Data Protection Agency) 2014 report as “the huge
amounts of digitalized data that are controlled by companies, public authorities and other big cn-
terprises, which have technology able to make an extensive analysis of this data, based on the use
of algorithms.”
The current Personal Data Protection Act (LOPD)1 regulates some aspects, but there is
not a specific part about Big Data. Nevertheless, a clear limitation in data exchange does
exist, in order to prevent a certain set of data being related to a certain user, so his privacy
will be protected.
The Big Data regulation in data protection area will be available in the next legislation,
which is being discussed among the European member states. Meanwhile, what is certain is
that big companies cannot keep over time their users data and cede them to the authorities in
order to preserve national security. This practice is reflected in the Data Retention Directive
2006/24/CE, which was repealed by the European Court of Justice last April [11], [19].
In the case of the developed applications belonging to telecom framework, such as navi-
gation systems or signal processing, they must be governed by the General Telecommunica-
tions Act. Alternatively, if the final application is in the field of medicine, it should follow
that field legal rules.
If we discuss the contents of this project, the Royal Legislative Decree 1/1996, issued
on the 12th of April 1996, should be taken into consideration. It establishes the rights and
duties of the user, as well as the necessary rules when research on already developed subjects
is carried out.
1.7. Project structure
During the development of the project, the contribution of several scientific publications
carried out by researchers like R.E. Kalman, Neil Gordon, Arnaud Doucet or Petar Djuric´
has been necessary. The basic reason for this choice is based on the fact that they did research
on the algorithms that will be studied in the project.
Throughout the course of Chapter 2, Procesos estoca´sticos, a basic study of the principle
features of these processes is done as well as some classifications according to their parame-
ters. This chapter is used as an introduction to the following chapters because the algorithms
are based on stochastic processes system estimation.
In Chapter 3, El filtro de Kalman, the entire study of the Kalman filter is explained. In this
chapter we present an explanation including the different phases of the algorithm: predic-
tion and update with an in-depth study of the equations included in each phase. Afterwards,
the problem situation and the way to evaluate are demonstrated. Normally the Minimum
Square Error (MSE) and its error covariance are used for the evaluation of the algorithm
performance. The next step of the chapter is the development of a 1D and 2D Kalman filter
in a linear and/or Gaussian situation, in order to evaluate the optimal estimation.
Finally the advantages and disadvantages that Kalman filter has for the evaluation of
its performance are explained. The main disadvantage is based on the model conditions:
in many engineering problems, the models are nonlinear and/or Non-Gaussian which are
1Ley Orga´nica 15/1999, de 13 de diciembre, de Proteccio´n de Datos de Cara´cter Personal.
CAPI´TULO 1. INTRODUCTION 12
difficult to estimate with Kalman filter. Because of that, in Chapter 4, Me´todos de Monte
Carlo, the solution for that nonlinear and/or Non-Gaussian situation is presented. In this
chapter, we present different Monte Carlo methods. We focus on the Sequential Importance
Sampling method which is the most common in estimation and prediction applications.
There are pseudocodes for all the algorithms which are studied in the chapter with the aim
of allowing other people to develop them.
Next, the problem of particle degeneracy, which negatively affects the working of the-
se methods, is explained. Also the main solution, which consists on a new step known as
resampling, is presented. Nowadays, there is some research on resampling and many diffe-
rent resampling techniques have been developed. We present the basic ones and their main
features.
In order to evaluate the performance of the Sequential Monte Carlo methods, a Particle
filter is implemented in Chapter 5, Desarrollo de un filtro de partı´culas en MATLAB. First
of all, the Particle filter is tested in a nonlinear and Non-Gaussian model and the main
idea is to evaluate the MSE, the computational cost and the number of particles that are
necessary to achieve a good performance. Finally, the Particle filter is tested in a complex
model discovered by Edward Lorenz. The model is used in the Chaos Theory and is three-
dimensional. The goal of that experiment is to evaluate the performance of the Particle filter
in a more complex situation.
In Chapter 6, Final conclusions, the main conclusions which have been obtained during
the whole development of the project are explained.
Capı´tulo 2
Procesos estoca´sticos
2.1. Introduccio´n a los procesos estoca´sticos
En muchas ocasiones de la vida cotidiana nos enfrentamos a procesos afectados por even-
tos fortuitos que inciden en los resultados que espera´bamos. Dichos procesos son conocidos
como procesos estoca´sticos. Dichos procesos se desarrollan en el tiempo y se rigen por las
leyes de la probabilidad [26].
La teorı´a de los procesos estoca´sticos se centra en el estudio y modelizacio´n de sistemas
de evolucionan a lo largo del tiempo, o del espacio, de acuerdo a unas leyes determinı´sticas,
es decir, de cara´cter aleatorio. La forma habitual de describir co´mo evoluciona un deter-
minado sistema es mediante colecciones de variables aleatorias. De este modo, se puede
estudiar la evolucio´n de una variable aleatoria a lo largo del tiempo [27].
Definicio´n 2.1 Un proceso estoca´stico es una coleccio´n de variables aleatorias {Xt con t ∈ T}
definidas sobre un espacio de probabilidad {Ω,A, P } [15].
Un proceso estoca´stico es una coleccio´n o familia de variables aleatorias {Xt con t ∈ T},
ordenadas segu´n el subı´ndice t, que en general se refiere al Tiempo. Para cada instante t se
tendra´ una variable aleatoria diferente que vendra´ representada por Xt. De esta manera, se
puede interpretar un proceso estoca´stico como una sucesio´n de variables aleatorias cuyas
caracterı´sticas pueden variar a lo largo del tiempo [33].
Figura 2.1: Funcio´n de densidad de Xt para cada instante t. Figura extraı´da de [33].
En la Figura 2.1 se representa para cada valor de t, la funcio´n de densidad que se corres-
ponde a Xt. A los posibles valores que puede tomar la variable aleatoria se les denominada
estados. Es posible tener un espacio de estados discretos y un espacio de estados continuo.
13
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De esta manera es posible que la variable tiempo pueda ser de tipo discreto o de tipo
continuo. En el caso del tiempo discreto, se podrı´a dar como ejemplo valores de estado que
varı´an cada cierto tiempo. cada mes, cada semana etc. En el caso del tiempo continuo, los
cambios de los estados se podrı´an realizar en cualquier instante [33].
2.1.1. Trayectoria de un proceso estoca´stico
Un proceso estoca´stico puede ser visto como una funcio´n aleatoria con un doble argu-
mento {X(t,w), t ∈ Ω}. Si se fija w = w0, se tendra´ una realizacio´n del proceso X(·,w0), cuya
representacio´n gra´fica constituye lo que se denomina Trayectoria del proceso. Si lo que se
fija es t = t0, se esta´ haciendo referencia a Xt0 =X(·,t0) [15] .
Figura 2.2: Trayectorias de un proceso de Poisson y realizaciones de las variables N20 y N25.
Figura extraı´da de [15].
En la Figura 2.2, las lı´neas verticales representan a las variables aleatorias N20 y N25.
Su interseccio´n con las cuatro trayectorias del proceso, muestra los valores que han tomado
dichas variables en cada realizacio´n.
2.1.2. Momentos de un proceso estoca´stico.
Previamente a la clasificacio´n de los procesos estoca´sticos, es necesario estudiar algunas
definiciones de los momentos de un proceso estoca´stico.
Funcio´n media: Se define como µx(t) = E[Xt], t ∈ T.
Para su obtencio´n es necesario tener en cuenta el tipo de variables que forman el proceso.
Para el caso discreto,
µx(t) =
∑
X∈DXt
xP (Xt = x), (2.1)
donde DXt es el soporte de Xt.
En el caso continuo:
µx(t) =
∫ ∞
−∞
xft(x) · dx (2.2)
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Funcio´n de autocorrelacio´n: Se define a partir del momento conjunto de dos variables
aleatorias asociadas a dos tiempos cualesquiera, t1 y t2, como
R(t1, t2) = E[Xt1 ,Xt2]. (2.3)
Para el caso discreto se obtiene mediante la expresio´n:
R(t1, t2) =
∑
X1∈DXt1 , X2∈DXt2
x1x2P (Xt1 = x1,Xt2 = x2). (2.4)
Para el caso continuo se obtiene mediante la expresio´n:
R(t1, t2) =
∫ ∞
−∞
∫ ∞
−∞
x1x2ft1,t2(x1,x2)dx1dx2. (2.5)
Funcio´n de autocovarianza: Se define a partir del momento central conjunto de dos va-
riables asociadas a dos tiempos cualesquiera, t1 y t2 como
C(t1, t2) = E[(Xt1 −µ(t1))(Xt2 −µ(t2))], (2.6)
con sus correspondientes versiones discreta y continua. De esta manera se deduce la relacio´n
entre C(t1, t2) y R(t1, t2) como se indica a continuacio´n,
C(t1, t2) = R(t1, t2)−µ(t1)µ(t2). (2.7)
Cabe destacar el caso particular en el que t1 = t2 = t que da como resultado la varianza
σ2(t) = C(t, t). Para concluir, la funcio´n de correlacio´n se obtiene mediante
ρ(t1, t2) =
C(t1, t2)√
σ2(t1)σ2(t2)
. (2.8)
Dicha expresio´n verifica |ρ(t1, t2)| ≤ 1. Esta funcio´n es llamada tambie´n funcio´n de au-
tocorrelacio´n. Es importante sen˜alar la importancia de que dichas expresiones sean finitas
para que las definiciones tengan sentido [32].
2.2. Clasificacio´n de los procesos estoca´sticos.
En este trabajo se expondra´n dos formas diferentes de clasificar los procesos estoca´sticos.
La primera de ellas tendra´ que ver con el tipo de variable (continua o discreta) que se de´ en
el conjunto de estados y en el ı´ndice T. La segunda clasificacio´n se basa en las caracterı´sticas
probabilı´sticas de las variables aleatorias.
2.2.1. Clasificacio´n de los P.E en funcio´n del ı´ndice T y del conjunto de
estados.
Una primera clasificacio´n de los procesos estoca´sticos se puede llevar a cabo en funcio´n
de co´mo sea el conjunto de subı´ndices T y el tipo de variable aleatoria dado por Xt. A partir
de ellos se pueden establecer cuatro tipos diferentes de procesos estoca´sticos:
Discrete Time / Discrete values (DTDV): procesos con ı´ndice numerable y variables dis-
cretas.
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Tabla 2.1: Clasificacio´n segu´n las estructuras del tiempo T y de los estados E.
Discrete Time / Continuous values (DTCV): procesos con ı´ndice numerable y variables
continuas.
Continuous Time / Discrete values (CTDV): procesos con ı´ndice no numerable y varia-
bles discretas.
Continuous Time / Continuous values (CTCV): procesos con ı´ndice no numerable y va-
riables continuas [15] .
Una cadena es un proceso estoca´stico donde el tiempo se mueve de manera discreta y la
variable aleatoria so´lo toma valores discretos en el espacio de estados.
Un proceso de saltos puros, es un proceso estoca´stico donde los cambios de estado ocu-
rren de manera aislada y aleatoria, pero la variable aleatoria so´lo toma valores discretos en
el espacio de estados.
En un proceso continuo, los cambios de estado se producen en cualquier instante y hacia
cualquier estado dentro de un espacio continuo de estados.
En el caso de procesos de estado discreto, se representa una secuencia de variables in-
dicando el valor del proceso en instantes sucesivos de la siguiente manera :
X0 = x0, X1 = x1........Xk−1 = xk−1, Xk = xk , (2.9)
en la que cada variableX
i
, i = 0, ...k, tiene una distribucio´n de probabilidades que, en general,
es diferente del resto de variables aunque pudieran tener caracterı´sticas comunes [33] .
En el caso de los procesos de estado discreto, el objetivo del estudio es obtener las pro-
babilidades de ocupacio´n de cada estado partiendo de las probabilidades de estado. Por
ejemplo, si en el instante temporal k −1 se esta´ en el estado xk−1 . ¿ Con que´ probabilidad se
estara´ en el estado xk en el instante siguiente k? Para obtener esta probabilidad, se denota
como sigue a continuacio´n:
P (Xk = xk |Xk−1 = xk−1) (2.10)
A este tipo de probabilidad condicionada se le denomina probabilidad de transicio´n.
En los siguientes capı´tulos se hablara´ sobre el uso de dichas probabilidades en algoritmos
de inferencia Bayesiana. A las probabilidades del tipo P (Xk = xk) se les denomina probabili-
dades de estado o probabilidades de ocupacio´n de estado. Otro tipo de probabilidades de
intere´s es la probabilidad de permanecer en un cierto estado en un instante k sabiendo que
en todos los instantes anteriores, desde k = 0 hasta k − 1, son conocidos los estados donde
estuvo el proceso. Analı´ticamente se escribe de la siguiente manera:
P (Xk = xk |X0 = x0,X1 = x1, ......,Xk−1 = xk−1) (2.11)
Es importante observar que dicha probabilidad depende de todos los estados por los que
ha pasado el proceso, mientras que en el caso de la probabilidad de transicio´n de estados
so´lo depende del estado en el instante anterior [33] .
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2.2.2. Clasificacio´n de los P.E segu´n las caracterı´sticas probabilı´sticas de
las v.a.
Otra posible clasificacio´n para los procesos estoca´sticos, esta´ basada en las caracterı´sticas
que puede tener la variable aleatoria a estudiar.
En la vida real se producen diferentes relaciones entre variables aleatorias constituyendo
lo que hemos denominado como proceso estoca´stico. Cabe destacar la importancia de dichas
caracterı´sticas a la hora de poder estudiar una determinada variable aleatoria. En este caso,
se van a clasificar en base a tres grupos [27] :
Procesos estacionarios.
Procesos Markovianos.
Procesos de incrementos independientes.
Procesos estacionarios.
En una primera aproximacio´n se llamara´n procesos estacionarios, aquellos procesos es-
toca´sticos cuyo comportamiento sea constante a lo largo del tiempo [33]. Dentro de este
grupo se hacen dos distinciones en funcio´n del nivel de estabilidad de sus momentos.
Se dice que un proceso estoca´stico es estacionario en sentido de´bil, si es estable en media
y en autocovarianza [33] .
Se dice que un proceso estoca´stico es estacionario en sentido estricto, si las distribuciones
marginales de todas las variables son ide´nticas, y adema´s, la distribucio´n es finita y so´lo
depende de los retardos. Es decir, si:
Ft1....tk (x1, ...xk) = Ft1+h....tk+h(x1, ...xk), (2.12)
para cualquier K ∈ T ,t1, ...., tk ,h ∈ {ti , ...tk}∀i.
Son muchos los procesos que surgen de la repeticio´n perio´dica de un experimento o
feno´meno aleatorio. Se puede pensar que dicha periodicidad influye en el comportamiento
probabilı´stico del proceso. De esta manera surge la nocio´n de cicloestacionariedad [15] .
Proceso cicloestacionario Se dice que un proceso Xt es cicloestacionario, si sus momentos
de primer y segundo orden son perio´dicos con periodo T.
µX(t) = µX(t + kT )
RX(t1, t + Γ ) = RX(t1 + kT , t + Γ + kT ).
Un ejemplo de proceso cicloestacionario propuesto en [15] se muestra a continuacio´n:
Ejemplo 2.1 Un modem transmite sen˜ales binarias 0 y 1 IID de la siguiente manera,
Para transmitir un 1, emite una sen˜al rectangular de amplitud 1 y duracio´n T.
Para transmitir un 0, emite una sen˜al rectangular de amplitud -1 y duracio´n T.
Ejemplo 2.2 Ejemplo de un proceso estacionario. El ruido blanco es un claro ejemplo de proceso
estacionario. Dicho proceso cuenta con las siguientes caracterı´sticas:
E(Xt) = 0
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Figura 2.3: Una trayectoria del proceso de pulsos modulados. Figura extraı´da de [15] para el
Ejemplo 2.1.
V ar(Xt) = σ2
C(t1, t1+j) = C(t2, t2+j) = R(t1, t2).
”Se puede interpretar el proceso de ruido blanco como una sucesio´n de valores sin relacio´n
alguna entre ellos, oscilando en torno al cero dentro de un margen constante. En este tipo de
procesos, conocer los valores pasados no proporciona ningu´n tipo de informacio´n sobre el futuro
puesto que son procesos puramente aleatorios”[33] .
Este tipo de proceso esta´ constituido por variables aleatorias independientes e ide´nticamente
distribuidas (IID). Debido a esto, las distribuciones finito-dimensionales se obtienen a partir de la
funcio´n de distribucio´n comu´n a todas las Xt del proceso,
Ft1,t2,...,tk
(xt1 ,xt2 , . . . ,xtk ) = P (Xt1 ≤ xt1 , . . . ,Xtk ≤ xtk ) = F(xt1)F(xt2) . . .F(xtk ). (2.13)
Las funciones de los momentos tienen expresiones sencillas. En el caso de la media,
µ(t) = E(Xt) = µ, (2.14)
siendo µ la esperanza comu´n a todas las v.a Xt.
En el caso de la funcio´n de autocovarianzaC(t1, t2) es 0 puesto que las medias en todos los instantes
son iguales. Para el caso en que t1 = t2 = t, se obtiene la varianza σ2 [15] .
Como se ha comentado anteriormente, el ruido blanco es un caso de proceso IID. Dentro
de este grupo, existen ciertos procesos de especial intere´s como el proceso de Bernoulli, el
proceso Binomial o el proceso suma Gaussiano. Dichos procesos se explican con detalle en
[15] [32] [33], pero en ningu´n caso en dicho documento.
Procesos Markovianos.
La caracterı´stica principal de los procesos estoca´sticos markovianos es que la distribu-
cio´n de Xt+1 so´lo depende de la distribucio´n anterior Xt y no de las anteriores Xt−n , siendo
n > 0 [27] . Se expresa de la siguiente manera:
P
(
Xtk ≤ xk |Xt1 ≤ x1, ......,Xtk−1 ≤ xk−1
)
= P
(
Xtk ≤ xk |Xtk−1 ≤ xk−1
)
. (2.15)
Cuando el espacio de estados es discreto, se puede escribir como:
P
(
Xtk = xk |Xt1 = x1, ......,Xtk−1 = xk−1) = P (Xtk = xk |Xtk−1 = xk−1
)
∀k ∈ ky∀t1 < .... < tk . (2.16)
Propiedad de Markov: Se dice que un proceso cumple la propiedad de Markov si toda la
historia pasada del proceso se puede resumir en la posicio´n actual que ocupa para poder
calcular la probabilidad de cambiar a otro estado [33] .
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Procesos de incrementos independientes.
Se dice que un proceso es de incrementos independientes si ∀k ∈ k y ∀t1 < .... < tn siendo
t1 < .... < tk las v.a
y1 = Xt2 −Xt1
y1 = Xt3 −Xt2
...
y1 = Xtk −Xtk−1 ,
son independientes [33].
Proposicio´n 2.1 Todo proceso de incrementos ortogonales es un proceso markoviano. A conti-
nuacio´n se presenta la demostracio´n [27] :
Se supone un proceso X1,X2,X3, y se debe demostrar que se cumple la igualdad (2.17) para
que sea un proceso markoviano.
P (X3 = x3|X2 = x2,X1 = x1) = P (X3 = x3|X2 = x2) . (2.17)
Dado que se conoce X2 = x2 y X1 = x1
P (X3 = x3|X2 = x2,X1 = x1) =
P (X3 −X2 = x3 − x2|X2 = x2,X2 −X1 = x2 − x1) =
dado que los incrementos son independientes,
P (X3 −X2 = x3 − x2|X2 = x2) = P (X3 = x3|X2 = x2),
quedando demostrado que es un proceso markoviano.
2.2.3. Ejemplos de procesos estoca´sticos y simulaciones en MATLAB
A continuacio´n se tratara´ de ilustrar lo explicado en las secciones anteriores a trave´s de
simulaciones de procesos estoca´sticos diferentes, con el objetivo de aclarar ciertos aspectos
y caracterı´sticas de los mismos.
Proceso de Poisson
El proceso de Poisson pertenece a los llamados procesos de saltos puros clasificados an-
teriormente. Este proceso estoca´stico se basa en contar el nu´mero de sucesos que ocurren a
lo largo del tiempo. El tiempo entre cada par de eventos consecutivos sigue una distribu-
cio´n exponencial de para´metro λ, y cada uno de dichos tiempos entre llegadas se supone
independiente [64] .
Dicho proceso satisface las siguientes propiedades [32] :
Es un proceso de Markov
Tiene incrementos independientes y estacionarios
Para cualquier s, t >0, Xt+s - Xs ∼ Poisson(λt)
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Para cualquier s, t >0, y enteros 0 < i ≤ j, las probabilidades de transicio´n son:
P (Xt+s = j |Xs = i) = e−λt (λt)
j−i
(j − i)! . (2.18)
El proceso de Poisson se utiliza para modelar los llamados procesos de colas. En ellos se
pueden incluir situaciones tales como saber los clientes que llegan a un banco, las peticiones
que llegan a una central, etc.
Figura 2.4: El proceso de Poisson y los tiempos de ocurrencia de eventos. Figura extraı´da de [32].
Proceso de Bernoulli
Un proceso de Bernoulli es la repeticio´n de un determinado ensayo de Bernoulli. Debe
cumplir que la probabilidad de e´xito se mantiene constante ensayo tras ensayo y todos los
ensayos deben de ser independientes entre sı´ [62] . Su funcio´n de probabilidad viene dada
por:
Xt =
+1, con probabilidad P−1, con probabilidad (1-P) (2.19)
Cuyos momentos principales son:
E[Xt] = P
var[Xt] = P(1-P).
En la Figura 2.5 se muestra una simulacio´n en MATLAB de un proceso de Bernoulli en
100 instantes temporales.
Ruido blanco Gaussiano.
El ruido blanco es un proceso estoca´stico de media cero, µ(t) = 0, varianza constante,
σ2(t) = σ2, y con componentes incorreladas. Debido a esto, las funciones de autocovarianza
y autocorrelacio´n son ide´nticas y valen,
R(t1, t2) = C(t1, t2) =
σ2, t1 = t20, t1 , t2 (2.20)
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Figura 2.5: Proceso de Bernoulli en 100 instantes temporales.
Esto es va´lido tanto si se trata de una sucesio´n, t discreto, como si t es continuo [15]. En
la Figura 2.6 se muestra una simulacio´n en MATLAB de un ruido blanco con media cero y
varianza unidad.
Figura 2.6: Ruido blanco Gaussiano en 100 instantes temporales.
Proceso autorregresivo de primer orden
Los proceso estoca´sticos autoregresivos (AR), son representaciones que describen pro-
cesos aleatorios que varı´an a lo largo del tiempo, como en finanzas, geolocalizacio´n, etc. El
modelo autoregresivo especifica que la variable de salida depende linealmente de sus propios
valores anteriores [20] .
Definicio´n 2.2 Un proceso AR de orden 1 viene dado:
Xt = c+ϕXt−1 + εt, (2.21)
donde εt es un proceso de ruido blanco con media cero y varianza constante σ2ε , ϕ es el para´metro
del modelo y c es una constante. Dicho proceso es estacionario en sentido estricto si |ϕ| < 1, ya
que se obtiene como la salida de un filtro estable cuya entrada es un ruido blanco. Se debe prestar
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atencio´n al caso en que ϕ = 1, ya que en esta situacio´n, Xt tendra´ una varianza infinita y por
lo tanto el proceso dejara´ de ser estacionario en sentido estricto. Para el caso ϕ < 1, la media del
proceso es:
µ =
c
1−ϕ, (2.22)
que para el caso particular c = 0, la media del proceso es igualmente cero. La varianza es
var(Xt) =
σ2ε
1−ϕ2 . (2.23)
Viendo la definicio´n 2.2, se observa que dicho proceso no es ma´s que un caso especial del
modelo autorregresivo de media mo´vil (ARMA) de series temporales [60] .
En la Figura 2.7 se presenta una simulacio´n en MATLAB para un proceso autorregresivo
de orden 1 que sigue el siguiente modelo:
Xt = αXt−1 + εt
Siendo α el para´metro de dicho modelo con valor 0.8 y εt un proceso de ruido blanco con
media cero y varianza unidad. La simulacio´n se ha realizado para 150 instantes temporales.
Figura 2.7: Simulacio´n en MATLAB de un modelo de Autorregresio´n de orden 1.
2.3. Modelos espacio temporales
Previamente al estudio de los modelos espacio temporales, es necesario definir un siste-
ma dina´mico para poder entender el resto de la seccio´n.
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Un sistema dina´mico es un sistema cuyo estado evoluciona con el tiempo. Los sistemas
fı´sicos en situacio´n no estacionaria son ejemplos de sistemas dina´micos, pero tambie´n exis-
ten modelos econo´micos, matema´ticos que tambie´n lo son. Para caracterizar el comporta-
miento en dicho estado se determinan los lı´mites del sistema, los elementos y sus relaciones;
de tal manera que se puedan elaborar modelos que representen la estructura del sistema [50]
[61].
Muchos sistemas dina´micos pueden ser elaborados en lo que se conoce como modelado
espacio temporal, para hacer ma´s sencillo su ana´lisis [24] .
Los modelos espacio temporales son modelos matema´ticos presentes en sistemas fı´sicos
formados por un conjunto de variables de entrada, salida y de estado, relacionadas a trave´s
de un sistema de ecuaciones diferenciales de primer orden. El te´rmino espacio-temporal hace
referencia al espacio en el cua´l los ejes son los estados de las variables. El estado del sistema
puede representarse como un vector dentro de un espacio [43].
Para abstraerse del nu´mero de entradas, salidas y estado, las variables se representan
como vectores. Adema´s, si el sistema dina´mico es lineal, invariante en el tiempo y de di-
mensio´n finita, las ecuaciones del sistema se pueden expresar como matrices. En funcio´n
del tipo de sistema, diferenciaremos entre sistemas continuos e invariantes en el tiempo,
sistemas continuos y variantes en el tiempo, sistemas discretos e invariantes en el tiempo
y sistemas discretos variantes en el tiempo [65]. En este proyecto nos centraremos en los
sistemas discretos e invariantes con el tiempo .
La representacio´n espacio-temporal otorga una manera robusta y eficiente de modelar y
analizar sistemas con mu´ltiples entradas y salidas [65].
Los modelos espacio temporales permiten modelar (mu´ltiples) series temporales obser-
vadas, {yk}Kk=1, que guardan relacio´n con el vector de los estados del sistema {xk}Kk=1, que en
la mayor parte de las situaciones no se observa. Ambos conjuntos vienen perturbados por un
proceso estoca´stico de cara´cter ruidoso [43]. El sistema general sigue las ecuaciones (2.25) y
(2.24).
yk = g (xk ,vk) . (2.24)
xk = f (xk−1,wk) , (2.25)
La ecuacio´n (2.25) se llama ecuacio´n de medida y describe la relacio´n entre las series tempora-
les observadas yk y los estados no observados xk. En general se asume que las observaciones
yk son medidas perturbadas por un cierto ruido, que se refleja en vk y cuya naturaleza podrı´a
ser de cualquier tipo, no necesariamente tiene que seguir una distribucio´n Gaussiana.
La ecuacio´n (2.24) se conoce como ecuacio´n de transicio´n y describe la evolucio´n de los
estados del sistema dina´mico. Dicha expresio´n esta´ tambie´n perturbada por un proceso es-
toca´stico wk de cara´cter ruidoso [43]. Como se puede ver en ecuacio´n (2.24), el estado actual
del sistema u´nicamente depende del estado anterior y por tanto, facilita mucho el ana´lisis
del sistema dado que no depende de todos los instantes pasados [24] [43] [65].
En general, las funciones f ,g ası´ como las covarianzas de los ruidos son desconocidas y
tienen que estimarse [24] [43] . Sin embargo, en este documento se van a considerar cons-
tantes y conocidas. Adema´s los ruidos se van a asumir Gaussianos y blancos para facilitar la
implementacio´n de los experimentos.
Capı´tulo 3
Filtro de Kalman
3.1. Introduccio´n
Rudolf Emil Kalman, nacio´ en Budapest, Hungrı´a, en 1930. Emigro´ a Ame´rica durante
la Segunda Guerra Mundial y se doctoro´ en el M.I.T en ingenierı´a ele´ctrica en 1954 [46].
Entre 1960 y 1961 R. E. Kalman, publico´ sus primeros informes sobre un filtro predictivo
y recursivo que se basaba en el uso de te´cnicas sobre modelos de estado espacio-temporales y
en la recursividad de algoritmos con los que se revoluciono´ el campo de la estimacio´n. Desde
aquel momento, el llamado Filtro de Kalman ha sido objeto de numerosas investigaciones y
aplicaciones [45] .
Gracias a las investigaciones realizadas sobre dicho filtro, se ha conseguido extender su
uso a numerosas aplicaciones esenciales en campos como la biologı´a, telecomunicaciones,
sistemas de navegacio´n, econometrı´a, robo´tica, visio´n artificial, [4] [6] [7] [9] [17] [23] [28]
[35] [45] [51] .
Durante el transcurso de este capı´tulo se pretende estudiar con detenimiento el algorit-
mo de Kalman, analizando sus fases para comprender el buen funcionamiento del mismo
en diversas aplicaciones que se comentara´n al final del capı´tulo.
El filtro de Kalman es un estimador desarrollado para resolver el problema conocido co-
mo ”problema lineal-cuadra´tico”, que ba´sicamente, es el problema de estimacio´n de estados
instanta´neos de un sistema lineal dina´mico perturbado por un ruido blanco. El resultado de
dicho estimador es estadı´sticamente o´ptimo respecto a cualquier otra funcio´n cuadra´tica de
estimacio´n de error [34] [35] .
En muchas situaciones reales, no va a ser posible o deseable medir todas las variables
que se quieren controlar en el sistema que se esta´ estudiando. Gracias al filtro de Kalman,
se consigue hacer inferencia sobre la informacio´n que se necesita, a trave´s de lo que se co-
nocen como observaciones, que sirven para completar el conocimiento del sistema. Dichas
observaciones pueden estar distorsionadas, de nuevo, por un ruido blanco Gaussiano [34] .
El filtro de Kalman se utiliza tambie´n para predecir la probabilidad de los procesos de
un sistema dina´mico que, sin dicha herramienta, serı´an imposibles de estimar, como los
precios de las acciones de una empresa, la posicio´n de un determinado avio´n etc. [34] . En
la pra´ctica, se considera uno de los grandes descubrimientos en la historia de la teorı´a de
estimacio´n estadı´stica, y uno de los mayores descubrimientos del siglo XX.
Principalmente, el filtro de Kalman data de dos pasos que se ejecutan de manera recur-
siva:
Prediccio´n
Actualizacio´n
24
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En el primer paso, el estado es predecido a trave´s de un modelo dina´mico. En el segundo
paso, se corrige la estimacio´n con las observaciones [51]. Como se vera´ ma´s adelante, la
covarianza del error del estimador se minimiza. Es por esto por lo que se dice que el filtro de
Kalman es un estimador o´ptimo [18] [22] [23] [34] [35] [44] [45] [46] [47] [51] [59] [63].
El proceso se repite de manera recursiva en cada instante temporal. La recursividad de
dicho filtro hace referencia a que no se requiere almacenar todos los datos previos y reprocesar-
los cada vez que llega nueva informacio´n.
El filtro de Kalman esta´ basado en varios componentes: el vector de estado, el modelo
dina´mico, y las observaciones [51] .
3.2. Modelo espacio-temporal lineal y Gaussiano
En la seccio´n de Modelos espacio temporales, se ha estudiado como los procesos es-
toca´sticos autorregresivos pueden formularse como modelos espacio temporales. Un mo-
delo espacio temporal es, en principio, cualquier modelo que incluya una observacio´n yk y
un estado xk del proceso. Las ecuaciones pueden ser no lineales o no Gaussianas. El filtro de
Kalman es un algoritmo particular que se utiliza para resolver modelos espacio temporales
lineales [43].
El filtro de Kalman busca resolver el problema general de estimacio´n del estado x ∈Rn de
un proceso que se desea controlar en tiempo discreto y que esta´ gobernado por la ecuacio´n
diferencial estoca´stica y lineal:
xk = Axk−1 +wk−1, (3.1)
con unas observaciones y ∈Rm dadas por
yk =Hxk + vk . (3.2)
Las variables aleatorias wk y vk representan los ruidos del proceso y de medida, res-
pectivamente. Se asume que son independientes entre sı´, blancos y con distribuciones de
probabilidad
p(wk) ∼N (0,Q) (3.3)
p(vk) ∼N (0,R) (3.4)
En la pra´ctica, las matrices de la covarianza del ruido del procesoQ y la covarianza del ruido
de medida R, pueden cambiar con cada instante discreto de tiempo, pero se va a asumir que
son constantes.
La matriz A de dimensiones n x n en la ecuacio´n diferencial (3.1), relaciona linealmente
el estado en el instante de tiempo discreto anterior n-1 con el estado en el instante actual n
en ausencia del ruido del proceso. Destacar que, en la pra´ctica, A puede cambiar con cada
instante de tiempo, pero se va a asumir constante en este documento. La matriz H de di-
mensiones m x n en la ecuacio´n de medida (3.2), relaciona los estados con las observaciones
yk. En la pra´ctica, la matriz H varı´a con el tiempo y con las observaciones pero de nuevo, se
va a asumir constante [18].
La limitacio´n principal del filtro de Kalman reside en que se deben de dar ciertas condi-
ciones para que su funcionamiento sea el o´ptimo. Dichas condiciones se enumeran a conti-
nuacio´n:
a) Cualquier perturbacio´n ruidosa debe de ser un proceso de ruido blanco y Gaussiano.
b) El modelo implementado debe encajar perfectamente con el sistema real y ser lineal.
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c) Las covarianzas de los ruidos deben de ser conocidas.
Cabe destacar que los sistemas lineales y Gaussianos no siempre son posibles en la vida
real. Hay diversas ocasiones en las que no existira´ linealidad y/o Gaussianidad en el sistema
y, el filtro de Kalman dejara´ de ser la solucio´n o´ptima. En estas situaciones se debera´ emplear
otro tipo de filtrado que se vera´ en los pro´ximos capı´tulos.
3.3. Algoritmo del filtro de Kalman
El filtro de Kalman es un estimador recursivo. Esto reduce bastante los problemas, ya que
implica que, para estimar el estado actual, so´lo es necesario conocer el estado anterior y la
observacio´n en el instante temporal actual. Al contrario que en las te´cnicas de estimacio´n
batch, no se necesita conocer la historia de las observaciones ni de las estimaciones [63] .
Se define xˆ−k como la estimacio´n a priori del estado en el instante n, dado un cierto conoci-
miento del proceso previo al instante k, y se denotara´ xˆk ∈Rn como la estimacio´n a posteriori
del estado en el instante k, dadas las observaciones yk. De esta manera, se pueden definir las
estimaciones de los errores a priori y a posteriori como
e−k = xk − xˆ−k , (3.5)
ek = xk − xˆk . (3.6)
De esta manera, las estimaciones a priori y a posteriori de la covarianza del error vendra´n
dadas por las ecuaciones (3.7) y (3.8) [18] .
P −k = E
[
e−k e
−T
k
]
, (3.7)
Pk = E
[
eke
T
k
]
. (3.8)
El filtro de Kalman se puede resumir en dos fases: prediccio´n y actualizacio´n. A conti-
nuacio´n se estudiara´ cada una de las fases con ma´s detalle, con a´nimo de profundizar lo
comentado hasta este momento.
3.3.1. Prediccio´n
En la etapa de prediccio´n, se utiliza la estimacio´n del estado anterior para obtener la
estimacio´n del estado actual. Este estado predecido, es conocido como estado a priori debi-
do a que, aunque se trata de una estimacio´n del estado actual, no incluye ningu´n tipo de
informacio´n sobre la observacio´n del instante actual de manera directa.
Gracias a esta etapa, se consigue una primera aproximacio´n tanto del estado a estimar,
como de la covarianza del error cuadra´tico medio o´ Minimum Square Error (MSE en ingle´s)
[45] [63] . Esta etapa se rige por las ecuaciones (3.9) y (3.10).
xˆ−k = Axˆk−1 +wk−1 (3.9)
P −k = APk−1A
T +Qk , (3.10)
donde la matriz A viene de (3.1), mientras que Qk viene de (3.3) [18]. Los valores iniciales
del filtro se van a suponer conocidos en este documento.
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3.3.2. Actualizacio´n
Durante el transcurso de esta etapa, se busca minimizar el error cuadra´tico medio de la
estimacio´n. El filtro de Kalman tratara´ de encontrar una ecuacio´n que realice una estima-
cio´n del estado a posteriori xˆk como una combinacio´n lineal del valor estimado a priori xˆ−k y
una diferencia ponderada entre una medida real yk y una prediccio´n de dicha medida Hxˆ−k ,
como se muestra en la ecuacio´n (3.11).
xˆk = xˆ
−
k +Kk
(
yk −Hxˆ−k
)
, (3.11)
Kk =
P −k H
T
HP −k HT +Rk
, (3.12)
Pk = (I −KkH)P −k . (3.13)
El te´rmino
(
yk −Hxˆ−k
)
que aparece en (3.11), es conocido como el factor de innovacio´n o
residuo [23]. Dicho factor, refleja la discrepancia existente entre la medida predicha Hxˆ−k y
la medida real yk. Si dicho factor fuese cero, la prediccio´n serı´a perfecta.
La ecuacio´n (3.12) obtiene un te´rmino de gran importancia, puesto que es el elemento
consecuente de que se minimice la covarianza del error a posteriori: Kk, para´metro conocido
tambie´n como ganancia de Kalman.
Por un lado se observa que, mientras la covarianza del error de medicio´n Rk se aproxime
a cero, la ganancia de Kalman aumenta el peso al residuo ma´s alto. Matema´ticamente se
puede expresar de la siguiente manera [7] [18] [34] :
lı´m
Rk→0
(Kk) =H
−1. (3.14)
Por otro lado, si la covarianza del error a priori P −[k] se aproxima a cero, la ganancia
de Kalman tenderı´a a cero, dado que la estimacio´n a priori serı´a buena y no se tendrı´a que
corregir [18] .
lı´m
P −k →0
(Kk) = 0. (3.15)
Observacio´n. Es importante destacar el hecho de que ninguna de las dos fases del filtro
de Kalman serı´an capaces por sı´ solas de conseguir una buena estimacio´n del estado. Si so´lo
se emplease la dina´mica del sistema se producirı´a una acumulacio´n paulatina del error y
aumentarı´a la incertidumbre gradualmente. Si por el contrario so´lo se empleara la informa-
cio´n proveniente de los sensores, se producirı´an saltos bruscos en la estimacio´n debidos al
ruido de medicio´n, incluso en situaciones en las cua´les el sistema fuera esta´tico. Es evidente
que, en caso de que no se tenga confianza en el modelo dina´mico debido a un alto contenido
de ruido, la decisio´n o´ptima serı´a ignorar el valor obtenido por la prediccio´n, y tomar el
estado obtenido por el modelo de medida como la estimacio´n a priori del estado oculto [22].
3.3.3. Interpretacio´n del filtro de Kalman
La justificacio´n para (3.11) viene dada en la probabilidad de la estimacio´n a priori xˆk
condicionado a todas las observaciones a priori yk (Regla de Bayes). Por ello, es suficiente
con sen˜alar que, el filtro de Kalman mantiene los dos primeros momentos de la distribucio´n
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Figura 3.1: Fases del Algoritmo del filtro de Kalman. Figura extraı´da de [18].
del estado,
E [xk] = xˆk , (3.16)
E
[
(xk − xˆk) (xk − xˆk)T
]
= Pk . (3.17)
La estimacio´n a posteriori dada por (3.11), refleja la media (momento de primer orden)
de la distribucio´n del estado, que normalmente sigue una distribucio´n normal si se cumplen
(3.3) y (3.4). La estimacio´n de la covarianza a posteriori refleja la varianza de la distribucio´n
del estado (momento de segundo orden) [18]. En otras palabras,
p (xk | yk) ∼N
(
E [xk] , E
[
(xk − xˆk) (xk − xˆk)T
])
(3.18)
=N (xˆk , Pk) . (3.19)
En la Figura 3.2 se representa todo el proceso del algoritmo discreto de Kalman, inclu-
yendo las ecuaciones que se implementan en cada una de las fases explicadas con anteriori-
dad.
Figura 3.2: Resumen de las principales ecuaciones del filtro de Kalman. Figura extraı´da de [18].
3.4. Estimacio´n de las covarianzas
En muchas ocasiones, es complicado realizar la implementacio´n del filtro de Kalman
debido a la dificultad que supone conseguir buenas estimaciones de las matrices de cova-
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rianza de los ruidos Qk, Rk. Diversas investigaciones han tratado de proponer estimaciones
de dichas covarianzas haciendo uso de los datos. Una de las te´cnicas ma´s pra´cticas y ma´s
prometedoras es la te´cnica de la autocovarianza mı´nima cuadra´tica, (ALS) en ingle´s [63] .
Dicha te´cnica esta basada en un software que realiza un conjunto de operaciones ru-
tinarias en los datos para obtener las covarianzas del ruido. ALS fue disen˜ado para GNU
Octave, un potente lenguaje de alto nivel utilizado en muchos campos relacionados con el
tratamiento de las sen˜ales [16].
3.5. Casos de estudio del filtro de Kalman: simulaciones en
MATLAB
Habiendo estudiado previamente la teorı´a del filtro de Kalman, se introduce ahora una
seccio´n de experimentos realizados mediante el software de MATLAB. El objetivo de dicha
seccio´n es recoger todos los aspectos vistos en la parte teo´rica, por medio de ejemplos, para
demostrar las caracterı´sticas del algoritmo de Kalman.
En esta seccio´n se realizan dos experimentos sobre el filtro de Kalman: el primero de
ellos esta´ basado en la implementacio´n de un filtro de Kalman en 1D para resolver un pro-
blema general de estimacio´n de estados ocultos de un determinado sistema, mientras que
el segundo es una implementacio´n similar al anterior pero en en una situacio´n donde el
modelo de intere´s es de 2D.
Al final de la seccio´n se discute la eficiencia y la robustez del algoritmo en base a las
simulaciones realizadas de manera que se vea justificada toda la teorı´a descrita hasta el
momento.
Experimento 3.1 Se pretende estimar los estados ocultos de una cierta variable aleatoria discreta
xk de la que no se pueden tomar medidas. El sensor del sistema yk nos aporta observaciones cada k
instantes de tiempo discreto. Dichas observaciones tienen una relacio´n con los estados xk a trave´s
de (3.21). El estado oculto actual xk se relaciona a trave´s de (3.20) con el estado anterior.
xk = Axk−1 +wk−1, (3.20)
yk =Hxk + vk . (3.21)
Los valores de las matrices A, H y las matrices de covarianza de los ruidos Qk , Rk se cono-
cen. Tambie´n se suponen conocidos los valores iniciales del estado de la variable aleatoria x0 y la
matriz de covarianza del error P0. En la Tabla 3.1 se muestran los valores utilizados durante la
simulacio´n:
En la Figura 3.3(a) se recoge la estimacio´n de los estados ocultos de una variable aleatoria
cuando se utiliza el filtro de Kalman. En verde esta´n representadas las observaciones, en azul
los estados reales y en rojo los estados estimados por el filtro de Kalman.
Para poder demostrar que el filtro de Kalman funciona de manera o´ptima, hay que de-
tenerse en las Figuras 3.3(b)-3.3(d). Al comienzo de la simulacio´n las predicciones de los
estados no son del todo buenas al no tener suficiente informacio´n de los mismos. Por ello,
el filtro de Kalman tiene que corregir en gran medida dichos valores haciendo uso de la ga-
nancia de Kalman representada en la Figura 3.3(d). En la parte teo´rica se hablo´ de co´mo en
la etapa de correccio´n el filtro de Kalman minimizaba el MSE gracias a dicha ganancia.
De esta manera, dado que al principio del experimento la estimacio´n a priori xˆ−k es mala,
la estimacio´n a posteriori xˆk lo sera´ tambie´n. Por consecuente, la covarianza del error a poste-
riori Pk, representada en la Figura 3.3(c), sera´ alta y por tanto, el filtro de Kalman tendra´ que
corregir dicha prediccio´n aumentando el valor de la ganancia de Kalman Kk. A medida que
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(a) Estimacio´n del estado oculto a posteriori xˆk .
(b) MSE.
(c) Covarianza del error a posteriori Pk .
(d) Ganancia de Kalman Kk .
Figura 3.3: Resultados gra´ficos recopilados durante la simulacio´n del Experimento 3.1.
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Tabla 3.1: Para´metros empleados en la simulacio´n de MATLAB para el Experimento
3.1.
el filtro de Kalman recibe ma´s informacio´n del sistema, las estimaciones a priori mejoran y
por tanto tambie´n lo hacen las estimaciones a posteriori. Por ello a medida que aumenta el
nu´mero de iteraciones, tanto la ganancia de Kalman Kk como la covarianza del error a pos-
teriori Pk, se ven reducidas hasta que llega un punto en que se estabilizan. Es en ese punto
donde se produce la minimizacio´n del error.
Se puede demostrar la ecuacio´n (3.14) viendo que Rk toma un valor cercano a cero en
nuestra simulacio´n (0.01), teniendo como consecuencia que la ganancia de Kalman Kk to-
me el valor de H−1 que, en el caso de dicho experimento, es 1. Viendo la Figura 3.3(d), se
visualiza el valor 1 como el valor ma´ximo que toma la ganancia durante la simulacio´n. Por
otro lado, se puede demostrar la ecuacio´n (3.15), observando co´mo cuando la covarianza a
posteriori del error Pk toma valores cercanos a cero en la Figura 3.3(c), la ganancia de Kal-
man Kk tiende a cero tambie´n, quedando demostrada la ecuacio´n mencionada. Gracias a la
ganancia de Kalman Kk, el error a posteriori se minimiza, logrando que el filtro de Kalman
sea un algoritmo o´ptimo para casos lineales y/o Gaussianos.
Experimento 3.2 A continuacio´n, se aumenta el valor de la covarianza del error de medida Rk a
1. El resto de valores se mantienen como en el Experimento 3.1. El objetivo del experimento es ver
la influencia del ruido de medida en la ejecucio´n del filtro de Kalman y comparar las diferencias
con el Experimento 3.1.
En la Figura 3.4(a), se recoge el resultado del algoritmo del filtro de Kalman tras la si-
mulacio´n. En verde aparecen las observaciones que, como se puede apreciar, fluctu´an de
manera elevada entorno a los valores reales de los estados del proceso. Esta elevada fluctua-
cio´n es provocada por el aumento del ruido de medida debido a que la matriz de covarianza
R se ha elevado al valor unidad.
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(a) Estimacio´n del estado oculto a posteriori xˆk .
(b) MSE.
(c) Covarianza del error a posteriori Pk .
(d) Ganancia de Kalman Kk .
Figura 3.4: Resultados gra´ficos recopilados durante la simulacio´n del Experimento 3.2.
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En este caso la estimacio´n a posteriori xk no es demasiado imprecisa debido a que el
ruido del proceso es muy pequen˜o. Si se tiene en cuenta la ecuacio´n (3.12), un aumento de
Rk hara´ que, por un lado, las observaciones yk sean ma´s ruidosas y, por otro, que la ganancia
de Kalman Kk sea menor que en el Experimento 3.1. Por tanto, la estimacio´n a posteriori del
estado xk sera´ peor que en el Experimento 3.1, que se ve reflejado en que el MSE de la Figura
3.4(b), toma valores ma´s altos que en el caso de la Figura 3.3(b).
A medida que aumenta el nu´mero de e´pocas k, el MSE disminuye gracias a que se mi-
nimiza debido al uso de la ganancia de Kalman, alcanzando de nuevo el objetivo de ser un
algoritmo o´ptimo.
Experimento 3.3 En el siguiente experimento se aumenta el valor de la covarianza del error del
proceso Qk a 1. El resto de valores se mantienen como en el Experimento 3.1. El objetivo del
experimento es observar el efecto que produce aumentar Qk en la estimacio´n de los estados ocultos
llevada a cabo por el filtro de Kalman y comparar y contrastar los resultados con el Experimento
3.1.
Aumentando el ruido del proceso, la estimacio´n del estado a priori xˆ−k vendra´ perturbada
por dicho ruido y por tanto, la covarianza del error a priori P −k tomara´ valores ma´s altos.
En la etapa de actualizacio´n la ganancia kk, influenciada por P −k como se aprecia en (3.12),
tomara´ valores ma´s altos. En concreto, dado que Rk toma el valor de 0,01, siendo cercano a
cero, se vuelve a cumplir (3.14) y Kk tendera´ a la unidad en el inicio de la simulacio´n, valor
que se ve reflejado en la Figura 3.5(d). Destacar que dicho valor no llega a la unidad como
ocurrı´a en el Experimento 3.1 debido al aumento del ruido del proceso Qk.
En este caso, como Kk toma valores ma´s altos, la covarianza del error a posteriori Pk au-
mentara´ con respecto al Experimento 3.2. La forma picuda que toma el MSE en la Figura
3.5(b) se debe a que el nu´mero de simulaciones no es demasiado alto1 y el MSE no esta´ bien
promediado. Sin embargo si que se aprecia que los valores entorno a los que fluctu´a, son
mucho menores a los del Experimento 3.2.
Experimento 3.4 El objetivo de este experimento es implementar un filtro de Kalman en 2D
para conseguir estimar los estados ocultos de una determinada variable del sistema: z¨k. Para ello
se cuenta con un modelo y con unas observaciones con las que se debe lograr el objetivo. Tambie´n
se van a comparar y contrastar los resultados con el Experimento 3.1. El modelo dina´mico vendra´
dado por la siguiente expresio´n :
x¯k =
[
z˙k
z¨k
]
=
[
1 0,1
0 1
][
z˙k−1
z¨k−1
]
+ w¯k−1.
El modelo de medida u observacio´n sigue la siguiente expresio´n:
y¯k =
[
1 0
][z˙k
z¨k
]
+ v¯k ,
siendo z˙k y z¨k variables aleatorias discretas a estimar. Viendo el modelo de observacio´n es evidente
que, so´lo se toman observaciones de la variable z˙k. Por tanto, la variable z¨k es desconocida. Los
valores iniciales de los estados ocultos y de la matriz de covarianza del error a posteriori vienen
dados por:
x¯0 =
[
0,5
0,5
]
1Debido a las limitaciones de carga computacional de la ma´quina empleada en las simulaciones, el nu´mero
de las mismas no ha podido aumentarse hasta conseguir el deseado, siendo por tanto, una dificultad an˜adida
al experimento.
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(a) Estimacio´n del estado oculto a posteriori xˆk .
(b) MSE.
(c) Covarianza del error a posteriori Pk .
(d) Ganancia de Kalman Kk .
Figura 3.5: Resultados gra´ficos recopilados durante la simulacio´n del Experimento 3.3.
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Tabla 3.2: Para´metros empleados en la simulacio´n de MATLAB para el Experimento
3.4.
P¯0 = 10
[
1 0
0 1
]
El resto de valores utilizados en la simulacio´n se contemplan en la Tabla 3.2.
En la Figura 3.6(a) esta´ representada la estimacio´n del filtro de Kalman de los estados
de z˙k, de la cua´l se toman observaciones. En verde esta´n representadas las observaciones,
en azul los estados reales, y en rojo las estimaciones de los estados ocultos. Sin embargo,
para z¨k, el sistema no nos proporciona observaciones, pasando a ser una variable oculta
que deseamos conocer. Por ello, en la Figura 3.6(b), so´lo aparecen representados los estados
reales y los estimados por el filtro de Kalman en azul y rojo, respectivamente.
Es evidente que el filtro de Kalman realiza una buena estimacio´n de z˙k dado que posee
conocimiento sobre dicha variable y adema´s no esta´ perturbada pra´cticamente por el ruido
del proceso ya que, toma valores pequen˜os. En la Figura 3.6(d), se representan las ganancias
de Kalman aplicadas para las estimaciones de z˙k y z¨k, en azul y verde, respectivamente. Para
z˙k, Kk toma valores muy pequen˜os dado que al tener informacio´n sobre dicha variable, no
necesita hacer una correccio´n muy severa. Sin embargo, para el caso de z¨k, Kk debe tomar
valores altos en el inicio del experimento para mejorar la estimacio´n a priori x¯−k .
El MSE, representado en la Figura 3.6(c), marca la diferencia entre el valor real de z¨k y su
valor estimado y, tomara´ por tanto, valores muy altos en el inicio del experimento, pero ira´
disminuyendo a medida que el nu´mero de e´pocas k avanza. De nuevo, gracias a la influencia
de Kk, el MSE sera´ mı´nimo y por tanto, se vuelve a demostrar que el algoritmo es o´ptimo,
como ya ocurrı´a en los Experimentos 3.1-3.3.
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(a) Estimacio´n del estado oculto a posteriori de z˙k .
(b) Estimacio´n del estado oculto a posteriori de z¨k .
(c) MSE.
(d) Ganancia de Kalman K¯k .
Figura 3.6: Resultados gra´ficos recopilados durante la simulacio´n del Experimento 3.4.
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3.6. Ventajas y Desventajas del Filtro de Kalman
Ventajas
El filtro de Kalman evita la influencia de posibles cambios estructurales en la estimacio´n.
La estimacio´n recursiva se inicia con una muestra inicial y se van actualizando las estima-
ciones incorporando sucesivamente una observacio´n nueva hasta cubrir la totalidad de los
datos. Esto conlleva a que la estimacio´n ma´s reciente de los coeficientes este´ afectada por
toda la historia de la serie, lo cual, en caso de que ocurrieran cambios en el modelo, podrı´a
sesgarla. Este sesgo se puede corregir con las estimaciones secuenciales, pero a cambio de un
mayor error esta´ndar. De esta manera, el filtro de Kalman, ası´ como los me´todos recursivos,
utiliza toda la historia de la serie pero con la ventaja de que busca estimar una trayectoria
estoca´stica de los coeficientes en lugar de una determinista, eliminando el posible sesgo de
la estimacio´n ante la presencia de cambios estructurales.
El filtro de Kalman utiliza el me´todo de mı´nimos cuadrados para generar recursivamente
un estimador del estado al momento k, que es lineal, insesgado y de varianza mı´nima. El
filtro de Kalman esta´ en lı´nea con el teorema de Gauss-Markov aporta´ndole robustez al
algoritmo, para poder resolver un amplio rango de problemas en inferencia estadı´stica.
Se distingue por su habilidad para predecir el estado de un modelo en el pasado, pre-
sente y futuro, au´n cuando la naturaleza del sistema modelado es desconocida. El modelado
dina´mico de un sistema es una de las caracterı´sticas claves que distingue el me´todo de Kal-
man. Los modelos lineales dina´micos son modelos con una transicio´n lineal desde un perio-
do al pro´ximo que pueden describir la gran mayorı´a de los modelos utilizados en trabajos
de series de tiempo [7].
Desventajas
Una de las principales desventajas del filtro de Kalman es la necesidad de conocer los
valores iniciales de la media y de la varianza del vector estado para iniciar el algoritmo
recursivo. A dı´a de hoy todavı´a no existe una manera o´ptima de hacerlo.
En un enfoque bayesiano, el filtro de Kalman requiere que se especifiquen a priori valores
de los coeficientes iniciales y de sus respectivas varianzas. Una manera de hacerlo es obtener
esa informacio´n estimando un modelo similar al deseado pero con coeficientes fijos para
un subperiodo muestral. Por otra parte, se necesitan especificar las varianzas para lo cua´l
Doan, Litterman y Sims en el artı´culo [?] en 1984, sugirieron varianzas muy pequen˜as y
proporcionales en relacio´n con las obtenidas para los coeficientes iniciales.
Se ha visto en secciones anteriores que el filtro de Kalman es o´ptimo bajo ciertas condi-
ciones provocando que su uso sea muy restrictivo, como la condicio´n de que las variables
aleatorias se puedan modelar como Gaussianas. Todo ello limita su estudio y su aplicacio´n
[7].
Cuando se desarrolla para modelos autorregresivos, los resultados se ven condiciona-
dos por la informacio´n pasada de la variable en cuestio´n. El prono´stico con series de tiempo
representa la fuerza o inercia que actualmente presenta el sistema, y son eficientes u´nica-
mente a corto plazo [7] .
3.7. Aplicaciones
En la actualidad, el uso de te´cnicas de estimacio´n esta´ aumentando, puesto que se ha
visto que mejora en gran medida los problemas relacionados con el ana´lisis de datos y de
variables que varı´an a lo largo del tiempo. En el caso del filtro de Kalman, se ha extendido a
CAPI´TULO 3. FILTRO DE KALMAN 38
aplicaciones de sistemas de navegacio´n [18] [34] [35] [45] [49] donde a partir de los senso-
res de velocidad de un cierto vehı´culo, se puede realizar un seguimiento de la posicio´n del
mismo a lo largo del tiempo. Muchos de los sistemas de navegacio´n actuales, no so´lamente
utilizan el Sistema de Posicio´n Global o GPS en ingle´s, sino tambie´n un sistema de navegacio´n
inercial o INS en ingle´s, para ayudar al conductor a encontrar su destino. Juntos, estos dos
sistemas se complementan y permiten mejorar la precisio´n y la confianza de la navegacio´n,
especialmente cuando la sen˜al del GPS se degrada o se interrumpe en zonas de baja cober-
tura. Para esta aplicacio´n, el filtro de Kalman constituye una herramienta de correccio´n y
prediccio´n de la trayectoria INS gracias a las observaciones dadas por la sen˜al GPS [45] .
Tambie´n se emplea en aplicaciones relacionadas con el mundo econo´mico como en la
econometrı´a [17], donde los usos ma´s particulares se encuentran en la estimacio´n de mode-
losARIMA(Modelos Autorregresivos Integrados de Media Mo´vil), la modelacio´n con para´me-
tros que cambian en el tiempo y la modelacio´n de componentes no obervables [7] .
Aplicaciones como la visio´n artificial, el procesamiento de sen˜ales, la navegacio´n marina,
el modelado de temas demogra´ficos, la ciencia del tiempo y sus predicciones, la manufactu-
racio´n y otras muchas ma´s utilizan, en su base lo´gica, el algoritmo del filtro de Kalman [18]
[23] [34] [44].
3.8. Conclusiones
El filtro de Kalman es una herramienta muy robusta y que se puede aplicar a distintas
a´reas, obteniendo resultados o´ptimos bajo ciertas condiciones. Se ha estudiado co´mo, cuan-
do el sistema es lineal y Gaussiano, el algoritmo de Kalman es capaz de minimizar el error
cuadra´tico medio (MSE) a trave´s de lo que se denomina en la literatura como la ganancia de
Kalman. Con las dos fases del algoritmo: prediccio´n y actualizacio´n, es capaz de predecir de
manera o´ptima los estados ocultos de una variable perteneciente a un sistema de intere´s.
Debido a sus desventajas cuando el sistema deja de ser lineal, se han investigado alter-
nativas basadas en el propio algoritmo, como el llamado Extended Kalman Filter en ingle´s,
o el Unscented Kalman Filter, que buscan resolver el problema de estimacio´n en modelos no
lineales y/o no Gaussianos.
En el siguiente capı´tulo, se estudiara´n los me´todos de Monte Carlo y en particular, se
empleara´ el me´todo Sequential Importance Sampling, tambie´n conocido como filtro de
partı´culas, para modelos no Gaussianos y/o no lineales.
Capı´tulo 4
Me´todos de Monte Carlo
4.1. Motivacio´n
El uso del filtro de Kalman en problemas de estimacio´n es limitado dadas las condiciones
de Gaussianidad y de linealidad de las que precisa para su correcto funcionamiento. En la
mayorı´a de sistemas reales, la linealidad o la Gaussianidad no son planteables y se deben
utilizar otros me´todos para poder tratar de resolver los problemas.
Una de las primeras alternativas planteadas fue una variacio´n del filtro de Kalman: el
filtro de Kalman Extendido o Extended Kalman Filter (EKF en ingle´s). El EKF es la versio´n no
lineal del filtro de Kalman, que linealiza la estimacio´n de la media y la covarianza actuales.
Las aproximaciones por serie de Taylor realizadas en el algoritmo del EKF, puede lle-
var a representaciones muy pobres de distribuciones de probabilidad de intere´s. Cuando
no existe linealidad en los modelos, dichas distribuciones tienden a ser multi-modales. Las
aproximaciones Gaussianas en estos casos pueden verse deterioradas debido a la no linea-
lidad existente en los modelos. De hecho, si el modelo del ruido no es Gaussiano, el EKF
puede llevar a resultados erro´neos [25].
Los me´todos secuenciales de Monte Carlo, Sequential Monte Carlo Methods (SMC en ingle´s),
ofrecen un camino para superar estos problemas. Permiten obtener una representacio´n com-
pleta de la distribucio´n a posteriori, de tal manera que, cualquier estimacio´n estadı´stica
como la media, la moda o la varianza, pueden ser computadas de manera sencilla. La apli-
cacio´n del seguimiento en el a´rea de la visio´n artificial, es un claro ejemplo de una situacio´n
donde las aproximaciones del filtro de Kalman no son capaces de aproximar distribuciones
multi-modales, mientras que con los SMC, el proceso es posible [2] [25] .
Al contrario que los me´todos Grid [36] [59], los cua´les no se estudiara´n en este docu-
mento, los me´todos SMC son muy flexibles, fa´ciles de implementar, paralelizables y aplica-
bles en gran cantidad de situaciones. Los avances tecnolo´gicos de los u´ltimos tiempos, han
permitido aumentar la potencia computacional de las ma´quinas a un precio bajo. Gracias
tambie´n a las numerosas investigaciones realizadas sobre dichos me´todos, se han logrado
avances que han permitido mejorar aplicaciones en campos como la economı´a, la robo´tica,
las telecomunicaciones o la biologı´a [2] [5] [10] [14] [40].
Durante este capı´tulo se hablara´ de distintos me´todos de Monte Carlo de los cua´les, en los
u´ltimos an˜os, se han escrito una gran cantidad de informes cientı´ficos. El me´todo Importance
Sampling (IS), el Bootstrap Filter, comu´nmente denominado filtro de partı´culas, son algunos
ejemplos de me´todos de Monte Carlo que se emplean a dı´a de hoy en diversos campos.
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4.2. Presentacio´n del problema
Como medida de simplicidad, se va a restringir el estudio a sen˜ales modeladas como
modelos espacio-temporales, no Gaussianos, no lineales y Markovianos, a pesar de que los
me´todos de Monte Carlo se pueden aplicar a muchos ma´s casos. La sen˜al no observada
(estado oculto) {xt; t ∈ N}, xt ∈ X, se modela como un proceso de Markov con P (x0) como
distribucio´n inicial, y p(xt |xt−1) como ecuacio´n de transicio´n [2] .
Las observaciones {yt; t ∈ N}, yt ∈ Y, se asume que son condicionalmente independien-
tes dado el proceso {xt; t ∈ N} y la distribucio´n marginal p(yt |xt). En resumidas cuentas, el
modelo se describe mediante
p(x0)
p(xt |xt−1) para t ≥ 1,
p(yt |xt) para t ≥ 1.
Se denotara´ x0:t , {x0, . . . ,xt} e y1:t , {y1, . . . , yt} como la sen˜al y las observaciones, respectiva-
mente, hasta el instante t.
El objetivo es estimar a lo largo del tiempo y recursivamente, la distribucio´n a posteriori
p(x0:t |y1:t), sus caracterı´sticas asociadas incluyendo la distribucio´n marginal p(xt |y1:t), conoci-
da como la distribucio´n de filtrado, y las esperanzas
I(ft) = Ep(x0:t |y1:t) [ft(x0:t)] ,
∫
ft(x0:t) p(x0:t |y1:t) dx0:t, (4.1)
para una funcio´n de intere´s ft : Xt+1→Rnft integrable respecto a p(x0:t |y1:t). Como ejemplos
de funciones apropiadas se incluyen la media condicional, en cuyo caso ft(x0:t) = x0:t, o la
covarianza condicional de xt, donde ft(x0:t) = xtx
T
t −Ep(xt |y1:t) [Xt] ETp(xt |y1:t)[Xt].
En cualquier instante t, la distribucio´n a posteriori viene dada por el teorema de Bayes,
p(x0:t |y1:t) = p(y1:t |x0:t)p(x0:t)∫
p(y1:t |x0:t)p(x0:t)dx0:t
. (4.2)
Es posible obtener de manera directa una fo´rmula recursiva para la distribucio´n conjunta
p(x0:t |y1:t),
p(x0:t+1|y1:t+1) = p(x0:t |y1:t)p(y1:t+1|xt+1)p(xt+1|xt)p(yt+1|y1:t) . (4.3)
La distribucio´n marginal p(xt |y1:t−1) tambie´n satisface la siguiente recursio´n:
1) Prediccio´n
p(xt |y1:t−1) =
∫
p(xt |xt−1)p(xt−1|y1:t−1)dxt−1. (4.4)
2) Actualizacio´n
p(xt |y1:t) = p(yt |xt)p(xt |y1:t−1)∫
p(yt |xt)p(xt |y1:t−1)dxt
. (4.5)
Estas expresiones y recursiones son, en general, imposibles de calcular, puesto que in-
cluyen integrales complejas de altas dimensiones. Por esta razo´n, a mediados de los 60,
se desarrollaron gran cantidad de estudios para tratar de abarcar dicho problema aproxi-
mando las expresiones anteriores. Los grandes avances surgidos a partir de de 1980, con
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el incremento de la potencia computacional, han hecho posible importantes logros en los
me´todos de filtrado Bayesiano (Kitagawa 1987) [2] [37]. Este problema es conocido como
problema de filtrado de partı´culas [1] [2] .
4.3. Me´todos de Monte Carlo
Para resolver los problemas comentados en la seccio´n anterior, muchas disciplinas cientı´fi-
cas y de ingenierı´a se han dedicado al estudio y a la investigacio´n de me´todos de integracio´n
de Monte Carlo (MC). La principal ventaja que ofrecen es que no esta´n sujetos a la linealidad
o Gaussianidad del modelo, adema´s de proporcionar atractivas propiedades de convergencia
[2].
Durante el estudio de esta seccio´n se vera´ que, cuando se tiene un nu´mero elevado de
muestras de distribuciones a posteriori, no es complicado obtener buenas aproximaciones
de las integrales vistas en las ecuaciones (4.3), (4.4) y (4.5), que se ha comentado que son
complejas de resolver dadas sus dimensiones. Sin embargo, obtener muestras de estas dis-
tribuciones directamente, raramente es posible. Por lo tanto, se debe recurrir a me´todos
alternativos de Monte Carlo, como puede ser el me´todo conocido en ingle´s como Importance
Sampling (IS) o muestreo segu´n importancia como se podrı´a traducir al castellano 1. Haciendo
esta te´cnica recursiva de Monte Carlo, se obtiene el me´todo conocido como Sequential im-
portance sampling (SIS). Desgraciadamente, se puede ver co´mo, a medida que aumenta t, el
me´todo SIS comienza a degradarse. Para solucionar dicho problema se debe introducir un
paso ma´s en cada iteracio´n. Se basa en una te´cnica conocida como resampling, que se intro-
duce en [37] y que se vera´ con ma´s detenimiento en otra seccio´n. Gracias a estos estudios se
han generado algoritmos estables como describe Pierre Del Moral en [39].
4.4. Standard Monte Carlo sampling
Se asume que se puede generar una simulacio´n deN muestras aleatorias, independientes
e ide´nticamente distribuidas, conocidas como partı´culas, {x(i)0:t; i = 1, . . .N } de acuerdo con
p(x0:t |y1:t). Una estimacio´n empı´rica de dicha distribucio´n viene dada por
PN (dx0:t |y0:t) = 1N
N∑
i=1
δ
(i)
x0:t (dx0:t), (4.6)
donde δ(i)x0:t (dx0:t) denota la masa de la delta de Dirac localizada en x
(i)
0:t. Se obtiene de manera
directa la siguiente estimacio´n de I(ft)
IN =
∫
ft(x0:t)PN (dx0:t |y1:t) = 1N
N∑
i=1
ft(x
(i)
0:t). (4.7)
Esta estimacio´n es insesgada y, si la varianza a posteriori de ft(x0:t) satisface que σ
2
ft
,
Ep(x0:t |y1:t)[f
2
t (x0:t)]− I2(ft) < +∞, entonces la varianza de IN (ft) es igual a var(IN (ft)) =
σ2ft
N . De
esta manera se cumple:
IN (ft) −→ I(ft), si N −→ +∞, (4.8)
1Dada la complejidad de traducir ciertos nombres propios asignados a te´cnicas cientı´ficas, se utilizara´ para
hacer referencia a e´stos, la nomenclatura inglesa (por ejemplo: Importance Sampling)
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donde −→ indica que converge. Adema´s si σ2ft < +∞, entonces utilizando el teorema central
del lı´mite se obtiene que
√
N [IN (ft)− Ift] =⇒ N(0,σ2ft ) si N −→ +∞, (4.9)
donde se denota =⇒ como la convergencia a la distribucio´n. Es evidente la ventaja que nos
ofrece este me´todo. Dadas una muestras aleatorias {x(i)0:t; i = 1, . . .N }, se puede estimar cual-
quier cantidad I(ft) y el grado de convergencia de dicha estimacio´n va a ser independiente
del dimensionado de las integrales. Por otro lado, un me´todo de integracio´n nume´rico de-
terminista tiene un grado de convergencia que decrece cuando la dimensio´n de la integral
aumenta [2] .
Desafortunadamente, suele ser imposible hacer un muestreo eficiente de una distribu-
cio´n a posteriori p(x0:t |y1:t) en cualquier instante t, ya que p(x0:t |y1:t) puede seguir un modelo
no esta´ndar o ser multivariante. Para solucionar estos problemas se han investigado algorit-
mos basados en cadenas de Markov de Monte Carlo y que se estudiara´n en esta seccio´n.
4.5. Importance sampling
4.5.1. Batch importance sampling
Es posible aproximar la distribucio´n a posteriori con una funcio´n con un nu´mero finito
discreto de muestras. El problema reside en que no es posible, en la mayorı´a de los casos,
conseguir muestras directamente de las distribuciones a posteriori.
Una alternativa para resolver los problemas del Standard Monte Carlo sampling, consis-
te en utilizar el me´todo Batch Importance sampling. Previamente al estudio, se debe intro-
ducir la distribucio´n conocida en ingle´s bajo el nombre de importance sampling distribu-
tion pi(x0:t |y1:t). Asumiendo que se quiere evaluar I(ft), y siempre y cuando el soporte de
pi(x0:t |y1:t) incluya el soporte de p(x0:t |y1:t), se obtiene la identidad
I(ft) =
∫
ft(x0:t) w(x0:t) pi(x0:t |y1:t) dx0:t∫
w(x0:t) pi(x0:t |y1:t) dx0:t
,
donde w(x0:t) es conocido, en terminologı´a inglesa, como importance weight y que hace refe-
rencia a los pesos de las muestras [2]. Sigue la siguiente expresio´n:
w(x0:t) =
p(x0:t |y1:t)
pi(x0:t |y1:t) . (4.10)
De esta manera, si es posible realizar una simulacio´n de N partı´culas ide´nticamente
distribuidas e independientes (i.i.d) {x(i)0:t , i = 1, . . . ,N } de acuerdo a pi(x0:t |y1:t), una manera
de estimar por Monte Carlo I(ft) es
IˆN (ft) =
1
N
∑N
i=1 ft
(
x
(i)
0:t
)
w
(
x
(i)
0:t
)
1
N
∑N
j=1 w
(
x
(i)
0:t
) = N∑
i=1
ft
(
x
(i)
0:t
)
w˜
(i)
t , (4.11)
donde w˜(i)t hace referencia a los pesos normalizados dado por
w˜
(i)
t =
w
(
x
(i)
0:t
)
∑N
j=1 w
(
x
(i)
0:t
) . (4.12)
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Para una N finita, IˆN (ft) es un estimador sesgado, pero tiende a cero con N, i.e, es
asinto´ticamente insesgado. Esto quiere decir que, para que el estimador IˆN (ft) se aproxime
de manera adecuada a I (ft), el nu´mero de partı´culas N debe tender a infinito. Bajo ciertas
condiciones, se puede obtener un teorema central del lı´mite con un ratio de convergencia
independiente de la dimensio´n de la integral [2] .
Este me´todo de integracio´n puede ser interpretado como un me´todo de muestreo, donde
la distribucio´n a posteriori p(x0:t |y1:t) se aproxima como
PˆN (dx0:t |y1:t) =
N∑
i=1
w˜
(i)
t δ
(i)
x0:t (dx0:t), (4.13)
e IˆN (ft) no es otra cosa que la funcio´n ft (x0:t) integrada con respecto a la medida empı´rica
PˆN (dx0:t |y1:t):
IˆN (ft) =
∫
ft (x0:t) PˆN (dx0:t |y1:t)
Batch importance sampling es un me´todo general de Monte Carlo. Sin embargo, en su
forma ma´s simple, no es adecuado para realizar estimaciones recursivas. Esto se debe a que ne-
cesita recibir toda la informacio´n proveniente de las observaciones y1:t para poder estimar
p(x0:t |y1:t). En general, en cada instante de tiempo, se dispone de nuevos datos yt+1, lue-
go, se requiere recalcular los pesos sobre la secuencia de estado completa. La complejidad
del ca´lculo hace que esta operacio´n se vea incrementada con el tiempo. Para poder resol-
ver dicho problema, sera´ necesario establecer ciertas estrategias que se comentara´n en las
siguientes secciones [2].
4.5.2. Sequential importance Sampling
El me´todo importance sampling se puede modificar para aproximar p(x0:t |y1:t) sin tener
que modificar el pasado de las trayectorias {x(i)0:t−1; i = 1, . . .N } [2] [25].
Esto significa que la importance function pi (x0:t |y1:t) en el instante t, admite como distri-
bucio´n marginal en el instante t − 1, la importance function pi (x0:t−1|y1:t−1), tal que
pi (x0:t |y1:t) = pi (x0:t−1|y1:t−1) pi (xt |x0:t−1, y1:t) .
Iterando, se obtiene
pi (x0:t |y1:t) = pi (x0)
t∏
k=1
pi (xk |x0:k−1, y1:k) . (4.14)
En este punto, es necesario recordar que en todo momento se esta´ asumiendo que los es-
tados corresponden a procesos Markovianos y que las observaciones son condicionalmente
independientes dados los estados [25]. Por ello,
p (x0:t) = p (x0)
t∏
k=1
p (xk |xk−1) , (4.15)
p (y1:t |x0:t) =
t∏
k=1
p (yk |xk) . (4.16)
Se puede apreciar que la importance function permite evaluar de forma recursiva en el
tiempo los pesos de la ecuacio´n (4.12) . Si se sustituyen las ecuaciones (4.15) y (4.16) en la
ecuacio´n (4.12) se obtiene la estimacio´n recursiva de los pesos como sigue [25] :
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w˜
(i)
t ∝ w˜(i)t−1
p
(
yt |x(i)t
) (
x
(i)
t |x(i)t−1
)
pi
(
x
(i)
t |x(i)0:t−1, y1:t
) . (4.17)
La ecuacio´n (4.17), ofrece un mecanismo para secuencializar la fase de actualizacio´n de
los pesos. Dado que se puede muestrear la importance function y evaluar las probabilidades
de verosimilitud y de transicio´n, lo que se debe hacer es generar a priori un conjunto de
muestras y, de manera iterativa, ir calculando sus pesos. Este proceso es el que se conoce
como Sequential Importance Sampling (SIS), permitiendo obtener el tipo de estimacio´n
que se describı´a en la ecuacio´n 4.11 [25].
Un caso particular de este estudio se presenta cuando se adopta la distribucio´n a priori
como importance distribution. En ese caso, la importance function quedarı´a de la siguiente
manera:
pi (x0:t |y1:t) = p (x0:t) = p (x0)
t∏
k=1
p (xk |xk−1) .
En esta situacio´n, los pesos satisfacen la expresio´n
w˜
(i)
t ∝ w˜(i)t−1 p
(
yt |x(i)t
)
.
Este me´todo es bastante atractivo, pero no es ma´s que una versio´n restringida del me´to-
do importance sampling. Desgraciadamente, dicho me´todo se ha visto que es ineficiente en
espacios de altas dimensiones. A medida que t aumenta, el problema se presentara´ de la
misma manera en el sequential importance sampling [2] . En el Algoritmo 1 esta´ reflejado el
pseudoco´digo para implementar el SIS.
Eleccio´n de la importance function
La eleccio´n de la importance function, es uno de los disen˜os ma´s crı´ticos en los algoritmos
de importance sampling. La preferencia de que la importance function minimizase la varianza
de los pesos, fue propuesta por Doucet en 1997. El resultado de aquel argumento fue el
siguiente:
Proposicio´n 4.1 La importance function pi (xt |x0:t−1, y1:t) = p (xt |x0:t−1, y1:t), minimiza la varian-
za de los pesos condicionada a x0:t−1 y a y1:t.
Esta eleccio´n de la importance function ha sido propuesta por otros investigadores como Liu y
Chen en 1995, Zaritskii en 1975. Sin embargo, la distribucio´n:
pi (xt |x0:t−1, y1:t) = p (xt |x0:t−1) , (4.18)
es la ma´s popular, investigada por autores como Gordon en 1993, Avitzour en 1995, Kitagawa
en 1996 o´ Beadle y Djuric´ en 1997 [25] . A pesar de tener una variacio´n mayor que la o´ptima
importance function p (xt |x0:t−1, y1:t), es ma´s sencilla de implementar porque no se incorporan las
observaciones ma´s recientes.
Como se refleja en la Figura 4.1, si se comete un error al utilizar la informacio´n ma´s reciente
disponible para proponer los nuevos valores de los estados, solamente un conjunto pequen˜o de
partı´culas sobrevivira´. Por ello es importante desplazar las partı´culas hacia la regio´n de ma´xima
verosimilitud [25] .
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Algoritmo 1 Sequential Importance Sampling (SIS)
for K = 0,1,2, . . . do
for i = 1, . . . ,N do
Muestrear x(i)t ∼ pi
(
xt |x(i)0:t−1, y0:t
)
Obtener un conjunto x(i)0:t ,
(
x
(i)
0:t−1,x
(i)
t
)
end for
for i = 1, . . . ,N do
Evaluar los pesos de cada una de las muestras:
w˜
∗(i)
t = w˜
∗(i)
t−1
p
(
yt |x(i)t
)
p
(
x
(i)
t |x(i)t−1
)
pi
(
x
(i)
t |x(i)0:t−1, y0:t
)
end for
for i = 1, . . . ,N do
Normalizar los pesos segu´n
w˜
(i)
t =
w
∗(i)
t∑N
j=1 w
(∗j)
t
end for
end for
El problema de la degeneracio´n en el algoritmo SIS
El algoritmo SIS discutido tiene una limitacio´n importante: la varianza de los pesos en
(4.10) se incrementa estoca´sticamente a lo largo del tiempo.
Proposicio´n 4.2 Proposicio´n 1 de [3]. La varianza incondicionada de los pesos, aumenta a lo lar-
go del tiempo. Para entender por que´ el hecho de que la varianza de los pesos aumente se convierte
en un problema, se va a suponer que se quiere realizar un muestreo de la distribucio´n a posteriori.
En este caso, el objetivo es conseguir una densidad de probabilidad que sea muy cercana a la densi-
dad de probabilidad a posteriori. Cuando esto ocurre se obtiene los resultados de media y varianza
dados por (4.19) y (4.20) respectivamente:
E
[
P (x0:t |y1:t)
pi (x0:t |y1:t)
]
= 1, (4.19)
var
(
p (x0:t |y1:t)
pi (x0:t |y1:t)
)
= E
(P (x0:t |y1:t)pi (x0:t |y1:t) − 1
)2 = 0. (4.20)
En otras palabras, se espera que la varianza sea pro´xima a cero para obtener estimaciones razo-
nables. Por lo tanto, un incremento de la varianza tendra´ un efecto muy dan˜ino en la precisio´n de
las simulaciones. En la pra´ctica, el problema de degeneracio´n, puede ser observado monitorizando
los pesos. Tı´picamente, lo que se observa es que, despue´s de unas cuantas iteraciones, uno de los
pesos normalizados tiende a la unidad, mientras que el resto de ellos tienden a cero [25] [55].
En la Figura 4.2, se representan dos situaciones en las que aparece el efecto negativo de la
degeneracio´n de partı´culas por el elevado incremento de la varianza. Se observa como so´lamente
sobreviven aquellas partı´culas que esta´n en la regio´n de la verosimilitud o likelihood. Por ello, es
importante elegir una importance function adecuada al modelo a estimar.
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Figura 4.1: La importance distribution o´ptima permite mover las muestras de la distribucio´n a priori, a
las regiones de la distribucio´n de ma´xima verosimilitud. Esto es primordial en caso de que la verosimi-
litud se situ´e en una de las colas de la distribucio´n a priori. Figura extraı´da de [25].
(a) Situacio´n a) (b) Situacio´n b)
Figura 4.2: Representacio´n gra´fica de dos situaciones donde aparece el problema de la degeneracio´n de
partı´culas en dos importance functions distintas. Figura extraı´da de [50].
4.6. El Bootstrap filter (BPF)
El principal problema del me´todo SIS es que, a medida que aumenta t, la distribucio´n
de los pesos w˜(i)t se degeneran ma´s y ma´s. Pra´cticamente, despue´s de unas pocas iteraciones,
so´lo una partı´cula tiene un peso asociado distinto a cero. El algoritmo, de esta manera, falla
a la hora de representar la distribucio´n a posteriori deseada. Para evitar el problema de la
degeneracio´n, es necesario an˜adir un paso de seleccio´n [2].
La idea clave del bootstrap filter, reside en eliminar aquellas partı´culas cuyo peso aso-
ciado w˜(i)t sea bajo, y replicar aquellas partı´culas cuyo peso asociado sea elevado. Ma´s for-
malmente, se dice que se sustituyen los pesos empı´ricos de la distribucio´n PˆN (dx0:t |y1:t) =∑N
i=1 w˜
(i)
t δ
(i)
x0:t (dx0:t) por los pesos de la medida,
PN (dx0:t |y1:t) = 1N
N∑
i=1
N
(i)
t δ
(i)
x0:t (dx0:t) ,
donde N (i)t es un nu´mero que representa el nu´mero de veces que la partı´cula x
(i)
0:t ha apare-
cido en el muestreo de la funcio´n de distribucio´n muestreada. Esto es un nu´mero entero tal
que
∑N
i=1 N
(i)
t = N . Si N
(j)
t = 0, entonces la partı´cula x
(j)
0:t muere. Los N
(i)
t se escogen tal que
PN (dx0:t |y0:t) se aproxime a PˆN (dx0:t |y1:t) en el sentido de que, para cualquier funcio´n ft,∫
ft (x0:t) PN (dx0:t |y1:t) ≈
∫
ft (x0:t) PˆN (dx0:t |y1:t) . (4.21)
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Despue´s del paso de seleccio´n, las partı´culas que sobreviven x(i)0:t, es decir, aquellas cuyo
N
(i)
t > 0, son las que entonces, se distribuyen de manera aproximada de acuerdo a p (x0:t |y1:t)
[2] .
Hay muchas maneras de seleccionar N (i)t , la ma´s popular fue la que introdujo Neil Gor-
don en 1993. En ella, se obtienen las partı´culas supervivientes tras haber muestreado N
veces la distribucio´n discreta PˆN (dx0:t |y1:t). Esto es el equivalente de muestrear el nu´mero
de ı´ndices N it de acuerdo a una distribucio´n multinomial de para´metros w˜
(i)
t . La ecuacio´n
(4.21) se satisface en el sentido de que se puede comprobar fa´cilmente que, para una funcio´n
ft con ‖ ft ‖= supx0:t | ft (x0:t) |, existe C tal que
E
(∫ ft (x0:t) PN (dx0:t |y1:t) − ∫ ft (x0:t) PˆN (dx0:t |y1:t))2 ≤ C ‖ ft ‖2N .
Para la implementacio´n del algoritmo BPF, se deben seguir los pasos que se describen en
el pseudoco´digo del Algoritmo 2.
Algoritmo 2 Bootstrap Particle Filter (BPF)
1. Inicializacio´n, t = 0.
for i = 1, . . . ,N do
Muestrear x(i)0 ∼ p (x0)
end for
Avanzar a la siguiente iteracio´n t = 1.
for t = 1,2, . . . do
2. Ejecucio´n del algoritmo importance sampling.
for i = 1, . . . ,N do
Muestrear x˜(i)t ∼ p
(
xt |x(i)t−1
)
.
Almacenar el conjunto x˜(i)0:t =
(
x˜
(i)
0:t−1, x˜
(i)
t
)
end for
for i = 1, . . . ,N do
Evaluar los pesos segu´n :
w˜
(i)
t = p
(
yt |x˜(i)t
)
(4.22)
end for
Normalizar los pesos segu´n (4.12)
3. Seleccio´n de partı´culas o resampling.
Volver a muestrear remplazando N partı´culas
(
x
(i)
0:t; i = 1, . . . ,N
)
del conjunto(
x˜
(i)
0:t; i = 1, . . . ,N
)
de acuerdo a sus pesos.
end for
4.7. Resampling
Como se ha visto, tanto el algoritmo IS como el SIS ofrecen estimaciones cuya varianza
crece tı´picamente de manera exponencial con n. Las te´cnicas del resampling son el ingre-
diente clave para que se resuelvan los problemas estudiados en los me´todos SMC [1] [25].
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El resampling es una te´cnica utilizada para evitar el problema de la degeneracio´n de las
partı´culas propagadas, modificando la medida aleatoria Xt en X˜t, y mejorando la explora-
cio´n del estado en el instante t + 1. Para reducir el problema de la degeneracio´n durante
esta etapa de resampling, es importante que las medidas aleatorias se aproximen tan bien
como puedan a la distribucio´n original, evitando que haya sesgos que dificulten la mejora
del problema. Aunque la aproximacio´n X˜t va a ser similar a la original Xt, el conjunto de
partı´culas de X˜t, va a ser diferente al de Xt [54] .
La te´cnica del resampling indica que las partı´culas procedentes de Xt con pesos altos
son ma´s probables de dominar en X˜t que aquellas partı´culas cuyos pesos sean pequen˜os.
Consecuentemente, en el siguiente instante temporal, se generara´n nuevas partı´culas en la
regio´n de las partı´culas con pesos altos. Esta es la razo´n por la que los me´todos SMC, mejoran
tras la aplicacio´n de dicha te´cnica. El foco de exploracio´n cambia en las partes del espacio
con masas de mayor probabilidad. Debido al resampling, la propagacio´n de las partı´culas de
X˜t, tendra´ pesos con menor discriminacio´n que si la propagacio´n fuera de las partı´culas de
Xt.
Formalmente, el resampling es un proceso en el cua´l se cogen muestran de una me-
dida original aleatoria Xt =
{
x
(m)
t ,w
(m)
t
}M
m=1
, para crear una nueva medida aleatoria X˜t ={
x˜
(m)
t , w˜
(m)
t
}M
m=1
. Despue´s, se sustituyen las medida aleatoria Xt por X˜t. Durante el proceso,
algunas partı´culas procedentes de la distribucio´n Xt se ven replicadas y, dado que son ma´s
probables, sus pesos son mayores. Las partı´culas procedentes de X˜t, se utilizan para propa-
gar nuevas partı´culas y por tanto, sera´n las partı´culas padre de x(m)t+1.
Es evidente que, para la aproximacio´n de p (x0:t |y1:t), es mejor utilizar la distribucio´n
original Xt en vez de X˜t. Tambie´n se observa que el nu´mero de partı´culas obtenidas tras el
resampling N , no es necesariamente igual al nu´mero de partı´culas propagadas. En me´todos
tradicionales de resampling se ha mantenido constancia entre el nu´mero de partı´culas pro-
pagadas M y el nu´mero de partı´culas obtenidas tras el resampling N , de tal manera que
normalmente M = N . Finalmente, comentar que en muchos de los me´todos de resampling,
todos los pesos de las partı´culas despue´s del proceso son iguales [54].
El me´todo Sequential importance resampling (SIR), utiliza este paso para mejorar las pres-
taciones del me´todo SIS de Monte Carlo. En este documento, nos centramos en el filtro de
partı´culas, que es uno de los me´todos SIR ma´s comunes a dı´a de hoy.
En la Figura 4.3, se aprecia de una manera ma´s gra´fica lo comentado hasta el momento
sobre el proceso de resampling.
4.7.1. Efectos negativos del resampling
Sin embargo, el resampling tambie´n presenta efectos indeseados. Uno de ellos es el empo-
brecimiento del muestreo. Cuando se realiza el proceso de resampling, aquellas partı´culas
con pesos bajos probablemente sera´n eliminadas, y por tanto, la diversidad de las partı´cu-
las se reduce [37] . Por ejemplo, si unas pocas partı´culas de Xt tienen gran parte del pe-
so, muchas partı´culas obtenidas tras el resampling sera´n iguales, y por ello, el nu´mero de
partı´culas diferentes en X˜t sera´ pequen˜o.
El otro efecto indeseado esta´ en la alta carga computacional que dicho me´todo an˜ade al
me´todo SIS. Una buena mejora serı´a tratar de paralelizar el proceso.
Los efectos secundarios del resampling, han impulsado a los investigadores a investigar
sobre me´todos ma´s avanzados de resampling. Estos me´todos poseen varias caracterı´sticas,
incluyendo la variacio´n del nu´mero de partı´culas, la restriccio´n de la igualdad de los pesos
en las partı´culas obtenidas tras el resampling, la abstinencia de descartar aquellas partı´culas
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Figura 4.3: Esquema descriptivo del resampling. Figura extraı´da de [41].
con pesos bajos y la introduccio´n de me´todos paralelos.
Cuando se quiere implementar el proceso de resampling, se deben tomar muchas deci-
siones tales como elegir la distribucio´n a muestrear, la estrategia de muestreo, determinar
la frecuencia o el taman˜o de muestreo [54]. Durante el capı´tulo que repercute al desarrollo
de un me´todo SIS aplicando resampling, se realizara´ un estudio minucioso de lo comentado
hasta ahora.
En la Figura 4.4 se observan gra´ficamente los problemas de degeneracio´n y de empo-
brecimiento que aparecen por la ausencia o el excesivo uso, respectivamente, de la te´cnica
resampling. El taman˜o de los cı´rculos representa los pesos de las partı´culas. En la segunda
fila, los cı´rculos conectados comparten el mismo estado tras la etapa del resampling. So´lo las
partı´culas representadas por los cı´rculos verdes tienen pesos significativos, el resto, pinta-
das en rojo, sera´n eliminadas tras la etapa del resampling. El problema de la degeneracio´n
se produce porque los pesos se distribuyen con demasiada dispersio´n mientras que el del
empobrecimiento viene por un exceso de partı´culas en una regio´n concentrada [55].
Figura 4.4: Ejemplo de una situacio´n donde se observan tanto el problema de degeneracio´n como
el de empobrecimiento. Figura extraı´da de [55].
4.7.2. Resampling adaptativo
El resampling tiene el efecto de eliminar aquellas partı´culas cuyos pesos son bajos y re-
plicar aquellas con pesos altos. Sin embargo, este es el coste de introducir un aumento en la
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varianza. Si los pesos normalizados de las partı´culas tienen poca varianza, entonces realizar
el resampling es innecesario. Consecuentemente, en la pra´ctica es ma´s razonable ejecutar
el resampling solo cuando la varianza de los pesos normalizados2 es superior a un cierto um-
bral. Se suele evaluar monitorizando la variabilidad de los pesos haciendo uso del criterio
conocido como Taman˜o de Muestreo Eficaz o Effective Sample Size (ESS) en ingle´s, que viene
dado por,
ESS =
 K∑
i=1
(
w¯
(i)
t
)2
−1
. (4.23)
El ESS toma valores entre 1 y K, y usando este criterio, so´lo se realizara´ el resampling
cuando el ESS, este´ por debajo de un cierto umbral Nt = K/2. Un criterio alternativo puede
ser la entropia de los pesos w¯(i)t , cuyo ma´ximo valor ocurre cuando w¯
(i)
t = 1/K . En este caso,
el resampling se ejecuta cuando la entropı´a esta´ por debajo de un umbral [1] [30] [31] . En el
pro´ximo capı´tulo, se realizara´n experimentos con distintos umbrales para evaluar el ESS y
determinar en que´ momentos es mejor ejecutar el resampling. En el Algoritmo 3 se muestra
el pseudoco´digo necesario para implementar el me´todo de Sequential Importance Resampling
(SIR) haciendo uso del resampling adaptativo.
4.7.3. Clasificacio´n de los me´todos de resampling
Los distintos me´todos de resampling se pueden clasificar de varias maneras. Una de ellas
es la propuesta en [54], donde se dividen los me´todos en funcio´n de su implementacio´n en
paralelo o secuencial. Simplemente recordar que las implementaciones en paralelo repre-
sentan dos o ma´s implementaciones secuenciales ejecutadas simulta´neamente.
Las estrategias secuenciales se clasifican a su vez en base a si el resampling se realiza
sobre una o dos distribuciones o sobre varias distribuciones obtenidas a partir de un grupo
de partı´culas.
Otra categorı´a hace referencia a las estrategias especiales. Tal y como dice el nombre,
estas estrategias especiales tienen caracterı´sticas para separar el muestreo en simple o com-
puesto. En este documento se estudiara´n los me´todos pertenecientes al muestreo de distri-
buciones simples. Para completar ma´s informacio´n referente a me´todos de resampling avan-
zados, consultar [54]. En la Tabla 4.5 se describe la clasificacio´n comentada.
A continuacio´n se comentan algunas curiosiadades a tener en cuenta sobre las clasifica-
ciones de los me´todos de resampling propuestas en [54] :
1. Un tipo de clasificacio´n se realiza en base a la distribucio´n usada en el resampling. Prin-
cipalmente esta distribucio´n se representa como Xt. Otras aproximaciones incluyen el
muestreo de una distribucio´n aproximada. Este documento esta´ centrado en los casos
en los que el resampling no se hace sobre Xt.
2. El resampling puede actuar de la misma manera para todas las partı´culas, pero tambie´n
es posible hacerlo de manera diferente en distintas partes del espacio del muestreo.
3. Existen me´todos que agrupan partı´culas de alguna manera antes de ejecutar el re-
sampling. En lo que aquı´ respecta, se distinguen entre esquemas de muestreo de una
distribucio´n (no se agrupan las partı´culas), te´cnicas que combinan partı´culas adya-
centes (muy comu´n cuando se trata de implementaciones en paralelo), y te´cnicas que
2A dı´a de hoy hay investigadores que trabajan calculando el ESS con los pesos normalizados y otros que lo
calculan con los pesos sin normalizar. En este trabajo, el ESS se ha calculado habiendo normalizado los pesos
previamente.
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Algoritmo 3 SIR con Resampling Adaptativo.
1. Inicializacio´n, t = 0.
for i = 1, . . . ,N do
Muestrear x(i)0 ∼ p (x0).
end for
Avanzar a la siguiente iteracio´n t = 1.
for t = 1,2,. . . do
2. Ejecucio´n del algoritmo importance sampling.
for i = 1, . . . ,N do
Muestrear x˜(i)t ∼ p
(
xt |x(i)t−1
)
.
Almacenar el conjunto x˜(i)0:t =
(
x˜
(i)
0:t−1, x˜
(i)
t
)
end for
for i = 1, . . . ,N do
Evaluar los pesos (importance weights) segu´n :
w˜
(i)
t = p
(
yt |x˜(i)t
)
(4.24)
end for
Normalizar los pesos segu´n (4.12)
Evaluar ESS usando (4.23).
if ESS ≥NT then
for i = 1, . . . ,N do
Almacenar el conjunto x(i)0:t = x˜
(i)
0:t .
end for
else
3. Seleccio´n de partı´culas o resampling
Replicar/ Eliminar muestras x˜(i)0:t con altos/bajos pesos w˜
(i)
t , respectivamente, para
obtener N muestras aleatorias x(i)0:t distribuidas de forma aproximada de acuerdo a
p
(
x
(i)
0:t |y1:t
)
.
for i = 1, . . . ,N do
Generar los pesos segu´n w(i)t = w˜
(i)
t =
1
N
end for
end if
end for
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Figura 4.5: Clasificacio´n de los distintos me´todos de resampling segu´n su implemen-
tacio´n secuencial o en paralelo. Figura extraı´da de [54].
agrupan partı´culas para remuestrearlas en base a algu´n criterio predefinido (cono-
cidas como muestreo compuesto).
4. El resampling se puede clasificar tambie´n en base a si solo las partı´culas del instan-
te actual esta´n implicadas en el proceso de resampling, que es una aproximacio´n muy
comu´n, si las partı´culas de instantes anteriores se tienen en cuenta, o si las futuras
partı´culas generadas deben considerarse en el resampling. Tambie´n, el resampling pue-
de ser clasificado en base a si solamente se tienen en cuenta los pesos, que es la apro-
ximacio´n esta´ndar, o si se tiene en cuenta el estado de las partı´culas y su peso.
5. El resampling puede ser aplicado en instantes de tiempo determinados. Se han imple-
mentado compensaciones como el roughening para mejorar la actuacio´n del proceso.
6. Hay me´todos de resampling estoca´sticos y deterministas. Los me´todos deterministas
dirigen siempre un mismo conjunto de partı´culas para el mismo conjunto de partı´culas
de entrada [54].
En los me´todos de muestreo de distribuciones simples, el resampling es aplicado a to-
das las partı´culas siguiendo un procedimiento de muestreo de una distribucio´n simple. El
nu´mero esperado de veces N (m)t que la m-ene´sima partı´cula es muestreada es proporcional
a w(m)t . Dentro de este grupo se distinguira´ entre me´todos tradicionales y me´todos variantes,
aunque e´stos u´ltimos no se comentara´n en profundidad en este documento.
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4.7.4. Tipos de resampling
Resampling multinomial.
La idea principal de este me´todo es generar N nu´meros aleatorios independientes u(n)t
de una distribucio´n uniforme (0,1] y utilizarlos para seleccionar partı´culas de Xt. En
la n-ene´sima seleccio´n, la partı´cula x(m)t es elegida al cumplirse la siguiente condicio´n:
Q
(m−1)
t < u
(n)
t ≤ Q(m)t , (4.25)
donde
Q
(m)
t =
m∑
k=1
w
(k)
t . (4.26)
Por consiguiente, la probabilidad de seleccionar la partı´cula x(m)t es la misma que la
de u(n)t , estando en el intervalo comprendido por la suma acumulada de los pesos nor-
malizada visto en la ecuacio´n (4.25). Este me´todo satisface la condicio´n de ser una
estimacio´n insesgada.
El resampling multinomial tambie´s es conocido como el muestreo aleatorio simple. Da-
do que el muestreo de cada partı´cula es aleatorio, los lı´mites superior e inferior del
nu´mero de veces en que una partı´cula se vuelva a muestrear son cero (no se muestrea)
y Nt (muestreado Nt veces), respectivamente. Esto nos da la ma´xima varianza de las
partı´culas muestreadas [54] .
La complejidad computacional del resampling multinomial es del ordenO(NM), don-
de el factor M surge de la bu´squeda de un m requerido en la ecuacio´n (4.25). Dado
que se ha visto que este me´todo es ineficiente, se ha investigado sobre co´mo se podrı´a
reducir la complejidad computacional. Adema´s se han desarrollado me´todos que con-
taremos a continuacio´n donde la varianza del nu´mero de veces en que una partı´cula se
vuelve a muestrear, se reduce [54] . En el Algoritmo 4 se presenta un esquema ba´sico
para el desarrollo de dicho me´todo.
Algoritmo 4 Resampling Multinomial.[{
x˜
(n)
t
}N
n=1
]
= Resample
[{
x
(m)
t ,w
(m)
t
}M
m=1
,N
]
[{
Q
(n)
t
}N
n=1
]
= CumulativeSum
[{
w
(m)
t
}M
m=1
]
n = 0
while (n ≤N ) do
u ∼U (0,1]
m = 1
while
(
Q
(m)
t < u
)
do
m =m+ 1
end while
n = n+ 1
x˜
(n)
t = x
(n)
t
end while
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Resampling estratificado/sistema´tico.
El me´todo estratificado, divide el conjunto completo de partı´culas en subconjuntos
denominados estratos. Esto divide el intervalo (0,1] en N subintervalos distribuidos
tal que (0,1/N ] ∪ . . .∪ (1− 1/N ,1].
Los nu´meros aleatorios
{
u
(n)
t
}N
n=1
se distribuyen independientemente en cada uno de
los intervalos,
u
(n)
t ∼U
(n− 1
N
,
n
N
]
, n = 1,2, . . . ,N , (4.27)
y despue´s, se implementa el me´todo basado en suma acumulada de los pesos norma-
lizados visto en la ecuacio´n (4.25).
El resampling sistema´tico tambie´n explora la idea de dividir las partı´culas en estratos,
pero de manera diferente. Ahora u(1)t se obtiene de una distribucio´n uniforme (0,1/N ],
y el resto de los nu´meros aleatorios u se obtienen de manera determinista,
u
(1)
t ∼ (0,1/N ] ,
u
(n)
t = u
(1)
t +
n− 1
N
, n = 2,3, . . . ,N . (4.28)
Tanto el me´todo sistema´tico como el estratificado presentan una complejidad del or-
den O(N ). Es importante destacar que el me´todo sistema´tico es ma´s eficiente que el
estratificado debido a que se generan menos nu´meros aleatorios.
Los lı´mites superior e inferior del nu´mero de veces en que la partı´cula m-ene´sima es
remuestreada en el me´todo sistema´tico son bNw(m)t c y bNw(m)t c + 1 respectivamente,
donde bxc representa la parte entera del nu´mero ma´s alto que no excede a x. Por otro
lado, en el me´todo estratificado son max
(
bNw(m)t c − 1,0
)
y bNw(m)t c+2, respectivamente,
porque las variables
{
u
(n)
t
}N
n=1
no son equidistantes y, en lugar de ∆u = u(n)t −u(n−1)t para
n = 2,3, . . . ,N , varı´a entre 0 y 2/N .
Cuando ∆u tiende a 0, una partı´cula cuyo peso sea pequen˜o (cercano a 0 pero mayor
a ∆u), puede ser remuestreada dos veces y cuando ∆u es mayor a 2/N , una partı´cula
con un peso comprendido entre 1/N y ∆u puede ser descartada. Esto indica que la
varianza del nu´mero de veces en que una partı´cula puede volver a ser muestreada
por el me´todo sistema´tico, es menor que en el caso del me´todo estratificado [54] . En
el Algoritmo 5 se expone el pseudoco´digo de los me´todos estratificado y sistema´tico.
Resampling residual.
El me´todo residual consta de dos pasos. El primero se basa en hacer una re´plica deter-
minista de cada partı´cula cuyo peso sea mayor a 1/N , y el segundo consiste en hacer
un muestreo aleatorio usando los residuos de los pesos. Se representara´ N (m)t como el
nu´mero de veces que se ha replicado la partı´cula x(m)t . Con el resampling residual, la m-
ene´sima partı´cula es remuestreadaN (m)t +R
(m)
t veces, dondeN
(m)
t yR
(m)
t son los nu´meros
de las re´plicas del primer y segundo paso respectivamente, y donde N (m)t = bNw(m)t c.
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Algoritmo 5 Resampling Estratificado/Sistema´tico[{
x˜
(n)
t
}N
n=1
]
= Resample
[{
x
(m)
t ,w
(m)
t
}M
m=1
,N
]
[{
Q
(n)
t
}N
n=1
]
= CumulativeSum
[{
w
(m)
t
}M
m=1
]
n = 0
m = 1
Sistema´tico
u0 ∼U (0,1/N ]
while (n ≤N ) do
Estratificado
u0 ∼U (0,1/N ]
u = u0 +n/N
while
(
Q
(m)
t < u
)
do
m =m+ 1
end while
n = n+ 1
x˜
(n)
t = x
(n)
t
end while
El nu´mero total de partı´culas replicadas en el primer paso viene dado por,
Nt =
M∑
m=1
N
(m)
t ,
y en el segundo paso Rt =N −Nt. El residuo de los pesos se obtiene directamente de
wˆ
(m)
t = w
(m)
t −
N
(m)
t
N
. (4.29)
En el segundo paso, las partı´culas son distribuidas en base al residuo de los pesos y
haciendo uso del resampling multinomial u otro me´todo de los vistos anteriormente,
donde la probabilidad de seleccionar x(m)t es proporcional al residuo de los pesos de
dicha partı´cula. El me´todo residual tiene dos bucles cuya complejidad computacional
es del orden de O(M) +O(Rt) en cada uno de ellos.
Dado que el primer paso simplemente representa la re´plica determinista, la varianza
del nu´mero de veces en que una partı´cula se vuelve a muestrear se atribuye solamente
al segundo paso. De esta manera, los lı´mites superior o inferior de lo anterior son
bNw(m)t c y bNw(m)t c+Rt, respectivamente, si el segundo paso es implementado mediante
el me´todo multinomial [54]. En el Algoritmo 6 se presenta dicho me´todo.
En la Figura 4.6, las flechas representan las localizaciones del muestreo, y una partı´cula
se muestrea si una flecha apunta a dicha partı´cula [54]. En dicha Figura se puede contemplar
de una manera ma´s gra´fica la divisio´n del espacio muestral en intervalos uniformes o no, en
funcio´n del me´todo empleado.
Los me´todos mencionados anteriormente seguramente sean los ma´s conocidos y los ma´s
utilizados. Dichos me´todos se han modificado de algu´n modo para sacar un mejor rendi-
miento a la implementacio´n de los me´todos de Monte Carlo en aplicaciones reales. Uno de
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Algoritmo 6 Resampling Residual.[{
x˜
(n)
t
}N
n=1
]
= Resample
[{
x
(m)
t ,w
(m)
t
}M
m=1
,N
]
for m = 1 :M do
N
(m)
t =Floor
(
N
(m)
t x w
(m)
t
)
wˆ
(m)
t = w
(m)
t −N (m)t /N
end for[{
x˜
(n)
t
}N
n=1
,Nt
]
= Replication
[{
x
(m)
t ,N
(m)
t
}M
m=1
]
for m = 1 :M do
wˆ
(m)
t = wˆ
(m)
t x N/ (N −Nt)
end for[{
x˜
(n)
t
}N
n=Nt+1
]
= (Multinomial)Resampling
[{
x
(m)
t ,w
(m)
t
}M
m=1
,N −Nt
]
estos me´todos elimina la alta carga computacional que el resampling multinomial introduce
en el segundo paso del residual. Este me´todo se conoce como resampling residual y sistema´tico
(RSR). La complejidad computacional de este me´todo es del orden de O(N ).
Para poder desarrollar los me´todos de resampling mencionados, se puede hacer uso de
[56], donde se facilitan las implementaciones en MATLAB de estos me´todos.
Otros me´todos como el conocido en ingle´s como branching, adapta el nu´mero de partı´cu-
las que se obtienen tras el resampling en vez de mantenerlo siempre constante. En este docu-
mento, se va a centrar el estudio de los me´todos de resampling tradicionales. Para consultar
ma´s informacio´n sobre estas variaciones en los me´todos se recomienda la lectura de [54].
Figura 4.6: Representacio´n gra´fica de los me´todos de resampling multinomial, estra-
tificado y sistema´tico basados en la suma acumulada de los pesos normalizados de las
partı´culas. Figura extraı´da de [54].
Capı´tulo 5
Desarrollo de filtros de partı´culas en
MATLAB
5.1. Introduccio´n
El objetivo de este capı´tulo es, visualizar gra´ficamente la resolucio´n de un problema
de estimacio´n de estados ocultos de un sistema de intere´s, dado un cierto modelo que se
supone conocido, cuando la situacio´n no es Gaussiana o lineal. En este caso, el filtro de
Kalman, no funciona adecuadamente dadas estas caracterı´sticas y se busca, a trave´s de los
me´todos de Monte Carlo, solucionar este problema. Para dicha tarea se empleara´ de nuevo
la herramienta MATLAB.
El modelo escogido se ha utilizado en diversas publicaciones sobre filtros de partı´culas
dado su alto conocimiento y su buena respuesta ante dicho filtro.
5.2. Planteamiento del Problema
Se considera el siguiente conjunto de ecuaciones como ejemplo ilustrativo [36] :
p (xk |xk−1) = N (xk;fk (xk−1,ω) ,Qk−1) , (5.1)
p (yk |xk) = N (yk;hk (xk) ,Rk) , (5.2)
o equivalentemente,
xk = fk (xk−1,ω) +wk−1, (5.3)
yk = hk (xk) + vk , (5.4)
donde las funciones fk y hk son no lineales y cuyas expresiones vienen dadas por
fk (xk−1,ω) =
xk−1
2
+
25xk−1
1 + x2k−1
+ 8cos(1,2ω),
hk =
x2k
20
.
En este caso wk−1 y vk son ruidos aleatorios y Gaussianos de media cero y varianzas Qk−1 y
Rk, respectivamente y ω es el para´metro de la frecuencia medido en rad/s.
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5.3. Simulacio´n de un filtro de partı´culas
Experimento 5.1 Se desea implementar un BPF con un nu´mero variable de partı´culas para
comprobar el efecto que produce en el MSE y en el coste computacional cuando se aumenta el
nu´mero de partı´culas. Con el objetivo de ver el resultado de una manera ma´s precisa, se han
utilizado las potencias en base binaria para el nu´mero de partı´culas, de tal manera que, M ∈{
2,22,23,24, . . . ,210
}
, siendo M el nu´mero de partı´culas. Para cada uno de los valores de M se
han realizado 100 simulaciones. En la Figura 5.1, se presentan cuatro gra´ficas pertenecientes a
la estimacio´n de los estados ocultos de una determinada variable dadas unas observaciones o me-
didas, utilizando 2, 16, 128 y 1024 partı´culas, con a´nimo de ver las diferencias en la precisio´n
de la estimacio´n, ası´ como la influencia del coste computacional en la ejecucio´n del algoritmo. En
azul, se representa la trayectoria de los estados reales, en rojo, la estimacio´n realizada por el filtro
de partı´culas y en verde, las medidas realizadas por el sensor. La Tabla 5.1 muestra los valores
utilizados durante la simulacio´n.
(a) 2 Partı´culas (b) 16 Partı´culas
(c) 128 Partı´culas (d) 1024 Partı´culas
Figura 5.1: Resultados gra´ficos de estimacio´n para el Experimento 5.1, empleando el filtro de
partı´culas cuando el nu´mero de partı´culas M = 2,16,128 y 1024.
Para medir la precisio´n de las estimaciones, se ha representado en la Figura 5.2 el error
cuadra´tico medio (MSE) en funcio´n del nu´mero de partı´culas. Se ha promediado temporal-
mente en cada una de las simulaciones para conseguir un so´lo valor promedio asociado a
un nu´mero de partı´culas. Se observa gra´ficamente el efecto positivo que tiene aumentar el
nu´mero de partı´culas en la disminucio´n del MSE.
Los resultados1 de la Tabla 5.2, muestran lo que a priori parecı´a evidente: a medida
que se aumenta el nu´mero de partı´culas, el MSE disminuye pero el coste computacional
aumenta. Tambie´n se refleja que a partir de 27 partı´culas, el MSE ya no mejora demasiado
pero el coste computacional se dispara.
En este caso, la mejor solucio´n serı´a elegir 28 partı´culas durante la simulacio´n para la re-
solucio´n del problema de estimacio´n, puesto que con dicho valor el MSE es bastante bajo y el
1Los valores obtenidos en MATLAB para rellenar la Tabla 5.2 han sido aproximados a un decimal para
facilitar la lectura de los resultados.
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Tabla 5.1: Valores utilizados durante la simulacio´n del Experimento 5.1.
Figura 5.2: Representacio´n del error cuadra´tico medio MSE para el Experimento 5.1,
en funcio´n del nu´mero de partı´culas M.
coste computacional no se ha disparado demasiado. Aumentar a 29 el nu´mero de partı´culas
dispararı´a demasiado el coste computacional.
Elegir el nu´mero de partı´culas o´ptimo para la estimacio´n suele hacerse de manera heurı´sti-
ca, y se mantiene fijo a lo largo de la ejecucio´n del algoritmo. Se realizan muchas simu-
laciones promediando el error y viendo que´ situaciones favorecen la implementacio´n del
algoritmo y cua´les deterioran las caracterı´sticas del mismo.
Para mejorar la robustez del me´todo, se podrı´a adaptar el nu´mero de partı´culas durante
la ejecucio´n del algoritmo en funcio´n de la complejidad de la estimacio´n. De esta manera se
conseguirı´a minimizar el error cuadra´tico pero manteniendo una carga computacional me-
nor que si se escogiera durante toda la ejecucio´n un nu´mero fijo de partı´culas. Otra opcio´n
es buscar la mejor solucio´n para el tipo de aplicacio´n que se quiere utilizar. En funcio´n de las
caracterı´sticas demandadas por la aplicacio´n, como pudiera ser la precisio´n o el retardo, se
podrı´a emplear un nu´mero mayor o menor de partı´culas. De esta manera, estableciendo un
buen criterio entre precisio´n y retardo, se conseguirı´a optimizar la eficiencia del algoritmo
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Tabla 5.2: Resultados del MSE y la carga computacional en funcio´n del nu´mero de
partı´culas para el Experimento 5.1.
para dicha aplicacio´n.
Otra posible solucio´n serı´a emplear el ya conocido ESS. De esta manera, el resampling
no se tendrı´a que ejecutar siempre, sino que so´lo cuando se considere totalmente necesario.
Dicha solucio´n sera´ la propuesta en el Experimento 5.2 que se vera´ a continuacio´n.
En muchas situaciones es innecesario ejecutar el resampling ya que e´ste provoca que el
muestreo se empobrezca dado que so´lo sobreviven unas pocas partı´culas. Se ha hablado del
papel del Taman˜o de muestreo eficaz o ESS para evaluar en que´ instantes es necesario ejecutar
el resampling y en cua´les no.
Experimento 5.2 Se desea realizar un experimento para ver la influencia del ESS en el funciona-
miento del filtro de partı´culas. El objetivo del experimento es establecer un criterio entre el ESS y
el MSE viendo los resultados obtenidos. La simulacio´n se ha desarrollado variando el umbral que
se compara con el ESS desde cero hasta la unidad, en pasos de 0,1 para cada nu´mero de partı´culas
M.
En la Figura 5.3 esta´ representado el MSE en distintos colores en funcio´n de su valor. El
color rojo simboliza que el MSE toma valores muy altos, mientras que el color azul represen-
ta una disminucio´n del mismo. Se vuelve a ver la relacio´n entre el nu´mero de partı´culas y el
valor del MSE. En el caso del ESS, si toma el valor de cero, quiere decir que no se ha eje-
cutado el resampling en ninguna iteracio´n, mientras que si el ESS toma el valor 1, quiere
decir que en cada iteracio´n, el algoritmo sı´ que ejecuta el paso del resampling. Al poder
contemplar directamente la relacio´n entre la precisio´n y el retardo, es sencillo aplicar di-
cho criterio a una aplicacio´n para obtener los ma´ximos beneficios posibles. Se han utilizado
pasos de 0,1 para poder apreciar la relacio´n entre el MSE y el ESS, de tal manera que se obser-
va co´mo a medida que el ESS aumenta, el MSE disminuye para un nu´mero de partı´culas
menor. La principal ventaja de esta gra´fica es que permite relacionar tres para´metros impor-
tantes del filtro de partı´culas a la vez: el MSE, el ESS y el nu´mero de partı´culas M. Adema´s,
existe una relacio´n directamente proporcional entre el nu´mero de partı´culas y el tiempo de
ejecucio´n del algoritmo. Si el ESS aumenta, el MSE disminuye para un nu´mero de partı´cu-
las menor, pero, al tener que ejecutar ma´s veces el resampling, el coste computacional final
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Figura 5.3: Comparacio´n del MSE en funcio´n del umbral ESS y del nu´mero de partı´cu-
las M obtenida durante el Experimento 5.2.
aumentara´. Existe un debate entre utilizar ma´s partı´culas y un ESS menor, o utilizar menos
partı´culas y aumentar el ESS.
Para este experimento la mejor solucio´n estarı´a en utilizar un umbral de entre 0.70-0.80
para un nu´mero de partı´culas superior a 26. Se puede ver en la Figura 5.3 co´mo un nu´mero
de menor de partı´culas implicarı´a una disminucio´n considerable del MSE, y un valor su-
perior a 0.8 en el umbral de comparacio´n del ESS supondrı´a un aumento considerable del
coste computacional puesto que el resampling se ejecutarı´a ma´s veces.
Es evidente que la eleccio´n de estos para´metros en muchos casos es heurı´stica y, por tan-
to, en funcio´n del tipo de aplicacio´n se deben ajustar dichos valores a los que se consideren
oportunos para el funcionamiento correcto de la misma. No siempre sera´ mejor obtener la
estimacio´n ma´s precisa si ello implica un tiempo de ejecucio´n demasiado alto y, en otras
situaciones donde se busque ma´s precisio´n en la estimacio´n y no importe tanto el tiempo de
ejecucio´n, se puede aumentar M o el umbral del ESS, hasta obtener los resultados deseados.
Experimento 5.3 En este experimento se va a estudiar que´ ocurre con la estimacio´n llevada a
cabo por el filtro de partı´culas, cuando el resampling se realiza cada w iteraciones, siendo w el ta-
man˜o de la ventana. Dado que hay 100 iteraciones en total, la ventana w ∈ {1,6,11,16, . . . ,101}.
Cuando w = 1, el resampling se ejecuta en todas las iteraciones y, cuando la ventana toma el valor
ma´ximo, 101, no se ejecuta nunca, puesto que, evidentemente, la ventana es mayor al nu´mero de
iteraciones. De esta manera se podra´ contemplar lo que pasa cuando la ventana se va aumentando
de taman˜o, y el resampling deja de ejecutarse en todas las iteraciones. El objetivo de dicho expe-
rimento es ver si el resampling podrı´a ejecutarse tras un nu´mero fijo de iteraciones sin an˜adir un
deterioro en la estimacio´n.
Si se observa la Figura 5.4, se ve claramente que no existe ningu´n tipo de uniformidad
como sucedı´a en el Experimento 5.2 y, por tanto, no se aprecia una relacio´n directa entre
el MSE, el nu´mero de partı´culas necesario para una estimacio´n razonable y el taman˜o de la
ventana para la ejecucio´n del resampling. Se observa un funcionamiento peor que en el caso
de utilizar el ESS, dado que no se consigue llegar a un error tan pequen˜o como ocurrı´a en
el Experimento 5.2. Se aprecian casos en los que el MSE es bastante bajo y el taman˜o de w
grande, teniendo como consecuencia que el resampling no se ejecuta demasiadas veces y que
por tanto, el coste computacional serı´a menor. Sin embargo, los resultados de la Figura 5.3
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Figura 5.4: Comparacio´n del MSE en funcio´n del taman˜o de ventana W y del nu´mero
de partı´culas M obtenida durante el Experimento 5.3.
son muchı´simo mejores ya que emplean el uso de la varianza de los pesos y es un me´todo
adaptativo, mientras que en el caso de utilizar un taman˜o de ventana w fijo para ejecutar
el resampling, no se esta´ teniendo en cuenta ningu´n tipo de ana´lisis estadı´stico, obteniendo,
por lo tanto, resultados peores.
Numerosos investigadores han propuesto nuevos me´todos de resampling con a´nimo de
disminuir la alta carga computacional que conlleva ejecutar dicho paso en el filtro de partı´cu-
las. El principal objetivo de las investigaciones se basa en modificar algunos me´todos tradi-
cionales como el acumulado, multinomial, residual, estratificado o el sistema´tico, con a´nimo
de mejorar las caracterı´sticas del algoritmo BPF.
Experimento 5.4 La idea de este nuevo experimento es englobar los resultados de los tiempos de
ejecucio´n de cada uno de los me´todos mencionados, durante la simulacio´n del filtro de partı´culas.
Para ello, se ha ejecutado el filtro de partı´culas con un umbral para el ESS de 0.75, utilizando
un me´todo de resampling de los mencionados y evaluando el MSE y el coste computacional que
implica dicho me´todo. Este proceso se ha realizado para cada uno de los me´todos de resampling.
El objetivo del estudio es encontrar un me´todo que minimice el error lo ma´ximo posible y adema´s
con un coste computacional bajo.
Observando la Figura 5.5, se aprecia co´mo la curva del MSE para cada uno de los me´to-
dos de resampling es similar y, claramente se observa una mejora del MSE a medida que el
nu´mero de partı´culas aumenta.
Viendo la Tabla 5.3, se aprecia que todos los me´todos dan un MSE aproximado similar,
lo que en principio es una ventaja, puesto que el uso de uno u otro no va a suponer un
aumento del error en la estimacio´n y, por tanto, una pe´rdida en la precisio´n. Sin embargo,
observando la columna que representa el coste computacional, se puede apreciar claramen-
te co´mo ciertos me´todos, como el estratificado o el sistema´tico, son ma´s eficientes que el
resto y proporcionan una mayor velocidad en la simulacio´n del algoritmo, que para ciertas
aplicaciones sera´ necesario.
En conclusio´n, se puede afirmar que, para obtener un coste computacional bajo pero
manteniendo el MSE lo ma´s pequen˜o posible, serı´a ido´neo emplear el me´todo estratificado
o el sistema´tico, ambos comentados en profundidad en la seccio´n correspondiente al resam-
pling. Para un conocimiento mayor sobre variaciones de estos me´todos tradicionales y sobre
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Figura 5.5: Comparacio´n del MSE en funcio´n del me´todo de resampling utilizado y del
nu´mero de partı´culas M obtenida durante el Experimento 5.4.
Figura 5.6: Resultados de los costes computacionales del algoritmo en funcio´n del
me´todo de resampling utilizado obtenidos durante el Experimento 5.4.
Tabla 5.3: Resultados del MSE y el coste computacional en funcio´n del me´todo de
resampling utilizado obtenidos durante el Experimento 5.4.
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sus cara´cterı´sticas, serı´a recomendable la lectura de [54] dado que, en este documento, se
ha puesto especial atencio´n a los me´todos tradicionales, no ası´ a las variaciones de dichos
me´todos, cuyas caracterı´sticas les hacen ma´s populares en el uso del filtro de partı´culas, ya
que mejoran las caracterı´sticas propias de los me´todos tradicionales.
Experimento 5.5 En este experimento se desea comparar el funcionamiento del algoritmo subo´pti-
mo del filtro de partı´culas en el modelo lineal empleado en el filtro de Kalman dado por las ecua-
ciones (3.20) y (3.21).
El principal objetivo es poder apreciar la diferencia de los resultados del MSE en el caso de
utilizar el filtro de partı´culas y en el caso de utilizar el filtro de Kalman, ası´ como, comparar
los tiempos de ejecucio´n y el nu´mero de partı´culas para el cua´l, el filtro de partı´culas consigue
pra´cticamente los mismos resultados que el filtro de Kalman.
Para llevar a cabo la simulacio´n en MATLAB, se han modificado en el co´digo las ecuaciones no
lineales (5.3) y (5.4) del modelo del filtro de partı´culas, por las ecuaciones lineales (3.20) y (3.21)
empleadas en el modelo del filtro de Kalman. Durante la simulacio´n se ha empleado el me´todo de
resampling estratificado y el umbral de comparacio´n del ESS se ha establecido en 0.75.
Durante la simulacio´n, se ha ido aumentando en potencias de 2 el nu´mero de partı´culas co-
mo se ha hecho en el Experimento 3.1. En la Tabla 5.4 se enuncian los elementos empleados
durante la simulacio´n. Para que tenga sentido el experimento, se ha realizado una nueva si-
mulacio´n del filtro de Kalman ide´ntica a la realizada en el Experimento 3.1, pero empleando
los valores que se muestran en la Tabla 5.4.
Tabla 5.4: Valores utilizados durante la simulacio´n del Experimento 5.5 donde el filtro
de Partı´culas se emplea para la estimacio´n el modelo lineal del filtro de Kalman.
Tras ejecutar la simulacio´n del filtro de partı´culas empleando el modelo de Kalman, se
han recogido los resultados correspondientes al MSE y al coste computacional en funcio´n
del nu´mero de partı´culas en la Tabla 5.5.
Despue´s se ha realizado la simulacio´n del filtro de Kalman con los mismos valores. En la
Tabla 5.6 se muestran los resultados de dicho experimento2.
2Dado que en el filtro de Kalman el MSE se da en funcio´n del nu´mero de e´pocas, se ha hecho un promedio
temporal para obtener un solo valor. Dicho valor se va comparando con cada uno de los valores del MSE
obtenidos para el filtro de partı´culas.
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Para ver de una manera ma´s visual la mejora de las estimaciones con el aumento del
nu´mero de partı´culas, se han recopilado algunas gra´ficas de la simulacio´n que se muestran
en la Figura 5.7. En verde esta´n representadas las observaciones, el rojo la estimacio´n reali-
zada por el filtro de partı´culas y en azul, los valores reales de los estados. En la Figura 5.8(a)
queda reflejado la mejora del MSE cuando el nu´mero de partı´culas aumenta considerable-
mente y, en la Figura 5.8(b) se muestra la principal consecuencia del aumento del nu´mero
de partı´culas: el alto coste computacional.
Tabla 5.5: Resultados del MSE y la carga computacional en funcio´n del nu´mero de
partı´culas para la simulacio´n del Experimento 5.5 donde se emplea el filtro de partı´cu-
las para estimar el modelo lineal del filtro de Kalman.
Tabla 5.6: Resultados del MSE y la carga computacional para la simulacio´n del filtro
de Kalman durante el Experimento 5.5.
Viendo los resultados obtenidos tras las simulaciones, se puede demostrar co´mo el filtro
de Kalman es un algoritmo o´ptimo bajo un modelo lineal y Gaussiano y co´mo los me´todos
de Monte Carlo pueden llegar a conseguir resultados similares aumentando el coste compu-
tacional.
El MSE en promedio que se obtiene aplicando el filtro de Kalman tiende a cero y tiene
un coste computacional de 1 segundo aproximadamente. Viendo la Tabla 5.5, se puede ver
co´mo no se llega a ese nivel de MSE con un coste computacional igual para el caso del fil-
tro de partı´culas. Para que dicho me´todo obtuviera las mismas prestaciones que el filtro de
Kalman, tendrı´an que utilizarse ma´s de 1000 partı´culas, provocando que el coste compu-
tacional se disparara a 600 segundos, siendo mucho mayor que el empleado por el filtro de
Kalman.
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(a) 2 Partı´culas (b) 8 Partı´culas
(c) 32 Partı´culas (d) 128 Partı´culas
(e) 512 Partı´culas (f) 1024 Partı´culas
Figura 5.7: Gra´ficas obtenidas durante el Experimento 5.5 para la estimacio´n de los estados ocul-
tos a posteriori de xk, utilizando el filtro de partı´culas bajo un modelo lineal y Gaussiano.
(a) MSE. (b) Coste Computacional.
Figura 5.8: Resultados obtenidos del Experimento 5.5 para el MSE y el coste computacional du-
rante la simulacio´n del filtro de partı´culas bajo el modelo lineal y Gaussiano de Kalman.
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Lo´gicamente si se esta´ en una situacio´n general y no se da por supuesta la existencia de
un modelo lineal y Gaussiano, se podrı´a utilizar el filtro de partı´culas ya que, a pesar de ser
un algoritmo subo´ptimo, consigue unos resultados similares si hablamos de precisio´n en la
estimacio´n. No obstante habrı´a que establecer un criterio entre dicha precisio´n y el coste
computacional.
5.4. Estudio del filtro de partı´culas en un modelo de 3-D: El
modelo de Lorenz
5.4.1. El modelo de Lorenz
El modelo de Lorenz se describe con un sistema de tres ecuaciones diferenciales en tres
dimensiones y con una conexio´n con los fluı´dos de la atmo´sfera. Lo ma´s importante es que
exhibe dos caracterı´sticas principales de los sistemas dina´micos no lineales: la existencia
de un atractor y caos [12] [13]. La primera caracterı´stica implica que el estado del sistema
se aproximara´ a un conjunto especial, llamado atractor, dadas unas cara´cterı´sticas iniciales,
tras un tiempo suficientemente largo, mientras que el segundo significa que, dos estados
pro´ximos, aunque sufran ligeras perturbaciones, convergera´n en el tiempo. Por tanto, el
estado del sistema en un futuro lejano es impredecible [12]. En esta seccio´n, se mostrara´n
los resultados de la simulacio´n del filtro de partı´culas dado el modelo tridimensional de
Lorenz.
Se considera un problema de seguimiento de un estado del sistema tridimensional de
Lorenz con ruido aditivo y dina´mico, observaciones y ruido aditivo de medida. En concreto,
se considera un proceso estoca´stico tridimensional {X (S)}S∈(0,∞) que toma valores en R3,
cuya dina´mica se describe a trave´s de un sistema de ecuaciones diferenciales estoca´sticas
(5.5),
∂X1 = − s (X1 −Y1) + ∂W1
∂X2 = rX1 −X2 −X1X3 + ∂W2 (5.5)
∂X3 = X1X2 − bX3 +∂W3,
donde {Wi (S)}S∈(0,∞) , i = 1,2,3 son procesos de Wiener independientes y unidimensionales
y,
(s, r,b) =
(
10,28,
8
3
)
,
son para´metros esta´ticos del modelo usados en la literatura dado que lideran el compor-
tamiento cao´tico [13]. Aquı´ se usara´ una version discreta en el tiempo del u´ltimo sistema
usando un esquema Euler-Maruyama con paso de integracio´n ∆ = 10−3, quedando el mode-
lo,
X1,n = X1,n−1 −∆s (X1,n−1 −X2,n−1) + √∆U1,n (5.6)
X2,n = X2,n−1 +∆
(
rX1,n−1 −X2,n−1 −X1,n−1X3,n−1) + √∆U2,n (5.7)
X3,n = X3,n−1 +∆
(
X1,n−1X2,n−1 − bX3,n−1) + √∆U3,n, (5.8)
donde {Ui (S)}S∈(0,∞) , i = 1,2,3 son secuencias independientes de variables aleatorias de tipo
normal, ide´nticamente distribuidas, de media cero y varianza unitaria [57].
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El sistema (5.6)-(5.8) se observa parcialmente cada 200 instantes discretos de tiempo. Es-
pecı´ficamente, se almacena una secuencia escalar de observaciones {Yt}t=1,2,...,T de la forma,
Yt = X1,200t + Vt, (5.9)
donde el ruido de observacio´n {Vt}t=1,2,...,T , es una secuencia de variables aleatorias nor-
males, ide´nticamente distribuidas, de media cero y varianza σ2 = 12 . El conjunto Xn =(
X1,n,X2,n,X3,n
) ∈ R3 es el vector de estados. El modelo dina´mico dado por las ecuaciones
(5.6)-(5.8), define la transicio´n kernel p (xn|xn−1) y, las observaciones del modelo dadas por
la ecuacio´n (5.9), dan lugar a la funcio´n de verosimilitud
p
(
yt |x1,200t) ∝ exp{ −12σ2 (yt − x1,200t)2} . (5.10)
El objetivo es el seguimiento de la secuencia de las medidas de la probabilidad conjunta
a posteriori Πt, t = 1,2, . . . ,T para
{
Xˆt
}
t=1,...,T
, donde Xˆt = X200t. Destacar que uno puede
escoger una muestra Xˆt = xˆt−1 realizando sucesivas simulaciones
x˜n ∼ p (xn|x˜n−1) , n = 200(t − 1) + 1, ,200t, (5.11)
donde x˜200(t−1) = xˆt−1 y xˆt = x˜200t. La medida a priori de las variables de estado sigue una
distribucio´n normal, especı´ficamente,
X0 ∼N
(
x∗,υ20τ3
)
, (5.12)
donde x∗ = (−5,9165;−5,5233;24,5723) es la media y υ20τ3 es la matriz de covarianza de X0,
con υ20 = 10 y siendo τ3, la matriz identidad tridimensional [57].
En la Figura 5.9, se puede visualizar el modelo de Lorenz real, conocido como ”alas
de mariposa”por la forma que dicho modelo toma. Dicha forma puede haber inspirado el
nombre del efecto mariposa en la Teorı´a del Caos.
(a) Modelo de Lorenz 2D (b) Modelo de Lorenz 3D
Figura 5.9: Modelo de Lorenz en 2D y 3D respectivamente.
5.4.2. Simulacio´n
Experimento 5.6 El objetivo de la simulacio´n es mostrar co´mo el algoritmo esta´mdar BPF, permi-
te estimar el modelo tridimensional de Lorenz. Con dicho propo´sito, se aplica el BPF para realizar
un seguimiento de las medidas de la probabilidad a posteriori del sistema dado por las ecuaciones
(5.6)-(5.8), implicadas en el modelo tridimensional de Lorenz comentado anteriormente [57].
Se genera una secuencia de T = 2000 observaciones sinte´ticas, {yt; t = 1, . . . ,2000}, distri-
buidas en intervalos de 400 segundos (en tiempo continuo), correspondientes a 4x105 instantes
discretos de tiempo en el esquema de Euler-Maruyama (una observacio´n cada 200 iteraciones).
CAPI´TULO 5. DESARROLLO DE FILTROS DE PARTI´CULAS EN MATLAB 69
Tabla 5.7: Resultados obtenidos durante el Experimento 5.6 para el MSE en funcio´n
del nu´mero de partı´culas.
Dado que la aproximacio´n de tiempo discreto de las ecuaciones (5.6)-(5.8) es n = 200t, el paso del
resampling se ejecutara´ cada 200 iteraciones [57].
La idea de este nuevo experimento es similar a la del Experimento 5.1: encontrar el nu´mero
de partı´culas ideal para poder realizar una estimacio´n a posteriori de los estados de las variables
ocultas del sistema. En el caso del modelo de Lorenz, dado que es un sistema tridimensional, se
busca estimar los estados de X1,n,X2,n y X3,n.
Inicialmente se ha simulado el algoritmo con tan solo 4 partı´culas. Despue´s se ha ido
aumentando dicho nu´mero para ver la mejora en la precisio´n y en la eficiencia del algoritmo.
En la Figura 5.10 se puede ver en 2D3 la repercusio´n del aumento del nu´mero de partı´culas
a la hora de estimar los estados ocultos de las variables X1,n y X1,n del sistema (5.6)-(5.8).
Para terminar con el estudio, se presenta la Tabla 5.7, donde queda presente la influencia
del nu´mero de partı´culas escogido para realizar la estimacio´n, en el error cuadra´tico medio
MSE4.
5.4.3. Conclusiones
En el Experimento 5.6 se ha realizado un estudio de la influencia del nu´mero de partı´cu-
las en la estimacio´n de los estados ocultos del sistema diferencial y tridimensional de Lorenz,
para determinar la robustez del filtro de partı´culas (BPF) en una situacio´n de varias dimen-
siones y mayor complejidad. Se ha visto como el BPF realiza una estimacio´n muy precisa
para 2000 partı´culas aproximadamente, tras probar heurı´sticamente en varias simulacio-
nes.
Es importante destacar, por tanto, la gran robustez que tiene el filtro de partı´culas cuan-
do la situacio´n deja de ser Gaussiana y lineal. Sin embargo, no hay que olvidar que los
me´todos de Monte Carlo son me´todos subo´ptimos puesto que no cumplen el Principio de
Ortogonalidad necesario para minimizar el MSE, como ocurrı´a en el caso del filtro de Kal-
man. En el caso de los me´todos de Monte Carlo, se realizan aproximaciones muestrales de
distribuciones.
3No se han mostrado gra´ficas en 3D de la simulacio´n, dado que es ma´s complicado ver la mejora de la esti-
macio´n. El Experimento 5.6 se ha realizado en 2D, mostrando por tanto los resultados de las estimaciones de
las variables X1,n,X2,n. La estimacio´n de X3,n, no se muestra en ninguna gra´fica aunque durante la simulacio´n
fue necesario su ca´lculo.
4Es importante destacar que el coste computacional en el Experimento 5.6 es mucho menor que en el resto
de experimentos dado que no se tenı´a que ejecutar una gra´fica en todas las iteraciones de cada simulacio´n,
como se ha necesitado hacer en otros experimentos, si no que so´lamente se ha generado una gra´fica por simu-
lacio´n.
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(a) 2000 Partı´culas (b) 1000 Partı´culas
(c) 500 Partı´culas (d) 250 Partı´culas
(e) 125 Partı´culas (f) 60 Partı´culas
Figura 5.10: Gra´ficas recogidas durante la simulacio´n de la estimacio´n de las variables X1,n y X2,n
del modelo de Lorenz, haciendo uso del filtro de partı´culas, para el Experimento 5.6.
El problema fundamental reside, como ya ocurrı´a en los experimentos vistos, en estable-
cer el mejor criterio entre el nu´mero de partı´culas y el coste computacional. Se ha demos-
trado co´mo, a medida que el nu´mero de partı´culas aumenta, el coste computacional lo hace
tambie´n, resultando en muchos casos una barrera en situaciones de tiempo real.
Elegir el nu´mero de partı´culas o´ptimo no es fa´cil, y a dı´a de hoy se siguen realizan-
do investigaciones para su hallazgo. En este documento se ha estudiado la bu´squeda de este
nu´mero de partı´culas de manera heurı´stica y, manteniendo dicho valor durante toda la simu-
lacio´n. En [57] [58], se propone adaptar el nu´mero de partı´culas de manera online durante
la simulacio´n. Este proceso disminuirı´a el tiempo de ejecucio´n, ya que solamente en aque-
llos momentos donde se necesitasen ma´s partı´culas, la carga computacional aumentarı´a. Por
tanto, se estarı´a aumentando la eficiencia del algoritmo. Otro camino que se ha propuesto
en [30] [31] y en este documento como posible solucio´n ha sido el empleo del ESS, gracias
al cua´l, comparando con un umbral determinado, se podı´a intuir si el resampling era o no
necesario en cada una de las ejecuciones, reduciendo por tanto, el coste computacional.
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5.5. Estimacio´n y presupuesto del proyecto
Este proyecto se basa en el desarrollo de algoritmos de estimacio´n de modelos espacio
temporales. Dichos algoritmos se pueden implementar en diversas aplicaciones como se
ha comentado anteriormente. En esta seccio´n se realizara´ el estudio del presupuesto del
proyecto ası´ como la planificacio´n que se ha seguido para la consecucio´n de los objetivos
principales.
En la Tabla 5.8 se puede ver la estimacio´n de la duracio´n total del proyecto. Dicha es-
timacio´n se realizo´ previamente a la etapa de documentacio´n con el objetivo de establecer
hitos para la consecucio´n de los objetivos del proyecto.
Tabla 5.8: Estimacio´n del proyecto.
La planificacio´n se dividio´ en tres tipos de etapas diferentes: por un lado la etapa de
documentacio´n y estudio de los algoritmos, por otro lado el desarrollo y la implementacio´n
en Matlab de los mismos y por u´ltimo, el ana´lisis de resultados.
En la Tabla 5.9 se recoge el presupuesto del personal detallado del proyecto teniendo
en cuenta que se trata de un proyecto de investigacio´n. Para el ca´lculo del coste por horas
del personal, se ha tenido en cuenta el salario aproximado de un investigador en formacio´n.
Dicho salario esta´ comprendido entre los 900-1000 €/mes. De esta manera, haciendo un
ca´lculo del nu´mero de horas empleadas a la semana aproximado (80horas) multiplicado por
el nu´mero de semanas de un mes (4 semanas), se obtiene que el coste por hora del personal
es de 7€/hora.
En la Tabla 5.10 se recogen los costes asociados a la amortizacio´n de los equipos y he-
rramientas empleadas durante el proyecto. El ca´lculo de la amortizacio´n sigue la ecuacio´n
(5.13).
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Tabla 5.9: Presupuesto del personal.
Tabla 5.10: Amortizacio´n de los productos.
Coste Amortizacion =
Coste x Tiempo de uso x Factor de Utilizacio´n
Periodo de vida u´til
(5.13)
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Tabla 5.11: Presupuesto total.
Por u´ltimo, el ca´lculo total del presupuesto del proyecto se recoge en la Tabla 5.11, donde
se suma el coste total del personal ası´ como el coste de amortizacio´n. El presupuesto para
este proyecto esta´ tasado en 5.220€.
Capı´tulo 6
Final conclusions
6.1. Project Conclusions
In this section we will review all the conclusions which have been obtained during the
development of the project. Especially we will focus on the results of the experiments.
First of all, we have demonstrate the optimal performance of the kalman filter in Expe-
rimento 3.1-3.4 which were done in Chapter 3, El filtro de Kalman. In these cases, the model
was suposed to be linear and Gaussian and only the Kalman filter could minimise the mi-
nimum square error, so it achieved the optimal solution for the estimation of systems states
that can only be observed indirectly. In fact, in Experimento 5.5, a Particle filter was used to
estimate the Kalman filter model and we have seen how this algorithm needed much more
time to work than the Kalman filter did in order to have the same MSE performance.
However, if the system does not fit nicely into a linear or Gaussian model, the Kalman
filter performance is not so accurate. There are some alternative solutions for that such as
the Extended Kalman filter (EKF), but it does not work very well in many cases so, in this
project, we have considered other options like Monte Carlo methods; especially we have
focused on the Sequential Monte Carlo methods, in particular the Particle filter.
We have seen in Chapter 4, Me´todos de Monte Carlo, that Particle filter makes the work of
the Kalman filter in those nonlinear and/or non-Gaussian environments. The main differen-
ce is that, the Particle filter uses simulation methods to generate estimates of the state and
measures instead of deriving analytic equations as the Kalman filter does. The basic concept
of the method is that the approximation of the posterior probability of the state is carried
out by the generation of a huge number of weight particles, using Monte Carlo methods.
The particles are no longer uniformly distributed over the state but instead concentrated in
regions of high probability.
In Chapter 4, Me´todos de Monte Carlo, we have explained that it is necessary to resol-
ve the degeneracy problem of some Monte Carlo methods with the resampling technique.
However the idea of implement the resampling step in each iteration is under discussion.
We have introduced the Effective Size Sampling (ESS) in order to demonstrate that it is not
always necessary to implement the resampling step. Only when the variance of the particles
weight starts to rise, it would be fine to do it. However, we have to measure the ESS with
a threshold. Thus in Experimento 5.2, the ESS threshold is modified from zero to one, in
order to present the best criteria among the number of particles, the threshold value, the
MSE and the computational cost. In this situation we have seen that the bigger the number
of particles and the threshold are, the better of the Particle filter performance is, but the
computational cost increases with the rise of the threshold.
Over the Chapter 5, Desarrollo de un filtro de partı´culas en MATLAB, some experiments
were development with the goal of verifying the great performance of the Particle filter
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in nonlinear and/or Non-Gaussian situations. In Experimento 5.1, the number of particles
is increased every iteration in order to explain the positive effect that it has in the MSE.
The worst part is that, again, the bigger the number of particles is, the more expensive the
computational cost can be. So, good criteria between the number of particles and the MSE
have to be established.
The criteria for this experiment are established in a heuristic way. For example, in this
case, after doing a lot of simulation with different parameters, we have seen that using 28
particles and taking a threshold between 0,7− 0,8, the MSE is lower and the computational
cost is not too large. If the threshold takes a value really close to zero, the computational
cost decreases considerably but the performance of the algorithm is worse.
Finally, we have concluded that the value of these parameters should depend on the fea-
tures of the final application. It will depend on the need of more accuracy in the estimation
or more velocity. Then, a new experiment is taken place in the project. In Experimento 5.3,
the final goal is to investigate if the resampling can be implemented according to a fix win-
dow w. In this way if w gets higher so the resampling step is implemented fewer times and
viceversa. Looking at the final results, we can see that there are not any relationship between
the number of particles, the size of w and the performance of the Particle filter. Finally, Ex-
perimento 5.2 has more sense than Experimento 5.3 because in the first one a statistic study
is made and it is an adaptative method and in the second one, you cannot achieve the same
results of performance so, it is the worst method.
Different resampling methods are studied in this project. The idea of Experimento 5.4
is to evaluate the influence of these methods in the performance of the algorithm. After
tested all of them in the Particle filter simulation, we have concluded that using the strati-
fied or the systematic method, the final results of the tests are better because of the lower
computational cost. The MSE is similar in all of the studied methods.
The final experiment, which is developed in Experimento 5.6, has as a goal, the evalua-
tion of the estimation performance of the Particle filter in a more complicated situation. In
this case, the model implemented is the one studied in the Chaos theory researched by Ed-
ward Lorenz. This is a three-dimensional dynamical system generated by three differential
equations. The Particle filter is used to estimate the states of this complex system. We have
seen how accurate the performance of the Particle filter with 2000 particles is. However,
when the number of particles goes down, the performance is worse, but we did know it be-
cause of the rest of the experiments. The important thing is that Particle filter can estimate
a complicated system provided that the number of particles approaches to infinite.
Nowadays, the computational cost problem that Monte Carlo methods had can be resolve
with the new advances of technology.
6.2. Future Lines
Nowadays, analysis and processing data technology is making a huge progress. There are
a lot to research in the Monte Carlo methods field yet, in order to improve the performance
of their methods. In the case of the Particle filtering, there are new investigations about new
techniques for the resampling step whose features are more powerful than the traditional
ones. The better the resampling is, the better the final performance of the Particle filter will
be.
What is more, setting up a fixed number of particles over the simulation does not have
any sense because the complexity of the estimation is not kept in mind. The idea of this is
that the more complexity of the estimation is, the more number of particles should be used.
One of the proposal solutions would be the online adapting of the number of particles over
the simulation. In this case, an evaluation of the MSE could be done every iteration and if
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the MSE is less than in the previous iteration, the number of particles could be decreased in
the followings. On the other hand if the MSE is higher than in the last iteration, the number
of particles should be increased in the next one in order to improve the performance. A
more effective but difficult way of doing the online adapting of the number of particles is
proposed in [57] [58].
Taking on these improvements, the performance of the particle filter would be consi-
derably increased and it would be possible to develop more powerful applications in the
future.
Ape´ndice A
Project Summary
The main goal of this project is to make a non-dificult Kalman filter and Particle filter
tutorial in order to understand the great advantages that these algorithms provide to many
applications. Some methods which are used to make estimations and predictions of the
states of dynamic systems will be explained.
Since the great discovery of the Kalman filter by E.R. Kalman, technology has made
progress in several fields and in the last years, a lot of prediction and estimation applications
have been developed including filtering noisy signal, object tracking, navigation systems,
etc.
Many problems in engineering require the estimate of the state of a system which chan-
ges over time using a set of noisy measurements made on the system. In this project we have
focussed on the state-space approach to modelling dynamic systems.
In order to understand the state-space models, it is neccesary to know about the stochas-
tic processes. A stochastic process is a family of random variables Xt, where t is a parameter
running over a suitable index set T. In this project, t represents time. Over time X can take
many values which define its trayectory. These trayectories are the states that we want to es-
timate. There are a lot of ways to classify these processes but we have focussed on two. The
first one depends on the discrete or continuous form for both the time index T and the sta-
tes. In this category we have focussed on the discrete states and discrete time which is called
discrete state process. In the second one, the stochastic processes are classified according
to their probabilistic random variables features. In this category, the Markov processes are
the most important ones for this project. The stochastic processes are used in the modelling
estimation problem which is resolved in this project.
First of all, we will study the Kalman filter. In 1960, R.E. Kalman published his paper
describing a recursive solution to the discrete linear filtering problem. The Kalman filter
addresses the general problem of trying to estimate the state x ∈ Rn of a discrete-time con-
trolled process that is governed by some stochastic differential equation.
xk = Axk−1 +wk−1 (A.1)
In order to do the estimate, we have some measurements which we will consider as y ∈ Rm
and whose model is given by
yk =Hxk + vk . (A.2)
It is important to say that both the state model and the measurement model are pertur-
bed by aleatory, white and Gaussian noises which are represented by vk and wk.
In the Kalman filter process there are two work phases: prediction step and update step.
In the first one, the current state and the error covariance are projected forward in time and
their estimation is used to obtain the a priori estimates for the next time step.
xˆ−k = Axˆk−1 +wk−1 (A.3)
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P −k = APk−1A
T +Qk . (A.4)
In the second one, a new measurement is incorporated into the a priori estimate in order
to obtain an improved a posteriori estimate. It can seen that the first step is a predictor and
the second one a corrector. This recursive nature is one of the most interesting features of
the Kalman filter.
xˆk = xˆ
−
k +Kk
(
yk −Hxˆ−k
)
(A.5)
Kk =
P −k H
T
HP −k HT +Rk
(A.6)
Pk = (I −KkH)P −k . (A.7)
The Kalman filter estimator criteria should accomplish two requirements in order to be
an accurate estimator. In the first place, the average value of the state estimate should be
equal to the average value of the true state. In the second place, the state estimate should
not vary so much from the true state, thus we want to find an estimator with the smallest
possible error variance. The Kalman filter satisfies these two criteria but only if the model is
linear and Gaussian and the noises are independent, white and Gaussian. The Kalman gain
Kk is the neccesary tool to correct the a priori estimate and then, minimise the covariance
error Pk.
At the end of the Kalman filter explanation, some experiments 3.1-3.4, have been done
in order to evaluate the performance of the Kalman filter in a 1D and 2D situations. In
these cases, the model was suposed to be linear and Gaussian and only the Kalman filter
could minimise the minimum square error (MSE), so the Kalman filter achieves the optimal
solution for the estimation of system states that can only be observed indirectly.
With the aim of demonstrating the optimal solution of the Kalman filter, in Experimento
5.5, a Particle filter was used to estimate the Kalman filter model and we have seen how this
algorithm needed much more time to work than the Kalman filter did in order to have the
same MSE performance.
The main problem of the Kalman filter resides in that there are many situations where
the models are nonlinear and/or Non-Gaussian. In these cases, the optimal solution pro-
posed by Kalman does not work and we have to use another tool in order to estimate the
hidden states.
Since it is impossible to obtain analytic solutions to the inference problems of interest
in many situations, some researchers have investigated different algorithms from Kalman
filter. One standard approximation method is called Extended Kalman Filter (EKF). This
method is the nonlinear version of the Kalman filter which linearizes an estimate of the cu-
rrent mean and covariance. The main problem of this algorithm is that if the initial estimate
of the state is wrong, or if the process is modelled incorrectly, the filter may quickly diverge,
owing to its linerization. In this project the EKF has not been studied in depth because there
are better solutions for nonlinear and Non-Gaussian situations.
As is known, real data can be more complex and sometimes elements of non-Gaussianity
or high dimensionality can appear. In Chapter 4, Monte Carlo methods are studied in or-
der to resolve these environments. Specially, Sequential Monte Carlo methods (SMC) will be
studied. The main goal of SMC, is to approach posterior distributions by a large collection of
N random weighted samples (particles). The main advantage of these methods is that under
weak assumptions, they provide asymptotically consistent estimates of the target distribu-
tions of interest so, if N approaches to infinity, the estimate is stronger.
First of all, we will talk about the Standar Monte Carlo methods and their disvantages
because of the high dimensionality and the unsuitability in recursive estimation problems.
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In order to resolve these problems, two different methods have been researched: Batch Im-
portance Sampling (BIS) and Sequential Importance sampling (SIS). The first one is not
adequate for recursive estimation so we have focussed on the second one. The solution of
SIS involves a good choice of an importance distribution. The SIS method has two principle
steps: particle propagation and weight computation.
Both IS and SIS suffer the problem which is known as degeneracy problem. The problem
is caused because the estimate variance is increased exponentially with n. The main effect
of that problem is shown in the particle weights because most of the particles have a weight
which approaches zero, and only a few particles have a non-zero weight. In order to resolve
this problem, some researchers have developed a technique called resampling. The algorithm
which uses this technique is called Bootstrap Particle filter (BPF), and in the final chapter,
we will focus on that one in order to do the software development.
The BPF has three principle steps: particle propagation, weight computation and resam-
pling. The first two amount to the generation of particles and assignment of weights and the
last one replaces one set of particles and their weights with another set. The resampling is
an essential step in order to prevent the aforementioned problems.
The aim of the resampling is to prevent the degeneracy of the propagated particle. The
idea is that the particles with large weights are more likely to dominate in the sampling
distribution than the particles with small weights. Consequently, more particles will be
generated in the region of large weights. However, resampling is not always perfect and
undesired effects, such as the impoverishment of the sampling and the increase of the com-
putional cost, can be introduced. The first undesired effect is caused because the diversity
of the particles is reduced. The second one is casused because the resampling step involves
more computational operations which increase the implementation time of the algorithm.
In this project we have studied several resampling methods which have been developed
to resolve the indesired effects of resampling. In particular, we have studied the traditional
methods including multinomial, accumulative, residual, sistematic and stratified methods.
The impoverishment problem is decreased using some of these methods but we will evaluate
their computational complexity, which can be a problem in the final development of the
algorithm.
As we have said, resampling removes particles whose weights are low and multiplies
particles with high weights and, in some cases, can be harmful for the estimates. So, addi-
tional variance is introduced in the system. In this way, it is important to analyze when it
is necesssary to implement the resampling step. If particles have normalised weights with a
small variance, then the resampling step is not necessary. Consequently, we will only carry
out the resampling step if the variance of the normalised weights is superior to a threshold.
This is what is known as Effective Sample Size (ESS) and it is given by
ESS =
 K∑
i=1
(
w
(i)
t
)2
−1
. (A.8)
The ESS takes values from 1 and N and resampling will be carried out when the threshold
is typically N/2. In this project we have normalised the ESS in order to make the study easier,
so,
¯ESS =
ESS
M
, (A.9)
where M is the number of particles. Thanks to that, the ¯ESS takes values from 0 to 1 and
we will analyze, in the simulation chapter, what would be the best value in order to achieve
the best performance.
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Finally in Chapter 5, Desarrollo de una filtro de partı´culas (SMC) en MATLAB, we have
developed a Bootstrap Particle filter (BPF) with the aim of evaluating the minimum Square
Error (MSE) performance in several situations.
The main goal of this chapter is the achievement of the best performance in order to
estimate the hidden states in a nonlinear or Non-Gaussian situation. First of all, we have
introduced the problem to be resolved and the algorithm description. Then we have done
the first simulation in MATLAB. The main idea of Experimento 5.1 is to increase the number
of particles in order to improve the performance of the Particle filter. We have seen how if
the number of particles is increased, the performance is better and consequently, the MSE is
decreased. The negative side is that the computional cost increases if the number of particles
does so. Because of this fact, we have to establish a good criteria in order to achieve the best
solution. Finally we have concluded that with 28 particles, the Particle filter performance is
sufficiently accurate and the MSE is quite low.
The next experiment was developed to evaluate the resampling role in the final perfor-
mance of the Particle filter. In Experimento 5.2, the main idea was to increase the threshold
to compare the ESS value from 0 to 1, in order to evaluate the MSE and the computational
cost according to the number of particles used. When the threshold value increased, the
MSE decreased with a lesser number of particles. This means that the algorithm performan-
ce is considerably good. The worst thing is that if the threshold takes a bigger value, the
resampling step is carried out more times so the computational cost is increased. On the
other hand, if the threshold value approaches zero, the performance is not so good becau-
se the resampling step is not carried out so often, but the computational cost is low. Once
again having a good criteria becomes a necessary task but in this case among the threshold
to compare the ESS, the number of particles, the MSE and the computational cost. We ha-
ve concluded that with more than 27 particles and with a threshold between 0,7 − 0,8 to
compare the ESS, the final performance of the Particle filter is sufficiently accurate.
Then we did a similar experiment in Experimento 5.3, but this time, the resampling step
was carried out each w iteration, where w was the window which pointed out if the resam-
plig had to be done or not. If w is greater, the resampling step is carried out few times and
viceversa. The main objective of this experiment is to compare the results with Experimento
5.2 in order to evaluate the influence of the ESS in the final performance of the Particle filter.
After doing this experiment, we have seen how the Particle filter performance is worse than
the ESS one and the principle cause is because the window experiment is not adaptative
and sometimes it is necessary to implement the resampling step but in Experimento 5.3 it
is not carried out and the performance does not work well. Maybe on some occasions, this
situation could be better than the ESS one, but not in a real time application or in some
applications which involve an accurate estimate.
The next experiment has to do with the resampling methods aforementioned. The main
idea of this experiment is to evaluate the performance of the Particle filter according to
the resampling method used. After evaluating all the tradicional resampling methods in
Experimento 5.4, we have seen how some traditional methods are better than others just
because the computational cost is decreased and the MSE is equal in all of them. We have
concluded that the sistematic and the stratified methods are the most optimal resampling
methods in order to achieve the best solution to the problem.
We have seen how optimal the Kalman filter solution was. Monte Carlo methods are
suboptimal solutions; nevertheless they can achieve the same performance as a Kalman filter
in linear and Gaussian environments. In order to demonstrate that, in Experimento 5.5,
we have simulated the Particle filter in the Kalman filter model and we have compared
the results with the Kalman filter ones. If we used 210 particles or more, we could obtain
the same performance as the Kalman filter apart from the computational cost which in the
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Particle filter case, was much higher than in the Kalman filter one.
The final experiment developed in Experimento 5.6 has the aim of evaluating the perfor-
mance of the Particle filter in a more complex situation. The model used in this experiment
was the one belonging to the Chaos Theory, which was discovered by Edward Lorenz. This
model consists in a system of three differential equations which is a more complex situation
than the model used in the rest of the experiments. The three-dimensional model has been
evaluated by the Particle filter according to a number of particles. We have seen how with
2000 particles the estimate of the Lorenz model is very accurate so the MSE is low. Once
again, the computational cost is increased. If we decreased the number of particles, the final
performance would be worse.
After doing all the experiments, we can conclue that the more complex the situation
is, the greater number of particles is needed to achieve a good performance. In real time
situations, the computational cost cannot be too high, so, the number of particles should
not increase too much. However, because of great tecnological advances, the computational
power has been increased so in many cases a great number of particles could be used in
order to get better results.
Nowadays, both Kalman filter and Sequential Monte Carlo Methods (SMC) are used very
much in several fields, including engineering, econometrics, artificial vision, robotics, biolo-
gical science or tracking. This is the reason why they are very attractive for many researchers
and companies. Many of them are improving the traditional resampling methods in order
to decrease the computational cost and the impoverishment problem. Moreover, there are
several things that can be improved in Particle filtering such as a good choice of the number
of particles and of the resampling method. In this project we have done it in a heuristic way,
but there are few researchers that are testing how to adapt the number of particles in the
simulation. This would be a great advance because using a fixed number of particles during
the whole simulation can be a problem in a real time application because of the compu-
tational cost. Both online adapting of the number of particles and the improvement of the
traditional resampling methods would be two ways to increase the good performance of
these methods in several applications which could be very useful in the future.
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