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Abstract
This thesis examines the application of identity-based cryptography (IBC) in de-
signing security infrastructures for grid applications.
In this thesis, we propose a fully identity-based key infrastructure for grid (IKIG).
Our proposal exploits some interesting properties of hierarchical identity-based cryp-
tography (HIBC) to replicate security services provided by the grid security infras-
tructure (GSI) in the Globus Toolkit. The GSI is based on public key infrastructure
(PKI) that supports standard X.509 certificates and proxy certificates. Since our
proposal is certificate-free and has small key sizes, it offers a more lightweight ap-
proach to key management than the GSI. We also develop a one-pass delegation
protocol that makes use of HIBC properties. This combination of lightweight key
management and efficient delegation protocol has better scalability than the existing
PKI-based approach to grid security.
Despite the advantages that IKIG offers, key escrow remains an issue which may
not be desirable for certain grid applications. Therefore, we present an alternative
identity-based approach called dynamic key infrastructure for grid (DKIG). Our
DKIG proposal combines both identity-based techniques and the conventional PKI
approach. In this hybrid setting, each user publishes a fixed parameter set through
a standard X.509 certificate. Although X.509 certificates are involved in DKIG, it
is still more lightweight than the GSI as it enables the derivation of both long-term
and proxy credentials on-the-fly based only on a fixed certificate.
We also revisit the notion of secret public keys which was originally used as a crypto-
graphic technique for designing secure password-based authenticated key establish-
ment protocols. We introduce new password-based protocols using identity-based
secret public keys. Our identity-based techniques can be integrated naturally with
the standard TLS handshake protocol. We then discuss how this TLS-like identity-
based secret public key protocol can be applied to securing interactions between
users and credential storage systems, such as MyProxy, within grid environments.
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Chapter 1
Introduction
Contents
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3 Organisation of Thesis . . . . . . . . . . . . . . . . . . . . 13
This chapter gives an overview of the thesis. We provide the motivation for our
research and describe the contributions of this thesis. In this chapter, we also present
the overall structure of the thesis.
1.1 Motivation
Continual improvements to computing power, storage capacity and network band-
width are allowing computing technologies of previously unheard of levels of sophis-
tication. Nevertheless, there remain increasing demands for access to more compu-
tational power and resources, much of this being driven by the demands of large and
complex new problems. Grid computing [67, 70] has been proposed as a mechanism
to meet such demands. In essence, grid computing aims to provide an infrastructure
allowing access to a wealth of sharable resources such as processing power, storage,
databases, applications and any other devices (hardware) or components (software).
All of these can be reached by remote users wishing to solve urgent and/or resource-
intensive problems in computational science and engineering, experimental science,
industrial engineering, corporate communications and so forth.
Provision of appropriate security within a grid environment seems to be more chal-
lenging than most conventional distributed systems. Public key infrastructure (PKI)
technology is presently deployed in most grid implementations as it is perceived as
a stable and mature technology which is widely supported and can be easily in-
11
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tegrated with different applications on various platforms. In the Globus Toolkit
(GT) [62, 81], the leading toolkit used in developing many grid systems, proxy
certificates [176] have been designed and deployed in addition to standard X.509
public key certificates [101]. This compensates for some of the shortcomings in
the conventional PKI setting and provides additional properties that align with the
requirements for secure communications among grid entities within a dynamically
changing environment. The motivations for the use of proxy certificates are twofold:
(i) to limit exposure of long-term credentials, and (ii) to enable single sign-on (or
unattended authentication) and delegation services. It is not clear, however, if the
extensive use of certificates in the hierarchical PKI setting forms the basis of the
best possible security architecture for grid environments.
Independent of grid computing, a variant of traditional public key technologies called
identity-based cryptography (IBC) [25, 159] has recently received considerable at-
tention. Through IBC, an identifier which represents a user can be transformed into
his public key and used on-the-fly without any authenticity check. The potential of
IBC to provide more immediate flexibility to entities within a security infrastruc-
ture and its certificate-free approach may well match the dynamic qualities of grid
environments. In other words, it seems that the development of IBC may offer more
lightweight and flexible key usage and management approaches within grid security
infrastructures than does a traditional PKI. The aim of this thesis is to conduct a
detailed investigation into the use of IBC in place of the PKI-based Grid Security
Infrastructure (GSI) that is adopted in the GT. Our main focus is to find out if the
identity-based approach can offer a feasible alternative and is a better solution than
the PKI-based GSI.
1.2 Contributions
The application of IBC in grid security is an emerging and interesting area but the
potential of IBC has only been partially investigated to date. The contributions of
this thesis can be summarised as follows.
• We propose a fully identity-based key infrastructure for grid systems. It in-
12
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herits attractive properties from IBC such as being certificate-free and having
small key sizes. We present a customised identity-based authenticated key
agreement protocol for grid environments. We also design a lightweight one-
pass delegation protocol that supports short-term identity-based keys. Our
protocols support single sign-on, authenticated key agreement and credential
delegation in a natural way. In our proposals, we identify and discuss the
performance trade-offs in terms of computational and communication costs
between our proposals and current approaches.
• We propose a dynamic key infrastructure for grid applications. This is a hy-
brid certificate/identity-based approach which aims to resolve the key escrow
issue encountered with the fully identity-based approach. Using this approach,
most of the benefits that identity-based techniques offer can be preserved, while
eliminating key escrow from the infrastructure. We examine the performance
trade-offs in this hybrid approach as compared to the fully identity-based ap-
proach and the GSI.
• We introduce and study the concept of identity-based secret public keys. Our
identity-based approach allows secret public keys to be constructed in a very
natural way using arbitrary random strings, removing the structure found in,
for example RSA or Diffie-Hellman keys. Using this and other new properties
of identity-based secret public keys, we propose password-based authentication
protocols and provide informal security analyses on these protocols. We also
extend our work to integrating our identity-based techniques with the standard
TLS handshake protocol. Such a protocol, in turn, seems to fit nicely into
MyProxy, an on-line credential storage system for grid applications.
Parts of the research findings in this thesis have been (or will be) published by
Springer-Verlag in Lecture Notes in Computer Science (LNCS) series [43, 116, 117,
118] and by IEEE Computer Society Press [115].
1.3 Organisation of Thesis
The remainder of this thesis is organised as follows.
13
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Literature review: We present background material on grid security and identity-
based cryptography in Chapters 2 and 3, respectively. These are prerequisites
for understanding our new proposals for security infrastructures suited to grid
applications. In Chapter 2, we first present the concept of grid computing,
covering topics such as the evolution of grid computing, grid properties, grid
architecture, the role of web services in grid computing, and grid applications.
Subsequently, we describe grid security requirements and the security tech-
nologies used to meet these requirements in current grid implementations. We
also provide technical details of the Globus Toolkit and the MyProxy system
which are widely used in grid applications.
In Chapter 3, we give an overview of identity-based cryptography. We cover
topics such as the comparison between certificate-based and identity-based
public key infrastructures, pairing concepts, some identity-based cryptographic
schemes that we will adopt in our proposals, and general performance and
implementation aspects of identity-based cryptosystems. In addition, we also
review existing or proposed applications of identity-based cryptography, in
particular in email systems.
Security infrastructures for grid applications: Chapters 4 and 5 present our
proposals of security infrastructures/architectures for grid environments. In
Chapter 4, we begin by explaining current issues in PKI-based grid security
architectures. We then give an overview of our proposal for an identity-based
key infrastructure for grid (IKIG) and explain how is it different from cur-
rent related work in the literature. That is followed by the detailed design
of our IKIG proposal, which includes defining how various security services
(supported by the GSI) can be provided by IKIG. We examine the key man-
agement aspects of IKIG and give informal security analyses of the protocols
that underpin our IKIG proposal. Subsequently, we present an analysis of the
performance of the protocols and compare the results with the performance
of the GSI. We also discuss the impact of our IKIG proposal on web services
security, some implementation issues, and limitations of our identity-based
approach.
In Chapter 5, we introduce the concept of a dynamic key infrastructure for
grid (DKIG). The aim of this proposal is to resolve the key escrow problem
that IKIG inherits from its use of IBC. Chapter 5 begins by giving the motiva-
14
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tion for and an overview of our DKIG proposal. We then review some related
work in the literature. This is followed by the details of our DKIG proposal,
including description of the authenticated key agreement and delegation pro-
tocols that DKIG supports. We provide details of key management aspects
of DKIG. Subsequently, we present security and performance analyses of our
DKIG proposal. Finally in Chapter 5, we highlight some practical issues and
limitations of DKIG.
Secret public key protocols revisited: In Chapter 6, we revisit the concept of
secret public keys and introduce the notion of identity-based secret public
keys. Note that this chapter is rather independent of Chapters 4 and 5, and
the reader should be able to understand most of the material presented in this
chapter without reading Chapters 4 and 5. The aim of Chapter 6 is to examine
new properties of identity-based secret public keys and how these properties
can be used in constructing a password-based analogue of the TLS handshake
protocol. We begin by reviewing the history of secret public keys and some
related work. We then study the early proposals for secret public key protocols
and the attacks on them. This gives us motivation for investigating identity-
based secret public keys. In what follows, we introduce new properties of
identity-based secret public keys. We also present two-party and three-party
identity-based secret public key protocols. Subsequently, we show how our
identity-based techniques can be expanded to support the use of passwords in
an analogue of the standard TLS handshake protocol. Finally in this chapter,
we discuss the application of our TLS-like identity-based secret public key
protocol in the MyProxy system within a grid environment.
Conclusions: In the final chapter of this thesis, Chapter 7, we give concluding re-
marks about our proposals in Chapters 4, 5 and 6. These include the problems
that we have studied, the importance of these problems, and a summary of our
research findings. We also provide some suggestions for future work related to
our proposals.
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This chapter provides an overview of grid computing and the associated security
concerns. We discuss some grid security issues relevant to our research. To help the
reader understand better the security requirements of grid systems, we also develop
an example scenario of a grid application and discuss the security aspects of this
scenario.
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2.1 Computational Grids
Grid computing [63, 70] has emerged as a fast-evolving and important field which
has gained substantial attention from multidisciplinary researchers worldwide due to
its broad applicability. It is seen as the next generation computing technology, offer-
ing virtually “unlimited” resource sharing for computationally intensive advanced
science and engineering problems. Figure 2.1 shows a classic computational grid
environment which provides pervasive access to different types of computational
resources. Examples of these resources are: processing power, storage capacity,
network bandwidth, scientific instruments, databases, applications, and any other
hardware devices or software components which may be needed to complete resource
demanding and computationally complex tasks. After close to a decade of research
and development, Foster [58, 59] has put forward the view that the grid vision of us-
ing computational power like other utilities, such as water and electricity is feasible
based on a combination of technology trends and research advances.
Computing technologies have improved dramatically and become considerably cheaper
in their costs over the last two decades. A personal computer in 2001 is as fast as
a supercomputer of 1990 [58]. Even though computing power, storage capacity and
network bandwidth are improving steadily, they cannot cope with the increasing
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Figure 2.1: A typical computational grid environment.
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demand for access to more computational resource for solving large and complex
new problems. The emergence of grid computing provides a timely boost to the ad-
vancement of computing technology in developing better ways of enhancing human
endeavour.
2.1.1 Definition of Computational Grid
The term grid1 was first used in the mid-1990s to denote a distributed comput-
ing infrastructure for advanced science and engineering applications [65]. It implies
a common and uniform means of providing computer programs with the required
amount of computational resources, analogous to providing electrical power to house-
hold appliances. That said, the concept of sharing distributed resources is not new.
In 1965, Vyssotsky et al. [183], the designers of the Multics operating system, en-
visaged a computer facility operating “like a power company or water company”.
Licklider and Taylor [114] also anticipated grid-like scenarios in 1968. Since the late
1960s, much work has been devoted to developing distributed systems. From the
launch of Arpanet in 1969, to the Internet era through the 1980s, and to the World
Wide Web (WWW) era during the 1990s, networking and computing technologies
have improved by leaps and bounds. With the technological advancement that we
have seen, the concept of distributed resource sharing may no longer be merely a
myth but an achievable reality.
In [63], Foster and Kesselman, the pioneers of modern grid development, wrote:
A computational grid is a hardware and software infrastructure that
provides dependable, consistent, pervasive and inexpensive access to high-
end computational capabilities.
In a subsequent publication [70], co-authored with Steve Tuecke, they refined the
definition to address social and policy issues, stating that grid computing is a tech-
nology concerned with coordinated resource sharing and problem solving in dynamic,
1We refer to grid computing as a type of distributed computing technology, while a computational
grid indicates the physical infrastructure that supports grid computing. Note that we also use a
more general term grid to represent both grid technology and infrastructure.
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Figure 2.2: A VO consists of resources and users from different domains.
multi-institutional collaborations. The term virtual organisation (VO) [64, 70] is of-
ten used for these collaborations because of their distributed and usually ephemeral
nature.
To be more specific, a virtual organisation (VO) is a set of users and resources that
span multiple domains and are governed by a set of defined sharing rules, as shown
in Figure 2.2. This sharing is, necessarily, highly controlled, with resource providers
and users defining clearly and carefully what is shared, who is allowed to share, and
the conditions under which sharing occurs [65, 70]. VOs can vary greatly in terms
of scope, size, duration, structure, distribution and capabilities being shared.
2.1.2 Evolution of Grid
Grid computing has evolved quickly over the past decade. The early grid ef-
forts started in the mid-1990s were known as metacomputing. The metacomputing
projects were partly driven by the need to link a few US national supercomputing
centres and aimed to provide computational resources to a range of high-performance
applications. They were the forerunners of grids as we recognise them today. Two
representative projects were FARNER and I-WAY [60]. In contrast to today’s grids,
they were mainly proprietary solutions.
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The experience gained in the metacomputing projects convinced grid pioneers of the
viability of constructing a global-scale distributed computing infrastructure capable
of supporting diverse applications requiring massive amounts of computation and
data. This vision was documented in [64] which set out the expectation of second
generation grid systems. The focus of grid development at this stage was the building
of middleware components that could support heterogeneous, scalable and adapt-
able distributed computing environments. The grid solutions became more generic
and open than before as a result of the involvement of a larger research community
working to address numerous implementation challenges. Some of the important
new technologies (or projects) that emerged during this period are: Globus Toolkit
(GT) versions 1 and 2 [62] which evolved from I-WAY; Legion [91]; Condor [177];
UNIform Interface to COmputer REsources (UNICORE) [7]; Storage Resource Bro-
ker (SRB) [149]; Common Object Request Broker Architecture (CORBA) [138]; and
Peer-to-Peer computing (P2P) [46]. It is worth noting that some of these technolo-
gies such as CORBA and P2P are not intended to be used in grid computing, but
are nevertheless technologies related to grid.
This second generation of grid computing technologies provided the inter-operability
that was essential to achieve large-scale computation. As grid solutions were further
explored, other aspects of the engineering of the grid became apparent. One of them
was the desire to have re-usable components containing information about resources
and a flexible way of assembling these components. Therefore, the third generation of
grid systems involved increasing adoption of a service-oriented model (which we will
discuss more in Section 2.1.4) and attention to metadata2. The technology enabler
for this is web services which have received strong industry support. An important
milestone is the development of the Open Grid Services Architecture (OGSA) which
adapts the design of grid systems to web services. This is still a continuing process
as web services technologies are still evolving, as with grid computing. GT versions
3 and 4 are two examples of OGSA-compliant implementations. Further background
on the evolution of grid computing can be found in [153].
2Metadata defines the structure of data. It provides information about the content, quality,
condition and other characteristics of data.
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2.1.3 Grid Properties
Having briefly discussed how grid computing has evolved into the technology that
we see today, one can easily understand that grid computing represents both an
extension of and enhancement to current distributed computing technology. For
example, CORBA, an enterprise distributed computing technology, only supports
resource sharing within a single organisation but not across multiple domains [153].
Although P2P computing is effective for large-scale, geographically dispersed par-
ticipants, its resource sharing architecture concentrates mainly on files and compute
cycles [61]. On the other hand, grid computing aims to overcome these limitations
by using a new architecture that we will describe in Section 2.1.4.
We list the properties inherent in grid systems as follows.
• High-performance/throughput orientation. A grid system is viewed as a single
virtual machine (or distributed supercomputers) with massive computational
power to cater for resource intensive and complex tasks.
• Parallelism. Parallel computations have always been essential for scientific
and advanced engineering applications. Through the use of parallel computing
technologies such as Message Passing Interface (MPI) [130, 131] and Parallel
Virtual Machine (PVM) [78] for writing portable parallel programs, compli-
cated tasks that comprise many independent and repetitive subtasks can be
performed in parallel in a grid system.
• Heterogeneity. A grid system allows users to access and utilise resources lo-
cated at different domains with dissimilar communication mechanisms. This
inter-operability enables execution of tasks at different locations and on dif-
ferent platforms to be transparent to the users.
• Scalability. It is envisaged that a grid system allows the establishment of
highly flexible sharing relationships among grid users and resource providers
through various collaborative structures such as client-server and P2P, along
with more complex models like sharing via intermediaries or brokers [65]. A
grid system should be capable of supporting a reasonably large number of users
with minimal performance degradation.
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• Dynamicity & adaptability. A grid system should provide a highly dynamic
and adaptive collaborative environment. Grid users and resource contributors
may join and leave a VO over a short period of time. Ideally, a grid system
should be adaptable enough so that the unavailability of a resource due to
full utilisation or a technical failure would trigger a search for an alternative
resource which meets the required specification.
Given these features, it seems that the grid research community must push the
computing technology boundaries if the grid vision is to be truly realised. Current
distributed computing technologies, such as web services, P2P, CORBA and PVM
all have their own limitations when deployed individually. It is still not clear how
difficult the challenges are for computational grids to function like electric power
grids, if grid computing is developed using or evolved from these technologies.
2.1.4 Grid Architecture
After about a decade of focussed research and development, and experimentation,
considerable consensus has emerged among the grid community on the requirements
and architecture for grid computing. Because of the large-scale and heterogeneous
nature of grid, inter-operability has always been the central architectural issue. Stan-
dardised protocols, defining the content and sequence of message exchanges used to
request remote operations, have emerged as an essential means of achieving inter-
operability.
In what follows, we describe the grid architecture proposed by Foster et al. in [63],
which has now become the foundation for all grid systems.
The Layered Grid Architecture. The original layered grid architecture pro-
posed by Foster et al. is shown in Figure 2.3. A brief description of each component
is as follows:
• The fabric layer provides the lowest level of access to actual resources and im-
plements the mechanisms that allow those resources to be shared and utilised.
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• The connectivity layer defines the communication and security protocols re-
quired for network data transmissions between different fabric layer resources.
• The resource layer builds on the connectivity layer, implementing protocols
that enable secure negotiation, initiation, monitoring, accounting and payment
for sharing operations on individual resources.
• The collective layer deals with the coordination of multiple resources by pro-
viding functions such as resource discovery and scheduling.
• The application layer is where grid applications are implemented by utilising
services defined in any of the previous layers.
Figure 2.3 also shows the mapping between the grid and Internet protocol archi-
tectures. They are similar in that components within each layer of the protocol
architecture share common characteristics with each other, where each layer can
build on the capabilities and behaviour provided by the layer below. The major
difference lies in the interaction between layers of the architecture. In the Internet
protocol, each layer generally interacts only with the layer above or below. For in-
stance, a message created at the application layer can only be passed down to the
transport layer. In the grid architecture, applications are able to call services defined
at any lower layers. At each layer, there are Application Program Interfaces (APIs)
implemented by Software Development Kits (SDKs) that allow exchanges of proto-
col messages with the appropriate services at different layers. Useful services such
as resource discovery, data access, resource scheduling and so forth are normally
not directly mapped to a protocol at a specific layer, but may combine protocol
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operations from more than one layer [63]. As illustrated in Figure 2.3, APIs at the
application layer have the ability to directly call other APIs at the lower layers.
The Open Grid Services Architecture. By 2001, the rapidly increasing uptake
of grid computing technologies among the gradually enlarging grid community had
resulted in the emergence of the Global Grid Forum (GGF) as a standards body.
One of the early activities of the GGF was developing the Open Grid Services
Architecture (OGSA) [68], which aims to define a common, standard and open
architecture for grid systems. A set of standard interfaces for services applicable to
grid applications such as job management services, resource management services,
and security services are specified in OGSA. These services are termed grid services.
These are web services with extended features that allow them to support grid
applications. However, OGSA is only a high-level architectural view of what grid
services are and this has spawned another standard called the Open Grid Services
Infrastructure (OGSI), also developed by GGF. OGSI gives a formal and detailed
technical specification of what a grid service is.
From an organisational perspective, the OGSA services can be viewed within the
context of the layered architecture of Figure 2.3. For instance, at the connectivity
layer, the OGSA services are defined by a small number of service definitions that
address critical issues such as authentication, credential mapping and policy verifi-
cation. Meanwhile, at the resource level, there is also a set of service definitions for
data access, job submission, bandwidth allocation and so on [66].
2.1.5 The Role of Web Services in Grid
Generally speaking, web services can be defined as self-contained, self-describing
modular applications that can be published, located and invoked across the web [152].
Web services perform functions which can be anything from simple requests to com-
plicated business processes. Publishing services on the web is different from pub-
lishing information on a website. Information displayed on a website is intended for
humans. Information which is available through web services will always be accessed
by software and not directly by a human.
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We now look at a few basic building blocks of web services: eXtensible Markup Lan-
guage (XML) [34], SOAP3 [92], andWeb Services Description Language (WSDL) [44].
• XML was created as a structured, self-describing way to represent data that
is totally independent of application, protocol, operating system, or even pro-
gramming language. It was initially developed to overcome the limitations of
HTML, which is good at describing how data should be displayed but is poor
at describing what the data that is being displayed is. XML, being text-based,
is now very important to web services because it is human readable. No tools
are needed to parse and render the data, and simple text tools and editors are
sufficient for its manipulation.
• SOAP was created as a way to transport XML from one computer to another
via a number of standard transport protocols. HTTP is the most common
transport protocol and is prevalently used by the web. The SOAP model
allows a clean separation between infrastructure processing and application
processing of messages. It provides an envelope into which an XML message
is placed. This envelope is a uniform container that can then be carried by a
variety of transports.
• WSDL is an XML-based interface definition language that defines the set of
operations that web services provide and the structure of their related SOAP
messages. A WSDL file has a what section, a how section and a where section.
The what section specifies the input and output structure of messages. The how
section defines how the messages should be packaged in the SOAP envelope
and how the envelope should be transferred. It also defines what information
should be included in the SOAP header. The where section describes a specific
web service implementation and ways to find its endpoint (or address).
Web services, being platform-independent, are the technology of choice for Internet-
based applications with loosely-coupled4 clients and servers. This, in turn, makes
them the natural choice for building the next generation of grid-enabled applications.
3SOAP used to stand for Simple Object Access Protocol, but according to the W3C SOAP 1.2
specification [92], SOAP is now just a name and is no longer an acronym.
4Loosely-coupled services in the context of web services means that even if they are used within
incompatible system technologies, they can still be joined together on demand to create composite
services, or disassembled just as easily into their functional components.
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In addition, web services provide support for dynamic discovery and composition of
services in heterogeneous environments through WSDL. These are also important
functionalities for grid applications [71].
However, web services do have certain limitations. The most notable one is that
web services are stateless5, which is in contrast with one of the most important
requirements of OGSA, i.e. the underlying middleware of a grid system must be
stateful. Thus, as mentioned earlier in Section 2.1.4, grid services are web services
with improved characteristics. Apart from being stateful, other improvements in-
cluded in OGSA (and OGSI) are notifications, portType extensions and life cycle
management, to name just a few. An example of a complete implementation of
OGSI is the third version of the Globus Toolkit (GT) [71].
Although OGSI grid services appear to solve some of the limitations of web services
when adopted within a grid environment, they do have other drawbacks which act
as a barrier to the convergence of web services and grid services. As OGSI is object
oriented, there are compatibility issues with current web services tools (web services
are not supposed to be object oriented) [165]. To improve grid services’ chances of
finally converging with web services, a new standard called Web Services Resource
Framework (WSRF) [84] was proposed in early 2004 as a substitute for OGSI. The
aim of WSRF is to integrate itself into the family of web services standards, instead
of being a “patch over web services” like OGSI was. In other words, OGSA will be
based directly on web services instead of being based on OGSI grid services. WSRF
defines conventions for managing state so that applications can discover, inspect
and interact with stateful resources in standard and inter-operable ways. This, in
turn, provides the stateful services that OGSA needs. This improvement has been
implemented in the latest version of the Globus Toolkit, GT4 [81].
In order to provide a web service with the ability to keep state information while
still keeping it stateless, a separate entity called a resource (different from an actual
computational resource) is introduced. A resource will store state information of a
web service. The pairing of a web service with a resource is termed a WS-Resource
and it will be given an address called an endpoint reference (EPR). Hence, WSRF
5Here ‘stateless’ means that a web service cannot remember or keep information, from one
invocation to another. Although web services can in theory be either stateless or stateful, they are
usually stateless and there is no standard way of making them stateful.
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is a collection of specifications that relate to the management of WS-Resources.
Despite the seemingly promising role of web services in grid computing, it is widely
recognised that transmitting XML data can be significantly less efficient than bi-
nary code [45]. Even so, this shortcoming is usually acceptable in most situations
where bandwidth is not a significant constraint. We will discuss in more detail how
the performance issues in web services affect the design and development of grid
applications in Section 2.3.
2.1.6 Grid Applications
Grid concepts and technologies were first developed to facilitate resource sharing
in far-flung scientific collaborations among universities and research institutions.
Computational grids are normally used for resource intensive and computationally
demanding scientific simulation or analysis, and complex problems which require
dynamically constructed collaborative environments such as climate change simu-
lation, modelling of high energy and nuclear physics, analysis of large statistical
samples in astronomical research and so forth. Table 2.1 presents a classification of
grid applications into the five types identified by Foster and Kesselman in [63].
In order to help develop these applications, there are numerous government-funded
grid projects with the backing of industry players. These projects are both devel-
Table 2.1: Five classes of grid applications [63].
Category Characteristics Examples
Distributed super-
computing
Very large problems needing
lots of CPU, memory, etc
Distributed interactive sim-
ulation, stellar dynamics
High throughput Harness many otherwise idle re-
sources to increase aggregate
throughput
Chip design, parameter
studies, cryptographic
problems
On demand Remote resources integrated
with local computation, often
for bounded amount of time
Medical instrumentation,
network-enabled solvers,
cloud detection
Data intensive Synthesis of new information
from many or large data sources
Sky survey, physics data,
data assimilation
Collaborative Support communication or col-
laborative work between multi-
ple participants
Collaborative design, data
exploration, education
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oping core technologies and deploying production grids. Some of the recent major
projects initiated in the US and Europe are as follows:
• Globus [81] is aimed at bringing together a large community of organisations
and individuals to conduct research in and development of the fundamental
technologies for grid computing. The Globus Toolkit is an open source software
toolkit being developed by the Globus Alliance (the Globus Toolkit will be
discussed in more detail in Section 2.3). Globus is supported by US government
agencies such as the Defence Advanced Research Projects Agency (DARPA),
the National Science Foundation (NSF), the US Department of Energy, and
the National Aeronautics and Space Administration (NASA). It is also being
supported by leading corporate organisations such as IBM, Microsoft and Cisco
Systems.
• TeraGrid [172], completed in September 2004, was a multi-year effort to build
and deploy one of the world’s largest and fastest distributed infrastructures
for open scientific research. The project, which was sponsored by NSF, cur-
rently connects nine supercomputing centres in the US. This brings together
over 40 teraflops6 of computing power, nearly 2 petabytes7 of rotating stor-
age, and specialized data analysis and visualization resources into production.
These resources are interconnected at 10 to 30 gigabits/second via a dedicated
national network.
• EU DataGrid [56] is a project funded by European Union (EU) to build the
next generation computing infrastructure. The project, completed in March
2004, partly serves as a testbed for the European Organisation for Nuclear Re-
search (CERN)’s Large Hadron Collider (LHC) Computing Grid Project [111],
the world’s largest and most powerful particle accelerator. Many of the prod-
ucts and technologies of the DataGrid project are included in newer EU grid
projects such as Enabling Grids for E-SciencE (EGEE) [55].
• UK e-Science [133], also known as National e-Science, is a UK government-
industry programme funded by the Department of Trade and Industry (DTI)
and the Research Councils. The term e-Science refers to large-scale science
that will increasingly be carried out through distributed global collaborations
6A teraflops is equal to one trillion floating-point operations per second.
71 petabyte = 103 terabytes = 106 gigabytes.
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enabled by the Internet. It is envisaged that grid computing can realise the
e-Science vision by setting up nation-wide computational grids and data re-
sources.
Apart from the above grid projects, there are close to a hundred other on-going grid
projects and initiatives around the globe [89].
Foster et al. [68] expect that computational grids, which are initially important for
scientific and technical computing applications, will become essential for commercial
distributed computing applications as well, including enterprise application integra-
tion and business-to-business (B2B) partner collaboration over the Internet. In the
same way that the WWW began as a technology for scientific collaboration and was
later adopted for e-business, it is believed that grid technologies will follow the same
path. This is evident from the support provided by industry heavyweights such
as Microsoft, IBM, HP and Sun Microsystems with their respective products, Mi-
crosoft .NET, IBM Websphere, mmGrid and Sun ONE. GRIDtoday [90] named the
five industries where grid may have the biggest impacts as financial services, health
care, energy, manufacturing and entertainment. However, it still remains to be seen
if grid can change the world to the same extent as the Internet. The development
of a new technology will always have the ‘chicken and egg’ problem: applications
are needed to drive the research and development of the new technology, but certain
applications are difficult to develop in the absence of stable and mature technology.
2.2 Grid Security
Security has become a vital and omnipresent issue for any distributed system. Grid
systems, operating in networked, open environments, are no different. Since grid
offers uniform access to resources that may be widely distributed geographically and
organisationally, securing virtual organisations and access to the remote resources
seems to be much more complicated than before [162].
In the remainder of this section, we will begin by providing the security requirements
for grid applications. Most of them are also requirements in typical distributed
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systems, but some are unique to grid environments. This will be followed by brief
descriptions of some existing security technologies deployed in grid implementations.
Utilising current technologies is seen to be a rational choice in order to build a grid
system in a less expensive manner. In addition, with existing technologies, a grid
system can be implemented within a shorter time-frame as compared to investing
in new technologies. We will then discuss some emerging security technologies that
the grid community has adopted for grid implementations.
2.2.1 Grid Security Requirements
For better exposition of the security requirements for grid environments, we con-
sider an example grid application. Our example concerns a scientific experiment
called Compact Muon Solenoid [88, 162]. In the experiment, conducted at the Large
Hadron Collider in the CERN Laboratory, Switzerland, the collected data is to be
analysed by more than 2,000 physicists at more than 150 universities and labora-
tories located in 34 countries. Clearly, the security challenges mainly come from
dissemination, processing and sharing of the data.
Before the data is transmitted from one domain to another, the authenticity of the
requestor must be verifiable so that only an authorized requestor is able to access
the available resources. When dealing with dissemination and access of data across
many different resource centres in different countries, integration of security mecha-
nisms and policies becomes a requirement. Also in many cases, data confidentiality
and integrity can be vital to safeguard the physicists’ research findings. When it
comes to processing data, high-end computational resources generally require high
investment and thus it is desirable that their usage can be tightly controlled, possibly
through access control mechanisms. This is essential in balancing the resource usage
between users from the physical organisations and the physicists from the virtual
organisations. While, in certain circumstances, some research laboratories may have
long-term trust relationships with each other, in most cases, remote resource access
is anticipated to be short-term, typically on the order of hours or days. These trust
relationships can be defined in the policies targeted at virtual organisations as well
as hosting resources. From the data sharing aspect, trust establishment between
entities of various universities and laboratories plays a crucial part in grid security.
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Policy enforcement can be rather complicated, as expressing and exchanging policies
within a virtual organisation involves remote entities with different security mecha-
nisms and access privileges. All these security challenges must be considered when
designing a sound grid security architecture.
With a rough idea of what security requirements might be expected in a grid ap-
plication, we now compile a more formal list of grid security requirements deemed
to be essential for supporting scalable, dynamic and distributed virtual organisa-
tions [69, 103, 104, 162, 173] .
• Entity authentication. In a grid environment, there are several types of entities
that need to be authenticated. The most common are individual users who
utilise grid resources and hosts which provide resources and services. Some-
times, a system administrator or an organisation can be thought of as an entity
in his own right.
• Single sign-on. Participants in a grid environment often need to co-ordinate
and communicate with multiple resources to accomplish a single job. It may
be overly burdensome to the participants if they have to manually authenticate
with each resource, e.g. by typing in a passphrase. Therefore, they should only
need to perform an authentication process once to the first resource when a
job is initiated, and not have to perform any further authentication with other
resources.
• Delegation. The constantly changing size and membership of a virtual or-
ganisation encourages delegation of credentials and access rights from a job
requestor to an intermediary such as a grid gateway or a resource broker, or
directly to a target resource. This helps to achieve unattended authentica-
tion, i.e. authentication without any physical intervention from the requestor.
This is particularly useful when a job takes a relatively long period of time to
complete. Also, by delegating authority from the requestor to another entity,
remote execution of the job becomes transparent to the requestor. This augurs
well for the realisation of the grid vision in which computational grids are seen
as uniform resources by the users regardless of the users’ physical locations.
• Credential life-span and renewal. To limit the risk of compromising a user’s
credential when the user is performing or using single sign-on and delegation
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services, the credential must be limited to a reasonable lifetime. In many cases,
it may be difficult to predict accurately the credential lifetime required for a
specific job. In those cases where the job takes a longer execution time than
the lifetime of the issued credential, the user needs to be notified before the
credential expires so that it can be renewed by the user.
• Data confidentiality and integrity. As with other standard distributed systems,
protection of sensitive information from exposure to unintended parties can be
critical. For example, this may be the case for health care applications, intel-
lectual property oriented experiments, digital rights protected content delivery
and so forth. Many modern security mechanisms which provide data privacy
also offer data integrity protection, preventing unauthorized and undetectable
modification of data by malicious parties.
• Authorization and access control. Grid applications require access to resources
which may be located in different organisational domains with different owners.
The access rights of a user should be based on authorization policies defined by
his virtual organisation, the resource owners and local system administrators.
This process is usually complementary to entity authentication so that policy
enforcement can be targeted at a specific user.
• Integration and inter-operability. Each organisational domain has its own se-
curity infrastructure which supports a set of security mechanisms. These may
be different from other domains or hosting environments. These mechanisms
are typically based on existing security technologies which have been well-
established, some of which will be discussed in Section 2.2.2. Hence, a practical
grid security architecture must be able to support and integrate with current
security mechanisms. Similarly, adoption of new standards or technologies
should place high emphasis on solving potential integration issues that may
arise. In addition, inter-operability between communicating parties should be
achievable at various levels such as transport-level, message-level and service-
level [71].
• Trust relationships. Establishing trust relationships between entities within a
grid environment is arguably one of the most important security requirements.
Trust can be expressed in the form of policies. For example, users or system
administrators can decide whether or not to trust their Certificate Authority
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(CA) based on the Certificate Policy and Certification Practices Statement
(CP/CPS) issued by the CA. Trust relationships between CAs can be estab-
lished through a Policy Management Authority (PMA)8. At the user level, a
job requestor who has delegated his credential to a remote resource has to
trust the resource to not misuse the delegated authority that it possesses.
• Miscellaneous. There are additional security requirements which need to be
considered when designing a grid security solution, such as firewall traversal,
security assurance, accounting, auditing, user privacy, security management,
policy management and so forth. Among these, mechanisms capable of al-
lowing data to cleanly traverse firewalls without compromising local control
of firewall policy is crucial for implementing cross-domain grid systems. This
has partly driven the adoption of SOAP message security (which we will dis-
cuss in Section 2.2.3). For more details about other security requirements
and a more comprehensive discussion of grid security requirements in general,
see [162, 173].
In this thesis, our focus will be on the first five items from the above list, namely:
(i) entity authentication; (ii) single sign-on; (iii) delegation; (iv) credential life-span
and renewal; and (v) data confidentiality and integrity. Furthermore, we will look
at the integration of our proposals with current grid security architectures.
2.2.2 Existing Security Technologies for Grid
In this section, we intend to cover only security technologies or mechanisms relevant
to the scope of this thesis. These include public key infrastructure (PKI), proxy
certificates and their role in grid environments, the Transport Layer Security (TLS)
protocol and how it is used to support grid security infrastructure, and some basic
concepts about RSA encryption and signature schemes.
8A Policy Management Authority (PMA) is established among regional CAs to help facilitate
the development of trust between the CAs. Examples of PMAs are European Grid PMA, Asia
Pacific Grid PMA and The Americas Grid PMA. The International Grid Trust Federation which
comprises regional PMAs, in turn, fosters a global trust relationship between PMAs.
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Public Key Infrastructure (PKI). In 1976, Diffie and Hellman [51] introduced
public key cryptography, a concept that offers an alternative to conventional se-
cret key cryptography. Later on, the concept of PKI was introduced as a means
of supporting security services using public key encryption and digital signature
techniques. The practicality of a public key cryptosystem relies on the assurance
of the authenticity of the public keys of the users. In order to achieve this, public
key certificates are used to bind public keys with their respective owners’ identities
using digital signatures generated by a trusted third party.
In order to (partly) facilitate the growth and development of PKIs, many standards
such as Lightweight Directory Access Protocol (LDAP) [185], Secure/Multipurpose
Internet Mail Extension (S/MIME) [150] and X.509 [101] have been proposed which
help to define an appropriate certificate framework within a PKI. By using X.509, an
ITU Telecommunication Standardization Sector (ITU-T) standard for PKI, a public
key is bound to a user’s respective Distinguished Names (DNs) through an X.509
public key certificate issued by a CA. Figure 2.4 shows an example of an X.509
certificate which includes information such as the issuer, subject, validity period,
public key and signature of a CA. A certificate, which is approximately 2 kilobytes
in size, is usually transmitted across the network in PEM9 encoding format.
A PKI (in this thesis we assume X.509-based PKI) usually exists in a hierarchical
structure whereby there might be a few intermediate CAs between a user and a
root CA which all users are expected to trust. The CA who issues certificates to
its users normally operates at an organisation’s domain level. Above this CA is an
intermediate CA that, in turn, certifies the domain level CA. A root CA, normally
a worldwide reputable and trusted party, sits at the top of the PKI hierarchy. This
means that to check the validity of a user’s certificate, a verifier needs to trace
and verify all the certificates from the end of a chain back to the beginning, at the
root CA whom the verifier can trust. This can be done through certification path
validation procedures specified in [101].
Currently, PKI is the most widely used security infrastructure for grid implemen-
tations [69, 173]. One early development of a PKI-based security infrastructure for
9PEM stands for Privacy Enhanced Mail and it was published as a set of standards in the early-
1990s to secure emails. It has now been superseded by S/MIME but it is still a widely used 7-bit
ASCII format to encode certificates.
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Certificate:
    Data:
        Version: 3 (0x2)
        Serial Number: 19 (0x13)
        Signature Algorithm: md5WithRSAEncryption
        Issuer: C=UK, O=eScience, OU=Authority,
                CN=CA/emailAddress=ca-operator@grid-support.ac.uk
        Validity
            Not Before: Jun 23 11:34:34 2004 GMT
            Not After : Jun 23 11:34:34 2005 GMT
        Subject: C=UK, O=eScience, OU=RoyalHollowayLondon, L=ISG,
                 CN=HoonWeiLim
        Subject Public Key Info:
            Public Key Algorithm: rsaEncryption
            RSA Public Key: (1024 bit)
                Modulus (1024 bit):
                    00:be:5d:c1:4b:49:37:f0:58:7b:08:c6:f4:3d:25:
                    58:39:a6:8c:90:2c:ce:e4:56:ca:92:11:29:6e:28:
                    d7:81:8f:0a:a1:f5:38:6b:8f:21:9d:36:67:3a:66:
                    d8:bb:a6:86:a8:ee:c1:a9:91:a4:3e:6e:5f:5d:2e:
                    75:bd:31:aa:96:ee:16:a4:9a:ec:a7:03:11:89:ed:
                    17:ba:d1:52:43:98:ce:0e:d1:59:23:0c:0a:8b:fd:
                    0a:f4:b9:99:60:9d:94:16:62:cc:94:8d:f1:4f:ac:
                    e2:a4:45:94:87:33:74:90:0a:53:a6:0b:c8:9f:18:
                    15:8e:46:de:e5:a5:31:10:ad
                Exponent: 65537 (0x10001)
        X509v3 extensions:
            Netscape Cert Type:
                SSL Client, SSL Server, S/MIME, Object Signing
    Signature Algorithm: md5WithRSAEncryption
        21:ad:81:31:82:d9:f4:25:31:99:9a:96:88:b8:8a:6f:cb:26:
        e3:aa:f4:4c:c9:41:35:40:f7:5f:0c:2c:d2:3a:5f:35:f9:dd:
        31:fb:92:3a:63:a2:67:0d:ee:3c:f0:f7:da:1a:0d:9a:c4:06:
        a6:b0:a8:8f:b2:10:21:a7:3b:05:86:e7:f9:b4:09:2a:15:a2:
        5f:80:ca:c7:e4:44:54:47:03:5e:3a:91:00:d4:4f:6c:59:cd:
        94:32:86:61:56:6f:01:a1:00:3a:b9:6b:c1:fe:e5:82:35:20:
        bf:25:fb:cd:76:29:02:5d:14:96:9f:f9:df:28:e1:65:66:e3:
        5c:05
-----BEGIN CERTIFICATE-----
MIICJzCCAZCgAwIBAgIBEzANBgkqhkiG9w0BAQQFADBYMREwDwYDVQQKEwhHcmlk
d2lzZTEWMBQGA1UECxMNS3Jha293IGJyYW5jaDEYMBYGA1UECxMPb2F4YWNhLmlu
dHJhbmV0MREwDwYDVQQDEwhWZXJpZmllcjAeFw0wNDA2MjMxMTM0MzRaFw0wNTA2
MjMxMTM0MzRaMEQxETAPBgNVBAoTCEdyaWR3aXNlMRYwFAYDVQQLEw1LcmFrb3cg
YnJhbmNoMRcwFQYDVQQDEw5Lcnp5c3p0b2YgV2lsazCBnzANBgkqhkiG9w0BAQEF
AAOBjQAwgYkCgYEAvl3BS0k38Fh7CMb0PSVYOaaMkCzO5FbKkhEpbijXgY8KofU4
a48hnTZnOmbYu6aGqO7BqZGkPm5fXS51vTGqlu4WpJrspwMRie0XutFSQ5jODtFZ
IwwKi/0K9LmZYJ2UFmLMlI3xT6zipEWUhzN0kApTpgvInxgVjkbe5aUxEK0CAwEA
AaMVMBMwEQYJYIZIAYb4QgEBBAQDAgTwMA0GCSqGSIb3DQEBBAUAA4GBACGtgTGC
2fQlMZmaloi4im/LJuOq9EzJQTVA918MLNI6XzX53TH7kjpjomcN7jzw99oaDZrE
BqawqI+yECGnOwWG5/m0CSoVol+AysfkRFRHA146kQDUT2xZzZQyhmFWbwGhADq5
a8H+5YI1IL8l+812KQJdFJaf+d8o4WVm41wF
-----END CERTIFICATE-----
Figure 2.4: A sample X.509 certificate and its PEM (base64 encoded) format.
grid applications was the Globus Toolkit’s Grid Security Infrastructure (GSI) (we
will discuss GSI at length in Section 2.3). Apart from PKI, there are a small number
of grid projects which use Kerberos [136] as the backbone of their security infras-
tructures. Kerberos was an early development of authentication and authorization
services using symmetric key techniques. It is based on the Needham-Schroeder key
establishment protocol [134]. It is generally believed that Kerberos, being based
on symmetric key cryptography, is more efficient compared to PKI. However, for
a highly dynamic environment such as a computational grid, Kerberos is consid-
ered fairly rigid and inflexible because it requires the explicit involvement of site
administrators to establish inter-domain trust relationships or to create new enti-
ties [69, 187]. Therefore, PKI is preferred for grid applications, while Kerberos seems
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to be best suited for intra-domain security. In order to achieve inter-operability
with PKI-based systems, the Kerberos-based grid projects make use of a Kerberised
client-side program, called KX.509, to acquire X.509 certificates using a client’s
existing Kerberos ticket [109, 128].
Proxy Certificates. There also exists a variant of X.509 certificates called proxy
certificates [176]. The use of proxy credentials is a common means of allowing an
entity A to grant to another entity B the right for B to be authorized to others as if
it were A, in which case B is said to be acting as a proxy on behalf of A [135]. Tuecke
et al. developed a X.509 proxy certificate profile [176] which works nicely with the
current X.509 public key certificate profile [101] in PKI-based systems. They used
the terminology proxy certificate to denote a short-term certificate that is derived10
from a normal X.509 public key certificate (or another proxy certificate) for the
purpose of providing restricted delegation of rights within a PKI-based system. A
proxy certificate contains a new extension called ProxyCertInfo which differentiates
it from a standard public key certificate. Within the ProxyCertInfo extension, there
exists a ProxyPolicy field that specifies some policies on the use of the certificate
for the purposes of authorization [176]. Proxy certificates can be very useful for
enabling single sign-on and rights delegation in situations where the user wants to
access certain remote servers in an unattended fashion. Reasons for wishing to
do this include a potentially long processing time. Another important motivation
for using proxy certificates is to limit the exposure of long-term credentials (which
normally need to be updated yearly) by using proxy credentials with much shorter
lifetimes (typically on the order of hours or days).
The process of a user A creating a proxy certificate for herself, as described in [176],
can be summarised as follows:
1. A generates a new public/private key pair.
2. The key pair is used to create a request11 for a proxy certificate.
10When we say certificate B is derived from certificate A, we mean certificate B is digitally signed
using the private key related to certificate A.
11A certification request consists of three parts: (i) certification request information; (ii) a signa-
ture algorithm identifier; and (iii) a digital signature on the certification request information. The
certification request information consists of the entity’s DN, the entity’s public key, and a set of
attributes providing other information about the entity [107].
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3. A proxy certificate, signed by the long-term private key associated with A’s
long-term public key (or a short-term private key associated with another
proxy certificate), is created in response to the request. During this process,
the proxy certificate request is verified to ensure that the requested proxy
certificate is valid.
When a proxy certificate is created as part of a delegation from A to B, this process
is modified by having B perform steps 1 and 2, then B passes the request to A over
an authenticated and integrity protected channel. Subsequently, A performs step 3
and passes the proxy certificate back to B. For proxy certificates, path validation
is very similar to standard path validation of public key certificates, as specified
in [176]. Note that a valid path begins with a standard public key certificate that
has already been validated by public key certificate validation procedures specified
in [101].
Transport Layer Security (TLS). The TLS protocol [50] was developed from
the Secure Sockets Layer (SSL) protocol version 3.0 [72], which was in turn developed
by Netscape. It is currently one of the most widely used secure communications
protocols on the Internet. The primary goal of the TLS protocol is to provide data
confidentiality and integrity for communications between two parties, a client and
a server. The protocol comprises two layers: the TLS record protocol and the TLS
handshake protocol.
The TLS handshake protocol allows the server and the client to authenticate each
other and to negotiate a key exchange method, cryptographic algorithms, and keying
material from which further keys can be derived as necessary. Figure 2.5 shows a flow
chart representing the TLS handshake protocol. The protocol involves the following
steps [50]:
1. Exchange hello messages to agree on cryptographic algorithms, exchange ran-
dom values and check for session resumption12.
12Both the client and the server can create a new session or resume an old session if they both
still store the old session identifier and state. If they are willing to establish a new connection using
the resumed session state, both parties must proceed directly to the Finished messages.
37
2.2 Grid Security
Client Server
ClientHello
ServerHello
Certificate*
ServerKeyExchange*
CertificateRequest*
ServerHelloDone
Certificate*
ClientKeyExchange
CertificateVerify*
Finished
Finished
(* indicates optional)
Figure 2.5: Message flows for a full TLS handshake [50].
2. Exchange the necessary cryptographic parameters to allow the client and the
server to agree on a pre-master secret.
3. Exchange certificates and cryptographic information to allow the client and
the server to authenticate themselves.
4. Generate a master secret from the pre-master secret and exchanged random
values.
5. Provide security parameters to the record layer, such as symmetric encryp-
tion and MAC algorithms, a compression method, a master secret, and the
exchanged random values.
6. Allow the client and server to verify that their peer has calculated the same
security parameters and that the handshake occurred without tampering by
an attacker.
On the other hand, the TLS record protocol provides the actual security for commu-
nications between the client and the server. It preserves confidentiality and integrity
of data encapsulated in the record layer.
We will discuss more details about the contents of the TLS handshake protocol
messages when we present our proposals in Chapters 4 and 5.
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The RSA Cryptosystem. The first algorithm known to be suitable for public
key encryption, as well as signing, is the RSA cryptosystem [151].
In setting up an RSA cryptosystem, each user performs the following steps to gen-
erate his public/private key pair.
1. Generate two large distinct random primes p and q, where |p| ≈ |q|.
2. Compute N = pq and φ(N) = (p− 1)(q − 1).
3. Select a random integer e, where 1 < e < φ(N) and gcd(e, φ(N)) = 1, where
gcd denotes the greatest common divisor.
4. Compute the unique integer d such that ed ≡ 1 mod φ(N) and 1 < d < φ(N).
5. The public key is (N, e) and the private key is d.
Suppose Alice wants to encrypt a message m for Bob. Alice creates the ciphertext
c by computing c = me mod N , where (N, e) is Bob’s public key. To decrypt the
ciphertext, Bob calculatesm = cd mod N . The relationship between e and d ensures
that Bob can correctly recover m by performing this calculation.
If Alice wants to sign a message with her private key, she can create a digital sig-
nature s = md mod N . Here d is Alice’s private key. To verify the signature, Bob
checks if the message m can be recovered by calculating se mod N . Here e can be
obtained from Alice’s public key (N, e). Note that the given example is a “naive”
RSA cryptosystem. Practical implementations must employ secure padding schemes
and hash functions to prevent various types of attacks, see for example [18].
In practical applications, it is common to choose a small public exponent for the
public key. This makes encryption faster than decryption and verification faster than
signing. With the typical modular exponentiation algorithms used to implement the
RSA algorithm, public key operations take O(k2) steps, private key operations take
O(k3) steps, and key generation takes O(k4) steps, where k is the number of bits in
the modulus [154].
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2.2.3 Emerging Security Technologies for Grid
The Open Grid Services Architecture (OGSA) introduces both new opportunities
and new challenges for grid security. It makes sense that OGSA security should lever-
age as much as possible the existing and emerging web services security standards,
and to augment these only when needed. Emerging web services security specifi-
cations address standard methods for authentication and establishment of security
contexts and trust relationships in WS-SecureConversation [93] and WS-Trust [94];
standard formats for security token exchange in WS-Security [132] and SAML [37];
and expression of web service security policy in WS-Policy [156] and XACML [129].
These specifications have been exploited by grid developers to create uniform and
inter-operable methods to be used in grid security. For more details and examples
of OGSA security and web services security, see [162].
We remark that the adoption of web services security technologies is orthogonal to
the application of identity-based cryptography in grid security. The use of web ser-
vices seems to be mainly driven by the critical need for inter-operable and scalable
grid systems. Therefore, integration between web services security and identity-
based cryptography will not be covered at length in this thesis. We only intend
to discuss the possible impacts of identity-based cryptography on the underlying
fundamental XML security technologies from which web services security are built.
These include XML Signature and XML Encryption. In the remainder of this sec-
tion, we will discuss some basic features of XML Signature and XML Encryption,
and the message-level security that is provided by WS-Security.
XML Signature. XML Signature [53] provides an XML syntax defined for digital
signatures. An XML Signature can be applied to some or all the content of one or
more XML documents or SOAP messages (refer back to page 25 for the definition
of SOAP). Also, a single XML document can contain multiple XML Signatures.
They are represented by a Signature element which has the structure shown in
Figure 2.6. (Notation: ? denotes zero or one occurrence; + indicates one or more
occurrences; and ∗ represents zero or more occurrences.)
Generating an XML Signature involves two phases: reference generation and sig-
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<Signature Id?>
<SignedInfo>
<CanonicalizationMethod/>
<SignatureMethod/>
(<Reference URI?>
(<Transforms>)?
<DigestMethod>
<DigestValue>
</Reference>)+
</SignedInfo>
<SignatureValue>
(<KeyInfo>)?
(<Object ID?>)*
</Signature>
Figure 2.6: The shorthand XML schema for <Signature>.
nature generation. Given a data object, the reference generation operation applies
a Transform algorithm to the data object, calculates a digest value over the re-
sulting data object, and creates a Reference element. Subsequently, the signature
generation operation creates a SignedInfo element. It then performs canonicaliza-
tion13 on the SignedInfo element before signing it with the algorithms specified in
SignedInfo. It then constructs a Signature element.
Verifying an XML Signature follows the following process. Given the SignedInfo el-
ement, the reference validation operation performs canonicalization and obtains the
data object pointed to in the Reference element. It applies a Transform algorithm
and computes a digest value with the algorithm specified in the Reference element.
The calculated digest value is compared with the DigestValue in the Reference
element. The verification fails if there is any mismatch. Subsequently, the signature
verification operation obtains the verification key from the KeyInfo element. Using
the output of the SignedInfo canonicalization, it then runs the algorithm specified
in the SignatureMethod, taking as input the SignatureValue. The signature veri-
fication passes if and only if the resulting value matches the value in the SignedInfo
element.
13Canonicalization is a process of converting data that has more than one possible representation
into a standard representation. This is to ensure that two similar data objects with different XML
data representations will give the same digest value. This is essential for preserving data integrity,
a requirement for the signature scheme to work properly.
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<EncryptedData Id? Type? MimeType? Encoding?>
<EncryptionMethod/>?
<ds:KeyInfo>
<EncryptedKey>?
<AgreementMethod>?
<ds:KeyName>?
<ds:RetrievalMethod>?
<ds:*>?
</ds:KeyInfo>?
<CipherData>
<CipherValue>?
<CipherReference URI?>?
</CipherData>
<EncryptionProperties>?
</EncryptedData>
Figure 2.7: The shorthand XML schema for <EncryptedData>.
XML Encryption. Meanwhile, XML Encryption [54] is designed to keep all or
part of a SOAP message secret. It also allows a sender to encrypt different sections
of an XML document with different keys, thus making different sections of the
document available to different recipients. Figure 2.7 shows the shorthand schema
for an XML Encryption.
In many ways, the EncryptedData element is simpler than the Signature element
because it is more self-contained. The EncryptedData element represents a single
resource being encrypted and it does not contain pointers to multiple items. On the
other hand, the Signature element contains a collection of pointers that represent
what is being signed.
To encrypt XML data, the XML Encryption scheme first chooses an encryption
algorithm for the EncryptionMethod element. It then specifies an encryption key
and serialises the message data to obtain octets that are input to the encryption
algorithm. Then the actual encryption of the data is performed and the result is
placed in the CipherData element before the associated EncryptedData element is
built.
For decryption, the XML Encryption scheme obtains the necessary information for
decryption such as the encryption algorithm and the associated key information from
the EncryptedData element. The corresponding encryption key is extracted from
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the KeyInfo element before the actual decryption of the CipherData takes place.
SOAP Message Security. The confidentiality and integrity of SOAP messages
can be protected through WS-Security. The aim of WS-Security is to use existing
technologies to provide a common format for security of SOAP messages. Message-
level security protects messages in a different way from transport-level security. The
former allows each message to be encrypted or signed independently and thus self-
protected. Thus, message protection persists wherever the message travels. How-
ever, the latter only provides security to messages transmitted from one point to
another in a secure channel, e.g. established using the TLS protocol. The down-
side of the flexibility that message-level security offers is that it results in a rather
complex message that employs many security standards such as XML Signature,
XML Encryption, and a common security token such as an X.509 certificate. This
may raise considerable performance issues when transporting secure SOAP mes-
sages from one entity to another. The performance may be worse when the message
has multiple signatures or data encrypted with different keys targeted at different
recipients.
Security-related information targeted at a specific recipient is provided through a
SOAP security header. There are three types of elements that may make up the
header:
(i). Security tokens: These are data used for authentication or authorization. Ex-
amples of security tokens are username/password, X.509 certificate and Ker-
beros ticket.
(ii). Signatures: These are usually obtained as the result of signing part or all of
the SOAP body using XML Signature.
(iii). ReferenceList or EncryptedKey: This is a reference list that contains refer-
ences to all the possible different EncryptedData elements, or key information
used by a WS-Security processor to decrypt the encrypted data.
Many grid scenarios require end-to-end message protection over a route that tra-
verses one or more intermediate components such as firewalls or routers. To meet the
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needs of these scenarios, message-level security is preferred over transport-level [162].
A message may need to traverse a few intermediate components before reaching its
intended recipient. As we have described earlier, message-level security has the flex-
ibility of protecting only parts of the message. That means the information that an
intermediate component requires to process the message can be transmitted in clear
while sensitive data can still be encrypted.
2.3 Globus Toolkit
The Globus Toolkit (GT) [62, 81] is currently the de facto standard open source
software toolkit for building grid systems. In the late 1990s, GT2, which uses proto-
cols that leverage existing Internet standards for transport, resource discovery, and
security, pioneered the creation of inter-operable grid systems and enabled signif-
icant progress on grid programming tools. In 2003, GT3 which implemented the
emerging OGSA and extended GT2 technologies was released. OGSA aligns grid
development with broad industry initiatives in service-oriented architectures and
web services. Grid services employed in GT3 are modified web services to suit the
statefulness and other requirements needed for grid applications. This has resulted
in some drawbacks such as incompatibility of grid services with certain web services
tools because of the object-oriented nature of grid services. Therefore, WSRF, an-
other new grid standards has been specified to define a generic and open framework
for modelling and accessing stateful resources using web services. The first WSRF
implementation in GT4 was made available in April 2005.
GT4 comprises various components/services to support grid applications. These can
be summarised as follows:
• Common runtime is a component which provides a set of fundamental libraries
and tools which are needed to build both services (non-web services) and web
services.
• Security consists of security services such as authentication, authorization and
delegation that are supported by the Grid Security Infrastructure (GSI). These
security services ensure secure job submissions and data transmissions between
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grid entities.
• Data management facilitates management of large sets of data within virtual
organisations by using tools such as GridFTP (Grid File Transfer Protocol)
and RFT (Reliable File Transfer).
• Information services are commonly referred to as the Monitoring and Discov-
ery Services (MDS). These contain a set of components used to discover and
monitor resources within a grid environment.
• Execution management deals with initiation, scheduling, monitoring, coordina-
tion of jobs through the Grid Resource Allocation and Management (GRAM)
service and other components.
In what follows, we give a brief overview of two fundamental components in the GT
that are relevant to this thesis: GRAM and GSI.
2.3.1 Key Concepts of GRAM
The Grid Resource Allocation and Management (GRAM) service provides a single
interface for requesting and using remote system resources for execution of jobs. The
most common use of GRAM is remote job submission and control. Figure 2.8 shows
an overview of the basic components of the GRAM service. With GT4 GRAM,
there will be one or more compute elements that reside on each resource. To invoke
a job using GRAM, a user creates a job request, describes the job to be run, and
sends it to a GRAM adapter running on the resource using a Java container14. The
GRAM adapter maps the request onto an appropriate request to a local scheduler.
The local scheduler has an interface called Managed Job Factory (MJF) which has
access to a MJF WS-Resource15. The MJF can create one or more managed job
instances to execute the job(s) submitted by the user. Each new managed job in
turn has a WS-Resource which will be given a handle, called an endpoint reference
(EPR). The user can use this handle to query his job’s status, terminate the job,
14A visual GUI window which can be used to hold Java components.
15A WS-Resource is used to represent state associated with a web service, e.g. a Managed Job in-
stance. This allows other components to use WSRF and other specifications such as WS-Notification
and WS-Addressing to access state information of the web service, manage lifetime, perform noti-
fication and so forth.
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Managed 
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Managed Job Factory (MJF)
To submit jobs
Resource
GRAM 
adapter
Compute element
Local scheduler
Delegation
Delegation Factory (DF)
Delegation service
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Figure 2.8: Basic components of the GT4 GRAM service.
obtain notifications of output produced by the job and so on [83]. This handle can
be communicated to other entities who can perform the same operation if authorized
to do so.
In GT4, a credential delegation mechanism can be used by the user to delegate his
credential to the GRAM service for additional remote operations. This credential
delegation service is managed by a Delegation Factory (DF) which has access to
a DF WS-Resource that stores information about the certificate chain associated
with the DF. The DF can in turn create one or more delegation instances. Each
Delegate WS-Resource contains a credential. Note that the user can either forward
his credential together with the job request, or upload it to a delegation service
associated with the GRAM service. The latter allows re-use of the user credential
for multiple short-lived jobs.
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2.3.2 Key Concepts of GSI
The security services provided by the GT rely upon a security architecture called the
Grid Security Infrastructure (GSI)16. This is based on PKI technology. The focus of
the GSI is primarily on authentication, message protection, and single sign-on and
credential delegation through proxy credentials [69, 146, 186, 187].
In grid applications which employ the GSI, each entity is assigned a unique identity
or DN and issued a public key certificate signed by a Grid CA. As of 30 August 2005,
there were approximately 35 CAs17 operating in the European DataGrid (EDG)
and Enabling Grids for E-SciencE (EGEE) projects, roughly at the scale of one CA
for each nation. These CAs service grid users which comprise mostly researchers
and scientists throughout the whole continent of Europe. Note that no root CA
has been setup and trust relationships between CAs are established through the
European Grid Policy Management Authority (PMA). Depending on the number of
the users, there may be at least a few Registration Authorities (RAs), typically key
persons from research institutions who lead the development and maintenance of
the projects in each nation, who assist the CA(s) in user validation and registration.
For example, there are currently about 50 RAs18 in the UK who work closely with
the UK e-Science CA.
Public key certificates are used to support authentication and key agreement proto-
cols, such as the TLS protocol. In addition, proxy certificates are also used for single
sign-on and delegation. Before a user submits a job request, he must create a proxy
certificate which includes generating a new public/private key pair and signing the
proxy certificate with his long-term private key. This newly created proxy certificate
can then be used for repeated authentication with other grid entities, without the
need to access the user’s long-term private key. For rights delegation from a user A
to a target service provider X, three steps are required: (i) X creates a new pub-
lic/private key pair and sends a request (that is signed with the new private key) to
A; (ii) A verifies the request using the new public key, creates a new proxy certificate
16GSI was originally an acronym for Globus Security Infrastructure in [69]. It later came to be
more commonly known as Grid Security Infrastructure when the GT was gradually becoming the
de facto toolkit in the grid community.
17Source: http://marianne.in2p3.fr/datagrid/ca/ca-table-ca.html, last updated on 30 Au-
gust 2005.
18Source: https://ca.grid-support.ac.uk/, last updated on 5 September 2005.
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and signs it with her current proxy credential (short-lived private key); and (iii) A
forwards the new proxy certificate to X [186]. This three-step delegation process is
based on the proxying process described on page 36. Note that A can impose some
constraints in the ProxyPolicy field of the proxy certificate, which specifies what
X can and cannot do. A has to trust that an entity to which X presents this proxy
certificate will impose the constraints.
In the GSI setting, each user has a long-term RSA public/private key pair with
N = 1024 bits. The short-term keys for the user’s proxy credential have only 512-
bit moduli. This substantial reduction of key sizes is driven by the fact that an RSA
key generation is a computationally expensive operation. It is shown in [186] that
generating a key pair with 512-bit moduli can reduce the processing time by approx-
imately 77% of the time required for a 1024-bit key pair. Given the latest progress
in algorithms for factoring integers, a 512-bit modulus provides only marginal se-
curity from a concerted attack. For longer-term security, 1024-bit or larger moduli
should be used [127]. However, since the proxy credential has a relatively short
lifetime, it is believed that the reduction in security implied by using only 512-bit
moduli poses an acceptably low risk in grid systems. In terms of key management,
it is the responsibility of users to keep control of their respective private keys. De-
pending on the Grid CA’s policy, a user’s long-term public/private key pair and its
associated certificate are usually updated and renewed yearly. Should a user realise
or suspect that his private key has been compromised, then the holder himself is
responsible for the notification of the exposure to the Grid CA, in order to have
his certificate revoked. To improve accessibility of the user’s private key from any-
where at anytime and to increase protection of the key, online credential repositories,
such as MyProxy [15, 137], have been developed. The MyProxy server stores users’
long-term credentials and it is anticipated that the server receives round-the-clock
monitoring from security specialists. This will be discussed more in Section 2.4.
The TLS protocol is one of the most important security enablers for PKI-based grid
architectures such as the GSI. The GSI has been built on the Generic Security Ser-
vice Application Program Interface (GSS-API) [119] and incorporates GSI-enabled
OpenSSL [140] to support proxy certificates. Examples of the RSA-based cipher
suites19 are TLS_RSA_WITH_RC4_128_MD5, TLS_RSA_WITH_DES_CBC_SHA and so on.
19A cipher suite defines a cipher specification supported in the TLS protocol.
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The following steps, adopted from [187], describe how the GSI facilitates a secure
job invocation from a user to a remote resource through a GRAM service.
1. The user creates a job instantiation request and signs it with his proxy cre-
dential. The signed request and the user’s credentials (both long-term and
short-term) are sent to a GRAM adapter on the target resource.
2. The GRAM adapter verifies the signature on the request and the identity of the
user who sent it based on the credentials that it received. It then determines
the local account (handled by a local scheduler) in which the job should be
run based on the requestor’s identity using the grid-map file20.
3. The local scheduler passes the job request to the MJF. Once the MJF starts
up, it uses the Grid Resource Identity Mapper (GRIM)21 to generate a set
of proxy credentials. This set has embedded in it the user’s grid identity,
local account name, and local policy to help the user verify that the MJF is
appropriate for his needs.
4. The MJF also verifies the signature on the request to ensure that it has not
been tampered with and validates if the requestor is authorized to run in the
local user account. When all checks pass, the MJF instantiates a managed job
service for the job request and returns an EPR to the user.
5. The user connects to the managed job service to initiate the job. The user
client and the managed job service perform mutual authentication using the
TLS protocol, with the user using his proxy credential and the managed job
service using the proxy credential that the MJF acquired from GRIM. The user
verifies the managed job service as having a credential issued by an appropriate
host and containing a grid identity matching its own, thus ensuring that the
managed job service is running on the right host and the correct account. If
all checks succeed, a secure TLS channel is established between the user and
the managed job service for further data exchange. At this point, the user
may, at his discretion, delegate his credential to the managed job service for
later use when necessary. A delegation service is created by the DF to store
20A local configuration file containing mapping from global identities to local identities.
21A setuid program that accesses the local host credentials and uses them to generate a set of
proxy credentials for the MJF.
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the user’s credential. The WS-Resource associated to this service also has a
unique EPR which will be returned to the requestor.
Should the user wish to submit multiple short-lived jobs, he can upload his proxy
credential to the Delegation service and re-use it before its expiry.
In this thesis, we will re-use the above secure job invocation process when presenting
our alternative proposals for grid security infrastructures in Chapters 4 and 5. Our
main focus will be on tackling some of the issues encountered in grid-supported
PKI with various alternative key management techniques. We examine security
services such as authentication, single sign-on, delegation and key agreement that
are normally supported by PKI and certificates. We will also use one of the simplest
access control methods through a grid-map file in our discussion for the sake of
completeness, even though the GT also offers a more complicated authorization
component called Community Authorization Service (CAS) [146, 147].
GT4 supports both transport-level and message-level security. The former, which
is the default option, entails SOAP messages being sent over a network connec-
tion through a secure TLS channel, while the latter uses the WS-Trust and WS-
SecureConversation specifications to protect data confidentiality and integrity of
SOAP messages. The recommended use of transport-level security instead of fully
web-services based security is driven by the relatively poor performance of message-
level security implementations [188]. It is not clear when this issue will be solved.
This in turn motivates our focus on transport-level security throughout the thesis.
2.4 MyProxy
There are two common approaches to protecting a private key in a PKI. First it
can be protected by storing it in a file with restricted access, e.g. storing it in
an encrypted file with a decryption passphrase. Alternatively, the private key can
be stored on a hardware token (e.g. a smart card) that is usually protected by
a PIN. While it seems that this method provides the best security, it may be an
expensive option due to the need to deploy hardware support for using the token.
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The second approach is to limit the exposure of the private key by regularly issuing
a new short-lived public/private key, usually on the order of hours or days. It is
a convention in cryptography and computer security that if a cryptographic key
is short-lived, then the level of protection which is afforded to it can be eased.
For example, the temporary private key can be stored unencrypted on a local file
system, protected only by file system permissions. Currently, the majority of grid
applications use proxy credentials in the form of X.509 proxy certificates for single
sign-on and delegation services. Even so, the limited security of typical desktop
systems may put users’ long-term private keys at risks through hacking, trojan
horses, viruses and other types of malicious software.
MyProxy [15, 137], a web-based grid portal, has been designed as an online credential
repository which stores users’ long-term credentials. This seems to better prevent
attackers from stealing users’ private keys, as it is expected that a MyProxy system
will receive round-the-clock monitoring from security specialists. Whenever a user
wants to create a proxy credential, he must authenticate himself to the MyProxy
server using a passphrase which he shares with the MyProxy server, and request
a new proxy credential to be issued to him. Furthermore, being web-based, the
MyProxy server can be accessed from any computer with Internet access.
The core protocol for the MyProxy system between a user and the MyProxy Server
is as follows [15].
1. The user establishes a TCP connection to the server and initiates a server-
authenticated TLS handshake protocol. A full TLS handshake is not manda-
tory as in most cases, a user does not have an existing X.509 credential.
2. Once the TLS handshake is complete and a secure channel is established, the
user sends a request message to the server. The request contains the protocol
version, the command (e.g. retrieve, store, or remove a proxy credential), a
username, a passphrase (an ASCII password used to protect the stored proxy
credential) and a lifetime.
3. If all checks succeed, the server will return ‘0’ to indicate success or ‘1’ with
an error text that suggests otherwise.
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Subsequently, should the user want to retrieve a new proxy certificate, he can gener-
ate a new public/private key pair and forward the public key to the server through
the established secure channel. The server will then create a new proxy signed with
the user’s stored private key and return it to the user. Note that the MyProxy
server encrypts the user’s long-term private key in the MyProxy repository with
the user-chosen passphrase included in the request message using an authenticated
symmetric encryption scheme. The passphrase is not stored in the MyProxy repos-
itory. Thus, the client must send the correct passphrase to the server so that it can
decrypt the private key correctly.
Recently, there has been an increasing interest in and support for one-time pass-
words in the MyProxy system. These mitigate the risk of passwords being stolen by
keystroke loggers, trojan horses, or other means.
2.5 Example Scenario
Here, we give a simple grid scenario, as shown in Figure 2.9, which captures some
of the common security requirements within a grid environment.
Alice, who is a member of CryptoGrid, wants to run a differential cryptanalysis
simulation which may take days to complete. She first accesses a trusted MyProxy
server where she has stored her long-term credential, to request a fresh proxy cer-
Virtual Organisation
User
Gatekeeper
Resource pool
Figure 2.9: Job invocation and interaction within a grid environment.
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tificate. She then submits her job to the CryptoGrid Gatekeeper through a Globus
GRAM client. The Gatekeeper verifies Alice’s signed request and checks if Alice is
authorized to access the resources that CryptoGrid provides by consulting its local
grid-map file. Once the check passes, Alice and the Gatekeeper perform mutual au-
thentication using their respective long-term and proxy certificates. Subsequently,
Alice delegates her credential to the Gatekeeper through the secure channel that
they have established by signing a new proxy certificate which contains the Gate-
keeper’s short-term credential. Every time Alice’s job needs to gain access to a new
resource, the Gatekeeper will present this certificate to prove that it is acting on
Alice’s behalf.
Based on the job description, the Gatekeeper queries a local replica catalogue to
determine suitable resources to run the simulation. Once that has been located, the
Gatekeeper passes on the job description to a hosting server. Before the Gatekeeper
submits the job to the hosting server, it must perform mutual authentication with
the server using the delegated credential from Alice. In many cases, the Gatekeeper
may need to further delegate Alice’s credential to the hosting server which requires
access to other resources to complete Alice’s job. For instance, the job may require
additional data from a database server. Also, Alice may monitor the progress of
the job and possibly change her mind about where or how it is executing. Upon
completion of the job, Alice will be notified by the Gatekeeper and the results will
be sent back to her. Finally the Globus GRAM client will clean-up information in
the job submission scripts and remove temporary settings that coordinated the job.
2.6 Summary
We are moving into a future in which the physical location of computational re-
sources does not really matter. It is believed that VOs have the potential to dra-
matically change the way we use computers to solve complex and resource intensive
problems. In this chapter, we have given an introduction to the fundamental con-
cepts of grid computing. We also discussed the role of web services in grid computing
and outlined some applications. Security issues in grid computing have been identi-
fied as major challenges in making computational grids widely used infrastructures.
We have examined these issues, along with the security requirements that they lead
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to. We have also outlined the security technologies in use in current grid systems.
To give a better view of actual grid deployment and usage, we also included some
illustrations of the Globus Toolkit, its security components and an example scenario.
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This chapter provides a background study of identity-based cryptography. We review
some basic concepts of pairings and some cryptographic primitives used in identity-
based cryptosystems. We also discuss the performance and implementation issues for
identity-based cryptographic schemes, which may have an impact on the practicality
of the schemes. Some existing applications of identity-based cryptography are pre-
sented to help in the understanding of the prospects for and benefits of identity-based
cryptosystems.
3.1 A Short History
Identity-based cryptography (IBC) was first introduced by Shamir [159] in 1984.
Instead of generating and using a random public/private key pair in a public key
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cryptosystem such as RSA, Shamir conceived the idea of using a user’s name or his
network address as a public key, with the corresponding private component being
generated by a trusted key generation centre. In fact, any type of identifier, e.g.
email address, social security number, telephone number and so forth, can be used,
so long it can uniquely identify the user and is readily available to the party that
uses it. The main motivation for this approach is to eliminate the need for certifi-
cates and the problems that they bring. Since a user’s public key is based on some
publicly available information that uniquely represents the user, an identity-based
cryptosystem can do away with public key directory maintenance and certificate
management. Despite the novel and ambitious conception, Shamir was only able
to develop an identity-based signature (IBS) scheme based on the RSA primitive.
The construction of an identity-based encryption (IBE) scheme was left as an open
problem. Since then, there were numerous attempts to realise Shamir’s vision of
identity-based encryption, such as those in [49, 124, 139, 171, 175, 178]. However,
none of these proposals were fully satisfactory. Either they did not provide adequate
security or they were not feasible to implement in practical environments. Mean-
while, there were further proposals for IBS schemes in [57, 95], also based on the
RSA primitive.
Only in the early 2000’s did the emergence of cryptographic schemes based on pair-
ings on elliptic curves result in the construction of a feasible and secure IBE scheme.
This area began with the novel work of Sakai et al. [155] on pairing-based key agree-
ment protocols and signature schemes, and subsequent work on the three-party key
agreement protocol by Joux [106]. Boneh and Franklin [25] then presented the first
practical and secure IBE scheme based on the Weil pairings. These three key con-
tributions have stimulated the development of a wide range of pairing-based crypto-
graphic schemes and protocols. Following the publication of [25] (an extended ver-
sion appears in [26]), a number of IBS schemes [39, 99, 142] and hierarchical identity-
based encryption (HIBE) and signature (HIBS) schemes [80, 100] were proposed.
Also, proposals for identity-based authenticated key agreement (IAKA) protocols
(e.g. [42, 163]), identity-based signcryption (IBSC) schemes (e.g. [32, 112, 122]) and
many other identity-based cryptographic schemes soon appeared in the literature.
It is worth noting that apart from Boneh and Franklin’s seminal work, there is also
another feasible and secure solution for IBE due to Cocks [47]. The security of
Cocks’ scheme is based on the Quadratic Residuosity problem. However, although
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the scheme of [47] is computationally viable to implement, it is generally considered
very costly in terms of communication overheads due to significant message expan-
sion. More background on cryptography from pairings can be found in [143] and a
good source of research papers on this subject is available at [11].
3.2 Certificated-Based PKI and Identity-Based PKI
In Chapter 2, we gave a review of the conventional certificate-based PKI that sup-
ports the widely used RSA encryption and signature schemes. Here we are going
to describe, at a relatively high-level, how an identity-based PKI works and what
its key differences from the traditional PKI are. The subsequent sections will then
delve into more details, uncovering some of the underlying concepts concerning pair-
ings and describing the identity-based cryptographic primitives that we will employ
throughout this thesis.
We begin by looking at a simplified version of the Boneh-Franklin IBE scheme. This
is defined by four algorithms, as follows:
Setup: Given a security parameter, the algorithm generates a set of system param-
eters (which will be made public) and a master secret (which it keeps private).
Extract: This algorithm is run to extract the private key corresponding to a given
public key. It takes the system parameters, the master secret and an arbitrary
identifier ID (public key string) as input, and returns a private key.
Encrypt: This algorithm uses the system parameters and an ID to encrypt a mes-
sage, and generates a ciphertext.
Decrypt: Using the system parameters, a private key and a ciphertext as input,
this algorithm returns a plaintext (or possibly an indication that the decryption
process has failed).
The Setup and Extract algorithms are normally executed by a Private Key Gen-
erator (PKG), while the Encrypt and Decrypt algorithms are carried out by
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users. The PKG in turn will be managed and controlled by a Trusted Authority
(TA), a trusted third party roughly equivalent to a CA in a traditional PKI. Sup-
pose that Alice wants to send a message secretly to Bob using an IBE scheme. She
does not need to first verify the authenticity of Bob’s public key by retrieving Bob’s
public key certificate (which must take place in a conventional PKI). Instead Alice
simply encrypts the message with Bob’s ID, e.g. ‘bob@example.com’. Clearly, Alice
needs to know the system parameters of Bob’s TA. If Bob does not already possess
the corresponding private key, he has to obtain it from his TA. If the TA is satisfied
that Bob is a legitimate receiver, it takes its system parameters, master secret and
Bob’s ID to extract a private key, which will then be used by Bob to decrypt the
ciphertext.
The major technical difference between a certificate-based PKI and an identity-
based PKI is the binding between the public/private keys and the individual. This
can be achieved by using a certificate in the traditional PKI. In the identity-based
setting, the public key is bound to the transmitted data while the binding between
the private key and the individual is managed by the TA. A public key based on
an identifier can be constructed on-the-fly at any time, even before its matching
private component is computed. In terms of key generation, the conventional PKI
allows either a user or his CA to create public/private key pairs. However, it is
only the TA that can compute private keys in the identity-based setting. This
inevitably implies that an identity-based PKI has an escrow facility, which may
or may not be desirable. Boneh and Franklin suggested in [25] that key escrow
can be circumvented by using multiple TAs and threshold cryptography. On the
other hand, because of this built-in feature, the user always needs to set up an
independent secure channel with his TA for retrieving private key material. For
key revocation, Boneh and Franklin proposed the use of date concatenated with the
user’s identifier to achieve automated key expiry. This may obviate the need for
a revocation mechanism. However, it has the disadvantage of increasing the TA’s
workload, since the TA is required to regularly generate private keys and deliver them
to its users. We will examine whether this key revocation approach is sufficient for
grid applications in Chapter 4. Table 3.1 summarises the above comparison between
traditional PKIs and identity-based PKIs. A more detailed discussion comparing the
two architectures can be found in [144]. For discussion of inter-operation between
the certificate-based and the identity-based settings and some of the issues that may
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Table 3.1: Key differences between a certificated-based PKI and an identity-based
approach.
Feature Certificate-based PKI Identity-based PKI
Public key generation Using random information Using an explicit identifier
Private key generation By a user or the CA By the PKG
Key certification Yes No
Key distribution Requiring an integrity protected Requiring an integrity and privacy
channel for distributing a new protected channel for distributing
public key from a user to his CA a new private key from the TA to
its user
Public key retrieval From a public directory or from On-the-fly based on the key
the key owner owner’s identifier
Escrow facility No (except when key generation is Yes
run by the CA)
then arise, see [148].
There are applications which do not tolerate key escrow as in the case of an identity-
based cryptosystem. This and other traditional PKI issues such as key revocation
have inspired other new models of infrastructures for supporting public key cryp-
tography. These include the certificate-based encryption scheme of Gentry [79] and
Al-Riyami and Paterson’s certificateless public key cryptography [5]. In Gentry’s
model, a user’s private key comprises two components: (i) a component which is se-
lected by the user and is kept private; and (ii) a component which is time-dependent
and issued by a CA on a regular basis. The second component can be sent across a
public channel. The first matching public component can be made publicly available
in the same manner as a standard public key, whereas the second public component
can be computed by other users using only public parameters of the scheme. This
approach does not suffer from the key revocation and escrow problems that both
traditional PKIs and identity-based PKIs encounter, assuming that the CA issues
a partial private key to its users in every time period, e.g. hour or day. Al-Riyami
and Paterson combined elements from the traditional PKI and the identity-based
approach, with a technical approach that is rather closely related to that of [79]. A
user’s private key in their certificateless setting also consists of two components: (i)
an identity-dependent partial private key (generated in the same way which the nor-
mal identity-based approach does); and (ii) a full private key which can be produced
using the partial private key and some secret known only to the user. Succinctly,
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both proposals in [79] and [5] make use of a user’s input in addition to the CA/TA’s
for generating a private key, and thus the possibility of key escrow is eliminated. In
a way, key revocation in these proposals has become simpler than in the traditional
approach, provided the CA/TA can afford to withstand the burden of producing
partial private keys regularly for its users.
3.3 Mathematical Preliminaries
In this section, we give a brief introductory mathematical background on elliptic
curves and pairings. We also establish some computational problems which will be
used throughout the thesis.
Let p be a large prime, m an integer with m ≥ 1, and let Fpm be the finite field
with pm elements. So p indicates the characteristic of the field and m denotes its
extension degree. The multiplicative group of Fpm is denoted as F∗pm .
Let E/Fpm be an elliptic curve over the field Fpm . This is commonly defined by an
equation of the form
y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6,
where ai ∈ Fpm for i = 1, 2, 3, 4, 6. A point P = (x, y) ∈ Fpm × Fpm is said to be on
the curve if (x, y) satisfies the above equation. Associated with the curve E/Fpm is
an additive Abelian group (E(Fpm),+) whose elements are the points on the curve
together with a null element (or a point at infinity), denoted∞. The size of E(Fpm)
is called the order of the curve over the field Fpm , denoted #E(Fpm).
Suppose that E(Fpm) has a cyclic subgroup G1 of order q, for some prime q. Define
the embedding degree (or security multiplier) to be the least integer k > 0 such that
q | pkm− 1 and q - pl− 1 for all 0 < l < k. Let G2 denotes a cyclic subgroup of F∗pkm
of order q. An admissible pairing in the context of IBC is a function eˆ which maps
a pair of elliptic curve points of G1 to an element of G2, denoted eˆ : G1×G1 → G2,
and which has the following properties:
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• Bilinear : Given P,Q,R ∈ G1, we have
eˆ(P,Q+R) = eˆ(P,Q) · eˆ(P,R) and eˆ(P +Q,R) = eˆ(P,R) · eˆ(Q,R).
Hence, for any a, b ∈ Z∗q ,
eˆ(aP, bQ) = eˆ(abP,Q) = eˆ(P, abQ) = eˆ(aP,Q)b = eˆ(P,Q)ab.
• Non-degenerate: There exists P ∈ G1 such that eˆ(P, P ) 6= 1.
• Computable: If P,Q ∈ G1, then eˆ(P,Q) can be efficiently computed.
A pairing can be derived from either the modified Weil pairing [25] or the Tate pair-
ing [73]. Even though the Boneh and Franklin IBE scheme was proposed based on
the Weil pairing, the Tate pairing is generally preferred since it can be implemented
more efficiently than the Weil Pairing [75]. Supersingular curves are suitable for
pairing-based cryptosystems since it is possible to have embedding degree k = 2,
3, 4 and 6 [75]. In general, smaller values for pm are preferred because that means
arithmetic on the elliptic curve E(Fpm) is faster and transmission of points on the
curve requires less bandwidth. Hence, we tend to want to keep our field as small as
possible and to gain our security from larger values for k [76]. For example, working
on a supersingular curve with characteristic 2, we can arrange to have embedding
degree k = 4. This may offer better performance for arithmetic operations. To
reduce bandwidth requirements, supersingular curves of characteristic 3 which have
k = 6 may be preferred. See [13] for further discussion on choosing suitable curves
for relatively small values of k. We will also return to the issue of selecting curves
in Section 3.5.
Using the point compression technique, the size of an element of G1 is equivalent
to the size of its x-coordinate plus one bit (for the two possible corresponding y-
coordinates). The operation that involves P + Q where P,Q ∈ G1 is called an
elliptic curve point addition, while aP where a ∈ Z∗q is called an elliptic curve point
(or scalar) multiplication. Note that the point multiplication aP can be computed
very efficiently. However, the problem of finding a when given aP is believed to
be intractable, when the curve is appropriately chosen. This problem is known as
the elliptic curve discrete logarithm (ECDL) problem. The ECDL problem can be
harder to solve than the well-known discrete logarithm problem over finite fields of
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the same size. This is the case because the best current known methods for solving
the discrete logarithm problem over finite fields do not generally translate to elliptic
curves. It is for this reason that many elliptic curve cryptosystems can operate with
smaller key sizes and yet achieve seemingly equivalent levels of security as compared
to other public key cryptosystems based on the discrete logarithm problem. Some
of the relevant computational problems related to the ECDL problem can be stated
informally as follows.
• Computational Diffie-Hellman (CDH) problem: Given 〈P, aP, bP 〉 ∈ G31, where
a, b ∈ Z∗q , compute abP . We say that the CDH assumption is satisfied if there
exists no probabilistic algorithm which can solve the CDH problem with non-
negligible advantage within polynomial time, when a and b are selected at
random from Z∗q .
• Decisional Diffie-Hellman (DDH) problem: Given 〈P, aP, bP, cP 〉 ∈ G41 for
a, b, c ∈ Z∗q , decide whether c ≡ ab mod q. This can be solved efficiently
by verifying eˆ(aP, bP ) = eˆ(P, cP ), provided we have an admissible pairing
eˆ : G1 ×G1 → G2.
• Bilinear Diffie-Hellman (BDH) problem: Given 〈P, aP, bP, cP 〉 ∈ G41 for a, b, c ∈
Z∗q , compute eˆ(P, P )abc ∈ G2. We say that the BDH assumption is satisfied if
there exists no probabilistic algorithm which can solve the BDH problem in
〈G1,G2, eˆ〉 with non-negligible advantage within polynomial time, when a, b
and c are selected at random from Z∗q .
• Gap Diffie-Hellman (GDH) problem: Solve the CDH problem in G1, possibly
with the help of an oracle that solves the DDH problem in G1. We say that the
GDH assumption is satisfied if there exists no probabilistic algorithm which
can solve the GDH problem with non-negligible advantage within polynomial
time.
It is known that the BDH problem is no harder than the CDH problem in either G1
or G2. The converse, however, is still open [25]. The reader can consult [23] and
[76] for more mathematical background on elliptic curves and pairings, respectively.
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We are now ready to give more details of a few selected IBE and IBS schemes. These
schemes will be adopted in our grid security proposals later in this thesis. We will
not discuss security proofs for these schemes, as these are beyond the scope of the
thesis, but we assume the schemes have all been at least peer-reviewed by the IBC
research community and deemed sufficiently secure to be used.
3.4.1 The Boneh-Franklin IBE Scheme
The first practical, efficient and provably secure IBE scheme is due to Boneh and
Franklin [25]. This scheme quickly led to a new wave of cryptographic research in
pairing-based cryptography and IBC in particular. The following four algorithms
define Boneh and Franklin’s basic IBE scheme:
Setup: Given a security parameter k ∈ Z+, the PKG:
1. specifies two groupsG1 and G2 of prime order q, and an admissible pairing
eˆ : G1 ×G1 → G2;
2. chooses an arbitrary generator P ∈ G1;
3. defines two cryptographic hash functions, H1 : {0, 1}∗ → G∗1 and H2 :
G∗1 → {0, 1}n for some n; and
4. picks a master secret s ∈ Z∗q at random and computes the matching public
parameter as sP .
The system or public parameters are 〈q,G1,G2, eˆ, n, P, sP,H1,H2〉. Here, n
will be the bit length of plaintexts.
Extract: This algorithm is run by the PKG to extract a private key sQID =
sH1(ID) when given an arbitrary identifier string ID ∈ {0, 1}∗.
Encrypt: To encrypt a message m ∈ {0, 1}n under an identifier ID, the public key
used is QID = H1(ID). The resulting ciphertext is c = (U, V ), where U = rP ,
V = m⊕H2(eˆ (QID, sP )r), and r ∈ Z∗q is selected at random.
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Decrypt: To decrypt a ciphertext c = (U, V ) encrypted using the identifier ID, the
private key used is sQID ∈ G∗1. The plaintext m is recovered by calculating
V ⊕H2(eˆ (sQID, U)).
We remark that the above basic IBE scheme is not secure against adaptive chosen
ciphertext attacks in the identity-based setting (IND-ID-CCA secure). It is only
secure against chosen plaintext attacks (IND-ID-CPA secure), provided the BDH
assumption holds [25].
The full version of the Boneh-Franklin IBE scheme, which has security in the sense
of IND-ID-CCA, is as follows:
Setup: As in the basic IBE scheme. In addition, the PKG picks two more hash
functions, H3 : {0, 1}n × {0, 1}n → Z∗q and H4 : {0, 1}n → {0, 1}n.
Extract: As in the basic IBE scheme.
Encrypt: To encrypt a message m ∈ {0, 1}n under an identifier ID, the public key
used is QID = H1(ID). The algorithm selects a random z ∈ {0, 1}n and sets
r = H3(z,m). The resulting cipertext is then set to be:
c = 〈U, V,W 〉 = 〈rP, z ⊕H2(gr),m⊕H4(z)〉,
where g = eˆ(QID, sP ) ∈ G2, a value which can be pre-computed.
Decrypt: To decrypt a ciphertext c = 〈U, V,W 〉 encrypted using the identifier ID,
the private key used is sQID ∈ G∗1. If U /∈ G∗1, reject the ciphertext. The
plaintext m is then recovered by performing the following steps:
1. compute V ⊕H2(eˆ(sQID, U)) = z;
2. compute W ⊕H4(z) = m;
3. set r = H3(z,m) and if U 6= rP , reject the ciphertext, otherwise accept
m as the decryption of c.
The full IBE scheme of Boneh and Franklin makes use of a technique due to Fujisaki
and Okamoto [74] to strengthen the basic version. This ensures that the full scheme
is IND-ID-CCA secure.
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3.4.2 The Cha-Cheon IBS Scheme
Shortly after the appearance of the Boneh-Franklin IBE scheme, a few IBS schemes
that make use of the same keying infrastructure as Boneh and Franklin’s scheme
were published. These include proposals from Paterson [142], Cha and Cheon [39],
and Hess [99] with different performance trade-offs.
Here, we illustrate the Cha-Cheon IBS scheme, whose security is related to the CDH
problem.
Setup: As in the basic IBE scheme, except that we now replace H2 with H6 which
is defined as {0, 1}∗ ×G1 → Z∗q .
Extract: As in the basic IBE scheme.
Sign: Given a private key sQID and a message m ∈ {0, 1}∗, the signer picks a
random number r ∈ Z∗q , and computes U = rQID, h = H6(m,U), and V =
(r + h)sQID. The algorithm outputs σ = (U, V ) as the signature.
Verify: Given a signature σ = (U, V ) of a message m signed by a user with an
identifier ID, the verifier checks if eˆ(P, V ) = eˆ(sP, U + hQID). The signature
is accepted as valid if and only if this equality holds.
As mentioned earlier, identity-based cryptographic schemes have built in private key
escrow. It is generally, therefore, difficult to achieve true non-repudiation through
the use of identity-based signatures. Additional infrastructure or fixes are needed to
overcome this issue. For example, it is possible to use multiple TAs and threshold
cryptographic techniques [25].
3.4.3 The Gentry-Silverberg HIBE and HIBS Schemes
Horwitz and Lynn [100] first introduced the concept of HIBE to ease the private key
distribution problem and improve the scalability of the original IBE scheme proposed
in [25]. They proposed a 2-level HIBE scheme with total collusion-resistance at
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the first level but only partial collusion-resistance at the second level (i.e. users can
collude to obtain the master secret of their domain PKG). Shortly after the proposal
of [100], Gentry and Silverberg [80] proposed a secure, practical and fully scalable
HIBE scheme with total collusion resistance, regardless of the number of levels in the
hierarchy. In the HIBC (e.g. HIBE and HIBS) setting, a root PKG is only required
to produce private keys for domain-level PKGs, who in turn generate private keys
for users in their domains in the next level.
We describe Gentry and Silverberg’s hierarchical HIBE and HIBS schemes as follows.
We assume the root PKG is located at level 0.
Root Setup: The root PKG chooses a generator P0 ∈ G1, picks a random s0 ∈ Z∗q ,
and sets Q0 = s0P0. It also selects cryptographic hash functionsH1 : {0, 1}∗ →
G1, H2 : G2 → {0, 1}n for some n, and H3 : {0, 1}∗ → G1. The root PKG’s
master secret is s0 and the system parameters are 〈G1,G2, eˆ, P0, Q0,H1,H2, H3〉.
Lower-level Setup: A lower-level entity (lower-level PKG or user) at level t picks
a random st ∈ Z∗q which will be kept secret.
Extract: For an entity at level t with ID-tuple 〈ID1, . . . , IDt〉, where 〈ID1, . . . , IDi〉
is the ID-tuple of the entity’s ancestor at level i (1 ≤ i < t), the entity’s
parent computes Pt = H1(ID1, . . . , IDt) ∈ G1, sets the secret point St to be∑t
i=1 si−1Pi = St−1+ st−1Pt (note that St−1 is the parent’s secret point given
by the parent’s ancestor and st−1 is a secret value only known to the parent),
and defines Q-values by setting Qi = siP0 for 1 ≤ i ≤ t−1. The entity at level
t is given both St and the Q-values by its parent.
Encrypt: Given a message m ∈ {0, 1}n with the ID-tuple 〈ID1, . . . , IDt〉, the mes-
sage can be encrypted by first computing Pi = H1(ID1, . . . , IDi) ∈ G1 for
1 ≤ i ≤ t; then choosing a random r ∈ Z∗q ; and the ciphertext is set to:
c = 〈rP0, rP2, . . . , rPt,m⊕H2(gr)〉,
where g = eˆ(Q0, P1) ∈ G2, a value which can be pre-computed.
Decrypt: Given a ciphertext c = 〈U0, U2, . . . , Ut, V 〉 encrypted using the ID-tuple
〈ID1, . . . , IDt〉, the ciphertext can be decrypted by computing:
m = V ⊕H2
(
eˆ(U0, St)∏t
i=2 eˆ(Qi−1, Ui)
)
.
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Sign: Given a private key St and a message m ∈ {0, 1}∗, the signer with ID-tuple
〈ID1, . . . , IDt〉 computes h = H3(ID1, . . . , IDt,m) ∈ G1 and σ = St + sth. The
algorithm outputs 〈σ,Q1, . . . , Qt〉 as the signature.
Verify: Given a signature 〈σ,Q1, . . . , Qt〉 of a message m signed by an entity with
ID-tuple 〈ID1, . . . , IDt〉, the verifier checks if:
eˆ(P0, σ) = eˆ(Q0, P1)eˆ(Qt, h)
t∏
i=2
eˆ(Qi−1, Pi),
where h = H3(ID1, . . . , IDt,m). To improve the verification performance, in
particular in situations where many signatures from the same signer need to be
verified, the values eˆ(Q0, P1) and
∏t
i=2 eˆ(Qi−1, Pi) can be pre-computed. This
means that there will be only two pairing computations when the verification
is performed.
We remark that we have only presented a basic HIBE scheme. The full version of the
Gentry-Silverberg HIBE scheme, which has security in the sense of IND-ID-CCA, is
as follows:
Setup: As in the basic HIBE scheme. In addition, the PKG picks two more hash
functions, H4 : {0, 1}n × {0, 1}n → Z∗q and H5 : {0, 1}n → {0, 1}n.
Extract: As in the basic IBE scheme.
Encrypt: Given a message m with the ID-tuple 〈ID1, . . . , IDt〉, the message can be
encrypted by first computing Pi = H1(ID1, . . . , IDi) ∈ G1 for 1 ≤ i ≤ t; then
choosing a random z ∈ {0, 1}n; and setting r = H4(z,m). Subsequently, the
ciphertext is set to:
c = 〈rP0, rP2, . . . , rPt, z ⊕H2(gr),m⊕H5(z)〉,
where g = eˆ(Q0, P1) ∈ G2, as before.
Decrypt: Given a ciphertext c = 〈U0, U2, . . . , Ut, V,W 〉 encrypted using the ID-
tuple 〈ID1, . . . , IDt〉, the ciphertext can be decrypted by performing the fol-
lowing steps:
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1. compute
V ⊕H2
(
eˆ(U0, St)∏t
i=2 eˆ(Qi−1, Ui)
)
= z;
2. compute W ⊕H5(z) = m;
3. set r = H4(z,m) and test if 〈U0, U2, . . . , Ut, V 〉 is a basic HIBE encryption
of z using r and 〈ID1, . . . , IDt〉. If not, reject the ciphertext, otherwise
accept m as the decryption of c.
It is worth noting that other HIBE and HIBS schemes are available. We have
selected the schemes from [80] because they are efficient and their security is based on
reasonable computational assumptions. More importantly, we observe that the HIBS
scheme of [80] can be extended to an identity-based (partial) aggregate signature
scheme using a simple twist. The aggregate signature scheme, converted from a
1-level HIBS scheme, can be described as follows:
Aggregate: To aggregate n signatures on n distinct messages produced by n dif-
ferent users (who are all at level 1 of the hierarchy used for the HIBS scheme),
each user with identity IDi (for 1 ≤ i ≤ n) computes Ui = s0H1(IDi) +
s1,iH3(IDi,mi) and Q1,i = s1,iP0. Note that s0H1(IDi) is the private key of
the user with identity IDi, while s1,i is an integer that user i selects at random
from Z∗q . The aggregate signature is 〈
∑n
i=1 Ui, Q0, Q1,1, . . . , Q1,n〉.
Aggregate Verify: Given an aggregate signature 〈U,Q0, Q1,1, . . . , Q1,n〉 produced
by n users from n messages, the verifier computes H3(IDi,mi) for 1 ≤ i ≤ n
and checks if:
eˆ(P0, U) =
n∏
i=1
eˆ(Q0,H1(IDi))eˆ(Q1,i,H3(IDi,mi)).
Note that this method can compress n signatures each with 2 group elements to
n+ 1 group elements. In [189], Yoon et al. also presented an aggregation technique
with roughly the same degree of compression for a modification of the Cha-Cheon
IBS scheme. We will see a non-identity-based aggregate signature scheme with full
compression (into a single signature) in Section 3.4.5.
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3.4.4 The ZSM IBS Scheme with Message Recovery
In some scenarios, particularly where reducing the bandwidth of messages is im-
portant, an IBS scheme with message recovery may be useful. Zhang, Susilo and
Mu [190] have recently proposed such a scheme based on the work in [4]. Their
scheme is as follows.
Setup: As in the basic IBE scheme. In addition, the PKG selects k1 and k2 such
that |q| = k1 + k2. It also defines additional hash functions H0 : {0, 1}∗ → Z∗q ,
F1 : {0, 1}k2 → {0, 1}k1 , and F2 : {0, 1}k1 → {0, 1}k2 . The system parameters
are now 〈q,G1,G2, eˆ, n, P, sP,H0,H1, F1, F2, k1, k2〉.
Extract: As in the basic IBE scheme.
Sign: Given a private key sQID and a message m ∈ {0, 1}k2 , the signer computes:
1. v = eˆ(P, P )k, where k is selected at random from Z∗q ;
2. f = F1(m)‖(F2(F1(m))⊕m);
3. r = (H1(v) + f) mod q;
4. U = kP − r(sQID).
The signature σ is (r, U).
Verify: Given a signature σ = (r, U) signed by a user with a public key QID =
H1(ID), the verifier computes
f = r −H1(eˆ(U,P )eˆ(QID, sP )r) and m = [f ]k2 ⊕ F2([f ]k1).
The verifier also checks if [f ]k1 = F1(m). The signature is accepted as valid if
and only if this equation holds. Here [f ]k1 denotes the left-most k1 bits of the
string f , while [f ]k2 denotes the right-most k2 bits of the string f .
The length of the signature is |r| + |U | = |q| + |element of G1|. For example, if we
select q to be a 170-bit prime and the size of a group element of G1 is 171 bits, the
length of the signature is then 341 bits. The security of this scheme is based on
the hardness of the CDH problem. To obtain approximately similar security as a
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standard 1024-bit RSA signature and a 2−80 probability of a successful forgery by
an adversary, |k1| ≤ 80 is needed if a group element of G1 is represented by 171
bits [190]. The size of the message is limited to k2 bits, where k2 = |q| − k1.
3.4.5 Signature Schemes from Pairings
Apart from the aforementioned IBS schemes, we would like to draw to the reader’s
attention two ordinary (i.e. not identity-based) pairing-based signature schemes with
attractive properties, namely, the BLS short signature scheme and the BGLS ag-
gregate signature scheme. The BLS short signature scheme will be adopted in our
hybrid certificate/identity-based proposal in Chapter 5.
The BLS short signature scheme was proposed by Boneh, Lynn and Shacham [28] in
2001. It can produce short signatures which provide equivalent security to standard
signatures for environments with bandwidth constraints. The security of the scheme
is based on the CDH assumption. Using the same parameters 〈eˆ,G1,G2,H1, P 〉 as
in the previous sections, the BLS short signature scheme can be described as follows:
KeyGen: Pick an integer at random from Z∗q and compute sP ∈ G1. The public
key is sP and the matching private key is s.
Sign: Given a private key s ∈ Z∗q and a message m ∈ {0, 1}∗, compute H1(m) ∈ G1.
The signature is σ = sH1(m) ∈ G1.
Verify: Given a public key sP , a message m and a signature σ, compute H1(m)
and accept the signature as valid if and only if eˆ(P, σ) = eˆ(sP,H1(m)) holds.
Note that the length of the signature is only the size of a group element of G1, half
the size of a signature produced by the Cha-Cheon IBS scheme.
We remark that the above version of the short signature scheme may well not provide
the expected level of security if we choose an elliptic curve in characteristic 2 or
3 [29, 143]. This is because of the existence of special purpose algorithms to solve
the discrete logarithm problem in these cases (more details about curves selection are
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discussed in Section 3.5). However, this problem can be addressed using a modified
version of the above scheme and non-supersingular curves, as was proposed in [29]1.
In particular, a class of curves called MNT curves can be used and levels of security
around 85 bits can be achieved with a signature size of about 170 bits.
The above BLS short signature scheme can be extended to an aggregate signature
scheme, as proposed by Boneh, Gentry, Lynn and Shacham in [27]. An aggregate
signature is an aggregation of n signatures on n distinct messages from n distinct
users, which produces a single short signature. This can be very useful for verifying
certificate chains that contain signatures on distinct certificates issued by different
parties. The BGLS aggregate signature scheme works as follows:
Aggregate: For the aggregating group U of n users, assign to each user an index i,
where 1 ≤ i ≤ n. Each user ui ∈ U with his private key si provides a signature
σi ∈ G1 on a message mi ∈ {0, 1}∗, where σi = siH1(mi) ∈ G1. The aggregate
signature is σ =
∑n
i=1 σi.
Aggregate Verify: Given an aggregate signature σ for an aggregating group U
of n users, with their respective public key siP ∈ G1 and the original messages
mi ∈ {0, 1}∗, ensure that the messages mi are all distinct and accept the
aggregate signature as valid if eˆ(P, σ) =
∏n
i=1 eˆ(siP,H1(mi)) holds.
An aggregate signature produced from the above scheme compresses n signatures
into just a single group element of G1. An aggregate verification requires n + 1
pairing computations.
3.5 Performance and Implementation Considerations
As with any other cryptosystem, the practicality of an identity-based cryptosystem
is highly dependent on its ease of implementation and its level of performance. Even
though Cocks [47] proposed a computationally acceptable identity-based encryption
scheme about the same time as Boneh and Franklin, Cocks’ scheme is too expensive
1We note that [29] is a full and revised version of [28].
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in terms of communication overheads. For instance, transmitting a short cipher-
text of 128 bits (e.g. session key) using a 1024-bit modulus may require up to 32
kilobits of keying material [47], which is roughly 13 times the size of a standard
X.509 certificate. This may not be acceptable in many applications. On the other
hand, identity-based cryptographic schemes based on pairings use small key sizes.
Also, they are, as we shall see below, computationally almost comparable with RSA
schemes [12, 157].
In what follows, we discuss parameter selection for pairing-based cryptographic
schemes, pairing computation times for different parameters sets, and some of the
development tools available for constructing identity-based cryptosystems.
Parameter Selection. Most pairing-based cryptographic schemes need to be
working in a subgroup of E(Fpm) of sufficiently large prime order q so that Fpkm
is a sufficiently large finite field. For current minimum levels of security, we require
q > 2160 and pkm > 21024 to resist algorithms for solving the discrete logarithm
problem in G1 and G2 (as defined in Section 3.3), respectively [75, 76]. Currently,
1024-bit RSA is considered to provide roughly 80 bits of security [9]. This is be-
lieved to be roughly as secure as a cryptosystem based on the discrete logarithm
problem over a field of size 21024. For example, let us consider the case of supersin-
gular curves over fields of characteristic 2 with k = 4. In order to achieve a level
of security roughly similar to 1024-bit RSA, we require our curve to be defined over
F2m with m ≈ 256 (since k = 4 and (2256)4 = 21024). Similarly, if we work on
an elliptic curve in characteristic 3 (k = 6), the curve should be defined over F3m
with m ≈ 108 in order to achieve a level of security roughly equivalent to 1024-bit
RSA. It is, however, not possible to find curves and suitable prime order subgroups
of these exact sizes due to the rarity of suitable supersingular elliptic curves. It is
also worth noting that there are special purpose algorithms which can be applied
to solve the discrete logarithm problem in Fpkm when p is 2 or 3. This may mean
that larger parameters than at first appears must be chosen to obtain the required
security levels [143]. Table 3.2 shows a few curves offering roughly similar levels of
security to 1024-bit RSA.
It is clear from Table 3.2 that the curve defined over a finite field with size 2271
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Table 3.2: Different sizes of curves with their matching levels of security for RSA
cryptographic schemes.
Order of Curve (≈) Characteristic/k Equivalent RSA Modulus (in bits)
2241 2/4 964
2271 2/4 1084
2283 2/4 1132
397 3/6 922
3149 3/6 1417
3163 3/6 1550
has roughly similar levels of security to 1024-bit RSA. Operations in characteristic
2 have the advantage of faster and easier implementation in hardware. However,
working in characteristic 3 can achieve shorter message length than in characteristic
2. One problem with working in characteristics 2 and 3 is that, as we mentioned
earlier, there are only a small number of curves and fields to choose from. Hence,
there is an element of luck in the search for a suitable large prime factor of the curve
order and the choice of parameters is consequently not very flexible. However, no
such problems arise when working over Fp [76].
Pairing Computation. The dominant cost for an identity-based cryptographic
scheme is the evaluation of a pairing which involves an application of the Miller
algorithm [73] or a modification of it (see for example [12, 14, 77]). Table 3.3 shows
some experimental results of various cryptographic algorithms obtained by Barreto
et al. [12].
It is obvious from Table 3.3 that an RSA encryption can be performed very fast as it
involves only a very small public exponent, e.g. 216 + 1. We see that a Tate pairing
computation with underlying base field F2271 is approximately four times slower than
an RSA decryption. On the other hand, a pairing computation with underlying base
field Fp and |p| = 512 is slightly faster than on a curve defined over F2271 but the
penalty is the need to use a bigger key size. The pairing computation time can be
further reduced by more than half with pre-computation, which involves calculations
of certain fixed parameters in the Miller algorithm [12]. An IBE decryption (based
on the Boneh-Franklin IBE scheme in Section 3.4.1) involves one hash function (H2)
evaluation, one XOR operation, and one pairing computation. The timings from
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Table 3.3: Computation times for different operations on a Pentium III 1 GHz
machine [12].
Operation Time (in ms)
RSA encryption, |N | = 1024 bits, |e| = 16 bits 0.4
RSA decryption, |N | = 1024 bits, |d| = 1007 bits 7.9
Tate pairing, F2271 , |q| = 272 bits 23.0
Tate pairing, F397 , |q| = 154 bits 26.2
Tate pairing, Fp, |p| = 512 bits 20.0
Tate pairing, Fp, |p| = 512 bits, pre-computation 8.6
IBE encryption, Fp, |p| = 512 bits 48.0
IBE encryption, Fp, |p| = 512 bits, pre-computation 36.0
IBE decryption, Fp, |p| = 512 bits 30.0
IBE decryption, Fp, |p| = 512 bits, pre-computation 19.0
Table 3.3 shows that a pairing computation can take up to about two-thirds of the
time required to perform an IBE decryption (20 ms out of 30 ms).
In general, although computing the Tate pairing is slower than performing an RSA
modular exponentiation, it is perceived to be acceptably fast to implement in prac-
tice. Implementations of the Boneh-Franklin IBE scheme on smart cards by Gem-
plus2, a world-leading smart card based solutions provider, is a good example [125].
There has been further work in improving the performance of pairing computations,
such as [157, 158]. In particular, it has been shown in [10] that many of the char-
acteristics 2 and 3 timings in Table 3.3 have been improved significantly since the
publication of [12]. This gives hope that faster identity-based cryptosystems can be
built and that the gap in performance between RSA and identity-based cryptosys-
tems can be further reduced.
Development Libraries and Toolkits. There are currently only a few software
libraries and toolkits that support implementations of identity-based cryptographic
schemes. Here, we give a short review of some available libraries and toolkits.
• MIRACL [160] is a C/C++ library used for implementing cryptographic schemes
such as RSA, Diffie-Hellman key exchange, DSA and so on. The latest ver-
2Gemplus International announced the world’s first identity-based encryption for smart cards
on 2 November 2004.
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sion 4.85 of MIRACL offers full support for elliptic curve cryptography over
Fp and F2m . It provides inline assembler and allows a variety of techniques
to be used to improve performance. The results in Table 3.3 are based on
implementations using MIRACL.
• The Stanford IBE Library [167] contains source code which implements the
Boneh-Franklin IBE scheme. The source code is written by members of the
Applied Crypto Group of the Computer Science Department at Stanford Uni-
versity, and is made available through the group’s website. The library relies
on the GNU MP library3 and the OpenSSL library.
• The Voltage IBE Toolkit [180] is a set of tools that enable software developers
to quickly incorporate the Boneh-Franklin IBE scheme into other applications.
The toolkit, written in C, provides high-level interfaces for rapid application
development as well as lower-level cryptographic APIs for advanced security
operations.
Having reviewed various identity-based cryptographic schemes in Section 3.4, and
discussed their seemingly promising performance in this section, we are now ready
to move on to the next section to reviewing some real world applications of IBC.
3.6 Applications
Currently, two leading companies in developing and marketing identity-based se-
curity systems are Voltage Security4 and NoreTech5. Voltage SecureMail was the
first commercial IBE product available in the market, targeted at the financial, gov-
ernmental and healthcare industries. On the other hand, NoreTech has developed
prototype implementations for Symbian OS and Microsoft Smartphone OS mobile
phones [125].
The Voltage SecureMail product [181] offers a secure email communication solution
for enterprises. It does not require pre-enrolment of users before they can receive
3GNU MP is a free library for arbitrary precision arithmetic, operating on signed integers,
rational numbers and floating point numbers.
4http://www.voltage.com/.
5http://www.noretech.com/.
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Company ABC
iMac
SecurePolicy Suite
Alice Bob
Company XYZ
Authentication Server
(Authentication connector)
(Secured email)
(Obtain private key)
Figure 3.1: An overview of the Voltage SecureMail architecture [181].
secure emails. Suppose Alice from company ABC wants to send her customer Bob at
company XYZ a confidential email. After she has composed the message, she simply
types in Bob’s email address ‘bob@xyz.com’ and hits the “Send Secure” button. The
email will be encrypted with Bob’s public key and delivered to Bob, as illustrated
in Figure 3.1.
If this is the first time Bob receives a secure message from Alice, he clicks on a link in
the message header and downloads the Voltage SecureMail client. He then proceeds
to enrol and authenticate to company ABC’s SecurePolicy Suite, an administration
and key generation server that supports Voltage SecureMail. Upon completion of
the authentication, the SecurePolicy Suite presents Bob with his private key which
can be used to decrypt and read the secured email.
Here are more details about the architecture of Voltage SecureMail [181, 182].
• Public parameters: The system parameters for the IBE scheme are created
when the Voltage SecurePolicy Suite is initialised. The authenticated pa-
rameter set can be downloaded by users from the Voltage SecurePolicy Suite
through the Voltage Domain Trust Handshake. This builds on the standard
TLS handshake.
• Authentication and policy enforcement : The Voltage SecurePolicy Suite in-
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cludes an enrolment server, which in turn integrates with existing identity
management systems such as LDAP and Windows Active Directory, to au-
thenticate users before releasing private keys. When the enrolment server
receives a request for an IBE decryption key from Bob, the identity associated
with the request is checked to determine to which identity group it belongs.
Subsequently, a suitable authentication connector such as Windows Domain
Authentication or POP3 Authentication is called to contact Bob’s authentica-
tion server. The appropriate information is passed to the authentication server
to validate Bob’s identity. A key server in the Voltage SecurePolicy Suite will
only grant Bob the private key if the checks by the enrolment server pass and
if Bob complies with whatever policy is bound to the associated identifier.
• Key management : Private keys are derived by the key server and delivered
to the users through TLS secure channels. For key update and to achieve
automated key expiry, Voltage SecureEmail combines an identity and a date
when constructing a public key. For instance,
‘name=bob,validity=01/10/05-02/10/05’.
Thus, the exposure of a compromised key is limited to one day. Furthermore,
if Bob resigns from his company, the Voltage SecurePolicy Suite simply stops
issuing private keys to him.
Smetters and Durfee [164] also proposed another secure email application based on
IBC, which can be built on existing global trust infrastructures. Instead of having
one global PKG, each domain, with its own Domain Name System (DNS) server,
is responsible for creating a set of IBE system parameters and distributing private
keys to users within its domain. Their design make uses of DNS Security Extensions
(DNSSEC), a technique used for securing the DNS, to distribute an authenticated
parameter set to its domain users. The parameters include a Time-to-Live (TTL)
field to force a user client to check for updates to the parameter values at reasonable
time intervals. This limits the possible damage caused by exposure of the IBE master
secret. To communicate with a user from a different domain, a cross-certification
between the DNS servers of these domains using a PKI approach is required. User
clients within a domain communicate with their PKG (handled by a DNS server)
using the standard TLS protocol. To support key revocation based on an identifier,
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Smetters and Durfee suggested the use of a salt as part of the identifier. The salt,
also published in the domain system parameters, should be a random string long
enough to be unlikely to be chosen at random again. When the TTL value has
expired, all user clients need to update the salt value. Work on securing IP-based
network traffic using similar ideas was also presented in [164].
From the above examples, it seems that identity-based techniques are suitable for
email applications. One reason for this may be that the users’ email addresses can
be used directly as their identifiers. In addition, sending a secure message through
an email system may well be one of the easiest methods of delivering confidential
information from one party to another over the Internet. Apart from email appli-
cations, there are other example applications in which IBC may be more beneficial
than conventional public key cryptography. In [48], Dalton studied ways of securely
managing health care records in the UK’s National Health Service. The potential
improvements with IBC, such as policy enforcement using identifiers, workflow man-
agement, access control based on roles or groups and so on, were considered within
the health care environment. Meanwhile, Khalili et al. [108] proposed a key distribu-
tion technique based on the combination of IBC and threshold cryptography for ad
hoc network environments. By using identifiers as the public keys, users need only
propagate their identity information rather than standard full certified public keys.
Stading [166] studied the use of IBC for improving key management techniques in
Scribe which was originally designed for Chord [170], a P2P lookup service. His
proposal made use of threshold cryptography to generate a shared master secret
among some selected servers from a group of overlay network6 nodes without the
need for a trusted third party. The private key of a specific node can be computed by
sending requests to each server holding part of the master secret. For more example
applications of IBC, see [11].
3.7 Summary
In this chapter, we have given a literature review of IBC. We covered some back-
ground facts about the evolution of IBC. We compared a traditional certificate-based
6An overlay network is a type of computer network which is built on top of another network.
Nodes in the overlay can be thought of as being connected by virtual or logical links.
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PKI with an identity-based PKI. We also provided some mathematical background
on pairings sufficient for understanding the identity-based cryptographic primitives
that we will apply to grid applications in the subsequent chapters. Based on the
presented performance figures for pairing computations, we have seen that identity-
based cryptographic schemes are fast enough to be deployed in real life applications,
with other advantages such as being certificate-free and having small key sizes. We
have shown that currently secure messaging systems seem to be the ideal testbeds
for identity-based cryptographic schemes. However, many other applications with
different and more complex security requirements are still to be explored. This
provides our motivation for studying the application of IBC in grid security.
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4.1 Current Problems
This chapter presents a comprehensive investigation of the use of identity-based tech-
niques to provide an alternative grid security architecture. We propose a customised
identity-based key agreement protocol which fits nicely with the GSI and provides a
more lightweight secure job submission environment for grid users. Single sign-on
and delegation services are also supported in a very natural way in our identity-based
architecture.
4.1 Current Problems
In Chapter 2, we reviewed current grid technologies and described the grid vision.
One can imagine a VO as a giant virtual supercomputer that encompasses thousands
of processing chips and memory cards, hundreds of hard disks and database files,
and other resources. However, unlike an actual personal computer which has its pro-
cessing parts and components integrated within a single physical machine, resources
within a VO are geographically dispersed and managed under different administra-
tive domains. Such a heterogeneous and scalable environment raises many questions
on how various security mechanisms can be efficiently put in place without jeopar-
dising the practicality of a VO.
Despite the ambitious vision, the key management that is essential for support-
ing these security mechanisms can be much more complex than in a conventional
distributed system. To illustrate this, we refer back to the grid example scenario
described in Section 2.5. Consider a single secure job submission. Before Alice
submits her job request, she must make sure that her proxy credential has been
created. When Alice submits a job through the Gatekeeper (GK), another proxy
credential that deals with the job has to be created at the GK. If Alice delegates
her proxy credential to the GK to oﬄoad some tasks such as resource allocation and
data transfer, the GK would need to create a separate proxy credential signed with
Alice’s short-term private key. Should the GK want to further delegate Alice’s proxy
credential to resource X, then creation of another proxy certificate is inevitable. The
extensive use of standard X.509 certificates and proxy certificates even for a single
job submission is evident, as shown in Table 4.1.
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Table 4.1: Various entities and the required certificates in the PKI-based GSI. An
issuer who is a proxy entity is denoted by ∗.
Entity No. Subject Certificate Type Issuer
Alice (i) A Standard CA
(ii) A Proxy A
Gatekeeper (iii) GK Standard CA
(iv) GK Proxy GK
(v) A Proxy A∗
Resource X (vi) X Standard CA
(vii) X Proxy X
(viii) A Proxy GK∗
Generation, certification and verification of public keys, distribution of certificates,
and other aspects of key management cause non-trivial overheads. For instance,
when the GK and resource X perform mutual authentication through the TLS
handshake protocol before the job is executed, the GK must transmit the complete
certificate chain consisting of: certificates (i), (ii), (iii) and (v) in Table 4.1, to X.
For X to verify the short-term public key that the GK uses on behalf of Alice,
X must check the signatures on all the certificates (v), (iii), (ii) and (i) to ensure
that A has indeed delegated her credential to the GK. It is obvious that when the
delegation chain becomes longer, the verification of the short-term public key used at
the end of the chain becomes more tedious. Note that this process is repeated every
time the GK communicates with a resource provider on Alice’s behalf. Current key
and certificate management techniques are likely to cause bottlenecks at the GK
and resource X when they handle many job requests simultaneously. Hence, the
scalability of the PKI approach seems to be questionable.
From the above description, we see that although current public key management
techniques are workable, they seem to be rather heavyweight. On the contrary, it is
an essential requirement that key management and the security architecture within a
grid environment are lightweight so that a VO that serves as a single virtual machine
can be constructed with minimal performance impact. This brings us to the central
question investigated in this thesis: can an identity-based key infrastructure offer a
more lightweight, and thus a better, solution than the PKI-based GSI?
82
4.2 Overview of Identity-Based Key Infrastructure for Grid
4.2 Overview of Identity-Based Key Infrastructure for Grid
In order to tackle the aforementioned problems, it makes sense to investigate the
benefits of a certificate-free approach to key management. With this in mind, IBC
has the following attractive properties:
• Identity-based : The use of identity-based public keys in IBC allows any entity’s
public key to be generated and used on-the-fly without the need for a directory
look-up or other public key distribution mechanism;
• Certificate-free: IBC does not make use of certificates since public keys can be
computed based on some public identifiers; and
• Small key sizes: Since identity-based cryptographic schemes use pairings which
are, in turn, based on elliptic curves, they can have smaller key sizes than more
conventional public key cryptosystems such as RSA.
These interesting properties of IBC indicate the possibility of developing an alter-
native security infrastructure that provides greater flexibility to entities within a
grid environment and that offers a more lightweight public key management ap-
proach than traditional PKI. The aim of this chapter is to propose and investigate
an identity-based key infrastructure for grid (IKIG). Our proposal incorporates fea-
tures that align with the security services provided by the PKI-based GSI, which is
an essential requirement of any alternative proposal. The challenge of achieving this
lies in the difficulty of creation and management of identity-based proxy credentials,
in addition to long-term credentials that are common to most identity-based cryp-
tosystems. By exploiting some properties from HIBC, IKIG facilitates the creation
and usage of identity-based proxy credentials in a very natural way. These identity-
based proxy credentials, in turn, are needed to support features that match those
provided by the GSI.
Our IKIG proposal has the following features:
1. Single sign-on: As with the GSI, our IKIG proposal supports single sign-on
through the use of identity-based proxy credentials. Since the users’ short-term
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public keys are based on some predictable identifiers and the matching short-
term private keys are stored locally at the user side, user authentication can
be performed without any physical intervention from the users and without
the need for certificates.
2. Mutual authentication and key agreement: IKIG also supports a certificate-
free authenticated key agreement protocol based on the TLS handshake. Our
protocol allows mutual authentication and session key establishment between
two entities in a more lightweight manner than the traditional TLS as it has
small key sizes and requires no certificates.
3. Delegation: We propose a non-interactive delegation protocol which works in
the same way as in the GSI, in the sense that the delegator signs a new public
key of the delegation target. In addition, IKIG allows partial aggregation
of signatures. This can be useful when the length of the delegation chain
increases. This is a new feature not available in the GSI.
Users in the IKIG setting do not need to obtain short-term private keys from their
respective PKGs. This is because the users themselves act as PKGs for their local
proxy clients. Thus short-term private key distribution is not an issue in IKIG. This
contrasts favourably with the applications of IBC that we discussed in Section 3.6,
where private key distribution is a complicating factor.
4.3 Related Work
A number of researchers have recently started exploring the use of IBC in grid
security. Our first publication on this subject [117] was an exploratory paper that
described some potential benefits of IBC in a grid security architecture. It was
noted in [117] that a VO within a grid environment may have a large number of
members that join and leave over the time and that certificates are used extensively
for every job submission. This would inevitably complicate key management and
increase the bandwidth requirement of a grid system. It was also noted in [117] that
these problems could be simplified by using certificate-free IBC. Moreover in the
IBC setting, a user’s public key can be created and used immediately without the
need for a public key certificate to be forwarded to the intended recipient (normally
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via a TLS handshake). However, the supposedly dynamic use of identity-based keys
was hindered by some traditional limitations of IBC such as key escrow and the need
to distribute private keys through secure channels. More importantly, some of the
essential security requirements desired in the GT, such as using proxy credentials
for single sign-on and delegation, were not addressed in [117].
At about the same time, Mao [123] revisited the GSI proposed for GT2 [69] and pre-
sented an application of Sakai et al.’s non-interactive identity-based key distribution
technique [155] within the GSI authentication framework. It was assumed in [123]
that a user, who is from an average or low-end platform, may have to execute many
mutual authentication sessions with different resource providers. This would poten-
tially cause a performance bottleneck at the user client. The use of non-interactive
session key establishment technique seems to significantly reduce the communication
overheads between two key sharing parties. Nevertheless, this may not be the case
in practice, particularly in the newer versions of the GT, i.e. GT3 and GT4. A grid
user can always delegate his credential to a resource (or resource broker) which can
act on the user’s behalf. Thus, the performance issues discussed in [123] are only
valid for a special scenario whereby a user client is required to contact and perform
mutual authentication directly with many resources. Also, even though session key
establishment between two parties can be achieved non-interactively in the approach
of [123], these entities must obtain their private keys from the same PKG and on a
regular basis, e.g. daily. Furthermore, ways of securing job submissions using proxy
credentials in the identity-based approach were not addressed in [123].
Subsequently, Huang et al. [102] combined and extended the work of [117] and [123],
and presented an identity-based security infrastructure which seems to work rather
differently to the GSI. Although the authors of [102] showed how to perform creden-
tial delegation between two parties, each run of their delegation protocol involves
additional secure communication with a PKG. This appears to be more costly and
tedious than the current delegation techniques using PKI. In terms of access control
within a grid environment, Huang et al. proposed a framework which requires the
participation of the PKG whose task is to issue authorization assertions to its users.
The need for involvement of the PKG in delegation and access control, and the fact
that the grid entities must share the same system parameters in order to achieve
non-interactive mutual authentication (as in [123]) seems to cause bottlenecks at
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the PKG and confine the scalability of the system. Huang et al. also investigated a
secure group communication model for a grid application using Joux’s one round tri-
partite key agreement protocol [106]. However, Joux’s protocol was adopted naively
without considering the need for validating the authenticity of Diffie-Hellman key-
ing materials from group members. As pointed out in [6], without authentication,
Joux’s protocol is vulnerable to a simple man-in-the-middle attack.
In summary, the potential of IBC has only been partially investigated to date and
none of the proposals so far satisfactorily address the requirements imposed by grid
applications (and that are currently met by the GSI). In this chapter, we present
a fully developed identity-based infrastructure for grid applications that does meet
these requirements. Our work represents an improvement on [117] and appears in
an abbreviated form in [115].
4.4 Design of IKIG
In our IKIG setting, we propose to replace the CA in the current PKI-based GSI
with a Trusted Authority (TA). The TA’s roles including acting as the PKG and
supporting other user-related administration and management. In this section, we
assume users and resource providers have registered with the same TA. Issues of
inter-operation between TAs in the IKIG setting will be discussed in Section 4.8.3.
We now apply both the Gentry-Silverberg full HIBE and HIBS schemes, as intro-
duced in Section 3.4.3, in our proposal. Figure 4.1 shows the hierarchical setting of
HIBC that matches the hierarchical relationships of various entities within a grid
environment, with the TA at level 0, user at level 1 and user proxy at level 2.
We note that proxy credentials must be used for secure job submissions in order to
match the requirements of the GSI. These short-term credentials are used in security
services such as mutual authentication and delegation. Let the TA have a master
secret s0 and let its system parameters be 〈G1,G2, eˆ, P0, Q0,H1,H2,H3,H4,H5〉.
The TA distributes long-term private keys to its users (and resource providers) at
level 1, who in turn generate short-term private keys for their own proxies at level
2, as illustrated in Figure 4.1. For example, a user A has identity-based key sets as
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Level 0
Level 1
Level 2 Resource proxy
TA
User Resource
User proxy
Mutual authentication
Delegation
User machine Hosting server
Figure 4.1: A hierarchical structure of entities in the IKIG setting.
shown in Table 4.2 in our IKIG setting.
In Table 4.2, A’s long-term public key PA is equivalent to a public key computed
using a level-1 identifier in the Gentry-Silverberg HIBE and HIBS schemes. The
corresponding long-term private key SA is generated by the TA. On the other hand,
A can compute a short-term private key for her proxy which is at the second level
of the hierarchy. Note that the proxy’s identifier is defined purely by a lifetime LTA
in some fixed format, and thus A’s short-term public key PA¯ is computed based on
the ID-tuple 〈IDA,LTA〉. Here, sA, sA¯ ∈ Z∗q are secret values chosen by A and A’s
proxy, respectively. The long-term and short-term credentials of a resource, X, can
be established in the same manner, for example (PX , SX) and (PX¯ , SX¯), respectively.
Details of key generation and various aspects of key distribution and management
will be discussed in Section 4.5. For now, we simply assume that these keys are in
place.
Now that we have described the keys needed by the various entities in our IKIG
approach, we can illustrate how to secure the job invocation process that was dis-
cussed in Section 2.3.2. Consider a simple scenario where A, with identity-based
key sets shown in Table 4.2, wants to submit a job request J_req to a target re-
Table 4.2: A’s long-term and proxy credentials.
Credential Type Public Key Private Key Secret Value
Long-term PA = H1(IDA) SA = s0PA sA
Short-term PA¯ = H1(IDA‖LTA) SA¯ = SA + sAPA¯ sA¯
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source X. Here, we assume J_req contains information such as the job description
and instructions on how the job is to be executed. For simplicity in describing our
approach, we assume the user can communicate with the resource provider directly,
rather than through a gatekeeper or a resource broker.
4.4.1 Single Sign-On
The first step in a job submission is to create a user proxy credential. With the proxy
credential, A does not need to sign on (i.e. access her encrypted long-term private
key SA with her passphrase) again until the expiry of her short-term public/private
key pair. A can store her short-term private key SA¯ in a local file system accessible
by her GT client so that the client can use the key as it wishes. Single sign-on
can be seen as the preliminary but important step before mutual authentication or
delegation are performed between A and another entity. At any point in time during
the job submission session, A’s client can prove possession of SA¯ on A’s behalf. A’s
client will need to do this when challenged by other entities during the execution of
key agreement and delegation protocols.
4.4.2 Authorization
A generates an identity-based signature using the Gentry-Silverberg IBS scheme on
J_req with her short-term private key SA¯. The Gentry-Silverberg IBS scheme was
defined in 3.4.3. She then submits the signed request to a Managed Job Factory
(MJF) that resides onX through a GRAM service, by sending the following message:
A→ X : IDA,LTA, J_req, SigA¯(J_req)
Here we use SigA¯(.) to denote a signing operation using A’s short-term private
key SA¯. The signed request is of the form 〈σA¯, QA, QA¯〉, where σA¯ = SA¯ + sA¯h,
h = H3(IDA‖LTA‖J_req), QA = sAP0 and QA¯ = sA¯P0. Note that the MJF can
verify the signed request by first computing PA¯ on-the-fly (assuming it has knowledge
of the system parameters) and then checking if:
eˆ(P0, σA¯) = eˆ(Q0, PA)eˆ(QA¯, h)eˆ(QA, PA¯).
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Subsequently, the MJF maps A’s identifier to its grid-map file before granting access
to A. If the check succeeds, the MJF instantiates a managed job service for the job
request and returns an endpoint reference to A. Clearly, this technique does not
require standard or proxy certificates to certify the respective public keys. Note
that eˆ(Q0, PA) and eˆ(QA, PA¯) can be pre-computed by X and may be used many
times for other purposes such as key agreement and delegation. The values Q0 and
QA are relatively static since they are calculated using the TA’s and A’s long-term
parameters (we will show how the Q-values can be computed in Section 4.5.2). Thus,
the signature verification requires only two real-time pairing computations.
4.4.3 Mutual Authentication and Key Agreement
Before the job can be started, A must perform mutual authentication with the
newly created managed job service. As we have discussed earlier in Section 2.3.2, a
user must verify that he is indeed submitting his job to the right host and correct
account, while the hosting server must check if the user is who he claims he is. In
the GSI, this is achieved using the standard TLS protocol. We present an identity-
based authenticated key agreement protocol based on the TLS handshake protocol,
Protocol 1. Our protocol uses the Gentry-Silverberg full HIBE and HIBS schemes for
encryption and signing operations, respectively. It assumes that the TA’s system
parameters are already known to the protocol participants. We make use of the
terminology of [50] with small changes as appropriate.
Protocol 1 Identity-based authenticated key agreement based on
the RSA TLS handshake
(1) A→ X : ClientHello = nA, session id, cipher suite
(2) X → A : ServerHello = nX, session id, cipher suite
ServerIdentifier = IDX, LTX
ServerHelloDone
(3) A→ X : ClientIdentifier = IDA, LTA
ClientKeyExchange = EncX¯(pre master secret)
IdentityVerify = SigA¯(handshake messages)
ClientFinished
(4) X → A : ServerFinished
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Protocol 1 is analogous to a TLS protocol which uses the RSA algorithm to transport
keying material from client to server, as specified in [50]. As with the current
TLS specification, Protocol 1 begins with A (playing the role of client) sending X
(playing the role of server) a ClientHello message. The message contains a fresh
random number and a session identifier as shown in step (1). Here, cipher_suite
contains a cipher specification extending those provided in TLS version 1.0 to handle
the HIBE and HIBS schemes. For example, this specification could take the form
TLS_HIBE_HIBS_WITH_DES_CBC_SHA which would define the use of HIBE and HIBS
for key transport and authentication, and DES-CBC and SHA as the symmetric
encryption algorithm and hash function, respectively.
X responds with a ServerHello message which contains a new random number and
a session identifier which may or may not have the same value as in ClientHello
message depending on the state of the session (e.g. new or resumed session). X also
forwards ServerIdentifier which contains information, such as X’s identifier and
a lifetime that X chooses, that allows A to compute X’s short-term public key1.
The ServerHelloDone message is sent to indicate the end of step (2).
In step (3), A first forwards ClientIdentifier to X. She then chooses a pre-
master secret and encrypts it with X’s short-term public key. Note that EncX¯(.)
denotes an encryption using the HIBE scheme with X’s short-term public key
PX¯ = H1(IDX‖LTX). The encrypted pre-master secret is transmitted to X as
ClientKeyExchange. Next, A generates a signature on handshake_messages for
IdentityVerify. This message component provides entity authentication of A to
X. Here handshake_messages refers to all handshake messages sent or received
starting at ClientHello up to but not including this message. A completes step
(3) by sending ClientFinished that contains a verification value. This allows X
to confirm that it has indeed received the previous handshake messages with the
correct contents. The verification value is computed based on a master secret KAX
and a hash of handshake_messages. The master secret KAX is calculated by A
1Note that in both certificate-based and identity-based settings, an entity’s certificate or identifier
(e.g. email address) can be obtained in advance, through out-of-band mechanisms. For example,
these credentials can be downloaded or found on the entity’s website. In the TLS protocol, however,
these credentials can be exchanged as part of the protocol messages. The key difference between
the two is that a certificate needs to be verified before it can be used, whereas an identifier can be
used on-the-fly. In actual implementation, ServerIdentifier and ClientIdentifier of Protocol 1
may not be needed if entities’ identifiers and the associated lifetimes can be determined at the
application layer when the protocol is initiated.
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from the value pre_master_secret as:
KAX = PRF(pre_master_secret, “master secret”, nA, nX),
where PRF is a pseudo-random function specified for the TLS protocol in RFC
2246 [50]. Finally X computes its part of the verification value in ServerFinished
in the last step. X authenticates itself successfully to A if and only if A receives
ServerFinished and validates that the message contains the correct verification
value. This implies that X has indeed retrieved the correct pre-master secret chosen
by A. The master secret will subsequently be forwarded to the TLS record protocol
so that further keys used for protecting application data can be derived as necessary.
Protocol 1 can be executed by A when she connects to the managed job service to
initiate her job without any use of certificates, in contrast to the current PKI-based
TLS protocol.
Alternative. We remark that Protocol 1 can be easily transformed into a protocol
that supports Diffie-Hellman key exchange. Protocol 2 shows the identity-based
version of Diffie-Hellman TLS handshake, where cipher_suite now can be specified
as TLS_DH_HIBS_WITH_DES_CBC_SHA.
Protocol 2 Identity-based authenticated key agreement based on the
Diffie-Hellman TLS handshake
(1) A→ X : ClientHello = nA, session id, cipher suite
(2) X → A : ServerHello = nX, session id, cipher suite
ServerIdentifier = IDX, LTX
ServerKeyExchange = xP, SigX¯(xP, nA, nX)
ServerHelloDone
(3) A→ X : ClientIdentifier = IDA, LTA
ClientKeyExchange = aP
IdentityVerify = SigA¯(handshake messages)
ClientFinished
(4) X → A : ServerFinished
In Protocol 2, A and X exchange ephemeral Diffie-Hellman key values aP and xP ,
respectively, where a, x ∈ Z∗q and P ∈ G1. Thus the key exchange takes place in the
group G1. Note that nA and nX are included along with xP in ServerKeyExchange
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before the string is signed. This aids in preventing a replay attack using the same
Diffie Hellman key value in subsequent protocol runs executed within the timeframe
of LTX . The pre-master secret is now axP .
Protocol 1 is more computationally lightweight than Protocol 2 at the user’s client
because in Protocol 1, A does not need to perform any pairing computations in
executing the protocol. This is because the Gentry-Silverberg HIBE encryption and
HIBS signing algorithms are pairing-free. On the other hand, in Protocol 2, A has to
perform a signature verification on the ServerKeyExchange from X, which requires
at least two pairing computations.
4.4.4 Delegation
A may, at her discretion, delegate her credential to X for later use when necessary.
Currently, the GSI employs a two-pass delegation protocol [176, 186] between a del-
egator and a delegation target. We propose a one-pass delegation protocol which
works in the same way as GSI in the sense that the delegator signs a new public key
of the delegation target. As we depicted earlier in Protocol 1, the client can easily
compute the server’s short-term public key based on the server’s identifier and a
lifetime, and vice versa. By the same reasoning, the delegator can straightforwardly
sign the delegation target’s new short-term public key which will be used for delega-
tion purposes. This can be done without having the delegation target transmit its
chosen short-term public key to the delegator through an authenticated and integrity
protected channel. In order to compensate for the removal of certain types of policy
enforcement which could have been done through a proxy certificate, we suggest the
use of a delegation token. The delegation token is a 5-tuple containing identifiers
of the delegator and the delegation target, the job request, any policy which the
delegator wants to enforce on the delegation target, and the validity period of the
token. Let DelegationTokenX = (IDA, IDX , J_req, Policy,LTAX), where LTAX is
a lifetime which A imposes on X. Protocol 3 then shows our one-pass delegation
protocol.
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Protocol 3 Identity-based credential delegation based on
the HIBS scheme
A→ X : DelegationTokenX , SigA¯(DelegationTokenX)
Note that A can naturally bind X’s public key information (IDX and LTAX) to the
delegation token without acquiringX’s new short-term public key fromX (assuming
A knows X’s identifier). The signed delegation token is of the form 〈σA¯, QA, QA¯〉,
where σA¯ = SA¯ + sA¯h, h = H3(IDA‖LTAX‖DelegationTokenX), QA = sAP0 and
QA¯ = sA¯P0, as defined by the Gentry-Silverberg HIBS scheme.
X’s status as the delegation target can be confirmed by a third party by: (i) verifying
the signed delegation token using PA¯, and (ii) challenging X for a proof of possession
of the private component associated to PX¯ . This can be achieved when X and the
verifying party perform mutual authentication using Protocol 1. In fact, X can
forward the signed delegation token to the verifying party as part of the handshake
messages exchanged between X and the verifying party. So long as A and X share
the same TA in the hierarchical IKIG setting, X can even aggregate the signature
on the delegation token with other signatures in the handshake protocol in order
to save bandwidth. For example, X can aggregate SigA¯(DelegationTokenX) with
SigX¯(handshake_messages) that X produces in the IdentityVerify message of
Protocol 1, using the technique which we described in Section 3.4.3. Let
σX¯ = SX¯ + sX¯H3(IDX‖LTAX‖handshake_messages),
and as before,
σA¯ = SA¯ + sA¯H3(IDA‖LTAX‖DelegationTokenX).
Then X can create a partial aggregate signature of the form
〈σA¯ + σX¯ , QA, QA¯, QX , QX¯〉.
Assuming mA = DelegationTokenX and mX = handshake_messagesX , the veri-
fier, when given the aggregate signature 〈σ,QA, QA¯, QX , QX¯〉, can replace two sep-
arate signature verifications with the check:
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eˆ(P0, σ) = eˆ(Q0,H1(IDA)) · eˆ(QA¯,H3(IDA‖LTAX‖mA))
· eˆ(QA,H3(IDA‖LTAX) · eˆ(Q0,H1(IDX))
· eˆ(QX¯ , H3(IDX‖LTAX‖mX)) · eˆ(QX ,H3(IDX‖LTAX).
Clearly, this aggregation technique can save more as the length of the delegation
chain increases. ShouldX want to further delegate A’s credential to another resource
provider Y , X can in principle, repeat A’s actions with X becoming the delegator
and Y the delegation target. X needs to sign a delegation token for Y in which
case DelegationTokenY = (IDX , IDY , J_req, Policy,LTXY ). As before, a verifier
will have no problem constructing the necessary short-term public keys (PA¯, PX¯)
for verifying DelegationTokenX and DelegationTokenY , respectively. In order to
reduce the bandwidth requirement for transmitting signed tokens from Y to the
verifier as part of the TLS handshake, Y can aggregate both signed tokens together
with the signed handshake messages needed for Protocol 1.
We remark that it is currently feasible to produce RSA aggregate signatures with
a special instantiation of the RSA signature scheme [121]. However, not all RSA
public keys can be used to achieve signature compression. For example, no two users
can share the same modulus N and the RSA scheme must have the property of cer-
tified trapdoor permutations2. These and other mathematical constraints discussed
in [121] place more burden on and trust in the CA in ensuring that the public keys
have the correct structure before certification. Hence, it is not clear if such a scheme
is suitable for a grid environment where a huge number of proxy certificates are
issued by the grid entities themselves.
Alternative. There is another straightforward and natural delegation technique
using properties from HIBC. Since A’s proxy is at level 2 of the key hierarchy in the
IKIG setting, she can, in principle, act as a PKG and issue a short-term private key
to X as if X were an entity at level 3 below A in the hierarchy. The issuance of the
private key can indicate an act of delegation if the associated public key contains
information that binds X’s identifier and some delegation policy enforced by A. For
2A trapdoor permutation is certified if one can verify from the public key that it is actually a
permutation [20].
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instance, A can extract SX¯ = SA¯+ sA¯PX¯ with her secret value sA¯, yielding a short-
term private key matching PX¯ = H1(IDA‖IDX‖J_req‖Policy‖LTAX), and send
〈SX¯ , sAP0, sA¯P0〉 to X through a confidential and integrity protected channel. For a
third party to verify if the delegation has taken place, the verifier: (i) authenticates
X3, and (ii) checks if X knows the private key corresponding to PX¯ , through a
challenge-response protocol such as the TLS handshake. This method is related to
the delegation approach proposed in [41]. We opted for Protocol 3 in our proposal
because it works similarly to the delegation protocol deployed in the GSI. Also,
transmission of a signed delegation token in Protocol 3 does not require a secure
channel that preserves data confidentiality and integrity4. Furthermore, confirming
condition (i) in the alternative approach requires an extra step from the delegator
in producing and presenting a signature that proves its authenticity.
4.5 Key Management in IKIG
Here, we look at various aspects of key management including key generation, key
update, key revocation and key storage, for our IKIG proposal.
4.5.1 Parameter Generation and TA Initialization
During the initial system setup phase, the TA runs a Bilinear Diffie-Hellman (BDH)
parameter generator on input a security parameter k to generate groups G1, G2 of
large prime order q and an admissible pairing eˆ : G1 × G1 → G2. It then performs
the Root Setup of the Gentry-Silverberg HIBE and HIBS schemes to produce a
master secret s0 and its system parameters 〈G1,G2, eˆ, P0, Q0,H1,H2,H3,H4, H5〉.
Currently the GT uses 1024-bit RSA public keys in public key certificates and 512
bit keys in proxy certificates. Smaller key sizes are used in proxy certificates mainly
because of their frequent use in job submissions and also because of the computa-
3This is needed to convince the verifier that he is indeed interacting with X.
4It is common that delegation from one party to another can be performed after they have
established a secure TLS channel. However, in the latest development of the GT4 (see Figure 2.8),
credential delegation can be an independent service to a job request. Hence, a delegation technique
without the need of a private and integrity protected channel can be seen as an advantage.
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tionally intensive nature of RSA key pair generation [186]. Since IBC primitives use
much smaller key sizes and have efficient key generation algorithms, our proposal
has the luxury of using parameters of roughly similar security level to 1024-bit RSA
keys for both users’ long-term and short-term credentials. This can be achieved by
working with a supersingular elliptic curve of embedding degree 4 over F2271 [75, 77].
This choice results a corresponding group of prime order q approximately equal to
2252. Elements of this group can be represented using 272 bits. Since all arithmetic
is carried out in fields of characteristic 2, group operations and pairing computations
can be implemented efficiently [12]. In addition to the curve and group selections,
we require hash functions for the Gentry-Silverberg HIBE and HIBS schemes. The
outputs of H1 and H3 are elements of G1, while H4 gives an output with approxi-
mately log2(q) bits. Note that the size of outputs of H2 and H5 are dependent on
the bit length of plaintexts, n, and in our case, we assume that n = 256, since this
is sufficient for our proposed protocol messages (e.g. pre-master secrets and hashed
handshake messages). We remark that all these aforementioned parameters of the
TA are assumed to be bootstrapped into the grid system.
4.5.2 User Registration
When a new grid user A goes to a nearby RA, the RA performs the following steps:
1. The RA verifies A’s identity by checking her passport (or an acceptable ID-
card). Once the check succeeds, the RA compares A’s identity with its global
identity list and subsequently assigns her a distinguished string IDA. We
propose that the identifier has the form
“/C=UK/O=eScience/OU=RHUL/CN=Alice/Y=2006”,
which is based on the syntax from [101].
2. The RA submits A’s application to the TA through its website using the
HTTPS protocol (assuming the RA has an authentic and pre-distributed copy
of the TA’s system parameters). One way for the TA to authenticate the RA
is by using a shared secret, for example, a password. If A’s application is
approved, the TA generates A’s long-term private key as SA = s0PA, where
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PA = H1(IDA) is the matching long-term public key, and sends it back to the
RA through the established secure TLS channel. The long-term credential for
A and the TA’s system parameters are distributed to A through a temporary
storage medium such as a pen drive.
3. A performs the Lower-level Setup algorithm of the Gentry-Silverberg
HIBE (or HIBS) scheme, picking a random sA ∈ Z∗q which she will keep secret.
She then defines her Q-values as 〈Q0 = s0P0, QA = sAP0〉.
The user’s client must create a proxy credential every time the user “signs on” to
the grid system. In IKIG, this is done as follows:
1. A runs the Extract algorithm of the Gentry-Silverberg HIBE (or HIBS)
scheme to generate a short-term private key SA¯ = SA + sAPA¯, where PA¯ =
H1(IDA‖LTA) is the corresponding short-term public key.
2. She also performs the Lower-level Setup algorithm of the Gentry-Silverberg
HIBE (or HIBS) scheme, picking a random sA¯ ∈ Z∗q which will be kept secret.
The Q-values for A’s proxy are 〈Q0 = s0P0, QA = sAP0, QA¯ = sA¯P0〉. Note
that A’s TA does not know SA¯ and sA¯, and thus key escrow is limited, unless
the TA behaves maliciously in mounting an active attack to impersonate the
user to other entities.
As described in Section 4.4.1, A’s short-term private key is stored temporarily in a
local file system in unencrypted form. Only then is A ready and allowed to submit
job requests.
It is worth noting that long-term keys used by hosting resources can be obtained
using the above manner by the resource owners.
We have now explained how the long-term and short-term keys discussed in Table 4.2
are derived and used in our IKIG setting.
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4.5.3 Key Update
A’s long-term public key is fixed as PA = H1(IDA), where the associated long-term
private key is s0PA, and s0 is the master secret of the TA. In a grid environment,
it is normal practice to renew the user’s long-term keys on a yearly basis. In our
proposal, this can be done through the TA issuing a new private key s0PA′ directly
to the user through a secure channel which can be established via Protocol 1. For
example, A’s identifier can be updated by updating the year field as follows:
IDA′ = “/C=UK/O=eScience/OU=RHUL/CN=Alice/Y=2007”.
This is a more proactive approach as compared to current practice in PKI because
the TA can easily compute the user’s new long-term public key without requesting
a new public key from the user. However, we have to enforce a policy whereby, in
the event of compromise of the user’s current private key right before the issuance
of a new private key, the user must, upon her discovery of the incident, contact her
RA in person to obtain a new private key.
The user creates a new short-term public/private key pair every time she signs on
to the system. As with the current GSI setting, we assume the default lifetime for
these keys is 12 hours. These short-term keys are used for various security services
such as mutual authentication, single sign-on and delegation. Upon expiry of the
proxy credential, these keys will be deleted from the local file system where they are
temporarily stored. Should the validity of the proxy credential need to be extended,
the user needs to be notified before the credential expires so that it can be renewed
by the user. This may occur, for example, when a job execution takes longer than
12 hours and this event is not foreseen by the user concerned.
4.5.4 Key Revocation
For key revocation in the GSI, the user is expected to periodically check either a
certificate revocation list (CRL) stored in a trusted directory or the CA’s web site,
depending on the policy enforced by their local administrator. It is recommended
that the user updates their local copies of CRLs at least once a day [8]. However,
many users do not bother doing this in reality. This may not cause serious concern
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as the CA can always instruct the user’s entry in a grid Gatekeeper’s (or a Resource
Broker’s) grid-map file to be removed when the CA is notified about key compromise
of the user. At the time of writing, the GSI still does not support online certificate
status protocol (OCSP) [82].
In the IBC setting, a number of revocation mechanisms are possible. We could use
a more fine-grained identifier [25]. For example, we could extend the user’s identifier
to include another field which specifies a month, such as:
“/C=UK/O=eScience/OU=RHUL/CN=Alice/Y=2006/M=January”.
This allows automated expiry of public keys after one month (hence the window of
exposure is also limited to a month). The granularity of the user identifier must not
be so complex that it loses its predictability. In grid environments, only short-term
keys are used to encrypt or sign data (recall in Section 2.2.2, we explained that
one of the motivations for using proxy credentials in grid environments is to limit
the exposure of long-term private keys). Hence, the above suggested granularity
may be adequate for most applications. However, should this approach prove in-
sufficient, e.g. in some grid applications requiring high security, then existing PKI
revocation mechanisms such as CRLs and OCSP can be adapted to the IBC set-
ting. See [144] for a longer discussion of key revocation in identity-based PKI and
traditional certificated-based PKI.
Revocation of short-term keys is a minor concern here as these keys will be destroyed
upon expiry of their validity periods. Again though, this might not be sufficiently
quickly in high security applications. In any case, the current GSI revocation ap-
proach would also need to be improved to handle this.
4.5.5 Integrating with MyProxy
MyProxy [15, 137], which we have discussed in Section 2.4, is gaining in popular-
ity and is widely used in real grid applications. Being web-based, it serves as an
online credential storage system that enables users’ long-term private keys to be ac-
cessed from anywhere through the Internet with users being authenticated through
a password-based mechanism. We envisage that this kind of service could be equally
99
4.6 Security Analysis
useful in our IKIG approach. We show how IKIG functionality can be exploited to
support MyProxy.
As in the current MyProxy architecture, we assume that users’ long-term private
keys are stored at the MyProxy server in an encrypted form, the encryption keys
being derived from passwords shared between users and the MyProxy server. The
user must first establish a secure channel with her MyProxy server through a server-
authenticated TLS protocol. Then she would submit a proxy request which includes
her identity, her password, and the desired lifetime of the proxy credential to the
MyProxy over the secure channel. Unlike the current GSI and MyProxy approach
(which requires new RSA short-term public/private key pair generation on the user
side), in the IKIG setting, the MyProxy server can determine the user’s new short-
term public key PA¯ = H1(IDA‖LTA) directly from the user’s identifier and the
indicated lifetime. If the MyProxy server is able to successfully decrypt the user’s
encrypted long-term private key sA using the password, then it extracts the short-
term private key SA¯ = s0PA + sAPA¯ associated with PA¯. The MyProxy server then
forwards the proxy credential (PA¯, SA¯) back to the user through the secure channel.
It is worth noting that the MyProxy server in such a setting is, in fact, providing
a distribution service for private keys to its users roughly equivalent to private key
distribution from a TA to its users in a typical identity-based cryptosystem.
We remark that the design of MyProxy allows escrow of the user’s private key in
the original GSI setting. A malicious administrator of the MyProxy server can
always intercept the user’s valid password and later impersonate the user to other
grid entities. Therefore, users must trust the MyProxy server to behave honestly.
This places GSI operating with the MyProxy plug-in on roughly an equal footing
with IKIG in terms of key escrow. We also note that, independent of the MyProxy
protocol, the combined use of user passwords and the TLS protocol may have other
security implications. We return to this issue in Chapter 6.
4.6 Security Analysis
One of the main objectives of designing a secure infrastructure for grid applications
is to overcome security threats caused by malicious behavior of adversaries (who
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could be legitimate users or outsiders). By exploiting weaknesses that may be in-
herited or overlooked in the design of the infrastructure, the adversary aims to gain
unauthorized access to grid resources, modify sensitive records or files, steal valu-
able or classified data and so on. When billing comes into place for commercial grid
applications, the adversary will have even more incentive to attempt to get free use
of grid resources. The adversary may realise his goals in causing security breaches,
for example, by trying to:
• impersonate a legitimate user to a MyProxy server using guessed passwords
in order to retrieve a valid proxy credential from the server;
• forge a signature and masquerade as a genuine job requestor in order to get
access to a resource;
• re-use previously negotiated session keys for continued access to a resource; or
• break into a resource hosting server and modify the grid-map file residing in
the server.
In this section, we informally analyse the security of the authenticated key agreement
and delegation protocols (Protocols 1 and 3, respectively). The scope of the analysis
is limited to our protocols since these form the core components of IKIG. In our
analysis, we assume that the adversary is able to eavesdrop and manipulate, insert,
re-route, and/or delete messages. The TA, however, is assumed to be curious but
honest. This means the TA can intercept messages sent by its users but does not
actively impersonate the users to other parties.
4.6.1 Mutual Authentication and Key Agreement
The security of the TLS protocol and its predecessor, SSL, have been well-studied.
Results, for example in [110, 145, 184], show that the TLS (and SSL) protocol is
adequately secure, providing it is implemented carefully. Otherwise, it could be
vulnerable to various side channel attacks [38, 179]. In Protocol 1, we replaced
certificates with identifiers. Here, we will discuss if the changes impact on the
security of the TLS protocol.
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In step (2) of Protocol 1, we have removed the Certificate message that the
server must send to the client in the original TLS specification. It has been replaced
with ServerIdentifier which contains IDX and LTX . Also, the Certificate
message in step (3) which is supposed to contain the client’s certificates has become
ClientIdentifier, containing IDX and LTX . Entities A and X do not have to
verify the validity of the respective identifier that they each received. Since we
assume that the TA has carried out its responsibility appropriately, A and X can
each trust that the exchanged identifier came from the genuine party if this party can
prove possession of the associated private component. Thus, if X can successfully
verify the signed handshake messages from A using a public key constructed from A’s
identifier, then A is authenticated to X. On the other hand, for A to authenticate
X, she must receive the correct verification value in ServerFinished from X, which
was calculated based on the pre-master secret that she has chosen. This confirms
that the server has recovered the correct pre-master secret that she sent encrypted
under the public key that should belong to the server. Should the adversary attempt
to impersonate either the user or the server, he must obtain their respective private
keys or break the Gentry-Silverberg HIBE/HIBS schemes.
We conclude that the replacement of certificates with identifiers has not weakened
the security protection that the original TLS protocol offers.
4.6.2 Delegation
We saw in Section 2.2.2 that delegation in the PKI approach requires the delegation
target to transport a fresh public key to the delegator. We remark that this must
be carried out using an authenticated and integrity protected channel. This can
be established through, for example, the TLS protocol. The failure to do so allows
a simple man-in-the-middle-attack. Let A be the delegator, X be the delegation
target and E be the adversary. The attack can be illustrated as follows:
(1). X → E : PKX¯ , SigX¯(proxy_request)
(2). E → A : PKX¯′ , SigX¯′(proxy_request)
(3). A→ E : proxy_certificateX
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When X sends out a request for proxy certificate to A, E can simply intercept X’s
signed request and replace it with his. These are shown by messages (1) and (2)
above. Note that X signed his request using a short-term private key SKX¯ which
corresponds to a fresh short-term public key PKX¯ as an act to prove possession of
SKX¯ . If X’s request was not transmitted to A through an authenticated channel, E
can make his own request and impersonate X to A. The delegator A will, in turn,
generate a proxy certificate which is intended for X but contains E’s chosen public
key PKX¯′ , as shown in message (3). Now, E possesses a valid proxy certificate that
allows him to act on A’s behalf and using X’s identity.
In our IKIG setting where Protocol 3 is being used, the transmission of a signed
delegation token and the corresponding message does not require the same level of
protection as in the case of the GSI. The adversary cannot impersonate the delegator
to the delegation target unless it has knowledge of the delegator’s private key. This is
so because verification of the signed delegation token using a public key constructed
from the delegator’s identifier explicitly authenticates the identity of the sender.
The only way for the adversary to succeed in impersonating the delegator or the
delegation target is to break the Gentry-Silverberg HIBS scheme. It is also obvious
that the Gentry-Silverberg HIBS scheme does provide message integrity. This can
protect the integrity of the delegation token which contains the identities of the
delegator and the delegation target.
With that, we conclude that the security of Protocol 3 appears to be as strong as
the security that the Gentry-Silverberg HIBS scheme provides.
4.7 Performance Analysis
We have seen how conventional public key usage and management can be replaced
by identity-based techniques in Section 4.5. There are two noticeable differences:
(i) an entity’s long-term or short-term public key can be used immediately without
requiring any form of key authentication; and (ii) the use of certificates is completely
eliminated.
Here we present a performance comparison between the standard GSI approach
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and our IKIG proposal, by examining two types of overhead: computational cost
and communication cost. Computational cost refers to the amount of computation
required to perform cryptographic operations. Communication cost indicates the
total network bandwidth required for transmission of data between two parties.
Computational Costs. We first review and compare the main cryptographic
operations involved in delivering security services in the standard GSI and in our
IKIG proposal.
• Generation of proxy credentials: The RSA signature scheme is currently used
in the GSI to provide proxy certificate signing and verification. Repeated RSA
key pair generation, which includes generating two large primes5, is easily
the most computationally costly cryptographic operation in the GSI. In our
IKIG proposal, generation of a short-term public key involves application of
a cryptographic hash function while computation of a short-term private key
requires only one elliptic curve point addition and one point multiplication.
• Authenticated key agreement: Although GT4 supports both the TLS pro-
tocol and the WS-SecureConversation/WS-Trust specifications, we will only
compare our IKIG approach with the former as it has been shown that the
transport-level protocol is faster than message-level protocols [161]. Consider-
ing that a mutual authentication within the grid environment requires the full
TLS handshake using both the long-term and the proxy credentials of the two
communicating parties, the main cryptographic tasks that the job requestor
has to perform are as follows:
1. two RSA signature verifications on the resource’s long-term and short-
term certificates;
2. one RSA encryption of a pre-master secret key using the resource’s short-
term public key; and
3. one RSA signature generation on some handshake messages using his own
short-term private key.
5In practice, the way to generate large random primes is to first generate large random numbers,
and then test them with a primality testing algorithm. Even though the algorithm is generally fast,
it may claim that a large random number is prime when it is not. That is why the algorithm must
be run enough times so that the error probability can be reduced below a desired threshold [169].
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The resource is required to perform the same number of basic cryptographic
operations as the requestor does. This includes decryption of the pre-master
secret and verification of the requestor’s signature on the handshake messages.
For Protocol 1, the user performs one encryption and one signing operation,
while the resource has one decryption and one signature verification to per-
form. Note that even though the Gentry-Silverberg HIBS scheme requires four
pairing computations for a signature verification, it is possible to pre-compute
two of them and store the respective pairing values in a local cache. This can
spread the costs incurred over many protocol runs. There are other computa-
tional costs involved, notably hashing, but these will turn out to be small in
comparison to the costs of point multiplications and pairing computations.
• Delegation: The current GSI delegation protocol (as described in Section 2.3.2)
involves an expensive RSA key generation and a signing operation at the del-
egation target’s side. The delegator has to perform one signing operation and
one signature verification operation. The verifier must perform three signature
verifications6, assuming the length of the delegation chain is one.
On the other hand, our delegation method in Protocol 3 requires only signing
of a delegation token by the delegator. Private key extraction by the delega-
tion target is very efficient and the verifier has to perform only one signature
verification.
Table 4.3 gives a more detailed view of the computational costs in terms of compu-
tation times. These timings were obtained through implementations of the RSA and
HIBE/HIBS schemes based on the MIRACL library [160]. Our implementation uses
the curves and parameters defined in Section 4.5.1, and were written in C/C++ and
compiled with Microsoft Visual C++ 6.0. The small public exponent, e = 216 + 1,
is used for RSA encryptions (or signature verifications), and we assume that pre-
computation of pairing values is possible. We use the Chinese Remainder Theorem
(CRT) method for faster RSA decryptions (or signature generation). We use the
eta pairing [10] for Tate pairing calculations. The time taken for a basic pairing
computation using a Pentium IV 2.4 GHz processor is 3.88 milliseconds. Also, for
6Note that the delegation target must also prove possession of the short-term private key asso-
ciated with the proxy certificate that it presented to the verifier. Since this can be achieved when
the delegation target and the verifier perform mutual authentication using the TLS handshake, we
omit this additional step here for the sake of simplicity.
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Table 4.3: Performance trade-offs in computation times (in milliseconds) between
the GSI and the IKIG settings on a Pentium IV 2.4 GHz machine.
GSI IKIG
Operation RSA Time HIBE/HIBS Time
Key generation
(a.) Long-term 1 GEN 149.90 1 EXT 1.69
(b.) Short-term 1 GEN 34.85 1 EXT 1.74
Authenticated key agreement
(a.) Requestor 1 1024-bit VER 2.67 1 ENC, 1 SIG 8.79
1 512-bit ENC
1 512-bit SIG
1 512-bit VER
(b.) Resource 1 1024-bit VER 2.67 1 DEC, 1 VER 20.16
1 512-bit DEC
2 512-bit VERs
Delegation
(a.) Delegator 1 512-bit SIG 1.86 1 SIG 3.35
1 512-bit VER
(b.) Delegation target 1 GEN 35.63 1 EXT 1.74
1 512-bit SIG
(c.) Verifier 3 512-bit VERs 0.84 1 VER 8.42
GEN = RSA parameter generation EXT = HIBE/HIBS private key extraction
ENC = Encryption DEC = Decryption
SIG = Signing VER = Verification
simplicity, we limit the length of the delegation chain to one.
From Table 4.3, it is obvious that RSA encryption/verification in the GSI is very
fast. However, we can see that key generation and delegation in the GSI are con-
siderably slower than in IKIG. This is because of the cost of generating fresh RSA
key parameters. Significant computational savings can be achieved by the resource
provider in the IKIG setting when multiple distinct proxy credentials (used by dif-
ferent managed job services) are created simultaneously7. Nevertheless, it seems
that Protocol 1 is slower than the actual TLS protocol. This is mainly because of
the pairing computations (two pairings in both HIBE decryption and HIBS verifi-
cation). Fortunately in our IKIG proposal, the computationally intensive pairing
computations are performed at the high-performance resource side. Operations or
7Note that computing a public key in the IKIG setting is very efficient, i.e. less than a fraction of
a millisecond. This cost is included in ENC/DEC and SIG/VER when we consider the HIBE/HIBS
schemes.
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computations at the user side are more lightweight than the server. Our proposal
also offers the flexibility of spreading the cost of pairing calculations between the
user and the server by adopting Protocol 2 in place of Protocol 1.
It is worth noting that the RSA and Gentry-Silverberg HIBE/HIBS schemes are
very different from each other in terms of their mathematical properties. We also
note that IKIG uses short-term keys which offer a greater security level than the
512-bit RSA keys do. Therefore, we believe that it is fair to conclude that the
overall computational costs for the IKIG setting are comparable to those of the
GSI. Recent results (see for example [10, 157, 158]) have shown improvements in
computing pairings with the use of various optimisation techniques and this should
give hope to faster HIBE and HIBS schemes in the near future. We remark that it
is unlikely that significant algorithmic improvements for RSA computations will be
forthcoming, since this field has been intensively researched for many years.
Communication Costs. We recall that in the IKIG setting, the TA’s system
parameters are 〈G1,G2, eˆ, P0, Q0, H1,H2,H3,H4,H5〉. An element of G1 can be
represented by 272 bits since the group is defined as a subgroup of a supersingular
curve of embedding degree 4 over F2271 . Also, H2 and H5 each produces an output
with size 256 bits. The TA’s system parameters are assumed to be pre-distributed
to its users, as with pre-distribution of a CA certificate to users in the GSI setting.
Table 4.4 compares the communication costs of the standard GSI approach and
our IKIG proposal. Note that we only consider the dominant communication costs
between the job requestor and the resource, i.e. signed or encrypted messages and
certificates, which have the biggest contributions to the network bandwidth.
In Figure 2.4, we saw that the size of a certificate for a 1024-bit RSA public key is
Table 4.4: Performance trade-offs in communication costs (in kilobits) between the
GSI and IKIG.
Operation GSI IKIG
Authenticated key agreement 37.8 1.9
Delegation 7.4 0.8
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about 2 kilobytes. Here, we ignore small fields in a certificate such as issuer, subject
and validity period. Thus, for the purpose of comparison between GSI and IKIG,
we estimate that the size of a standard certificate, which comprises an RSA public
key and the issuer’s signature, is roughly 1.5 kilobytes or 12 kilobits (after omitting
small fields). We assume a proxy certificate has size 0.8 kilobytes or 6.4 kilobits.
Ciphertexts and signatures produced using a short-term RSA key are 512 bits.
On the other hand, the size of a ciphertext produced by the full HIBE scheme
of [80] in our IKIG setting is: 2 × |element of G1| + 2 × 256-bit hash value = 1056
bits. Also, the size of a signature on a message using the HIBS scheme of [80] is:
3× |element of G1| = 816 bits.
From Table 4.4, the communication cost for the TLS protocol in the GSI is estimated
to be 2(12)+2(6.4)+2(0.5) = 37.8 kilobits, since there are two public key certificates,
two proxy certificates, one encrypted pre-master secret (for ClientKeyExchange)
and one signed message (for CertificateVerify) being transmitted over the net-
work8. In the case of IKIG, the figure of 1.9 kilobits refers to the encrypted pre-
master secret and the signed message in Protocol 19. This clearly shows that an
execution of the TLS protocol in the GSI is significantly more costly than our Pro-
tocol 1 in IKIG in terms of bandwidth requirements.
The communication overhead for delegation between the delegator and the delega-
tion target can be estimated straightforwardly from our discussion on delegation
protocols in Section 4.4.4. The delegation protocol for the GSI requires transmis-
sion of a signed request, a short-term public key and a proxy certificate; whereas
Protocol 3 has only a signed token.
Figure 4.2 shows that in the GSI, the communication cost between two entities
rises quickly when delegation chains are extended, reflecting a truly flexible and
scalable grid environment. (We assume that two grid entities would authenticate
each other and establish a session key before delegation takes place.) In contrast,
the communication cost incurred by our IKIG proposal increases at a much slower
8We remark that for simplicity, small components in the TLS protocol are not included in our
calculation. For example, the sizes of a nonce and cipher suite in the ClientHello message are
merely 28 and 2 bytes, respectively [50].
9Similarly, we assume ServerIdentifier and ClientIdentifier are small fields which can be
ignored in our calculation.
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Figure 4.2: A performance graph which measures the network bandwidth required
for authenticated key agreement and delegation in the GSI and IKIG.
rate. This indicates that IKIG may well be much more scalable than GSI. We also
show, in Figure 4.2, that aggregation of signed delegation tokens and messages (as
explained in Section 4.4.4) can play a part in saving bandwidth in the IKIG setting.
In conclusion, the communication cost resulting from a job submission in IKIG is
significantly lower than in GSI. The main reason for this is that in the IBC setting,
there are no long-term and short-term public keys or certificates being transmitted
between the user and the resource.
4.8 Discussion
In this section, we look into some practical issues surrounding the use of our IKIG
approach. We discuss the possible impact of our identity-based techniques on web
services security, some implementation issues, inter-operation between TAs and the
limitations of our IKIG proposal.
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4.8.1 Impact on Web Services Security
In GT4, the GSI supports both transport-level and message-level security. The rec-
ommended use of transport-level security as the default option instead of fully web
services based security is driven by the relatively poor performance of message-level
security implementations. This is clearly demonstrated in [161]. XML representa-
tions of data tend to be significantly larger than their equivalent binary formats.
An XML message can expand roughly 4 to 10 times over its equivalent binary rep-
resentation [45, 87]. This can substantially increase the communication costs, the
latency of sending/receiving SOAP messages, and the time needed for parsing the
XML data.
By using IBC in place of conventional public key techniques, we envisage that the
sizes of SOAP headers may well be reduced substantially. For instance, if A wants
to submit a signed job request in XML format to resource X, she would need to
attach10 her public key and certificate in the KeyInfo element if the RSA signature
algorithm was used. This is shown in Figure 4.3. However, if we adopt the identity-
based techniques, she could, in principle, simply include her identifier in the KeyInfo
element of the XML signature. When X receives the signed XML message, it can
construct A’s public key merely based on A’s identifier:
<ds:KeyInfo>
<ds:KeyName>
/C=UK/O=eScience/OU=RHUL/CN=Alice/Y=2006
</ds:KeyName>
</ds:KeyInfo>
which is roughly 85 bytes, as compared to 1.2 kilobytes in Figure 4.3. This shows
more than 90% saving in the content size of the KeyInfo element through the IBC
approach. Note that we have not considered the case of proxy certificates and
the size of signatures in this example. Therefore, the potential saving can be even
10Certificates are normally sent directly from the sender to the intended recipient in a dynamic
environment such as grid. In other applications, it may also be appropriate to reference the sender’s
public key/certificate so that the receiver can obtain the sender’s credential later from a public
directory.
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<ds:KeyInfo>
  <ds:KeyValue>
    <ds:RSAKeyValue>
      <ds:Modulus>
        3FFtWUsvEajQt2SeSF+RvAxWdPPh5GSlQnp8SDvvqvCwE6PXcRWrIGmV7twNf2T
        UXCxYuztUUClMIy14B0Q+k1ej2nekmYL7+Ic3DDGVFVaYPoxaRY0Y2lV8tOreyn
        WegpFbITXc8V6Y02QfR5O7Pn1/10ElslaF/TF8MQGqYE8=
      </ds:Modulus>
      <ds:Exponent>AQAB</ds:Exponent>
    </ds:RSAKeyValue>
  </ds:KeyValue>
  <ds:X509Data>
    <ds:X509Certificate>
      MIICCTCCAXagAwIBAgIQe0Sk4xr1VolGFFNMkCx07TAJBgUrDgMCHQUAMBIxEDA
      OBgNVBAMTB1Rlc3QgQ0EwHhcNMDMwODE1MDcwMDAwWhcNMDUwODE1MDY1OTU5Wj
      AkMSIwIAYDVQQDExlCb2IgQmFrZXIgTz1Cb2IgQ29ycCBDPVVTMIGfMA0GCSqGS
      Ib3DQEBAQUAA4GNADCBiQKBgQDcUW1ZSy8RqNC3ZJ5IX5G8DFZ08+HkZKVCenxI
      O++q8LATo9dxFasgaZXu3A1/ZNRcLFi7O1RQKUwjLXgHRD6TV6Pad6SZgvv4hzc
      MMZUVVpg+jFpFjRjaVXy06t7KdZ6CkVshNdzxXpjTZB9Hk7s+fX/XQSWyVoX9MX
      wxAapgTwIDAQABo1YwVDANBgNVHQoEBjAEAwIGQDBDBgNVHQEEPDA6gBABpU6Rp
      UssqgWYs3fukLy6oRQwEjEQMA4GA1UEAxMHVGVzdCBDQYIQLgyd1ReM8bVNnFUq
      D4e60DAJBgUrDgMCHQUAA4GBAF4jP1gGDbaq3rg/Vo3JY7EDNTp0HmwLiPMLmdn
      B3WTIGFcjS/jZFzRCbvKPeiPTZ6kRkGgydFOuCo5HMAxIks/LtnKFd/0qYT+AOD
      q/rCrwSx+F+Ro2rf9tPpja9o7gANqxs6Pm7f1QSPZO57bT/6afiVm7NdaCfjgMp
      hb+XNyn
    </ds:X509Certificate>
  </ds:X509Data>
</ds:KeyInfo>
Figure 4.3: A sample of the KeyInfo element based on RSA which is approximately
1.2 kilobytes.
more significant if the SOAP header contains multiple signatures and/or certificates.
Moreover, an identity-based public key is predictable, self-describing and human-
readable. Thus no special tools are needed to parse and render the key information11.
This is indeed a very desirable property and it matches a fundamental objective of
XML.
Another possible impact on web services security is a more lightweight TLS-like key
agreement protocol based on the WS-SecureConversation [93] and WS-Trust [94]
specifications. With similar reasoning to that behind the design of Protocol 1,
simple identity-based security tokens can be used in place of signed security tokens
in the web services setting. We also envisage that the use of IBC may well be able to
simplify the design of XKMS services [97]. For instance, the Locate and Validate
services in the XML Key Information Services specifications may not be needed
since identity-based public keys are predictable and can be used on-the-fly.
11As with data presented in XML format, a simple text editor is sufficient for the manipulation
of an identifier. In the case of a conventional public key such as RSA, it is a common practice to
present the key in a certificate with PEM encoded format.
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4.8.2 Implementation Issues
Here, we identify some implementation issues that need to be addressed in our IKIG
proposal.
GSS-API. Currently, the GSI is built on top of GSS-API [119]. This allows se-
curity services to be easily added into grid applications through a set of callers in
a generic fashion [69]. GSS-API, which is both transport (communication protocol)
and mechanism (cryptographic scheme) independent, provides functions for obtain-
ing credentials, performing authentication, encrypting and signing messages and so
on. However, extensions to the standard GSS-API are needed to meet some of the
requirements of GSI, such as handling of credential extensions and delegation at any
time [126].
To implement our IKIG proposal, a few additional functions will need to be included
in GSS-API. Firstly, when a client calls GSS_Init_sec_context() to establish a se-
curity token with a server, the server should be able to extract the client’s identifier
rather than obtaining a X.509 certificate in the credential acquisition step. Secondly,
we require a delegation credential handle which can manage the use of signed dele-
gation tokens in Protocol 3. Current standard GSS-API only uses a simple Boolean
parameter for handling a delegation credential. This does not provide enough con-
trol over a delegation target. Since we have replaced proxy certificates with signed
delegation tokens, the delegation handle should be able to support mechanisms that
offer better control including duration of delegation, constraints on the tasks that
may be performed by the delegation target and so on. Also, it is desirable to have
a function which collects and coordinates parameters for aggregation of signatures.
When the client wishes to aggregate a series of signed messages, GSS_Wrap(), which
normally deals with message signing, should be able to handle and facilitate the
aggregation.
OpenSSL. The authentication library of the GSI is based on OpenSSL [140] with
some modification for supporting the use of X.509 proxy certificates. This library, in
turn, makes use of GSS-API (and some extensions) to provide security mechanisms
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required by the standard TLS handshake protocol.
In the IKIG setting, we must define and include the TLS_HIBE_WITH_DES_CBC_SHA
cipher suite that we proposed in Section 4.4.3 in an extension of the TLS speci-
fication. A version of the OpenSSL library that supports IKIG is needed. This
library should be able to interpret system parameters used for the HIBE and HIBS
schemes and allow creation of identity-based proxy credentials. A client and a server
that are engaged in a run of Protocol 1 must also be provided with the ability to
construct public keys based on identifiers extracted through the IKIG-enabled GSS-
API. Moreover, it is clear that the OpenSSL library will need to support message
encryption/decryption and signature generation/verification using HIBC in order to
implement Protocol 1.
XML Signature & Encryption. In GT4, the optional message-level security
provided by the GSI is based on the WS-Security standard and various specifications
which make use of XML signatures and encryption as the building blocks. The
current XML Signature and Encryption specifications cover only RSA and DSA
based algorithms [53, 54]. Recently, there has been a proposal to use an elliptic
curve based signature algorithm for XML signatures [24].
In order to support web services security using HIBC, we need to define the syntax
and processing of XML signatures and encryption for the HIBS and HIBE schemes.
The HIBS and HIBE XML schema definition should include syntax used for param-
eters for key generation, system parameters, group and element sizes, key values,
and so on. The facts that the identity-based approach is certificate-free and that
public keys can be constructed easily mean that the <KeyInfo> element in the new
XML schemas should be simplified. This should in turn result in shorter schemas
than those using standard certificates.
4.8.3 Inter-TA Operation
If our IKIG proposal is to be deployed roughly at the scale of one TA for each country
(as with the European grid projects that we described in Section 2.3.2), we expect
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that the TAs’ system parameters would be bootstrapped in the grid system and
updated by the users through their GT clients. As with current grid deployment,
trust relationships between TAs can be established through the European Grid PMA
without a root TA. System parameters of the TAs are then assumed to be trusted
by all users and recognised by the grid system. When a user communicates with a
remote resource registered with a foreign TA, the user’s grid client will select the
foreign TA’s system parameters for data encryption and signature verification. This
is because the Gentry-Silverberg HIBE and HIBS schemes defined in Section 3.4.3
require the use of public parameters of the TA. On the other hand, if the user
decrypts a ciphertext encrypted using her public key or signs a message with her
private key, the grid client should take its own TA’s system parameters as input for
the decryption and signature generation algorithms.
Alternatively, we envisage that the European Grid PMA could serve as a root TA.
This can be achieved by adding an extra level to the hierarchy that we illustrated
in Figure 4.1. In this setting, all users of the grid system share the same root
TA system parameters. With that, the user and the user proxy in Figure 4.1 are
relegated to levels 2 and 3, respectively. These changes, however, would increase the
computational costs of Protocol 1, 2 and 3 because of the extra pairing computations.
4.8.4 Limitations
Our IKIG proposal has several limitations. Being based on IBC, IKIG inevitably
inherits an escrow facility. Although a TA may not be able to forge a signature
using exactly the same private components (short-term credential) chosen by a user
proxy, the TA can always impersonate a user by selecting a different set of secret
values and producing a valid signature that is verifiable using the user’s public key.
Nevertheless, we have explained in Section 4.5.5 that integration of the MyProxy
system into the GSI has introduced a similar property. This seems to be acceptable
in most ongoing grid projects since there is only one or very few CAs/TAs in each
nation that everyone is expected to trust. This “limited” key escrow issue will
become one of the motivations for our study of dynamic key infrastructure for grid
(DKIG) in the subsequent chapter.
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We have shown earlier that the identity-based techniques offer a more flexible and
lightweight approach in creating and using public keys. However, it is worth noting
that the identity-based key revocation method does not seem to offer any clear ad-
vantage over conventional public key revocation techniques. Fine-grained identifiers
which make use of dates and short time periods require issuance of the matching
private components regularly. Grid applications with high security requirements
will still need to rely on traditional means of revoking public key certificates such
as CRLs and OCSP.
Another drawback of employing IBC in our proposal is the cost of pairing com-
putations. Even though IKIG is far more lightweight than the GSI in terms of
communication overhead, the relatively slow pairing computations in the HIBE and
HIBS schemes constrain the advantages that the proposed identity-based techniques
can offer. As mentioned before, pairing-based cryptography is still relatively new
compared to RSA. We believe that the performance of pairing computations will
continue to improve with further research.
4.9 Summary
We have discussed at length how identity-based techniques can replace conventional
PKI and be used to offer an alternative security infrastructure for grid. We proposed
a TLS-supported identity-based authenticated key agreement protocol which uses
only short-term keys. Our infrastructure also supports single sign-on and delega-
tion in a very natural way. The overall computational overheads for our proposed
identity-based key infrastructure seem to be comparable to PKI. Interestingly, the
computational costs that would be incurred at the user’s client in our proposal is
roughly a few times less than it is with PKI, at the expense of increased computation
at the server side. This aligns well with the whole idea of grid computing to allow
the user with an average- or low-end platform to “outsource” her computational
tasks or operations to more powerful and high-performance servers. In terms of
communication costs, our proposal appears to be significantly more lightweight and
less bandwidth-consuming than PKI because of its certificate-free nature and small
key sizes. This may enable the expansion of grids to service users with bandwidth-
limited or low memory platforms.
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This chapter proposes an identity-based and escrow-free key infrastructure for grid
applications. We introduce the concept of a dynamic key infrastructure for grid. In
this approach, each entity in the system acts as his own PKG and obtains a cer-
tificate from a traditional Grid CA for the corresponding public parameters. This
allows support for proxying and single sign-on but removes key escrow inherent in
a pure identity-based approach. We also present TLS-like authenticated key agree-
ment and delegation protocols for our dynamic key infrastructure, and consider their
performance in comparison with the corresponding protocols in the GSI and IKIG.
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5.1 Motivation
In the previous chapter, we learned that key escrow is inevitable in IBC. Despite
that, key escrow seems to be acceptable for most current grid applications since the
use of MyProxy also involves the same issue. However, we envisage that when com-
putational grids become commercialised and payment is involved, key escrow that
prevents strong non-repudiation1 may become a major issue. Since IBS schemes gen-
erally do not provide the property of strong non-repudiation, users can, for example,
fraudulently deny any charges for grid resource usage.
Even though the issue of key escrow can be circumvented by introducing multiple
TAs and the use of threshold cryptography, it may be unrealistic to deploy such
an approach within a grid environment. In order to enable secret sharing among
multiple TAs, a high degree of co-operation between these TAs is needed. They
must agree on common policy and standardised mechanisms to manage the shared
secret. In addition, the communicating parties must also find out in advance the
set of TAs that their system uses for encryption and decryption. These and other
potential restrictions seem to reduce the suitability of the secret sharing approach
for a heterogenous environment such as grid. This set of problems may become
harder to solve if TAs in a number of different countries are to be employed.
The main objective of this chapter is to investigate a means of resolving the key
escrow problem while preserving, as much as possible, the advantages that identity-
based techniques offer, in particular the benefits of our IKIG proposal. Our focus,
as in the previous chapter, will be on simplifying key management aspects of grid
applications that rely heavily on both long-term and short-term entity credentials.
5.2 Overview of Dynamic Key Infrastructure for Grid
We propose a dynamic key infrastructure for grid (DKIG). This term is intended
to capture the notion that a user proxy credential can be created dynamically and
on-the-fly based on a static long-term credential. DKIG is a hybrid approach com-
1Here, strong non-repudiation refers to the inability of any party, including a malicious CA/TA,
to impersonate a user by producing a valid signature as if it were generated by the actual user.
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bining identity-based techniques at the user level and traditional PKI to support
key management above the user level. In this hybrid setting, each user publishes a
fixed parameter set through a standard X.509 certificate; this parameter set then
allows users to act as their own PKGs for the purpose of managing short-term keys
which will, in turn, be used for single sign-on and delegation.
We envisage that DKIG is suitable for grid applications because of the following
properties, of which some can be difficult to emulate with conventional PKI:
• While we maintain the hierarchical structure of PKI above the user level, our
proposal provides improved flexibility at the user level (ground level), where
peer entities freely create and manage their own proxy credentials without any
intervention from a TA/CA.
• The fixed parameter set that each user possesses is different from a proxy
certificate. The parameter set can be seen as a long-term public-key mould
from which other entities can compute short-lived public keys instantly. The
corresponding private keys can be generated directly by the entity himself
without interacting with the TA, a feature that IKIG also possesses.
• Our DKIG framework not only solves the key escrow problem in IBC, it also
remove the requirement for short-term private key distribution between the
entities and their respective TAs. The latter is an important benefit as dis-
tributing short-term private keys using secure channels can be a tedious and
expensive operation within a grid environment.
• The replacement of the conventional contents of standard X.509 certificates
with identity-based cryptographic system parameters implies minimal changes
to the current overall pure PKI-based GSI framework.
• Most of the attractive properties of IBC, such as using identity-based and
small-size public keys, can still be preserved in the DKIG setting. Even though
each entity needs to publish their system parameters through a certificate,
proxy credential management can be done without any use of proxy certificates.
As with Chapter 4 where we introduced IKIG, we will explain how our hybrid
DKIG approach can be used to support single sign-on, mutual authentication and
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key agreement, and delegation. In general, DKIG works in a very similar way to
IKIG, but without the key escrow issue. However, each entity in the DKIG set-
ting will possess an authentic and valid certificate that needs to be transmitted to
other parties when performing security services such as mutual authentication and
delegation. In short, we can regard IKIG as a lightweight solution for grid applica-
tions that tolerate key escrow, while we can think of DKIG as a fix to remove the
key escrow problem of IKIG at the expense of an acceptable increase in bandwidth
requirement and computational cost.
5.3 Related Work
Not long after the publication of Boneh and Franklin’s work in [25], Chen et al. [41]
proposed a hybrid certificate-based and identity-based approach related to but dif-
ferent from our work. In Chen et al.’s proposal, they presented a certificate-based
approach for TAs above the domain level, e.g. between a domain TA and a root
TA, and identity-based techniques for entities below the domain TA. It is assumed
that all TAs in this hybrid architecture use non-identity-based public/private keys,
while the users have identity-based key pairs. The root TA will verify the public
keys or system parameters of the domain TAs and issue certificates accordingly.
The domain TAs, in turn, extract identity-based private keys for their respective
users using the certified system parameters. Hence, when a user wants to encrypt
a message for another user belonging to a different domain, the sender must obtain
the system parameters for the domain TA of the receiver and its root TA. Although
the proposal of [41] provides a certificate-free approach at the user level, key escrow
remains possible since the domain TA possesses a master secret which is used to
extract the users’ private keys. We note that the security architecture proposed by
Smetters and Durfee in [164] for a secure email application (also for secure IP-based
communications) using IBC is closely related to Chen et al.’s approach. As we have
already discussed in Section 3.6, the architecture proposed by Smetters and Durfee
uses conventional certificate-based PKI above the domain level, while key manage-
ment within the domain is identity-based. However, private key distribution from a
PKG to its users requires the standard TLS protocol which is still certificate-based.
In our DKIG, this limitation is removed and short-term key management (in the
context of a grid application) is fully identity-based.
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On the other hand, the key escrow issue of the Boneh-Franklin IBE scheme partly
drove the proposals of certificate-based encryption [79] and certificateless public key
cryptography [5]. As we discussed in Section 3.2, the authors of both proposals split
the private key of a user into two components: one computed by the user himself,
and another by the TA. Because of this requirement, the user’s public key is no
longer identity-based. To encrypt a message, the sender must obtain the intended
recipient’s public key which is an arbitrary string like a conventional public key.
Hence, the benefits that identity-based techniques can bring to grid applications, as
we have discussed in the previous chapter, may no longer be applicable. Although
the certificateless approach of [5] can remove the extensive use of certificates in
grid applications, it is not clear if the use of two-component-based private keys will
actually simplify current PKI-based public key management in grid applications.
In summary, even though the key escrow issue can be resolved using the proposals
of [5, 79], the suitability of these approaches as alternatives to the current PKI-based
GSI requires further exploration.
Parts of the research findings presented in this chapter appear in [118]. In addition,
further aspects of the hybrid DKIG approach are explored in [43], in which we revis-
ited the GSI in GT2 and presented some improvements to the security architecture.
5.4 Design of DKIG
As with IKIG, we envisage that the TAs’ system parameters in the DKIG setting
are boot-strapped into the grid system and can be updated by the users though
their GT clients. Also, trust relationships between TAs2 are established through a
Grid PMA.
In Figure 5.1, we show the hierarchy of entities in our DKIG proposal. Traditional
certificate-based PKI is used by users and resource providers to manage their long-
term credentials. The TA issues standard certificates that contain system parameters
chosen by users and resources, in a similar way as a typical CA certifies user-chosen
2Note that the TA here is in fact a traditional CA. For the purpose of consistency in using
terminology in our proposals, and to avoid confusion between the ‘CA’ in our proposals and the
CA in the GSI, we use the term TA in all our security architectures.
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Resource proxy
TA
User Resource
User proxy
Mutual authentication
Delegation
User machine Hosting server
Certificate-based
Certificate-free
(Identity-based)
Figure 5.1: The hierarchical structure of entities in the DKIG setting.
Table 5.1: A’s long-term and proxy credentials.
Credential Type Public Key Private Key
Long-term PA = sAP0 SA = sA
Short-term PA¯ = H1(IDA‖LTA) SA¯ = sAPA¯
public keys. We remark that some of these parameters can be fixed to reduce
communication costs of the system. Further details of parameter selection, key
generation and certification will be given in Section 5.5.
At the user level, the certified system parameters are used by the users (and re-
sources) to extract short-term private keys corresponding to some fixed formatted
identifiers. These short-term private keys and identity-based public keys are then
taken as input to IBE and IBS schemes for providing security services, such as sin-
gle sign-on, mutual authentication and delegation. Here, we will use Boneh and
Franklin’s full IBE scheme [25], and Cha and Cheon’s IBS scheme [39] for data en-
cryption and signing, respectively. Note that we are not using the Gentry-Silverberg
HIBE and HIBS schemes any longer because in our hybrid approach, identity-based
techniques are used starting at the user level. Since the next level is already the
user proxy level, non-hierarchical-based IBE and IBS schemes seem to be sufficient.
Nevertheless, the hierarchical identity-based approach can be used as an alternative
delegation technique. This will be discussed in Section 5.4.4.
We will again consider a simple scenario where A wants to submit a job request
J_req to a target resource X with long-term and short-term credentials as shown
in Table 5.1. We assume A possesses a certificate CertA which contains her system
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parameter set, including sAP0, and other information such as issuer (A’s TA), sub-
ject (A’s identifier) and validity period. In order to keep the size of the certificate
minimal, we propose the use of the BLS short signature scheme [29] for signing
the certificate by the TA. As with the IKIG setting, A’s short-term public key PA¯
is computed based on her identifier and a lifetime (LTA). The matching private
component is obtained by A using her master secret sA.
5.4.1 Single Sign-On
A can store her certificate and short-term private key SA¯ in a local file system acces-
sible by her GT client so that the client can use them when needed for single sign-on.
Since A’s short-term public key is identity-based, a proxy certificate is not needed.
Should A’s client be challenged for proof of possession of its short-term private key,
it could produce a signature using SA¯ from the local file system and forward it to
the challenger, along with A’s certificate. The challenger verifies the authenticity
of the system parameters contained in the certificate, and the parameters together
with A’s short-term public key (which can be computed by any entity) are then used
to verify the signature.
5.4.2 Authorization
A generates an identity-based signature using the Cha-Cheon IBS scheme (which
we described in Section 3.4.2) on J_req with her short-term private key SA¯. She
then submits the signed request to a Managed Job Factory (MJF) that resides on
X through a GRAM service.
A→ X : CertA,LTA, J_req, SigA¯(J_req)
The signed request is of the form (U, V ), where U = rPA¯, V = (r + h)SA¯. Here, r
is a random element of Z∗q and h = H6(J_req, U). Note that the MJF can verify
SigA¯(J_req) by computing PA¯ as a function of A’s identifier and the lifetime LTA,
and using the system parameters from CertA. The signature verification can be done
by checking if:
eˆ(P0, V ) = eˆ(sAP0, U + hPA¯)
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where P0 and sAP0 are obtained from A’s system parameters. Subsequently, as with
the GSI and IKIG, the MJF maps A’s identifier to its grid-map file before granting
access to A. When the check succeeds, the MJF instantiates a managed job service
for the job request and returns an endpoint reference to A. Clearly, this technique
is very similar to IKIG except that it requires the transmission of a set of certified
system parameters. However, the benefit of doing this is the removal of key escrow
from the system.
5.4.3 Mutual Authentication and Key Agreement
Here, we present a hybrid identity/certificate-based authenticated key agreement
protocol based on the TLS handshake protocol. Our protocol, Protocol 4, is needed
for mutual authentication between A and the created managed job service before
A’s job can be started.
Protocol 4 Identity/certificate-based authenticated key agreement
based on the RSA TLS handshake
(1) A→ X : ClientHello = nA, session id, cipher suite
(2) X → A : ServerHello = nX, session id, cipher suite
ServerCertificate = CertX , LTX
CertificateRequest
ServerHelloDone
(3) A→ X : ClientCertificate = CertA, LTA
ClientKeyExchange = EncX¯(pre master secret)
CertificateVerify = SigA¯(handshake messages)
ClientFinished
(4) X → A : ServerFinished
Protocol 4 is basically an enhanced version of Protocol 1 from Chapter 4 with the
use of certificates. While Protocol 1 makes use of the Gentry-Silverberg HIBE
and HIBS schemes for encryption and signing operations, respectively, we use the
Boneh-Franklin full IBE and Cha-Cheon IBS schemes for Protocol 4. Note that
Protocol 4 is different from the current TLS protocol used in the GSI in terms of
number of certificates used in the protocol. In the GSI, the client and the server
would exchange both standard and proxy certificates. In the case where the client
has been delegated another user’s credential, the client must also forward a chain of
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proxy certificates to the server. On the other hand, in Protocol 4, the client and the
server only exchange standard certificates, regardless of the length of the delegation.
We will discuss more about delegation in DKIG in the subsequent section.
As with the current TLS specification, Protocol 4 begins with A (the client) send-
ing X (the server) a ClientHello message. Here, we assume cipher_suite con-
tains a cipher specification that supports the IBE and IBS schemes, for example
TLS_IBE_IBS_WITH_DES_CBC_SHA.
In step (2), X responds with the ServerHello and ServerCertificate messages.
It is worth noting that CertX contains X’s identifier IDX which will be used later
on for identity-based encryption and signing. The CertificateRequest message
is also sent immediately after the transmission of CertX , requesting A’s certificate.
Step (2) ends with the ServerHelloDone message.
A replies to X’s request for her certificate in step (3). She also chooses a pre-
master key and encrypts it with X’s short-term public key which can be calculated
as PX¯ = H1(IDX‖LTX). The encrypted pre-master key is transmitted to X as
ClientKeyExchange. Details of the rest of the protocol messages are similar to
Protocol 1 and will not be repeated here.
If A and X execute the protocol properly, they should share the same master secret
at the end of the protocol run. The master secret can be calculated as:
KAX = PRF(pre_master_secret, “master secret”, nA, nX),
where PRF is a pseudo-random function specified for the TLS protocol in [50].
We remark that neither A nor X are required to generate and sign proxy certificates
when they authenticate each other using Protocol 4. This should be compared with
the authentication protocol used in the GSI. In our Protocol 4, short-term public
keys for both the client and the server can be computed on-the-fly and used without
any authenticity check. This is a major advantage of the identity-based techniques.
Obviously, CertA and CertX must be checked by X and A, respectively.
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Alternative. As with Protocol 1, Protocol 4 can be easily transformed into a pro-
tocol that supports Diffie-Hellman key exchange by using the relevant cipher_suite,
for example TLS_DH_IBS_WITH_DES_CBC_SHA. As in the Diffie-Hellman key exchange
based standard TLS protocol, both the client and the server in this alternative ap-
proach must agree to the same parameters for the Diffie-Hellman operations during
the TLS handshake. We omit the details of this alternative protocol since the con-
struction of the protocol is a straightforward exercise.
5.4.4 Delegation
For delegation, we can still obtain a one-pass protocol as we did for IKIG, even
though DKIG now involves the use of certificates. As with IKIG, we assume the del-
egation token is a 5-tuple: DelegationTokenX = (IDA, IDX , J_req, Policy,LTAX).
Here LTAX is a lifetime which A imposes on X. Protocol 5 then shows our one-pass
identity/certificate-based delegation protocol.
Protocol 5 Identity/certificate-based credential delegation
based on the IBS scheme
A→ X : CertA, DelegationTokenX , SigA¯(DelegationTokenX)
As with Protocol 3 that we proposed for IKIG, A can also naturally bind X’s public
key information (IDX and LTAX) to the delegation token without acquiring the key
from X in Protocol 5. The signed delegation token is of the form of (U, V ), where
U = rPA¯, V = (r + h)SA¯ and h = H6(DelegationTokenX , U).
X’s status as the delegation target can be confirmed by a third party by: (i) checking
the validity of CertA and the system parameters obtained from CertA, (ii) verifying
the signed delegation token using PA¯, and (iii) challenging X for a proof of pos-
session of the private component associated to PX¯ via the TLS handshake in Pro-
tocol 4 (which involves checking of X’s certificate). We note that unlike our IKIG
proposal in the previous chapter where we proposed partial aggregation between
SigA¯(DelegationTokenX) and SigX¯(handshake_messages), it seems that aggrega-
tion of signatures is not viable in the DKIG setting. Although Yoon et al. [189]
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have shown that the Cha-Cheon IBS scheme can be easily extended (with slight
modification) to support what they termed as batch verification, all users of the
modified Cha-Cheon IBS scheme must possess private keys obtained from the same
TA. These private keys are generated by the TA using the same master secret. This
contrasts with our DKIG setting, because all users have their own respective master
secrets which can be used to derive (short-term) private keys.
If X wants to further delegate A’s credential to another resource provider Y , X can
repeat A’s actions with X becoming the delegator and Y the delegation target. X
must sign a delegation token for Y where DelegationTokenY = (IDX , IDY , J_req,
Policy, LTXY ). A verifier will have no problem constructing the necessary short-
term public keys (PA¯, PX¯) for verifying DelegationTokenX and DelegationTokenY ,
respectively, provided he has obtained the correct system parameter sets for both A
and X from their respective certificates.
Alternative I. In Section 4.4.4, we discussed that as an alternative approach in
the IKIG setting, A’s proxy can delegate her credential to X by issuing a private
key to X. The private key is one associated with the hierarchical structure of HIBC
and thus this technique is quite natural in the IKIG setting. In DKIG, we envisage
that a similar approach can be realised by adopting HIBC in place of IBC at the
user level. Let us imagine that we now include additional parameters needed for
HIBE/HIBS schemes in the grid entities’ existing parameter sets associated with
IBE/IBS schemes. Then so long as the delegator forwards his HIBC related system
parameters in a certificate signed by the TA to the delegation target, the established
delegation chain will be aligned with a hierarchical tree beginning with the delegator
at level 0, the first delegation target at level 1 and so on. One limitation of this
technique is the requirement for a privacy and integrity protected channel to transmit
a private key.
Alternative II. There is also another delegation technique which requires more
radical modification to our Protocol 5 than the previous alternative. This approach
can result in a substantial saving in the protocol’s network bandwidth requirement
by using short signatures [28, 29] and full aggregate signatures [27] (as discussed
in Section 3.4.5). However, the resulting delegation protocol is no longer identity-
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based. The details are as follows.
A’s long-term public/private key pair are of similar form as in the DKIG setting,
i.e. (sAP, sA), where sA is a secret random integer and P is now a fixed point on
an elliptic curve agreed by all system users. Note that this was not a requirement
previously: up till now, each user could have a different parameter set. In this
alternative approach, the public key sAP can be published in a certificate signed
by a TA, as before, using the BLS short signature scheme [28, 29]. To take full
advantage of the BGLS aggregate signature scheme of [27], A must create a proxy
credential of the form (aP, a), where a is a new random integer used as a short-lived
private key of A. However, since the short-term public key aP is not identity-based
and is now unpredictable, A must attach with it a proxy certificate signed using
her long-term private key. Therefore, despite the fact that the BGLS aggregate
signature scheme can compress all signatures (signed delegation tokens by different
parties) into a single signature whose size is that of a single group element, the
saving in communication costs due to the aggregation of signatures may be offset
by the increased bandwidth requirement for transmitting proxy certificates.
5.5 Key Management in DKIG
In this section, we will discuss various key management issues arising in DKIG.
In general, we envisage that management of long-term public keys (in the form of
user-selected parameters) would be rather similar to the GSI, while short-term cre-
dential management may well be more lightweight than the GSI, because of DKIG’s
avoidance of proxy certificates.
5.5.1 Parameter Generation and TA Initialization
Our DKIG proposal makes use of two different sets of system parameters: (i) root
system parameters based on MNT curves for the TA, and (ii) normal system pa-
rameters based on supersingular curves for the users.
During the initial system setup phase, the TA selects the root system parameters
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which are needed for signing certificates using the BLS short signature scheme of [29].
This short signature scheme uses MNT curves in order to obtain short signatures.
It is worth noting that we do not use supersingular curves for the root system
parameters because otherwise the BLS short signature scheme may well not provide
the expected levels of security (as we explained in Section 3.4.5). Hence, we propose
that the TA in our DKIG setting chooses an elliptic curve defined over Fp, where p
has 168 bits and the embedding degree is 6, as in [29]. Further details of certification
will be discussed shortly in the following section.
Each user makes use of system parameters 〈G1,G2, eˆ, n, P0, sP0, H1,H2,H3,H4,H6〉3
for the Boneh-Franklin full IBE and the Cha-Cheon IBS schemes. In our DKIG
proposal, all these parameters except sP0 are selected by the TA and bootstrapped
in the grid system so that only user-specific values sP0 are transmitted across the
network. This means that in practice, each user is only required to select a unique
sP0 as the system parameter that will be certified by the TA. This represents a trade-
off between savings in communication costs and lack of flexibility in supporting
various groups derived from different elliptic curves. In contrast, we could allow
users to select all the components that form their system parameters, giving more
flexibility to the system and users, but this would require higher bandwidth because
then a full set of system parameters would need to appear in each certificate issued
by the TA.
In IKIG, we proposed the use of keys with 272 bits for both long-term and short-term
credentials, which offer approximately similar security level to 1024-bit RSA keys.
This is an advantage over the GSI because short-term keys in IKIG have roughly
double the security level of 512 bit short-term RSA keys. At the user level of our
DKIG setting, we propose to use the same elliptic curve (of embedding degree 4)
and field (F2271) to obtain a similar group with size approximately 2252. We assume
that the size of output of H1 is equivalent to 272 bits, the size of an element of G1.
The hash function H1 is required in all three Boneh-Franklin full IBE, Cha-Cheon
IBS and BLS short signature schemes. In the Boneh-Franklin full IBE scheme, we
assume that H2 and H4 each has an output size 256 bits, while the output size for
H3 is approximately 252 bits. Also, H6, used in the Cha-Cheon IBS scheme, has an
3For the sake of consistency, as in the previous chapter, we use P0, a generator, as part of a
parameter set, PA as a long-term public key of user A and PA¯ as A’s short-term public key.
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output size similar to that of H3.
5.5.2 User Registration
When a new grid user Alice (A) goes to a nearby RA with her generated system
parameter, the RA performs the following steps:
1. The RA verifies A’s identity by checking her passport (or an acceptable ID-
card). Once the check succeeds, the RA compares A’s identity with its global
identity list and subsequently assigns her a distinguished identifier IDA ∈
{0, 1}∗. For example,
IDA = “/C=UK/O=eScience/OU=RHUL/CN=Alice”,
2. The RA submits A’s application to the TA through its website using the
HTTPS protocol. The application includes A’s system parameter sAP0 and a
signed request (as a proof of possession) by A using her master secret sA. This
can be done using the BLS short signature scheme defined in Section 3.4.5. If
approved, the TA generates a certificate CertA (which is signed using the BLS
short signature scheme of [29]) and informs A through e-mail that the certifi-
cate is ready. A can then download her certificate through an authenticated
and integrity protected channel from the TA’s server. We envisage that the
certificate has the following structure:
Issuer: /C=UK/O=eScience/OU=Authority/CN=TA
Subject (ID): /C=UK/O=eScience/OU=RHUL/CN=Alice
Validity: Not Before Oct 6 15:20:05 2005 GMT
Not After Oct 6 15:20:05 2006 GMT
Param: sAP0
Signature: 94:33:6c:f3:58:e2:18:87:7f:9a:59:d1:23:0c:66:
31:fb:92:3a:63:a2:67:0d:ec:3d:f0:c7:b4:09:15
A can verify the signature on her certificate by using the TA’s public key
which is assumed to be bootstrapped in the grid system.
Before A submits a job, she can create a short-term public/private key pair straight-
forwardly using the Extract algorithm from the Boneh-Franklin IBE scheme. As
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we have shown in Table 5.1, A’s short-term public key is PA¯ = H1(IDA‖LTA) and
the corresponding private component is sAPA¯. This private component is stored
temporarily in a local file system in unencrypted form for the purpose of single
sign-on.
5.5.3 Key Update
Although DKIG is based on a combination of identity-based and certificate-based
approaches, we expect that the usual annual key update practice in the GSI would
be adopted in our proposal. This is so because certificates are used to carry users’
system parameters. Barring any exposure of the user’s master secret sA, the TA
can renew the user’s current certificate by updating the validity period and serial
number of the certificate. Alternatively, the user can pick a new master secret and
request a new certificate that would contain fresh system parameters, before the
current certificate expires.
For short-term identity-based public/private key pairs, as with IKIG, we assume
that the lifetime of the keys is 12 hours. Each time the user creates a new proxy
credential based on her identifier IDA, a unique LTA and her master secret sA, a
new short-term public/private key pair that is fresh and different from the past
public/private keys is obtained.
5.5.4 Key Revocation
Since the user’s proxy credentials will expire automatically within a short time,
we only concern ourselves with the user’s certificate. Since the user’s long-term
credential is managed in a very similar way as in the GSI, we envisage that a CRL-
based method can also be used in DKIG. Clearly, the efficiency of this technique
relies on the timeliness of the revocation list update, as well as the willingness of the
users to update their local copies of CRLs.
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5.6 Security Analysis
In many ways, the heuristic security analyses of Protocols 4 and 5 are rather similar
to the analyses of Protocols 1 and 3 in Section 4.4. So, our focus in this section
will be to pinpoint the differences between the authenticated key agreement and
delegation protocols in IKIG and DKIG, from a security perspective.
5.6.1 Mutual Authentication and Key Agreement
The security of our Protocol 4 is different from the long-discussed security of the TLS
protocol even though Protocol 4 also makes use of certificates. This is because, as we
mentioned earlier, the actual session key establishment method is through identity-
based techniques, as with Protocol 1. However, in comparison with Protocol 1,
Protocol 4 requires both the client and the server to verify the authenticity of each
other’s system parameters contained in their respective certificates. Only then is it
safe to use identity-based keys for message encryption and signing. For instance,
when A receives CertX and LTX from X in the ServerCertificate message of
Protocol 4, she must verify the signature on CertX . Only then, should she use X’s
identifier and LTX to construct an identity-based public key. In turn, this key is
used to encrypt a pre-master secret for X.
So long as both the client and the server have an authentic copy of the TA’s public
key, the anticipated mutual authentication and key agreement between the two
parties can be achieved if the protocol is executed properly. X is authenticated
to A when A receives a correct verification value in the ServerFinished message
from X, which shows that X has retrieved the pre-master secret chosen by A. On
the other hand, A is authenticated to X if X can successfully verify A’s signature
on the CertificateVerify message using public key PA¯.
It is also worth noting that, even with the use of certificates in DKIG, it is still pos-
sible for the TA to actively impersonate a user by issuing a certificate using its own
chosen master secret and system parameters. However, the TA would run the risk of
leaving cryptographic evidence, in the form of a new certificate, which might identify
its attack. Hence, the likelihood of an undetected active impersonation attack seems
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to be far lower than the corresponding attack executed by a TA empowered with a
key escrow facility, as in, for example, security infrastructures based on IBC.
5.6.2 Delegation
Protocol 5 in our DKIG is even more similar to the delegation protocol that we
proposed for IKIG than are the TLS-based key agreement protocols in the two
infrastructures. Since certificates are used to confirm the validity of an entity’s
system parameter, a third party must perform additional signature verification on
the certificates to check the status of delegation targets. As in IKIG, our one-
pass delegation protocol message does not require an authenticated and integrity
protected channel. The security of the Protocol 5 seems to rely only on the security
of the BLS short signature and the Cha-Cheon IBS schemes.
5.7 Performance Analysis
In this section, we will discuss the computational and communication overheads of
DKIG and compare them with those incurred in the GSI and in our IKIG proposal.
Computational Costs. Here, we examine the dominant cryptographic operations
involved in delivering the security services provided by DKIG.
• Generation of proxy credentials: In our proposed DKIG setting, generation of
a short-term public/private key pair is very efficient. It involves execution of
a cryptographic hash function when computing the public key, while compu-
tation of the private key requires only one elliptic curve point multiplication.
• Authenticated key agreement: Protocol 4 in DKIG requires more crypto-
graphic operations than Protocol 1 in IKIG since the former makes use of
certificates and the latter is certificate-free. In Protocol 4 the user performs
an encryption on a pre-master secret and produce a signature on handshake
messages using the Boneh-Franklin full IBE and the Cha-Cheon IBS schemes,
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respectively. In addition, the user must verify the TA’s signature on CertX .
At the server side, the resource has to decrypt the encrypted pre-master secret,
and verify the signed handshake messages and the user’s certificate.
• Delegation: Our delegation protocol for DKIG has computational complexity
similar to Protocol 3. The delegator is required to perform signing on a dele-
gation token. However, the verifier has to perform two signature verifications
(rather than one in Protocol 3) assuming the length of the delegation chain is
one. These signatures include the signed delegation token and the delegator’s
certificate.
Table 5.2 gives more details of the computational costs in both GSI and DKIG. As
with Table 4.3, we obtained the computation times of the IBE and IBS schemes by
using programs written based on the MIRACL library with the curves and parame-
Table 5.2: Performance trade-offs in computation times (in milliseconds) between
the GSI and the DKIG settings on a Pentium IV 2.4 GHz machine.
GSI DKIG
Operation RSA Time IBE/IBS Time
Key generation
(a.) Long-term 1 GEN 149.90 1 EXT 1.69
(b.) Short-term 1 GEN 34.85 1 EXT 1.69
Authenticated key agreement
(a.) Requestor 1 1024-bit VER 2.67 1 ENC, 1 SIG 18.17
1 512-bit ENC 1 VER
1 512-bit SIG
1 512-bit VER
(b.) Resource 1 1024-bit VER 2.67 1 DEC, 2 VER 29.54
1 512-bit DEC
2 512-bit VERs
Delegation
(a.) Delegator 1 512-bit SIG 1.86 1 SIG 3.35
1 512-bit VER
(b.) Delegation target 1 GEN 35.63 1 EXT 1.69
1 512-bit SIG
(c.) Verifier 3 512-bit VERs 0.84 2 VER 16.84
GEN = RSA parameter generation EXT = IBE/IBS private key extraction
ENC = Encryption DEC = Decryption
SIG = Signing VER = Verification
133
5.7 Performance Analysis
ters specified in Section 5.5.1. As before, we adopted known optimisation techniques
wherever possible, such as using a small RSA public exponent for encryptions and
the CRT method for RSA decryptions. We also allow pre-computation of pairing
values. For simplicity, the length of the delegation chain is limited to one.
From Table 5.2, we can see that key generation at the user side of the GSI is
significantly slower than DKIG. However, Protocol 4 is significantly slower than
the TLS protocol used in the GSI, mainly because of the pairing computations.
For credential delegation, the GSI is more computationally expensive than DKIG
because of the RSA parameter generation. Despite that, DKIG is more costly than
the GSI for delegation verification.
Both settings are expensive in certain operations, for example RSA key generation
and pairing computation, but lightweight in others. Overall, DKIG appears to be
slightly more computationally expensive than the GSI because of the high number
of pairing computations. Despite this, we believe that pairing computation, being a
relatively new cryptographic operation, is likely to get faster as further optimisations
are discovered.
Communication Costs. Table 5.3 compares the communication costs of the stan-
dard GSI approach and our DKIG proposal. As with Table 5.2, we only consider
the dominant communication costs between the job requestor and the resource, i.e.
signed or encrypted messages and certificates, which have the biggest contributions
to the network bandwidth.
In Section 5.5.2, we showed that a certificate in the DKIG environment contains
a 272-bit parameter sAP0. If the BLS short signature scheme is used by the TA
to sign the certificate using the parameters of [29], the size of the signature will
be about 170 bits. Hence, by considering only the fields with dominant sizes, we
estimate that the size of a customised certificate in binary form is roughly 272 + 170
= 442 bits, almost half of the size of a proxy certificate (we explained in Section 4.7
that a standard proxy certificate in the GSI has a binary size of roughly 1024 bits).
Therefore, we assume that the size of a certificate in PEM format for our DKIG
setting is 3.2 kilobits.
134
5.7 Performance Analysis
Table 5.3: Performance trade-offs in communication costs (in kilobits) between the
GSI and DKIG.
Operation GSI DKIG
Authenticated key agreement 37.8 7.7
Delegation 7.4 0.5
On the other hand, the size of a ciphertext produced by the Boneh-Franklin full
IBE scheme of [25] in our DKIG setting is: |element of G1|+2× 256-bit hash value
= 784 bits. Also, the size of a signature on a message using the Cha-Cheon IBS
scheme of [39] is: 2× |element of G1| = 544 bits.
Since we have discussed the communication costs for the GSI in the previous chapter,
we now only focus on the communication costs for DKIG. In Table 5.3, the figure
of 7.7 kilobits refers to the two certificates, one encrypted pre-master secret and
one signed message in Protocol 4: 2(3.2) + 0.784 + 0.544 = 7.7. This shows that
by avoiding the use of proxy certificates in our DKIG approach, a total saving of
approximately 80% can be made as compared to the authenticated key agreement
protocol in the GSI.
The communication overhead for our delegation protocol in DKIG is estimated to
be 0.5 kilobits, based on the size of a signed delegation token. Note that we do not
include the communication cost for transmitting (long-term) certificates in both the
GSI and DKIG in Table 5.3, because we assume that the certificates for the two
communicating parties have already been exchanged during mutual authentication
through the TLS protocol or Protocol 4.
Figure 5.2 shows that the network bandwidth needed for key agreement and dele-
gation in DKIG is approximately 70% to 80% less than is required in the GSI. (We
assume that two grid entities authenticate each other and establish a session key
before delegation takes place.) However, the communication costs in DKIG are still
higher than in IKIG due to the use of certificates for long-term credentials. This
may be an acceptable price to pay to remove the key escrow facility from a grid
application.
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Figure 5.2: A performance graph which measures the network bandwidth required
for authenticated key agreement and delegation in the GSI, IKIG and DKIG.
5.8 Discussion
In our description of DKIG in the previous sections, we highlighted that the main
difference between DKIG and the PKI-based GSI is in terms of proxy credential
management. The fact that users’ fixed parameter sets can be published through
certificates implies easier integration of DKIG with existing technologies. In this
section, we discuss some practical issues related to DKIG.
Impact on Web Services Security. The reduced SOAP header sizes in web
services security through identity-based techniques that we discussed in the previous
chapter still holds in DKIG, though with less significant savings than with IKIG.
Since the size of a DKIG-supported certificate is roughly half the size of a proxy
certificate in the GSI, SOAP headers used for Protocol 4 would still be smaller than
those required for the TLS protocol (via WS-SecureConversation) which makes use
of both standard X.509 and proxy certificates.
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Implementation Issues. In order to implement DKIG, the first essential step
is to extend the current X.509 certificate profile specified in [101] so that system
parameters for identity-based cryptographic schemes can be presented through a
standard certificate. The extensions should allow the use of certificate fields de-
scribed in Section 5.5.2 so that DKIG can inter-operate with PKI. We envisage that
current data fields such as issuer, subject and validity can be re-used; while new
fields such as param, signature algorithm and (short) signature need to be defined.
From the perspective of GSS-API, the credential acquisition function must be able
to support extraction of data fields from DKIG-supported certificates. This is im-
portant so that an entity’s system parameter can be verified and his identity-based
public key can be constructed with ease. In the DKIG setting, we must also define
and include a TLS_IBE_WITH_DES_CBC_SHA cipher suite in the current TLS specifi-
cation to support our Protocol 4. In addition, the OpenSSL library must support
message encryption/decryption and signature generation/verification through IBE
and IBS schemes.
Inter-TA Operation. If the grid user and resource domains are expanded and
span various countries, it is natural to have at least one TA in each nation. In this
case, we envisage that in our DKIG setting, the European Grid PMA can select and
decide on the common system parameters (except for the user-specific component)
which these users and resources would use for the IBE and IBS schemes. At the
TA level, all the TAs (assuming there is no single root TA) could employ different
parameter sets which would be available to all the system users.
Limitations. Our DKIG proposal has two drawbacks in comparison with IKIG.
Firstly, it is obvious that the introduction of certificates inevitably increases the
communication and computational costs in the DKIG setting. The second limitation
is the partial loss of the benefits that identity-based techniques could bring to grid
applications. With the use of certificates to verify entities’ parameters sets, long-
term key management between the entities and their TAs becomes subject to the
conventional limitations of certificate-based PKI.
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5.9 Summary
We presented a different security infrastructure called a dynamic key infrastructure
for grid (DKIG) in this chapter. This infrastructure has solved the key escrow issue
encountered by the fully identity-based approach proposed in the previous chapter.
We described an interesting way of managing users’ proxy credentials whereby the
users act as their own PKGs and publish their individual parameter set through
a certificate. Through this approach, single sign-on and rights delegation can be
achieved without the need for creating proxy certificates. We proposed a TLS-
supported authenticated key agreement protocol using a combination of identity-
and certificate-based techniques. Even though the authenticated key agreement
protocol seems to be slightly more expensive than the TLS protocol in terms of
computational costs, its network bandwidth requirement is still considerably less
than that of TLS within the GSI. In summary, our dynamic key infrastructure for
grid offers the benefits of identity-based techniques at the user level without the key
escrow issue, but at the expense of somewhat increased bandwidth requirements and
computational costs as compared to the fully identity-based approach.
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The concept of secret public keys was proposed more than a decade ago as a means of
securing password-based authentication protocols against off-line password guessing
attacks, but was later found vulnerable to various attacks. In this chapter, we revisit
the concept and introduce the notion of identity-based secret public keys. Our new
identity-based approach allows secret public keys to be constructed in a very natural
way using arbitrary random strings, eliminating the structure found in, for example,
RSA or Diffie-Hellman keys. We examine identity-based secret public key proto-
cols and give informal security analyses which show that they may well be secure
against off-line password guessing and other attacks. More importantly, we present
an identity-based secret public key version of the standard TLS protocol. Our new
protocol allows passwords to be tied directly to the establishment of secure TLS chan-
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nels. This, in turn, appears to provide an interesting way for grid users to access a
MyProxy server merely based on simple user-chosen passwords.
6.1 Overview
The use of secret public keys in password-based authentication protocols was first
proposed by Gong et al. [86] in 1993. As implied by its name, a secret public
key is a standard public key which can be generated by a user or a server, and is
known only to them but is kept secret from third parties. A secret public key within
a password-based protocol, when encrypted with a user’s password, should serve
as an unverifiable text1. This may significantly increase the difficulty of password
guessing even if it is a poorly chosen password as an attacker has no way to verify
if he has made the correct guess. The secret public key can then be used by the
user for encrypting protocol messages. However, it may not be easy to achieve
unverifiability of text by simply performing naive symmetric encryption on public
keys of standard types such as RSA or Diffie-Hellman. This was overlooked in [86]
and other variants of secret public key protocols in [85, 174], but later found to be the
main culprit in various attacks on the protocols. These include undetectable on-line
password guessing attacks of Ding and Horster [52] and number theoretic attacks
due to Patel [141]. It is worth noting that the attacks discovered in [52] may not
work against a secret public key protocol which uses a secure public key encryption
scheme such as RSA-OAEP [18]. Nevertheless, Patel’s attacks seem to be one of the
crucial factors that caused diversion of interest away from using secret public keys in
password-based protocols. The concept of secret public keys, therefore, was thought
to be obsolescent. For example, in more recent work on password-based protocols
that requires servers’ public keys2 (e.g. [30, 96]), it is assumed that the public keys
are fixed and known to all users.
Independent of the previous work on secret public key protocols, Steiner et al. [168]
proposed a method for integrating password-based key exchange protocols with the
1Verifiable text/plaintext is a term popularised by Lomas et al. in [120]. It refers to a message
that contains information that is recognisable when decrypted, whether or not it was predictable
in advance.
2We classify password-based authentication protocols into two categories: (i) those which require
the usage of the server’s (or the user’s) public key, and sometimes together with the user’s password,
as a key-encrypting key; and (ii) those which only require the user’s password for key transport.
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TLS protocol. Simple password authentication through a secure TLS channel is
widely used in email and e-commerce applications between a user and a web server.
It can be achieved by first establishing a secrecy and integrity protected channel
between the user’s client (e.g. a web browser) and a remote server owned by a service
provider, normally through the server-authenticated TLS handshake protocol. The
user then submits his user name and password through the secure channel to the
server. Subsequently, the server authenticates the user by verifying the submitted
user name and password. Note that users within a grid environment make use of
exactly the same technique when accessing the MyProxy server to request their
proxy credentials. In such a set-up where the user enters his password only after the
secure channel is established, the authentication of the user (through his password)
is not directly tied to the secure channel. This provided the motivation for the
password-based TLS protocol proposed in [168]. However, the proposal of Steiner et
al. requires significant alterations to the structure of the TLS handshake protocol,
an undesirable property which limits the acceptability of their proposal.
The aims of this chapter are twofold: (i) revisit the notion of secret public keys and
uncover some unexplored potential benefits of using identity-based secret public
keys, through IBC, in password-based protocols; and (ii) show how identity-based
secret public keys can support the use of passwords in the TLS protocol in a more
natural and less disruptive way than was proposed in [168].
In our quest to revive the notion, we introduce some new properties for secret public
keys. In the IBC setting, we show that an identity-based secret public key can offer
more flexibility in terms of key distribution. For example, an identity-based secret
public key can be computed by a user on-the-fly without needing his authentication
server to transport the key to him. More importantly, a random string can be used
as the identifier for constructing a secret public key. This technique can offer a clean
and natural way of eliminating any predictable structure in the secret public key.
Through this, the number theoretic attacks that plague existing secret public key
protocols can easily be prevented.
Since both public and private keys in the IBC setting are kept secret, we also propose
the notion of secret signatures which seem to provide data confidentiality in addition
to their original cryptographic use, i.e. authentication and non-repudiation. This
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appears to provide additional properties in conventional secret public key protocols
and in password-based authentication protocols in general.
The TLS protocol is becoming increasingly ubiquitous for web-based applications
that require secure authentication and key establishment. Our identity-based ap-
proach to the concept of secret public keys may well be of significant practical value
when it is integrated with the standard TLS handshake protocol. We design a TLS-
compatible identity-based secret public key protocol which requires no structural or
message flow modification but only minimal changes or extensions to the message
contents.
Parts of the research findings presented in this chapter appear in [116].
6.2 Related Work
Extensive work on password-based key exchange protocols (which rely on user pass-
words only) has already been carried out. See for example [1, 2, 3, 17, 33, 35, 105],
which all originate from [21, 22]. In order to circumvent off-line password guessing
attacks, Bellare et al. [17, 19] proposed the use of a mask generation function E(·)
as an instantiation of the encryption primitive for encrypting a Diffie-Hellman com-
ponent, rather than using a standard block (or stream) cipher. For instance, a user
with his password PW can encrypt a Diffie-Hellman component gx by calculating
gx · H(PW ), where H is a hash function mapping onto the Diffie-Hellman group
and which is modelled as a random oracle in security proofs. Thus the result of the
encryption is a group element. This special encryption primitive, which needs to be
carefully implemented, is crucial in preventing any leakage of information about the
password when an attacker mounts a guessing attack. To decrypt and recover gx,
one can simply divide the ciphertext by H(PW ). All recent work, such as [1, 2, 3],
utilises this encryption primitive for their password-based key exchange protocols.
Our proposal using identity-based techniques can be seen as a novel alternative to
these current protocols. In addition, the identity-based techniques can be integrated
naturally with the TLS handshake protocol, which seems to be difficult to achieve us-
ing current Diffie-Hellman encrypted key exchange techniques without more radical
modification of the TLS handshake.
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The use of algorithms from a public key encryption scheme in a secret/symmetric key
setting is not new. In 1978, Hellman and Pohlig [98] introduced the Pohlig-Hellman
symmetric key cipher based on exponentiation. Two different keys are involved in
the symmetric key cipher, namely, a secret encrypting key e for the sender and a
secret decrypting key d for the receiver, where e 6= d. Obviously, the communicating
parties must agree in advance to share these two symmetric keys. In more recent
work, Brincat [36] investigated how shorter RSA public/private key pairs can be
used securely in the secret key world. This is slightly different from [98], as each
user has his own secret public/private key pair in [36]. Another related concept is
that of public key privacy from Bellare et al. [16]. The notion of indistinguishability
of keys in public key privacy is an extension of the ciphertext privacy concept:
given a set of public keys and a ciphertext generated by using one of the keys,
the adversary cannot tell which public key was used to generate the ciphertext. In
this chapter, we will make use of identity-based (secret) public keys in the secret
key setting. These public keys are known only to the senders and receivers, and
thus indistinguishability of encryptions and keys somewhat similar to [16] can be
achieved. Moreover, in such a setting, a signature can be made verifiable to only a
specific recipient, hence the moniker secret signature. In many ways, the concepts of
secret public key encryption and signatures seem to be closely related to the notion
of signcryption with key privacy from Libert and Quisquater [113]. The proposal
of [113] combined Zheng’s work on signcryption [191] and the key privacy concept
of [16]. Our concept of secret signatures is also related to the strongest security
notion for undeniable and confirmer signatures called invisibility in [40].
6.3 Secret Public Key Protocols and Attacks
In this section, we revisit the first secret public key protocol proposed in the lit-
erature [86]. We will explain what the problems are with the protocol. This will
motivate our introduction of identity-based techniques to this area.
Notation. We use ˆPK and ˆSK to represent a secret public key (SPK henceforth)
and its matching private key, respectively. These are no different from conventional
asymmetric keys except that they are both kept secret. PW denotes a password-
143
6.3 Secret Public Key Protocols and Attacks
derived symmetric key which is shared between a user and an authentication server.
A nonce and a random number are represented by n and r, respectively. We use
the notation Enc ˆPK(·) to indicate asymmetric encryption using a secret public key
ˆPK and {·}K for symmetric encryption under a symmetric key K. In the three-
party scenarios that we will discuss in this section, we use A and B to denote two
communicating parties, while S denotes a trusted authentication server whose role
is to distribute a copy of a randomly generated session key to both A and B. Other
notations will be introduced as they are needed.
The GLNS SPK Protocol. Gong et al. [86] envisaged that using secret public
keys in a password-based protocol may be useful in a situation where the public
keys are needed for certain protocol messages but the protocol participants do not
know in advance the public key of their authentication server. In addition, they
implicitly assumed that a secret public key could be viewed as a nonce which, when
encrypted with a password, offers unverifiability of text. Assuming A and B share
their respective passwords with the authentication server S, the server can distribute
fresh copies of public keys to A and B encrypted using their respective passwords as
symmetric keys at the beginning of each protocol run. Each public key is only known
between the server and the relevant participant. This seems to make traditional
chosen plaintext attacks more difficult, as the encryption keys are not known to the
attacker. The details of the SPK protocol of [86] are depicted in Protocol 6.
Protocol 6 The GLNS SPK Protocol
(1). A→ S : A, B
(2). S → A : A, B, nS , { ˆPKSA}PWA , { ˆPKSB}PWB
(3). A→ B : Enc ˆPKSA(A,B, nA1, nA2, cA, {nS}PWA), nS , rA, { ˆPKSB}PWB
(4). B → S : Enc ˆPKSA(A,B, nA1, nA2, cA, {nS}PWA),
Enc ˆPKSB (B,A, nB1, nB2, cB, {nS}PWB )
(5). S → B : {nA1, KAB ⊕ nA2}PWA , {nB1, KAB ⊕ nB2}PWB
(6). B → A : {nA1, KAB ⊕ nA2}PWA , {H(rA), rB}KAB
(7). A→ B : {H(rB)}KAB
As shown in Protocol 6, S generates two new sets of secret public/private key pairs
( ˆPKSA, ˆSKSA), ( ˆPKSB, ˆSKSB) and distributes the public components to A in en-
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crypted form whenever A initiates the protocol run. Here, cA and cB are sufficiently
large random numbers known as confounders. They serve no purpose other than to
confound guessing attacks based on some verifiable texts. Also, H is assumed to be
a well-designed hash function.
In [86], the authors assumed that so long as the secret public keys ˆPKSA and
ˆPKSB are randomly generated, it will be difficult for the attacker to verify if his
password guesses on { ˆPKSA}PWA or { ˆPKSB}PWB are correct. In reality, however,
this is not completely true. When using conventional public keys such as RSA
exponents or Diffie-Hellman components, the keys contain certain number theoretic
structure even though they are randomly generated. This, in turn, may allow the
attacker to verify his guessed passwords efficiently by predicting and checking the
outcome of the decryption. For example, if ˆPKSA is an RSA public key of the
form N = pq, then the attacker could expect the decryption of { ˆPKSA}PWA under
a guess PW ′A for A’s password to be an odd integer. This allows the elimination
of half of all passwords in a simple off-line guessing attack. It is this observation
that led to Patel’s study on various number theoretic attacks on secret public key
protocols [141]. It is also worth noting that {·}K must not represent the action of an
authenticated encryption algorithm as this would also leak information that could
be used to verify the correctness or otherwise of password guesses.
Patel’s Attacks. As we have just seen, it can be dangerous to transmit an RSA
modulus in encrypted form in an SPK protocol. Even if the ciphertext contains
only an RSA exponent, e.g. {e}PW , there are various number theoretic attacks
that would reveal the password PW . For example, the attacker could expect the
decryption of {e}PW under a guess PW ′A to be an odd integer; an even result would
eliminate PW ′A as a possible password. Thus, some countermeasures against these
number theoretic attacks such as padding or randomisation of the RSA exponent
are inevitably required.
Patel [141] showed that even when moduli N are sent in clear, and e are randomised
and padded, there is still a lethal off-line guessing attack. Protocol 7 illustrates
Patel’s RSA version of the SPK protocol. We only show the first 3 out of 7 protocol
messages as this is sufficient to describe Patel’s attack.
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Protocol 7 The RSA SPK Protocol
(1). A→ S : A, B
(2). S → A : A, B, nS , {eSA}PWA , NA, {eSB}PWB , NB
(3). A→ B : EnceSA(A, B, nA1, nA2, cA, {nS}PWA), nS , rA, {eSB}PWB
...
...
An attacker can impersonate S and block A’s communication with the real authen-
tication server to mount the following attack.
1. When the attacker E detects A is sending message (1) to S, he blocks S’s
response from reaching A. E intercepts message (2) and replaces NA with his
own N ′A whose prime factors he knows. Also, since E does not know PWA, he
simply replaces {eSA}PWA with a random string RA.
2. A unwittingly decrypts RA with her password-derived key PWA and obtains
e′SA which A believes was generated by S. Subsequently in message (3), A
forwards Ence′SA(A, B, . . . ) to B.
3. E intercepts message (3) and can now perform off-line password guessing on
RA. For each possible PW ′A, E decrypts RA and retrieves a possible value
for e′SA. Since E knows the prime factors of N
′
A, he has no problem com-
puting the decryption exponent d′SA for each value of e
′
SA. By decrypting
Ence′SA(A, B, . . . ) with d
′
SA and checking if the plaintext is of the form
(A, B, . . . ), E can test if PW ′A is the correct password.
It was pointed out in [141] that the above attack on the RSA-based SPK protocol
is unavoidable unless all protocol participants use an agreed-upon RSA modulus, or
unless the protocol is radically modified.
Even supposing a discrete logarithm based SPK protocol was used, and the cipher-
text (which contains a secret public key) transmitted to A was then of the form
{gx}PW , where g is a generator of a subgroup of Z∗p of prime order q and x is a
random integer, the password can still be discovered. If a naive encryption of ele-
ments in the subgroup is performed with a standard block (or stream) cipher, then
there is an off-line password guessing attack. The attacker simply decrypts {gx}PW
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with a guessed password and observes if the resulting plaintext is an element of the
subgroup. If it was an incorrect guess, the likelihood that gx is not an element of
the subgroup is at least (p − q)/p > 1/2. This attack can only be prevented by
ensuring that decryption of {gx}PW with a guessed password PW ′ always results in
an element of the subgroup. Furthermore, it is also essential that public parameters
such as g, p and q have been agreed a priori among the users. More examples and
discussion on this subject can be found in [141, 168]. Notice that this kind of attack
is prevented using mask generation functions of the type discussed in Section 6.2.
From the above descriptions of various number theoretic attacks, it should be evident
that designing a SPK protocol can be difficult and not without some extra costs in
ensuring the predictable number theoretic structure within public keys is eliminated.
These observations are crucial for motivating our identity-based approach. We will
show that the aforementioned problems can be prevented easily and naturally, using
identity-based techniques.
6.4 New Properties from Identity-Based Secret Public Keys
We now present properties from identity-based SPKs by using the Boneh-Franklin
IBE and Zhang-Susilo-Mu IBS schemes of Sections 3.4.1 and 3.4.4. Pre-distribution
or fixing of some public/system parameters is common in password-based protocols.
In the following sections, we assume that the system parameters for the Boneh-
Franklin IBE and the Zhang-Susilo-Mu IBS schemes can be distributed by the server
to all its users during the user registration phase using an out-of-band mechanism.
This is important as failure to use an authentic set of system parameters would allow
the attacker to inject his own chosen parameters. Also, during the registration phase
between a user and the server, the user will pick a password pwd and send an image
PW of the password to the server. Typically, one might set PW = H0(pwd) · P ,
where H0 : {0, 1}∗ → Z∗q , G1 is a group of prime order q used elsewhere in the
protocol, and P generates G1. Note then that the server only knows PW and not
pwd. The actual password pwd still remains private to the user only. In some cases
where pwd and PW are used together, stronger authentication can be provided in the
sense that the user’s authenticity can still be guaranteed even if the string PW stored
in the server is revealed. This technique of using an image of the actual user-selected
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password is common to many password-based protocols, for example [1, 17, 19, 22].
Here, we present and discuss some interesting properties of identity-based SPKs
(ID-SPKs henceforth) which are new as compared to conventional SPKs based on
RSA or Diffie-Hellman primitives. These properties can be obtained from using
the Boneh-Franklin and Zhang-Susilo-Mu schemes, and they form the basis and
motivation for the ID-SPK protocols that we will discuss in Section 6.5.
6.4.1 ID-SPK as Secret Identifier
In the conventional IBC setting, an identifier refers to some public information which
represents a user and is known to all parties. Here, however, we work with secret
identifiers, that is, identifiers only known to the user A (or B) and the server S.
These can be obtained by binding a secret value such as a password to an identifier.
Such an ID-SPK of the form ˆPK = H1(user‖password‖policy) can be generated
by both the user and the server on-the-fly. Here policy denotes constraints that
can be included in the ID-SPK such as a date, nonces, or roles. In other words,
the server does not need to distribute a fresh secret public key to its users, in
contrast to [86, 174]. Here we assume the users have access to the server’s fixed
system parameters. For example, referring back to Protocol 6, when A initiates the
protocol she could, in principle, skip messages (1) & (2) and transmit message (3)
to B as follows:
(3). A→ B : Enc ˆPKAS (A,B, . . . )
where ˆPKAS = H1(A‖S‖PWA‖“10102005”) denotes a public key in the IBE scheme
of [25]. Here “10102005” represents a date. A date with more granularity (e.g.
concatenated with time) or a nonce may well be needed to ensure freshness of ˆPKAS .
We remark that the Boneh-Franklin IBE scheme is IND-ID-CPA secure and thus
the attacker cannot use a guessed password PW ′A to verify his guess by generating
Enc ˆPKAS (A,B, . . . ) and comparing it with the actual ciphertext produced by A,
even if he knows all the plaintext components. We also assume that given the
ciphertext that A produced, the attacker should learn nothing about the encryption
key, i.e. ˆPKAS .
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On the server side, the server can extract the matching private key for ˆPKAS using
its master secret. Unless the attacker can break the IBE scheme or recover the
master secret, the above ciphertext is resistant to password guessing attacks. This
identity-based technique offers a form of non-interactive distribution of secret public
keys from the server to its users.
In the above example, A uses an ID-SPK encryption scheme which is adapted from
the full version of the Boneh-Franklin IBE scheme [25] with the encryption key
only known to the user and the server. Formal security definitions and proofs of
security for ID-SPK encryption schemes are beyond the scope of this thesis and will
be addressed in our future work.
6.4.2 Random String as ID-SPK
We have explained earlier in Section 6.3 that a naive encryption of an RSA exponent
or a group element with a standard block cipher would lead to effective off-line
password guessing attacks. Therefore, some form of padding or randomisation of
the keys is needed. In the IBC setting, we note that a random string with arbitrary
length without any predictable structure can also be used as an identifier. The
corresponding public key is usually derived from this identifier by hashing. Since
now only a random string needs to be encrypted under the user password, the
possibility of using a standard block cipher for the encryption is opened up3. For
example, in Protocol 6, the server can transport random strings STA and STB to A
and B, respectively, in message (2) as follows:
(2). S → A : A, B, nS , {STA}PWA , {STB}PWB
(3). A→ B : Enc ˆPKSA(A, B, nA1, nA2, nS), nS , rA, {STB}PWB
(4). B → S : Enc ˆPKSA(A, B, nA1, nA2, nS), Enc ˆPKSB (B, A, nB1, nB2, nS)
Since STA and STB are just random strings, they do not contain any predictable
structure which could leak some information to the attacker as in the case of RSA
or Diffie-Hellman keys. Subsequently, users A and B can derive their ID-SPKs
ˆPKSA = H1(A‖S‖STA) and ˆPKSB = H1(B‖S‖STB), respectively, and respond
3However, it is still necessary to take care to avoid attacks based on the introduction of redun-
dancy, for example padding, in the block cipher encryption.
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to the server via messages (3) and (4). If the server can decrypt B’s reply and
recover nS from both the ciphertexts produced with ˆPKSA and ˆPKSB, it can be
assured that the users have received the correct random strings. Thus, A and B are
authenticated to S. The use of random strings as identifiers is a key property from
our identity-based approach which may give the concept of SPK protocols new life.
We remark that to prevent off-line attacks, ciphertexts obtained by encryption under
the keys ˆPKSA and ˆPKSB must not leak useful information about STA and STB,
respectively. This is not a traditional requirement of a public key encryption scheme
(it is related to the public key privacy concept in [16]). Also note that since we
use a probabilistic encryption scheme here, we have removed the use of confounders
cA and cB originally proposed in Protocol 6 in messages (3) and (4). Furthermore,
users A and B no longer need to encrypt nS with their respective passwords in
their replies to S, in messages (3) and (4). This is because users A and B can
demonstrate knowledge of their respective passwords by their ability to construct
correct keys from STA and STB.
6.4.3 Secret Signatures
In what follows, we show some extended properties that an ID-SPK can offer as
compared to a conventional SPK. Again, referring to Protocol 6, if in the protocol
A (and B) selects and sends STA (and STB) to the server (rather than the server
sending it to the user), we can, in principle, remove messages (1) & (2) and modify
messages (3) – (5) as follows:
(3). A→ B : Enc ˆPKSA1(A, B, STA), rA
(4). B → S : Enc ˆPKSA1(A, B, STA), rA,
Enc ˆPKSB1(A, B, STB), rB
(5). S → B : Sig ˆSKSA2(KAB), Sig ˆSKSB2(KAB)
Note that we have replaced nonces nA1, nA2, nB1 and nB2 in Protocol 6 by random
strings STA and STB. For ease of exposition, we concentrate on the interaction
between A and S. In message (3), A encrypts a random string STA with an ID-
SPK ˆPKSA1 = H1(A‖S‖PWA). It is obvious that a symmetric encryption of the
form {A, B, . . . , STA}PWA cannot be used in message (3) because the identities
150
6.4 New Properties from Identity-Based Secret Public Keys
of A and B are verifiable texts. The server responds with a signature generated
with a private key associated with the public key ˆPKSA2 = H1(S‖A‖PWA‖STA).
The reason for doing this will be clear when we look at the motivation for using
Sig ˆSK(·), a signature scheme with a private key ˆSK, in message (5). As compared
to the modification of Protocol 6 given in Section 6.4.2, the server cannot reply to A
with an encrypted message using an ID-SPK constructed fromH1(S‖A‖PWA‖STA).
This is mainly because in such an asymmetric model (where the user only knows an
easy-to-remember password and the server has access to the secret public/private
key pairs), only the server itself can extract the corresponding private key. This
prompts the requirement to use a secret signature which not only provides non-
repudiation of the signed message and message recovery, but also preserves message
confidentiality. This last property is needed because the server wants only A and B
to be able to verify the signatures and recover the signed messages. This, in turn,
leads us to the use of an ID-SPK signature scheme with message recovery which can
be adapted from [190]. So long as the verification keys used in the scheme of [190]
are kept secret between the intended parties, our concept of secret signatures can
be used. However, we remark that the IBS scheme with message recovery must
be used carefully because the scheme provides message integrity. In other words, a
simple off-line password guessing attack would be enabled if a secret signature was
created based on a private key corresponding to ˆPKSA2 = H1(A‖S‖PWA). For
instance, the attacker could construct an ID-SPK ˆPK ′SA2 = H1(A‖S‖PW ′A) using
a guessed password PW ′A and then attempt to verify the signature. If he used the
wrong password, the Verify algorithm would return an error message. Because
of that, the identifier from which the verifying key is derived must contain a secret
value chosen from a space much larger than the password space. We achieve this by
including STA (or STB) in the identifier. It is also worth mentioning that a secret
signature should not leak information about the signing key, the verifying key, or
the plaintext that has been signed.
As we have explained earlier, a secret identifier can bind a user’s password naturally
to a secret public/private key pair. As such, secret signatures may be beneficial in
a password-based protocol when one or both of the following conditions apply:
(i). Non-repudiation, confidentiality and integrity of a signed message are required.
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(ii). An additional line of defence is desirable (e.g. assuming the server keeps its
master secret in a tamper-resistant hardware token or smartcard, the attacker
cannot impersonate the server to any of its users even if the users’ passwords
are exposed).
Formal security definitions and proofs of security for ID-SPK signature schemes with
message recovery are beyond the scope of the thesis. These will be addressed in our
subsequent work on ID-SPKs.
6.5 The ID-SPK Protocols
In the previous sections, we learned that to exploit the advantages of using SPKs
in a password-based protocol, the keys must not contain any predictable structure,
such as that appearing in RSA or discrete logarithm-based systems. This section
presents three-party and two-party ID-SPK protocols which can solve this structural
issue in a clean and natural way. We assume that all the protocol participants have
agreed on some system parameters for the ID-SPK encryption and signature schemes
a priori.
Before we look at the ID-SPK protocols, it may be useful to classify some common
attacks on password-based protocols.
• On-line password guessing attacks: The attacker chooses a password from
his dictionary and tries to impersonate a user. He verifies the correctness of
his guess based on responses from a server. If the impersonation fails, the
attacker tries again using a different password from his dictionary. Note that
the attacker can also impersonate the server to the user by intercepting and
modifying a message originating from the server before forwarding it to the
user (assuming the server has used the user’s password in some way in creating
the message). He can verify his password guesses based on responses from the
user.
• Off-line password guessing attacks: The attacker records past communication
and makes a verifiable guess using a password from his dictionary. If the guess
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fails, the attacker tries again with a different password until the correct pass-
word is found. No on-line participation of a server (or a user) is required and
the attacks take place without the knowledge of the actual protocol partici-
pants.
• Attacks exploiting exposed secrets: The attacker may occasionally have access
to sensitive information such as past session keys or a user’s password. This is
possible when the user’s machine or the server are compromised, or the user’s
password is revealed through a keystroke logger. It is a desirable security
property that exposure of past session keys will not lead to the exposure of
the user’s password and vice versa.
• Undetectable on-line password guessing attacks: The attacker mounts an on-
line guessing attack. However, a failed guess cannot be detected and logged
by the server (or the user). In other words, the protocol participants cannot
distinguish a genuine protocol message from a modified (malicious) message.
Security Model. We sketch here our definition of the security for a password-
based ID-SPK protocol, using an informal security model. In the model, there
is an adversary E, who is allowed to watch regular runs of the protocol between
a user, U ∈ U , where U is a set of protocol users, and a server S. E can actively
communicate with the user and the server in replay, impersonation, and man-in-the-
middle attacks. The adversary can prompt one of the parties to initiate new sessions.
In each session, E can see all the messages sent between U and S. Furthermore, he
can intercept the messages and modify or delete them. Also, E gets to see whether
S accepts the authentication or not. In addition, we allow the adversary to establish
as many “accounts” as he wishes with the server using his own chosen passwords.
He can then run arbitrarily many authentication sessions using these accounts to
obtain information for his attacks.
It is clear that if the user picks a password from his dictionary D, then the adversary
that attempts n active impersonation attacks (or on-line guessing attacks) over n
distinct sessions with the server can succeed with probability at least n/|D| by trying
a different password from D in each attempt.
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Definition 1 (Informal) We say that the ID-SPK protocol is secure if all the
following conditions are satisfied.
1. No useful information about a session key is revealed to the adversary during
a successful protocol run and the exposure of past session keys does not leak
any information about the current session key.
2. The adversary cannot discover the correct user password after n active imper-
sonation attempts with probability significantly higher than n/|D|.
3. The protocol is resistant to off-line password guessing attacks.
4. The protocol is resistant to undetectable on-line password guessing attacks.
5. The exposure of the user’s past session keys will not lead to the exposure of the
user’s password and vice versa.
We remark that a formal security model and definition, such as those used in [17],
have not been employed in this thesis. This is mainly because the objectives of the
chapter are to explore new ways of using SPKs in the IBC setting and to study their
practical application to the TLS protocol. The above informal security model and
definition will be used instead in the following sections in describing three-party and
two-party ID-SPK protocols.
6.5.1 The Three-Party ID-SPK Protocol
In [85], Gong further optimised the original SPK protocol in [86] by reducing the
number of protocol messages to reduce the communication costs incurred by the
protocol. We further modify Gong’s optimised SPK protocol by building on the
example given in Section 6.4.3, as shown in Protocol 8.
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Protocol 8 The Modified Gong SPK Protocol
(1). A→ B : A, rA, Enc ˆPKA1(A, STA)
(2). B → S : B, Enc ˆPKB1(B, STB), A, rA, Enc ˆPKA1(A, STA)
(3). S → B : Sig ˆSKB2(KAB), Sig ˆSKA2(KAB)
(4). B → A : Sig ˆSKA2(KAB), MACKAB(rA), rB
(5). A→ B : MACKAB(rB)
In Protocol 8, users A and B select their respective random strings STA and STB and
encrypt them with an ID-SPK. As before, ˆPKA1 = H1(A‖S‖PWA) and ˆPKB1 =
H1(B‖S‖PWB). The server recovers STA and STB, and computes private keys
ˆSKA and ˆSKB matching the ID-SPKs constructed from the random strings, where
ˆPKA2 = H1(S‖A‖PWA‖STA) and ˆPKB2 = H1(S‖B‖PWB‖STB). The private
keys are then used to sign a session key. We assume that an IBS scheme with
message recovery is used, so that the intended recipients are able to recover the
session key. These secret signatures also provide non-repudiation. Even though this
is rarely a requirement in protocols for authentication and key establishment, it
automatically provides the important data integrity and data origin authentication
services [31]. Note that MACKAB(rA) and MACKAB(rB) in messages (4) and (5) are
used by A and B, respectively, to prove to each other that they are indeed sharing
the same session key. This provides key confirmation.
To improve the performance of Protocol 8, Sig ˆSKA2(KAB) and Sig ˆSKB2(KAB) in
message (3) can be replaced with {KAB}KA and {KAB}KB , respectively, where
KA = F (STA) and KB = F (STB), with F being a key derivation function. It is
worth noting that KA and KB must not be derived from user passwords because
this would allow the attacker to mount an off-line password guessing attack. The
correctness of a candidate password could be verified by comparing MACKAB(rA)
from message (4) with MACK′AB(rA), where K
′
AB is obtained using the guessed
password.
Security Analysis. Protocol 8 shows that users A and B communicate with
S using secret identifiers IDA = A‖S‖PWA and IDB = B‖S‖PWB, respectively.
These identifiers involve the users’ passwords. Since S is the only party who has
knowledge of PWA and PWB apart from A and B, the users should receive the
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same session key created by the server provided the correct private keys are used
to transport the session key. If A and B can successfully recover KAB from their
respective received secret signatures, they can be assured of the authenticity of the
server.
It is clear that requirement 1 of Definition 1 can be satisfied if the session key is
randomly generated by the server. Moreover, the session key cannot be computed
directly by the adversary E.
By observing a protocol run, E can gather information such as Enc ˆPKA1(A, STA),
Enc ˆPKB1(B, STB), Sig ˆSKA2(KAB) and Sig ˆSKB2(KAB). However, since we assume
that the ID-SPK encryption scheme used in this protocol is IND-ID-CCA secure, E
cannot gain any useful information about STA and STB from the encrypted random
strings Enc ˆPKA1(A, STA) and Enc ˆPKB1(B, STB) without knowledge of the master
secret held by the server. As for the session key transportation in the form of
secret signatures from the server to the users, E can choose his own verification keys
in an attempt to recover the session key. However, there seems to be no efficient
way for E to predict the correct ID-SPK if the ID-SPK signature scheme used in
the protocol offers appropriate security. In particular, we assume that E cannot
distinguish a secret signature from a randomly generated string if the identifier is
constructed using sufficient randomness. We also assume that the adversary cannot
forge valid secret signatures, impersonating the server to users. Apart from that,
it is very unlikely that E can impersonate a legitimate user by guessing the user’s
password. This is so since the adversary’s impersonation attack would be detected
immediately by the server if the user’s chosen random string cannot be recovered
successfully from message (2). Note that the number of impersonation attempts can
be kept acceptably small by using mechanisms that can log and control the number
of failed authentication attempts. A brute force attack on message (3) or (4) to
deduce the session key can be easily thwarted by using random strings STA and
STB with entropy significantly larger than the password space of D. Also, so long
as STA and STB are fresh and randomly generated for each protocol run, E would
not be able to mount a replay attack. It is thus conjectured that requirement 2 is
satisfied.
When E uses a password PW ′A ∈ D to mount an off-line password guessing attack
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on a recorded Enc ˆPKA1(A, STA), there is no way for the adversary to verify the
correctness of ˆPK ′A1 = H1(A‖S‖PW ′A) if the ID-SPK encryption is randomised
and IND-ID-CPA secure. If E selects PW ′A ∈ D and ST ′A at random, computes
ˆPK ′A2 = H1(S‖A‖PW ′A‖ST ′A), and then attempts to verify Sig ˆSKA2(KAB), his
check will almost certainly fail since the entropy of STA is much larger than the
entropy of PWA. Thus this form of off-line guessing attack will not succeed and
therefore, Protocol 8 also satisfies requirement 3.
If E has a valid account with S, he may possibly mount an insider attack by im-
personating A to S, pretending to be wanting to establish a session key KAE with
himself. In the attack, E initiates the protocol by computing Enc ˆPK′A1(A, ST
′
A)
with a guessed password PW ′A, and hence ˆPK ′A1 = H1(A‖S‖PW ′A). However, once
this message has reached S, the server should get an error message when decrypt-
ing Enc ˆPK′A1(A, ST
′
A) using the decryption key matching ˆPK ′A1. Therefore it is
clear that the protocol can detect on-line guessing attacks and thus requirement 4
is satisfied.
On certain rare occasions, E may have access to A’s or B’s machine and thus
the past session keys shared between them are exposed. However, since E has no
knowledge of the master secret of S and the matching private component of ˆPKA2,
E still cannot determine PWA even though he can mount a brute-force attack on
ˆPKA2. On the other hand, if for some reason, E has the correct password for A,
he may attempt to find the value of STA given A’s password and the ciphertext
Enc ˆPKA1(A, STA). Since the encryption scheme is IND-ID-CCA secure, E only has
a negligible success probability to discover the correct STA. Also, since the value
of the verification key for Sig ˆSKA2(KAB) depends on the secret value STA, E can
only recover the session key with negligible probability and forward secrecy of the
protocol is preserved. Hence, requirement 5 is also satisfied and we conclude that
Protocol 8 is a secure ID-SPK assuming that the ID-SPK encryption and signature
schemes are appropriately secure.
Nevertheless, it is worth noting that if the server’s master secret is compromised, the
adversary can deduce the users’ passwords without much difficulty. For instance,
for each candidate password PW ′A, E can extract the private key matching the
identifier ID′A = A‖S‖PW ′A and use it to attempt to decrypt Enc ˆPKA1(A, STA)
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from message (1), and check if the decryption unveils A’s identity. Hence, it is of
the utmost importance that the server’s master secret is kept private, for example by
using a strong protective mechanism such as storing it in a tamper-resistant device.
6.5.2 The Two-Party ID-SPK Protocol
We now present a Diffie-Hellman type two-party ID-SPK protocol. Our protocol is
adapted from [1, 17] which make use of the encrypted Diffie-Hellman ephemeral key
exchange technique between two parties. We apply the identity-based techniques
that we introduced in Section 6.4 to obtain Protocol 9, as shown below.
Protocol 9 The Diffie-Hellman ID-SPK Protocol
(1). A→ S : A, Enc ˆPKA1(aP )
(2). S → A : S, Sig ˆSKA2(xP )
In Protocol 9, the user randomly selects a ∈ Z∗q and computes aP , where P ∈ G1
is part of the system parameters. A then encrypts the Diffie-Hellman component
with ˆPKA1 = H1(A‖S‖PWA) and sends message (1) to S. The server extracts the
matching private key ˆSKA1 with its master secret to recover aP . Subsequently,
S picks a random number x ∈ Z∗q and calculates xP . The server then extracts
another private key which is associated with ˆPKA2 = H1(S‖A‖PWA‖aP ), produces
Sig ˆSKA2(xP ), and transmits it to A. After receiving message (2), the user retrieves
xP with ˆPKA2. Both the user and the server calculate a session key as KAS =
F (A‖S‖PWA‖aP‖xP‖axP ), where F is a key derivation function. Note that key
confirmation can be provided by adding a third message from A to S, in which
A provides a MAC computed on all the protocol messages using the session key
(derived using a different key derivation function to F ).
Security Analysis. As with Protocol 8, user A uses an ID-SPK, but in this case
to transport a Diffie-Hellman ephemeral key aP to the server. It is worth noting
that message (1) can be replayed but this is not an issue because the purpose of the
protocol is to authenticate the session key. If the adversary E has captured message
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(1) and replays it, he will not gain any information about the session key, unless he
has access to a and to xP in message (2). Also, we note that since only S other
than A has access to PWA, S is authenticated to A when A successfully recovers xP
(recall that an ID-SPK signature scheme provides a message integrity check) using
ˆPKA2 = H1(S‖A‖PWA‖aP ).
Clearly, requirement 1 of Definition 1 can be satisfied if the ephemeral Diffie-Hellman
components from A and S are randomly generated and information used to compute
the session key including a, aP, x, xP, and PWA cannot be computed directly by E.
E has access to Enc ˆPKA1(aP ) and Sig ˆSKA2(xP ) through watching a protocol run
between A and S. However, since we assume that the ID-SPK encryption scheme
used in this protocol is IND-ID-CCA secure, E cannot obtain any useful information
about aP from Enc ˆPKA1(aP ) without knowledge of the master secret held by the
server. Also, we assume that the ID-SPK signature scheme used in the protocol
produces secret signatures Sig ˆSKA2(xP ) that are indistinguishable from random
strings. Hence it is hard for E to deduce any information about the Diffie-Hellman
component chosen by the server. Apart from that, as we have discussed when
analysing Protocol 8, it appears unlikely that E will successfully impersonate A in n
attempts with probability significantly higher than n/|D| or mount a replay attack,
provided aP and xP are fresh and their entropy is significantly higher than the
entropy of D. Also, the use of an incorrect password in generating ˆPKA1 can be
easily detected by the server when the server uses the wrong matching private key
to recover aP . It is thus conjectured that requirements 2, 3 and 4 are satisfied.
It is possible that E may have access to A’s machine and recover the past session
keys used by A. In that case, despite the fact that E knows K ′AS , he must be able
to break the key derivation function F in order to deduce A’s password. On the
other hand, if for some reason A’s password is revealed to E, E may attempt to
find the value of aP given A’s password and the ciphertext Enc ˆPKA1(aP ). Since the
encryption scheme is IND-ID-CCA secure, E only has a negligible success probability
to find the correct aP . Also, since the value of the verification key for Sig ˆSKA2(xP )
depends on the secret value aP , E can only recover the session key with negligible
probability. This is related to the forward secrecy of protocols discussed in [1, 17].
Therefore, requirement 5 is also satisfied. We note that in addition to having met
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this requirement, even if E knows aP and xP , he has to solve the intractable CDH
problem in order to calculate axP and hence the session key. We conclude that
Protocol 9 is a secure ID-SPK protocol.
As with the security of Protocol 8, it is essential to have the server’s master secret
adequately protected to ensure that the aforementioned security conditions hold.
6.6 Integrating ID-SPKs with TLS
Steiner et al. [168] first proposed the integration of password-based Diffie-Hellman
encrypted key exchange with the TLS handshake protocol (DH-EKE/TLS). Here we
propose a server-authenticated, TLS-compatible ID-SPK protocol (ID-SPK/TLS)
by building on the ideas developed in the previous sections.
Protocol 10 The ID-SPK/TLS Protocol
(1) A→ S : ClientHello = nA, session id, cipher suite
(2) S → A : ServerHello = nS, session id, cipher suite
ServerKeyExchange = {STA}PWA
ServerHelloDone
(3) A→ S : ClientKeyExchange = Enc ˆPKA(pre master secret)
ClientFinished
(4) S → A : ServerFinished
The description of Protocol 10 and comparison with the standard TLS handshake
protocol are as follows.
(1) As with the current TLS specification [50], Protocol 10 begins with A sending
S a ClientHello message. The message contains a fresh nonce, a session iden-
tifier and a cipher specification. In the standard TLS protocol, session_id
contains a value which identifies a previously established session between A
and S some or all of whose security parameters A wishes to re-use. Otherwise
it is an empty field. In Protocol 10, we envisage that if there is no session
identifier to be re-used or resumed, then session_id would carry the identity
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of A. Meanwhile, cipher_suite contains a cipher specification extended from
TLS version 1.0 to handle the ID-SPK encryption and signature schemes. For
example, TLS_ID_SPK_WITH_DES_CBC_SHA would define an ID-SPK-supported
cipher specification that uses DES-CBC and SHA as the symmetric encryption
algorithm and hash function, respectively.
(2) S responds with a ServerHello message which contains an independent nonce
and a session identifier whose value depends on the client’s input. For instance,
if session_id = A, S will create a new session identifier. Otherwise, S will
search its local cache to check if there is a session identifier which matches the
value submitted by A and decide whether or not to resume the session. S then
generates a random string STA that will be used by A to communicate a pre-
master secret. String STA is encrypted using DES-CBC with A’s password. As
in Section 6.4.2, care must be taken to avoid introduction of redundancy that
would enable off-line guessing attacks. The encrypted random string is sent to
A in ServerKeyExchange. The ServerHelloDone message is then transmitted
to indicate the end of step (2).
It is worth noting that if we replace {STA}PWA in the ServerKeyExchange
message with Sig ˆSKA(STA), the protocol will be insecure. For let the correct
verification key for Sig ˆSKA(STA) be
ˆPKA = H1(A‖S‖PWA). At first glance,
it may seem that the ServerKeyExchange message would achieve its intended
purpose in Protocol 10, i.e. securely transporting a random string to A. How-
ever, the signature integrity check in an IBS scheme with message recovery
can be used to mount a simple off-line password guessing attack, as described
in Section 6.4.3.
(3) A uses her password to recover STA. A then selects a random pre-master
secret and encrypts it using an ID-SPK encryption scheme with ˆPKA =
H1(A‖S‖PWA‖STA). It appears that the attacker could not learn any in-
formation about PWA by mounting an off-line password guessing attack on
a recorded Enc ˆPKA(pre master secret), since the ID-SPK encryption is as-
sumed to be IND-ID-CPA secure (as discussed in the security analysis of Pro-
tocol 8 in Section 6.5.1). For the same reason, the attacker only has a negligible
success probability to discover the correct pre-master secret chosen by A even
if PWA is revealed.
A transmits the encrypted pre-master key to S using the ClientKeyExchange
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message. Note that A still cannot authenticate S (and its system parameters)
at this stage because A has only decrypted {STA}PWA and used the recovered
STA to perform the ID-SPK encryption. However, S can authenticate A when
A completes step (3) as the ClientFinished message contains a verification
value:
PRF(master_secret, “client finished”, h_messages_1, h_messages_2),
where PRF is a pseudo-random function, and
master_secret = PRF(pre_master_secret, “master secret”, nA, nS).
Here, h_messages_1 and h_messages_2 represent hash values of all handshake
messages up to but not including this message, using different hash functions.
If A has used the correct password in deriving the key ˆPKA used to encrypt
the pre-master secret and S has retrieved this value, then the verification value
computed by S matches the value sent by A in ClientFinished, and thus A
is authenticated.
(4) S calculates a verification value as above with “server finished” replacing
“client finished” and transmits it to A in ServerFinished. A checks the
verification value received from S. If it was correctly calculated, only now
has S been authenticated by A, since only S could have derived the appropri-
ate decryption key using the shared password PWA and its master secret to
retrieve the correct pre-master secret.
Subsequently, master_secret will be used to derive further keys for protecting
application data between A and S.
As with Protocols 8 and 9, Protocol 10 also achieves forward secrecy. The exposure
of the user’s long-term credential, i.e. password, does not compromise the user’s past
session keys since the encryption scheme used is IND-ID-CPA secure. The master
secret of the server must not be compromised in order for this condition to hold.
Discussion. In [168], the authors claimed that five protocol flows are the best pos-
sible design to prevent dictionary attacks in the DH-EKE/TLS protocol. Also, swap-
ping the order of ClientFinished and ServerFinished was necessary. Our Proto-
col 10 shows that no structural changes are required but only minimal alterations
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to the contents of the standard TLS protocol messages: (i) inclusion of the client’s
identity in session_id; and (ii) replacement of a signed temporary RSA or a Diffie-
Hellman ephemeral key with an encrypted random string in ServerKeyExchange.
These modifications only require small adjustments to data fields of the current TLS
protocol specification. Hence, the advantages that changes (i) and (ii) could bring
seem to outweigh any implementation issues that they may cause.
One limitation of our proposed protocol is the need for pre-distribution of the server’s
system parameters. Otherwise, a man-in-the-middle attack similar to Patel’s attack
on Protocol 7 is possible. In this attack, the attacker can impersonate S to A by
inserting his own set of system parameters and substituting {STA}PWA with a ran-
dom string RA. A would then use her password to recover a value ST ′A from RA.
When A replies with his chosen pre-master secret encrypted under the identifier
ID′A = A‖S‖PWA‖ST ′A, for each candidate password PW ′A, the attacker now de-
crypts RA using PW ′A to obtain a value ST
′
A, and then uses ST
′
A to derive a private
key corresponding to the identifier ID′A = A‖S‖PW ′A‖ST ′A. Subsequently, the server
recovers a pre-master secret and computes a ClientFinished value. The guessed
password can then be verified by comparing the ClientFinished value that S com-
puted with the ClientFinished value that A sent to S. If they match, then the
guessed password is a correct one.
6.7 Application in MyProxy
It is not uncommon that many users within the grid community fail to take the neces-
sary precautions to protect their machines such as installing the latest vulnerability
patches and updating the virus definition lists on their machines. This may lead
to partial or complete control of the machines by a remote attacker who exploits
vulnerabilities found on the machines. Even if the users do care about patching
vulnerabilities, it may not be difficult for the attacker to install trojan horses on
the users’ computers. This may well explain why many grid implementations have
incorporated the MyProxy system to securely store and protect users’ long-term
credentials.
Our ID-SPK/TLS protocol can fit nicely into our IKIG proposal since all the required
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identity-based cryptographic primitives will already be in place. A user can access
the MyProxy server to retrieve her long-term credential by using a password-based
TLS protocol. We note that there also exist trojans or keystroke loggers that can
track and steal user passwords. Luckily, there are also countermeasures against this
kind of attack such as the use of one-time passwords and virtual keyboards4.
From a more general perspective, our ID-SPK/TLS protocol seems to be a good can-
didate for a password-based, authenticated key agreement protocol used in identity-
based cryptographic schemes for delivering private keys. The protocol aligns nicely
with the certificate-free property of the schemes, unlike the common proposal of us-
ing the certificate-based TLS protocol for private key distribution, such as in [164].
6.8 Summary
We studied the history of secret public key protocols and discussed some known
problems with these protocols. We explored some interesting properties of identity-
based cryptography which form the basis of our proposed identity-based secret public
key protocols. These properties also allow us to convert a conventional identity-based
encryption scheme and a standard identity-based signature scheme (with message
recovery) into their secret public key equivalents.
We presented three-party and two-party identity-based secret public key protocols
for key exchange. Our heuristic security analyses show that the protocols appear
to be secure against off-line password guessing attacks and undetectable on-line
password guessing attacks, and provide forward secrecy. Then we combined the
new properties from identity-based secret public keys and the techniques used in
constructing the identity-based secret public key protocols, and showed that secret
public keys can support the use of passwords in the TLS handshake protocol in a
very natural way.
4A virtual keyboard is one of the latest technologies used to combat stealing of passwords through
keystroke loggers. It is a keyboard displayed as a pop-up window on the user’s desktop. The user
must use his mouse to input his password. The order of the characters on the virtual keyboard is
normally unpredictable.
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This chapter summarises the thesis and gives some concluding remarks which reflect
the problems that we have studied and the results that we have achieved. We also
give suggestions for future work in this area.
7.1 Concluding Remarks
The development of grid computing and identity-based cryptography are amongst
today’s most important technical innovations in the field of computer science and
cryptology. As we have described in Chapter 2, security issues in grid applications
are numerous due to complex grid properties such as heterogeneity, scalability and
adaptability. One of the unique security requirements for grid applications is the
use of short-term or proxy credentials to achieve single sign-on, delegation and other
security services. These are made possible through the combined use of standard
X.509 and proxy certificates, supported by PKI.
In this thesis, we studied the application of some identity-based cryptographic
schemes presented in Chapter 3, in designing security infrastructures for grid ap-
plications. The main focus has been on simplifying current PKI-based security
architectures which make extensive use of certificates for supporting grid security
services. We addressed issues related to certificate and public key management, such
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as certification and verification of public keys, and distribution of certificates, which
cause extra overheads to and potentially limit the scalability of grid applications. It
is natural to consider the application of IBC to grid security because of its attractive
properties, such as being certificate-free and using small key sizes, which may well
match the requirements of grid computing. The properties of IBC, in turn, are likely
to result in a more lightweight security architecture than the certificate-based PKI
approach. We presented our findings that pertain to the use of IBC for constructing
IKIG in Chapter 4. Our results show that even though the PKI-based GSI is work-
able, it is still far from lightweight in terms of the network bandwidth requirement.
On the other hand, IKIG, which makes use of identity-based techniques, consumes
minimal communication bandwidth. The significant saving in message sizes in IKIG
augurs well for the on-going transition from transport-level to message-level security
based on web services. In addition, we observed that identity-based public keys can
be used in a very natural way to support various grid security services, such as mu-
tual authentication and delegation. However, one limitation is that IKIG inherits
the key escrow property that plagues identity-based cryptographic schemes. Despite
that, the drawback may not pose a major problem since the use of the MyProxy
system technically also introduces a key escrow facility. Both IKIG and GSI with
the MyProxy plug-in require strong trust relationships to be in place between users
and the relevant trusted third parties.
There may be circumstances where key escrow is not desirable for grid applications.
In Chapter 5, we proposed DKIG as a solution that not only removes key escrow,
but that also eliminates the requirement for short-term private key distribution
from a PKG/TA to its users. In our DKIG proposal, each user publishes a fixed
IBC parameter set through a standard X.509 certificate. The parameter set can be
used by the user to manage his proxy credentials by acting as his own PKG. This
simple technique appears to be cleaner than the use of threshold cryptographic or
secret sharing techniques that we highlighted in Chapter 5. Our research findings
show that, even though the communication costs in DKIG are higher than in IKIG,
they are still relatively low compared to those of the GSI. We have also shown that
the computational overhead in DKIG is increased as compared to IKIG, due to the
increased number of pairing computations. We foresee that further improvements
in the speed of pairing computations are likely to be made with the discovery of
new algorithmic techniques. This is especially so, considering that pairing-based
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cryptography is still at a relatively young age. On the other hand, we remark that
since certificates are used for users’ long-term credentials in DKIG, identity-based
techniques are applicable only to the users’ proxy credentials. The benefits that the
identity-based techniques could offer are therefore limited to the user level.
In Chapter 6, we extended our study of the application aspects of IBC to secret
public keys. The concept of secret public keys has historically been employed in
password-based authentication protocols. However, the use of more conventional
secret public keys such as RSA and Diffie-Hellman keys can allow various number
theoretic attacks and this concept was thus thought to be unworkable. In this thesis,
we explored and introduced new properties of identity-based secret public keys. In
the IBC setting, a secret public key can be computed based on a random string.
This technique appears to offer a clean and natural way of removing any predictable
structure in the secret public key. By using identity-based techniques, we designed
a TLS-like identity-based secret public key protocol. This protocol allows passwords
to be tied directly to the establishment of secure TLS channels. Furthermore, our
protocol requires only relatively small changes to the message contents of the current
TLS handshake protocol, and is only based on the use of easy-to-remember user
passwords. These advantages seem to make our approach a sensible and practical
improvement over the design of the current authentication protocol that MyProxy
employs.
We have highlighted some of the fundamental issues in the PKI-based GSI. Some
identity-based solutions aimed at resolving these issues have been proposed. In
conclusion, we believe that a security infrastructure designed using identity-based
techniques has more advantages than disadvantages as compared to the PKI-based
GSI. Our identity-based approach offers more flexibility in terms of key usage and
management than the more conventional PKI approach. There are some useful
security features that seem to be provided only by identity-based cryptographic
schemes, for example, generation of public keys on-the-fly and binding of a policy
or password to a public key. More importantly, identity-based techniques offer a
more natural and clean way of delivering various grid security services. We expect
that the identity-based concepts and techniques presented in this thesis may well be
useful in other applications. These may include, for example, P2P systems, ad hoc
network environments, and distributed systems in which it is desirable to use and
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manage public keys in a lightweight, natural and flexible manner.
7.2 Suggestions for Future Work
At the time of writing, no implementation of an identity-based grid security archi-
tecture has been carried out either by grid or IBC research communities. This is
partly because the study of the application of IBC in grid security at the architec-
tural level is still an ongoing research avenue. This study is essential to understand
and answer various fundamental issues and questions in regards to the suitability
of IBC in grid applications, for example, could an identity-based security architec-
ture support the use of short-term keys in a better way than using the conventional
RSA-based PKI? In the medium-term, however, the development of prototypes that
implement our IKIG and DKIG proposals would seem to be a sensible and natural
follow-on. Nevertheless, constructing prototypes may not be straightforward and
could be time-consuming. This is so because it is believed that all the currently
available tools and mechanisms used to construct grid systems do not yet have the
capability of supporting IBC. As we have discussed in Sections 4.8.2 and 5.8, GSS-
API, OpenSSL, various web services security standards, and other grid-related tools
must be modified/extended to support the adoption of identity-based cryptographic
schemes. If prototypes of IKIG and DKIG can be developed successfully, actual
performance figures could be obtained by testing the prototypes. These would be
very useful in further assessing the efficiency and suitability of our IKIG and DKIG
proposals.
The concept of identity-based secret public keys appears to be new. In this thesis, we
focussed on investigating new properties possessed by identity-based secret public
keys and how these properties can be used to design password-based protocols. We
also explored the practical use of the concept, aligning with the theme of this thesis.
However, our proposed identity-based secret public key protocols require formal
security analyses to prove the security of the protocols. Before we can do that, we
must also develop security models and proofs for identity-based secret public key
encryption and signature schemes. It is not clear if this is a straightforward exercise
since these schemes have unusual properties compared to standard schemes. For
example, secret signatures produced by an identity-based secret public key signature
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scheme should not only provide authentication and non-repudiation, but also data
confidentiality. In summary, studying security models and proofs for identity-based
secret public key protocols and schemes seems to be a natural and important step to
further develop the concept of identity-based secret public keys. This may, in turn,
stimulate new research on the concept.
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