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Tato Diplomová práce se zabývá detekcí objektů pomocí obecných výpočtů na grafických
adaptérech. Je zde vysvětleno, na jakém principu grafické adaptéry pracují a základy jejich
architektury. Na základě nich je ukázáno, jak s nimi efektivně pracovat v knihovnách pro
obecné výpočty na grafických procesorech. Práce dále ukazuje, jaké jsou dostupné algo-
ritmy pro detekci objektů a které z nich lze efektivně paralelizovat. V závěru jsou srovnány
rychlosti detekcí objektů v porovnání s běžnými implementacemi na klasických procesorech.
Abstract
This diploma thesis is focused on object detections through general-purpose computing
on graphics processor units. There is an explanation of graphics adapters work and basics
of their architecture in this thesis. Based on the adapters, there is the effective work in
libraries for general-purpose computing on graphics processor units demonstrated in this
thesis. Further, the thesis shows the available algorithms for object detection and which
ones from them are possible to be effectively parallelized. In conclusion of this thesis, there
is a comparison of the object detections speeds to common implementations on classical
processors.
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V současné době rozvoje techniky jsou stále větší nároky na výkon a spotřebu počítačů.
Jednou z aplikací, kde je v dnešní době vysokého výpočetního výkonu zapotřebí, je počí-
tačové vidění a jednou z jeho částí je právě detekce objektů v obraze, kterou se tato práce
zabývá. Vhodným prostředkem pro dosáhnutí vysokého výkonu v dnešních počítačích jsou
grafické adaptéry, které se v posledních letech změnily tak, že je možné je použít jak na
grafické, tak na obecné výpočty. Jejich výkon je oproti standardním procesorům mnoho-
násobně vyšší. Přinášejí však jisté omezení z hlediska využití, a tak ne každou aplikaci je
pomocí nich možné efektivě řešit.
Práce se zabývá rozborem grafického adaptéru, jakožto výpočetního prostředku pro
obecné výpočty, aplikacemi, které na něm lze efektivně provozovat se zaměřením na algo-
ritmy pro detekci objektů v obraze, a knihovnami, které tyto algoritmy umožní realizovat
nezávisle na architektuře.
První kapitola je úvod do problematiky grafických adaptérů. Jsou zde popsány základní
části grafického adaptéru, jejich funkce a na základě toho, jak s nimi lze pracovat. Také
jsou zde popsány optimalizační techniky a výpočty vhodné pro efektivní využití zdrojů
grafického adaptéru.
Následující kapitola se věnuje knihovnám pro obecné výpočty na grafických adaptérech.
Je převážně zaměřena na knihovnu OpenCL, ve které jsou algoritmy pro detekci objektů
této práce implementovány. Je zde ukázáno napojení architektury grafického adaptéru z
předchozí kapitoly na praktické použití v knihovnách pro obecné výpočty.
Třetí kapitola je věnována problematice detekce objektů v obrazech. Jsou zde ukázány
některé algoritmy, využívané jako slabé klasifikátory pro detekci obrazových příznaků, a
také algoritmy pro skládání těchto slabých klasifikátorů do silných.
Další kapitola obsahuje popis vhodnosti implementace algoritmů pro detekci objektů na
grafických adaptérech na základě informací obsažených v předchozích kapitolách. Důsled-
kem toho jsou v této kapitole zdůvodněny výběry algoritmů implementovaných v této práci.
V následující kapitole lze nalézt informace ohledně konkrétní realizace daných algoritmů
této práce.
V předposlední kapitole se objevují výsledky srovnání jednotlivých implementací v po-
rovnání s implementací na procesoru. Je zde ukázána zavislost nastavení parametrů a využití
prostředků grafického adaptéru na výkonnosti výsledné aplikace.
Poslední kapitola shrnuje dosažené výsledky a možnosti pokračování práce do budoucna.
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Kapitola 2
Struktura a omezení GPU
Tato kapitola je určena pro pochopení problematiky koncepce grafických adaptérů a uká-
zání omezení z ní vyplývajících. Nastiňuje doporučené programovací techniky z hlediska
výkonnosti, dále popsané v kapitole Knihovny pro GP-GPU . Jsou zde popsány optimali-
zace vhodné obecně a vhodné pouze pro určité typy grafických adaptérů, v závislosti na
jejich architektuře.
2.1 Historie
Z historického hlediska vývoj grafických adaptérů sahá až do 70. let 20. století. Tehdy
sloužily pouze pro mixování grafických a textových režimů a vykreslování na monitor.
V 80. letech se přidávaly do grafických adaptérů činnosti spojené s vykreslováním pri-
mitiv a jejich výplně ve 2D.
90. léta byla spojená s tvorbou 3D her a s tím spojenou nutností renderovat tyto hry
v reálném čase. Z tohoto důvodu se objevují první akcelátory 3D grafiky. Na scénu se
dostávají dodnes známí výrobci grafických adaptérů, jako je ATI, Nvidia, 3dfx, S3 a další.
Na konci 90. let se integrovaly do adaptérů jednotky T&L (Transform & Lighting), které




Primitive setup Rasterizer Pixel processing
Frame buffer
DirectX 7 pipeline
Obrázek 2.1: Pipeline po přidání T&L
V roce 1992 společnost SGI vydává první verzi knihovny OpenGL pro sjednocení pro-
gramování 2D a 3D grafiky. Výhodou knihovny byla možnost přidávat rozšíření, rozšiřující
funkčnost této knihovny. Microsoft odpověděl na OpenGL vlastní knihovnou nazvanou Di-
rectX (dříve Direct3D) v roce 1995. Ta ovšem z počátku nebyla tak oblíbená kvůli nutnosti
jednotné podpory hardwaru bez specifických rozšíření. Postupně, s příchodem novějších
verzí DirectX, se stávalo DirectX stále oblíbenější a to převážně proto, že nabízelo podporu
pro nové vlastnosti karet dříve než OpenGL a nabízelo spojení s dalšími rozhraními, jako
je DirectSound pro zvuk, DirectInput pro podporu vstupního zařízení a další [14] [10].
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Z počátku 21. století přicházely na trh první karty s plně programovatelným hardwarem
pro transformaci vrcholů (Vector Shader) a generování barev pixelů / fragmentů (Pixel
Shader / Fragment Shader). To umožňovalo vytvářet realističtější světelné modely přímo
na grafické kartě. Problém těchto jednotek byl v omezeném množství instrukcí na shader,
což znemožňovalo náročnější efekty. Postupně se však podpora více instrukcí na shader
zlepšovala.
Vstupní data Vertex shader Primitive setup Rasterizer Pixel shader
Frame buffer
DirectX 8 - 9.0c pipeline
Obrázek 2.2: Pipeline po přidání jednotek Pixel Shader a Pixel Shader (Fragment shader)
Nejvýznamnějším bodem z hlediska GP-GPU (General-purpose computation on gra-
phics processing unit - Univerzální výpočty na grafických procesorech) je nástup prvních
adaptérů s programovatelnými jednotkami (Compute shader), které mohou zastávat jak
Pixel Shader a Vertex Shader, tak nový Geometry Shader, který umožňuje vytvářet nové
vrcholy. Tyto adaptéry jsou schopny provádět kromě výpočtů, souvisejících s vykreslová-
ním objektů, i obecné výpočty. S nástupem těchto adaptérů se začínají objevovat první











Obrázek 2.3: Pipeline s unifikovanou architekturou a jednotkou Geometry Shader
Poslední změnou, kterou adaptéry v poslední době prošly, je přidání HW Teselační
jednotky. V souvislosti s tím se do dnešní, již virtuální, pipeline přidávájí 3 části mezi
Vertex Shader a Geometry Shader. První částí je Hull shader, který transformuje vrcholy
na kontrolní body a nastavuje teselační faktory. Druhou částí je Teselátor, který na základě
teselačních faktorů vytvoří nové vrcholy. Poslední částí je Domain shader, který kombinací
vrcholů z Teselátoru a kontrolních bodů z Hull shaderu umístí vrcholy na správná místa
[7].
2.2 Struktura dnešních adaptérů
V současné době již bylo vydáno velké množství architektur grafických adaptérů od různých
firem. Cílem této kapitoly není popsat každou z nich, ale zaměřit se na nejzákladnější
struktury a výhody poskytující velké množství architektur.
Pro ukázání základních částí architektury dnešních grafických adaptérů z hlediska grafic-














Obrázek 2.4: Pipeline po přidání teselátoru a funkcí unifikovaných jednotek Hull Shader a
Domain Shader
G80 od firmy Nvidia (obr. 2.5). U některých částí jsou také ukázána rozšíření, která jsou
obsažena v jiných konkrétních architekturách.
Generický grafický adaptér se skládá z globálního plánovače (Thread Processor), glo-
bální paměti (FB) a několika funkčních bloků (viz obr. 2.5).
Obrázek 2.5: Generická architektura
Ve funkčních blocích se nachází cache textur, texturovací jednotky a multiprocesory.
Multiprocesor se skládá z výkonných jednotek (procesorů), plánovače warpů, konstantní
cache a instrukční cache (obr. 2.6).
2.3 Výpočetní model
Grafický adaptér obsahuje velké množství procesorů, rozdělených do několika multipro-
cesorů. V každém multiprocesoru se nacházejí výpočetní jednotky, které musí vykonávat
stejnou instrukci ve stejném taktu (v novějších architekturách, jako je Fermi [1] nebo Kepler
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Obrázek 2.6: Funkční blok a multiprocesor generické architektury [12]
[2], je možno vykonávat více instrukcí v multiprocesoru). Z toho vyplývá omezení v aplika-
cích, vhodných na grafické adaptéry, pouze na ty, které jsou masivně paralelní. Tento způsob
zpracování v multiprocesoru se označuje jako SIMT(Single instruction multiple thread).
2.3.1 Globální přidělování prostředků
Hlavní plánovač přiděluje vlákna multiprocesorům po pracovních skupinách. V každém
multiprocesoru může být pouze určité množství pracovních skupin omezené architekturou.
Omezení spočívá v maximálním počtu možných pracovních skupin, v maximalním počtu
vláken, v maximálním počtu registrů a v maximální velikosti sdílené paměti. Konkrétní
výpočet tohoto omezení je uveden v kapitole 2.5 [8].
2.3.2 Přidělování prostředků v multiprocesoru
V multiprocesoru se pracovní skupiny dělí na hw bloky vláken nazývané warpy (Nvidia) /
wavefronty (AMD). Velikost těchto hw bloků je 32 (Nvidia) / 64 (AMD). Pokud pracovní
skupina není zarovnaná na bloky, trvá vykonání posledního bloku stejný čas jako jakéhokoliv
jiného(v případech větvení je větší šance v dřívějším ukončení). Je tedy vhodné velikosti
pracovních skupin volit jako k-násobky velikosti bloku. Vzhledem k tomu, že jsou instrukce
zpracovány v pořadí a latence globální paměti je vysoká, je potřeba pro kompletní překrytí
paměťových přenosů zajistit zpracování instrukcí z dalších bloků. Pro optimální rychlost





Základní pamětí, používanou pro komunikaci mezi hostem a zařízením, je globální grafická
paměť. Paměť je umístěna mimo čip a přístup k ní je nejpomalejší z pamětí umístěných na
grafickém adaptéru. Načítání dat z globální paměti je překryto zpracováním dalších warpů
na multiprocesoru. Paměť není u generické architektury žádným způsobem cachována. Něk-
teré grafické architektury ale cachování umožňují. Příkladem jsou nejnovější architektury
od firmy Nvidia (Fermi a Kepler), které obsahují hierarchie cache paměti. Jak je vidět na
obrázku 2.7, je L1 cache a sdílená paměť o velikosti 64 kB rozdělena programově na 16 kB :
48 kB nebo 48 kB : 16 kB. V L1 a L2 cache se nachází nacachovaná data Texturovací paměti,
Konstantní paměti, načítaní dat, ukládání dat a lokálních proměnných, které se nevešly do
registrů. Pokud není vhodné počítat se spouštěním programu na těchto architekturách, je
vhodné pro paměť používanou v kernelu pouze pro čtení, kde je pravděpodobné vícenásobné
načítání v bloku, užít Konstantní nebo Texturovací paměť. Jestliže bude kernel zapisovat
do paměti, je vhodné použít sdílenou paměť pro urychlení výpočtu. Nezarovnaný přístup
do paměti způsobuje několikanásobné přístupy [1] [2] [6].
 
Obrázek 2.7: Hierarchie pamětí fermi a kepler[1] [2]
2.4.2 Privátní paměť
Privátní paměť se v generické architektuře umisťuje do registrů, pokud to není omezující
prvek z hlediska počtu warpů zpracovaných naráz v multiprocesoru. V tom případě je
přístup k této paměti nejrychlejší ze všech jmenovaných. Pokud ovšem není možné paměť
umístit do registrů, je odsunuta do globální paměti, která v generické architektuře není
cachována. U vyšších programovacích jazyků, jako je OpenCL nebo Cuda, je rozhodnutí o
umístění do registrů nebo globální paměti řízeno překladačem do strojového kódu. Počet
registrů potřebných pro warp omezuje počet warpů / bloků, umístěných na grafický adaptér
podle výpočtu v kapitole 2.5, a tím i možnost překrytí latence načítání dat z globální paměti.
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U některých architektur, jako je Fermi a Kepler, jsou registry, stejně jako data, cachovány
do L1 / L2 cache a tím se problém s přednačítáním privátních proměnných zmírňuje [1] [2]
[6].
2.4.3 Sdílená paměť
Sdílená pamět je umístěna na čipu a lze do ní zapsat pouze z multiprocesoru po založení
kernelu. Paměť obsahuje v generické architektuře tolik banků, kolik je threadů v half-warpu.
Nezarovnaný přístup do této paměti může způsobit několikanásobný přístup v závislosti na
architektuře, je tedy vhodné do paměti přistupovat zarovnaně. Pro co největší obsazenost
multiprocesoru je vhodné zvolit maximální velikost sdílené paměti, popsané v kapitole 2.5.
U novějších architektur od firmy nvidia je vhodné zvážit nutnost potřeby použití 16kB nebo
48kB sdílené paměti u architektury fermi, popř. navíc 32kB u architektury kepler [1][2][8].
2.4.4 Texturovací paměť
Texturovací paměť je umístěna v globální paměti grafického adaptéru. Při přístupu do této
paměti jsou data v okolí cachována v L1, případně L2 cache na čipu. To významným způso-
bem urychluje přístupy do paměti při dodržení prostorové lokality přístupů k datům. Cache
je v generické architektuře umístěna přímo v multiprocesoru. Pokud přístup do paměti není
zarovnaný, jsou díky přednačítání redukovány zbytečné paměťové operace. Do paměti nelze
zapisovat z grafického adaptéru [6].
2.4.5 Konstantní paměť
Konstantní paměť je umístěna, stejně jako texturovací paměť, v globální paměti mimo
grafický čip. Při přístupu do této paměti jsou data automaticky načtena do rychlé cache,
nejčastěji umístěné v multiprocesoru (jak je vidět na obrázku 2.6). Pokud jsou data již
obsažena v cache, je k nim možné přistupovat stejně rychle jako k registrům. Kvůli op-
timalizaci paměti pro rozhlášení (broadcast) je vhodné paměť použít pro přístup celého
halfwarpu(wavefrontu) ke stejné hodnotě, v jiném případě je přístup serializován. Do pa-
měti nelze zapisovat z grafického adaptéru. Maximální velikost této paměti se pohybuje
okolo 64kB [6].
2.4.6 Page locked paměť a přímý přístup do paměti
Page-locked paměť je paměť alokovaná na operační paměti, která má pevnou adresu (není
možno ji odswapovat na disk). Tato paměť je vyžadována pro přímý přístup do opera-
ční paměti z kernelu. Díky tomu je možné spouštět kernel bez kopírování dat na grafický
adaptér. Při mnohonásobných přístupech do paměti tento způsob není vhodný, protože je
přesouvání přes sběrnici pomalejší než přenosová rychlost mezi globální pamětí a GPU [6].
2.5 Výpočet přidělených bloků
Architektura omezuje přidělování bloků kvůli omezením[8]:
• maximálního počtu bloků/multiprocesor
• maximálního počtu vláken/multiprocesor
9
• maximální velikosti sdílené paměti/multiprocesor
• maximálního počtu registrů/multiprocesor
Výpočet maximálního počtu bloků přiřaditelných na multiprocesor:
mb. . . maximální počet bloků/multiprocesor
mt. . . maximální počet vláken/multiprocesor
ms. . . maximální velikost sdílené paměti/multiprocesor
mr. . . maximální počet registrů/multiprocesor
bt. . . počet vláken/blok
bs. . . velikost sdílené paměti/blok
br. . . počet registrů/blok
















Knihovna OpenCL vznikla jako standard pro programování na různorodých výpočetních
jednotkách, jako jsou GPU, CPU, DSP a další. OpenCL se skládá z programovacího jazyka,
API, knihovny a běhového prostředí. Je určena pro programování obecných výpočtů, které
lze jednoduše spouštět na široké škále zařízení. Knihovnu lze rozdělit na Model platformy,
Paměťový model a Výpočetní model a Programátorský model.
3.1.2 Model platformy
Model platformy obsahuje propojení mezi řídícím programem(host program) a zařízeními
se schopnostmi vyžadujícími knihovnou OpenCL. Každé zařízení je možné rozdělit do jedné
nebo několika výpočetních jednotek(CU - compute unit), které jsou dále dělitelné na jeden
nebo více procesorů(PE - processing elements)(viz obr. 3.1).
 
Obrázek 3.1: Model platformy[4]
V platformním modelu lze vybrat jedno nebo více zařízení, se kterými se bude pracovat,
a vytvořit pro něj kontext(context). V rámci kontextu je možné vytvářet fronty zpracování
a synchronní či asynchronní synchronizace mezi zařízeními. Každá verze knihovny je zpětně
kompatibilní s během na starší verzi. Pokud je mezi zařízeními zařízení, které nepodporuje
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nejnovější verzi OpenCL, pak se automaticky zvolí nejvyšší možná verze pro toto zařízení.
V informacích o zařízení lze nalézt informace potřebné k maximálnímu využití zařízení.
Užitečnými z nich jsou například informace potřebné pro výpočet maximálního možného
počtu pracovních skupin přiřaditelných na multiprocesor, popsaný v kapitole 2.5 [4].
3.1.3 Výpočetní model
Výpočetní model je rozdělen knihovnou na 2 části.
První část obsahuje části psané v řídícím programu. Tato část je nutná pro přesunutí
dat na zařízení, kde se bude program vykonávat, pro nastavení parametrů kernelu(program
v jazyce OpenCL spustitelný na OpenCL zařízení), pro spouštění samotného kernelu a
pro nastavení synchronizace mezi kernely. Samotný kernel je rozdělen do pracovních sku-
pin(work group) a pracovních jednotek(work item). Je zde možné použít 1D, 2D nebo 3D
mřížku pracovních skupin a pracovních jednotek. Velikost pracovních skupin je vhodné volit
tak, aby bylo možné provádět co nejvíce vláken v bloku (viz kapitola 2.5). Maximální počet
skupin v mřížce(grid) je možné získat pomocí Platformního modelu popsaného v předchozí
kapitole 3.1.4.
Obrázek 3.2: Výpočetní model - mřížka pracovních skupin[4]
V OpenCL je možné nastavit různé chování front zařízení. Jednou z nich je provádění v
pořadí, kdy jsou všechny za sebou jdoucí asynchronní volání operací, spojených se zařízením,
prováděny serializovaně. Druhá varianta je provádění příkazů mimo pořadí, kde je nutné
závislosti datových přenosů a kernelů řešit pomocí ruční synchronizace nebo tzv. streamů.
Tato varianta je vhodná především, pokud architektura(např. Fermi [1] nebo Kepler [2])
podporuje konkurentní zpracování více kernelů a je k dispozici více kernelů, které na sobě
nezávisejí.
Druhou částí jsou samotné kernely. Ty lze rozdělit na OpenCL kernely, které jsou na-
psány v OpenCL a je potřeba je přeložit pro požadované zařízení před spuštěním, a Nativní
kernely, které jsou již přeloženy do nativního kódu zařízení. OpenCL kernely je možné pře-
ložit a přeložené uložit pro urychlení dalšího spuštění. Jejich pozdější provádění je ale závislé
na konkrétním zařízení a také jeho ovladačích. Není tedy zaručena korektní funkčnost na
podobném, nebo stejném zařízení s jinými ovladači [4].
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3.1.4 Paměťový model
Paměťový model je rozdělen na globální paměť, lokální paměť, privátní paměť a konstantní
paměť.
Globální paměť je dostupná z kernelu i řídícího programu jak pro čtení, tak pro zá-
pis. Tato paměť používá v GPU stejnojmennou globální paměť, popsanou v kapitole 2.4.
OpenCL je podobný paměťovému modelu architektury GPU, popsanému v kapitole 2.4.1. V
zápise kernelu je možné před typem ukazatele uvést označení global, je to však nepovinné
(každý ukazatel je implicitně nastavený jako ukazatel na globální paměť).
Lokální paměť je dostupná pouze pro výpočetní jednotky z jedné pracovní skupiny, a to
jak pro čtení, tak pro zápis. Nelze ji tedy naplnit přímo z řídícího programu. V GPU tato
paměť přímo odpovídá sdílené paměti v multiprocesoru, popsané v kapitole 2.4.3, se všemi
jejími vlivy. V zápise kernelu je před typem ukazatele nutné uvést označení local.
Statické proměnné definované v kernelu jsou označeny jako privátní paměť. Překladač
rozhoduje o tom, jestli budou zapsány do registrů nebo je některé potřeba zapsat do globální
paměti kvůli omezení velikosti registrů na multiprocesor. Privátní paměť je popsána v
kapitole 2.4.2.
Poslední z pamětí, definovaných v OpenCL, je paměť konstant. Do paměti lze zapisovat
pouze z řídícího programu a je z kernelu pouze pro čtení. U některých OpenCL zařízení
(jako např. GPU) je paměť cachována pro rychlejší přístup. Paměť cache je blíže popsána z
hlediska architektury GPU v kapitole 2.4.5. V zápise kernelu je před typem ukazatele nutné
uvést označení constant.
Obrázek 3.3: Paměťový model [4]
Texturovací paměť, popsanou v kapitole 2.4.4, je možné využít pomocí kooperace s




Detekce objektů je jednou z vysoce náročných úloh počítačového vidění. Snaha detektorů
je poskytnout co nejlepší výsledky a co nejmenší počet pozitivních i negativních chyb de-
tektorů. Slabé klasifikátory jsou jednoduché pro výpočet, ale řádově nemají příliš velkou
úspěšnost detekce. Lze je ale kombinovat do silných klasifikátorů, které mohou mít úspěš-
nost, v závislosti na počtu a kvalitě slabých klasifikátorů a jejich vah, blížící se dokonalosti.
Tato kapitola obsahuje výčet některých silných a slabých klasifikátorů a jejich funkcí.
4.1 Slabé klasifikátory
4.1.1 Lokální binární příznaky
Lokální binární příznaky (Local Binary Patterns) je obrazový operátor převádějící obraz na
sadu hodnot vypovídajících o okolí každého z pixelů. Je určený pro obrazy v jedné barevné
složce (grayscale). Je určena především pro další zpracování, například spojováním s jinými
klasifikátory pomocí Ada Boost (viz kapitola 4.2.1) nebo Wald Boost (viz kapitola 4.2.2).
Operátor je dán dvojicí P,R, kde P značí počet zkoumaných okolních pixelů a R značí
vzdálenosti od zkoumaného bodu(viz obr. 4.1). Velmi často se používá základní velikost (8,
1), tedy osmiokolí pixelu.
Obrázek 4.1: Operátory (8, 1) (16, 2) a (8, 2) [11]
Pro každý okolní pixel gp, kde p ∈ {0, 1, .., P − 1}, je spočítán rozdíl od okolního pixelu
s(gt − gc) a je vyhodnocen pomocí prahové funkce:
s(z) =
{
1, z ≥ 0
0, z < 0
(4.1)
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Výpočet operátoru je dokončen pomocí součtu hodnot s pozitivní prahovou hodnotou




s(gp − gc)2p (4.2)
Více informací lze nalézt [11].
4.2 Silné klasifikátory
Silné klasifikátory lze složit ze slabých za pomocí lineární kombinace slabých pomocí rovnice
4.3, kde ht(x) je množina hypotéz ht(x) = {−1, 1}, kde t ∈ {1..T} a αt je váha hypotézy.
Aby byla chyba lineární kombinace co nejmenší, je potřeba zvolit váhy slabých klasifikátorů









Ada Boost vytvořili roku 1995 Freund a Schapire. Slouží pro určení vah do lineární kombi-
nace v rovnici 4.3. Pomocí tohoto algoritmu lze snížit chybu výsledného klasifikátoru i ve
speciálních případech na základě trénování vah αt. Algoritmus bere jako vstup trénovací
set dat (x1, y1), (x2, y2), ..., (xm, ym), kde xi ∈ X, yi ∈ Y , kde X jsou vstupní data a Y je
předpokládáný úspěch 1 či neúspěch -1 detekce.
Inicializace distribuční funkce pro každý vstup D1(i) = 1/m. Postupně pro t kroků, kde
t = 1, 2, .., T , proveď získej chybu dalšího slabého klasifikátoru ht jako součet distribučních





















eαtifht(xi) 6= yi (4.6)
Kde Zt je normalizační faktor. Chybu výsledného silného klasifikátoru lze spočítat jako:∏
t
√





Podrobnější popis Ada Boostu lze nalézt na[3].
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4.2.2 Wald Boost
Wald boost je kombinace Ada Boostu s Waldovým pravděpodobnostním testem. Jde o
algoritmus s cílem snížit počet výpočtů a skončit vyhodnocení detekce dříve, než jsou do-
počítány všechny slabé klasifikátory v Ada Boostu. Pouze některé z nich jsou spočítány,
aby se vyloučily falešně pozitivní a falešně negativní chyby detekce. Učení klasifikátoru
lze rozdělit do dvou částí. První z nich vybírá klasifikátory z Ada Boostu. Druhá z nich
odhaduje práh sekvenční klasifikace.
Sekvenční pravděpodobnostní test (SPRT - Sequential Probability Ratio Test) byl vy-
vinut právě pro výše uvedené účely. Jedná se o nastavení prahů, aby se vyloučily falešné
pozitivní a falešné negativní detekce daného klasifikátoru. Pomocí následující strategie se
rozhoduje, jestli je rozhodnuto o detekci pomocí aktuálního klasifikátoru +1, nebo negativní
detekce −1, nebo není rozhodnuto a je potřeba počítat s dalším klasifikátorem:
Rt . . . Míra příslušnosti vzhledem k detekci
A . . . Vrchní práh
B . . . Spodní práh
S∗t =

+1, Rt ≤ B
−1, Rt ≥ A
#, B < Rt < A
(4.8)
α . . . Maximální možná velikost zahozených falešných negativ
β . . . Maximální možná velikost zahozených falešných pozitiv








Míru příslušnosti vzhledem k detekci lze spočítat pomocí podílu pozitivních a negativ-
ních detekcí.
Rt =
p(x1, x2, ..., xm|y = −1)
p(x1, x2, ..., xm|y = +1) (4.11)





Z hlediska paralelizace algoritmů na grafických adaptérech v závislosti na jejich architektuře
se jeví jako dobrá varianta použít Lokální binární příznaky (viz kapitola 4.1.1), které jsou
pro výpočet jednoduché a provádí se na nich stejný výpočet pro každý pixel obrazu nad
jinými daty. Tedy ideální pro zpracování na architekturách postavených na simd. Samotný
jeden lokální binární příznak jako slabý klasifikátor ovšem nemá potřebnou přesnost a ani
nedokáže dostatečně popsat rozsáhlé ani jednodušší objekty.
Jednou z možností, jak tento problém vyřešit, je složení více klasifikátorů do jednoho sil-
ného. Jako vhodný nástroj k tomuto účelu se může jevit algoritmus Ada Boost (viz kapitola
4.2.1). Ten je vhodný i pro detekci špatně detekovatelných objektů pomocí učení. Vykazuje
i správné výsledky, z podstaty má konstantní rychlost provedení a vzhledem k nutnosti
provedení detekce pomocí všech klasifikátorů pro každý pixel je i dobře paralelizovatelný.
Nutnost provedení všech klasifikátorů pro každý pixel je však příliš velká režie.
Aby se tomu zamezilo, existuje modifikace Ada Boostu za pomoci Waldovy podmínky
(viz kapitola 4.2.2). U tohoto algoritmu není v klasickém provedení jisté kdy bude který
bod obrazu označen za neplatný nebo platný (pokud není nastaven práh na 0). Je tedy
velmi těžko predikovatelné, které vlákno a kolik vláken bude pracovat dále.
V základním provedení je tedy potřeba po každém vyhodnocení klasifikátoru shrnout
pouze body, které je potřeba vykonávat dále, spočítat je a založit tomu odpovídající počet
vláken. To je ovšem velká režie.
Jako druhá varianta tohoto řešení se jeví nastavení fixního počtu odpadlých pro každý
další klasifikátor. Potom mohou nastat situace, kdy se zahodí potenciální pozitivní detekce,
nebo je počítáno příliš málo vláken pracujících v některých pracovních skupinách.
Třetí varianta je podobná druhé ve variantě fixního nastavení odpadlých pixelů. Odpa-
dávání ovšem není fixní, ale je pro každý klasifikátor naučené ze statistiky při učení Wald
Boostu. U této varianty existuje nebezpečí, že různé části obrazu budou statistice odpo-
vídat různě. Takže je možné, že některé potenciálně správné detekce budou kvůli jedné z
nejmenších hodnot při vyhodnocení prvních klasifikátorů a tak budou vyřazeny, protože se
nevejdou do nové pracovní skupiny. Tento poměrně ještě malý problém nastane pouze při
variantě seřazení pixelů podle míry příslušnosti k pozitivní detekci na grafickém adaptéru
pomocí atomických operací, pokud vezmeme v potaz pouze zahození prvků pod prahem,
může být zahozen jakýkoliv pixel. Částečným řešením tohoto problému může být zmenšení
procenta odpadlých pixelů, predikovaných statistikou, o určité procento. V diplomové práci
je implementována právě tato varianta.
17
5.2 Paměťový model
Z hlediska paměťového modelu je vhodné napsat 3 implementace. První pro procesory a
zařízení, které mají sdílenou paměť umístěnou v hlavní paměti a neobsahují texturovací
cache. Zde nebudou použity žádné z těchto pamětí.
Další implementace je určena pro klasické grafické adaptéry, které neobsahují hierar-
chii cache. Bude zde použita texturovací, konstantní a sdílená paměť pro zmenšení počtu
přístupů do paměti.
Poslední implementace je určena pro grafické adaptéry obsahující hierarchii cache (např.
architektura Fermi a Kepler). U této varianty bude použita sdílená a konstantní paměť jen
omezeně.
5.3 Výpočetní model
Ve výpočetním modelu bude pro každý klasifikátor vytvořen kernel, který ho vyhodnotí,
spočítá prahovou hodnotu a seřadí pomocí atomických operací pixely v pracovní skupině
podle míry příslušnosti k pozitivní detekci. Pokud je pronásobení celkově odpadlých vláken
ve statistice větší než 50%, je počet nových pracovních skupin poloviční je zvolen poloviční
počet pracovních skupin a ty vykonávají první polovinu ze seřazených pixelů obou předcho-
zích pracovních skupin na aktuálním klasifikátoru. Tento způsob pracuje iterativně dále do
chvíle, než je výpočet všech klasifikátorů dokončen (pokud je uvažováno nastavení prahu




Aplikace zajišťující detekci objektů je vzhledem k důrazu především na rychlost implemen-
tace se zajištěním přiměřené přehlednosti zdrojového kódu napsána v jazyce C++. Veškeré
části jsou implementovány pomocí objektů a struktur, které dokáží validovat a spravovat
svá data. Implementace programu je rozčleněna na část s objekty MainConfig a ParseArg,
které načítají a kontrolují vstupní parametry programu. Další částí je objekt VideoRea-
der, který načítá video a předává jednotlivé snímky ve formátu BGRA hlavní funkci main.
O zobrazení výstupních, případně i vstupních, video snímků se stará knihovna OpenCV.
Detekce objektů ve snímcích je provedena prostřednictvím objektu Detector, který imple-
mentuje jak řízení načítání vstupních konfiguračních souborů detektoru, načítání statistik
pořízených při detekci, načítání konfigurace programů pro OpenCL,tak jednotlivé části de-
tekce, které jsou popsané v kapitolách 6.10 6.11 6.12. Pro abstrakci přímé komunikace s
nízkoúrovňovou knihovnou OpenCL je implementována knihovna OclLib, která zajišťuje
zjednodušení práce s OpenCL a jejími objekty. Poslední částí je objekt DetectorConfig,
který načítá a ukládá konfigurační soubory a statistiky. Struktura programu je znázorněna
na obrázku 6.1.
6.1 Vstupní parametry
Pro zpracování parametrů, nezávislých na operačním systému, je vytvořen objekt ParseArg,
který bere jako vstup inicializace pro každý parametr jednoznakovou a víceznakovou vari-
antu názvu a potřebu návratu hodnoty. Poté je periodicky tázán s parametrem příkazové
řádky a navrací číslo parametru. Objekt podporuje jak prefixy jednoznakových (-) a ví-
ceznakových (–) parametrů pro operační systémy linuxového typu, tak standardní prefix
známý z operačního systému windows (/).
Objektem, který zpracovává a kontroluje nejzákladnější validitu jednotlivých parametrů,
je objekt MainConfig. Objekt při inicializaci nastavuje základní hodnoty argumentů a poté
je přepisuje hodnotami získanými z parametrů programu.
6.2 Načítání videí
Pro zajištění podpory všech běžných video kodeků a kontejnerů byla vybrána knihovna
FFMpeg s rozhraním v jazyce C. Knihovna poskytuje základní rozhraní pro načítání au-
dio/video souborů, rozčlenění kontejnerů na jednotlivé proudy dat, spárování datových





















Obrázek 6.1: Struktura programu
nodušení práce s knihovnou je v aplikaci obsažen objekt VideoReader, který při inicializaci
otevře video soubor, pokusí se najít datový proud s video daty a spárovat s nimi kodek.
Poté jsou naalokovány datové struktury potřebné k načítání jednotlivých snímků a jejich
převodu na BGRA formát. Formát BGR byl zvolen kvůli interní kompatibilitě s knihovnou
OpenCV a OpenCL strukturami popsanými v další kapitole. Čtyřsložkový BGRA pak kvůli
kompatibilitě se široce rozšířenými a efektivně implementovanými OpenCL strukturami a
zarovnáními na data po 16 bajtech. Takto převedené video je tedy možné bez změny for-
mátu zobrazit na grafický výstup v OpenCV. Jméno vstupního a výstupního souboru je
předáno programu pomocí parametrů programu.
6.3 Výběr zařízení
Pro možnost práce libovolného zařízení jsou v aplikaci parametry pro zvolení typu: pouze
cpu, pouze gpu, preferovat gpu a preferovat cpu. Tyto parametry jsou předány přes objekt
Detector knihovně OclLib, která při inicializaci načítá všechna dostupná zařízení a rozdělí
si je na zařízení procesorového a grafického typu. Na základě výběru typu se pokusí vy-
brat zařízení daného typu, pro které je dostupný kompilátor. Pokud zařízení požadovaného
typu není dostupné, je program ukončen s chybou. Pokud je zařízení preferované a prefero-
vaná volba není nalezena, potom se objekt OclLib pokusí nalézt zařízení odlišného typu. V
základní konfiguraci je vybráno první zařízení přečtené knihovnou OpenCL. Po úspěšném
výběru zařízení jsou jeho základní informace předány objektu Detector pro výběr správného
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kernelu, který je popsán v kapitole 6.5.
6.4 Načtení konfiguračních souborů
V aplikaci jsou 3 typy načítaných konfiguračních souborů. Prvním z nich je konfigurační
soubor s natrénovaným silným klasifikátorem WaldBoost reprezentovaným xml souborem
se statistikami z výpočtu, nebo bez nich. Struktura takového souboru je znázorněna níže.
Soubor obsahuje základní informace o velikosti okna zpracovávaného každým pixelem a
seznamem slabých klasifikátorů, které obsahují posunutí v okně, rozměry bloku a tabulku
predikcí mapujících výslednou hodnotu LBP klasifikátoru na konkrétní číslo, které je přičí-
táno k průběžné hodnotě míry úspěšnosti detekce.
<WaldBoostClassifier classifierName="FACES" imageSizeX="25" imageSizeY="25" />
<stage posT="1e+50" negT="0.446019">
<HistogramWeakHypothesis predictionValues="-1.728515625 -0.720703125 ... />




<HistogramWeakHypothesis predictionValues="-2.091796875 -1.02539062 ..." />





Dalším z konfiguračních souborů je soubor obsahující seznam OpenCL programů a kernelů
identifikovaných v kódu objektu Detector pomocí indexů v pořadí konfiguračního souboru.
Dále je v tomto souboru seznam nastavení, které jsou v pořadí od nejvíce preferované
varianty k nejméně preferované. V kódu je přiložen konfigurační soubor obsahující kernely
v pořadí od nejoptimálnější varianty po nejméně optimální. U každého z těchto nastavení
jsou povinné atributy: identifikátor programu, identifikátor kernelu a počet vláken v kernelu.
Mezi volitelnými argumenty je: nutnost podpory práce s obrazovými daty, cache pro načítání
/ zápis dat, minimální velikost konstantní, sdílené a globální paměti, jednotlivé rozměry














<setting id_program="2" id_kernel="11" image_support="1"
local_mem_support="0" read_cache_support="0" write_cache_support="0"
local_mem_size="0" constant_mem_size="0" threads_in_block="256"





Posledním typem konfiguračních souborů jsou statistiky k souboru obsahujícímu WaldBo-
ost klasifikátor. Statistiky musí mít stejný název jako konfigurační soubor WaldBoostu s
příponou stat . V souboru se vyskytují statistiky odpadávání vláken v jednotlivých slabých
klasifikátorech. Konkrétně je zde údaj o celkovém minimu odpadlých vláken v bloku ve
všech snímcích, o průměru z minimálních odpadů bloků ve snímcích, o minimu z průměr-
ného odpadu bloků ve snímcích a o průměrné hodnotě z průměru bloků ve snímcích. Výchozí
hodnotou pro použití statistik je průměrná hodnota všech průměrů odpadu bloků spolu s
dalšími údaji. Popis vytváření statistik spolu s ukázkou je znázorněn v kapitole 6.10.
<stats>
<stat min_min="0.1132" min_avg="0.665" avg_min="0.390" avg_avg="0.728" />
<stat min_min="0" min_avg="0.00644268" avg_min="0" avg_avg="0.0108973" />
<stat min_min="0" min_avg="0.00795905" avg_min="0" avg_avg="0.0200097" />
...
<stat min_min="0" min_avg="0" avg_min="0" avg_avg="0" />
</stats>
6.5 Volba nejoptimálnějšího kernelu
Volba nejoptimálnějšího kernelu probíhá porovnáváním aktuálního zvoleného zařízení a jeho
informací 6.3, seznamu kernelů spolu s jejich požadavky na zařízení 6.4 a požadavky na pou-
žití, případně vytváření, statistik. Použití statistik je implicitně zapnuto a jejich vytváření
vypnuto. Pokud ovšem statistiky nejsou dostupné, nebo jsou poškozené pro daný WaldBo-
ost klasifikátor, není vybrán kernel, který statistiky potřebuje. Po porovnání požadovaných
vlastností se zařízením, které musí obsahovat minimálně udávané velikosti pamětí, musí
podporovat velikost bloků a jejich rozložení, musí podporovat požadované vlastnosti (jako
je práce s obrazovými daty nebo cache) a musí být zařízení správného typu, potom je tato
konfigurace vybrána. Pokud je po výběru konfigurace program úspěšně zkompilován, je
definitivně vybrán pro další zpracování.
6.6 Výběr uložení dat
Pro urychlení načítání dat je v implementaci snaha o co největší využití rychlých pamětí
cache co nejblíže zpracovávanému bloku. To umožňuje v OpenCL použití texturovací a kon-
stantní paměti, pokud zařízení nepodporuje cachování všech datových přenosů. Vzhledem
k optimalizaci pro rozesílání (broadcast) (viz ??) jsou data slabých klasifikátorů umístěna
do konstantní paměti. To s sebou nese omezení na maximální velikost konstantního bufferu,
který je dle specifikací minimálně 65536 bajtů[5]. Vzhledem k velikosti dat klasifikátoru 16
bajtů je možné zpracovat nejvíce 4096 slabých klasifikátorů.
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Mezi další vstupní data patří predikce slabých klasifikátorů, které se čtou pro každý blok
vláken a klasifikátor náhodně. Jeden blok je nastavený v kernelech na 256 vláken a variant
predikce pro detekci klasifikátoru je také 256. Je zde tedy reálná šance, že se v jednom
bloku bude opakovat hned několik stejných hodnot. Vzhledem k založení bloků ve stejný
čas je šance, že budou číst data, predikcí nedávno načtená jiným blokem, také reálná. Kvůli
těmto faktorům je zvolena Texturovací cache paměť, která u většiny grafických adaptérů
cachuje data jak v rámci bloků v multiprocesoru (L1), tak mezi multiprocesory (L2), viz
2.4.4.
Data obrazu se načítají do bloků spolu s okolními pixely o velikosti detekčního okna.
Tato data se použijí pro všechny slabé klasifikátory v bloku vláken. Spolu s použitým
rozestupem 1 pixel mezi vlákny je vhodné využít sdílenou nebo texturovací paměť. Im-
plementovány jsou obě varianty. Sdílenou paměť ale nelze efektivně využít v algoritmu s
divergencí vláken (viz 6.11), proto je implementován pouze pro základní variantu algoritmu.
Datová náročnost při použití sdílené nebo texturovací paměti je v obraze závislá na
struktuře bloků. Kvůli velké škále zařízení a jejich schopností jsou implementovány čtver-
cové a lineární struktury bloků. Pro zařízení, která podporují nativně textury, se načítají
do cache paměti data z okolí načítaného pixelu. Z toho vyplývá, že je vhodným kandidátem
čtvercové strukturování bloků. Dalším vhodným použitím tohoto čtvercově zarovnaného
přístupu je přednačtení dat do sdílené paměti, kde je možné přednačíst menší objem dat
než u lineární varianty. Nese to však omezení v nevyužití přesahujících vláken v bloku, po-
psanému v kapitole 6. Se zanedbáním tohoto faktoru je výpočet rozdílu paměťové náročnosti
prezentován pomocí rovnice 6.1 a ukázkou následujících příkladů.
ww . . . šířka okna
wh . . . výška okna
tx . . . šířka bloku
ty . . . výška bloku
mem . . . potřebná paměť
mem = (ww + tx − 1)(wh + ty − 1) (6.1)
mem1 = (8 + 8− 1)(8 + 8− 1) = 15 · 15 = 225





Po dosazení příkladu z obrázku 6.2 do rovnice 6.1 je zřejmý 2.54 násobný rozdíl v
načítané paměti mezi čtvercovými bloky t1 = (8, 8) a lineárními bloky t2 = (64, 1)
mem1 = (16 + 26− 1)(16 + 26− 1) = 41 · 41 = 1681





Reálný příklad s hodnotami testovanými v kapitole 7 při vhodné velikosti bloků t = 256




































Obrázek 6.2: Rozdíl mezi lineárním a čtvercovým mapováním vláken na bloky
Posledními daty, která se načítají, jsou vstupní data pro inicializaci pozic, které jsou
popsané v kapitole 6.8. Tato data jsou pro skupiny pixelů, obsahující stejný obraz v kaskádě
zmenšenin obrazů, stejná. Proto je zde použita konstantní paměť. Zmenšení mezi sousedními
obrazy v kaskádě obrazů se standardně pohybuje okolo 1.2 násobku šířky a výšky obrazu.
Struktura údaje o jedné zmenšenině má 16 bajtů.
dimmin . . . minimální rozměr obrazu
scale . . . faktor zmenšení obrazu





16 = 1.24096 = 2.1 · 10324
Nejmenší rozměr obrazu může mít maximálně 2.1 · 10324 pixelů, což je dostatečné.
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6.7 Předzpracování obrazu
V aplikaci je implementována možnost grafického zobrazení vstupního a výstupního videa.
Pro jednoduchost práce s načítáním videí byla v aplikaci zvolena knihovna OpenCV. Ta s
sebou nese nutnost převodu na interní formát OpenCV IplImage BGR buď přímo pomocí
OpenCV, nebo jiným způsobem. Vzhledem k nepřebernému množství obrazových formátů
by byl převod mezi identifikátory video struktur FFMpeg a OpenCV zdlouhavý a v různých
verzích potenciálně nestabilní, proto je zvolen převod na interní formát IplImage knihovny
OpenCV s pořadím barev BGR (blue green red) pomocí knihovny ffMpeg. Vzhledem k
nutnosti použití obrazu na OpenCL zařízení, které má zarovnání struktur s velikostí do
16 bajtů na násobky 2, je třísložkový model neoptimální. Proto je použit Barevný model
BGRA, který přidává nepoužitý kanál průhlednosti navíc. Výsledkem je, že pomocí jediného
převodu knihovnou ffMpeg je možné bez dalších manipulací video používat jak v OpenCV,
tak v OpenCL.
Jak již bylo dříve řečeno, jako jeden z nejlépe paralelizovatelných slabých klasifikátorů
lze použít klasifikátor LBP. S tímto klasifikátorem a jeho použitím v základní variantě je
spojeno převedení obrazového formátu do úrovní šedi. Ten je vzhledem k jednotnému BGRA
formátu možné bez větších problémů převést v jiné knihovně než ffMpeg. Po rozhodnutí
interpretace výsledných dat pomocí OpenCL, a tedy nutnosti kopírování dat v BGRA
formátu na zařízení provádějící výpočty v OpenCL, je efektivní ho implementovat přímo v
kernelu OpenCL. V aplikaci jsou implementovány varianty pro předzpracování kernelu pro
bloky strukturované lineárně a čtvercově.
Pro bloky strukturované čtvercově je vytvořen kernel preprocess, kde je spočítán pro
každý vstupní pixel formátu RGBA výstupní černobílý pomocí převodu z rovnice 6.2. Pro
tento kernel jsou použity čtvercově strukturované bloky a šířka a výška bloků je podělena
šířkou a výškou vláken v bloku a zaokrouhlena nahoru. Přebytečná vlákna jsou ořezána
pomocí vstupních parametrů šířky a výšky obrazu.
Igray = Ir0.299 + Ig0.587 + Ib0.114 (6.2)
Pro bloky strukturované lineárně je vytvořena kaskáda obrazů zapsaných v lineárním
bufferu za sebou. Pro vytvoření této kaskády byla vytvořena struktura obsahující: první









V zařízení podporujícím texturovací paměť jsou použity samplery, které umožňují na-
mapovat libovolný bod v obraze.
6.8 Generování pozic vláken
Vytvoření vstupních dat pro inicializaci pozic lze rozdělit na část pro zařízení podporující
texturovací paměť a na část pro zařízení bez této podpory.
25
6.8.1 Připravení struktur pro generování
Jak bylo zmíněno již v předchozí kapitole 6.7, je pro zařízení, nativně podporující textu-
rovací paměti, vhodné využít čtvercovou strukturu bloků a pro obraz není třeba vytvářet
kaskádu zmenšenin. Je ale nutné namapovat každé vlákno na správnou pozici v obrazu a na
správné zmenšení. Protože mají různé velikosti obrazů v kaskádě různý počet bloků, nelze
spočítat pozice prvního bloku v libovolné zmenšenině bez znalosti předchozích.
Pro vytvoření dat, potřebných pro paralelní mapování vláken na zmenšeninu a veli-
kost pixelů pro čtvercově strukturované bloky, je vytvořena tato struktura, která obsahuje
identifikátor prvního bloku ve zmenšenině obrazu, šířku a výšku bloků (zarovnaných na
celé bloky nahoru) a výšku a šířku potřebných vláken pro odstranění nepoužitých vláken z




unsigned short int group_width;
unsigned short int group_height;
unsigned short int item_width;
unsigned short int item_height;
float step;
}det_tex_size_data;
Pro procesorovu implementaci, kde je procesorový výkon limitujícím faktorem je vý-
hodné použít co nejmenšímožný počet vláken za cenu nezarovnaného přístupu na bloku.
K tomu byla implementována lineární struktura vláken v bloku a mapování vláken na
zpracovávané pixely obrazu beze zbytku.
Jako vstupní data pro provedení paralelního zjištění pozic každého z vláken a zmenšení
obrazu byla vytvořena strukturam která obsahuje informace o identifikátoru prvního pixelu










Generování pozic je zajištěno kernelem preprocess, který je implementovaný jen pro variantu
lineárních bufferů, tak pro variantu texturovacích.
Varianta mapující lineární buffer na pozici jednotlivých vláken má na vstupu buffer
struktur pro procesorovou implementaci, která je popsána v kapitole 6.8. Zjištění pozice
vlákna probíhá pomocí následujícího algoritmu:









V algoritmu je jako vstupní hodnota globální identifikátor global id a struktura size data
typu det size data, která obsahuje vstupní údaje. Algoritmus spočívá ve zjištění jestli má
vlákno menší identifikátor než identifikátor prvního vlákna kaskády. Pokud je to pravda je
jednoznačné, že vlákno patří do předchozí zmenšeniny. Po zjištění této skutečnosti je nale-
zena pozice v obraze pomocí rovnice 6.3
Tid . . . identifikátor vlákna
Ts . . . pozice prvního vlákna v zmenšenině obrazu
Tw . . . šířka vláken ve zmenšenině obrazu
Ipos . . . výsledná pozice v obrazu
Is . . . pozice prvního pixelu zmenšeniny obrazu v bufferu
Iw . . . šířka zmenšeniny obrazu v bufferu
Ipos = Is + (Tid − Ts) mod Tw + Iw((Tid − Ts)÷ Tw) (6.3)
Demonstrace výsledku mapování bloků s lineární strukturou na obraz využívající zme-
nšeniny je demonstrován na obrázku 6.3
Faktor zmenšení
 Velikost pracovní skupiny 
Velikost kaskády obrazů 
Hlavní obraz Zmenšený obraz 1 Zmenšený obraz 2 
Liché pracovní skupiny














Obrázek 6.3: Obsazení obrazu lineárně řazenými vlákny v pracovních skupinách
Algoritmus pro mapování pozic obrazu na virtuální zmenšeniny pro zařízení podpo-
rující texturovací paměť nejprve načte buffer struktur pro čtvercově strukturované bloky
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znázorněný v kapitole 6.8. Poté se použije obdobný algoritmus jako u předchozího lineár-
ního bufferu jen s rozdílem, že místo identifikátoru vlákna je zjišťován identifikátor bloku.
Poté je v obraze vyhledána správná pozice vlákna pomocí rovnic 6.4 a 6.5. Dále je k těmto
datům přidána hodnota pro krok mezi pixely (step) a vynulovaná pozice míry přislušnosti k
detekci (likelihood). Tímto vzniká struktura pomocí které si předávají kernely informace








Ix = Bs + (TBid −Bs) mod Bw (6.4)
Iy = Bs + (TBid −Bs)÷Bw (6.5)
Tato čtvercová struktura bloku ale nese režii v nevyužití všech vláken přesahujících
bloků. Pomocí ní je ovšem možné efektivně načítat obrazová data jak do sdílené tak do
texturovací paměti. Demonstrace mapování pozic v obraze na vlákna je ukázána na obrázku
6.4
Faktor zmenšení
 Velikost pracovní skupiny 
Velikost kaskády obrazů 
Hlavní obraz Zmenšený obraz 1 Zmenšený obraz 2 
Liché pracovní skupiny














Přebytečný přesah lichých pracovních skupin
Přebytečný přesah sudých pracovních skupin
Obrázek 6.4: Obsazení obrazu blokově řazenými vlákny v pracovních skupinách
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6.9 Základní verze algoritmu
Základní varianty algoritmů lze rozdělit na varianty používající a nepoužívající sdílenou
paměť pro cachování obrazových dat a varianty přijímající předpřipravená data z kernelu
preprocess a kernely generující tyto data sami.
Základní variatna nejprve načte svoje pozice z bufferu vygenerovaným kernelem preprocess
(6.8.2) a postupně ve smyčce vyhodnocuje slabé klasifikátory.
Vyhodnocení klasifikátoru spočívá v nalezení pozice středu slabého klasifikátoru v de-
tekčním okně. Ten je spočítán pomocí rovnic 6.6 a 6.7. Poté jsou postupně načítány obrazové
body z okolí středu s horizontálním a vertikálním posunem definovaným v informacích o
klasifikátoru. Hodnoty těchto bodů jsou porovnány se středovým bodem a pokud mají větší
hodnotu než střed tak jsou pronásobeny patřičnou hodnotou mocniny dvou začínající od le-
vého pixelu hodnotou proti směru hodinových ručiček až po poslední levou vrchní hodnotu
128 a posčítány. Takto je spočítán index do tabulky predikcí k danému slabému klasifiká-
toru. Poté je z tabulky predikcí načtena hodnota s indexem výsledku a přičtena do průběžné
hodnoty míry příslušnosti k detekci likelihood. Po přičtení hodnoty je zkontrolováno jestli
není práh daného klasifikátoru menší než míra příslušnosti a pokud ano je vlákno z cyklu
vyřazeno. Takto se pokračuje dokud všechna vlákna neodpadnou nebo neprojdou úspěšně
všemi slabými klasifikátory. Poslední částí základního algoritmu je odstranění hodnot pod
daným prahem. Po této fázi následuje zpracování obrazu po detekci.









Statistiky jsou vytvářeny pomocí základního algoritmu obohaceného o buffer pro ukládání
statistik, který obsahuje hodnotu pro odpadnutí pro všechny pracovní skupny a u každé
z nich pro všechny slabé klasifikátory. Po spuštění kernelu jsou nainicializovány všechny
hodnoty klasifikátorů pro daný blok na 0 a je otestováno jestli nejsou vlákna již odpadnutá,
což je zaznamenáno pomocí proměnné step. Pokud ano je nalezen index pro aktuální blok
a je do něj zapsána hodnota. Dalším rozdílem v algoritmu je, že po odpadnutí libovolného
vlákna toto vlákno atomicky inkrementuje hodnotu do bufferu s indexem vypočteným podle
rovnice 6.8.
Gid . . . identifikátor bloku
Gc . . . celkový počet bloků
Sid . . . identifikátor klasifikátoru
Bi . . . výsledný index do bufferu
Bi = Gid +GcSid (6.8)
6.11 Divergenční algoritmus
Divergenční algoritmus má stejnou základní strukturu jako základní algoritmus s rozdílem,
že obsahuje buffer o velikosti celkového počtu bloků do kterých se zapisují výsledná vlákna.
Dále také obsahuje identifikátor prvního zpracovávaného klasifikátoru a počet pracovních
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skupin předchozí iterace výpočtu kernelu. Nejprve algoritmus zkontroluje jestli byla vlákna
divergována pomocí proměnné divergence obsažené ve struktuře s prvním zpracovávaným
klasifikátorem. Pokud je tato proměnná nastavena na 0 znamená to, že se jedná o první
klasifikátor a je načtena hodnota z textury jako u základní verze algoritmu. Pokud byla di-
vergence provedena je načtená hodnota hodnotou počtu bloků divergovaných na tento blok.
Potom jsou načítány hodnoty všech výsledných počtů vláken z bloků přiřazených k tomuto
bloku. Dále je proveden scan a je vyhledána pozice pixelu pomocí stejného mechanismu
jako u mapování vláken na pozice v obrazu. Přebytečné vlákna, kterým nebyla nastavena
žádná hodnota jsou nastavena na hodnoty odpadených vláken. Poté se vykonávají slabé
klasifikátory a odpadávají vlákna stejně jako v základním algoritmu do té doby, než je u
aktuálního klasifikátoru nastavena proměnná divergence na hodnotu různou od 0. Poté se
provede paralelní implementace balícího problému nad lokální pamětí a vlákna, která mají
validní hodnotu zabalí data do první části lokálního bufferu a u toho inkrementují lokální
čítač počtu vláken. Po tomto úkonu je provedena synchronizace a vlákna mající index me-
nší než zmíněný čítač zapíší hodnotu z lokální paměti na svoje místo v globální paměti.
Nakonec vlákno 0 hodnotu tohoto čítače uloží na pozici tohoto bloku do bufferu čítačů.
6.12 Zpracování obrazu po detekci
Algoritmus pro vykreslování výstupných dat je implementován pomocí kernelu postprocess
a vyskytuje se ve 2 verzích. Jedna z nich je určena pro vykreslování dat ze základní verze al-





Pro zjištění nejlepší konfigurace parametrů statistik byly provedeny testy, které tyto hod-
noty určí.
7.1 Konfigurace testů
Testy byly provedeny při vypnutých veškerých procesech z důvodů validnosti časů výpočtu.
Byly provedeny na notebookové sestavě obsahující následující konfiguraci hardwaru a soft-
waru:
Grafický adaptér . . . ATI HD5650
Procesor. . . AMD Phenom II N950 Quad-Core
Operační paměť . . . 4GB DDR3
Operační systém . . . Windows 8 64bit
Verze OpenCL . . . 1.2
Verze OpenCV . . . 2.4.5
Verze ffMpeg . . . 1.2
Verze TinyXML . . . 2.6.2
Testy byly provedeny na testovacím videu s konfigurací:
Rozlišení . . . 1280x528
Snímková rekvence . . . 23 fps
Délka videa . . . 1:13
Časové výsledky jsou zjištěny pomocí spočtení času každého kernelu. Z těchto časů
je proveden součet časů kernelů provádějící výpočet a časů zpracujících předzpracování a
zpracování po snímku. Tyto hodnoty jsou spočteny pro kazždý snímek a vyděleny počtem
snímku. Tím je získána průměrná hodnota časů.
Úspěšnost detekce je spočítána v kernelu zobrazujícího výsledné detekce do obrazu
pomocí atomického inkrementu lokální proměnné local counter vlákny, které úspěšně
detekovali objekt pro svoji pozici v obraze. Po zpracování veškerých dat je provedena syn-
chronizace lokálních pamětí barrier(CLK LOCAL MEM FENCE) jsou data atomicky přičtena
do globální bufferu obsahujícího kompletní součet vláken.
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7.2 Rozsah odpadávání skupin
Prvním parametrem který lze nastavit jak již bylo zmíněno v kapitole 6.10 je počet bloků,
které se mají sloučit v jeden blok. Tento parametr je v parametrech určen pomocí moc-
niny dvou vstupního počtu bloků. Pro zjednodušení čitelnosti je zobrazení dat v grafech



























Rozsah divergence (Počet skupin) 
2 4 8 16 
Úspěšnost detekce (%) 88,57 90,00 91,56 94,20 
Vliv závislos  rozsahu divergence na úspěšnost výpočtu  
Obrázek 7.1: Vliv závislosti rozsahu divergence na úspěšnost výpočtu
Z grafu 7.1 vyplýva, že je úspěšnost detekce lineární vzhledem k počtu bloků. To ovšem
neplatí pro sloučování 2 bloků, které mají větší skok neúspěšnosti. Proto je optimální vybrat




















Rozsah divergence (Počet skupin) 
2 4 8 16 
Výpočetní čas (ms) 67,41 69,46 84,38 99,34 
Celkový čas (ms) 68,74 70,82 85,73 100,70 
Vliv závislos  rozsahu divergence na čas výpočtu  
Výpočetní čas (ms) 
Celkový čas (ms) 
Obrázek 7.2: Vliv závislosti rozsahu divergence na čas výpočtu
Následující graf 7.2 ukazuje nevýhodu slučování velkého množství bloků, která je dána
tím, že je nutné v prvotní kernelu obsahujícím vlákna všech zmenšenin obrazu zpracovat
více klasifikátorů. Vzhledem k počtu vláken pro dané video v řádu milionů je toto zdržení
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viditelné. Nejoptimálnější se podle grafu jeví hodnota 4 pracovních skupin, což koresponduje
s předchozím grafem 7.1. Díky tomu je výchozí hodnota v programu nastavena na hodnotu
4 vláken tedy 2 mocniny dvou.
7.3 Minimální prodleva mezi divergencemi
Dalším nastavitelným parametrem je minimální počet zpracováných klasifikátorů v jednom
kernelu.
5 10 15 20 























Minimálního odstup slučování skupin od sta s k (počet slabých klasiﬁkátorů) 
Vliv závislos  minimálního odstupu slučování skupin od sta s k na úspěšnost 
výpočtu  
Obrázek 7.3: Vliv závislosti minimálního odstupu slučování skupin od statistik na úspěšnost
výpočtu
Při příliš malé hodnotě nastavení minimální prodlevy nenastává, že je omezujícím fak-
torem v hustotě divergence vláken jak je vidět v grafu 7.3. Pro vstupní video nebyl žádný
rozdíl mezi minimálně zpracovanými 5 nebo 10 slabými klasifikátory. U větších hodnot
úspěšnost mírně roste ale zanedbatelně a proto je nemá smysl nastavovat.
Jak již bylo řečeno u předchozího grafu je menší minimální počet klasifikátorů v kernelu
než 10 pro daný klasifikátor a obraz nepodstatný. Při větších hodnotách doba zpracování
roste neúměrně zvyšující se úspěšnosti detekce. Větší minimální počet klasifikátorů totiž
blokuje preferované zpoždění po detekci požadavku sloučení.
7.4 Prodleva po detekci divergence
Jedním z nejdůležitějších parametrů pro použití statistik je zpoždění mezi detekcí možnosti
sloučení a samotným sloučením.
Z grafu 7.5 je patrný téměř lineární průběh se zvyšující se délkou prodlevy. Vzhledem
ke kopírování statistik s posunutím o právě tuto latenci je údaj jeden z nejvíce využívajícím
statistiky. A po posunutí o 15 vláken dosahuje hodnoty téměř 100
Se zvyšující se úspěšností detekce se také zvyšuje čas potřebný pro vykonání výpočtu.
Ten je reprezentován kompletně lineárním grafem, který odpovídá posunutím sloučení bloků
bez omezení minimálního počtu zpracovaných klasifikátorů na kernel.
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5 10 15 20 
Výpočetní čas (ms) 69,46 69,46 75,61 83,70 






















Minimálního odstup slučování skupin od sta s k (počet slabých klasiﬁkátorů)  
Vliv závislos  minimálního odstupu slučování skupin od sta s k na čas výpočtu  
Výpočetní čas (ms) 
Celkový čas (ms) 
Obrázek 7.4: Vliv závislosti minimálního odstupu slučování skupin od statistik na čas vý-
počtu
7.5 Velikost detekce
Posledním parametrem ovlivňujícím statistiky je faktor, který jako jediný ovlivňuje kdy je
divergence detekována. Faktor je definován násobkem počtu pracovních skupin, které jsou
slučovány než je divergence detekována.
Při užití násobku počtu bloků nutných k detekci divergence je 1.25 nedostatečná hod-
nota, která nevykazuje nejlepší výsledky. Po použití násobků větších než 1.5 (implicitní
hodnota) je zvyšující se úspěšnost detekce lineární.
Posledním grafem 7.8 je graf ukazující časovou náročnost násobku bloků. Z něho vyplývá
pomalu se lineárně zvyšující čas. Vzhledem k úspěšnosti 97.5 při výpočetním čase 78.2 ms je
zřejmé, že je to nejlepší varianta pro velice úspěšnou detekci s co nejmenší časovou ztrátou.
7.6 Výsledky testů
Z testů vyplývá, že nejoptimálnějším parametrem pro zajištění vysoké úspěšnosti v co
nejmenším čase je parametr modifikující dobu detekce pomocí násobku statistických údajů




























Odstup slučování skupin od sta s k (počet slabých klasiﬁkátorů) 
1 2 4 6 10 15 
Úspěšnost detekce (%) 86,28 87,60 90,00 92,12 95,71 98,68 
Vliv závislos  odstupu slučování skupin od sta s k na úspěšnost výpočtu  























Odstup slučování skupin od sta s k (počet slabých klasiﬁkátorů) 
1 2 4 6 10 15 
Výpočetní čas (ms) 64,07 65,87 69,46 73,42 81,33 91,17 
Celkový čas (ms) 65,42 67,22 70,82 74,77 82,68 92,52 
Vliv závislos  odstupu slučování skupin od sta s k na čas výpočtu  
Výpočetní čas (ms) 
Celkový čas (ms) 
Obrázek 7.6: Vliv závislosti odstupu slučování skupin od statistik na čas výpočtu
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1,25 1,5 1,75 2 





























Divergence po násobeku hodnoty ze sta s k 
Vliv závislos  divergence násobku hodnot ze sta s k na úspěšnost výpočtu  
Obrázek 7.7: Vliv závislosti divergence násobků hodnot ze statistik na úspěšnost výpočtu
1,25 1,5 1,75 2 
Výpočetní čas (ms) 66,24 69,46 74,58 78,22 




















Divergence po násobeku hodnoty ze sta s k  
Vliv závislos  divergence násobku hodnot ze sta s k na čas výpočtu 
Výpočetní čas (ms) 
Celkový čas (ms) 




Cílem práce bylo prostudovat literaturu na téma implementace algoritmů v GP-GPU se
zaměřením na grafiku a video a prostudovat struktury, jazyky a nástroje pro GP-GPU. Vy-
tipovat algoritmy pro implementaci v GP-GPU se zaměřením na široce využitelné algoritmy.
Navrhnout způsob implementace algoritmů a diskutovat výhody a nevýhody navrženého
řešení. Implementovat tyto způsoby a diskutovat dosažené výsledky a možnosti pokračování
práce.
Výsledkem práce je implementace algoritmu pro detekci objektů za pomoci natrénova-
ného WaldBoost klasifikátoru pomocí knihovny OpenCL, který je optimalizován jak pro
procesorové, tak pro grafické použití. Implementace je schopna vytvářet statistiky odpadá-
vání vláken a použít je pro akceleraci běhu detekce objektů na grafických adaptérech, kde to
má význam. Dále jsou v práci ukázány testy nastavení jednotlivých parametrů ovlivňujících
úspěšnost a dobu zpracování snímků.
Dalším pokračováním práce by mohlo být urychlení načítání video snímků pomocí hard-
warové akcelerace DXVA na systému MS Windows a VDPAU pro operační systémy Linu-
xového typu. Obě tyto varianty podporuje použitá knihovna ffMpeg. Rovněž by mohl být
naimplementován výsledný práh, nastavitelný za běhu programu, který by se po ukončení
uložil ke statistikám a použil při dalším spuštění. Zpracování obrazu po detekci by mohlo
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