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ABSTRACT 
We give an inclusion theorem for the eigenvalues of a normal matrix using discs 
similar to the Gerschgorin discs. This theorem is used to obtain hounds on the 
eigenvalues of Jordan products, and a variant of Kantorovich’s inequality for normal 
matrices. 
1. INTRODUCTION 
Let A = (a i j) and B = ( bi j) be n X n normal matrices having eigenvalues 
x i,“‘, A, and pr,..., CL,, respectively. The Hoffman-Wielandt inequality [l] 
asserts the existence of a labeling of the eigenvalues such that 
Shortly after I arrived at IBM in 1968 Alan Hoffman gave a very inspiring 
lecture there showing how this inequality can be used to obtain bounds for a 
graph partitioning problem that arises in laying out circuits on computer 
chips. He started by stating that he had discovered this inequality, with 
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Helmut Wielandt, in 1952, but had no application for it at the time. Now 
after many years he was very happy to have found an application for the 
inequality. I felt happy for the opportunity to learn about these new 
problems and happy to be arriving at a place where one is given a long time 
to find some use for his work. In the years that followed Hoffman and I 
coauthored several papers on subjects related to graph partitioning and the 
eigenvalues of real symmetric matrices. The present paper is an extension of 
our work in [2]. 
Let A = ( aij) be an n X n normal matrix. Denote the eigenvalues of A 
by hi,. , , A,. According to the Hoffman-Wielandt inequality applied to the 
matrices A and B=diag(a,,,...,a,,. ) there is a labeling of the eigenvalues 
such that 
This inequality resembles Schur’s inequality Z:=,/hi12 < ,X:,=,X;= ~Iu,~)‘, 
which holds for any complex matrix A. However (1.1) need not hold for 
nonnormal matrices. For example, consider 
I 3 -1 -1 -1‘ A= ’ -3 1 -f -i 31 . . 
z 
i i i -g , 
This matrix is not normal and satisfies A” = 0. It therefore has each of its 
eigenvalues equal to 0. For this matrix the inequality (1.1) reads 36 < 12, 
which is false. 
Equation (1.1) says that the average of the numbers Ih, - u iilB is less than 
or equal to the average of the numbers Cj + I ]a, j) ‘. The work in this paper 
began with an attempt to find a better localization result for the eigenvahies 
of A in terms of the numbers a,,, Xj,iluijl’, i = l,..., n. 
Some initial results were obtained in [2]. The main result of this paper is a 
generalization to normal matrices of a theorem proved in [2] for real 
symmetric matrices. We also obtain bounds on the eigenvalues of the Jordan 
product of two normal matrices in terms of bounds on the eigenvalues of the 
individual matrices, and a generalization of Kantorovich’s inequality for 
positive definite matrices to normal matrices. 
Most of our results follow from simple geometric properties of circles. 
Consequently it is convenient to describe them in terms of circles. We begin 
by stating an elementary theorem about circles which will be useful in many 
of our proofs. 
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THEOREM 1.1. lf two lines through a point P meet a circle at points 
Q, Q’ (possibly coincident) and R, R’ (possibly coincident ), respectively, 
then PQ x PQ’= PR X PR’. Note that in the case where P lies outside the 
circle and Q = Q’, the tangent PQ satisfies 
2. AN INCLUSION THEOREM FOR EJGENVALUES OF A 
The main theorem of this paper is a generalization to normal matrices of 
the following theorem which Hoffman and I proved in [2] for real symmetric 
matrices. 
THEOREM 2.1. Let A = (aij) be a real symmetric matrix of order n. For 
a fixed index i let a and R be positive numbers satisfying 
UP 2 C laij12. 
j#r 
(2.1) 
Then the interval [ aii - a, aii + j? ] contains at least one eigenvalue of A. 
Shortly after we published this result, we learned of the following more 
general result due to de Bruijn [3]. 
THEOREM 2.2. Let A be an n x n Hermitian matrix with eigenvalues 
/I,>, ... > h n on the real line. Through each pair of neighboring eigenvalues 
draw a semicircle as in Figure 1. Denote by W the region bounded by these 
semicircles and the semicircle through A, and X,. Let x be an arbitrary unit 
Ak+l Ak 
FIG. 1. 
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vector, and let 
p = x*Ax, u = JIAx - pxll. (2.2) 
Then the point (cl, a) lies in W. 
To see that Theorem 2.1 follows from Theorem 2.2 take x to be the ith 
unit coordinate vector. Then 
p = a,, and o = 
Choose k such that Xk+i < aii < X,. This is always possible, since the 
diagonal terms of A he in the convex hull of the eigenvalues of A. Let h 
denote the vertical distance from aii to the set 99. Since ( aSi, li--” Cj f ila ijI ) E 
9?, we have h 6 CjtrlaiiJ2. It follows from Theorem 1.1 that 
(a,, - Xk+&ik - uii) = h2 < c laij/2. 
j#i 
Thus if (2.1) holds, either a > a,, - Xk+l or p > h, - a,,, so that the interval 
[a,, - a, aii + p] contains at least one of the eigenvalues X,, Xk+i. 
We will generalize Theorems 2.1 and 2.2 to normal matrices. First we 
establish some conventions. In general the entries and eigenvalues of a 
normal matrix are complex numbers. So in what follows, the entries in all 
matrices and vectors encountered wiIl be treated as complex numbers. We 
will identify a complex number X = 5: + iv with the point (E, q) in the 
Cartesian plane. The inner product of two points X and p will be denoted 
by X.~.L. 
THEOREM 2.3. Let A = (aij) be an n x n rwrmul matrix with eigenval- 
ues X l,.. . , A, in the complex plane. Let x be a unit vector, and set 
1_1= x*Ax. Let a and ,B be any positive numbers satisfying 
UP = IlAx - /-412, 
and let 1 be a line segment through p, drawn such that p divides 1 into parts 
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FIG. 2. 
of length cx and p respectively. Then any disc having 1 as a chord contains an 
eigenvalue of A. 
See Figure 2. 
Proof. Let r denote a circle drawn through the endpoints of 1. Denote 
the center and radius of I by c and r respectively. Consider a diameter of I 
drawn through c and ~1. It follows from Theorem 1.1 that 
(r - (c - pl)(r + (c - p() = ap = (IAr - ~JLX~(‘. 
This implies that 
r2 = /Ax - 1_1xl)~ + Jp - c12. 
To complete the proof of the theorem we must show that A has an 
eigenvalue X satisfying 
IA - cl2 < ([Ax - pr112 + (/.L - c12. 
Let h i, . . . , h n denote the eigenvalues of A, and let ui, . . . , u, be a 
corresponding set of orthonormal eigenvectors. We then have A = 
E3:+Xitliui*, so that 
p = x*Ax = f: Xilu+12. (2.3) 
i=l 
Let pi=1u~x(2, i=l,..., n. Then each pi > 0 and CT=rpi = l(r1(2 = 1. 
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We have 
= x*A*Ax - I/@ + 1,~ - cl2 
= IlAx - paJ2 + 1~ - cl’= r2. 
Let h, denote the eigenvalue of A nearest c. Then 
(h, - cl2 < f p,lX, - cl2 = r2. 
i=l 
This completes the proof of the theorem. 
COROLLARY. The disc described in Theorem 2.3 Izcw nt least one eigen- 
value of A in its exterior, or on its boundary. 
Proof. maxIhi-cl’> i p,lhi-c(“=r”. n 
i 1=l 
Suppose we take x to be the ith unit coordinate vector and apply 
Theorem 2.3 to a real symmetric matrix. In this case the disc bounded by r 
intersects the real axis in a line segment 1’ which is divided by p into parts of 
lengths (Y’ and p’. By Theorem 1.1 we have a’/?’ = o$ = Cj + ilu i,I 2. Thus in 
this case we can infer that the disc bounded by I‘ contains an eigenvalue of 
A from Theorem 2.1. Since Theorem 2.3 clearly implies Theorem 2.1, we see 
that in this case the two theorems are equivalent. 
Theorem 2.2 can also be inferred from Theorem 2.3. To see this let p and 
CJ be given by (2.2). Assume that (Jo, u) E 9. To be specific, assume that 
( p, u ) lies below 9. Select consecutive eigenvalues X,, X, + 1 of A such that 
x k + , < p < h k. Draw a circle through the points (p, u ) and (p, - u ) having 
center *(X, + hk+,). Clearly this circle encloses no eigenvalue of A. Since 
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cr2 = Ar - prl12, this contradicts the conclusion of Theorem 2.3. Therefore II 
( p, a) does not he below 9. 
Assume that (cl, a) lies above 9. In this case we can draw a circle 
through ( p, u ) and ( p, - u ) having center i (X i + h .). This circle encloses all 
eigenvalues of A. But this contradicts the corollary to Theorem 2.3, so (p, a) 
cannot lie above 9. It follows that (p, u) E 9 as claimed. 
In order to obtain the analog of Theorem 2.2 for normal matrices we need 
some properties of the Voronoi diagram of the eigenvalues of A. Voronoi 
diagrams are discussed in [4, Chapter 51. Here we will describe just the 
properties of these diagrams needed for our generalization of Theorem 2.2. 
When the eigenvalues of A are collinear, Theorem 2.2 remains valid as 
stated as long as the semicircles are drawn normal to the complex plane. So in 
what follows, we assume the eigenvalues of A are not collinear. 
The Voronoi diagram of the eigenvalues Xi, . . . , X n of A is a partitioning 
of the Cartesian plane into regions V(i), i = 1,. . . , n, such that Xi E V(i) and 
V(i) contains all points in the plane that are closer to Ai than to any 
eigenvalue A j f hi. Mathematically V(i) is defined as follows: For A j + Xi 
the points closer to Xi than to h j lie on the Xi side of the half plane 
determined by the perpendicular bisector of Ai and A j. We denote this half 
plane by H(X,, Xj). Then 
V(i) = n H(Xi, ‘j). 
j#i 
V(i) is called the Voronoi polygon associated with Xi. The Voronoi diagram 
for the five X’s in Figure 3 is represented by the broken-line graph. Consider 
the straight-line dual of the Voronoi diagram. This is the graph on the points 
\ \ 
\ x3 
\ 
x4 ‘\ 
/ 
/--- --_ J’ 
B 
/ 
_-_-- -4; 
: 
‘\ 
\ 
x5 / 
\ I x2 \ 
XI 
\ I 
‘\ / 
FIG. 3. 
EARL R. BARNES 
h r,. . . , h n obtained by connecting two points Xi and X j by a straight line if 
V(i) and V(j) h ave a common edge in the Voronoi diagram. In Figure 3 the 
dual graph is represented by solid lines. The dual graph defines a triangular- 
ization of the convex hull of the points hi,. . . , A,. The triangles are called 
Delaunay triangles. They are unique and have the interesting property that 
their circumscribing circles contain none of the points Xi,. . . , X n in their 
interiors. It is this property that allows us to prove the following generaliza- 
tion of Theorem 2.2. 
THEOREM 2.4. Let A he un n x n normal matrix with noncollineur 
eigenvalues XI,. . , X n in the complex plane. Let T,, . . . , T,_ I denote the 
Delaunay triangles defined by these eigenvalues. Let Si denote the solid 
sphere of least volume containing T,, i = 1,. . . , n - 1, und let S denote the 
solid sphere of least volume containing all eigenvalues of A. Note that each 
of the spheres S,, . . , S, _ i, S has its center in the complex plune, and no S, 
has an eigenvalue of A in its interior. Let 9 consist of the points above the 
complex plane which are in S but not in the interior of any of the spheres S,, 
i = l,..., n - 1. For any unit vector x, the point (~,a), defined by 
p = x*Ax, u = IlAx - pxI[ 
lies in 9. 
An example of W for four points is shown in Figure 4. When the 
eigenvalues of A are collinear, the theorem remains valid with 9’ replaced by 
a region similar to Figure 1. This result can be easily obtained as the limiting 
case of the situation when the eigenvalues are noncollinear. 
Proof of Theorem 2.4. It follows from (2.3) that p lies in the convex hull 
of the eigenvalues of A. Therefore p lies in one of the Delaunay triangles. 
FIG. 4 
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Suppose p E Tk. To show that (II, a) E 9 we will first show that (p, u) is not 
in the interior of S,. The proof is by contradiction. Assume that (cl, a) is in 
the interior of S,. We can then construct a solid sphere S; C S,, concentric 
with S, and having (p, a) on its surface. Consider the disc I where S; 
intersects the complex plane. Since (p, a) is on the surface of S;, I has a 
chord of length 2u, centered at p. It follows from Theorem 2.3, by taking 
a = /3 = (I, that I contains an eigenvalue of A. But I is contained in the 
interior of S,, and S, has no eigenvalues of A in its interior. Thus we have a 
contradiction. It follows that (cl, a) is not in the interior of S,. 
To complete the proof we must show that (p, a) is inside or on the 
boundary of S. Assume that (cl, a) is in the exterior of S. We can then 
construct a sphere S’ 1 S, concentric with S, having (p, u) on its surface. The 
intersection of S’ with the complex plane is a disc enclosing all eigenvalues of 
A. But this disc has a chord of length 2u centered at ~1. This contradicts the 
corollary to Theorem 2.3. We must therefore have (p, u ) inside or on the 
boundary of S. n 
3. APPLICATIONS 
3.1. Bounds for the Eigenvalues of Jordan Products 
Our first application is an extension of de Bruijn’s bounds [3] for the 
eigenvalues of the Jordan product of two Hermitian matrices to normal 
matrices. 
Let A and B be n X n normal matrices. We wish to find bounds on 
Re r*A*Bx as r ranges over the set of n-dimensional unit complex vectors. It 
is assumed that the smallest discs containing the eigenvalues of A and B are 
known. The reason for interest in these bounds is that 
Re x*A*Bx = $x*( A*B + B*A)x. (3.1) 
Clearly A*B + B*A is Hermitian. Thus as x varies over the set of unit 
vectors, 2Re r*A*Bx varies between the smallest and largest eigenvalues of 
A*B + B*A. This matrix is the so-called Jordan product of A and B. The 
problem of determining bounds on the eigenvalues of A*B + B*A in terms of 
bounds in the eigenvalues of A and B was first posed by Olga Taussky Todd 
in [5]. In the case of Hermitian matrices, bounds have been obtained in [3], 
161, and 171. 
Let r be a unit vector, and define 
p = x*Ax, v = x*Bx. 
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We use the notation p = (Y + ip, Y = E + iv to express ~1 and Y as complex 
numbers. Define 
u = ([Ax - px(( and S = I(Bx - YX(/. 
We can then write 
AX=/LX+UU, Bx = vx + 6w 
where u and w are unit vectors and 
x*u = x*w = 0. 
We have 
x*A*Bx = j.iv + oSu*w 
Let Re u*w = E. Then IE( < 1 and 
Re x*A*Bx = LYE + pq + a&. (3.2) 
THEOREM 3.1. Let S and R denote the solid spheres of least volume 
containing the eigenvalues of A and B respectively. For any unit vector x we 
can choose points (a’, /II’, u’) and (E’, v’, 8’) on the surfaces of S and R, 
respectively, such that 
Re r*A*Bx = a’t’+ p/q’+ U’S’. (3.3) 
Proof. The proof is similar to the proof of Theorem 3.2 in [3]. We begin 
with Equation (3.2). For the moment assume that E 2 0. Let rs and r, 
denote the intersections of the solid spheres S and R with the complex plane. 
The eigenvalues of A and B lie in the discs r, and r,, respectively. For any 
point (Q’, j3) in r, let cp(e, p) be defined so that cp(c-u, p) >, 0 and the point 
(a, j?, CJI(OL, j3)) is on the surface of the sphere S. For (E, 17) in r, let I/(,$‘, 17) 
be defined in a similar manner for R. When ((r, p, a) and (6, ?I, 6) are defined 
as in (3.2), it follows from Theorem 2.4 that cp(a, ,B) > u and #(t, 7) > 6. 
Let t be a real parameter, and for (t ( sufficiently small let ( CY( t ), /?( t )) and 
(t(t), q(t)) be parametric curves lying in rs and IY,, respectively, and 
defined by 
a(t) = ae-‘, p(t) =W, t(t) = Se’, TJ( t) = qe-‘. 
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Here e denotes the base of the natural logarithm, but any positive number 
# 1 could be used. Note that 
Also, as t increases from 0, both curves (a(t), B( t)), (E(t), -q(t)) become 
unbounded. As (a( t ), /?( t )) approaches the boundary of r,, cp( a( t ), B( t )) * 0. 
Similarly, as (t(t), q(t)) approaches the boundary of I,, J/(&t), q(t)) + 0. 
Since 9(01(O), B(O)> = cp(cu, P) > u, $(&O), n(0)) = $(5, n) > 6, and e > 0, 
it follows from (3.4) that 
for some t’> 0. If we take ff’= a(t’), P’=P(t’), [‘= .$(t’), q’= q(t’), u’= 
cp( a( t’), j?( t’)), S’ = IC/(&t’), q(t’)) we obtain the conclusion of the theorem 
for E 2 0. 
If E < 0 the theorem can be proved in a similar manner. In this case 
define +!I as before and define cp(e, B) to be < 0 and such that the point 
(~,B,q(~,B))isonthesurfaceofthesphereSfor(~,B)inlY,. n 
REMARK. It is clear that Theorem 3.1 remains valid if S and R are 
replaced by any solid spheres centered in the complex plane and containing S 
and R. In what follows we assume that such spheres are known. We will 
obtain bounds on (3.3) in terms of the centers and radii of these spheres. 
Let S, and S, be the solid spheres of least volume containing the 
eigenvalues of A and B, respectively. Identify the complex plane with the 
Cartesian plane, and denote the centers and radii of S, and S, by (hi, h,,O), T 
and (k,, k,,O), p, respectively. It is clear from (3.3) that we can obtain an 
upper bound for Re x*A*Bx by solving the maximization problem 
maximize o.$ + pq + a8 
subjectto (e-h,)2+(B-h2)2+e2=r2 
(t - kl)‘+ (7 - k2)2+ a2 = p2. (3.5) 
Similarly, we can find a lower bound on Re x*A*Bx by minimizing the 
objective in (3.5). 
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Problem (3.5) can be solved as follows. For any feasible values of the 
variables (Y, p, and a we have 
at + pq + a8 = a(( - k,) + p(q - k,) + a8 + kp + k,j? 
<p/a2+f12+u2 +k,a+k2j3 
by the Cauchy-Schwartz inequality. Equality holds if 
(3.6) 
t-k,= p‘r q-kz= 
PP 
) 6= 
PO 
@+p”+2 ’ \/cl2 + p” + u2 &2+/p+ a2 . 
(3.7) 
Suppose we choose (Y, p, and u to solve the problem 
maximize p/a2 + /I2 + u2 + k,a + k,P 
subjectto (o-h,)2+(~-h2)2+u2=r2. (3.8) 
Then by choosing [, n, and 6 as in (3.7) we clearly have a solution of (3.5). 
Since (3.5) and (3.8) have the same maximum value, we can obtain the bound 
we need by solving (3.8). 
LEMMA. The problem (3.8) always has a solution in which u = 0. 
Proof. It is clear that (3.8) always has a solution. It is also clear that if 
h, = h, = 0 there is a solution with u = 0. So assume hy + hg # 0. Let 
(oi, pi, ui) be a solution of (3.8). If ui = 0 there is nothing to prove. So 
assume ur f 0. We will show that there is a point on the surface of S, with 
u = 0 and for which the objective value in (3.8) is at least as large as it is at 
(oi> Pr, 01). 
Let ri=/m. Since h~+h~#O, the sphere a2+fi2+u2=rf 
intersects S, in a circle I normal to the complex plane and centered in the 
complex plane. Clearly (oi, pi, a,) E I. For points (cy, p, u) on 1 we have 
p a +,lI +u +k,a+k,P /, 
=pr,-;{(a-kk,)2+(/Gk2)2+u2}+~{r;Z+k~+k;}. (3.9) 
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This shows that (3.8) achieves its maximum value on r at the point nearest 
(k,, k,,O). An easy application of Theorem 1.1 shows that this point can be 
chosen to have u = 0. Moreover, this maximum value is at least as large as the 
value of (3.8) at (or, /3r, ai). This completes the proof of the lemma. = 
We can now replace the problem (3.8) by the following problem in two 
variables: 
maximize p/n+kla+k2P 
subjectto (o-/~,)~+(p-h~)~=r~. (3.10) 
This problem has a trivial solution if h, = h, = 0 or if k =_lf2 = 0. 
In the first case the maximum value in (3.10) is given by r(~ + ii” kf + ki ). In 
the second case the maximum value is given by ~(r + \lhm). So in what 
follows we assume that h!f + h: # 0 and kf + ki # 0. 
To simplify the discussion we introduce the vector notation h = (h,, h,) 
and k = (k,, k,). The 2 ~2 rotation matrix 
will be denoted by J. There are several ways to reduce (3.10) to a problem 
involving a single variable. We have chosen the following. 
Let (o(f), /3( {)) denote the point of intersection of the line h,a + h,/3 = 1 
and the circle (a - h,)2 + (p - h,)2 = r2. These curves only intersect for 
lhl2 - rlhJ < { < Jhl2 + rlhl. When they intersect in two points, we choose the 
one for which the objective in (3.10) has the larger value. A brief calculation 
shows that 
If we make the change of variable { = \hl2 + (h(rz, - 1~ .z < 1, the objective 
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in (3.10) can be written in terms of z as 
f(z) = p r2 + lh12+2(h(rz + -&h.k)z + -&h~+/k)~TT?+ h.k, 
(3.11) 
where _t is defined so that + h. Jk = (h . Jkl. The maximum in (3.10) is just 
themaximumof(3.11)as z rangesovertheinterval -l,<z<l.If h.,Jk+O, 
that is, if h and k are linearly independent, we have f’( - 1) = + co and 
f’(1) = - co. There is therefore a value of z in the open interval ( - 1,l) 
where f(z) = 0. Moreover, f”(z) < 0 on this interval, so there is precisely 
one value of .z such that f’(z) = 0. In general one may need a computer to 
determine this value of z. However, in special cases, f( z ) can be maximized 
explicitly. From now on we restrict our attention to one of these cases. 
Assume h and k are linearly dependent, so that h. Jk = 0 and h. k = 
+ (hJ ) kl. This includes the case studied in [3], where A and B are Hermitian 
matrices. In this case we can compute the maximum value of fexplicitly. For 
example, if h . k >, 0, then f(z) is monotone increasing in z and attains the 
maximum value 
(P + lW(r + IhI> 
at z=l. 
If h. k -C 0, maximizing fon the interval [ - 1, l] is a little less straightfor- 
ward. f is strictly concave, but not necessarily monotone on this interval. If f 
is monotone, its maximum value is attained at an endpoint of the interval and 
is given by 
m={f( -l>qf(l)) = m={(p - IWr + IhI>> plr - lhll+ lkl(r - IhI)) 
If f is not monotone on the interval - 1~ z < 1, we have 
fl( - l)f(l) < 0. 
This follows because f is strictly concave. The condition f( - l)f’(l) < 0 
can be written as 
lkllr - IhIt< c44 < lkl(r + PI>. (3.12) 
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If this condition holds, we have 
f’(z) = lk]r - 
vlhl = 0 
r2 + 1hJ - 2rlhJz 
for some z E ( - 1,l). In this case the maximum value of f on this interval is 
given by 
lk12r2 - lk121h12 + lh12p2 
This completes the solution of (3.10) for the case where h and k are 
linearly dependent. In a similar way we can obtain a lower bound on 
Re x*A*Bx by minimizing a[ + prj + US subject to the constraints in (3.5). 
In this case we have 
>, -p{m+kra+k,/3 
with equality if 
6k,=-/-&&. ~-k2=-p$&--p 
It follows that 
where the min and max are taken subject to ((Y, fi, a) and ([, ~,a) in the 
boundaries of S, and S, respectively. This maximization problem is the same 
as (3.8) with k replaced by - k. It can therefore be solved by the technique 
we have developed for (3.8). We give the solution in the next theorem 
without repeating the details of the proof. 
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THEOREM 3.2. Let A and B be normal matrices, and let the smallest 
discs containing their eigenvalues have centers h = (h,, h3), k = (k,, k,) and 
radii r, p, respectively. If h and k are linearly dependent, then ull eigenval- 
ues of the Jordan product A*B + B*A are contained in the interval [m, M], 
where 
(2( P + lkl>(r + lhl) if h.k>O, 
M= I (k12r2 - lk12]h12 + lh1202 Ihl I4 i.f h.k <O and (3.12) holds, 
~~~{~~-l~l~~~+I~l~~~l~-I~ll+l~l~~-l~l~) 
if h.k <O and (3.12) fails, 
’ ]k12r2- lk121h12 + lh12p2 - 
Ihl Ikl 
if h.k>O and (3.12) holds, 
n1 = ( - 2mm{ (p - IWr + IhI), P/r - IhlI + lkl(r - lhl)} 
if h.k >O and (3.12) fails, 
\ - 2( P + IWr + IhI) if h.k<O. 
This theorem remains valid if the smallest discs containing the eigenval- 
ues of A and B are replaced by any discs containing these smallest discs. 
This follows from the remark following Theorem 3.1. 
We close this section by constructing a class of normal matrices for which 
the bounds given in Theorem 3.2 are sharp. 
Let x,x2 ,..., x._~, y and x, y,, . . . , y,_ r, y be two sets of orthonormal 
ndimensional complex vectors, and let h and k be two nonzero complex 
numbers satisfying h = tk for some t > 0. Let r and p be two positive 
numbers satisfying 
-T-+p<1. 
IhI PI 
Define complex numbers h r, . . . , h n and pl,. . , ~1, as fdows: 
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Choose A, ,..., X,-r and p2,...,pn-1 to be any complex numbers satisfying 
l'j - hl < r and lclj - kl< p, j=2 ,...,n-1. 
Define 
n-l 
A = hrxx* + X,yy* + c Xixix; 
j = 2 
and 
n-l 
B = pp* + p,yy* + C PjYjYf' 
j=2 
By construction, the eigenvalues of A are x r,...,X” and satisfy (hj-hl<r 
foreach i. Similarlytheeigenvaluesof Barepr,...,p,,and (pj-kj<p for 
each j. We will show that the bounds given in Theorem 3.2 are sharp for 
matrices A and B constructed in this manner. 
Since h-k = Ihl(k( > 0, we have M = 2(p + Ikl)(r + (hi). Note that 
(A*B + B*A)Y = (x,pL, + &J,)Y, 
so that x,,~,, + ,%,,A,, is an eigenvalue of A*B + B*A. But 
X&l, + j&x, = 2 It J- ( ,h,)~l+~)lw=M. 
so the upper bound in Theorem 3.2 is sharp. 
Consider the lower bound. Since r/ IhJ + p/lkl <: 1, the inequality (3.12) 
does not hold and so 
m = - 2max{ (p - lkl)(r + IhO Plr - lhll + Ikl(r - IhI)} 
= - 2{ 414 - r)+ lkl(r - PI)) =2(lhl- ~)(lkl- P)* 
EARLR.BARNES 
Note that (A*B + B*A)x = (hIpI + plX1)x and 
This shows that the lower bound is also sharp. 
3.2. Kantorovich’s Inequality 
In [8] there appears the following generalization of an inequality due to 
Kantorovich [9, p. 4101. 
Let A be a positive definite Hermitian matrix with eigenvalues 0 -C hi < 
. . . =s A,, and let 
be the spectral condition number for A. Let y f 0 be a given vector. For 
each integer v define 
p” = y*AYy. (3.13) 
Then 
1 < P,+dJ-1 ~ (X+X-1)2 \ 
l-c 4 . 
(3.14) 
In this section we obtain a generalization of this result to normal matrices. 
Let A be a normal matrix with the property that the smallest disc 
containing the eigenvalues of A does not contain the origin 0. For a given 
nonzero vector y, and each integer v, define 
~2” = y*(A*)“A’y, p2v.+l= y*(A*)“AA”yt ~zu+2 = y*(A*)“A*AA”y. 
THEOREM 3.2. Let A be a normal matrix, and let T denote the s-m&lest 
circular disc containing the eigenvalues of A. Let c = (c,, c2) and r denote 
the center and radius of r, respectively. If 0 P r then 
(3.15) 
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Proof. Let 
A”Y 
*=I(A’yl(’ 
p=r*~x~kL, and u = JjAx - ~1x11. 
PZ” 
By theorem 2.4 the point (CL, a) lies in the region %’ of Figure 5. Let 
p = (Y + ip. Then 
u2 zz x*A*Ax - I,42 zz - - 
This gives p2”+s = (a2 + j3’ + a2)pzy and it follows that 
P2”+2Pzv = (a2 + p2 + u”)p”2, 
IP I2 2v+l IP I2 2v+1 
a2+j32+u2 a2+~2+u2 
= 
(pl2 = a2+p2 21. 
This proves the first inequality in (3.15). 
To prove the second inequality we will show that 
ICI2 
(cl2 - r2 
is an upper bound on the value of the expression 
a2+p2+ u2 
(us+@ 
(3.16) 
for ((Y, j3, a) E 9. Consider maximizing (3.16) over the hemisphere 
(“-c1)2+(p-c2)2+u2<r2, u >, 0. (3.17) 
Note that W is contained in this hemisphere. Also (3.16) is bounded in this 
region, since 0 @ r. 
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FIG. 5. 
It is easy to see that the maximum of (3.16) over the hemisphere (3.17) 
occurs at a point Q = (LY, ,f?, a) on the great circle whose diameter in the 
plane passes through c and p = (q p). In fact, (3.16) is just (cos 8))‘, where 
6 is the angle the line through 0 and Q = ((Y, p, a) makes with the complex 
plane. Therefore (3.16) is maximized when B is made as large as possibIe. It 
follows from Theorem 1.1, with P = 0, that 
191” =(ICI - r)((cl+ r) = [cl2 - T2, 
or 
a2 + p2 + u2 = ICI2 - r”,. 
Also, by taking P = p in Theorem 1.1 we obtain 
a2 = (r - (p - cl)( r + (p - cl) = r2 - (p - c(2 
= T2 - (c12+2pc - (p12. 
This, together with (3.18), implies that 
But c is a positive multiple of p, so CL. c = (p[ ICI and therefore 
(3.18) 
r2 2 
)pL)L E& 
i 1 =a2+p2. 
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This combines with (3.18) to give 
cua+pa+ a2 ICI2 =--- 
(us+ps (cl2 - r2 ’ 
and this maximizes this expression subject to (3.17). This completes the proof 
of (3.15). n 
If A is a positive definite Hermitian matrix with eigenvalues 0 < A r < . . . 
G A,, we have 
c = (f(& + X,),0) and r=+(h,-X,). 
We leave it to the reader to verify that in this case (3.15) reduces to (3.14). 
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