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ABSTRACT
The post-reionization HI 21-cm signal is an excellent candidate for precision cosmol-
ogy, this however requires accurate modelling of the expected signal. Sarkar et al.
(2016) have simulated the real space HI 21-cm signal, and have modelled the HI power
spectrum as PHI (k) = b
2P (k) where P (k) is the dark matter power spectrum and
b(k) is a (possibly complex) scale dependent bias for which fitting formulas have been
provided. This paper extends these simulations to incorporate redshift space distor-
tion and predict the expected redshift space HI 21-cm power spectrum P s
HI
(k⊥, k‖)
using two different prescriptions for the HI distributions and peculiar velocities. We
model P s
HI
(k⊥, k‖) assuming that it is the product of PHI (k) = b
2P (k) with a Kaiser
enhancement term and a Finger of God (FoG) damping which has σp the pair velocity
dispersion as a free parameter. Considering several possibilities for the bias and the
damping profile, we find that the models with a scale dependent bias and a Lorentzian
damping profile best fit the simulated P s
HI
(k⊥, k‖) over the entire range 1 6 z 6 6.
The best fit value of σp falls approximately as (1 + z)
−m with m = 2 and 1.2 respec-
tively for the two different prescriptions. The model predictions are consistent with
the simulations for k < 0.3Mpc−1 over the entire z range for the monopole P s
0
(k),
and at z 6 3 for the quadrupole P s2 (k). At z > 4 the models underpredict P
s
2 (k) at
large k, and the fit is restricted to k < 0.15Mpc−1.
Key words: methods: statistical, cosmology: theory, large scale structures, diffuse
radiation
1 INTRODUCTION
After the Cosmic Microwave Background (CMB) radia-
tion, the cosmological 21-cm background radiation is one
of the most interesting observational frontiers. This origi-
nates from the spin-flip transition in the ground state of
neutral hydrogen (HI ). The cumulative redshifted 21-cm
emission from all the HI sources forms a diffused background
radiation. A statistical detection of the intensity fluctua-
tions in this 21-cm background provides us a unique way
of quantifying the source clustering (Bharadwaj et al. 2001;
Bharadwaj & Sethi 2001). This technique, widely known as
21-cm intensity mapping, provides a three dimensional view
of large-scale structures in the Universe and makes it possi-
ble to survey large volumes of space using currently function-
ing and upcoming radio telescopes (Bharadwaj & Pandey
2003; Bharadwaj & Ali 2005; Wyithe & Loeb 2008). In the
post-reionization era (z 6 6), the 21-cm signal is mostly
unaffected by the complex reionization processes and the
⋆ debanjan@cts.iitkgp.ernet.in
† somnath@phy.iitkgp.ernet.in
21-cm power spectrum is proportional to the underlying
matter power spectrum (Wyithe & Loeb 2009). A detection
of the Baryon Acoustic Oscillations (BAO) in the 21-cm
power spectrum can place tight constraints on the equa-
tion of state of dark energy (Wyithe et al. 2008; Chang et al.
2008; Seo et al. 2010; Masui et al. 2010). An accurate mea-
surement of the 21-cm power spectrum can also provide in-
dependent estimates of the different cosmological parame-
ters (Loeb & Wyithe 2008; Bharadwaj et al. 2009) without
reference to the BAO. Pourtsidou (2016) have investigated
the possibility of testing Einstein’s general theory of relativ-
ity (GR) and the standard cosmological model via the EG
statistic (Zhang et al. 2007) using 21-cm intensity mapping.
Several 21-cm intensity mapping experiments like
BAOBAB (Pober et al. 2013), BINGO (Battye et al.
2012), CHIME (Bandura et al. 2014), the Tianlai
project (Chen 2012; Chen et al. 2016), GBT-HIM
(Chang & GBT-HIM Team 2016), SKA1-MID/SUR
(Bull et al. 2015) have been planned to cover the
intermediate-redshift range z ∼ 0.5 − 2.5. Their pri-
mary goal is to measure the comoving scale of BAO around
c© 0000 The Authors
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the onset of acceleration at z ∼ 1. Efforts are also underway
to observe the 21-cm intensity fluctuations around z ∼ 3.35
using OWFA (Subrahmanya et al. 2017). On the other
hand, the upgraded GMRT (uGMRT; Gupta 2017) and the
upcoming SKA2 (Santos et al. 2015) promises to cover a
large redshift range.
The 21-cm signal is intrinsically very weak, and it is
very important to correctly model the expected signal in or-
der to make realistic predictions for the various upcoming
experiments (e.g. Bull et al. 2015; Sarkar et al. 2017). Mod-
elling is also important in order to correctly interpret the
21-cm signal once it is detected.
There has been considerable work to model the post-
reionization HI distribution and the expected 21-cm sig-
nal using semi-numerical prescriptions coupled with N-
body simulations (Bagla et al. 2010; Khandai et al. 2011;
Guha Sarkar et al. 2012; Seehars et al. 2016). In sub-
sequent works, semi-numerical prescriptions have also
been coupled with hydrodynamic simulations (Dave´ et al.
2013; Villaescusa-Navarro et al. 2014; Kim et al. 2017;
Villaescusa-Navarro et al. 2016). A number of analytical
frameworks have also been developed (Mar´ın et al. 2010;
Padmanabhan et al. 2017; Castorina & Villaescusa-Navarro
2017; Pe´nin et al. 2017).
In a recent work (Sarkar et al. 2016, hereafter Paper
I), we have used a semi-numerical technique coupled with
N-body simulations to model the HI distribution in the red-
shift range 1 6 z 6 6. We have quantified the evolution
of the HI bias across this z range for k values in the range
0.04 6 k/Mpc−1 6 10, and we provide polynomial fitting
formulas for the bias across this k and z range. Paper I
and most of the other works discussed above are however
limited by the fact that they have modelled the real space
HI distribution ignoring the redshift space distortion (RSD)
introduced by peculiar velocities. It is important to note
that RSD plays an important role in the 21-cm intensity
mapping signal (Bharadwaj & Ali 2004). In this paper we
have extended the work presented in Paper I to include pe-
culiar velocities and use this to model the RSD in the 21-cm
power spectrum.
The RSD in galaxy redshift surveys has proven to be
an important field of study (see Hamilton 1998 for a re-
view). It offers a distinct way of estimating the cosmological
parameters and/or any departure from the standard the-
ory of structure formation (Cole et al. 2005; Parkinson et al.
2012; Song et al. 2014; Li et al. 2016). This also gives an
independent estimate of the cosmological expansion rate
(Guzzo et al. 2008; Kazin et al. 2012) and can also help to
break the degeneracy between various models of modified
gravity (Johnson et al. 2016; de la Torre et al. 2016). We ex-
pect to get similar information from the study of RSD effects
in 21-cm intensity mapping experiments (Raccanelli et al.
2015; Santos et al. 2015; Bull et al. 2015).
In Paper I we have used N-body simulations and a semi-
numerical technique, originally proposed by Bagla et al.
(2010), to simulate the real space HI distribution and model
the real space HI power spectrum PHI (k) over the redshift
range 1 6 z 6 6. In the present work we have used the
same simulations with the addition that we have used the
peculiar velocities from the N-body simulations to map the
HI distribution to redshift space. In this work we model
the RSD effect in the redshift space HI power spectrum
P sHI (k⊥, k‖), and use this to study its various moments -
namely the monopole P s0 (k) and the quadrupole P
s
2 (k).
A brief outline of the paper follows. We present the red-
shift space HI simulations in Section 2, and the simulated
redshift space HI power spectrum P sHI (k⊥, k‖) is presented
in Sub-Section 2.1. In Section 3 we outline the different mod-
els which we have considered for P sHI (k⊥, k‖), the χ
2 min-
imization used to fit the models to the simulations is also
discussed here. We present the Results in Section 4, and
Section 5 presents Summary and Discussion.
We have adopted the best fit cosmological parameters
from Planck Collaboration et al. (2015).
2 SIMULATING HIDISTRIBUTION IN
REDSHIFT-SPACE
We first simulate the post-reionization HI distribution in real
space. Here we follow the methodology which has been ex-
tensively described in Paper I. We use a gravity only Particle
Mesh N-body code (Bharadwaj & Srikant 2004) to generate
snapshots of the dark matter distribution at the desired red-
shifts. The simulations contain [1, 072]3 dark matter parti-
cles in a [2, 144]3 regular cubic grid of spacing 0.07 Mpc with
a total simulation volume (comoving) of [150.08 Mpc]3. The
grid spacing limits the mass resolution of our simulations to
108 M⊙. Our simulations span the redshift range z = 1 to 6
with redshift interval ∆z = 0.5 .
We use the “Friends-of-Friends” (FoF), (Davis et al.
1985) algorithm to locate the haloes in the dark matter dis-
tribution. We have used a linking length lf = 0.2 (in the
unit of mean inter particle separation) and set a criterion
that a halo must contain at least 10 dark matter particles
and hence we can resolve haloes with mass 109 M⊙ or larger
in our simulations. Our halo mass resolution is consistent
with a recent study (Kim et al. 2017) which shows that for
z > 0.5, we require a dark matter halo resolution better than
∼ 1010 h−1M⊙ to ensure that the predicted 21-cm bright-
ness temperature fluctuations are well converged.
The Inter Galactic Medium (IGM) is highly ionized
in the post-reionization era (Fan et al. 2006a,b). The bulk
of the HI at these redshifts is believed to reside in self-
shielded gas clouds that appear as Damped Lyman-α sys-
tems (DLAs) in quasar spectra (Storrie-Lombardi & Wolfe
2000; Prochaska et al. 2005; Zafar et al. 2013). These
clouds are further believed to be associated with galax-
ies (Haehnelt et al. 2000) which are hosted in dark mat-
ter haloes. HI therefore is a tracer of the galaxy distri-
bution. Bouche´ et al. (2005) measured the clustering of
DLAs at z ∼ 3 in a numerical simulation and found
that DLAs occupy moderate mass haloes with an upper
limit of log(Mh/M⊙) ∼ 11.1. Again a cross correlation
study between DLAs and Lyman Break Galaxies (LBGs)
at z ∼ 3 suggests that DLAs preferably reside in haloes
having mass Mh in the range 10
9 < Mh/M⊙ < 10
11
(Cooke et al. 2006) which is in agreement with the find-
ings of Pontzen et al. (2008) based on numerical simula-
tions. However, in a similar work with large volume sim-
ulations, Cen (2012) found that DLAs prefer to reside in
relatively more massive haloes (1010 < Mh/M⊙ < 10
12 at
1.6 < z < 4) where galactic winds control their kinemat-
ics. A cross-correlation analysis of DLAs and the Lyman−α
MNRAS 000, 000–000 (0000)
RSD in the post-reionization 21-cm power spectrum 3
forest at z ∼ 3 (Font-Ribera et al. 2012) suggests that the
DLAs favour relatively massive haloes with mass Mh =
6 × 1011M⊙. Note that this mass limit has been calculated
by assuming a relation between the DLAs cross-section and
the host halo mass, and DLAs can be hosted by the smaller
mass haloes if the slope of this relation is steep enough.
In this work we assume that the HI resides solely in the
dark matter haloes, and the HImass MHI in a halo depends
only on the halo mass independent of the environment of
the halo. We expect MHI to increase with Mh, however, ob-
servations at very low redshift suggests that the massive el-
liptical galaxies or galaxy clusters contain very little HI (eg.
see Serra et al. 2012, and references therein). This indicates
that haloes with mass greater than a maximum value,Mmax,
will contain little or no HI . Further, we do not expect haloes
with masses below a lower limit Mmin to contain HI as they
would not be able to shield the neutral gas from the harsh
ionizing background radiation. Based on these arguments,
Bagla et al. (2010) have proposed three schemes for populat-
ing the simulated haloes with HI . In Paper I and our current
work we have used the third scheme of Bagla et al. (2010)
to populate the haloes. This scheme considers a redshift de-
pendent relation between the Mh and circular velocity vcirc
Mh ≃ 10
10 M⊙
( vcirc
60 km s−1
)3(1 + z
4
)− 3
2
. (1)
It is assumed that only haloes with a minimum circular ve-
locity vcirc = 30 kms
−1 will host HI , which sets the lower
mass limit Mmin and vcirc = 200 kms
−1 defines the upper
mass limit Mmax.
The HImass in a halo is related to the halo mass as
MHI (Mh) =
{
f3
Mh
1+
(
M
h
Mmax
) if Mmin 6 Mh
0 otherwise
. (2)
where f3 is a free parameter which controls the total
HI content in our simulations. The choice of f3 does not af-
fect the results of this work, and we have used f3 such that
ΩHI in our simulations remains fixed at a value ∼ 10
−3.
Here we have placed all the HI at the halo center of mass.
This is a reasonably good assumption in real space as the
intensity mapping experiments do not have adequate angu-
lar resolution to resolve the HI distribution within individual
galaxies at high redshifts. We refer to this method as ‘HC’
and Paper I is entirely based on this method.
Our simulations have a fixed halo mass resolution of
Mh = 10
9 M⊙ and at z > 3.5, Mmin falls below this mass
resolution. We have used Mmin = 10
9 M⊙ for z > 3.5 in
the HI assignment scheme (eq. 2). For z 6 3.5, Mmin is
above our halo mass resolution and we can fully resolve
the smallest haloes where HI resides. The effect of choos-
ing Mmin = 10
9 M⊙ for z > 3.5 has been discussed in Paper
I.
The steps described till now yield the real space
HI distribution which was analyzed in Paper I. We now map
this HI distribution to redshift space using the line of sight
component of the peculiar velocity v. For a distant observer
along the z−axis, the halo position in redshift space s is
related to its real position as
s = x +
(v.zˆ)zˆ
aH(a)
, (3)
where, a andH(a) are the scale factor and Hubble parameter
respectively.
In the HC method we have assumed that the HI in a
halo moves with the mean velocity of the host halo. In this
method, in addition to placing the entire HI at the halo cen-
ter of mass, we have also assigned the mean velocity of the
host halo to the HI . This method ignores the motion of the
HIwithin the halo. While the intensity mapping experiments
lack the angular resolution to resolve the HI distribution
within individual galaxies, they do have the frequency res-
olution required to make out the motion of the HIwithin
individual haloes. Further, the effect of these motions may
also extend to large length-scales through the Finger of God
(FoG) effect (Jackson 1972). It is therefore desirable to in-
clude the velocity dispersion of the HIwithin the individual
haloes. We presently have very little or no knowledge of how
the HI is distributed within the haloes at high redshifts. Low
redshift observations suggest that the HI is largely contained
in the disks of spiral galaxies. On the other hand, there can
be more than one galaxy in a halo. A detailed modelling of
the galactic HI disks is beyond the scope of this paper, and
we have not attempted this here. In the present work we
have used a simple method to account for the HI velocity
dispersion within the individual haloes. We have uniformly
distributed the HI content of a halo among all the particles
that constitute the halo. Further, the HI is assumed to move
with the same velocity as the corresponding particle. We re-
fer to this as the halo-particle ‘HP’ method. While neither
the HC method nor the HP method is expected to give a
very realistic picture of the HI distribution, it would still be
quite reasonable to treat the two methods as respectively
providing the lower and upper limits to the velocity disper-
sion effects. Both these methods are however expected to
incorporate the coherent motions of the HI reasonably well.
Before proceeding to the redshift space power spectrum,
it is important to note that the real space HI distribution
and consequently the real space HI power spectrum differs
between HC and HP methods. This difference is minimum
at z = 3 where the real space power spectra differ by . 1%
at k 6 1Mpc−1 and . 10% at k 6 3Mpc−1. The difference
increases at higher (z > 4) and lower (z = 2) redshifts where
it hovers between . 3− 6% at k 6 1Mpc−1 and . 10% at
k 6 3Mpc−1. This difference is maximum at z = 1 where the
real space power spectra differ by . 10% at k 6 0.4Mpc−1
and . 15% at k 6 1Mpc−1. These differences are relatively
small given our current lack of understanding about how the
HI is distributed at these redshifts. Throughout the present
work, for the real space power spectra, we have ignored these
small differences between the HC and HP methods and have
used the results from Paper I to model the values of the
HI bias parameters.
We have considered five statistically independent real-
izations of the simulation to estimate the mean and variance
for all the results presented here.
2.1 The redshift space HIpower spectrum
The real space HI power spectrum PHI (k), studied in Paper
I, is isotropic PHI (k) = PHI (k). The peculiar velocity in-
troduces an anisotropy along the line of sight direction. We
quantify the HI distribution in redshift space in terms of the
power spectrum, P sHI (k, µ) ≡ P
s
HI (k⊥, k‖). Here, k‖ is the
MNRAS 000, 000–000 (0000)
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Figure 1. The red solid contours show the simulated redshift space HI power spectrum P s
HI
(k⊥, k‖) at six different redshifts, while the
blue dotted contours show the real space counterpart. Both the power spectra are calculated using the HC method.The contour values
increase inwards.
line of sight component of the wave vector k, k⊥ is the com-
ponent, perpendicular to the line of sight and k⊥ =| k⊥ |,
and µ = k‖/k. The peculiar velocity has broadly two ef-
fects. The first is an enhancement of power on large scales
owing to the streaming of matter into over-dense regions
and out of under-dense regions(Kaiser effect; Kaiser 1987).
The second effect is a reduction of power on small scales
due to the random motions (Finger-of-God (FoG) effect;
Jackson 1972). Figure 1 shows the simulated HI power spec-
trum PHI (k⊥, k‖) using the HC method in both real (blue
dotted contours) and redshift space (red solid contours) at
six distinct redshifts. Here, the outer contours correspond
to smaller spatial scales (larger k), and the inner contours
correspond to larger spatial scales (smaller k). The contour
values increase inwards. The real space HI power spectrum
PHI (k), which is isotropic, has been shown for comparison.
We see that the P sHI (k⊥, k‖) contours are elongated along the
k‖ direction for smaller k values and compressed for larger
k values. This elongation is due to the Kaiser effect and
the compression is caused by the FoG. Now, for z > 4, the
FoG damping is not present in the power spectrum for the k
range that we have chosen for plotting. This means that for
the HC method the effect of the small scale FoG damping is
not very large in these redshifts. While the FoG compression
is visible at lower redshifts (z 6 2) this is not very strong
because the HC method does not include the velocity disper-
sion within the haloes. Figure 2 shows PHI (k⊥, k‖) for the
HP method. It can be seen that the P sHI (k⊥, k‖) contours
look different from those of the HC method (Figure 1). For
the HP method, the FoG compression is significantly more
pronounced in comparison to the HC method and the com-
pression is also visible at all redshifts. At high z, the FoG
compression is restricted to the largest k values, while the
Kaiser elongation is visible at smaller k. As z decreases, the
magnitude of the compression increases and it also extends
to smaller k values. The contours of PHI (k) and P
s
HI (k⊥, k‖)
coincide along k⊥ direction for k‖ = 0, suggesting that the
anisotropy is only along the k‖ direction and maximum along
the line of sight (k⊥ = 0). We model this anisotropy using a
dispersion model and try to explain the different effects in
terms of modelling in the next section.
3 MODELLING THE REDSHIFT SPACE
HIPOWER SPECTRUM AND ITS
MOMENTS
The simplest model for redshift space distortion
P sHI (k⊥, k‖) = b
2
(
1 + βµ2
)2
P (k)DFoG(k‖, σp) . (4)
combines the Kaiser enhancement
(
1 + βµ2
)2
with an in-
dependent small-scale suppression DFoG(k‖, σp) to account
for the FoG effect. Such models have been extensively used
(Peacock 1992; Park et al. 1994; Peacock & Dodds 1994;
Ballinger et al. 1996) for the power spectrum of a variety
of other tracers such as galaxies. Here β = f/b is the
redshift distortion parameter with f being the logarith-
mic growth rate and b the linear scale-independent bias,
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Figure 2. The red solid contours show the simulated redshift space HI power spectrum P s
HI
(k⊥, k‖) for the HP method at six different
redshifts, while the blue dotted contours show the real space counterpart. The contour values increase inwards.
µ = k‖/k is the cosine of the angle between k and the
line of sight, σp is the pairwise velocity dispersion, and
P (k) is the real space dark matter power spectrum. Here,
σp is in units of comoving Mpc, we can equivalently use
[σpaH(a)] in units of km/s. There are several forms of
DFoG(k‖, σp) which have been used, however the Lorentzian
and the Gaussian are the most widely used profiles. The as-
sumption of an exponential pairwise velocity distribution
with a scale independent width leads to a Lorentzian pro-
file in Fourier space (Davis & Peebles 1983; Hamilton 1998;
Hatton & Cole 1999; White 2001; Seljak 2001). A moti-
vation for the Gaussian damping profile can be found in
Bharadwaj (2001). The square of a Lorentzian profile has
also been used (Cole et al. 1995). Models which incorporate
the Kaiser enhancement along with a small-scale damping
as above are known as “dispersion models”.
In Paper I, we have modelled the HI distribution
through a linear, complex, scale dependent bias b˜(k). The
real space HI power spectrum PHI (k) is related to the dark
matter power spectrum through PHI (k) = b
2(k)P (k), where
b(k) =| b˜(k) | is the modulus of the complex bias. The real
part of the complex bias br(k) = Re[˜b(k)] quantifies the
cross-correlation between the HI and the dark matter den-
sity fields, and Pc(k), the HI -dark matter cross-correlation
power spectrum can be expressed as Pc(k) = br(k)P (k). The
cross-correlation can be equivalently expressed in terms of
the stochasticity parameter r = br/b. In this paper we use
the scale dependent bias b(k) and the stochasticity parame-
ter r(k) to quantify the clustering of the HI relative to dark
matter fluctuations.
Paper I presents a detailed study of how b(k) and br(k)
vary across the range z 6 6 and 0.04 6 k/Mpc−1 6 10. The
bias is found to be scale independent at large scales (small
k) and exhibit scale dependence at small scales (large k).
The value of the bias is found to decrease with decreasing
z. The stochasticity r(k) is found to be close to unity at all
scales for z > 2. At lower redshifts (z 6 2), r ∼ 1 at large
scales, however r < 1 at small scales. Paper I also presents
polynomial fitting formulas in k and z for both b(k) and
br(k). These formulas can be used to calculate b(k) and r(k)
across the entire k and z range considered in the present
paper. As discussed in Section 2, there is a small difference
in PHI (k) (also b(k) and r(k)) between the HC and the HP
methods. In the present work we have ignored this and used
the fitting formulas for the HI bias from Paper I for the rest
of our analysis.
The presence of a complex bias b˜, or equivalently the
stochasticity r, modifies the Kaiser term to (1 + 2rβµ2 +
β2µ4) (see Appendix A for a derivation). In this paper we
have used
P sHI (k⊥, k‖) = b
2
(
1 + 2βrµ2 + β2µ4
)
P (k)DFoG(k‖, σp) ,
(5)
where P (k) is the real space dark matter power spectrum
from the simulations in Paper I, and b, β and r are three
scale dependent parameters whose values change with red-
shift (Paper I). Here we have considered three different cases,
namely:
(A) scale dependent bias and stochasticity as deter-
mined in Paper I. This essentially treats the bias as a com-
plex quantity.
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Figure 3. The red squares and the blue circles show the best fit
values of σp at different redshifts for models A1 and B1 respec-
tively (Table 2). The solid red line and the dotted blue line show
the predictions of eq. (6). The above two curves correspond to
the HP method while the two curves below correspond to the HC
method.
(B) scale dependent bias as determined in Paper I with
r = 1. This is equivalent to a real bias b =| b˜ |.
(C) scale independent bias b = b0 with r = 1. Here
the bias only evolves with z but has no k dependence, and
b0 is the constant terms in the polynomial which quantifies
the k dependence in Paper I. The value of b0 essentially
corresponds to large length-scales where we have a nearly
scale independent bias (Paper I).
Here we have also considered three different damping
profiles, namely:
(1) Lorentzian, DFoG(k‖, σp) = (1 +
1
2
k2‖σ
2
p)
−1
(2) Gaussian, DFoG(k‖, σp) = exp (−
1
2
k2‖σ
2
p)
(3) Lorentzian squared, DFoG(k‖, σp) = (1+
1
2
k2‖σ
2
p)
−2.
We therefore have nine possible combinations A1, A2,...,
C2 and C3 which we have considered in this paper. All the
different models have only one free parameter σp. Note that,
σp here is in units of comoving Mpc and we can equivalently
use [σpaH(a)] in units of km/s. In order to determine how
well these models are able to capture the anisotropy in the
simulated P sHI (k⊥, k‖) (using both the HC and HP meth-
ods), for each model we fit the simulated P sHI (k⊥, k‖) to
determine the best fit value of the parameter σp. The cor-
responding goodness of fit for all the models is provided in
the Table 1. While nearly all the models work well at small
k, they all exhibit very significant deviations from the sim-
ulations at large k. Further, these deviations are also seen
to increase at lower redshifts. These deviations at large k
severely influence the fitting procedure, and we find that it
is advantageous to exclude the large k values for fitting the
simulated P sHI (k⊥, k‖). The values of (k⊥, k‖) were restricted
to be within {0.9, 1.1, 1.5, 1.7, 2.0}Mpc−1 for the redshifts
{1, 1.5, 2, 2.5,> 3} respectively.
4 RESULTS
In this work we have modelled the anisotropy in the sim-
ulated P sHI (k⊥, k‖) using the nine models mentioned above
(eq. (5)). Each model has a single free parameter σp to fit.
We perform a χ2 minimization with respect to σp to de-
termine the value that best fits the simulated P sHI (k⊥, k‖).
Table 1 shows the goodness of fit which is quantified by the
reduced chi square χ2/N where N is the degree of freedom.
We consider models with χ2/N ∼ 1 are acceptable fits to the
simulated P sHI (k⊥, k‖), and models with χ
2/N considerably
larger than unity are rejected.
We first discuss our results for the HC method. Consid-
ering the χ2/N values in Table 1, we find that in the redshift
range z = 2 − 3 and possibly at 3.5, nearly all the models
fit the simulated P sHI (k⊥, k‖) reasonably well. At higher red-
shifts (z > 3.5) we see that the constant bias models (C1, C2
and C3) fail to fit the simulations. We also see that at lower
redshifts (z < 2), the constant bias models, particularly with
the Gaussian (C2) and the Lorentzian squared (C3) damp-
ing profiles, do not provide a good fit. On the other hand,
the scale dependent complex bias models (A1, A2 and A3)
and the scale dependent real bias models (B1, B2 and B3)
provide reasonably good fits to the simulated P sHI (k⊥, k‖)
through nearly the entire z range considered here. However,
at z > 5.5, the χ2/N values are greater than 1 for the scale
dependent complex and real bias models. Now we discuss
the results for the HP method. Almost all the above conclu-
sions hold true for the HP method. However, for z = 2− 4,
models A2 and B2 show large χ2/N (> 1) and hence do not
give a good fit to the simulated P sHI (k⊥, k‖). At z > 5.5, the
χ2/N ∼ 1 (less than the values obtained for the HC method)
indicative of a better fit to the simulations.
Considering the χ2/N values in the entire z range, we
find that the Lorentzian damping profile provides the best fit
compared to the two other profiles. The Lorentzian squared
profile performs better than the Gaussian profile, but it has
slightly higher χ2/N values compared to the Lorentzian pro-
file at some of the reddshifts. All the three damping profiles,
combined with the scale dependent real and complex bias
models, work almost equally well in the range z = 2− 5 for
the HC method. In case of the HP method, the Lorentzian
and the Lorentzian squared profiles combined with the scale
dependent real and complex bias models are comparably
good in the entire redshift range. The Gaussian damping
profile show somewhat larger χ2/N at the intermediate red-
shifts for the HP method.
We can broadly summarize that the Lorentzian damp-
ing profile coupled with the scale dependent complex bias
and the scale dependent real bias (models A1 and B1) both
work nearly equally well and they best fit the simulated
power spectrum over the entire z range considered here. We
mostly focus on these two models in the subsequent discus-
sion of this paper.
Table 2 provides the best fit values of σp at different z
for the two models A1 and B1 for the two different HImass
assignment methods. Here σp is in units of comoving Mpc, or
equivalently [σpaH(a)] in units of km/s. For the HC method,
we see that the best fit values of σp decrease with increasing
redshift and we have σp ∼ 0 for z > 5 for Model A1 and for
z > 5 for Model B1 which implies that the FoG effect is not
very prominent at the higher redshifts. This also indicates
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z
b˜(k) b(k) b0
A1 A2 A3 B1 B2 B3 C1 C2 C3
1.0
0.904 1.479 1.102 0.846 1.734 1.135 3.157 6.792 4.515
(1.080) (1.557) (1.025) (1.008) (1.784) (0.959) (1.535) (5.692) (2.615)
1.5
0.935 1.486 1.139 0.915 1.754 1.214 3.408 6.756 4.747
(0.912) (2.241) (0.946) (0.899) (2.629) (0.927) (1.459) (7.377) (2.797)
2.0
0.709 1.190 0.883 0.731 1.428 0.978 1.884 3.898 2.674
(1.112) (2.910) (0.744) (1.183) (3.375) (0.759) (0.938) (6.641) (1.590)
2.5
0.639 1.114 0.829 0.672 1.308 0.920 0.792 1.604 1.117
(0.689) (5.840) (1.109) (0.743) (6.469) (1.143) (0.618) (7.356) (1.358)
3.0
0.835 1.178 0.979 0.908 1.377 1.104 1.637 1.676 1.646
(0.678) (7.024) (1.216) (0.739) (7.575) (1.243) (1.649) (4.927) (1.252)
3.5
0.371 0.439 0.399 0.379 0.481 0.421 3.270 3.259 3.265
(0.625) (4.678) (1.119) (0.637) (4.977) (1.131) (2.919) (2.660) (2.137)
4.0
0.465 0.475 0.469 0.454 0.472 0.462 8.004 8.004 8.004
(0.665) (3.075) (1.122) (0.642) (3.241) (1.120) (4.805) (3.691) (4.124)
4.5
0.649 0.647 0.648 0.608 0.604 0.606 15.339 15.339 15.339
(0.774) (1.607) (0.918) (0.744) (1.669) (0.905) (6.167) (5.732) (5.945)
5.0
1.022 1.022 1.022 0.956 0.956 0.956 26.067 26.067 26.067
(1.271) (1.836) (1.424) (1.216) (1.842) (1.384) (10.974) (10.913) (10.944)
5.5
1.786 1.786 1.786 1.542 1.542 1.542 34.162 34.162 34.162
(1.279) (1.381) (1.287) (1.219) (1.350) (1.235) (14.909) (14.909) (14.909)
6.0
2.312 2.312 2.312 2.018 2.018 2.018 43.866 43.866 43.866
(1.152) (1.145) (1.139) (1.089) (1.096) (1.081) (23.944) (23.944) (23.944)
Table 1. This tabulates the minimum value of the reduced χ2 (χ2/N) for the different models, here N is the degrees of freedom. The
(χ2/N) values outside (inside the brackets) are related to the HC (HP) method.
z
HC HP
A1 B1 A1 B1
σp (Mpc) σp (Mpc) σp (Mpc) σp (Mpc)
1.0 2.967+0.029−0.029 3.359
+0.030
−0.029 3.999
+0.027
−0.026 4.431
+0.028
−0.028
1.5 1.934+0.013−0.013 2.142
+0.014
−0.013 3.199
+0.014
−0.014 3.448
+0.015
−0.014
2.0 1.359+0.008−0.008 1.475
+0.008
−0.008 2.626
+0.009
−0.008 2.764
+0.008
−0.008
2.5 1.025+0.006−0.005 1.096
+0.006
−0.006 2.144
+0.005
−0.006 2.222
+0.006
−0.005
3.0 0.689+0.003−0.004 0.733
+0.004
−0.003 1.823
+0.004
−0.004 1.876
+0.004
−0.005
3.5 0.555+0.004−0.005 0.591
+0.004
−0.005 1.560
+0.004
−0.004 1.595
+0.004
−0.004
4.0 0.415+0.005−0.005 0.448
+0.004
−0.005 1.304
+0.003
−0.004 1.331
+0.003
−0.004
4.5 0.255+0.007−0.007 0.292
+0.007
−0.007 1.091
+0.004
−0.004 1.113
+0.004
−0.004
5.0 0.0+0.035 0.111+0.013−0.015 0.934
+0.004
−0.003 0.953
+0.004
−0.003
5.5 0.0+0.009 0.0+0.010 0.791+0.004−0.003 0.809
+0.003
−0.004
6.0 0.0+0.008 0.0+0.008 0.650+0.004−0.005 0.667
+0.005
−0.004
Table 2. For models A1 and B1 (for the two HI assignment meth-
ods), this presents the best fit values of σp along with the 1 − σ
uncertainty intervals at different redshifts.
that the FoG damping can safely be ignored for z > 5, and
the anisotropy in P sHI (k⊥, k‖) can be adequately modelled
by only using the modified Kaiser term with a scale depen-
dent complex or real bias if one uses the HC method. For
the HP method, the best fit values of σp also decrease with
increasing redshift. However, unlike the HC method, here
the best fit values of σp are non zero even at the highest
redshift. The σp values are larger than the HC method and
this indicates that the HP method takes into account the
FoG effect due to the velocity dispersion inside the haloes
which is ignored by the HC method.
Figure 3 shows the best fit values of σp as a function
of redshift for the two models A1 and B1. For both the
models σp shows a nearly parabolic z dependence for z < 5
(z 6 6) for the HC (HP) method. We have used the following
functional form to fit the z dependence of σp,
σp(z) = σp(0) (1 + z)
−m exp
[
−
(
z
zp
)2]
, (6)
where σp(0), m and zp are three fitting parameters. Con-
sidering the HC method, we have carried out a rough fit-
ting for Model A1 (B1) with the values of the parameters
σp(0) =11.0 (13.4) Mpc, m = 1.9 (2.0) and zp =11.0 (11.5)
which works in the range 1 6 z < 5. The same fitting for the
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HP method yields σp(0) =9.12 (10.8) Mpc, m = 1.15 (1.24)
and zp =12.0 (12.0) for Model A1 (B1) which works in the
range 1 6 z < 6. We see that the values of σp are slightly
larger for Model B1 as compared to Model A1, however it is
not clear if the differences are statistically significant. The
σp values are also higher for the HP method which again
indicates that the FoG damping increases when the velocity
dispersion inside the haloes is taken into account. However,
σp falls slowly with redshift for the HP method in compar-
ison to the HC method. Considering the HC method, our
fit fails for z > 5 where the σp values lie below the fit and
are consistent with zero. On the other hand, the fit works
almost for the entire z range for the HP method.
It is convenient to decompose the anisotropic redshift
space HI power spectrum P sHI (k⊥, k‖) into angular multi-
poles (Hamilton 1992; Cole et al. 1994)
P sHI (k, µ) =
∑
ℓ
Lℓ(µ)P
s
ℓ (k) , (7)
where Lℓ(µ) are the Legendre polynomials and P
s
ℓ (k) are the
different angular moments of the power spectrum. The an-
gular moments P sℓ (k) are functions of a single variable k and
therefore are relatively easy to visualize and interpret. Only
the even moments survive in the flat sky approximation.
Further, in linear theory (i.e. with just the Kaiser enhance-
ment) only the first three even moments ℓ = 0 (monopole),
2 (quadrupole) and 4 (hexadecapole) are non-zero. Here we
have calculated the first three even moments from the simu-
lated P sHI (k⊥, k‖). The hexadecapole (P
s
4 (k)) is found to be
rather noisy (large cosmic variance), and we have included
results only for the monopole P s0 (k) and the quadrupole
P s2 (k). We have compared these to the predictions of the
different models in order to analyze how well the models are
able to reproduce the simulated HI power spectrum.
Considering both the HC and HP methods, Fig-
ure 4 shows the dimensionless power spectra ∆2s0 (k) =
k3P s0 (k)/2π
2 and ∆2s2 (k) = k
3P s2 (k)/2π
2. The real space
HI power spectrum ∆2HI (k) = k
3PHI (k)/2π
2 is also shown
for reference. Unlike the real space dark matter power spec-
trum P (k) which evolves as (1 + z)−2 in the linear regime,
we see that the real space HI power spectrum shows a very
weak redshift evolution (see Paper I for a detailed discus-
sion). However, we see that both ∆2s0 (k) and ∆
2s
2 (k) evolve
with redshift, the effect being relatively more pronounced
for ∆2s2 (k). We first consider the large length-scales (small
k) where the results from the HC and HP methods are in-
distinguishable. We see that both ∆2s0 and ∆
2s
2 grow with
decreasing z. This growth is due to the RSD which occurs
here primarily due to the coherent flows. This component of
RSD is expected to be identical in both the methods which
is why their results are indistinguishable. The monopole,
which has contributions from both PHI (k) and the RSD,
does not show very significant evolution at large z (z > 3)
and shows a modest growth only at low z (z 6 3). This can
be explained by noting that the bias b(z) increases with z
and has value b(z) > 2 for z > 3 whereby β, which deter-
mines the relative contribution from the RSD (eq. 5), has a
very small value at lagre z. The quadrupole, which arises en-
tirely due to the RSD, appears to evolve through the entire
z range.
Considering the small length-scales (large k), we find
that the results from the two methods are different. The
RSD here is primarily due to the FoG suppression arising
form the velocity dispersion which is different for the two
methods. The HP method has an enhanced FoG suppres-
sion and the monopole ∆2s0 (k) is smaller than that for the
HC method. Further, for both the methods the z evolution
is opposite to that seen at small k, and the value of ∆2s0 (k) is
found to decrease with decreasing z. We can explain this by
noting that the velocity dispersion and the FoG suppression
increases with decreasing redshift (Figure 3). For both the
methods, the quadrupole is negative at large k. This essen-
tially arises due to the FoG elongation of structures along the
line of sight direction. We find that the k value correspond-
ing to this transition decreases with decreasing z. Further,
these k values are relatively larger for the HC method where
the FoG is restricted to relatively smaller length-scales.
Considering the monopole P s0 (k), the upper panels of
Figure 5 show a comparison of the model predictions against
the values obtained from the simulations for the HC method.
For convenience, the values of P s0 (k) have been normalized
using the predictions for Model B1. The lower panels of Fig-
ure 5 show the same quantities for the HP method. We see
that the results from the two methods are qualitatively simi-
lar over a large portion of the k range across all the redshifts
shown here, and as noted earlier the results are nearly indis-
tinguishable at small k (< 0.2Mpc−1). At z = 1, models A1
and B1 match the simulated values for k < 0.3Mpc−1 for
the HC method while this range increases to k < 0.6Mpc−1
for the HP method. For both the methods, the deviations of
A1 and B1 from the simulated values lie within 10% through
the entire fitting range. All the other models deviate from
the simulations at a smaller k value (k ∼ 0.2Mpc−1). The
deviations from the simulations are also larger compared to
models A1 and B1. The behaviour at z = 2 for the HC
method is similar to that seen at z = 1. Models A1 and
B1 match the simulations up to k < 0.5Mpc−1, whereas
all the other models match the simulations for a smaller k
range (k < 0.4Mpc−1). For models A1 and B1, the devi-
ations from the simulations are within 10% across the en-
tire fitting range, whereas we find up to ∼ 15% deviations
for all the other models. In contrast, for the HP method
Model B3 provides a better fit compared to the models A1,
B1 and all the other models. Models A1 and B1 match the
simulated values within k ∼ 0.2Mpc−1 while this extends
to k < 0.4Mpc−1 for Model B3. The deviations from the
simulations are within 10% across the entire fitting range
for all three of these models. At z = 3, in case of the HC
method almost all the models agree well with the simula-
tions for k < 0.3Mpc−1 . Further, the deviations from the
simulations are within 15% through the entire k range. For
the HP method, Model B2 matches the simulations for a
larger k range (k < 0.5Mpc−1) compared to the other mod-
els which deviate after k ∼ 0.2Mpc−1. However, the devia-
tions from the simulations are within 10% for all the models
barring B2 and C1. At z = 4 the models with a scale in-
dependent bias all fail to match the simulated monopole,
and for the monopole we focus only on the models with a k
dependent bias, either complex or real. Considering the HC
method, the predictions of all these models are indistinguish-
able across the entire k range irrespective of the damping
profile, and they match the simulations for k < 0.3Mpc−1.
Considering the HP method which has a larger velocity dis-
persion, the predictions depend on the damping profile and
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Figure 5. This shows the simulated and model monopole P s0 (k) of the redshift space HI power spectrum for the HC (HP) method in the
upper (lower) panels. The values shown here are normalized by the results for Model B1. The blue circles (connected with blue solid line)
and the vertical error bars present the mean and the 1− σ spread determined from the five independent realizations of the simulations.
The other lines correspond to different model predictions as indicated in the figure legend. The shaded regions denote the k range which
has not been used for the fitting.
Model B2 fits the simulations over a relatively large k range
k < 0.6Mpc−1 whereas the other damping profiles work well
within k < 0.3Mpc−1. For both the methods, the deviations
from the simulations are within ∼ 10% over the entire fit-
ting range. The predictions at z > 5 are very similar to
those at z = 4 and these have not been shown separately
in Figure 5 and any of the subsequent figures. We find that
the models with a scale dependent bias are able to match
the simulations at k < 0.3Mpc−1 and k < 0.4Mpc−1 for
the HC and HP methods respectively. For the HC method
the predictions for the different damping profiles are indis-
tinguishable, whereas there are small differences (which get
smaller with increasing z) for the HP method.
Figure 6 shows P s2 (k), the results are normalized by
Model B1. We see that at z = 1, models A1 and B1 perform
better than the other models in matching the simulations
for both the HC and HP methods. The match extends to
k < 0.5Mpc−1 and k < 0.3Mpc−1 for the HC and HP
methods respectively, and the deviations are within 20% at
k . 0.5Mpc−1 for the HP method. For both the methods,
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Figure 6. Same as Figure 5 for the quadrupole P s2 (k).
these models do not match the simulated quadrupole beyond
this k range, and some of the simulated values are in excess
of the range considered in the figure. At z = 2 we see that
all the models with k dependent bias match the simulations
up to k < 0.5Mpc−1 for the HC method while only Model
B3 is able to cover the same range for the HP method where
the other scale dependent bias models match the simulations
only to k < 0.3Mpc−1. Surprisingly Model C1 matches the
simulations for a large k range (k < 0.7Mpc−1) for the HC
method, however this is reduced to (k < 0.3Mpc−1) for
the HP method. For both the methods, across the entire
fitting range the deviations from the simulated values are
within 30% for models A1 and B1, while all the other mod-
els show somewhat larger deviations. At z = 3 for the HC
method we see that all the models match the simulations for
k < 0.3Mpc−1, and for models A1 and B1 the deviations lie
within 20% across the entire k range while these are some-
what larger for the other models. For the HP method Model
B2 matches the simulations for a relatively larger k range
(. 0.6Mpc−1) while this is restricted to k < 0.3Mpc−1 for
the other models. All the models deviate significantly from
the simulations at large k. At z = 4 for both the methods
the models match the simulated values for a very limited
range k < 0.15Mpc−1 and differ significantly beyond this.
At z > 4 the results are very similar to those for z = 4 and
we have not shown these here.
Considering the ratio P s2 (k)/P
s
0 (k), the upper (lower)
panels of Figure 7 show the simulated values along with
the model predictions and also the linear theory predic-
tion for the HC (HP) method. The linear theory predic-
tion is computed using just the Kaiser enhancement term
with the scale dependent real bias b(k). We see that, at
z = 1 models A1 and B1 match the simulations for the
entire fitting range for the HC method while this range
shrinks to k < 0.6Mpc−1 for the HP method. Consider-
ing the HC method, models B2 and B3 match the simula-
tions for k < 0.4Mpc−1 and k < 0.7Mpc−1 respectively
while, for the HP method, they match the simulations up
to k ∼ 0.2Mpc−1 and k ∼ 0.3Mpc−1 respectively. Model
C1 and the linear theory prediction deviate from the simu-
lations before k ∼ 0.3Mpc−1 (k ∼ 0.2Mpc−1) for the HC
(HP) method. At z = 2, models A1 and B1 match the sim-
ulations for k < 0.7Mpc−1 for the HC method and this
range increases to k ∼ 1Mpc−1 for the HP method. All the
other models deviate from the simulations at a smaller k
value. The linear theory predictions agree with the simula-
tions for k < 0.4Mpc−1 and k < 0.3Mpc−1 for the HC and
HP methods respectively. At z = 3, for the HC method,
all the models with a scale dependent bias are in reason-
able agreement with the simulations over the entire k range
while models with a scale independent bias deviate at large
k. For the HP method Model B2, which works best, matches
the simulations for k < 0.7Mpc−1 while this range is lim-
ited to k ∼ 0.3Mpc−1 for all the other models. For both
the methods, the linear theory agrees with the simulations
for k < 0.5Mpc−1. At z = 4, considering both the HC and
HP methods, the models with a scale dependent bias match
the simulations for k < 0.3Mpc−1. However, for both the
methods, Model C1 which has a scale independent bias and
the linear theory prediction agree with the simulations for
k < 0.4Mpc−1. At z > 4, for both the HC and HP methods,
all the model predictions along with the linear theory match
the simulations for a very limited k range (k < 0.15Mpc−1).
The results are nearly similar to those at z = 4 and these
have not been shown here.
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s
0 (k) for the HC and HP methods are shown in the upper and lower panels respectively. The blue circles
(connected with blue solid line) and the vertical error bars, respectively, present the mean and the 1−σ spread determined from the five
independent realizations of the simulations. Predictions from different models and linear theory are shown for comparison. The shaded
regions denote the k range which has not been used for the fitting. Note that the ratio has negative values beyond the sharp dip at large
k.
5 SUMMARY AND DISCUSSION
The post-reionization HI 21-cm signal, which is expected to
be a pristine probe of the large scale structures in the Uni-
verse, is an excellent candidate for precision cosmology. This
requires accurate and reliable modelling of the expected sig-
nal. In an earlier paper (Paper I) we have simulated the
expected HI 21-cm power spectrum PHI (k) in real space (as
against redshift space) and used this to model the k depen-
dence of the (possibly complex) bias b˜(k) over the redshift
range 1 6 z 6 6. In this paper we have extended the earlier
simulations to include the redshift space distortion (RSD)
due to the peculiar motion of the HI , and we have used this
to model the anisotropy of the redshift space HI 21-cm power
spectrum P sHI (k⊥, k‖). Such modelling is important on two
counts. This is first required to make accurate predictions
for various instruments which aim to carry out precision
cosmology observations using the HI 21-cm signal. Precise
modelling is also required to correctly interpret the signal
and extract the relevant astrophysical and cosmological in-
formations once the HI 21-cm signal is measured.
Here we have used two separate methods, subsequent
to the HI assignment scheme in eq. 2, to distribute HI in the
haloes. In the first method we place the HI content of a halo
at the halo center of mass and we refer to this as the HC
method. The whole analysis of Paper I is based on the HC
method. In the second method we distribute the HI content
of a halo equally among all the member particles of the halo
and this is referred to as the HP method. The real space
clustering of HI in these two methods differ very little and
the difference can be ignored on large scales. However, this is
not true in redshift space where the HC method suppresses
the FoG damping as it does not take into account the ve-
locity dispersion within a halo. On the other hand, the HP
method which incorporates this component of the velocity
dispersion possibly overestimates the FoG effect. It should
be noted that the two methods are expected to have the
same coherent flows and differ only in the velocity disper-
sion. The actual HI distribution is possibly somewhere in
between the two methods which we have considered. We in-
terpret the results from the two methods as representing two
limiting cases, and we expect the predictions for the actual
HI distribution to lie somewhere in between. The differences
between the two methods are apparent from Figure 1 and
Figure 2 where the P sHI (k⊥, k‖) obtained from two meth-
ods is plotted against its real space counter part at different
redshifts.
We have modelled P sHI (k⊥, k‖) using the simple assump-
tion (eq. (5)) that this can be obtained by multiplying the
model predictions of Paper I (PHI (k) = b
2P (k)) with a
Kaiser enhancement term and a Finger of God (FoG) damp-
ing term. The various models considered here (Section 3)
all have a single free parameter σp which is the pair veloc-
ity dispersion that appears in the FoG damping term. We
have carried out a χ2 minimization with respect to σp in
order to determine how well our models match the simu-
lated P sHI (k⊥, k‖). Using the χ
2/N values (Table 1) to esti-
mate the goodness of fit for both the HI assignment meth-
ods, we find that models A1 and B1, both of which have
a Lorentzian damping profile with a scale dependent bias
(complex and real respectively), provide the best match to
the simulations over the entire z range. The same two bias
schemes combined with a Gaussian (A2, B2) and Lorentzian
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squared (A3, B3) damping also work reasonably well, with
the Lorentzian squared having lower χ2/N compared to the
Gaussian. In contrast, the models with a scale independent
bias (C1, C2, and C3) fail to match the simulations. How-
ever, we note that there is a degradation in the goodness of
fit with increasing z at z > 5 for the HC method (Table 1),
and our models do not provide a very good fit to the sim-
ulations at z > 5 even if we incorporate a scale dependent
complex or real bias.
Considering the HC method, for models A1 and B1, we
find that the best fit values of σp (Table 2 and Figure 3) de-
crease approximately as (1+z)−2 with increasing z (eq. (6)),
and the values of σp are consistent with zero for z > 5 .
This essentially tells us that it is not necessary to include
the FoG effect for modelling P sHI (k⊥, k‖) at z > 5 if one uses
the HC method. This is also clearly seen in the simulations
(Figure 1) where there is no evidence for the FoG effect at
z > 5. Considering the HP method, we see that the the best
fit values of σp (Table 2 and Figure 3) fall relatively slowly
((1+z)−1.2) as compared to the HC method. Further, unlike
in the HC method, σp has a small but finite value even at
the highest redshift. We may interpret this as arising from
the velocity dispersion within a halo. This is expected to
lead to an enhanced FoG suppression for the HP method as
noticeable in Figure 2. In contrast to the HC method, for the
HP method the k dependent complex and real bias models
provide a reasonably good fit to the simulations (Table 1)
over the entire z range.
The angular moments P sℓ (k) are relatively easy to vi-
sualize and interpret. Considering the monopole P s0 (k) and
quadrupole P s2 (k), we have investigated how well our mod-
els match the simulations. Considering both the HC and HP
methods, for P s0 (k) we find that models A1 and B1 match
the simulations at large scales (k < 0.3Mpc−1) over the
entire z range, and the deviations are within 10 − 20% for
larger k values within the fitting range (Figure 5). The de-
viations are somewhat larger for the other models with a
scale dependent bias , whereas the scale independent bias
models show significantly larger deviations particularly at
high z. For P s2 (k), models A1 and B1 match the simulations
(Figure 6) over a relatively large k range (k < 0.5Mpc−1
for the HC method and k < 0.3Mpc−1 for the HP method)
at low z (6 2). The k range shrinks to k < 0.3Mpc−1 for
the HC method and k < 0.2Mpc−1 for the HP method at
z = 3, and is even smaller (k < 0.15Mpc−1) for both the
methods at z > 4. We find that all the models considered
here significantly underpredict the quadrupole at z > 4, and
these deviations increase with increasing z.
The linear theory of redshift space distortion predicts
(Hamilton 1998)
P s2 (k)
P s0 (k)
=
(4/3)β + (4/7)β2
1 + (2/3)β + (1/5)β2
. (8)
Measuring this ratio from observations of the HI 21-cm
power spectrum holds the promise of determining β =
f(Ω)/b. Assuming that the bias b is known, this can be used
to determine f(Ω) the growth rate of density perturbations
which is a sensitive probe of cosmology. It is particularly
important to model the ratio P s2 (k)/P
s
0 (k) for precision cos-
mology.
We find that the results for the two simulation meth-
ods are qualitatively very similar (Figure 7). The results
from the two methods are indistinguishable at small k
(6 0.2Mpc−1) where the ratio has a value ∼ 1 or larger.
The ratio drops at larger k where the results from the two
methods start to differ, and becomes negative at even larger
k. As noted earlier, the negative quadrupole is an outcome
of the FoG elongation along the line of sight. We see that
the same features can be identified in the results for both
the methods, however they typically are shifted to smaller
k for the HP method due to the larger velocity dispersion
in comparison to the HC method. This is particularly no-
ticeable for the dip which corresponds to the transition to
negative values.
Considering the HC method first, we find that linear
theory (eq. (8)) with a scale dependent bias matches the
simulations for k < 0.3, 0.4, 0.7Mpc−1 at z = 1, 2, 3 respec-
tively. This range increases to k < 0.9, 0.7, 2.0Mpc−1 if we
include a Lorentzian damping profile. The scale indepen-
dent bias models do not provide a very good fit even with a
damping profile. At z = 4 all the models are in agreement
with the simulations for k < 0.4Mpc−1, and they deviate
for larger k. At z = 5, 6 the models match the simulations
for a very limited k range k < 0.15Mpc−1, and the mod-
els underpredict the ratio for larger k. For the HP method,
we find that the linear theory agrees with the simulations
for k < 0.2, 0.3Mpc−1 at z = 1, 2 respectively. This range,
however, increases to k < 0.6, 1Mpc−1 with the inclusion of
Lorentzian damping. At z = 3, 4 linear theory matches the
simulations for k < 0.5, 0.4Mpc−1 respectively. This k range
does not improve with the inclusion of any damping profile.
The scale independent bias models fail to provide a good fit
to the simulated ratio at these redshifts even with a damp-
ing profile. At z = 5, 6 all the models match the simulations
for a very limited k range k < 0.15Mpc−1, and the models
underpredict the ratio for k . 1Mpc−1.
In summary, we find that models with a scale dependent
bias and a Lorentzian damping profile provide a good fit to
the simulations for large length-scales at 1 6 z 6 4. We also
find that the complex nature of the bias is not important
over the k range considered here, and it suffices to consider
a real bias with r = 1. While our models work reasonably
well for P s0 (k) over the entire z range, the models underpre-
dict P s2 (k) for a considerable part of the k range at z > 4.
We note that the bias increases rapidly with z (Paper I) re-
sulting in a small value of β at high z. The discrepancy in
P s2 (k) is possibly telling us that the simple Kaiser enhance-
ment term (eq. (5)) which depends only on β underpredicts
the redshift space anisotropy at high z. The required modifi-
cation cannot be modelled through a damping profile which
reduces the quadrupole instead of enhancing it. More so-
phisticated modelling is possibly needed at high z, and we
plan to address this in future work.
Simulating the post-reionization HI 21-cm signal re-
quires relatively expensive high resolution cosmological sim-
ulations (Section 2) which can be run for a limited cosmo-
logical volume. Here we have provided models which can be
used to compute P sHI (k⊥, k‖) in the range 1 6 z 6 6, and
could possibly be extrapolated to lower redshifts 0 6 z 6 1.
The models considered here relate P sHI (k⊥, k‖) to P (k)
which is the dark matter power spectrum. The latter can be
computed using relatively inexpensive low resolution simula-
tions covering larger cosmological volumes. Our models rely
on a scale dependent bias and a Lorentzian damping pro-
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file. Paper I provides fitting formulas which can be used to
calculate the scale dependent bias, and eq. (6) of this paper
presents a fitting formula which can be used to calculate σp
which is used in the Lorentzian profile. These can be used
in eq. (5) to calculate P sHI (k⊥, k‖).
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APPENDIX A:
In real space (as against redshift space) we assume that
∆HI (k) which refers to the Fourier components of the
HI density contrast is related to its matter counterpart ∆(k)
through a linear bias parameter b˜(k) whereby
∆HI (k) = b˜(k)∆(k) . (A1)
Note that the value of b˜(k) may vary with k (scale dependent
bias) and is, in general, complex (Paper I). We then have
PHI (k) = b
2(k)P (k) (A2)
for the real space power spectra where b(k) is the modulus
of b˜(k). Considering the HI -matter cross-power spectrum
Pc(k) (Paper I) we have
Pc(k) = br(k)P (k) (A3)
where br(k) is the real part of b˜(k). We also have the stochas-
ticity defined as r(k) = br(k)/b(k).
In the linear theory of density perturbations, the Fourier
components of the HI density contrast in redshift space is
given by
∆sHI (k) = ∆HI (k) + fµ
2∆(k) (A4)
where the second term in the R.H.S. incorporates the effect
of peculiar velocities (Kaiser 1987). Using this to calculate
the redshift space HI power spectrum, we have
P sHI (k) = PHI (k) + 2fµ
2Pc(k) + f
2µ4P (k) . (A5)
This can be re-written in terms of the bias and the stochas-
ticity as
P sHI (k) = (b
2 + 2rbfµ2 + f2µ4)P (k) (A6)
which leads to the modified Kaiser term in eq. (5).
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