Abstract: Mobility and multi-functionality have been recognized as being basic requirements for the development of fully automated surveillance systems in realistic scenarios. Nevertheless, problems such as active control of heterogeneous mobile agents, integration of information from fixed and moving sensors for high-level scene interpretation, and mission execution are open. This paper describes recent and current research of the authors concerning the design and implementation of a multi-agent surveillance system, using static cameras and mobile robots. The proposed solution takes advantage of a distributed control architecture that allows the agents to autonomously handle general-purpose tasks, as well as more complex surveillance issues. The various agents can either take decisions and act with some degree of autonomy, or cooperate with each other. This paper presents an overview of the system architecture and of the algorithms involved in developing such an autonomous, multi-agent surveillance system.
INTRODUCTION
The development of fully automated surveillance systems based on multiple agents is an active research area. In realistic surveillance scenarios, a single sensor is insufficient to monitor the whole environment, or to track a moving object or a person for a long period of time, due to its restricted field of view. Furthermore, integrating information from multiple sensors is a basic requirement for achieving an adequate level of robustness and scalability. Typical technological solutions include the use of networks of sensors, such as video cameras (Shen et al., 2007; Singh et al., 2008) , able to cooperatively monitor wider areas and track objects that cannot be viewed continuously by a single sensor alone. On the other hand, as the number of sensors increases, environmental infrastructure could become too heavy and expensive. To reduce the necessity of infrastructure preparation, moving sensors mounted on semior fully autonomous vehicles have been proposed in the recent literature.
Mobile robots can be used as single agents or organized in teams, providing intelligent distributed surveillance over broad areas. They may significantly expand the potential of surveillance systems, which can evolve from the traditional passive role in which the system can only detect events and trigger alarms, to active surveillance, in which a robot can be used to interact with the environment, with humans or with other robots for more complex cooperative actions (Burgard et al., 2000; Vig and Adams, 2007) . Nevertheless, differently from the traditional non-mobile surveillance devices, those based on mobile robots are still in their initial stage of development, and many issues are currently open for investigation (Everett, 2003; Dehuai et al., 2007) .
In the last years, several worldwide projects have attempted to develop mobile security platforms. A notable example is the Mobile Detection Assessment and Response System (MDARS) (Everett and Gage, 1999) . The aim of this project was that of developing a multi-robot system able to inspect warehouses and storage sites, identifying anomalous situations, such as flooding and fire, detect intruders, and determine the status of inventoried objects using specialized RF transponders. In the RoboGuard project (Birk and Kenn, 2001 ), a semi-autonomous mobile security device uses a behaviour-oriented architecture for navigation, while sending video streams to human watch-guards. The Airport Night Surveillance Expert Robot (ANSER) (Capezio et al., 2005) consists of an Unmanned Ground Vehicle (UGV) using nondifferential GPS unit for night patrols in civilian airports and similar wide areas, interacting with a fixed supervision station under control of a human operator. A Robotic Security Guard (Duckett et al., 2004) for remote surveillance of indoor environments has been also the focus of a research project at the Learning Systems Laboratory of AASS. The objective of this project was that of developing a mobile robot platform able to patrol a given environment, acquire and update maps, keep watch over valuable objects, recognize people, discriminate intruders from known persons, and provide remote human operators with a detailed sensory analysis.
Following this trend, we developed a number of algorithms including both specific surveillance tasks, e.g., people and object detection (Di Paola et al., 2007; Marotta et al., 2007; Milella et al., 2007) , and basic navigation tasks, e.g., mobile robot localization and environment mapping (Milella et al., 2008) , to be used by an autonomous mobile robot for site monitoring applications. We also developed algorithms for visual surveillance by using fixed cameras (Leo et al. 2004; Leo et al. 2005 ) that monitor the access to forbidden areas and recognize human activity for illegal behaviour detection.
In this paper, we describe the implementation and integration of all these functionalities under a unique framework. The aim is that of developing a cooperative monitoring system that integrates a network of fixed calibrated cameras with a team of autonomous mobile robots equipped with various sensors. For the design of such a system, a major challenge is the integration of high-level decision-making issues with primitive simple behaviours for different operative scenarios. In our work, we developed a modular and reconfigurable system capable of addressing simultaneously low-level reactive control, general purpose and surveillance tasks, and high-level control algorithms. The system has many possible applications, including surveillance of airports and museums, and monitoring of safety equipment.
The paper presents an overview of the system and of the various algorithms implemented. We also show a typical surveillance mission conducted in the ISSIA-CNR Mobile Robotics and Vision Laboratory, in which a camera detects an interesting event and communicates a goal position to a mobile robot to perform further investigation using the robot on board sensors.
SYSTEM OVERVIEW
We describe a multi-agent system for surveillance of an indoor environment. We propose the use of fixed agents that execute surveillance tasks in transit areas, and a network of mobile agents that are able to execute some local and specific surveillance tasks. A schematic representation of the system is shown in Fig. 1 .
The hardware is composed of a set of calibrated wireless Axis IP cameras with 640×480 colour jpg resolution and acquisition frame rate of 10 frames per second. The mobile agents include three mobile robots, namely one PeopleBot and two Pioneer P3-AT by Mobile Robots Inc., equipped with a laser rangefinder, a camera, and an RFID device. The laser rangefinder is used for environment mapping and robot localization, as well as for people detection and following, and for scene change detection. The camera is mainly used along with the laser to detect scene changes, but can also be employed for robot localization tasks. Finally, the RFID device is employed to build RFID-augmented maps and to perform object and people identification. It can also be used in combination with vision for robot global localization.
Integration among the various agents is performed via a distributed control architecture. Specifically, this architecture can be divided into two different sub-systems: the physical network and the logical network. The physical network is the communication infrastructure of the whole multi-agent system. It consists of a wireless network, for mobile agents, and a wired network for the fixed ones. These two networks are connected together, creating a single logical network of agents. In this network, each agent corresponds to an independent software component that is executed on the robots' embedded PC for the mobile agents, and on a centralized workstation for all the fixed agents. This architectural solution (processing on a centralized workstation for fixed cameras rather than on board) has been chosen for several reasons. First, the system is totally plug-&-play: to increase the number of sensors it is sufficient to add a new camera on the network, and bring the IP address to the workstation control software; no further effort to program the cameras is required. In addition, software maintenance is very easy and immediate, avoiding the broadcast updating of each camera software. Moreover, algorithms for motion detection and shadow removing, as explained in the next sections, are based on pixel correlation evaluation: this requires a very fast processing unit to perform in real time, so it is not possible to obtain good performance with embedded cameras.
From an abstract point of view, all agents are in a peer-topeer network, distinguished only by their own capabilities. In particular, these capabilities correspond to two different ways of interaction between the agents and the environment. Every agent is able to detect an event (e.g., to perceive moving people or objects ) and to localize an event (e.g., tracking the position of a person) in the environment using one or more sensor devices, whereas, in addition, mobile agents are able to execute tasks, through their actuators.
A typical setup used for experimentation of the system is shown in Fig. 2 . The picture shows the map of a corridor of the ISSIA-CNR Mobile Robotics and Vision Laboratory, as it was obtained using a SLAM algorithm, based on laser data acquired by one of the mobile robots, during a tour of the environment. The position of three cameras is overlaid on the map. Normally, the mobile agents are located at their charging areas, but they can also be situated everywhere in the environment if they have just completed some tasks. Mobile agents are able to locate themselves in the environment and, by using their on-board sensors, they are able to carry out some surveillance tasks, such as people detection, abandoned or removed object detection, and so on. Cameras are calibrated; therefore, events detected in the images can be transposed in the real world and their location in the environment can be communicated to the mobile agents, which will successively reach these positions for a more detailed survey. Mobile robots can also explore areas that are unobservable by the fixed cameras. The proposed configuration could be useful in environments where the structuring is limited to a few fixed devices or to monitor areas that may become occluded to the field of view of fixed cameras (e.g., cluttered environments).
SURVEILLANCE TASKS
In this section, specific surveillance tasks are described. The main purpose of these tasks is to obtain information about environment changes. We have developed two different classes of algorithms, using a multi-sensor approach. The first one monitors the position of predefined objects or the presence of new ones, whereas the second one detects the presence of intruders reacting with predefined actions. Algorithms have been specifically developed both for the fixed cameras and the mobile robots.
The envisaged scenario is as follows. The fixed cameras monitor their assigned areas depending on their position and orientation in the environment, and on their field of view, while the mobile robots move in the environment, following predefined or random paths, or reaching specific zones. At this stage of research, cooperation between static and mobile sensors is limited to the case in which one or more fixed cameras detect a potentially dangerous event at a certain place of the environment, and communicate the location of this place to the closest robot that will consequently perform more detailed exploration and analysis.
In the remainder of this section, the algorithms developed for monitoring by a mobile robot or by a fixed camera are presented. In the next section, some experimental results are described.
People detection and localization by a static camera
A motion detection procedure is used to extract the binary shapes of moving objects, e.g., people. It is composed of several steps: first of all, during a learning phase, a statistical background model is generated by evaluating a mean value and a standard deviation for each point. Then, moving regions are detected by evaluating, for each point, both the radiometric similarity between consecutive frames and the radiometric similarity between the current image and the background model. During the whole process, an updating procedure is performed in order to adapt the background model to the lighting condition variations.
After the motion detection step a shadow removing step is necessary, because foreground pixels correspond not only to real moving objects in the scene but also to their shadows. Shadow pixels have to be removed because they alter the real shape of moving objects making inaccurate any further attempt to automatically understand scene contents for smart surveillance. The procedure we have used starts from the assumption that shadows are half-transparent regions which retain the same representation of the underlying background surface pattern. We try to detect moving regions that have a texture substantially unchanged with respect to the corresponding background regions. In particular, for each point (x,y) of the candidate shadow regions, the correlation value with neighbouring points, belonging to the same subregion, evaluated in the current image, is compared with (x',y'), the corresponding one obtained at the same location on the reference background image. If this value is lower then an experimentally selected threshold (equal to 0.9 in our experiment carried out in indoor environments, in presence of both sudden and smooth light changes due to turn on/off of artificial lights and to reflections), the pixels (x,y) and (x',y') are strictly correlated, and they are labelled as shadow points. Finally, a connectivity analysis is used to aggregate pixels belonging to the same moving objects. This procedure is able to handle both shadows and ghosts, caused by variations in Fig. 2 . Map of one corridor of the laboratory with overlaid the position of three static cameras. light conditions. More details about each step of the approach can be found in .
Successively the 3D localization of moving objects is obtained by using a homographic transformation. Starting from the bounding box containing the moving region, the image point p obtained by the intersection of the vertical line crossing the centre of the bounding box and the lower side of the same bounding box is considered. The 2D point p is then localized in the 3D scene by using a plane to plane homography matrix. This is estimated only once during the camera calibration phase considering some reference points (the minimum number of points for a plane to plane transformation is four), whose corresponding coordinates in the image plane and in the 3D plane are known. This calibration procedure has to be performed at each new camera addition.
As soon as a fixed camera detects a persistent motion (notice that a tracking procedure is also applied to avoid false detection due to noise or light reflections) the system communicates a goal position to the closest robot. Once the robot reaches the goal position it can use its on-board sensors for further scene analysis and investigation.
Monitoring by a mobile robot
It is assumed that the robot is provided with a 2D map of the environment augmented with passive RFID tags (Milella et al., 2008) . Based on such a map, the robot is able to navigate throughout the environment to reach goal-points. Goal positions are either areas of the environment that are not in the field of view of the fixed cameras, or specific positions estimated by static agents after event detection. The former refer to predefined regions of the environment marked with RFID tags that enable the robot to detect and monitor specific objects or provide it with additional information about the objects and regions they are attached to.
At each predefined goal-point, the robot analyzes the scene searching for abandoned or removed objects. The rationale behind this task is that of comparing the current scene with a stored one, regardless of small variations in the viewpoint of the scene. Visual information obtained from a monocular camera (Di Paola et al., 2007) and input from a laser rangefinder (Marotta et al., 2007) are employed. Visual and laser information is analyzed using various filtering, clustering, and pre-processing algorithms, run in parallel. The output of the various algorithms is then passed to a fuzzy logic component, which performs sensor fusion and decide if scene changes have actually occurred.
The vision module, called Vision-Scene Change Detector (V-SCD), works as follow. The Principal Component AnalysisScale Invariant Feature Transform (PCA-SIFT) (Ke and Sukthankar, 2004 ) detects points of interest, referred to as keypoints, which are invariant to image scale and rotation, changes in the viewpoint, and variations of the illumination conditions. Keypoints, extracted from both the current image and the stored one, are matched to look for differences between the scenes. In addition, colour-based image segmentation is performed by a histogram difference method, which uses hue and saturation planes. A fuzzy logic inference system fuses information from both feature-based and colourbased matching and decides if a significant scene change has occurred, according to the visual sensor. A similar approach is adopted for detecting environment changes using laser data. Specifically, the Laser-Scene Change Detector (L-SCD) Fig. 3 . A new object is added to the scene (i.e., a fire extinguisher) and is correctly detected by both the V-SCD and the L-SCD. performs a matching between the local reference and the current range data to look for significant scene variations, and assigns a likelihood index to the detected clusters. Integration of sensorial data from the camera and laser sensors is obtained using a fuzzy logic system that compares each cluster of one sensor with all the clusters from the other. The fuzzy system must determine if the compared clusters lie in the same area of the scene (in case this circumstance is detected, the clusters are considered as corresponding to the same object), and if the observed area corresponds to a scene variation. The final output of this algorithm is an index of likelihood that a scene variation has occurred for each cluster in the merged set.
The robot is also able to detect and follow people moving in its surroundings, using a leg detection and tracking algorithm, which allows to detect and track legs, based on typical human leg shape and motion characteristics, extracted from laser data . The algorithm starts by acquiring a raw scan covering a 180° field of view. Laser data are analyzed to look for scan intervals with significant differences in depth at their edges. Once a set of scan intervals has been selected, a criterion to differentiate between human legs and other similar objects, such as legs of chairs and tables and protruding door frames, must be defined. To achieve this aim, first, the width of each pattern is calculated as the Euclidean distance between its end-points and is compared with the typical diameter of a human leg (from 0.1 m to 0.25 m). Then, a Region of Interest (ROI) is fixed in the vicinity of each candidate pattern. A leg-shaped region detected within each ROI at the next scan reading is classified as a human leg if the displacement of the pattern relative to its previous position has occurred with a velocity compatible to a typical human leg velocity (from 0.2 m/s to 1 m/s). Note that if the robot is moving, and thus so is the scanner, the effect of ego-motion must first be accounted for. This can be done employing the information provided by the on-board odometers or by the laser scanner. The people following algorithm consists of the following main steps:
-detect human legs; -choose the closest moving person within a certain distance and angular position relative to the robot; -keep track and follow the target person until he/she stops or disappears from the scene. A control loop is employed, which sets speed and turn rate of the robot, based on the distance from the person and from other objects present in the environment.
EXPERIMENTAL RESULTS
To prove the feasibility of the proposed system, in this section, some experiments performed in the ISSIA-CNR Mobile Robotics and Vision Laboratory are presented. Specifically, Fig. 3 and Fig. 4 show the result of a typical monitoring task by a mobile agent. The robot reaches a predefined goal position of the environment, for which a reference image (Fig. 3.a) and a reference laser scan (Fig.  3.b) are available from a previous environment learning phase. A new object, namely a fire extinguisher, is added to the scene. The V-SCD and L-SCD are able to detect the scene variation, producing likelihood indexes of 0.672 and 0.722, respectively (Fig. 4.a and Fig. 4.b) . By combining the results of the V-SCD and L-SCD modules a final likelihood index of 0.713 is obtained. This is a clear indication of a change in the monitored environment. Fig. 5 shows, instead, the output of the people following module during the pursuit of a person. The laser scans of the legs and the robot trajectory can be observed. The robot follows the person, maintaining a safety distance from him/her.
Finally, Fig. 6 illustrates a simple cooperation task between a static camera and a mobile robot. The static camera detects a person moving in its field of view ( Fig. 6.a) , and communicates the event to the mobile agent. The latter interrupts its current task, and plans its trajectory to reach a novel goal position. The output of the navigation algorithm implemented using the CARMEN toolkit (Montemerlo et al., 2003) is reported in Fig. 6 .b. As soon as the robot reaches the goal, it can prosecute the surveillance activity by using its own sensors and algorithms. For instance, it can use the people following module if the person is still present in the goal area, or it can perform other surveillance tasks, such as checking the presence of tagged objects using the RFID system. If pre-defined goal positions are close to its position, the robot can also use the vision and laser scene change detection modules to look for abandoned/removed objects.
CONCLUSIONS
In this paper, we presented the implementation and integration of several functions on a multi-agent surveillance system comprising both fixed and mobile agents. The major aim of the paper was that of providing a comprehensive overview of the system, as well as experimental results in real contexts, in order to show the feasibility of the proposed methods in real-world situations. The described algorithms constitute the first step toward the development of a fully autonomous surveillance system. The primary aim is to provide each agent with the ability of automatic interpretation of scenes in order to understand and predict the actions and interactions of the observed objects. In particular, the implemented algorithms for object and people detection represent the first stage for the development of more complex analysis and understanding tasks. Current and future work are concerned, on the one hand, with the improvement of the overall system by addition of new tasks, such as people and object recognition, and, on the other hand, with the improvement of the cooperation level among the agents in order to guarantee greater efficiency and robustness to the whole system. Collaborative tasks will include cooperative event detection and localization, cooperative target tracking, data fusion for target description and recognition, and behaviour analysis.
