Cloud-RAN is a recent architecture for mobile networks where the processing units are located in distant datacenters while, until now, they were attached to antennas. The main challenge, to fulfill protocol time constraints, is to guarantee a low latency for the periodic messages sent from each antenna to its processing unit and back. The problem we address is to find a sending scheme of these periodic messages without contention nor buffering.
Abstract-Cloud-RAN is a recent architecture for mobile networks where the processing units are located in distant datacenters while, until now, they were attached to antennas. The main challenge, to fulfill protocol time constraints, is to guarantee a low latency for the periodic messages sent from each antenna to its processing unit and back. The problem we address is to find a sending scheme of these periodic messages without contention nor buffering.
We focus on a simple but common star shaped topology, where all contentions are on a single link shared by all antennas. For messages of arbitrary size, we show that there is always a solution as soon as the load of the network is less than 40%. Moreover, we explain how we can restrict our study to message of size 1 without increasing too much the global latency.
For message of size 1, we prove that it is always possible to schedule them, when the load is less than 61% using a polynomial time algorithm. Moreover, using a simple random greedy algorithm, we show that almost all instances of a given load admit a solution, explaining why most greedy algorithms work so well in practice.
I. INTRODUCTION
Next generations of mobile network architectures evolve toward centralized radio network architectures called C-RAN for Cloud Radio Access Network, to reduce energy consumption costs [1] and more generally the total cost of ownership. The main challenge for this type of architecture is to reach a latency compatible with transport protocols [2] . The latency is measured between the sending of a message by a Remote Radio Head (RRH) and the receptions of the answer, computed by real-time virtualized network functions of a BaseBand Unit (BBU) in the cloud. For example, LTE standards require to process functions like HARQ (Hybrid Automatic Repeat reQuest) in 3ms [3] . In 5G, some services need end-to-end latency as low as 1ms [4] , [5] . The specificity of the C-RAN context is not only the latency constraint, but also the periodicity of the data transfer in the frontaul network between RRHs and BBUs: messages need to be emitted and received each millisecond [3] . Our aim is to operate a C-RAN on a low-cost shared switched network.
Statistical multiplexing even with a large bandwidth does not satisfies the latency requirements of C-RAN [6] , [7] . The current solution [8] , [9] is to use dedicated circuits for the fronthaul. Each end-point, an RRH on one side and a BBU on the other side is connected through direct fiber or full optical switches. This eliminates all contentions since each message flow has its own link, but it is extremely expensive and do not scale in the case of a mobile network composed of about 10,000 base stations.
The question we address is the following: is it possible to schedule periodic messages on a shared link without using buffers? Eliminating this source of latency leaves us with more time budget for latency due to the physical length of the routes in the network, and thus allows for wider deployment areas. Our proposed solution is to compute beforehand a periodic and deterministic sending scheme, which completely avoids contention. This kind of deterministic approach has gained some traction recently: Deterministic Networking is under standardization in IEEE 802.1 TSN group [10] , as well at IETF DetNet working group [11] . Several patents on concepts and mechanisms for DetNet have been already published, see for example [12] , [13] .
The algorithmic problem studied in the present article, called Periodic Message Assignment or PMA, is the following. Given a period, a message size and delay between the two contention points different for each message, choose an offset (departure time in the period) for each message, so that it goes through the two contention points when they are free. It is similar to the two flow shop scheduling problem [14] with periodicity. The periodicity adds more constraints, since messages from consecutive periods can interact. The objective is usually to minimize the makespan, or schedule length, but in our periodic variant it is infinite. Hence, we choose to look for any periodic schedule without buffering, which minimizes the trip time of each message.
To our knowledge, all studied periodic scheduling problems are quite different from the one we present. Either the aim is to minimize the number of processors on which the periodic tasks are scheduled [15] , [16] , while our problem corresponds to a single processor and a constraint similar to makespan minimization. In cyclic scheduling [17] , the aim is to minimize the period of a scheduling to maximize the throughput, while our period is fixed. The train timetabling problem [18] and in particular the periodic event scheduling problem [19] are generalizations of our problem, since they take into account a fixed period and can express the fact that two trains (like two messages) should not cross. However, they are much more general: the trains can vary in size, speed, the network can be more complex than a single track and there are precedence constraints. Hence, the numerous variants of train scheduling problems are very hard to solve (and always NP-hard), they usually allow for some delay and most of the work is devising good algorithms using branch and bound, mixed integer programming, genetic algorithms . . . [18] In previous articles of the authors, generalizations of PMA allowing buffers are studied on a single link [6] or on a cycle [20] . Heuristics (using scheduling algorithms) and FPT algorithms are used to find a sending scheme with minimal latency, while here we only look for sending scheme without any additional latency. More complex problems of computing schedules for time sensitive networks has been practically solved, using mixed integer programming [21] , [22] or an SMT solver [23] , but without theoretical guarantes on the quality of the produced solutions. Typical applications cited in these works (out of C-RAN) are sensor networks communicating periodically inside a car or a plane, or logistic problems in production lines. a) Organization of the paper: In Sec. II, we present the model and the problem PMA. In Sec. III, we present several greedy algorithms and prove that they always find a solution to PMA for increasing load. Then, we illustrate their surprisingly good performances on random inputs in Sec. III-D. It turns out that the message size can be assumed to be one for a small price in added latency, as explained in Sec. IV. Hence, we develop a deterministic and a probabilistic algorithm for this special case in Sec. V, which work for much higher loads than the algorithms for large message size and we illustrate their performances on random inputs in Sec. V-C.
II. MODEL
In this article, we model a simple network (see fig. 1 ) in which periodic messages flow through a single link. The answer to each message is then sent back through the same bidirectional link. The model and problem can easily be generalized to any network, that is any directed acyclic graph with any number of contention points, see [6] . We choose here to present the simplest non trivial such network, for which we can still obtain some theoretical results.
The time is discretized and the process we consider is periodic of fixed integer period P . We use the notation [P ] for the set {0, . . . ,P − 1}. In the C-RAN network we model, represented in Fig.1 , all messages are of the same nature, hence they are all of the same size denoted by τ . This size corresponds to the time needed to send a message through some contention point of the network, here a link shared by all antennas. We denote by n the number of messages, which are numbered from 0 to n − 1. A message i is characterized by its delay d i . It means that if the message number i arrives at the link at time t, then it returns to the other end of the link on its way back at time t + d i .
Since the process we describe is periodic, we may consider any interval of P units of time to represent the state of 
mod P | 0 ≤ t < τ } in the second period. We say that two messages i and j collide if either
we say that message i uses time t in the first period (resp. in the second period).
We want to send all messages, so that they are no collision in the shared link. In other word, we look for a way to send the messages without using buffering and hence limiting the latency to the physical length of the links. An assignment is a choice of an offset for each message such that no pair of message collide, as shown in Fig. 2 . Formally, an assignment is a function from the messages in [n] to their offsets in [P ].
We call Periodic Message Assignment or PMA the problem studied in this article, which asks, given an instance of n messages, a period P and a size τ , to find an assignment or to decide there is none.
The complexity of PMA is not yet known. However, we have proven that, when parameterized by n the number of messages, the problem is FPT [7] . A slight generalization of PMA, with several contention points but each message only going through two of them, as in PMA, is NP-hard [7] . If the shared link is Fig. 2 . An instance of PMA (3 messages, P = 10 and τ = 2) and one of its assignments not bidirectional, that is there is a single contention point and each message goes through it twice, it is also NP-hard [24] . Hence, we conjecture that PMA is NP-hard.
To overcome the supposed hardness of PMA, we study it when the load of the system is small enough. The load is defined as the number of units of time used in a period by all messages divided by the period. Hence the load is equal to nτ /P . Our aim is to prove that, for small load, there is always an assignment and that it can be found by a polynomial time algorithm.
III. GREEDY ALGORITHMS FOR LARGE MESSAGES
In this section, we study the case of large messages. When modeling real problems, it is relevant to have τ > 1 when the transmission time of a single message is large with regard to its delay.
A partial assignment A is a function defined from a subset S of [n] to [P ]. We say that |S|, the cardinal of the domain of A, is its size. We say that a message in S is scheduled (by A), and a message not in S is unscheduled. We only consider partial assignments such that no pair of messages of S collide. If A has domain S, and i / ∈ S, we define the extension of A All presented algorithms build an assignment incrementally, by growing the size of the domain of a partial assignment. Moreover, the algorithm of this section are greedy since once an offset is chosen for a message, it is never changed.
A. First Fit
Assume that for some partial assignment A, the message i has offset o: it uses all times from o to o + τ − 1 in the first period. If a message j is scheduled with some offset o before o, then the last time it uses in the first period is o + τ − 1 and it should be less than o, which implies that o ≤ o−τ +1. If o is larger than o, to avoid collision between messages j and i, it should be larger or equal to o+τ . Hence the message i forbids 2τ − 1 offsets for messages still not scheduled because of this use of time in the first period. The same reasoning can be done for the second period, which again forbids 2τ −1 offsets. Hence, if |S| messages are already scheduled, then |S|(4τ −2) offsets are forbidden for each unscheduled message. Note that this is an upper bound on the number of forbidden offsets, since the same offset can be forbidden twice because of a message on the first and on the second period.
Let F o(A) be the maximum number of forbidden offsets when extending A. Formally, assume A is defined over S and i / ∈ S, F o(A) is the maximum over all values of
The first algorithm deals with the route in the order they are given: for each unscheduled route it tests all offsets from 0 to P − 1 until one do not create a collision with the current assignment. We call this algorithm First Fit. Remark that if F o(A) < P , then whatever the delay of the route we want to extend A with, it is possible to find an offset. Since F o(A) ≤ (4τ − 2)|S| and |S| < n, First Fit (or any greedy algorithm) will always succeed when (4τ −2)n ≤ P , that is when the load nτ /P is less than 1/4. It turns out that First Fit always creates compact assignments (as defined in [6] ), that is a message is always next to another one in one of the two period. Hence, we can prove a better bound on F o(A), when A is built by First Fit, as stated in the following theorem. Theorem 1. First Fit always solves PMA positively on instances of load less than 1/3.
Proof. To prove the theorem, we show by induction on the size
By definition of First Fit, choosing o − 1 as offset creates a collision. W.l.o.g. say it is a collision in the first period. It means that there is a scheduled message between o − τ and o − 1 (modulo P ), hence all these offsets are forbidden by A. The same offsets are also forbidden by the choice of o as offset for i, then only 3τ −1 new offsets are forbidden, that is
, which proves the induction and the theorem.
B. Meta-Offset
The second method is described in [6] and achieves the same bound on the load using a different method, that we recall here because we use it in the more involved algorithm of the next section. The idea is to restrict the possible offsets at which messages can be scheduled. It seems counter-intuitive, since it decreases artificially the number of possible offsets to schedule new messages. However, it allows to reduce the number of forbidden offsets, when the algorithm is designed accordingly. A meta-offset is an offset of value iτ , with i an integer from 0 to P/τ . We call Meta-Offset the greedy algorithm which works as First Fit, but consider only meta-offsets when scheduling new messages.
Let F mo(A) be the maximal number of meta-offsets forbidden by A. By definition, two messages with a different meta-offset cannot collide in the first period. Hence, F mo(A) can be bounded by 3|S| and we obtain the following theorem. Theorem 2 (Proposition 3 of [6] ). Meta-Offset always solves PMA positively on instances of load less than 1/3.
C. Tuples and meta-intervals
We now propose a more involved family of greedy algorithms which solves PMA positively for larger loads. We try to combine the good properties of the two previous algorithms: the compacity of the assignments produced by First Fit and the use of meta-offsets to reduce collisions on the first period. The idea is to schedule several messages at once, using metaoffsets, to maximize the compacity of the obtained solution. We first describe the algorithm which schedules pairs of routes and then explain quickly how we can extend it by scheduling any tuples of messages instead of pairs.
We first prove a lemma which allows to assume that the period P is a multiple of τ , since it makes the analysis of our algorithms much simpler and tighter. It only changes the load from nτ /P to at most n(τ + 1)/P : the difference is less than n/P < 1/τ , and thus very small for large τ .
Lemma 3. Let I be an instance of PMA with n messages of size τ , period P and m = P/τ . There is an instance I with n messages of size τ and period P = mτ such that an assignment of I can be transformed into an assignment of I in polynomial time.
Proof. Let P = mτ + r with r ≤ τ . We define the instance I as follows: P = mP , d i = md i and τ = mτ + r. With this choice, we have P = m(mτ + r) = mτ . Consider an assignment A of the instance I . If we let τ = mτ , then A is also an assignment for I = (P ,τ ,(d 0 , . . . ,d n−1 )). Indeed, the size of each message, thus the intervals of time used in the first and second period begin at the same position but are shorter, which cannot create collisions. We then use a compactification procedure as in [7] . The first message is positioned at offset zero. The first time it uses in the second period is a multiple of m since its delay is by definition a multiple of m. Then, all other messages are translated to the left by removing increasing integers to their offsets, until there is a collision. It guarantees that some message is in contact with the first one on the first or second period, which implies that its offset is a multiple of m. This procedure can be repeated until we get some solution A to I , such that all positions of messages in the first and second period are multiples of m. Hence, if we define A as A(i) = A (i)/m, we obtain an assignment of I.
From now on, we always assume that P = mτ and the load is then n/m. We are interested in the remainder modulo τ of the delays of each message. We write d i = d i τ + r i and assume from now on that messages are sorted by increasing r i . A compact pair, as shown in Fig. 3 is a pair of messages (i,j) with i < j such that we can put them next to each other in the second period using meta-offsets. We have r i ≤ r j since i < j. We denote by g the gap between the two messages in the first period, that we define by d i = g + 1 + d j mod m. We require that g = 0 so that there are no collision in the first period if we schedule these two messages such that the difference of their offsets is the gap. Proof. If the first two messages or the first and the third message form a compact pair, then we are done. If not, then by definition
Hence, the messages 2 and 3 have the same delay and form a compact pair of gap 1.
We call Compact Pairs the following greedy algorithm. From the n routes in order of increasing r i , we build a sequence of at least n/3 compact pairs using Lemma 4. They are then scheduled in the order they have been built using meta-offsets only. If at some point all compact pairs are scheduled or the current one cannot be scheduled, the remaining messages are scheduled as in Meta-Offset. The analysis of the algorithm relies on the evaluation of the number of forbidden meta-offsets. In the first phase of the algorithm, one should evaluate the number of forbidden offsets when scheduling a compact pair, that we denote by F mo 2 (A). In the second phase, we need to evaluate F mo(A). When scheduling a message in the second phase, a scheduled compact pair only forbids three meta-offsets in the second period. If messages in a pair are scheduled independently, they forbid four metaoffsets, which explains the improvement from Meta Offset. We first give a simple lemma, whose proof can be read from Fig. 4 , which allows to bound F mo 2 (A) and to lower bound the number of scheduled compact pairs.
Lemma 5. A compact pair already scheduled by Compact
Pair forbids at most four meta offsets in the second period to another compact pair when it is scheduled by Compact Pair. Theorem 6. Compact Pairs always solves PMA positively on instances of load less than 3/8.
Proof. Let n 2 be the number of compact pairs scheduled in the first phase. When scheduling a new pair, the position of the 2n 2 messages on the first period forbid 4n 2 offsets for a compact pair. Indeed, each scheduled message can collide with each of the two messages which form a compact pair. On the second period, we can use Lemma 5 to bound the number Fig. 4 . Representation of the meta offsets forbidden by a compact pair in blue when scheduling a compact pair in red of forbidden offsets by 4n 2 . Hence, we have established that during the first phase, the partial solution A satisfies F mo 2 (A) ≤ 8n 2 . This first phase continues while there is possible offsets for compact pairs, which is the case when F mo 2 (A) ≤ m, that is while n 2 ≤ m/8. In the second phase, a compact pair forbids 3 meta offsets in the second period and 2 in the first. Hence, if we let n 1 be the number of messages scheduled in the second phase to give the assignment A, we have F mo(A) ≤ n 2 * 5 + n 1 * 3. The algorithm can always schedule messages when F mo(A) is less than m, thus
Hence, we can guarantee n 1 = m 8 and the number of routes scheduled is at least 2n 2 + n 1 , which is 3 8 m. Remark that we need to be able to schedule two third of the messages as compact pairs, which is possible by Lemma 4. Therefore an assignment is always produced when the load is less then 3 8 .
The algorithm can be improved by forming compact tuples instead of compact pairs. A compact k-tuple is a sequence of messages i 1 < · · · < i k (with r i1 , . . . ,r i k increasing), for which meta-offsets can be chosen so that there is no collision, the messages in the second period are in order i 1 , . . . ,i k and two consecutive messages i l ,i l+1 use the times o and o + r i l+1 − r i l + τ in the second period.
The algorithms Compact k-tuples works by scheduling compact k-uples using meta offsets while possible, then scheduling compact k − 1-uples and so on until k = 1. The theorem we give is obtained for k = 10, but taking arbitrary large k and using more refined bounds on F mo(A) is not enough to prove the same theorem for a load of 41/100 and only works for larger n. Proof. We prove the property by induction on k. We have already proved it for k = 2 in Lemma 4. Now assume that we have found C a compact (k − 1)-tuple in the first (k − 1) 3 /3 messages. Consider the next k(k − 1) messages. If k of them have the same delay, then they form a compact k-tuple and we are done. Otherwise, there are at least k different values in those k(k − 1) messages. By the pigeonhole principle, one of this delay allows to extend C, since a compact (k − 1)-tuple forbid k−1 values of delay. Since (k−1) 3 /3+k(k−1) ≤ k 3 /3 it proves the induction and the lemma.
Theorem 8. Compact 10-tuples always solves PMA positively on instances of load less than 4/10, for instances with n large enough.
Proof. Lemma 7 ensures there are compact k-tuples, if there are enough messages, thus n should be larger than k 3 /3 + 1. We need the following fact, which generalizes 5. A ktuples forbids k + j + 1 offsets in the second period when scheduling a j-tuple. If the remainder of the messages in the j-tuples are larger than the remainder in the k-tuples, it forbids k + j messages only. It allows to compute a lower bound on the number of scheduled i-tuples for i equal k down to 1 by bounding F mo i (A), the number of forbidden meta-offsets when placing i-tuple in the algorithm. If we denote by n i the number of compact i-tuples scheduled by the algorithm, we have the following equation:
The equation for n 1 is slightly better:
A bound on n i can be computed, since A can be extended while F mo i (A) < m. A numerical computation of the n i 's shows that the algorithm always finds a solution when the load is less than 4/10.
The code computing the n i can be found on the author's website at https://yann-strozecki.github.io/. To make the algorithm Compact 10-tuples work, we need to have enough messages to be able to produce enough compact 10-tuples. Theoretically, we need more than 333 messages. This bound can be improved by a better algorithm to find compact tuples than the one described in Lemma 7. On random instances, the probability that k messages do not form a compact k-tuples is low, and we can just build the tuples greedily. Therefore, for random instances, forming compact k-uples is almost never a problem and the algorithm works even for small n.
D. Experimental Results
We present results of simulations of the algorithms presented above, to experimentally assess their performance on random instances. The implementation in C of these algorithms can be found on the author's website at https: //yann-strozecki.github.io/. We experiment with several periods and message sizes. For each set of parameters, we try every possible load by changing the number of messages and give the success rate of each algorithm. The success rate is The algorithms we consider are the following:
Resolution using an algorithm from [6] On a regular laptop, all algorithms terminates in less than a second when solving 10000 instances with 100 messages except the exact resolution, whose complexity is exponential in the number of routes (but polynomial in the rest of the parameters). Hence, the theoretical best value given by the exact resolution is only available in the experiment with at most 10 messages. For the tree sets of parameters, the algorithms have the same relative performances. Meta Offset and Greedy Uniform perform the worst and have almost equal success rate. Remark that they have a 100% success rate for load less than 1/2 while it is easy to build an instance of PMA of load 1/3 + which makes them fail. The difference between the worst case analysis and the average case analysis is explained for Greedy Uniform in Sec. V.
First Fit performs better than Meta Offset while they have the same worst case. Compact Pair, which is the best theoretically also performs the best in the experiments, always finding assignments for load of 0.6. As Shown in Fig.5 and Fig.6 , it appears that the size of the messages have little impact on the success rate of the algorithms. Comparing Fig.7 and Fig.5 shows that with more messages, the transition between success rate of 1 to a success rate of 0 is faster. Finally, the results of Exact Resolution in Fig. 7 show that the greedy algorithm are fare from always finding a solution when it exists. Moreover, we have found an instance with load 0.8 with no assignment, which gives an upper bound on the highest load for which there is always a solution to PMA.
IV. FROM LARGE MESSAGE TO MESSAGE OF SIZE ONE
In this section, we explain how we can restrict ourselves to the study of PMA with small τ and even τ = 1 if we increase the load or are willing to accept some buffering in our original problem.
A. Reduction without buffering
We give a reduction from an instance of PMA to another one with the same period and number of messages but the size of the messages is doubled. From I = (P,τ,(d 0 , . . . ,d n−1 )), we build I = (P, 2τ, (d 0 , . . . ,d n−1 )), where d i = d i − (d i mod 2τ ). The instance I has a load twice as large as I. On the other hand, all its delays are multiples of 2τ hence solving PMA on I is equivalent to solving it on I = P/2τ, 1,d 0 /2τ, . . . ,d n−1 /2τ )).
We show that an assignment A of I can be transformed into an assignment A of I. Consider the message i with offset A (i), it uses all times between A (i) and A (i)+2τ −1 in the first period and all times between A (i)+d i −(d i mod 2τ ) to A (i)+2τ −1+d i −(d i mod 2τ ). If d i mod 2τ < τ , we set A(i) = A (i), and the message i of I is scheduled "inside" the message i of I , see Fig. 8 . If τ ≤ d i mod 2τ < 2τ , then we set A(i) = A (i) − τ . There are no collision in the assignment A, since all messages in the second period use times which are used by the same message in A . In the first period, the messages scheduled by A use either the first half of the same message in A or the position τ before, which is at worst the second half of the times used by another message in A and thus is not used in A. Fig. 8 . Building I from I
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B. Reduction using buffering
We have presented our problem with a single degree of freedom by message: its offset. We could also allow to buffer a message i during a time b between the two contention points, which means changing d i to d i + b. The quality of the solutions obtained for such a modified instance of PMA are worst since the buffering adds latency to the messages. We now describe how we can make a trade-off between the added latency and the size of the messages, knowing that having smaller messages helps to schedule instances with higher load. All messages are buffered enough time so that their d i have the same remainder modulo τ . It costs at most τ of buffering, which is not so good, since algorithms optimizing the latency do better for random instances, see [7] . However, it is much better than buffering for a time P , the only value for which we are guaranted to find an assignment, whatever the instance. We can choose the message with the longest route as reference remainder, hence this message needs zero buffering. However, the message with the second longest route may have a remainder of τ − 1, thus the worst case increase of total latency is τ − 1. When all delays are changed so that d i is a multiple of τ , we have an easy reduction to the case of τ = 1, by dividing all values by τ .
We can do the same kind of transformation by buffering all messages, so that d i is a multiple of τ /k. The cost in term of latency is then at most τ /k but the reduction yields messages of size k. For small size of messages, it is easy to get better algorithm for PMA, in particular for τ = 1 as we show in the next section. Here we show how to adapt Compact Pairs to the case of τ = 2.
Theorem 9. Compact Pairs on instances with τ = 2 always solves PMA positively on instances of load less than 4/9.
Proof. We assume w.l.o.g that there are less message with even d i than odd d i . We schedule compact pairs of messages with even d i , then we schedule single message with odd d i . The worst case is when there is the same number of the two types of messages. In the first phase, if we schedule n/2 messages, the number of forbidden offsets is (2 + 3/2)n/2 = 7n/4. In the second phase, if we schedule n/2 additional offsets, the number of forbidden offsets is bounded by (1 + 3/2)n/2 + (1 + 1)n/2 = 9n/4. Hence, both conditions are satisfied and we can always schedule messages when n ≤ (4/9)m.
We now prove that we can do the previous reduction with τ = 1 while optimizing the average added latency. It reduces by a factor of two the average latency. The only degree of freedom in the reduction is the choice of the reference remainder since all other delays are then modified to have the same remainder. Define the average buffer time for a choice t of reference by B(t). If we sum B(t) for t = 0 to τ − 1, the contribution of each message will be τ −1 i=0 i. Since there are n messages, the sum of the B(t) for all t is nτ (τ − 1)/2. There is at least one term of the sum less than the average, hence there is a t 0 such that B(t 0 ) ≤ n(τ − 1)/2. In other word, the average delay for a message, with this choice of reference is less than (τ − 1)/2.
V. MESSAGES OF SIZE ONE
When τ = 1, any greedy algorithm finds a solution to PMA when the load is less than 1/2 since F o(A) ≤ (4τ − 2)|S| = 2|S| where S is the number of scheduled messages. We now give a method which always finds a solution for load of 1/2+ .
A. Deterministic algorithm
To go above 1/2 of load, we use an algorithm which optimizes a potential measuring how many offsets are available for all messages, scheduled or not. Messages are scheduled while possible using any greedy algorithm. Then, when all unscheduled messages have no free offset, we use a swap operation defined later, which improves the potential. When the potential is high enough, it ensures that there are two messages whose offset can be changed so that a new message can be scheduled.
The algorithm is not greedy, since we allow to exchange a scheduled message with an unscheduled one. It cannot work online, since it requires to know all delays of the messages in advance.
Definition 1. The potential of a message of delay d, for a partial assignment A is the number of integers i ∈ [P ] such that i is used in the first period and i + d mod P is used in the second period.
The potential of a message counts favorable configurations in terms of forbidden offsets. Indeed, when i is used in the first period and i + d mod P is used in the second period, then the same offset is forbidden twice for a message of delay d. Hence, the potential of a message is related to the number of possible offsets as stated in the following lemma.
Lemma 10. Given a partial assignment A of size s, and an unscheduled message of potential v, there are P − 2s + v possible offsets which can be used to schedule it while extending A.
For our algorithm, we need a global measure of quality of a partial assignment, that we try to increase when the algorithm fail to schedule new messages. We call our measure the potential of an assignment and we denote it by P ot(A), it is the sum of potentials for A of all messages in the instance.
Definition 2. The potential of a position i, for a partial assignment A, is the number of messages of delay d such that i + d mod P is used by a route scheduled by A.
Instead of decomposing the global potential as a sum over the messages, it can be understood as a sum over positions which gives the next two lemmas.
Lemma 11. The sum of potentials of all positions used in the first period by messages scheduled by A is equal to P ot(A).
By definition of the potential of the positions, we have the following simple invariant.
Lemma 12. The sum of potentials of all positions for a partial assignment with k scheduled messages is nk.
As a consequence of this lemma, P ot(A) ≤ nk and in the algorithm we propose, we guarantee to obtain at last half this value by an exchange mechanism, that we call a swap. Let A be some partial assignment of size s and let i be an unscheduled message of delay d. Assume that i cannot be used to extend A. The swap operation is the following: select a free position o in the first period, remove the message which uses the position o + d in the second period from A and extend A by i with offset o. We denote this operation by Swap(i,o,A).
Lemma 13. Let A be some partial assignment of size k and let i be an unscheduled message. If i cannot be used to extend A, then either P ot(A) ≥ kn/2 or there is an o such that P ot(Swap(i,o,A)) > P ot(A).
Proof. The positions in the first period can be partitioned into two parts: P u the positions used by some scheduled message and P f the positions unused. Let V f be the sum of the potentials of the positions in P f and by V u the sum of the potentials of the positions of P u . By Lemma 11, since P f and P u partitions the positions, we have V f + V u = kn. Moreover, by Lemma 11, P ot(A) = V u , then V f + P ot(A) = kn.
By hypothesis, since i cannot be scheduled, for all p ∈ P f , p+d i is used in the second period. We now define the function F which associates to p ∈ P f the position A(j) such that there is a scheduled route j which uses p + d in the second period, that is A(j) + d j = p + d mod P . The function F is an injection from P f to P u . Remark now that, if we compare Swap(i,p,A) to A, on the second period the positions are used. Hence, the potential of each position stay the same after the swap. As a consequence, doing the operation Swap(i,p,A) add to P ot(A) the potential of the position p and removes the potential of the position F (p).
Assume now, to prove our lemma, that for all p, P ot(Swap(i,p,A)) ≤ P ot(A). It implies that for all p, the potential of p is smaller than the potential of F (p). Hence, since F is an injection from P f to P u , we have that V f ≤ V u = P ot(A). Since V f + P ot(A) = kn, we have that P ot(A) ≥ kn/2. The potential of a message is then larger than 2 P and when it cannot be scheduled it is also less or equal to 2 P , that is equal to 2 P .
Hence, the potential of any assignment of size n is at least 2 P n. As a consequence, the method of Lemma 13 will guarantee a non trivial potential for 2 P n < nn /2, that is < 1/6. Any algorithm relying on the potential and the Swap operation cannot be guaranteed to work for load larger than 2/3 = 1/2 + 1/6 or we should either improve on the Swap method or its analysis. In particular, 2 P positions in P u are not taken into account, and could help improve the analysis.
a) The Swap Algorithm: We now precisely describe the Swap algorithm. It schedules unscheduled messages while possible and then applies Swap operations while it increases the potential. When the potential is maximal, it tries to schedule a new message by moving one or two scheduled messages to new offsets. If it fails to find such messages the algorithm stops, otherwise it continues repeating the same steps. We now give an analysis of the algorithm, showing that it always works for a load small enough. Proof. We determine for which value of n, the number of messages, the Swap algorithm always works. We need only to study the case when n − 1 messages are scheduled by A and we try to schedule the last one, since the intermediate steps are easier to realize.
Assume now that the unscheduled message is of delay d. We consider the pair of times in the first and second period (o,o + d) for o ∈ [P ]. Since the message cannot be scheduled, there are three cases. First, o is unused in the first period but o + d is used in the second period. Since there are n − 1 scheduled messages, there are P − n + 1 such value of o. If a message using the time o + d in the second period can be scheduled elsewhere, so that the unscheduled message can use offset o, then the algorithm succeeds. Otherwise the message has no possible offsets, which means its potential is equal to 2( P − 1). The second case is symmetric: o is used in the first period but o + d is unused in the second period. Finally, we have the case o is used in the first period and o + d is used in the second period. There are 2( P − 1) such values of o. If the two messages using times o and o + d can be rescheduled so that offset o can be used for the unscheduled message, then the algorithm succeeds. This is always possible when one message is of potential at least 2 P −1 and the other of potential at least 2 P + 1. Since the messages must be of potential more than 2( P − 1) and at most n − 1, it is satisfied when the sum of the two potentials is at least 2( P − 1) + n.
If we assume that the algorithm was unable to schedule the last message by moving two scheduled messages, the previous analysis gives us a bound on twice P ot(A):
By Lemma 13, we know that P ot(A) ≥ n(n − 1)/2, hence the algorithm must succeed when n(n − 1)/2 ≥ ( P − 1)(P + n).
By expanding, we obtain a second degree expression in .
Solving this equation yields
The analysis of the potential is not optimal, hence we conjecture that the method works for load up to 2/3. Moreover, for random instances, we expect the potential to be higher than the stated bound and to be better spread on the messages, which would makes the algorithm works for larger load.
B. Random Algorithm for Random Instances
We would like to understand better the behavior of our algorithms on instances drawn uniformly at random. To this aim, we analyze the following algorithm, called Greedy Uniform: for each message in order, choose one of the possible offsets uniformly at random and use it to extend the partial assignment.
We analyze Greedy Uniform over random instances: we assume that all messages have their delays drawn independently and uniformly in [m] . We compute the probability of success of Greedy Uniform over all random choices of the algorithm and all possible instances. It turns out that this probability, for a fixed load strictly less than one, goes to one when m grows. For a given assignment, we are only interested in its trace: the set of times which are used in the first and second period. Hence, if n messages are scheduled in a period of size m, a trace of an assignment is a pair of subsets of [m] of size n. We now show that these traces are produced uniformly.
Theorem 15. The distribution of traces of assignments produced by Greedy Uniform when it succeeds, from instances drawn uniformly at random, is also uniform.
Proof. We prove that by induction on n the number of messages. It is clear for n = 1, since the delay of the first message is uniformly drawn and all offsets can be used. Assume now the theorem true for some n > 1. Greedy Uniform, by induction hypothesis has produced uniform traces from the first n messages. Hence we should prove that, if we draw the delay of the n + 1 th message randomly, extending the trace by a random possible offset produces a random distribution on the traces of size n + 1.
If we draw an offset uniformly at random (among all m offsets) and then extend the trace by scheduling the last message at this offset or fail, the distribution over the traces of size n + 1 is the same as what produces Greedy Uniform. Indeed, all offsets which can be used to extend the trace have the same probability to be drawn. Since all delays are drawn independently, we can assume that, given a trace, we first draw an offset uniformly, then draw uniformly the delay of the added message and add it to the trace if it is possible. This proves that all extensions of a given trace are equiprobable. Thus, all traces of size n + 1 are equiprobable, since they each can be formed from (n + 1) 2 traces of size n by removing one used time from the first and second period. This proves the induction and the theorem.
Let Pr(m,n) be the probability that Greedy Uniform fails at the n th step assuming it has not failed before. Proof. The probability to fail is independent of the delay of the n th message. Indeed, the operation which adds one to all used times in the second period is a bijection on the set of traces of size n − 1. It is equivalent to removing one to the delay of the n th message. We can thus assume that the delay is zero.
Let S 1 be the set of used times in the first period by the n−1 first messages and S 2 the set of used times in the second period. We can assume that S 1 is fixed, since all subsets of the first period are equiprobable and because S 2 is independent from S 1 . There is no possible offset for the n th message, if and only if S 1 ∪ S 2 = [m]. It means that S 2 has been drawn such that it contains [m] \ S 1 . The probability to draw a set of size n − 1 which contains m − n + 1 fixed elements is ).
If we fix the load λ, which satisfies n = λm, we can bound P (m,n) using Stirling formula. We obtain for some constant C, that
The derivative of f is strictly positive for 1/2 < λ < 1 and f (1) = 1, hence f (λ) < 1 when λ < 1. The probability that Greedy Uniform fails is bounded by Cλmf (λ) m , whose limit is zero when m goes to infinity. It explains why Greedy Uniform is good for large m.
C. Experimental results
We present results of simulations of the algorithms of the previous section, to experimentally assess their performance on random instances. The settings are as in Sec. III-D, with τ = 1. The evaluated algorithms are:
• First Fit • Greedy Uniform • Greedy Potential, it schedules the messages in arbitrary order, choosing the possible offset which maximizes the potential of the unscheduled messages • Swap • Exact Resolution As in Sec. III-D, the success rate on random instances is much better than the worst case analysis. In Fig. 9 , all algorithms succeed on all instances when the load is less than 0.64. Greedy Uniform behaves exactly as proved in Theorem 17, with a very small variance. The performances of Swap and of its simpler variant Greedy Potential, which optimizes the potential in a greedy way, are much better than First Fit or Greedy Uniform. Amazingly, Swap always finds an assignment when the load is less than 0.95. Swap is extremely close to Exact Resolution, but it fails to find some assignments for load 0.9 and 1, as shown in Fig. 10 . 
VI. CONCLUSION
In this article, we have proved that there is always a solution to PMA and that it can be found in polynomial time for large τ and load 0.4 or for τ = 1 and load 0.61. Moreover, the performance of the presented algorithms over average instances are shown to be excellent empirically but also theoretically for Greedy Uniform. Hence, we can use the simple algorithms presented here to schedule C-RAN messages without buffer nor additional latency, if we are willing to use only half the bandwidth of the shared link.
Many questions on PMA are still unresolved, the first one being its complexity. Moreover, we plan to adapt the Swap algorithm to the case τ > 1. While the potential can be defined in the same way, it is not yet clear that it would help as much in this setting. We could also analyze the behavior of the presented algorithms over random instances in the case τ > 1. For instance, it is possible to form very long compact tuples over random instances and we could use that to obtain an algorithm which works with high probability for load less than 0.5. First Fit or Meta Offset can easily be adapted to network topologies with more than a single link, but we could also try to adapt Compact Tuples and Swap. Finally, to capture networks carrying several types of messages, it would be interesting to allow for different message sizes, which makes methods using meta-offsets seemingly useless.
