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Abstract: This paper provides an analysis of the population clustering in a novel Success-History based Adaptive 
Differential Evolution algorithm with Distance based adaptation (Db_SHADE) in order to analyze the exploration and 
exploitation abilities of the algorithm. The comparison with the original SHADE algorithm is performed on the CEC2015 
benchmark set in two dimensional settings (10D and 30D). The clustering analysis helps to answer the question about 
prolonged exploration phase of the Db_SHADE algorithm. Possible future research directions are drawn in the 
discussion and conclusion. 
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1   Introduction 
The Differential Evolution (DE) algorithm developed by Storn and Price [1] has been in the center of a continuous 
heuristic optimization since its introduction in 1995. Over the years, many researchers came up with improved versions 
and the community has grown to an astonishing size. Fortunately, to cover the latest developments in the DE field, three 
comprehensive surveys were written [2], [3] and [4]. And from these surveys, it can be seen, that the problem of setting 
control parameters of the DE [5], [6] is usually tackled by a proposal of an adaptive or self-adaptive mechanism. One of 
the most successful variants with self-adaptive mechanism is Successful-History based Adaptive Differential Evolution 
(SHADE) [7], which formed a basis for latest winners of the CEC competition in continuous optimization – 2013 SHADE 
3rd, 2014 L-SHADE 1st [8], 2015 SPS-L-SHADE-EIG 1st [9], 2016 LSHADE_EpSin 1st [10] and 2017 jSO 1st [11]. 
Therefore, it was selected for a proposal of a novel Distance based parameter adaptation in [12] and Db_SHADE was 
developed. Distance based adaptation should promote exploration of the algorithm and avoid premature convergence in 
higher dimensions. 
     The hybridization of the DE with other softcomputing fields has shown to be valuable both for analysis and for 
performance improvement – DE and complex networks [13], [14], [15], DE and chaotic generators [16], [17]. Therefore, 
in this paper, another softcomputing field, cluster analysis, is used for the analysis of population development in the 
Db_SHADE algorithm. This combination of two softcomputing fields should answer the question of exploration abilities 
of the Db_SHADE and provide important insight into the algorithm dynamic. 
     The rest of the paper is structured as follows: The next section describes DE, SHADE and Db_SHADE algorithms, 
section 3 depicts the design of experiments, section 4 contains results and their discussion and section 5 ends the whole 
paper with concluding remarks and possible future research directions. 
 
2   DE, SHADE and Db_SHADE 
In order to describe the Success-History based Adaptive Differential Evolution algorithm (SHADE) with Distance based 
parameter adaptation (Db_SHADE), it is important to start from the canonical Differential Evolution (DE) by Storn and 
Price [1]. 
     The canonical 1995 DE is based on the idea of evolution from a randomly generated set of solutions of the optimization 
task called population P, which has a preset size of NP. Each individual (solution) in the population consists of a vector 
x of length D (each vector component corresponds to one attribute of the optimized task) and objective function value 
f(x), which mirrors the quality of the solution. The number of optimized attributes D, is often referred to as the 
dimensionality of the problem. Such generated population P represent the first generation of solutions to the optimization 
problem. 
     The individuals in the population are combined in an evolutionary manner in order to create improved offspring for 
the next generation. This process is repeated until the stopping criterion is met (either the maximum number of 
generations, or the maximum number of objective function evaluations, or the population diversity lower limit, or overall 
computational time), creating a chain of subsequent generations, where each following generation consists of equal or 
better solutions than those in previous generations – a phenomenon called elitism. 
     The combination of individuals in the population consists of three main steps: Mutation, crossover and selection. 
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In the mutation, attribute vectors of selected individuals are combined in simple vector operations to produce a mutated 
vector v. This operation uses a control parameter – scaling factor F.  In the crossover step, a trial vector u is created by 
selection of attributes either from mutated vector v or the original vector x based on the crossover probability given by a 
control parameter – crossover rate CR. And finally, in the selection, the quality f(u) of a trial vector is evaluated by an 
objective function and compared to the quality f(x) of the original vector and the better one is placed into the next 
generation. 
     From the basic description of the DE algorithm, it can be seen, that there are three control parameters, which have to 
be set by the user – population size NP, scaling factor F and crossover rate CR. It was shown in [5] and [6], that the setting 
of these parameters is crucial for the performance of DE. Fine-tuning of the control parameter values is a time-consuming 
task and therefore, many state-of-the-art DE variants use self-adaptation to avoid this cumbersome task. Which is also a 
case of SHADE algorithm proposed by Tanabe and Fukunaga in 2013 [7] and since it is used in this paper, the algorithm 
is described in more detail in the next section along with the novel distance based parameter adaptation. 
 
2.1   SHADE 
As aforementioned, SHADE algorithm was proposed with a self-adaptive mechanism of some of its control parameters 
to avoid their fine-tuning. Control parameters in question are scaling factor F and crossover rate CR. It is fair to mention, 
that SHADE algorithm is based on Zhang and Sanderson’s JADE [18] and shares a lot of its mechanisms. The main 
difference is in the historical memories MF and MCR for successful scaling factor and crossover rate values with their 
update mechanism. 
     Following subsections describe individual steps of the SHADE algorithm: Initialization, mutation, crossover, selection 
and historical memory update. 
 
Initialization 
The initial population P is generated randomly and for that matter, a Pseudo-Random Number Generator (PRNG) with 
uniform distribution is used. Solution vectors x are generated according to the limits of solution space – lower and upper 
bounds (1). 
 𝒙𝑗,𝑖 = 𝑈[𝑙𝑜𝑤𝑒𝑟𝑗 , 𝑢𝑝𝑝𝑒𝑟𝑗] for 𝑗 = 1, … , 𝐷; 𝑖 = 1, … , 𝑁𝑃
 
, (1) 
 
where i is the individual index and j is the attribute index. The dimensionality of the problem is represented by D, and NP 
stands for the population size. 
     Historical memories are preset to contain only 0.5 values for both, scaling factor and crossover rate parameters (2). 
 𝑀𝐶𝑅,𝑖 =  𝑀𝐹,𝑖 = 0.5 for 𝑖 = 1, … , 𝐻
 
, (2) 
 
where H is a user-defined size of historical memories. 
     Also, the external archive of inferior solutions A has to be initialized. Because of no previously inferior solutions, it is 
initialized empty, A = Ø. And index k for historical memory updates is initialized to 1. 
The following steps are repeated over the generations until the stopping criterion is met. 
 
Mutation 
Mutation strategy “current-to-pbest/1” was introduced in [18] and it combines four mutually different vectors in the 
creation of the mutated vector v. Therefore, xpbest ≠ xr1 ≠ xr2 ≠ xi (3). 
 𝒗𝑖 =  𝒙𝑖 + 𝐹𝑖(𝒙𝑝𝑏𝑒𝑠𝑡 − 𝒙𝑖) + 𝐹𝑖(𝒙𝑟1 − 𝒙𝑟2)
 
, (3) 
 
where xpbest is randomly selected individual from the best NP × p individuals in the current population. The p value is 
randomly generated for each mutation by PRNG with uniform distribution from the range [pmin, 0.2] and pmin = 2/NP. 
Vector xr1 is randomly selected from the current population P. Vector xr2 is randomly selected from the union of the 
current population P and external archive A. The scaling factor value Fi is given by (4). 
 𝐹𝑖 = 𝐶[𝑀𝐹,𝑟 , 0.1]
 
, (4) 
 
where MF,r is a randomly selected value (index r is generated by PRNG from the range 1 to H) from MF memory and C 
stands for Cauchy distribution. Therefore the Fi value is generated from the Cauchy distribution with location parameter 
value MF,r and scale parameter value of 0.1. If the generated value Fi higher than 1, it is truncated to 1 and if it is Fi less 
or equal to 0, it is generated again by (4). 
 
Crossover 
In the crossover step, trial vector u is created from the mutated v and original x vectors. For each vector component, a 
PRNG with uniform distribution is used to generate a random value. If this random value is less or equal to given crossover 
rate value CRi, current vector component will be taken from a trial vector. Otherwise, it will be taken from the original 
vector (5). There is also a safety measure, which ensures, that at least one vector component will be taken from the trial 
vector. This condition is satisfied by a randomly generated component index jrand. 
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  𝑢𝑗,𝑖 = {
𝑣𝑗,𝑖 if 𝑈[0,1] ≤ 𝐶𝑅𝑖 or 𝑗 =  𝑗𝑟𝑎𝑛𝑑
𝑥𝑗,𝑖 otherwise  
, (5) 
 
The crossover rate value CRi is generated from a Gaussian distribution with a mean parameter value MCR,r selected from 
the crossover rate historical memory MCR by the same index r as in the scaling factor case and standard deviation value 
of 0.1 (6). 
 𝐶𝑅𝑖 = 𝑁[𝑀𝐶𝑅,𝑟 , 0.1]
 
, (6) 
 
When the generated CRi value is less than 0, it is replaced by 0 and when it is greater than 1, it is replaced by 1. 
 
Selection 
The selection step ensures that the optimization will progress towards better solutions because it allows only individuals 
of better or at least equal objective function value to proceed into the next generation G+1 (7). 
 𝒙𝑖,𝐺+1 = {
𝒖𝑖,𝐺 if 𝑓(𝒖𝑖,𝐺) ≤ 𝑓(𝒙𝑖,𝐺)
𝒙𝑖,𝐺 otherwise  
, (7) 
 
where G is the index of the current generation. 
 
Historical Memory Updates 
Historical memories MF and MCR are initialized according to (2), but their components change during the evolution. These 
memories serve to hold successful values of F and CR used in mutation and crossover steps. Successful regarding 
producing trial individual better than the original individual. During every single generation, these successful values are 
stored in their corresponding arrays SF and SCR. After each generation, one cell of MF and MCR memories is updated. This 
cell is given by the index k, which starts at 1 and increases by 1 after each generation. When it overflows the memory size 
H, it is reset to 1. The new value of k-th cell for MF is calculated by (8) and for MCR by (9). 
 𝑀𝐹,𝑘 = {
mean𝑊𝐿(𝑺𝐹) if 𝑺𝐹 ≠ ∅
𝑀𝐹,𝑘 otherwise 
, (8) 
 𝑀𝐶𝑅,𝑘 = {
mean𝑊𝐿(𝑺𝐶𝑅) if 𝑺𝐶𝑅 ≠ ∅
𝑀𝐶𝑅,𝑘 otherwise 
, (9) 
 
where meanWL() stands for weighted Lehmer (10) mean. 
 mean𝑊𝐿(𝑺) =
∑ 𝑤𝑘∙𝑆𝑘
2|𝑺|
𝑘=1
∑ 𝑤𝑘∙𝑆𝑘
|𝑺|
𝑘=1  
, (10) 
 
where the weight vector w is given by (11) and is based on the improvement in objective function value between trial and 
original individuals in current generation G. 
 𝑤𝑘 =
abs(𝑓(𝒖𝑘,𝐺)−𝑓(𝒙𝑘,𝐺))
∑ abs(𝑓(𝒖𝑚,𝐺)−𝑓(𝒙𝑚,𝐺))
|𝑺𝐶𝑅|
𝑚=1  
. (11) 
 
     And since both arrays SF and SCR have the same size, it is arbitrary which size will be used for the upper boundary for 
m in (11). 
     The last equation (11) is the subject of change in the novel Db_SHADE algorithm, which is described in the next 
section. 
 
2.2   Db_SHADE 
The original adaptation mechanism for scaling factor and crossover rate values uses weighted forms of means (10), where 
weights are based on the improvement in objective function value (11). This approach promotes exploitation over 
exploration and therefore might lead to premature convergence, which could be a problem especially in higher 
dimensions. 
     Distance approach is based on the Euclidean distance between the trial and the original individual, which slightly 
increases the complexity of the algorithm by exchanging simple difference for Euclidean distance computation for the 
price of stronger exploration. In this case, scaling factor and crossover rate values connected with the individual that 
moved the furthest will have the highest weight (12). 
 𝑤𝑘 =
√∑ (𝑢𝑘,𝑗,𝐺−𝑥𝑘,𝑗,𝐺)
2𝐷
𝑗=1
∑ √∑ (𝑢𝑚,𝑗,𝐺−𝑥𝑚,𝑗,𝐺)
2𝐷
𝑗=1
|𝑺𝐶𝑅|
𝑚=1  
. (12) 
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     Therefore, the exploration ability is rewarded and this should lead to avoidance of the premature convergence in higher 
dimensional objective spaces. Such approach might be also useful for constrained problems, where constrained areas 
could be overcome by increased changes of individual’s components. 
     Below is the pseudo-code of the Db_SHADE algorithm for a clear overview. 
 
Algorithm 1: Db_SHADE 
1 Set NP, H and stopping criterion; 
2 G = 0, xbest = {}, k = 1, pmin = 2/NP, A = Ø; 
3 Randomly initialize (1) population P = (x1,G,…,xNP,G); 
4 Set MF and MCR according to (2); 
5 Pnew = {}, xbest = best from population P; 
6 while stopping criterion not met do 
7  SF = Ø, SCR = Ø; 
8  for i = 1 to NP do 
9   xi,G = P[i]; 
10   r = U[1, H], pi = U[pmin, 0.2]; 
11   Set Fi by (4) and CRi by (6); 
12   vi,G by mutation (3); 
13   ui,G by crossover (5); 
14   if f(ui,G) < f(xi,G) then 
15    xi,G+1 = ui,G; xi,G → A; Fi → SF, CRi → SCR; 
16   else 
17    xi,G+1 = xi,G; 
18   end 
19   if |A| > NP then randomly delete |A| - NP  individuals from A end; 
20   xi,G+1 → Pnew; 
21  end 
22  if SF ≠ Ø and SCR ≠ Ø then 
23   Update MF,k (8) and MCR,k (9) with distance based weight from (12), k++; 
24   if k > H then k = 1, end 
25  end 
26  P = Pnew, Pnew = {}, xbest = best from population P; 
27 end 
28 return xbest as the best found solution 
 
3   Experimental Design 
The goal of this paper was to study clustering behavior of the population in Db_SHADE. However, for the purpose of a 
comparison, the cluster history was recorded for both, original SHADE and Db_SHADE algorithms. This was done for 
CEC2015 benchmark set of 15 test functions in two dimensional settings – 10D and 30D. Next two subsections describe 
the settings for both DE variants and cluster analysis tool. 
 
3.1   SHADE and Db_SHADE settings 
In order to provide the most comparable results, both algorithms had the same setting of control parameters: 
 Population size NP = 100, 
 historical memory size H = 10, 
 external archive size |A| = NP, 
 dimensionality of problems D = {10, 30}, 
 stopping criterion – maximum number of objective function evaluations MAXFES = 10,000 × D, 
 number of runs runs = 51. 
 
3.2   Cluster Analysis 
The clustering algorithm selected for this experiment is DBSCAN [19], which conveniently works on the basis of cluster 
density, and therefore can discover clusters of arbitrary shapes. 
     The DBSCAN algorithm requires setting of two control parameters and a possible distance measure. The settings with 
an explanation are as follows: 
 Core point distance Eps = 1% of the decision space – for CEC2015 benchmark set Eps = 2, 
 minimal number of points to form a cluster MinPts = 4 – minimal number of individuals for mutation, 
 distance measure = Chebyshev distance [20] – if the distance between any corresponding attributes of two 
individuals is higher than 1% of the decision space, they are not considered directly density-reachable. 
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4   Results and Discussion 
In this section, the computational results are presented along with the convergence and clustering plots. In order to provide 
a statistic comparison between SHADE and Db_SHADE algorithms, the results of 51 independent runs were tested by a 
Wilcoxon rank-sum test with the significance level of 5% on each test function. The outcomes of these tests are provided 
along the median and mean values in Table 1 for 10D problems and in Table 2 for 30D problems. Whenever the 
Db_SHADE algorithm performed significantly better than SHADE, the ‘+’ sign is used in the last column, in case of no 
significant difference in results, ‘=’ sign is used and if the SHADE performed better, ‘-’ sign would be used. However, 
this case did not occur. 
Table 1: SHADE vs. Db_SHADE on CEC2015 in 10D 
10D SHADE Db_SHADE  
Func Median Mean Median Mean Result 
1 0.00E+00 0.00E+00 0.00E+00 0.00E+00 = 
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 = 
3 2.00E+01 1.89E+01 2.00E+01 1.92E+01 = 
4 3.07E+00 2.97E+00 3.06E+00 2.98E+00 = 
5 2.21E+01 3.42E+01 2.98E+01 4.52E+01 = 
6 2.20E-01 2.97E+00 4.16E-01 8.08E-01 = 
7 1.67E-01 1.88E-01 1.73E-01 1.91E-01 = 
8 8.15E-02 2.69E-01 4.28E-02 2.06E-01 = 
9 1.00E+02 1.00E+02 1.00E+02 1.00E+02 = 
10 2.17E+02 2.17E+02 2.17E+02 2.17E+02 = 
11 3.00E+02 1.66E+02 3.00E+02 2.01E+02 = 
12 1.01E+02 1.01E+02 1.01E+02 1.01E+02 + 
13 2.78E+01 2.78E+01 2.79E+01 2.76E+01 = 
14 2.94E+03 4.28E+03 2.98E+03 4.66E+03 = 
15 1.00E+02 1.00E+02 1.00E+02 1.00E+02 = 
 
 
Table 2: SHADE vs. Db_SHADE on CEC2015 in 30D 
10D SHADE Db_SHADE  
Func Median Mean Median Mean Result 
1 3.73E+01 2.62E+02 2.12E+01 2.42E+02 = 
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 = 
3 2.01E+01 2.01E+01 2.01E+01 2.01E+01 = 
4 1.41E+01 1.41E+01 1.32E+01 1.31E+01 = 
5 1.55E+03 1.50E+03 1.54E+03 1.52E+03 = 
6 5.36E+02 5.73E+02 3.37E+02 3.48E+02 + 
7 7.17E+00 7.26E+00 6.81E+00 6.74E+00 + 
8 1.26E+02 1.21E+02 5.27E+01 7.38E+01 + 
9 1.03E+02 1.03E+02 1.03E+02 1.03E+02 + 
10 6.27E+02 6.22E+02 5.29E+02 5.32E+02 + 
11 4.53E+02 4.50E+02 4.10E+02 4.16E+02 + 
12 1.05E+02 1.05E+02 1.05E+02 1.05E+02 = 
13 9.52E+01 9.50E+01 9.47E+01 9.50E+01 = 
14 3.21E+04 3.24E+04 3.22E+04 3.24E+04 = 
15 1.00E+02 1.00E+02 1.00E+02 1.00E+02 = 
 
 
It can be seen, that the performance in 10D is quite comparable and there is only one case – f12, where the Db_SHADE 
algorithm performs significantly better. This is a predicted situation because the distance based parameter adaptation 
targets premature convergence, which is an issue in higher dimensional decision spaces. 
     The situation is more interesting in the case of 30-dimensional decision space, where there are 6 significant wins for 
the Db_SHADE algorithm on multimodal and hybrid functions – f6 to f11. These functions were also selected for the 
depiction of average convergence and average cluster count development in Figures 1, 2 and 3. The cluster development 
plots also show a 95% confidence interval in lighter colors. 
     As can be seen from figures, clusters in population start to appear later in the case of the Db_SHADE algorithm on 
functions f6, f8, f10 and f11, which supports the claim of slower convergence of the whole population and better 
exploration abilities at the start of the optimization process. 
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Figure 1: Convergence plots (top) and cluster development plots (bottom) of CEC2015 test functions f6 (left) and f7 
(right) in 30D 
 
      
 
  
  
 
Figure 2: Convergence plots (top) and cluster development plots (bottom) of CEC2015 test functions f8 (left) and f9 
(right) in 30D 
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     In the case of f9, neither of algorithms form clusters at all, which might be caused by easily reachable decision space 
area with the same objective function value, where the algorithm gets stuck. 
     And an interesting development can be seen in the case of f7, where Db_SHADE algorithm forms clusters in contrast 
with the original SHADE, which apparently does not. This is a promising area for future analysis. 
     Overall, from the point of view of convergence, it can be seen, that when the population starts forming clusters, 
algorithm quickly converges to local optima and is unable to escape it and explore further. This behavior is very similar 
to swarm based algorithms. However, it creates an interesting direction for the future research of population control 
mechanisms based on the cluster analysis, which is a planned extension of this work. 
 
  
  
 
Figure 3: Convergence plots (top) and cluster development plots (bottom) of CEC2015 test functions f10 (left) and f11 
(right) in 30D 
 
5   Conclusion 
In this paper, a combination of two softcomputing fields was presented – evolutionary computation and cluster analysis. 
In order to characterize the behavior of a population in SHADE and Db_SHADE algorithms, a DBSCAN clustering was 
utilized and the analysis was performed on the CEC2015 benchmark set. 
     The results confirm the hypothesis about longer exploration abilities of the distance based DE version and provide 
interesting possible directions for future research. In comparison with the popular linear decrease of population size, the 
cluster analysis results might be used to produce a more sophisticated approach to population size management. 
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