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ABSTRACT 
In  this  case  study  we  look  at  issues  involved  in  (a)  generating 
dynamic digital  libraries  that  are on  a particular  topic but span 
heterogeneous collections at distinct sites, (b) supplementing the 
artefacts in that  collection with additional information available 
either from databases at the artefact's home or from the Web at 
large, and (c) providing an interaction paradigm that will support 
effective exploration of this new resource. We describe how we 
used two available frameworks, mSpace and EPrints to support 
this kind of collection building. The result of the study is a set of 
recommendations to improve the connectivity of remote resources 
both to one another and to related Web resources, and that will 
also reduce problems like  co-referencing in order  to enable  the 
creation of new collections on demand. 
Categories and Subject Descriptors 
H.3.7  [Digital  Libraries]  Collection,  Dissemination,  Standards, 
User  issues;  H.5.2  [User  Interfaces]  Ergonomics, 
Evaluation/methodology, User-centered design.  
General Terms 
Design, Experimentation, Human Factors  
Keywords 
mSpace,  EPrints,  digital  libraries,  association,  user  interface, 
social factors 
1.  INTRODUCTION 
In the UK, there is a new requirement being proposed by the main 
Research Council  (RCUK) that  all organizations make  research 
publications resulting from RCUK funding publicly available. The 
Council is responsible for a number of discipline-specific granting 
bodies such as the EPSRC in the physical sciences and the MSRC 
in medicine. A call for proposals may be from a programme for 
one granting body, or may be programme that spans councils. One 
such programme involving multiple councils is the e-Science call, 
(similar to the Cyber Infrastructure programme in the NSF in the 
the US). There was interest in the e-Science program to promote 
the  research  outputs  of  the  program;  it  wanted  to  be  able  to 
promote  the  papers  from  all  projects  funded  by  the  call.  To 
represent this output, a system would need to gather information 
from  all  e-Science  projects  across  all  councils.  As  the  projects 
involved  multiple  universities,  this  would  also  mean  gathering 
data across institutions.  
 
Figure 1. mSpace interface on EPrints e-Science collection 
This past year, our group ran a pilot project with the RCUK to 
investigate how to bring together these diverse outputs into one 
virtual location, such that people coming to the collection could 
easily explore the projects, the people associated with them, and 
especially,  the  papers  produced  in  a  project.  Information  on 
authors would lead to the author’s Web site; publication info to 
the publisher, and so on. In other words, we wanted the patrons of 
the  collection  to  be  able  to  explore  the  associated  digital 
geography  of  the  collection.  To  this  end,  we  combined  the 
mSpace software framework and interaction model for exploring 
heterogeneous  Web  sources  [19]  with  EPrints  open  access 
repository  software  [9].    mSpace    provides  both  a  software 
framework  to  correlate  heterogeneous  Web  sources  and  an 
interface  (see  Figure  1)  to  explore  them.  EPrints  is  digital 
repository software, the primary objective of which is to provide a 
deposit-and-view interface for a local context (an institution or a 
subject discipline) that will participate in global collections and 
services through an OAI interface (we describe OAI below).  
In the following case study, we present our efforts to generate a 
cross-institution/cross-council  digital  collection  using  the 
mSpace/EPrints  approach.  We  overview  related  work,  describe 
the  rationale  for  choosing  these  components,  describe  how 
mSpace  and  EPrints  interoperate,  and  overview  the  specific 
implementation,  its  strengths  and  it  limitations.  We  present  the 
largely  social,  rather  than  technical  gaps  that  these  approaches 
exposed in our efforts to deliver on demand collections. Based on 
the  lessons  learned  from  this  project,  we  propose  a  set  of 
recommendations  to  enable  on  demand,  richly  explorable, 
dynamic, digital collections.  
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 2.  RELATED WORK 
In  our  prototype,  we  focused  on  sites  that  used  EPrints  digital 
repository software because the software would give us metadata 
stream  about  the  papers.  While  many  universities’  individual 
Schools  and  Departments  provided  lists  of  papers  published  in 
their  groups,  not  all  used  mechanisms  that  could  produce 
harvestable  metadata  about  the  publication,  in  particular  OAI 
metadata  [12].  The  purpose  of  OAI  is  to  promote  archive 
interoperability  rather  than  individual  archive  functionality. 
Currently, the interoperability is principally based on Dublin Core 
metadata  [24].  Dublin Core is  a standardized XML  schema for 
expression and sharing document metadata. It specifies predicates 
such  as  “name”,  “title”,  “description”  for  creating  XML 
descriptions of documents.  These descriptions have the potential 
to  be  filtered  against  a  criteria  and  amalgamated  into  a  new 
collection. 
EPrints  is  not  the  only  software  to  provide  harvestable  OAI 
output. DSpace [3] and Greenstone [25] are also exemplars in the 
digital  archive  space.  Greenstone  is  designed  specifically  as  a 
Digital  Library:  trained  librarians  deposit  artifacts  and  create 
collections around those artificats. EPrints and DSpace are both 
digital  repositories:  with  EPrints,  authors  deposit  their  own 
artefacts and the software makes collections based on the values 
of the metadata.  DSpace is likewise a self-archive style repository 
with more of an emphasis on collections. Unlike digital libraries, 
repository  software may well have  a particular integration with 
authors' workflows and tasks such as maintaining up-to-date CVs 
or providing administrative form filling for research audits, where 
these  tasks are facilitated by an OAI  service to provide  simple 
federated  search  [11]    or  more  involved  citation  analysis 
functionality [7]. 
 
Figure 2. csAKTiveSpace (cs.aktivespace.org) showing highest 
grant earners in Artificial Intelligence in the south of the UK. 
Author selected, shows contact and community of practice 
information of the author. 
Dublin Core and OAI-PMH [12] provide standard ways to format 
information, but the standard XML formatting of the information 
lacks a mechanism to properly apply semantics to the information, 
that is, it lacks the mechanisms to describe the relations  possible 
in the metadata information: how information about a paper (held 
in an archive) relates to information about an author (held by an 
institution; published to the Web).  One approach to creating such 
connections is to take advantage of new Web protocols which fall 
under  the  umbrella  of  the  Semantic  Web  [5].  In  the 
CSAKTiveSpace  project  [21],  for  example,  a  precursor  to 
mSpace,  the  project  used  Semantic  Web-enabled  approaches  to 
harvest  data  from  databases,  Web  sources  and  resources  which 
publish data in a native Semantic Web format in order to be able 
to  explore  associated  questions  about  research  activities  in  the 
UK. As shown in Figure 2, one can choose a region on a map of 
the  UK,  for  instance,  and  see  who  the  researchers  are  in  that 
region, in a given area of computer science. They can then filter 
the results based on highest funding total. When a researcher is 
selected  in  the  interface,  one  also  sees  the  researcher’s  contact 
information, as well as their community of practice, derived from 
their research collaborations. A related project, AKTive Futures 
[8] used a similar approach to harvest resources on oil production 
in order to be able to explore both stories about and analysis of oil 
production over time, represented graphically. If one saw a dip in 
a region’s oil production at a particular year, selecting that point 
would connect to stories about that region at that time. Likewise, 
multiple regions’ production could be compared over time.  
 
Figure 3. AKTive Futures, showing graphing of energy data 
for several regions over a selected period connected with news 
stories semantically associated against any point selected in 
that period. 
In  the  same  way  that  Semantic  Web  technologies  enables 
exploration  over  the  association  of  data  about  researchers  and 
energy production, it can facilitate statements to be made about a 
much larger universe of information than what is captured in the 
OAI  data,  including  information  about  the  authors,  institutions, 
journals,  conferences  and  other  actors  or  stakeholders  in  the 
scientific  communication  and  publication  process.    In  our 
prototype,  therefore,  we  planned  to  use  a  Semantic  Web  layer, 
provided by the mSpace  framework, to integrate supplementary 
sources of information with the OAI data. 
One  of  the  critical  components  for  exploring  these  richly 
associated resources, however, is an effective user interface.  Raw 
keyword  search  interfaces  are  unquestionably  effective  when  a 
person knows what they want to get with a degree of certainty. 
When  material  goes  digital,  however,  it  often  goes  invisible. 
When a person is less certain of the data they want, or when they 
are interested in other kinds of search, such as exploring relations 
of  one  thing  with  another,  the  common  keyword  interfaces  of 
most digital archive systems are not as effective for these kinds of 
explorations.  
While open access archives have focused on the mechanisms of 
collection  and  storage  for  institutional  repositories, 
complementary  research  has  looked  at  new  paradigms  for 
improving  access  to  making  the  treasures  within  a  collection 
accessible.    One  paradigm  in  particular,  “faceted  browsing” [http://user-experience.org/uefiles/facetedbrowse/],  is  proving 
considerably effective. Faceted browsing presents categories in a 
domain for selection. Each selection acts as a filter organizing and 
limiting the sub-categories displayed.  
 
Figure 4. Flamenco Browser. 
In the Flamenco project, digital library patrons are presented first 
with  a  table  of  categories,  subcategories  and  the  number  of 
instances in a subcategory. The next page presents a further sub-
categorization  (Figure  4,  left  pane)  of  the  selected  category  as 
well  as  a  sample  visual  representation  of  the  main  category. 
Further selections in the subcategories act as filters on the objects 
displayed.  This  approach  is  similar  to  the  Topia  project  [18] 
which enables criteria to be selected and then matching artifacts to 
be determined. A key difference between Topia and Flamenco is 
that  Topia  uses  Semantic  Web  protocols  to  enable  inferences 
across  the  museum’s  data.  For  instance,  Vermeer’s  painting  a 
Kitchen Maid will show up in the categories for which it has been 
explicitly categorized, such as Domestic Interiors and Women, but 
it will also be available in another category, People, for which it 
has  not  explicitly  been  tagged:  the  ontology  underpinning  the 
categories  of  this  collection  enables  the  other  categories  to  be 
inferred  automatically,  and  thus  the  artifacts  can  themselves 
appear  in  a  richer  variety  of  contexts.  Endeca  (endeca.com), 
Mercedes “select a model” [17] and Yahoo’s camera selector [26] 
each use a similar approach in its dynamic generation of facets.  
 
Figure 5: Refined selection in Flamenco Browser 
These  visualizations  have  several  advantages  over  keyword 
search,  not  the  least  of  these  is  that  rather  than  confronting  a 
person with an empty text box, they present a series of attributes 
(categories) that make up the domain to help people orient their 
explorations.  One  of  the  disadvantages  of  the  above 
implementations of the facet approach is that the previous context 
is usually erased from view when a new facet is selected as the 
current focus. As shown in Figure 5, a selection from elements in 
Figure  4  (a  selection  of  books  on  a  particular  topic  in  the 
database) removes the previous context from view. The effects of 
losing context means increased cognitive load: rather than seeing 
the previous context and thus being able to recognize it, one has to 
work to remember its detail. Likewise, with interfaces that rely on 
the web to make single click selections, a time delay is introduced 
as a call out to the network must be answered. Such a delay can 
mean  the  difference  between  a  gesture,  like  scanning  multiple 
open books on a desk, and having to get up, grab a new book, 
open it, look at it, put it away each time a new book is requested. 
 
Figure 6. Rave Browser 
In the Relational Browser [27] (aka the Rave Browser) a different 
approach is taken to artefact exploration and facet representation. 
Here,  relations  among  artifacts  are  exposed  dynamically  while 
context is preserved. The Rave browser is implemented as a Java 
ap,  enabling  it  to  use  more  sophisticated  UI  components  than 
basic HTML. 
The Rave Browser works on a dataset with  a  small number of 
relations (typically 3-5) and takes the approach of showing all of 
the possible values of that relation at all times, and showing the 
effect of one filter on the number of returned documents matching 
the other values. In Figure 6, the Rave browser has four relations, 
“Fuel Type”, “Geography”,  “Sector”  and “Process”, laid out  as 
columns. The values of those relations are shown as the rows in 
these  columns,  e.g.  for  “Geography”,  the  possible  values  are 
“State”, “Region”, “US” and “International”. Each one of these 
values  has  a  variable-length  bar  associated  with  it,  which 
represents  the  proportion  of  documents  that  exhibit  this 
relationship. A mouse hover over a particular bar limits the bars in 
the  other  columns  as  if  this  filter  were  applied,  showing  the 
reduced number of matches that would remain if that filter were 
fixed. Clicking on the bar fixes the filter on. As many filters as 
desired can be set over as many of the relations as are required. 
The system will then fetch a listing of documents matching the 
criteria. Figure 6 shows the browser in use. A selection has been 
made  and  the  bars  show  what  proportion  of  each  value  the 
matching documents meet that selection, compared to the entire 
library’s documents that match that value. The Rave browser demonstrates a means of maintaining context 
while rapidly being able to shift focus. Its limitation currently is 
the small number of fixed relations it can make available before 
the  approach ceases to be as  effective. As well, in  each of  the 
above  cases,  the  interfaces  have  been  used  on  single,  well-
controlled collections. In order to support dynamically generated 
cross-archive  collections,  our  approach  needs  to  span  multiple, 
heterogeneous sources in a visually effective manner and be able 
to support the inclusion of new data sources effectively. 
3.  MSPACE MEETS EPRINTS 
In our prototype, we wanted to take advantage of OAI metadata 
across  a  range  of  sources,  supplement  this  data  from  non-OAI 
sources,  and  present  this  related  information  for  effective 
exploration. mSpace and EPrints gave us the tools to explore this 
space:  (1)  mSpace  provides  an  infrastructure  for  managing  the 
metadata  representing  the  holdings  of  diverse  collections  made 
available via OAI services/gateways and other metadata sources, 
(2) EPrints acts as the OAI data provider, and (3) mSpace also 
provides  an  interaction  model  that  can  be  wrapped  over  the 
resulting data to enable it to be explored by collection patrons. In 
this section we describe each component in turn. 
3.1  EPrints Repository 
EPrints as we have stated, is tailored for self-archiving of research 
papers by their authors. Self-archiving is the technique supported 
by  proponents  of  Open  Access  (OA)  [10],  in  order  to  make 
research open and available. EPrints is a system that can be used 
by  institutions  to  allow  their  researchers  to  disseminate  their 
research  papers  on  the  institutions’  Web  sites,  for  example 
http://eprints.ecs.soton.ac.uk.  
EPrints we discovered is particularly useful for the requirements 
set  out  in  this  project  as  it  allows  for  the  EPrints  software 
administrators to optionally hook-in another data source, such as 
an institutional database, to the repository so that a greater level of 
metadata  can be  associated with the papers in the library. Data 
about projects and people for example, which many institutions 
already have in their databases, can therefore be associated with 
paper submissions. While this information is not available through 
the  OAI-PMH  gateway,  it  is  available  in  a  public-facing  XML 
dump  from  the  repository  that  provides  the  information  in  a 
standardized way using EPrints own schema.  
3.2  mSpace and the Semantic Web 
In the case of our prototype, we are associating projects from one 
domain – a funding council – with papers held in another domain.  
As a result, we want to be able to facilitate a variety of ways to 
expose and explore the relationships between the data associated 
with  these  domains.  These  associations  are  made  possible  via 
specific properties of Semantic Web protocols. Before getting to a 
description of the architecture, it is worth taking a close look at 
one of these specific properties, the URI. 
3.2.1  The URI 
The  Semantic  Web  provides  a  data-centric  approach  to 
information  and  data  query,  compared  to  the  schema-centric 
approach of conventional databases. This difference allows us to 
combine  information  from  different  sources,  expanding  our 
schema,  or  in  the  case  of  the  Semantic  Web,  swapping  which 
ontologies  we  use  when  we  harvest  data  that  may  utilize 
relationships  we  have  yet  to  consider.  The  Semantic  Web 
approach represents all resources, such as people, papers, journals, 
horses with a Universal Resource Identifier (URI) [4]. This URI 
refers to a specific resource, such as a researcher. When data is 
marked  up  in  the  Semantic  Web’s  Resource  Description 
Framework  (RDF),  relationships  between  different  URIs  are 
defined in triples of subject predicate object, to makes links, like 
author – has a – paper; paper-has an – author, publisher, etc. 
Using URIs instead of strings  (freeform text) when referring to 
resources  facilitates  the  accuracy  of  the  import  process:  URIs 
ensure  that  when  information  is  imported  from  a  variety  of 
sources,  information that  refers to the same  things  is identified 
correctly and unambiguously. When importing information from 
many sources, the certainty of referencing resources is extremely 
important  to  data  integrity.  This  issue  is  important  for  digital 
library  metadata  harvesting,  as  when  using,  for  example,  OAI-
PMH,  one  library  may  refer  to  an  author  as  “Daniel  Smith”, 
another as “Daniel A. Smith.”   
The Semantic Web approach does not require that there be only 
one  URI  to  denote  the  unique  person  Daniel  Smith.    There  is 
provision  in the Semantic Web ontology  language (OWL) [13] 
that allows for the marking up of the fact that URI-A used by one 
resource represents the same D.A. Smith as pointed to by URI-B. 
We will come back to the issue of managing multiple URIs for the 
same resource later in the paper. 
 
 
Figure 7. mSpace meets EPrints architecture 
3.2.2  Architecture 
mSpace utilizes Semantic Web protocols within  an  architecture 
similar to that of OAI-PMH harvesters. The difference is that the 
OAI harvesters can only rely on combining information when the 
same  form  for  names  is  used,  whereas  the  Semantic  Web 
architecture  matches  on  identifiers.  The  architecture  diagram 
(Figure  7)  shows  the  XML  metadata  dump  coming  from  the 
EPrints  repositories.  These  streams  are  converted  into  RDF  at 
regular intervals, and asserted into a TripleStore. A TripleStore is 
a  particular  kind  of  database  that  holds  Semantic  Web  data, 
allowing it to be queried using a language similar to SQL, called 
RDQL. RDQL differs from SQL in that it applies constraints on 
triples in a similar way that prolog applies constraints to variables. 
In RDQL, triples are given with of required form, with variables 
returned  as  the  result,  whereas  SQL  queries  on  tables, 
constraining  on  the  contents  of  the  specific  columns  in  those 
tables. mSpace gets its information directly from the TripleStore 
as  users  are  browsing.  The  mSpace  model  describing  the dimensions in the domain that will be represented in the interface 
is  also  asserted  into  the  TripleStore.  Effectively,  the  model 
specifies which parts of the data streams coming into the system 
are to be collected to be available to be queried by the mSpace 
system.  Specifically,  the  mSpace  model,  describes  how  the 
properties  relate  to  each  other  and  how  to  show  them  in  the 
mSpace.  This  specification  is  required  as  mSpace  is  a  generic 
system that can be used to browse any information, not just digital 
libraries.  Once  the  shape  of  the  data  is  determined  –  what  the 
attributes  of  the  data  are  that  the  collection  wishes  to  make 
available  for  exploration  –  this  needs  to  be  described  in  the 
mSpace  format,  which  uses  RDF,  and  is  also  asserted  into  the 
TripleStore  as  shown  in  Figure  7.  More  formally,  the  mSpace 
model  describes  the  links  between  resources,  specifying  which 
predicates, from which ontologies, should be used in the queries 
(modeled by the selection of slice, arrangement of the slice, and 
selection  within  the  dimensions  (columns)  of  the  slice)_  which 
gather the data to populate the interface. The mSpace was then 
configured  to  use  this  knowledge  base,  the  final  part  of 
configuring the mSpace explorer. 
The right of the diagram shows how future data sources can feed 
into  the  architecture.  Dublin  Core  metadata,  combined  with 
"screen-scraped"  HTML  web  pages  would  be  input  into  the 
mSpace  Data  Converter,  before  making  up  part  of  the 
TripleStore's knowledge base. Related information and metadata 
from  the  Semantic  Web  can  also  be  asserting  directly  into  the 
TripleStore,  creating  relationships  between  metadata  from 
repositories. 
3.3  mSpace Interface Model 
The main attributes of the mSpace interface have been described 
elsewhere [16] [19]. Suffice it to say for our purposes here that the 
model  for  the  interface  is  of  a  domain  with  n-dimensions.  For 
instance, in the case of our prototype, the domain is research in 
the  UK  e-Science  program.  Dimensions  include  author, 
investigator, project, paper, publisher, granting council and so on. 
To manage the visualization of a high-dimensional space, we take 
a  projection  onto  a  plane.  This  flattens  the  space  and  creates 
temporary hierarchies of the dimensions in the projection. We call 
these projections “slices.” A slice is currently represented in the 
interface  as  columns  in  a  spatial  layout  (Figure  8).  The  slice 
shown there is Project | Eprint | Author. 
 
Figure 8. Choosing an operation on a slice. 
Several  operations  are  provided  on  a  slice:  sorting,  swapping, 
adding and subtracting. Sorting means that  the dimensions in a 
slice can be rearranged;  swapping means  that one dimension is 
traded for another dimension that is available but is not part of the 
current slice; adding and subtracting means that dimensions can 
be added to the slice or taken away. There are several operations 
within  a  slice:  selecting  an  entity  within  a  dimension  (such  as 
Daniel Smith under Author) causes the next dimension/column to 
be  populated.  If  the  next  column  is  papers,  a  listing  of  Daniel 
Smith’s  papers  will  be  presented.  As  well,  a  pane  below  the 
columns, called the Info View, will present information about the 
current selection. In this case, information about the author Daniel 
Smith will appear.  Questions like what papers from the e-Science 
program have been published in JDCL, or who is involved in a 
variety of e-Science projects, can be asked readily. 
 
 
Figure 9. Info View associated with selected entity 
The  benefit  of  the  Information  box  is  that  a  person  gets 
descriptive information about an entity in the same view as the 
facets selected. Based on this information, people exploring the 
collection can better decide whether they wish to click out of this 
context  to  another  site,  or  if  they  simply  wish  to  switch  their 
current focus and move to a distinct entity. 
The interface makes it easy to move rapidly among entries in the 
interface to carry out what Marshall calls “information triage. ” 
[15] On finding something of note, a simple double click adds the 
item  to  an  “of  interest”  list.  Selecting  that  item  again  in  the 
Interests list brings up the associated information about that item 
(Figure 10).  
This  ability  to  rapidly  peruse  and  thumbnail  information  also 
leverages some of the navigation  approaches observed in paper 
based reading strategies [14] thus offering an effective paradigm 
for rapid exploration and then deeper exploration of a space. The 
use  of  the  spatial  layout  also  provides  a  persistent  context  for current  information  focus  while  making  relationships  among 
entities clear.  
 
Figure 10. Selecting a collected item in the interest list shows 
info about it. 
4.  BUILDING THE COLLECTION 
With the approach in place to coordinate heterogeneous sources, 
the  next  phase  of  the  prototype  was  to  collect  the  data.  The 
specification to gather scan several EPrints repositories meant we 
we  would  need  information  from  the  granting  councils  about 
which projects were funded under a particular call, and from the 
institutions, we would need to know which papers were associated 
with which projects. We would then need the associated OAI data 
as well as information about the projects and the authors to create 
the  associated  spaces. By using  the RDF of the Semantic  Web 
protocols  in  the  mSpace  architecture,  we  could  then  associate 
these components to be displayed in the mSpace interface. The 
final  result  in  progress  can  be  explored  at 
http://cortex.ecs.soton.ac.uk/mspace/printspace.  The  following 
section describes the successes and hurdles of this build process.  
4.1  Scoping the Data Space  
4.1.1  Initial Repositories 
For the initial prototype, we looked at two EPrints services, both 
held at our home institution: the University-wide repository and 
our  School’s  repository.  We  used  our  home  repositories  (a) 
because we only had a short time to build the prototype and (b) 
we know the people managing these archives and they were keen 
to help, should direct contact be necessary. This latter point was 
an asset in project development. Thus, based on our findings with 
EPrints  repositories  at  home,  we  could  generalize  to  the  100+ 
other EPrint repositories in the UK. 
4.1.2  The OAI Data – Complete but Not 
The first thing we learned was that the OAI data produced by the 
University’s and the School’s OAI-PMH gateways represents all 
the publication metadata entered about a paper. Other information 
that is relevant to the paper, and critical to us, such as the project 
that the paper was associated with, or the program that funded the 
paper, or the author’s home institution, is not part of this source. 
This  meant  that  in  order  to  determine  the  funding  source  of  a 
paper,  we  would  potentially  have  to  create  a  list  of  papers 
associated with an author (This would be the easy part) and then 
beg their authors to identify on a form whether the papers were 
part of an e-Science project or not. That later point would be the 
hard part: why should the academics – or at least enough of them - 
take the time? We could not ask the granting councils for such a 
list. After all, they did not know themselves: that is why, in part, 
they wanted this project. 
4.1.3  The EPrints Repositories Differences 
Fortunately, the second thing we learned is that, as open source 
software, not all EPrints repositories are implemented in the same 
way. The ECS EPrints service differs from standard installs such 
as the University’s because, it has made use of the EPrints facility 
to  augmented  the  EPrint  deposit  with  the  School's  people  and 
projects  information  from  the  various  School  database.  That 
means that authors who are  members of the school (identified by 
their  email  addresses)  have  associated  information  about  them, 
such as contact data, Web page and associated projects, connected 
with their entry. Likewise for projects, the repository records the 
associated  project’s  name,  which  in  turn  connects  it  with  the 
project’s description, the people on the project. (The space in the 
project  page  for  the  granting  council  and  grant  number  seems 
rarely to be filled in).  While this extra data on people and projects 
is not piped via the OAI-PMH gateway, it is accessible from the 
separate,  publicly  available,  EPrints-defined  XML  dump. 
Interestingly, in the ECS EPrints example, these associations of 
author and project are not made to augment the view of a deposit 
in EPrints, but so that an EPrint deposit can augment the view of a 
project  on  the  School  Web  site.  The  list  of  EPrints-deposited 
papers  associated  with  a  project  or  author  is  automatically 
associated with the project’s or academic’s official Web page. For 
instance,  the  project  page  on  mSpace  lists  associated  links  to 
investigators  and  to  papers  on  the  project: 
http://www.ecs.soton.ac.uk/research/projects/mspace/.  This 
additional  harvestable  metadata  in  the  ECS  EPrints  archive 
became  crucial  for  our  prototype,  and  has  lead  to  interesting 
questions about the role of an archive which we address at the end 
of this paper. 
In  the  case  of  our  data  requirement,  none  of  the  project  data 
specified the call by which it had been funded, so we could not 
simply  filter  only  those  projects  funded  under  the  e-Science 
program  call. We did hope, however,  that the  funding councils 
would publish a list of funded projects for a given program call. It 
was at this point, that for the purposes of the prototype and in the 
interest  of  time,  we  decided  to  focus  on  using  the  School 
repository alone, rather than trying to combine its results with the 
University repository.  It  seemed there would be  ample to  learn 
from the effort of connecting call information and papers with a 
single repository that had at least, at  a minimum, some project 
markers  that  could  potentially  be  associated  with  a  call,  rather 
than one that had none. 
4.1.4  Matching Projects to Programs 
While  the  School’s  project  database  did  not  give  us  Program 
information, we did learn that one of the granting councils in the 
RCUK,  the  EPSRC,  provides  a  web  site  called  "Grants  on  the 
Web", which classifies the projects they have funded according to 
their  own  taxonomy.  E-Science,  a  major  program,  exists  in  its 
own part of their taxonomy. This site provided a list of projects at 
all  participating  Universities  that  were  funded  by  the  EPSRC 
under e-Science. Our first task was to filter out from the EPSRC 
data  only  those  projects  involving  our  School/University.  With 
this list in hand (literally),  we were  then able to filter the EPrints 
information  dump  for  only  the  projects  which  matched  our  e-
Science EPSRC program list. This matching/filtering was carried 
out by a custom built script to compare the list and the output. 
4.2  The Build 
From  the  list  we  created  of  local  projects  associated  with  e-
Science, we could then collect all the data in EPrints associated 
with  this  list.    There  are  two  components  designed  after  we 
understand what  sources we have available: the  mSpace model 
and the information box. 4.2.1  The mSpace model 
With the data collected, it was a matter of marking it up into RDF, 
the  standard  format  for  describing  knowledge  on  the  Semantic 
Web  (see  Figure  2).  Once  data  was  in  this  format,  which  is 
required  for  the  mSpace  interface  to  be  able  to  explore  it,  we 
developed  the  mSpace  model,  as  described  above,  for  the 
collection. This model let us define the specific dimensions that 
would  be  available  for  slicing.  Based  on  the  data  we  had,  we 
could readily provide  the dimensions Project | Author | Paper | 
Publisher  (the journal or conference for the publication) | Year. 
What we could not model is the research council, since we only 
had data for one council’s projects.   
4.2.2  The Information for the Info Box 
One  of  the  key  concepts  to  the  mSpace  interface  is  the 
Information Box (Figure 9), which provides information about the 
currently selected item. This is true for both documents that are 
selected,  as well  as anything  else that  can be  selected,  such  as 
authors,  projects  and  institutions.  The  approach  taken  for  this 
project  was  to  show  the  linked  information  from  School’s 
database on these projects and people,  as  it  is published  to the 
Web.  This  information  would  be  published  directly  to  the  Info 
Box  area  of  the  interface.  This  linking  and  repurposing  is 
facilitated  by  the  EPrints  XML  feed  that  provides  the  email 
usernames of the authors. Thus hooking  up with the ECS website 
via author  identifier to show information was relatively  simple. 
Without that information (not provided by the OAI gateway), it 
would not have been so easy. 
The ability to populate the information box from the above simple 
linkage of available resources highlights the usefulness of EPrints’ 
built-in ability to connect with departmental databases, so that it 
can provide information beyond a library of research papers, and 
allow  for  a  richer  exploration  experience  by  showing  such 
information to the user in-context at the time of exploration. 
5.  ISSUES 
One might think that by focusing on effectively a single source of 
information,  already  well-associated  with  additional  local 
resources  (about  people  and  projects)  the  resulting  prototype 
would go forward without incident. After all, we are effectively 
only  adding  a  new  interface  to  the  collection  to  improve 
interaction.  While what we call slinging an mSpace interface over 
a model is now straightforward, that very exercise exposed some 
critical issues for deploying even this highly constrained prototype 
of an on-demand collections. Two key issues are co-referencing 
and non-perceive(d/able) data holes. 
5.1.1  Co-Referencing 
In the final collection representation, it is not unusual to see many 
authors listed on a paper who seem to have remarkably similar 
names: M. Luck, Michael Luck, M.R. Luck, for instance. It may 
seem that these are the same person, but in the case like this, of 
similar  names,  other  information  has  to  be  taken  into  account 
before one can say for certain that they are the same person, and 
even then it’s hard to be sure. This problem of co-reference is one 
that is becoming increasingly foregrounded as the remit of digital 
libraries starts to grow. 
Similar projects to ours, but outside the digital archive space, [1], 
[21] have also come across co-reference problems as critical. The 
complementary  problem  also  occurs,  and  is  much  harder  to 
identify: where data  apparently on one person  actually was  the 
combination of data on two people, which has been incorrectly 
merged at some indeterminate point in the past. The use of unique 
identifiers such as URIs, and corresponding information when two 
URIs refer to the same resource help to alleviate this problem, as 
it provides the confidence and machine-readability that two pieces 
of data refer to the same resource. In our case that M. Luck is 
Michael Luck is M.R. Luck. 
5.1.2  Incomplete Data Looks Complete 
The  connection  of  program  data  with  projects  and  associated 
publications means that projects that should be represented in the 
collection have likely fallen on the floor. There are three issues 
which have contributed to this. First, of all the RCUK includes a 
number of granting councils (for Arts, Medicine, Social Sciences, 
etc) in addition to the EPSRC that also have e-Science projects,. 
Only  the  EPSRC  produces  a  public-facing  list  of  projects 
associated with a call. This lack of information means obviously 
that  people  participating  in  work  with  other  councils  would 
potentially go unrepresented in the collection. 
Second,  the  EPrints  repository  itself  relies  on  people  manually 
typing  in  the  name  of  the  project  to  which  a  publication  is 
associated.  It  is  entirely  possible  for  a  person,  on  submitting  a 
paper, either to skip the step for entering the project, or to use a 
slightly  different  representation  of  the  project  name  than  that 
which  is  in  the  database.    Thus,  there  are  likely  papers  in  the 
EPrints archive that are e-Science funded, but not included in the 
final collection  For example, many of the projects encountered 
were acronyms, such as PASOA, the Provenance-Aware Service-
Oriented Architecture project. Papers in the EPrints  archive list 
papers as being part of the project “PASOA”, “pasoa”, “PASOA: 
Provenance-Aware  Service-Oriented  Architecture”,  and  even 
“Provenance”. These variances had to be manually adjusted; such 
adjustment increases the risk that some papers will not be picked 
up,  because  some  version  of  the  name  is  missed,  causing  the 
associated papers to stay indivisible, and thus missed in the new 
collection. 
Third, we lost an entire repository, the University one, because 
there was no connective tissue available at all to show whether or 
not  a  paper  had  been  produced  as  part  of  a  particular  project. 
Hiring someone to follow up with all the authors of a collection 
individually in order to determine, post-hoc, the project associated 
with a publication was not within the means of the project. There 
is  no  requirement  under  either  OAI  or  EPrints  institutional 
archives  to  list  the  projects  associated  with  a  paper.  The 
University archive does have a free form text field into which a 
depositor  can  write  the  name  of  a  project,  but  (a)  this  field  is 
rarely used and (b) it is not labeled with any identifier, so it is next 
to useless in automated efforts to integrate collections. 
6.  RECOMMENDATIONS 
One of the questions that our work on the prototype raises is how 
best to integrate relevant external sources with the repositories to 
create  the  kinds  of  dynamic  collections  we  have  investigated 
developing. Our recommendations are both technical and social. 
In  other  words  there  are  relatively  straightforward  technical 
solutions that require social enactment, rather than engineering, to 
make these types of collections straightforward to deploy.   
6.1  URI’s vs Invisibility 
Co-referencing,  and  its  opposite  harm  of  mis-referencing  can 
largely be addressed by the adoption of URIs and a method for 
resolving  them.  We  strongly  recommend  that  URIs  become 
integrated  components  of  digital  archives.  The  mechanics  of incorporating  URIs  within  Dublin  Core,  for  instance,  is  highly 
tractable: in addition to specifying the textual value of a relation 
i.e. for an author “Daniel Smith”, the archive would also specify 
the  universal  resource  identifier  (URI)  for  this  person  e.g. 
http://ecs.soton.ac.uk/people/ds.    
One of the benefits of URI use beyond co-referencing is implicit 
linking of associated resources. When merging together multiple 
sources of data, or when shared URIs are used, or when mappings 
of  URIs  are  provided  (i.e.  that    two  URIs  represent  the  same 
resource), the link between one piece of data about that resource 
(such as paper authorship) from one source is implicitly linked to 
the resource from the second source of information. This merging 
of Semantic Web data (known as smushing) makes exploring data 
about the same things, but from multiple sources, possible. This 
multiple  referencing  is  of  course  the  key  idea  behind  mSpace 
meeting  EPrints:  the  use  of  one  interface  to  browse  multiple 
archives for particular values. .For example, one Web site or Web 
service  may  give  information  about  a  researcher’s  articles  in  a 
particular journal, and another about papers in conferences. If they 
both used the same URI for the things they hold in common, or a 
URI-URI mapping stating they were the same, then the smushing 
system would know that the researcher behind the journal articles 
also wrote the conference papers from the second website. 
6.1.1  Generating and Managing URIs 
The knock on effect of adopting URIs to represent attributes in an 
archive means that  attributes like  authors and publishers would 
themselves  have  URIs  readily  harvestable  in  order  to  be 
associated with the data submitted to an archive about a deposit. 
When  it  comes  to  generating  URIs,  the  approache  regarded  as 
current best practice is a policy of using a domain name that the 
URI-maker owns and controls , and of generating the URI such 
that  it  will  not  change  in  the  future 
[http://www.w3.org/Consortium/Persistence],  otherwise  the  URI 
can be any string that conforms to the URL schema, which, to the 
layperson means that it looks like a world wide web address. For 
example,  image    the  “example”  company  a  URI  for  “Daniel 
Smith”  may  be:  http://example.com/people/Daniel_Smith,  or 
someone may decide to use the primary key from an institution’s 
database instead: http://example.com/people/3341, or the person’s 
email  username:  http://example.com/people/dsmith.  If  an 
identifier already exists for the resource, using that in the URI will 
help to maintain the uniqueness: the primary key of a database or 
username is a good example for people, while an asset tag number 
might be appropriate for identifying a workstation. 
If  all  archives  represented  identical  resources,  such  as  People, 
Projects, Institutions, with the same URI, the data from multiple 
institutions could be merged together without having to deal with 
problems of whether two resources are the same person, or that 
some of the metadata is missing. We would suggest that there are 
organizations which are best candidates for creating and managing 
core URI’s. For instance, in the UK, all institutions which and all 
academics  whom  receive  funding  from  the  RCUK  (or  wish  to 
receive  funding  from  the  RCUK)  are  registered  on  the  Joint 
Electronic Submission (Je-S)  system. Funding applications now 
have data about universities, schools and investigators filled in by 
keyword search for the person, and clicking on a list of possible 
matches. This is a source ideally situated to generate URIs, which 
institutions themselves can  adopt as their URI’s for themselves 
and  their  staff,  or  they  can  link  them  to  existing  URI’s  via 
sameAs.  While large publishers like the ACM can generate their 
own  URIs  for  themselves  and  their  conferences,  smaller 
conferences  and  workshops,  using  the  framework  for  URI 
generation,  can  create  and  publish  their  own.  Services  for 
conferences may even spring up, as exist for people [6] [22] and 
files  [2]  [22],  to  act  as  pointers  for  these  events.  One  could 
imagine the presence or absence of a URI becoming a mark of 
credibility:  if  an  event  doesn’t  have  one,  it  doesn’t  take  itself 
seriously.  
6.1.2  Social Issues for Technical Solutions 
For URI’s to be useful, they must be supported and adopted. Just 
as the RCUK  is  considering a policy to make research outputs 
publicly  available,  a  similar  policy  would  likely  need  to  be 
enacted  to  ensure  critical  data  representing  the  institutions, 
projects  and  people  involved  in  that  research  must  be  likewise 
identifiable, so that the producers can be clearly associated with 
what  is  produced.  Thus,  while  there  may  need  to  be  policy  to 
insist that URI’s are generated for use, there likewise would need 
to be policy to make use of URIs either directly or via sameAs 
services. For example, if Je-S generated URIs for institutions and 
people, it could provide those URIs via a Web Service  so that 
EPrints  could  make  use  of  them  directly  to  represent  its  own 
institution’s authors, as well as its collaborators from other UK 
institutions. Likewise URI’s for Conferences or Journals could be 
used to ensure the correct data is harvested for an “in submission” 
paper,  which  can  be  updated  by  publisher  data  once  the 
submission is published.  
The  adoption  of  URI’s  by  publishers  does  not  mean  that  self-
archivists or librarians will now have to enter one complex URI 
rather  than  several  lines  of  text  strings:  there  are  a  number  of 
models that could be used to make URI use tractable in even a 
largely  manual  deposit  process.  Once  the  local  system  knows 
about an entry, it can store it in human readable/searchable form. 
A person can check the archive to see if anyone else has already 
entered  the  URI  for  instance  for  JCDL06.  If  they  have  not,  a 
person  could  trackback  it.  Trackback[23],  made  popular  in 
blogging, means that a person can point from one site to another 
site.  A  person  could  point  their  digital  archive  software  at  the 
appropriate  conference  URI.  The  trackback  would  provide  the 
appropriate link to the resource to the system - in this case a URI 
to the conference.  
Once URIs are in use, a follow up question becomes, to what do 
the URIs refer? The URI is used to determine if one text string  
relates to the same entity as another text string. In the case of an 
enriched digital archive, we may want to know more than if two 
similar names represent the  same author. Technically, however, 
that is the core function of the URI: to disambiguate references. 
They do not have to “resolve” to a Web page with information 
about that entity. It may therefore be another policy decision to 
say official URIs must be resolvable, and must resolve/point to a 
minimum criteria for a referenced entity so that there is a clear 
path to the essential elements of an artefact’s provenance: where 
publication  data  tells  of  where  the  deposit  was  published,  an 
author URI would enable tracing of the associated provenance of 
the writer. An author’s minimum information may be institution, 
Web page, contact details, and dates of service (time becomes an 
important marker). But it may not. For example, some may argue 
that it is basic to include a person’s institutional email address in 
any URI result; others may say that that opens the person up too 
easily to abuse like  spam. Institutions, whether  the Universities 
themselves or the granting councils, however, need not wait for 
complete policies to be developed in order to take advantage of 
URIs. They can construct their own based on the pattern in section 6.1.1 models. As research within the OAI community has shown, 
papers available online are cited 20-40% more [10] than those that 
are not available digitally. Our prototype has clearly demonstrated 
is  that if  the information is not there on the public  Web  to be 
gathered,  that  work  is  effectively  invisible.  As  open  archives 
become more prevelent, and as the OAI metadata is increasingly 
used to create these kinds of dynamic collections, in order simply 
to  be  visible,  it  will  become  critical  to  make  sure  information 
structures are in place to enable this kind of dynamic connectivity. 
URIs are one tractable method to help insure visibility.  
6.2  Integration with the (Semantic) Web 
To further integrate with the Semantic Web, and thereby extend 
the possible virtual geography associated with a collection, digital 
libraries could export their metadata directly into RDF, in addition 
to  continuing  to  output  the  OAI-PMH  they  support  at  present. 
There  is  a  standard  ontology  for  describing  the  Dublin  Core 
schema  used  by  OAI-PMH,  and  as  such  it  is  likely  that  this 
integration would not constitute a significant development effort. 
Combined  with  the  use  of  institution-neutral  shared  URIs,  data 
harvesting  using  Semantic  Web  exported  data  would  make 
exploring  the  data  as  a  whole,  without  omissions,  and  with 
confidence on accuracy, a tractable concept. 
6.3  Interfaces for Exploratory Search 
Interfaces  which  support  exploration  of  the  relationships  in  a 
collection are critical for taking these collections beyond what a 
keyword  search  engine  offers,  and  therefore  should  not  be 
overlooked in creating cross-archive collections. We have looked 
at  the  exploration  attributes  enabled  in  interfaces  that  support 
exploratory  rather  than  keyword-only  search.  In  the  case  of  a 
dynamic  collection,  mSpace  as  an  exemplar  of  exploratory 
interfaces,  foreground  rapid  triage  of  the  domain  being 
highlighted by the collection. This domain exploration is part of 
the critical value add of creating a collection in the first place: to 
facilitate  ready  exploration  of  the  domain  geography  at  least 
somewhat  beyond  the  immediate  range  of  the  artifact  itself. 
Keyword  search  is  target  oriented,  missing  the  context  of  the 
publication. Exploratory search interfaces like mSpace, wrapped 
over a collection foreground a variety of contexts.  
6.4  Aside: Self Archiving Deposit Interfaces  
One of the social issues impacting the success of repositories is 
the mechanism for deposit.  In the case of the self-archive,  few 
depositors would claim to enjoy the  experience of the  requisite 
form filling associated with the deposit. In our School one of the 
reasons motivating the success of its repository is that a complete 
listing of publications for an academic member of staff must be 
available  in  the  archive  for  annual  review,  as  well  as  for  the 
national  RAE  institutional  assessment  on  which  funding  levels 
rest.  There  is  an  implicit  “or  else”  associated  with  making  the 
deposit, as so much rests on it. That said, there is also now a more 
visible and immediate payoff for making the effort to deposit a 
paper: the most recent deposits are broadcast to numerous sites: 
public displays in the school which great visitors; the School and 
Group  Web  pages,  and  the  ePrints  main  Web  interface  itself. 
“Heh, that’s my paper” can be heard increasingly as people walk 
past one of the displays in the main hall. Despite these carrots and 
sticks, depositors are frequently delinquent in submitting papers. 
This is in no small part because most the service relies largely on 
manual effort: the archive presents a series of forms that must be 
filled  in,  in  order  to  associate  the  appropriate  metadata  with  a 
deposit. This is a tedious and error-prone process. The results, as 
we have seen, of a deposit suffering from missing or incorrectly 
entered  data  is  the  deposit’s  potential  absence  from  a  dynamic 
collection which requires the presence of that particular marker. 
One might suggest that a solution would be for a form to prohibit 
submission until a field is filled in. That is no guarantee that an 
open  text  box  will  be  filled  in  correctly;  it  is  also  irritating, 
especially when this may be the umpteenth time a depositor has 
had to fill in the same information. There are likewise numerous 
instances in the deposit process where a depositor is required to 
fill  in  a  text  field  with  information  that  is  already  available  in 
another source, either a in local database (eg. project names) or 
remote Web sources (conference information). The use of URIs as 
proposed above has the potential not only to improve quality of 
data  entry,  but  to  increase  the  data  entry  by,  in  no  small  part, 
reducing the number of repetitive steps in the deposit process.   
7.  OPEN QUESTIONS 
In our prototype, we were able to create a dynamic collection of e-
Science  publications  that  could  be  explored  readily  across  a 
variety of criteria, from project to author to publication to year of 
publication.  We  were  able  to  take  the  public-facing  output  of 
EPrints,  an  OAI  archive  service  and,  using  the  mSpace 
framework,  process  and  select  a  subset  of  publications  against 
particular criteria and wrap the new mSpace interface around this 
collection  to  facilitate  exploration  of  the  collection  domain. 
Crucially,  however,  the  collection  represents  only  those  papers 
available  from  one  EPrints  resource.  The  block  to  connecting 
archives is the lack of the connective tissue within the archive to 
make  connection  to  external  sources  possible  automatically. 
While it is possible to blend collections in general, based on what 
is in common to these collections (all papers across institutional 
collections  which  have  papers  with  a  Daniel  Smith  as  a  co-
author), our collection mix required knowledge of data outside the 
various  collections’ usual holdings: projects  associated with the 
authors. Without this information, we could not connect the data 
about papers with the projects listings held by the RCUK.  In the 
one EPrints collection where this hook was possible, we were able 
to go to work with relative ease. The question that arises from this 
connectivity issue is whether or not it is the mission, provenance, 
duty of the digital archive to be the maintainer of such hooks, and 
as we have proposed, such hooks as URIs. 
It has been historical bibliographic practice to list the author of a 
work,  and  so  providing  an  author  URI  (and  implicitly  the 
institution URI) may seem harmless at worst. It has not, however, 
been the provenance of a library to hold information in an entry 
about  the  source  of  funding  that  enabled  that  deposit  to  be 
generated.  There may be an argument – and we think there is – 
that a digital repository is the right place to hold that information 
by way of exposing the full provenance of the work. We note that 
there seem to be counter arguments to this association: one of the 
funding bodies under  the RCUK, we learned, deliberately does 
not make the projects it funds publicly available. The best and not 
official answer we have received about this is fear of retaliation 
upon the funded institutions from anti-vivisectionists.  
Our initial prototype has suggested that a minimum set of URIs an 
archive  would  hold  is:  the  event  or  source  of 
submission/publication,  the  author  and  institution,  the  project 
which enables linking to funding call and council, and the subject, 
either in terms of ACM type classification or Library of Congress 
subjects  or  both.  These  URIs-as-hooks  would  make  a  range  of interconnections  possible.  It  is  the  absence  of  these  hooks  that 
scuttled automatically generating a cross-institution collection of 
RCUK e-Science project publications. 
8.  CONCLUSION 
In  this  paper,  we  have  presented  a  case  study  exploring  an 
approach to deliver cross-repository, dynamic collections defined 
against semi-external criteria. In this case, the external criteria is a 
funding  council  wishing  to  present  a  view  of  publications 
associated  with  projects  it  has  funded  nationally,  across 
universities.  We  have  shown  how  to  build  these  collections  by 
combining the OAI metadata and additional XML data stream of 
EPrints  with  the  Semantic  Web  technologies  and  exploratory 
interface available in the mSpace software framework. With these 
combined frameworks it is possible to define the scope on an on-
demand  collection,  gather  the  data  and  provide  the  explorable 
interface. We have also shown where the automation afforded by 
this technology breaks down without effective hooks within the 
archive to relevant external sources. As a result of this case study, 
we  have  made  a  series  of  recommendations,  in  particular  the 
adoption of URIs for referencing entities like authors, publications 
and funding sources within the archive. While we have shown that 
the  technical  challenges  are  largely  surmountable,  social  policy 
decisions and questions  about the nature  and responsibilities of 
institutional archives need to be addressed before technologies can 
be deployed to make automatic, dynamic generation of collections 
across archives possible. 
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