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Abstract 
In this paper a method for goods distribution optimization in urban areas is reported considering the time-dependent 
networks. Goods distribution optimization refers to the best tour optimization for each fright vehicle. A first step in 
the route design is the definition of the best path from the actual client to all others client. The traffic conditions 
change during the day; hence the link cost is a variable that depends on the time. The path topology and the path cost 
are also time-dependent and the path search must be generalized considering the time variability. In the paper a 
model, a solution procedure and a test in a small system are reported. 
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1. Introduction 
The goods distribution analysis refers to the goods movements in an urban area to define the best 
strategies for supply operations optimization. The strategies regard frequency, quantity, shops supplied, 
the visit order, and the vehicles path. The analysis can be important for both policy and for business: in 
the first case the methodology can be used to regulate the goods vehicle impacts and externalities in the 
urban area (Russo and Comi, 2010/a/b/c; Russo and Comi, 2011); in the second case the methodology is a 
means for business users for fleet management. Another aspect of the problem is some commercial issues 
imposed by the clients that need to re-design the tour in real time (for example, goods to be delivered only 
at certain times of the day and communicate by client during the tour). Moreover, the delivery strategies 
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are linked to the decision maker (Russo and Comi, 2010/a; Russo et al., 2010) who decides how to supply 
according to its needs. 
The vehicle path may be affected by many factors, such as traffic conditions, operational constraints 
and so on. Hence, the path design is a constrained problem. The traffic conditions vary during the day: 
this means that the link cost is a variable time dependent. The path cost is also time-varying and the 
shortest path problem or OOP (One-to-One Problem) has to be generalized into a Time-Dependent 
Shortest Path Problem (TDSPP). Consequently, the VRP (Vehicle Routing Problem) or Many to One 
Problem (MOP) depends on the time and it has to be generalized into a Time-Dependent VRP (TDVRP). 
In literature, most papers deal the VRP considering static network. The TDVRP is also treated, but only 
few papers deal the path search (show the literature review section).  
In this paper a method for goods distribution optimization in urban areas considering time-dependent 
networks is reported. The proposed method consists on the mixing between a path search procedure and a 
procedure to solve the VRP. The path search is tackled considering that the link cost is time-dependent; 
the link costs are modelled considering continuous cost functions. 
We define as path a links sequence, without loops, that connect an initial node (origin) and a final node 
(destination). We define as vehicle route a paths sequence which a vehicle use to reach some points 
(nodes) in a road network. Hence, the path design consists in optimizing the link sequence; the route 
design consists in optimizing the paths sequence in a route defined as a paths succession. The paths 
design (Polimeni et al., 2010) consists in the solution of an OOP, the routes design consists in the solution 
of MOP. 
The paper is structured as follows. In the first section a literature review concerning the shortest paths 
search in time dependent networks is presented. In section second section the procedures to find the best 
paths and routes are reported. In third section a test a small transport system is proposed. Finally, in the 
last section, the conclusions and the possible future developments are reported. 
2. Literature review 
In this section, the main literature related to the shortest paths and vehicle routing in time-dependent 
networks is examined. 
The dynamic programming approach (Bellman, 1957; Lawler, 1976) can be used to solve the shortest 
path problem. The case in which the link cost is invariable in time (static networks) have been widely 
covered literature; for an extensive literature review show Vitetta et al. (2007/b). 
The VRP consists in designing optimal routes from a depot to a set of customers, subject to various 
constraints (time windows, vehicle capacity, route length,…) (Laporte, 2007). It was introduced by 
Dantzig and Ramser (1959) to optimize the movements of a fleet of gasoline delivery trucks. The vehicle 
routing problem can be solved using exact (Fisher et al. 1997, Toth and Vigo, 2002; Chabrier, 2006; 
Qureshi et al., 2009; Azi et al., 2010) or heuristic algorithms (Badeau et al., 1997; Laporte et al., 2000; 
Jones et al., 2002; Montemanni et al., 2005; Laporte, 2007; Zachariadis and Kiranoudis, 2010). Exact 
approaches have limitations related to the elaboration time and small size problems can be solved. 
Cooke and Halsey (1966) made one of the first studies related to shortest paths in time-dependent 
networks, in which the travel time between two nodes depends on departure time from the first node. In 
1969, Dreyfus evaluated some algorithms for the shortest path search, considering the case in which the 
link costs are time-dependent. The problem is generally defined as being how to find the paths from one 
node to all the others or vice versa. Daganzo (2002) demonstrates that, under certain assumptions, the two 
problems are symmetric and can be solved in an equivalent manner. The shortest path problem can be 
tackled with deterministic approach (the costs are variable in the time and for each time value we have a 
single cost value) or stochastic approach (the costs are random variables with a probability distribution 
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function and for each time value may have some cost value with a certain probability). In the former, can 
be cited Chabini (1998), Dean (1999), Dehne (2010); in the latter can be cited Hall (1996), Miller-Hooks 
and Mahmassani (2003), Pattanamekar et al. (2003), Ahuja et al. 2003). In some papers (Bérubé et al., 
2006; Orda and Rom, 1990), the path search is analysed with the possibility of waiting at intermediate 
nodes. There are also other cases (Dell’Amico et al., 2008) in which the waiting time at intermediate 
nodes to reduce the cost of the path is added. In this case the link cost functions are continuous and the 
proposed algorithm is a modification of Dijkstra’s algorithm. Note that the path topology is fixed and 
cannot be changed by inserting the waiting time at the nodes. The path search in time-dependent network 
is a step of the dynamic assignment (Mahamassani et al., 1994; Mahamassani, 2001 to name a few). 
3. General framework 
In the general framework two vehicle classes was distinguished: private user vehicles and goods 
vehicles. In a transport network a vehicle incurs a cost which depends on time according to some 
functions. In a real network, since goods vehicles interact with the private user vehicles, it can be 
assumed that the time-dependent cost functions for goods vehicles are the same as those considered for 
private vehicles. Generally, a time-dependent cost function for each network link can be defined. 
Fig. 1 shows a general framework for routes design. The problem inputs are the supply and the 
demand, which can be distinguish (Vitetta et al. 2007/b, 2008/b, 2009) in private users demand (private 
vehicles) and goods vehicles demand (note that the total number of goods vehicles in the system are 
generally a low percentage of the total number of private vehicles). The demand-supply (Vitetta et al. 
2007/a, 2008/a, Russo and Vitetta, 2011) interaction allows to evaluate the cost variability in the time for 
each link and hence to calibrate a cost function depending on the time. The link costs are the input for the 
path search and consequently for route design. 
In a time-dependent network for goods vehicles two cases can be considered: 
x the wait at a node is allowed, 
x the wait at a node is not allowed. 
 
In the first case, the wait can be allowed at all nodes or in a subset of nodes. The wait in the node, with 
decreasing cost functions in the time, could reduce the path cost. 
 
Let: 
i, j the initial and final node of the link (i, j); 
v the vehicle; 
Ai,v the instant of arrival at the node i by vehicle v; Fij(t) the cost function for the link (i,j) (the function defines the ij travel link cost for a generic vehicle that 
arrives in the node i in the instant t); 
Zi(t) waiting function at the node i; Oij(t) = Fij(t) + Zi(t); 
A*i,v instant when Oij(t) is minimum with  t ≥ Ai,v; 
w*i,j,v = A*i,v - Ai,v (optimum waiting time at node i to reach j). 
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Fig. 1. General framework for routes design 
4. Cost functions 
In this section some link cost functions are analysed. The following notation is used (will not report the 
subscripts of the variables related to the nodes and vehicles): 
A, the instant of arrival at the node i by vehicle v; 
F(t), the cost function for the link;  
Z(t), the waiting function at the node; 
O(t) = F(t) + Z(t). 
A*, the instant when O(t) is minimum; 
w*, the optimum waiting time; 
 
The path cost is defined as the sum of the link cost, for the link belonging to the path, and node wait, if 
waiting is allowed. The analysis reported in this section is made by setting the instant Ai,v of arrival at 
node i by vehicle v and analysing the system at time t ≥ Ai,v.  
In the cases where the link cost function is decreasing, waiting at the node could allow a cost 
reduction. Conversely, an increasing function may not lead to a cost reduction if it optimizes the wait at 
the initial node. 
Considering the auxiliary function O(t), the point (instant) A* in which the function has a minimum can 
be calculated: in general, if A* is greater than zero, a wait is possible to optimize the path cost. That is, to 
optimize the cost O(t) it is necessary to optimize the waiting time w* at the nodes.  
Simple geometrical considerations allow us to identify the range where w* could fall. In Fig. 2 the case 
of a general link cost function is examined. In Fig. 2 the cost function F(t) is indicated by a broken line, 
Route design 
Link costs 
Routes 
Input/output Models Legend 
Supply 
Private users demand Cost functions Goods vehicles demand 
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the auxiliary function O(t) by a solid line. A dotted line is used for the waiting function Z(t), starting from 
the arrival time A. 
Given an arrival time A, the cost is F(A) (that is equal to O(A)). It represents an upper bound for the 
link cost (the link cost will be less than or equal to the upper bound value). This value may not be unique: 
on drawing a horizontal line from point (A, F(A)) it is possible to identify some other points (tx, F(A)) 
where the cost is the same. Fig. 2 shows the points t1 and t2 which have the discussed property. If the 
function admits values below the upper bound, this means that the wait at the starting node could reduce 
the link cost. It may then be stated that there could be an optimum departure instant A* (A* ≥ A), and an 
optimum waiting time w* = A* - A. It may be seen that A* exists and at the limit A* is equal to A. 
An alternative method to locate A* is to draw a half-line with slope S/4 starting from the arrival point 
(A, F(A)). Point t* is to be found in the half space where F(t) is below the half-line. 
 
 
Fig. 2. A general case of cost function with waiting time 
The function F(t) is obtained from forecast data, and several specifications can be adopted. Some 
specifications are reported below (Polimeni and Vitetta, 2011). Other specifications with continuous cost 
function, not reported, can be also adopted. 
In the linear case, we assume that the cost function for each link is: 
 
c = F(t) = 
a + b · t if c ≥ c0        
(1)
c0 if c < c0 
 
subject to: 
 
t ≥ 0              (2)
Upper 
Bound 
A* A 
F(A) 
w* 
t2 t1 
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a ≥ 0   (3)
c0 ≥ 0   (4)
 
Parameter a is the link cost at instant t = 0, constraint (2) ensures time positivity, and constraint (3) 
ensures that the link cost is non-negative. Let: 
 
A* = (c0 – a)/b 
 
be the point of discontinuity of the function; it is also the minimum point. 
In this case, the auxiliary function O(t) is: 
 
 l  O (t) = d · t + e if A ≤ t   (5) 
 
  
with d = b + 1 and e = b - A. 
The waiting time greater than zero, in this particular case, is allowed when O(t) is decreasing, hence 
when d < 0: 
 
d = (b + 1) < 0 → b < -1 
 
The previous condition implies that a cost function with b < -1 could allow the waiting time at the 
node. 
In the exponential case (Fig. 3), we assume the cost function for each link as: 
 
c  F(t) = a + b · exp (-D·t)                                       (6) 
 
subject to (2), (3), (4). 
The sum of the parameters a and b is the link cost in the instant t = 0; the constraints ensure time and 
cost congruence. 
In this case, the auxiliary function O(t) is: 
 
l  O(t) = a + b · exp (-D·t) + (t - A)  if A ≤ t                           (7)
 
The function O(t) admits a minimum at the point: 
 
A* = ln(D·b)/D
 
and the optimum waiting time is w* = ln(D·b)/DA.
 
For the calibration we analyse the case in which the cost function is a periodic function. The general 
frame of the cost function for each link is: 
 
c  F(t) = a + b · sin(2S·t/T + I)        
(8) 
subject to (2), (3).  
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Here,  
b ≤ a (to ensure that the cost is a positive value); 
T is the period; 
I is the phase difference. 
 
In this case, the auxiliary function O(t) is: 
 
l  O(t) = a + b · sin(2S·t/T + I) + (t - A) if A ≤ t                           (9)
 
The function O(t) admits a minimum at the point (the minimum is repeated at regular intervals): 
 
 
and the optimum waiting time is: 
 
 
The equation parameters can be correlated with the geometric characteristics and flow characteristics. 
To define the cost function, some attributes are considered. Taking into account these attributes, the 
following cost function is specified: 
 
F(t) E1 + E2·X1 + E3·X2 ) + (E4 + E5·X1 + E6·X2 + E7·X3) · sin(2S·t/E8) (12) 
 
where the attributes X1, X2, X3 are respectively the link width, the link winding and the number of 
secondary intersections per kilometre and E1, E2, …, E7 the parameters.  
Application was carried out in Catania, a city in southern Italy and involves some carriers who deliver 
foodstuffs (milk, cheese and so on) to clients. Real case application was designed to detect the paths and 
stops of some vehicles (2-6 tons) to deliver dairy products at retailers. The instrumentation consisted of a 
PDA equipped with GPS tracking and software that mapped the points (to identify the paths) at fixed time 
intervals; the stops were identified interactively by the driver. By using the PDA other data were obtained 
to determine characteristics of the shipment (quantity delivered, vehicle type, etc.) that were not 
considered in this phase. 
The arrival time at the customer was indicated by the driver. The start was derived by analysing the 
points that spatially coincide with the stop and assuming that the departure moment is the instant of 
observation of the last of these points. The stop duration (operation time) was calculated accordingly. 
Three vehicles were monitored for four days, their tours starting at 7:00 a.m. and ending at 2:00 p.m.  
Let G(N, L) be a graph with N set of nodes and L  N x N the link set (a set of pairs belonging to N). 
Let C  N be the set of centroid nodes, each centroid corresponding to the beginning and end of a path. 
The considered network is constituted by 238 nodes (|N| = 38), 516 links (|L| = 516 and 25 centroids 
(|C| = 25). For each link the cost function (10) is defined. 
A* = (T/2S) · (-arcos(-T/2S·b)+(2S - I)) if  (T/2S·b) < 0 
               (10)
A* = (T/2S) · (arcos(-T/2S·b)- I) if  (T/2S·b) ≥ 0 
w* = (T/2S) · (-arcos(-T/2S·b)+(2S - I)) - A if  (T/2S·b) < 0 
               (11)
w* = (T/2S) · (-arcos(-T/2S·b)- I) - A if  (T/2S·b) ≥ 0 
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In Table 1 the calibrated parameters for the cost function are reported. In Fig. 3 the graphic of 
calibrated function is reported and it is compared with observed data. All the parameters are correct in the 
sign and statistically significant. The value of U2 is high. 
Table 1. Calibrated parameters 
 E1 E2 E3 E4 E5 E6 E7 E8 
value 0.103 -0.005 0.119 -0.046 0.010 0.041 0.004 31.983 
t-student 7.870 -1.560 9.381 -2. 937 2.399 1.775 2.499 10201.001 
U2 0.919 
 
 
 
Fig. 3. Costs as a model vs. observed costs  
5. Route design 
This section is divided in three subsections: in the first, the model and the procedure applied to find the 
shortest paths tree in time-dependent network are discussed; in the second the basic definitions and the 
model to define the TDVRP are reported; in the third one the algorithm to solve the TDVRP is analysed.  
5.1. Shortest path tree 
Let cjj be the cost of link (i, j): 
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The path search is fundamental in the routes design, because paths depend on the network 
characteristics and through them can take into account the time variation of the travel the cost. 
We recall that a path k is a sequence of consecutive links (without loops) connecting an initial node o 
(o  C) to a final node d (d  C). 
The topology (ordered sequence of nodes belonging to the path) and the cost (sum of the costs of the 
links belonging to the path and any other costs) characterize the shortest paths in a network. Let zj be the 
shortest path cost from origin o to the node j (using this definition, zo = 0 for each origin). 
A departure time t0 is set from origin o to build the shortest paths tree rooted at o. All the other time 
values zj refer to t0 (without losing generality it can be set t0= 0). 
The shortest path search is based on a time-generalized Bellman optimality condition: 
 
zj = argMint, t ≥ Ai,v, i≠j (Ai,v + Oij(t))   (14) 
 
where the problem variables are time-dependent. 
A procedure to solve the problem (14) is proposed, it allows finding the shortest paths tree for each 
origin o in a time-dependent network, optimizing iteratively the waiting time at the intermediate nodes.  
The proposed procedure is based on Dijkstra algorithms, with some modification related to the 
problem dynamics. First, note the origin node o, the variables are initialized. The node cost vectors z is 
the cost to reach the node starting from the origin (a component zj for each node). The origin node o cost 
zo is zero, the other node costs are infinity. Moreover, the predecessor vector p is initialized. The node list 
b to visit is updated inserting the sequence (o, i, zi), where i FS(o). From the list the sequence (i, j, zj) 
that has minimum cost is extracted and the forward star FS(j) from node j is considered. In the main step 
(Fig.4) for each node u FS(j) the cost zu is valued by optimizing the waiting time w*j,u at the node j, with 
w*j,u defined above. The time-generalized Bellman condition is evaluated: if the cost z*u = (zj+ w*j,u,v+ Fju 
(A*j,v)) at node u is less than their current cost zu, then zu = z*u and the sequence (j, u, zu) is inserted in the 
node list to visit. Node i is the predecessor of nodes j: pj=i. Finally, the procedure is stopped when b =.  
 
 { 
 extraction: (i, j ,zj) with zj = minx(i, x, zx)    (i, x, zx)  b 
  uFS(j)  
 if u is not a definitive node then  
 {A*j,v = mint Oju = mintFij(t) + Zi(t); 
 w*j,u,v = A*j,v - Aj,v; 
   z
*
u = (zj+ w*j,u+ Fju (A*j,v));} 
   if  z*u < zu then 
 {zu = z*u;  
  (j, u ,zu) is inserted in b; 
           pj=i;  
                                    remove (i, j ,zj) from the list b; } 
 } 
Fig. 4. An algorithm to build the shortest paths tree in time-dependent networks: the main step 
5.2. TDVRP: Formulation 
The VRP can be formulated as an optimum problem; the output is a node client sequence for each 
vehicle. 
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Let: 
zi (t0), the shortest path cost from the origin to node i, starting from the origin at t0 (i  C); 
zj,i (t0), the shortest path cost from node j to node i, starting from node j at t0 (i, j  C); 
zj,i (t), the shortest path cost from node j to node i, starting from node j at t (i, j  C); 
route Nj an ordered sequence of nodes associated to one vehicle: Nj= (d…, i, …d)  i  C; each route has 
the depot d as the initial and final node; 
solution S a set of routes S={(N1,N2,…,Nj,…)  j=1,2,…, m}.  
 
The problem can be formulated as: 
 
minimize 6i6j6N zi,j(t)•[i,j,N    (15) 
 
subject to: 
capacity constraints (for each vehicle the capacity cannot be violated); 
congruence constraints (a user cannot be reached more than once, all vehicles return to the starting point); 
time-dependent constraints. 
 
Where:  
[i,j,N is a binary variable equal to 1 if the path between i and j (i, j  C) belong to route N, zero otherwise;  
The routes are time-dependent because route design is made considering the time-dependent paths. Note 
that in a route consisting of n nodes the cost of the path linking node j-1 with node j depends on departure 
time (arrival time + waiting) at node j-1. 
5.3. TDVRP: Algorithm 
A heuristic algorithm is used to solve the TDVRP. The proposed algorithm consists in an iterative 
insertion of nodes i (i  C) to minimize the travel cost. At each successive insertion the node (if the node 
constraints are satisfied) nearest the previous one is inserted into the route. If the route cannot be further 
updated and the list of nodes is not empty, another route is built. In Fig. 4 the steps to build a route are 
reported. 
To build the route, information on the characteristics of the partial route is needed. The knowledge of 
the last inserted node provides an instant reference (time of departure from the node) for calculating the 
shortest paths from the last node to the available nodes. The node to be included in the itinerary is chosen 
according to one (or more) rule. If cannot put any node in the route (because the constraints do not allow) 
the return of the depot is inserted and the procedure end.  
The proposed heuristic procedure allows building quickly a solution but is not able to improve it. In 
this regard, the next step is to implement a genetic algorithm which could have as initial population 
solutions found with the proposed heuristic.  
6. Experimentation 
In this section an application on the real case reported in the previous section is proposed. The 
objective is to apply the proposed procedure in a real case 
The shortest path search and the routes design are two joint problems, but for simplicity sake they are 
presented separately in the next subsections.  
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6.1. Shortest path 
We assume that the waiting function is linear and that the wait is allowed at each node. The aim is to 
optimize the waiting cost at some (at the limit, at all) intermediate nodes for reducing the path cost. In this 
example, we suppose that node 1 is the origin and then we find the shortest path (starting from the origin 
at time t = 0, the procedure is identical starting from the origin at another time) from the origin to all 
destinations. Similar considerations can be made by choosing any other origin. 
We observe that by optimizing the wait time at nodes, the path cost decreases for all paths considered 
with cost reduction between the 2% and 9%. In Table 2 the path costs when the wait is allowed and when 
the wait is not allowed are reported. 
Table 2. Path cost comparison from the origin 1 
Destination Cost (wait allowed) [s] Cost (wait not allowed) [s] Cost reduction [%] 
26 1368.86 1432.78 4.46 
27 1234.80 1331.14 7.24 
135 1834.17 1875.17 2.19 
144 1726.85 1812.94 4.75 
145 1726.85 1831.29 5.70 
149 1857.06 1961.79 5.34 
150 2023.80 2135.63 5.24 
151 2023.80 2202.11 8.10 
157 1909.57 1973.05 3.22 
161 1811.90 1922.19 5.74 
164 1864.96 1939.18 3.83 
165 1858.25 1943.38 4.38 
166 1856.42 1928.25 3.73 
171 1661.58 1761.70 5.68 
174 1446.56 1581.92 8.56 
175 1845.71 1894.42 2.57 
176 1767.11 1846.03 4.28 
177 1877.95 1943.75 3.38 
179 1942.46 2008.28 3.28 
181 1931.89 2004.17 3.61 
183 1873.94 1950.10 3.91 
184 1748.75 1820.39 3.93 
185 1697.75 1812.71 6.34 
6.2. Vehicle routing 
The observed vehicle reaches 24 retailers, for each stop the operation time is known. We apply also the 
algorithm showed in Fig. 1 to design the vehicle routes. The supply is reported in Table 1. Initially all 
nodes belonging to C are in the nodes list. The routes are constructed as follows. The first node is the 
depot (node 1). By applying the shortest paths search algorithm the paths from the depot to all possible 
destinations are found. We assume that the node to insert is the first node and that: 
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x the insertion respects the problem constraints; 
x the node is the closest to the previous in the route. 
If the insertion in the route of a selected node violates one or more constraints, then the list scrolls to 
find the second closest node to the previous node in the list: this step is repeated until a node is inserted or 
all nodes have been examined and none could be added. 
We assume that the departure time from the depot is t = 0 (that is the departure time from the safe area 
is the origin of the time axis). The departure time from a generic centroid (we assume that it is the sum 
between the arrival time and the operation time) defines the instant when the vehicles start from the 
centroid (and hence, the instant at which the paths to the not visited centroids are evaluated).   
Along the designed route (Table 3) for each centroid the arrival time (instant when the vehicle reaches 
the node) and the operation time (time needed for download operations) are reported. Two cases are 
considered: when waiting is allowed and when it is not. In the latter case, it can be observed that the route 
cost is reduced by about two percent. 
Table 3. Route design 
Wait not allowed  Wait allowed 
Centroid Arrival Time 
[s] 
Operation Time 
[s] 
Route cost 
[s] 
 Centroid Arrival Time 
[s] 
Operation Time 
[s] 
Route cost 
[s] 
1 0.00 0.00 0.00  1 0.00 0.00 0.00 
27 1331.14 301.20 1632.34  27 1234.80 301.20 1536.00 
26 1742.47 150.00 1892.47  26 1646.13 150.00 1796.13 
171 2229.81 316.20 2546.01  171 2099.18 316.20 2415.38 
185 2598.01 180.00 2778.01  185 2467.38 180.00 2647.38 
184 2785.47 268.80 3054.27  184 2654.84 268.80 2923.64 
183 3283.73 195.00 3478.73  183 3140.28 195.00 3335.28 
161 4121.36 360.00 4481.36  161 3931.44 360.00 4291.44 
166 4490.09 592.80 5082.89  166 4300.17 592.80 4892.97 
164 5110.62 397.20 5507.82  164 4909.03 397.20 5306.23 
165 5571.88 351.00 5922.88  165 5349.05 351.00 5700.05 
157 6111.93 544.20 6656.13  157 5889.10 544.20 6433.30 
181 6688.26 661.20 7349.46  181 6454.89 661.20 7116.09 
151 7573.41 598.20 8171.61  151 7320.88 598.20 7919.08 
150 8242.96 1638.00 9880.96  150 7990.43 1638.00 9628.43 
149 10040.31 766.20 10806.51  149 9787.78 766.20 10553.98 
145 10925.28 133.80 11059.08  145 10672.75 133.80 10806.55 
176 11101.18 135.00 11236.18  176 10848.65 135.00 10983.65 
177 11337.34 463.80 11801.14  177 11084.81 463.80 11548.61 
179 11874.73 303.00 12177.73  179 11622.20 303.00 11925.20 
175 13248.79 576.00 13824.79  135 13021.77 858.00 13879.77 
135 13846.59 858.00 14704.59  175 13936.29 576.00 14512.29 
186 14832.66 541.80 15374.46  186 14656.76 541.80 15198.56 
174 15644.64 465.00 16109.64  174 15468.74 465.00 15933.74 
144 16622.66 406.20 17028.86  144 16413.37 406.20 16819.57 
1 19481.78 0.00 19481.78  1 19167.43 0.00 19167.43 
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7. Conclusion 
In this paper a method goods distribution optimization in urban areas is reported. The goods 
distribution is analysed considering the path search and the route design in time-dependent network. The 
path design proposed is an OOP in time-dependent networks. His formulation is based on dynamic 
programming, considering the time-generalized Bellman optimality condition. The solution procedure is 
based on Dijkstra algorithm.  
The route design proposed is a TDVRP integrated with the path design discussed above. The 
formulation is in term of system optimum; the aim is the route cost minimization. A heuristic procedure 
was proposed to optimize the routes and is applied on a problem on a test network.  
The procedure is supported by a set of observed data, detected using a GPS locator. The data are 
related to the stops position and order, the travel time on some links of a real network.  
Using the observed data, a time-dependent cost function was specified and calibrated. This cost 
function, allows forecasting the travel time on all network links. 
The main contribute of the paper concern the dynamic model and algorithm to find the shortest paths 
in a time dependent network. 
In the future, others specification of the cost function are scheduled. As for the routes optimization the 
implementation of a genetic algorithm is planned; it has as initial population solutions the solutions 
generated with the proposed heuristic. 
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