Abstract-Sensor nodes are often organized into clusters for efficiency and scalability purposes. Every sensor cluster is managed by a cluster leader during the network operation such as routing and data aggregation. Since managing a cluster consumes substantial energy, the cluster leader needs to be re-elected from time to time for load balancing. In hostile environments, it is critical to ensure the security of such leader election. This paper proposes an efficient, resilient, and fully distributed leader election protocol for sensor networks. It only uses efficient symmetric key operations and guarantees that (i) benign cluster members will elect the same leader as long as they are wellconnected, and (ii) attackers cannot impact the leader election process to increase or decrease the chance of a benign member being elected as a cluster leader. In addition, the proposed method can quickly recover from message loss or malicious attacks. The evaluation results also demonstrate the efficiency and effectiveness of this approach.
I. INTRODUCTION
In a densely-deployed sensor network, sensors are usually organized into clusters for efficiency and scalability purposes. Every cluster contains a number of sensors that are physically close to each other and is managed by a cluster leader to facilitate the network operation such as in-network aggregation and routing. For instance, in data aggregation, a cluster leader can serve as the aggregator that collects the sensing results from other cluster members, computes the aggregation result, and reports the result to the base station.
Since managing a cluster consumes substantial energy, the cluster leaders need to be re-elected from time to time for load balancing. The leader election problem is to ensure that each cluster will have a suitable sensor node be selected as the cluster leader whenever needed. A common election metric to determine the new leader of a given cluster is the remaining energy on sensor nodes. For the sake of presentation, we call the values (on sensor nodes) used for election purpose as the election values. In the above case, the election values will be the remaining energy reported by sensor nodes.
A number of secure clustering protocols have been proposed recently for organizing clusters in sensor networks [1] , [2] . These protocols significantly improve the security of clustering in the presence of malicious attacks. However, they only focus on the formation of clusters and do not consider the security of cluster leader election. Without proper protection, an attacker can easily subvert the intended purpose of clustering. For example, if the protocol selects the node with the most remaining energy as the new cluster leader, an attacker can continuously hijack the leadership by always claiming more remaining energy than anyone else in the cluster.
The security of leader election has been considered in several recent studies [3] , [4] , [5] , [6] , [7] . However, as we will show later, these protocols are either communication intensive, sensitive to message loss/delay, or vulnerable to simple DoS attacks. As a result, the focus of this paper is to develop a practical cluster leader election protocol that is more efficient, resilient, and effective than previous techniques.
However, designing an efficient and resilient protocol for leader election is quite challenging. First, sensor nodes are very limited in computation power, storage space, communication bandwidth, and energy supply. These resource constraints require that the overhead of any sensor operation be as low as possible. Hence, it is undesirable to apply those wellstudied but expensive mechanisms. Second, since the wireless channel is essentially a broadcast channel, an attacker can easily eavesdrop, corrupt, forge, or replay any message in such communication channel. This will lead to many attacks such as DoS attacks [8] , Sybil attacks [9] , and Wormhole attacks [10] . Third, an adversary can easily capture a sensor node and quickly learn all the secrets inside [11] . This makes it possible for the attacker to launch node replication attacks by creating many duplicated nodes in the network to impact the network at a large scale [12] .
In this paper, we propose an efficient and resilient leader election protocol for sensor network clustering in hostile environments. The security of the proposed protocol is achieved by (i) making it infeasible to forge the election values (i.e., the remaining energy) of benign sensor nodes and (ii) making the leader election protocol resistant to the malicious election values supplied by compromised sensor nodes. The proposed scheme has several nice properties. First, it guarantees that the benign cluster members in a given cluster will elect the same cluster leader as long as they are well-connected. Second, an attacker cannot impact the leader election protocol to increase or decrease the chance of a benign sensor node being elected as the cluster leader. Third, it can quickly recover from failure due to lossy channels or malicious attacks once the cluster members become well-connected again. This important property makes it very difficult for adversaries to disrupt the leader election protocol by jamming the communication channel for only a short period of time. A long-term jamming attack is very expensive and can be easily detected to physically locate the adversary. Finally, the proposed scheme is fully distributed. This addresses the problem of the single point of failure.
The rest of the paper is organized as follows. The next section reviews existing studies and discusses their limitations.
Section III gives the adversary model and the system assumptions. Section IV presents our resilient leader election protocol with detailed analysis. Section V discusses some implementation issues and evaluation results. Section VI concludes this paper and points out some future directions.
II. RELATED WORK
This section briefly reviews existing approaches that are developed for sensor clustering in hostile situations [1] , [2] , [3] , [7] , [4] , [5] , [6] . We found that these protocols either ignore or do not effectively solve the security of leader election.
The techniques in [1] , [2] focus on the security issues during the formation of initial clusters. They do not consider the security of cluster leader election. In this paper, we focus on how to protect the cluster leader election in the presence of malicious attacks. The proposed technique is complementary to the above two secure cluster formation schemes.
The protocols developed in [3] , [7] , [4] , [5] , [6] do consider the security of cluster leader election. However, they have a number of limitations. The protocols in [3] , [5] , [4] simply ask the base station to make a centralized decision and announce the new leaders in the network. Such centralized approaches incur substantial communication and computation costs. Hence, they do not work well in resource-constrained sensor networks. In addition, a centralized protocol is often vulnerable to the single point of failure.
The protocols developed in [7] use digital signatures to guarantee the integrity of the election values at sensor nodes. This works well in dealing with external attackers who do not compromise sensor nodes. However, a malicious insider can always claim to be the most suitable cluster leader (i.e., having the most remaining energy) and therefore win the competition. On the other hand, although sensor nodes are able to do a few signature generations and verifications, it is still computationally expensive to do so. Attackers can simply spam sensor nodes with fake signatures and force them to do a large number of public key operations, eventually exhausting their valuable energy.
Three election protocols are proposed in [6] . They work in a decentralized way and only use lightweight cryptographic algorithms. However, these protocols are vulnerable to many attacks. For example, each node needs to send out its election value as the input of the election process. If the attacker refuses to send/forward these values or injects conflict values, it is possible that different cluster members elect different leaders or no leader is elected at all. Our technique can handle these kinds of problems very well. As we will show, it is much more difficult and expensive for the adversary to achieve the same goal.
III. SYSTEM MODELS AND DESIGN GOALS
In this section, we will discuss the system model, the adversary model, and our design goals.
A. The System Model
This paper considers a sensor network that consists of a large number of resource-constrained sensor nodes. Each sensor node has a unique ID and is randomly scattered to monitor the activities in the field and report its observations for various purposes.
In this paper, we assume that all cluster members have the same view of the initial members in the cluster. Since this information can be obtained in the cluster formation phase, we will not discuss its detail here. Therefore, we assume that once a cluster is formatted, all cluster members will have the same sorted list of the cluster member IDs, i.e., L init .
In each cluster, a new cluster leader needs to be elected from time to time to coordinate the cluster members and handle the network operations. The leader election protocol works in rounds with one new leader being elected for each round. How to decide the election round (time and duration) is out of the scope of this paper since it is most likely applicationdependent. Therefore, our discussion in this paper focuses on a particular round of leader election. In the end of each round, all cluster members should elect the same cluster leader.
B. The Adversary Model
An attacker can launch a wide range of attacks against sensor networks. For example, he can jam the wireless channel or shield the radio signal to sensor nodes, causing a denial of service. Jamming or shielding for a very long period of time is quite expensive and can be easily detected. We thus assume that an adversary launches "stealthy" attacks that only disable the communication for a short period of time to interrupt the delivery of some critical messages. We assume that the attacker can eavesdrop, modify, forge, replay, or block any message. We also assume that the attacker can compromise sensor nodes and learn all the secrets inside. The compromised nodes may also run malicious programs injected by the attacker.
An adversary with the above capability can disrupt the cluster leader election process in many ways if the leader election protocol is not protected very well. First, he can make an arbitrary node elected as the cluster head. For example, the attacker may fool benign cluster members into electing a malicious node as the leader so that he can take control of the whole cluster. As another example, the attacker may fool the cluster members into always electing a particular benign node as the cluster leader, eventually exhausting the energy of the victim node. Second, the adversary can also make no eligible nodes elected at all or more than one cluster leaders elected at a time. If the adversary succeeds, the whole cluster will function incorrectly during the network operation.
C. The Design Goals
The objective of this paper is to provide security for the election of cluster leaders in sensor networks. We identify the following security goals for a cluster leader election protocol. These security goals are quite vague at this moment. However, we will clarify their meanings in our later analysis.
• Security Goal 1: Unauthorized sensor nodes cannot join the cluster leader election. That is, only those legitimate members of a cluster can participate in the leader election of this cluster.
• Security Goal 2: The attacker cannot arbitrarily increase or decrease the chance of any benign node being elected as a cluster leader. More specifically, the attacker cannot control who will be elected as the cluster leader at any round of leader election.
• Security Goal 3: As long as benign cluster members are well-connected in a particular round of leader election, they will always elect the same cluster leader for this round. This means that the result of a given round of leader election is only affected by the network connectivity during that round. A cluster may include a few compromised sensor nodes. It is certainly possible that a malicious sensor node is elected as the cluster leader at some point. Indeed, it is infeasible to prevent this from happening when this malicious node always acts like a normal sensor node. To mitigate such impact, one option is to ensure that every cluster member has the equal opportunity of being elected. Our protocol is designed to reinforce such fairness between cluster members. On the other hand, the compromised sensor node may start behaving maliciously once it gets elected as the new cluster leader. Detecting such misbehavior is certainly important for the security of sensor networks. However, this is beyond the scope of this paper, and we consider it complementary to our approach. Nevertheless, even without such detection mechanism, our protocol can still tolerate compromised nodes in the sense that any malicious node can only serve as the cluster leader for a given period of time. The leadership will be likely shifted to a benign node in the next round of election.
IV. RESILIENT CLUSTER LEADER ELECTION
In this section we will first briefly review the security primitives used in the proposed approach and then describe its technical detail and analyze its performance.
A. Preliminaries
Our protocol takes advantage of the following two security tools, the one-way key chain and the Blundo's pairwise key pre-distribution scheme.
One-way key chain: An one-way key chain {K 0 , K 1 , K 2 , ..., K R } is generated by iteratively performing the oneway function H(·) on the last key K R in the chain. This key chain has the following property: given any K j , all former keys can be derived by computing
while none of the later keys can be computed due to the one-wayness of function H. Therefore, with the knowledge of K 0 = H(K 1 ) (called the key chain commitment), anybody can verify the authenticity of any later key by only performing hash operations. In our protocol, the one-way key chain will be used to protect the election values reported by cluster members.
Blundo's key pre-distribution: This approach is used as an identity-based pairwise key establishment protocol since it can bind the node IDs with the keying materials. In fact, a successful pairwise key establishment between two nodes also proves their IDs to each other. This scheme works as follows. Before deployment, a central server generates a tdegree symmetric polynomial f (·, ·), which has the property of f (i, j) = f (j, i) for any i and j. Every sensor node i is assigned with the polynomial "share" f (i, ·). To establish a pairwise key between nodes i and j, node i evaluates f (i, ·) at point j, while node j evaluates f (j, ·) at point i.
Since f (i, j) equals f (j, i), these two sensor nodes can use this value as the pairwise key between them. This scheme is proved to be t-collusion resistant, i.e., it can tolerate up to t compromised nodes [13] . Obviously, a success in key establishment also indicates that the other party does know the corresponding polynomial share, which further proves the ID. We do not consider the case where a large number of nodes are compromised since most applications will fail anyway in such situation. Therefore, we always assume no more than t compromised nodes in the network.
B. Protocol Description
Similar to most existing cluster leader election protocols, we use the remaining energy on sensor nodes as the metric to determine the cluster leader. However, our approach is also different from them in that we do not use the one with the most remaining energy as the new cluster leader. Instead, the role of cluster leader will be rotated among all cluster members that are qualified for being elected as the cluster leader, i.e., those nodes whose energy is greater than a pre-determined system threshold E th , which is the minimum energy required for serving as the cluster leader. This will make it very difficult for any malicious insider to hijack the role of cluster leader frequently by forging the election value. Our approach includes three steps, initialization, anti-spoofing announcement, and distributed decision making.
Initialization: In this step, every sensor node will be given a unique ID, two one-way key chains, and the keying materials for pairwise key establishment. The commitments of these two key chains determine the node ID, which further determines the keying materials this node will get from the server. Thus, a successful key establishment between two nodes also authenticates the node IDs to each other, which further proves the key chain commitments to each other. The detailed protocol works as follows.
Before deployment, every sensor node i (we will discuss how to do the ID assignment later) will be assigned with two random one-way key chains, a YES chain and a NO chain. The NO chain is used by this node to tell other nodes that it has no energy left for serving as the cluster leader. Therefore, it only includes a key chain commitment N i,0 and a NO key N i,1 . The YES chain is used to inform other nodes that it has sufficient energy left for serving as the new cluster leader. Therefore, it includes a key chain commitment Y i,0 and a number of YES keys
where R is the maximum number of rounds for leader election. The ID i of this node is simply the hash of the two key chain commitments,
After determining the node ID i, we will use the Blundo's pairwise key pre-distribution protocol for key pre-distribution. Specifically, the central server will maintain a symmetric bivariate polynomial f (·, ·) and pre-distribute a polynomial share f (i, ·) to every node i. Thus, the ID, the commitments, and the keying materials are tied together. Clearly, as long as two nodes can establish a pairwise key, they can immediately authenticate each other's ID as well as the key chain commitments due to our ID assignment scheme.
After deployment, the sensor nodes will be organized into clusters based on some secure cluster formation protocols such as those in [1] , [2] . Once a cluster is formed, all cluster members have the same member ID list L init .
At the beginning of cluster leader election, the cluster members need to exchange their key chain commitments among each other. Due to our ID assignment described previously,
H is one-way hash function, "||" is the concatenation operation, and "%" is the mod operation. Fig. 1 . The shuffle algorithm these commitments can be easily verified according to the node ID. After collecting all those authenticated chain commitments from other members, every cluster member will shuffle the initial ID list L init using the algorithm shown in Figure 1 and produce the same random permutation L candi , called the candidate list. This list is used for determining the leader of a cluster in each round of election. Different from the traditional shuffle algorithm [14] , our modified version uses one-way hash function H and the YES chain commitments of all cluster members to generate the random candidate list. Since the ID, the key chain commitments, and the pairwise keys are tied together, it is impossible for the attacker to manipulate the candidate list at the beginning. In other words, all benign nodes in the cluster will have the same view of the candidate list.
Anti-spoofing announcement: In each round of leader election, every cluster member needs to assess its own remaining energy and announce the result to other cluster members. If the residual energy E i of a cluster member i is greater than the threshold E th , it will disclose the next key in its YES chain to announce its willingness to be a cluster leader. If there is not much energy left for serving as the cluster leader, it will release the (only) key in its NO chain to announce its decision. In each round of leader election, a cluster member will broadcast its announcement (the chained key) α times to tolerate the channel loss. We will discuss the impact of α later.
In the r-th round of leader election, if a cluster member j receives a key in the YES chain of node i, node j can verify it by computing and comparing H r−r (Y i,r ) with the key Y i,r received earlier in the r -th round of election. If the verification succeeds, node j will update the YES key for node i; otherwise, it will drop the message. If node j receives the correct NO key N i,1 from i, node j will remove this node from the candidate list L candi .
In each round of election, every sensor node in the candidate list is required to release either a valid YES key or a valid NO key as the announcement. If any node notices that another cluster member releases both the valid (fresh) YES key for the current round and a valid NO key, it can immediately conclude that this node must have been compromised. It can then directly broadcast these two keys to other members to revoke the malicious node. As a result, we assume that a smart attacker won't release two conflicting keys, i.e., the YES key for the current round and the NO key.
Distributed decision making: In every round r, a cluster member needs to collect the fresh chained key, i.e., either the r-th key in the YES chain or the key in the NO chain, from every node in the candidate list. However, due to the lossy wireless channel and malicious attacks, the keys from some nodes in the candidate list may not reach others during this round of election. In other words, it is possible that the cluster members have different views of the keys for the nodes in the candidate list. Indeed, it is infeasible to completely eliminate this issue since an attacker can interrupt the communication and temporarily partition the network. Every partition will be likely to have its own cluster leader. Fortunately, even if the adversary disrupts the key exchanging, he can cannot convince the nodes to accept forged keys. Thus, we can take advantage of this and ensure that (i) the benign cluster members will always elect the same cluster leader as long as they are well-connected, and (ii) the leader election can recover quickly from failures once the network in the local area becomes well-connected again. A group of cluster members is said to be well-connected if the message from anyone of them can reach all others with a very high probability after no more than α times of broadcast. With these in mind, we develop the distributed decision making process as follows.
Consider a particular cluster member i in the r-th round of leader election. When there are missing keys for some nodes in the candidate list, node i will mark these nodes as inactive. Once a cluster member stays inactive for β consecutive rounds of cluster leader election, it will be removed permanently from the candidate list. Note that β also implies the maximum number of hash operations that a sensor node needs to perform for verifying a chained key. The purpose of this is to mitigate DoS attacks targeting at forcing sensor nodes to do a significant number of hash operations. Every cluster member makes its election decision purely based on the candidate list it sees for this round. Specifically, the first active node following the current cluster leader in the candidate list will be elected as the new leader for the cluster. Table I shows the leader election process in a 5-node cluster when β = 2.
In addition, we also develop a simple recovery protocol to deal with the inconsistency of the decisions made by cluster members. If a member i finds itself to be the new leader based on its candidate list, it will contact every active member to make an announcement of being the new leader with a message including all NO keys and fresh YES keys it has. Such communication is protected by the pairwise key between them. The message will also be used by the contacted node to update its own set of chained keys. In addition, if the contacted node notices that node i has missed some YES keys or NO keys, it will reply a message including all these keys; otherwise, the contacted node will use node i as the new cluster leader and send a confirm message to node i. When node i receives the missing keys, it will update the candidate list and restart the above recovery protocol since the new leader may change based on its updated list; otherwise, node i will keep checking how many "positive" responses from active members. If it receives confirmation messages from more than half of them, it will start to serve as the new leader.
If a cluster member i notices that it is not the new leader based on its candidate list, it will send the new leader (based on its own view) a message that includes all NO keys and fresh YES keys it has. This message will also be protected by their pairwise key. The contacted node will also use this message to update its chained keys. If the contacted node notices that node i has missed some YES keys or NO keys, it will reply a message including all these keys; otherwise, the message from i will be considered as a positive response from i if the contacted node considers itself as the new cluster leader and is also waiting for the responses.
C. Security Analysis
In the following, we will discuss how the proposed protocol achieves the three security goals identified in Section III.
Security goal 1: This security goal requires that only legitimate cluster members can participate in the leader election. In other words, we have to ensure that those unauthorized nodes that don't have the cluster membership cannot join the leader election and cannot impersonate any benign cluster member. These two properties are actually achieved by using the Blundo's key pre-distribution protocol [13] . The identity of a sensor node is tied to its cryptographic key. It is thus not possible for an unauthorized node to join the cluster election.
We further explain that the adversary cannot forge the announcements from benign cluster members. This is because the announcements are the keys in YES or NO chains. To forge these keys, the attacker needs to either invert the hash function H or fool benign cluster members into accepting incorrect key chain commitments. However, because of our ID assignment scheme, the ID of a sensor node i is the hash of its two key chain commitments, i.e., i = H (Y i,0 ||N i,0 ) . Therefore, to forge the key chain commitments, the adversary has to forge the ID as well. This requires the knowledge of keying materials related to the forged ID, which is not available to the adversary. Therefore, the adversary has no way to make its forged commitments accepted by any benign cluster member.
Without the proper chained keys, the adversary may try to replay the keys released earlier by the legitimate member. However, this will not impact the proposed scheme. The reason is that our scheme uses either the fresh YES key or the NO key in each round of leader election. More specifically, the index of the released fresh key in any YES chain will always be the same as the index of the current election round unless the corresponding cluster member gives up the leader election because of insufficient energy and releases the NO key. Once a benign cluster member releases its NO key, it will never release any new YES key.
Security goal 2: Note that a compromised cluster member can always behave normally like benign members and get elected as the new cluster leader at some point during the field operation. There are no effective ways to identify those "passive" malicious cluster members since there are no evidences of them being malicious. As a result, the second security goal focuses on making sure that an adversary cannot significantly impact the chance of any benign member being elected as the new leader. Thus, even if the leader is compromised, it cannot continue to control the cluster. The election protocol should ensure the fairness of cluster members being elected as cluster leaders. In the following, we would like to show how our scheme achieves this when there are compromised cluster members in the cluster. For simplicity, we assume that the benign members are well-connected. We will evaluate the impact of message loss later.
First, the attacker cannot significantly increase or decrease the chance of a benign node being elected as the new cluster leader. The leader election is based on the candidate list L candi , which is initialized at the beginning of the leader election. All cluster members in L candi will serve as the cluster leader in a round-robin manner unless they release their NO keys during the leader election. When the benign cluster members are well-connected, all benign nodes that are eligible for the leader role will be included in the candidate list L candi . As a result, they will be elected as the new leader one by one in order. It is thus not possible for the adversary to impact the chance of a benign member being elected as the new cluster leader unless it can invert the hash function H and release the undisclosed NO key of this benign cluster member. However, inverting a hash function is computationally infeasible. In addition, once a benign cluster member declares its energy insufficiency with its NO key and quits the leader election, the attacker has no way to make other benign members believe that this node is still qualified for the leader role. Because of the above reasons, we can also see that it is not possible for adversaries to significantly increase the chance of those malicious members being elected as the new cluster leader.
Second, an attacker can certainly release the NO keys of compromised cluster members to slightly increase the chance of other benign cluster members being elected as the leader. However, this is equivalent to the case of compromised members being isolated since they can no longer participate in the leader election once they quit. Hence, we believe that the attacker will not do this. Due to the limited power supply, most benign cluster members may run out of energy and cannot serve as the leader after the network is on for a long time. However, the adversary may let compromised cluster members stay in the leader election all the time and claim to have sufficient energy. Hence, the attacker will have a higher chance of taking the leader role in the later stage of the field operation. Fortunately, due to the energy limitation on sensor nodes, this can be fixed by limiting the number of rounds a given cluster member can serve as the cluster leader. This fix will not impact benign cluster members much but can effectively thwart the impact of compromised members.
Finally, the adversary may want to take over the cluster leader role at a specific time. For example, he may want to hide some critical events from being detected or reported during his intrusion into the field. However, in our protocol, the adversary cannot arbitrarily manipulate the order of the candidate cluster members (including the malicious ones) being elected as the new cluster leader. The candidate list L candi is generated by the shuffle algorithm using the hash function. The seed is the hash image of the YES chain commitments of all cluster members. Hence, to manipulate the candidate list, the adversary needs to forge key chain commitments. However, no one can forge key chain commitments because the node ID, the commitment of key chains, and the keying materials of a given node are all tied together during the initialization of sensor nodes. According to the above discussion, we can see that the adversary has very limited control over the leader election process. As a result, we can conclude that the proposed approach achieves the second security goal.
Security goal 3:
The attacker may try to disrupt the leader election by making the candidate lists discovered by different cluster members inconsistent to each other. For instance, he may provide different election values to different members and fool them into making different decisions. Fortunately, the proposed scheme can defeat such attacks effectively and guarantee that one and only one leader will be elected as long as the cluster members are well-connected.
First, as discussed before, the attacker cannot forge the announcements from benign cluster members unless he can invert the one-way function. Moreover, replaying an earlier announcement message will not help the adversary at all. This is because the freshness of an announcement from a cluster member can be verified easily based on its index in the key chain. As a result, every benign cluster member will be able to get a correct and fresh announcement from every other benign member as long as the members are well-connected.
Second, a malicious cluster member can certainly give announcements including different decisions to different cluster members. That is, he discloses the fresh YES key to some cluster members and the NO key to some other members. However, this can be easily detected by other members. Indeed, seeing the NO key and the fresh YES key from the same cluster member indicates that this cluster member must have already been compromised.
Third, a malicious cluster member may only give its announcement to some selected cluster members. As a result, some members will have updated information from this malicious node, while others will mark it as inactive. This will result in inconsistent views of the candidate list in the cluster. Fortunately, this is quite difficult for adversaries to achieve. The reason is that all the announcement messages will be broadcasted in the cluster. Once a benign cluster member receives a new announcement, it can re-broadcast the message to make sure the other cluster members also receive such message. This process is out of the control of the adversary. In addition, we have a simple recovery protocol to tolerate the inconsistency in the cluster. With this protocol, the inconsistency can be easily resolved as long as the cluster members are well-connected.
From the above discussion, we can see that when the cluster members are well-connected, benign cluster members will Fig. 2 . The probability f that a qualified node is removed from L candi v.s. the probability p that a chained key fails to be delivered.
have the same view of the candidate list. This indicates that they will agree on the same cluster leader at the end of election. Therefore, we conclude that our protocol achieves the third security goal.
Resilience to lossy channels and jamming attacks: Our security analysis has shown that our proposed protocol can work effectively and efficiently as long as the benign members in a given cluster are well-connected. However, it is also interesting to know the resilience of our protocol when the cluster members are not so well-connected all the time. Such investigation can be valuable since in typical sensor networks, we may experience high packet loss rate caused by either highly-lossy channels or intensive jamming attacks.
Fortunately, the proposed scheme can tolerate message loss effectively due to the following reasons. First, the protocol only involves the communication within the same cluster, whose members are physically close to each other. The impact of lossy channels is thus much less than that in those centralized schemes where all messages have to be delivered to a central server via many hops. Second, in each round of election, a cluster member only needs to release one key. As long as the members receive the valid YES key from the expected leader (i.e., the first active member following the current leader in the candidate list L candi ), they will always make the same decision about the new cluster leader, even if they have different views of L candi . In addition, the result from an earlier round of leader election does not impact a later round of leader election at all since the decision is always made based on the NO keys released so far and the fresh YES keys received in the current round. This means that our approach can effectively tolerate and recover from failures. The adversary has to continuously attack the communication channel (e.g., by jamming the radio) in order to disable our approach, which could be very expensive for most attackers.
Next, we will study in detail how well our protocol handles message loss. According to the protocol, each cluster member will broadcast its chained key α times in each round of election. If the YES keys of a given member are not received in β consecutive rounds of election, it will be removed permanently from the candidates list. Therefore, the attacker cannot forge the YES key and force a receiving node to perform more than β times of hash operations. Although this can mitigate the DoS attack on the verification of chained keys, a benign member that is qualified for being elected as the cluster leader may be removed from the candidate list due to the lossy channel or Fig. 3 . When the original cluster C is partitioned, each new sub-clusters will elect their own leaders separately. malicious jamming attacks.
In the following, we will analyze the probability f of a qualified node being removed from L candi . We assume that every member has received the chain commitments of other members and computed the candidate list L candi successfully at the beginning of the leader election. A fresh chained key can be either sent directly from the owner (in one-hop cluster) or relayed by the intermediate nodes (in multi-hop cluster). Let p denote the probability that a cluster member fails to receive a given chained key correctly. A large p indicates either a highly-lossy channel or frequent channel jamming attacks. The probability f can be estimated as f = p αβ , which is shown in Figure 2 . We can clearly see that this protocol can tolerate the packet loss effectively. For example, when p = 0.8 (a highly-lossy channel), α = 2, and β = 10, f is only 0.0115.
In addition, our simple recovery protocol also helps cluster members to exchange their views of chained keys, and can effectively reduce the inconsistency between benign members. The leader needs to exchange the collected chained keys with other cluster members and collect the confirmation messages from more than half of them. Here, we assume at least half of the cluster members are benign. Otherwise, the whole cluster cannot function correctly anyway. Therefore, if the normal cluster member i chooses the wrong cluster leader j, the view of the candidate list at i will also get corrected if i receives the key either from the actual leader or j.
Certainly, the adversary can launch intensive channel jamming attacks and partition the cluster into several parts. In this case, each part will work like an independent cluster and will elect its own leader. For instance, in Figure 3 , the original cluster C is divided into two new sub-clusters C 1 and C 2 . The nodes in each of these two parts are well-connected, but the nodes in C 1 cannot talk to any node in C 2 . Nodes 1,2,3,4 will have the same candidate list where nodes 5,6,7,8 are marked as inactive members; they will elect the same leader among them. The nodes in C 2 will do the same thing.
Fortunately, such network partition caused by malicious jamming attacks will not last long in practice due to the cost of launching the attack and the possibility of the attacker being detected and located. Hence, we assume that it will not last more than β consecutive rounds. In this case, we note that the proposed technique can recover quickly from the network partition once the network in the local area becomes wellconnected again. In other words, once the isolated parts can talk to each other again, they can be merged without any additional cost as long as their messages can reach each other. Specifically, in a given round of leader election, if a cluster member i receives a fresh YES key from an inactive member j in its candidate list, it knows that j becomes active again. This YES key will be propagated among the well-connected cluster members to update the candidate list at other members. In the end, all well-connected cluster members will have the same view about the active members in the candidate list and will thus elect the same cluster leader in the future.
From the above discussion, we can see that it is very difficult for an attacker to disrupt our leader election protocol without launching an intensive channel jamming attacks continuously or compromising a large number of cluster members. Therefore, we can conclude that our leader election protocol can effectively tolerate message loss.
D. Overhead
Before deployment, every sensor node is assigned with an ID i and a t-degree polynomial share f (i, ·). It also needs to store two key chains along with their commitments, one contains a single key, and the other consists of R keys, where R denotes the maximum number of rounds for leader election. In a cluster of n members (including the cluster leader), a sensor node will also need to buffer the candidate list of n IDs, n−1 pairwise keys, and 2(n−1) key chain commitments. These space requirements are usually not a problem since the cluster size is limited.
The computational overhead mainly comes from four parts. First, with the Blundo's key pre-distribution protocol, a sensor node needs to compute a t-degree polynomial to establish a pairwise key and verify the ID of another sensor node. Second, a sensor node has to perform the hash function H one time to verify the key chain commitment and at most β times to verify a chained key. Third, every sensor node has to compute the candidate list using the shuffle algorithm, which needs another n + 1 times of hash function operations. Finally, every sensor node will need to perform symmetric key operations such as encryption and authentication to protect the communication between sensor nodes. Obviously, all these operations only involve lightweight computation.
The proposed technique only incurs small communication overhead. The Blundo's key pre-distribution technique does not introduce any additional communication overhead at all for two nodes to establish a pairwise key. In the initialization step, each node only needs to disclose its ID and two key chain commitments. In each round of leader election, every cluster member is only required to broadcast a single chained key for α times. In our simple recovery protocol, the chained keys will be exchanged between the cluster members. Different from centralized approaches where sensor nodes exchange messages with the base station that is far away, our protocol only involves the communication between the cluster members that are physically close to each other. Therefore, the communication cost of our protocol is not a big problem.
E. Discussion
In the following, we will discuss some important issues related to the proposed technique. We will focus on the addition of new cluster members, the security of our protocol against typical attacks, and the comparison with the existing secure leader election protocols.
Addition of new cluster members: Our protocol can be easily extended to handle the addition of new cluster members on the fly. Suppose a new node u meets the requirements of the cluster formation protocol and joins the cluster in the r-th round of leader election. If u has sufficient energy, it can join the election without any problem. Specifically, after establishing the pairwise keys with other cluster members, u only needs to broadcast its two key chain commitments and collect the released No keys and the fresh YES keys from other cluster members. Once the cluster members (including the new one) have an updated set of commitments for all the cluster members, they can re-execute the shuffle algorithm to generate a new candidate list. Starting from the (r + 1)-th round of leader election, u can participate in the same election process as other members do using the updated candidate list.
Security under typical attacks: In sybil attacks [9] , an adversary tries to clone sensor nodes with different IDs. Since the keying materials for pairwise key establishment are always tied to the node ID, our approach is free from sybil attacks.
In wormhole attacks [10] , the attacker creates a wormhole between a pair of nodes that are far away from each other to fool them into establishing an incorrect neighbor relation. This attack does not directly affect the leader election process since the cluster membership has been determined before the leader election. However, this attack can impact the initial cluster formation and thus can indirectly affect the leader election. Fortunately, several protocols have been developed to mitigate the impact of the wormhole attacks [15] , [16] , [10] , [1] . Any of these techniques can be used to enhance the security of clustering in sensor networks.
In node replication attacks [12] , the adversary will compromise a sensor node and create many replicas of this node in many different places in the field. Since these replicated nodes have the keying materials taken from the compromised sensor node, they will be accepted by other nodes as a legitimate part of the network and impact the network significantly. The node replication attack does not impact the cluster leader election protocol directly. Instead, it impacts the formation of the initial clusters in the field. Once the clusters are correctly formed, the cluster leader election will function correctly. Hence, we consider techniques to address node replication attacks as a necessary and complementary research topic to our work.
Comparison with other techniques: In the following, we will briefly compare our scheme with other schemes that also considered the security of cluster leader election. We focus on the schemes developed in [7] , [3] , [4] , [5] , [6] .
First, our proposed protocol is fully distributed and only involves the communications between the sensor nodes that are physically close to each other. Therefore, our protocol avoids the single point failure and can be much more communication efficient than centralized schemes like those in [3] , [4] , [5] . Second, our protocol is also efficient in terms of computation overhead. It achieves security by only using efficient cryptographic algorithms such as one-way hash function. In contrast, the protocols in [7] uses digital signatures. They involve considerable computation overhead and are vulnerable to DoS attacks on signature verification. Furthermore, our proposed protocol also prevents those compromised nodes from being elected continuously for a long period of time. In addition, our protocol does not require the assumption of no message loss or packet delay as made in [7] . Finally, our protocol ensures that one and only one node will be elected as the cluster head * S1 = 130 + 29(n − 1), where n is the number of cluster members. ** S2 = R + 4, where R is the maximum number of rounds for leader election.
as long as the cluster members are well-connected. This is because the election messages (chained keys) are easy to be verified but infeasible to be forged. A cluster member cannot deny its election messages sent before. In contrast, none of the protocols in [6] guarantees such property in the presence of malicious attack.
V. IMPLEMENTATION AND EVALUATION We have implemented the prototype of our leader election scheme on TinyOS [17] and evaluated it using the TelosB [18] motes. In the experiment, we assume that the cluster size is 50. We use RC5 [19] with 8-byte long keys to implement security primitives such as encryption, decryption, hash, and MAC operations. For the Blundo's pairwise key establishment scheme, we use the implementations provided in TinyKeyMan [20] (t = 8) for polynomial evaluation.
The prototype contains components to (i) distribute and verify the ID and key chain commitments (CC), (ii) perform the shuffle algorithm to randomize the candidate list, (iii) exchange the YES keys or NO keys between cluster members in each round of election, and (iv) perform the simple recovery protocol to deal with the packet loss.
ID and chain commitments (CC) distribution: In the experiment, each sensor node establishes a pairwise key with another node and verifies the ID and the two key chain commitments of that node through a single message. Specifically, sensor node i first computes the pairwise key K i,j with every other member j, and then encrypts its two key chain commitments and sends that encrypted message to j along with its ID i. Correspondingly, node j will compute K i,j by itself, and decrypt the encrypted chain commitments. j will continue to compute the hash value of those two chain commitments to verify the ID i. If the verification succeeds, j will accept those two key chain commitments.
It costs node i about 17.27 ms to generate an encrypted message of the key chain commitments, and costs node j about 27.01 ms to decrypt the message and verify the key chain commitments. Both i and j need to compute their pairwise key by evaluating the polynomial share. The additional code space needed (in ROM) is 2734 bytes, and the extra data space needed (in RAM) is 130 + 29 × (n − 1) bytes for a cluster of n members. Specifically, every member needs to use 29 bytes of memory to store the ID (2 bytes), the two key chain commitments (2 × 8 bytes), the pairwise key (8 bytes), and some state information (3 bytes) for every other cluster member. In addition, another 130 bytes is needed for the preassigned polynomial share, the data buffers, and some other control-flow variables.
Candidate list randomization: We have implemented the shuffle algorithm in Figure 1 . This algorithm is required only once and used to generate the candidate list for the leader election initialization. The execution time is 457.49 ms. It also costs each node 308 bytes of extra code space in ROM, and 54 bytes of extra data space in RAM.
Key release and verification: In each round of election, every node needs to spend 0.24 ms in broadcasting a new YES or NO key in the chains. It will also spend 10.19 ms in processing each of the released keys from other sensor nodes. The corresponding code requires 836 bytes of extra space in ROM and R + 4 bytes of extra space in RAM, where R is the maximum number of leader election rounds. In our experiment, we set R = 50.
Simple recovery protocol: This protocol is used for packet loss tolerance. Before serving as the new leader, a sensor node will send all its collected NO keys and fresh YES keys to other sensor nodes for confirmation. Because the RF transceiver of the TelosB motes only supports up to 102 bytes of payload in each packet, those keys will be separated in several messages. In our experiment, each message contains 9 keys and needs 27.67 ms for assembling and computing the MAC. It also costs the receiving node 26.83 ms to verify the MAC and the keys in each message. For a cluster of 50 nodes, all these keys can be transmitted in 6 messages. If all the keys are correct, the receiving node will need 9.728 ms to generate the confirmation message as the reply. Verifying such a confirmation message needs 9.785 ms. The costs of sending and verifying the keys are the same as before. In our experiment, this recovery protocol needs 1766 bytes of extra space in ROM and 16 bytes of extra space in RAM.
Summary: The code size and running time of each component is summarized in Table II . In our experiment, it costs 402 bytes of ROM space and 80 + 8 × (n − 1) bytes of RAM space for a sensor node to set up pairwise keys with all other n − 1 sensor nodes using the Blundo's key establishment scheme. It takes 2.22 ms to compute each key using polynomial evaluation. In our implementation, there is 1438 bytes of ROM space allocated to the code for symmetric cryptographic operations. It is also important to notice that our protocol utilizes two basic security services, pairwise key establishment and symmetric cryptographic operations. These two basic services are common for many other security protocols. As a result, our protocol can simply reuse these security modules if they are available in the system, saving significant cost. This means that the actual cost of our protocol can be less that what we see in Table II. VI. CONCLUSION AND FUTURE WORK This paper presents an efficient and resilient cluster leader election protocol for sensor networks. Our analysis indicates that the proposed protocol is efficient and effective in dealing with malicious attacks. It is very difficult for an adversary to disrupt the protocol without launching intensive channel jamming attacks for a long time period or compromising a large number of cluster members. This protocol is also resistant to message loss; it can quickly recover from any failure as long as the benign cluster members are well-connected during the time of recovery.
There are still many open problems in secure clustering protocols. In this paper, the new cluster leader is selected based on the remaining energy on cluster members for the load balancing purpose. We plan to extend our protocol to support other election metrics such as mobility and local network connectivity. We are also interested in detecting and revoking those misbehaving cluster members.
