In this paper we present a systematic approach to measure the acoustical behavior of tubes and wind instruments using digital signal processing techniques. This approach is related to physical modeling with digital waveguides and the measurement results may be used to calibrate such sound synthesis models. The focus of this study is on the linearly behaving portions of wind instruments.
INTRODUCTION
Much of the literature on wind instrument acoustics is based on the traditional continuous-time analog approach which is valid but not as powerful for synthesis and measurement purposes as the discrete-time digital signal processing (DSP) approach. Physical modeling by DSP techniques, especially using digital waveguide filters (Smith 1992) , has enabled real-time synthesis based on simplified models that represent the most essential features of the original instrument. Rethinking in terms of linear digital filters, nonlinear operations, and excitation sources helps as well to figure out how to precisely and efficiently measure and estimate the parameters of a synthesis model. This opens up new horizons, studied only partially so far, to explore wind instrument acoustics.
In this paper we first give a short introduction to digital waveguide modeling of wind instruments, as proposed in several recent papers. As main tools for measurements and analysis we formulate relatively straightforward yet not widely known mathematics of deconvolution (or inverse filtering) along with other related mathematical topics. The requirements for successful inverse filtering are discussed.
The next part of the study is devoted to basic techniques for acoustic tube measurements. Wave propagation, reflection, and radiation may be measured easily using a miniature impulse sound source and a pair of miniature electret microphones attached to various parts of a tube. Transfer functions or impulse responses are computed by deconvolving a response by a source reference signal. Careful windowing and estimation techniques are needed to separate the excitation and the response in a registered signal before deconvolution can be applied. By extending the bore of an instrument (e.g. by replacing the mouthpiece) by a known homogeneous tube, as proposed in (Agulló et al. 1995) , the instrument may be studied by measurements made outside it. Finally we propose a method to have access to information inside an instrument during normal playing conditions based on signals registered outside it.
DIGITAL WAVEGUIDE MODELING OF WIND INSTRUMENTS
The physical modeling approach to sound synthesis of musical instruments is typically based on digital waveguides (Smith 1992 ) that represent one or two-dimensional wave propagation. The longitudinal wave propagation inside a wind instrument bore can be formulated as a bidirectional delay line. For efficient implementation the losses and dispersion can be lumped at the termination ports or other points of interest such as the finger holes so that the remaining delay lines are ideal (lossless). Wave reflection at terminations, together with the elements lumped from the bore, are represented as digital filters. Sound radiation from the termination or finger holes can also be described as a digital filter. The excitation portion, such as a reed or the lips of a player, is a highly nonlinear subsystem, however. Figure 1 shows a schematic diagram of a generic wind instrument model. Recently there have been papers describing how the waveguide approach can be used for high-quality yet real-time synthesis on DSP processors, see e.g. (Smith 1986) , (Cook 1988 (Cook , 1991a , (Välimäki et al. 1992) . In addition to simple cylindrical bore models there are advanced ways to include finger holes (Välimäki et al. 1993) and conical tube sections , see also (Välimäki 1994) . There have been, however, only few attempts to study the acoustic instruments by measurements (Agulló et al. 1995) and estimation techniques (Cook 1991b) , (Scavone 1994) , in order to get data for calibrating the synthesis models. Here our aim is to formulate a methodological framework for such purposes and show a direction for further explorations.
MATHEMATICAL CONCEPTS AND NOTATIONS
In DSP-based physical modeling, signals and systems are primarily represented in the time domain. For conceptual understanding as well as for practical implementation of the measurement and estimation techniques the time vs. frequency-domain duality is important. Let us denote
where the discrete-time signal x n ( ) is mapped to a complex-valued sequence X k ( ) using the discrete 
so that the efficient Fast Fourier transform (FFT) and its inverse (IFFT) may be applied for fast numerical computations. Discrete convolution is formally equivalent to digital filtering as well as to polynomial multiplication.
Deconvolution:
The inverse problem to convolution is to obtain the impulse response h n ( ) or the input
where ø denotes the operation of deconvolution. In digital signal processing this is equivalent to inverse filtering, i.e. obtaining input using (3b), when the output y(n) and the impulse response h(n) are given. Formally it also corresponds to polynomial division. We may define deconvolution through frequencydomain computation as
i.e., by division in the frequency domain which implies an efficient way to compute it using the FFT.
The reciprocal of sequence x n ( ) is defined here as another sequence y n ( ) that, when convolved with
where RCP ! { } is the reciprocal operator and ! n ( ) is a unit impulse with value 1 at index 0 an zero elsewhere. Thus the reciprocal of the impulse response of a linear system, when fed into the system, yields a unit impulse.
The cascading operation in the time domain is defined here as
meaning that p sequences are convolved together, if the exponent p is a positive integer. For negative integer values of p we may denote
and we call it inverse cascading. As a special case x n ( )^0 = ! n ( ) , i.e., it yields a unit impulse. Fractional cascading with real-valued p is a useful operation for length scaling of wave transmission responses in acoustic tubes. The operations defined above for discrete-time sequences as well as their frequency-domain equivalents are the mathematical tools to be used to estimate impulse responses and excitations of linear tube systems when some measured discrete-time signals are available.
Finite length (support) and spectral considerations
All practical numerical signal processing is based on finite-length sequences. This is especially true for acoustic measurements of tube responses where careful windowing must be applied to yield desired parts out of registered signals. Another issue of importance is the computation of operations such as convolution, deconvolution, reciprocal, and cascading through frequency-domain operations. These yield circularly distorted results unless the size of DFT and IDFT is large enough. We will consider the requirements that must be met in order to guarantee faithful results.
Convolution requirements: For two finite support sequences
the resulting convolution sequence and its nonzero support are y n
Here n i,s is the start index of sequence i and n i,e is the end index (first nonmember of the interval). The size of the resulting nonzero sequence is thus size y n
If the size of the DFT and IDFT transforms used for convolution according to (2) is equal to or larger than the value from (10) the resulting sequence is unfolded (noncircular) and corresponds to the convolution by the time-domain algorithm (9). (Numerical differences due to finite precision are not considered here.) The circularity property of DFT-based convolution is easily shown for a pair of unit impulses
where mod(n,N) is n modulo N. The DFT and IDFT operations are computed over index range [0, N). Deconvolution requirements: Folding due to circularity must be avoided in deconvolution as well. In a general case this turns out to be more difficult than with convolution. We may write q,r
Here deconv means deconvolution and conv convolution, q is the quotient, and r is the remainder in the sense of polynomial division. The time-domain computation of deconvolution in (11) and the frequencydomain version in (4) are equivalent only if the polynomial division stops with zero remainder within a step count that is equal to the transform size used for (4). In a general case the result is infinitely long as can be understood when the deconvolution is interpreted as inverse filtering, i.e., filtering using an IIR filter. This also implies the possibility of instability if the ztransform polynomial of sequence a in (11) has zeros outside the unit circle in the complex plane.
Since the deconvolution result is practically always infinitely long, folding due to circularity in (4) cannot be entirely avoided using finite size transforms. This does not, however, make frequency-domain deconvolution useless. A test is needed to guarantee that the amount of folding remains acceptably low. By comparing the tail values against the maximum value of the deconvolution result we may find a measure of folding and accuracy. The size of transforms can be automatically increased if the desired accuracy is not met.
If the Fourier transform in the denominator of (4) has values approaching zero, the division result will have corresponding spectral poles (unless the numerator also happens to have the same zeros) and computational accuracy may be a problem. A practical way to look at this is that both the numerator and the denominator should have good enough signal-to-noise ratio (including the quantization effects due to finite word-length precision). Form (4) avoids some accuracy problems found with the direct time-domain algorithm and at the same time it is computationally very efficient. Complete knowledge of sequence x 1 n ( ) or x 2 n ( ) is not needed, contrary to what has been assumed in (Agulló et al. 1995) . There are methods to improve the stability of the time-domain deconvolution (see prev. ref.
), but frequency-domain processing may as well be improved using spectral criteria in order to reduce errors due to measurement noise.
In practice the cases where the spectral level of the denominator in (4) approaches zero are typically found at very low frequencies (d.c. sensitivity of acoustic transducers is often zero) and at high frequencies near half of the sampling rate especially due to antialiasing filters in A/D converters. These require special care to be taken so that the frequency-domain division yields reliable results.
Requirements for reciprocal and cascading: As a special case of (4) the computation of reciprocal as defined in (5) must meet the same requirements as the computation of deconvolution. The cascading operation (6) is reduced to a series of convolutions when the parameter p is a positive integer. In such a case the size of DFT and IDFT transforms needed is size x n
For negative integer values of p the requirements of reciprocal and cascading operations are to be applied together. When p is a real number the operation may be called fractional cascading since it may be seen as consisting of a "fraction of an impulse response" in addition to an integer number of cascaded systems. This finds natural use in representing wave propagation systems where an impulse response from a point to another can be scaled by this operator to correspond to another length of wave propagation. When the scaling parameter p in fractional scaling is a real number, the size requirement for DFT-based computation is in theory infinite. This can be seen by cascading an impulse k ! n " n 0 ( ) of amplitude k by factor p which yields
when the transform size N approaches infinity. In practice the transform size for frequency-domain computation of the cascading operation must be large enough to keep temporal folding due to circularity acceptably low.
TUBE MEASUREMENT TECHNIQUES
The wave transfer functions of a wind instrument without the mouthpiece can be measured using the prolongation tube method as shown in Fig. 2 , cf. (Agulló et al. 1995) . When the properties of the prolongation tube are known (measured or computed) the transfer functions of the instrument, such as reflection from the bore, driving-point impedance, as well as transmission through the bore and radiation from the terminating opening, can be computed from data that is measured outside the instrument. An impulse-like excitation is sent from a miniature driver (sound source) in the prolongation tube and microphones in positions M 1 , M 2 and M 3 are used to record the responses. Deconvolution of (3a) can be applied to compute the desired impulse response h n ( ) when excitation x n ( ) and response y n ( ) are available. The main requirement is that the excitation and the response must be separable in the microphone signals using windowing or estimation techniques. The acoustic excitation from the sound source driver may be made more impulse-like by first measuring the response and then computing its reciprocal (5) to be used as a new excitation to the driver (Välimäki et al. 1995) . Actually, the excitation may be any flat-spectrum signal-such as white noise or maximum-length sequences (Borish and Angell)-as far as all measured signals can be deconvolved by it to yield impulse responses where the excitation and the response are separable. Repetition and averaging is also desirable in order to reduce measurement noise in the results.
The wave transmission properties of the prolongation tube can be determined using microphone signals at M 1 and M 2 by first windowing the direct sound source responses and then deconvolving M 2 response by M 1 response. Any other transmission response, such as from M 2 to J can be computed with length scaling by applying fractional cascading as defined in (6).
The two main modeling properties of the instrument to be measured are ( Fig. 2) : r (n) , the backwards reflection impulse response, also called reflectance, from the bore at junction J (the tubes are matched to have the same diameter at the junction), and t (n) , the transmission from J through the bore, combined with sound radiation from the open end, as measured by microphone M 3 . The reflection response r (n) is computed by deconvolving the original and the reflected response at microphone M 2 and by compensating for the transmission from M 2 to J and back to M 2 (by deconvolution). The transmission and radiation response t (n) is computed by deconvolving M 3 response by M 2 response and compensating for the transmission from M 2 to J.
Another feature of interest is the acoustic impedance of the instrument bore as seen from the junction J. Its DFT, Z(k ) , may be computed from R(k ) , the DFT of the reflection response r (n) , as
where Z 0 is the acoustic impedance of the prolongation tube and P + (k ) and P ! (k ) are DFT's of the pressure signals (Fig. 2) .
Practical considerations
We have carried out tube and wind instrument measurements using the following equipment. An approximation of a unit impulse is generated by a miniature transducer (a Walkman headphone driver). Its response is registered by miniature electret pressure microphones (Sennheiser KE4-211-8) in positions M 1 , M 2 , and M 3 (max 2 microphones per measurement). A computer program driving 16-bit stereo A/D and D/A converters controls the measurement process. A sampling rate of 22 kHz is used which yields a frequency band of up to about 10 kHz.
Since all transfer functions and impulse responses are relations of two signals, there is no need for absolute calibration of the microphones used in the measurements. The reflection response r (n) depends primarily on the excitation and response that are windowed from microphone M 2 signal so that the result is automatically self-calibrated. For measurements that rely on signals from two microphones we have used a sensor switching method (Välimäki et al. 1995) where the positions of the microphones are switched between two experiments. Geometrical averaging of the two transfer functions (in the frequency domain) yields a calibrated result.
Another interesting problem in practice is due to partial overlapping of the excitation and the response in a recorded microphone signal unless a very long prolongation tube or a very ideal sound source is used. Hence, simple windowing cuts the 'tail' of the excitation. We applied the Prony's method (Parks and Burrus) to extrapolate the tail. This ARMA model allows to estimate the overlapped part of the excitation signal. The order of the denominator was selected to be the highest one that did not yield any instability, in order to maximize the precision of the estimation. The order of the numerator was set equal to the length N (in samples) of the non-overlapped part, so that the N first points of the estimated signal exactly matched the N first points of the registered signal. This technique results in a filter whose impulse response approximates the entire excitation, without introducing error for the N first points. Figure 3 shows impulse responses at microphone positions M 1 and M 2 in the prolongation tube with open end (no instrument) at the right side. In both cases signal A is the excitation traveling to the right, B is the first reflection from the open end, and C the next reflection from the driver. These are the results when a reciprocal excitation signal is used. 
MEASUREMENT EXAMPLES AND RESULTS
We will demonstrate the methodology presented above by a couple of simple tube measurements and a measurement on the reflection impulse response of the clarinet bore. The left side of Figure 4 shows the magnitude of wave transmission in a cylindrical tube, both a measured result and a theoretical curve. The right side illustrates the reflection from an open end, both measured and theoretical. We may find that the differences between measured and theoretical values are maximally about 0.5 dB within the frequency band of interest (200 Hz ... 7 kHz). (Beranek) .
Reflection from the clarinet bore
The measurement of the reflection function described above was applied to a clarinet with closed finger holes. Figure 5a shows the impulse response reflected back from the instrument bore as seen at junction J in Fig. 2 . The first 3.5 ms in Fig. 3a show the reflections from closed finger holes. The smoother wave component around 4 ms is the main reflection from the open termination of the instrument which determines the fundamental frequency of oscillation in normal playing conditions. An estimate of the tube profile could be integrated from the reflection function (Sondhi and Resnick) . Figure 5b depicts the spectrum of the reflection that shows lowpass characteristics. The reflection responses in Fig. 5 may be further be used in designing the reflection filter R(z) of the waveguide synthesis model in Fig. 1 . Separate reflections from closed finger holes must be discarded in order to keep the model simple and efficient. The magnitude response of Fig. 5b can be approximated by a low order lowpass filter. The effective delay of the model loop can be estimated from the phase behavior of the reflection response (not shown here).
