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ABSTRACT 
In the factorization A = QR of a sparse matrix A, the orthogonal matrix Q can 
be represented either explicitly (as a matrix) or implicitly (as a sequence of House- 
holder vectors). A folk theorem states that the Householder vectors are much sparser 
than Q in practice. In this paper we make this folk theorem precise: we prove tight 
upper and lower hounds on the nonzero counts of the two representations in terms of 
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the quality of separators in the column intersection graph of A. We conclude that the 
folk theorem is true when A is nearly square, but not when A has many more rows 
than columns. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION 
The orthogonal factorization A = QR is central to direct methods for 
least-squares and eigenvalue problems. Let A be an m-by-n matrix of full 
column rank, so that m > n. The “narrow” QR factorization is A = QR, 
where Q is an m-by-n matrix with orthonormal columns that span the range 
of A, and R is an n-by-n upper triangular matrix with positive diagonal 
elements. This factorization is unique. In the “wide” QR factorization, Q is 
square, and its last m - n columns span the null space of AT. The narrow 
factorization is sufficient for many applications. Most of this paper discusses 
the narrow factorization; Section 5 considers the wide one in a special case. 
The orthogonal factor Q is often stored implicitly, as follows. Let A = 
H,H!2 **a H, R, where Hi is a Householder reflection that zeros out column i 
of A below the main diagonal. The reflection Hi = Z - h,hT is a rank-l 
modification to the identity, and can be represented compactly by the column 
vector hi. The Householder matrix H = [h,, . . . , h,] is the concatenation of 
these vectors. Since hi is zero in positions 1 through i - 1, the Householder 
matrix is lower trapezoidal. Given H and a vector a, the matrix-vector 
product Qa can be computed efficiently [71. 
In practice, when A is sparse, H is often observed to be much sparser 
than Q. For example, in the factorization of the square matrix in Figure 1, Q 
is more than ten times as dense as H, which in turn has about twice as many 
nonzeros as A. (The triangular factor R here is about four times as dense as 
A.) On the other hand, Figure 2 shows a rectangular matrix in which the 
difference between H and Q is much less dramatic: here Q has only 50% 
more nonzeros than H, and both are an order of magnitude denser than A. 
The purpose of this paper is to study the sparsity of these representations, 
and especially to explain the difference between the near-square and highly 
rectangular cases. 
In Section 2, we introduce the standard graph-theoretic model of QR 
factorization. We then analyze the nonzero counts of the factors Q, R, and H 
in the important case where (1) the column intersection graph of A has 
“good” separators and (2) these separators are used to order the columns of 
A in a so-called nested dissection ordering (which will be defined later). In 
Section 3 we give upper bounds for nested dissection orderings, and verify 
that they are tight for these orderings; these results summarize and modestly 
extend previous results scattered in the literature. 
SPARSE ORTHOGONAL FACTORIZATION 85 
A 
: .:.~ ....~ 
~m~ . • r • : : "  
:~. .:.~ 
. . -  .~..~..:j, 
:;. : .~".: 
Q 
. . . .  • - ~ amu.  L 
~z = 36381 
R 
Fro. 1. 
H 
.iff" . " 
~ ' ~ "  : . . . .  
mt = 35"/9 
A matrix A with 452 rows and columns, and its factors Q, R, and H. 
Two new results appear in the next two sections of the paper. In Section 
4, we obtain lower bounds which show that the fill incurred by the nested 
dissection orderings can be reduced by no more than a constant factor. In 
Section 5, we show that for an important special case the null-space part of Q 
has about the same density as H and the narrow part of Q. Finally, Section 6 
sums up. 
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A matrix A with 219 rows and 85 columns, and its factors Q, R, and H. 
6. GRAPH MODELS OF QR FACTORIZATION 
Three graphs model sparsity structure in QR factorization: the column 
intersection graph, the filled column intersection graph, and the column 
elimination tree. Gilbert and Ng [16] discuss these graphs in detail; here we 
review them briefly. All three graphs have the same set of vertices, namely 
the integers 1 . . . . .  n, representing the columns of A. 
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The matrix A = (qj) is m by n, with m 3 n and rank n. We write I A] 
for the number of nonzeros in A. Every matrix with full column rank admits 
a row permutation that makes the diagonal elements nonzero [17]. Through- 
out the paper, we assume that the diagonal elements of A are nonzero. The 
three graphs we define below are independent of the row ordering of A. 
The column intersection graph of A is the undirected graph G,,(A) in 
which an edge joins two vertices whose columns share a nonzero row in A: 
G,,(A) =({I:n),{(i,j):31cwithaki+Oandakj+0)). 
Figure 3 shows an example. This graph corresponds to the matrix of the 
normal equations: each symmetric pair of off-diagonal nonzeros in ATA is 
represented by an edge of G o(A). We write this fact as 
ATA E G,(A). 
(Formally, if M is an n-by-n matrix and K is an undirected graph with n 
vertices, we define M G K to mean that mij # 0 implies that (i, j) is an 
edge of K.) If the nonzeros of A are algebraically independent (the so-called 
generic case), then this containment holds in both directions, and G o ( A) is 
the (conventional) graph of the matrix ATA. 
The jlled column intersection graph of A is the undirected graph 
Gi( A) that results from performing symbolic Cholesky factorization [9] on 
G ,, ( A). One characterization of G f,( A), due to Rose, Tarjan, and Lueker 
[28], is that an edge joins vertices i and j in GA(A) whenever G n(A) 
contains a path between i and j that passes only through vertices with 
numbers less than min(i, j). Figure 3 shows an example. 
FIG. 3. A matrix A, its column intersection graph G o(A), and its filled column 
intersection graph G “, ( A). 
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The filled column intersection graph represents the Cholesky factor of the 
normal equations matrix ATA. Since that Cholesky factor is equal to R in the 
QR factorization, 
R G G+,(A). 
George and Heath [S] use this containment to design data structures for 
sparse QR factorization. The conditions under which it is a generic equality 
are subtle; several of the references study this question, and we return to it in 
Section 4. 
In the column elimination tree of A, denoted T n ( A), the parent of vertex 
i is the smallest j > i adjacent to i in G ‘, ( A); if i has no larger neighbor, 
then i is a root. This “tree” is actually a forest with one connected compo- 
nent for each connected component of G “(A). Figure 4 shows an example. 
Elimination trees have many uses in sparse factorization; Liu [23] gives a 
survey. In a sense, this tree represents dependences among the columns in 
QR (and other) f ac orizations. t The column elimination tree is a depth-first 
spanning tree of GA(A), which means that every edge of GA(A) joins an 
ancestor and a descendant in the tree. 
George, Liu, Ng, and Peyton [lo, 251 use paths in this tree to bound the 
nonzero structure of the rows of Q and If. Write Q = [Qi; *** ;Qm], H = 
[H,; -a- ; H,,], and A = [A,; *** ; A,] by rows (as in Matlab notation). Then 
the structure of Qi (as a set of column indices) is a subset of the path in 
T,(A) from the vertex representing the first nonzero index in row Ai to the 
root of T n( A) [more precisely, the root of that connected component of 
T,(A) containing the first nonzero index in row Ai]. Note that all the 
nonzero column indices in row Ai occur along this path. 
‘x x x x 
x x x x 
X x x 
x x x x 
x x x 
i x x x 
5 
4 b 2 3 1 
FIG. 4. The orthogonal factor Q and the column elimination tree T,(A) for the 
matrix from Figure 3. 
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The structure of Hi is also a subset of this path in T,(A); but, since H is 
lower trapezoidal, a stronger statement is true: the structure of Hi (as a set of 
column indices) is a subset of the path in T n ( A) from the first nonzero index 
in row Ai to the appropriate root or to vertex i, whichever is smaller. 
Ng and Peyton [25] also give conditions under which the containments are 
tight, some of which we discuss in Section 4. 
3. UPPER BOUNDS 
We now bound from above the number of nonzeros in Q, R, and H, 
under the hypothesis that the column intersection graph Go(A) and its 
subgraphs have good separators. A separator is a small set of vertices whose 
removal divides a graph approximately in half. 
Formally, we say that a class of graphs is n*-sepurable, for some A < 1, if 
there exists c > 0 such that every n-vertex subgraph of a graph in the class 
has a set of at most cn* vertices (a separator) whose removal leaves no 
connected component with more than In vertices. (Any constant between 0 
and 1 could be substituted for 3, changing only the choice of c [21].) For 
example, planar graphs are n’/‘-separable [21], as are graphs of bounded 
genus [14] and graphs that omit any fKed minor [2]; finite-element meshes of 
bounded aspect ratio in d dimensions are nl- ‘/d-separable [24]. 
Henceforth, we will consider A and c to be fured, and we w-ill use 
asymptotic O( > notation in which the only variables are n and m. Thus, in 
an expression like O(n”), the constant hidden by the 0 may depend on c 
and h but not n. 
The following upper bounds for G-separable graphs are straightforward 
consequences of earlier work, though the results for Q and H have not been 
stated before. 
THEOREM 1. Let A be an m-by-n matrix offull column rank, such that 
G “(A) is a member of a G-separable class of graphs. Then there exists a 
column permutation P such that the matrices Q, R, and H in the narrow QR 
factorization of AP satisfy the following bounds: 
(1) IRI = O(n lo n). 
(2) IQ1 = O(m8). 
(3) 1 H 1 = O(n log’ n + (m - n)&). 
Proof. A column permutation P of A corresponds to a labeling of the 
vertices of the column intersection graph G n(A) with the integers [l : n]. We 
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use a nested dissection ordering: find a separator in the graph, number its 
vertices last, then recursively number the fragments of the graph. Formally, 
we take P to be Lipton, Rose, and Taxjan’s “generalized nested dissection” 
ordering [21], which includes the separator vertices themselves in each 
recursive call (though it does not reorder them). Now we count the nonzeros 
in the factors R, Q, and H of AP. (We shall assume that the rows of AP 
have been permuted to make the diagonal elements nonzero, but to simplify 
notation we won’t mention this row permutation explicitly.) 
First, consider R. Since R G G’,< API, Lipton, Rose, and Tarjan’s analy- 
sis of Cholesky factorization with generalized nested dissection [21] shows 
that lR1 = O(n log n). 
Second, consider Q. First we bound the height of the column elimination 
tree To ( AI’). A path from a leaf to a root of T n ( AP) includes vertices from 
at most one separator at each level of the nested dissection recursion. Since 
the graph size decreases by a constant factor at each level, and the separator 
size is proportional to the square root of the graph size, the sum of the 
separator sizes on the path (and the height of the tree) is O(6). Each row 
Qi is a subset of a path in the tree, so IQ,1 = O(6) for each i, and 
IQ1 = O(m6), 
Third, consider the first n rows of H, which are zero above the main 
diagonal. George and Ng [ll] prove that the structure of these rows of H is a 
subset of the structure of the symbolic Cholesky factor of AP, which is 
GA(AP). (George and Ng actually consider only the case of square A, but 
their result extends easily to the nonsquare case [16].) Therefore these n rows 
of H have O(n log n) nonzeros in all. 
Finally, consider the last m - n rows of H. The structure of each such 
row Hi is a subset of the path in T,( AP) from the first nonzero in row Ai 
to a root. Therefore I HiI = O(G) for all rows i, and I H I = O(n log n + 
(m - n)&). n 
A similar analysis leads to bounds for graphs with larger separators. If 
G n ( A) is a member of an n”-separable class for some k < A < 1, then the 
nested dissection ordering gives 1Rl = 0(n2*), IQ1 = O(mn”>, and IHI = 
0(n2* + Cm - n>n*). 
Theorem 1 says roughly that there are two regimes in the comparison 
between the storage required for Q and that for H. If A is square or nearly 
so [that is, if m - n = o(n)], then Q h as asymptotically fewer nonzeros than 
a dense matrix [O(n3’2> instead of n”], but many more than H [which has 
only O(n log n)]. On the other hand, if m - n is on the same order as n, 
then H is smaller than Q only by a constant factor, and if m is much larger 
than n, then the difference between the sizes of Q and H is a low-order 
term. 
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4. LOWER BOUNDS 
Now we prove that the upper bounds in Section 3 are best possible in two 
senses: First, the analysis of the column nested dissection ordering is tight if 
the matrix satisfies an irreducibility condition. Second, the column nested 
dissection order itself is best possible (within a constant factor) for a large 
class of matrices. 
An m-by-n matrix A is strong Ha8 [5] if, for every 0 < k < n, every set 
of k columns of A collectively contains nonzeros in at least k + 1 rows. (This 
implies m > n.) The strong Hall property is a kind of irreducibility under row 
and column permutations; for a square matrix A, “strong Hall’ is the same as 
“fully indecomposable” [4, Section 4.21. 
PROPOSITION 1 [5, 18, 25, 271. Suppose A is an m-by-n strong Hall 
matrix, with factors Q, R, and H. Then in the generic case the following are 
all true: 
1. A 
1 follows from Hall’s theorem [17]. Part 2 is due to Coleman, 
Edenbrandt, and Gilbert [5]. Part 3 is a consequence of three results: Hare, 
Johnson, Olesky, and van den Driessche [18] characterize the positions of Q 
that could possibly be nonzero in QR factorization; Pothen [27] shows that all 
those positions are simultaneously nonzero in the generic case; and Ng and 
Peyton [25] show that in the strong Hall case Hare et al’s characterization is 
equivalent to the tree-path characterization. Part 4 is also due to Ng and 
Peyton [25]. 
Hare et al. [18] and Pothen [27] also characterize the structures of Q and 
R when A is of full rank but is not strong Hall; and Ng and Peyton [25] also 
discuss the general case. Gilbert and Ng [16] perform a related analysis of the 
structures of the factors of A in Gaussian elimination with partial pivoting. 
If A is not strong Hall, the containments may not be tight. For example, 
consider a square A whose first row and main diagonal are full, and whose 
other entries are all zero. In this case, Q is diagonal (as is H > and R has the 
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same structure as A; but T,(A) is a single path and GA(A) is a complete 
graph, so the containments would predict that Q and R are full upper 
triangular matrices. 
We now turn to the question of optimality of the nested dissection 
ordering. In several contexts, the best attainable matrix orderings are related 
to the best separators in a graph [l, 3, 121; that turns out to be the case here 
as well. 
PROPOSITION 2 (Hoffman, Martin, and Rose [201X Let A be a generic 
strong Hall matrix such that G n(A) is an n-vertex square grid graph, with 
n = k2 vertices in a square away and each vertex adjacent to its fmr nearest 
neighbors. Then the upper triangular factor R in the orthogonal factorization 
AP = QR has at least cn log n nonzeros for every column permutation P, 
where c > 0 is a constant. 
Hoffman, Martin, and Rose actually proved this proposition for the 
Cholesky factor, but it follows for the R in QR factorization from Proposi- 
tion 1. We can get lower bounds for Q and H by a different argument, which 
is new. 
THEOREM 2. Let A be a generic strong Hall matrix with n columns, and 
suppose that at least s vertices must be deleted from the graph G n(A) to 
leave connected components of size at most n/2. Then the orthogonal f&or Q 
in the factorization AP = QR has at least ns/2 nonzeros for every column 
permutation P. 
Proof. Consider the column elimination tree T,( AP). We consider a 
vertex v as one of its own descendants; the proper descendants of v are all 
its descendants except v itself. 
Let S be the set of tree vertices that have more than n/2 descendants. If 
S is empty, then the graph G n ( AP) is disconnected and has no component 
with more than n/2 vertices, whence s = 0 and there is nothing to prove. If 
S is nonempty, it includes exactly one root, and each vertex in S has at most 
one child in S, since two disjoint subtrees cannot both have more than n/2 
vertices. Therefore S consists of a path from a root to some vertex y. If we 
delete the vertices of S from G .( AP), each remaining connected compo- 
nent is a subtree of T,( AP). Each such subtree’s root has at most n/2 
descendants (since it is not in S). Thus each connected component has at 
most n/2 vertices. The hypotheses of the theorem then say that S has at 
least s vertices. 
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Let Y be the set of vertices (i.e. integer column indices of AP) that are 
proper descendants of y. Since y E S has more than n/2 descendants, Y 
has at least n/2 elements. Let X be the set of indices of rows of AP that 
have nonzeros in columns from Y. Since A is strong Hall, X is larger than Y 
and has more than n/2 elements. Now consider a row index i E X. The tree 
path in T,( AP) that describes the structure of row Qi includes some vertex 
in Y, and therefore includes y and the entire path S from y to the root. 
Therefore row Qt has at least s nonzeros. Since X has more than n/2 
elements, Q has more than n.s/2 nonzeros in all. n 
Using this proposition and theorem, we can show that several of the 
bounds in Section 3 are best possible. 
Let G be any graph with m edges and n vertices. Its edge-vertex 
incidence matrix A has m rows, one for each edge, and n columns, one for 
each vertex. Each row has two nonzeros, one equal to + 1 and one equal to 
- 1. If the edge corresponding to row k has endpoint vertices i and j, then 
ski = +l and akj= - 1 or vice versa. (The choice of a positive and a 
negative endpoint for each edge is arbitrary; we think of it as establishing an 
arbitrary direction for each edge, from its + 1 to its - 1 endpoint.) It is easy 
to see that G is equal to G o(A), the column intersection graph of its 
edge-vertex incidence matrix. Since each row of A contains one + 1 and one 
- 1, the sum of the columns of A is zero, and the rank of A is at most 
n - 1. In fact, if the graph G has c connected components, then the rank of 
A is exactly n - c. 
The edge-vertex incidence matrix arises in many settings, including 
finite-element analysis and electrical circuits. Strang [30, pp. 70-741 gives a 
good introduction to incidence matrices and their applications. 
COROLL4RY 1. For all n, there exist m-by-n matrices with m = O(n) for 
which the bouno!.s on IQI, IRJ, and IH 1 in Theorem 1 are tight to within a 
constant f&or. 
Proof. Consider a generic matrix whose nonzero structure is that of the 
edge-vertex incidence matrix of the s uare grid graph. This graph satisfies the 
hypotheses of Theorem 2 with s > ? n , which shows that the bounds on IQ1 
and I H I in Theorem 1 are tight to within a constant factor. The same 
statement for I RI follows from Proposition 2. W 
COROLLARY 2. For all n, there exist m-by-n matrices with m/n arbitrar- 
ily large for which the bounds on IQI, I RI, and I H I in Theorem 1 are tight to 
within a constant factor. 
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Proof. Again, consider a generic matrix A whose nonzero structure is 
that of the edge-incidence matrix of the square grid graph. To construct 
examples where m is arbitrarily large relative to n, simply take multiple 
copies of the rows of A. This does not change G n(A). n 
5. THE NULL BASIS 
The usual definition of the QR factorization is A = QR, where Q is m by 
m and orthogonal, and R is m by n and upper trapezoidal. In this case the 
last m - n columns of Q are an orthonormal basis for the null space of AT, 
and are not in general uniquely determined by A. Sparse null bases for sparse 
matrices have been studied extensively [6, IS, 19, 291. In some cases, the 
sparsest orthonormal null basis is much denser than the sparsest unrestricted 
null basis [26]. 
We have not made a complete analysis of orthonormal null bases in the 
context of sparse QR factorization, but we present in this section a result 
showing that in one important case the null-basis part of Q has about the 
same sparsity as the rest of Q. 
THEOREM 3. Let A be the m-by-n edge-vetiex incidence matrix of a 
connected planar graph G with n vertices and m edges. Then after a suitable 
c$umn permutation, A has a QR factorization in which R has O(n log n) 
nonzeros, and Q (including the null-basis part> has O(n3i2) nonzeros. 
Proof. Since G = G n(A) is planar, it is &-separable, and Theorem 1 
says that ordering the columns of A by nested dissection gives a QR 
factorization in which R has O(n log n> nonzeros and the first n columns of 
Q have O(n312) nonzeros. It remains to show that AT has an orthonormal 
null basis with O(n3j2) nonzeros. (Note that permuting the columns of A 
does not change the null space of AT.> 
Since G is connected, AT has rank n - 1. Thus a null basis of AT has 
m - n + 1 columns. Every cycle in G determines a null vector of AT as 
follows: traverse the edges around the cycle, adding the columns of AT whose 
edges are traversed “forward’ from their + 1 to - 1 ends, and subtracting the 
columns whose edges are traversed “backward” from their - 1 to + 1 ends. 
The sum is zero; thus the vector with + 1 for each forward edge in the cycle 
and - 1 for each backward edge is a null vector of AT. 
Now embed G in the plane. Euler’s theorem says that the embedded 
graph divides the plane into m - n + 1 finite faces (plus one infinite face). 
Each face is bounded by a cycle in the graph G. The m - n + 1 null vectors 
corresponding to cycles bounding finite faces are linearly independent, and 
constitute the f&al null basis of AT. Let B be the matrix whose columns are 
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those null vectors, so that B has m rows and m - n + 1 columns. The null 
basis B has less than 2m nonzeros (because each edge occurs at most twice 
in a facial cycle), but the columns of B are not mutually orthogonal. 
Consider the column intersection graph G o(B). The vertices of Go(B) 
are the finite faces of the embedding of G; two faces are adjacent in G ,,( B) 
if their boundary cycles share an edge in G. Therefore G o(B) is the planar 
dual of the graph G, and is itself planar. Theorem 1 thus implies that there is 
a QR factorization of a column permutation of B, say BP = QB R,, in which 
Qs has only O(m m - n + 1) nonzeros. The columns of Qs are an 
orthonormal basis of the column space of B, which is the null space of AT. 
Thus Qs is an orthogonal null basis for A*. Since G is planar and connected, 
we have n - 1 < m < 3n - 3, and hence Qs has 0(n312) nonzeros, as 
desired. n 
We conjecture that the bound O(n 3/2) is the tightest possible in general, 
and in fact that the edge-vertex incidence matrix of a planar graph satisfying 
the separator condition in the hypothesis of Theorem 2 has at least ens 
nonzeros in every null basis, for some constant c > 0. 
Comparing the density of Q and H for these matrices, we see that H is 
sparser [with O(n log n + (m - n)&) nonzeros as against O(m6) = 
0(n3”) for the “wide” Q]; but if the graph has enough edges that m - n is 
comparable to n, the densities differ only by a constant factor. 
Stephen Vavasis (personal communication) has suggested that this result 
might extend to all matrices A for which the column intersection graph 
G o ( A) is &-separable. 
6. REMARKS 
This paper is essentially an attempt to make precise a folk theorem. We 
show that for a common class of square matrices, namely matrices whose 
column intersection graphs are G-separable, Q is much sparser than a full 
matrix, but much denser than H or R. On the other hand, if the matrix is m 
by n with m/n bounded away from one, then both H and Q can have 
O(m&) nonzeros; and if m is much larger than n, then the difference 
between H and Q is a lower-order term. Thus, for matrices that are far from 
square, the Householder vectors do not save much space compared to the 
explicit matrix Q. 
The Householder matrix has the advantage that it represents the null-space 
part of Q as well as the range-space part. For an important class of matrices 
-edge-vertex incidence matrices of planar graphs-we showed that the 
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null-space part of Q, like H, has only 0(n3/2) nonzeros after suitable 
permutation; but even then H is more compact by a constant factor. 
This work was partly motivated by a project to add sparse-matrix data 
structures and algorithms to Matlab [15]. In this setting, there is an esthetic 
advantage to returning Q instead of H as the result of a QR factorization: 
everything is a matrix in Matlab, and an orthogonal matrix should be 
represented no differently than any other. 
We thank the anonymous referees, whose suggestions have improved the 
presentation signijlcantly. 
Note added in proof. Recently, Lu and Barlow [31] have described a “multi- 
frontal’ representation for the Householder matrix H. Their representation 
uses only O(n log n> nonzeros for the factor of a planar edge-vertex inci- 
dence matrix. 
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