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Abstract
We study the problem of the existence, uniqueness and stability of solutions of reflected
stochastic differential equations (SDEs) with a minimality condition depending on the law
of the solution (and not on the paths). We require that some functionals depending on the
law of the solution lie between two given ca`dla`g constraints. Applications to investment
models with constraints are given.
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1 Introduction
In this paper we consider reflected SDEs of the form
Xt = X0 +
∫ t
0
f(s,Xs−) dMs +
∫ t
0
g(s,Xs−) dVs + kt, t ∈ R
+, (1.1)
In (1.1), f, g : R+ × R → R are continuous functions, M is a martingale, V is an adapted
process of bounded variation and k is a deterministic function which for given two sided
Lipschitz continuous function h : R+ × R → R compensates reflections of the functional of
X of the form Eh(t,Xt), t ∈ R
+, on ca`dla`g constraints l, u such that lt ≤ ut, t ∈ R
+ (for a
precise definition see Section 3).
Reflected SDEs were introduced by Skorokhod [18] in the case where l = 0, u = +∞, M
is a standard Wiener process and Vt = t, t ∈ R
+. The minimality condition in Skorokhod’s
equation was depending on the paths of the solution X. This implies that the compensating
reflection part is a nondecreasing stochastic process and Xt ≥ 0, t ∈ R
+. Since the pioneering
Skorokhod’s work reflected SDEs have been intensively studied by many authors and his
results were generalized to larger classes of constraints and larger classes of driving processes
(see, e.g., [2, 5, 9, 14, 17, 19, 21, 22, 24]). In the all mentioned above papers the minimality
condition, which characterizes the compensating reflections part, depends on the paths of the
solution X.
In recent papers by Briand, Elie and Hu [3] and Briand Ghannoum and Labart [4] new
type of reflected SDEs was introduced. They were motivated by the mean field game theory.
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In this new type of equations the compensating reflection part depends not on the paths but
on the law of the solution X. In this case the compensating reflection part is a nondecreasing
function and EXt ≥ 0, t ∈ R
+, or more generally, Eh(t,Xt) ≥ 0, t ∈ R
+, for given two sided
Lipschitz continuous function h : R+×R→ R. This in fact means that the mean minimality
condition is considered. A similar problem was considered by Djehiche, Elie and Hamade`ne
[7]. In the present paper, we generalize this type of reflected SDEs to the case of equations
of the form (1.1) with two ca`dla`g constraints l, u such that
Eh(t,Xt) ∈ [lt, ut], t ∈ R
+, (1.2)
and the compensating reflection part k is not necessarily of bounded variation.
The paper is organized as follows. In Section 2, for given ca`dla`g integrable process Y we
consider the Skorokhod problem for Y with mean minimality condition. Its solution is a pair
(X, k) such that
Xt = Yt + kt, t ∈ R
+, (1.3)
and moreover, (1.2) is satisfied and k is a deterministic function not necessarily of bounded
variation. We observe that (X, k) is strictly connected with the solution of appropriately
defined classical deterministic Skorokhod problem. Using this we prove the existence and
uniqueness of solutions of (1.3) and provide an explicit formula for the function k. We also
show Lipschitz continuity of the mapping (Y, h, l, u) 7→ (X, k). More precisely, we prove that
if (Xi, ki) is a solution associated with an integrable process Y i, function hi and barriers
li, ui, i = 1, 2, then there exists C > 0 such that for every q ∈ R+,
sup
t≤q
|k1t − k
2
t | ≤ C
(
‖ h1 − h2 ‖[0,q]×R +sup
t≤q
E|Y 1t − Y
2
t |+ sup
t≤q
max(|l1t − l
2
t |, |u
1
t − u
2
t |)
)
and
E sup
t≤q
|X1t −X
2
t | ≤ (C+1)E sup
t≤q
|Y 1t −Y
2
t |+C
(
‖ h1−h2 ‖[0,q]×R +sup
t≤q
max(|l1t −l
2
t |, |u
1
t−u
2
t |)
)
,
where ‖ h1 − h2 ‖[0,q]×R= sup(t,x)∈[0,q]×R |h
1(t, x) − h2(t, x)|. We also give results on the
Skorokhod problem with mean minimality condition and one barrier: lower (if u = +∞) and
upper (if l = −∞).
In Section 3, we study the general problem of stability of solutions to (1.3) with respect
to the convergence of associated processes and barriers. We give conditions ensuring stability
with respect to the convergence in law and in probability in the Skorokhod topology J1. As
an application, we propose a practical scheme of approximations of (1.3) based on discrete
approximations of the barriers l, u and the process Y .
Section 4 is devoted to the study of weak and strong solutions of (1.1). We prove the
existence and uniqueness of a strong solution of (1.1) provided that f, g satisfy the linear
growth condition and are Lipschitz continuous and show by example that equations of the
form (1.1) can be useful in the study of investment models with constraints. Moreover, we
prove that the solution of (1.1) can be approximated by a discrete scheme constructed with
the analogy to the Euler scheme and we prove its convergence in probability in the Skorokhod
topology J1. We also show some stability results for solutions of the form
Xnt = X
n
0 +
∫ t
0
fn(s,Xns−) dM
n
s +
∫ t
0
gn(s,Xns−) dV
n
s + k
n
t , t ∈ R
+, (1.4)
2
under the assumption that the sequence of driving martingales {Mn} and processes with
locally bounded variations {V n} satisfy the condition corresponding to the so-called condi-
tion (UT) introduced by Stricker [23] (see also [12]). As a consequence, we prove existence
of weak solution of the SDE (1.1) provided that f, g are continuous and satisfy the linear
growth condition. In case (1.1) has the weak uniqueness property, we formulate a theorem
on convergence of solutions in law in the Skorokhod topology J1.
In the paper, we will use the following notation. D(R+,Rd) is the space of ca`dla`g mappings
x : R+ → Rd, i.e. mappings which are right continuous and admit left-hands limits equipped
with the Skorokhod topology J1 (for the definition and many useful results on J1 topology
see, e.g., [11]). Every process X appearing in the sequel is assumed to have trajectories in
the space D(R+,R). We denote by L1 the space of integrable random variables and by D the
space of (Ft)-adapted process X such that for every q ∈ R
+ the family of random variables
{Xt, t ≤ q} is uniformly integrable. Note that our class D is larger than usually considered
Doobs class. For a semimartingale X, [X] stands for the quadratic variation process of X and
〈X〉t stands for the predictable compensator of [X]. For a process with locally finite variation
K we denote by |K|t its total variation [0, t]. If additionally |K| is locally integrable, then K˜
stands for the predictable compensator of K.
For x ∈ D(R+,Rd), t > 0, we set xt− = lims↑t xs, ∆xt = xt − xt− and vp(x)[a,b] =
supπ
∑m
i=1 |xti−xti−1 |
p <∞, where the supremum is taken over all subdivisions π = {a = t0 <
. . . < tn = b} of [a, b]. Vp(x)[a,b] = (vp(x)[a,b])
1/p and V¯p(x)[a,b] = Vp(x)[a,b] + |xa| is the usual
variation norm. For simplicity of notation, we write vp(x)q = vp(x)[0,q], Vp(x)q = Vp(x)[0,q]
and V¯p(x)q = V¯p(x)[0,q]. Note that V1(x)q = v1(x)q = |x|q, q ∈ R
+. Recall also that for η > 0
and q ∈ R+ the number Nη of η-oscillations of x on [0, q] is the largest integer k such that
one can find 0 ≤ t1 ≤ t2 ≤ · · · ≤ t2k−1 ≤ t2k ≤ q satisfying |xt2i−1 − xt2i | > η, i = 1, 2, . . . , k.
By →
D
and →
P
we denote the convergence in law and in probability, respectively.
2 The Skorokhod problem with mean minimality condition
Let l, u ∈ D(R+,R) be such that l ≤ u, (Ω,F , (Ft), P ) be a filtered probability space and
h : R+ × R → R be a B(R+) × B(R)-measurable function for which there exists a constant
µh > 0 such that
|h(t, x)| ≤ µh(1 + |x|), t ∈ R
+, x ∈ R. (2.1)
Definition 2.1. Let Y be an (Ft)-adapted process with trajectories in D(R
+,R), l, u ∈
D(R+,R), l ≤ u. Let h : ×R+ × R → R satisfy (2.1) and Eh(0, Y0) ∈ [l0, u0]. We say that a
pair (X, k) ∈ D ×D(R+,R) with k0 = 0 is a solution of the Skorokhod problem) with mean
minimality condition and two constraints) associated with h, Y, l, u ((X, k) = SPul (h, Y ) for
short) if
(i) Xt = Yt + kt,
(ii) Eh(t,Xt) ∈ [lt, ut], t ∈ R
+,
(iii) for every 0 ≤ t ≤ q,
kq − kt ≥ 0, if Eh(s,Xs) < us for all s ∈ (t, q],
kq − kt ≤ 0, if Eh(s,Xs) > ls for all s ∈ (t, q],
and for every t ∈ R+, ∆kt ≥ 0, if Eh(t,Xt) < ut and ∆kt ≤ 0, if Eh(t,Xt) > lt.
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We consider the following assumption on h.
(H) h satisfies (2.1), x 7→ h(t, x) is strictly increasing for t ∈ R+ and there exist constants
λh, c
2
h, c
1
h > 0 such that
|h(t, x) − h(s, x)| ≤ λh|t− s|, t, s ∈ R
+, x ∈ R (2.2)
and
c1h|x− y| ≤ |h(t, x)− h(t, y)| ≤ c
2
h|x− y|, t ∈ R
+, x, y ∈ R. (2.3)
For given t ∈ R+, Y ∈ L1 and h satisfying (H) we define new map H(t, ·, Y ) : R→ R by
H(t, z, Y ) = Eh(t, Y − EY + z), z ∈ R. (2.4)
By (2.1), H(t, ·, Y ) is well defined. Moreover, by (H), it is strictly increasing, continuous and
limz→−∞H(t, z, Y ) = −∞, limz→+∞H(t, z, Y ) = +∞. Hence there exists strictly increasing
and continuous inverse map H−1(t, ·, Y ) : R→ R. Clearly, for every z ∈ R,
H−1(t, z, Y ) = z¯ iff Eh(t, Y − EY + z¯) = z. (2.5)
It is obvious that if h(t, x) = x, x ∈ R, hen H−1(t, z, Y ) = z, z ∈ R.
Lemma 2.2. Assume (H) and let Y = (Yt) ∈ D. If z¯ = (z¯t) ∈ D(R
+,R), then
z = (zt = H(t, z¯t, Yt)) ∈ D(R
+,R).
Similarly, if z = (zt) ∈ D(R
+,R), then
z¯ = (z¯t = H
−1(t, zt, Yt)) ∈ D(R
+,R).
Proof. It is easy to observe that by the Lebesgue dominated convergence theorem, the func-
tion t 7→ zt = Eh(t, Yt − EYt + z¯t) is ca`dla`g. To check the second conclusion assume that
z = (zt) ∈ D(R
+,R). If tn → t, tn ≥ t, then from the right continuity of z, and Y , ztn → zt
and Ytn → Yt P -a.s., which implies that the sequence {z¯tn} is bounded (if not, there exists a
subsequence (n′) ⊂ (n) such that limtn′ |Eh(tn′ , Ytn′ − EYtn′ + z¯tn′ )| = +∞). Consequently,
we may and will assume that for some subsequence (n′) ⊂ (n), z¯tn′ → z
′. Then using once
again the Lebesgue dominated convergence shows that z′ satisfies the equation
zt = Eh(t, Yt − EYt + z
′),
which implies that z¯t = z
′ and completes the proof of the right continuity of z¯ = (z¯t).
Similarly we show that if tn → t, tn < t, then there exists a limit z¯t− of {z¯tn} satisfying
zt− = Eh(t, Yt− − EYt− + z¯t−).
Theorem 2.3. Assume (H). If Y = (Yt) ∈ D, l, u ∈ D(R
+,R) and Eh(0, Y0) ∈ [l0, u0], then
there exists a unique solution of the Skorokhod problem (X, k) = SPul (h, Y ) . Moreover,
kt = −max(0 ∧ inf
0≤u≤t
(EYu − l¯u), sup
0≤s≤t
[(EYs − u¯s) ∧ inf
0≤u≤t
(EYu − l¯u)]), t ∈ R
+, (2.6)
where l¯ = H−1 ◦ l, u¯ = H−1 ◦ u, i.e. l¯t = H
−1(t, lt, Yt), u¯t = H
−1(t, ut, Yt), t ∈ R
+.
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Proof. In the proof we use results from the theory of deterministic Skorokhod problem (see
Appendix). First we show the existence of solutions of the Skorokhod problem with mean
minimality condition. Set yt = EYt, t ∈ R
+, and observe that y = (yt) ∈ D(R
+,R). By
Lemma 2.2, l¯ = H−1 ◦ l ∈ D(R+,R), u¯ = H−1 ◦ u ∈ D(R+,R). Since H−1 is strictly
increasing,
EY0 = H
−1(0, Eh(0, Y0), Y0) ∈ [l¯0, u¯0].
By Theorem 5.2, there exists a unique solution of the Skorokhod problem (x, k) = SP u¯
l¯
(y)
such that for every 0 ≤ t ≤ q,
kq − kt ≥ 0 if xs < H
−1(s, us, Ys) for all s ∈ (t, q],
kq − kt ≤ 0 if xs > H
−1(s, ls, Ys) for all s ∈ (t, q],
and for every t ∈ R+, ∆kt ≥ 0 if xt < H
−1(t, ut, Yt) and ∆kt ≤ 0 if xt > H
−1(t, lt, Yt).
Set
Xt = Yt + kt, t ∈ R
+,
and note that (X, k) = SPul (h, Y ). Indeed, since H is strictly increasing,
Eh(t,Xt) = Eh(t, Yt + kt) = H(t, xt, Yt) ∈ [H ◦ l¯t,H ◦ ut] = [lt, ut], t ∈ R
+,
which gives condition (ii) from Definition 2.1. To check condition (iii) it is sufficient to observe
that for every s ∈ R+,
xs < H
−1(s, us, Ys) iff Eh(s,Xs) < us
and
xs > H
−1(s, ls, Ys) iff Eh(s,Xs) > ls.
It is easy to prove that every solution of the Skorokhod problem with mean minimality
condition is of the form given above. Indeed, using the arguments used previously one can
check that if (X ′, k′) = SPul (h, Y ), then (x
′, k′) = SP u¯
l¯
(y), where x′t = H
−1(t, Eh(t,X ′t), Yt),
t ∈ R+. By the uniqueness of the deterministic Skorokhod problem (see Theorem 5.2),
(x′, k′) = (x, k), which implies that X ′t = Yt + kt = Xt, t ∈ R
+. Finally, observe that the
form of the compensating reflection part k follows easily from (5.1).
Proposition 2.4. Assume that hi, i = 2, satisfy (H) and Y i ∈ D, i = 1, 2, are pro-
cesses defined on the same probability space If li, ui ∈ D(R+,R) are such that li ≤ ui,
li0 ≤ Eh
i(0, Y0) ≤ u
i
0, (X
i, ki) = SPu
i
li (h
i, Y i), i = 1, 2, and Ch = max((c
1
h)
−1, 2c2h(c
1
h)
−1 + 1),
then for every q ∈ R+,
sup
t≤q
|k1t − k
2
t | ≤ Ch
(
‖ h1− h2 ‖[0,q]×R +sup
t≤q
E|Y 1t − Y
2
t |+ sup
t≤q
max(|l1t − l
2
t |, |u
1
t − u
2
t |)
)
(2.7)
and
E sup
t≤q
|X1t −X
2
t | ≤ (Ch + 1)E sup
t≤q
|Y 1t − Y
2
t |+ Ch
(
‖ h1 − h2 ‖[0,q]×R
+sup
t≤q
max(|l1t − l
2
t |, |u
1
t − u
2
t |)
)
, (2.8)
where ‖ h1 − h2 ‖[0,q]×R= sup(t,x)∈[0,q]×R |h
1(t, x)− h2(t, x)|.
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Proof. From the proof of Theorem 2.3 we know that ki are compensation reflection parts of so-
lutions of the deterministic Skorokhod problems SP u¯
i
l¯i
(yi) with yit = EY
i
t , l¯
i
t = H
−1
i (t, l
i
t, Y
i
t ),
u¯it = H
−1
i (t, u
i
t, Y
i
t ), t ∈ R
+, i = 1, 2. By (5.3),
sup
t≤q
|k1t − k
2
t | ≤ sup
t≤q
|EY 1t − EY
2
t |+ sup
t≤q
max(|l¯1t − l¯
2
t |, |u¯
1
t − u¯
2
t |). (2.9)
Fix t ∈ [0, q]. To estimate |l¯1t − l¯
2
t | observe that
l1t − l
2
t = Eh
1(t, Y 1t − EY
1
t + l¯
1
t )− Eh
2(t, Y 2t − EY
2
t + l¯
2
t )
= Eh1(t, Y 1t − EY
1
t + l¯
1
t )− Eh
2(t, Y 1t − EY
1
t + l¯
1
t )
+Eh2(t, Y 1t − EY
1
t + l¯
1
t )− Eh
2(t, Y 2t − EY
2
t + l¯
1
t )
+Eh2(t, Y 2t − EY
2
t + l¯
1
t )− Eh
2(t, Y 2t − EY
2
t + l¯
2
t )
= I1t + I
2
t + I
3
t .
Without loss of generality we may assume that l¯1t > l¯
2
t . Then, by (2.3), there exists C ∈ [c
1
h, c
2
h]
such that I3t = C(l¯
1
t − l¯
2
t ) , which implies that
|l¯1t − l¯
2
t | ≤ (1/c
1
h)(|I
1
t |+ |I
2
t |+ |l
1
t − l
2
t |)
≤ (1/c1h)(sup
x∈R
|h1(t, x)− h2(t, x)|+ 2c2hE|Y
1
t − Y
2
t |+ |l
1
t − l
2
t |).
Similarly we estimate |u¯1t − u¯
2
t |. From the above and (2.9) we deduce (2.7). Estimete (2.8)
easily follows from (2.7).
Corollary 2.5. Assume (H). If Y ∈ D, l, u ∈ D(R+,R) are such that l ≤ u, l0 ≤ Eh(0, Y0) ≤
u0, (X, k) = SP
u
l (h, Y ), then for every t, q ∈ R
+ such that t ≤ q,
sup
t≤s≤q
|ks − kt| ≤ Ch
(
sup
t≤s≤q
E|Ys − Yt|+ λh(q − t) + sup
t≤s≤q
max(|ls − lt|, |us − ut|)
)
(2.10)
and
E sup
t≤s≤q
|Xs −Xt| ≤ (Ch + 1)E sup
t≤s≤q
|Ys − Yt|
+Ch
(
λh(q − t) + sup
t≤s≤q
max(|ls − lt|, |us − ut|)
)
. (2.11)
Proof. Fix t ≤ q and in Proposition 2.4 put Y 1 = Y , l1 = l, u1 = u, h1 = h and Y 2 = Y·∧t,
l2 = l·∧t, u
2 = u·∧t, h
2 = h·∧t. To complete the proof it is sufficient to observe that by (2.2),
sup
(t,x)∈[0,q]×R
|h1(t, x)− h2(t, x)| ≤ sup
(s,x)∈[t,q]×R
|h(s, x)− h(t, x)| ≤ λh(q − t).
Remark 2.6. (a) In the above definition we can replace condition (iii) with the following
one:
(iii’) for every t ≤ q ∈ R+ such that infs∈[t,q](us−ls) > 0, k is a function of bounded variation
on [t, q] and ∫
[t,q]
[Eh(s,Xs)− ls] dks ≤ 0 and
∫
[t,q]
[Eh(s,Xs)− us] dks ≤ 0. (2.12)
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Simple calculation shows that (i), (ii), (iii) and (i), (ii), (iii’) are equivalent.
(b) Note that by (2.12), if ∆kt > 0, then Eh(t,Xt) = lt and hence Xt = Yt − EYt + l¯t.
Similarly, if ∆kt < 0, then Eh(t,Xt) = ut and Xt = Yt − EYt + u¯t. Consequently,
kt = max(min(kt−, u¯t − EYt), l¯t − EYt)), t ∈ R
+. (2.13)
Under the additional assumption that the compensating reflection part k has bounded
variation the minimality condition (iii) can be written in the following simpler form: for
every t ∈ R+, ∫ t
0
[Eh(s,Xs)− ls] dk
+
s = 0 and
∫ t
0
[us − Eh(s,Xs)] dk
−
s = 0,
where k(+), k(−) are nondecreasing right continuous functions with k0 = k
(+)
0 = k
(−)
0 = 0 such
that k(+) increases only on {t;Eh(t,Xt) = lt} and k
(−) increases only on {t;Eh(t,Xt) = ut}.
If the barriers l, u ∈ D(R+,R) satisfy the condition
inf
t≤q
(ut − lt) > 0, q ∈ R
+, (2.14)
then it is possible to estimate the variation of k using Proposition 5.4.
Corollary 2.7. If (X, k) = SPul (h, Y ), then for any q ∈ R
+ and η such that 0 < 2η ≤
inft≤q(ut − lt)/3 we have
|k|q ≤ 6(Nη(y, q) +Nη(l¯, q) +Nη(u¯, q) + 1)(sup
t≤q
|yt|+ sup
t≤q
max(|l¯t|, |u¯t|)), (2.15)
where yt = EYt, l¯t = H
−1(t, lt, Yt) and u¯t = H
−1(t, ut, Yt), t ∈ R
+.
Similarly to the case of the deterministic Skorokhod problem with u = +∞ or l = −∞
the definitions of solutions and forms of k are much simpler. We start with the case of one
lower barrier.
Definition 2.8. Let Y be an (Ft)-adapted process with trajectories in D(R
+,R), l ∈
D(R+,R) and let h : R+ × R → R satisfy (2.1) and Eh(0, Y0) ≥ l0. We say that a pair
(X, k) ∈ D×D(R+,R) with k0 = 0 is a solution to the Skorokhod problem (with mean min-
imality condition and a lower barrier) associated with h, Y, l ((X, k) = SPl(h, Y ) for short)
if
(i) Xt = Yt + kt,
(ii) Eh(t,Xt) ≥ lt, t ∈ R
+,
(iii) k is nondecreasing and ∫ t
0
[Eh(s,Xs)− ls] dks = 0, t ∈ R
+.
Using the arguments from the proof of Theorem 2.3 and (5.7) we obtain the following
corollary.
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Corollary 2.9. Assume (H). If Y = (Yt) ∈ D, l ∈ D(R
+,R) and Eh(0, Y0) ≥ l0, then there
exists a unique solution of the Skorokhod problem (X, k) = SPl(h, Y ). Moreover,
kt = sup
s≤t
(l¯s − EYs)
+, t ∈ R+, (2.16)
where l¯t = H
−1(t, lt, Yt), t ∈ R
+.
Note that
(l¯s − EYs)
+ = inf{x ≥ 0;Eh(s, Ys + x) ≥ ls}, s ∈ R
+,
which means that our formula for k coincides with the formula considered in [3, 4].
Definition 2.10. Let Y be an (Ft)-adapted process with trajectories in D(R
+,R), u ∈
D(R+,R), and leth : R+ × R → R satisfy (2.1) and Eh(0, Y0) ≤ u0. We say that a pair
(X, k) ∈ D × D(R+,R) with k0 = 0 is a solution to the Skorokhod problem (with mean
minimality condition and a upper barrier) associated with h, Y, u ((X, k) = SPu(h, Y ) for
short) if
(i) Xt = Yt + kt,
(ii) Eh(t,Xt) ≤ ut, t ∈ R
+,
(iii) k is nonincreasing and ∫ t
0
[us − Eh(s,Xs)] dks = 0, t ∈ R
+.
By the arguments from the proof of Theorem 2.3 and (5.8) we obtain the the following
counterpart to Corollary 2.9.
Corollary 2.11. Assume (H). If Y = (Yt) ∈ D, u ∈ D(R
+,R) and Eh(0, Y0) ≤ u0, then
there exists a unique solution of the Skorokhod problem (X, k) = SPu(h, Y ). Moreover,
kt = − sup
s≤t
(u¯s − EYs)
−, t ∈ R+, (2.17)
where u¯t = H
−1(t, ut, Yt), t ∈ R
+.
One can note that
(u¯s − EYs)
− = inf{x ≥ 0;Eh(s, Ys − x) ≤ us}, s ∈ R
+.
3 Stability of solutions
In this section, we consider a sequence of processes {Y n} such that for every q ∈ R+,
{Y nt ; t ≤ q, n ∈ N} is uniformly integrable. (3.1)
In the sequel, we will use the notion of the convergence in D(R+,Rd) for different d ∈ N.
We recall that (xn,1, ..., xn,d) −→ (x1, ..., xd) in D(R+,Rd) if for every t ∈ R+ there exists a
sequence tn → t such that for all t
′
n → t and t
′′
n → t satisfying t
′
n < tn ≤ t
′′
n, n ∈ N, we have
xn,it′n
−→ xit− and x
n,i
t′′n
−→ xit, i = 1, . . . , d. (3.2)
Note that (3.2) implies in particular that in the case of the jump in t ∈ R+ in the limit there
exists a common sequence tn → t such that ∆x
n,i
tn −→ ∆x
i
t, i = 1, . . . , d.
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Lemma 3.1. Assume (H) and (3.1). Let {z¯n} ⊂ D(R+,R) and zn = (znt = H(t, z¯
n
t , Y
n
t )),
n ∈ N. If (Y n, yn, z¯n)→D(Y, y, z¯) in D(R
+,R3), then
(Y n, yn, z¯n, zn)→
D
(Y, y, z¯, z) in D(R+,R4).
Similarly, let {zn} ⊂ D(R+,R) and z¯n = (z¯nt = H
−1(t, znt , Y
n
t )), n ∈ N. If (Y
n, yn, zn)→D(Y, y, z)
in D(R+,R3), then
(Y n, yn, zn, z¯n)→
D
(Y, y, z, z¯) in D(R+,R4).
Proof. Assume (3.2) for the sequence {(Y n, yn, z¯n)}, i.e. assume that for every t ∈ R+ there
exists a sequence tn → t such that for all t
′
n → t, t
′′
n → t satisfying t
′
n < tn ≤ t
′′
n, n ∈ N, we
have
(Y nt′n , y
n
t′n
, z¯nt′n)→D
(Yt−, yt−, z¯t−) and (Y
n
t′′n
, ynt′′n , z¯
n
t′′n
)→
D
(Yt, yt, z¯t).
We will check that the same condition holds true for the sequence {(Y n, yn, z¯n, zn)}. Fix
t ∈ R+ and assume that there exists a sequence {rn} such that rn → t and
(Y nrn , y
n
rn , z¯
n
rn)→D
(Y ′, y′, z¯′) in R3.
By the Lebesgue dominated convergence theorem,
znrn = Eh(rn, Y
n
rn − EY
n
rn + z¯
n
rn) −→ Eh(t, Y
′ − EY ′ + z¯′).
Clearly the limit is equal to zt if rn ≥ tn for all sufficiently large n (resp. zt− if rn < tn for
all sufficiently large n).
To prove the second part of the lemma we first show that for every q ∈ R+ the sequence
{supt≤q |z¯
n
t )|} is bounded. To get contradiction, suppose that there is a sequence rn ≤ q such
that z¯nrn ր +∞ (resp. ց −∞). Then there exists a subsequence (n
′) ⊂ (n) such that rn′ → t
and Y n
′
rn′
→D Y for some t ≤ q and random variable Y . Consequently,
zn
′
rn′
= Eh(rn′ , Y
n′
rn′
− EY n
′
rn′
+ z¯n
′
rn′
) −→ +∞ (resp. −∞),
which contradicts the fact that {zn
′
rn′
} has two possible limit points zt and zt−. Now we
assume (3.2) for the sequence {(Y n, yn, zn)}. We are going to check that the same condition
holds true for {(Y n, yn, zn, z¯n)}. Let {rn} be such that rn → t ≤ q. First we assume that
rn ≥ tn for all sufficiently large n. In this case Y
n
rn →D Yt and z
n
rn → zt. Moreover, there is
a finite z′ such that for some subsequence (n′) ⊂ (n), z¯rn′ → z
′. Then using the Lebesgue
dominated convergence theorem shows that z′ satisfies the equation
zt = Eh(t, Yt − EYt + z
′).
Since the solution of the above equation is unique, by the same arguments as above we check
that in fact z′ is the limit of the sequence {z¯nrn}. Hence z¯
n
rn → z¯t. Similarly we show that
if rn < tn for all sufficiently large n, then z¯rn −→ z¯t− being a solution to the equation
zt− = Eh(t, Yt− − EYt− + z¯t−).
Remark 3.2. Since the sequences {zn}, {z¯n} are deterministic, it is clear that in the state-
ment of Lemma 3.1 one can replace the convergence in law by the convergence in probability
in J1 or by the convergence P -a.s. in J1.
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Theorem 3.3. Assume (H). Let {Y n} be a sequence of processes satisfying (3.1) and
{ln}, {un} be sequences of ca`dlla`g functions such that ln ≤ un, ln0 ≤ Eh(0, Y0) ≤ u
n
0 , n ∈ N.
Let (Xn, kn) = SPu
n
ln (h, Y
n), n ∈ N.
(i) If (Y n, yn, ln, un)→D(Y, y, l, u) in D(R
+,R4), then
(Xn, kn, Y n, yn, ln, un)→
D
(X, k, Y, y, l, u) in D(R+,R6),
(ii) if (Y n, yn, ln, un)→P(Y, y, l, u) in D(R
+,R4), then
(Xn, kn, Y n, yn, ln, un)→
P
(X, k, Y, y, l, u) in D(R+,R6),
(iii) if (Y n, yn, ln, un) −→ (Y, y, l, u) P -a.s. in D(R+,R4), then
(Xn, kn, Y n, yn, ln, un) −→ (X, k, Y, y, l, u) P -a.s. in D(R+,R6),
where (X, k) = SPul (h, Y ).
Proof. By Lemma 3.1 and (3.2) it is clear that
(Y n, yn, ln, l¯n, un, u¯n)→
D
(Y, y, l, l¯, u, u¯) in D(R+,R6).
By this and (5.4),
(xn, kn, Y n, yn, ln, l¯n, un, u¯n)→
D
(x, k, Y, y, l, l¯, u, u¯) in D(R+,R8),
where (xn, kn) = SP u¯
n
l¯n
(yn), n ∈ N and (x, k) = SP u¯
l¯
(y), Since Xn = Y n+kn and X = Y +k,
assertion (i) easily follows. To prove (ii) and (iii) it is sufficient to use Remark 3.2 and
previously used arguments with the convergence in probability in J1 or P -a.s. in J1 in place
of the convergence in law.
In the above theorem joint convergence of {(Y n, yn)} in D(R+,R2) is assumed. This
assumption is much stronger than the convergence of the initial sequence {Y n}. If Y n→D Y
in D(R+,R), then it is clear only that ynt = EY
n
t → yt = EYt provided that E|∆Yt| = 0.
Unfortunately, the functional convergence yn → y in D(R+,R) need not hold.
Example 3.4. Let V be an arbitrary nondeterministic random variable. For some c > 0
put Y nt = 1{t≥c+V/n}, t ∈ R
+, n ∈ N. Then of course Y n −→ Y P -a.s. in D(R+,R), where
Yt = 1{t≥c}, t ∈ R
+. On the other hand yn do not tend to y in D(R+,R) because there in no
sequence tn → c such that ∆y
n
tn → ∆yc = 1.
However, in important cases one can deduce joint convergence of {(Y n, yn)} in D(R+,R2)
from the convergence of {Y n} in D(R+,R).
Proposition 3.5. Let {Y n} be a sequence of processes satisfying (3.1) and such that Y n→D Y
in D(R+,R). If P (∆Yt = 0) = 1, t ∈ R
+, or {Y n} is a sequence of processes with independent
increments, then
(Y n, yn)→
D
(Y, y) in D(R+,R2). (3.3)
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Proof. First assume that P (∆Yt = 0) = 1, t ∈ R
+. We will show that in this case yn tends to
y uniformly on compact sets. By (3.1), for every t ∈ R+, ∆yt = E∆Yt = 0, which means that
the map t 7→ yt is continuous. Therefore, in order to finish the proof of (3.3), it is sufficient
to observe that for every t and every sequence {tn} such that tn → t,
yntn = EY
n
tn −→ EYt = yt.
The above property is a consequence of the fact that Y ntn →D Yt, which holds true provided
that P (∆Yt = 0) = 1.
To prove the second case we will use Jacod’s theorem [10, Theorem 1.21] which says
that the convergence Y n→D Y in D(R
+,R) is equivalent to the joint convergence of their
characteristics (Bh,n, C˜h,n, f ∗ νn) −→ (Bh, C˜h, f ∗ ν) in D(R+,R3), f ∈ Cs. It is important
here that Bh,nt = EY
h,n
t , t ∈ R
+, n ∈ N and h : R → R is a continuous function depending
on the parameter a > 0 such that |h| ≤ a and if |x| ≤ a/2 (resp. |x| ≥ a) then h(x) = x
(resp. h(x) = 0) and
Y h,nt = Y
n
t −
∑
s≤t
(∆Y ns − h(∆Ys)) = Y
n
t − J
n,a
t , t ∈ R
+, n ∈ N.
Since {Y h,n} is a sequence of weakly convergent processes with independent increments with
bounded jumps, the family of random variables {supt≤q |Y
h,n
t |} is uniformly integrable. By
this and (3.1), lima→∞ lim supn→∞ supt≤q E|J
n,a
t | = 0. Since y
n
t = B
h,n
t + EJ
n,a
t , from [10,
Theorem 1.21] we deduce that yn −→ y in D(R+,R). To prove (3.3) it is sufficient to observe
that for every t ∈ R+ and every sequence {tn} such that tn → t and
(Bh,ntn , C˜
h,n
tn , f ∗ ν
n
tn) −→ (B
h
t , C˜
h
t , f ∗ νt), (B
h,n
tn−, C˜
h,n
tn−, f ∗ ν
n
tn−) −→ (B
h
t−, C˜
h
t−, f ∗ νt−)
the convergences Y ntn →D Yt and Y
n
tn−→D Yt− also hold true.
Corollary 3.6. Let {Y n} be a sequence of processes satisfying (3.1) and such that Y n→D Y
in D(R+,R). If for every q and all sequences {sn}, {rn} such that 0 ≤ sn, rn ≤ q and
sn − rn → 0 we have
Y nsn − Y
n
rn →P
0, (3.4)
then (3.3) holds true.
Proof. It is sufficient to observe (3.4) implies that function y is continuous.
Condition (3.3) is also satisfied in the case where Y n, n ∈ N, are discretizations of Y . This
allows us to approximate the solution (X, k) = SPul (h, Y ) by simple discretization method.
As above set y = (yt = EYt) and ρ
n
t = k/n for t ∈ [k/n, (k + 1)/n). Let Y
n, yn, ln, un be
discretizations of Y, y, l, u, that is Y nt = Yρnt , y
n
t = yρnt , l
n
t = lρnt and u
n
t = uρnt t ∈ R
+. Set

kn0 = 0, X
n
0 = Y0,
kn(k+1)/n = max
[
min
[
knk/n, u¯
n
(k+1)/n − EY(k+1)/n
]
, l¯n(k+1)/n − EY(k+1)/n)
]
,
Xn(k+1)/n = Y(k+1)/n + k
n
(k+1)/n,
(3.5)
where l¯(k+1)/n = H
−1((k+1)/n, l(k+1)/n, Y(k+1)/n), u¯(k+1)/n = H
−1((k+1)/n, u(k+1)/n, Y(k+1)/n)
and knt = k
n
k/n, X
n
t = X
n
k/n for t ∈ [k/n, (k + 1)/n), k ∈ N ∪ {0}, n ∈ N.
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Theorem 3.7. Assume (H). Let Y ∈ D and l, u ∈ D(R+,R) be such that l ≤ u and
l0 ≤ Eh(0, Y0) ≤ u0. Let {Y
n} and {ln}, {un} be sequences of discretizations of Y and l, u,
respectively, and (Xn, kn) be defined by (3.5), n ∈ N. Then (Xn, kn) = SPu
n
ln (h, Y
n), n ∈ N
and
(i) (Xn, kn, Y n, yn, ln, un) −→ (X, k, Y, y, l, u) P -a.s. in D(R+,R6),
(ii) for every q ∈ R+,
max
k; k/n≤q
(|Xnk/n −Xk/n|+ |k
n
k/n − kk/n|) −→ 0 P -a.s.,
where (X, k) = SPul (h, Y ).
Proof. First note that in the case where y, l or u have a jump in t there is a common sequence
{t∗n = inf{k/n; k/n ≥ t}} such that t
∗
n → t and ∆Y
n
t∗n
→ ∆Yt, ∆y
n
t∗n
→ ∆yt, ∆l
n
t∗n
→ ∆lt and
∆unt∗n → ∆ut. Consequently,
(Y n, yn, ln, un) −→ (Y, y, l, u) P -a.s. in D(R+,R4). (3.6)
Let (xn, kn) be the solution of the deterministic Skorokhod problem associated with yn, l¯n
and u¯n, n ∈ N. Then kn and Xn = Y n + kn have the form given in (3.5). Moreover, from
(3.6) and Theorem 3.3(iii) the assertion (i) easily follows. To prove (ii) observe that for
every t ∈ R+ the convergences ∆Xˆnt∗n → ∆Xt, ∆kˆ
n
t∗n
→ ∆kt, hold true, where Xˆ
n, kˆn are
discretizations of X, k i.e. Xˆnt = Xk/n, kˆ
n
t = kk/n for t ∈ [k/n, (k+1)/n), k ∈ N∪{0}, n ∈ N.
Therefore
(Xn, Xˆn, kn, kˆn) −→ (X,X, k, k) P -a.s. in D(R+,R4d),
which implies that Xn − Xˆn → 0, kn − kˆn → 0 P -a.s. in D(R+,R). This completes the
proof.
4 SDEs with mean reflection
Let l, u ∈ D(R+,R) be such that l ≤ u and (Ω,F , (Ft), P ) be a filtered probability space.
Let X0 be an F0-measurable integrable random variable, V be an (Ft)-adapted process with
trajectories in D(R+,R) such that E|V |q < ∞ for every q ∈ R
+, and let M be a square
integrable (Ft)-martingale.
We consider equation with mean reflection of the form (1.1).
Definition 4.1. We say that a pair (X, k) of (Ft) adapted processes with trajectories in
D(R+,R) is a strong solution of (1.1) if (X, k) = SPul (h, Y ), where
Yt = X0 +
∫ t
0
f(s,Xs−) dMs +
∫ t
0
g(s,Xs−) dVs, t ∈ R
+.
We will need the following conditions on the coefficients f, g.
(A1) f and g are continuous and there exists µ > 0 such that
|f(t, x)|+ |g(t, x)| ≤ µ(1 + |x|), t ∈ R+, x, y ∈ R.
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(A2) There exists c > 0 such that
|f(t, x)− f(t, y)|+ |g(t, x) − g(t, y)| ≤ c|x− y|, t ∈ R+, x, y ∈ R.
We will also assume boundedness of predictable characteristics ofM,V in the following sense.
(M) There exists a nondecreasing ca`dla`g function m : R+ → R with m0 = 0 such that
max(〈M〉t, |˜V |t) ≤ mt, t ∈ R
+.
Below we give simple examples of processes M,V satisfying (M).
Example 4.2. (a) Let Z be a semimartingale with independent increments and bounded
jumps (i.e. there exists a > 0 such that |∆Z| ≤ a). Then Z is of the form
Zt = Bt +Mt, t ∈ R
+, (4.1)
where B = (Bt = EZt) is a deterministic function with locally bounded variation, |∆B| ≤ a
and M = (Mt = Zt − EZt) is a square integrable martingale, |∆M | ≤ 2a. In this case
|˜B| = |B| and 〈M〉 are deterministic nondecreasing functions starting from 0. Clearly, M
and B satisfy (M) with mt = max(|B|t, 〈M〉t), t ∈ R
+.
(b) LetM,V satisfy (M) andH1,H2 be two bounded predictable processs. Then
∫ ·
0H
1
s dMs,∫ ·
0 H
2
s dVs also satisfy (M) with slightly modified function m.
We will use the following version of the estimate [15, Chapter 1, Section 9 Theorem 5]:
for every square integrable martingale M and every t > 0,
E sup
s<t
|Ms| ≤ 3E(〈M〉t−)
1/2. (4.2)
Theorem 4.3. Assume (H), (A1), (A2) and (M). If l0 ≤ Eh(0,X0) ≤ u0, then there exists
a unique strong solution (X, k) of (1.1) such that E supt≤q |Xt| < +∞, q ∈ R
+.
Proof. Set t1 = inf{t > 0 : (Ch + 1)cmax(mt, 3(mt)
1/2) > 1/2}, where Ch is the constant
from Proposition 2.4. In the first step of the proof we show the existence and uniqueness of
solutions of (1.1) on the interval [0, t1). Set
S1 = {Y : Y is (Ft)-adapted, Y0 = X0, Y = Y
t1−, E sup
t<t1
|Yt| <∞}
and define the map Φ : S1 → S1 by putting Φ(Y ) to be the first coordinate of the solution
of the Skorokhod problem SPul (h,Z) with Z = X0 +
∫ ·
0 f(s, Ys−) dM
t1−
s +
∫ ·
0 g(s, Ys−) dV
t1−
s
stopped in t1−. First we prove that if Y ∈ S
1, then Φ(Y ) ∈ S1. Since k is deterministic it is
sufficient to prove that Z ∈ S1. By (4.2), (M) and (A1),
E sup
t<t1
|Zt| ≤ E|X0|+ E sup
t<t1
∫ t
0
|f(s, Ys−) dMs|+ E
∫ t1−
0
|g(s, Ys−)| d|V |s
≤ E|X0|+ 3E(
∫ t1−
0
|f(s, Ys−)|
2 d〈M〉s)
1/2 + E
∫ t1−
0
|g(s, Ys−)| d|˜V |s
≤ E|X0|+ 3(mt1−)
1/2E sup
s<t1
|f(s, Ys−)|+mt1−E sup
s<t1
|g(s, Ys−)|
≤ E|X0|+max(3(mt1−)
1/2,mt1−)µ(1 + E sup
s<t1
|Ys|) < +∞.
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By Proposition 2.4, for any Y, Y ′ ∈ S1 we have
E sup
t
|Φ(Y )t − Φ(Y
′)t| ≤ (Ch + 1)E sup
t<t1
∣∣∣∣
∫ t
0
f(s, Ys−)− f(s, Y
′
s−) dMs
+
∫ t1−
0
|g(s, Ys−)− g(s, Y
′
s−)| d|V |s
∣∣∣∣
≤ (Ch + 1)3E
(∫ t1−
0
|f(s, Ys−)− f(s, Y
′
s−)|
2 d〈M〉s
)1/2
+ (Ch + 1)E
∫ t1−
0
|g(s, Ys−)− g(s, Y
′
s−)| d|˜V |s)
≤ (Ch + 1)cmax(3(mt1−)
1/2,mt1−)E sup
t
|Yt − Y
′
t |
≤
1
2
E sup
t
|Yt − Y
′
t |.
By the Banach contraction principle, there exists a unique solution (X, k) of (1.1) on the
interval [0, t1). By Remark 2.6 (b) we can get a unique solution on [0, t1] by putting
kt1 = max(min(kt1−, u¯t1 − EYt1), l¯t1 − EYt1)), Xt1 = Yt1 + kt1 ,
where Yt1 = Xt1− + f(t1,Xt1−)∆Vt1 + g(t1,Xt1−)∆Mt1 , l¯t1 = H
−1(t1, lt1 , Yt1) and u¯t1 =
H−1(t1, ut1 , Yt1). Now we define the sequence {tk} by setting tk+1 = tk + inf{t > 0 : (Ch +
1)cmin(mˆt, 3(mˆt)
1/2) > 1/2}, where mˆt = mtk+t −mtk , k ∈ N. Arguing as above, one can
obtain a solution of (1.1) on [tk, tk+1]. Since t 7→ mt is ca`dla`g, tk ↑ ∞ and the unique solution
on R+ we obtain by putting together the solutions on intervals [tk, tk+1], k ∈ N.
The following example shows that solutions of (1.1) can be applied in investment models
with constraints.
Example 4.4. Consider an insurance company with initial capital x > 0, whose risk reserve
process is given by a semimartingale J with independent increments and bounded jumps.
The company is allowed to invest the risk reserve into the financial market consisting of the
riskless bond Bt = 1, t ∈ R
+, and the risky stock whose price S evolves according to the
stochastic differential equation
St = S0 +
∫ t
0
Sub du+
∫ t
0
Suσ dWu, t ∈ R
+,
whereW is a Wiener process, σ > 0 and b ∈ R. Let V k,π denote the company wealth portfolio
under investment strategy (−k, π), that is
V k,πt = −kt + πtSt, t ∈ R
+. (4.3)
In [6] (see also [1]) the authors suggest that it is reasonable to assume that the strategy is
deterministic. Following this suggestion we restrict ourselves to strategies (−k, π) such that
k is deterministic and (−k, π) is self-financing, that is the dynamics of V k,π is given by the
following equation
V k,πt = x+
∫ t
0
πu dSu +
∫ t
0
dJu, t ∈ R
+. (4.4)
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Let Xt = πtSt, t ∈ R
+, be the amount of money invested in stock at time t ∈ R+. By (4.3)
and (4.4), X satisfies the equation
Xt = x+
∫ t
0
Xsb ds +
∫ t
0
Xsσ dWs + Jt + kt, t ∈ R
+.
Let l, u ∈ D(R+,R), l ≤ u and h : R+ × R→ R be a concave function satisfying (H). We
consider risk measure imposing some restriction on the class of admissible strategies. Namely,
a portfolio is considered admissible if and only if for every t ∈ R+ the amount of money Xt
invested in the risky stock satisfies the following constraints
Lt(Xt) ≤ 0 ≤ Ut(Xt), t ∈ R
+, (4.5)
where (Lt) and (Ut) are collections of convex risk measures given by the formulas
Lt(Xt) = inf{k ∈ R : Eh(t,Xt + k) ≥ lt}, Ut(Xt) = sup{k ∈ R : Eh(t,Xt + k) ≤ ut}.
(recall that a map ρ : L1 → R is a convex risk measure iff for all a ∈ R, λ ∈ [0, 1] and
X, Y ∈ L1 such that X ≤ Y we have that ρ(X + k) = ρ(X) − k, ρ(X) ≥ ρ(Y ) and
ρ(λX + (1− λ)Y ) ≤ λρ(X) + (1− λ)ρ(Y )).
Note that for every t ∈ R+ we have Lt(Xt) ≤ Ut(Xt), so one can say that for every t ∈ R
+
the risk measure Ut is more restrictive than Lt. The interpretation of (4.5) is the following.
If position X is very risky (i.e. Lt(Xt) > 0), then the company have to borrow some money
from bank account and buy some amount of stock. On the other hand, if position X is safe
enough (i.e. Ut(Xt) < 0), then the company sells some amount of stock and reduces the debt
in bank account. The company is looking for the minimal strategy in the sense that if (4.5)
is satisfied then there is no money flow from the bank account to the stock market or in the
opposite direction.
Since for every R+ the condition Lt(Xt) ≤ 0 (resp. Ut(Xt) ≥ 0) is equivalent to the
condition Eh(t,Xt) ≥ lt (resp. Eh(t,Xt) ≤ ut), by Theorem 4.3 there exists a unique
minimal admissible strategy (−k, π). More precisely, there exists a unique solution (X, k) =
SP
u
l (h, x +
∫ ·
0 Xsb ds +
∫ ·
0 Xsσ dWs + J) and if we set πt = S
−1
t Xt, t ∈ R
+, then the wealth
portfolio V k,π satisfies (4.5).
We are able to approximate the solution (X, k) of (1.1) by a simple discretization method
being a counterpart to the Euler scheme (see, e.g.,[20]). The scheme for the SDE (1.1) is
given by the following recurrent formula. Set

kn0 = 0, X
n
0 = Y
n
0 = Y0,
Y n(k+1)/n = Y
n
k/n + f((k + 1)/n,X
n
k/n)(M(k+1)/n −Mk/n)
+g((k + 1)/n,Xnk/n)(V(k+1)/n − Vk/n),
kn(k+1)/n = max
[
min
[
knk/n, u¯
n
(k+1)/n − EY
n
(k+1)/n
]
, l¯n(k+1)/n − EY
n
(k+1)/n)
]
,
Xn(k+1)/n = Y
n
(k+1)/n + k
n
(k+1)/n,
(4.6)
where l¯(k+1)/n = H
−1((k+1)/n, l(k+1)/n, Y
n
(k+1)/n), u¯(k+1)/n = H
−1((k+1)/n, u(k+1)/n, Y
n
(k+1)/n)
and Y nt = Y
n
k/n, k
n
t = k
n
k/n, X
n
t = X
n
k/n for t ∈ [k/n, (k + 1)/n), k ∈ N ∪ {0}, n ∈ N.
Theorem 4.5. Assume (H), (A1), (A2) and (M). If X0 is an integrable random variable
such that l0 ≤ Eh(0,X0) ≤ u0, {l
n}, {un} are sequences of discretizations of l, u and (Xn, kn)
and Y n are defined by (4.6), then (Xn, kn) = SPu
n
ln (h, Y
n), n ∈ N and
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(i) (Xn, kn, Y n, ln, un)→
P
(X, k, Y, l, u) in D(R+,R5d),
(ii) for every q ∈ R+,
max
k; k/n≤q
(|Xnk/n −Xk/n|+ |k
n
k/n − kk/n|)→
P
0,
where (X, k) is a unique strong solution of (1.1).
Proof. We know that (X, k) = SPul (h, Y ), where Yt = X0+
∫ t
0 f(s,Xs−) dMs+
∫ t
0 g(s,Xs−) dVs,
t ∈ R+. Let Xˆn, kˆn, Yˆ n be discretizations of X, k, Y , that is Xˆnt = Xρnt , kˆ
n
t = kρnt , Yˆ
n
t = Yρnt ,
t ∈ R+. Let (X¯n, k¯n) be a solution of the Skorokhod problem associated with Yˆ n, ln and un,
i.e. (X¯n, k¯n) = SPu
n
ln (h, Yˆ
n), n ∈ N. Then, by Theorem 3.7(ii), for every q ∈ R+,
sup
t≤q
|(X¯nt − Xˆ
n
t |+ |k¯
n
t − kˆ
n
t |) −→ 0.
Fix q ∈ R+. Since E supt≤q |Xt| < +∞ and E supt≤q |Yt| < +∞, the sequences {supt≤q |Xˆ
n
t |}
and {supt≤q |X¯
n
t |} are uniformly integrable, which implies that
ǫn1 = E sup
t≤q
|X¯nt − Xˆ
n
t | −→ 0. (4.7)
Let {Mn}, {V n} be sequences of discretizations of M,V , respectively. By (A1) and the
Lebesgue dominated convergence theorem,
ǫn2 = E sup
t≤q
(|
∫ t
0
f(s, Xˆns−) dM
n
s −
∫ ρnt
0
f(s,Xs−) dMs|
+E|
∫ t
0
g(s, Xˆns−) dV
n
s −
∫ ρnt
0
g(s,Xs−) dVs|)
= E(sup
t≤q
(|
∫ ρnt
0
(f(ρns , Xˆ
n
s−)− f(s,Xs−)) dMs + |
∫ ρnt
0
(g(ρns , Xˆ
n
s−)− g(s,Xs−)) dVs|)
≤ 3E(|
∫ ρnq
0
|f(ρns , Xˆ
n
s−)− f(s,Xs−)|
2 dms)
1/2
+E
∫ ρnq
0
|g(ρns , Xˆ
n
s−)− g(s,Xs−)| dms| −→ 0
because ρns → s and Xˆ
n
s− → Xs− P -a.s. for s ∈ [0, q]. On the other hand, by Theorem 3.7,
the pair (Xn, kn) defined by (4.6) is a solution of mean reflected SDEs with barriers ln, un
of the form
Xnt = X0 +
∫ t
0
f(s,Xns−) dM
n
s +
∫ t
0
g(s,Xns−) dV
n
s + k
n
t , t ∈ R
+,
i.e. (Xn, kn) = SPu
n
ln (h, Y
n), where Y nt = X0+
∫ t
0 f(s,X
n
s−) dM
n
s +
∫ t
0 g(s,X
n
s−) dV
n
s , t ∈ R
+,
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n ∈ N. From the above and Proposition 2.4(ii), for every t ≤ q,
E sup
s≤t
|Xˆns −X
n
s | ≤ E sup
s≤t
|Xˆns − X¯
n
s |+ E sup
s≤t
|X¯ns −X
n
s |
≤ ǫn1 + (Ch + 1)E sup
s≤t
|Yˆ ns − Y
n
s |
≤ ǫn1 + (Ch + 1)ǫ
n
2 + (Ch + 1)E sup
s≤t
|
∫ s
0
f(u, Xˆnu−)− f(u,X
n
u−) dM
n
u |
+(Ch + 1)E sup
s≤t
|
∫ s
0
g(u, Xˆnu−)− g(u,X
n
u−) dV
n
s |.
= ǫn1 + (Ch + 1)ǫ
n
2 + (Ch + 1)E sup
s≤t
|
∫ ρns
0
f(ρnu, Xˆ
n
u−)− f(ρ
n
u,X
n
u−) dMu|
+(Ch + 1)E sup
s≤t
|
∫ ρns
0
g(ρnu, Xˆ
n
u−)− g(ρ
n
u,X
n
u−) dVs|.
Let mn be a discretization of the function m, i.e. mnt = mρnt , t ∈ R
+, n ∈ N. Set tn1 = inf{t >
0 : (Ch + 1)cmax(m
n
t , 3(m
n
t )
1/2) > 1/2} and observe that arguing similarly to the proof of
Theorem 3.7 shows that
E sup
s<tn1
|Xˆns −X
n
s | ≤ ǫ
n
1 + (Ch + 1)ǫ
n
2 + (Ch + 1)E sup
s<tn1
|
∫ ρns
0
f(ρnu, Xˆ
n
u−)− f(ρ
n
u,X
n
u−) dMu|
+(Ch + 1)E sup
s<tn1
|
∫ ρns
0
g(ρnu, Xˆ
n
u−)− g(ρ
n
u,X
n
u−) dVs|.
≤ ǫn1 + (Ch + 1)ǫ
n
2 + (Ch + 1)3cE(
∫ ρn
tn
1
−
0
|Xˆns− −X
n
s−|
2 d〈M〉s)
1/2
+(Ch + 1)cE
∫ ρn
tn
1
−
0
|Xˆns− −X
n
s−| d|˜V |s
≤ ǫn1 + (Ch + 1)ǫ
n
2 + (Ch + 1)3c(m
n
tn1−
)1/2E sup
s<tn1
|Xˆns− −X
n
s−|
+(Ch + 1)cm
n
tn1−
E sup
s<tn1
|Xˆns− −X
n
s−|
≤ ǫn1 + (Ch + 1)ǫ
n
2 +
1
2
E sup
s<tn1
|Xˆns −X
n
s |,
which implies that
E sup
s<tn1
|Xˆns −X
n
s | ≤ 2(ǫ
n
1 + (Ch + 1)ǫ
n
2 ) −→ 0. (4.8)
In fact the convergence holds true on the closed interval [0, tn1 ]. To check this we first observe
that for a sufficiently large n, tn1 = t
∗
n = inf{k/n; k/n ≥ t1}} −→ t1, where t1 was defined in
the proof of Theorem 3.7. Hence (Xˆntn1−
,Xntn1−
, Y ntn1−
) −→ (Xt1−,Xt1−, Yt1−). Moreover,
kntn1 = max(min(k
n
tn1−
, u¯ntn1 − EY
n
tn1
), l¯ntn1 − EY
n
tn1
)),
where Y ntn1
= Y ntn1−
+ f(tn1 ,X
n
tn1−
)∆V ntn1
+ g(tn1 ,X
n
tn1−
)∆Mntn1
, l¯ntn1
= H−1(tn1 , l
n
tn1
, Y ntn1
) and u¯ntn1
=
H−1(tn1 , u
n
tn1
, Y ntn1
), which implies that ∆Xntn1
= ∆Y ntn1
+ ∆kntn1
→P ∆Xt1 . On the other hand,
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∆Xˆntn1
−→ ∆Xt1 P -a.s., which implies that Xˆ
n
tn1
−∆Xntn1
→P 0. Therefore, by (4.8) and uniform
integrability of jumps {∆Xˆntn1
}, {∆Xntn1
} we have E sups≤tn1 |Xˆ
n
s −X
n
s | −→ 0.
It is easy to see that we can repeat the previously used arguments on next intervals
[tnk , t
n
k+1], where t
n
k+1 = t
n
k + inf{t > 0 : (Ch + 1)cmax(mˆ
n
t , 3(mˆ
n
t )
1/2) > 1/2} and mˆnt =
mntn
k
+t − m
n
tn1
, k ∈ N. Since for a sufficiently large n, tnk = inf{k/n : k/n ≥ tk}} (tk was
defined in the proof of Theorem 3.7), for every q ∈ R+ in finitely many steps we are able to
prove that
E sup
s≤q
|Xˆns −X
n
s | −→ 0, q ∈ R
+. (4.9)
From (4.9) and the observation that (Xˆn,Mn, V n, ln, un)→ (X,M,V, l, u) P -a.s. inD(R+,R5d)
the theorem follows.
We say that equation (1.1) has a weak solution if there exist a filtered probability space
(Ω¯, F¯ , (F¯t), P¯ ), adapted processes (X¯, k¯), M¯, V¯ defined on (Ω¯, F¯ , P¯ ) such that L(X¯0, M¯ , V¯ ) =
L(X0,M, V ) and (X¯, k¯) is a solution of mean reflected SDE
X¯t = X¯0 +
∫ t
0
f(s, X¯s−) dM¯s +
∫ t
0
g(s, X¯s−) dV¯s + k¯t, t ∈ R
+. (4.10)
If the laws L(X¯, k¯, M¯ , V¯ ) and L(X¯ ′, k¯′, M¯ ′, V¯ ′) of any two weak solutions of (1.1), possibly
defined on different probability spaces, are the same we say that the weak uniqueness holds
for (1.1).
Let {Mn} and {V n} be sequences of square integrable (Fnt )-martingales and (F
n
t )-adapted
process with trajectories in D(R+,R) such that E|V n|q < ∞ for every q ∈ R
+. We will
consider a sequence of mean reflected SDEs of the form (1.4). We assume that the starting
points Xn0 are integrable F
n
0 -measurable random variables and for every n ∈ N the processes
Mn, V n satisfy the condition
(Mn) there exists a nondecreasing ca`dla`g function mn : R+ → R with mn0 = 0 such that
max(〈Mn〉t, |˜V n|t) ≤ m
n
t , t ∈ R
+.
Clearly, if supnm
n
t < +∞, t ∈ R
+, then the sequences {Mn} and {V n} satisfy the so called
condition (UT) introduced by Stricker[23]:
(UT) For every q ∈ R+ the family of random variables
{
∫
[0,q]
Uns dZ
n
s ; n ∈ N , U
n ∈ Unq }
is bounded in probability. Here Unq is the class of discrete predictable processes of the
form Uns = U
n
0 +
∑k
i=0 U
n
i 1{ti<s≤ti+1}, where 0 = t0 < t1 < ... < tk = q and U
n
i is F
n
ti
measurable, |Uni | ≤ 1 for i ∈ {0, ..., k} , n, k ∈ N.
Condition (UT) proved to be very useful in the theory of limit theorems for stochastic integrals
and for solutions of SDEs (see, e.g., [12, 13, 16, 20, 19]).
We will also assume that
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(A3) the coefficients fn, gn satisfy (A1) for every n ∈ N and there exists f, g such that
||fn − f ||[0,q]×K + ||g
n − g||[0,q]×K −→ 0
for every q ∈ R+ and every compact subset K ⊂ R.
Theorem 4.6. Assume (H), (A1) and (A3). Let {ln}, {un} be sequences of ca`dla`g functions
such that ln ≤ un, {Mn}, {V n} be sequences of processes satisfying (Mn) and {(Xn, kn)}
be a sequence of solutions of (1.4), n ∈ N. If supnm
n
t < +∞, t ∈ R
+, supnE|X
n
0 | < +∞,
ln0 ≤ Eh(0,X
n
0 ) ≤ u
n
0 , n ∈ N, and
(Xn0 ,M
n, V n, vn, ln, un)→
D
(X0,M, V, v, l, u) in R×D(R
+,R5d), (4.11)
where vnt = EV
n
t , vt = EVt, t ∈ R
+, then
{(Xn, kn,Mn, V n, vn, ln, un)} is tight in D(R+,R7) (4.12)
and its each limit point is a weak solution of the mean reflected SDE (1.1).
Proof. First we show that
sup
n
E sup
t≤q
|Xnt |, q ∈ R
+. (4.13)
Fix q ∈ R+ and set tn1 = inf{t > 0 : (Ch + 1)µmax(m
n
t , 3(m
n
t )
1/2) > 1/2} ∧ q. By (2.11), for
every t ≤ q,
E sup
s<t
|Xns | ≤ E|X
n
0 |+ (Ch + 1)E sup
s<t
|Y ns − Y
n
0 |
+Ch(λht+ sup
s<t
max(|lns − l
n
0 |, |u
n
s − u
n
0 |)
)
,
where Y n = Xn0 +
∫ ·
0 f
n(u,Xnu−) dM
n
u +
∫ ·
0 g
n(u,Xnu−) dV
n
u , n ∈ N. Since supnE|X
n
0 | < +∞
and supn supt≤qmax(|l
n
s |, |u
n
s |) < +∞, it follows from (Mn) and (A1) that
E sup
s<tn1
|Xns | ≤ C(h, q) + (Ch + 1)max(3(m
n
tn1−
)1/2,mntn1−)µ(1 + E sups<tn1
|Xns |)
≤ C(h, q) + (Ch + 1)max(3(m
n
tn1−
)1/2,mntn1−)µ+
1
2
E sup
s<tn1
|Xns |,
and hence that
sup
n
E sup
s<tn1
|Xns | < +∞.
Since ∆Y ntn1
= fn(tn1 ,X
n
tn1−
)∆Mntn1
+ g(tn1 ,X
n
tn1
−)∆V ntn1
, this implies that supnE|∆Y
n
tn1
| < +∞.
Hence also supn |∆k
n
tn1
| < +∞. Consequently, supnE sups≤tn1 |X
n
s | < +∞.
Similarly to the proof of Theorem 4.3 we can repeat the previously used arguments on the
next intervals [tnk , t
n
k+1], where t
n
k+1 = t
n
k + inf{t > 0 : (Ch + 1)µmax(mˆ
n
t , 3(mˆ
n
t )
1/2) > 1/2}
and mˆnt = m
n
tn
k
+t−m
n
tn1
, k ∈ N. What is left is to show that supn j(n) = inf{k : t
n
k = q} < +∞.
To check this set rn(t) = max(mnt , 3(m
n
t )
1/2), r = supn r
n(q) and observe that rn0 = 0, r
n is
nondecreasing and for every k, 12 ≤ (Ch + 1)µ(r(t
n
k+1)− r(t
n
k)), which implies that for every
n ∈ N,
j(n)
1
2
≤ (Ch + 1)µr
n(q) ≤ (Ch + 1)µr,
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which completes the proof of (4.13).
In next step we show (4.12). By (4.13) and (A1), for every q ∈ R+ the sequences
{supt≤q |f
n(t,Xnt )|} and {supt≤q |g
n(t,Xnt )|} are bounded in probability. Therefore, by (Mn)
and [16, Lemma 1.6], {Y n} satisfies (UT). Moreover, for every ǫ > 0,
{V¯2+ǫ(Y
n)q} is bounded in probability. (4.14)
Indeed, if we set τNn = inf{t : min(|f
n(t,Xnt )|, |g
n(t,Xnt )| > N)} for n,N ∈ N, then
lim
N→∞
lim sup
n→∞
P (τNn < q) = 0, q ∈ R
+,
and by the estimate from [13] (see also [8, Remark 2.4]),
P (V¯2+ǫ(
∫ ·
0
fn(s,Xns−)dM
n
s )q > K) ≤ P (V¯2+ǫ(
∫ ·
0
fn(s,Xns−)dM
n,τNn
s )q > K) + P (τ
N
n < q)
≤
EV¯2+ǫ(
∫ ·
0 f
n(s,Xns−)dM
n,τNn
s )q
K
+ P (τNn < q)
≤
C(ǫ)E(
∫ q
0 |f
n(s,Xns−)|
2d〈Mn,τ
N
n 〉s)
K
+ P (τNn < q)
≤
C(ǫ)N2mnq
K
+ P (τNn < q),
which implies that {V¯2+ǫ(
∫ ·
0 f
n(s,Xns−)dM
n
s )q} is bounded in probability. Since the similar
property for integrals driven by processes with uniformly bounded variation is straightfor-
ward, the proof of (4.14) is completed. Unfortunately, the sequence of solutions {(Xn, kn) =
SP
un
ln (h, Y
n)} need not satisfy (UT) and it is not even clear if is possible to approximate them
by sequences satisfying (UT). Consequently, standard tightness criterions from [12, 13, 16]
in the case of solutions of (1.4) are useless. In the present paper, we use new tightness re-
sults recently proved in [8, Proposition 4.1]. We will show that it is possible to approximate
solutions of (1.4) by processes having uniformly bounded in probability 2 + ǫ -variation for
ǫ > 0.
Set γi0 = 0, γ
i
k+1 = min(γ
i
k + δ
i
k, inf{t > γ
i
k : min(|∆lt|, |∆ut|) > δ
i}) and γni0 = 0,
γnik+1 = min(γ
ni
k + δ
i
k, inf{t > γ
ni
k : min(|∆l
n
t |, |∆u
n
t |) > δ
i}), where {δi}, {{δik}} are families
of positive constants such that δi ↓ 0, δi/2 ≤ δik ≤ δ
i |∆lt| 6= δ
i, |∆ut| 6= δ
i, t ∈ R+,
∆lγi
k
+δi
k
= 0, ∆uγi
k
+δi
k
= 0. For every i ∈ N define new sequences {ln,(i)}, {un,(i)} of functions
by putting l
n,(i)
t = l
n
γni
k
, u
n,(i)
t = u
n
γni
k
, t ∈ [γnik , γ
ni
k+1), k ∈ N ∪ {0}, n ∈ N, l
(i)
t = lγi
k
,
u
(i)
t = uγi
k
, t ∈ [γik, γ
i
k+1), k ∈ N ∪ {0}. Then using the continuous mapping argument, we
have (ln, ln,(i), un, un,(i))→ (l, l(i), u, u(i)) in D(R+,R4), which implies that
lim
i→∞
lim sup
n→∞
sup
t≤q
max(|l
n,(i)
t − l
n
t |, |u
n,(i)
t − u
n
t |) −→ 0, q ∈ R
+. (4.15)
Moreover, for every i ∈ N,
sup
n
max(|ln,(i)|q, |u
n,(i)|q) < +∞, q ∈ R
+. (4.16)
Set {(Xn,(i), kn,(i)) = SPu
n,(i)
ln,(i)
(h, Y n)}, n, i ∈ N, and observe that by (4.15) and Proposition
2.4,
lim
i→∞
lim sup
n→∞
E sup
t≤q
|X
n,(i)
t −X
n
t | = 0, q ∈ R
+. (4.17)
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On the other hand, by simple calculations, for all q ∈ R+, i ∈ N there exists C(h, q, i) > 0
such that for every n ∈ N,
v2(k
n,(i))q = sup
π
m∑
j=1
|ktj − kti−j |
2
≤ 45C2hµ
2(1 + E sup
t≤q
|Xnt |)mq + 5C
2
hµ
2(1 + E sup
t≤q
|Xnt |)(mq)
2
+5C2hλ
2
h(q
2 + |ln,(i)|2q + |u
n,(i)|2q) ≤ C(h, q, i).
Since
V¯2+ǫ(X
n,(i))q ≤ V¯2+ǫ(Y
n)q + (C(h, q, i)
1/2,
it follows from (4.14) that also the sequence {V¯2+ǫ(X
n,(i))q} is bounded in probability. Fur-
thermore, it is well known that for continuous f : R+×R −→ R one can construct a sequence
{f (i)} of functions such that f (i) satisfies (A2), for i ∈ N and ||f (i) − f ||[0,q]×K −→ 0 for any
compact subset K ⊂ R and q ∈ R+. Similarly one can construct a sequence of functions
{g(i)} satisfying (A2) for i ∈ N and approximating g. Since f (i), g(i) satisfy (A2), {Xn,(i)}
has bounded 2 + ǫ -variation and {f (i)(Xn,(i))}, {g(i)(Xn,(i))} have bounded 2 + ǫ -variation
as well. Using [8, Proposition 4.1] and the fact that the sequences {Mn} and {V n} satisfy
(UT) shows that
{(Xn0 ,M
n,
∫ ·
0
f (i)(s,X
n,(i)
s− ) dM
n
s , V
n,
∫ ·
0
g(i)(s,X
n,(i)
s− ) dV
n
s , v
n, ln, un)}
is tight in R×D(R+,R7). Therefore, by (4.17), also
{(Xn0 ,M
n,
∫ ·
0
fn(s,Xns−) dM
n
s , V
n,
∫ ·
0
gn(s,Xns−) dV
n
s , v
n, ln, un)}
is tight in R×D(R+,R7), which together with Theorem 3.3 implies (4.12).
Assume that there exists a subsequence (n′) ⊂ (n) such that
(Xn
′
, kn
′
,Mn
′
, V n
′
, vn
′
, ln
′
, un
′
)→
D
(X¯, k¯, M¯ , V¯ , v, l, u) in D(R+,R7), (4.18)
where L(X¯n0 , M¯ , V¯ ) = L(X¯0,M, V ). Then, by [8, Proposition 4.1(ii)],
(Xn
′
, kn
′
,Mn
′
, V n
′
, Y n
′
, ln
′
, un
′
)→
D
(X¯, k¯, M¯ , V¯ , Y¯ , l, u) in D(R+,R8).
Now set yn
′
t = EY
n′
t = E
∫ t
0 g(s,X
n′
s−) dV
n′
s , y¯t = EY¯t = E
∫ t
0 g(s, X¯s−) dV¯s, t ∈ R
+. Since
{t : ∆y¯t 6= 0} ⊂ {t : ∆vt 6= 0}, from the above convergence and (4.11) we deduce that
(Xn
′
, kn
′
,Mn
′
, V n
′
, Y n
′
, yn
′
, ln
′
, un
′
)→
D
(X¯, k¯, M¯ , V¯ , Y¯ , y¯, l, u) in D(R+,R8). (4.19)
Therefore from Theorem 3.7(i) it follows that (X¯, k¯) = SPul (h, Y¯ )} with Y¯ defined as Y¯ =
X¯0 +
∫ ·
0 f(s, X¯s−) dM¯s +
∫ ·
0 g(s, X¯s−) dV¯s, which implies that (X¯, k¯) is a weak solution of
the SDE (1.1).
In the proof of existence of weak solutions of (1.1) we will use the approximation scheme
defined in (4.6).
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Corollary 4.7. Assume (H), (A1) and (M). If l0 ≤ Eh(0,X0) ≤ u0, then there exists a
weak solution (X, k) of (1.1).
Proof. Let {Mn}, {V n} and {ln}, {un} be sequences of discretizations of M,V and l, u.
Clearly
(Mn, V n, vn, ln, un) −→ (M,V, v, l, u) P -a.s. in D(R+,R5). (4.20)
If (Xn, kn) and Y n are defined by (4.6), then (Xn, kn) = SPu
n
ln (h, Y
n), where Y nt = X0 +∫ t
0 f(s,X
n
s−) dM
n
s +
∫ t
0 g(s,X
n
s−) dV
n
s , t ∈ R
+. This means that (Xn, kn), n ∈ N, are solutions
of (1.4) with fn = f and gn = g. Now observe that using (M) we are able to estimate the
predictable characteristics of Mn and V n. Indeed, for every t ∈ R+,
〈Mn〉t =
∑
k;k/n≤t
E(Mk/n −M(k−1)/n)
2|F(k−1)/n)
=
∑
k;k/n≤t
E(〈M〉
k/n
(k−1)/n|F(k−1)/n) ≤ m
n
t
and
|˜V n|t =
∑
k;k/n≤t
E(|Vk/n − V(k−1)/n||F(k−1)/n)
=
∑
k;k/n≤t
E(|˜V |
k/n
(k−1)/n|F(k−1)/n) ≤ m
n
t ,
where mn is a discretization of the function m, i.e. mnt = mρnt , t ∈ R
+. Consequently, the
condition (Mn) is satisfied and the existence of a weak solution follows from Theorem 4.6.
Corollary 4.8. Under the assumptions of Theorem 4.6, if moreover (A2) is satisfied and the
processes M,V have independent increments,
(Xn, kn,Mn, V n, ln, un)→
D
(X, k,M, V, l, u) in D(R+,R6),
where (X, k) is the unique weak solution of (1.1).
Proof. It is sufficient to apply Theorem 4.6 and observe that in the case where (A2) is sat-
isfied and M,V have independent increments then weak uniqueness for (1.1) holds true. To
check this assume that (X¯, k¯, M¯ , V¯ ) and (X¯ ′, k¯′, M¯ ′, V¯ ′) are two weak solutions of (1.1) and
L(X¯0, M¯ , V¯ ) = L(X¯
′
0, M¯
′, V¯ ′) = L(X0,M, V ). Since M,V have independent increments,
the processes M¯, V¯ and M¯ ′, V¯ ′ also have independent increments. Moreover, they have the
same deterministic predictable characteristics 〈M〉, |˜V |. Let (X¯n, kn) = SPu
n
ln (h, Y¯
n), n ∈ N,
and (X¯n
′
, kn) = SPu
n
ln (h, Y¯
n′), n ∈ N, be the approximations of (X¯, k¯) and (X¯ ′, k¯′), respec-
tively, considered in Theorem 4.5. By Theorem 4.5, (X¯n, kn, Y¯ n, ln, un)→P(X¯, k¯, Y¯ , l, u) in
D(R+,R5d) and (X¯n
′
, kn, Y¯ n
′
, ln, un)→P(X¯
′, k¯′, Y¯ , l, u) in D(R+,R5d). Clearly, the equality
of laws L(X¯0, M¯ , V¯ ) = L(X¯
′
0, M¯
′, V¯ ′) implies the equality of laws of the approximations, i.e.
L(X¯n, kn, Y¯ n, ln, un) = L(X¯n
′
, kn, Y¯ n
′
, ln, un), n ∈ N, which completes the proof.
Remark 4.9. From Proposition 3.5 one can deduce that in case the processes {V n} have
independent increments or P (∆Vt = 0) = 1, t ∈ R
+, in Theorem 4.6 and Corollary 4.8 in
place of (4.11) it suffices to assume that
(Xn0 ,M
n, V n, ln, un) −→ (X0,M, V, l, u) in R×D(R
+,R4d).
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5 Appendix. Skorokhod problem, deterministic case
We begin with a general definition of the Skorokhod problem with time-dependent reflecting
barriers for ca`dla`g functions considered in [2].
Definition 5.1. Let y, l, u ∈ D(R+,R) with l ≤ u and l0 ≤ y0 ≤ u0. We say that a pair
(x, k) ∈ D(R+,R2) with k0 = 0 is a solution of the Skorokhod problem associated with y and
barriers l, u (and we write (x, k) = SP ul (y)) if
(i) xt = yt + kt ∈ [lt, ut], t ∈ R
+,
(ii) for every 0 ≤ t ≤ q,
kq − kt ≥ 0, if xs < us for all s ∈ (t, q],
kq − kt ≤ 0, if xs > ls for all s ∈ (t, q],
and for every t ∈ R+, ∆kt ≥ 0 if xt < ut and ∆kt ≤ 0 if xt > lt.
Theorem 5.2. ([2, Theorem 2.6]) There exists a unique solution of the Skorokhod problem
(x, k) = SP ul (y). Moreover,
kt = −max(0 ∧ inf
0≤u≤t
(yu − lu), sup
0≤s≤t
[(ys − us) ∧ inf
s≤u≤t
(yu − lu)]), t ∈ R
+. (5.1)
One can also show Lipschitz continuity of the mapping (y, l, u) 7→ (x, k) in supremum
norm.
Theorem 5.3. ([22, Theorem 2.6]) If (xi, ki) is a solution associated with yi ∈ D(R+,R)
and barriers li, ui, i = 1, 2, then for every q ∈ R+,
sup
t≤q
|x1t − x
2
t | ≤ 2 sup
t≤q
|y1t − y
2
t |+ sup
t≤q
max(|l1t − l
2
t |, |u
1
t − u
2
t |) (5.2)
and
sup
t≤q
|k1t − k
2
t | ≤ sup
t≤q
|y1t − y
2
t |+ sup
t≤q
max(|l1t − l
2
t |, |u
1
t − u
2
t |). (5.3)
From (5.2), (5.3) it is easy to deduce stability of the mapping (y, l, u) 7→ (x, k) in the
Skorokhod topology J1. More precisely, if (y
n, ln, un) −→ (y, l, u) in D(R+,R3), then
(xn, kn, yn, ln, un) −→ (x, k, y, l, u) in D(R+,R5). (5.4)
It is worth adding that in [22, Definition 2.1] condition (ii) is replaced by
• for every 0 ≤ t ≤ q such that infs∈[t,q](us− ls) > 0 the function k has bounded variation
on [t, q] and ∫
[t,q]
(xs − ls) dks ≤ 0 and
∫
[t,q]
(xs − us) dks ≤ 0.
However, simple calculations shows that in fact these two definitions are equivalent.
In the classical Skorokhod problem it is assumed that the function k has bounded vari-
ation on any bounded interval [0, q], or, equivalently, k = k(+) − k(−), where k(+), k(−) are
nondecreasing right continuous functions with k0 = k
(+)
0 = k
(−)
0 = 0 such that k
(+) increases
23
only on {t : xt = lt} and k
(−) increases only on {t : xt = ut}. In [17, 5] and [9] it is observed
that the above property holds true in the case where the barriers l, u ∈ D(R+,R) satisfy the
additional condition
inf
t≤q
(ut − lt) > 0, q ∈ R
+. (5.5)
Under (5.5) it is possible to estimate the variation of the function k compensating the reflec-
tions with the use of η-oscillations of y, l, u.
Proposition 5.4. ([21, Proposition 2.11]) For any q ∈ R+ and η such that 0 < 2η ≤
inft≤q(ut − lt)/3 we have
|k|q ≤ 6(Nη(y, q) +Nη(l, q) +Nη(u, q) + 1)(sup
t≤q
|yt|+ sup
t≤q
max(|lt|, |ut|)). (5.6)
We close this section with simple remark showing that in the special case of the Skorokhod
problems with one barrier, i.e. when u = +∞ or l = −∞, the function k has much simpler
form. Indeed, in case of one lower barrier l one can check that k is a nondecreasing function
of the form
kt = sup
s≤t
(ys − ls)
− = sup
s≤t
(ls − ys)
+, t ∈ R+. (5.7)
Similarly, in case of one upper barrier u one can check that k is a nonincreasing function of
the form
kt = − sup
s≤t
(ys − us)
+ = − sup
s≤t
(us − ys)
−, t ∈ R+. (5.8)
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