Advances in medical imaging have fostered medical diagnosis based on digital images. Consequently, the number of studies by medical images diagnosis increases, thus, collaborative work and tele-radiology systems are required to effectively scale up to this diagnosis trend. We tackle the problem of the collaborative access of medical images, and present WebMedSA, a framework to manage large datasets of medical images. WebMedSA relies on a PACS and supports the ontological annotation, as well as segmentation and visualization of the images based on their semantic description. Ontological annotations can be performed directly on the volumetric image or at different image planes (e.g., axial, coronal, or sagittal); furthermore, annotations can be complemented after applying a segmentation technique. WebMedSA is based on three main steps: (1) RDF-ization process for extracting, anonymizing, and serializing metadata comprised in DICOM medical images into RDF/XML; (2) Integration of different biomedical ontologies (using L-MOM library), making this approach ontology independent; and (3) segmentation and visualization of annotated data which is further used to generate new annotations according to expert knowledge, and validation. Initial user evaluations suggest that WebMedSA facilitates the exchange of knowledge between radiologists, and provides the basis for collaborative work among them.
INTRODUCTION
Diagnostic imaging has become a common practice in response to the advance of medical imaging techniques. This diagnostic trend requires experts to collaboratively evaluate and analyze large datasets of medical images. Tele-radiology systems make available infrastructures to share radiological data (e.g., images or medical reports) among medical or radiologist experts who may be located in remote places. The aim of these systems is the evaluation, and analysis of radiological data in order to produce a collaborative diagnosis. Nevertheless, to scale up to large datasets, tele-radiology systems must be enabling to efficiently access and manage medical images. We address the problem of collaborative access of medical images and provide the basis for scalable and efficient platforms for tele-radiology systems. We propose WebMedSA a Web-based framework that relies on a PACS and supports the ontological annotation, as well as segmentation and visualization of the images based on their semantic description. Furthermore, WebMedSA can integrate: (1) scientific evidence available from clinical experts, and (2) pathophysiological knowledge, data, or information scientifically supported. 1 WebMedSA also aims at bridging the gap between low-level features and high-level semantic concepts/terms in the medical images, and provides hybrid strategies for annotating, segmenting, and visualizing medical images. Finally, WebMedSA makes available collaborative services able to: (1) retrieve images with relevant clinic evidence for further medical studies that may be available for researchers in the clinical trial or education; (2) promote the collaborative work among experts, and allow a more efficient usage of technological as well as human resources; and (3) create a repository of digital medical images to support image processing research.
Existing approaches shown the benefits of enriching medical images with knowledge encoded on well-known ontologies in the biomedical domain like FMA, RadLex, and DICOM. [2] [3] [4] These approaches rely on traditional PACS, since they allow for query processing and storage of images by indexing large datasets of semantically annotated medical images using biomedical ontologies. Generally, the searching on traditional PACS is conducted by patient information, e.g., patient name, study date, age, study type, or gender. 3 The enrichment of data of medical images with knowledge encoded in ontologies, opens the possibilities of retrieving any accessible information about the anatomy, diseases, regions of interest, and particular abnormalities associated with a volumetric image. Semantic annotations allow searching images for a particular clinical study, or by similar cases in the context under observation. Students, physicians, and researchers can learn about a specific context by comparing diagnosis, treatments and recommendations given to patients with similar anatomical and pathological characteristics. Knowledge inferred by the specialist about an image can be used for annotating each image semantically. Many approaches generally make these annotations manually. 5, 6 It means a hard work for the specialists and a waste of time. The large amounts of image data in clinics and hospitals make this an unmanageable process. Thus, an automated image annotation system is ideal.
Different approaches propose techniques to semantically annotate an image using ontologies. Seifert et al. deal with image annotations using common vocabulary from ontologies. A context-sensitive workflow is defined for ontological annotation; the workflow is based on an image parsing system complemented by a manu. Rubin et al. 6, 8 propose a strategy to mark and annotate medical images. Tello et. al. 2 depict an architecture and the necessary steps to allow for the enrichment and sharing of DICOM metadata of medical files for being used in Linked Open Health Data. In general, these applications are based on a particular ontology, i.e., they are ontology-specific. WebMedSA goes further and assumes biomedical ontologies may change or some new ontologies may emerge, thus, an ontology independent framework is proposed.
WebMedSA aims at making available a Web Visualizer to retrieve volumetric pixel data and the information produced by the RDF-resultant from RDF-ization processes 2 and the mapping process between RDF files from DICOM metadata and biomedical ontologies. WebMedSA will be available for students, physicians, and researchers across the Web, without the need of installing additional software in the client-side than a common Web browser. Additionally, WebMedSA will capture knowledge encoded implicitly in the ontologies, e.g., anatomic parts in FMA, in a similar way than the approach by Tello et al. 2 and Peréz et al.
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Finally, the ontological annotation or identification of different tissues using ontological terms from biomedical ontologies can be completed by the specialists, validating thus the correctness of the WebMedSA annotations.
To summarize the main contributions of this paper are the following:
(1) WebMedSA, an ontology-independent framework for semantic annotating, segmenting, and visualizing DICOM image; WebMedSA provides support for education, research, and collaborative diagnostic imaging.
(2) Semantic enrichment and sharing of DICOM metadata of medical files through the Linked Health Data. This is possible with the RDF-ization process for extracting, anonymizing, and serializing metadata comprised in DICOM medical images into RDF/XML.
(3) An integration framework of different biomedical ontologies (using the L-MOM library).
(4) A 3D-Visualizer for validating the automatic annotations and semi-automatic annotations using biomedical ontologies. WebMedSA 3D-Visualizer facilitates the annotation and segmentation of images, based on the comparison with other case studies.
We have initiated the evaluation of WebMedSA with several radiologists. Initial evaluation results suggest that experts consider that WebMedSA simplifies typical PACS functions. Additionally, tasks of exploring, segmenting, comparing and visualizing volume medical images are supported. This paper is organized as follows: Section 2 presents an overview of related approaches. Section 3 describes WebMedSA while Section 4 reports on the preliminary results of our evaluation, and Section 5, concludes with an outlook to future work. The Online Anatomical Human (OAH) project is an online platform for visualizing and annotating anatomical information based on real human anatomy. OAH incorporates medical image data in linked 2D and 3D views, and aims at serving as an educational platform available to anyone through Web browsers, as well as to be used by medical experts to enhance knowledge and educational value. 12 In OAH annotations are done by labeling data without using any ontology or controlled vocabulary. Kaspar et al. 11 analyze different Web3D applications for visualization and propose a system called CoWebViz, which provides an interactive visualization in realtime via pure Web browsers, as well as stereoscopic and real-time interactive medical volume visualization for collaborative usage. CoWebViz requires a client-side two-projector for the stereoscopic visualization. Although all these approaches implement optimized Web3D visualization tools, none of them relies on ontologies or semantic annotations, which would allows for the semantic enrichment of medical images content. Shen et al. 13 describe a Medical Visualizer (MedVis), which is a cross-platform medical visualization system that provides real-time high-quality volume rendering and interaction with 3D medical data in virtual environments (VEs).
RELATED WORK

Kenneth et al.
14 propose one of the most recent work where semantic annotations on medical images are exploited. They implemented a framework for integrating symbolic anatomic reasoning, knowledge based image segmentation, anatomy information retrieval, and functional brain mapping. The main goal in this work is the annotation, segmentation, exploring and navigation through the data, and visualization of medical images related to the brain. They use a modified ontology based on FMA for annotating anatomically the data, and annotations are used then for anatomy information retrieval. This framework is not designed for general purpose; it is an application for studying the functional brain mapping and neuroscience.
Harini et al. 15 implemented a faceted search application for visualizing annotated medical images of brain using a brain tumor dataset from the Surgical Planning Laboratory (SPL) of Harvard Medical School in Boston. They use the FMA ontology for anatomic terminology and the open-source 3D Slicer software for visualization; the modelling is done by using 3D digital atlas. Once data are annotated by using the 3D digital atlas, or specialist knowledge, they are storing in a database. Then a faceted search over those data can be done through ontological terms, searching by models or texts. This work combines visualization, modelling, and annotation of medical images, however, it is not a Web application and it is not ontology independent.
Recently, Sunantawanit 16 proposes a Web based application named MedVis, which allows for the visualization of the medical image format (DICOM) on browser based on WebGL technology. MedVis exchanges DICOM images thought a Web-based client-server architecture. MedVis is perfectly suitable for tele-radiology systems, presenting a Web visualizer of medical image format, allowing the management of 2D and 3D views. MedVis also extracts from DICOM files text information related to the to patients and clinical studies, but in this case there is no any enrichment of knowledge of the data content by using ontologies or specialized knowledge. Gutman et al. 17 propose an anatomic Web-based visualizer for medical images. The aim of this application is to create a visualization system to be used during anatomy studies, visualization of anatomical digital atlases or even in clinical cases for medical research or surgery. The annotation is done manually coloring voxels and labeling with text, without using any ontology.
Furthermore, a variety of 3D visualizers for medical image have been also implemented.
10, 11, 13-17 Some of these tools are pure Web based visualizers, 11, 13, 14, 16, 17 while other approaches are aimed for the visualizing and annotation of medical images [14] [15] [16] [17] by using biomedical ontologies 14, 15 and without using ontologies at all.
16, 17 Some of these approaches combine different selected ontologies 15 or modified ontologies according to their purposes.
14 In general, none of the approaches until now is able to combine in one medical image-based framework the following facilities:
(1) Collaborative work among experts; (2) Web accessible ontology-independent multi-platform application to handle medical images as PACS; and (3) Visualization processes for ontological annotation and segmentation; (4) ontology independent annotation process. WebMedSA is a Web-based application that integrates all the above mentioned features.
WEBMEDSA DESCRIPTION
The architecture of WebMedSA is depicted in Fig. 1 . WebMedSA receives as input DICOM descriptions of medical images, and it generates ontological annotations of these images based on a set of medical ontologies, e.g., FMA and RedLex. WebMedSA relies on ParaViewWeb 18 and WebGL to visualize a volumetric image. In Fig. 1 , a DICOM image is obtained from a PACS Server and processed by the RDF-ization process using DICOM Ontology * . This process generates an RDF file which is stored into an RDF Server (e.g., Fuseki † ). The DICOM enrichment process is carried out using the L-MOM library by matching syntactically different biomedical ontologies with DICOM description on RDF files. Matched terms from ontologies are added to the RDF file and stored back to the RDF repository. The SPARQL query processing is provided for retrieving and storing annotated RDF data in the RDF Server. The Web Visualizer module comprises two components: the server-side and client-side. The server-side executes SPARQL queries to retrieve information about the DICOM * http://lov.okfn.org/dataset/lov/vocabs/dicom The RDF-ization process; ii) The Enrichment DICOM metadata using Biomedical Ontologies; and iii) The Web Visualizer. In the following section each module is described.
RDF-ization process of DICOM files
This module described in 2 allows for extracting, anonymizing and creating RDF/XML files from DICOM metadata. The RDF files resultants from this process are part of the first automatic semantic annotation phase. DICOM metadata is extracted and an RDF file is created based on the DICOM ontology. Anonymized images are used for research purpose while diagnostic imaging is conducted with original images.
Enrichment DICOM metadata using Biomedical Ontologies
A mapping process of RDF/XML files extracted from DICOM metadata is implemented by using L-MOM (Library for Mapping of Ontological Metadata). 9 This process allows for the enrichment of DICOM metadata by merging ontological terms from different biomedical ontologies. Thus, DICOM metadata may contain further information about anatomical terms related to the medical image study. For example, given a DICOM study of a cranial CT, the annotated RDF/XML file is completed with information related to sub-anatomical terms located in a human cranial (i.e., head proper, musculature of head, face, brain, or vasculature of head; see Fig. 2 ).
The Web Visualizer
The Web Visualizer displays a rendered medical image using different views and rendering techniques. It facilitates the use of ontological terms related to the medical study which is the main contribution of this paper. The Web Visualizer is composed of a server-and a client-side, together they are responsible of establishing the communication by a Web socket, i.e., a bi-directional communication across a full-duplex channel that operates under the Web (see Fig 3) . The server is encoded in the Python language and employs the VTK toolkit. When a Web client starts a connection, the following three parameters are sent: (1) The location of DICOM study; (2) The anatomical part or abnormalities inside a particular region in the context of the study; and (3) The annotated points in the study, i.e., coordinates (x, y, z) corresponding to the location in the volume of the anatomical part annotated. 
The Server-side Component
In the server-side, the location of the retrieved DICOM file is filtered by study and serial number; this is done by employing Grassrots DICOM * . Grassrots DICOM is an open-source implementation of the DICOM standard that allows the access of clinical data directly from the DICOM file location. VTKGDCM, which is a bridge between VTK Toolkit and Grassroots DICOM, is used to read the pixel data and image information stored in the specified DICOM file location; which is converted into a compatible VTK image.
The Client-side Component
A JavaScript program is in charge of reading all the different setting parameters in the client-side, and sending these values to the server-side. The client-side component retrieves and fits the visual configuration to the displayed volumetric image. WebGL is used for the volumetric image rendering, enabling user to manipulate the rendered image. The best advantage of WebGL is the compatibility with any Web browser without the need of installing or using any plug-in or client application. WebGL allows the display of an image into a Web page canvas by using GPU processing. The Web visualizer uses HTML elements for showing and setting the configuration of the image visualization.
Two types of renderings are supported: GPU Ray Casting for a fast visualization and CPU Ray Casting. The Ray Casting method is an image-based volume rendering technique, 19 widely used in medical image visualization. The GPU Ray Casting accelerates the process of rendering, because it directly works on the Graphics processor. However, WeMedSA provides both CPU and GPU Ray Casting methods. Different image properties, i.e., opacity, color, shades, or gradient opacity are set in the volume properties. Further specifications, like the region of interest, plane views (e.g, sagittal, coronal, or axial), and a camera with a trackball style, help users to set and visualize annotation points into their respective values.
Latency Time
One of the disadvantage of working with large datasets as medical images is the processing time and the memory consumption. These facts produce a slow response time which is increased in a Web approach to latency time. Thus, to deal with this reality we focused on the approach of Jourdain et al. 18 They propose: first, the use of a programming method know as Comet, which implements a long-polling communication style to fetch binary content such as images. Second, to employ asynchronous requests to the server, each update done to the image is received by a different thread; it means that the server keeps receiving requests while the rendering changes are made. Besides if a great amount of updates are done simultaneously only the result of last coming update is sent. Third, they propose to reduce the quality and the image resolution when an update is done. Then, if no request arrives, the real image is sent to the client by the server, while it keeps waiting for another request.
Security Data
The access to the system WebMedSA is controlled by an user authentication. Furthermore, each user has a system role that provides the adequate permissions according to the case.Three roles are available, the Patient, the Medical Doctor and the Researcher. The Patient can read only its personal information. The Medical Doctor can access to the medical images of patients, to its metadata, or even make changes, annotating and adding diagnostic information. The Researcher has similar permissions like the Medical Doctor with a small difference, the personal information of patients becomes anonymous. Besides, the access to the DICOM images and its metadata, are services that offers the PACS Server, it means that this server has its own security managing and it does not allow modifying the studies or its content. The annotations are done in a RDF files and stored in a RDF repository. Moreover, WebMedSA emploies for security reasons, a secret key that should be provided by the client before initiate any web socket communication, if this key is not sent, the server will not allows the connection.
RESULTS
WebMedSA is an integrated system for visualizing, annotating, and sharing medical images (DICOM) without the need of any plug-ins or particular software. Figure 4 shows a snapshot of the main interface of WebMedSA. This interface shows different parameters that can be changed to customize the visualization. This configuration provides to users the freedom of modifying, studying, and specifying rendering properties of rendered images. Predefined "skins" allows for the reduction of the effort of manually selecting a transfer function for a better visualization or for visualization of a particular tissue (see Figure 5 ). The cropping tool facilitates the navigation inside the image volume and cropping into a particular area of the volume.
A Running Example
Our running example is illustrated using a MAGIX dataset with a DICOM study * . The study refers to a CT cardiac medical image of an adult, which contains 760 slices. The visualization process takes advantage of image annotation for enhancing the visualization process. The annotation is conducted by WebMedSA. Next section describes the whole visualization process.
The RDF-ization process of DICOM files
This process generates an RDF-file with metadata annotated using DICOM ontology. These RDF-files are stored in an RDF triplestore for the further annotation process. From our running example we obtain an RDF file † from MAGIX datasets, a fragment is present in Listing 1, all DICOM metadata is converted to RDF/XML. This process has been explained in detail in previous works. 
The Enrichment of DICOM metadata using Biomedical Ontologies
WebMedSA receives an RDF file with DICOM metadata and location of the image resource (i.e., the DICOM image). In this process a user can upload one or more biomedical ontologies; the RDF file is integrated with these ontologies. In our running example, the FMA and MeSH ontologies are used. From this integration process, a value of 1.00 of a similarity measure between DICOM metadata and ontology resources are obtained; this results in an RDF file * , a fragment is present in Listing 2. This RDF file is stored into the RDF server. 
The Web Visualizer Client Description
The WebMedSA interface presents the rendered image and the suggested terms for further annotations. Loaded anatomical terms are just the terms related with the anatomical study; these terms are the result of the enrichment process. An expert may decide to segment the data or simply indicate some particular points in the volume. This information is annotated on the corresponding RDF file. In this case, our user clicks on a particular point of the volume, and annotates with an anatomical term. This information is stored in the RDF file * ; a fragment of this process is presented in Listing 3. The RDF file is described in terms of the location (coordinate x, y and z) of the anatomical part, and the related term, in this case from FMA ontology. Figure 6 shows the annotated images rendered. 
Latency Time Evalution
In our DICOM images repository we are handling sizes about MegaBytes, as further evaluation we need to test with largest datasets. In this section we evaluate a set of different images sizes and the result is shown in Table 1 . 
CONCLUSIONS AND FUTURE WORK
In this paper, we have presented WebMedSA, a Web based framework that allows for volumetric image rendering, segmentation, and semantic annotation using biomedical ontologies. WebMedSA facilitates the image annotation process through an interactive display of a volumetric representation; all the developed components are opensource. Each process is implemented and executed in the serve-side to release the client-side of any software installation or large data downloads. Besides, the latency time is reduced to the minimum, because when the server is receiving simultaneous requests from the client which is interacting with an image, it applies asynchronous threads. If various threads are running at the same time, they are combined into a single update. Moreover, while the server is not busy and is waiting for more requests, it sends the original image without any reduction in quality. The rendering of any component in the canvas is made with the WebGL technology using the client GPU. WebMedSA allows students, physicians, and researchers to render an image dataset contained in a specific DICOM study. The DICOM image can be retrieved by using semantic terms of the biomedical ontologies. Furthermore, results of initial user studies suggest that WebMedSA offers an ideal framework for education and research.
WebMedSA has been validated by three radiologists in several sessions. They agree with the potential of this approach with general purpose that can be used with different studies. The most important is that the usage of ontology is totally transparent to them. WebMedSA also allows the ontology-free annotation space in natural languages. Currently, WebMedSA only considers biomedical ontologies that encode knowledge about tissues, organs, and medical procedures. In the future, we plan to extract visual characteristics of the images, 20 e.g., textures, shapes of segmented regions, to enhance image search precision as well as adding the processing of natural language. Furthermore, this platform will be build on a Grid arquitecture and data transfered will be encrypted, this a security data would increase.
