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Let B be the open unit ball of C”, n > 1. Let I (for “inner”) be the set of all 
u E H O(B) that have 1 UI = 1 a.e. on the boundary S of B. Aleksandrov proved 
recently that there exist nonconstant u E I. This paper strengthens his basic theorem 
and provides further information about I and the algebra Q generated by I. Let XY 
be the finite linear span of products xy, x E X, y  E Y, and let [Xl be the norm 
closure, in Lm = Lm(S), of X. Some results: set I is dense in the unit ball of H”(B) 
in the compact-open topology. On S, QQ is weak*-dense in L”, [eel does not 
contail Hm, C(S) c [GHm] # [I?“H”] # Lm. (When n = 1, [Qj = H” and - 
[QQ] I= La.) Every unimodular fC L m is a pointwise limit a.e. of products UC, 
u E Z, o E I. The zeros of every f f  0 in the ball algebra (but not of every H”- 
functicn) can be matched by those of some u E I, as can any finite number of 
derivatives at 0 if Ilfll, < I. However, f/u cannot be bounded in B if u E I is non- 
constal it. 
1. INTRODUCTION 
1.1. Ncfution. Throughout this paper n is a positive integer, C” is the 
vector spsce of all ordered n-tuples z = (z, ,..., z,,) of complex numbers, with 
Hermitian inner product (z, w) = jJ zi Ri, norm 1 z ( = (z, z) I”, and 
corresponiing unit ball 
B = {z E C”: IzI < l}, 
whose bot.ndary is the sphere 
On S, the1.e is a unique rotation-invariant positive measure u, so normalized 
that o(S) := 1. The term “measure” will always refer to Bore1 measures ,U on 
S, and thl: symbol ,U -L o means that ,D is singular with respect to o. The 
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Lebesgue spaces LP(a) have their usual meaning. In particular, the norm 
Ilfll, of anfE Lw = L”O(u) is its essential supremum. 
We denote by H(B) the class of all holomorphic f: B + C. 
By A(B) is meant the ball algebra, i.e., the class of all fE C(B U S) that 
are holomorphic in B, equipped with the sup-norm [If]],. 
Our main concern will be with Hm(B), the sup-normed Banach algebra of 
all bounded holomorphic functions in B. To every fE H”(B) corresponds a 
set L(f) c S consisting of all 6 E S at which the radial limit f*(c) of f 
exists. It is well known that o(L(f)) = 1 (so that f * E L”) and that f t) f * 
is an isometry between Ha(B) and a closed subalgebra H”(S) of L”O(a). 
When it is clear from the context what is meant, we shall often simply write 
H”O in place of H”O(B) or H”O(S). 
Also, in the H@‘-context, we shall drop the notation f *(c) and write f (Q 
instead. The domain of every f E Ha)(B) is thus extended from B to 
BuL(f >a 
Note that L(f) is more than just a set such that a(L(f )) = 1. For 
example, there are curves y in S such that every L(f) contains almost all 
points of y, with respect to arc-length measure. This observation will be used 
in Section 6.1. 
1.2. Inner Functions. An inner function in B is, by definition, a function 
u E Z?"(B) that has ]u(Q] = 1 a.e. on S. (Here, and later, a.e. refers to a.) 
Until quite recently, when Aleksandrov [2] proved the contrary, most 
analysts who concerned themselves with this problem thought that 
nonconstant inner functions did not exist in B when n > 1. This belief was 
partly motivated by the knowledge that such functions would have to exhibit 
extremely pathological boundary behavior. This is illustrated in Section 2. 
Aleksandrov deduced the existence of nonconstant inner functions from 
what we call here a “modification theorem” for reasons that will be 
explained in Section 3.3. He proved the case m = 1 of Theorem 3.3 of the 
present paper. As will be seen in Sections 4 to 6, the strengthened theorem, 
with arbitrary m, yields quite a bit of additional information about inner 
functions. 
The proof of Theorem 3.3 is basically the same as Aleksandrov’s, but the 
proof is sufficiently complicated that it would seem unfair to simply “leave 
the necessary changes to the reader.” A complete proof is therefore included 
in Section 3. 
The results obtained in Sections 4 to 6 are summarized at the beginning of 
those sections. 
1.3. Historical Remark. Aleksandrov completed his proof in November, 
198 1. A few weeks after this breakthrough, and without knowing of if, 
Hakim and Sibony [5] proved an interesting theorem that came quite close 
to solving the inner function problem. 
102 WALTER RUDIN 
To every E > 0 corresponds an fE Ha(B) and an open set 
TC S with a(r) = 1, such that f(0) = 0, Ilfll, < 1, and f has a 
con .inuous extension to B U r that satisfies If(C)\ > 1 - E for all 
[E r. 
Their construction was quickly modified by Low [9], in December 198 1, 
so as to yield a second proof of the existence of nonconstant inner functions 
in B. He, too, was unaware of Aleksandrov’s work. 
The inler function problem was thus solved twice, independently, by 
different methods, within a period of about six weeks. 
2. CLUSTER SETS 
The cltcster set K(f, c) of a functionf: B -+ C at a point C E S is the set of 
all w  E C such that limf(z,) = w  for some sequence {zi} c B that converges 
to <. 
It is a consequence of Theorem 2.1 that KCf, C) is the entire closed unit 
disc, for every nonconstant inner function f; and for every [ E S. The 
theorem iself, however, deals with radial cluster sets, and shows that one 
can even arbitrarily prescribe the sequence of radii that contribute to the 
pathologic al behavior of these functions. 
2.1. THEOREM. Suppose that 
(a) r is a nonempty open set in S, 
(b) rj/* 1 asj-+ o3, 
Cc> .fE HVO f is not constant, If(r)/ = 1 a.e. on r. Then r has a 
dense G,-! ubset H such that the set 
{f(rjt;):j = 1, 2, 3,...} 
is dense ir the unit disc U, for every C E H. 
Proof: Let A be a countable dense subset of U. For a E A, and positive 
integers i md k, define 
E i,k,a = (( E F \f(rj<) - a( > l/k for all j > i}, 
Ha = ’ 1 U Ei.k,n and H= fl H,. 
i.k CIEA 
It is clear that each Ei,k,a is (relatively) closed in IY If none of them has 
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interior, then each H, is a dense G&-subset of r, and so is H. Since [E H, 
exactly when 
li.mtrf I f ( r j ( )  - 011 = 0, 
H has the required property. 
So let us assume, to reach a contradiction, that some Ei,k,a has nonempty 
interior. Then there is a point v E r and some t < 1 such that Ei,k,a contains 
all [E S for which t ( Re([, q). 
Put J2 = {z E B: t ( Re(z, r)}. Then If(z) - aI > l/k if z E n n rjS and 
j > i. 
Hence If(z) - al > l/k for all z E R n rjB, j > i. (See [16, 
Proposition 11.4.31.) Letting j --f co, we see that 
If(z) - aI 2 l/k for all z E 0. 
Now fix a point p E Q, close to q. If [E r is such that limf(rC) exists as 
Y + 1, then f has the same limit along the line segment from p to [. This 
follows from the Lindelof-cirka theorem [ 16, Theorem 8.4.41. Therefore p 
lies on a complex line L such that, putting D = L n B, we have D c fl and 
the restriction f], off to D is an inner function (of one complex variable). 
Sincef], is bounded from (r (by l/k), f ID is constant, and this constant has 
absolute value 1. 
Thus If(p)/ = 1. The eligible points p cover an open subset of $2, in which 
If(z)] is therefore 1. This forces f to be constant, and we have our con- 
tradiction. 
3. THE MODIFICATION THEOREM 
3.1. Poisson Integrals. 
To every measure ,u on S is associated its Poisson integral P[dp], a 
harmonic function in B. When fE L’(a), we sometimes write P[f ] in place 
of P[fdu]. 
To make things unambiguous, we emphasize that the underlying kernel is 
the ordinary (Newtonian) Poisson kernel for the ball. The point is that we 
could equally well use the so-called “invariant” Poisson kernel [ 161 which 
produces functions that are harmonic with respect to the “invariant” 
Laplacian-the one that commutes with the automorphisms of B. This is so 
because the Poisson integrals that occur in Theorem 3.3 are pluriharmonic 
(real parts of holomorphic functions), and these are precisely the functions 
that are harmonic in both of the above senses [ 16, Theorem 4.4.91. 
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The orly properties-other than harmonicity-f P[&] that will be used 
are that I’[&] has radial limit 0 a.e. on S if p I u, and that P[f] has radial 
limit f(ZJ a-e. on S iffE L’(a). 
3.2. The Ideal J(m) 
This cc’nsists of allfE H(B) that have a zero of order m (or higher) at the 
origin. Equivalently, a function f E H(B) is in J(m) if its power series 
expansior (at the origin) contains no terms of degree cm, i.e., if it and its 
partial derivatives of order <m are 0 at the origin. 
3.3. AI.EKSANDROV’S MODIFICATION THEOREM. (a) Suppose that 
v, E L’(a), v, > 0 on S, v, is lower semicontinuous, and m is a positive integer. 
Then there is a positive measure ,a I o such that the Poisson integral 
is the rear part of a function h E J(m). 
(b) Ifv=‘( 1 u is real, and m > 1, the same conclusion holds, except 
that “posi’ive” must be replaced by “real.” 
As was mentioned in the Introduction, Aleksandrov proved this for m = 1. 
The term ‘modification theorem” has its origin in harmonic analysis, and is 
used here for the following reason: Let H(p, q) denote the space of 
restriction; to S of harmonic homogeneous polynomials on 6” that have 
total degrc:e p in the variables zi ,..., z, and total degree q in ,5i ,..., Z;, . There 
are projections 7cPq of L’(u) onto H( p, q) that annihilate H(r, s) for all 
(r, s) # (p, q) [ 16, Sect. 12.21. The set of polynomials&, = rrgq f can then be 
regarded as a “transform” of the function f E L’(u). 
From tl is point of view, Theorem 3.3 says that the transform of v, can be 
modz$ted, >y changing only terms in H(p, 0) and in H(0, q) (with p > m, 
q > m) so that the resulting set of polynomials is the transform of a singular 
measure ~1 
This st ggests that there might be a harmonic analysis proof of 
Theorem 3.3. In fact, if B and S are replaced by a polydisc and its 
distinguished boundary, the analogue of Theorem 3.3 has been known for a 
long time 14, Theorem 2.4.21, with a proof that uses only some simple facts 
about Fourier coefficients, and has suggested related theorems in other 
settings [ 12, 13, 171. 
Aleksanlrov proved the approximation theorem (Main Lemma) that is 
stated nexl (in case m = 1) for arbitrary p, 0 <p < 1, where we use 4 for 
simplicity. That p ( 1 might play an important role in the solution of the 
inner function problem was predicted in [ 1, p. Ill. 
INNER FUNCTIONS IN BALLS 105 
3.4. MAIN LEMMA. If n > 1, m > 1, there exists a constant 
y = y(m, n) < 1 with the following property: 
To every cp E C(S), rp > 0, corresponds an F such that 
(a) FEA(WnJ(m), 
(b) ReF<cponS, 
(c) j, (FI”* da < .cs lp”* do, 
and 
(d) (, (u, - Re F)“* do < y Is cp”* do. 
The proof of this will be completed in Section 3.9. We show first how the 
modification theorem follows from the Main Lemma. 
3.5. Proof that 3.4 implies 3.3. We assume first that rp E C(S), rp > 0. 
Successive applications of the main lemma yield functions F,, k = 1,2,3,..., 
such that 
(a) F, E A(B) n J(m), 
(b) cp-Re(F,+...+F,)>OonS, 
(c) J’, IFk\“* do < yk-’ cs (p”’ da, 
and 
(4 .f, (rp - Re(F, + * ** + F,))“’ da < yk j”, (P”~ da. 
Since I (C ] Fi 1)“’ do < C s ] Fi ] I’* do, it follows from (a) and (c) that the 
series 
h=zFi 
i=l 
converges to a function h E H’/‘(B) n J(m), uniformly on compact subsets 
of B as well as in the metric of H”*(B) [ 16, Theorem 7.2.51. On S, C Re Fi 
converges therefore to Re h* in the metric of L”*(u) [ 16, Theorems 5.6.6, 
5.6.81, so that Re h* = q a.e. on S, by (d). 
Since 1 F, du = Fk(0) = 0, (b) implies that 
II 
r~- 5 R@iI) =IIv)II~. 
i=l I 
Thus 12: Re Fi} is bounded in L r(u), and some subsequence converges 
weak * (in the dual of C(S)) to a measure w  da - dp, with IJI E L’(u), ,a 1 u. 
Hence 
P[w da - dp] = Re h. 
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This shows that w  = Re h * a.e. on S, so that w  = a, a.e. on S. Also, ,U > 0, 
being a weak*-limit of the positive functions (b), and we have found a 
measure ,l and a function h that satisfy the conclusion of Theorem 3.3(a), for 
continual IS o. 
Note also that 
because t (0) = 0 and p = v a.e. 
In the general case of Theorem 3.3(a), the given positive lower semicon- 
tinuous q is the sum of a series C (oi in which each (pi is positive and 
continuoL s. The preceding step, applied to pi, gives positive measures ,ui 1 u, 
with ll~ill = IlV)illI~ so that C,ui converges, in the total variation norm, to a 
positive p -L u that has the required properties. 
To fini;h this proof, we show that 3.3(a) implies 3.3(b). It suffices to do 
this for ~12 0. In this case, successive applications of the Vitali- 
Caratheoclory theorem [ 15, Theorem 2.241 give upper semicontinuous 
functions u, > 0 and lower semicontinuous ui > ui such that vi /” ~1 a.e., 
ui \ (o a.+ and C I( ui - ui]], < co. Put 
~,=u,+(u*-u’)+(u3-u*)+.‘., 
p* = (IdI - UJ + (242 - II*) + (24, - 03) + ***. 
Then v)i and oz satisfy the hypotheses of 3.3(a), and o = p, - oz. 
Since ttle modification theorem is known in the disc [ 14, Theorem 2.4.21, 
we shall t Ike n > 1 in the remainder of this section. 
3.6. A Mt tric on S 
For c E S, g E S, define 
4c, ?) = I1 - (L v)l”*. 
This gives a metric on S. The volume a(Q,(r)) of the corresponding balls 
Qs(v) = K E: S: 42 r> < Sl (O<Gfi) 
is indepentlent of q and will be denoted by V(S). We shall use the inequalities 
and the fa’:t that 
2 --ns*n < V(S) < 2”6=” 
VW -< ; 0 
2n 
V(@ if 6,(r. 
See [16, P*oposition 5.1.41. 
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3.7. LEMMA. Fix m >, 1, n > 1. There exists a constant a = a(m, n) < 1 
with the following property: 
To every Q = es(q) corresponds an h E A(B) n J(m) such that 
(a) .fs IhI”* do < WV, 
(b) lS ]xa - Re hi’/* da < a . V(S), 
whereXo= 1 on Q, 0 on S\Q. 
In the proof of Lemma 3.8, we shall not only use the statement of- 
Lemma 3.7, but also some further properties of h that will be apparent from 
the proof that follows. 
ProoJ For t > 0, A E C, ]A] < 1, define 
H,(A) = iAm/(2 + t - t12)4n 0) 
and define h(z) = H,((z, r,r)), z E B. It is clear that h E A(B), and the factor 
(z, q)“’ puts h into J(m). We will see that (a) and (b) hold when t is properly 
chosen, depending on 6. 
When -1 <x < 1, then 
&/i?x + fi) < 1 - (x*/8). (2) 
This easy inequality (a quantitative statement of the fact that the square root 
function is concave) will turn out to be the key to the proof of (b). We begin 
therefore by finding a lower bound for the integral in (3); the claim is that 
there is a constant c = c(m, n) > 0 such that 
ii 
Q 
lRehl*du> (:)’ 
whenever t8* > 2. 
Since h is a function of one complex variable, namely (z, q), the left side 
of (3) is equal to 
%I,, (ReH,(IZ)I* (1 - ]A]‘)“-* dm&j, 
where R = D(0, 1) n D(1, S”) and m, is plane Lebesgue measure [ 16, p. 151; 
D(a, r) is the disc in C with center at a and radius r. The change of variables 
w  = t( 1 - A) converts this to 
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whereE:=D(t,t)nD(O,t8*). When fS*>2, thenEID(1, 1). WithD(1, 1) 
(indepencent of t and 6) in place of E, it is clear that the integral has a 
positive 1 lwer bound as t ranges over [ 1, co). This gives (3). 
We rnt y of course choose c < 1. 
From IIOW on, we fix t so that cc8 = 10. Since V(S) < qnc!izn, (3) becomes 
(4) 
Next, ) H,(A)1 “* < 1 t( 1 - A)[ -2n and 1 - II I* < 2 I 1 - ), I; with R as above, 
it follows that 
i 11 
n-l 
h "* & = - 
i 
IH,(l)l”2 (1 - IAl’)“-‘dm,(A) 
s\Q 71 U\Q 
< (n-1)2”-* WZ< 2” 
t2” I 62 r o’n 
by using polar coordinates with pole at A = 1. Since ctd2 = 10 and 
b*” < 2” V(6), it follows that 
This gives part (a), because I hi’/* < 2-*” on Q (in fact, on all of S). 
The definition of H@) shows that 
1 + Re Z-Z,(l) = 1 - Re H,(A). 
Since R is symmetric with respect to the real axis, it follows that 
j 
Q 
(1 + Re h)“* da = jQ (1 - Re h)“* da, 
so that (2 I and (4) give 
1 ~1-Reh~1~2du=~~Q((1+Reh)“2+(1-Reh)”2}du 
G 
< { 1 - (c720)“) V(S). 
If we com)ine this with (5) we obtain part (b), with 
a = 1 - (c*/20)” + (c2/25)“. 
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3.8. LEMMA. There exists /I = j?(m, n) < 1 with the following property: If 
0 < ‘c < 1 and Q = Q,(&,), then there is an f E A(B) n J(m) such that 
(0 If I < 1 on Q, 
(ii) If1 c 5 on S\Q, 
(iii) J, 1 f 1”’ da < V(r), 
(iv) s, Ix0 - Ref 1”’ da < p . V(r). 
Proof Put 6 = rr. Let {q , ,..., qN} be a subset of Q&-J that is maximal 
with respect to having d(qj, q,J > 26 for all j f k; the metric d is as in 
Section 3.6. 
Associate functions hj to Q,(qj) as h was associated to Q,(q) in Lemma 
3.7. We claim that 
f=h,+...+h,,, 
does what is needed. 
It is clear that f E A(B) n J(m). 
To prove (i), fix [E Q. At most one ‘lj lies in Q,(c). If p >, 1, the qis with 
d(& qj) < 2p6 are centers of disjoint balls Q,(qj) that lie in QR(c), where 
R = 2p6 + 6. The number of these qis is thus at most 
V(2PS + 6)/V(6) < (1 + 2P)Z” < 3*“p. 
If d([, qj) > 2p-‘6, the choice of h in Lemma 3.7 shows that 
(h,(C)( < (t4p-‘62)4” < 4-4p” 
because t6* = 10/c > 4. Consequently, 
If(Ol< Z4” + pzI &- np < 1. 
( ) 
This proves (i). 
If c E S\Q, then d([, qj) > r/2 for all j. The same estimate of the size of hj 
that was used above shows now that 
If (C)l < N4/tr2)4” < NWY, 
using td* > 4 once again. The sets Q,(qj) are pairwise disjoint and lie in 
Q = Q,(&,). Hence NV(d) Q V(r), so that N ( (r/b)2n. This gives 
) f (C)l < (6/r)6” = t6n < 5, 
and (ii) is proved. 
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Part (iii) follows from Lemma 3.7(a), since If/“’ Q 2 lhjl”‘, so that 
‘12 do < M’(6) < V(r). 
To prcve (iv), put E = Qs(q,) U ..a U Qs(qN) and let xj be the charac- 
teristic function of Q,(qj). Then 
~0 - Ref = xaiE + 2 kj - Re hi), 
j=l 
so that 
1x0 - Refl”* < x~\E + $J IXj- Re hjJ*“, 
j=l 
and Lemrla 3.7(b) gives 
1 s Ix0 - Refl Ii2 da < V(r) - NV(d) + Nav(a). 
The ml ximality of {q, ,..., q,}, used now for the first time, implies that the 
balls Qzs’:vj) cover Q,,,(t;,), so that NV(26) > V(r/2). Hence (see Section 
3.6) 
NV(S) > 2-2”NV(26) > 4-‘“NV(r), 
and we conclude that (iv) holds with 
p= 1 -(l -a)4-2”. 
3.9. Pr#,of of Lemma 3.4. Put 
1-P e=y-- sv 1 “’ da, 
where p iz as in Lemma 3.8, and u, is our given positive continuous function. 
Use Vital ‘s covering theorem to cover almost all of S by disjoint balls Qj 
(see SectkIn 3.6) that are so small that the oscillation of q on Qj is <(~/10)~. 
Then then: is a finite set E of positive integers and there are constants cj > 0, 
r > 0, sue I that 
fff (“‘) - ,IE ‘jXj(C)) = 5 
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and 
where xj is the characteristic function of Qj. 
Associate Fj to Qj as f was associated to Q in Lemma 3.8, with t/2Cj (El 
in place of t, where 1 E 1 is the cardinality of E. Define 
F=xcjFj. 
E 
Then F E A(B) n J(m), since the same is true of each Fj. Next, 
cp-ReF>r+xcjkj-ReFj). 
E 
The jth summand is >O on Qj, and, by Lemma 3.8(ii), is larger than 
-2/2 [El on S\Qj. Hence 
rp-ReF>r-r/2>0, 
which proves Lemma 3.4(b). By Lemma 3.8(iii), 
js~F~1”du~~~~“jsIFj~1’2du 
E 
< 5 cj”‘~(Qj) = I, (T CjX,) “* dU < j P”* do, 
so that Lemma 3.4(c) holds. Finally, 
I 
s(o-ReF)1’2 <jS (~-~~jx,)ll*du+~~~“j~~xj-ReFjl”*d~ 
< E + PC C,“‘U(Qj) 
E 
<c+/?jsvll/*du=~j $‘*du. 
S 
This proves Lemma 3.4(d), with y = i(l + /3), which is < 1 since p < 1. 
4. ZEROS,DERIVATIVES, AND BOUNDARY VALUES 
We start this section with a consequence of the modification theorem that 
has some interesting special cases. One of these (Theorem 4.2) shows that 
930/50/l-8 
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lower senicontinuity is a suffkient condition for a positive bounded function 
on S to te the modulus (a.e.) of somefE P’(S). 
Another (Theorem 4.3) proves the existence of nonconstant inner 
functions, but with additional information: If g E A(B), g f 0, I( g]], < 1, and 
m is a pcsitive integer, then some inner function u has the same zeros as g, 
and its piutial derivatives of order Cm agree with those of g at the origin. 
We shall see later (Section 6.7) that this fails with H’O(B) in place of A(B), 
when n > 1. (To say that two functions f, g E H(B) have the same zeros 
means thit there is an h E H(B) such that f= gh and h has no zero in B.) 
Althou,:h it is thus possible to match the zeros of every fE A(B) (f& 0) 
by those of an inner function u, no useful factorization theorems seem to 
follow from this when n > 1 since f/u cannot be bounded when u is a 
nonconstrnt inner function. In fact, f/u cannot even lie in any HP-space 
(Theorem 4.6). 
Theore:n 4.7 deals with boundary values of functions in the Nevanlinna 
class N(B). The section ends with an interpolation problem that is related to 
the Schwi.rz lemma, and with a brief discussion of inner maps from B to B. 
4.1. TI:EOREM. Suppose that 
(a) g E HYB), g f 0, 
(b) y: S + (1, co ] is lower semicontinuous, 
(cl w E L”(a), 
(d) m is a positive integer. 
Then tl’ere exists f E H*)(B) such that 
(i) ]fl = ] vgl a.e. on S 
(ii) f-g E J(m) (see Section 3.2) and 
(iii) f and g have the same zeros in B. 
ProoJ: Since log ] gl EL’(a) [ 16, p. 851, (b) and (c) imply that 
log w  E L’(a). Theorem 3.3, with log v/ in place of rp, gives us therefore a 
positive n.easure ,U I u and an h E J(m) such that 
Define 
Re h = P[log cy do - dp]. 
f = g . exp(h). 
Since log g(z) < P[log ] g]](z) for all z E B, we have 
log If(z)1 < P[log I gl + log w  - dp](z), 
and this i:; bounded above since vg E L”O(u) and p > 0. Hence f E Ha(B). 
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The radial limits of Re h are equal to log w  a.e. on S since p I c. This 
proves (i). Since h E J(m), so is f - g, by the definition off. This gives (ii), 
and (iii) is obvious. 
4.2. THEOREM. If IJJ is a positive bounded lower semicontinuous function 
on S, then there is a zero-free f E H”O(B) such that 1 f I= v/ a.e. on S. 
Proof: Since S is compact and w  is lower semicontinuous, w  has a 
positive minimum on S. We may therefore assume, without loss of 
generality, that w  > 1, and apply Theorem 4.1 with g = 1. 
4.3. THEOREM. Suppose that 
(a> g E HYB), g f 0, 
(b) q: S -+ [0, 1) is upper semicontinuous, 
(c) ( gl = fp a.e. on S, 
(d) m is a positive integer. 
Then there is an inner function u in B such that 
(0 u - g E J(m), 
(ii) u and g have the same zeros in B. 
Note that (g( is only defined a.e. on S. Hence one cannot say that (g( is 
upper semicontinuous on S. This accounts for the somewhat fussy 
formulation of the hypotheses. 
ProoJ: Apply Theorem 4.1 with I+V = l/q. 
Remark. In the important case in which g lies in the ball algebra A(B) 
and 0 < 11 gIla, < 1, one can simply drop (b) and (c) from the hypotheses of 
Theorem 4.3, and keep the same conclusion. 
4.4. Here is one further special case of Theorem, 4.1. It may not be 
useful, but it seems curious: 
Assume the hypotheses of Theorem 4.3. If 0 < c < 1, apply Theorem 4.1 
with w  = I-+F’. Conclusions (ii) and (iii) of Theorem 4.1 hold then without 
any change, but (i) becomes 
If I = I AC a.e. on S. 
4.5. The Classes N(B) and N,(B) 
The Nevanlinna class N(B) consists of all f E H(B) that satisfy the growth 
condition 
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sup I 
log+ If,1 da < 00, 
O<r<1 .$ 
where f,(i) =f(r[), 4 E S. 
N,(B), sometimes called the Smirnov class, consists of all fe N(B) for 
which the functions log+ ]f,l, 0 < r < 1, form a uniformly integrable family: 
to every I > 0 should correspond a 6 > 0 such that 
I log+ If,] da < E E 
for every E c S with a(E) < 6. 
It is ea:;y to see that W’(B) c N,(B) for all p E (0, co 1. 
The ze’o-sets of members of N(B) are characterized by the Blaschke 
condition; this is the famous Henkin-Skoda theorem [16, Chap. 171. The 
radial limits f*(c) of fE N(B) exist a.e. on S and satisfy the integrability 
condition log If* ( E L’(a) if f f 0 [ 16, p. 851. 
Theorein 4.7 shows that, subject to only these requirements, the zeros in B 
and the modulus of the boundary values on S can be prescribed arbitrarily. 
Every f E N,(B) satisfies the inequality 
1% VI G wz If* II. 
This is proved in B exactly as in polydiscs [ 14, Theorem 3.3.51. In the proof 
of Theoren 4.6 the following consequence will be used: If h E N,(B) and 
h * E L co (( T), then h E IF’(B). 
4.6. THEOREM. Assume n > 1. IffE A(B),ff 0, and u is a nonconstant 
inner function in B, then f/u is not in N,(B). 
Proof: There is an open set in S on which f is bounded from 0. Theorem 
2.1 shows therefore that h = f/u cannot be in I-I”(B). But on S, I h I = /f I a.e. 
Thus h 65 V,(B), by Section 4.5. 
4.7. THEOREM. Suppose g E N(B), g f 0, w > 0 on S, log y E L’(u), 
and m> I. 
Then there exists f E N(B) such that 
(i) If * I = y a.e. on S, 
(ii) f - g E J(m), 
(iii) f and g have the same zeros in B. 
Proof: Theorem 3.3(b) yields a real measure ,U I (T and an h E J(m) such 
that 
Reh=P[logW-log/g*]-dp]. 
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Define 
f=gw(N. 
It is then clear that f satisfies (i)-(iii). That f E N(B) follows from the 
obvious inequality 
log’ If,1 < log+ I g,l + IRe h,l 
because j log ’ ] g,] do is a bounded function of r on (0, 1) by hypothesis, 
and J” ]Re h,] da is not larger than the total variation of the measure whose 
Poisson integral is Re h. 
4.8. An Interpolation Problem 
Theorem 4.3, with g(z) = (1 - E) z,, 0 < E < 1, implies that there is an 
inner function u in B such that (&/az,)(O) = 1 - E. 
Can one improve this to 1 in place of 1 - E? 
If so, the corresponding u would satisfy 
U(Z,) 0 )...) 0) = z, 
for all z,, Izi ] < 1. Consequently, to every inner function f in the unit disc 
would correspond an inner function u in B such that 
u(z, 3 o,..., 0) =f(z,). 
4.9. Inner Maps 
A holomorphic map F: B -+ B is said to be inner if 
for almost all [E S, or, equivalently, if F(rc) converges to a point of S as 
r -+ 1, for almost every c E S. 
Obvious examples are the automorphism (biholomorphic maps) of B. 
While it is known that every proper holomorphic map from B to B is an 
automorphism [ 16, Chap. 151, we wish to point out that inner maps exist in 
great profusion. 
Choose inner functions u1 ,..., u,, and choose pj E C(S), 1 <j < n, such 
that qj > 0 and JJ (pj’ = 1. By Theorem 4.2 there exist & E H”O(B) such that 
]fi] = pj a.e. on S. If F is defined by 
F(z) = (f,(z) ~,(z),-J-&> u,(z)), 
then F: B -+ B is inner. 
580/50/l-9 
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It wou,d be interesting to see what further conditions one can impose on 
inner maps. For example, if u is an inner function in B and u(0) = 0, then u 
furnishes a measure-preserving map from S to T [ 16, p. 4051. The 
arbitrarin:ss of the preceding construction shows that this cannot hold for all 
inner maps, but can it hold for any? More precisely, 
I$ there an inner map F: B + B, not an automorphism of B, 
sucl that 
for c:very h E C(S)? 
5. APPROXIMATION BY INNER FUNCTIONS 
In the bllowing summary of this section, the letters U, u, w  denote inner 
functions in B or on S, depending on the context. The term weak* refers to 
the weak :opology imposed on L”(o) by its predual L’(a). 
1. IfJ’E C(S) and .s > 0, then ]]f- zZ/z]]03 < s for some inner u and some 
h E P’(J). (Theorem 5.2.) 
2. Sujpose f E H”, Ilfll, < 1. Then 
(a) f = lim ui, uniformly on compact subsets of B, and in the weak*- 
topology c f L “O(a) (Theorem 5.3), 
(b) f(C) =limgjK) f or almost all <E S, where each gj is a finite 
convex cortbination of inner functions. (Theorem 5.4.) 
3. Sul’pose f E La(a). If IIf /Ia, < 1, then 
(a) f = lim z&vi, weak* (Theorem 5.5), and 
(b) f(c) = lim(Ei(vi + w,)/2)([) a.e. on S (Theorem 5.7). 
(cl lf If (C)l = 1 a.e. on S, then f(r) = lim(ts,v,)(~) a.e. on S (Theorem 
5.6). 
When I; = 1, the main result of [3] ( see also [4, p. 1921) shows that 3(c), 
hence alsc 3(b), can be strengthened to convergence in ‘the norm topology of 
L”O(u). A theorem of Marshall [ 10; 4, p. 1961 shows the same for 2(b). We 
shall see il Section 6 that these norm-approximations fail when n > 1. 
5.1. LEMMA. If u is inner in B and u(O) = 0, then the powers uk (k = 0, 
f 1, f2,... ,I form an orthonormal set in L’(u). Hence 
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for every f E L ‘(6). 
Proof. If k ( m, t’hen &P’ = umek is inner on S, hence ,f urn> do = 
~“~~(0) = 0. The second part of the lemma is just the Riemann-Lebesgue 
theorem on Fourier coefficients of L’-functions. 
5.2. THEOREM. If f E C(S) and E > 0, then there is an inner function u 
and an h E H”O such that 
If (G - W h(c)1 G E a.e. on S. 
Proof: A function f E C(S) is called a Dini function if its modulus of 
continuity wAt> satisfies 
where w,(t) = sup { 1 f(c) -f (?)I : ] [ - q ] < t}. The Dini functions are dense in 
C(S). It is therefore enough to prove the theorem for them. 
Next, we recall the Cauchy kernel 
w, C) = (1 - (z, C)> -”
and the notation 
C[wl(z) = j c(z9 C) w(C) w s 
for the Cauchy integral C[w] of w  E L’(u). 
Fix a Dini function f: Extend f to a continuous function on B (with the 
same sup-norm) in such a way that f (z) = f (z/ ( z I) if f < ]z ] < 1; define 
r,(c) = 1 f(z) -f (01 C(z9 0 
for z E B, <E s\ {z}, and put 
K = {I’,: z E B}. 
Then K is a compact subset of L ‘(a), relative to its norm topology. 
This is proved in [ 16, p. 1111. 
Now choose an inner function u in B with u(O) = 0. For m = 1, 2, 3,..., 
consider the function on K that sends r, to I rzum do. This is an equicon- 
tinuous sequence of functions (since I urn ] = 1) which converges to 0 at every 
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point of K (by Lemma 5.1); the compactness of K now gives uniform 
convergence: Given E > 0, there exists m, such that 
II s If(z) -f(C)1 urn(r) WY 4 WlJ < E 
for all z f B, m > m,. By the Cauchy formula, this is the same as 
If(z) urn(z) -&I < & (z E B, m > m,), 
where h -= C[fu”]. This is obviously holomorphic, and bounded because of 
the preceding inequality; hence h E Hm. The conclusion of the theorem (with 
urn in plrce of u) follows from the last inequality by taking radial limits. 
To su nmarize the proof: If f is a Dini function on S and u is inner, 
u(O) = 0, then 
lim ]]f- u”C[fu”]]], = 0, 
the norm being the essential supremum norm of Lto(a). 
5.3. T IEOREM. If f E If*, Ilfll, < 1, then there is a sequence {ui} of 
inner functions such that 
(4 we have 
:it ui(z) =f tz> 
uniforml)~ on compact subset of B, and 
(b) we have 
lim 
I i-00 s 
uiwda=* fydo 
I S 
for every w E L’(a). 
Proof: For r < 1, put f,(z) =f(rz); each f, is in A(B), and Theorem 4.3 
furnishes inner functions v such that v -f, E J(m) for arbitrarily large m. A 
simple normal family argument now leads to (a). 
Once \ve have (a), we know that (b) holds if IJI is any polynomial (in [, ,..., 
[,, [I ,... &J since, for such v, the integrals in (6) are finite linear 
combinations of partial derivatives of ui and f at the origin. These 
polynom als are dense in L’(a). This gives (b) for all w  E L’(a). 
Note. Part (b) says, of course, that ui -+ f in the weak*-topology of 
Lrn(u). 
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5.4. THEOREM. Zf f E H'O, IIf llco < 1, then there exist finite convex 
combinations g, of inner functions such that 
a.e. on S. 
Proof: Let {ui} approach J as in Theorem 5.3. Note that ui E L*(u), that 
f E L’(o), and that no w E L*(u) separates f from the convex hull H of {u,}, 
by Theorem 5.3(b). The Hahn-Banach theorem shows therefore that f ties in 
the L*-closure of H, i.e., that ]I f - g,]], + 0 for some sequence { gk} c H. 
Pointwise convergence a.e. holds therefore for some subsequence. 
5.5. THEOREM. If f E L”O(a), IIf Ilrn < 1, then there are inner functions 
ui, vi, such that 
f= lim ziivi 
i-m 
in the weak*-topology of L*(o). 
Proof. By Lusin’s theorem [ 15, Theorem 2.231, there exist gi E C(S), 
1 gil < 1, such that g,(c) + f (<) for almost all [E S. Hence it follows from 
Theorem 5.2 that there exist hi E Hm and inner functions ui such that 
Ih,l< 1 and 
ui(C) hi(C) +f (0 a.e. on S. 
Now let W be a weak*-neighborhood off: Let K be the norm-closed unit 
ball of L”O(o); in the weak*-topology, K is compact and metrizable. For 
large i, $h, E WTSK. By Theorem 5.3(b), there corresponds to each i a 
sequence {vi,,} (j = 1,2, 3 ,...) such that u~,~-+ hi weak*, asj-+ 00. But then 
zZ~V~,~-+ zTihi weak* as j+co. 
Thus, fixing a large j = j(i), we obtain a vi so that ziivi E Wn K. 
5.6. THEOREM. If f E La(a) and 1 f ([)I = 1 a.e. on S, then there are 
inner functions ui, vi such that 
f\z ui(C) vi(Ll =f(C) a.e. on S. 
Proof. Write (D~ = Siui, where ui, V, are as in Theorem 5.5. Then ]oil = 1 
a.e., so that 
I, I Vi -f I * do = 2 Re /s (f- rPi)-?dU, 
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which ccnverges to 0 as i -+ 00, since Q, -f weak*. Thus pi -+ f in the L2- 
norm, and a subsequence converges pointwise a.e. 
5.7. T IEOREM. IffE L”(a), I/flj, < 1, then there are inner functions 
ui, ui, wi such that 
f = p+z I, * (Vi + wJ2 ae. on S. 
Proof: At points where f(c) + 0, define f, and f2 by 
f f (ifIf 1x1 -.w2. 
At points where f(4) = 0, put fi = 1, f2 = -1. Then IAl = 1, f = $(f, +f2). 
Apply Theorem 5.6 to f, and to f2. Dropping subscripts for simplicity, this 
gives seqrlences a’, u’, u”, U” such that, a.e. on S, 
-- 
U’u’ + f, and Pv” -+f2. 
Hence ~u’u”(u’u” + u’u”)-+f a.e. on S 
6. NONAPPROXIMATION THEOREMS 
The following notation will help to give a concise description of this 
section: 
If X and Y are spaces of complex functions on S, then X will denote the 
set of all ~:omplex conjugates of members of X and XY will be the set of all 
finite sum 3 C xi yi with xi E X, yi E Y. 
We let Q c ia be the set of all finite linear combinations of inner 
functions In S. Observe that Q is an algebra, that 
and 
QQ = {Cg: u inner, g E Q] 
oH”O = {tih: u inner, h E H”O} 
simply bec’ause 17~ = 1 on S and products of inner functions are inner. 
If X c 1 ,“(c), its closure (in the norm-topology of La) will be denoted by 
[Xl. 
In this Iiotation, Theorem 5.2 asserts, for all n > 1, that 
C(s) = [QH”l- 
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When n = 1 then, as previously mentioned [3, 4, lo] 
[GQ] = Lm and [Q] = H’O. 
But when n > 1, it is shown below that 
(a> [Ql + Hm, and - 
(b) [QQ] # [OH”] # [H’=H”O] ZL”. 
In fact, [QQ] does not contain H”O (Section 6.3). 
The proofs of (a) and (b) depend on a very simple lower semicontinuity 
property (Section 6.1) that puts severe restrictions on ]fl iffE H”(S). 
6.1. The LSC Property 
Let U and T be the open unit disc and the unit circle in C. IffE H”O(B) 
and 6 E S, the “slice function” f[, defined by f,(k) =f(X), lies in H”O(U). Its 
boundary values form a function in Ha(T); and we can therefore define G(C) 
(for every [E S, not just a.e.) to be the essential supremum of ]f,(e’“)] on T. 
By the maximum modulus theorem, 
For each r, the expression in { } is a continuous function of [. Hence G is 
lower semicontinuous. 
We summarize: For every fE Ha(B), 
is a lower semicontinuous function on S. 
We refer to this as the LSC property of Hm. 
Let us call a set E c S a max-set for HCO if the essential supremum of ]fl 
on E is equal to ]I f ((oo, for every fE H”‘. For example, if E is circular (i.e., 
[E E implies eie[ E E for all 0) and if o(E n v) > 0 for every nonempty 
open Vc S, then E is a max-set for H”O, because of the LSC property. 
In particular, every circular dense open subset V of S (with o(v) < 1, to 
be interesting) is a max-set for HW. 
6.2. LEMMA. Let E c S be a max-set for Ha). Suppose hi E H” 
(1 <i<h’) and 
a.e. on E. 
Then C I hi(z)\’ < c2 for every z E B. 
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ProojI Choose y, ,..., y,,, EC so that C ]yilz Q 1. Put h=C yihi. Then 
Ihl(ca,~.onE.SincehEH”O, it follows that ]/z(z)] < c for all z E B. Fix z, 
and let {y .) vary over all admissible choices. This proves the lemma. 
6.3. Pnjofthat [Q] #H” and [OQ] # [QH”] when n > 1. Let V be a 
fixed circa lar dense open subset of S, with a(v) < 1. By Theorem 4.2, there 
exists FIS H”O such that IFI = 1 a.e. on I’, IF] = f a.e. on S\l? It is of 
course enough to prove that F & [QQ]. In fact, the following is true: 
IfSC: Hm, If] = 1 a.e. on V, andfE [QQ], then f is inner. 
Choose E > 0. Since fe [QQ], there are inner functions U, v1 ,..., ZJ,, and 
constants :i such that 
II f-~ ~ CiUi (E. i=l II cc 
Put hjk = ovj - ckvL. The identity 
E Iaj-P,I* =“F Iaj12 +NF IPkl’ -2ReC ajpk 
1.k 
is valid fo. all czi ,..., a,,,, /3i ,..., /IN E C. Apply it with ai = Bi = CiUi(r). Since 
I oil = 1 a,c . on S, we obtain 
a.e. on S. ?ut y = N JJ Jcj12. Since If] = 1 a.e. on V, we have 
I I 
C civi >I-& a.e. on V, 
hence 
,Tk lhjk12 < y- (1 -E)* a.e. on V. 
Since V is a max-set for H”O, Lemma 6.2 shows that the last inequality holds 
a.e. on S. :-Ience 
a.e. on S, ro that IfI > 1 - 2s a.e. on S. 
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Since E was arbitrary, If] = 1 a.e. on S, and f is inner. 
6.4. Proof that [oHmI # [H”OH”O] when n > 1. EveryfE (ZH” has the 
form f = G/z, with u inner, h E H”. Thus If] =_]/I] on S, which implies that 
QH” has the LSC property. Hence so does [QH”]. - 
But HmH”O does not have the LSC property. For example, let p be the 
function described at the start of Section 6.3, and consider the function - 
1 -F&-E HAHN. 
6.5. Proof that [HaHa)] #L” when n > 1. Let E, be a circular subset 
of S such that both E, and E, = S/E, intersect every nonempty open subset 
of S in a set of positive measure. Each Ei is then a max-set for Ha (see 
Section 6.1). 
For v E Loo(o), let R(w, Ei) denote the essential range of w  on Ei. By 
definition, this is the smallest compact set in C whose inverse image (with 
respect to w) contains almost all of Ei. 
Our claim will be proved by showing that R(p, E,) intersects R(c+I, E,) for 
every v, E H”OH”. - 
The same is then true of uniform limits of such (p’s, i.e., in [H’OH”O]. But 
it obviously fails for the La-function that is 1 on E, , 2 on E,. 
Fix q~ E H”OH”, IJI = Cj”=, xfN,j, where f ,,..., fi, E Hm. Define 
@: S --t C2”’ by @([) = (fi(Q,..., f&T)). Let Ki be the essential range of @ on 
E,. Each Ki is then a compact subset of CzN (defined as above, with CZN in 
place of C). Let A: C 2N + C be linear. Since E, and E, are max-sets for Ha’ 
and exp(A o @) E H”O, this function has the same essential supremum on E, 
as on E,. Therefore the maximum of Re A on K, is the same as its 
maximum on K,. This being true for all A shows that K, and K, have the 
same convex hull, say K. Every extreme point of K lies then in both K, and 
K,. Therefore K, and K, intersect. 
To finish, note that q~ = g o @, where g(w) = C $jwN+j, and that the 
continuity of g implies that 
R(v, Ei) = g(KO (i = 1, 2,). 
Since K, and K, intersect, so do R(yl, E,) and R(yl, E,). 
6.6. Two Problems 
We again take n > 1. 
(1) Does [QQ] contain C(S), or are the constants the only 
continuous functions in [ QQ] ? 
One of these must hold, since [QQ] n C(S) is a closed self-adjoint 
Moebius-invariant subalgebra of C(S), and these are explicitly known [ 16, 
Chap. 131. 
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A similar question concerns A(S), the restriction of the ball algebra to S: 
(2) Is [Q] nA(S) equal to A(S) or to C? 
Since (2) deals with boundary values of holomorphic functions, we may 
just as w1:11 look at it in B rather than on S. The question then becomes 
Can some (hence every) nonconstant fEA(B) be approx- 
ima:ed, uniformly on B, by finite linear combinations of inner 
functions? . 
The fa:t that nonconstant inner functions have large cluster sets (see 
Section 2: does not in itself constitute an obstruction. This remark is justified 
by the following fact: 
If 01 E C, ]a/ < 1, then (x can be approximated, uniformly on B, 
by finite convex combinations of nonconstant inner functions. 
The pr )of is very simple. Let, u be a nonconstant inner function. Put 
o = exp(2 xi/N), and define 
g=l? a--ku N k=, 1 - &uku * 
Then g ii a convex combination of nonconstant inner functions, and a 
calculatioli shows that 
a-g= (1 -a@)@)“-‘u 
1 - (au)” * 
When N --) co, this tends to 0, uniformly on B, since (a [ < 1. 
This construction of g is a special case of “Bernard’s trick” [4, pp. 
195-61. 
6.7 EX,~MPLE. Let V again be a dense open circular set in S with 
a(v) < 1. By Theorem 4.2 there is an f E W’(B) such that If] = 1 a.e. on V, 
IfI = f a.r . on S\V. We claim that for some a E U (in fact, for all a E U 
outside sane set of logarithmic capacity 0) the product 
(f - a)h 
cannot be inner, no matter how h E H(B) is chosen. 
The proof uses the LSC property. It is precisely like that of [ 14, Theorem 
5.4.81 (Frostman’s theorem holds in B) and we therefore omit the details. 
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6.8. Remark. Joel Shapiro has kindly pointed out to me that the LSC 
property (Section 6.1) plus Theorem 4.2 entail several facts about the 
relation between the maximal ideal spaces of L”O and Z-P. These facts, as 
well as their proofs, are entirely parallel to their analogues in the polydisc 
setting. We shall therefore not discuss them here, but refer to the papers by 
Range [ll] and Kon [6-81. 
Finally, we note that the Chang-Marshall theorem [4, p. 3781 does not 
extend from the disc to the ball, since [H”OH’O] is a closed subalgebra of L” 
and 
[@P] # (H”OP] #L” 
when n > 1. 
Note added in proof. The historical remarks made in Sections 1.2 and 1.3 are based on 
letters that I received in the fall of 1981. I never saw Aleksandrov’s paper [2], but he has 
informed me (after seeing a preprint of the present paper) that some of my results 
(specifically, Theorems 5.3 and 5.4) are contained in [2], as is an affirmative answer to the 
question asked in Section 4.8. 
That [HmHm] #Lm has also been proved by N. P. Jewel1 (by a different method) in his 
paper, “Toeplitz Operators on the Bergman Spaces and in Several Complex Variables,” Proc. 
London Math. Sot. 41 (1981) 193-216. 
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