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Abstract
We study minimizing the sum of weighted completion times in a concurrent open shop environment.
We show several interesting properties of various natural linear programming relaxations for this prob-
lem, including that they all have an integrality gap of 2. In addition, we propose a simple combinatorial
2-approximation algorithm that can be viewed as a primal-dual algorithm or a greedy algorithm that
starts from the end of the schedule. Finally, we show that this problem is inapproximable within a factor
of 6=5    (or within a factor 4=3    if the Unique Games Conjecture is true) for any  > 0, unless
P D NP.
1 Introduction
Consider the following scheduling setting, sometimes known as the concurrent open shop model, or the
order scheduling model. We have a set of machines M D f1;:::;mg, with each machine capable of
processing one component type. We have a set of jobs N D f1;:::;ng, with each job requiring speciﬁc
quantities of processing for each of its m component types. Each job j 2 N has a weight wj 2 R0, and
the processing time of job j’s component on machine i is pij 2 R0. Components are independent of each
other: in particular, components from the same job can be processed in parallel. A job is completed when
all its components are completed. In this paper, we focus on minimizing the sum of weighted completion
times in a concurrent open shop. Following the notation of Leung et al. [12], we denote this problem by
PDjj
P
wjCj in the standard classiﬁcation scheme of Graham et al. [6].
Theconcurrentopenshopmodelcanbeconsideredasavariantoftheclassicalopenshopmodelinwhich
operations belonging to the same job can be processed concurrently. This model has a variety of applications
in manufacturing, including automobile and airplane maintenance and repair [22], and orders with multiple
components in manufacturing environments [18]. This model also has applications in distributed computing
[5].
The problem PDjj
P
wjCj was ﬁrst studied by Ahmadi and Bagchi [1]. A number of authors have
since shown that various special cases of this problem are NP-hard [1, 3, 12, 18]; it turns out that this
problem is strongly NP-hard, even when all jobs have unit weight, and the number m of machines is ﬁxed
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1to be 2 [15]. Recently, Garg et al. [5] showed that PDjj
P
wjCj is APX-hard, even when all jobs have unit
weight and either zero or unit processing time.
Quite a bit of attention has been devoted to designing heuristics for this problem. For example, Sung and
Yoon [18], Wang and Cheng [20], and Leung et al. [12] have proposed various priority rules for this problem;
all of the priority rules they studied were shown to either have a performance guarantee of m, or have an
unbounded performance guarantee. Ahmadi et al. [2] also proposed various heuristics for this problem and
showed that they all have a performance guarantee of m. Wang and Cheng [20] used a time-indexed linear
programming (LP) formulation of this problem to obtain a 5:83-approximation algorithm. Finally, several
groups of authors have independently observed that a linear programming relaxation of this problem in
completion time variables with the parallel inequalities of Wolsey [21] and Queyranne [13], combined with
a result of Schulz [16], yields a 2-approximation algorithm [3, 5, 11]. Note that when m D 1, or when each
job consists of components all with equal processing time, PDjj
P
wjCj reduces to the classic problem of
minimizing the sum of weighted completion times on a single machine [17].
We begin in Section 2 by presenting some interesting properties of various linear programming relax-
ations for PDjj
P
wjCj that arise as natural extensions of well-studied formulations for other scheduling
problems; in particular, we show that all these LP relaxations have an integrality gap of 2. Then in Sec-
tion 3, we present a simple combinatorial approximation algorithm that has a performance guarantee of 2.
Although the approximation algorithm independently proposed by Chen and Hall [3], Garg et al. [5], and
Leung et al. [11] achieves the same performance guarantee, their algorithm requires solving a linear pro-
gram with an exponential number of constraints. Our algorithm, on the other hand, requires O.n.m C n//
elementary operations. Finally, in Section 4, we show that PDjj
P
wjCj is inapproximable within a factor
of 6=5    for any  > 0, unless P D NP; under the increasingly prevalent assumption that the Unique
Games Conjecture holds, we can show that this scheduling problem is in fact inapproximable within a factor
of 4=3    for any  > 0, unless P D NP.
2 Linear programming relaxations
The existing mixed-integer programming formulations and linear programming relaxations for various ma-
chine scheduling problems provide natural starting points for modeling the problem of minimizing the sum
of weighted completion times in a concurrent open shop. We present two types of mathematical program-
ming formulations for PDjj
P
wjCj, one based on completion time variables, and the other based on linear
ordering variables.
2.1 Completion time variables
Chen and Hall [3] proposed the following linear programming relaxation of PDjj
P
wjCj:
CT1 W minimize
X
j2N
wjCj (1a)
subject to
X
j2S
pijCij  fi.S/ for all i 2 M;S  N; (1b)
Cj  Cij for all i 2 M;j 2 N; (1c)
where Cij represents the completion time of job j’s component on machine i, Cj represents the completion
time of job j, and
fi.S/ D
1
2
X
j2S
p2
ij C
1
2
X
j2S
pij
2
for all i 2 M;S  N:
2The constraints (1b) are the so-called parallel inequalities [13, 21] for each of the m machines. These
inequalities are known to be valid for the completion time vectors of jobs on a single machine; in fact,
they are sufﬁcient to describe the convex hull of completion time vectors for jobs on a single machine. It
immediately follows that CT1 is a valid relaxation for PDjj
P
wjCj.
By substituting the constraints (1c) into the constraints (1b), we obtain a further relaxation of
PDjj
P
wjCj in fewer completion time variables:
CT2 W minimize
X
j2N
wjCj (2a)
subject to
X
j2S
pijCj  fi.S/ for all i 2 M;S  N: (2b)
The relaxation CT2 will serve as the basis of our analysis for the algorithm presented in Section 3.
2.2 Linear ordering variables
In addition to explicitly modeling the completion times of each job on each machine, we can model the
order in which the jobs are processed on each machine. For every machine i 2 M, we deﬁne the decision
variables i
jk, where i
jk D 1 if job j precedes job k on machine i, and i
jk D 0 if job k precedes job j on
machine i. These variables are known as linear ordering variables. Consider the following mixed-integer
programming formulation for PDjj
P
wjCj:
minimize
X
j2N
wjCj (3a)
subject to i
jk C i
kj D 1 for all i 2 M;j;k 2 N W j ¤ k; (3b)
i
jk C i
kl C i
lj  2 for all i 2 M;j;k;l 2 N W j ¤ k ¤ l ¤ j; (3c)
i
jk 2 f0;1g for all i 2 M;j;k 2 N W j ¤ k; (3d)
Cij 
X
k2NW
k¤j
piki
kj C pij for all i 2 M;j 2 N; (3e)
Cj  Cij for all i 2 M;j 2 N: (3f)
For a given machine i, the set of vectors deﬁned by the constraints (3b)-(3d) is known to deﬁne all permu-
tations of N as described by these -variables (the convex hull of this set is known as the linear ordering
polytope). It follows that the mixed-integer program (3a)-(3f) is a correct formulation of PDjj
P
wjCj.
A permutation schedule processes all jobs nonpreemptively, without unnecessary idle time and in the
same order on each machine. Using concepts of Pareto minimality, Wagneur and Sriskandarajah [19]
showed that one may restrict attention to permutation schedules without loss of optimality in problem
PDjjf.C/ when the objective function f.C/ is nondecreasing in the job completion times C D .Cj/j2N
(i.e., when f is a regular performance measure). This result, which also implies that there is no advantage
to preemption in problem PDjpmtnjf.C/, is in fact an easy consequence of the optimality of Jackson’s
[7] Earliest Due Date (EDD) rule for minimizing maximum lateness on a single machine1, as we now show.
Lemma 2.1 (Wagneur and Sriskandarajah [19]). Given an instance of PDjjf.C/, let C D .Cj/j2N be
the completion times of a feasible (possibly preemptive) schedule. Then, there exists a permutation schedule
with completion times C D .C
j /j2N such that C
j  Cj for all j 2 N.
1In a scheduling environment with a set of jobs N and due dates dj for all j 2 N, the lateness of a job j is deﬁned as the
difference between its completion time and its due date: Cj  dj. Jackson’s [7] EDD rule—schedule jobs in order of nondecreasing
due dates—minimizes the maximum lateness on a single machine.
3Proof. Let  W f1;:::;ng ! N be a permutation of N such that C.1/    C.n/, and let .C
ij/j2N be
the completion times of the jobs on machine i 2 M scheduled according to the permutation . In addition,
for each machine i 2 M, deﬁne the due dates di
j D Cj for all j 2 N. In the schedule corresponding to the
completion time vector C, for each machine i 2 M, the maximum lateness over all jobs is nonpositive, by
construction. Since Jackson’s EDD rule is optimal, scheduling the jobs according to  produces a permuta-
tion schedule in which the maximum lateness over all jobs for each machine i 2 M is nonpositive; that is,
C
ij  di
j D Cj for all i 2 M and j 2 N.
Lemma 2.1 implies that we only need to ﬁnd one common ordering of the jobs to determine an optimal
solution. Accordingly, we deﬁne the decision variables jk, where jk D 1 if job j precedes job k, and
jk D 0 otherwise. Consider the following mixed-integer programming formulation for PDjj
P
wjCj,
now with only one set of linear ordering constraints:
minimize
X
j2N
wjCj (4a)
subject to jk C kj D 1 for all j;k 2 N W j ¤ k; (4b)
jk C kl C lj  2 for all j;k;l 2 N W j ¤ k ¤ l ¤ j; (4c)
jk 2 f0;1g for all j;k 2 N W j ¤ k; (4d)
Cj 
X
k2NW
k¤j
pikkj C pij for all i 2 M;j 2 N: (4e)
By Lemma 2.1, it follows that the above mixed-integer programming formulation is also valid for
PDjj
P
wjCj.
We consider the following linear programming relaxation of the mixed-integer program (3a)-(3f), ob-
tained by replacing the binary constraints with nonnegativity constraints:
LO1 W minimize (3a)
subject to (3b);(3c);(3e);(3f);
i
jk  0 for all i 2 M and j;k 2 N W j ¤ k: (5)
We also consider the following linear programming relaxation of (4a)-(4e), obtained similarly:
LO2 W minimize (4a)
subject to (4b);(4c);(4e);
jk  0 for all j;k 2 N W j ¤ k:
2.3 Relative strength of LP relaxations
For any linear programming relaxation X of PDjj
P
wjCj, let OPTX be the optimal value of X. We show
the following statement on the relative strength of the four linear programming relaxations presented above.
Lemma 2.2. For any given instance of PDjj
P
wjCj, we have that
OPTCT1 D OPTCT2 D OPTLO1  OPTLO2:
Proof. Fix an instance of PDjj
P
wjCj. Let ..C0
ij/i2M;j2N;.C0
j/j2N/ be an optimal solution to CT1, let
. N Cj/j2N be an optimal solution to CT2, let ..Q i
jk/i2M;j;k2NWj¤k;. Q Cij/i2M;j2N;. Q Cj/j2N/ be an optimal
solution to LO1, and let ..O jk/j;k2NWj¤k;. O Cj/j2N) be an optimal solution to LO2.
4Clearly, .C0
j/j2N is feasible in CT2, and so OPTCT2  OPTCT1. Now deﬁne N Cij D N Cj for all i 2 M
and j 2 N. Clearly, .. N Cij/i2M;j2N;. N Cj/j2N/ is feasible in CT1, and so OPTCT1  OPTCT2. Therefore,
OPTCT1 D OPTCT2.
Using techniques from Schulz [16], it is straightforward to show that . Q Cj/j2N is feasible in CT2, and so
OPTCT2  OPTLO1. To show the reverse inequality, for each machine i 2 M we deﬁne P i D f.Cj/j2N W P
j2S pijCj  fi.S/ for all S  Ng and Bi D f.Cj/j2N W
P
j2N pijCj D fi.N/;
P
j2S pijCj 
fi.S/ for all S  Ng. As mentioned earlier, for each i 2 M, the polyhedron P i is the convex hull of
completion time vectors for jobs on machine i. In addition, for each i 2 M, the polytope Bi is the convex
hull of completion time vectors corresponding to permutation schedules on machine i [13, 21]. It follows
thatP i isthedominantofBi [see14]. Therefore, foreverymachinei 2 M, thereexistsavector. N Cij/j2N 2
Bi such that N Cij  N Cj for all j 2 N. Also, for every machine i 2 M, since . N Cij/j2N 2 Bi represents a
convex combination of permutation schedules on machine i, and each of these permutation schedules can
be represented by a vector of linear ordering variables and completion time variables that satisﬁes (3b),
(3c), (3e), and (5) restricted to i, it follows by convexity that there exists a vector .N i
jk/j;k2NWj¤k of linear
ordering variables such that ..N i
jk/j;k2NWj¤k;. N Cij/j2N/ satisﬁes the constraints (3b), (3c), (3e), and (5)
restricted to i. Therefore, ..N i
jk/i2M;j;k2NWj¤k;. N Cij/i2M;j2N;. N Cj/j2N/ is a feasible solution to LO1, and
so OPTLO1  OPTCT2. So OPTCT2 D OPTLO1.
Finally, deﬁne O i
jk D O jk for all i 2 M and j;k 2 N such that j ¤ k. Also, deﬁne O Cij D O Cj for all
i 2 M and j 2 N. Clearly, ..O i
jk/i2M;j;k2NWj¤k;. O Cij/i2M;j2N;. O Cj/j2N/ is a feasible solution to LO1,
and so OPTLO1  OPTLO2.
The following example shows that the inequality in Lemma 2.2 can be strict.
Example 2.3. In this example, we provide an instance for which OPTLO1 < OPTLO2. Consider the follow-
ing instance with m D 2, n D 2, w1 D w2 D 1, p11 D 2, p12 D 1, p21 D 1, and p22 D 2. The optimal
objective value of LO1 is 14=3, and the optimal objective value of LO2 is 5.
2.4 Integrality gaps for LP relaxations
Chen and Hall [3], Leung et al. [11], and Garg et al. [5] independently observed that scheduling jobs in order
of nondecreasing optimal Cj to the linear program CT1 is a 2-approximation algorithm for the problem
PDjj
P
wjCj. They showed this using a proof technique introduced in Schulz [16], which also implies
that CT1 is in fact a 2-relaxation of PDjj
P
wjCj; that is, the integrality gap2 of CT1 is at most 2. Similar
prooftechniquesshowthatschedulingjobsinorderofnondecreasingoptimalCj tothelinearprogramsCT2,
LO1, and LO2 are also 2-approximation algorithms, and that these linear programs are all 2-relaxations. We
show that the analyses of these LP relaxations are tight: the integrality gap is 2 for CT1, CT2, LO1, and
LO2.
Theorem 2.4. The integrality gap is 2 for the following linear programming relaxations: CT1, CT2, LO1,
and LO2.
Proof. As mentioned above, it follows from Chen and Hall [3], Leung et al. [11], and Garg et al. [5] that the
integrality gap of CT1 is at most 2. We next show that the integrality gap of LO2 is at least 2.
2In this subsection, we slightly abuse terminology: for any relaxation X of the problem PDjj
P
wjCj, we say that the
integrality gap of X is supfOPT.I/=OPTX.I/ W I is an instance of PDjj
P
wjCjg, where OPT.I/ denotes the optimal value of
PDjj
P
wjCj under instance I, and OPTX.I/ denotes the optimal value of the relaxation X under instance I.
5Let.N;E/beacompleter-uniformhypergraph3. WeconstructaninstanceofPDjj
P
wjCj asfollows.
Each node j 2 N corresponds to a job. Each hyperedge i 2 E corresponds to a machine, so m D
 n
r

. The
processing times are
pij D
(
1 if j 2 hyperedge i;
0 otherwise
for all i 2 M, j 2 N.
All jobs have unit weight. Note that in any feasible schedule without unnecessary idle time, every machine
processes jobs during the ﬁrst r time units.
We ﬁrst show that in any feasible schedule without idle time, there are at least n   r C 1 jobs that
complete at time r. We consider two cases.
1. There are at most r   2 jobs that complete at or before time r   1. Therefore, at least n   r C 2 jobs
complete at time r, which directly implies the claim.
2. There are at least r 1 jobs that complete at or before time r 1. Let A be a set of r 1 jobs that complete
at or before time r   1. Since .N;E/ is a complete r-uniform hypergraph, for any job j 2 N n A, we
have that A [ fjg is a hyperedge in .N;E/. Since there are r   1 jobs in A, this implies that every job
j 2 N nA cannot complete until at least time r on the machine corresponding to the hyperedge A[fjg.
Since jN n Aj D n   r C 1, there are at least n   r C 1 jobs that complete at time r.
Let OPT denote the optimal value of this instance. It follows from the above observation that OPT 
r.n   r C 1/. Now consider the following solution to LO2:
jk D 1=2 for all j;k 2 N W j ¤ k;
Cj D max
i2M
 X
k2NWk¤j
pikkj C pij

for all j 2 N:
It is straightforward to show that this solution is feasible. Also, note that Cj D .r   1/=2 C 1, and so
OPTLO2  n.r C 1/=2. Letting r D n3=4, we have that
OPT
OPTLO2

2n3=4.n   n3=4 C 1/
n.n3=4 C 1/
;
which approaches 2 as n goes to inﬁnity.
The result now follows from Lemma 2.2.
3 A combinatorial 2-approximation algorithm
In this section, we present a simple combinatorial 2-approximation algorithm for PDjj
P
wjCj. Our algo-
rithm can be seen as a primal-dual algorithm, or as a greedy algorithm starting from the end of the schedule.
Unlike the LP-based approximation algorithms mentioned in Section 2.4, our algorithm does not require the
solution of a linear program; in fact, our algorithm requires O.n.m C n// elementary operations. Although
it does not require solving the linear program CT2, we use this linear program and its dual in the analysis of
our algorithm. Note that the dual of CT2 is
maximize
X
i2M
X
SN
fi.S/yi;S (6a)
3An r-uniform hypergraph is a pair .N;E/ where N is a ﬁnite set, and E is a family of r-element subsets of N. The elements
of N are called nodes, and the elements of E are called hyperedges. An r-uniform hypergraph .N;E/ is complete if E is the family
of all
 n
r

r-element subsets of N.
6subject to
X
i2M
pij
X
SNW
j2S
yi;S D wj for all j 2 N; (6b)
yi;S  0 for all i 2 M;S  N: (6c)
Our algorithm works as follows. We ﬁnd a permutation schedule by starting at the end of the schedule. We
determine the last job to be scheduled by observing that its completion time is achieved on the machine with
the maximum load when all jobs are scheduled; we choose the job with the minimum weight-to-processing
time ratio on that machine. We adjust the weights of the other jobs to ensure dual feasibility, and proceed
in determining the next-to-last job in a similar manner. A full description of the algorithm is below. We
assume that all jobs require positive processing time on at least one machine; in other words,
for all j 2 N; pij > 0 for at least one i 2 M: (7)
Note that this assumption is made without loss of generality: we can set aside the jobs that require zero
processing time on all machines in a preprocessing step, and then schedule these jobs at the beginning of
the permutation schedule for the remaining jobs constructed by the algorithm below.
Algorithm 3.1. Approximation algorithm for PDjj
P
wjCj
Input: instance of PDjj
P
wjCj: number of jobs n; number of machines m; processing times pij 2
R0 for all i 2 M and j 2 N; weights wj 2 R0 for all j 2 N.
Output: permutation schedule of jobs  W f1;:::;ng ! N.
1. Initialize:
a. J   N (unscheduled jobs)
b. Li  
P
j2N pij for all i 2 M (load of machine i)
c. N wj   wj for all j 2 N (adjusted weights)
2. For k D n;n   1;:::;2;1:
a.    argmaxi2M Li (determine machine on which job .k/ completes)
b. .k/   argminj2Jf N wj=p;jg (determine job .k/)
c.    N w.k/=p;.k/
N wj   N wj     p;j for all j 2 J (adjust weights)
d. Li   Li   pi;.k/ for all i 2 M (update machine loads)
e. J   J n f.k/g (update unscheduled jobs)
When computing  and .k/, break ties arbitrarily.
To show the performance guarantee of Algorithm 3.1, we need the following useful property of the set
function fi, ﬁrst proved by Schulz [16] in the context of completion-time-variable LP relaxations for other
scheduling problems.
Lemma 3.2 (Schulz [16]). For any i 2 M, and S  N, we have that .
P
j2S pij/2 
 
2   2
nC1

fi.S/.
Now we show the main result of this section.
Theorem 3.3. Algorithm 3.1 is a
 
2   2
nC1

-approximation algorithm for PDjj
P
wjCj.
7Proof. For ease of notation, let .k/ denote the machine  chosen in Step 2a at iteration k, let .k/ denote
the value  computed in Step 2c at iteration k, and let N wj.k/ denote the adjusted weights N wj computed
in Step 2c at iteration k for all j 2 N. In addition, let J.k/ denote the set of unscheduled jobs J at the
beginning of iteration k; that is, J.k/ D f.1/;:::;.k/g.
Deﬁne the following dual solution: for all i 2 M and S  N,
yi;S D
(
.k/ if i D .k/ and S D J.k/ for some k D 1;:::;n;
0 otherwise.
We show that y D .yi;S/i2M;SN is a feasible solution to the dual linear program (6a)-(6c). Since wj  0
for all j 2 N, Steps 1c, 2a and 2b, along with the assumption (7) imply that .n/ is well-deﬁned and that
in fact, .n/  0. In addition, at any iteration k D 2;:::;n, the choice of .k/ in Step 2b implies that
N wj.k/  0 for all j 2 J.k/. It follows by Steps 2a and 2b and the assumption (7) that for k D 1;:::;n 1,
.k/ is well-deﬁned and in fact, .k/  0. Therefore, y is well-deﬁned and satisﬁes (6c). Next, observe
that at every iteration k D 1;:::;n,
N wj.k/ D wj  
n X
lDk
p.l/;j.l/ for all j 2 J.k/:
It follows that y satisﬁes the constraints (6b), since for any job .k/ with k D 1;:::;n, we have
X
i2M
pi;.k/
X
SNW.k/2S
yi;S D
n X
lDk
p.l/;.k/y.l/;J.l/
D
n X
lDk
p.l/;.k/.l/
D w.k/   N w.k/.k/
(i)
D w.k/;
where (i) holds since Steps 2b and 2c imply that N w.k/.k/ D 0 for all k D 1;:::;n.
We now show that the schedule constructed by the algorithm is a .2   2=.n C 1//-approximation.
Note that the completion times .Cj/j2N under the permutation schedule produced by the algorithm satisfy
C.1/  C.2/    C.n/, and by Steps 2a and 2b, C.k/ D
P
j2J.k/ p.k/;j D
Pk
jD1 p.k/;.j/ for
all k D 1;:::;n. Let .CLP
j /j2N be an optimal solution to CT2, and let .C
j /j2N be an optimal completion
time vector. The objective value of the permutation schedule produced by the algorithm is
X
j2N
wjCj D
X
j2N
 X
i2M
pij
X
SNWj2S
yi;S

Cj
D
X
i2M
X
SN
yi;S
X
j2S
pijCj
D
n X
kD1
y.k/;J.k/
X
j2J.k/
p.k/;jCj
D
n X
kD1
y.k/;J.k/
k X
jD1
p.k/;.j/C.j/
8(ii)

n X
kD1
y.k/;J.k/

C.k/
k X
jD1
p.k/;.j/

(iii)
D
n X
kD1
y.k/;J.k/
 k X
jD1
p.k/;.j/
2
(iv)


2  
2
n C 1
 n X
kD1
y.k/;J.k/f.k/.J.k//
(v)


2  
2
n C 1
 X
j2N
wjCLP
j


2  
2
n C 1
 X
j2N
wjC
j ;
where (ii) holds since C.k/  C.j/ for all j D 1;:::;k, (iii) holds since C.k/ D
Pk
jD1 p.k/;.j/, (iv)
holds by Lemma 3.2, and (v) holds since y is feasible in (6a)-(6c).
Finally, we analyze the running time of the algorithm. The algorithm runs through an initialization and
n iterations. Each step in the initialization of the algorithm takes at most nm elementary operations. Each
step in each iteration of the algorithm takes either at most m elementary operations or at most n elementary
operations. Therefore, the algorithm requires O.n.m C n// elementary operations.
The above analysis of Algorithm 3.1 is tight, as the following example shows.
Example 3.4. In this example, we show that the performance guarantee of Algorithm 3.1 is no better than
2   2=.n C 1/.
Consider the following instance, with m D n, and
pij D
(
n
i if j  i,
0 otherwise
for all i D 1;:::;n and j D 1;:::;n.
All jobs have unit weights. Note that when all jobs are scheduled, the load on all machines is n.
Consider the permutation schedule .n;n   1;:::;2;1/. In this case, the completion time of job j on
machine i is:
Cij D
(
0 if j  i C 1,
 n
i

.i   j C 1/ otherwise.
It is straightforward to show that the completion time of job j under the permutation schedule .n;n  
1;:::;2;1/ is
Cj D max
iD1;:::;n
Cij D max
iDj;:::;n
n
i

.i   j C 1/ D n   j C 1:
Therefore, the total completion time under the permutation schedule .n;n   1;:::;2;1/ is n.n C 1/=2.
Suppose that Algorithm 3.1, when computing  and .k/, breaks ties by always choosing the machine
or job with the highest index. It is straightforward to show that when using this tiebreaking rule, at any
iteration k:
 J D f1;:::;kg.
9 The load of machine i is
Li D
X
j2J
pij
(
D n if i D 1;:::;k
< n if i D k C 1;:::;n
)  D k.
 p;j D pk;j D n=k for all jobs j 2 J ) .k/ D k.
 N wj D 0 for all jobs j 2 J.
It follows that the permutation schedule Algorithm 3.1 constructs is .1;:::;n/. Since the maximum load of
any machine is n at each iteration, it follows that the total completion time under the permutation schedule
.1;:::;n/ constructed by the modiﬁed greedy algorithm is n2. As a result, using the objective value of the
permutation schedule .n;n 1;:::;2;1/ as an upper bound on the optimal value, the performance guarantee
of Algorithm 3.1 cannot be better than 2   2=.n C 1/.
The instance used above can be modiﬁed so that all processing times are strictly positive. In particular,
perturbing the instance so the processing times are
pij D
(
n .n i/
i if j  i,
 otherwise
for all i D 1;:::;n;j D 1;:::;n
for some sufﬁciently small  > 0 will still induce similar behavior.
4 Hardness of approximation
In this section, we give lower bounds on the approximability of the problem PDjj
P
Cj (all jobs have unit
weight), both under the standard assumption P ¤ NP, as well as under the increasingly prevalent additional
assumption that the Unique Games Conjecture4 holds. In order to show these inapproximability results, we
make use of the following theorems on the inapproximability of the maximum cardinality independent set
problem on r-uniform hypergraphs5.
Theorem 4.1 (Dinur et al. [4]). For any  2 .0;1/ and  > 0, the following problem is NP-hard: given an
r-uniform hypergraph G D .N;E/ with r  3, decide whether
(i) G contains an independent set of size .1  
1 
r 1   /jNj, or
(ii) all independent sets of G have size strictly less than jNj.
Theorem 4.2 (Khot and Regev [10]). Assuming the Unique Games Conjecture is true, for any  2 .0;1=2/,
the following problem is NP-hard: given an r-uniform hypergraph G D .N;E/ with r  2, decide whether
(i) G contains an independent set of size .1   1
r   /jNj, or
(ii) all independent sets of G have size strictly less than jNj.
4The Unique Games Conjecture [8] is a statement on the hardness of the Unique Label Cover problem. In the Unique Label
Cover problem, we are given a bipartite graph .V [W;E/ with V \W D ;, a set of allowed labels f1;:::;Mg, and bijective maps
v;w W f1;:::;Mg ! f1;:::;Mg for every edge fv;wg 2 E. A labeling assigns one label to every vertex of V [ W . A labeling
satisﬁes an edge fv;wg 2 E if v;w.label.w// D label.v/. The objective is to ﬁnd a labeling that maximizes the fraction of edges
that are satisﬁed. The Unique Games Conjecture asserts that this problem is hard.
Conjecture (Unique Games Conjecture [8]). For any ; 2 R>0, there exists a constant M D M.;/ such that it is NP-hard to
decide whether the Unique Label Cover problem with label set f1;:::;Mg has optimum at least 1    or at most .
The Unique Games Conjecture has been used to obtain inapproximability results for several problems [e.g. 8–10].
5An independent set of an r-uniform hypergraph .N;E/ is a subset I of N such that i n I ¤ ; for every hyperedge i 2 E.
10Using the above results, we can show the following.
Theorem 4.3.
(a) PDjj
P
Cj is hard to approximate within a factor of 6=5    for any  > 0, unless P D NP.
(b) Assuming the Unique Games Conjecture is true, PDjj
P
Cj is hard to approximate within a factor
of 4=3    for any  > 0, unless P D NP.
Proof. First, we show (a). Let G D .N;E/ be an r-uniform hypergraph. We construct an instance of
PDjj
P
Cj as we did in the proof of Theorem 2.4: each node j 2 N corresponds to a job, each hyperedge
i 2 E corresponds to a machine, and the processing times are
pij D
(
1 if j 2 hyperedge i;
0 otherwise
for all i 2 M, j 2 N.
As before, in any feasible schedule without unnecessary idle time, every machine processes jobs during the
ﬁrst r time units. The key observation is as follows: I  N is an independent set in G if and only if each
job in I can be completed by time r   1.
Let OPT denote the optimal value of this instance of PDjj
P
Cj. Suppose that condition (i) from
Theorem 4.1 holds. Let I be such an independent set. By the observation in the previous paragraph, we
know that all jobs in I can be completed by time r 1, and that all the remaining jobs N nI can be completed
by time r. Therefore, in this case,
OPT  .r   1/ 

1  
1   
r   1
  

jNj C r 

1   
r   1
C 

jNj
D

.r   1/2 C 1
r   1
C   

r   1

jNj:
Now suppose that condition (ii) from Theorem 4.1 holds. This implies that in any schedule, at least .1  
/jNj jobs are forced to be completed at time r. Therefore, in this case,
OPT  1  jNj C r  .1   /jNj D .r   .r   1//jNj:
It follows that a
  r.r 1/
.r 1/2C1  

-approximation algorithm for PDjj
P
Cj can solve the decision problem in
Theorem 4.1. When r D 3, we have that
r.r 1/
.r 1/2C1 D 6=5.
Using the above ideas in conjunction with Theorem 4.2, and by setting r D 2, one can show (b).
5 Conclusion
We studied the problem of minimizing the sum of weighted completion times in a concurrent open shop
environment. We showed several interesting properties of various natural linear programming relaxations
for this problem, including that all these LP relaxations have an integrality gap of 2. We also showed how
to obtain a simple combinatorial 2-approximation algorithm. Although the performance guarantee of our
algorithm matches the performance guarantee of the currently best known approximation algorithms for
this problem, our algorithm does not require solving a linear program; in fact, it requires only O.n.mCn//
elementary operations. Finally, we showed that this problem is inapproximable within a factor of 6=5  for
any  > 0 unless P D NP; this lower bound increases to 4=3  for any  > 0 if we assume that the Unique
Games Conjecture holds. A natural open question is to resolve the gap between the known approximability
and inapproximability results for this scheduling problem.
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