Abstract. We consider a family of Rich Vehicle Routing Problems (RVRP) which have the particularity to combine a heterogeneous fleet with other attributes, such as backhauls, multiple depots, split deliveries, site dependency, open routes, duration limits, and time windows. To efficiently solve these problems, we propose a hybrid metaheuristic which combines an iterated local search with variable neighborhood descent, for solution improvement, and a set partitioning formulation, to exploit the memory of the past search.
Introduction
The capacitated Vehicle Routing Problem (VRP) is one of the most studied problems in the field of combinatorial optimization. Since the seminal work of Dantzig and Ramser (1959) , many additional constraints, objectives and decision subsets, called problem attributes, have been combined with the classical version of the problem. Such attributes include multiple depots, pickup and delivery, backhauls, heterogeneous fleets, time windows, among others. The reader is referred to Vidal et al (2013a) for a recent survey and classification on the most common attributes adopted in the VRP literature. Several variants that consider each of these attributes individually received a lot of attention over the past few years. However, in practical applications, many attributes tend to appear together, thus increasing the resolution challenges.
Several recent articles have attempted to cope with this increasing variety of problems. The term rich, in particular, has being widely adopted to describe VRP versions composed of multiple attributes. Given the importance of solving real-world problems, unified solution methods capable of tackling many VRP variants are of high importance. This explains the recent trend in the development of this type of approach (Røpke and Pisinger, 2006 , Derigs and Vogel, 2014 , Vidal et al, 2014b .
One important aspect of practical VRP applications is the frequent use of a heterogeneous fleet of vehicles (Hoff et al, 2010) , with different capacities and operational costs. This type of VRPs was excluded from most unified frameworks available in the literature. For example, the framework of Vidal et al (2014b) considered VRPs with heterogeneous fleet, but only in the case where the fleet is unlimited (fleet size and mix VRP -FSMVRP).
The contributions of this work are as follows.
• We propose the first unified algorithm designed to solve a broad class of Heterogeneous Fleet RVRPs (HFRVRPs), thus filling the methodological gap of previous works and extending the range of applications to richer and more challenging variants.
• Our algorithm is capable of dealing with at least 10 distinct and well-known attributes, such as multiple depots, time windows, (mixed) backhauls, site dependency, and split deliveries. The attributes may be considered one at a time (classical variants) or simultaneously (rich variants), leading to a wide gamut of problems. In practice, hundreds of variants could be formed with those attributes.
Obviously, for comparison purposes, we have decided to test our algorithm only on those variants where there has been substantial research and publicly available instances.
• The algorithm generalizes the ILS-RVND-SP matheuristic of Subramanian et al (2013) , originally designed for vehicle routing problems with homogeneous fleet, and the alternative version of this matheuristic (Subramanian et al, 2012 ) that was developed for classical Heterogeneous Fleet VRPs
(HFVRPs). ILS-RVND-SP combines an Iterated Local Search (ILS -Lourenço et al 2010) with
Randomized Variable Neighborhood Decent (RVND) and an integer programming-based optimization over a Set Partitioning (SP) formulation. The routes generated by the ILS-RVND heuristic (Penna et al, 2013) are used to create a pool of promising routes for the SP. The SP problem is then solved by a Mixed Integer Programming (MIP) solver, which interacts with the ILS-RVND during its execution.
• The generalization includes, among other features, the addition of alternative constructive procedures, neighborhood structures and perturbation mechanisms in order to cope with attributes that were not considered in Subramanian et al (2013) . We also introduce a novel perturbation scheme that exploits the heterogeneous characteristic of the fleet. Moreover, in contrast to Subramanian et al (2012 Subramanian et al ( , 2 2013 , the proposed generalized algorithm now accepts infeasible solutions, which seem to be crucial for obtaining high quality solutions when dealing variants with time windows (Vidal et al, 2013a,b) .
In addition, move evaluations for this class of variants are now performed via the efficient approach presented in Vidal et al (2014b) . Overall, this led to a successful algorithm, which produces solutions of high quality, and sometimes new best solutions, for 12 difficult VRP variants with heterogeneous fleet, 20 sets of benchmark instances and overall 643 test problems.
• Finally, we followed the reasonable belief that optimality gaps could be related to errors in fleet assignment rather than errors in routing. For this reason, we tested more advanced neighborhoods with combine moves on the sequence of visits with a re-optimization (either heuristic or exact) of the fleet assignment decisions. From our experiments, this approach did not lead to significant improvements. As this (negative) result seems very counter-intuitive at first glance, we believe that it deserves some discussion in the present paper.
The remainder of this paper is structured as follows. Section 2 describes the problems under study and Section 3 reviews the main works related to RVRP and heterogeneous fleet variants. Section 4 describes the proposed matheuristic as well as the combined neighborhoods with joint routing and assignment optimization. Section 5 reports the computational results and establishes a comparison with the current literature.
Section 6 finally concludes.
Class of Problems Considered
In what follows, we provide a formal description of the classical HFVRPs as well as of the main attributes considered in this work. The HFVRP can be defined as follows: let G = (V, A) be a directed graph where V = {0, 1, . . . , n} is a set composed of n + 1 vertices, and A = {(i, j) : i, j ∈ V, i = j} is the set of arcs. Vertex 0 denotes the depot, where the vehicle fleet is located, while the set V = V \ {0} includes the remaining vertices which represent the n customers. Each customer i ∈ V has a non-negative demand q i . The fleet is composed by K different types of vehicles, with M = {1, . . . , K}. For each k ∈ M , there are m k available vehicles, each with a capacity Q k . Every vehicle type is also associated with a fixed cost denoted by f k . Finally, each arc (i, j) ∈ A has a length d ij and its traversal cost for vehicle type k is c k ij = d ij × r k , where r k is a cost per distance unit, also called dependent cost or variable cost in the literature. The objective is to determine a fleet composition as well as a set of routes, R k = (i 1 , i 2 , . . . , i |R| ), that minimize the sum of fixed and travel costs in such a way that: (a) every route R k starts and ends at the depot (i 1 = i |R| = 0 and {i 2 , . . . , i |R|−1 ⊆ V }) and is associated with a vehicle type k ∈ M ; (b) each customer belongs to exactly one route; (c) vehicle capacity is not exceeded; (d) for each vehicle type k, the number of vehicles actually used does not exceed m k .
The HFVRP is N P-hard since it includes the classical VRP as a special case when all vehicles are identical. The problem was introduced by Golden et al (1984) under the name Fleet Size and Mix (FSM), which is a variant that assumes an unlimited number of vehicles of each type, i.e., m k = +∞, ∀k ∈ M .
Fifteen years later, Taillard (1999) proposed the Heterogeneous Fixed Fleet VRP (HFFVRP), a variant in which the number of vehicles of each type is limited.
Since the seminal works of Golden et al (1984) and Taillard (1999) , several HFVRP extensions considering well-known real-life VRP attributes were presented in the literature. We were able to deal with the 3 following ones:
• Asymmetry (A): the costs of two opposite arcs may differ, i.e., c ij is not necessarily equal to c ji , for i ∈ V and j ∈ V . Although this is the case in cities with one-way streets, a vast majority of VRP articles consider undirected networks which lead to simpler local search procedures.
• Open (O) routes: in open VRPs, the vehicle does not need not return to the depot after visiting the last customer, i.e., c i0 = 0 for all i ∈ V .
• Multiple depots (MD): more than one depot is available, but each vehicle must start and end at the same depot in a route. The number of vehicles per depot is usually limited.
• Multiple trips (MT): each vehicle may perform a sequence of successive trips called multitrip, often limited by a maximum length or duration.
• Backhauls (B): two different types of customers are considered, more precisely, linehaul and backhaul. The first type includes the customers with delivery demands, while the second one includes those with pickup demands. In this case, backhaul customers can only be visited after the last linehaul customer, and a route cannot be only composed of backhaul customers. The vehicle leaves the depot with a load that is equal to the sum of the delivery demands (lineheauls) in the route, and returns to the depot with a load that is equal to the sum of the pickup demands (backhauls).
• Mixed Backhauls (MB): similar to the previous case, but there are no constraints on the order in which linehaul and backhaul customers should be visited. The load of a vehicle may increase or decrease along its route.
• Site dependency (SDep): some customers can only be visited by a subset of the existing vehicles. This usually happens when a customer site limits its access to vehicles with some particular characteristics.
• Split Deliveries (SD): customers can be visited more than once and their demands can be split among different vehicles. In this case, it is necessary to decide on the amount of goods to be delivered to each customer by each vehicle.
• Time Windows (TW): a time window [a i , b i ] and a service time s i are defined for each vertex i ∈ V . The service of a customer should start within its time window and a vehicle is allowed to arrive at customer i before a i , but not after b i . Note that waiting times are allowed.
• Route Duration (RD) constraints: there exists a limit D on the duration of a route in terms of distance or time.
Related Works
The classical HFVRP has been widely studied in the literature, as can be observed in the surveys of Baldacci et al (2008) , Hoff et al (2010) , Irnich et al (2014) and Koç et al (2016) . RVRPs have also been an object of active research interest. The reader is referred to Cáceres-Cruz et al (2014a), Derigs and Vogel (2014) and Lahyani et al (2015) for a comprehensive literature review on this topic. In this section we review some of the main works and milestones for the HFRVRPs.
As in most vehicle routing problems, the progress on solution methods went through several phases: from early constructive methods, towards local search-based heuristics, metaheuristics, and hybrid methods.
First, Golden et al (1984) developed several heuristics for the FSMVRP, while Taillard (1999) presented a column generation heuristic for the HFFVRP. In the following years, nearly all classical metaheuristic 4 frameworks have been considered:
• Tabu Search (TS) in Gendreau et al (1999) , Wassan and Osman (2002) , Lee et al (2008 ), Brandão (2009 ) and Brandão (2011 ;
• Iterated Local Search (ILS) in Penna et al (2013) and a hybrid ILS in Subramanian et al (2013) ;
• Threshold Accepting (TA) in Tarantilis et al (2003 Tarantilis et al ( , 2004 ;
• Record-to-Record (RTR) in Li et al (2007) ;
• Adaptive Memory Programming (AMP) in Rochat and Taillard (1995) , Li et al (2010) ;
• Multi-Start (MS) / Evolutionary Local Search (ELS) in Duhamel et al (2011 Duhamel et al ( , 2013 ;
• Hybrid Genetic Algorithms (HGA) in Ochi et al (1998a,b) , Lima et al (2004) , Prins (2009 ), Liu et al (2009 ) and Vidal et al (2014b .
Not all these methods were equally successful, and their relative performance can even vary between different benchmark sets. After years of research on metaheuristics for the HFVRP, it was impossible to conclude on a more suitable metaheuristic framework. The common viewpoint remains that success cannot be attributed to one method's name, but rather to its specific components, efficient neighborhood structures, a proper balance between intensification and diversification strategies (Blum and Roli, 2003, Vidal et al, 2013a) , as well as a good distributions of the search effort dedicated to the sequencing and customer-to-vehicle assignment decision sets. Finally, the research on exact methods has also progressed over the last few years. The current state-of-the-art approaches (Choi and Tcha, 2007 , Pessoa et al, 2009 , Baldacci et al, 2009 , 2010a can consistently solve instances with 75 customers in a few minutes, as well as some instances of a few 100 customers. However, this performance is still insufficient for many practical applications.
Rich variants of the HFVRP can include a large variety of attributes. From early works on separate problems, which tends to reduce our ability to compare method performances, the literature has evolved towards unified solution frameworks with the potential to be applied and compared on a wide gamut of problems. With this aim, some of the most successful algorithms include the Unified Tabu Search (UTS) of , the Adaptive Large Neighborhood Search (ALNS) of Pisinger and Røpke (2007) , the Iterated Local Search (ILS) of Subramanian et al (2013) and the Unified Hybrid Genetic Algorithm (UHGS) of Vidal et al (2014b) . The success of UTS can be mainly explained by very simple neighborhoods and diversity mechanisms. To achieve high quality solutions for a variety of problems, ALNS uses a family or destruction and reconstruction procedures, along with an adaptive selection strategy. ILS exploits again simple neighborhoods along with mathematical programming over a set partitioning formulation. Finally, UHGS relies on generic route evaluation operators, a giant-tour solution representation (see Prins et al 2014 for a survey on VRP algorithms based on this representation), as well as advanced diversity management mechanisms that promote different and good solutions for survival. In general, most research emphasis has been focused, in recent years, on metaheuristic principles and new problems rather than studies on neighborhoods and elementary building blocks of the methods. We aim to contribute to this latter point, in order to progress towards unified methods and simple concepts which can be efficiently applied to a good variety of HFRVRPs. Finally, even after nearly a hundred articles dealing with HFVRPs, some important questions remain open:
• What is a good neighborhood for HFFVRP?
• Is it beneficial or not to revise frequently vehicle-to-route assignments during computations?
This is a second gap in the literature on which we aim to contribute.
HILS-RVRP Algorithm
The proposed unified hybrid heuristic, called HILS-RVRP, extends the algorithms of Penna et al (2013) and Subramanian et al (2012 Subramanian et al ( , 2013 . It combines a multi-start ILS (Lourenço et al, 2010) with mathematical programming over a SP formulation.
Algorithm 1 presents the pseudocode of HILS-RVRP. This matheuristic performs I M S restarts (Lines 6-12). At each restart, an ILS-RVND heuristic is responsible for improving an initial solution (Lines 7-8), as well as populating a pool of routes (r pool ) associated with locally optimal solutions. The pool is then used to build a restricted SP model, which is solved by a MIP solver. Two strategies are proposed to exploit the SP model. If the instance is considered to be of sufficient size (n ≥ n large ), then the algorithm calls the SP approach after each restart (Line 10). Otherwise, if the problem is of smaller size, then the SP model is solved only once at the end of the last restart. As in Subramanian et al (2013) ,
we have assumed that n large = 150.
The pseudocode of the ILS-RVND sub-procedure is depicted in Algorithm 2. This heuristic iteratively performs local search and perturbation operations until a maximum number of consecutive iterations without improvements of the best current solution (I ILS ) is achieved (lines 5-12). The pool of routes is 6 7 updated after each call to the local search procedure (Lines 3 and 8). In order to avoid r pool to grow arbitrarily large, the algorithm only adds to the pool those routes associated with solutions whose gap with respect to the best current solution is relatively small, as described in Subramanian et al (2013) .
Algorithm 3 describes the SolveSP procedure. The routes associated with the local optima of each iteration are permanently stored in the pool (Lines 2 and 9), while the remaining ones are treated as temporary routes that are removed at each iteration (Line 12). A time limit T max is imposed to the solver to avoid prohibitively large CPU time. During the resolution of the SP, the solver may find a new best integer solution. In that case, it calls the ILS-RVND to improve it (Line 6). If this improvement leads to a solution whose value is better than the current lower bound of the SP model, then the solver execution is naturally interrupted, otherwise the value of the solution is used as a cut-off bound. Finally, when solving FSM variants, this model can be further modified in case the gap between the linear relaxation of the the root node and the incumbent solution exceeds a given input value (RGap max ). As thoroughly detailed in Subramanian et al (2012) , the modification consists of adding constraints to forbid the vehicle fleet associated with the best current solution to be changed. This may remove potential improved solutions from the integer linear program, but decreases the root gap and lets the model be more computationally tractable.
Our HILS-RVND also significantly differs from the previously cited works, as it has been extended to a much wider family of VRP variants with heterogeneous fleet and integrates several key improvements: (i) the ability of handling infeasible solutions with respect to time constraints; (ii) the incorporation of new neighborhoods and perturbations to manage multiple-depots, backhauls, split and time-windows attributes; and (iii) the addition of pre-processing phases and auxiliary data structures for efficient move evaluations.
We finally investigate, within this method, a class of large neighborhoods which aim to jointly change the sequence of visits and optimize the assignment of vehicles to routes. The next subsections now provide a detailed description of each component of the method. 
Constructive Procedure
Initial solutions are generated via a simple insertion heuristic. Firstly, each route is filled with a random customer, and the remaining ones are inserted either according to (i) a nearest insertion criterion, or (ii) a modified cheapest insertion criterion which promotes the insertion of customers located far from the depot. At each restart, one of these criteria is randomly selected. Infeasible solutions are incorporated and penalized in accordance with the characteristics of the problem as follows:
Fixed Fleet. When it is no longer possible to perform a feasible insertion of an unrouted customer due to fleet capacity, an extra vehicle with large fixed/dependent costs and capacity is added to the partial solution to accommodate the remaining customers. The routes associated with this extra vehicle tend to be emptied during the local search, leading to a feasible solution. Once this happens, this additional vehicle is eliminated from the solution.
Unlimited fleet. In this case, it is always possible to generate feasible solutions with respect to the vehicle capacity because there is no limit on the number of vehicles of each type. Once a complete initial solution is generated, a vehicle associated with each type is added to the solution so as to allow for a possible fleet resizing during the local search.
Multiple Depots. The same rationale as in the previous cases is used when multiple-depots are considered, but an extra vehicle is added for each depot.
Backhauls. As specified by the problem, infeasible solutions are avoided by not allowing backhaul customers to be inserted before linehaul customers in the route. The insertion of backhaul customers in empty routes is also forbidden. This is done via a simple modification of the distance matrix, by setting a large cost to those arcs which connect the depot to one backhaul customer, or a backhaul customer to a linehaul customer.
Site-Dependencies. Customers are only allowed to be inserted in compatible routes. The cheapest insertion criterion also takes into account vehicle restrictions of the customers by including an insertion incentive that is inversely proportional to the number of vehicle types that a customer can be visited by.
Moreover, a similar policy as the one used for the fixed fleet case is adopted when feasible insertions are no longer possible. In this case, the extra vehicle does not consider site-dependency constraints.
Split Deliveries. Splits are not allowed during the construction phase.
Time Windows. Time-window constraints are ignored during the construction phase.
Local Search
The local search is performed by a procedure based on Randomized Variable Neighborhood Descent (RVND). Inter-route neighborhood classes are explored in random order as in a VND (Hansen et al, 2010) . Intra-route neighborhoods are further applied to those routes that have been modified by one of the inter-route neighborhoods.
Inter-Route Neighborhood Structures
The method relies on several inter-route neighborhoods, described in the following. As indicated below, a few neighborhood structures are only applied for some specific attributes.
General neighborhoods. A set of seven inter-route neighborhood structures were adopted for all variants, namely:
2-opt*; and (vii) k-Shift. The first two consists of transferring one and two customers, respectively, from one route to another one. Neighborhoods (iii), (iv) and (v) consists of interchanging customers between two routes. For example, Swap(2,1) interchanges two consecutive customers from one route with one customer from another one. Neighborhood (vi) is an inter-route version of the classical 2-opt neighborhood. Finally, neighborhood (vii) consists of moving k consecutive customers from one route to the end of another one.
Multi-depot neighborhoods. In the presence of multiple depots, two additional neighborhoods are considered: ShiftDepot and SwapDepot. The first one transfers an entire route from one depot to another one, whereas the second interchanges routes between two different depots.
Split-delivery neighborhoods. When customer demands are allowed to be split, four additional neighborhoods are included in the RVND, namely: (i) Swap(1,1)*; (ii) Swap(2,1)*; (iii) RouteAddition; and (iv) k-Split. The first two were proposed by Boudia et al (2007) , and they generalize the neighborhoods Swap(1,1) and Swap(2,1) by changing the quantities to be delivered to the customers that are moved. The third one was proposed by Dror and Trudeau (1990) . It consists in adding an extra route by combining the segments of two routes that contain a customer that is visited more than once.
The last neighborhood removes a customer from the solution and inserts it back using a procedure called
SplitReinsertion (Boudia et al, 2007) . A detailed description of these four neighborhoods can be found in Silva et al (2015) .
the best improving move is applied.
Intra-Route Neighborhood Structures
Five well-known intra-route neighborhood structures were adopted, namely: Reinsertion, Or-opt (with two and three adjacent customers), 2-opt and Exchange. Such neighborhoods were also implemented using a RVND procedure, and they are called every time a solution is modified during the intra-route search.
Perturbation Mechanisms
Five perturbation mechanisms were adopted. They may generate infeasible solutions, but only with respect to time window constraints. Three of them are used in all variants, namely, Multiple-Swap(1,1),
Multiple-Shift(1,1) and Split. The first two consists of applying random Swap(1,1) and Shift(1,1) moves consecutively, respectively. Note that the Shift(1,1) operator moves one customer from route R 1 to route R 2 and vice-versa, but not necessarily interchanging their positions as in Swap(1,1). The third perturbation divides a route into smaller ones as described in Penna et al (2013) .
The fourth mechanism is only applied when the deliveries are allowed to be split. Such mechanism,
called Multiple-k-Split, was proposed by Silva et al (2015) and consists in applying the k-Split operator several times at random. The last Merge operator, introduced in this work, selects a route whose capacity is smaller than the largest one and attempts to merge it with another route that is selected using a criterion similar to classical savings heuristics of Clarke and Wright (1964) .
Efficient Move Evaluations
One important component of any local search based heuristic is the ability to efficiently perform move evaluations. This evaluation can be done in O(1) time for most VRPs, e.g., when the objective function is to minimize the total distance (or travel time) and also when penalties due to constraint violations are not incurred, that is, only feasible solutions are considered during the search. In our case, since we accept and penalize infeasible solutions with respect to time windows (Vidal et al, 2013b (Vidal et al, , 2015 , a more sophisticated approach must be adopted to compute the cost of moves in constant time.
To evaluate moves in the presence of time-window infeasible solutions, we apply the methodology of Vidal et al (2013b) . This technique has been designed for a specific relaxation where one is penalized for a return in time (time warp) rather than for a late arrival (Nagata et al, 2010) . Any classical move (e.g., Swap or Shift) produces a pair of routes which result from the concatenation of a bounded number of sequences of consecutive visits from the incumbent solution. By preprocessing and updating some meaningful information on sequences of the incumbent solution, it is possible to speed-up the subsequent evaluation of the moves. In our context, any sequence σ will be characterized by six values: distance DIST (σ),
, and return in time T W (σ). For a sequence σ 0 containing only one customer i, DIST
and
. . , σ 1(j) ) and σ 2 = (σ 2(i) , . . . , σ 2(j) ) be two sequences, then the sequence corresponding to the concatenation of σ 1 ⊕ σ 2 (where the first customer of σ 2 is visited immediately after 11 the last customer of σ 1 ) can be evaluated as:
By using Eqs. (3)- (9) one can obtain in O(1) time the penalized cost of a new route σ issued from a move and assigned to a vehicle k, which is formally expressed in Eq. (10).
The term f k + r k × DIST (σ) corresponds to the total distance of the route σ when using the vehicle of type k. The term ω × T W (σ) computes the penalty due to time windows violations existing in route σ,
where ω is parameter that controls the level of intensity of such penalty. Note that if all customers are served within their time windows, then the total T W (σ) violation equals zero. It is finally worth mentioning that the partial loads on sequences are used during the search, as in Penna et al (2013) , to filter subsets of moves that are known in advance to be infeasible with respect to the vehicle capacity.
Compound Neighborhood Structures
In most methods from the literature, the number of feasible moves is limited by the fleet composition, i.e., the current vehicle type associated with each route. In an attempt to perform more systematic fleet optimization along with route improvements, we designed a generalized version of our local search, that we will reference as combined neighborhood search (CNS). In the proposed approach, the same inter-route neighborhoods (Swap, Shift, 2-Opt* etc...) are generalized with a combined optimization of route-tovehicle assignments during the move evaluations. This means that a generalized Swap move, for example, is evaluated by jointly swapping the visits and determining the best assignment of vehicle types to each route in the newly created solution. Besides this change, the overall local search scheme and exploration strategy remains the same as described in Section 4.2.
To optimize fleet-assignment decisions we tested two approaches. The first uses an exact method based on the Primal-Dual Algorithm to solve the Assignment Problem (AP) and finds the optimal fleet composition according to the neighborhood tested. Although very slow, this procedure should be viewed as a benchmark, to evaluate what can be gained by means of optimal assignment decisions with each move. The second approach uses a simple reassignment heuristic, considering only the vehicles that are still unemployed.
Primal-Dual Algorithm For a given solution, the optimal fleet composition and assignment to routes can be found by solving an Assignment Problem (AP) expressed in . Let R be the set of routes and P be the set of available vehicles. The model relies on binary decision variables x ij , which take value 1 if and only if route i is associated to vehicle j. For each route i, let q i be the load and d i the distance associated to the route. For each vehicle k, let Q k be the capacity, F k the fixed cost and U k the cost per distance unit. The cost of an assignment of a vehicle j ∈ P to a route i ∈ R is given by c ij , where
The objective function (11) minimizes the sum of the costs by choosing the best assignment of routes to vehicles. Constraints (12) state that a single route from the set R is associated to only one vehicle j ∈ P. Constraints (13) requires that a single vehicle from the set P is assigned to only one route i ∈ R.
Constraints (14) define the domain of the decision variables. Note that AP requires |R| = |P|, if |R| < |P| some dummy routes are created and assigned to vehicles with null costs. This AP is solved in O(|R| 3 )
operations using the primal-dual algorithm (PDA) of McGinnis (1983) .
Simple Fleet Reassignment The previously-described PDA is exact but computationally expensive.
Thus, we developed an alternative heuristic, called Simple Fleet Reassignment (SFR), which takes into account only the vehicles that are still available (i.e., not assigned to a route) and the routes involved in the move. First, a list with all available vehicles LV is created. Next, for routes r 1 and r 2 associated with the move, sequentially, the method finds in LV the vehicle type that best fits, i.e., the vehicle that meets the demands of the customers of the route with the least associated cost. If a better vehicle is found for these routes, the vehicle type assigned to routes r 1 and r 2 is updated and the solution cost is returned.
Computational Experiments
HILS-RVRP was coded in C++ (g++ 4.8.2) and executed in an Intel Core i7 Processor 2.93 GHz with 8 GB of RAM running Ubuntu Linux 14.04 (Kernel 3.10 -64 bits). A single thread was used for all tests. The SP models were solved using CPLEX 12.5.1. The proposed algorithm was tested on well-known benchmark instances, available in the literature for each variant considered.
The values of most of the parameters are the same as in Subramanian et al (2012) , that is, I M S = 30, T max = 30 seconds and RGap max = 0.02. The maximum number of iterations per ILS was set to I ILS = n + 5 × v (n and v being the number of customers and vehicles, respectively) as in Penna et al (2013) .
variants. In this case, the extra vehicle has the following penalty values:
g., the set of vehicle types M is in increasing order of costs and the vehicle type |M | is the one with the largest cost). When the fleet is non-correlated (see Subsection 5.2), we assume that |M | is the vehicle type associated with the largest fixed cost (or with the largest variable cost in case there are no fixed costs in the problem).
Since Subramanian et al (2012) and Penna et al (2013) did not consider HFVRPs with time windows or infeasible solutions, the value of the time-window penalty ω, in Eq. (10), could not be inherited from these works. Therefore, we conducted a series of experiments with different values of ω on 168 challenging instances of the FSMTW (138), SDepVRPTW (10) and HFFVRPMBTW (20) to calibrate the value of ω. We ran our algorithm ten times for each instance and for ω ∈ {1, 10, 100, 1000}. The idea behind this experiment is to determine a value of ω for which all runs yield feasible solutions. Table 2 reports the results of the experiments. The value ω is the only one to lead to feasible solutions on all test instances, this value has thus been used in our computational experiments. The next set of computational experiments aims to compare the proposed algorithm with the current state-of-the-art methods on a wide range of VRP variants with heterogeneous fleet. The benchmark instances used in those tests are described in Table 3 The algorithm was executed 10 times on each instance with different random seeds, and a summary of the results is presented in Table 4 . Detailed results, for each instance, are provided in Appendix. A comparison was performed with the best known algorithms reported in the literature. Taillard (1999)  T99 12 (2007) LGW07 5 The second group includes six variants, each with a different set of instances, leading to a total 125 test-problems involving up to 1008 customers. From Table 4 , we observe that the proposed algorithm always found an average gap lower or equal than 0.76%, except for the SDepVRP variant, for which HILS-RVRP obtained a value of 1.44%. One possible reason for not achieving improved solutions for this latter problem is that we did not implement any particular neighborhood structure or perturbation mechanism for this case. Furthermore, several improved solutions were found for problems HHFFOVRP, HFFVRPB and FSMVRPB. Regarding the CPU times, HILS-RVRP appears to be in many cases faster than other algorithms from the literature, such as those of Salhi et al (2013) and Yousefikhoshbakht et al (2014) .
Comparison with state-of-the-art methods for HFRVRPs
Finally, the third group considers four variants with time-window constraints. HILS-RVRP has been tested on three benchmark datasets, also considering two cases for the FSMVRPTW: either minimizing the sum of the durations, or the total travel distance. Overall, we considered a total of 392 instances involving up to 288 customers. The proposed heuristic found average gaps always smaller than 1% and many improved solutions were obtained, even for problem FSMVRPTW, which is the most well-studied variant after the classical ones. Variant HFFVRPMBTW is the one that combines the most attributes, and an average improvement of 20% was achieved, thus suggesting that HILS-RVRP is robust enough to cope with problems that consider several attributes at once. Moreover, the proposed algorithm appears to be competitive in terms of CPU time, except for problem SDepVRPTW, where HILS-RVRP was slower than the state-of-the-art method of Vidal et al (2014b) .
Sensitivity Analysis -Combined Neighborhoods
The impact of the CNS was investigated on two instance sets of the classical HFVRP. The first set, including T99 and B11 benchmark problems, involves correlated vehicle costs and capacities, i.e., if vehicle types are considered in ascending order of capacities, the fixed costs and variable costs also increase ( Fig. 1(a) ). This situation is the rule when one considers vehicle with the same age and technology. The second set, named DLP11, is based on road distances between major cities in different districts of France. The fleet composition is uncorrelated in most problems, see Fig. 1(b) , for instance the larger fixed cost of a hybrid vehicle is compensated by a smaller operating cost. Figure 1 shows the route cost per distance for each vehicle type for one instance of each set. In Figure 1( We implemented three versions of the algorithm to study the impact of the CNS:
• HILS-RVRP: The HILS-RVRP without the CNS;
• HILS-RVRP-SFR: The HILS-RVRP with CNS based on the Simple Fleet Reassignment procedure;
• HILS-RVRP-PDA: The HILS-RVRP with CNS based on the Primal-Dual procedure.
These three method variants have been tested with and without the Merge (P (4) ) neighborhood, leading to overall six versions of the proposed algorithm. Each version was executed 10 times for each instance and the number of multi-start iterations of the HILS-RVRP parameter was set to 100. The results are presented in Tables 5 and 6 . In these two tables, Gap denotes the gap between the average solution, on 10 runs, found by each version of the algorithm and the best known solution of the literature. Time corresponds to the average time, in seconds, of these runs. The best average gap for each version is highlighted in boldface. Table 5 displays the results on the 8 HFFVRP-D and HFFVRP-FD benchmark instances T99, and the HFFVRP-D instances B11. All versions achieved a very similar performance in terms of average gap, but the version HILS-RVRP-PDA without the Merge perturbation slightly outperformed the others. In this set of instances, the use of the Merge procedure also generated slightly worse solutions. This can be related to the structure of the instances, since this perturbation drives the search towards fewer routes, associated to vehicles with larger capacities, and consequently higher costs. Still, these differences of performance remain very limited. In terms of the average CPU time, using the Merge leads to a time reduction of 3.42%, while the CNS displays larger CPU times due to the resolution of vehicle-to-route assignment problems. This set of instances is divided into four subsets, a "small" subset containing 15 instances with less than 100 customers, 38 instances with 100 to 150 customers, 31 instances with 150 to 200 customers, and finally 12 instances and with more than 200 customers. Due the CPU time requirements of the CNS with PDA, it was only possible to test it on the "small" instance subset. On this benchmark, HILS-RVRP-SFR with the Merge perturbation slightly outperforms the other versions in terms of average solution gap, but at the expense of a higher CPU time. Several new best known solutions have also been generated during these tests for DLP11 benchmark instances. These solutions are presented in the Appendix, and a comparison is established with the best-known solutions obtained by different versions of the GRASPxELS of Duhamel et al (2011 Duhamel et al ( , 2013 ).
The conclusion of this experiment is quite counterintuitive. In many previous works on the HFVRP, we commonly assumed that the inherent difficulty of HFVRPs comes from more complex vehicle assignment decisions. However, our attempts to optimize more systematically this decision set, in combination with changes of sequences, did not lead to large solution improvements as they drove the search towards shorter routes. In this context, the CPU effort may be better distributed on a more intensive search on classical neighborhoods, rather than on an extensive search for alternative fleet assignment choices. For this reason, we kept the simpler version of the algorithm, without combined neighborhoods, for the complete tests on all HFVRP variants, and we hope that future research can help to point out efficient strategies for joint assignment and sequencing optimization.
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In this work we proposed an ILS+SP based heuristic algorithm capable of addressing a broad class of VRPs with heterogeneous fleet. We considered variants with asymmetric costs, simultaneous pickup and delivery operations, backhauls, multiple depots, site dependency, split deliveries, and time windows. Computational experiments were carried out in hundreds of instances involving up to 1008 customers from more than 10 benchmark datasets. We compared the results found by HILS-RVRP with those obtained by state-ofthe-art heuristics in 12 different variants that include at least one of the aforementioned attributes. The proposed heuristic was capable of equaling or improving 71.70% of the best known solutions and to achieve, in almost all cases, an average gap between the average solutions and the best known solutions below 1%.
The results suggest that HILS-RVRP is a robust and flexible heuristic algorithm that, despite its generality, is still quite competitive with problem-specific algorithm both in terms of solution quality and CPU time.
We finally investigated a larger neighborhood which considers joint changes in the sequences and a systematic optimization of route-to-vehicle assignment decisions. Even if this neighborhood opened the way to a larger class of possible solution refinements, we also observed that it tended to drive the search towards shorter routes and missed high-quality solutions built with longer routes. For future works, the interaction between assignment and sequencing decisions still deserve attention, and other neighborhood and guidance techniques, which aim to better integrate the two decision classes while circumventing the previously-mentioned issues, should be more thoroughly investigated.
In Tables 7-30 
A.1 HFFVRP-V
Detailed results obtained for the HFFVRP-V instances of: (i) (Brandão, 2011, B11) , compared with the TSA of (Brandão, 2011, B11) and the ILS-RVND-SP of (Subramanian et al, 2012, SPUO12) (Table 7) ;
and (ii) (Li et al, 2007, LGW07), compared with (Brandão, 2011, B11) and (Subramanian et al, 2012, SPUO12) (Table 8 ). Table 8 : Results for the HFFVRP-V (Li et al, 2007, LGW07) . 
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A.2 HFFVRP-FV
Detailed results obtained for the HFFVRP instances of (Duhamel et al, 2011, DLP11) , compared with the sequential version of the GRASPxELS of (Duhamel et al, 2013, DLP13) . Column BKS in Tables  9-12 indicates the best results considering all versions of the GRASPxELS (sequential or parallel). The instances were divided into four sets:
• DLP11-set 1: [20 -95] customers (Table 9 );
• DLP11-set 2: [102 -147] customers (Table 10) ;
• DLP11-set 3: [152 -196] customers (Table 11 );
• DLP11-set 4: [203 -256] customers (Table 12 ). 
A.3 HFFOVRP
Detailed results obtained for the instances of (Taillard, 1999, T99) as considered in (Yousefikhoshbakht et al, 2014, YDR14) . The results obtained by HILS-RVRP were compared with those found by the BRMTS heuristic of the referred authors. Moreover, although Yousefikhoshbakht et al (2014) mentioned that they used fixed and variant vehicle costs, it appears, according to our testing, that they only used variable costs. 
A.4 Results for the MDFSMVRP
Detailed results obtained for the MDFSMVRP instances of (Salhi and Sari, 1997, SS97) , compared with those found by the VNS2 of (Salhi et al, 2014, SIW14) and the HGSADC of (Vidal et al, 2014a, VCGP14) ( Table 15) . Column RD in Table 15 indicates the instances with route duration. 
A.5 HFFVRPB
Detailed results obtained for the HFFVRPB instances of (Tütüncü, 2010, T10) , compared with those found by the GRAMPS and ADVISER heuristics from the referred authors (Table 16 describes the results found). Note that we did not report the results for some instances because, according to the values suggested by the authors, they are infeasible. 
A.6 FSMB
Detailed results obtained for the FSMB instances of (Salhi et al, 2013, SWH13) , compared with those found by Framework-2 from the same authors (Table 17) . 
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A.7 SDepVRP
Detailed results obtained for the SDepVRP instances of , CL01), compared with those found by the ALNS 50k of (Pisinger and Røpke, 2007, PR07) and the ITS of (Cordeau and Maischberger, 2012, CM12) (Table 18, old instances without route duration and Table 19 , new instances with route duration). 
A.8 HFFVRPSD
Detailed results obtained for the FSM instances of (Golden et al, 1984, G84) and adapted for the HFFVRPSD by (Ozfirat and Ozkarahan, 2010, OO10) , compared with those found by the CP heuristic of the same authors (Table 20) . As HFFVRPSD allows visiting the customers more than once, the SP procedure was not considered for this variant. 
A.9 FSMVRPTW -minimizing route duration
Detailed results obtained for the FSMVRPTW instances of (Liu and Shen, 1999, LS99) , considering the objective of minimizing the sum of the route durations, compared with those found by the UHGS of (Vidal et al, 2014b, VCGP14) and the HEA of (Koç et al, 2015, KBJL15) (Tables 21-23 ). 
A.10 FSMTW -minimizing total distance
Detailed results obtained for the FSMVRPTW instances of (Liu and Shen, 1999, LS99) , considering the objective of minimizing the sum of the total distance, compared with those found by the UHGS of (Vidal et al, 2014b, VCGP14) and the HEA of (Koç et al, 2015, KBJL15) (Tables 24-26 ). 
A.11 HFFVRPMBTW
Detailed results obtained for the HFFVRPMBTW instances of (Belmecheri et al, 2013, BPYA13) , compared with the results obtained by the PSO of the same authors and the EBBO of (Berghida and Boukra, 2015, BB15) (Tables 27-29 ). 
A.12 SDepVRPTW
Detailed results obtained for the SDepVRPTW instances of , CL01), compared with those found by the ITS1 of (Cordeau and Maischberger, 2012, CM12) and by the HGSADC of (Vidal et al, 2013b, VCGP13) (Table 30 ). 
