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Abstract 
The design and performance of the active complex electrode (ACE1) electrical impedance tomography 
system for single-ended phasic voltage measurements are presented. The design of the hardware and 
calibration procedures allows for reconstruction of conductivity and permittivity images. Phase 
measurement is achieved with the ACE1 active electrode circuit which measures the amplitude and 
phase of the voltage and the applied current at the location at which current is injected into the body. 
An evaluation of the system performance under typical operating conditions includes details of 
demodulation and calibration and an in-depth look at insightful metrics, such as signal-to-noise ratio 
variations during a single current pattern. Static and dynamic images of conductivity and permittivity 
are presented from ACE1 data collected on tank phantoms and human subjects to illustrate the 
system's utility. 
 
SECTION I. Introduction 
Electrical impedance tomography (EIT) is a technique in which dynamic images of biological tissue 
impedance are formed from measurements of voltages on surface electrodes arising from the injected 
low-amplitude alternating current. Electrodes are placed circumferentially around the plane desired 
for image reconstruction. The images are created by solving an inverse problem to recover the 
distributions of conductivity and/or permittivity (complex impedance) in the body’s interior. As an 
imaging technique, EIT is advantageous because it is radiation-free, low-cost, portable, and has a high 
temporal resolution. However, it often suffers from low signal-to-noise ratios (SNRs) and is sensitive to 
several modeling errors [1]–[2][3]. 
Thoracic EIT has been widely used to obtain images of ventilation and perfusion in the chest for a 
diverse array of clinical applications, too numerous to survey here. To name a few, EIT has been shown 
to provide information on regional ventilation distribution [4]–[5][6][7][8][9] and detection of 
pneumothorax [10]. EIT is also a promising tool to guide setting mechanical ventilator pressures and 
volumes [2], [11]–[12][13]. Regional ventilation results have been verified using nitrogen washout and 
plethysmography, as well as dynamic Computerized Tomography (CT) [6], [14] and radionuclide 
scanning [15]. 
While data needed for conductivity image reconstructions are easier to obtain, certain clinical 
applications, such as distinguishing between pleural effusion and atelectasis (lung collapse), or 
pneumothorax versus lung hyperinflation [10] may benefit from the use of permittivity images. To 
create dynamic images that reflect changes in complex tissue impedance, the measurement of the 
voltage phase is necessary. There are limited permittivity image reconstructions published using 
human subject data acquired on single-frequency pairwise injection systems, but several works using 
the nonpairwise data from the ACT3 system, such as [16]–[17][18] and other works by the Rensselaer 
Polytechnic Institute EIT Group. 
This paper details the ACE1 design and performance tests assessing key measurement system features, 
such as precision and accuracy which greatly influence the quality of reconstructed images. This single-
frequency pairwise injection system has allowed us to collect human subject and tank phantom data 
for difference and absolute image reconstructions of permittivity and susceptivity. 
A. Review of EIT Systems 
The design and performance of the ACE1 EIT system are presented in this paper. To highlight 
differences in this design, information about several existing EIT systems is given in Table I. Some of the 
biggest differences between systems include typical frame rates, frequencies of injected currents, and 
the type of current patterns used. For example, adaptive and trigonometric systems inject on all 
electrodes while pairwise systems often inject current on two electrodes at a time (bipolar). 
TABLE I Review of Existing Commercial and Academic EIT Systems 
 
 
Commercially available systems in Table I at the time of this publication are indicated by a ⋆ . Table 
I includes the ENLIGHT by Timpel [19], [20], PulmoVista 500 by Dräger [21], Swisstom BB2 [22], the Sheffield 
MK 3.5 by Maltron [23], [24], and the Goe MF II previously produced by CareFusion [25]–[26][27]. The Genesis 
system is a prototype by General Electric [28] and is based on the ACT III EIT system [29] developed by the 
Rensselaer Polytechnic Institute, which is no longer in use. The following academic systems are also 
included in the comparison: the Sheffield Mk 3a [24], [25], the Dartmouth high-speed EIT system [30], and 
the active complex electrode (ACE1) EIT system of this paper. Most EIT systems possess unique 
characteristics differentiating them from others. For example, the Dartmouth high-speed EIT system 
applies either voltage or current and is adapted for use on several custom platforms [30], the Timpel 
ENLIGHT system includes an electrocardiogram (ECG) and pneumotachometer, and the Swisstom 
BB2 system includes a 3-D accelerometer (accel.) to track the body position. 
One approach in the EIT system design to achieve high accuracy and precision is to employ a current 
source with very high output impedance and use shielded cables to minimize leak current and stray 
capacitance between the source and the load [31]–[32][33][34][35][36][37]. An alternative design approach is to 
use active electrodes [38], [39] consisting of a small circuit very close to the electrode that is in contact 
with the subject’s skin. For accurate reconstructed images, thoracic EIT systems must measure current, 
but only ACE1 reports measuring current amplitude and phase with the active electrode circuit. A 
distinct feature of the ACE1 electrode design is that a current source with a modest output impedance 
can be used and reconstructions of conductivity and permittivity (or equally well, susceptivity) can still 
be obtained. 
SECTION II. Materials and Methods 
Features of the ACE1 hardware are discussed in Sections II-A–II-D. 
A. System Design Overview 
In this paper, the design and performance of the ACE1 EIT system are presented. It was designed as a 
collaboration between Colorado State University (CSU) and the University of São Paulo. The ACE1 
system was designed to obtain phasic-voltage measurements at a user-specified frequency of up to 
200 kHz. ACE1 collects data at up to 30 ms per image frame on up to 32 electrodes. However, to 
acquire data with increased SNR, data are most often collected at 40 or 62 ms per image frame. The 
basic system architecture is described in Fig. 1 and is similar to the design of other pairwise injection 
systems, with the exception of the additional controls for the active electrode switches, described in 
more detail in Section II-C. 
 
Fig. 1. As shown in this overview of the ACE1 system design, it uses multiplexed digital signals to control current 
application and acquisition of voltages on the active electrodes (𝑉𝑒 or 𝑉𝑐). 
 
The system in Fig. 1 works by applying alternating current produced by a voltage-controlled current 
source in a pairwise manner to all electrodes placed around the perimeter of a domain. ACE1 is 
capable of applying currents with amplitudes up to 5.0 mA at frequencies up to 200 kHz. Resulting 
voltage amplitude and phase are simultaneously measured on all electrodes and are controlled by the 
circuit multiplexing signals to the active electrode. The number of passive electrodes between injecting 
electrodes is referred to as the skip pattern. For all skip patterns, one frame is composed of a series 
of current patterns, which describes the position of current injection as it is rotated around the 
perimeter of the domain. Usually, the number of current patterns needed is the same as the number of 
electrodes used. As each pair of electrodes injects, current spreads through the body or phantom 
generating electric potentials on all electrodes. Electrical potentials are buffered from noise by the 
active electrodes and wired to two 16-channel synchronized ICS-1640 (GE, Intelligent Platforms) 
analog-to-digital converters (ADCs) with 24-bit resolution and a sampling rate of 2.5 MHz. 
B. Bipolar Current Source 
The system uses an improved bipolar Howland current source, modeled after the proposed designs of 
Bertemes-Filho et al. [40]. The use of the active electrode design reduces the need for a high output 
impedance of the current source since the current is measured at the electrode through the calculation 
described in Section II-D. Thus, the main criteria for source performance in ACE1 are the high frame-to-
frame consistency and a little mismatch between both halves of the bipolar current source. 
Since the main purpose of ACE1 is for human data collection to image ventilation and perfusion, the 
performance of the source was assessed on human data sets. For 600 frames of data collected on a 
human volunteer in the EIT Laboratory at CSU during breath-holding taken at the 512-point sample 
rate with a mean current amplitude of 4.5 mA, amplitudes of the bipolar source were mismatched by 
an average of 18.7𝜇V and mismatched in phase by 0.0593 radians (3.40°). This is well within the 
metrics of system precision and reproducibility discussed in Section III-B, resulting in minimal noise 
contributions to the system. 
C. Active Complex Electrode Design 
Since reconstructed image resolution is influenced by the SNR of the measured data, EIT systems often 
employ a current source with very high output impedance and use shielded cables to minimize leak 
current and stray capacitance between the source and the load [32], [35]. An alternative design approach 
is to use active electrodes [38] comprised of a small circuit, commonly a buffer amplifier, very close to 
the electrode that is in contact with the subject’s skin. 
One key feature in the ACE1 design is the placement of the current measurement circuit on the active 
electrode. The ACE1 active electrodes measure voltages associated with electrical potentials on the 
periphery of the body or with injected current at a distance of <3 cm from the subject’s skin, and as a 
result, the injected current need not be precisely preserved between the source and the electrode. An 
advantage of the ACE1 design is that a low-cost current source with the modest output impedance can 
be used. The active electrodes are paired with low-profile stranded cables to obtain both voltage 
amplitude and phase in addition to current amplitude and phase for every measurement channel. This 
also increases comfort in clinical situations. We will refer to the circuit as the active electrode and the 
electrode either on the tank or in contact with the skin simply as the electrode. To obtain an accurate 
calculation of the applied current, a distance less than 5 cm between the active electrode and the 
electrode has been found to be desirable [38]. 
The active electrode circuit in Fig. 2 includes an ADG442 switch and a small sensing resistor. 
Either 𝑉𝑒 or 𝑉𝑐 is measured on all 32 electrodes simultaneously, regardless of which pairs of electrodes 
are injecting. For a given current pattern, all electrodes not injecting current have switches A and B 
opened and C closed. This configuration allows measuring 𝑉𝑒 (amplitude and phase) at the electrode 
surface when other electrodes on the subject or phantom are injecting. The pair of electrodes injecting 
current has switch A closed to allow current to pass, while switches B and C function in opposite states. 
When B is opened (and C is closed) the active electrode measures 𝑉𝑒 (amplitude and phase). When B is 
closed (and C is opened) the active electrode measures 𝑉𝑐 (amplitude and phase). With both 
measurements across the sensing resistor of the injecting electrodes, current can be computed. The 
following paragraph details the procedure of measuring 𝑉𝑒 and 𝑉𝑐 in the electrodes injecting current. 
 
Fig. 2. Design of the ACE1 active electrode allows for determining injected current and measuring electrical 
potentials arising on the surface of the skin. 
 
Samples resulting from ADC conversion comprise a raw voltage signal on a single injecting electrode as 
shown in Fig. 3. The first half or first 1024 samples capture the raw 𝑉𝑒 signal. Typically, acquiring 1024 
samples with the ADC at 2.5 MHz for 𝑉𝑒 will maximize precision and accuracy while maintaining a frame 
rate that is sufficient to capture most changes in ventilation and perfusion in the thorax. 256 or 512 
samples are acquired when faster frame rates are desired. In the second half, another 1024 samples 
are acquired. In this portion (𝑉𝑐), a control signal is sent to the active electrodes to change the states of 
switches B and C. As indicated in Fig. 3, 𝑉𝑐
𝑜 is acquired before a short switching transient and is 
followed by 𝑉𝑐
𝑐𝑙. Use of the amplitude and phase from the raw voltage signal is further described 
in Section II-D. When 32 electrodes are used and 1024 total samples are acquired on each electrode 
during a single current pattern, this results in a frame rate of 16 frames/s. Frame rates depend upon on 
the number of electrodes used, increasing as the number of electrodes decreases. For example, when 
1024 total samples are acquired on 20 electrodes (which requires 20 current patterns), the frame rate 
is 40 frames/s. 
 
Fig. 3. Samples located in the middle of the raw voltage signal of a single injecting channel can be used to 
illustrate key components of ACE1 measurements. The 2048 samples in the raw voltage signal on a tank 
phantom were sampled at 2.5 MHz. Blue solid line: 𝑉𝑒 . Red dotted line: 𝑉𝑐
𝑜 and includes the discarded transient 
from the switching operation (1060–1070). Black dashed line: 𝑉𝑐
𝑐𝑙. 
 
D. Demodulation of Phasic Voltages 
The raw voltage signals on each electrode are demodulated by a matched filter to produce a phasic 
voltage measurement for use in image reconstruction. Portions of the raw signal from ADC conversion 
on each electrode are demodulated separately, as they represent different parts of amplitude and 
phase 𝑉𝑒 and 𝑉𝑐 . 
Samples 950–1170 from 2048 total samples of a raw voltage signal on one electrode are found in Fig. 
3. When the active electrode is set to measure 𝑉𝑒 , the phase /𝜙𝑒
+ of the measurement on the positive 
injection electrode is set to zero, shifting the phase of 𝑉𝑒/𝜙𝑒 on all other electrodes by /𝜙𝑒
+. When the 
active electrode changes state to measure 𝑉𝑐 , the voltage drop across the sensing resistor is measured. 
The closing of the switch induces a transient, which proves useful for obtaining the phase of the 
voltage. There is a delay that occupies approximately 1.5 cycles and the transient settles after about 
350 samples. Referring to Fig. 3, it is evident that there is a delay before the transient occurs. The delay 
is intrinsic to parallel port and allows us to determine the correct phase of the applied current. 
Denoting the portion of the signal allotted to the voltage measurement at the sensing resistor before 
the transient by 𝑉𝑐
𝑜/𝜙𝑐
𝑜 and the portion after the transient by 𝑉𝑐
𝑐𝑙/𝜙𝑐
𝑐𝑙, the phasic current is calculated 
from 
𝐼/𝜃 = (𝑉𝑐
𝑜/𝜙𝑐
𝑜 − 𝑉𝑐
𝑐𝑙/𝜙𝑐
𝑐𝑙)/𝑅𝑠 (1) 
where 𝑅𝑠 is the value of the sensing resistor. In practice, the impedance of the switch is also taken into 
account. Regardless of which electrodes are injecting current, 𝑉𝑒/𝜙𝑒, 𝑉𝑐
𝑜/𝜙𝑐
𝑜, and 𝑉𝑐
𝑐𝑙/𝜙𝑐
𝑐𝑙  are 
measured on each electrode during each current pattern. The phase /𝜙𝑐
𝑜 for the positive injection 
electrode is chosen to be the reference phase for the current and is subsequently subtracted from 
each computed 𝐼/𝜃 on each electrode for a given current pattern. Finally, the phases of the voltages 
on the electrodes are shifted by the reference frame for the current. 
SECTION III. Performance 
The performance of the ACE1 systems was assessed in a variety of ways. First, the SNR (Section III-A) 
was measured. Variations in SNR during a single current pattern are not only insightful about the 
performance of ACE1 but bring to light limitations that likely extend to other pairwise injection 
systems. The limits were determined from precision and reproducibility of the measured data (Section 
III-B), as well as the distinguishability of tank phantoms (Section III-C). 
A. Signal-to-Noise Ratio of Measurements 
There are several factors that can influence the SNR. These factors include: 1) quantization noise (from 
the finite precision of the ICS-1640 ADC); 2) noise and interference inherent to the ACE1 system; 3) 
noise and interference from the environment, such as those caused by person-to-person differences, 
lights, nearby electronic equipment, and/or other medical devices attached to the patient; and 4) shot 
noise and random noise due to thermal agitation of electrons in resistors and/or tiny fluctuations in 
voltages and currents of integrated circuits and components in the system [41]. In this case, the noise 
was considered to be the difference of a demodulated voltage measurement in one frame from the 
average voltage measurement over many frames. 
Denote the amplitude of the demodulated voltage on the 𝑙th electrode for the 𝑘th current pattern 
and 𝑖th frame by 𝑉𝑙
𝑘(𝑖) and denote the average over 𝑁 frames by 𝑉𝑙
𝑘
. The SNR for the 𝑙th electrode 
and 𝑘th current pattern is defined by 
SNR = 10log10⁡
∑ (𝑉𝑙
𝑘(𝑖))2
𝑁
𝑖=1
∑ (𝑉𝑙
𝑘(𝑖)−𝑉𝑙
𝑘
)2
𝑁
𝑖=1
. (2) 
A disadvantage of pairwise current injection EIT systems when compared to adaptive or trigonometric 
current pattern systems is that the SNR is significantly lower on noninjection electrodes, and so the 
overall SNR is lower on pairwise systems. Additionally in EIT, there exists a tradeoff between the frame 
rate and the number of samples that can be acquired. 
The experimentally determined SNR of each channel in the ACE1 the system was computed by 
collecting 250 frames of data on a saline-filled tank with an approximate conductivity of 0.8 mS/cm. 
These data were collected at 16 frames/s on 32 electrodes for a 125-kHz applied current with 2.8-mA 
amplitude. In Fig. 4, the SNR on each electrode is plotted for the seventh current pattern for the skip 
patterns 0, 2, 4, 6, and 8. The decrease in SNR as distance from the injection electrodes increases is 
evident in Fig. 4, where values of SNR vary from as high as 90 dB on injection electrodes to as low as 32 
dB on a distant electrode for the skip 0 pattern. As the number of electrodes skipped in a pattern 
increases, the SNR of electrodes furthest from the injection electrodes also increases. 
 
Fig. 4. Experimental SNR differences were computed for each electrode for current pattern (𝑘) seven from five 
different data sets using different skip patterns. Each data set contains 250 frames of data collected on a saline-
filled tank at 16 frames/s. In 𝑘 =7, electrode 7 is an injecting electrode and the skip pattern specifies the number 
of electrodes in between 7 and the next injecting electrode. 
 
 
The SNR on injecting and near electrodes is consistent with reported SNR values of EIT systems 
surveyed in a recent review by Avery which report the SNR of most systems to be approximately 80 dB 
with a maximum reported value of 120 dB [42]. Reported ACE1 SNR values reflect typical operating 
conditions for most of the human subject and tank data collections. As the measurements from 
injecting electrodes can be and often are used in ACE1 reconstructed images, they are included in Fig. 
4. 
B. Precision and Reproducibility of Data 
Since the resolution of EIT images is limited by the precision of the measured data, the precision and 
reproducibility of ACE1 data were tested. 
Precision is defined as the variability of the smallest detectable change in voltage measurements [43]. 
In this paper, we use one standard deviation (std) to define the precision of the amplitude and phase 
of the demodulated 𝑉𝑒 measurement. Denoting the total number of frames by 𝑁, the total number of 
electrodes by 𝐿, the total number of applied current patterns by 𝐾, and the amplitude of the measured 
voltage on the 𝑙th electrode for the 𝑘th current pattern by 𝑉𝑙
𝑘, the following formula was used to 
calculate the precision of amplitude measurements 𝑃𝑙
𝑘  for the 𝑙th electrode and 𝑘th current pattern: 
𝑃𝑙
𝑘 = std(𝑉𝑙
𝑘), 𝑙, 𝑘 = 1,… , 𝐿. (3) 
The mean precision 𝑃 is defined to be the mean of all values of 𝑃𝑙
𝑘, 𝑙, 𝑘 = 1,… , 𝐿. 
To demonstrate the precision and accuracy of the system, all channels were connected to the same 
National Institute of Standards and Technology (NIST) traceable voltage source, and 100 frames of data 
were collected. See Fig. 5 for the photograph of the experimental configuration. 
 
Fig. 5. Test setup where all of the ACE1 cables were connected to the same voltage source and 100 frames of 
data were collected. Inputs to the ACE1 current source were grounded. 
 
At 125–175-kHz applied frequencies, voltage amplitude measurements are precise to 25𝜇V when 2048 
samples are acquired at 2.5 MHz on all electrodes (or at 16 frames/s for 𝐿 = 32). The choice of skip 
pattern did not influence the amplitude precision, but in tests acquiring more samples or decreasing 
the frame rate often improved amplitude precision by approximately 10–20𝜇V. 
Define a relative, or percent, precision for 𝑙, 𝑘 = 1,… , 𝐿 and 𝑓 = 1, … , 𝑁 by 
%𝑃𝑙
𝑘(𝑓) =
𝑉𝑙
𝑘(𝑓)−𝑉𝑙
𝑘
𝑉𝑙
𝑘 × 100% (4) 
where as before 𝑉𝑙
𝑘
 is the mean over the number of frames 𝑁. Define the percent mean 
precision %𝑃 to be the average of %𝑃𝑙
𝑘 for 𝑙, 𝑘 = 1,… 𝐿, 𝑓 = 1,… ,𝑁. Values of the percent mean 
precision for a 0.25𝑉𝑝𝑘 voltage signal at 75, 125, and 175 kHz are reported in Table II, where 
additionally, the values in this table take the mean of the mean percent precisions for skip 0, 2, 4, 6, 
and 8 data sets to best represent the overall behavior of the system. The percent precision of the 
amplitude measurements improves as the number of raw measurement samples acquired increases. 
For example, %𝑃 improves from 0.0098% at 125 kHz to 0.0076% when increasing the number of 
samples from 512 to 1024. This improvement is true for all skip patterns and tested frequencies. 
TABLE II Percent Mean Precision of Amplitude (%𝑃) and Phase (%𝑃𝜃) 
 
 
Since the phase of the voltage source is not specified for each frame, the precision of the phase only 
considers the change in the phase profile over all electrodes for each current pattern 𝑘 as 𝑘 varies over 
all frames. Therefore, the precision of the phase of the voltage measurements is computed 
over 𝑓 and 𝑙 and is defined for the 𝑘th current pattern by 
𝑃𝜃
𝑘 = std(/𝜙𝑒
1:𝐿
𝑘 ). (5) 
The relative, or percent phase precision for 𝑙, 𝑘 = 1,… , 𝐿 and 𝑓 = 1, … , 𝑁 is given by 
%𝑃𝜃𝑙
𝑘(𝑓) =
/𝜙𝑒
𝑙
𝑘(𝑓)−/𝜙𝑒
𝑘
(𝑓)
/𝜙𝑒
𝑘
(𝑓)
× 100% (6) 
where /𝜙𝑒
𝑘
(𝑓) is the mean of /𝜙𝑒
𝑙
𝑘(𝑓) over the electrodes, and the overall mean %𝑃𝜃 is given by the 
mean of %𝑃𝜃𝑙
𝑘(𝑓) over the total number of frames and current patterns. All tested frequencies were 
precise to within 0.045 radians (2.6°). The precision of phase values was not greatly influenced by the 
choice of skip pattern or frame rate. Percent phase precision for different frequencies and averaged 
over the tested skip patterns is given in Table II. 
Accuracy of the voltage measurements is defined to be the difference between the measured quantity 
and true value 𝑣 [43]. 𝑣 was accepted to be the settings on the NIST traceable Stanford Research 
Systems Model DS260 Ultralow Distortion high-precision function generator. The accuracy 𝒜𝑙
𝑘 of 
amplitude measurements 𝑉𝑙
𝑘 is taken as the mean value of 𝒜𝑙
𝑘(𝑓) over all frames. The percent 
accuracy for 𝑙, 𝑘 = 1, … , 𝐿 and 𝑓 = 1,… ,𝑁 is defined by 
%𝒜𝑙
𝑘(𝑓) = (1 −
|𝑉𝑙
𝑘(𝑓)−𝑣𝑙
𝑘(𝑓)|
𝑣𝑙
𝑘(𝑓)
) × 100%. (7) 
The mean percent accuracy %𝒜 is the average of %𝒜𝑙
𝑘(𝑓) over all electrodes, current patterns, and 
frames. 
ACE1 system accuracy varies from 96.309% to 97.912% at frequencies from 75 to 175 kHz. The most 
accurate measurements were collected at 125 kHz. 
The reproducibility of system measurements is the ability to measure the same output for the same 
input over a period of time [43]. The reproducibility with respect to amplitude and phase, respectively, is 
defined by 
𝑅𝐴𝑙
𝑘 = std(𝑉𝑙
𝑘(𝑓)), 𝑙, 𝑘 = 1,… 𝐿
𝑅𝜃𝑙
𝑘 = std(/𝜙𝑒
𝑙
𝑘), 𝑙, 𝑘 = 1,… 𝐿.
 (8)(9) 
Measures of reproducibility take into account the geometry and layout of the ACE1 system, variations 
in contact impedance for each channel, source performance, and precision of measurements. 
Reproducibility experiments were performed on a homogeneous tank phantom containing 
approximately 0.8-mS/cm saline, and data sets contain 250 frames collected for an injected 125-kHz 
current with a 2.8-mA amplitude. The precision with which voltage amplitudes are reproducible was 
calculated using (3). At 125 kHz, voltage amplitudes were reproducible to within 60𝜇V, and most 
voltage phase measurements were reproducible to within 0.05 to 0.1 radians. 
Amplitude reproducibility is not dependent upon electrode location relative to the injecting pair of 
electrodes, but this location does make a difference in phase reproducibility as shown in Fig. 6. As seen 
in Fig. 6, electrodes 4–8 (which are located on the opposite side of the tank from injecting electrodes) 
exhibited a significant decrease in reproducibility for some of the applied current patterns. Future 
improvements to the ACE1 system will focus on improving phase reproducibility so that the values are 
near the limits of the precision of the system on all electrodes no matter their proximity to the pair of 
injecting electrodes (which for 𝑘 = ⁡18 is electrodes 18 and 19 for skip 0, electrodes 18 and 21 for skip 
2, and similarly for the other skip patterns). As illustrated in Fig. 6, the further the measurement 
electrode is from the injecting electrodes, the less reproducible is the phase measurement. Improving 
this aspect of ACE1 performance will result in improved susceptivity image reconstructions in the 
future. 
 
Fig. 6. Phase reproducibility at 125 kHz for 250 frames of tank data acquired at 1024 sample/rate for a single 
current pattern (𝑘 = 18). 
C. Distinguishability Experiments 
Distinguishability is a measure of a system’s ability to resolve differences between two different 
conductivity distributions. Several definitions of distinguishability have been given in the literature and 
compared [44], [45], and the best choice of definition is often dependent upon the desired calculation. 
The presence of an inhomogeneity can be detected if at least one measured voltage 
difference 𝑉𝑙
𝑘(𝜎𝑡) − 𝑉𝑙
𝑘(𝜎0), where 𝑉𝑙
𝑘(𝜎𝑡) denotes the measured voltage with a target in the tank 
and 𝑉𝑙
𝑘(𝜎0) denotes the homogeneous tank, is larger than the measurement precision of the 
system [45]. 
To determine the extent to which the ACE1 system voltages are able to resolve differences between 
tank phantom targets, a simple experiment was performed. In this test, the voltage measurements on 
32 electrodes were compared for differences between acquired data at 125 kHz, 16 frames/s, and a 
current amplitude of 2.4 mA on a saline-filled tank with saline conductivity 0.18 S/m and data with a 
copper or plastic pipe of variable diameter placed in the center. The plastic and copper pipe targets 
had outer diameters of 0.95, 1.3, 2.2, and 2.88 cm for the plastic targets P1, P2, P3, and P4, 
respectively, and 1.1, 1.45, 1.8, and 2.45 cm for the copper targets C1, C2, C3, and C4, respectively. 
Maximum differences in voltage measurements defined by 
𝑚𝑎𝑥𝛿𝑉 ≡ 𝑠𝑢𝑝
𝑙,𝑘=1,…𝐿
|𝑉𝑙
𝑘(𝜎𝑡) − 𝑉𝑙
𝑘(𝜎0)| (10) 
are plotted in Fig. 7 for the copper pipe and plastic targets as a function of skip pattern. All patterns 
and targets exhibit a maximum voltage difference greater than the experimentally determined 
amplitude precision of 25𝜇V and reproducibility of 60𝜇V. 
 
Fig. 7. Maximum voltage differences over all electrodes and current patterns for copper and plastic pipe targets 
in the center of a saline-filled tank compared to voltages in a homogeneous tank with data collected at 125 kHz 
with 1.8-mS/cm saline and current amplitude of 2.4 mA. 
 
Difference images computed using the 2-D D-bar method with the 𝐭 exp approximation [46] clearly 
indicated the presence of the target with a good spatial resolution and few to no artifacts, except in 
the case of the smallest targets C1 and P1 with the skip 0 current pattern. In that case, the target was 
arguably not visible due to significant blurring and the presence of artifacts with magnitudes similar to 
that of the targets. This problem is likely due to the lack of depth of penetration of the skip 0 patterns, 
making a target in the center very difficult to detect. Since the reconstructions consist of simply an 
inhomogeneity in the center of the image, they are not included in this paper in favor of including the 
reconstructions of biological targets and human subject data found in Section IV. 
SECTION IV. Reconstructions 
Arguably, the most important measure of an EIT system’s worth is the quality of the images produced 
from its data. While the images are also highly algorithm dependent, good images cannot be produced 
from low-quality data. Here, we show results from several types of images: absolute and difference 
images from data collected on a saline-filled tank, difference images of ventilation and perfusion on a 
healthy human subject in the laboratory, and reconstructions from a data set collected on a patient at 
Children’s Hospital Colorado (CHCO) during normal tidal breathing, demonstrating the robustness of 
the ACE1 system for hospital use. Reconstructions were computed using an iterative Gauss–Newton 
(GN) algorithm for the experimental tank data and by the D-bar method and Calderón’s method for 
human subject data to demonstrate the suitability of the data for use with algorithms. We chose to use 
the D-bar and Calderón algorithms for reporting results on human subjects because of their ability to 
provide fast (real-time) reconstructions [46], [47] without the need for an accurate computation forward 
model (such as a finite-element method on a fine mesh) and because this combination of hardware 
and software has been used in our clinical studies in collaboration with CHCO [48]. It is not the purpose 
of this paper to compare the accuracy and performance of the reconstruction algorithms. 
The governing equation for EIT is the generalized Laplace equation 
∇ ⋅ (𝛾∇𝑢) = 0inΩ (11) 
where 𝑢 is the electric potential, 𝛺 denotes the 2-D bounded domain, and 𝛾 = 𝜎 + 𝑖𝜔𝜖 is the 
admittivity, with real part 𝜎, the conductivity, imaginary part 𝜔𝜖, the susceptivity, 𝜖 the permittivity, 
and 𝜔 the angular frequency of the applied currents. It is also assumed that the applied current 
satisfies Kirchhoff’s law, and the measured voltage distribution on the boundary corresponds to the 
Dirichlet boundary condition 𝑢|∂Ω = 𝑓. The data for the inverse problem of determining 𝛾 are the 
voltage-to-current density, or Dirichlet-to-Neumann map Λ𝛾 defined by Λ𝛾: 𝑢|∂Ω → 𝜎(∂𝑢/ ∂𝜈)|∂Ω. 
Further details on mathematical aspects of the inverse conductivity problem can be found in [3], for 
example. 
A. Experimental Tank Data 
Data were collected on two experimental tank configurations. The first was a 30-cm-diameter circular 
tank filled with 0.18-S/m conductive saline to a height of 1.6 cm with 32 electrodes of width 2.54 cm. 
The skip 0, or adjacent, current patterns were applied at 125 kHz with a current amplitude of 3.3 mA. 
Peeled cucumber slices 5 cm in diameter, chosen for their nonzero permittivity properties were placed 
in the tank in a triangular configuration (see Fig. 8). Difference images of conductivity and susceptivity 
with the saline-filled tank with no targets as a reference were computed using a GN iterative method 
with the approximation error method [49], [50] and two direct methods: Calderón’s method [51] as 
implemented in [47] and the D-bar method for complex conductivities [18], [52]. Plots of the 
reconstructions are found in Fig. 9. While all three methods clearly identify the positions of the 
cucumbers in both the real and imaginary parts of the reconstructions, the direct methods 
overestimate the size of the size of the cucumber, and a conductive artifact is present at the 12 o’clock 
position in the tank. 
 
Fig. 8. Photographs of the cucumber targets in the saline-filled tank. Triangle configuration of cucumber targets 
(left). Watermelon “lungs” and agar “heart” in a saline bath (right). 
 
 
Fig. 9. Difference images of cucumber targets. Computed with 5 iterations of the GN method (top row). 
Computed with Calderón’s method (center row). Computed with the D-bar method for complex conductivities 
(bottom row). Conductivity 𝜎 (left). Susceptivity 𝜔𝜖 (right). Units are in S/m. 
 
The second experimental data set was collected on a chest-shaped tank with a 103 cm perimeter filled 
with conductive saline to a height of 1.7 cm with 32 electrodes of width 2.54 cm and the adjacent 
current patterns applied at 125 kHz with a current amplitude of 3 mA. The phantom heart was made 
from agar, and watermelon slices were used as phantom lungs. The conductivity of the saline and agar 
was measured using an Omega CDH221 conductivimeter and found to be 0.125 S/m for the saline and 
0.26 S/m for the agar. The susceptivity of the melon and cucumber is known to be positive but their 
specific values are unknown since an independent measurement device for permittivity was not 
available. Conductivity values for the cucumber and watermelon are also unknown since the 
conductivimeter is not meant for use with fruit. See Fig. 8 for the photograph of the experimental 
configuration. 
The absolute images of conductivity and susceptivity reconstructed by the GN method and the D-bar 
method for complex conductivities are presented in Fig. 10. The agar heart is clearly visible in the 
conductivity image, but blurs with the left watermelon lung slice. The agar heart is not visible in the 
susceptivity image since the agar has the same permittivity as the saline, which is nearly 0. The positive 
permittivity of the watermelon lungs is also correct for these targets. 
 
Fig. 10. Absolute images of melon and agar targets. Computed with the GN method for complex admittivities 
(top row). Computed with Calderón’s method (center row). Computed with the D-bar method for complex 
conductivities (bottom row). Left: conductivity 𝜎, Right: susceptivity 𝜔𝜖. Units are in S/m. 
 
B. Human Subject Data 
Data were collected in the EIT Laboratory at CSU and at CHCO, Aurora, CO, under the approval of the 
COMIRB (approval number COMIRB 14-0652) with CHCO and the University of Colorado Denver and 
the institutional review board (IRB) of CSU. Fig. 11 shows the photograph of a healthy 8-year-old 
human subject being imaged in the laboratory at CSU with 22 electrodes around the chest 
circumference. The electrodes used in all human data collection in this paper were Philips 13951C 
rectangular neonatal–pediatric solid gel snap electrodes, of width 2.22 cm and height 3.33 cm. For 
human data reconstructions, direct methods, such as the D-bar method and Calderón’s method, are 
used due to their ability to reconstruct images in real time [46], [47]. 
 
Fig. 11. Data collection on a healthy 8-year old subject at CSU. 
 
Fig. 12 contains reconstructions using the GN and D-bar methods for real-valued conductivities based 
on the global uniqueness proof [53] with the 𝐭 exp approximation. Six frames are shown from a sequence 
of 500 conductivity difference images collected on an adult male subject during tidal breathing 
depicting changes due to ventilation in the human chest. The data were collected using the skip 0 
current pattern with a current amplitude of 3 mA at 125 kHz with 1024 samples, corresponding to 16 
frames/s on the 32 electrodes placed around the chest of the adult male subject who had a chest 
perimeter of 87.63 cm. The shape of the chest at the level of the electrodes was estimated for the 
reconstruction using flexible rulers wrapped around the chest while the electrodes were still attached 
and the center of each electrode was marked. The sequence in Fig. 12 depicts the exhalation. The 
subject took 10 breaths over the 500 frames, corresponding to approximately 50 frames per breath, or 
3.125 s/breath, which is relatively rapid breathing. The reference image was a frame at the end of 
exhalation. While the GN and D-bar methods yield different shapes for the lungs in the 
reconstructions, the changes due to ventilation are clearly visible and consistent with each other. Since 
there is no ground truth available, an evaluation of the accuracy of these reconstructions is not 
possible. The reader is referred to [3] and [54]–[55][56] for further details on this D-bar algorithm. 
 
Fig. 12. Sequence of conductivity difference images reconstructed from data collected during exhalation 
depicting changes due to ventilation in the human chest. Computed with the GN method (top set of images). 
Computed with the D-bar method for real-valued conductivities (bottom set of images). Red: high conductivity. 
Blue: low conductivity. The images are displayed in DICOM orientation. 
 
Fig. 13 contains six frames in a sequence of 500 conductivity difference images collected during breath-
holding depicting changes due to pulsatile perfusion in the human chest. The data were collected using 
the skip 2 current pattern with a current amplitude of 3 mA at 125 kHz with 512 samples, 
corresponding to 25 frames/s on the 32 electrodes placed around the chest of the same male subject. 
The heart and lungs are more blurred than they are in the ventilation sequence, which may be due to 
the movement of the heart during systole. Since the reference image was chosen to be mid systole, the 
heart is only in the position of the reference image for a very brief time, and so it is to be expected that 
all relative images show a difference in conductivity over a greater region. Also, in Fig. 13, the time 
trace of the reconstructed conductivity value in a pixel from the heart region and in a pixel from the 
lung region is plotted on the same set of axes, and the ECG data measured simultaneously with Biopac 
are plotted below. The pixels for the heart and lung regions were chosen empirically, and the choice of 
heart pixel was confirmed by verifying the correlation of the periodic changes in conductivity of that 
pixel with the heart rate from the ECG. In addition, each R-wave in the ECG, which signifies the onset of 
the contraction of the ventricles, corresponds to a minimum value of conductivity in the time trace of 
the heart pixel within 0.08 s (two frames). The rapid decrease in conductivity in the heart pixel is 
accompanied by a rapid increase in the lung pixel, corresponding to the contraction of the ventricles. 
Similar plots indicating conductivity changes corresponding to pixels from the heart and lung regions 
can be found in [57]–[58][59][60]. Reconstructions were computed with the same 𝐭 exp implementation of 
the D-bar algorithm as used for the ventilation images in Fig. 12. 
 
Fig. 13. Sequence of conductivity difference images from the D-bar method for real-valued conductivities 
collected during breath-holding depicting changes due to perfusion in the human chest. Red: high conductivity. 
Blue: low conductivity. The images are displayed in DICOM orientation (top). Time trace (in number of frames) of 
the reconstructed conductivity value in a pixel from the heart region (designated by a black o in the sequence of 
images above and plotted in the time trace in red), and the reconstructed conductivity value in a pixel from the 
lung region (designated by a black * in the sequence of images above and plotted in the time trace in blue). The 
rapid decrease in conductivity in the heart pixel is accompanied by a rapid increase in the lung pixel, 
corresponding to the contraction of the ventricles (center). ECG data collected using Biopac simultaneously with 
the EIT data in this figure. Blue line: output of the three-lead electrocardiogram. Green line: average heart rate 
from the Biopac output (bottom). 
 
Data were collected on a 12-year-old male patient with cystic fibrosis at CHCO during tidal breathing 
on 22 electrodes with adjacent current patterns of amplitude 3.3 mA. The shape of the chest at the 
level of the electrodes was estimated for the reconstruction from a CT scan that the subject received as 
part of his standard care immediately following the EIT data collection. The locations of the electrodes 
were marked using fiducial markers. Difference images of conductivity and susceptivity were computed 
using the implementation of Calderón’s method [51] presented in [47] are presented in Figs. 
14 and 15 for six frames from the sequence. The reference frame for these difference images was 
midway between the subject’s full exhalation and full inhalation. 
 
Fig. 14. Time snapshots of conductivity difference images in the ventilatory sequence computed using 
Calderón’s method. Red: high conductivity. Blue: low conductivity. The images are displayed in DICOM 
orientation. 
 
 
Fig. 15. Time snapshots of susceptivity difference images in the ventilatory sequence computed using Calderón’s 
method. Red: high susceptivity. Blue: low susceptivity. The images are displayed in DICOM orientation. 
 
C. Transfer Impedances of Data 
To illustrate the sensitivity of ACE1 measurements to physiological changes, the transfer impedance 
(TI) was calculated for the sequences of perfusion images in Fig. 13 and the sequence of ventilation 
images in Fig. 15. The TI on the 𝑙th electrode for current pattern 𝑘 was calculated by TI = 𝑉𝑙
𝑘/(𝐼𝑘𝐴𝑒), 
where 𝐴𝑒 is the area of the electrode at the electrode–skin interface. 
We present the real component TI𝑟, the imaginary component TI𝑖, the magnitude TI𝑚, and the 
phase TI𝜃  of the TI. The real and imaginary components are of interest since they are the components 
used to reconstruct conductivity and susceptivity, respectively. In this sense, TI𝑟  and TI𝑖  are more 
readily understood in the context of changes in regional ventilation and perfusion depicted in the 
reconstructed images. However, in the system performance sense, TI𝑚 and TIθ may be more natural 
representations. In this section, the mean TI on noninjection electrodes is compared to the TI on the 
leading injection electrode during a single current pattern. All of the TI representations capture the 
higher contact impedance on injection electrodes and allow us to illustrate the very valuable 
physiological information contained in these measurements. 
Figs. 16 and 17 display the mean values TI𝑟  and TI𝑚 for a portion of the data set collected to 
reconstruct the images in Fig. 13 and their values on electrode 2. The figures include the five frames 
preceding and following the images shown in Fig. 13. The TI corresponding to the frames shown in Fig. 
13 is marked using an asterisk. TIs are shown for current pattern 1 and electrode 2 since electrode 2 is 
located just to the subject’s left of the sternum (where electrode 1 is located), and is therefore 
anatomically positioned so that it is sensitive to perfusion-related changes in the heart. Additional TI 
figures are located in Appendix B to illustrate the difference across several other electrodes in a single 
current pattern. 
 
Fig. 16. Real component of the TI (TI𝑟) for noninjecting electrodes and the leading injecting electrode or 𝑙 =
2 for the first current pattern (𝑘 = 1). Asterisk: sequential series of images shown in Fig. 13. 
 
Fig. 17. Magnitude component of the TI (TI𝑚) for noninjecting electrodes and the leading injecting electrode 
or 𝑙 = 2 for the first current pattern (𝑘 = 1). Asterisks: sequential series of images shown in Fig. 13. 
 
Figs. 18 and 19 display the mean values TI𝑖  and TI𝜃  for a portion of the data set collected to 
reconstruct the images in Fig. 15 and their values on electrode 2. The figures include the five frames 
preceding and following the images shown in Fig. 15. An increase in the TI at the electrode–skin 
interface is consistent with the increase in lung tissue impedance that occurs during inspiration. For 
both the TI𝑖  and the TI𝜃, the leading injection electrode strongly tracks this physiological change. 
However, on noninjection electrodes, the ventilation signal as observed through changes in the TI is 
most clearly observed using the TI𝑖  component rather than TI𝜃. The plot of the phase on electrode 2 
in Fig. 19 especially is consistent with the increase in permittivity per unit volume in a small region of 
the lung as the subject exhales since the amount of lung tissue per unit volume, which is capacitive, 
increases during exhalation. Additional TI figures for this data set are located in Appendix B. 
 
Fig. 18. Imaginary component of the TI (TI𝑖) for noninjecting electrodes and the leading injecting electrode 
or 𝑙 = 2 for the first current pattern (𝑘 = 1). Asterisks: sequential series of images shown in Fig. 15. 
 
 
Fig. 19. Phase component of the TI (TI𝜃) for noninjecting electrodes and the leading injecting electrode or 𝑙 =
2 for the first current pattern (𝑘 = 1). Asterisks: sequential series of images shown in Fig. 15. 
SECTION V. Conclusion 
The ACE1 system applies pairwise current patterns on up to 32 electrodes at a user-specified frequency 
up to 200 kHz. The use of the active electrode design reduces the need for a high output impedance of 
the current source since the current is measured at the electrode. Phasic single-ended voltages are 
measured on all electrodes for the reconstruction of conductivity and permittivity. The optimal 
operating frequency when considering SNR, precision, accuracy, and reproducibility is 125 kHz, and the 
sample rate of 1024 samples per frame maximizes precision and accuracy while maintaining a fast data 
acquisition speed of 16 frames/s on 32 electrodes. At 125 kHz and the 1024 samples, the ACE1 system 
has a percent mean amplitude precision of 0.0076%, or 25𝜇V, and a percent mean amplitude accuracy 
of 96.9%. The percent precision for the phase is 0.658%. At 125 kHz, voltage amplitudes were 
reproducible to within 60𝜇V, and most voltage phase measurements were reproducible to within 0.05 
to 0.1 radians. Distinguishability experiments confirmed that copper and plastic targets 1 cm in 
diameter can be detected in the center of a saline-filled tank in the voltage measurements. 
Reconstructions of conductivity and susceptivity of targets in the tank and ventilation and perfusion in 
human subjects demonstrate the utility of the system for imaging ventilation and perfusion in the 
human torso. 
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Appendix A Explanation of Current Patterns 
The skip pattern used by ACE1 can be easily modified but is typically chosen so that the maximum 
number of linear-independent current patterns (𝑁) is used. The skip pattern is determined by the 
number of electrodes in between injecting electrodes (𝛼). For pairwise injection 
with 𝐿 electrodes, 𝑁 = 𝐿 − gcd(𝐿, 𝛼 + 1), where gcd is the greatest common divisor [46]. Table III lists 
the injecting electrodes for the bipolar current source during each current pattern for several different 
skip patterns. 
TABLE III In a Single Frame, the Number of Current Patterns is the Same as the Number of Electrodes 
Used. A List of Injecting Electrodes for Each Current Pattern for Skip Patterns 0–4 is Provided. In This 
Example, We Assume Only 20 Electrodes are in use 
 
 
Appendix B Additional Transfer Impedance Information 
This appendix shows alternative plots of TI, which include plots on individual electrodes during a single 
current pattern. Figs. 20 and 21 show the randomly selected electrodes for a perfusion and ventilation 
data set, respectively. 
 
Fig. 20. Magnitude component of the TI (TI𝑚) for injection electrode 𝑙 = 2, as well as three noninjecting 
electrodes. Asterisks: sequential series of images shown in Fig. 15. 
 
 
Fig. 21. Phase component of the TI (TI𝜃) for injection electrode 𝑙 = 2, as well as three noninjecting electrodes. 
Asterisks: sequential series of images shown in Fig. 15. 
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