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Abstract
Computer simulation of real system behaviour is increasingly used in research and development. As
simulation models become more reliable, they also often become more complex to capture the progressive
complexity of the real system. Calculation time can be a limiting factor for using simulation models in
optimisation studies, for example, which generally require multiple simulations. Instead of using these time-
consuming simulation models, the use of metamodels can be considered. A metamodel approximates the
original simulation model with high confidence via a simplified mathematical model. A series of simulations
then only takes a fraction of the original simulation time, hence allowing significant computational savings.
In this paper, a strategy that is both reliable and time-efficient is provided in order to guide users in their
metamodelling problems. Furthermore, polynomial regression (PR), multivariate adaptive regression splines
(MARS), kriging (KR), radial basis function networks (RBF), and neural networks (NN) are compared on
a building energy simulation problem. We find that for the outputs of this example and based on Root
Mean Squared Error (RMSE), coefficient of determination (R2), and Maximal Absolute Error (MAE), KR
and NN are the overall best techniques. Although MARS perform slightly worse than KR and NN, it is
preferred because of its simplicity. For different applications, other techniques might be optimal.
Keywords:
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1. Introduction
Computational models are commonly used in various fields such as engineering and economics to simulate
system behaviour. Due to the increasing reliability of these models, simulation is usually more useful and
less expensive than real-time experiments, which may not be feasible. Depending on the model complexity,
simulations can take from only a second to several days, weeks, or even months. Despite the huge potential of
these simulations, excessive calculation time might be a limiting factor, especially in optimisation problems.
Moreover, lowering calculation time by reducing the model complexity is not an option as this might lead
to less reliable results. To counter this computational barrier, metamodels - also known as surrogate models
- have been introduced to replace potentially time-consuming models [1, 2]. Metamodels aim at mimick-
ing the original complex simulation model via a simplified mathematical model, statistically determined
based on original model realisations. The simulation then only takes a fraction of the original simulation
time, allowing significant computational savings, without compromising the reliability. Both stationary and
dynamic metamodels can be constructed, however the focus of this paper is limited to the former.
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Several metamodelling techniques were developed to address this increasing interest, and different appli-
cations appeared in the literature during the last few decades. Based on both mathematical and engineering
test problems with a varying number of inputs, number of samples, degree of non-linearity, noisy behaviour,
and applied fitting algorithm, several metamodelling techniques were compared [1, 3–8]. Amongst others,
mainly polynomial regression, multivariate adaptive splines, kriging, radial basis function networks, and
neural networks were explored. In the above-mentioned literature, polynomial regression is considered as
the worst performing technique, while neural networks are advised for problems with many inputs, and krig-
ing is recommended for highly non-linear problems. When the considered problem is noisy however, kriging
typically performs the worst. Depending on the number of samples, the degree of non-linearity and noisy
behaviour of the particular problem and also the employed algorithm, yet other techniques may provide
better models.
Instead of focussing on the theory of metamodelling and developing new techniques and algorithms,
this paper aims at guiding users in metamodelling more complex engineering problems based on readily
available algorithms. This was already intended by Simpson et al. [1] and Wang and Shan [2] for design
optimisation, however no concrete guidelines were presented. This paper therefore wants to take this one
step further by proposing a practical metamodelling strategy. To illustrate this, a building energy simulation
example is chosen as metamodelling was only very recently introduced in this field to overcome the time
barrier in optimisation [9, 10]. The time-efficiency of metamodels enable them to also be used in robust
optimisation such as in [11] and [12], which generally requires significantly more simulations. Although the
metamodels themselves are computationally inexpensive to run, they are not always constructed in the most
time-efficient way. Eisenhower et al. [9] and Ferreira et al. [10], for example, both used about 5000 samples
to fit their metamodels. As this is not feasible for very computationally-expensive simulation models, this
paper proposes a metamodelling strategy dealing with both time-efficiency and reliability: a well-performing
metamodel trained on as few samples as possible will be preferred.
Section 2 first describes the theory concerning fitting and validating metamodels. Five groups of meta-
modelling techniques are described, with a focus on the selection of algorithms: polynomial regression,
multivariate adaptive regression splines, kriging, radial basis function networks, and neural networks. Sec-
tion 3 then proposes a metamodelling strategy, using as little data as possible without compromising the
reliability of the metamodel. The building energy simulation application is described in section 4, and the
results for this are presented in section 5.
2. Metamodelling theory
Wang and Shan [2] and Kleijnen and Sargent [13] emphasise the importance of both fitting and validating
metamodels in view of model reliability. This is indeed one of the major concerns as metamodelling aims to
replace a model without becoming unreliable. Therefore, this section first describes the fitting of a metamodel
followed by the validation. Furthermore, a selection of five metamodelling techniques is described as these are
thought to be most useful based on literature: polynomial regression (PR), multivariate adaptive regression
splines (MARS), kriging (KR), radial basis function networks (RBF), and sigmoidal neural networks (NN).
2.1. Fitting
A metamodel is a mathematical function for which the coefficients are determined based on a limited
number of input/output combinations. To create n samples of the p inputs, a Monte-Carlo based sampling
technique is used in this paper. This is described briefly in section 3.1 and in more detail in [14]. The original
simulation model is run for these samples to obtain the n corresponding values for each of the outputs. These
data will be referred to as training data. In general, these training data are standardised (zero mean, unit
variance) to overcome influences from parameter units. Each output is then modelled separately or together
with a metamodelling technique. With these techniques, the training process results in an independent
model to estimate new input/output combinations within the range of the sampled combinations. The more
training data are used, the better the metamodel can perform in general. It is however possible that the
training data are perfectly fit, while unseen data are not approximated well at all. This phenomenon is
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called overfitting and can be avoided by employing generalisation methods that reduce the complexity of
the model by
 regularisation: limiting the Euclidean norm of the coefficients vector, in order to avoid unnecessarily
large coefficients, or
 pruning: reducing the number of coefficients before or after fitting them, in order to avoid too many
coefficients.
Amongst the variety of readily available algorithms for each of the metamodelling groups described in
section 2.3, algorithms employing these generalisation methods are selected. In this paper, all algorithms
are provided by MATLAB toolboxes and are referred to when the techniques are described.
Each of the selected algorithms contain several settings that have to be defined by the user. Different
settings might result in differing metamodels, of which only the best is retained, selected via a model selection
criterion. Such a criterion indicates the trade off between the goodness of fit and model complexity in order
to avoid more coefficients than needed. The Akaike information criterion (AIC) [15] is commonly used for
that purpose and is given by
AIC = n log(SSE) + 2np (1)
with n the number of training samples, SSE the sum of squared errors, and np the effective number of
parameters. The model with the lowest AIC score has the best trade off between the smallest error and the
least number of coefficients, the latter of which enhances the generalisation ability of the model.
2.2. Validation
The metamodelling techniques that will be described in section 2.3 are thus all optimised to prevent
overfitting of the training data, enhancing the goodness of fit on unseen data. To validate this performance
however, goodness of fit needs to be assessed on unseen data, the validation data, instead of on training
data. Extra input/output combinations are thus created via sampling methods and used to compare the
predictions of the metamodel with the original model output.
This goodness of fit can be determined by several indicators. Amongst others, Root Mean Squared
Error (RMSE), coefficient of determination (R2), and Maximal Absolute Error (MAE) are commonly used
indicators. They are illustrated in Fig. 1 and given by
RMSE =
√√√√ 1
n
n∑
i=1
(yˆi − yi)2 (2)
R2 = 1−
∑n
i=1 (yˆi − yi)2∑n
i=1 (y¯ − yi)2
(3)
MAE = max(|yˆ1 − y1|, . . . , |yˆn − yn|) (4)
with yi the original model outputs, yˆi the metamodel outputs, y¯ the mean simulation output value, and n
the number of samples.
RMSE measures the standard deviation of the error between the metamodel and original output. It
thus indicates the overall approximation ability of the metamodel; the lower the value, the better the
approximation. The coefficient of determination R2 is a relative indicator for the overall approximation. In
fact, it indicates the correlation between the original model output and the metamodel output. A perfect
correlation is given by an R2-value of 1. Complementary to the above-mentioned indicators, MAE indicates
the maximal absolute error that can be expected, and is thus an indicator for the local approximation ability
of the metamodel. RMSE andMAE can be made relative to the standard deviation of the simulation output
in order to allow a comparison between several outputs of varying magnitudes. In this paper, this is however
not done since R2 already provides such a relative indicator.
Depending on the metamodel’s goal, one or more validation indicators are selected. One of the most
important steps in metamodelling is then to select validation criteria for these indicators. These criteria
depend on the problem as well, and might be hard to determine. As the accuracy required for a predictive
metamodel is usually very high, a low RMSE and MAE, and a high R2 are sought [2, 13].
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Figure 1: Illustration of goodness-of-fit indicators to compare the metamodel output with the original model output.
2.3. Metamodelling techniques
As mentioned in section 2.1, each of the five selected metamodelling techniques uses at least one gen-
eralisation method to avoid overfitting, and in each algorithm, several settings have to be defined by the
user. Several options are therefore selected and the best model is then selected based on their AIC scores,
as summarised in Table 1.
2.3.1. Polynomial regression
PR is one of the most widely used metamodelling techniques and fits an mth order polynomial between
the sampled input and output data using the method of least squares. In general, the model is a function
Table 1: Overview of algorithms and user-defined settings for the metamodelling techniques.
generalisation internal comparison external settings comparison
method settings criterion criterion
PR regularisation - model order (1, 2, 3) AIC
(ridge regression) - regularisation factor (50
values between 10−6 and 106)
MARS pruning (GCV) maximal number of basis AIC
functions (values between
20 and 140)
KR pruning (order 0) correlation function (Gaussian, AIC
exponential, Mate´rn32 and
Mate´rn52)
RBF - pruning - scale factor BIC - basis function type (Gaussian, AIC
(forward sel. BIC) (10 values Cauchy, multiquadric, inverse)
- regularisation between 10 % - technique (forward selection,
(ridge regression) and 100 %) ridge regression)
- reg. factor (50
values between
10−6 and 106)
NN regularisation - architecture (feed forward, AIC
(Bayesian) cascade forward)
- number of layers (1, 2)
- number of neurons (between
1 and 20)
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of the form
yˆ = b0 +
m∑
n=1
p∑
i=1
bnix
n
i +
m∑
n=1
m∑
k=1
p∑
i=1
p∑
j=1
bnkijx
n
i x
k
j (5)
with yˆ the estimated output, x the input vectors, p the number of inputs, m the order of the polynomial,
and b the regression coefficients [3].
In the selected algorithm [16], not only are the summed squares of the errors minimised, but also the
magnitude of the coefficients to avoid overfitting as described before. Therefore, the least square cost
function is modified by an additional term, which aims at keeping the Euclidean norm of the coefficients
vector small, often referred to as ridge regression. The cost function is then∑
(yˆ − y)2 + γ
∑
b2 (6)
with γ the regularisation factor [17].
Several model orders, m, and regularisation factors, γ, can be used to determine the coefficients, b [16].
In this paper, model orders one, two, and three, and 50 values for γ logarithmically distributed between 10-6
and 106 are chosen to build the polynomial metamodels.
2.3.2. Multivariate adaptive regression splines
MARS models are of the form
yˆ =
k∑
i=1
ciBi(x) (7)
with yˆ the estimated output, x the input vectors, k the number of basis functions, Bi, and ci the weight
factors [3, 18]. Non-linearities between outputs and inputs can be taken into account because of the use of
hinge functions as basis functions. A hinge function has the form max(0, x−constant) ormax(0, constant−x)
and thus produces a kink. The basis functions in Eq. 7 are a constant, a hinge function, or a product of
hinge functions to take interactions into account. Both the hinge functions and weight factors have to be
determined, which is done through a forward selection and a backward deletion iterative approach. In the
forward phase, basis functions giving the largest reduction in the training error are added until (1) the
(change in) training error becomes small, (2) more weight factors than training samples are expected, or (3)
the user-defined maximum number of basis functions is reached. Typically an overfit model is the result. In
the backward phase, the model is pruned by trading off goodness of fit against model complexity using the
Generalised Cross-validation (GCV ) criterion, similar to AIC, given by
GCV = MSE/
(
1− np
n
)2
(8)
with MSE the mean-squared error. This pruning means that the least effective terms are deleted one
by one to improve the generalisation ability [19]. Any value can be selected for the maximum number of
basis functions, but the calculation time significantly increases when adding more functions. Several values
between 20 and 140 are selected in this paper.
2.3.3. Kriging
KR is an interpolation method originating in the field of geostatistics [20] and was proposed by Sacks
et al. [21] for computer experiments without random errors, as a better alternative to statistical techniques
designed for physical experiments with random errors, such as PR. KR models provide a global regression
model analogous to simple polynomial regression that is augmented with a Gaussian process to interpolate
the residuals. A well-specified regression model is thus not needed to obtain a well-performing model, in
contradiction to the other techniques explained in his paper. KR models are of the form
yˆ =
k∑
i=1
bihi(x) + Z(x) (9)
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with yˆ the estimated output, x the input vectors, k the number of polynomial basis functions, hi, bi the
regression coefficients determined with the least squares method, and Z a Gaussian process. This process
has mean zero, variance σ2, and correlation functions ψ(x, x′), between any two samples of the input vector.
A typical correlation function is the Gaussian:
ψ (x, x′) = exp
(
−
p∑
i=1
θi|xi − x′i|2
)
(10)
Several correlation function types are available, which are all determined by a correlation parameter, θ,
with the same dimension as the input vector, i.e. p. These correlation functions inform nearby sample
points about the residuals in these points. The smaller the distance between the sample points, the more
the prediction of one of the points is influenced by the other. Selecting satisfying correlation functions and
correlation parameter values is thus crucial for this method. The former have to be selected by the user,
while the latter are automatically determined by maximum likelihood estimation [1, 22, 23]. Note that when
the training data are noisy, stochastic kriging can be used, which combines interpolation and smoothing to
avoid overfitting [23]. The considered data is noisy when two simulations with the same input does not
result in the same output.
Four correlation functions (Gaussian, exponential, Mate´rn32 and Mate´rn52) [22] are selected in this
paper. Note that in kriging, more coefficients than available samples cannot be estimated, but due to the
Gaussian process, a well-performing model can be obtained with low-order polynomials. Therefore, a model
order of zero is chosen for all models.
2.3.4. Radial basis function network
RBF networkss are of the form
yˆ =
k∑
i=1
wihi(x) (11)
with yˆ the estimated output, x the input vectors, k the number of basis functions hi, and wi the weights.
A typical Gaussian basis function is of the form
hi(x) = exp
(
−‖x− ci‖
2
r2i
)
(12)
with ci the centre and ri the radius of basis functions, hi [24]. Other similar basis functions are used as well,
like the Cauchy, the multiquadric, and the inverse function. Both weights, wi, and basis function parameters,
ci and ri, have to be determined. The centres are usually taken to be equal to the input matrix X. Each
basis function centre is thus p-dimensional and as many basis functions as initial samples are created. In
general, for each dimension, the radii are chosen to be equal to the span of the training set inputs, and are
thus the same for each basis function. However, it is preferable to apply a scale factor (≤ 100 %) to this
radius to avoid underfitting, as otherwise the RBFs will probably be too wide. A set of scale factors can be
provided by the user and the best scale is then selected in the algorithm based on the Bayesian Information
Criterion (BIC) score. BIC is very similar to AIC and is calculated with
BIC = n log(SSE) + np log(n) (13)
Either forward selection or ridge regression can be performed to select some of the available basis functions
(including a bias unit). If all basis functions are selected, RBF is seen as an interpolation technique. Forward
selection compares models made up of different subsets of basis functions. Basis functions that best reduce
the sum-squared error are added one by one, until the BIC score stops decreasing to avoid models that
are too complex. Weight factors are determined based on the sum-squared error as well. Ridge regression
selects all available basis functions and augments the sum-squared error with an extra term penalising large
weights to avoid overfitting analogous to polynomial regression. Several regularisation factor values have to
be provided by the user and the best one is then internally selected based on the BIC scores [25]. Ten scale
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factors between 10% and 100% and 50 regularisation factors logarithmically distributed between 10−6 and
106 are chosen in order to automatically determine an optimum. The four basis function types are used to
create networks with both generalisation techniques.
2.3.5. Sigmoidal transfer function network
Sigmoidal transfer function networks are standard neural networks (NN). Neural networks consist of a
first layer with input neurons, a final layer with output neurons, and any number of hidden layers in between,
as illustrated in Fig. 2a [26]. The neurons are transfer functions and in this paper they are sigmoidal in
all layers except the final layer, in which they are linear. In particular, tan-sigmoidal functions are selected
as illustrated in Fig. 2b. A single feed forward neural network with one output is constructed with the
following equations:
ηj =
p∑
i=1
wxixi + βxj (14)
f(ηj) =
2
1 + exp(−2ηj) − 1 (15)
yˆ =
m∑
j=1
wyjf(ηj) + βyj (16)
Here, a weighted, sum ηj , of the p input parameter values, xi, with input weights, wxi, and a bias value, βxj
(Eq. 14) feeds forward to m tan-sigmoidal transfer functions f(ηj) (Eq. 15). The m outputs of the hidden
layer are then linearly combined with a bias, βyj , and weights, wyj , into the estimated output, yˆ (Eq. 16)
[1]. When more hidden layers are available, the outputs of the previous hidden layer are considered as inputs
and Eq. 14 and 15 are repeated. The outputs of the final hidden layer are then linearly combined into yˆ.
A cascade forward construction is also considered, in which connections between non-adjacent layers are
possible. Biases and weights are trained by least-squares minimisation, which is modified for regularisation
similar to Eq. 6 to improve generalisation. For that purpose, Bayesian regularisation is applied, which
uses an iterative approach to determine weights, biases and the regularisation factor by considering them as
random variables [27–29]. Bayesian regularisation should not be confused with BIC.
(a) (b)
Figure 2: Feedforward neural network with three hidden layers (a) and tan-sigmoid transfer function (b).
Creating a well-performing neural network depends on the choice for the number of layers and neurons
in the network [30]. Therefore, one or two hidden layers each with up to 20 neurons and both feed forward
and cascade forward constructions are used to build sigmoidal neural networks [31].
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3. Metamodelling strategy
A metamodelling strategy independent of the metamodel type is proposed in which the metamodels are
both fitted and validated while the number of simulation runs is constrained. Since the sampling strategy
used to fit the metamodel might be of importance, this topic is handled first.
3.1. Sampling strategy
Several studies have highlighted the importance of selecting a well-performing sampling scheme for train-
ing and validation [4, 32, 33]. Random sampling, Latin Hypercube schemes, space-filling sampling such as
optimised Latin Hypercubes, orthogonal arrays and quasi-Monte Carlo methods, and also classic schemes
such as (fractional) factorial, central composite and optimal schemes have been explored for metamodelling.
Simpson et al. [1] state a consensus on the best-performing scheme across several problems is only reached
for space-filling sampling schemes. Such schemes are thus preferred and will be used in this paper. More
information on space-filling schemes can be found in [14].
3.2. Fitting and validation strategy
Section 2 described both fitting and validation theory using training and validation samples respectively.
Previous research [34] illustrated that different sample sets might however result in different validation
indicator values. To avoid getting good or bad values by coincidence, it is recommended to train and
validate the metamodel for as many samples as possible. This set of indicator values can then be evaluated
on minimal, average and maximal values in order to reliably evaluate the created metamodel.
To balance between time efficiency and reliability however, a new metamodelling strategy as proposed by
Van Gelder et al. [12] is employed (Fig. 3). A metamodel is first trained on one small sample set according to
one of the techniques in section 2.3 while seeking the best user-defined settings. Then an additional sample
set is created and a k-fold cross-validation is performed using the optimal settings to check the reliability of
validation indicator values. This implies that of the k available sample sets, one set is used as a validation
set, while the other k− 1 sets are training sets. This is repeated k times with each of the k sample sets used
exactly once as a validation set, resulting in k validation indicator values [2]. Sample sets are systematically
added until the minimal, average and maximal values of selected validation indicators converge to the desired
validation criteria. The reliability of the metamodel can be judged on the spread of these indicator values.
In this strategy, users can select a metamodelling technique of their choice. Hence, if the built metamodel
remains insufficiently reliable, another metamodelling technique can be selected to obtain a potentially better
reliability of the validation indicators.
RUN SMALL 
SAMPLING 
SCHEME USING 
ORIGINAL MODEL 
RUN ADDITIONAL 
SAMPLING 
SCHEME USING 
ORIGINAL MODEL 
BUILD 
METAMODEL 
PERFORM CROSS-
VALIDATION 
IF NOT RELIABLE 
Figure 3: Flowchart of metamodelling strategy.
4. Application example
The described metamodelling strategy is illustrated using a building energy simulation (BES) example.
When performing a robust optimisation of energy demand and thermal comfort in order to select design
variables of a specific dwelling as illustrated in [12], the calculation time of a dynamic BES model can
be a barrier. The construction of metamodels can greatly facilitate this, because of their highly reduced
calculation time. Therefore, this application example aims at constructing a reliable metamodel to replace
the time-consuming original BES model.
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(a) North facade (b) South facade
Figure 4: Case study - semi-detached house.
4.1. Building model
A semi-detached dwelling (see Fig. 4) with a floor area of 140 m2, overhangs for sun shading, and an
uninsulated, ventilated basement [35] is modelled in the Integrated District Energy Assessment Simulation
(IDEAS) tool in Modelica, developed by Baetens et al. [36]. The dwelling is modelled as consisting of
two main zones to differentiate between areas typically inhabited during the day and night. The adjacent
dwelling is considered to be at a constant temperature of 19 °C and the typical moderate climate year of Uccle
(Belgium) is used as the outdoor climate. An occupancy profile of a full-time working couple is assumed. An
ideal heating system coupled to this occupancy profile and an exhaust ventilation system are incorporated
in the model. To optimise the summer comfort, additional summer ventilation is taken into account: when
occupants are present and the day zone temperature exceeds the user-dependent comfort temperature, the
air change rate is doubled for the next six hours or until the occupants leave the dwelling. This algorithm
simulates the user behaviour to help achieve a comfortable indoor climate. The model outputs that we are
interested in are the heat demand and the number of hours with temperatures exceeding 25 °C (TE25).
4.2. Inputs
Table 2 lists the probabilistic inputs and ascribed distributions for which metamodels need to be con-
structed. Some inputs have strictly discrete values, while others are described by continuous uniform, normal
or Weibull distributions. These distributions are all based on the values that can be expected for newly
built dwellings in Belgium [37].
4.3. Sampling scheme
Following Simpson et al. [1], a space-filling sampling scheme is chosen in this paper to create training
and validation samples: a maximin Latin Hypercube sampling scheme. This is a distance-based scheme
that maximises the minimal distance between Latin Hypercube sampling points [38]. All inputs in Table 2
are sampled according to their probability distributions. To allow several different sample sizes for model
training and cross-validation, 25 sets of 20 maximin samples are created and run with the original model,
therefore giving 500 samples in total.
4.4. Metamodels
Since both reliability and calculation efficiency are crucial in metamodelling, techniques with good ap-
proximation ability using only a few samples are preferable, however more samples usually increases the
goodness of fit. Therefore, training sets with several different samples sizes are used to construct meta-
models for heat demand and TE25 with the techniques described in section 2.3. The models based on 500
training samples can be considered as the best possible metamodels. In order to make the metamodels phys-
ically relevant, the metamodel outputs for heat demand and TE25 values are forced to be strictly positive.
As described before, the best settings for each technique and sample size are chosen based on AIC scores,
resulting in one metamodel per technique per training sample size.
The goodness of the fit of these metamodels is first validated on 20 unseen samples according to section
2.2. This will provide insight into the approximation ability of the techniques and the influence of the
sample size in order to mutually compare them. The best settings per technique and per sample size are
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Table 2: Probabilistic input parameters.
PARAMETER DISTRIBUTION*
occupied day zone set temperature (°C) Norm(21,1.35)
unoccupied day zone set temperature (°C) Disc(15,no reduction)
occupied night zone set temperature (°C)** Norm(19,2)
air change rate (1/h)
day zone Weib(0.6576,4.67)
night zone Weib(1.7847,4.67)
infiltration rate at 50 Pa (1/h) Unif(0.44,12.3)
workmanship error infiltration Norm(1,0.1)
roof thermal transmittance (W/m2K) Unif(0.1,0.3)
floor thermal transmittance (W/m2K) Unif(0.1,0.3)
wall thermal transmittance (W/m2K) Unif(0.1,0.3)
workmanship error U-values Norm(1,0.1)
window type Disc(2.07 W/m2K & g = 0.613,
2.07 W/m2K & g = 0.512,
1.29 W/m2K & g = 0.631,
1.31 W/m2K & g = 0.551,
0.7 W/m2K & g = 0.407)
sunscreen type Disc(none,30 %)
internal gains (W) Unif(100,500)
* Explanation of the symbols used:
Norm(µ,σ): normal distribution with mean value µ and standard deviation σ.
Disc(a,b): discrete uniform distribution between a and b.
Weib(λ,k): Weibull distribution with scale factor λ and shape factor k.
Unif(a,b): uniform distribution between a and b.
** Unoccupied night zone set temperature: 0 °C.
furthermore used in the k-fold cross-validation described in section 3.2, performed for k sample sets varying
between two and ten. This cross-validation allows the examination of the reliability of the metamodelling
techniques.
5. Results
5.1. Setting comparison
As mentioned earlier, several settings have to be defined and selected by the user for each of the meta-
modelling techniques. In this paper, only the best metamodel for each technique is retained, based on the
AIC model comparison criterion. The lower this value, the better the generalisation ability of the model.
Table 3 therefore compares the best and worst settings in view of this AIC score for metamodels trained on
100 samples. One can see that the settings have larger influence on AIC scores for PR, RBF and NN than
for MARS and KR. MARS and KR are thus more robust.
Note that the best and worst settings in Table 3 are only valid for the considered case study and training
sample size. Other problems and sample sizes might result in other optimal settings. Therefore, it is needed
to always test several settings as proposed in this paper. Furthermore, a comparison of AIC scores of several
techniques is not meaningful since model structures are totally different.
5.2. Calculation time
Table 4 presents a brief comparison of calculation times. These calculation times are computed by timing
the training and running process of both outputs, multiple samples, and multiple settings. These times are
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Table 3: Best and worst user-defined setting combinations in view of AIC for metamodels trained on 100 samples.
best setting combination AIC worst setting combination AIC
PR heat demand - model order: 3 -3 512 - model order: 1 459
- regularisation factor: 10−6 - regularisation factor: 106
TE25 - model order: 3 -3 467 - model order: 2 460
- regularisation factor: 10−6 - regularisation factor: 106
MARS heat demand max. # basis functions: 50 136 max. # basis functions: 20 215
TE25 max. # basis functions: 40 133 max. # basis functions: 20 246
KR heat demand corr. function: Mate´rn32 -5 739 corr. function: Gaussian -5 532
TE25 corr. function: Mate´rn32 -5 698 corr. function: Gaussian -5 635
RBF heat demand - basis func. type: Gaussian -5 941 - basis func. type: inverse -3 468
- technique: ridge regression - technique: forward selection
TE25 - basis func. type: Gaussian -5 891 - basis func. type: inverse -3 393
- technique: ridge regression - technique: forward selection
NN heat demand - architecture: feed forward -3 070 - architecture: feed forward 461
- number of layers: 2 - number of layers: 2
- number of neurons: 17, 19 - number of neurons: 16, 1
TE25 - architecture: feed forward -2 983 - architecture: feed forward 439
- number of layers: 1 - number of layers: 2
- number of neurons: 9 - number of neurons: 1, 16
Table 4: Indicative calculation time for one output and one set of model settings.
PR KR MARS RBF NN
training time 100 samples 2 s 4 s 3 s 2 s 40 s
running time 100 samples 0.2 s 0.08 s 0.03 s 0.02 s 0.1 s
reference running time for 1 simulation in original model: 500 s
then averaged to obtain the time indicators of Table 4.
First of all, one can notice a huge reduction in calculation time once a metamodel is constructed. All
metamodelling techniques result in very time-efficient models, however the calculation times still differ.
More differences can be found in training times. Training one single output with one collection of model
settings on 100 training samples is also very time-efficient. However, variation can be found in these single
training times; major differences are due to the number of potential model settings as seen in Table 1.
While for MARS models only a set of maximal number of basis functions need to be tested, NN require
a comparison of numerous network architectures and layers. Furthermore, following Table 3, these NN
settings seem to be more dominant in obtaining well-performing models than the maximal number of basis
functions.
Note that the time needed to construct the metamodels of computational-expensive models is usually
far below the time needed to get the training data, even when numerous settings have to be compared. As
the computation time of the original model can be easily reduced by parallel computing, the training time
might be important for less expensive models such as the BES model in this example. As stated by Mullur
and Messac [7], a slightly longer calculation time is usually tolerated when this is improving accuracy.
5.3. Validation
Fig. 5 compares metamodel outputs and original outputs of the validation set for models trained on
20, 200, and 500 samples. It illustrates that adding more training samples results in better metamodels.
Fig. 5 also shows that some outputs are more difficult to reproduce with a metamodel than others. For heat
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demand, KR and NN can already provide well-approximating models with only 20 training samples, while
not for TE25. All applied techniques appear to be suitable to create metamodels of heat demand, while NN
seems best for TE25.
The reliability of validation indicators as a function of the number of sample sets is illustrated in Fig. 6.
As described earlier, all sets are used once as a validation set while the remaining sets are used as training
sets. Minimum, average, and maximum values of the indicators for a given sample size indicate how sensitive
the values are to training and validation samples. The better the mean value is and the closer the minimum
and maximum are to each other, the more reliable the constructed model. Again, one can see that adding
more training samples generally results in better metamodels and that some outputs are more difficult
to model than others. From this perspective, KR and NN are most reliable for heat demand, however
when more samples are used, MARS also performs well. For TE25, it seems to be much harder to have
very accurate metamodels: only KR and NN seem to match the original model and many more training
samples are needed to obtain similar indicator values. Therefore particular attention needs to be paid to
the construction of a metamodel TE25 when a high accuracy is desired.
6. Discussion and conclusions
This paper proposed a metamodelling strategy dealing with both efficiency and reliability. Moreover,
it provided an overview of five metamodelling techniques, all optimised in order to avoid overfitting: PR,
MARS, KR, RBF, and NN. These techniques were compared by applying them on a BES example. All
models were created based on a set of input/output combinations, the training set, with up to 25 sets
of 20 samples. For each technique and each sample size, several settings were tested of which the best
were selected based on the value of AIC, representing a trade off between the goodness of fit and model
complexity. To assess the quality of the developed metamodels, a set of 20 validation samples was used and
a k-fold cross-validation was performed.
6.1. Reliable metamodelling strategy
Usually, the more training samples available, the better the original model was approximated by the
metamodel. Unfortunately, it is not always possible to create as many samples as desired due to calculation
time. For that reason, it is important to examine how accurate the metamodel has to be. However, this is
dependent on the goal of the model: predictive models usually need to be highly accurate. The accuracy
should be checked on validation data not used in the training and the metamodel should only be applied
within the range of the training data values. It should be mentioned that the accuracy of the metamodel
is at least as important as the calculation time: as long as we need less initial samples for the metamodel
than we should need for an analysis on the original model, we can expect that time will be saved.
In order to construct a reliable metamodel with as few simulation sets as needed, following Van Gelder
et al. [12], a metamodelling strategy was proposed. Because training and validation sets may be of influence
for the validation of the model, cross-validation is preferred. Sample sets are systematically added to
construct a metamodel meeting the validation criteria. In this paper it is shown that for some metamodels,
reliable performance is obtained with a small sample size, while for other models, more samples were needed.
6.2. Metamodelling techniques comparison
Depending on non-linearity, the dimension, and noisiness of the initial model, other techniques can
provide better models [3]. The overall best-performing metamodelling technique for this building energy
example was NN and PR performed worst. Well-performing models could however be obtained with all
techniques. In general, MARS and RBF needed more training samples to obtain the same accuracy compared
to KR and NN. This confirms the findings in literature as summarised in the introduction [1, 3–8]. When
dealing with a very time-consuming original model, KR and NN are thus preferred because less training data
would be needed. Of these two, KR has a far lower training time, however the models are much harder to
interpret. When comparing the metamodelling techniques in usability, MARS is preferred by the authors to
KR and NN because of its simplicity and clear relationship between inputs and outputs. Compared to other
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techniques, fewer settings with less influence have to be chosen by the user. MARS can thus be considered
as more robust.
It should also be noted that preferences are dependent on the selected algorithms. Further development
of these algorithms might thus result in other preferred techniques.
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(a) heat demand - 20 (b) TE25 - 20
(c) heat demand - 200 (d) TE25 - 200
(e) heat demand 500 (f) TE25 - 500
Figure 5: Comparison of original model output with metamodels trained on 20, 200 and 500 samples.
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(a) heat demand (b) TE25
(c) heat demand (d) TE25
(e) heat demand (f) TE25
Figure 6: Reliability of validation indicators as a function of the number of training samples for heat demand and TE25 output.
Mean values as well as minima and maxima are shown for all techniques.
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