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Abstract
In this paper we study the asymptotic behaviour of two relatively new complexity functions
defined on infinite words and their relationship to periodicity. Given a factor w of an infinite
word x = x1x2x3 · · · with each xi belonging to a fixed finite set A, we say w is closed if
either w ∈ A or if w is a complete first return to some factor v of x. Otherwise w is said to
be open. We show that for an aperiodic word x ∈ AN, the complexity functions Clx (resp.
Opx) that count the number of closed (resp. open) factors of x of each given length are both
unbounded. More precisely, we show that if x is aperiodic then lim infn∈NOpx(n) = +∞ and
lim supn∈S Clx(n) = +∞ for any syndetic subset S of N. However, there exist aperiodic infinite
words x verifying lim infn∈N Clx(n) < +∞.
Keywords: word complexity, periodicity, return words.
1 Introduction
A fundamental problem in many areas of mathematics is to describe local constraints that imply
global regularities. An example of this local to global phenomena is found in the study of periodicity
in the framework of symbolic dynamics. The factor complexity function px, first introduced by
G.A. Hedlund and M. Morse in their 1938 seminal paper on Symbolic Dynamics [16], counts the
number of distinct blocks (or factors) of each length occurring in an infinite word x = x1x2x3 · · ·
over a finite set A. They proved that each aperiodic (meaning not ultimately periodic) infinite
word contains at least n+ 1 distinct factors of each length n, and hence in particular the sequence
(px(n))n∈N is unbounded. They further showed that an infinite word x ∈ A
N has exactly n + 1
distinct factors of each length n if and only if x is binary, aperiodic and balanced, i.e., x is a
Sturmian word (see [17]). Sturmian words are aperiodic words of lowest factor complexity and they
arise naturally in different areas of mathematics including combinatorics, algebra, number theory,
ergodic theory, dynamical systems and differential equations.
There are numerous variations and extensions of the Morse-Hedlund theorem associated with
other complexity functions defined on infinite words x ∈ AN including Abelian complexity [6, 20],
which counts the number of distinct Abelian classes of words of each length occurring in x, or
palindrome complexity [1] counting the number of distinct palindromes of each length occurring
in x, or cyclic complexity [5] counting the number of conjugacy classes of factors of each length
∗Supported by the Ministry of Education, Youth and Sports of the Czech Republic within the project
no. CZ.02.1.01/0.0/0.0/16019/0000778
1
in x. As in the case of the Morse and Hedlund theorem, in most cases these different complexity
functions may be used to characterise aperiodicity in words.
In this paper we investigate two new and complementary complexity functions defined on infinite
words, and their relation to aperiodicity. Throughout this paper we shall fix a non-empty set A,
finite if not precised otherwise, called the alphabet, we let A+ denote the free semigroup generated
by A, and AN the set of all right infinite words x = x1x2x3 · · · with each xi ∈ A. Following
terminology first introduced by G. Fici in [10], we say a word w ∈ A+ is closed if either w ∈ A
or there exists v ∈ A+ which occurs in w precisely twice, once as a prefix and once as a suffix.
Otherwise we say w is open. For example, w = abaaaab is closed (taking v as above equal to ab)
while aabab and aabaaa are both open. In this paper we consider the complexity functions Clx
(resp. Opx) which associate to each infinite word x ∈ A
N, the number of closed (resp. open) factors
of x of each given length. We note that every closed word w ∈ A+ either belongs to A or may be
written in the form w = uv = vu′ for some choice of u, u′, v ∈ A+, and moreover w has no other
occurrences of v other than the two witnessed by the above factorisations. Thus in the language of
symbolic dynamics, a closed factor w ∈ A+ \A of an infinite word x ∈ AN is called a complete first
return to v in x and the factor u is called a return word or first return to v in x.
The notion of return words constitutes a powerful tool in the study of symbolic dynamical
systems. For example, they play an important role in the theory of substitution dynamical systems.
Return words were used by F. Durand [7] and independently by C. Holton and L.Q. Zamboni
in [14] to define so-called derived words and derived substitutions both of which may be used to
characterise infinite words generated by primitive substitutions. An analogous characterisation
was later discovered by N. Priebe [19] in the framework of bi-dimensional tilings using the notion
of derived tilings involving Vorono¨ı cells. In [8], Durand et al. derived a simple algorithm using
return words for computing the dimension group of minimal Cantor systems arising from primitive
substitutions. A slightly different notion of return words was used by S. Ferenczi, C. Mauduit
and A. Nogueira [9] to compute the eigenvalues of the dynamical system associated to a primitive
substitution. Return words were an essential tool used by the authors in [12] to give a partial
answer to a question posed by A. Hof, O. Knill and B. Simon in [13] on a sufficient combinatorial
criterion on the subshift Ω of the potential of a discrete Schro¨dinger operator which guarantees
purely singular continuous spectrum on a generic subset of Ω.
There are many other examples of the use of return words in the study of more general symbolic
dynamical systems. In [22], L. Vuillon showed that an infinite binary word x is Sturmian if and
only if each factor of x admits exactly two first returns in x. We observe that a recurrent word
x ∈ AN containing a factor v having only one first return in x is necessarily ultimately periodic,
with x = u′uω where u is the unique first return to v in x. Words having exactly k first returns
to each factor for k ≥ 3 have also been extensively studied (see for example [4]) and include the
symbolic coding of orbits under a k-interval exchange transformation [15] as well as Arnoux-Rauzy
words [3] on a k-letter alphabet. Finally, there has been much recent interest in open and closed
words in the framework of combinatorics on words and we refer the interested reader to the nice
survey article [11] by G. Fici.
Given an infinite word x ∈ AN, we are interested in the asymptotic behaviour of the com-
plexity functions Clx and Opx and their relationship to periodicity. As every finite word w ∈ A
+
is either open or closed, one has that px(n) = Opx(n) + Clx(n) for each n ∈ N. Thus if x is
aperiodic, then it follows by the Morse and Hedlund theorem that at least one of the two se-
quences (Opx(n))n∈N, (Clx(n))n∈N is unbounded. For instance, in [18] the first author together
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with L.Q. Zamboni obtained explicit formulae for the closed and open complexity functions for
Arnoux-Rauzy words on a k-letter alphabet (and hence in particular Sturmian words). They also
showed that lim inf Clx(n) = +∞ when x is an Arnoux-Rauzy word. However, for a general aperi-
odic word, the lim inf Clx(n) may be finite, and in fact in [21], L. Schaeffer and J. Shallit proved that
for the regular paperfolding word one has that lim inf Clx(n) = 0, which is somewhat surprising.
More generally, they showed that in the case of automatic sequences, the property of being closed
is expressible in first-order logic, which allows them to compute the closed complexity for various
well known infinite words including the Thue-Morse word, the Rudin-Shapiro word, the ordinary
paperfolding word and the period-doubling word (see for instance [2]). One essential difference
between the usual factor complexity on one hand, and the open and closed complexities on the
other, is that the latter complexities are not in general monotone (e.g. see [18]).
The main result of this paper constitutes a refinement of the Morse-Hedlund theorem and may
be stated as follows:
Theorem 1. Let x be an infinite word over a finite alphabet A. The following are equivalent:
1. x is aperiodic;
2. lim sup
n→+∞
Clx(n) = +∞;
3. lim inf
n→+∞
Opx(n) = +∞.
In particular, both complexity functions are unbounded if x is aperiodic. Actually we prove
something slightly more general in which condition 2. is replaced by lim sup
n∈S
Clx(n) = +∞, where
S is any syndetic subset of N. Of course, that conditions 2. and 3. each imply 1. is an immediate
consequence of the Morse and Hedlund theorem. Since the limit inferior of the closed complexity of
an aperiodic infinite word may be finite (as in the case of the regular paperfolding word) as it may
be infinite (in the case of Sturmian words), we cannot hope to characterise periodicity in terms of
lim inf Clx(n). Finally, it is necessary to assume the finiteness of the underlying alphabet, otherwise
taking x = 1234567 · · · ∈ NN, we see that x contains no closed factors of length greater than one.
2 Words with finite lim inf(Opx(n))n∈N are ultimately periodic.
We begin this section by recalling some key definitions and establishing some notations both of
which will be pertinent in what follows.
The Rauzy graph of order n of x is a directed graph whose vertices are factors of length n in x.
There is an edge between two vertices u = u1 · · · un and v = v1 · · · vn if u1 · · · un−1 = v2 · · · vn and
u1 · · · unvn is a factor of x of length n+1. A path of length k in a graph is an alternating sequence
of vertices and edges v1, e1, v2, e2, v3, . . . , vk, ek, vk+1 which begins and ends with vertices. The
distance between two vertices in a Rauzy graph is the length of the shortest path between them.
An ultimately periodic word x in AN can be written x = uvω for some u and v in A+. If x is not
ultimately periodic then x is aperiodic. A border of a finite word w is a prefix of w that is also a
suffix; w is closed if its longest border does not occur internally. The longest border of a closed word
is called frontier. A factor u of a finite or infinite word w is called right special (resp. left special)
if there exist two different letters a and b such that ua, ub (resp. au, bu) are factors of w. A factor
of an infinite word is said to be recurrent if it occurs infinitely often. The set of recurrent factors
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of the word x is denoted by RecFact(x). A word x is said to be recurrent if RecFact(x) = Fact(x),
where Fact(x) is the set of factors of x. Moreover, if every factor of x appears with bounded gaps,
x is said to be uniformly recurrent.
Proposition 1. Let x be an infinite word over a finite or infinite alphabet A and N ∈ N. Let
w1 and w2 be two factors of x, such that there is a path of length i from w1 to w2 in the Rauzy
graph of order N of x. Suppose w1 and w2 are closed with frontiers u1 and u2 respectively. Then
||u1| − |u2|| < i.
In particular, if i = 1 the frontiers are of the same length: |u1| = |u2|.
Proof. The situation is as illustrated on the Figure 1.
w1 :
w2 :
u1 u1
u2 u2
i i + |u1| − |u2|
i + |u2| − |u1| i
Figure 1: Factors w1 and w2.
Since w2 is closed, u2 cannot be a factor of u1. Hence i+ |u2| − |u1| > 0. Since w1 is closed, u1
cannot be a factor of u2. Hence i+ |u1| − |u2| > 0. The result follows.
Corollary 1. Let w1 and w2 be as in Proposition 1. If there exists a path between w1 and w2 in the
Rauzy graph consisting of only closed factors, then |u1| = |u2|. Thus, if there exists a path between
w1 and w2 with n distinct open factors, ||u1| − |u2|| ≤ n.
Proposition 2. Let x be an infinite word over a finite or infinite alphabet A. For every length
j > 1, in the order j Rauzy graph of x every vertex has at most one closed predecessor and one
closed successor.
Proof. Let w be a word of length j − 1 and consider bw and cw to be both closed with b, c ∈ A,
b 6= c. Then, labelling u the frontier of bw and v the frontier of cw one has |u| 6= |v| since u and v
are both suffixes of w but do not start with the same letter. Suppose, without loss of generality,
that |u| < |v|. This means u is a proper suffix of v, hence appears in w as a proper suffix of the
first occurrence of v in cw. This leads to at least three occurrences of u in bw, which is then not
closed. Symmetrically, there is at most one letter b′ ∈ A such that wb′ is closed.
Theorem 2. Let x be an infinite word over a finite alphabet A. Let k ∈ N be such that lim inf Opx(n) =
k. Then x is ultimately periodic.
In order to prove Theorem 2, we will start by proving some lemmas, where k, x and A are
defined as in the theorem statement.
Lemma 1. Suppose that x is aperiodic. Let N > 11k + 2 be such that Opx(N) = k. Then x does
not contain powers of exponent N with size of root smaller than 2k.
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Proof. By contradiction, let u ∈ A+ be primitive such that |u| ≤ 2k and uN is a factor of x. Since
x is aperiodic, up to considering a rotation of u there exists a ∈ A such that u
N−1
|u| a is a factor of x
with u
N−1
|u| a 6= u
N
|u| . This factor is open: if not, its frontier has length at least N −1−|u| > 3|u|+1,
which makes u be an internal factor of uu contradicting the fact that u is primitive (see Figure 2).
u
N−1
|u|
a = u1u2u3 · · · um−1um u1u2u3 · · · um−1um u1u2u3 · · · um−1um· · · · · · u1 · · · ui a
a 6= ui+1
w
w
Figure 2: The frontier should be longer than w.
Let us consider, for j ≤ k, a factor uj+1 · · · u|u|u
N−1
|u|
−1
ab1 · · · bj, which is a successor of u
N−1
|u| a
at distance at most k in the Rauzy graph of order N of x. Again, this factor is open: otherwise the
frontier length would be at least N − 1− |u| − j > 3|u|+1, and u would be a factor of uu. Besides,
those factors are pairwise distinct, since an equality between two of them would imply that u is an
internal factor of uu. This produces at least k+1 distinct open factors of length N , and contradicts
the initial condition on N .
Lemma 2. Let j ∈ N be such that Opx(j) = k. Let u and v be two closed factors of length j with
r and p being the lengths of their frontiers. Then |p− r| ≤ k.
Proof. Consider the order j Rauzy graph of x. Due to Corollary 1, it is enough to count the number
of distinct open factors on a path between u and v to know the bound on |p− r|. There can be at
most k of them, so |p− r| ≤ k.
Lemma 3. Suppose x is aperiodic. Let m ∈ N, t = |A|, and N ≥ k(tm + m + 2) such that
Opx(N) = k. Then the frontier of any closed factor of length N is longer than m.
Proof. Let N be as described. Since x is aperiodic, it contains at least N + 1 different factors of
length N .
By Proposition 2, there exists a factor such that the shortest path in the Rauzy graph between it
and an open factor is of length N+1−k
k
. By Corollary 1, all closed words on this path have frontiers
of the same length.
Let us suppose that this frontier length is smaller than m. There are at most tm < N+1−k
k
such
frontiers, so by pigeon hole principle two of those factors have the same frontier with their distance
in the Rauzy graph being less than tm+1. Since this frontier cannot occur internally, the distance
between those factors is at least N − m; hence N − m < tm + 1, contradicting the definition of
N .
Proof of Theorem 2. Let m = (11k + 3)k + 2k. In this case if a word of length at least m − k
overlaps itself with distance less than k, then it contains a power of exponent 11k + 3 with root
shorter than k. Let N > k(tm +m+ 2) be such that Opx(N) = k. Consider a right special factor
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w = w1 · · ·wN of x (which exists since x is aperiodic). By Proposition 2, there exists i ≤ k such
that wa = wi+1 · · ·wNay1 · · · yi−1 and wb = wi+1 · · ·wNbz1 · · · zi−1 with a 6= b ∈ A are both closed
factors of x. See Figure 3: at each step before the rightmost one, either on top, bottom, or both
paths, there must be an open factor, and each open factor can only appear once.
w1w2w3 · · ·wN
w2w3 · · ·wNa
open
w2w3 · · ·wN b
· · · · · ·
closed
· · · · · ·
wi+1wi+2 · · ·wN a y1y2 · · · yi−1
closed
wi+1wi+2 · · ·wN b z1z2 · · · zi−1
closed
Figure 3: The sequence of open and closed factors in the Rauzy graph of order N .
Let us denote the frontiers of wa and wb by u and v respectively. For the illustration of the
following reasoning see Figure 4. Applying Lemma 2, we get ||u| − |v|| ≤ k. Since both u and v are
longer than k and a 6= b, they cannot be equal. This implies |u| 6= |v| since wa and wb have a long
common prefix. Suppose, without loss of generality, that |u| < |v|. Lemma 3 gives m < |v|. Let u′
and v′ be prefixes of u and v such that u = u′ay1 · · · yi−1 and v = v
′bz1 · · · zi−1. Then, |v
′| > m− k
and u′ is a prefix and a suffix of v′. Hence v′ overlaps itself with a difference less than k, what
contradicts Lemma 1.
wi+1wi+2 · · ·wN a y1y2 · · · yi−1 :
wi+1wi+2 · · ·wN b z1z2 · · · zi−1 :
a 6= b
u′ u′ a y1y2 · · · yi−1
v′ v′ b z1z2 · · · zi−1
wi+1wi+2 · · ·wN
u u
vv
≤ k
Figure 4: v′ overlaps itself with difference smaller than k.
3 Words with bounded closed complexity are ultimately periodic
The goal of this section is to prove the following theorem that gives us a characterisation of ulti-
mately periodic words in terms of closed complexity.
We recall that a set S ⊂ N is syndetic if it occurs with bounded gaps, i.e. there exists a positive
integer d such that, for every positive integer n, S ∩ Jn;n+ dK 6= ∅.
Theorem 3. Let x ∈ AN be such that there exist a positive integer d and a syndetic set S with
gaps smaller than d on which the closed complexity of x is bounded, i.e. there exists k ∈ N such
that Clx(n) < k for every n ∈ S. Then x is ultimately periodic.
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In what follows, x, k and S are defined as in the theorem.
The following lemma states that every recurrent factor is close from being right (or left) special.
Lemma 4. Let x be aperiodic. At least one of the two following assertions holds true:
1. ∀u ∈ RecFact(x),∃(p ≤ k, a1, . . . , ap, a, b) ∈ N ∗Ap+2, a 6= b, such that
aa1 · · · apu ∈ RecFact(x) and ba1 · · · apu ∈ RecFact(x);
2. ∀u ∈ RecFact(x),∃(p ≤ k + d, a1, · · · , ap, a, b) ∈ N ∗ A
p+2, a 6= b], such that
ua1 · · · apa ∈ RecFact(x) and ua1 · · · apb ∈ RecFact(x).
Proof. Let us suppose that neither the first nor the second assertions are true. Let u ∈ RecFact(x)
and a1, · · · , ak be such that a1 . . . aku is the only recurrent left extension of u. Also, let v ∈
RecFact(x) and b1, · · · , bk+d be such that vb1 · · · bk+d is the only recurrent right extension of v. Up
to considering a suffix y of x, we can assume that every occurrence of u is preceded by a1 · · · ak
and every occurrence of v is followed by b1 · · · bk+d. Let us consider a word w such that uwv ∈
RecFact(x), and a complete first return w′ to this factor in y. We know that this factor is preceded
by a1 · · · ak and is followed by b1 · · · bk+d. The situation is the following:
w′ = uwvb1 · · · bk+d · · · a1 · · · akuwv,
x = · · · a1 · · · akw
′b1 · · · bk+d · · · .
Let d′ ≤ d be such that |w′|+ k + d′ ∈ S.
Then we can find k closed factors of x of length |w′|+ k + d′, contradicting the definition of S
(see Figure 5). Indeed, for every i with 0 < i ≤ k the factor ai · · · akw
′b1 · · · bd′+i−1 is closed, since
there is no internal occurrence of uwv in w′.
a1a2 · · · ak uw v b1b2 · · · bd′ bd′+1 · · · bk+d′ · · · a1a2 · · · ak uw v b1b2 · · · bd′ bd′+1 · · · bk+d′
closed
frontier frontier
|w′| + k + d′ ∈ S
Figure 5: k closed factors of x.
Let us show that all these factors are pairwise distinct. By contradiction, suppose that i < i′
are such that ai · · · akw
′b1 · · · bd′+i−1 = a
′
i · · · akw
′b1 · · · bd′+i′−1.
In particular, ai · · · akuwvb1 · · · bd′+i = ai · · · ai′−1ai · · · akuwvb1 · · · bd′+i−i′ which is uniquely
extended to ai · · · ai′−1ai · · · akuwvb1 · · · bd′+i = (ai · · · ai′−1)
2ai · · · akuwvb1 · · · bd′+i−i′ , and so x is
ultimately periodic with period ai · · · ai′−1.
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Corollary 2. Let x and S be defined as in Theorem 3. If x is uniformly recurrent, then it is
periodic.
Proof. Let us suppose that x is aperiodic (a uniformly recurrent word that is ultimately periodic is
periodic). By Lemma 4, either every factor is close from being left special or every factor is close
from being right special. Without loss of generality we can assume that we are in the second case.
The idea of the proof is the following: using Lemma 4, we can produce a factor u of x such that if
there is an overlap uw = vu, then |v| > k + d. Then using the same lemma we can construct an
arbitrary long factor of x that does not contain u, contradicting the uniform recurrence of x.
Let us start with considering a recurrent factor u of x. Applying the branching process from
Lemma 4, we can extend u in a way that if u overlaps itself with uw = vu for some factors v,w,
then |v| > 1: at the first branching point ap, where u1 · · · una1 · · · ap is a recurrent extension of u,
it is sufficient to take ap+1 6= ap (or a1 6= un if u is right special).
Applying the same process to u(1) = u1 · · · una1 · · · ap+1 we obtain the factor u
(1)
1 · · · u
(1)
n+p+1a
′
1 · · · a
′
p′ .
Now we chose a′p′+1 6= a
′
p′−1 (or a
′
p′+1 6= u
(1)
n+p+p′−1 if p
′ ≤ 2) and we set u(2) = u
(1)
1 · · · u
(1)
n+p+1a
′
1 · · · a
′
p′+1.
Thus, if there exist factors v,w such that u(2)w = vu(2), then |v| > 2. We apply recursively the
same reasoning k + d times and get a recurrent factor u(k+d) that satisfies (u(k+d)w = vu(k+d))⇒
(|v| > k + d). For simplicity of notation, we will denote this factor by u in the rest of the proof.
Let us note, that to implement this construction, we only need the fact that every recurrent factor
admits a right special extension, and so this can be done in any aperiodic word.
Since x is uniformly recurrent, there exists n ∈ N such that every factor of x of length n contains
u. Let us construct a factor contradicting this. We start with u1 · · · u|u|−(k+d) and go to the next
branching point given by Lemma 4, that is u1 · · · u|u|−(k+d)+p. At this point we choose a letter that
differs from u|u|−(k+d)+p+1. This ensures that u does not occur before the next branching point
(see Figure 6).
v1v2 v3 · · · · · · · ·vj
b b2 b3 · · · · · · · · · · · · bp′
a a2a3 · · · · ap
p′ − p ≤ k + d
v
u
p′ − p
p′ − p
Figure 6: u = v would produce an overlap of u.
This reasoning can be applied to construct our factor recursively: at each branching point,
knowing that u does not appear before we can choose a branch such that u will not occur after
adding of any k + d letters to the right. Indeed, if it was not the case it would mean u appears in
both branches shown in Figure 6. This allows us to construct, in at most n steps, a factor longer
than n that does not contain u.
The following lemma states that every periodic word in the subshift of x has a short period.
Lemma 5. Let u be a primitive word in Fact(x) such that, for every n ∈ N, un ∈ Fact(x). Then
|u| < k.
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Proof. Let p < |u| and n > 2 be such that p + n|u| ∈ S. Let us denote the i-th rotation
of u = u1 · · · u|u| by r
i(u) = ui · · · u|u|u1 · · · ui−1. Since u is primitive, so is r
i(u), hence each
(ri(u))nui · · · ui+p is closed with frontier (r
i(u))n−1ui · · · ui+p (otherwise if the frontier occurred
inside, then ri(u) would be an internal factor of (ri(u))2, contradicting primitivity of ri(u)).
All the rotations ri(u) are pairwise distinct, and so are all closed factors (ri(u))nui · · · ui+p,
i = 1, 2, 3, . . . , |u|. By Theorem 3, Clx(n) < k and thus |u| < k.
In the following proof we use the notion of shift orbit closure of a word.
For two words s = s0s1s2 . . . and t = t0t1t2 . . . in A
N, we let m(s, t) = min{k ∈ Z+ | sk 6= tk} .
We can then define a metric d on AN as follows. For any s, t ∈ AN,
d(s, t) =
{
0, if s = t;
2−m(s,t), if s 6= t .
It generates the product topology on AN when A is given the discrete topology.
Now let σ : AN → AN be the left-shift function: if w = w0w1w2 . . . , then σ(s) = w1w2w3 . . . .
The shift-orbit of a word w is the set {σk(w) : k ≥ 0} , and we want its closure in the metric space
〈AN, d〉. Any element y in the shift orbit closure of w verifies Fact(y) ⊂ Fact(x), and the shift orbit
closure of a word over a finite alphabet always contains at least one uniformly recurrent word.
Proof of Theorem 3. Let x and S be as in the theorem statement. Let us suppose that x is aperiodic
and consider the set Px = {u ∈ Fact(x) | ∀n ∈ N, u
n ∈ Fact(x)}. By Lemma 5, Px is finite.
According to Lemma 4, there exists N ∈ N such that we can produce an infinite word y in the
subshift of x that does not contain uN for any u ∈ Px. Moreover, since y is in the subshift of x, it
verifies Lemmas 4 and 5, and thus Py = ∅. It is always true that the subshift of an infinite word
over a finite alphabet contains a uniformly recurrent word, let z be any uniformly recurrent word
in the subshift of y. By Corollary 2 the word z is periodic and can be represented as z = uω for
some finite word u. Then u ∈ Py, what contradicts Py = ∅. Hence x is ultimately periodic.
4 Concluding remarks and open questions
Combining Theorem 2, Theorem 3 and the fact that Opx(n) + Clx(n) = px(n) for every n ∈ N, we
obtain the following result:
Theorem 4. Let x be an infinite word over a finite alphabet A. The following are equivalent:
1. x is aperiodic;
2. ∀S syndetic, lim sup
n∈S
Clx(n) = +∞;
3. lim inf
n→+∞
Opx(n) = +∞.
Since the factor complexity of an aperiodic word is a strictly increasing function, lim inf px(n) =
+∞ is equivalent to px being unbounded. However, it is not always the case for open and closed
complexity functions (ex. see [18]). Even though the result we obtained in terms of open com-
plexity is as strong as Morse-Hedlund theorem since it is expressed in terms of lim inf Opx(n), the
characterisation in terms of closed complexity cannot be improved to the same setting. In fact, it
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is already known that some aperiodic words can have lim inf Clx(n) < +∞. For example, L. Scha-
effer and J. Shallit showed in [21] that lim inf Clx(n) = 0 when x is the paperfolding word. It is
even possible for pure morphic words to have finite limit inferior for the closed complexity: we
found that the celebrated Cantor word c, also sometimes referred to as the Sierpinski word, verifies
lim inf Clc(n) = 1, and this value is attained for n = 7 ·3
k+1, for any k. The proof of this result can
be easily obtained with case by case study, and thus is omitted; however it leads to the following
question:
Question 1. For any k ∈ N, is it possible to find an aperiodic pure morphic word x such that
lim inf Clx(n) = k?
Although it is not possible to have the equivalence lim inf Clx(n) bounded ⇐⇒ x ultimately
periodic, it might still be possible to obtain something stronger than our theorem: we already
improved the first version of the theorem to the setting of syndetic sets, but it may be possible to
get the same result in the case of piecewise syndetic sets. A set S is piecewise syndetic if it is the
intersection of a syndetic set and a thick set, hence if there are arbitrarily long intervals where it
has bounded gaps.
Question 2. Is it true that, for any aperiodic word x and any piecewise syndetic set S, lim sup
n∈S
Clx(n) =
+∞?
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