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Abstract
This thesis presents an investigation of the models describing electrical con-
ductivity in polymer nanocomposites, which consist in more or less random
dispersions of nanometric conductive ﬁllers like carbon nanotubes, nanoﬁbers
or graphene sheets in a polymer matrix. The investigation is carried out
mainly through simulations with ad-hoc developed algorithms coupled with
analytical studies of both the global system connectivity and the details of
a realistic electron tunneling inter-particle conduction mechanism.
Conductive polymer nanocomposites manifest a sudden increase of the
bulk conductivity when the content of the conductive species exceeds a
certain threshold, a behavior shared with many other insulator-conductor
biphasic systems. Percolation theory remains the most widely used theoret-
ical formulation to describe for such transition. Its embodiment which most
faithfully takes into account the microscopic features of the composite is the
hard-core-penetrable-shell model, and in the present work has been extended
to a wide range of anisotropic ﬁller particle shapes modeled as hard ellipsoids-
of-revolution. However, such connectivity-based description of the insulator
transition manifests some fundamental incompatibilities when applied to the
speciﬁc case of nanocomposites. Indeed, the percolation formulation requires
the connections between the ﬁller particles to be of the on-oﬀ binary sort,
but this is in contrast with a microscopically justiﬁed electron tunneling
inter-particle conduction mechanism, which entails no sharp cutoﬀ of the
connectivity. Since the tunneling conductance decays exponentially over the
distance with a characteristic decay length in the order of a few nanometers,
for macroscopic ﬁllers an abrupt cutoﬀ description of inter-particle connec-
tivity may still be suitable. This ceases to be valid for nanometric ﬁllers,
which have one or more characteristic dimensions that are comparable with
the distances of tunneling.
The solution of the tunneling-percolation problem in the nanocomposite
regime is the main focus of this thesis. We present a model of conductivity
where the ﬁller particles form a network of globally connected objects via
tunneling. Such a model does not need any abrupt interruption to induce
the insulator-conductor transition and is able to reproduce the typical con-
ductivity versus nanoﬁller volume fraction curves found experimentally. In
this description, the transition is interpreted as the crossover region where
the conductivity contribution due to the tunneling network overtakes the
intrinsic one of the polymer matrix. Furthermore, we introduce an approxi-
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mation route and explicit formulas based on the critical path method, which
allow a quick and precise estimation of the overall system conductivity for
various commonly employed nanocomposites. The validity of our formula-
tion is veriﬁed by extracting from a large number of experimental results
the characteristic tunneling length, which is found to be within the expected
range of its values.
Finally, we consider the case of graphite polymer composites in more
detail, and we introduce a simple model of conductivity, which is able to
account for some of the features of these materials.
Keywords: Conductive polymer composites, nanocomposites, graphite poly-
mer composites, transport properties, DC conductivity, percolation, electron
tunneling, hard ellipsoid ﬂuid, excluded volume.
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Riassunto
In questa tesi viene presentata un'investigazione dei modelli atti a descri-
vere la conducibilità elettrica nei nanocompositi a base polimerica, che con-
sistono in dispersioni più o meno disordinate di nanoparticelle quali nan-
otubi e nanoﬁbre di carbonio o fogli di grafene in una matrice polimerica.
L'investigazione è eseguita principalmente mediante simulazioni con algo-
ritmi sviluppati ad hoc e mediante studi analitici sia della connettività del
sistema che dei meccanismi di conduzione interparticellare basati sulla con-
duzione elettronica tramite eﬀetto tunnel (o tunneling).
I nanocompositi conduttori a matrice polimerica manifestano un dras-
tico aumento della conduttività globale una volta superata una certa con-
centrazione della specie conduttiva, un comportamento condiviso con molti
altri sistemi bifasici isolante-conduttore. La formulazione teorica più sovente
utilizzata per rendere conto di tale transizione rimane la teoria della perco-
lazione e la sua incarnazione più fedele alle caratteristiche microscopiche dei
compositi è rappresentata dal cosiddetto modello a nucleo duro con guscio
penetrabile, che nel presente lavoro viene esteso ad un largo spettro di parti-
celle anisotropiche modellate come ellissoidi di rotazione. Tuttavia, tali de-
scrizioni della transizione isolante-conduttore basate sulla connettività vanno
incontro ad incompatibilità fondamentali quando applicate al caso speciﬁco
dei nanocompositi. Infatti, la formulazione della percolazione richiede che le
connessioni tra le particelle conduttive sia di tipo binario (cioè o connesso o
disconnesso), ma ciò è in contrasto con un meccanismo di conduzione inter-
particellare basato sul tunneling che invece non implica nessuna interruzione
netta della connettività. Poiché la conduttanza di tunneling decade espo-
nenzialmente con una lunghezza caratteristica di decadimento dell'ordine
di qualche nanometro, per dispersioni con particelle macroscopiche una de-
scrizione della connettività interparticellare a interruzione netta può ancora
essere adeguata. Ciò cessa di essere valido per particelle nanometriche,
poiché esse hanno una o più dimensioni caratteristiche comparabili con le
distanze di tunneling.
La risoluzione dell'incompatibilità tra tunneling e percolazione nel regime
di validità dei nanocompositi è lo scopo principale di questa tesi. Pre-
sentiamo un modello della conducibilità dove le particelle della dispersione
formano una rete di oggetti globalmente interconnessi tramite tunneling.
Questo modello non richiede nessuna interruzione drastica della connettività
per indurre la transizione isolante-conduttore ed è capace di riprodurre la
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tipiche curve di conduttività in funzione del contenuto di nanodispersione
trovate sperimentalmente. In tale descrizione, la transizione viene interpre-
tata come la regione di crossover dove il contributo alla conduttività dovuto
al rete di particelle interconnesse mediante tunneling supera quello intrin-
seco della matrice polimerica. Introduciamo poi una procedura di approssi-
mazione nonché formule esplicite basate sul metodo di cammino critico che
permettono una stima rapida e precisa della conduttività globale per molti
nanocompositi abitualmente utilizzati. La validità della formulazione è ver-
iﬁcata tramite l'estrazione da un grande numero di risultati esperimentali la
distanza caratteristica di tunneling, che risulta sempre nella fascia di valori
attesa.
Consideriamo inﬁne in maggiore dettaglio il caso dei compositi graﬁte
polimero e introduciamo un semplice modello della conduttività capace di
rendere conto di alcune caratteristiche di tali materiali.
Parole chiave: Compositi polimerici conduttivi, nanocompositi, compositi
graﬁte polimero, proprietà di trasporto, conduttività in corrente continua,
percolazione, eﬀetto tunnel, ﬂuido di ellissoidi duri, volume escluso.
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Chapter 1
Introduction
The rise of nanotechnology from laboratory curiosity to a multibillion dollar
business, has been one of the most remarkable transformations seen by the
high technology industry in years, and by now nanotechnology has become
a street word. As usual in these situations, many preexisting techniques
and products containing at least some part in the nanometer range were
re-branded as nano, although they didn't exploit any particular property
arising by working at the nanoscale. This brings us to the following question:
What pre-requisite does a substance or device need to satisfy in order to
qualify as nanotechnology? There is a general agreement in the ﬁeld of
materials science that nanomaterials are deﬁned as such when they exploit
characteristics which become manifest only at the nanometric scale and that
are not present in the bulk material. Since at this small scale the laws of
physics are those of quantum mechanics, most of the peculiar behaviors of
nanostructures originate from quantum phenomena.
One important class of nanomaterials is that of nanocomposites, which
consist in a large number of nanometric particles, like nanotubes or graphene
sheets (the ﬁller), dispersed in a more or less ordered fashion in some sort of
matrix, most commonly constituted by a polymer. The reasons behind these
materials may be the obtention of improved mechanical properties or, as
will be considered in the present thesis, the obtention of improved electrical
properties with respect to the insulating matrix. This modus operandi is
in reality not new, and man-made composite materials have a long history
and range from concrete to fancy ceramic-ceramic composites for hypersonic
planes, passing through carbon ﬁber-epoxy racing car parts.
At this point, one could legitimately ask if nanocomposites qualify as
nanomaterials. For sure, some of them really do, but many others resem-
ble their macroscopic counterparts, only with smaller ﬁllers. In the case
of conductive polymer nanocomposites, the description of their electrical
properties has in fact exploited the same formulations used for macroscopic
ﬁller composites with generally no inclusion of quantum eﬀects. This may
be motivated by the observation that the conductivity as a function of the
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nanoparticle content does not show a behavior signiﬁcantly diﬀerent from the
one obtained with micrometric particles: both manifest a sharp increase of
the overall conductivity once a certain ﬁlling fraction is reached, a common
feature of random insulator-conductor mixtures. The mainstream theory
used to account for such behavior is percolation theory [1, 2] and identiﬁes
the insulator-to-conductor transition with the formation of a network of elec-
trically connected conductive particles, which extends through the material.
However, percolation formulations generally require a sharp cutoﬀ of the
connectivity between the particles of the system in order to be applicable.
Yet, there is general agreement that, at least near the transition region, the
main conduction mechanism between the conductive particles of the com-
posite is quantum mechanical electron tunneling, and tunneling implies no
abrupt interruption of the connectivity. This may result particularly rele-
vant for nanocomposites, as in their case the dispersed conductive particles
have at least one characteristic dimension, which is in the same scale of the
typical distances of tunneling. Thus, it is sensible to expect that in these
materials the detailed behavior of tunneling has to be taken into account,
although this conﬂicts with a percolation description. Hence, the main focus
of this thesis is the investigation of a tunneling-based model of conductivity
in nanocomposites which does not rely on any sharp cutoﬀ of the interactions
between the ﬁller particles to obtain the insulator-conductor transition found
experimentally. Such a formulation may cease to be valid for macroscopic
ﬁller composites, but that would show that conductive nanocomposites do
indeed behave diﬀerently than their larger scale counterparts, and that they
eventually qualify as true nanomaterials.
1.1 Thesis overview
In the next chapter, an introduction to conductive polymer composites from
a phenomenological point of view will be ﬁrst given. Then, we will focus
on the current models used to account for the electrical properties of these
materials.
In Chapter 3, we are going to describe the simulation algorithms we
developed to numerically replicate the microscopic morphology of composite
materials with ﬁllers of a variety of shapes. Filler particles are modeled as
impenetrable ellipsoids of revolution (spheroids) and some considerations on
random assemblies of hard spheroids are made.
Chapter 4 will be concerned with the investigation of connectivity-based
geometrical percolation models. A strong emphasis will be put on the inﬂu-
ence of the particle shape-anisotropy as well as on the identiﬁcation of simple
equations which allow to estimate relevant characteristic quantities of these
systems.
Quantum mechanical electron tunneling plays a major role in the present
2
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thesis and Chapter 5 will be devoted to a more formal treatment of the ﬁller-
ﬁller tunneling problem.
A model of conductivity in nanocomposites where the ﬁller particles form
a network of globally connected objects via tunneling will then be introduced
in Chapter 6. Numerical investigations will be presented ﬁrst and an eﬀec-
tive formulation based on the critical path method allowing to obtain precise
estimations of the overall conductivity will be presented afterwards. By ex-
tracting from a large number of experimental results on nanocomposites
characteristic tunneling distances which are fully compatible with their ex-
pected values, we will show that the proposed model is reliable and robust.
The special case of graphite-polymer composites will be considered in
Chapter 7, where a simple model able to account for some of the electric
properties of these composite is introduced and where several 2D micrographs
and 3D tomographic reconstructions will show how complex the microscopic
morphology of real composites can get.
Finally, in the conclusion Chapter 8, some open questions which remain
unanswered will be raised.
1.2 List of symbols
We present in Tables 1.1 and 1.2 a list of the most important symbols used
in the present thesis.
3
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Symbol Deﬁnition
a Spheroid polar semi-axis
b Spheroid equatorial semi-axis
a/b Spheroid aspect-ratio
Bc Average bond connectivity
d Cutoﬀ shell thickness (d = δ/2)
D Spheroid major axis (D = 2max(a, b))
d Inter-particle distance (Chapter 5)
e Electron charge
E Electron energy
g Radial distribution function
G System conductance
~ Plank's constant h divided by 2pi
k
√
2mE/~
L Simulation cell size
m Electron mass
S Nematic order parameter
t DC transport critical exponent
t Time (Chapter 5)
V Volume
V Potential (Chapter 5)
w Tunneling barrier width
Table 1.1: Frequently used Latin symbols and disambiguation.
4
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Symbol Deﬁnition
γ γ = 0.4 for prolate spheroids and γ = 0.6 for spherocylinders
δ Inter-particle cutoﬀ distance
δij Inter-particle distance (except Chapter 5)
δij Kronecker delta
δ(x) Dirac delta function
∆ Percolation transition width
κ κ =
√
2m(V0 − E)/~
θ(x) Heaviside step function
θ, ϕ Spheroid mutual orientation angles (See below for ϕ)
θ, ϕ Spherical coordinates (Chapter 5)
Θ,Φ Spherical coordinates (Chapter 3)
ν Correlation length exponent
ξ Characteristic tunneling length
ρ Particle number density
ρ(E) Electron state density (Chapter 5)
ρ, ρ Position vector inside integration surface (Section 5.3)
% Inter-particle conductance
σ System conductivity
υ Inter-particle conduction channel radius (Chapter 7)
φ Volume fraction
φ Electron wavefunction (Chapter 5)
ϕ Angle between two spheroid polar (symmetry) axes
Φ(ϕ) Spheroid orientation distribution function
χ Shape-anisotropy (χ = max(a, b)/min(a, b))
ψ Electron wavefunction (Chapter 5)
Table 1.2: Frequently used Greek symbols and disambiguation.
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Chapter 2
Electrically conductive
polymers and the models
describing their transport
properties
In this chapter, aimed at giving the background notions on which the work
of the present thesis develops, we will ﬁrst brieﬂy introduce conductive poly-
mer composites and their direct current (DC) transport properties from a
phenomenological point of view. Then, we will overview the existing models
which are used to describe the quite singular electrical behavior of this im-
portant class of materials, and, ﬁnally, raise some key open questions which
this work will try to answer.
2.1 Electrically conductive polymer
composites
Polymeric organic materials, more commonly called plastics, are well known
for their generally excellent behavior as electric insulators. The insulating
properties of polymers are extensively exploited for countless industrial and
consumer applications, ranging from power cables to printed circuit boards.
The conductivities of such materials are between the lowest reported, and
are typically in the 10−13 ÷ 10−18 S/cm range [3]. Less known is the fact
that polymers, alone or in combination with additives, can oﬀer conductiv-
ities which come close to that of metals [3, 4]. Conductive polymers can be
divided in two main categories, and namely that of intrinsically conductive
polymers (ICPs), where conductivity originates from the electronic structure
of the polymer itself, and that of conductive polymer composites (CPCs),
where conductivity is achieved by means of conductive additives dispersed
7
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in suﬃcient quantity in the polymer. These latter oﬀer generally a better
stability, and are more economic, and will be the subject of the analysis of
this thesis.
Conductive polymer composites have a broad application spectrum and, be-
fore continuing, we will brieﬂy outline some of these applications [3, 5]:
CPC-based electromagnetic interference (EMI) shielding enclosures, which
are conductive enough to shield against (typically high frequency) electro-
magnetic radiation, allow cost reductions with respect to conventional metal-
lic enclosures since they can be formed easily e.g. by injection molding. Ex-
amples include electronic equipment housings like mobile phone or laptop
bodies.
Antistatic materials, also called electrostatic dissipation (ESD) materials,
have conductivities (in the 10−6 ÷ 10−2 S/cm range) adequate to dissipate
charge accumulations and prevent arching discharges. They are used for in-
stance for sensible electronic component packaging, conveyor belts, airplane
tires, and special ﬂooring.
Plastics allowing direct plating/painting are materials that are conductive
enough to be either directly electroplated or directly painted by electrophore-
sis and are used for car body and interior parts.
Medium/high voltage cable shielding, where semiconducting layers are used
near the conductor to avoid corona discharge.
Resistor materials. CPCs are used both for low-noise variable resistors and,
owing to their strong positive temperature coeﬃcient of resistance (PTC),
as current-limiting resistors.
Printable electronics is another ﬁeld where CPCs are crucial, and applica-
tions range from industrial conductive inks for e.g. printed radio frequency
identiﬁcation (RFID) transponder antennas, to novel light-emitting elastic
conductors [6].
Conductive pastes/adhesives are widely used in the electronic industry as
alternative to soldering for joint bonding of electronic components.
Other applications include current collectors, bipolar plates for fuel cells,
transparent conductive coatings as electrodes for solar photovoltaic cells,
lighting protection in composite material aircraft structural parts, and thin
ﬁlm transistors [7].
As it is natural, diﬀerent uses have diﬀerent requirements, and the satisfac-
tion of these requirements is often an engineering challenge.
Conductive polymer composites exhibit a feature common to most ran-
dom insulator-conductor mixtures mixtures and namely that, once a certain
ﬁlling fraction of the conductive phase is reached, a sharp increase of the
conductivity σ is observed. This transition is associated with the formation
of a network of electrically connected ﬁller particles which spans the entire
sample. One of the ﬁrst investigations into the ﬁller concentration depen-
dence of the overall composite conductivity was carried out in the sixties by
Gurland [8] and considered bakelite (a thermosetting phenol formaldehyde
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Figure 2.1: The silver-bakelite conductive composites of Gurland [8]. Left : Resis-
tivity (inverse of conductivity) as a function of the ﬁller volume fraction φ (expressed
in percent). Right : Micrographs of the composites. (a) φ = 0.1, (b) φ = 0.4. For
the scale, the real length of the micrograph side is ∼ 1.45 mm.
resin) compounded with spherical silver particles. Figure 2.1 shows extracts
of that article, most notably the resistivity as a function of the ﬁller volume
fraction, deﬁned as the ratio between the ﬁller volume and the total com-
posite volume and which we label as φ. It can be seen how, at low silver
volume fractions, the resistivity is roughly that of pristine bakelite, while
between φ = 0.3 and φ = 0.4 the resistivity drops abruptly by more than
twelve orders of magnitude to settle at around 0.2 Ω·cm (5 S/cm). This
sigmoidal-shaped curve is the ﬁngerprint of conductive polymer composites
and is constantly recurring in the publications on the subject.
Since the sixties, a large number of polymers has been loaded with almost any
possible conductive additive, with the most disparate particle shapes, and
with characteristic sizes varying from sub-millimetric down to few nanome-
ters. These include most metals (e.g. gold [10,11], silver [8,10], platinum [12],
palladium [10], cobalt [13], copper [14,15], zinc [16], nickel [13,17,18], cupron-
ickel [19], aluminium [20], and iron [20, 21]), carbonaceous ﬁllers (carbon
black [22], graphite [23, 24], carbon ﬁbers [25], carbon nanoﬁbers [26], car-
bon nanotubes [27], graphite nanosheets [28], and graphene [29]), metal
9
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Figure 2.2: Left : Morphology of a carbon black cluster. Right : Detail of a carbon
black particle. Adapted from Reference [9].
ﬁbers [30], metal nanoﬁbers [31], silver-coated glass spheres [32], nickel-
coated carbon ﬁbers [30,33], nickel-coated mica [34], silver-coated basalt [35],
and intrinsically conductive polymers [36].
From an industrial point of view, the most extensively used additives
for conductive plastics remain carbonaceous ﬁllers, especially carbon black
(CB) [37]. Carbon black is generally composed of more or less structured
assemblies of nanometric spheroidal or spherical particles formed by onion-
like concentric graphitic shells [9]. Figure 2.2 shows an example.
The degree of structure of the CB has profound consequences on the
electrical properties of the composite, with high structure blacks (HSCB) of-
fering good conductivities at lower volume fractions compared to less struc-
tured ones [38]. A the opposite end there are the low structure CBs (LSCB),
which are basically loose (generally spherical) CB particles. We also note
that LSCBs have larger average particle sizes (in the order of hundreds of
nanometers), as can be appreciated from the example of Figure 2.3. The
inﬂuence of the CB type on the composite conductivity is shown in Figure
2.4.
The case of carbon black shows us how the morphological aspects of the
ﬁller can have a strong impact on the composite conductivity. Many other
factors are at play, and we will consider them in more detail in a few pages,
but the inﬂuence of the ﬁller geometries remains one of the most controllable
aspects of CPCs and, therefore, one of the most important. A large part of
this thesis will be devoted to the parameterizations of these inﬂuences, and,
before continuing, we will illustrate some of their experimental aspects.
10
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Figure 2.3: Low structure carbon black in an polyethylene-octene elastomer ma-
trix. Adapted from Reference [39].
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Figure 2.4: Conductivity σ as a function of the volume fraction φ for diﬀerent
carbon blacks in an ethylene-octene elastomer matrix. Adapted from Reference [39].
2.1.1 Influence of the filler geometry
With carbon black, we saw that more structured particle assemblies give rise
to higher conductivities at a given volume fraction. This is not surprising
if we consider that more structured ﬁllers will have large electrically con-
nected networks already in place and, as a consequence, will more easily
originate globally connected networks. However, ﬁller particle clustering is
11
Chapter 2. Electrically conductive polymers and the models
describing their transport properties
not the only possibility to enhance the conductivity of a composite. It was
soon realized that when the ﬁllers had shapes deviating consistently from
the sphere (like e.g. for ﬁbers or plates), high conductivity levels could be
obtained already at very low volume fractions also with systems composed
of well dispersed particles. At this point, it must be noted that the pur-
suance of good conductivity at lower ﬁller fractions is strongly motivated
by the fact that high loadings lead to a consistent degradation of both the
ease of processing and of the mechanical properties of the resulting com-
posite [3], which tends to become brittle. Another motivation is then cost
reduction. Therefore, a large number of works dealt with the lowering of the
additive volume fraction through aspherical particles, some of which we will
now brieﬂy review.
To quantify the deviation of the particle shape from that of a sphere, the
concept of shape-anisotropy is introduced, which deﬁned as the ratio between
the major particle dimension to its minor dimension and which we label as
χ. This is closely related to the concept of aspect-ratio, which we will deﬁne
more precisely in the next chapter. In the remaining of this chapter we will
consider the two quantities as identical.
Good conductivity at very low concentrations is the rationale behind ba-
sically all the works dealing with carbon nanotubes and carbon (or metal)
nanoﬁbers. A comprehensive list of these can be found in the reviews of
Refs. [26, 27]. For other ﬁller types, researches which compared diﬀerent
particle shape-anisotropies considered for instance carbon black and car-
bon ﬁbers [25, 39, 43], diﬀerent graphite types [24], graphite and graphite
nanosheets [41], graphene and graphite nanosheets [29, 44], copper spheres
and ﬁbers [15], and nickel ﬂakes, ﬁbers and powders [45]. To illustrate
quantitatively the conductivity enhancement achievable by means of high
aspect-ratios we display in Figure 2.5 four examples of composites ﬁlled with
diﬀerent spherical, ﬁbrous and plate-like particles. To familiarize with the
morphology of such composites, we then show four examples in Figure 2.6.
We note that more speciﬁc aspects of the geometry of the ﬁller particles (like
e.g. their detailed shape or the presence of bending/coiling for ﬁbers) will
also have a role in the overall composite properties, but a generally minor one
when compared to eﬀect of shape-anisotropy and the correlated distinction
between elongated and ﬂattened objects.
We conclude this section by observing that another important ﬁller par-
ticle characteristic is naturally its size. There is a general agreement that
smaller average sizes lead to an enhancement of the conductivity. However,
we defer a more detailed discussion about the size eﬀects to Section 8.1.2.
2.1.2 Filler ensemble effects
In the previous section, we considered the eﬀect of the single ﬁller particle
shape on the composite conductivity. In this section we are going to overview
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Figure 2.5: Four examples of the eﬀect of the ﬁller particle shape-anisotropy
χ on the composite conductivity. Top left : Copper ﬁbers (and spheres) in a
styrene-butadiene rubber matrix, from Ref. [15]. Top right : Carbon nanoﬁbers
in a polypropylene matrix, from Ref. [40]. Bottom left : Graphite in a low den-
sity polyethylene matrix, from Ref. [24]. Bottom right : Graphite and graphite
nanosheets in an epoxy matrix, from Ref. [41]. Systems with comparable particle
sizes were considered.
the numerous eﬀects and deviations which involve the ﬁller particles as an
ensemble. These can have a huge impact on the composite conductivity, and,
unfortunately, can be quite diﬃcult to control. Let us start with aspects of
the ﬁller ensemble itself. Perhaps the most important one is that ﬁllers
can have a non-uniform particle size. This is basically always the case, and
ﬁllers are characterized by particle size distributions (PSD) [46]. PSDs can
be approximated by mathematical distributions like the log-normal one, but
their exact form is often unknown. Moreover, the determination of the PSD
for non-spherical ﬁllers can be quite challenging. Since polydisperse systems
can be packed more densely (this can be easily visualized if we think that
the smaller particles can occupy the interstices left by the larger ones) we
may expect that their composites will imply, at a given volume fraction, a
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Figure 2.6: Four micrographs of aspherical ﬁller conductive polymer composites.
Top left : Carbon nanoﬁbers in a high density polyethylene matrix, from Ref. [26].
Top right : Copper nanoﬁbers in a polystyrene matrix, from Ref. [31]. Bottom left :
Graphite in an epoxy matrix, present work. Bottom right : Graphite nanosheets in
a acrylonitrile-styrene copolymer, from Ref. [42].
lower conductivity. This is indeed the case [18, 20], but the outcome will
also depend on the speciﬁc form of the PSD. For example, as we will see
in Chapter 7, strongly bi-disperse systems can lead to diﬀerent eﬀects. An
aspect directly related to non-uniform particle sizes is non-uniform particle
aspect-ratio. Being quite diﬃcult to characterize, its eﬀect on the composite
conductivity is hard to evaluate experimentally. Fillers can also possess a
non-uniform particle geometry, and have diﬀerent forms or be bent, coiled
or crumbled to diﬀerent extents.
We have then a series of eﬀects which come from the interaction of the
ﬁller particles with themselves and the polymer matrix, especially during the
processing phase. These include, for instance, particle orientation, which is
common with injection and compression molded composites containing as-
pherical ﬁllers. Orientation leads to anisotropic conductivities [48] and to
reduced conductivities with respect to a same volume fraction isotropic sys-
tem [30]. Signiﬁcative are also non-uniform ﬁller dispersion eﬀects. One
14
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Figure 2.7: Micrograph of a segregated polyvinylchloride-nickel composite.
Adapted from Reference [47].
is particle agglomeration, which is detrimental to the composite conductiv-
ity [49]. Another one is particle segregation. Segregation, which originates
when connected ﬁller-depleted and ﬁller-enriched regions are formed, is a
very important eﬀect and, for a given ﬁller volume fraction, enhances the
composite conductivity. This condition may be generated on purpose by
mixing in solid phase a conductive ﬁller with signiﬁcantly larger polymer
particles and by molding the resulting compound [50]. An example is shown
in Figure 2.7. There is then particle sedimentation, which originates typically
from gravitational eﬀects. Finally, processing ﬁller alterations like e.g. ﬁber
breaking can have relevant consequences on the composite conductivity.
2.2 Models of electrical conductivity in
polymer composites
Since the earliest works of Gurland [8], it has been customary to associate
the insulator-to-conductor transition of conductive polymer composites with
the formation of a cluster of electrically connected ﬁller particles which ex-
tends through the whole sample. The transport properties of such cluster
will be deﬁned by the conductances of the contacts between the particles
(which are generally considerably smaller than the internal conductance of
the particles themselves) and it is a natural step to map this system onto an
equivalent resistor network. The resistor network will then share the same
connection topology, the same conductances and thus the same (DC) electri-
cal properties of the ﬁller particles cluster. As the ﬁller fraction is decreased,
the globally connected network will shrink and eventually disappear (with
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Figure 2.8: Example of a simple random resistor network. The empty bonds are
shown as dashed lines while the occupied ones as solid lines. This ﬁgure is taken
from Ref. [51].
the overall conductivity of the composite dropping abruptly to that of the
polymer matrix). The increase of the conductivity for higher volume frac-
tions (above the transition) is likewise interpreted as the growth of the global
cluster. The mapping of the system on a resistor network reduces the study
of the system to that of the network, which allows further simpliﬁcations by
still retaining the essence of the problem. The ﬁrst theoretical and numer-
ical investigations of resistor networks were carried out by Kirkpatrick [1]
and involved 2D and 3D cubic lattices, with the lattice sites representing the
ﬁller particles, where the sites were randomly occupied and nearest neighbors
considered interconnected (site percolation model) or, similarly, where near-
est neighbors were randomly interconnected by bonds of given conductance
(bond percolation model). To illustrate this in further detail, let us consider
a (two-dimensional) square lattice where the probability of having a bond
of conductance %ij = 1 between, say, site i and (nearest neighbor) site j,
is p and where, consequently, the probability of having that bond empty is
(1− p) [51]. The resulting system, called a random resistor network (RRN),
is shown schematically in Figure 2.8.
Now, for such a system, as p is increased, the likelihood to have large con-
nected clusters of sites spanning the lattice also increases, and, if we measure
the conductance G by applying a unit voltage drop between two opposite
edges of the lattice and measuring the current ﬂowing through the network,
G will also increase. In the same way, as p is decreased, the large clusters
will disappear and the conductance will drop to zero. Comparing this with
the interpretation of the insulator-to-conductor transition in composite ma-
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p=0.4
p=0.5
p=0.6
Figure 2.9: Three realizations of random resistor networks for three diﬀerent bond
occupation probabilities p. The largest cluster in the system is shown in red. This
ﬁgure is taken from Ref. [51].
terials, we can grasp a certain correspondence between the bond occupation
probability p and the ﬁller volume fraction φ.
It is then a straightforward next step to study the eﬀect of p on the RRN
conductance by numerically replicating a large number of conﬁgurations with
the same p and by recording the resulting conductance (if any). This is
illustrated for three realizations and for three diﬀerent values of p in Figure
2.9, with the largest connected cluster shown in red.
By observing Figure 2.9, we may get the idea that there will be values of p
for which the system will almost never have a connected cluster spanning the
lattice and, similarly, that there will be (larger) values of p for which there
will be almost always such a cluster. It is also intuitive to realize that, the
smaller our square lattice is, the more prone to local eﬀects it will be, which
implies in turn a less deﬁned divide between the concentrations giving rise
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to always disconnected systems and the ones giving rise to always connected
systems. This intuition is indeed correct, and for very large (eventually
inﬁnite) lattices the transition takes place at a well deﬁned critical value
of p, which we label pc. The study of such connectivity problems and the
investigation of the behavior of the system near the critical probability pc
is the subject of percolation theory [2], and it is customary to call pc the
percolation threshold. For the random bond resistor network on a square
lattice, we have pc = 0.5.
Percolation theory, which is a broad subject with applications ranging
from forest ﬁres to ﬂuid ﬂow in porous media [2], investigated such systems
by and large, and tells us that the conductivity of an (inﬁnite) RRNs above
but near pc will behave as a power law of the form [1,2]
σ = σ0 (p− pc)t . (2.1)
In this equation, σ0 is a pre-factor and t is the DC transport critical expo-
nent. We note that, to avoid the geometrical dependence of the conductance
G, we used here, as we will in the following, the conductivity σ of the system,
which in the case of a square or cubic lattice is related to G by the relation
σ = GLD−2, where L is the lattice size and D the system dimensionality.
The transport exponent t, as any critical exponent, is expected to depend
only on the dimensionality of the system, and not on its structural details
like e.g. the lattice type (square, triangular, honeycomb), and its value is
currently estimated at t ' 1.3 in two dimensions and at t ' 2 in three di-
mensions. However, like in the case where the bond conductances % do not
have anymore a ﬁxed value but follow a singular conductance distribution,
t can take diﬀerent (larger) values. The so-called transport non-universality
is also found experimentally and several works have been devoted to it. A
comprehensive account can be found in Ref. [51]. We ﬁnally note that the
above described random resistor networks involved bond occupation proba-
bilities and thus fall in the category of bond percolation systems. Similarly,
it is possible to construct site percolation systems, where a site has a certain
probability ps to be occupied and where two neighboring sites which happen
to be occupied are considered as connected. However, near the percolation
threshold this system is still described by the power law (2.1) (with ps instead
of p). The site percolation model has the advantage of displaying a more
clear correspondence between ps and the volume fraction φ of a composite.
2.2.1 Continuum percolation models
The lattice representation of the connected networks of conductor-insulator
composites is somehow restrictive, and, as a consequence, oﬀ-lattice or con-
tinuum models have been introduced, where the constituents of the system
are now free to randomly occupy the space and assume anisotropic conﬁg-
urations. One of the ﬁrst continuum models was the swiss cheese model
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Figure 2.10: Schematic illustration of the hard-core-penetrable-shell model with
the hard particles shown in black and the penetrable shells shown in red. This
ﬁgure is taken from Ref. [60].
of Feng, Halperin and Sen [52], which is constructed by randomly placing
(mono-sized) spherical insulating voids in an uniform conductive medium.
A strictly correlated system introduced by the same authors is the inverted
swiss cheese or inverted random void model, which exchanges the insulat-
ing and conducting phases, i.e. considers random distributions of overlapping
conductive spheres in an insulating matrix. Clearly, this latter systems starts
to be a quite good representation of a real conductive polymer composite.
However, real spherical ﬁller are generally constituted of solid particles, and
a model more representative of the composite microstructure would be one
where the spheres are not allowed to overlap. The problem of such a sys-
tem is that equally-sized hard spheres randomly dispersed in the continuum
originate contacts and global connectivity only at the close packing limit, at
a volume fraction of φ ' 0.64 [53], way higher than the ﬁlling fractions at
which the insulator-to-conductor transition is experimentally observed. To
counter this issue and to introduce a more versatile connectivity criterion
between the particles, it became customary to coat the hard spheres by a
penetrable shell of constant thickness and to consider them as connected if
their shells overlap. In other words, a cutoﬀ on the minimal distance between
two spheres is introduced below which these are considered connected and
beyond which these are considered disconnected. This formulation is called
hard-core-penetrable-shell model or cherry-pit model [11, 18, 5460] and a
schematic illustration is shown in Figure 2.10.
The hard-core-penetrable-shell model has also been extended to non-
spherical particle shapes, especially for elongated objects like e.g. sticks
[55, 6163] or ellipsoids of revolution [64], while general triaxial ellipsoids
were considered in Ref. [65].
Also for these continuum systems, if we associate to every connected par-
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ticle couple a bond of a certain conductance, near the critical concentration,
the bulk conductivity will again follow a power law of the form of (2.1),
which we can rewrite in terms of the ﬁller volume fraction φ as
σ = σ0 (φ− φc)t (2.2)
and, if the bond conductances distribution is not singular, the critical ex-
ponent t will be again t ' 2 [51]. However, if t is (under these conditions)
universal, the percolation critical concentration φc is system-dependent and
will vary for diﬀerent particle morphologies. The percolation critical concen-
tration is for many real cases the most important quantity, and of the above
quoted studies of the hard-core-penetrable-shell model most dealt with the
exploration of the system conﬁguration inﬂuences on φc, with the exception
of Refs. [11, 60], which also considered conductivity.
2.2.2 Inter-particle conduction mechanisms
So far, we have described the insulator-to-conductor transition in composite
materials in the framework of percolation theory, and considered the conduc-
tive networks which are formed as originating from the contacts between the
microscopic ﬁller particles. However, when dealing with such microscopic
systems, some care must be taken with the concept of contact. The con-
siderations which led to the introduction of the hard-core-penetrable-shell
model have already shown how a pure contact model can lead to diﬃcul-
ties. Moreover, electrons can ﬂow also through a suﬃciently small insulating
barrier owing to quantum mechanical tunneling [66], and tunneling is con-
sidered as the main transport mechanism in composite materials near the
transition region [6771]. By studying the temperature and high ﬁeld be-
havior [72,73] as well as the alternating current (AC) stress behavior [74] of
carbon black-polyvinylchloride composites, Sheng and co-workers showed in
their pioneering works of the late seventies how the results could be opti-
mally interpreted in terms of ﬂuctuation-induced tunneling. Tunneling was
again identiﬁed as the dominating contribution to conduction by measuring
ﬁeld, temperature and pressure dependencies of graphite nanosheet-epoxy
and polyurethane composites [75, 76], and the same conclusion was drawn
for a conductive polymer ﬁller in a polycarbonate matrix [77]. By using
an approach which shares some similarities with the rationale of the exper-
imental results interpretation of Chapter 6, tunneling was once more held
responsible for the transport properties of a graphite-polyethylene composite
by the authors of Ref. [23]. Finally, direct measurements of the conductances
between two isolated ﬁller particles in air and in an insulating liquid as a
function of the particles inter-distance have clearly evidenced a tunneling
region before the origination of true contact [11, 71]. An example for gold
particles in air is shown in Figure 2.11.
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Figure 2.11: Electrical conductance between two (roughly) spherical gold particles
with a diameter of ∼ 10 µm brought together at a speed of 1 nm/s. The large jump
near 10 nm is attributed to the formation of physical contact. The tunneling region
results have been ﬁtted with Equation (2.3). Adapted from Ref. [11].
Now, the tunneling conductance between a ﬁller particle pair i, j can be
written in the simpliﬁed form [69]:
%ij = %0 exp
(
−2δ
ij
ξ
)
(2.3)
where ξ is the characteristic tunneling length, which measures the electron
wave function decay within the polymer, δij is the minimal distance between
the two particles surfaces, and %0 a pre-factor which for the time being we
consider as constant. Further details about the form of the tunneling conduc-
tance %ij will be given in Chapter 5. We applied Equation (2.3) to the results
of Figure 2.11, extracting ξ ' 1.47 nm, within its expected value range [69]
(a more thorough overview of the values of ξ can be found in Chapter 6). So,
tunneling conductances show a typical exponential decay with the increase
of the separation between the particles, and tunneling gives a signiﬁcative
contribution to the inter-particle transport when these are closer than a few
tens of nanometers. However, it is also clear that tunneling conduction, al-
beit decaying fast, does not imply a sharp cutoﬀ of the connectivity between
the particles as these are brought further apart. For large ﬁllers, with av-
erage sizes of several microns, the characteristic dimensions of the system
are considerably larger that ξ and a sharp cutoﬀ on-oﬀ description of the
contacts can be adequate. Nevertheless, this ceases to hold for ﬁllers such as
nanotubes, nanoﬁbers, nanosheets and nanospheres, which have one or more
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characteristic dimensions that are comparable with the typical distances of
tunneling. In these cases, the detailed behavior of tunneling has to be taken
into account, including the absence of a cutoﬀ. There is thus a dichotomy be-
tween a percolation description, requiring a well deﬁned distinction between
connected and disconnected objects, and one involving tunneling. To show
how a global tunneling network description of polymer composites containing
nanometric ﬁllers can account for the experimentally observed conductivity
versus volume fraction results is one of the main aims of the present thesis.
We conclude this section by observing that tunneling and percolation
have been combined to explain the non-universality of the critical transport
exponent t [51, 60, 69, 78], but all these descriptions involved an interaction
cutoﬀ to induce percolation.
2.3 Towards a microscopically-based model
of conductivity in nanocomposites
The overview of the last section focused on models of conductivity in com-
posite materials which where based on a more or less faithful reproduction
of their microscopic structure. It should be noted that there is also a certain
number of percolation-based models which try to obviate to the predictive
shortcomings of the original formulation by including phenomenologically
justiﬁed correction terms, and further details can be found in Refs. [71,79,80].
However, we believe that with the nowadays computing power, a direct
bottom-up investigation carried out with numerical simulation techniques
enables to gain unprecedented insights into the true transport phenomena
which are at the origin of the electric properties of conductive polymer
composites. This thesis will thus focus on the construction of improved
microscopically-based models which explicitly take into account aspects such
as the ﬁller particle shape and the inter-particle conduction mechanism and
which try to explain and reproduce the experimentally observed ﬁller vol-
ume fraction dependence of the composite conductivity. These models will
be geared towards nanocomposites, and electron tunneling conduction will
play a major role.
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Numerical replications of the
composite morphology
A fundamental aspect of the numerical investigation of the physical proper-
ties of particle-loaded composite materials is the re-creation of their relevant
microscopic features with computer simulation routines. In this chapter, we
give the details of the procedures used in the present thesis and describe
an algorithm which generates random distributions of non-overlapping el-
lipsoids of revolution and that calculates their inter-distance (meant as the
minimal distance between two ellipsoid surfaces), this latter being an impor-
tant quantity for the analysis of the next chapters.
3.1 Modeling filler particles with ellipsoids of
revolution
In the numerical replications of our composites, we want to describe ﬁller
particle shapes which can vary from rod-like to plate-like. For that purpose,
the most versatile geometrical form deﬁned by simple surface equations is
perhaps the ellipsoid of revolution, also called spheroid. A spheroid is an el-
lipsoids with two equal axes and may be obtained by rotation of a 2D ellipse
around one of its symmetry axes. The reasons for preferring spheroids to
more general triaxial ellipsoids are twofold: ﬁrstly, spheroids are character-
ized by a smaller number of parameters (7 against 9 of the general ellipsoid);
secondly, experimental measurement techniques of the ﬁller particle size dis-
tributions are generally able to extract only major and minor dimensions,
making it diﬃcult to quantitatively deﬁne a size distribution for the third
axis.
Spheroids will have a polar axis (the one around which the 2D ellipse
was rotated) and an equatorial axis (corresponding to the other symmetry
axis of the 2D ellipse). If we label a and b the polar and the equatorial
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Figure 3.1: Illustration of a prolate (left) and an oblate (right) ellipsoid of revo-
lution (spheroid).
semi-axes respectively, we can identify two main spheroid families: those
with a > b, which are called prolate, and those with a < b, which are called
oblate. A special case is that of the sphere, with a = b. The volume of a
spheroid is V = 4piab2/3. An example of a prolate and an oblate spheroid
is shown in Figure 3.1. The shapes of ellipsoids of revolution are completely
deﬁned by their polar-to-equatorial semi-axes ratio a/b, which is customarily
called aspect-ratio. A related quantity introduced in the last chapter is
the shape-anisotropy χ, which in the case of spheroids will have the form
χ = max(a, b)/min(a, b). Obviously, χ will always take values which are
equal or greater than 1, while a/b will be larger than 1 in the prolate case
and comprised between 0 and 1 for the oblate case. However, it is common
usage to refer to both the extreme prolate (a/bÀ 1) and the extreme oblate
(a/b ¿ 1) limits as high aspect-ratio, although it would be correct to say
high shape-anisotropy.
To build an algorithm which generates distributions of non-overlapping
spheroids and that can evaluate the minimal distance between two spheroid
surfaces we may require two functions, an ellipsoid overlap criterion and the
distance between two ellipsoids, the ﬁrst being needed of course only if it
can be computed in a time consistently shorter than the second. For a 6= b,
none of these functions allows simple closed form solutions, but some eval-
uation techniques are nevertheless available [8183]. We have chosen the
approach proposed by Rimon and Boyd (R&B) [84, 85] which was used for
an obstacle collision detection procedure for robots, where short computa-
tional times are essential. The R&B technique allows two key beneﬁts: 1) A
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quick estimation procedure of the distance between two ellipsoids that uses
standard computation routines and that can be made suﬃciently precise.
2) An overlap criterion between two ellipsoids as an intermediate result to
the inter-distance computation that can be calculated in about half the time
needed for the complete calculation. The computation is based on a formula
for the distance of a point from an ellipsoid which reduces the problem to
the calculation of the minimal eigenvalue of an auxiliary matrix constructed
from the geometrical data. In more detail, given two ellipsoids εA and εB
identiﬁed by their 3x3 form matrices Aˆ and Bˆ and centered in cA and cB
respectively,
εA : (x− cA)T Aˆ (x− cA) = 0 (3.1)
εB : (x− cB)T Bˆ (x− cB) = 0 (3.2)
where x is the position vector deﬁning the ellipsoidal surfaces, we have that
the minimal distance δ between the ellipsoids can be estimated as:
δ(εA, εB) = ‖x∗ − y∗‖ (3.3)
where
x∗ = cA + λAˆ−
1
2
[
λ I 3x3 − ÂBA
−1
]−1
Aˆ
1
2 (cB − cA) (3.4)
and where we have introduced
ÂBA ≡ Aˆ− 12 BˆAˆ− 12 . (3.5)
λ is the minimal eigenvalue of the 6x6 matrix ÂBA
−1 −I 3x3
−
[
ÂBA
− 1
2 Aˆ
1
2 (cB − cA)
] [
ÂBA
− 1
2 Aˆ
1
2 (cB − cA)
]T
ÂBA
−1
 (3.6)
while
y∗ = x∗ + µ
[
µ I 3x3 − Aˆ−1
]
(cA − x∗) (3.7)
and µ is the minimal eigenvalue of the 6x6 matrix Aˆ−1 −I 3x3
−
[
Aˆ−
1
2 (cA − x∗)
][
Aˆ−
1
2 (cA − x∗)
]T
Aˆ−1
 (3.8)
I 3x3 is naturally the 3x3 identity matrix.
The overlap criterion spurs from x∗ alone. If we construct the quantity
m(εA, εB) ≡ (x∗ − cA)T Aˆ(x∗ − cA)− 1 (3.9)
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we will have that 
m < 0 εA, εB overlap
m = 0 εA, εB touch
m > 0 otherwise
(3.10)
The algorithm implementation followed then the route outlined by R&B
[84, 85] although in the present case we have used FORTRAN 90 instead of
C as programming language.
3.2 Distribution generation procedure
We are now going to outline how the distribution generation algorithm is
constructed. Its architecture is based on a program for spherical particles
written by Niklaus Johner, a description of which can be found in Ref. [51].
The present version is extended to equally-sized non-spherical particles and
to include a high density generation routine. Figure 3.2 shows examples of
the generated distributions for spheroids with diﬀerent aspect-ratios a/b and
volume fractions φ obtained by loading the conﬁguration output ﬁles into
the software [86] used as a viewer.
3.2.1 Random sequential addition
In the ﬁrst step of the generation procedure, a spheroid distribution is cre-
ated inside a cubic cell of volume L3 with periodic boundary conditions via
random sequential addition (RSA): for every new particle, random placing is
attempted and accepted as valid only if there is no overlap with any neigh-
boring particle. The spheroid angles are generated as to assure an isotropic
distribution of orientations [87, 88]. For that purpose, if r¯1 · · · r¯n is the
outcome of a random number generator with uniform distribution over the
[0,1] interval, and Θ, Φ the azimuthal and polar angles respectively of the
spheroid symmetry axis, then we may obtain an isotropic orientation dis-
tribution by generating the angles as Φ = 2pir¯i and Θ = arccos (1− 2r¯i+1).
The absence of global orientation was veriﬁed by monitoring the nematic
order parameter S [63, 89], which is the largest eigenvalue of the tensor
Qij =
1
2N
N∑
µ=1
(
3uµi u
µ
j − δij
)
, (3.11)
where i, j = x, y, z, uµi is the i component of the unit vector deﬁning the
orientation of particle µ, δij the Kronecker delta, and N the total particle
number. S is zero for a perfectly isotropic conﬁguration while it is unity for
fully aligned conﬁgurations.
To speed up the search for neighbors, the main cubic cell is subdivided in
discrete (cubic) binning cells of size comparable to the major dimension of
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Figure 3.2: Examples of distributions of impenetrable spheres and spheroids of
diﬀerent aspect-ratios a/b and volume fraction φ generated by the algorithms used
in the present work.
the spheroids, so that potential overlapping neighbors can be only either in
the cell where the trial spheroid landed in or in the 26 adjacent cells. Then,
when checking for overlap, simple geometrical criteria to identify neighbors
which are distant enough as not to be able to lead to an overlap in any case
are used to avoid unnecessary computations of the time-consuming R&B
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Figure 3.3: Maximum volume fraction φmax achievable with random sequential
addition as a function of the spheroid aspect-ratio a/b. Adapted from Ref. [90].
function.
The generation of particle distributions with random sequential addition
has the advantages of being quick and that the obtained particle ensemble has
an isotropic orientation distribution. However, it has also has two drawbacks.
The ﬁrst one is that RSA dispersions are non-equilibrium conﬁgurations [57].
The second one is that RSA has an upper limit in the volume fractions
that can be achieved [90], and, near that limit, slows down enormously.
The maximum volume fractions obtainable with RSA for diﬀerent aspect-
ratio spheroids are reported in Figure 3.3, and we may note that these are
signiﬁcantly lower than the random close packing limit [53,91].
3.2.2 System relaxation
To allow the generated conﬁgurations to attain equilibrium, the systems are
relaxed via Monte Carlo (MC) runs [92, 93]: For each spheroid, random
displacement of its center and random rotation of its axes is attempted and
accepted if it does not give rise to an overlap with any of its neighbors.
After having attempted to move once every particle of the distribution, i.e.
after the so-called sweep, the process is reiterated. The random rotations are
generated by adding to the (unit) vector specifying the orientation of a given
particle a vector of ﬁxed length but with an orientation chosen at random
and by using the resulting vector as the new spheroid orientation [93]. The
magnitudes of the random displacement and rotation are chosen as to lead
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to an average acceptance of 20-30 per cent. To verify that equilibrium is
attained, for the special case of spheres the radial distribution function is
sampled and confronted with known results [57,94]. For the case of spheroids,
equilibrium is considered attained when the ratio between the number of
accepted trial moves versus the number of rejected ones has stabilized around
a certain value, and needs typically some thousand MC sweeps for high
density conﬁgurations.
3.2.3 Generation of high-density distributions
To investigate densities above the ones obtainable through RSA, we imple-
mented a high density generation procedure which is somehow similar to
that of Ref. [94]. After having generated a spheroids distribution close to
the RSA limit, these are moved with MC sweeps, where, in contemporary
with the trial move, it is attempted to inﬂate the spheroids by increasing
their axes by a small amount. Again, the trial moves/inﬂations are accepted
only if no overlap with neighboring particles is originating. Once the desired
volume fraction is reached, the system is relaxed with several regular MC
sweeps.
3.2.4 Inter-particle distance computation
As a last step, the inter-particle distance is computed. To do this, a ﬁrst R&B
calculation is executed, then the computation is continued by performing
the R&B calculation with exchanged spheroids, since the R&B procedure
does not treat the spheroid couple in a symmetrical fashion. Successively,
the outcomes of the two calculations are compared and the shortest one is
retained. Finally, a part of the R&B computation is reiterated to obtain a
further correction. When comparing the results with a more accurate but
much slower distance evaluation routine, this procedure leads to a distance
estimate that has an average error of about +1 % on a wide range of distance
to major spheroid dimension ratios (from 10-4 to 10).
3.3 Some observations on the phase diagram
of the hard ellipsoid fluid
When modeling a composite with equilibrium hard spheroid distributions, it
is important to consider some aspects of the phase diagram of these systems.
The ﬁrst numerical investigations of the phases of the hard ellipsoid of rev-
olution ﬂuid go back to the classic work of Frenkel and Mulder [93], where
four distinct phases were identiﬁed i.e. isotropic ﬂuid, nematic ﬂuid, plastic
solid, and ordered solid. The authors also drew a phase diagram, which is
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Figure 3.4: The Frenkel and Mulder hard spheroid ﬂuid phase diagram [93]. The
gray areas are coexistence regions. Adapted from Ref. [95].
reported in Figure 3.4. For our purposes, the most important aspect is the
presence of the nematic ﬂuid phase, where the equilibrium conﬁgurations
have a high orientational order. This is because for high shape-anisotropy
particles the isotropic-nematic (I-N) transition is located at quite low vol-
ume fractions. On the other side, we may want to generate conﬁgurations
with volume fractions above the transition and still retain the isotropy of the
spheroid orientation, since in real composites the transition to the nematic
phase is hampered by the viscosity of the polymer matrix and these systems
are inherently out of equilibrium [96]. When this situation occurred, we
generated the distribution with random sequential addition alone, without
successive Monte Carlo relaxation.
Now, to estimate the I-N transition for spheroids with higher shape-anisotropy
than those considered in the Frenkel and Mulder phase diagram, we can use
directly available results [97], or extrapolate from the results for zero thick-
ness hard disks [98, 99] for suﬃciently thin oblate spheroids, or use the On-
sager model [100] for suﬃciently high aspect-ratio prolate spheroids. In more
detail, for the case of thin oblate spheroids, we have that the lowest limit
of the I-N coexistence area may be estimated as φI ' ρIpi(a/b)/6 and the
highest limit as φN ' ρNpi(a/b)/6, where ρI = 3.68 and ρN = 3.98 are the co-
existence particle number densities for unitary diameter inﬁnitely thin hard
disks [99]. For high aspect-ratio prolate spheroids, from the Onsager theory
for slender rods we can estimate φI ' (2/3)cI/(a/b) and φN ' (2/3)cN/(a/b)
with cI = 2pia2bρI ' 3.29 and cN = 2pia2bρN ' 4.19 [101,102].
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Prolate Oblate
a/b φI φN a/b φI φN
10 0.207† 1/10 0.185†
10 0.219 0.279 1/10 0.193 0.208
50 0.0439 0.0559 1/50 0.0385 0.0417
100 0.0219 0.0279 1/100 0.0193 0.0208
200 0.0110 0.0140 1/200 0.0096 0.0104
300 0.0073 0.0093 1/300 0.0064 0.0070
500 0.00439 0.00559 1/500 0.00385 0.00417
1000 0.00219 0.00279 1/1000 0.00193 0.00208
2000 0.00110 0.00140 1/2000 0.00096 0.00104
3000 0.00073 0.00093 1/3000 0.00064 0.00069
† simulation results from Ref. [97]
Table 3.1: Isotropic and nematic coexistence volume fractions φI and φN for high
shape-anisotropy prolate and oblate spheroids as extrapolated from the results for
inﬁnitely thin hard disks [98,99] and from the Onsager theory [101,102].
Figure 3.5: Example of a nematic distribution of oblate spheroids with a/b = 1/10
at φ = 0.23. The system was relaxed from the original RSA conﬁguration with 105
MC sweeps. The nematic order parameter is S = 0.755.
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The estimates of φI and φN for prolate and oblate spheroids with selected
values of aspect-ratio can be found in Table 3.1. An example of a nematic
distribution of oblate spheroids with a/b = 1/10 at φ = 0.23 is displayed
in Figure 3.5. The nematic order parameter is S = 0.755. The system was
relaxed from the original random sequential addition conﬁguration with 105
Monte Carlo sweeps, and it is interesting to observe that the same number of
sweeps was used for the a/b = 1/10 and φ = 0.177 conﬁguration of Figure 3.2
(the distribution is the left middle one), which has clearly no global preferred
orientation (the nematic order parameter is S = 0.046).
It is ﬁnally interesting to make some considerations about the random
close packing limit of spheroid distributions [53, 91]. This is taking place at
higher densities than the isotropic-nematic transition and is most of the times
outside our region of interest, especially for non extreme shape-anisotropy
values. However, for high aspect-ratio prolate systems, this limit can go
quite low, as can be evaluated by means of the asymptotic scaling relation
of Ref. [103]
φRCP ' 23
5.4
a/b
, (3.12)
which is valid for a/b > 10. The 2/3 factor comes from the fact that the
original result was for spherocylinders (which are cylinders capped with semi-
spheres of the same diameter as the cylinder).
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Connectivity-based models
Connectivity-based geometrical percolation models have occupied a large
part of the literature aimed at explaining the insulator-conductor transition
of conductive polymer composites. The hard-core-penetrable-shell formu-
lation is perhaps the most faithful to the microscopic morphology of the
composites, and in the present chapter we are going to present the results
that were obtained for hard prolate and oblate spheroids surrounded with
a penetrable shell with an unprecedented broad range of aspect-ratios and
shell thicknesses. It is important to note that these results are not an end
in themselves but will have a crucial role in the conductivity evaluation pro-
cedures of Chapter 6. Successively, we will introduce some techniques which
allow to estimate fundamental quantities like the critical volume fraction (or,
equivalently, the critical shell thickness) starting from few parameters like the
spheroid aspect-ratio and the shell thickness (or the system volume fraction).
Finally, we will brieﬂy consider some results of the hard-core-penetrable-shell
model with conductivity.
4.1 Percolation properties of hard ellipsoids of
revolution with a penetrable shell
As we saw in Section 2, a large part of the continuum geometrical perco-
lation studies dealt with spherical inclusions. However, a broad range of
ﬁllers in real composites have forms which deviate consistently from the
sphere. Previous investigations have considered diﬀerent particle shapes
like e.g. sticks [54, 87, 104106],wavy sticks [107], plates [28, 108, 109], el-
lipsoids [88, 110112] or soft-core prisms [113] in the fully penetrable case,
where the particles are allowed to freely overlap. Only a few works dealt
with non-spherical hard objects surrounded with a penetrable shell like hard
sticks [55, 6163] or triaxial polydisperse ellipsoids [65], while a recent pa-
per [64] contemplated, as in the present work, the case of hard ellipsoids of
revolution but only in the prolate domain. The widespread use of compos-
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ites containing ﬁbrous ﬁllers has made the stick, or other elongated objects,
the favorite non-spherical shape in many studies. Nevertheless, some other
ﬁllers, notably graphite and graphene sheets, have shapes which are better
assimilable to ﬂattened ellipsoids or platelets, and over a broad range of
aspect-ratios. Therefore, the exploration of the relatively uncharted terrain
of the percolative properties of oblate objects as a function of their aspect-
ratio is one of the aims of this chapter.
Our model is deﬁned by a dispersion of impenetrable spheroids of identi-
cal dimensions with isotropic distribution of the symmetry axis orientation.
Following the hard-core-penetrable-shell model, given any two spheroids, a
connectivity criterion is introduced by allowing an upper cutoﬀ distance,
δ, beyond which the two spheroids are considered disconnected. More pre-
cisely, each spheroid is coated with a penetrable shell of constant thickness
d, and two particles are connected if their shells overlap. Obviously, we have
δ = 2d. Note that the inclusion of a constant thickness shell leads to a
shape of the total object which is not anymore that of a spheroid. On the
other side, a penetrable shell consisting of an enlarged spheroid, as done in
Ref. [64] for the case of prolate ellipsoids, implies increasingly non-uniform
shell thicknesses as the aspect-ratio gets higher.
To carry out the numerical investigation we exploited the algorithm de-
scribed in the last chapter to generate random distribution of impenetra-
ble spheroids inside a cubic cell with periodic boundary conditions. Then,
once the desired distribution had been created and the neighboring parti-
cles inter-distances computed, the distribution algorithm output data were
fed into a program described in Ref. [51] which isolates the connected par-
ticle cluster using a modiﬁed version of the classic Hoshen-Kopelman algo-
rithm [2, 114, 115]. Finally, it was veriﬁed if the connected cluster spanned
two speciﬁc opposite sides of the simulation cell, the necessary condition to
consider the system as percolating.
4.1.1 Random sequential addition results with finite size
scaling
To explore the percolation properties of hard spheroids surrounded with a
penetrable shell of constant thickness, let us start with an investigation of
the eﬀect of the system size. It is intuitive that larger systems will be more
representative of the bulk material and, to get a feeling of how quickly the
bulk regime is reached, it is suﬃcient to consider that one cubic centimeter
of a composite loaded at φ = 0.4 with 5 µm diameter spherical particles
contains more than six billion of them [71]. Furthermore, we already en-
countered some aspects of the system size dependence when we considered
random resistor networks in Chapter 2. Percolation theory is well equipped
to deal with size eﬀects and we are now going to apply some of its results to
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our case. For that purpose, we considered oblate spheroids with an aspect-
ratio between 1 (spheres) and 1/100. The ratio of the cutoﬀ distance δ to
twice the spheroid major axis, δ/2b, was chosen to variate between 0.05 and
4.0. Introducing D ≡ 2max(a, b) = 2b, we rewrite this ratio as δ/D.
Since the investigation of size scaling requires large systems, we limited
the distribution generation procedure to pure random sequential addition,
because Monte Carlo relaxation would have been too time consuming. The
thinnest shell limit was then bounded to the maximum volume fraction which
can be achieved through random sequential addition (see previous chapter)
for the a/b = 1 (spheres) case.
To extrapolate the inﬁnite system percolation threshold from the simula-
tion results we followed ﬁnite-size scaling arguments as described in Ref. [116]
and brieﬂy outlined below. For a given size L of the cube, we obtained the
spanning probability as a function of the spheroid volume fraction by record-
ing the number of times a percolating cluster appeared over a given number of
realizations. The resulting spanning probabilities were then plotted against
the volume fraction and ﬁtted with the sigmoidal function
f =
1
2
[
1 + tanh
(
φ− φeﬀc
∆
)]
, (4.1)
where φeﬀc for a given value of L corresponds to the hard particle volume
fraction at which the spanning probability is equal to 1/2, while ∆ represents
the width of the percolation transition. In Fig. 4.1 we report the obtained
spanning probability as a function of φ for a/b = 1 and a/b = 1/2 and
for selected values of the cell size L. The cutoﬀ distance was set equal to
δ/D = 0.1111. One can appreciate how larger systems imply a more deﬁned
transition. Now, both φeﬀc and ∆ depend on the size L of the system and, by
following the scaling arguments of [116], allow us to deduce the percolation
threshold φc for the inﬁnite system through the following scaling relations:
∆(L) ∝ L− 1ν , (4.2)
φeﬀc (L)− φc ∝ L−
1
ν , (4.3)
where ν is the correlation length exponent. By repeating the simulation
procedure for diﬀerent cell sizes it is possible, via the percolation transition
widths ∆ and the inversion of Eq. (4.2), to extract ν and consequently, from
Eq. (4.3), the percolation threshold φc for L = ∞. We choose to simulate
ten diﬀerent cell sizes, L = 10, 13, 15, 17, 20, 23, 25, 27, 30 and 35 times the
major spheroid dimension D. For thick shells (δ/D ≥ 1.0) the cell sizes were
increased further. The spheroid number was in the order of thousands for the
smallest cells up to about 70′000 for the largest. The number of realizations
per volume fraction step varied from 50 for the smallest shell thickness up to
400 for the thicker ones. Higher realization numbers did not show appreciable
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Figure 4.1: Percolation width variation with the increase of the simulation cell
size for the aspect-ratio a/b=1 and a/b=1/2 cases. δ/D = 0.1111.
improvements. This may be illustrated more concretely by considering one
speciﬁc example: for the aspect-ratio a/b = 3 and cutoﬀ distance δ/D =
0.1111 case, 30 realizations per cell size led to a percolation threshold for
the inﬁnite system of φc = 0.2612 ± 0.0008, while 100 realizations led to
φc = 0.2613± 0.0003 and 200 realizations led to φc = 0.26125± 0.00025. It
can be seen that even with 30 realizations the error bar was of only ±0.4%
and that 100 realizations, as used for all the δ/D = 0.1111 cases did not
lead to signiﬁcant lesser precision when compared to 200 realizations. In
all cases, the correlation length exponent ν had a value around 0.9, in good
agreement with previous results on spheres [56, 60, 116]. An example of
such a ﬁnite size analysis is shown in Figure 4.2 for the a/b = 1/10 and
δ/D = 0.1111 case, obtaining φc = 0.07349 ± 0.00025. However, there
were quite a few cases where the ﬂuctuations of φeﬀc were too large and a
simple average of the results provided a more signiﬁcative result than the one
obtained from the ﬁnite size analysis. Considering again Figure 4.2, it is also
clear that also when the ﬁnite size analysis can be performed, the average
can provide already a quite good estimate of φc, at least on the system size
range considered here. Moreover, if one is not interested in an extremely
precise evaluation of the percolation threshold, a (large enough) single cell
size simulation can be suﬃcient.
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Figure 4.2: Percolation threshold φeffc as a function of L1/ν for the a/b = 1/10
and δ/D = 0.1111 case. Extrapolated inﬁnite system percolation threshold φc =
0.07349± 0.00025. Inset : Percolation width ∆ as a function of the simulation cell
size L. Extrapolated correlation length exponent ν = 0.837± 0.026.
Going back to Figure 4.1 it is clear that decreasing the aspect-ratio from
a/b = 1 (spheres) to a/b = 1/2 (i.e. raising the shape-anisotropy from χ = 1
to χ = 2) leads to a lowering of the percolating volume fraction. This trend
is conﬁrmed by the full results for the critical hard particle volume fraction
φc as a function of the cutoﬀ distance δ/D for several values of the aspect-
ratio a/b, which are plotted in the left panel of Figure 4.3. For the thinnest
shells we ﬁnd that φc can be reduced by about one order of magnitude in
going from a/b = 1 down to a/b = 1/100. This result is fully consistent with
the frequently reported trend that assemblies of oblate objects with more
extreme aspect-ratios entail a lower percolation threshold which we reviewed
in Chapter 2. As another way to display the results which emphasizes the
high shape-anisotropy results, we plot on the right panel of Figure 4.3 the
critical volume fractions re-scaled by multiplying them by the ratio of the
volume of the spheroid enclosing sphere (i.e. a sphere with diameter equal
to the spheroid major axis) with the volume of the spheroid itself, which in
the oblate case is Vsphere/Vspheroid = b/a.
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Figure 4.3: Left : Critical volume fraction (percolation threshold) φc as a function
of the cutoﬀ distance δ/D for oblate spheroids with diﬀerent aspect-ratios a/b and
distributions generated with random sequential addition. Right : Re-scaled critical
volume fraction as a function of the cutoﬀ distance δ/D for the same system.
4.2 Equilibrium and high density results
Let us now consider the results which were obtained for Monte Carlo equi-
librated distributions which include also high density conﬁgurations beyond
the reach of random sequential addition. Since we are not interested in
overly precise estimation of the percolation threshold, the analysis was car-
ried out in a similar fashion to what was done for the RSA case, but without
ﬁnite size analysis and with single system sizes of around 2000 particles. For
high aspect-ratio prolate spheroids the particle number was increased up to
∼ 8000 in order to be able to maintain the periodic boundary condition on
the simulation cell. The realization number varied typically from 40 for the
highest densities up to 500 for the lowest ones. The sigmoidal ﬁt (4.1) was
usually performed with 10-20 spanning probability results.
As a ﬁrst validation of our procedures, we confronted the results for
the special case of spheres (a/b = 1) with available results of the literature
[56, 59, 60]. The outcome is displayed in Figure 4.4. We can appreciate how
there is excellent agreement with the equilibrium results, while the RSA data
shows a certain degree of deviation. It is also interesting to observe that the
results of Refs. [56,60] are obtained from ﬁnite size analysis.
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4.2.1 Prolate systems results
We present ﬁrst the case of prolate (a/b > 1) spheroids. In Figure 4.5 we
report the calculated values of the critical volume fraction φc as a function
of the cutoﬀ distance δ/D (with D = 2max(a, b)) for spheres (a/b = 1,
together with the results of Ref. [59]) and for a/b = 2, 10, 20, and 100. For
a given δ/D, the consistent reduction of φc with the increase of the aspect-
ratio (shape-anisotropy) is again manifest. In the plot of Figure 4.6 the same
data are displayed with δ/D multiplied by the ratio Vsphere/Vobject = (a/b)2,
where Vsphere = piD3/6 is the volume of a sphere with diameter equal to the
major axis of the prolate spheroid and Vobject is the volume of the spheroid
itself. For comparison, we plot in Figure 4.6 also the results for impenetrable
spherocylinders of Refs. [62, 63]. These are formed by cylinders of radius R
and length H, capped by hemispheres of radius R, so that a = R + H/2
and b = R, and Vsphere/Vobject = (a/b)3/[(3/2)(a/b) − 2] ' (2/3)(a/b)2
for a/b À 1. As it is apparent, for suﬃciently large values of a/b this
simple transformation collapses both spheroids and spherocylinders data into
a single curve. This holds true as long as the aspect-ratio of the spheroid plus
the penetrable shell (a+δ/2)/(b+δ/2) is larger than about 5. In addition, for
φ . 0.03 the collapsed data are well approximated by φc(Vsphere/Vobject) =
0.4/(δ/D) (solid line), leading to the following asymptotic formula:
φc ' γ(b/a)
2
δ/D
, (4.4)
where γ = 0.4 for spheroids and γ = 0.6 for spherocylinders. Equation (4.4)
is fully consistent with the scaling law of Ref. [117] based on the second-virial
approximation for semi-penetrable spherocylinders (see also Section 4.3.1).
4.2.2 Oblate systems results
Let us now turn to the case of oblate (a/b < 1) spheroids. The simulation
results for φc as a function of δ/D are displayed in Figure 4.7 for a/b = 1,
1/2, 1/10, 1/100, and 1/200. Now, as opposed to prolate ﬁllers, almost
all of the experimental results on nanocomposites containing oblate ﬁller
with high shape anisotropy like graphene [29] are at volume fractions for
which a corresponding hard spheroid ﬂuid at equilibrium would already be
in the nematic phase. From Table 3.1 we know that for oblate spheroids
with a/b = 1/10 the isotropic-nematic (I-N) transition is at φI−N ∼ 0.185,
while for a/b = 1/100 it is φI−N ∼ 0.0193, and for a/b = 1/200 φI−N ∼
0.0096. However, we also saw that in real nanocomposites the transition
to the nematic phase is prevented by the viscosity of the polymer matrix.
Then, in order to maintain global isotropy also for φ > φI−N , we generated
oblate spheroid distributions with random sequential addition (RSA) alone.
The outcomes are again displayed in Figure 4.7 and one can appreciate that
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Figure 4.4: Critical volume fraction (percolation threshold) φc as a function of
the cutoﬀ distance δ/D for the case of spheres (a/b = 1). (a) results from Ref. [59].
(b) results from Ref. [60]. (c) results from Ref. [56].
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Figure 4.5: Dependence of the critical volume fraction φc upon the cutoﬀ distance
δ/D for impenetrable prolate spheroids with a/b = 1, 2, 10, 20, and 100. (a) results
from [59].
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Figure 4.6: Critical volume fraction φc versus re-scaled cutoﬀ distances for prolate
spheroids, for spheres (together with (a) Ref. [59]), and for the impenetrable sphe-
rocylinders of: (b) Ref. [62], and (c) Ref. [63]. We note that for spherocylinders,
a/b = (R + H/2)/R. The solid line is the asymptotic behavior for a/b À 1 (see
Equation (4.4)).
the diﬀerence with the equilibrium results for φ < φI−N is quite small and
negligible for the present aims. Proceeding further, for oblate spheroids
a fruitful way of re-scaling the data is, as we saw for the RSA case, the
multiplication by Vsphere/Vspheroid = b/a of the critical volume fractions φc
(instead of δ/D). Indeed, as shown in Figure 4.8, for suﬃciently high shape
anisotropy the re-scaled results collapse into a single curve (the results for
a/b = 1/100 and a/b = 1/200 are completely superposed).
We ﬁnally display in the left panel Figure 4.9 a comparison between the
critical volume fractions φc of prolate and oblate spheroids with the same
shape-anisotropy χ, which shows how prolate systems enhance the lowering
of the percolation threshold, a fact also observed in real composites. The
right panel of Figure 4.9 shows instead the spheroid aspect-ratio dependence
of the critical volume fraction for one of the shortest investigated cutoﬀ
distances (δ/D = 0.02). It is interesting to observe that, although the φc for
spheres is close to the meta-stable region of the hard sphere ﬂuid, there is
no sign of the dip near a/b = 1 which appears for instance in the maximum
achievable density with random sequential addition (see Figure 3.3), in the
hard spheroid phase diagram (see Figure 3.4) and in the spheroid maximum
random close packing density (see e.g. Refs. [53,91]).
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Figure 4.7: Dependence of the critical volume fraction φc upon the cutoﬀ distance
δ/D for impenetrable oblate spheroids with a/b = 1, 1/2, 1/10, 1/100, and 1/200.
Results obtained by RSA alone are also reported. (a) results from Ref. [59].
4.2.3 Bond connectivity at the percolation threshold
In continuum percolation, an important quantity providing information on
the local topology of the percolating cluster is the average number Bc of
objects connected to a given particle. For fully penetrable spheres the eval-
uation of Bc from a direct enumeration of connections in their assemblies at
percolation [55, 59] gives Bc ' 2.74. However, for semi-penetrable spheres,
the presence of hard-core introduces a spatial correlation so that Bc is ex-
pected to deviate from the uncorrelated case. In particular, Bc is found to
decrease as the hard-core portion of the sphere increases, reaching Bc ' 1.5
for very thin penetrable shells [55, 59], as a result of the repulsion of the
impenetrable hard-cores.
Let us now consider the case of assemblies of prolate ellipsoids. In the left
panel of Figure 4.10 we plot the computed values of Bc as a function of the
cutoﬀ distance δ/D and for selected values of the aspect-ratio a/b. Results of
Ref. [59] are also plotted for comparison. For a/b = 1 we recover the results
for the spheres: Bc ' 2.7 for large values of δ/D while Bc ' 1.5 for small
values δ/D. For a/b > 1 and thick penetrable shells (δ/D > 1), Bc remains
close to the spherical case also for larger aspect-ratios because, for large
δ/D values the entire object (hard-core plus penetrable shell) is basically
a semi-penetrable sphere with a small hard-core spheroid. This ceases to
be true for smaller cutoﬀ distances, for which Bc decreases further and the
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Figure 4.8: Left : Re-scaled critical volume fraction φVsphere/Vspheroid = φ(b/a)
plotted versus the cutoﬀ distance δ/D. Right : Asymptotic behavior for δ/D < 0.1.
(a) results from Ref. [59].
particle connectivity distribution (right panel of Figure 4.10) becomes more
peaked. This is in agreement with what is found by numerical evaluation for
other prolate hard objects such as spherocylinders [55,63]. For example, for
spherocylinders (composed again of hard cylinders of length H and radius
R capped by hemispheres) and with penetrable shells of thickness 0.2R, Bc
is found to decreases from Bc = 1.61 for H/R = 8 down to Bc = 1.29 at
H/R = 50 [63], consistently deviating therefore from Bc ' 1.76 obtained for
spheres of radius R and the same penetrable shell thickness [59]. We now
turn to the case of oblate spheroids, which is displayed in the left panel of
Figure 4.11. Interestingly, by decreasing δ/D, we ﬁnd that Bc continues to
remain very close to the a/b = 1 case also for the thinnest penetrable shells,
irrespectively of the aspect-ratio, in contrast to what is found for prolate
hard objects. This is also supported by the aspect-ratio independence of the
particle connectivity distribution, shown in the right panel of Figure 4.11.
However, we note that diﬀerent behaviors of quasi-impenetrable oblate and
prolate objects noted here are also found in the fully penetrable case. Indeed,
Bc of prolate objects decreases as the aspect-ratio is increased and expected
to approach unity in the extreme prolate limit [54], while Bc of oblate objects
remains close to Bc ' 3 all the way from the moderate- to extreme-oblate
regimes [112].
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Figure 4.9: Left : comparison between the critical volume fractions φc of prolate
and oblate spheroids with the same shape-anisotropy χ = max(a, b)/min(a, b).
Right : Critical volume fractions φc of prolate and oblate spheroids as a function of
the aspect-ratio a/b for δ/D = 0.02. For a/b = 1/10, 1/100, and 1/200 the results
come from random sequential addition alone.
4.3 Relations for the estimation of percolation
critical quantities
We are now going to introduce some relations which, for a given particle
aspect-ratio, allow to estimate critical quantities such as the percolation
critical volume fraction φc as a function of the cutoﬀ distance δ, or inversely
(and more importantly for the following of the present work) the critical
cutoﬀ distance δc as a function of the system volume fraction φ.
4.3.1 Excluded volume relations
Since their introduction in the ﬁeld of percolation theory [104,105], excluded
volume quantities have been used frequently to obtain expressions for the
estimation of the percolation threshold. Given two objects, the excluded
volume Vex is the volume around an object where the center of the other
object cannot penetrate if overlap is to be avoided and while the respective
orientations are maintained. In other words, it is the surface swept by the
center of an object as it is displaced parallel to itself around another object
while being kept in contact with it. For fully penetrable objects, there is a
simple relation between the average bond connectivity Bc, critical particle
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Figure 4.11: As above, for oblate (a/b<1) spheroids. For the particle connectivity
it is δ/D = 0.04.
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number density and particle excluded volume [104]:
Bc = ρcVex, (4.5)
where ρc is the particle number density at percolation. For penetrable
spheres each of volume V , the excluded volume is Vex = 8V and, by using
ρc = 0.34/V , the resulting connectivity number is Bc ' 2.8, which agrees
well with the numerical evaluations of Bc [55, 59]. Indeed, for fully pene-
trable spheres, for which the sphere centers are distributed randomly, Eq.
(4.5) simply states that Bc is equivalent to the average number of centers
found within an excluded volume, irrespectively of the spatial conﬁguration
of the percolating objects. Now, starting from a more formal point of view,
we can write a general relation between the average connection number Bc
at percolation and the critical number density ρc. If we consider the case
of hard spheroids with penetrable shell and with an isotropic distribution of
orientations, then Bc reduces to:
Bc = ρc
∫ 2pi
0
dθ
∫ pi
0
dϕΦ(θ, ϕ)
∫
Vexd(θ,ϕ)
d3r g(r, θ, ϕ), (4.6)
where θ and ϕ are the angles between the major axes of two spheroids sepa-
rated by r, Φ(θ, ϕ) the angle distribution function and g(r, θ, ϕ) is the radial
distribution function: given a particle centered in the origin, ρc g(r, θ, ϕ)
represents the mean particle number density at position r with an orienta-
tion θ, ϕ. The integration in r is performed over the total excluded volume
Vexd(θ, ϕ) (hard-core plus penetrable shell) centered at the origin and having
orientation θ, ϕ.
We observe that all the information about the presence of a hard core
inside the particles is included in the radial distribution function, which will
be zero in the volume occupied by the hard core of the particle centered
at the origin. However, g(r, θ, ϕ) is a rather complex function and even for
the case of spheres there are only approximate theoretical expressions [118].
Also, the construction of a ﬁtted expression to simulation data may result to
be excessively complicated when the respective orientation of the particles
has to be taken into account.
Proceeding further, the lowest order approximation which we can con-
sider, and which is exact in the case of fully penetrable particles (reducing
to (4.5)), is the one where g(r, θ, ϕ) ≡ g0(r, θ, ϕ) = 1. This is equivalent to
neglect all contributions of the radial distribution function which spur from
the presence of the hard core. The resulting quantity, which we denote by
B0c , is then given by:
B0c = ρc
∫ 2pi
0
dθ
∫ pi
0
dϕΦ(θ, ϕ)
∫
Vexd(θ,ϕ)
dr = ρc〈Vexd〉, (4.7)
where 〈Vexd〉 is the orientation averaged total excluded volume. Given the
averaged excluded volume of spheroids surrounded with a shell of constant
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Figure 4.12: Left : B0c as a function of the shell thickness for diﬀerent aspect-ratio
prolate spheroids. Right : The same for oblate spheroids. (a) results from Ref. [59].
thickness 〈Vexd〉 (A.29) or (A.36), together with the hard spheroid excluded
volume expression (A.28) or (A.30), we can calculate B0c from the percolation
threshold results obtained from the simulations:
B0c = ρc〈Vexd〉 = φc
〈Vexd〉
V
, (4.8)
where we have used the hard core volume fraction φc. The full details of the
calculation of the excluded volume quantities can be found in Appendix A.
The resulting values of B0c are plotted in Figure 4.12 as a function of the pen-
etrable shell thickness for several aspect-ratio prolate and oblate spheroids.
B0c , which can be interpreted as the average number of particles centers
per averaged excluded volume, is a diﬀerent quantity than Bc and a corre-
spondence between the two appears only in the thick shell limit, where the
system is more similar to a fully penetrable one. This can be appreciated by
comparing Figure 4.12 with Figures 4.10 and 4.11. The increasing discrep-
ancy for thinner shells is due to stronger correlation eﬀects spurring from the
presence of the hard-core. Nevertheless, the behavior of B0c for the case of
oblate spheroids is still rather intriguing. Indeed, the dependence of B0c on
the penetrable shell thickness δ/D appears to be universal with respect to
the aspect-ratio, for all δ/D values larger than δ/D > 0.1. Furthermore, in
this region of δ/D, B0c has a rather weak dependence on the shell thickness,
not deviating much from B0c ' 2.8.
The quasi-invariance of B0c for oblate spheroids may be a results of prac-
tical utility since, by using Eq. (4.8), the percolation threshold φc can be
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Figure 4.13: Left : B1c as a function of the shell thickness for diﬀerent aspect-ratio
prolate spheroids. Results (a) for spherocylinders from Ref. [62] are also shown
(in the case of spherocylinders, a/b = (R +H/2)/R). Right : The same for oblate
spheroids. (b) results from Ref. [59].
estimated precisely from 〈Vexd〉 andB0c data for a known case like e.g. spheres
in a wide interval of δ/D and aspect-ratio values. The direct determination
of the percolation threshold of hard oblate spheroids via simulations is a time
consuming procedure. Thus, a relation which allows to quickly evaluate such
a quantity as a function of the dispersion geometric parameters oﬀers some
advantage.
We now turn to another approximation of (4.6) which now includes the
presence of the hard particle in g(r, θ, ϕ) but neglects all other correlation
eﬀects. This is equivalent to the second-virial approximation [117]. For the
case of spheres, this would lead to a radial distribution function of the form
g(r) ≡ g1(r) = θ(r − D), where θ is the Heaviside step function. For the
general spheroid case g1(r, θ, ϕ) will depend on the orientation. However,
the resulting quantity, B1c , is quite simple:
B1c = ρc
∫ 2pi
0
dθ
∫ pi
0
dϕΦ(θ, ϕ)
∫
Vexd(θ,ϕ)
g1(r, θ, ϕ)dr =
= ρc (〈Vexd〉 − 〈Vex〉) ≡ ρc〈Vexs〉, (4.9)
where we have introduced the excluded volume contribution of the pen-
etrable shell 〈Vexs〉 = 〈Vexd〉 − 〈Vex〉, which can be easily calculated (for
isotropic distributions) from (A.36). Figure 4.13 shows the values of B1c
obtained from the prolate and oblate spheroids critical volume fractions of
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the present work (via the usual relation B1c = φc〈Vexs〉/V ). For the prolate
case, the results for spherocylinders of Ref. [62] are also shown (calculated
with the spherocylinder excluded volume quantities of Equations (A.40) and
(A.41)). Observing Figure 4.13, we note that for high aspect-ratio prolate
objects there seems to be a region of suﬃciently small δ/D where all the
results have a value of B1c comprised between 1.25 and 1.5. Now, in this
regime (a/b À 1 and δ/D ¿ 1), we can use the corresponding simpliﬁed
excluded volume quantities (A.39) and (A.42) in (4.9), obtaining
B1c = φc
〈Vexs〉
V
= 3φc
(a
b
)2 δ
D
, Prolate spheroids
B1c = φc
〈Vexs〉
V
= φc
(
H
R
)2 δ
2H
' 2φc
(a
b
)2 δ
H
, Spherocylinders.
(4.10)
If we confront these results with the asymptotic formula (4.4) and its plot
in the right panel of Figure 4.6 we see that there is indeed full agreement
when B1c ' 1.2, showing that the expressions of (4.10) together with a
constant value of B1c capture well the behavior of high aspect-ratio prolate
hard objects with a suﬃciently thin shell. This is also consistent with the
Onsager theory of the high aspect-ratio rods ﬂuid [100] which states that
the second-virial coeﬃcient is suﬃcient to account for the properties of the
system.
4.3.2 Relations for the critical cutoff distance
In the following of the present thesis, we will often need the critical cutoﬀ
distance δc for a given volume fraction φ instead of the inverse (i.e. the
critical volume fraction φc for a given cutoﬀ distance δ). We shall now
illustrate that for suﬃciently elongated prolate and for suﬃciently ﬂat oblate
spheroids, as well as for spheres, simple relations exist that allow to estimate
δc with good accuracy. For prolate systems, we already have the asymptotic
formulas of Equations (4.4) and (4.10), which immediately allow to write
δc/D ' γ(b/a)
2
φ
, (4.11)
where, again, we have γ = 0.4 for spheroids and γ = 0.6 for spherocylinders.
The results for prolate systems of Figure 4.6 plotted as the re-scaled δc as
a function of φ are shown in Figure 4.14, together with Equation (4.11)
(dashed line).
It is interesting to notice that in Figure 4.14 the re-scaled data for φ &
0.03 deviate from Equation (4.11) but still follow a common curve. We have
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found that this common trend is well ﬁtted by an empirical generalization
of Equation (4.11):
δc/D ' γ(b/a)
2
φ(1 + 8φ)
, (4.12)
which applies to all values of φ provided that (a+δc/2)/(b+δc/2) & 5 (solid
line in Figure 4.14).
Turning to oblate spheroids, it is instructive to consider the case of per-
fectly parallel spheroids that can be easily obtained from general excluded
volume result for aligned penetrable objects [119], which has the same form
of (4.5) and where Bc = 2.8, like for the case of spheres. For inﬁnitely thin
parallel hard disks of radius b one therefore has Vexd = 2.8/ρ, where ρ is the
number density and Vexd = (4/3)pib3[12(δc/D)+6pi(δc/D)2+8(δc/D)3] is the
excluded volume of the plate plus the penetrable shell of critical thickness
dc = δc/2. Assuming that this holds true also for hard-core-penetrable-shell
oblate spheroids with a suﬃciently thin hard core, we can then write
12(δc/D) + 6pi(δc/D)2 + 8(δc/D)3 ' 2.8
φ(b/a)
(4.13)
Equation (4.13) implies that δc/D depends solely on φ(b/a), suggesting that
its aspect-ratio dependence will be reabsorbed by the volume fraction re-
scaling we performed in Figure 4.8. Figure 4.15 shows the results of that
ﬁgure re-plotted as (re-scaled) δc as a function of φ, and we can appreciate
how the aspect-ratio dependence of Equation (4.13) is indeed reabsorbed.
Furthermore, with the introduction of two auxiliary parameters, equation
(4.13) can be made to reproduce the a/b¿ 1 asymptotic behavior:
12α(δc/D)β + 6pi(δc/D)2 + 8(δc/D)3 ' 2.8
φ(b/a)
(4.14)
where α = 1.54 and β = 3/4. The outcome of equation (4.14) is again
displayed on Figure 4.15. Moreover, by retaining the dominant contribution
of equation (4.14) for δc/D < 0.1, we arrive at (inset of Figure 4.15):
δc/D '
[
0.15(a/b)
φ
]4/3
. (4.15)
Finally, we show that also for a system of spheres it is possible to formulate
the φ dependence of δc with high accuracy. Indeed, as discussed in Ref.
[60], the ratio δc/〈δNN 〉, where 〈δNN 〉 is the mean minimal distance between
nearest-neighbors spheres, has a rather weak dependence on φ. In particular,
δc ' 1.65〈δNN 〉 for φ > 0.1. Then, by using the asymptotic formula for 〈δNN 〉
of Ref. [57] valid in the high density regime we ﬁnd that
δc/D ' 1.65(1− φ)
3
12φ(2− φ) , (4.16)
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Figure 4.14: Re-scaled critical distances (δc/D)(Vsphere/Vobject) versus φ for the
prolate spheroids and for the impenetrable spherocylinders of (b) Ref. [63] and (c)
Ref. [62]. The dashed line is the asymptotic behavior for a/b À 1 of Equation
(4.11). The solid line is Equation (4.12). (a) data from Ref. [59].
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Figure 4.16: δc/D as a function of the volume fraction φ for spheres, together
with the predictions of Equation (4.16) (solid line). (a) results from Ref. [59].
which is plotted by the solid line in Figure 4.16.
Recapitulating, we have that for suﬃciently high-aspect ratio prolate ob-
jects, for suﬃciently high shape-anisotropy oblate spheroids and for spheres,
we can estimate the critical cutoﬀ distance δc as a function of the system
volume fraction φ and the object aspect-ratio by means of Equations (4.11),
(4.15) and (4.16):
δc/D ' γ(b/a)
2
φ
for prolates, (4.17)
δc/D '
[
0.15(a/b)
φ
]4/3
for oblates, (4.18)
δc/D ' 1.65(1− φ)
3
12φ(2− φ) for spheres. (4.19)
From the previously discussed conditions on the validity of these asymptotic
formulas, it follows that they will hold when (b/a)2 . φ . 0.03 for prolates,
φ & a/b and a/b < 0.1 for oblates, and φ & 0.1 for spheres. If these
conditions are not met, values of δc can be anyway extrapolated from the
data of Figures 4.14, 4.15. For prolate systems one can also use the more
precise Equation (4.12).
Finally, a remaining important case is that of the large cutoﬀ distance
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limit (δ/D À 1). In this regime, the penetrable shell is consistently larger
than the hard core and is roughly of spherical shape, so that 〈Vexd〉 '
〈Vexs〉 ' (pi/6)δ3. Then, from e.g. (4.8) and the large cutoﬀ distance limit
value of B0c i.e. B0c ' B0 ' 2.8, we have
δc/D '
[
2.8(b/a)2
φ
]1/3
for prolates, δ/D À 1, (4.20)
δc/D '
[
2.8(a/b)
φ
]1/3
for oblates, δ/D À 1, (4.21)
δc/D '
(
2.8
φ
)1/3
for spheres, δ/D À 1. (4.22)
In all these expression we can observe a φ−1/3 dependence. This is easily
understood if we consider that in the large cutoﬀ distance limit we have
δ + D ' δ, so that a variation of D has a negligible eﬀect on the critical
number density ρc while it has a cubic eﬀect on the volume fraction. At the
extreme of the large shell limit lies the point-particle case, for which from
(4.5) it follows immediately
δc '
(
2.8
6
piρ
)1/3
' 1.75ρ−1/3 for point particles. (4.23)
4.4 Connectivity-based models with
conductivity
The ﬁnal part of the present analysis of connectivity-based models will be de-
voted to the investigation of what behavior would the hard-core-penetrable-
shell model show if, besides the connectivity between the particles one would
also associate a conductance % to the connected pairs and study the result-
ing global conductivity σ. For an inﬁnite size system, below the percolation
threshold φc, σ will be zero while above but close to φc it will grow from zero
with the power law (2.2) σ = σ0(φ − φc)t with t = 2. Then, away from the
critical region, the conductivity will be enhanced further by the continuing
growth of the bonds of the connected network. To substantiate these consid-
erations, we performed numerical simulations with hard spheres surrounded
with a penetrable shell where for each connected pair it was associated a
unitary bond conductance % = 1. To evaluate the global conductivity of the
system, the full set of bond conductances was mapped on a resistor network
and the overall conductivity was calculated through numerical decimation of
the resistor network [51, 60, 120]. The results for three diﬀerent shell thick-
nesses (δ/D = 1.0, δ/D = 0.5, and δ/D = 0.1) are displayed in Figure 4.17.
Each symbol is the arithmetic mean of 100 realizations involving systems of
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Figure 4.17: Left : Conductivity σ as a function of the volume fraction φ for hard
spheres surrounded with a penetrable shell of thickness δ/2. For connected spheres
the bond conductance is % = 1. Right : The same data together with the power law
σ ∝ (φ− φc)2 (solid line) plotted as a function of φ− φc.
∼ 900 spheres. To get a feeling of how these outcomes would compare with
the prediction of the inﬁnite system percolation power law σ = σ0(φ − φc)t
(with t ' 2), in the right panel of Figure 4.17 we displayed this latter and the
numerical results as a function of φ − φc. As it is apparent, the simulation
data show indeed a linear behavior with a slope close to two. However, near
the percolation threshold φc, ﬁnite size eﬀects become important and the
results start to deviate. Also the slopes slightly below two are to be ascribed
to ﬁnite size eﬀects. On the other side, at suﬃciently high values of φ the
systems deviate from the power law behavior since we are now outside its
regime of validity.
4.5 Conclusions
In the present chapter, dedicated to connectivity-based models, the geo-
metrical percolation threshold in the continuum of random distributions of
prolate and oblate hard spheroids surrounded with a penetrable shell of con-
stant thickness d = δ/2 has been investigated. Simulation results spanning
a broad range of aspect-ratios (from a/b = 1/200 to a/b = 100) and cutoﬀ
distances (from δ/D = 0.007 to δ/D = 4) values have been reported for
both random sequential addition and equilibrium systems and spanned the
whole isotropic phase of the hard spheroid ﬂuid. For suﬃciently aspherical
oblate spheroids, it is shown that random sequential addition results deviate
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only slightly from the equilibrium ones. It is then found that higher shape-
anisotropy systems entail lower percolation thresholds, in agreement with the
behavior observed experimentally in insulator-conductor composites where
the conducting phase is constituted by ﬁbrous or plate-like objects, such
as nanotubes or graphite nanosheets. For a shell thickness of δ/D = 0.02,
the percolation threshold of aspect-ratio 100 ﬁber-like objects is more than
260 times lower that the one of spheres, while for oblate aspect-ratio 1/200
plate-like objects it is more than 36 times lower. Furthermore, the aver-
age number Bc of connected object at percolation was investigated and is
found for oblate spheroids to be quasi-invariant with respect to the aspect-
ratio, in contrast with the results for prolate objects. We then introduced
a series of relations for the estimation of percolation critical quantities. Ex-
cluded volume quantities have been identiﬁed which allows to quickly infer
the system percolation threshold for suﬃciently large cutoﬀ distance oblate
spheroids and for high aspect-ratio prolate objects with a suﬃciently thin
shell. In addition, relations for high shape-anisotropy oblate spheroids and
for spheres were also found. A full set of asymptotic relations for the esti-
mation of the critical cutoﬀ distance δc as a function of the volume fraction
φ for suﬃciently elongated prolate, for suﬃciently ﬂat oblate spheroids, as
well as for spheres can be found in Equations (4.17), (4.18), and (4.19). Fi-
nally, we showed some results for a hard-core-penetrable-shell model which
also includes conductivity and assumes a constant conductance between the
connected pairs, and these show a behavior consistent with the percolation
power law σ = σ0(φ− φc)t.
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Chapter 5
Electron tunneling
We saw in Section 2.2.2 that the main inter-particle transport mechanism
in composite materials near the insulator-conductor transition is considered
to be quantum mechanical electron tunneling. Before implementing such
mechanism in our numerical replications of the composites, we want in the
present chapter to treat in some detail the formal derivation of an expres-
sion for the bond conductance. Historically, the tunneling formulation of the
conductor-insulator-conductor junction which has been applied the most to
composite materials is the WKB approximation-based one of Simmons [121].
This has been particularly eﬀective for the inclusions of temperature eﬀects
and the ﬂuctuation-induced tunneling of Sheng and co-workers [72, 73, 122].
However, the study of tunneling went through a renaissance just a few years
after the publication of these works with the invention of the scanning tun-
neling microscope (STM) by Binnig and Rohrer [123] in 1981. Since for the
STM the understanding of the spatial resolution was paramount, tunnel-
ing formulations which could account for it were introduced [124126], and
generally followed an approach due to Bardeen [127]. With the aid of such
formulations, instead of the temperature dependence, we try then here to
investigate the geometrical aspects of the tunneling between two ﬁller par-
ticles modeled as two conductive spheres, something that was not reported
before in the literature. This chapter is also somehow more pedagogical than
the others, and for the reader not interested in the quantum-mechanical de-
tails of tunneling can be skipped without compromising signiﬁcatively the
understanding of the following of the present thesis.
5.1 Introduction to electron tunneling
One of the most striking features of the quantum mechanical laws that govern
the dynamics of microscopic systems is the ability of particles to penetrate
regions that would be classically forbidden to them, with the remarkable
consequence that, if the forbidden region is of ﬁnite width, there is a cer-
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tain probability of having the particles tunneling through it. This is a
direct consequence of the wave nature of matter and is in-built in the
Schrödinger equation. To illustrate this more concretely we start with the
one-dimensional case with a rectangular potential barrier, a classic problem
of introductory quantum mechanics. Let us consider the case of a potential
which is zero everywhere except for a region of width w centered in x = 0,
where it takes a value V0 (see Fig. 5.1). An electron in such a system will
Figure 5.1: The one-dimensional rectangular barrier tunneling problem.
obey the one-dimensional (time-independent) Schrödinger equation:
− ~
2
2m
d2
dx2
ψ(x) + V (x)ψ(x) = Eψ(x) (5.1)
where m is the electron mass, ~ is Plank's constant divided by 2pi, V (x)
is the potential and E the electron energy. In regions I and II, Equation
(5.1) reduces to the free particle equation − ~22m d
2ψ
dx2
= Eψ, while inside the
barrier region B a constant potential is present and (5.1) can be written as
− ~22m d
2ψ
dx2
= (E−V0)ψ. All these diﬀerential equations admit simple solutions,
and for an electron initially in region I and propagating from left to right
with energy E less than the barrier height V0 (i.e. E < V0), we will have
ψ =

eikx +Ae−ikx if x < −w/2
Beκx +B′e−κx if − w/2 < x < w/2
Ceikx if x > w/2
(5.2)
where A,B,B′ and C are coeﬃcients to be determined and where we have
introduced
k ≡
√
2mE
~
(5.3)
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κ ≡
√
2m(V0 −E)
~
. (5.4)
Now, in order for (5.2) to be a solution of the full equation (5.1), we have to
match the partial solutions at the barrier interfaces by imposing to ψ and
to the derivative dψdx to be continuous in x = −w/2 and in x = w/2. This
will in turn determine the coeﬃcients A,B,B′ and C. Once the coeﬃcients
have been determined, the tunneling probability D, i.e. the probability that
an electron striking the barrier from the left will make it to the right follows
immediately (see e.g. [128]):
D = |C|2 = 4k
2κ2
(k2 + κ2)2 sinh2(κw) + 4k2κ2
(5.5)
In the thick barrier limit κw À 1, (5.5) reduces to
D ' 4k
2κ2
(k2 + κ2)2
e−2κw ; κw À 1 (5.6)
where we can appreciate the exponential decrease of the tunneling proba-
bility with the increase of the barrier width, a behavior common to most
tunneling phenomena.
So, this simple example shows how a particle with an energy that in the
macroscopic world would be insuﬃcient to overcome a certain potential bar-
rier can manage to pass through it. The wave-like behavior appears clearly
if we consider that the solutions of (5.2) outside the barrier have the form
of an incoming plane wave with amplitude 1 that is partially reﬂected with
amplitude |A| and partially transmitted with amplitude |C|.
5.2 The transfer-Hamiltonian formalism
The exact resolution of the tunneling problem carried out in the previous
section is possible only for a few elementary cases and, for the remaining
vast majority, approximation techniques are needed. We will then intro-
duce a powerful approach to tunneling due to Bardeen [127], the transfer-
Hamiltonian formalism, that has been widely applied to the modeling of the
scanning tunneling microscope (see e.g. [124126,129132]) and that is pre-
disposed to include many-body eﬀects. The transfer-Hamiltonian formalism
exploits ﬁrst-order time-dependent perturbation theory to evaluate the elec-
tron transfer rate between the two sides of the barrier, and was ﬁrst applied
to ﬁeld ionization by Oppenheimer [133]. The outline will follow that of the
excellent tutorial of Gottlieb and Wesoloski [134], while valuable resources
have also been the classic book of Duke [66] and the beautiful introduction
to the scanning tunneling microscope of Chen [126].
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Let us start with the generic barrier problem, where two regions, I and
II respectively, are separated by a potential barrier of arbitrary shape VB(r),
see Figure 5.2. Given some electronic structure for region I and II, we are
interested in the electron tunnel current between them. Since what we are
Figure 5.2: The generic potential barrier separating two regions, I and II.
looking for is an approximation route, a good place to start is to list the
required simplifying assumptions. Although the need for these assumptions
will become apparent only along the derivation, introducing them now gives
immediately a clear idea of what we have to sacriﬁce. So, our working
assumptions will be [134]:
A1 Tunneling is weak enough so that the ﬁrst-order approximation of (5.26)
is valid.
A2 The electron states of the two sides of the barrier, I and II, are nearly
orthogonal.
A3 Electron-electron interactions can be ignored.
A4 Electron occupation probabilities for the two sides are independent from
each other and do not change, despite the tunneling.
A5 The two sides are each in electrochemical equilibrium.
The decision to neglect electron-electron interaction (A3) implies that
the electrons will be independently governed by the single-electron Hamilto-
nian of the full system
Hˆ(r) = − ~
2
2m
∇2 + V (r) (5.7)
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and the corresponding time-dependent Schrödinger equation
Hˆ(r)Ψ(r, t) =
[
− ~
2
2m
∇2 + V (r, t)
]
Ψ(r, t) = i~
∂
∂t
Ψ(r, t) (5.8)
where the potential V (r) will include the barrier potential VB(r) and the
region I and II potentials. However, as previously stated, the resolution
of the Schrödinger equation of the full problem with (5.7) is generally too
diﬃcult. To circumvent this problem, in the transfer-Hamiltonian approach
the barrier region is divided in two parts which are then associated to region
I and II respectively, as to identify two augmented regions I and II to be
treated independently. To do that, two new potentials VI(r) and VII(r) are
constructed which have the same form of V (r) in their respective regions
up to the division boundary in the barrier and are zero elsewhere (this is
somehow more similar to the modiﬁed Bardeen approach (MBA) of Chen
[126] than the original formulation of Bardeen [127]). We note that the
boundary between the two region can be drawn arbitrarily and so chosen
as to suit at best the problem. An example is shown in Figure 5.3 for the
barrier of Figure 5.2. We can then write the two separate single-electron
Hamiltonians
HˆI(r) = − ~
2
2m
∇2 + VI(r) (5.9)
HˆII(r) = − ~
2
2m
∇2 + VII(r) (5.10)
and their respective Schrödinger equations for their eigenfunctions ψ and φ
HˆI(r)ψ(r, t) = i~
∂
∂t
ψ(r, t) (5.11)
HˆII(r)φ(r, t) = i~
∂
∂t
φ(r, t). (5.12)
which, in order for the transfer-Hamiltonian formalism to be of some help,
have to be (considerably) easier to solve compared to the full problem. For-
tunately, this is normally the case. Proceeding further, we may rewrite Equa-
tions (5.11) and (5.12) in the more compact and more general representation-
independent form
HˆI|ψ(t)〉 = i~ ∂
∂t
|ψ(t)〉 (5.13)
HˆII|φ(t)〉 = i~ ∂
∂t
|φ(t)〉. (5.14)
Since the potentials are time-independent, equations (5.13) and (5.14) admit
stationary solutions labeled by their energies EI and EII and we will have
HˆI|ψj〉 = EIj |ψj〉 (5.15)
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Figure 5.3: The potentials VI(r) and VII(r) for the construction of independent
regions I and II.
HˆII|φk〉 = EIIk|φk〉 (5.16)
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and the time evolution of the states |ψ〉 and |φ〉 will be given by
|ψj(t)〉 = e−
iEIj
~ |ψj〉 (5.17)
|φk(t)〉 = e−
iEIIk
~ |φk〉. (5.18)
Assumption A2 requires the set of eigenstates {|ψ〉} and {|φ〉} to be nearly
orthogonal i.e. 〈ψj |φk〉 ' 0 ∀j, k. This is not a trivial request, since the
{|ψ〉} and {|φ〉} are eigenstates of diﬀerent Hamiltonians (for further details
see e.g [66,134,135]).
5.2.1 Single-electron transition probabilities
Let us go back to the full system and consider an electron which initially,
at t = 0, is in a region I state |ψj〉 with energy EIj . If region II would not
have been present, the state would have evolved in time according to (5.17).
If region II is present but its inﬂuence is weak, i.e. tunneling is weak, for
t small enough we may have that the state |ψj〉 evolves into a state |ψ˜j(t)〉
which is still close to e−
iEIj
~ |ψj〉. Since the deviation from |ψj(t)〉 is due to
the presence of region II, it is natural to try to quantify this deviation in
terms of HˆII eigenstates {|φ〉}. So, we can write
|ψ˜j(t)〉 = e−
iEIj
~ |ψj〉+ |ψ˜j(t)〉 − e−
iEIj
~ |ψj〉 =
' e−
iEIj
~ |ψj〉+
∑
k
|φk〉〈φk|
(
|ψ˜j(t)〉 − e−
iEIj
~ |ψj〉
)
=
= e−
iEIj
~ |ψj〉+
∑
k
(
〈φk|ψ˜j(t)〉 − e−
iEIj
~ 〈φk|ψj〉
)
|φk〉. (5.19)
If the states of region II would have formed a complete set and spanned
the whole state space, we would have had
∑
k |φk〉〈φk| = 1, where 1 is the
identity operator, and the second step of Equation (5.19) would have implied
an equality. However, this is not the case, and (5.19) is approximate. By
identifying
akj(t) ≡ 〈φk|ψ˜j(t)〉 − e−
iEIj
~ 〈φk|ψj〉 (5.20)
we can rewrite (5.19) as
|ψ˜j(t)〉 = e−
iEIj
~ |ψj〉+
∑
k
akj(t)|φk〉. (5.21)
The problem of knowing the evolution of the state |ψ˜j(t)〉 reduces then (in
approximate form) to the evaluation of the coeﬃcients akj . For this pur-
pose, we evaluate the Schrödinger equation for the full system (5.8) (in its
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representation-independent form) for |ψ˜j(t)〉 (which is not an eigenstate of
(5.8)). For the left hand side of (5.8) we can write
Hˆ|ψ˜j(t)〉 = e−
iEIj
~ Hˆ|ψj〉+
∑
k
akj(t)Hˆ|φk〉 =
= e−
iEIj
~
(
HˆI + Hˆ − HˆI
)
|ψj〉+
∑
k
akj(t)
(
HˆII + Hˆ − HˆII
)
|φk〉 =
= e−
iEIj
~ EIj |ψj〉+ e−
iEIj
~
(
Hˆ − HˆI
)|ψj〉+∑
k
akj(t)
[
EIIk + (Hˆ − HˆII)
]
|φk〉
(5.22)
where we have obtained a form in terms of the Hˆ−HˆI and Hˆ−HˆII operators.
For the right hand side we have
i~
∂
∂t
|ψ˜j(t)〉 = EIje−
iEIj
~ |ψj〉+ i~
∑
k
∂akj(t)
∂t
|φk〉. (5.23)
Combining the two sides and simplifying the common EIje−
iEIj
~ |ψj〉 term we
get
i~
∑
k
∂akj(t)
∂t
|φk〉 = e−
iEIj
~
(
Hˆ − HˆI
)|ψj〉+∑
k
akj(t)
[
EIIk+(Hˆ − HˆII)
]
|φk〉.
(5.24)
Multiplying now from the left by 〈φl| and using the orthonormality of the
{|φ〉} e.g. 〈φj |φk〉 = δjk we obtain a set of decoupled equations for the a's:
i~
∂alj(t)
∂t
= e−
iEIj
~ 〈φl|Hˆ − HˆI|ψj〉+ EIIlalj(t) +
∑
k
akj(t)〈φl|Hˆ − HˆII|φk〉.
(5.25)
Now, the major obstacle to the resolution of Equation (5.25) is represented
by the akj(t)〈φl|Hˆ − HˆII|φk〉 terms. However, at t = 0 all the a's are zero
by construction, since |ψ˜j(0)〉 ≡ |ψj〉, and it is here where we enforce A1
and assume that the a's will remain small for some time (at least a few
picoseconds) and approximate (5.25) as
i~
∂alj(t)
∂t
' e−
iEIj
~ 〈φl|Hˆ − HˆI|ψj〉+ EIIlalj(t), (5.26)
where we have kept the EIIlalj(t) term although we assumed the a's to be
small because (5.26) is solvable without neglecting it and a better approx-
imation can be obtained. The solution for the diﬀerential equation (5.26),
with the initial condition alj(0) = 0 is
alj(t) =
e−
iEIj
~ − e− iEIIl~
EIj − EIIl 〈φl|Hˆ − HˆI|ψj〉 (5.27)
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and we can take the square of the modulus of (5.27), getting easily
|alj(t)|2 =
4 sin2
[
(EIIl−EIj)
2~ t
]
(EIj − EIIl)2 |〈φl|Hˆ − HˆI|ψj〉|
2. (5.28)
Having found an approximate expression for the a coeﬃcients, we are now
able to estimate |ψ˜j(t)〉 from (5.21). Then, we can evaluate the probability
that an electron initially in region I and in state |ψj〉 will have, at a later
time, scattered into a (vacant) region II state |φl〉 under the inﬂuence of
the whole system Hamiltonian (5.7). This probability is represented by the
transition amplitude |〈φl|ψ˜j(t)〉|2. Now, multiplying from the left (5.21) with
〈φl| we get (with 〈φj |φk〉 = δjk)
〈φl|ψ˜j(t)〉 = e−
iEIj
~ 〈φl|ψj〉+ alj(t). (5.29)
To take full advantage of our approximate expression for the a we have to
further simplify this expression and thus we enforce the assumption A2 of
orthogonality between {|φ〉} and {|ψ〉} states, obtaining 〈φl|ψ˜j(t)〉 ' alj(t)
and so
|〈φl|ψ˜j(t)〉|2 ' |alj(t)|2 =
4 sin2
[
(EIIl−EIj)
2~ t
]
(EIj −EIIl)2 |〈φl|Hˆ − HˆI|ψj〉|
2. (5.30)
If we consider the function sin
2(tx/2~)
x2
, this is a function with a strong peak at
x = 0 and which becomes more peaked and narrower with larger t, tending
eventually to a Dirac δ (see e.g. [136]). So, observing that the function has
an area of pit/2~ (see e.g. formula 3.821 (9.) of [137]) and approximating its
main peak area with it, we have then in the large t limit (and in distributional
sense)
sin2
[
(EIIl−EIj)
2~ t
]
(EIj − EIIl)2 −→
pit
2~
δ(EIj − EIIl) (5.31)
Now, if t is large enough for (5.31) to be valid while being at the same time
small enough for A1 and the approximation of (5.26) to be still holding
(which is possible if it is in the order of a few picoseconds), we may write
(5.30) as
|〈φl|ψ˜j(t)〉|2 ' 2pit~ |〈φl|Hˆ − HˆI|ψj〉|
2δ(EIj − EIIl). (5.32)
This also shows that at large times the transition from region I states to
region II states is signiﬁcant only for states of similar (equal) energy.
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From Equation (5.32) we can immediately obtain the transition probability
per unit time from state |ψj〉 into a (vacant) region II state |φl〉:
Pj→l ≡ ddt |〈φl|ψ˜j(t)〉|
2 =
2pi
~
|〈φl|Hˆ − HˆI|ψj〉|2δ(EIj − EIIl). (5.33)
From (5.33) we can in turn obtain the transition probability per unit time
from state |ψj〉 into the full set of (unoccupied) states of region II:
Pj→II =
2pi
~
∑
l
|〈φl|Hˆ − HˆI|ψj〉|2δ(EIj − EIIl). (5.34)
This has the classic form of the golden rule of ordinary time-dependent
ﬁrst-order perturbation theory, but diﬀers from it in the fact that |ψj〉 and
|φl〉 are eigenstates of diﬀerent Hamiltonians.
Let us now concentrate on the matrix element 〈φl|Hˆ − HˆI|ψj〉, which we
rename as Mlj and rewrite in the coordinate representation, i.e.
Mlj ≡ 〈φl|Hˆ − HˆI|ψj〉 =
∫
dr φ∗l (r)
(
Hˆ(r)− HˆI(r)
)
ψj(r). (5.35)
In this expression, the contributions to the integral will come only from
region II, since by construction of HˆI we have that, in region I, Hˆ − HˆI ≡ 0.
So
Mlj =
∫
II
dr φ∗l (r)
(
Hˆ(r)− HˆI(r)
)
ψj(r). (5.36)
With the same reasoning of above, we will have Hˆ − HˆII = 0 in region II,
and nothing changes to the result of (5.36) if we subtract the auxiliary (null
on region II) quantity ψj(r)(Hˆ(r)− HˆII(r))φ∗l (r). Then,
Mlj =
∫
II
dr
[
φ∗l (r)
(
Hˆ(r)− HˆI(r)
)
ψj(r)− ψj(r)
(
Hˆ(r)− HˆII(r)
)
φ∗l (r)
]
=
=
∫
II
dr
[
φ∗l (r)
(
Hˆ(r)−EI
)
ψj(r)− ψj(r)
(
Hˆ(r)− EII
)
φ∗l (r)
]
=
=
∫
II
dr
[
φ∗l (r)
(
− ~
2
2m
∇2 + V (r)− EI
)
ψj(r)
−ψj(r)
(
− ~
2
2m
∇2 + V (r)− EII
)
φ∗l (r)
]
=
=
∫
II
dr
[
φ∗l (r)
(
− ~
2
2m
∇2−EI
)
ψj(r)−ψj(r)
(
− ~
2
2m
∇2−EII
)
φ∗l (r)
]
. (5.37)
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Since with our approximations the transition probabilities are signiﬁcant
only for states of similar (equal) energy, we may assume EIj = EIIl also in
(5.37), obtaining
Mlj ' − ~
2
2m
∫
II
dr
(
φ∗l (r)∇2ψj(r)− ψj(r)∇2φ∗l (r)
)
=
= − ~
2
2m
∫
II
dr∇ ·
(
φ∗l (r)∇ψj(r)− ψj(r)∇φ∗l (r)
)
(5.38)
which through the divergence theorem can be transformed in a surface in-
tegral calculated on the surface S dividing region I and II, obtaining ﬁnally
Mlj = − ~
2
2m
∫
S
dS ·
(
φ∗l (r)∇ψj(r)− ψj(r)∇φ∗l (r)
)
(5.39)
where dS = dSn, and n is the unitary vector normal to S. We see that
the above procedure has allowed us to obtain a form for Mlj which entails a
modulus |Mlj | which is symmetric under the exchange of region I states with
region II states, in the sense that |Mlj(φl, ψj)| = |Mjl(ψj , φl)|. We note that
since in the following the relevant quantity is indeed the modulus |Mlj |, we
will sometimes for convenience invert the sign and the wavefunction order in
(5.39).
With Mlj the transition probability (5.33) is rewritten as
Pj→l ' 2pi~ |Mlj |
2δ(EIj −EIIl). (5.40)
In this formulation of Pj→l, the symmetry under the exchange of region
I states with region II states is manifest. This implies that Pj→l can be
interpreted dually as the total transition probability per unit time at which
an electron in region II state |φl〉 scatters into a given (vacant) region I state
|ψj〉, i.e. Pj→l = Pl→j .
5.2.2 The transfer-Hamiltonian tunneling current
The transition probability Pj→l as written in Equations (5.33), (5.40) was
always considered to be between an initially occupied state |ψj〉 and a state
|φl〉 (of region II) which was empty. However, in real conductors this is
generally not the case and, on one side, a certain fraction of initial states
will be empty and, on the other side, a certain fraction of target states in
which tunneling is attempted will be occupied and thus unavailable owing to
Pauli's exclusion principle. So, we have to take into account the occupation
statistics of the electron states of our regions I and II. If we assume A4 and
A5, then the occupation probability of a state of energy E is given (at all
times) by the Fermi-Dirac distribution:
f(E) =
1
e
E−µ
kBT + 1
(5.41)
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where µ is the chemical potential, kB is Boltzmann's constant and T the
system temperature. Obviously, the vacancy probability of the same state
will be 1− f(E). Then, the transition probability per unit time from region
I state |ψj〉 to region II state |φl〉 (5.40) will become
PFDj→l =
2pi
~
fI(EIj)
(
1− fII(EIIl)
)
|Mlj |2δ(EIj − EIIl) (5.42)
and, similarly, the transition probability per unit time from region II state
|φl〉 to region I state |ψj〉 is
PFDl→j =
2pi
~
fII(EIIl)
(
1− fI(EIj)
)
|Mlj |2δ(EIj − EIIl). (5.43)
By summing over all the region I and region II states we can obtain from
(5.42) the electron transfer rate from region I to region II
PFDI→II =
2pi
~
∑
lj
fI(EIj)
(
1− fII(EIIl)
)
|Mlj |2δ(EIj −EIIl) (5.44)
and from (5.43) the electron transfer rate from region II to region I
PFDII→I =
2pi
~
∑
lj
fII(EIIl)
(
1− fI(EIj)
)
|Mlj |2δ(EIj − EIIl). (5.45)
The total electron current I between region I and II will then simply be the
diﬀerence between forward transfer rate PFDI→II and the reverse transfer rate
PFDII→I multiplied by the electron charge e. We can then write, with some
index renaming
I =
2pie
~
∑
jk
[
fI(EIj)
(
1− fII(EIIk)
)
−fII(EIIk)
(
1− fI(EIj)
)]
|Mjk|2δ(EIj − EIIk). (5.46)
If we assume the two regions I and II to be made of the same material (i.e.
with the same chemical potential µ) and to be at the same temperature,
then fI(E) = fII(E) ≡ f(E) and, with this, (5.46) simpliﬁes to
I =
2pie
~
∑
jk
(
f(EIj)− f(EIIk)
)
|Mjk|2δ(EIj − EIIk). (5.47)
We note that, in the absence of an external applied potential, the current
(5.47) will be, of course, zero. We note moreover that these expressions
for the tunneling current have been explicitly derived in the framework of
the non-interacting, single-particle approximation. A generalization to an
expression including many-body eﬀects may be obtained with the linear-
response formalism [66], see also [42, 131, 135], but will not be used in the
present discussion.
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5.2.3 The tunneling current with an external potential and
the low temperature -low voltage limit
Let us now consider the current between two similar conductors (5.47) in the
case when an external potential diﬀerence is applied between them. Then,
the introduction of the potential will create a shift in the energy levels of
one side with respect to the other, as illustrated in Figure 5.4 for the case
of a positive bias voltage V applied to conductor II. If we refer to the states
Figure 5.4: The tunneling problem between two identical conductive regions in
the presence of an external positive bias potential V applied to region II.
energy with respect to the bottom of the conduction band we can drop the
distinction between region I and II energies, and, with the notation of Figure
5.4, we will have Ek = Ej + eV . Then, the Dirac δ imposing the transitions
to be within states of equal energy will take the form δ(Ej − Ek + eV ) and
the current will become
I =
2pie
~
∑
jk
(
f(Ej)− f(Ek)
)
|Mjk|2δ(Ej −Ek + eV ). (5.48)
A further simpliﬁcation of this expression can be obtained by considering ﬁrst
the low temperature limit of (5.48). In this case, the Fermi-Dirac distribution
(5.41) tends to a Heaviside step function i.e.
lim
T→0
f(E) = θ(EF −E) (5.49)
where we have identiﬁed the customary Fermi energy:
EF ≡ lim
T→0
µ(T ) (5.50)
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which is also shown in Figure 5.4.
In this limit, the tunneling current (5.48) becomes
I =
2pie
~
∑
jk
(
θ(EF − Ej)− θ(EF − Ek)
)
|Mjk|2δ(Ej − Ek + eV ) =
=
2pie
~
∑
jk
(
θ(EF −Ej)− θ(EF −Ej − eV )
)
|Mjk|2δ(Ej −Ek + eV ) (5.51)
where we have used the constraint on the energies imposed by the δ to rewrite
the argument of the second θ function. Now, we have that
θ(EF −Ej)− θ(EF −Ej − eV ) =
{
1 ; EF − eV < Ej < EF
0 ; otherwise (5.52)
and on the other side we have the approximation of the δ [138]
aδ(x) '
{
1 ; −a2 < x < a2
0 ; otherwise (5.53)
when a is small. This implies that for small eV i.e. in the low voltage limit
we have θ(EF −Ej)− θ(EF −Ej − eV ) ' eV δ(EF − eV/2−Ej), obtaining
for (5.51)
I ' 2pi
~
e2V
∑
jk
|Mjk|2δ(EF − eV2 − Ej)δ(Ej −Ek + eV ) =
=
2pi
~
e2V
∑
jk
|Mjk|2δ(EF − eV2 − Ej)δ(EF +
eV
2
− Ek) =
' 2pi
~
e2V
∑
jk
|Mjk|2δ(EF −Ej)δ(EF − Ek) (5.54)
where in the ﬁrst passage we have used the constraint on the energies im-
posed by the ﬁrst δ to rewrite the argument of the second δ, while in the
second passage we have neglected the eV/2 terms.
Recapitulating, within the transfer-Hamiltonian formalism, the tunneling
current between to similar conductors I and II with a positive bias voltage
applied on II takes the form of (5.48)
I =
2pie
~
∑
jk
(
f(Ej)− f(Ek)
)
|Mjk|2δ(Ej − Ek + eV ) (5.55)
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which in the low temperature -low bias limit reduces to (5.54)
I =
2pi
~
e2V
∑
jk
|Mjk|2δ(EF −Ej)δ(EF − Ek) (5.56)
which is a form that is widely used (see e.g. [124, 125, 130, 131]) The matrix
element Mjk is given by (5.39)
Mjk = − ~
2
2m
∫
S
dS ·
(
φ∗j (r)∇ψk(r)− ψk(r)∇φ∗j (r)
)
(5.57)
where the ψ and φ are eigenfunctions of the separate region I and II Hamil-
tonians.
5.2.4 The one-dimensional rectangular barrier tunneling
problem with the transfer-Hamiltonian formalism
As a ﬁrst application of the transfer-Hamiltonian tunneling formalism we
consider the one-dimensional rectangular barrier case treated in the intro-
ductory Section 5.1. So, we may proceed by constructing the eigenfunctions
of the separate region I and II Hamiltonians, which will be the ones of a
free electron encountering a potential step, as shown in Figure 5.5. The
full system will still be governed by Equation (5.1). For the independent
region I case, we will have two situations (see Figure 5.5): for x < 0 (5.1)
reduces to the free particle equation − ~22m d
2ψI
dx2
= EψI, while inside the po-
tential step i.e. for x > 0 a constant potential is present and (5.1) becomes
− ~22m d
2ψI
dx2
= (E − V0)ψI. Again, these diﬀerential equations admit simple
solutions, and for an electron initially in region I and propagating from left
to right with energy EI less than the step height V0 (i.e. EI < V0), we will
have
ψI =
{
eikx +Ae−ikx if x < 0
Be−κx if x > 0 (5.58)
where A,B are coeﬃcients to be determined and where, as in Section 5.1
k(E) =
√
2mE
~
(5.59)
κ(E) =
√
2m(V0 − E)
~
. (5.60)
If we want (5.58) to be an eigenfunction of the full region I Hamiltonian, we
have to match the partial solutions at the barrier interfaces by imposing to
ψ and to the derivative dψdx to be continuous at x = 0. We have then the
conditions on A and B: {
1 +A = B
ik − ikA = −κB (5.61)
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Figure 5.5: The region I and II potentials for the construction of independent
Hamiltonians in the one-dimensional rectangular barrier case.
which implies immediately
B =
2k
k + iκ
(5.62)
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which in turn allows us to write the region I eigenfunction inside the potential
step as
ψI(k) =
2k
k + iκ
e−κx. (5.63)
With the same procedure we can easily obtain the independent region II
(right-propagating) solution inside the potential step ending at x = w:
ψII(k) =
2k
k + iκ
eκ(x−w). (5.64)
The matrix element M (5.57) calculated in the barrier is then, in its one-
dimensional form,
Mpq = − ~
2
2m
(
ψ∗II(kq)
d
dx
ψI(kp)− ψI(kp) ddxψ
∗
II(kq)
)
=
= − ~
2
2m
4kpkq(κp + κq)
(kp + iκp)(kq − iκq)e
−κpx+κq(x−w) (5.65)
from which it follows immediately
|Mpq|2 = ~
4
4m2
16k2pk
2
q (κp + κq)
2
(k2p + κ2p)(k2q + κ2q)
e−2κpx+2κq(x−w). (5.66)
Let us now consider ﬁrst, for the sake of compactness, the simple case where
region I is occupied with electrons with a given occupation probability f(E)
and II is completely empty i.e. all the states are available. Then, the tun-
neling current will be given by (5.46)-(5.47), and we may write
II→II =
2pie
~
∑
pq
f(Ep)|Mpq|2δ(Ep −Eq) =
=
2pie
~
∑
pq
∫
dEr δ(Er − Ep)
∫
dEs δ(Es −Eq)f(Ep)|Mpq|2δ(Ep −Eq) =
=
2pie
~
∫
dEr
∑
p
δ(Er −Ep)
∫
dEs
∑
q
δ(Es−Eq)f(Er)|Mrs|2δ(Er −Es) =
=
2pie
~
∫
dEr
∫
dEs ρ(Er)ρ(Es)f(Er)|Mrs|2δ(Er − Es) (5.67)
where in the last passage we have introduced the independent particles den-
sity of states ρ, deﬁned as (see e.g. [131])
ρ(E) ≡
∑
k
δ(Ek −E) (5.68)
which by construction of the present problem will be equal for both region I
and II.
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Now, for a one-dimensional free particles system the density of states takes
the form
ρ1D(E) =
1
pi~
√
m
2E
=
m
pi~2
1
k
(5.69)
and observing also that by deﬁnition kr(Es) = ks and ks(Er) = kr (and
similarly for the κ), we can write for (5.67)
II→II =
2pie
~
∫
dEr
∫
dEs
m2
pi2~4
1
krks
f(Er)|Mpq|2δ(Er − Es) =
=
4e
h
∫
dEr
∫
dEs f(Er)
4krks(κr + κs)2
(k2r + κ2r)(k2s + κ2s)
e−2κrx+2κs(x−w)δ(Er −Es) =
=
4e
h
∫
dEr f(Er)
4k2rκ
2
r
(k2r + κ2r)2
e−2κrw. (5.70)
With the same procedure as above one can easily obtain the current for the
case of two similar one-dimensional conductors separated by a rectangular
barrier and where a positive bias voltage V is applied on the right conductor
(but does not change the shape of the barrier). The current will be given by
(5.55) and we have
I =
2pie
~
∑
pq
(
f(Ep)− f(Eq)
)
|Mpq|2δ(Ep − Eq + eV ) =
=
4e
h
∫
dEp
(
f(Ep)− f(Ep + eV )
)
4k2pκ
2
p
(k2p + κ2p)2
e−2κpw. (5.71)
where for clarity we have kept the p subscript.
Now, by confronting the result (5.71) with the general tunneling expression
of classic calculations of tunneling between two conductors like e.g. Simmons
[121], Holm [139], Frenkel [140] (see also Chap. 7 of [66]) adapted to one
dimension, we can identify
DTH ≡ 4k
2κ2
(k2 + κ2)2
e−2κw (5.72)
which, when compared to (5.6), shows us that for the one-dimensional rectan-
gular barrier the transfer-Hamiltonian formalism reproduces the exact result
in the thick barrier limit [66]. This has to be contrasted to the widely used
(as in [121, 139]) semi-classical WKB approximation for D (see e.g. [128])
which, for the rectangular barrier, takes the simple form
DWKB = e−2κw (5.73)
This is of more relevance if we consider that many three-dimensional calcula-
tion like e.g. [121,139,140] deal with planar junctions and introduce relations
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where tunneling is calculated only along one direction.
However, we can observe that all three expressions for D (5.6), (5.72), and
(5.73) have an exponential factor e−2κw that will dominate their behavior.
Therefore, many discussions on tunneling stop short of the pre-factor quag-
mire and retain the relevant information i.e. the exponential dependence.
5.3 Electron tunneling between two
conductive spheres
We want now to apply the theoretical apparatus of the transfer-Hamiltonian
formalism to the case of our interest of tunneling between two identical con-
ductive spheres of radius R embedded in an insulating medium, as shown in
Figure 5.6. The most simple way to proceed is to assimilate the spheres to
Figure 5.6: The tunneling between two spheres problem, shown with a part of
the (inﬁnite) integration surface S for the computation of the matrix element M .
Sphere I is placed with its center in the origin, while sphere II is placed with its
center on the z axis at distance z0 from the origin.
three-dimensional quantum wells (with barriers of ﬁnite height V0). How-
ever, before investigating the full spherical quantum well solutions as inde-
pendent sphere I and sphere II eigenfunctions, we further restrict ourselves
to 0 angular momentum (l = 0) s-wave solutions, which are the dominat-
ing contribution when the radius of the spheres is small [124, 125]. These
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solutions are, for a 3D quantum well of radius R [128]{
ψ0(r) = Ar sin(kr) if 0 < r < R
ψ(r) = Br e
−κr if r > R (5.74)
where r = |r| and where, as usual, k =
√
2mE
~ and κ =
√
2m(V0−E)
~ . The
coeﬃcients A and B have again to be determined by the matching conditions
for ψ and dψdx at R. Of these, the ﬁrst reads
A
R
sin kR =
B
R
e−κR (5.75)
i.e.
B = A sin(kR)eκR =
A sin(kR)
R
ReκR = ψ0(R)ReκR (5.76)
and we can write our sphere I and sphere II eigenfunctions outside the well
as
ψI(r) = ψ0ReκR
e−κ|r|
|r| (5.77)
ψII(r) = ψ0ReκR
e−κ|r−r0II|
|r− r0II| (5.78)
where in the second one we have introduced the vector for the sphere II
center r0II = (0, 0, z0) and where in both cases it is intended ψ0 = ψ0(R).
To calculate the matrix element M (5.57), a natural choice for the surface
on which to evaluate the integral is a plane inside the barrier and normal to
the z axis where the centers of the two spheres stay. For that purpose, we
may exploit the 2D Fourier transform of a spherical wave (see e.g. [141]) for
the case of an evanescent wave [124,125,130]
e−κ|r−r0|
|r− r0| =
1
2pi
∫
d2q eiq·(ρ−ρ0)
e−|z−z0|
√
κ2+q2√
κ2 + q2
(5.79)
where ρ is the projection on the xy plane of r. With our choice of the spheres
centers and with the integration surface in the positive z barrier region, the
sphere I and II eigenfunctions outside the well are then rewritten in that
region as
ψI(r) = ψ0ReκR
1
2pi
∫
d2q eiq·ρ
e−z
√
κ2+q2√
κ2 + q2
(5.80)
ψII(r) = ψ0ReκR
1
2pi
∫
d2q eiq·ρ
e(z−z0)
√
κ2+q2√
κ2 + q2
. (5.81)
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The matrix element M will have the usual form (5.57). Observing that with
an integration surface S which is a plane parallel to the xy plane we have
n = (0, 0, 1) and dS = d2ρ, so that
dS ·∇ = d2ρ n ·∇ = d2ρ ∂
∂z
(5.82)
and with this,
dS · ψ∗I∇ψII = ψ∗0kψ0k′
R2eκR+κ
′R
(2pi)2
∫
d2q eiq·ρ
e−z
√
κ2+q2√
κ2 + q2
×
∫
d2q′ eiq
′·ρ e(z−z0)
√
κ′2+q′2 (5.83)
and
dS · ψII∇ψ∗I = ψ∗0kψ0k′
R2eκR+κ
′R
(2pi)2
∫
d2q eiq·ρ e−z
√
κ2+q2
×(−1)
∫
d2q′ eiq
′·ρ e(z−z0)
√
κ′2+q′2√
κ′2 + q′2
(5.84)
so that we can write for M
Mκκ′ = − ~
2
2m
∫
S
dS ·
(
ψ∗I (κ, r)∇ψII(κ′, r)− ψII(κ′, r)∇ψ∗I (κ, r)
)
=
= − ~
2
2m
ψ∗0kψ0k′
R2eκR+κ
′R
(2pi)2
∫
d2q
∫
d2q′
×
∫
d2ρ eiρ·(q
′−q)︸ ︷︷ ︸
(2pi)2δ(q′−q)
e−z
√
κ2+q2+(z−z0)
√
κ′2+q′2
(
1√
κ2 + q2
+
1√
κ′2 + q′2
)
=
= − ~
2
2m
ψ∗0kψ0k′ R
2eκR+κ
′R
∫
d2q e−z
√
κ2+q2+(z−z0)
√
κ′2+q2
×
(
1√
κ2 + q2
+
1√
κ′2 + q2
)
. (5.85)
Let us now calculate the current between the spheres when a small positive
bias voltage V is applied on sphere II. If we furthermore assume low tem-
peratures, the tunneling current will be given by (5.56). In that expression,
the two Dirac delta functions will impose on M κ = κ′ = κ(EF ) and we will
have for it
MEF = −
~2
m
|ψ0|2 R2e2κR
∫
d2q
e−z0
√
κ2+q2√
κ2 + q2
=
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= −~
2
m
|ψ0|2 2piR2e2κR e
−κz0
z0
(5.86)
where we have used the fact that from (5.79) it follows
e−κz0
z0
=
e−κ|r0II|
|r0II| =
1
2pi
∫
d2q
e−z0
√
κ2+q2√
κ2 + q2
If we introduce the minimal distance between the surfaces of the two spheres,
d (we do not use here the symbol δ used in the rest of this thesis to avoid
confusion with the Dirac delta function), we have z0 = 2R + d, so that M
becomes
MEF = −
2pi~2
m
|ψ0|2 R
2e−κd
2R+ d
. (5.87)
The tunneling current (5.56) is then
I =
2pi
~
e2V
∑
κκ′
|Mκκ′ |2δ(EF − Eκ)δ(EF − Eκ′) =
=
2pi
~
e2V |MEF |2
∑
κκ′
δ(EF − Eκ)δ(EF − Eκ′) =
= V h3
(
e
m
)2
|ψ0|4 R
4e−2κd
(2R+ d)2
∑
κκ′
δ(EF −Eκ)δ(EF −Eκ′) =
= V h3
(
e
m
)2
ρ2s(EF )
R4e−2κd
(2R+ d)2
(5.88)
where, in a similar fashion to (5.68), we have introduced the surface density
of states (at R and EF ) i.e. the charge per unit energy from states of the
spheres surface and energy around EF [124,125]:
ρs(EF ) ≡
∑
j
|ψ0(EF )|2δ(EF − Ej). (5.89)
Finally, from Ohm's law I = %V and (5.88) we have the tunneling conduc-
tance %
% = h3
(
e
m
)2
ρ2s(EF )
R4e−2κd
(2R+ d)2
. (5.90)
In both (5.88) and (5.90) it is intended
κ = κ(EF ) =
√
2m(V0 − EF )
~
=
√
2mφ
~
(5.91)
where we have introduced the workfunction of the material of the spheres
φ ≡ V0 − EF .
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5.3.1 The tunneling between two spherical wells including
angular terms (and a more elegant way to do it)
We want now to investigate the contributions to the tunneling current be-
tween two identical spheres which are coming from the nonzero angular mo-
mentum solutions of the three-dimensional quantum well. The full solutions
of the 3D well have the form (see e.g. [130,132,136]){
ψ0,nlm(r) = Anlmil(knlmr)Ynlm(θ, ϕ) if 0 < r < R
ψnlm(r) = Bnlmkl(κnlmr)Ynlm(θ, ϕ) if r > R
(5.92)
where l and m are the customary orbital and azimuthal quantum numbers
labeling the solutions, while n labels, for a given l andm, the solutions of the
continuity equations for the matching at r = R [130]. il and kl are the spher-
ical modiﬁed Bessel functions of the ﬁrst and second kind respectively, while
Ylm are spherical harmonics. θ is the elevation angle and ϕ the azimuthal an-
gle of the spherical coordinate system. The A and B are, again, the constants
to be determined by the matching conditions and normalization. Finally, in
(5.92) it is intended knlm =
√
2mEnlm
~ and κnlm =
√
2m(V0−Enlm)
~ .
Now, of these solutions, the major contribution will come from these with
m = 0, since m 6= 0 functions have a node on the z axis [124, 125, 142].
Therefore, in the following we will only consider m = 0 solutions.
Dropping the n index (which labels solutions with identical functional form),
and dropping furthermore all the indexes for the k and κ, the solutions out-
side the well up to l = 2 have the explicit form [130,132,143]
ψ00(r) = B00k0(κ|r− r0|)Y00(θ) = B00 e−κ|r−r0|κ|r−r0| s-wave solution
ψ10(r) = B10k1(κ|r− r0|)Y10(θ) = B10
[
1
κ|r−r0| +
1
(κ|r−r0|)2
]
e−κ|r−r0| cos θ
ψ20(r) = B20k2(κ|r− r0|)Y20(θ) =
= B20
[
1
κ|r−r0| +
3
(κ|r−r0|)2 +
3
(κ|r−r0|)3
]
e−κ|r−r0|(cos2 θ − 13)
(5.93)
where we have written the solutions in term of the distance from the well
center r − r0. Similarly to has been done for B for (5.77) and (5.78), we
pose [130]
Bl0 =
ψ¯0,l0(R)
kl(κR)Yl0
(5.94)
where ψ¯0 is the root mean square of the ψ0 solutions over the well surface
ψ¯0,l0 =
(
1
4pi
∫
dθ sin θ
∫
dϕ |ψ0,l0(R, θ, ϕ)|2
)1/2
(5.95)
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which is a quantity that at large radiuses is weakly dependent on l [124,125,
130].
To calculate the transition matrix elementM , instead of using the 2D fourier
decomposition route used for the s-wave case we will follow the elegant ap-
proach of Chen [126, 132]. Let us consider for that purpose the Schrödinger
equation for the well outside the well i.e. in the classically forbidden region
(∇2 − κ2)ψ(r) = 0. (5.96)
This equation admits a Green function G deﬁned by the diﬀerential distri-
butional equation (written for a well centered at r0)
(∇2 − κ2)G(r− r0) = −δ(r− r0) (5.97)
whose solution which is regular at inﬁnity is
G(r− r0) = e
−κ|r−r0|
4pi|r− r0| . (5.98)
By confronting this result with the solutions of (5.93) we can identify
G(r− r0) = κ4pik0(κ|r− r0|) (5.99)
and
ψ00(r) = B00
4pi
κ
G(r− r0). (5.100)
Interestingly, using the properties of the derivatives of the spherical modiﬁed
Bessel functions we have also that [132]
∂
∂z0
G(r− r0) = κ
2
4pi
z − z0
|r− r0|k1(κ|r− r0|) =
κ2
4pi
cos θ k1(κ|r− r0|) (5.101)
which implies
ψ10(r) = B10
4pi
κ
∂
κ∂z0
G(r− r0) (5.102)
and, similarly,
ψ20(r) = B20
4pi
κ
(
∂2
κ2∂z20
G(r− r0)− 13G(r− r0)
)
. (5.103)
These expressions are immediate to verify with the explicit form of the kl.
Since we want to calculate the tunneling current in the low temperature -low
bias limit (5.56), for all the ψ we will have κ = κ(EF ). The matrix element
M will then be
MEF = −
~2
2m
∫
S
dS ·
(
ψII(r)∇ψI(r)− ψI(r)∇ψII(r)
)
(5.104)
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where we have made explicit the fact that the ψ are real, and where the
surface S is now a general surface separating spheres I and II. Let us consider
ﬁrst the case when ψI is an s-wave state. Then, from (5.100) it follows
MEF = B00
2pi~2
mκ
∫
S
dS ·
(
G(r− r0I)∇ψII(r)− ψII(r)∇G(r− r0I)
)
=
= B00
2pi~2
mκ
∫
I
dr
(
G(r− r0I)∇2ψII(r)− ψII(r)∇2G(r− r0I)
)
=
= B00
2pi~2
mκ
∫
I
dr
[
G(r− r0I)κ2ψII(r)−ψII(r)
(
κ2G(r− r0I)− δ(r− r0I)
)]
=
= B00
2pi~2
mκ
ψII(r0I) (5.105)
where in the ﬁrst passage we have used the divergence theorem to re-convert
the surface integral in a volume integral (this time on region I). In the second
passage we have used: i) the fact that, in region I, the solutions of the
spherical well II satisfy the Schrödinger equation for forbidden region (5.96),
so that ∇2ψII = κ2ψII and, ii) the fact that G is solution of (5.97) to write
∇2G(r) = κ2G(r)− δ(r).
Now, if we choose ψII to be also an s-wave solution, then (5.105) is equivalent
to the result (5.87), as can be seen by substituting in (5.105) the form of
ψII (5.78) and B00 = ψ¯0(R)κReκR (and our choice of the sphere I center
r0I = (0, 0, 0)).
Besides of being elegant and compact, Chen's approach [132] allows to easily
treat in the same fashion of what we have just done for the sphere I s-wave
case also region I ψ10 and ψ20 states. For ψ10, we have, with (5.102)
MEF [ψI,10] =
~2
2m
∫
S
dS ·
(
ψI,10(r)∇ψII(r)− ψII(r)∇ψI,10(r)
)
=
= B10
2pi~2
mκ
∫
S
dS ·
(
∂
κ∂z0I
G(r− r0I)∇ψII(r)− ψII(r)∇ ∂
κ∂z0I
G(r− r0I)
)
=
= B10
2pi~2
mκ
∂
κ∂z0I
∫
S
dS ·
(
G(r− r0I)∇ψII(r)− ψII(r)∇G(r− r0I)
)
=
= B10
2pi~2
mκ
∂
κ∂z0I
ψII(r0I) (5.106)
where in the last passage we have used the result of (5.105).
In a similar way, with (5.103), we have for ψ20
MEF [ψI,20] = B20
2pi~2
mκ
(
∂2
κ2∂z20I
ψII(r0I)− 13ψII(r0I)
)
. (5.107)
81
Chapter 5. Electron tunneling
In all these expressions it is intended that in the ψII it is ﬁrst posed r = r0I
with the generic r0I i.e. r0I = (x0I, y0I, z0I), then the derivative with respect
to z0I is taken, and ﬁnally, the case-speciﬁc value of r0I is introduced.
Proceeding further, tunneling between ψI and ψII states will be signiﬁcant
only for states of (nearly) equal energies. The study of the energy levels
of the 3D quantum well, which is bound the study of the solutions of the
matching equations at r = R (which in turn determine n), is diﬃcult to be
carried out exactly but can be managed numerically, as done in [130]. For the
solutions up to l = 2 we have that the only non-direct tunneling channel
is ψ20 ↔ ψ00. So, in our speciﬁc case where the spheres are identical (i.e.
ψl0 → ψl′0 = ψl′0 → ψl0), we have to consider only four matrix elements,
some of which are immediate to compute:
ψ00→ψ00: MEF = B
2
00
2pi~2
mκ
e−κ|r0I−r0II|
κ|r0I−r0II|
ψ10→ψ10: MEF = B
2
10
2pi~2
mκ
∂
κ∂z0I
{[
1
κ|r0I−r0II| +
1
(κ|r0I−r0II|)2
]
×e−κ|r0I−r0II| cos θ
}
ψ20→ψ00: MEF = B20B00
2pi~2
mκ
[
1
κ|r0I−r0II| +
3
(κ|r0I−r0II|)2 +
3
(κ|r0I−r0II|)3
]
×e−κ|r0I−r0II|(cos2 θ − 13)
ψ20→ψ20: MEF = B
2
20
2pi~2
mκ
(
∂2
κ2∂z20I
− 13
)
×
{[
1
κ|r0I−r0II| +
3
(κ|r0I−r0II|)2 +
3
(κ|r0I−r0II|)3
]
×e−κ|r0I−r0II|(cos2 θ − 13)
}
(5.108)
where we have used the explicit expressions of (5.93). We also observe that
in (5.108) we will have cos θ = z0I−z0II|r0I−r0II| .
Without loss of generality, we can restrict the centers of the spheres to be
bound on the z axis, and we can further choose sphere I to be always on
the left of sphere II, i.e. z0I < z0II. Then, in the above expressions, cos θ =
−1, and |r0I − r0II| = z0II − z0I. Furthermore, we may introduce, as done
for (5.87), the minimal distance between the two spheres d, which implies
z0II − z0I = 2R + d. With this, after having carried out the remaining
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derivations, we can rewrite (5.108) as
ψ00→ψ00: MEF = B
2
00
2pi~2
mκ
e−κ(2R+d)
κ(2R+d)
ψ10→ψ10: MEF = −B210 2pi~
2
mκ
{
1
κ(2R+d) +
2
[κ(2R+d)]2
+ 2
[κ(2R+d)]3
}
e−κ(2R+d)
ψ20→ψ00: MEF = B20B00
4pi~2
3mκ
{
1
κ(2R+d) +
3
[κ(2R+d)]2
+ 3
[κ(2R+d)]3
}
e−κ(2R+d)
ψ20→ψ20: MEF = B
2
20
4pi~2
9mκ
{
2
κ(2R+d) +
18
[κ(2R+d)]2
+
+ 54
[κ(2R+d)]3
+ 108
[κ(2R+d)]4
+ 108
[κ(2R+d)]5
}
e−κ(2R+d)
(5.109)
while, from (5.94) the B coeﬃcients will have the explicit form
B200 = ψ¯
2
0,00κ
2R2e2κR
B210 = ψ¯
2
0,10
κ4R4
(κR+1)2
e2κR
B20B00 = ψ¯0,20ψ¯0,00 3κ
4R4
2[(κR)2+3κR+3]
e2κR
B220 = ψ¯
2
0,20
9κ6R6
4[(κR)2+3κR+3]2
e2κR
(5.110)
If we now consider the large radius limit κR À 1 for (5.109) with (5.110),
we can see that in all the cases there will be a dominating term of the form
R2e−κd
2R+d i.e.
MEF '
2pi~2
m
ψ¯0,l0ψ¯0,l′0
R2e−κd
2R+ d
; κRÀ 1, ∀ l, l′ ≤ 2 (5.111)
which is identical in form to the s-wave contribution (5.87). Observing the
above procedure, and considering the properties of the 3D quantum well
solutions, it is easy to verify that (5.111) will be valid for all combinations
of l and l′ smaller than 2 and not only for the four cases treated explicitly.
Equation (5.111) implies ﬁnally that, in the large radius limit, the tunneling
current will be given by (5.88) also for tunneling channels diﬀerent that the
s-wave one, at least for l ≤ 2.
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5.4 Some concluding remarks on tunneling
In this chapter, we have introduced quantum mechanical electron tunneling
in the framework of the transfer-Hamiltonian formalism [66, 127, 134]. We
then applied this formalism to the exactly solvable case of a one-dimensional
rectangular potential barrier and, subsequently, to the case of two conductive
spheres represented by three-dimensional quantum wells.
The two spheres case, which we assimilate to two ﬁller particles embedded
in the insulating matrix, shows that in the large radius limit (and in the
low temperature, low bias limit), the tunneling current will be made up by
contributions of the form of (5.88) i.e.
I ∝ V h3
(
e
m
)2
ρ2s(EF )
R4e−2κd
(2R+ d)2
(5.112)
which implies an inter-particle conductance
% ∝ h3
(
e
m
)2
ρ2s(EF )
R4e−2κd
(2R+ d)2
. (5.113)
The large radius approximation is valid when κRÀ 1. Now, κ is the inverse
of the characteristic tunneling distance ξ
κ =
1
ξ
(5.114)
and ξ is typically in the order of the nanometer, which implies that the large
radius limit is holding down to ﬁllers with a diameter in the order of hundred
nanometers.
Finally, as the treatment of the one-dimensional rectangular barrier exam-
ple has shown, diﬀerent approaches to tunneling can lead to results for the
tunneling current which diﬀer in the details. However, we may appreciate
the fact that there was always a dominating exponential term of the form
e−κw where w is a distance representing the spacing between the two regions
between which tunneling is occurring, while the diﬀerent formulations led to
slightly diﬀerent expressions for the pre-factor but with a much weaker w
dependence than the exponential term. This exponential term is then the
fundamental quantity to retain, and we will in the following use for % the
simpliﬁed form we already introduced in Chapter 2, Equation (2.3):
% = %0 e
− d
ξ (5.115)
where we consider %0 as a constant. Finally, these results are expected
to hold also for non-spherical geometries provided that the characteristic
particle dimensions are large enough.
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Although electrically conductive polymer nanocomposites, such as carbon
nanotubes or graphene sheets dispersed in a polymer matrix, are intensively
investigated for their unique properties and potential technological appli-
cations, a fundamental understanding of the ﬁller eﬀects on conductivity
is still lacking. As made explicit in Chapter 2, for composites with nano-
metric inclusions, there is an incompatibility between the currently employed
connectivity-based percolation models and the tunneling inter-particle trans-
port mechanism which is expected to become manifest in this class of mate-
rials. In the present chapter, we are going to introduce a model which explic-
itly considers the microscopic ﬁller features and replicates the composites as
random distributions of particles interconnected via electron tunneling. By
exploiting the critical path method, we are able to obtain simple formulas,
applicable to most nanocomposites, which allow to infer the overall compos-
ite conductivity starting from few parameters like ﬁller volume fraction, size,
and aspect-ratio. The validity of our formulation is assessed by reinterpreting
existing experimental results and by extracting the characteristic tunneling
length, which is mostly found within its expected value range. Since in the
framework of the model we propose, the insulator-conductor transition is
interpreted as a crossover between a conductivity dominated by the matrix
and one dominated by the ﬁller particles tunneling network, we ﬁnally il-
lustrate one example extracted from the literature which gives support, and
allows to gain insight into, the crossover interpretation.
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6.1 The global tunneling network model
When including conductive ﬁllers into a polymer matrix in order to obtain
electrically conductive composites, a central issue is to control overall con-
ductivity σ of the resulting materials through the volume fraction φ, the
shape of the conducting ﬁllers, their dispersion in the polymer matrix, and
the local inter-particle electrical connectedness. Understanding how these
local properties aﬀect the composite conductivity is therefore the ultimate
goal of any theoretical investigation of such composites. In the case of com-
posites with a polymeric matrix, we saw in Chapter 2 that the conducting
particles are separated from each other by a thin polymeric layer and that
the conduction between the ﬁllers is originating from quantum mechanical
tunneling processes. However, although a description in term of connectivity-
based percolation models applicable to macroscopic ﬁller system may exist,
when considering nanoﬁbers, nanosheets and nanospheres, which have one
or more characteristic dimensions that are comparable with the typical dis-
tances of tunneling, these models become inadequate. In particular, with
nanocomposites the detailed behavior of tunneling is expected to take an
explicit role in σ(φ) [144] and such a processes do not entail the presence of
any abrupt interaction cutoﬀ, a fundamental ingredient for most percolation
formulations. On the other side, we could infer that also a model based on
tunneling with no percolative behavior may be suited to describe the ex-
perimentally observed insulator-conductor transition. Consequently, in the
present work we address this issue by assuming that the conducting ﬁllers
form a network of globally connected sites via tunneling processes without
any detectable cutoﬀ, i.e. a global tunneling network (GTN).
6.2 Conductivity simulations of
nanocomposites
In line with what was done in the previous chapters, to model the conductor-
insulator composite morphology, we treated the conducting ﬁllers as identical
impenetrable objects dispersed in a continuous insulating medium, with no
interactions between the conducting and insulating phases. Again, to de-
scribe ﬁller particle shapes varying from rod-like (nanotubes) to plate-like
(graphene), we considered impenetrable spheroids (ellipsoids of revolution)
ranging from the extreme prolate (a/b À 1) to the extreme oblate limit
(a/b ¿ 1), where a and b are as usual the spheroid polar and equatorial
semi-axes respectively. In considering the overall conductivity arising in such
composites, we assumed the spheroids of our distributions to be perfectly
conductive and attributed to each spheroid pair i, j a tunneling conductance
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of the form (2.3), (5.115)
%ij = %0 exp
(
−2δ
ij
ξ
)
. (6.1)
Regarding the minimal distance between the two spheroid surfaces δij , for
spheres (a/b = 1) it is simply the center-to-center distance minus twice the
radius of the two spheres, while for the general case (a/b 6= 1), δij depends
also on the relative orientation of the spheroids and can be obtained from
the numerical procedure described in Section 3.2.4. The pre-factor %0, which
we treated as constant and set equal to unity, contains, as we saw in Chapter
5, other minor dependencies on δij and on the geometry of the ﬁllers arising
from the tunneling conductance. Nevertheless, its speciﬁc value may vary
for diﬀerent composites. We also note that in writing equation (6.1) we dis-
regarded particle charging eﬀects, random energy potentials, and Coulomb
interactions between the particles [145148]. At constant room tempera-
ture, which is the case considered here, and if the particles are identical and
suﬃciently large to limit the particle charging energy to a few meV, these
contributions play a minor role compared to the tunneling term.
To evaluate the global conductivity of the system, the full set of bond
conductances given by equation (6.1) was mapped on a resistor network and
the overall conductivity is calculated through a numerical decimation proce-
dure [51,60,120]. The decimation is an exact transformation easily deducible
from the laws of Kirchhoﬀ, and consists in removing sequentially all nodes
from the system, and replacing them by additive resistances (for further de-
tails see appendix B of Ref. [51]). To reduce computational times of the
decimation procedure to manageable limits, an artiﬁcial maximum distance
was introduced in order to reject negligibly small bond conductances. It
is important to note that this artiﬁce is not in conﬂict with the rationale
of the GTN model, since the cutoﬀ it implies neglects conductances which
are completely irrelevant for the global system conductivity. We chose the
maximum distance to be generally ﬁxed and equal to four times the spheroid
major axis (i.e. a in the prolate case and b in the oblate case), which is equiv-
alent to reject inter-particle conductances below e−60 for ξ/D = 1/15 case
(and considerably less for smaller ξ values). For high aspect-ratios and high
densities the distance, however, had to be reduced further. Moreover, since
the maximum distance implies in turn an artiﬁcial geometrical percolation
threshold of the system, again for high aspect-ratios, at low volume fractions
the distance had to be increased to avoid its eﬀect. By comparing the re-
sults with the ones obtained with signiﬁcantly larger maximum distances we
veriﬁed their eﬀect to be undetectable.
Now, due to the exponential dependence of equation (6.1), the distribu-
tion of the calculated conductivities was approximately of log-normal form.
Moreover, this distribution tended to the average of the logarithm as the
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Figure 6.1: Distributions of conductivities of simulated sphere systems as a func-
tion of the cubic simulation cell size (deﬁned by its side length to sphere diameter
ratio L/D). Simulation parameters are: D = 1.0, ξ/D = 1/150, %0 = 1, φ = 0.2.
For L/D = 16 the replication number was 2000, for L/D = 12 6000 and for L/D = 9
5000. To appreciate the log-normal behavior, the results are plotted as a function
of the logarithm of the conductivity and gaussian ﬁts of the data are also shown.
particle number was increased and showed no signiﬁcant drifts under such
scaling. Figure 6.1 shows the distribution of the single simulation run con-
ductivity outcome as a function of the system size (i.e. the particle num-
ber) for the case of spheres. The average of the logarithm of single run
conductivity outcomes is then the quantity we considered in the following.
We performed simulation for ﬁve diﬀerent spheroid systems with a/b = 1
(spheres), 2, 1/2, 1/10, and 10 with eight diﬀerent characteristic tunneling
lengths (ξ/D = 1/15, 1/25, 1/50, 1/100, 1/150, 1/250, 1/500, and 1/1000).
Each concentration step involved 300 realizations for a/b = 1, 2, 1/2, 1/10,
and 200 realizations for a/b = 10. The particle number was ﬁxed around
900− 1000. We report the so-obtained conductivity σ values (symbols) as
function of the volume fraction φ for spheres in Figure 6.2 and for prolate
spheroids with aspect-ratio a/b = 10 in Figure 6.3 for diﬀerent values of ξ/D,
where D = 2max(a, b). The strong reduction of σ for decreasing φ is a direct
consequence of the fact that as φ is reduced, the inter-particle distances get
larger, leading in turn to a reduction of the local tunneling conductances
(6.1). Furthermore, as shown in the left panel of Figure 6.4, such reduction
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Figure 6.2: Volume fraction φ dependence of the tunneling conductivity σ for a
system of hard spheres (a/b = 1) with diﬀerent characteristic tunneling distances
ξ/D with D = 2r. (a) results from equation (6.2) (with σ0 = 0.115) are displayed
by dotted lines.
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Figure 6.3: Volume fraction φ dependence of the tunneling conductivity σ for a
system of aspect-ratio a/b = 10 hard prolate spheroids with diﬀerent characteristic
tunneling distances ξ/D with D = 2a. (a) results from equation (6.2) (with σ0 =
0.179) are displayed by dotted lines.
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Figure 6.4: Left : Tunneling conductivity in a system of hard spheroids with
diﬀerent aspect-ratios a/b for the same ξ/D, with D = 2max(a, b). Dotted lines:
results from equation (6.2) with σ0 = 0.124 for a/b = 2, σ0 = 0.099 for a/b = 1/2,
and σ0 = 0.351 for a/b = 1/10. Right : schematic illustration of the tunneling
conductivity crossover for the cases a/b = 1, a/b = 2, and a/b = 10.
depends strongly on the shape of the conducting ﬁllers. Speciﬁcally, as the
shape-anisotropy of the particles is enhanced, the composite conductivity
drops for much lower values of φ for ﬁxed ξ. However, in real composites, we
have to take into account the polymer matrix whose intrinsic conductivity
σm, which falls typically in the range σm ' 10−13÷10−18 S/cm, prevents an
indeﬁnite drop of σ. This can be modeled as a contribution in parallel to the
tunneling conductivity, giving an overall conductivity σtot = σm+σ which is
plotted with a thick red line in the right panel of Figure 6.4. To introduce σm
with our unit-less results, we observed that most experimental conductivity
versus φ curves (like the ones of Figures 2.4, 2.4 of Chapter 2) have high
density data which settle around 0.1-10 S/cm, so that we may estimate an
unit-less σm ' 10−13÷10−18. Now, if we identify φc with the volume fraction
at which σ ' σm, then ﬁllers with larger shape anisotropy entail lower values
of φc, consistently with what is commonly observed. This also implies that a
model of the composite conductivity based on the tunneling contribution of
equation (6.1) alone will be representative only if φ is suﬃciently larger than
φc to consider the eﬀect of σm negligible. However, the right panel of Figure
6.4 also shows us how the GTN model can account for, and reproduce the
typical sigmoidal curves of the experimental σ versus φ plots, as the ones of
e.g. Figures 2.4 and 2.5. From this perspective, it is also clear how φc will
not represent anymore a percolation threshold but rather a crossover point
90
6.3. Critical path approximation of the conductivity
where the conductivity contribution due to the tunneling network overtakes
that due to the intrinsic matrix conductivity and becomes dominant.
6.3 Critical path approximation of the
conductivity
We are now going to show that the strong dependence of σ(φ) on a/b and
ξ of Figures 6.2-6.4 can be reproduced by the critical path (CP) method
[149,150] applied to our system of impenetrable spheroids. For the tunneling
conductances of equation (6.1), this method amounts to keep only the subset
of conductances %ij having δij ≤ δc, where δc, which in turn deﬁnes the
characteristic conductance %c = %0 exp(−2δc/ξ), is the largest among the
δij distances such that the so-deﬁned subnetwork forms a conducting cluster
spanning the sample. Next, by assigning %c to all the (larger) conductances
of the subnetwork, a CP approximation for σ is
σ ' σ0 exp
[
−2δc(φ, a, b)
ξ
]
, (6.2)
where σ0 is a pre-factor proportional to %0. The signiﬁcance of equation
(6.2) is that it reduces the conductivity of a distribution of hard objects
electrically connected by tunneling to the computation of the geometrical
critical" distance δc, which we considered in Section 4.3.2.
The ﬁrst application of the CP approximation to numerical simulations
of tunneling interconnected systems goes back to the classic work of Seager
and Pike [151] which dealt with random distribution of point-like particles to
account for hopping conductivity in amorphous semiconductors. Using the
critical distance result for point particles (4.23) in Equation (6.2) we obtain
the Seager and Pike conductivity estimation:
σ ' σ0 exp
(
−3.5 ρ
−1/3
ξ
)
, (6.3)
where, as usual, ρ is the particle number density.
In order to illustrate the eﬃcacy of the CP method also for the general
hard particle case, we calculated Equation (6.2) with the same parameters
of the conductivity simulations by using the results for δc of Section 4.3.2.
As it can be appreciated from Figures 6.2-6.4, where the predictions of (6.2)
are plotted as dotted lines, we obtain excellent agreement with the outcomes
of the full numerical decimation of the resistor network.
Now, in Section 4.3.2 we obtained simple relations for the evaluation
of δc in the case of suﬃciently elongated prolate or suﬃciently ﬂat oblate
spheroids, and of spheres. This means that we can formulate explicit rela-
tions between σ and the shapes and concentration of the conducting ﬁllers
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which allow to evaluate quickly and precisely the tunneling conductivity of
random distributions of prolate, oblate and spherical objects for σ > σm. By
substituting equations (4.17),(4.18) and (4.19) into (6.2) we obtain
σ ' σ0 exp
[
−2D
ξ
γ(b/a)2
φ
]
for prolates, (6.4)
σ ' σ0 exp
{
−2D
ξ
[
0.15(a/b)
φ
]4/3}
for oblates, (6.5)
σ ' σ0 exp
[
−2D
ξ
1.65(1− φ)3
12φ(2− φ)
]
for spheres, (6.6)
where in Equation (6.4) it is γ = 0.4 for spheroids and γ = 0.6 for sphero-
cylinders. The conditions on the validity of these relations will be the same
as those for Equations (4.17),(4.18) and (4.19), i.e. the above equations will
hold when (b/a)2 . φ . 0.03 for prolate objects, φ & a/b and a/b < 0.1
for oblate spheroids, and φ & 0.1 for spheres. We note in passing that for
the case of prolate objects, a relation of more general validity than Equation
(6.4) can be obtained by substituting Equation (4.12) into Equation (6.2).
6.4 Re-interpretation of conductivity
experimental results
Let us now show how the above outlined GTN formalism may be used to
re-interpret the experimental data on the conductivity of diﬀerent nano-
composites that can be found in the literature. In the left panel of Fig-
ure 6.5 we report measured data of ln(σ) versus φ for polymer composites
ﬁlled with graphene sheets [29], Pd nanospheres [10], Cu nanoﬁbers [31],
and nanotubes [152]. Equation (6.2) implies that the same data can be more
proﬁtably re-plotted as a function of δc, instead of φ. Indeed, from
ln(σ) = −2
ξ
δc + ln(σ0), (6.7)
a linear behavior with slope −2/ξ is expected, independently of the speciﬁc
value of σ0, which allows for a direct evaluation of the characteristic tunneling
distance ξ. The exact value of ξ is a much investigated topic [153], and is
expected to be between a fraction of nm and a few nm [69,150,151,153,154].
By using the values of D and a/b provided in refs. [10, 29, 31, 152] and our
formulas for δc, we ﬁnd indeed an approximately linear dependence on δc
(right panel of Figure 6.5), from which we extract ξ ' 9.22 nm for graphene,
1.50 nm for the nanospheres, 5.90 nm for the nanoﬁbers, and 1.64 nm for
the nanotubes.
We further applied this procedure to several published data on polymer-
based composites with ﬁllers having a/b ranging from∼ 10−3 up to∼ 103 and
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Figure 6.5: Left : Natural logarithm of the sample conductivity σ as a function of
the volume fraction φ for diﬀerent polymer nanocomposites: Graphene-polystyrene
[29], Pd nanospheres-polystyrene [10], Cu nanoﬁbers-polystyrene [31], and single-
wall carbon nanotubes-epoxy [152]. When, for a given concentration, more then
one value of σ was given (as in Refs [31, 152]), the average of lnσ was considered.
Right : the same data re-plotted as function of the corresponding critical distance
δc. Solid lines are ﬁts to equation (6.7).
the detailed ﬁts to equation (6.7) can be found in Appendix B. The results
are collected in Figure 6.6, showing that most of the so-obtained values of the
tunneling length ξ are comprised between ∼ 0.1 nm and ∼ 10 nm. This is a
striking result considering the number of factors that make a real composite
deviate from an idealized model. Most notably, as we saw in Chapter 2,
ﬁllers may have non-uniform size, aspect-ratio, and geometry, they may be
oriented, bent and/or coiled, and interactions with the polymer may lead
to agglomeration, segregation, and sedimentation. Furthermore, composite
processing can alter the properties of the pristine ﬁllers, e.g. nanotube or
nanoﬁber breaking (which may explain the downward drift of ξ for high
aspect-ratios in Figure 6.6) or graphite nanosheet exfoliation (which may
explain the upward shift of ξ for the graphite data). In principle, deviations
from ideality can be included in the present formalism by evaluating their
eﬀect on δc [117]. It is however interesting to notice that all these factors have
often competing eﬀects in raising or lowering the composite conductivity,
and Figure 6.6 suggests that in average they compensate each other to some
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Figure 6.6: Characteristic tunneling distance ξ values for diﬀerent polymer nano-
composites as extracted by means of equation (6.7).
extent, allowing tunneling conduction to emerge strongly from σ(φ) as a
visible characteristic of nanocomposites. Considering in further detail the
distribution of the values of ξ, we plot in Figure 6.7 the histograms of these
for the case of prolate and oblate nanoﬁllers. We can appreciate how the
distribution for plate-like objects is somehow shifted upwards with respect
to the one for ﬁbrous systems. However, it has also to be considered that
the former counts a smaller number of results. The average values are ξ =
2.09+2.60−1.16 nm for prolates, ξ = 9.84
+12.52
−5.51 nm for oblates, and 2.01
+0.31
−0.27 nm
for spheres.
It should then be noticed that, in spite of the rather narrow distribution
of the extracted ξ values reported in Figure 6.6, the values of the pre-factor
σ0 obtained from the ﬁts are widely dispersed. This is of course due to the
fact that, besides intrinsic variations of the tunneling pre-factor conductance
for diﬀerent composites, interpolating the data to δc = 0 leads to a large
variance of σ0 even for minute changes of the slope. The dispersion of the
values of σ0 is apparent in Figure 6.8, which shows the various results for
prolate and oblate ﬁllers as a function of the aspect-ratio. The spherical ﬁller
cases ﬂuctuated more wildly, and are not displayed in Figure 6.8. Finally,
we did not notice any signiﬁcant correlation between the extracted ξ and σ0
values, as it can be seen from Figure 6.9.
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Figure 6.7: Left : Histogram of the characteristic tunneling distance ξ values for
prolate nanoﬁllers displayed in Figure 6.6. Right : The same for oblate nanoﬁllers.
6.5 A closer look at the crossover
We now want to consider in further detail the crossover region where the
contribution to the conductivity due to electron tunneling between the ﬁller
particles overtakes that due to the matrix. A ﬁrst step in that direction is
to assess which conduction mechanism is responsible for the intrinsic con-
ductivity of the pristine polymer. Conductivity in these materials can be
either electronic or ionic, but in polymers with chemically saturated struc-
tures (like e.g. polyethylene or polypropylene), where the backbone of the
polymer chain involves only sigma bonds, it is generally ascribed to acci-
dental ions [4]. However, the direct identiﬁcation of the charge carriers is a
quite complex issue, since the conductivities of saturated polymers are so low
that their measure becomes ridden with diﬃculties. For instance, the initial
current detected in a measure may be dominated by displacement currents
originating from the polarization of the material and dipole reorientation.
This can be a very slow process, lasting long enough to be comparable with
the drift characteristics of the measurement equipment [4]. Nevertheless, in
both cases of an intrinsic matrix conductivity due to ionic impurities or to
displacement currents, we have that these are separated conduction paths
from the electronic one due to the tunneling network, allowing thus to be
treated in parallel. This implies in turn that a description of conductivity
in terms of a crossover between two contributions is fully consistent, since
these contributions come from independent conduction paths, and the total
system conductivity is indeed σtot = σm + σ. From the inversion of Equa-
tions (6.4) and (6.5) it is then easy to obtain expressions for the critical
crossover volume fraction φc at which σ = σm for prolate and oblate ﬁllers
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Figure 6.8: σ0 values for diﬀerent polymer nanoﬁber, nanotube, nanosheet and
graphene composites as extracted by means of equation (6.7).
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Figure 6.9: Correlation between the extracted ξ and σ0 values for diﬀerent poly-
mer nanoﬁber, nanotube, nanosheet and graphene composites. Symbols as in Figure
6.8.
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with suﬃciently high shape-anisotropy:
φc =
2D
ξ
γ(b/a)2
ln(σ0/σm)
for prolates, (6.8)
φc = 0.15(a/b)
[
2D
ξ
1
ln(σ0/σm)
]3/4
for oblates. (6.9)
These expressions show naturally the same aspect-ratio dependence as the
corresponding geometrical percolation critical densities, as it can be appre-
ciated by comparing with Equation (4.4) (prolates) or with the inverse of
Equation (4.15) (oblates).
Now, the crossover interpretation also implies that if, by some means,
we could alter the matrix intrinsic conductivity i.e. raise it or lower it, we
would see a corresponding shift in the crossover point but have the curve
where tunneling is dominant unchanged. One mean to achieve that could
be to increase (or decrease) the concentration of the ionic carriers within
the polymer. Polymers having high ionic conductivities are fundamental for
electrochemical devices such as fuel cells or lithium-ion batteries [4], but are
rarely combined with conductive ﬁllers to obtain also electronic conductivity,
since this latter is unwanted for these applications. However, we managed to
ﬁnd an example where a conductive polymer composite with also high ionic
conductivity was studied as a material for humidity sensors [155]. This con-
sisted of carbon black dispersed in a Poly(4-vinylpyridine) matrix which was
quaternized in order to obtain a polyelectrolyte. Since the absorbed water
molecules interact with the polyelectrolyte and facilitate the ionic dissocia-
tion, higher humidity implies a higher ionic conductivity. We thus redraw
Figure 4 of Ref. [155] in terms of sample conductance as a function of carbon
black content for diﬀerent humidity levels in Figure 6.10. Consistently with
our assumptions, we can see how with the increase of the humidity the matrix
intrinsic conductivity is indeed shifted upwards, while the results leading to a
higher conductivity owing to the carbon black remain basically constant un-
til matrix conductivity overtakes them (a slight downward shift comes from
the fact that water absorption leads to swelling of the composite and thus
to enhanced inter-particle distances). Then, this simple re-interpretation of
a result with completely diﬀerent objectives gives quite a support to the
crossover interpretation. It is also interesting to note that the explanations
the authors of Ref. [155] propose to account for their ﬁnding are in fact
equivalent to the global tunneling network/crossover model.
6.6 Conclusions
When considering the electrical conductivity of composite materials with
ﬁllers having at least one of their characteristic dimensions in the nanometer
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Figure 6.10: Conductance versus φ dependence for a carbon black-quaternized
Poly(4-vinylpyridine) composite for diﬀerent humidities. Adapted from Ref. [155].
range, the features of inter-particle quantum tunneling have to be explicitly
included. In this chapter, we have evaluated numerically the conductivity σ
resulting from electron tunneling in dispersions of impenetrable spheroidal
particles for diﬀerent aspect-ratios, and have shown that the resulting con-
ductivity can be re-obtained by generalizing the critical path method of
refs. [149, 150]. We have identiﬁed simple formulas for σ valid in several
regimes of interest, and applicable to dispersions of nanotubes, nanoﬁbers,
nanosheets, and nanospheres. Furthermore, to validate our formulation, we
have analyzed published conductivity data for several composites with dif-
ferent particle ﬁllers (nanoﬁbers, nanotubes, nanosheets, and nanospheres),
and extracted from the experimental data the corresponding values of the
tunneling length ξ. Remarkably, most of the extracted ξ values fall within
its expected range, showing that tunneling is a manifest characteristic of the
conductivity of polymer nanocomposites. The above outlined procedures
can be likewise used as guidelines to tailor the electrical properties of real
composites, and can be generalized to include ﬁller size and aspect-ratio
polydispersity and interactions with the polymer. Finally, we considered a
result from the literature which gives additional support to the crossover
interpretation of the insulator-conductor transition which is entailed by the
above global tunneling network model.
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This chapter presents a more in-depth analysis of the speciﬁc case of conduc-
tive graphite/polymer composites. Conventional graphite ﬁllers have typi-
cally sizes (length and thickness) up to several microns and do not qualify as
nanoparticles. This implies that the global tunneling network model may not
be optimally suited for the description of these materials (see Section 8.1.1 for
further details). However, we will see how a critical path analysis can again
be invoked to account for the observed electrical properties of graphite-loaded
polymers. For that purpose, we will present various optical micrographs of
the materials which evidence a large amount of sub-micrometric debris, and
a model of conductivity driven by this debris is proposed. Finally, a highly
anisotropic graphite type is considered and 3D reconstructions of X-ray to-
mography images of it compounded with polypropylene are shown, allowing
us to gain further insights into the complex morphology of real composites.
7.1 Conventional graphite polymer
composites
7.1.1 Phenomenological results and comparison with ex-
isting models
Commonly to most random insulator-conductor mixtures, graphite-polymer
composites undergo a quite abrupt transition of the overall conductivity once
a suﬃcient volume fraction φ of the conductive phase is reached. Graphite
as a conductive ﬁller takes generally the form of a powder composed of
roughly ellipsoidal-shaped particles with sizes varying from few microns up
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Figure 7.1: Left: TIMCAL T44 graphite. Right: TIMCAL KS15 graphite in an
epoxy matrix. The volume fraction is φ = 0.1.
to hundreds of microns [80]. An example is displayed in the left panel of
Figure 7.1. During compounding with the polymer, the graphite particles
are more or less homogeneously dispersed in the matrix. An example of such
composites is shown in the right panel of Figure 7.1. Let us now consider
some experimental results of overall composite conductivity as a function of
the graphite volume fraction which are displayed in Figure 7.2. Graphite
types are all standard products of TIMCAL Graphite and Carbon SA of
Bodio, Switzerland. It immediately appears clear how heavily the exper-
imental conditions can inﬂuence the results. Diﬀerent polymer types (i.e.
low density polyethylene (LDPE), polypropylene (PP), and epoxy), as well
as diﬀerent compounding, moulding and measurement setups lead to con-
sistent variations of the conductivity of composites containing identical (or
similar) graphite types (KS and T graphite types with the same numbers
have very similar particle size distributions and particle morphologies). This
poses a daunting challenge to the design of a model for the direct estima-
tion of conductivity as a a function of the ﬁller dependencies. Nevertheless,
Figure 7.2 gives us an important piece of information, and namely that dif-
ferent graphite types, characterized by diﬀerent average particle sizes and
aspect-ratios, lead to very similar conductivities when investigated by dif-
ferent research groups. This is generally in contrast with what would be
expected from both the hard-core-penetrable-shell model of Chapter 4 and
global tunneling network model of Chapter 6. To substantiate this statement,
let us start with the hard-core-penetrable-shell model. We report in Figure
7.3 the critical percolation volume fraction φc as a function of the cutoﬀ dis-
tance (i.e. twice the penetrable shell thickness) to major particle dimension
ratio δ/D for oblate spheroids (this ﬁgure contains some additional result
not shown in Chapter 4). Oblate spheroids replicate quite eﬀectively the
average shape of graphite particles. It is then clear that, for a given cutoﬀ
distance δ, larger particles (i.e. with larger D) will imply a higher value for
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Figure 7.2: Overall conductivity of diﬀerent graphite polymer composites as a
function of the ﬁller volume fraction φ. (a) low density polyethylene (LDPE) matrix,
from Refs. [23, 156] pressure molding, (b) polypropylene matrix, from TIMCAL,
extrusion compounding and injection molding, (c) epoxy matrix, from LPM-EPFL,
screen printing.
φc. However, this could be partially compensated by a simultaneous increase
of the aspect-ratio, but that would require quite a coincidence. Let us pro-
ceed now with the global tunneling network model. Again, if we consider
Figures 6.2-6.4 of Chapter 6, it can be appreciated how, for a given value of
ξ, the dependence of the bulk conductivity on the particle size D is strong.
The contemporary reduction of the aspect-ratio argument holds again but,
again, is unlikely.
7.1.2 The debris model
To tackle the discrepancy between the independence from the graphite type
of Figure 7.2 and what would be expected from the models, we ﬁrst per-
formed optical microscopy analysis on the composite samples prepared with
metallographic techniques. For that purpose the composite samples were em-
bedded in a cold-polymerizing methyl methacrylate-based resin in cylindrical
molds that were successively surface polished with a Presi (Grenoble, France)
Mecapol P230 polishing machine. Images of the polished surfaces were taken
with a Leica Microsystems (Wetzlar, Germany) DM LM reﬂected light mi-
croscope combined with a Leica Microsystems DFC 280 camera. Figure 7.4
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Figure 7.3: Critical volume fraction φc as a function of the cutoﬀ distance to
particle major dimension ratio δc/D (D=2b) for oblate spheroids with diﬀerent
aspect-ratios a/b. (a) data from Ref. [59], (b) equilibrium results, (c) random
sequential addition results.
KS44 KS15 KS4
Average particle largest size [µm]: 23.3 8.5 3.1
Average aspect-ratio (a/b): 5.7 3.7 2.6
Table 7.1: Geometrical characteristics of three KS graphite types from optical
micrographs analysis.
shows examples for three KS graphite types. The geometrical characteristics
of three KS graphite types obtained from the analysis of the micrographs
are reported in Table 7.1.
Now, from the composites images we can see that, besides the main parti-
cles, there is a considerable amount of sub-micron debris (which was veriﬁed
not to come from the sample surface polishing). Moreover, the amount of
debris seems to be roughly constant in all the three diﬀerent composites. It
is then sensible to assume that these small particles will play a role in the
overall conductivity. In the light of these observations, we may construct a
simple model which takes into account the presence of the debris. For this
purpose, we ﬁrst introduce the following working assumptions:
1. All the systems are fundamentally bi-disperse in graphite particle sizes
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Figure 7.4: Optical micrographs of KS44, KS15, and KS4 graphite types in a PP
matrix, extruded and injection molded. The volume fraction is φ = 0.1. Notice the
orientation eﬀects typical of injection molding.
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i.e. there are two coexisting families of (roughly) equally sized particles,
one of which sees considerably larger members and which will thus
dominate the volume fraction. The other represents the debris and we
assume its contribution to the total volume fraction negligible.
2. The debris particle number is dependent only upon the overall graphite
volume fraction and not on the larger graphite particle number i.e. at
same volume fraction the debris particle number is independent from
the graphite type.
3. The average debris particle size is independent from the larger graphite
particle size i.e. is independent from the graphite type.
From assumption 1. and 2. we can write a relation for the debris number
density ρd as a function of the overall volume fraction φ. If the number of
debris particles is bounded linearly to the overall volume fraction, we have:
ρd = λ
φ
1− φ (7.1)
where λ is a proportionality constant. Let us concentrate ourselves on the
debris-polymer matrix system. This is most simply assimilated to a con-
ducting point-like particles distribution in an insulating matrix. Then, its
conductivity σ may be estimated quite precisely with the critical path analy-
sis of Seager and Pike [151] introduced in the previous chapter (see Equation
(6.3)),
σ ' σ0 exp
(
−3.5 ρ
−1/3
ξ
)
(7.2)
where ρ is the particle number density, and σ0 a proportionality constant.
Proceeding further, we can now use equation (7.2) together with equation
(7.1) to write the conductivity of the debris-polymer matrix system as a
function of the overall volume fraction as:
σ ' σ0 exp
[
−α
ξ
(
φ
1− φ
)−1/3]
+ σm (7.3)
where α is a constant (equal to 3.5λ−1/3) and where we have introduced
the intrinsic conductivity of the polymer matrix σm. We can then consider
the debris-polymer matrix system as an eﬀective matrix in which the large
graphite particles are dispersed in. Electrical connectivity of the large par-
ticles will be governed by the current ﬂow through the eﬀective matrix and
we model it with cylindrical channels connecting the particles along their
shortest distance line. Furthermore, we consider these channels terminated
at both extremes by semi-spheres approximating the particles surfaces, as
illustrated in Figure 7.5. This allows us to write the conductance % between
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Figure 7.5: Schematic illustration of the inter-particle conduction channel geom-
etry.
two particles as
% = σ2piυ
∫ pi
2
0
dθ
sin θ cos θ
δ + 2υ(1− cos θ) =
= σ
pi
2
υ
[(
δ
υ
+ 2
)
ln
(
2υ
δ
+ 1
)
− 2
]
(7.4)
where υ is the radius of the semi-spheres and δ the minimal distance between
the particles. Combining with (7.3) we can rewrite this relation as
% =
pi
2
υ
{
σm + σ0 exp
[
−α
ξ
(
φ
1− φ
)−1/3]}[( δ
υ
+ 2
)
ln
(
2υ
δ
+ 1
)
− 2
]
(7.5)
Now, we can test this model by evaluating the bulk conductivity under
these assumptions via simulations with the same algorithms used for the
results of Chapter 6 but with an inter-particle conductance of the form of
(7.5). We carried out these simulations for oblate spheroid systems hav-
ing the geometrical parameters of the three graphite types of Table 7.1.
Figure 7.6 reports the results obtained with σm = 10−16 S/cm, υ = b,
ξ/α = 0.046, and σ0 = 1012 S, together with the results for the corre-
sponding polypropylene results of Figure 7.2. Every run involved ∼ 500
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Figure 7.6: Conductivity of simulated KS systems with the debris model. Solid
line is Equation (7.3).
particles, and the result for every concentration was the arithmetic mean of
four replications. As we can see, the model reproduces quite well the trend
of the experimental data, and, more importantly, shows no dependence on
the particle size or aspect-ratio. The latter is also the relevant information
to retain since, by considering again Figure 7.2, it appears clear that quite
diﬀerent values of σ0 and ξ/α would be required to reproduce the results
of diﬀerent composites. This results indicates that in a bi-disperse system
with one species considerably larger than the other (and where the smaller
species is in a suﬃcient number), the smaller particles may dominate the bulk
composite conductivity. A further conﬁrmation of this interpretation comes
from the classic eﬀective conductivity estimations of heterogeneous media
of Kim and Torquato [157159]. For that purpose, let us consider a sys-
tem of impenetrable conducting spheres (the ﬁller) randomly distributed in
a three-dimensional continuous medium (the matrix) with consistently lower
conductivity than the spheres. Then, we can evaluate the eﬀective conduc-
tivity of our matrix-ﬁller system. Since by assumption the spheres possess
an intrinsic conductivity which is several orders of magnitude greater than
that of the matrix we may consider them as superconductive for all practical
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purposes. Following the results of Refs. [157159], we can then write the
eﬀective conductivity σe of our system as [159]:
σe = σm
[
1 + 2φ− 2(1− φ)ζ
1− φ− 2(1− φ)ζ
]
(7.6)
where σm is the intrinsic conductivity of the matrix (in our case the debris-
matrix conductivity (7.3)), φ the spheres volume fraction and ζ a microstruc-
tural parameter which has the approximate expression [94]
ζ = 0.21068φ− 0.04693φ2. (7.7)
σe is then a monotonously growing function of the volume fraction reaching
a roughly ﬁvefold increase in the overall conductivity as φ reaches the meta-
stable region of the hard sphere ﬂuid at around φ = 0.49. We note that the
above result (7.6) is independent from the ﬁller particles size provided that
they are much smaller than the system under consideration (as to guaran-
tee homogeneity). This shows that the intrinsic conductivity of the larger
particles (which are not electrically interconnected by other means like e.g.
tunneling) has a minor inﬂuence on the overall conductivity. As a ﬁnal test
of this interpretation, the conductivity of the debris-matrix system alone
given by Equation (7.3) calculated for the same values of σm, σ0 and ξ/α
used for the numerical simulations is reported with a solid line in Figure 7.6
and shows a good agreement with the numerical outcomes.
In conclusion, the above analysis hints that the electrical properties of
graphite-polymer composites may be dominated by the debris (with average
particle sizes considerably smaller than the main ﬁller particles) which is
unavoidably present in the graphite powders. This would justify the observed
independence from the diﬀerent graphite types.
7.2 High aspect-ratio graphite polymer
composites
It is a well established fact that conductive ﬁllers possessing higher shape
anisotropy lead to similar conductivities at considerably lower volume frac-
tions. As seen in the previous chapters, ﬁbrous systems like for instance car-
bon ﬁbers, nanoﬁbers and nanotubes are one widely known example [26,27].
Graphite-derived high shape-anisotropy ﬁllers like graphite nanosheets [28]
and the ultimate one-atom thick graphene sheets [29] have also recently be-
come quite investigated conductive additives. For these nanometric ﬁllers,
which have at least one physical dimension comparable to the characteristic
tunneling distance, we have shown in Chapter 6 that the tunneling model
proves to be quite eﬀective. We will in the following brieﬂy consider the
case of the TIMCAL BNB90 graphite, which is obtained from expanded
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Figure 7.7: BNB90 graphite in an epoxy matrix (left, φ = 0.04), and a polypropy-
lene matrix (right, φ = 0.1)
graphite [160]. In Figure 7.7 we show two examples of BNB90 compounded
with epoxy and polypropylene. We furthermore present in Figures 7.8-7.10
three views of a 3D reconstruction based on X-ray tomography phase contrast
images of a BNB90-polypropylene composite. Tomography was performed at
the European Synchrotron Radiation Facility of Grenoble, France. The 3D
reconstruction was carried out with the software Avizo 5 of Mercury Com-
puter Systems, Chelmsford, USA. The reconstruction size is 140x140x70 µm.
To have a clearer view of the large particles, the debris was not included in
the reconstruction.
From these images we see that the BNB90 ﬁller particles have generally
the shape of thin more or less crumbled sheets, quite diﬀerent from con-
ventional graphite. These high shape-anisotropy sheets are, as opposed to
graphite nanosheets and graphene, quite large, in the order of several tens
of microns with a thickness around the micron, and not really qualify as
nanoﬁllers. Nevertheless, they enable the same enhancement of conductivity
at a given volume fraction. This is illustrated in Figure 7.11, together with
the conventional graphite results of Figure 7.2. Observing again the micro-
graphs of Figure 7.7, we see that, also for BNB90 composites, large amounts
of sub-micrometric debris are present. Then, from the debris model we would
expect that these composites would also show a behavior akin to the conven-
tional graphite types, since, in that description, the large particles play only
a minor role. However, in that model we omitted the direct interactions be-
tween the large particles, which for conventional micrometric graphite types
would occur only at higher volume fractions. This is not the case for high
shape-anisotropy ﬁllers like BNB90, and we assume that the performances
of this graphite type already at very low volume fractions come from direct
contact of the large ﬁller particles.
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Figure 7.8: 3D reconstruction of X-ray tomography phase contrast images of a
BNB90-polypropylene composite.
Figure 7.9: 3D reconstruction of a BNB90-polypropylene composite (cont.).
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Figure 7.10: 3D reconstruction of a BNB90-polypropylene composite (cont.).
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Figure 7.11: Overall conductivity of BNB90 and conventional graphite polymer
composites as a function of the ﬁller volume fraction φ. (a) from TIMCAL, extru-
sion molding and injection molding, (b) from LPM-EPFL, screen printing.
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7.3 Conclusion
In this chapter, we have considered in further detail the speciﬁc case of
conductive graphite-polymer composites. Optical imaging of these materials
allowed us to introduce a formulation of conductivity driven by the large
quantities of debris that is found in the composites. This model, which is
able to account for the experimentally observed independence from the ﬁller
(main) particle size of the conductivity of graphite-loaded polymers, is again
based on the critical path method [149,150] in the form introduced by Seager
and Pike [151]. We ﬁnally considered a high shape-anisotropy graphite type
whose 3D images obtained through X-ray tomography showed how complex
the morphology of a real composite can get.
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Chapter 8
Concluding remarks and
open questions
The emerging ﬁeld of nanotechnology has profoundly transformed materials
science. The manifest quantum nature of the phenomena at the nanometer
scale has opened up new and fruitful connections between materials engi-
neering, chemistry and theoretical physics. Electrically conductive nano-
composites, which incorporate nanometric ﬁllers such as carbon nanoﬁbers,
nanotubes or graphene sheets in a generally polymeric matrix to achieve im-
proved global conductivity, are part of this new research domain. However,
the models used so far to describe their electrical properties are in fact the
same used for larger ﬁller particle conventional conductive polymer compos-
ites. In particular, the mainstream interpretation goes through percolation
theory and identiﬁes the insulator-conductor transition commonly observed
in these materials with the formation of a cluster of electrically connected
ﬁller particles which spans the sample. Nevertheless, percolation models
require generally a sharp cutoﬀ of the interaction between the particles in
order to be applicable. This is at odds with quantum mechanical electron
tunneling, which is held as the major transport mechanism in conductor-
ﬁlled polymers, and which entails no abrupt cutoﬀ. For macroscopic ﬁllers,
the percolation picture is still adequate, since these have typical dimensions
orders of magnitude larger than the characteristic distances of tunneling.
This ceases to be true for nanoparticles, which have at least one dimension
comparable the typical lengths of tunneling, and where this latter is expected
to take an explicit role in the volume fraction dependence of the composite
conductivity. The main aim of this work was then to try to formulate a
description of polymer composites containing nanometric ﬁllers which can
account for the experimentally observed conductivity versus volume fraction
results and thus to at least partially resolve the dichotomy between tunneling
and percolation.
The investigation route we followed relied strongly on numerical replica-
tions of the composite microscopic morphology, and an important part of the
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research involved the construction of a simulation algorithm able to model
the broad range of ﬁller particle shapes. With this routine, the ﬁller par-
ticles were assimilated to equally-sized impenetrable ellipsoids of revolution
(spheroids) of given aspect-ratio and the dispersions mimicked as random
isotropic distributions of these objects.
Connectivity-based percolation models were then investigated with a spe-
cial focus on the eﬀect of the ﬁller aspect-ratio, an aspect which for hard
particles was not yet fully covered in the literature. Connectivity between
the hard spheroids was introduced in the form of a penetrable shell of con-
stant thickness, and two particles were considered connected if their shells
overlapped. Simulations spanned an unprecedented broad range of aspect-
ratios (from a/b=1/200 to a/b=100) and shell thicknesses, and the widely
reported trend that ﬁllers with higher shape-anisotropy entail a lower per-
colation threshold was found conﬁrmed, also for the not yet reported case
of hard oblate objects. Then, a series of relations which allow to estimate
the percolation critical quantities quite precisely have been introduced, and
turned out to play a major role in the models proposed in the present thesis.
As an intermediate step towards the implementation of quantum me-
chanical electron tunneling as transport mechanism between the ﬁllers of
our numerical replications of the composites, tunneling was studied from a
more formal point of view. As opposed to previous investigations of tunnel-
ing in composite materials which were mainly concerned with the tempera-
ture dependence, we concentrated here on the geometrical aspects by study-
ing tunneling between two conductive spheres with the powerful transfer-
Hamiltonian formalism of Bardeen. We also confronted diﬀerent approaches
for the calculation of the simple one-dimensional barrier problem and ob-
served that they lead to diﬀerent results, but all with a dominating expo-
nential term of the same form, which is the fundamental quantity to retain.
A model which explicitly includes tunneling conduction between the ﬁller
particles was then introduced, and conductivity simulations involving per-
fectly conducting hard spheroid distributions forming a network of globally
connected objects via tunneling were carried out for prolate, oblate, and
spherical systems. It was evidenced that at the same volume fraction, in-
clusions with higher shape-anisotropy give rise to higher conductivities with
respect to lower shape-anisotropy ones, as found experimentally. By ex-
ploiting the critical path method, we showed that the computation of the
conductivity of the tunneling system can be reduced to the computation
of the percolation critical distance, a considerably easier quantity to calcu-
late. Furthermore, simple relations have been derived which allow to infer
with high accuracy the overall conductivity of systems containing suﬃciently
elongated, suﬃciently ﬂat and spherical ﬁllers. The validity of the formu-
lation for nanocomposites was assessed by extracting from a large number
of literature experimental results on nanotube, nanoﬁber, nanosheet, and
nanosphere -polymer composites the characteristic tunneling distance, and
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ﬁnding it mostly within its expected value range. We also showed how the
global tunneling network model could reproduce the experimentally observed
sigmoidal-shaped conductivity versus volume fraction curves when the ﬁnite
conductivity of the polymer matrix was taken into account. Within this for-
mulation, the insulator-conductor transition was interpreted as a crossover
between a regime where the intrinsic conductivity of the matrix is dominant
to one where the conductivity contribution due to the tunneling network
is dominant. The analysis of a result published for diﬀerent purposes gave
support to this interpretation.
Finally, we considered in more detail the speciﬁc case of graphite-polymer
composites. In these materials, although the main contribution to the ﬁller
volume fraction comes from generally relatively large (i.e. micrometric)
graphite particles, a consistent amount of debris with dimensions below the
micron was also found. We proposed a simple model, based again on the crit-
ical path analysis, which was able to reproduce the observed independence
from the main particle size of these composites. 2D optical imaging and 3D
computer tomography imaging of the composites were also presented.
In conclusion, our approach has been to model conductive polymer nano-
composites with the aid of numerical re-creations which explicitly considered
the main microscopic ﬁller features and which included a realistic inter-
particle conduction mechanism in the form of electron tunneling. These
numerical investigations have been coupled with theoretical formulations in
order to be able to identify some simple formulas which allow the evaluation
of the composite conductivity without the need to pass through simulation
campaigns. Our formulation allowed us in fact to reproduce the experi-
mentally observed conductivity versus volume fraction behavior of nano-
composites without the need to invoke percolation theory. However, some-
how ironically, percolation results still play an important role in our model
as auxiliary quantities for the conductivity evaluation formulas.
8.1 Open questions
A thesis unavoidably has an ending, but this is (hopefully) not true for the
research stream in which it is placed. Some facts may have been understood,
but many other remain out there, unanswered. So, the aim of this last section
is to make explicit a few of these open questions, hoping that some willing
reader will eventually embark on the quest for their answer.
8.1.1 The large particle limit I
In the present thesis we introduced the global tunneling network model of
conductivity in nanocomposites, where there is no abrupt cutoﬀ of the elec-
trical connectivity between the ﬁller particles. On the other side, percolation
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models based on a sharp on-oﬀ connectivity are an eﬀective description of
composites whose ﬁllers are considerably larger than the typical distances of
tunneling. Now, since tunneling is decaying continuously with the particle
separation, it is not trivial to identify where and owing to which eﬀect the
transition between the two regimes takes place. In a perfectly ideal equi-
librium system, the global tunneling network model would be valid at any
scale. However, if we consider that the deviations from ideality of a system
are correlated to its characteristic dimensions and scale with them, we can
guess that in the large particle limit, these deviations will totally mask the
continuous nature of the tunneling decay. In other words, minute deviations
from the equilibrium positions which for nanometric particles are smaller or
comparable with the characteristic tunneling lengths may happen to be of
suﬃcient magnitude to induce a sort of abrupt cutoﬀ behavior in the case of
large particles. Percolation would so be induced by these system deviations.
Nevertheless, these qualitative argumentations remain quite tentative and a
consistent substantiation would be needed.
8.1.2 The large particle limit II
It is then interesting to consider the large particle limit from an experimental
point of view. In Figure 8.1 we report a collection of experimental critical
(crossover) volume fractions φc for conductive polymer composites contain-
ing spherical ﬁllers. These were either taken directly (when reported) or
extrapolated from the experimental curves of Refs. [8,10,11,1318,20,21,24,
32, 35, 38, 39, 47, 70, 161171]. In Figure 8.1, a distinction is made between
the cases where the sphericity of the ﬁllers could be clearly assessed and the
ones where the ﬁllers where more irregular or of unknown shape. We note
also that because the estimated φc were sometimes rounded oﬀ, there are
three cases of superposed results.
Now, the advantage of spherical (or quasi-spherical) systems is that
shape-anisotropy eﬀects and orientation eﬀects are absent. The main devi-
ations from perfectly isotropic mono-disperse systems come thus from non-
uniform particle sizes and non-isotropic position distributions (e.g. agglom-
eration, segregation, and sedimentation). To evaluate the deviations of the
reported results, we plotted in Figure 8.1 also the crossover predictions of the
global tunneling network model, which can be obtained from Equation 6.2 of
Chapter 6 by putting σ = σm, with σm the matrix intrinsic conductivity, and
inverting for φ, in a similar fashion with what has been done for Equations
(6.8) and (6.9). We reported three cases, all with σm = 10−15 S/cm, σ0 = 1
S/cm and three characteristic tunneling distances: ξ = 2.5, 5.0, and 10.0 nm.
It is quite remarkable that almost every result for particles larger than 1 µm
is at a lower volume fraction than expected, sometimes consistently so. This
is also something that has nothing to do with the speciﬁc model we used,
since to reproduce these experimental thresholds also the (isotropic) hard-
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Figure 8.1: Critical (crossover) volume fraction as a function of the particle di-
ameter for various spherical and quasi-spherical ﬁllers in a polymer matrix. The
crossover predictions of Equation (6.2) with σm = 10−15 S/cm, σ0 = 1 S/cm and
ξ = 2.5, 5.0, and 10.0 nm. Results from Refs. [8, 10, 11, 1318, 20, 21, 24, 32, 35, 38,
39,47, 70,161171].
core-soft-shell percolation model would require shells which are too large to
be compatible with any known inter-particle conduction channel. Another
interesting observation is that the often reported fact that smaller particles
imply a lower φc is less clear cut.
From our point of view, these lower than expected threshold values are
imputable to segregation eﬀects, but, again, this assumption needs to be
substantiated. It would then be interesting to carry out a series of experi-
ments with composites prepared with mono-disperse spheres. Equally-sized
silver-coated glass microspheres are available, albeit expensive. The spatial
position of the spheres in the composites could then be reconstructed from
2D images with stereology [172], allowing for a quantitative evaluation of the
degree of deviation from isotropy.
8.1.3 Investigations of the crossover
In Section 6.5 we saw how, by changing the concentration of ionic species,
the matrix intrinsic conductivity could be varied, leading to a shift of the
crossover point where the the tunneling conductivity becomes dominant.
To shed light on the nature of the crossover, further experiments in that
direction could be carried out. One possibility is to fabricate, as done in
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Ref. [155], a composite containing a conductive ﬁller embedded in a poly-
electrolyte matrix. Polyelectrolytes are polymers having at least one ion-
izable group per monomer unit and, in the ionized state, one type of ion
remains attached to the polymer structure while the other species can be
displaced through an applied ﬁeld [4]. A fundamental aspect is that in
these materials the ionic conductivity is strongly dependent on the water
content, thus oﬀering an easy way to tune their conductivity. Examples of
polyelectrolytes include those based on perﬂuorinated polymers, the most
known of which is Naﬁon R© (widely used in PEM fuel cells) and sulphonated
poly(etheretherketone) (PEEK) [4]. Another polymer family oﬀering high
ionic conductivity are solid polymer electrolytes, which are composed of al-
kali metal salts dissolved in e.g. in polyethylene oxide (PEO) [4], and which
are used as electrolytes for lithium ion batteries. Other possibilities to shift
the matrix intrinsic conductivity could exploit the eﬀect of temperature, but
may need to take into account its eﬀect on the tunneling conductances.
Investigations of the crossover region could also be interesting in the case
of matrices having an intrinsic electronic conductivity. In this situation the
conduction paths due to the tunneling network and to the matrix are not
anymore independent and an uniﬁed description would be needed.
8.1.4 Polydisperse systems
A ﬁnal interesting investigation direction is one which considers the eﬀect
of non-uniform ﬁller particle size, which is a very common situation. In the
course of the present work, a version of the simulation algorithm which was
able to generate distributions of spherical hard particles with a log-normal
diameter distribution was constructed and preliminary investigations of the
conductivity (under tunneling inter-particle transport mechanism) as a func-
tion of the deviation from mono-dispersion were carried out. These evidenced
the expected fact that at a given volume fraction more polydisperse systems
lead to lower conductivities. However, the deviations we considered were
quite limited, since the computation times grew enormously with their in-
crease. The debris model of Chapter 7 also showed us how, under given
assumptions, a strongly bi-disperse system can lead to quite diﬀerent re-
sults.
A thorough study of the eﬀect of the particle size distribution and its
functional form on both the geometrical percolation of the hard-core-soft-
shell model, and on the conductivity of the global tunneling network model
would surely improve our understanding of conductive polymer composites.
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Evaluation of excluded
volume quantities
A.1 Excluded volume quantities for oblate
spheroids with explicit angle dependence
We ﬁrst report in the following the derivation of the excluded volume of two
oblate spheroids, the excluded volume of two oblate spheroids surrounded
with a shell of constant thickness and their angular averages. We follow a
route due to the pioneering work of Isihara [173] which is somehow more la-
borious than the one used by the same author [174] and the authors of [175]
to derive the widely used Isihara-Ogston-Winzor spheroid excluded volume
formula. The advantage is that it is possible to obtain, albeit in a series
expansion form, the excluded quantities with their full angle dependence.
The average on the spheroid angle distribution function is performed in a
second time and can be easily extended to non-isotropic cases. Let us con-
sider the case of two identical oblate spheroids of polar (minor) semi-axis a
and equatorial (major) semi-axis b in contact as illustrated in Fig. A.1.
The geometrical quantities H and K, which represent the distances from
the spheroid centers to the tangent plane to the two spheroids in the contact
point, may be written as
H(α) = b
√
1− ²2 cos2 α, (A.1)
K(α′) = b
√
1− ²2 cos2 α′, (A.2)
where ² represents the eccentricity (for oblate spheroids)
² ≡
√
1− a
2
b2
. (A.3)
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Figure A.1: Two identical oblate spheroids in contact (2D representation).
Furthermore, we have
cos2 α′ = [sinϕ sinα(cos θcosβ + sin θ sinβ) + cosϕ cosα]2
= [sinϕ sinα cos (β − θ) + cosϕ cosα]2, (A.4)
where θ and ϕ are the angles which deﬁne the rotation that transforms the
symmetry axis vector a of spheroid A in the one of B, a′.
We can then write the excluded volume of two identical spheroids, or
more generally two identical ovaloids, as [173,174]:
Vex = 2V +
∫
K(H,H)dω = 2V +
∫ 2pi
0
dβ
∫ pi
0
dα sinαK(H,H), (A.5)
where dω is the inﬁnitesimal surface element of the unit sphere centered in
the origin which, by using the reference frame choice of ﬁg. A.1, takes the
form
dω = sinαdαdβ. (A.6)
Furthermore, in Eq. (A.5) we have introduced the diﬀerential operator on
the unit sphere which for two equal scalar quantities F takes the form
(F, F ) ≡ 2
{(
∂2F
∂α2
+F
)(
1
sin2 α
∂2F
∂β2
+
cosα
sinα
∂F
∂α
+F
)
−
[
∂
∂α
(
1
sinα
∂F
∂β
)]2}
,
(A.7)
while V is the volume of the spheroid.
With the explicit form of H, Eq. (A.1), K, Eq. (A.2), and relation (A.4)
we can write for the excluded volume (A.5) in the case of the two spheroids
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the integral form:
Vex(θ, ϕ) = 2V + 2b3(1− ²2)
∫ 2pi
0
dβ
∫ pi
0
dα sinα
√
1− ²2 cos2 α′
(1− ²2 cos2 α)2
= 2V+2b3(1−²2)
∫ 2pi
0
dβ
∫ pi
0
dα sinα
√
1− ²2(sinϕ sinα cosβ + cosϕ cosα)2
(1− ²2 cos2 α)2︸ ︷︷ ︸
I
,
(A.8)
where we have used the fact that∫ 2pi
0
dβ
√
1− ²2[sinϕ sinα cos (β − θ) + cosϕ cosα]2
=
∫ 2pi
0
dβ
√
1− ²2(sinϕ sinα cosβ + cosϕ cosα)2, (A.9)
because of the 2pi periodicity of the integrand and which means that Vex is
θ-independent.
We now may expand the 1 − ²2(sinϕ sinα cosβ + cosϕ cosα)2 square
root: √
1− ²2(sinϕ sinα cosβ + cosϕ cosα)2
= 1− 1
2
√
pi
∞∑
k=1
Γ(k − 1
2
)
²2k
k!
(sinϕ sinα cosβ + cosϕ cosα)2k
= 1− 1
2
√
pi
∞∑
k=1
Γ(k − 1
2
)
²2k
k!
k∑
i=0
(
k
i
)
(sinϕ sinα cosβ)2i(cosϕ cosα)2k−2i.
(A.10)
Substituting this in integral I of (A.8) and integrating in β in the ﬁrst re-
sulting term we obtain:
I =2pi
∫ pi
0
dα sinα
(1− ²2 cos2 α)2
− 1
2
√
pi
∞∑
k=1
Γ(k − 1
2
)
²2k
k!
k∑
i=0
(
k
i
)
sin2i ϕ cos2k−2i ϕ
×
∫ 2pi
0
dβ cos2i β
∫ pi
0
dαsin
2i+1 α cos2k−2i α
(1− ²2 cos2 α)2 . (A.11)
The integration follows then with the aid of formulas 2.153 (3.), 3.682, 3.681
(1.) of Ref. [137] obtaining with (A.8) the expression for the excluded volume
of two identical oblate spheroids:
Vex(ϕ) = 2V + 2b3(1− ²2)
[
4piF (2 , 1
2
, 3
2
, ²2)
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−√pi
∞∑
k=1
Γ(k−1
2
)²2k
k∑
i=0
sin2i ϕ cos2k−2i ϕ
2i(k − i)!(i!)2 B(i+1 ,
2k−2i+1
2
)F (2 , 2k−2i+1
2
, 2k+3
2
, ²2)
]
.
(A.12)
Figure A.2: Two oblate spheroids surrounded with shells of constant thickness
which are in contact (2D representation).
Let us now consider the situation depicted in ﬁg. A.2 which represent
two (identical) spheroids surrounded with a shell of constant thickness d
(d = δ/2). We are again interested in evaluating the excluded volume of
these objects which, because of the constant shell oﬀset, will not be anymore
ellipsoids. Nevertheless, we see that in this case we can again construct
geometrical quantities like H and K of the two spheroids of Fig. A.1 and
that these, which we will call H ′ and K ′, are parallel to the old H and K
respectively. Then it follows:
H ′(α) = H(α) + d (A.13)
K ′(α′) = K(α′) + d, (A.14)
and H and K will be given by (A.1) and (A.2). Now, also in this case
expression (A.5) holds true and, observing that the volume of an ovaloid
may be written as [173,174]
V =
1
6
∫
G(G,G)dω, (A.15)
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where G is a geometric quantity constructed like H,K,H ′,K ′, we are able
to write for the excluded volume of the two spheroids with shell:
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and Vex is the excluded volume of the two spheroids (A.12).
Integrals I1 and I2 are straightforward and may be solved with the aid
of formulas 3.682, 2.583 (3.), 2.584 (3.) and 2.584 (39.) of [137]:
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Regarding I3 we have, using Eq. (A.2), Eq. (A.4) and Eq. (A.9):
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and we can again expand the 1 − ²2(sinϕ sinα cosβ + cosϕ cosα)2 square
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root obtaining
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These integrals may be solved again with the use of the formulas 2.153 (3.),
3.682, 3.681 (1.), 2.583 (3.), 2.584 (39.) and 3.621 (5.) of [137], yielding
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We can then combine all these results together with property [176]
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and Eq. (A.16) to write the excluded volume of two oblate spheroids sur-
rounded with a shell of constant thickness Vexd:
Vexd = Vex +
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We note that the above procedure allowed to obtain an expression for Vexd
with an angular dependence only upon ϕ. However, the orientation of the
surface enclosing this volume will be dependent also on θ, which is why it is
needed e.g. in (5.110).
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The above results can also be easily used to compute the total volume of
the spheroid with the shell starting from Eq. (A.15) with Eq. (A.13):
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which is very similar to the ﬁrst part of Eq. (A.16) and can be integrated
alike, obtaining
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We now want to calculate the averaged excluded volume starting from the
angle distribution functions which arise in the spheroid distributions of the
simulation algorithm. For axially symmetric objects the angle distribution
function Φ(ϕ) is dependent only on the angle between the symmetry axes
ϕ. In the case of an isotropic (or Poissonian) angle distribution, where any
orientation is equally probable, it is easy to ﬁnd
Φisotr.(ϕ) =
sinϕ
4pi
. (A.26)
The averaged excluded volume of the two spheroids will then be
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This easily leads with (A.12) and 3.621 (5.) of [137] to the averaged excluded
volume of two oblate spheroids:
〈Vex〉 = 2V + 8pib3(1− ²2)F (2 , 12 , 32 , ²2)
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and with Eq. (A.23) and the same formula of [137] to the averaged excluded
volume of two oblate spheroids surrounded with a shell of constant thickness:
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The quantities involved in Eq. (A.28) and Eq. (A.29) can then be easily
evaluated with a mathematical software like Maple [176] .
The averaged excluded volume of the hard spheroids (A.28) is of course
equivalent to the Isihara-Ogston-Winzor expression [174,175]:
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(A.30)
These expressions have then been successfully veriﬁed through simula-
tion by generating a great number of randomly placed spheroids couples
with ﬁxed reciprocal orientation and seeing how many times their shells
overlapped. The ratio of overlaps to the total trial number will then be
equal to the ratio of the excluded volume to the volume of the simulation
cell. As an example, we may consider the plot of such a comparison for
〈Vexd〉 (A.29) for the δ/D = 0.1765 and b = 0.5 case, as shown in Fig. A.3.
Convergence tests on the series were also performed.
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Figure A.3: Comparison between the analytical and simulated values of 〈Vexd〉 for
the δ/D = 0.1765 and a = 0.5 case and for diﬀerent aspect-ratio oblate spheroids.
Simulation data: L/D=40, trial placing number=107
It is ﬁnally interesting to observe that the ratio between 〈Vexd〉 and the
spheroid volume V is roughly linearly dependent upon the spheroid aspect-
ratio and that it slightly deviates from this behavior only close to the sphere
case. The same holds true for the averaged excluded volume 〈Vex〉, showing
that interpreting the inﬂuence of the spheroid aspect-ratio as an excluded
volume eﬀect is a consistent approach.
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A.2 General excluded volume expressions for
spheroids with isotropic orientation
distribution
In the previous section we explicitly derived excluded volume formulas for
oblate ellipsoids of revolution (spheroids) and oblate ellipsoids of revolution
with a shell of constant thickness. The derivation followed a route which
allowed to obtain relations with full explicit orientation dependence albeit in
an expanded form. However, another work of Isihara [174] allows to easily
derive closed relations for the excluded volume of two spheroids with a shell of
constant thickness if the mutual orientation of the spheroid symmetry axes
follows that of an isotropic distribution. Given two spheroids with polar
semi-axis a and equatorial semi-axis b, we will have that their eccentricity ²
takes the form:
² =
√
1− b
2
a2
; Prolate
² =
√
1− a
2
b2
; Oblate. (A.31)
If the mutual orientation of the spheroid symmetry axes follows that of the
isotropic case, the averaged excluded volume of the two spheroids will take
the form [174] (valid also for more general identical ovaloids)
〈Vex〉 = 2V + MF2pi (A.32)
where V is the spheroid volume and M and F are two quantities deﬁned in
the case of spheroids as [174]:
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and
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If we now consider the case of two spheroids coated with a shell of uniform
thickness d (d = δ/2), we will have that the averaged excluded volume of
the spheroids plus shell will have again the form of (A.32):
〈Vexd〉 = 2Vd + MdFd2pi (A.35)
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and by constructing the quantities Vd, Md, and Fd from their deﬁnition of
Ref. [174] (see previous section for a similar calculation), one obtains:
〈Vexd〉 = 〈Vex〉+ 4dF + dM
2
pi
+ 8d2M +
32pi
3
d3 (A.36)
while the volume of the spheroid plus shell can be written as:
Vd = V + dF + d2M +
4pi
3
d3 (A.37)
Now, if we consider the extreme cases, where ²→ 1, we have
Prolate (²→ 1) M = 2pia , F = pi2ab
Oblate (²→ 1) M = pi2b , F = 2pib2. (A.38)
Then, for the case of extreme (i.e. high aspect-ratio) prolate spheroids where
we furthermore assume that d/a¿ 1, we will have from (A.36)
〈Vexd〉 ' 〈Vex〉+ 4pia2d = 〈Vex〉+ 4pia3(δ/D) (A.39)
where, as usual, D = 2max(a, b) = 2a.
A.3 Excluded volume quantities for
spherocylinders
Spherocylinders are formed by cylinders of radius R and length H, capped
by hemispheres of radius R, so that a = R+H/2 and b = R. Their volume
is V = (4/3)piR3[1+ (3/4)(H/R)]. The excluded volume for spherocylinders
with isotropic orientation distribution was calculated in Ref. [105] and reads
〈Vex〉 = 32pi3 R
3
[
1 +
3
4
(H/R) +
3
32
(H/R)2
]
. (A.40)
The excluded volume 〈Vexd〉 of spherocylinders with a shell of constant thick-
ness d = δ/2 will be:
〈Vexd〉 = 32pi3 (R+ d)
3
[
1 +
3
4
(
H
R+ d
)
+
3
32
(
H
R+ d
)2]
. (A.41)
For the high aspect-ratio limit (H/RÀ 1), when d/H ¿ 1, we will have
〈Vexd〉 ' piH2(R+ d)
〈Vexs〉 = 〈Vexd〉 − 〈Vex〉 ' piH2d (A.42)
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Conductivity versus critical
distance plots
We show in the following Figures B.1-B.9 the complete set of plots of the nat-
ural logarithm of the sample conductivity σ as a function of the geometrical
percolation critical distance δc for diﬀerent polymer nanocomposites, as used
to obtain the ξ values of Figure 6.6 and the σ0 vales of Figure 6.8 of Chapter
6. In collecting the published results of σ versus φ, we have considered only
those works where a/b and D = 2max(a, b) were explicitly reported. In the
cases of documented variations of these quantities, we used their arithmetic
mean. The φ dependence of the original published data was then converted
into a δc dependence as follows. For ﬁbrous systems (nanoﬁbers, nanotubes),
the ﬁller shape was assimilated to spherocylinders, while for nanosheet sys-
tems it was assimilated to oblate spheroids. For prolate ﬁllers and a/b > 10,
δc was obtained from Equation (4.17) when data were limited to φ < 0.01.
For the cases in which higher volume fractions were involved, we used the ﬁt
of the re-scaled results with a/b > 10 and penetrable shell with aspect-ratio
greater than 5 of Equation (4.12). For spherical ﬁllers, the values of δc were
obtained from Equation (4.19) while for oblate ﬁllers, the values for δc were
obtained from Equation (4.18).
Since the model introduced in Chapter 6 is expected to be representative
only if φ is suﬃciently above φc to consider the eﬀect of the insulating matrix
negligible, for a given experimental curve, higher φ data were privileged, and
lower density points sometimes omitted when deviating consistently from
the main trend. The converted data were ﬁtted to Equation (6.7) and the
results of the ﬁt are reported in Figures B.1-B.9 by solid lines. The results
for 2/ξ and ln(σ0) are also reported in the ﬁgures. As it may be appreciated
from Figures B.1-B.9, in many instances the experimental data follow nicely
a straight line, as predicted by Equation (6.7), while in others the data
are rather scattered or deviate from linearity. In these latter cases, the ﬁt
to Equation (6.7) is meant to capture the main linear trend of ln(σ) as a
function of δc.
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Figure B.1: plots of lnσ as a function of δ for diﬀerent polymer-nanoﬁber com-
posites.
130
Appendix B. Conductivity versus critical distance plots
)5002( 997 ,64 remyloP ,.la te uX)5002( 997 ,64 remyloP ,.la te uX
mn 000051=D0001=b/aFNCmn 000051=D0001=b/aFNC
Gordeyev et al., Physica B 279, 33 (2000)
CNF a/b=400 D=80000 nm
y = -1.5285x - 12.594
-30
-25
-20
-15
-10
-5
0 2 4 6 8 10
 [nm]
ln
(
) 
[
 i
n
 S
/c
m
]
y = -0.5744x - 9.7826
-16
-14
-12
-10
-8
-6
0 2 4 6 8 10
 [nm]
ln
(
) 
[
 i
n
 S
/c
m
]
y = -6.5246x + 12.443
-40
-30
-20
-10
0
10
0 1 2 3 4 5 6 7
 [nm]
ln
(
) 
[
 i
n
 S
/c
m
]
Figure B.2: plots of lnσ as a function of δ for diﬀerent polymer-nanoﬁber com-
posites (cont.)
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Figure B.3: plots of lnσ as a function of δ for diﬀerent polymer-nanotube com-
posites.
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Figure B.4: plots of lnσ as a function of δ for diﬀerent polymer-nanotube com-
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Figure B.5: plots of lnσ as a function of δ for diﬀerent polymer-nanotube com-
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Figure B.6: plots of lnσ as a function of δ for diﬀerent polymer-nanotube com-
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Figure B.7: plots of lnσ as a function of δ for diﬀerent polymer-nanospheres
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Figure B.8: plots of lnσ as a function of δ for diﬀerent polymer-nanosheet com-
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