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Fig. 1.speedupvs number of cores [1, 2] 
speedup achieved in parallelcomputing depends on how much sequential computing is required.Let’s assume 
that each core takes one unit time (normalized) to complete oneoperation and that p is the percentage of 
thisoperationwhich could beexecuted in parallel by a multi-core system. Then for n cores, theparallel portion 
needs time p/n and the sequential portion needs time 1-p.Therefore, it takes time 1-p+p/n to complete the 
operation by ncores.  The speedup, defined by the ratio of sequential time andparallel time, can be expressed 
as: 
 
 
(1) 
Fig. 1 illustrates the relationship between speedup and number of cores for variouspercentages of 
parallelism. Even with only 10% of sequentialcomputation, the speedup isless than 8 times with 30 cores. For 
cases where 60%, 70% and 80% of computations are parallel, we see little improvement in terms of speedup 
when we have 20 to 30 cores. The speedup saturates at 2, 3, and 4 respectively. A similar situation also occurs 
with single core design using multiple threading. In all these cases, the bottleneck is the inability to respond to 
simultaneous requests with a shared, common resource that only allows sequential operations/computations.  
In this paper, we investigated this issue starting at task flows. Data are produced by some tasks and 
consumed by others. If we use a shared stack as an example [3, 4], there will be pop and push requeststo this 
common stack. Since only onerequest can be served in each stack at the sametime, there will be a number of 
contentions and rejections.This paper discusses two new strategies that can potentially solve these two issues. 
First, we introduce a new “Communication-time Cost Minimization” (CCM) approach to reduce the 
communications between different cores. Then we discuss how to manage tasks and their associated data to 
achieve “Request Cancellation”to common structures such as memory or stacks. 
The rest of the paper is organized as follows. Section 2 discusses task flow partitioning and a new CCM 
scheme to manage tasks according to their data. Section 3 discusses the improved request cancellation 
algorithm based on the task flow partitioning. Section 4 presents our experimental results. Finally, Section 5 
concludes this paperwith future directions. 
2. Task flow partitioning considering communication-time cost 
Fig 2(a) shows a task flow presented as a Directed Acyclic Graph (DAG). Different from the traditional 
task flow, we emphasize the data amount in the task flow. In particular, we consider data volume executed 
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ineach task.Here, data token, the number on the arc at each node input and output, represents the amount of 
data flits consumed (at the input of task) or produced (at the output of task) by each task [5].Task flow 
partition with consideration of the processor performance and reliability has been previously considered [6]. 
Toachieve low power consumption and high reliability,a Self-Evolving Algorithm[6] has been provided to 
schedule the processor operating voltage and frequency. Here, we focus ontask flow partition and task 
scheduling algorithmsconsidering the router communication-time cost. In a task flow, because each task holds 
a different rate of data flit consumption and production, some data flits need to be stored in the buffer. 
Therefore, in additional to the amount of time spent to transmit data from one task to the other, there is also 
the amount of time spent on buffering data. The total cost provides the total communication-time cost 
between two tasks [7]: 
c o m m tr a n s b u ffC C C  (2) 
A task flow is composed of several dependent tasks with specified precedence relationships. Here we 
introduce task level (Li) to partition a task flow. Note that dividing a task flow into different levels could 
decide the distribution of tasks. For instance, the task flow in Fig 2(a) can be divided into five levels: 
L1: T1 
L2: T2, T3 and T4 
L3: T5, T6 and T8 
L4: T7 
L5: T9 
Here, tasks at the same level have the same precedence priority, and will be executed in the same cycle. 
We also define the critical level (Lc) as a level containing the most tasks. This is the level where most 
parallelism can occur. In the Fig 2(a) example, it is L2 or L3. Because we want to minimize execution time 
Tsof the whole task flow, we process tasks with the same precedence priority at the same time. In this paper, 
we divide task flows into partitions according to the number of tasks in Lc. For instance, in the above example, 
the number of partitions will be three as we have three tasks in the critical level Lc. 
If a pair of directly connected tasks is distributed to the same group, there is no inter-core cost. However, if 
two directly connected tasks are distributed to two different groups, the inter-core cost can be computed by 
(2).Algorithm 1 discusses the pseudocode for the communication-time cost minimization. When a task flow is 
sent into the multi-core system, this algorithm first partitions the task flow into different precedence levels 
(‘Identify_Task_Level’ operator). The ‘Find_Critical_Level’ searches for the level with the most tasks. In the 
pseudocode, tasks in the critical level are first divided into different groups. Then the algorithm regroups tasks 
in the previous level and next level, layer by layer. The ‘Compute_Cost(i, j)’ computes cost between two 
directly connected tasks Ti and Tj. Inner_Cost(i, j)indicates that Ti and Tj are assigned to the same core, so 
there is no inter-core cost among these two tasks. The algorithm goes through all combinations of distribution 
cases in each level and finds the distribution combination with minimum communication-time cost. 
Thisdistribution is repeated until all tasks arepartitioned to groups.Fig 2(b) shows the scheduling result of the 
task flow in Fig 2(a). Target task flow is repartitioned into 3 groups and assigned to Core A, B and C. The red 
arrows between each block represent the operand communication over a scalar operand network. 
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(a)                                                                                       (b) 
Fig. 2. (a)a task flow example; (b)partition result after applied CCM 
 
Algorithm 1 Communication Cost Minimized Task Distribution 
Input: A task flow to be distributed; 
Data flits consumed and produced by each task are represented by number of data tokens 
Output: The optimal distribution result; 
Total communication cost 
1: { L1, L2, …, Lm} Identify_Task_Level ( ) 
2: LcFind_Critical_Level ( ) 
3: Group number  Task number in Lc 
4: forLc-k = Lc-1 to L1/Lc+k = Lc+1 to Lm, k = k+1 do 
5:for task Ti in Lc-k/Lc+k 
6:     if GCT (i, j) = 1 
7:          Comm_Costi, jCompute_Cost (i, j ) 
8:         end if 
9:        Comm_Costi sum (Comm_Costi, j) 
10:end for 
11:    Distribute tasks in Lc-k/Lc+k 
12:  for task Ti in Lc-k/Lc+k 
13:if GCT (i, j) = 1 
14:       Inner_Costi, jCompute_Cost (i, j ) 
15:       end if 
16:      Inner_Costi sum (Inner_Costi, j) 
17:      Comm_CostiComm_Costi- Inner_Costi 
18:     end for 
19:    Comm_Cost sum (Comm_Costi) 
20:   Comm_Cost min (Comm_Cost) 
21: end for 
22: Comm_Cost_Total sum (Comm_Cost) 
23: ReturnDistribution Result, Comm_Cost_Total 
 
3. Request  Cancellation 
Now, if we have common memory or stack to store data tokens, we have to deal with contentions and 
279 He Zhou et al. /  IERI Procedia  4 ( 2013 )  275 – 281 
rejections. Algorithms like Lock-free Stack[8] and Elimination Tree[3] have beenproposed.Unfortunately, 
they have been shownto fail in correctness, scalability and robustness [4, 9]. Hendler, Shavit and Yerushalmi 
proposed a new concurrent stack algorithm named Elimination Backoff Stack[4], which has anElimination 
Array as a backoff scheme on a shared lock-free stack. This new algorithm is linearizable, robust and 
scalable.It solves the contention and rejection problem. However, the algorithm performs random check-in 
and check-out, and makes random eliminations without consideration of the data. 
Our Request Cancellation algorithm is established based on this Elimination Backoff Stack, with several 
improvements, and combined with real task flow. Fig 3 shows two independent task sub-flows. We want to 
cancel the opposite type of requests (push and pop) before they try to access the memory stack. Cancellation 
can happen inside a sub-flow but not between two independent sub-flows. Therefore, for each sub-flow, there 
is a collision array. A request first enters a random location in the collision array and, if it meets an opposite-
type request in this location, cancellation occurs. The pop request gets the push request value and returns it. If 
the request cancellation fails, it will access the memory stack. If it fails to complete its call because of 
contention, it is prevented from re-entering the collision array for some time period. 
 
 
Fig. 3.request cancellation between two independent task sub-flows 
4. Experimental Results 
Experimental results for the proposed Communication-time Cost Minimization and Request Cancellation 
methodology are presented in this section.The comparison of minimized and average communication cost 
(normalized) is illustrated in Fig 4(a). The results show that by applying the algorithm, the multi-core system 
achieves a 37% inter-core communication cost reduction on average. When the total data amount contained in 
a particular task flow is low, the total time for a multi-core system to process this flow mostly depends on the 
execution time of each task in each core. However, as the total dataamount increases, the impact of the inter-
core communication time becomes more significant. When the total data amount contained in a particular task 
flow reaches a high level, the inter-core communication time dominates the total processing time. Fig 4(b) 
illustrates throughput improvement after using the proposed methodology. We generate a task flow. A 
significant improvement of throughput after applying the CCM can be observed in Fig 4(b). As the data traffic 
increases, we can see an increasing throughput improvement. When the data traffic reaches 1 (a full data 
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traffic), a significant difference of 23.1% can be observed between the two scenarios.Fig 5(a) presents the 
comparison between algorithms with and without request cancellation. Each core performs 50% pushes and 
50% pops. When the number of cores increases, the algorithm with request cancellation has a linear increase 
of executed requests. The breakdown of the request cancellation algorithm is shown in Fig 5(b). With the 
increase of cores, the number of requests which get into the memory stack remains constant. However, the 
number of requestswhich get canceled in the collision array increases linearly. This plays a key role in the 
total number of executed requests. 
 
(a)                                                                       (b) 
 
Fig. 4.(a)comparisonbetweenminimized and average communication cost; (b) throughput improvement after applying CCM 
 
 
(a)                                                                                                       (b) 
Fig. 5.(a)throughput comparison; (b) request cancellation breakdown 
5. Conclusion and Future Work 
This paper proposesa new task scheduling model for multi-core system designbased on a Communication-
time Cost Minimizationalgorithm and Request Cancellation strategy. Experimental results demonstrated that 
our approach reduces the inter-core communication-time cost while scheduling task flow to the multi-core 
system and achieves a high efficiency for parallel computation.There are two important parameters for the 
collision array, the length, L, and the request holding time, t. Particular precedence relationship and timing 
constraintsexist in task flow. Some tasks would be finished earlier while others would be executed later. Our 
future work includes speedupof the cancellation process to avoid unnecessary backoff. 
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