Economical and operational facets of networks drive the necessity for significant changes towards fundamentals of networking architectures. Recently, the momentum of programmable networking attempts illustrates the significance of economic aspects of network technologies. Software Defined Networking (SDN) has got the attention of researchers from both academia and industry as a means to decrease network costs and generate revenue for service providers due to features it promises in networking. In this article, we investigate how programmable network architectures, i.e. SDN technology, affect the network economics compared to traditional network architectures, i.e. MPLS technology. We define two metrics, Unit Service Cost Scalability and Cost-to-Service, to evaluate how SDN architecture performs compared to MPLS architecture. Also, we present mathematical models to calculate certain cost parts of a network. In addition, we compare different popular SDN control plane models, Centralized Control Plane (CCP), Distributed Control Plane (DCP), and Hierarchical Control Plane (HCP), to understand the economic impact of them with regards to the defined metrics. We use video traffic with different patterns for the comparison. This work aims at being a useful primer to providing insights regarding which technology and control plane model are appropriate for a specific service, i.e. video, for network owners to plan their investments.
Introduction
Traditional networks are forcing their limits to meet the needs of today's users, enterprises and carriers due to their limited capabilities. Increasing cloud services, server virtualization, the sharp growth of mobility, and content-like video have led researchers to rethink today's network architectures. In traditional architectures, network devices and appliances are complex and challenging for (re)configuration and (re)installation since they require highly skilled persons. Adding or moving a device from a network brings extra costs. It is also time-consuming because IT people need to deal with multiple switches, routers, etc. and update ACLs, VLANs and some other mechanisms. Furthermore, as business demands or user requirements increase day by day, application developers, carriers, and enterprises need to delve into evolving new services and facilities. However, the software and the hardware in network equipment are vertically integrated and proprietary. Therefore, vendor dependency is an obstacle deterring them from developing new networking applications and services for their networks due to slow equipment production cycle, long protocol standardization process, application testing, and deployment. As a result, dynamicity in networking becomes an inevitable and crucial feature to meet the needs of today's end users.
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Network Programmability
Network programmability has its own benefits in terms of both network management and network revenues. Today, networks are mostly configured manually for provisioning, which requires considerable time, effort, and expertise. This process is error-prone and can lead to many mistakes due to human interventions. Also, manual repetition of the same configuration across a large number of heterogeneous devices inevitably increase the possibility of having some errors in someplace. Network programmability provides automation that is a cure for large-scale repetition of common tasks that will result in saving time and making the network more error-free and available by reducing the Mean Time Between Mistakes (MTBM). Automating these tasks can drive the bottom line down by reducing the OPerational EXpenditures (OPEX) required to run the network as well.
Moreover, programmable networks help increase the network utilization. Network traffic often follows daily, hourly, weekly, and seasonal patterns. These patterns may require rapidly moving of traffic around to less utilized links. Since this rapid modification to the network is not trivial in the traditional architectures, network administrators often over provisions their network resources, which increases the CAPital EXpenditures (CAPEX) in the network. For example, bandwidth is selected to support the highest traffic across a single link. During non-peak times, this bandwidth is not used and is, therefore, a cost that has no return on investment is incurred. In a programmable network, traffic can be engineered in near real time to adjust the increasing load on the network. This dynamic nature prevents network operators from unnecessary network capacity increases and, thus, produces CAPEX savings.
Paper Organization
In this article, we investigate how programmable networking, i.e. SDN technology ( [1, 2] ), affects the network economics compared to traditional networking, i.e. MPLS technology. We choose the MPLS technology as the traditional architecture for comparison because it has the concept of flows similar to SDN architecture although MPLS-based flows (FEC+LSP) are not as generic and flexible as the SDN flow abstraction in terms of the match definitions and forwarding actions. Also, MPLS is the most implemented and accepted architecture by service providers to provide QoS among others named earlier. To this end, we define two metrics Unit Service Cost Scalability and Cost-to-Service to evaluate how SDN architecture performs compared to MPLS architecture. Also, we present mathematical models to calculate certain cost parts of a network. In addition, we compare different popular SDN control plane models, Centralized Control Plane (CCP), Distributed Control Plane (DCP), and Hierarchical Control Plane (HCP), to understand the economic impact of them with regards to the defined metrics. We use video, as the service, with different traffic patterns, (1) 20% (inter-domain) -80% (intra-domain), 2) 50% (inter-domain) -50% (intra-domain), and 3) 80% (inter-domain) -20% (intra-domain), for the comparison due to its QoS requirements and the facts explained earlier. This work aims at being a useful primer to providing insights regarding which technology and control plane model are appropriate for a specific service, i.e. video, for network owners to plan their investments. To the best of our knowledge, this study is the first attempt to explore SDN with different control plane models and MPLS technologies in terms of their service cost economic viability. Furthermore, we should note that the economic analysis framework that we propose in this study is independent of an architecture. SDN and MPLS architectures are the ones we have considered in this study. It can be applied to any architecture in order to evaluate its economic promises.
In the rest of the paper, Section 2 presents a snapshot of papers that study cost models and expenses for network providers. While 3 gives an overview of SDN technology, Section 4 discusses value proposition of SDN over network expenditures. Section 5 presents MPLS in general, and Section 6 discusses the economics of MPLS technology. Section 7 describes drivers for CAPEX and OPEX in a network. In Section 8, we analyze network costs and present two metrics: Unit Service Cost Scalability and Cost-to-Service. After discussing the experiment results in Section 9, we summarize the paper with concluding remarks in Section 10.
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provider can be allocated to the services. Bailey [22] discusses the economic realities of migrating to the cloud and virtualized networking. His conclusion is that once the network was a service, now the data center is the new network for the purpose of economic modeling and business insights.
As can be seen from the studies presented above, this study differs from them in a way that we define and present two metrics to investigate how programmable networking, i.e. SDN technology, impact the unit cost for a service and service introduction cost compared to traditional networking, i.e. MPLS technology. We calculate CAPEX and OPEX as a means to use in calculation of unit service cost metric. We also include network performance with regards to total number of satisfied requests (i.e. workload) in the model proposed unlike aforementioned studies.
SDN Overview
SDN allows managing flows in a finer-granular way based on more attributes of packet headers by means of a Controller-Data Plane Interface (C-DPI) such as OpenFlow protocol [23] . As shown in Fig.  1 , Open Networking Foundation (ONF) 1 vertically splits SDN architecture into three main planes [24] :
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Data Plane:
The data plane is the bottom plane and consists of network devices such as routers, physical/virtual switches, access points, etc. These devices are accessible and managed through C-DPIs by SDN controller(s). The network elements and controller(s) may communicate through secure connections such as the TLS connection.
Control Plane:
An SDN control plane comprises a set of software-based SDN controller(s) to provide control functionality in order to supervise the network forwarding behavior through C-DPI. It has interfaces to enable communication among controllers in a control plane (Intermediate-Controller Plane Interface, i.e. I-CPI [25] , optionally secured using the TLS), between controllers and network devices (C-DPI), and also between controllers and applications (Application-Controller Plane Interface, i.e. A-CPI). Application Plane: An SDN application plane consists of one or more end-user applications (security, visualization, etc.) that interact with a controller(s) to utilize an abstract view of the network for their internal decision making process. These applications communicate with a controller(s) via an open A-CPI (e.g. REST API). An SDN application comprises an SDN App Logic and A-CPI Driver. Fig. 2 illustrates some of the popular control plane models used in SDN technology: CCP, DCP and HCP. These models have their own intrinsic advantages and disadvantages with respect to the different concepts such as control plane scalability [26] , resiliency [27] , better manageability and so on. These are the control plane models in SDN that we have considered while conducting analysis to understand their impact over network economics. However, we should note that they are not the only control plane models in SDN. Centralized (Single) Controller Plane Model (CCP). This type of settings revolves around a single central controller [28, 29] with a global network view. The model is simple and it is easy to manage the network. This design may meet the needs of small to mid-size networks. Figure 2 : An overview of popular SDN control plane models. The two-sided solid, dashed, and dashed-dotted arrows represent two-way data path among network devices, control path between controller and data plane devices, and controller-to-controller path among controllers, respectively. In 2a (CCP), there is one main controller with global network state. In 2b (DCP), every controller is responsible for different sites/parts of the network(s) with partially shared network view. In 2c (HCP), there are levels where controllers reside and are responsible for different sites (sub-domains) and a master controller on top with global network view for global applications like routing.
Distributed Controller Plane Model (DCP). This model [30, 31] consists of distributed controllers associated with switches. Each controller manages a subnetwork/domain of the whole network and has its own local network view, which is, in turn, abstracted as a logical node to its neighboring controllers. These controllers communicate with each other (i.e. connected neighbors) when they receive a packet destined out of its domain in order to set up an end-to-end path. Hierarchical Controller Plane Model (HCP). An HCP design [32, 33] consists of two control plane layers minimum: The lower-layer, consisting of local domain controllers, and the upper-layer where another controller, usually called "master", resides. The domain controllers manage their own domains with full control and are not connected to each other but the master controller. However, a local controller does not maintain a global view of the whole network. Instead, the master controller has a full global view of the entire network by abstracting all domains as logical nodes.
SDN Value Proposition
In this section, we discuss the values of SDN architecture that are results of programmable networking. It is important for a network owner to identify and understand these values while evaluating economic position of an architecture before investing money on the architecture.
SDN Impacts over CAPEX
Virtualization and flexible placement of network functions, fine-grain network traffic optimization, and efficient resource utilization through orchestration associated with SDN provide an intuitive indication of potential CAPEX reduction [11] . SDN can influence CAPEX of a network in different ways. Some of the key factors that affect the potential CAPEX changes include:
• Simpler Network Devices: In an SDN network, each network device will be simpler because complex features such as proprietary software implemented by vendors are not needed. The devices will be simpler and cheaper white-boxes.
• Extra Components: In an SDN scenario, the network will have other elements that a traditional network does not have. These elements include a controller(s) hardware and controller software licenses (if not used an open-source software).
• Network Dimensioning: Since network controller(s) can have global network view in SDN case, this leads to better network resource utilization by means of some methods such as load balancing. Therefore, there may not be a need for overprovisioning the network, which can reduce the capital expenditures.
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A N U S C R I P T 4.2. SDN Impacts over OPEX [34] reports that OPEX for service providers are up to 5 times higher than CAPEX according to the financial analysis conducted. This increased cost leads service providers to pay more attention to the OPEX part of their expenses. SDN promises to lower some of the main OPEX components for service providers using its various features:
• Energy-Related Costs: In an SDN network, switches will not have an embedded control plane, which consumes the most of the total energy that a switch needs. Also, since SDN allows more efficient traffic optimization over the network devices, this reduces the total number of needed devices.
• Maintenance Costs: SDN creates a homogeneous network environment on hardware and software. There is no case in which different vendor-dependent devices need to be managed and maintained independently.
• Reparation Costs: SDN provides better testing opportunities, identifying bugs, and so on before reaching out the actual production traffic. Software related issues can be remotely fixed without touching network devices since these devices are simple and SDN is software-centric.
• Service Provisioning Costs: Service provisioning cost in SDN scenario is expected to be lower due to automated configuration of network devices, less personnel need for network tasks due to automation, reduced manual configuration and so on.
MPLS Overview
Although the original idea behind the development of MPLS was to facilitate fast packet switching, currently its main goal is to support traffic engineering and provide quality of service. The goal of traffic engineering is to facilitate efficient and reliable network operations and at the same time optimize the utilization of network resources. Routers that support MPLS are known as Label Switching Routers (LSRs). When an LSR identifies the Forwarding Equivalent Class (FEC) 2 associated with the packet, it selects a label from a pool of free labels, and makes an entry in a table referred to as the Label Forward Information Base (LFIB) [35] . This table contains information regarding the incoming and outgoing labels associated with an FEC and the output interface, i.e. the FEC's next hop router. The LSR also saves the label in its FIB in the entry associated with the FEC. A Label Switched Path (LSP) is referred to as a path from the ingress node to the egress node of an MPLS domain followed by packets with the same label.
MPLS-TE
MPLS-TE model mainly consists of Path Management, Traffic Assignment, Network State Information Dissemination, and Network Management components [36] . Path Management is a mechanism by which MPLS network manages the packet forwarding, which includes choosing the right path for the specific packet, maintaining the existing path and finding new paths due to failure or addition of links. Traffic Assignment performs the assignment of traffic to the established tunnel by path management to do load distribution. Network State Information Dissemination component conducts the advertisement of the topological and state information of the network to all the nodes of the MPLS network. The final component, Network Management, is responsible for configuration and fault management functions.
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Signaling Protocols in MPLS-TE
There are two main signaling protocols that support TE in MPLS networks: Constraint-based Label Distribution Protocol (CR-LDP) [37] and Resource Reservation Protocol-Traffic Engineering (RSVP-TE) [38] .
CR-LDP is the extension of the signaling protocol LDP. It is extended from LDP with the additional support to explicitly route the information about the traffic parameters for the reservation of the resources along the LSPs. CR-LDP is a hard state protocol as it sends the signaling messages only once without refreshing.
RSVP uses the direct routes to set up the Constraint-based Routed LSPs (CR-LSPs) (also known as ER-LSPs). It uses UDP for resource reservation and label allocation. RSVP supports Integrated Service (IntServ) model of QoS. The TE supported RSVP, which is an extended version of RSVP and known as RSVP-TE, supports loop detection, periodization, reordering of a path, and strict/loose CR-LSPs.
Economic Position of MPLS
Service providers continue to use MPLS to transparently carry legacy services as part of their evolutionary service strategy. This factor results in an opportunity for both service providers and customers to exploit MPLS as a new service opportunity. In terms of the service provider, MPLS can speed the service delivery window for customers who subscribe to these services. For the customers, MPLS can reduce WAN costs or offer services internally to various departments or subsidiaries. On the other hand, enterprise organizations are using MPLS to develop virtualized architectures to scale WAN/LAN, campus, and data center resources [39] .
MPLS attracts service providers as a business opportunity due to cost savings and revenue generation factors it can provide. This business opportunity is ultimately translated to deploying a global ubiquitous network and to developing services that are based on this technology. Moreover, MPLSbased faster TTM service delivery windows of new services are critical for the service providers. In addition, MPLS can provide any-to-any service constructs that customers can utilize.
Furthermore, service providers expect operational savings by deploying new IP/MPLS-based services. Applications such as voice, once implemented in circuit-based networks, are perceived by service providers to be less expensive to deploy over IP. These cost savings come from the opportunity to consolidate multiple infrastructures (PSTN for voice and video, and data over IP). The consolidation can be facilitated by such mechanisms as a differentiated class of service (CoS).
Finally, controlling costs while supporting existing and new services, and transitioning multiple networks to a consolidated packet-based service-oriented technology, such as MPLS, are indeed requirements for service providers.
CAPEX and OPEX for a Network
Recent studies show that it is a non-trivial task to clearly define the cost structure of a network due to its complicated nature and many contributing factors involved. As seen in Fig. 3 , total expenses of a network are mainly classified into two categories [3] : CAPEX and OPEX. Although identifying CAPEX may be easier than OPEX, they have an entwined relationship. The dashed rectangles represent the input costs and actions to the corresponding expenditure groups represented as rounded rectangles. The gray ones represent the cost groups that are considered in this study. The arrows point to the direction of the input. The solid rectangles are the three general expenditures categories of the OPEX.
CAPEX for a Network
CAPEX consists of expenses that are made for acquiring or upgrading fixed, physical and nonconsumable assets of a company. They are needed to expand the services to the customers. CAPEX for a network is usually split into five major parts. They include:
House Buildings Figure 3 : Expenditure structure of a network. The dashed rectangles represent the input costs and actions to the corresponding expenditure groups represented as rounded rectangles. The gray rounded rectangles represent the cost groups that are considered in this study. The arrows point to the direction of the input. The solid rectangles are the three general expenditures categories of the OPEX.
Controllers
1. Land and Building Costs: These assets are stationary and used for network's residency such as network headquarters building, house to the personnel, building for a data center and so on. 2. Initial Physical Infrastructure Costs: These expenses are related to hardware and the infrastructure of a network. They include the purchase of optical fibers, routers, switches, and so on. 3. Initial Software Costs: These costs include the purchase of software management systems, licenses (e.g. controller software license), and so on. 4. Operational Network Upgrade Cost: These costs are incurred from the ongoing network planning activities such as day-to-day planning, re-optimization, and planning upgrades. 5. Loan Interests: Some cost models, as in [4] , also proposed to include interests to be paid for a loan in CAPEX.
OPEX for a Network
OPEX are the ongoing costs and contribute to the operational costs of a company to keep its operations (e.g. technical, commercial, and administrative) running on a daily basis. These expenses widely vary depending on the industry. OPEX are mainly split into three general categories for a service provider network: OPEX for a running network, OPEX for network setup, and non-specific OPEX. 
Network Costs Analysis
In this section, we analyze network costs and present two metrics: unit service cost scalability to evaluate unit cost performance of a network technology for service requests with respect to increasing service request workload and Cost-to-Service to economically quantify the cost of introducing a new service in a networking technology. We also present CAPEX and OPEX calculations, which is used in determination of unit cost for a service with QoS parameters in a network. We only consider bandwidth QoS parameter for service requests along with multiple numerical service tiers. We should note that the unit cost calculation scheme proposed in this paper reflects the minimum cost that a network should charge for the service to compensate its expenditures. Therefore, it neither leads to an financial loss nor a profit for a network. Keeping cost at a higher or lower amount depends on network's market strategy and it is out of this paper's scope.
Unit Service Cost Scalability Metric
Scalability is a frequently-claimed attribute of various systems. It is a multi-dimensional topic. While the basic notion is intuitive, the term scalability does not evoke the same concept to everybody. While some people may refer to scalability as optimization of processing power to CPUs, others may define it as a measure of parallelization of applications across different machines [40] - [46] . Therefore, there is no general, precise agreement on neither its definition nor content. However, regardless of its meaning to someone, it is a desired property indicating positive sense for a system, algorithm, network and so on.
Scalability means not just the ability to operate, but to operate efficiently and with adequately quality of service, over the given range of configurations. There are certain questions that need answers
from researchers. One interesting example for such questions is that whether the cost of the system to provide service affect the system scalability. Jogalekar and Woodside [46] state that increased capacity should be in proportion to the cost of the system, and quality of service should be maintained. Moreover, when discussing network scalability, a large number of influencing factors have to be taken into account to arrive at a full picture. Behringer et al. [47] state that TCO is one example for such factors.
There are several research efforts proposing a metric to measure scalability of systems while considering the cost of the systems. [48] proposes a scalability metric, called "P-Scalability", taking into account the cost of the system in distributed systems. It utilizes a concept called "power" measure and the cost of the system to provide service at a scale factor k. It is defined as: P − Scalability(k 1 , k 2 ) = P (k 2 )·Cost(k 1 ) P (k 1 )·Cost(k 2 ) where P (k) = T hroughput/ResponseT ime. This metric combines capacity and response time (both are present in the power P ) with the cost of the system. [46] defines scalability around "productivity" of the system in distributed systems. Productivity F (k) is the value delivered per second, divided by the cost per second:
where λ(k) is throughput in response/sec at scale k, f (k) is the value of QoS at scale k, and C(k) is the cost of the system at scale k.
As proposed in these studies, the cost of providing service while preserving QoS for each service request in a system should be considered as evaluating the scalability of the system. In this context, we define a metric called Unit Service Cost Scalability to evaluate unit cost performance of a network for service requests with respect to increasing service request workload. This metric takes into account the network workload and different expenditures incurred to preserve the QoS at the same level for all service requests in the network. We expect that more scalable architectures result in less unit service cost in networks because such networks are able to handle more workload with respect to the same amount of network expenses compared to others.
We characterize the unit cost for a service (request) from a service tier as a function of network CAPEX, OPEX, and Workload over a certain time period. We refer Workload to service requests of all service tiers coming from users/customers to and satisfied by the network. The general unit cost framework for a service (request) with one QoS parameter (bandwidth) from a service tier is shown in Eq. 1. This formula implies that the unit service cost for a request from certain service tier is the ratio of TCO (CAPEX + OPEX) over workload in a given period.
where bw j , |bw j |, C bw j , C, O represent the type of (i.e. bandwidth) service with tier j, the numerical value of the service tier bw j , the unit cost of the service bw j , CAPEX, and OPEX in a time period (e.g. month, year), respectively. w j and w δ j represent the workload and possible additional workload of service bw j and W = j=1 w j and W δ = j=1 w δ j . C δ , O δ , and W δ represent possible extra CAPEX, OPEX, and workload, respectively, incurred after introducing different kinds of changes/upgrades (represented as δ) in the network.
Calculation of CAPEX
CAPEX is mainly determined by the total of land and building expenses (B), initial physical infrastructure expenses (H), initial software expenses (S), operational network upgrade costs (A), and loan Interests (I). Therefore, CAPEX is a function of these expenses and can be written as in Eq. 2:
where P C is the CAPEX programmability factor representing the percentage of cost reduction in CAPEX that a network gains by applying a programmable network architecture principles. We use such a factor to accommodate the specificity of programmable networks. We make this factor percentage
based because it is not trivial to quantify and monetize the specificity of programmable networks. However, a percentage based factor makes it easier to comply with the percentage based cost reduction expectations of network decision-makers when simulating CAPEX and OPEX without real data.
Initial Physical Infrastructure Expenses (H)
The initial physical infrastructure (H) of a network primarily consists of links, network devices, and also extra hardware such as a server that controller(s) installed on (in SDN case). Therefore, H can be written as in Eq. 3:
where |l|, |d|, |c| represent the total number of links, network devices, controller hardware and C l i , C d j , C c k represent the cost of the corresponding link, network device, and controller hardware, respectively.
Initial Software Expenses (S)
Similarly, the initial software expenses (S) such as the purchase of management systems, licenses for proprietary controllers (in SDN case) can be calculated as in Eq. 4:
where |s| and C s i represent the total number of paid software used in the network and the cost of corresponding software, respectively. 
We consider only the initial physical infrastructure (H), the initial software (S) expenses, and the operational network upgrades costs (A) as the main drivers for CAPEX and assume B = 0 and I = 0 for both SDN and MPLS cases in this study.
Calculation of OPEX
OPEX is more complicated to calculate than CAPEX because it requires more information about internal network dynamics. However, such information is proprietary and highly hidden by network owners. Main drivers for OPEX are (i) expenses for a running network (T ), (ii) expenses for network setup (N ), and (iii) non-specific expenses (U) in a network. Therefore, we can state, in general, that OPEX is a function of these expenses and can be written as in Eq. 6 :
where P O represents OPEX programmability factor for the network as explained in Subsection 8.2.
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OPEX for a Running Network (T )
Expenses for a running network (T ) are primarily characterized by infrastructure energy expenses (K), maintenance expenses (M), reparation expenses (R), service provisioning/management expenses (P), pricing/billing expenses (G), and marketing expenses (W). Therefore, running network expenses are a function of these foregoing expenses and can be written as in Eq. 7:
Infrastructure (K), Maintenance (M), and Reparation (R) Costs. It is difficult to simulate these expenses in an artificial simulation environment without real and accurate parameters from networks. In SDN, we assume that they have a relation with the total messages handled in the network in order to model them without data from a real network. These messages are internal overhead messages (O) generated in the network and service requests (W ) (i.e. workload) entering the network. The idea behind this assumption is that the more messages handled in the network result in the more infrastructure energy expenses (e.g. due to more power and energy consumption) and require the more maintenance, and reparation, which brings more expenses as well, in the network. In order to monetize continuous infrastructure, maintenance and reparation expenses for OPEX, we assume that every single message processed in the network brings $ε cost to the network. Therefore, the total of these expenses becomes as in Eq. 8: 
where T and p represent a time period that the OPEX is calculated for and pay rate for the employee who repairs a device, respectively. We assume that each device is repaired by one employee. We use the same formula, as in Eq. 8, for energy expenses (K) 3 in MPLS too:
We also assume that total of Maintenance (M) costs are the half of the Reparation (R) costs, R = M 2 .
We should note that service provisioning/management expenses (P), pricing/billing expenses (G), and marketing expenses (W) are not considered in Running Network OPEX (T ) calculation in this study. Therefore, we assume P = 0, G = 0, and W = 0.
OPEX for Network Setup (N )
Similarly, network setup expenses (N ) mainly come from first time equipment installation expenses (F) and up-front planning expenses (X ). Therefore, network setup expenses are a function of these foregoing expenses and can be written as in Eq. 11:
We do not consider either first time equipment installation expenses (F) or up-front planning expenses (X ) in this study. Therefore, we assume F = 0 and X = 0.
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Non-Specific OPEX (U)
Finally, as stated in Section 7, non-specific expenses (U) are specified by non-specific continuous infrastructure expenses (Y) and administration expenses (Z). Therefore, non-specific expenses are a function of these foregoing expenses and can be written as in Eq. 12:
We do not consider Non-Specific OPEX (U) in this study either. Therefore, we assume Y = 0 and Z = 0.
Regarding expenses that we do not consider, it is possible to include them in OPEX with a correct model as well. However, we leave them as a future work for now.
Cost-to-Service Metric
Programmable networks (e.g. SDN) bring standardized and programmatic interfaces (e.g. Open-Flow) that provide automation in network operations such as configuration across multiple, heterogeneous devices and flow management for efficient resource utilization. They also minimize human intervention in network operations, which helps in reducing network OPEX. This automation increases service velocity, streamlines service creation, and fosters innovative applications and services. On the other hand, in the traditional non-programmable networks (e.g. MPLS), there are a number of devices requiring different skill sets, including different technicians, programmers, and customer care personnel due to lack of standard programmable interfaces. They do not provide the flexibility necessary to make dynamic network changes and create new service offerings. Any changes to these networks are difficult, slow, and risky. Therefore, programmable networking helps reduce the costs of network operations and time required for introduction of a new service.
Network operators may decide to introduce new services for their users for different purposes such as generating new revenue opportunities. This process includes various steps before making the service fully operational. We define these steps as Service Design/Implementation (I), Service Testing (E), and Service Tuning Up (T ) in this study.
Service Design/Implementation phase mostly includes planning the configuration specifics for each network entities and sites. This planning involves design details of network elements and sites including port mappings, interface naming, host naming, IP addressing, VLAN addressing and many more. A proper design process is crucial for the continuity and timeliness of the whole service introduction without any errors. In addition, implementing planned design may require necessary coding over various network entities such as network devices, controllers, databases, and management systems depending on the technology, installation, and configuration of equipment and files. In SDN case, these actions/behaviors can be minimized because such actions do not necessarily have to be taken for all network entities. Instead, applying necessary actions once centrally and then distributing them to the relevant network devices saves number of employees and time spent for the service introduction. Service Testing phase aims at detecting network configuration issues causing faulty service functioning and service quality degradation, which may result in revenue losses. This testing process can be automatically conducted by exploiting network programming or manually as the technology allows. In programmable networking, it is possible to program and test every single element in the network remotely and quickly compared to traditional networking, which also saves the number of employees necessary and time to spend for testing purposes for a fast service introduction. Finally, Service Tuning Up phase includes final touches necessary to fix the detected issues from the testing phase and maximize the service quality to generate/retain the revenue from the service. Programmable networks also save costs in this phase due to the automation it provides as in the previous step.
Each step explained above brings its own expenses to the total cost of service introduction process. In this context, we describe a metric called Cost-to-Service to economically quantify the cost of introducing a new service in a network technology. To monetize the cost of the service introduction, we define this metric as the total cost of each step described above where the cost of each is the function
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of number of employees (e), employee pay rate per hour (p), and time (in days) spent by employees (t) in each step. Therefore, this metric can be written as in Eq. 13:
where subscripts i, j, and k represent the corresponding employees involved in and C I , C E , and C T are the cost of each corresponding steps.
Overhead Messages
As we defined in our previous work [49] , we refer overhead to the messages processed in the control plane by a controller(s). In SDN, when the first packet of a new flow enters a network through a switch, the switch starts a flow initiation request if there is no rule entry matching the packet in switch's flow table. This flow initiation request is then sent to the controller. The controller processes it and installs a rule for the flow in switches over the path calculated by the controller. Therefore, a rule-missing flow results in some other control-messages which are created, processed and sent by a switch and/or controller. Also, a controller may deal with some other periodic messages, such as statistics, generated in the network but not related to rule installation process. We categorize these types of messages as an overhead message. In an SDN network with OpenFlow protocol, there are three different types of messages between a controller and data plane devices: Controller-to-Switch, Asynchronous, and Symmetric messages. Each of these message types has its sub-types as well.
We characterize the overhead in a control plane, i.e. a controller, as the function of these three message types of OpenFlow protocol and synchronization messages among controllers. A control plane model generating less of these messages results in less OPEX. As explained in [49] , we quantify the number of overhead messages as in Eq. 14:
where α j , β j , γ j , ω represent the number of Controller-to-Switch messages sent from a controller to device j, the number of Asynchronous messages sent from device j to a controller, the number of Symmetric messages sent between a controller and device j, and the number of synchronization messages sent from a controller to other controller(s). A total number of overhead messages in a control plane model such as CCP, DCP, and HCP can be different. Therefore, the OPEX in each corresponding model can be different. The details of overhead messages calculation and discussion are omitted to conserve the page limit. For details, we refer the readers to our previous work [49] .
Evaluation
In this section, we present numerical results to provide some insights in order to understand the economic impact of SDN architecture with different control plane models (CCP, DCP, and HCP) and MPLS architecture on unit service cost. In this context, we analyze unit service cost and service introduction cost for the video service by total number of satisfied requests, CAPEX and OPEX in different SDN models and MPLS architecture. Regarding MPLS setting, we have used ns3 [52] network simulator. We need to use a signaling protocol such as RSVP-TE or CR-LDP to support constraint-based routing in MPLS. Since none of them has been implemented in ns3 at the time of this writing and it is time-consuming and effort-greedy to implement them in ns3, we have generated extra packets between network elements to mimic link state advertisements and state refresh messages for LSPs from aforementioned signaling protocols in MPLS. Shared Setup. In the experiments, we have used 3 M bps flow sending rate for all service requests. Therefore, there is only one service tier and |bw| = 3 for all requests. Other numerical calculations have been done using MATLAB platform. Also, we have used a modified version of Waxman [53] random topology generator defined by Erdos-Renyi random graph model to randomly create the networks while preserving connectivity degrees of nodes (i.e. switches) as three in all switch cases and models. Furthermore, we have used a heuristics, i.e. A*Prune Algorithm [54] , to find a feasible path through the network because constraint-based routing with two or more constraints has been shown to be an NP-hard [55] . A*Prune algorithm combines A*-search with a correct pruning technique. A*Prune algorithm can be used to solve finding the K shortest paths subject to multiple constraints (KMCSP). Finally, all experiments were performed on Ubuntu 14.04 in Oracle VirtualBox using an Intel Core i7-5500 system with 12GB RAM. We have used the scheme explained in our previous work [49] to get overhead messages with respect to number of requests in SDN models. In the experiments, we have used three different traffic patterns: 1) 20% (inter-domain) -80% (intra-domain), 2) 50% (inter-domain) -50% (intra-domain), and 3) 80% (inter-domain) -20% (intradomain). In each pattern, the source and destination switches are chosen randomly for service request while preserving the traffic pattern condition. Furthermore, all calculations are based on one year period. Finally, we have averaged 15 runs for each experiment to achieve and exceed 95% statistical significance. Table 1 lists the parameters and their values used in calculation of CAPEX and OPEX in this study. It is difficult to gather precise input values for some of these parameters because they are proprietary and companies are not willing to publicly share them. These value assumptions constitute an average of each parameter based on Internet research, literature review ( [3, 6, 12, 15] , [56] - [65] ), and our discussions. Although we should note that these input numbers may not be reflecting precise and/or realistic values, they should not impact the nature of the calculation framework since these values are very relative for every network company. We have used the same cost for all links (C l ) in both SDN models and MPLS case. We have assumed that device cost is double (C d ) in MPLS case since traditional network equipment is expected to be more expensive than SDN equipment due
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to integrated control plane (i.e. proprietary software implementation). We have also assumed the same cost, which is proportional to the number of network devices (|d|) and controller (r) in different device number cases, for a controller hardware (C c ) and software (C s ) in all models. [57, 58] reveal that CAPEX reductions are expected (40%) in SDN case, but not as large as OPEX (50%) because it requires deploying new equipment (e.g. controller(s)), developing new operational processes, training employees, and so on. Therefore, we have used 40% and 50% CAPEX and OPEX programmability factor values, respectively, in SDN case while 0% programmability factor for CAPEX and OPEX due to non-programmability in MPLS case. Regarding device energy consumption, these values depend on many factors such as number of ports, capacity of port, memory type used, number of coming flows/packets and so on. Therefore, we have used an average value from these studies ( [56] , [60] - [63] , [65] ) for both SDN and MPLS devices. Furthermore, we have used the same number of employees and pay rate in service introduction steps in both SDN and MPLS cases for all switch cases. We have made the time spent by an employee proportional to the number of network devices and controllers in service introduction steps of SDN models. These time ratios are based on customer feedback from SDN use cases explained in [59] . In MPLS, this time is much more compared to SDN case due to mostly manual configurations over multiple heterogeneous devices. Finally, these values are the same for the different traffic patterns. Fig. 4 shows the relation between the total number of satisfied QoS-based requests regarding the different switch numbers in SDN models and MPLS under the different traffic patterns. This experiment consists of two parts: 100 Gbps and 1 Gbps link bandwidth parts. In the first part, (Fig. 4a, 4b , and 4c), we have provided enough bandwidth (100 Gbps) in links so that there is no service request rejection due to network resource limitations, while we have reduced the link bandwidth to 1 Gbps to see their performances under network resource limitations in the second part of the experiment (Fig. 4d , 4e, and 4f). In SDN models, the satisfied requests numbers represent the total number of requests that have been serviced in the corresponding models in a second by all controller(s) before rejecting a request in each switch number case. This rejection happens due to controller message handling capacity. In each traffic pattern, the total number of satisfied requests in all SDN models show reduction while switch number increases because the network paths that are set up by the controllers become longer. Therefore, controllers need to handle more overhead messages per path setup. In addition, as traffic becomes more inter-domains, total satisfied request numbers also reduce in all SDN models because paths become longer, which also results in more overhead in control planes that controllers need to deal with. In MPLS case, the network is able to serve requests at least HCP model in 100 Gbps case, which gives the best result in SDN case. Although MPLS could serve more due to no controller capacity constraint and enough bandwidth on links, we have left it at the same number as HCP model. We should note that these numbers also depend on SDN controller performance. However, comparing controllers performance is out of this paper's scope. In 1 Gbps link bandwidth case, the link bandwidth resource is exhausted before controllers reach their message handling capacity in SDN models. In this part of the experiment, the total number of satisfied requests show the tendency of increase in SDN and MPLS cases while switch number increases because adding more switches in the topology results in more link connectivities. This increases the number of possible end-to-end paths from a source to destination that can be used for a request. However, the number of satisfied requests is less than CCP because the flooding of available link bandwidth information (i.e. link state advertisements) and tunnel refresh messages (i.e. overhead) also consumes usable link bandwidth in MPLS case. The difference between CCP and MPLS regarding the total number of satisfied requests increases as the switch and link numbers increase because the aforementioned advertisement and refresh messages increase as well. Fig. 5 shows the relation between the TCO with respect to the different switch numbers in SDN models and MPLS under the different traffic patterns. This experiment also consists of two parts: 100 Gbps (Fig. 5a, 5b , 5c) and 1 Gbps (Fig. 5d, 5e, 5f ) link bandwidth parts. Main drivers of TCO are CAPEX and OPEX. Therefore, we consider that TCO is the sum of CAPEX and OPEX. 
Experimental Results
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OPEX cost is mostly dominated by the total number of messages (overhead + workload) handled by the controller(s) in SDN case as discussed in Subsection 8.3.1. In this experiment, when controllers reach their maximum throughput point, which happens in the first part of the experiment, we have added more switches to the network and started sending traffic. We have assumed that a controller's port number is the same as the number of switches it manages. Therefore, when new switches are added to the network, the current controller either needs to be upgraded (i.e. replaced with a new one with enough ports) or a new controller needs to be added, depending on the model, in the network.
Since CCP model has only one controller, then the current controller needs to be upgraded. However, this upgrade brings exponential CAPEX addition since the previous controller is not used anymore. Fig 6 shows the relation between the unit service cost with respect to the different switch numbers in SDN models and MPLS under the different traffic patterns. This experiment has two parts as well: 100 Gbps and 1 Gbps link bandwidth parts. In the 100 Gbps link bandwidth part (Fig. 6a, 6b , and 6c), while CCP shows the highest unit service cost among all models, DCP gives higher unit service
cost than HCP based on one-to-one point comparison of curves. Although MPLS and HCP have the same and the highest number of satisfied requests, MPLS gives higher unit service cost than DCP and HCP because its CAPEX and OPEX is higher than that of DCP and HCP under all traffic patterns. Furthermore, both SDN models and MPLS result in lower unit service costs as the traffic becomes more local (i.e. intra-domain) because more requests are satisfied as explained previously. The unit service cost increases while the number of switches increase because CAPEX and OPEX increase and total satisfied number of requests decreases in both SDN models and MPLS as implied by the Eq. 1. In 1 Gbps link bandwidth part (Fig. 6d, 6e, and 6f ), MPLS gives higher unit service cost than SDN models because it shows the lowest number of satisfied requests. CCP gives the highest unit service cost among SDN models while HCP gives slightly lower cost than DCP under all traffic patterns. Both SDN models and MPLS unit service cost results are similar (due to a similar number of satisfied requests) under all traffic patterns because link bandwidth is exhausted before controller capacity. Therefore, traffic pattern has little to no effect on unit service cost in 1 Gbps link bandwidth case. The CAPEX and OPEX increase ratio is faster compared to total number of satisfied requests in both SDN models and MPLS as the number of switches increase. Therefore, the unit service cost also increases while the number of switches increase. Finally, the unit service cost is higher for both SDN models and MPLS in 1 Gbps link bandwidth case compared to 100 Gbps link bandwidth case in each switch case due to the total number of satisfied requests, CAPEX, and OPEX results. Fig. 7 shows the service introduction cost with respect to the different switch numbers in SDN models and MPLS. The cost results are the same for the different traffic patterns and link bandwidth cases as well because they have no effect on service introduction steps described in Subsection 8.4. The service introduction cost increases as the number of switches increase because we have used a time frame spent in corresponding steps by each employee proportional to the number devices (|d|). Based on the values assumed, MPLS gives the highest service introduction costs among all because of lack of automation and programmability, which is reflected in time. HCP shows higher service introduction cost than CCP and DCP in each switch cases because the time spent in each service introduction step is more due to extra controller in the top layer. Similarly, DCP gives more service introduction cost compared to CCP because of the number of controllers, which impacts the time spent in each service introduction step too.
Conclusions
SDN paradigm has several key attributes that have an impact on the CAPEX and OPEX equations of a network. It has got the attention of researchers from both academia and industry as a means to be leveraged in order to decrease network costs and generate revenue for service providers due to features it promises in networking. In this article, we have investigated how programmable network architectures, i.e. SDN technology, affects the network economics compared to traditional network architectures, i.e. MPLS technology. To this end, we have defined two metrics, Unit Service Cost Scalability and Cost-to-Service, to evaluate how SDN architecture performs compared to MPLS architecture. We have A C C E P T E D M A N U S C R I P T also presented mathematical models to calculate certain cost parts of a network. In addition, we have compared different popular SDN control plane models, Centralized Control Plane (CCP), Distributed Control Plane (DCP), and Hierarchical Control Plane (HCP), to understand the economic impact of them with regards to the defined metrics. Our simulation results have revealed that MPLS shows more TCO compared to all SDN models because of its OPEX, which is not programmable and does not bring any cost reduction. TCO of HCP model is more than DCP model because HCP model handles more workload than DCP model and there is extra master controller cost in HCP model. In addition, CCP shows the highest unit service cost because it results in more CAPEX and least workload among all models. On the other hand, HCP results in the lowest unit service cost because it handles the most number of workload. The results have also demonstrated that as the number of switches increases the unit service cost increases as well because the total number of satisfied requests are decreasing due to longer paths in both SDN models and MPLS. Furthermore, it has been shown that MPLS gives the higher service introduction costs compared to SDN models owing to lack of automation and programmability, which is reflected in time. In SDN case, on the other hand, the number of network elements, such as controllers, impact the total cost of service introduction because of the time spent in each service introduction step. These results have pointed out that programmability has great impact on network economics. 
