We derive the solution representation for a large class of nonlocal boundary value problems for linear evolution PDEs with constant coefficients in one space variable. The prototypical such PDE is the heat equation, but we also consider the third order case, which is much less studied and has been shown by the authors to have very different structural properties in general.
Introduction
In a variety of applications of PDE models, classical boundary conditions imposed at the boundary of the domain are not representative of the particular phenomenon, and it is necessary to consider some kind of nonlocal boundary conditions. A particular example of such nonlocal conditions are multipoint conditions relating the value of the solution at the boundary points with the values at some interior points. A simple example of this is given in [3] , where motivation from applications in physics can also be found. Early work on three-point boundary conditions was done in [18, 22] , though these works focus on the analysis and proving existence of a solution of possibly nonlinear ODEs of second order. Indeed, most existing results are limited to the second order case, either linear or nonlinear, although some third order results are presneted in [24] . Related important developments have focused on solving PDEs, linear and nonlinear, on graphs, including linear graphs.
More general nonlocal problems in a certain class are equivalent to multipoint problems, as described in section 2.1. This class includes problems in which one or more boundary conditions is replaced by a nonlocal condition specifying the integral of the solution on a certain subinterval of the spatial domain. For a heat conduction problem, this may represent conservation of the internal energy on a subinterval of the spatial domain [4] . For a diffusion problem, the integral may represent the total mass of a certain chemical within a given region, which could be easily measured using a photometer [5] . A number of other applications for similar second order problems are described in [8, 9] .
In this paper, we make use of the Fokas Transform (also known in the literature as the Unified Transform) to give a general solution to multipoint boundary value problems for linear PDEs of arbitrary order of the form q t + a(−i∂ x ) n q = 0, x ∈ (0, 1), t > 0.
(1.1)
We assume here that n 2 (the special case n = 1 is considered by one of the authors in [34] ). The coefficient a is assumed to satisfy the restriction (2.4) below, which essentially ensures that the Cauchy initial value problem for the PDE is well posed for all t > 0. The analysis of these particular PDEs captures the essential features of the solution also for the case of constant coefficient linear PDEs with lower order terms, see for example [26] for a justification.
A typical multipoint boundary value problem is the one studied in [3] : Find the function q(x, t), x ∈ (0, 1), t > 0 such that q t = q xx , and q satisfies the given (sufficiently smooth) initial condition q(x, 0) = q 0 (x) and the additional conditions q(0, t) = c 0 q 1 2 , t + d 0 (t) and q(1, t) = c 1 q 1 2 , t + d 1 (t).
(1.2)
We will give a more comprehensive solution than done in previous papers to a more general form of this problem, for a PDE of arbitrary order and multipoint conditions linking an arbitrary number of points η 1 , . . . , η m−1 ∈ (0, 1), with η 0 = 0 and η m = 1.
The paper is organised as follows. In section 2, we formulate the general multipoint boundary condition, and we show how a large class of nonlocal conditions can be reformulated as multipoint conditions, hence fall within the scope of the present work. In section 3, we give a concise introduction to the Fokas Transform in general, and then in section 4 we apply it to the multipoint boundary problem formulated in the previous section. In sections 5 and 6, we study in detail the second and third order case respectively.
Formulation of the problem
Let m, n ∈ N, 0 = η 0 < η 1 < η 2 < . . . < η m = 1, (2.1) and b r k j ∈ C for k, j ∈ {0, . . . , n − 1}, r ∈ {0, . . . , m}. Consider the initial-multipoint value problem
n ]q(x, t) = 0 (x, t) ∈ (0, 1) Assuming that a solution q ∈ C n (0, 1) exists and is unique, we give a representation of this solution by an application of the Fokas Transform approach. The Fokas Transform is an integral transform flexible enough to allow us to derive a general and effective representation of the solution of any such boundary value problem.
The explicit solution representation we derive can be used to justify a posteriori the existence and uniqueness assumption. Remark 2.1 (Regularity requirements). One could start by interpreting the boundary value problem above as a generalised interface problem, with conditions imposed at all internal points η 1 , . . . , η m−1 . Although our requirement (namely that the solution be C n (0, 1)) may seem stronger than just imposing the continuity across all points η r of the solution and all of its derivatives up to order n − 1, it turns out that these two problems are equivalent. Namely, the interface/regularity conditions q(·, t) ∈ C n−1 (0, 1), q(·, t)| x∈(ηr−1,ηr ) ∈ C ∞ (η r−1 , η r ) and the restriction and all of its spatial derivatives admit continuous extensions onto [η r−1 , η r ], t ∈ [0, T ], r ∈ {1, 2, . . . , m − 1} are equivalent to the interface/regularity conditions q(·, t) ∈ C ∞ (0, 1) and the function and all of its partial derivatives admit continuous extensions onto [0, 1], t ∈ [0, T ], provided sufficient smoothness in t.
Nonlocal boundary conditions
The multipoint boundary condition (2.2c) is actually a rather general nonlocal condition. We first illustrate this observation with an example.
Consider the initial-nonlocal value problem
which can be seen as a generalization of a problem studied by Mantzavinos [23, section 2.3] . We claim that problem (2.5) is equivalent to an initial multipoint value problem belonging to class (2.2). To wit, differentiate both nonlocal conditions (2.5c)-(2.5d) with respect to t, and apply (2.5a), to obtain
respectively. Integrating (by parts in the latter), one obtains the multipoint conditions
In general, suppose J ∈ {−1, . . . , n − 1}, and consider problem (2.2), but with (2.2c) replaced by the multipoint and nonlocal conditions
is equivalent to an initial multipoint value problem of the form (2.2).
Proof. We show that each of the nonlocal conditions are equivalent to multipoint conditions. For each j ∈ {J + 1, . . . , n − 1}, differentiating nonlocal condition (2.8b) with respect to t, and applying the PDE (2.2a) yields
Integrating by parts k + 1 times, the left hand side is equal to
Finally, we rewrite the operator
By the same argument, q 0 is compatible with multipoint conditions (2.8a) and multipoint conditions
It is clear from the proof that, in place of one or more nonlocal conditions of the form (2.8b), one may specify nonlocal conditions of the form
(2.12)
The Fokas Transform
The Fokas Transform is an integral transform method for solving linear and integrable nonlinear PDEs with constant coefficients. Originally motivated by the quest to extend the Inverse Scattering transform to the case of boundary value problems (see [27] ), this method has evolved into a powerful and more general methodology for deriving effective integral representation for a variety of linear boundary value problems in two variables. Around the turn of the century, the Fokas Transform method was developed for linear half-line (one point) and finite interval (two point) initial-boundary value problems [13, 11, 17, 14, 25, 12, 32, 15] . An important recent advance is the generalization of the method to interface problems on a variety of domains [6, 2, 30, 29, 7] .
The application of this methodology for a linear PDE of the form (1.1) always yields an integral representation over a complex contour, and a relation linking all initial and boundary values, called in the literature the global relation. The heart of the solution procedure is the exploitation of the global relation to characterise the representation in terms of only the given data-the resulting mapping is called the generalised Dirichlet to Neumann map.
Below, we summarise the ingredients of the method in general [12] , and then turn to the class of problems considered in this paper and derive the associated Dirichlet to Neumann map.
Formal solution representation via Green's Theorem
We consider the PDE (1.1) for (x, t) ∈ Ω = (0, 1) × (0, T ), where T denotes a fixed positive constant, and a satisfies the constraint (2.4) . Let
where the coefficients c k (λ) are defined by the identity
The PDE (1.1) can be written in the following divergence form:
Using the two-dimensional Green's theorem in the domain Ω, for any fixed t > 0, we obtain
where ∂Ω denotes the oriented boundary of any simply connected domainΩ ⊂ Ω. ForΩ = Ω, this equation yields
Using (3.1), we write this expression as
We use the notation
We assume that q(x, 0) and the boundary values ∂ k x q(0, t), ∂ k x q(1, t) are sufficiently regular functions, and that they are compatible at the corners of Ω.
Inverting the Fourier transform in (3.4) for q(x, t), we obtain the formal representation:
we note that
• e iλx , with x ∈ [0, 1], is analytic and bounded for λ ∈ C + ;
• e iλ(x−1) , with x ∈ [0, 1], is analytic and bounded for λ ∈ C − ;
• e aλ n t , with t > 0, is analytic and bounded for λ / ∈ D R for any R > 0.
A straightforward application of Cauchy's theorem and Jordan's lemma [1] allows us to deform contours and write (3.6) as
Finally, for η = 0, 1 and τ ∈ [t, T ], analyticity and boundedness of
for λ ∈ D R permits us to extend the limits of the inner integrals from (0, t) to (0, τ ), obtaining
q(x, t) = 1 2π 
The particular global relation depends on the specific choice of the domainΩ, but it is important to stress that we view this as a relation between the various boundary values of the solution. This point of view is justified a posteriori by the general property that, because of their specific analyticity properties, the terms involving the unknown solution values at time t (i.e. terms involving q(x, t)) will not contribute to the final solution representation.
The implementation of the Fokas Transform method for multipoint value problems

Notation
For λ ∈ C and k ∈ {0, . . . , n − 1}, we denote α = e 2πi/n , (4.1)
For convenience of notation, we usually suppress the explicit τ -dependence of f r k .
The formal integral representation of the solution
By implementing the steps of the Fokas Transform method outlined in the previous section, we find that the solution q(x, t) can be represented as
(4.6) for x ∈ (0, 1), t ∈ (0, T ), and this representation holds for any choice of τ ∈ (t, T ] and any R 0 (see equation (3.10) ).
This representation depends on the Fourier transform of the initial datum q 0 (x) and on transforms of the boundary values (and their derivatives) at x = 0 and x = 1, namely ∂ k x q(0, τ ) and ∂ k x q(1, τ ), k ∈ {0, . . . , n − 1}, which are not explicitly known. Hence this is a formal representation of the solution. The main question is how to characterise these unknown functions in terms of the known data of the problem.
The global relation
Using the above notation, we consider the global relation in each of the polygonsΩ r = [η r − 1, η r ] × [0, τ ], r ∈ {1, . . . , m}. This yields a set of m global relations. By evaluating each relation at λ, αλ, . . . , α n−1 λ, and using the fact that f
, we obtain the following system of mn equations:
Explicitly, for each p ∈ {0, 1, . . . , n − 1} we have the following system of m equations:
. . .
For the moment, we ignore the terms involving the functionsq r τ ; indeed, as we mentioned already, they will not contribute to the solution representation we eventually derive. We then have a system of mn equations for the (m + 1)n unknown functions f r k , k ∈ {0, . . . , n − 1}, r ∈ {0, . . . , m}. Using the data of the problem, namely the multipoint conditions (2.2c), the number of equations increases to (m + 1)n, the same as the number of unknowns.
In the next sections, we formulate explicitly this (m + 1)n system.
Formulation of the generalised Dirichlet-to-Neumann map
Applying the time transform to the multipoint conditions (2.2c), we obtain, for τ ∈ [0, T ] and j ∈ {0, . . . , n − 1},
The coefficient a/(−i n ) has the property that a/(−i n c n−1 (λ)) = 1, and is included to simplify sightly some of the expressions below. Adding these n relations to the set of nm global relations we have a system of (m + 1)n equations, involving the (m + 1)n unknowns f r k (λ; τ ), r ∈ {0, . . . , m}, k ∈ {0, . . . , n − 1}. Set
The functions h j (λ) are the transforms of the known data of the problem. The unknowns are collected in the (m + 1)n-dimensional vector F given by
, For such vectors, we use the following notational convention:
In terms of these functions, equations (4.7) and (4.8), can be expressed as the linear system
where the vectors on the right hand side are also (m + 1)n-dimensional, and are written by convention following the same ordering as F given in (4.10). The (m + 1)n × (m + 1)n matrix B is defined by
Exploiting the Vandermonde-like structure of e r , we rewrite the system as
that is A is an (m + 1) × (m + 1) block matrix, with each block being an n × n matrix. The block I is the n × n identity matrix and the block β r is defined by
This system, in addition to being simpler, has the convenient property that the quantities which must be substituted into equation (4.6),
and 13) are precisely the 1 st and (mn + 1) st unknown quantities. These two unknowns are the only ones for which we need explicit expressions.
Explicit expression for the generalised Dirichlet-to-Neumann map
To obtain the Dirichlet-to-Neumann map, we must solve the system (4.12). However, any solution of this linear system, i.e. any expression for f r k (λ) obtained by solving it (assuming the system is uniquely solvable), must necessarily depend also upon the unknown functionsq r τ (λ), which are the Fourier transform of the solution at the time t = τ .
An important feature of the Fokas Transform approach is that the contribution of such terms can usually be proved to vanish. Indeed, for well-posed boundary value problems for the PDE (1.1), it can be proved that any term involving the unknown functionsq r τ (λ) is bounded and analytic inside the specific contour along which the term is integrated. Therefore these terms do not contribute to the solution representation. Indeed, the condition that the contribution of these terms can be eliminated is precisely the condition characterizing the class of boundary conditions that yield a well posed problem [17, 25] .
It is crucial for our purposes that the same property hold in the case of multipoint boundary value problems. Indeed, we need to establish the following results:
(a) Characterise the class of multipoint boundary conditions that yield a solution of the system (4.12) with analyticity properties that imply that the contribution of any term involving the unknown functionsq (b) Solve the system explicitly for the conditions as in part (a).
We will not give the full characterisation in part (a), but rather assume that the multipoint conditions we have are admissible in the sense of [14, 17, 25] , i.e. they yield a well posed problem which admits a unique solution. We will however present a discussion and some specific criteria for well-posedness.
Part (b) is theoretically straightforward, as the solution of the linear system is simply given by an application of Cramer's rule. However, deriving an explicit formula via Cramer's rule is not straightforward, due to the size and complexity of the matrix A.
If m = 1, then the Dirichlet-to-Neumann map (4.12) is 2n × 2n, but a simpler n × n formulation has been found by exploiting the adjoint boundary conditions [16] , or by directly reducing the 2n × 2n system [32] . It is expected that similar approaches may be applied for m > 1, but it is not necessary to do so in order to achieve (b) in some generality.
We must mention here another important issue. The determinant det A = ∆(λ) is in general an exponential polynomial function of the complex parameter λ, therefore it will have countably many zeros λ j ∈ C. The location of these zeros depends on the particular given conditions, but can be estimated asymptotically using general results in complex analysis [19] . In certain cases, for example when the operator is self-adjoint, it is possible to deform the contour integral solution representation (4.6) onto small circular contours about these zeros of ∆, and, via a residue calculation, obtain a series representation of the solution to the initial-multipoint value problem. However, we emphasize that, even for m = 1, it is known that it is not always possible to obtain such a series representation [16, 26] .
We leave the study of the criteria that guarantee the existence of such alternative series solutions to a subsequent paper.
In what follows we analyse this system for the case of second and third order, i.e. n = 2 or 3, and derive explicit formulas for the solution. The second order case appears most commonly in the literature, and has direct applications [3] . We include consideration of the third order case as the solution generally has a very different behaviour. Heuristically, this is due to the effect of the boundary conditions destroying the self-adjoint structure of the spatial operator, as discussed in [28] . Indeed, for third order problems, the operator may be degenerate irregular (in the sense of [20, 21] ), yet yield well-posed problems. The spectral theory associated with such problems is strikingly different to that for Birkhoff-regular problems [16, 33] . Such degenerate-irregular well-posed problems do not occur for n = 2.
In parallel with the situation for two-point initial-boundary value problems, we expect that n = 2 and n = 3 are typical of even and odd order multipoint problems, and the higher order cases add technical challenges but no new mathematical properties.
5 The case n = 2: PDEs of second order
In this section, we solve the system (4.12) explicitly. Exploiting the linearity, we can separate the contributions to the solution of the terms h j ,q r 0 , andq r τ . This is particularly convenient for the practical purpose of obtaining an effective integral representation from (3.6). Indeed, we will show that the terms involvingq r τ do not contribute to the solution representation.
The Dirichlet to Neumann map
In the case n = 2, the linear system (4.12) may be expressed as 1b) and, for k ∈ {0, 1}, r ∈ {0, . . . , m},
So A is the matrix with 1 on the diagonal, −1 on the second super-diagonal, and 0 elsewhere, with the first two columns replaced as shown.
Lemma 5.1. (a) The linear system
with A given by equation (5.1b) has solution 
with A given by equation (5.1b) has the (r-independent) solution
where ∆(λ) is given by equation (5.5).
We use lemma 5.1, whose proof is presented in appendix A, to solve linear system (5.1), and substitute the solution into
which is equation (4.6) for the particular value n = 2. Explicitly, we find that the relevant data correspond to x 0 and x m and (for the homogenous system, g 0 = g 1 = 0) are given by
In this expression, we should add analogous terms withq r 0 replaced by −q r τ . However, as we show in the next section, these terms are analytic and have sufficient decay inside D ± R to guarantee, using Cauchy's theorem, that they do not contribute to the integral representation of the solution.
The role of analyticity and an effective solution representation
The solution given above does not provide an effective representation of the solution. Indeed, we have ignored the terms involving the Fourier transform of the solution at time τ , denoted byq r τ . In this section, we show that the contribution of the terms involvingq r τ vanishes from the solution representation. The following lemma, whose proof is presented in appendix B, provides the essential asymptotic result on which we rely. 
where 
Neumann δ
We now give a few multipoint examples for which the same asymptotic behaviour holds:
4. If the multipoint conditions are all order 0, then b r 1 j = 0 for all j ∈ {0, 1, . . . , n − 1} and for all r ∈ {0, 1, . . . , m}. Hence
. Hence, by proposition 5.3 the Dirichlet initial-multipoint value problem for the heat equation is uniquely solvable by this method.
5.
Similarly, Neumann and Robin initial-multipoint value problems, each defined in the natural way, are uniquely solvable. 
Consider an initial-multipoint value problem (2.2) with m 1 and multipoint conditions
It is immediate that γ − (λ) = 0. But we need to show that γ + (λ) = 0 in order to conclude
. Hence, provided the second multipoint condition is homogeneous (or provided it is at least possible to find τ ∈ [t, T ] such that g 1 (τ ) = 0), we have that x 0 (λ) = O(λ −1 ).
7.
For general inhomogeneous data, it is still possible to show that unique solvability holds, using an adaptation of the "extension of spatial domain" argument in [17] .
A full classification of the multipoint conditions that yield this asymptotic behaviour is beyond the scope of this paper. However, we indicate in the next proposition how an x 0 (λ) = O(λ 
and also Re(a) > 0. Then, provided R > 0 is chosen sufficiently large, and for all τ ∈ [t, T ],
As an immediate corollary of this result, we obtain that the terms involving the unknown functionq Criterion (ii) is clearly violated if a = ±i, i.e. if the partial differential equation (2.2a) is the linear Schrödinger equation. It is possible to weaken (ii) to allow zeros of ∆ on R ⊂ ∂D, but in order to exploit this weakening, a more careful analysis of the location of zeros of ∆ is necessary. It is even possible to allow infinitely many zeros of ∆ in the interior of D R , provided they are sufficiently close to the boundary, and asymptotically on the boundary; for details, see the equivalent argument for two-point boundary value problems in [33] . However it is not possible to discard condition (ii) entirely.
In order to decide criterion (i) for the example of the linear Schrödinger equation iq t + q xx = 0, it would also be necessary to extend lemma 5.2 to analyse λ → ∞ from within C ± , as part of ∂D R lies along R if a = ±i. Now suppose that criterion (i) is false. If ∆ = 0, then A is not full rank, which means that the multipoint conditions are not linearly independent (by an extension of the argument in [31, section 2.2.1.4]), and the problem is certainly ill-posed. Even if ∆ = 0 the Jordan's lemma argument fails in at least one of C ± . So it appears that (i) is necessary to obtain an effective integral representation, at least via this method.
Example: the 3-point problem (1.2)
Consider the problem, studied by Bastys, Ivanauskas, and Sapagovas, with m = 2, η 1 = 1 2 and multipoint conditions q(0, t) − c 0 q( In their paper [3] , the authors find an explicit expression for the solution using an ad-hoc method based on separation of variables and Green's functions. For their approach, they require that
Applying the general steps above, we find that in this case the matrix A is given by 22) and the determinant ∆ is
The zeros of ∆(λ) are
Remark 5. 4 . The values such that |c0+c1| 2 = 1 correspond to the transition point between real and complex eigenvalues, but also yield the only case in which the eigenvalues are nonsimple. The multiplicity of the eigenvalues is the reason that the Green's function approach of [3] fails for this case.
6 The case n = 3: PDEs of third order
Dirichlet-to-Neumann map
In the case n = 3, the linear system (4.12) may be expressed as where 1b) and, for k ∈ {0, 1, 2}, r ∈ {0, . . . , m},
So A is the matrix with 1 on the diagonal, −1 on the third super-diagonal, and 0 elsewhere, with the first three columns replaced as shown.
In the following lemma, the index s is understood to be an element of the group Z 3 = {0, 1, 2} of integers modulo 3. The proof is presented in appendix A. with A given by equation (6.1b) has solution
where with A given by equation (6.1b) has solution
where ∆(λ) is given by equation (6.4), and C are the boundary coefficient minors
Rather than deriving general conditions analogous to the ones found in section 5.2, that guarantee that the terms involving the unknown functionq r τ (λ), we will now compute an explicit example.
An explicit example: a 3-point case for n = 3
Consider the multipoint boundary value problem for the PDE q t + q xxx = 0 obtained setting m = 2, η 1 = 1 2 and prescribing the three multipoint conditions
This example is not motivated by any application that we are aware of, but it is a natural third order analogue of the example considered in section 5.3. In addition, these particular conditions are the simplest generalization of the boundary conditions q(0, t) = q(1, t) = q x (1, t) = 0 which are known to destroy the self-adjoint structure of the spatial operator. Hence they are interesting from the purely mathematical point of view, and for this reason we include this as our example. The given conditions correspond to the choice 
It follows that
and, applying lemma 6.1(a) with y
From here, a simple asymptotic analysis, and the fact that a = −i, yields
This asymptotic result plays the role of lemma 5.2, which enables a Jordan's lemma argument of the type found in the proof of proposition 5.3. In this case, the theory of zeros of exponential sums [19] immediately yields that, for R > 0 sufficiently large, ∆ has no zeros in D R . Thus the terms involvingq This is in accordance with the results of [26] , in which the above example is studied for c = 0, and it is shown that the problem is well-posed for a = −i only.
Conclusions
We have derived explicit formulas for the solution of a large class of nonlocal boundary value problems, by formulating them as multipoint value problems and applying the machinery of the Fokas Transform. While we have derived the set-up for linear PDEs of arbitrary order, the formulas have been derived explicitly for PDEs of order n = 2 and n = 3. Even though the general expression is quite cumbersome, the derivation is algorithmic, and the final result fully explicit. In specific examples, it is possible to simply apply these formulas to find a general expression for the solution. This expression is always in the form of a uniformly convergent integral that can be evaluated numerically in a very efficient manner by numerical complex integration, taking advantage of the analyticity properties of the solution to select an integration contour of fast decay, as done in [10] .
We have studied also some specific examples of second and third order problems, and given criteria that guarantee that the solution representation depends effectively only on the given data of the problem, at least for n = 2. The full characterisation of multipoint conditions that yield well posed problems, as well as the analysis of the cases when the integral representation is equivalent to a series representation, are left for a future publication.
A Appendix: Proof of Lemma 5.1 and Lemma 6.1 A.1 Linear system for n = 2
Proof of lemma 5.1(a). A constructive proof may be obtained via Cramer's rule, Laplace's formula and lemma A.1. However the argument is somewhat complex. Instead, we present a direct verification of the validity of the solution. It must be shown that, for each r ∈ {1, . . . , m}, A.2 Linear system for n = 3
Proof of lemma 6.1(a). We begin by noting some useful identities. Evaluating the definition (6.5) of L, at each of j s < r − 1, j s = r − 1, j s = r, and j s > r,
It is also immediately apparent from the definition that
By a row swap, the boundary coefficient minors have the property
Expanding in minors, for any s, p ∈ Z 3 ,
We must establish both 
In the first line of expression (A.18) there are two identical quadruple-sums. We switch the roles of indices r ↔ j s in one of these sums and see that it evaluates to (other sum in line 1)
Hence, by equation (A.13), the two quadruple-sums in the first line cancel. In line 5, we apply the map (r, j s , j s+1 , j s+2 ) → (j s+2 , j s+1 , r, j s ), and equation (A.13) to see that the sum on line 5 cancels with the sum on line 9.
In line 4, we apply the map (r, j s , j s+1 , j s+2 ) → (j s+2 , r, j s+1 , j s ), and equation (A.14). In line 6, we apply the map (r, j s , j s+1 , j s+2 ) → (j s+2 , j s , j s+1 , r), and equation (A.13). Hence line 3 cancels with lines 4 and 6.
In line 7, we apply the map (r, j s , j s+1 , j s+2 ) → (j s+1 , r, j s , j s+2 ), and equation (A.14). In line 8, we apply the map (r, j s , j s+1 , j s+2 ) → (j s+1 , j s , r, j s+2 ), and equation (A.13). Hence line 2 cancels with lines 7 and 8.
We have established that expression (A.18) evaluates to 0, so (A.17) holds. for some coefficients k 0 , k 1 , k 2 ∈ C, of which we have assumed not all are zero. Therefore, any term in x 0 (λ)∆(λ) which is O(E m (λ)λ −3 ) certainly corresponds to a term of x 0 (λ) that is O(λ −1 ), which may be ignored. The remainder of the proof establishes that the dominant term in x 0 (λ)∆(λ) is γ + (λ). Integrating by parts thrice, and applying the Riemann-Lebesgue lemma to control the remainder, 
(B.9) Exploiting linearity of the determinants in their top rows, and after some judicious cancellation, we arrive at 
