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In many applications of random field models, such as brain imaging
and cosmological studies, an important problem is the determination of
thresholds: regions where values occur above the threshold indicate sig-
nificance, while values occurring below do not. In the setting of random
fields, the existence of spatial correlation between values renders this
problem particularly challenging.
Statistically, this problem can be posed as a test: the null hypothesis
H0 asserts equivalence over a region S between two realizations of a
smooth random field T (·). High values of T over S for one of the real-
izations thus indicate deviation from H0, inspiring the use of the maxi-
mum as a test statistic, MS := sups∈S T (s), which requires its null dis-
tribution. In addition, identifying regions with 95% significant values of
T requires a 5% threshold t such that P (MS > t|H0) = 0.05. Obtain-
ing such unknown quantities is difficult since the correlation structure
of the random field is required, which is itself also unknown.
In Adler et al. (2013), we introduce Lipschitz-Killing curvature (LKC)
regression, a new method to produce accurate (1−α) thresholds for ran-
dom fields without knowledge of the correlation structure. The method
borrows from the Euler characteristic heuristic (ECH) (Adler, 2000), a
powerful parametric technique for Gaussian random fields to determine
null tail probabilities of MS and thus provides an accurate approxima-
tion of the exceedance probability P (MS ≥ u) for large u. The idea
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is to fit the observed empirical Euler characteristics ϕ of excursion sets
Au to the Gaussian kinematic formula (GKF) (Taylor, 2006),
E[ϕ(Au)] =
dim(S)∑
i=0
Li(S)ρi(u). (1)
For Gaussian random fields, the ρi take an explicit form based on Her-
mite polynomials, while the Li are the LKCs: complex topological
quantities that are very challenging to evaluate both theoretically and
numerically. Our method quickly and easily provides statistical esti-
mates of the LKCs via generalized least squares (GLS), which then by
the GKF (1) and the ECH generate (1 − α) thresholds and p-values.
Furthermore, LKC regression achieves large gains in speed without loss
of accuracy over its main competitor, warping (Taylor & Worsley, 2006).
Keywords: Excursion set, Gaussian kinematic formula, Lipschitz-Killing cur-
vature, generalized least squares regression, significance level.
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Let (pi, qi), i ∈ Z, be a sequence of independent and identically
distributed random vectors such that pi + qi = 1, pi > 0, qi > 0 for i ∈
Z. Consider a random walk in the random environment (pi, qi), i ∈ Z.
It means that if the random environment is fixed then a moving particle
fulfils a transition from the state i to the state (i+ 1) with probability pi
or to the state (i− 1) with probability qi. Let Xn be a position of the
moving particle at time n and X0 = 0.
Suppose that
E ln
p0
q0
= 0, E ln2
p0
q0
:= σ2, 0 < σ2 <∞. (1)
The well-known Ritter theorem establishes that if the condition (1) is
valid then, as n→∞,
σ2 max0≤i≤nXi
ln2 n
d→ β,
where β is a positive random value and the symbol d→ means conver-
gence in distribution.
The conditional version of this theorem is valid (Afanasyev, 2013).
Theorem 1. If the condition (1) is valid then, as n→∞,{
σ2 max0≤i≤nXi
ln2 n
∣∣∣∣ X1 ≥ 0, . . . , Xn ≥ 0} d→ η,
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where η is a positive random value and for x > 0
P (η ≤ x) = 4
√
2
pix
∞∑
k=1
exp
(
−2 (2k − 1)
2
x
)
.
Our proof of the theorem is based on the following facts. Let Tn
be the passage time of the state n ∈ N by the random walk {Xn} and{
Z
(n)
i , i ∈ N0
}
be a branching process in random environment with n
immigrants (one immigrant in each generation beginning from zero gen-
eration) with reproduction distribution
{
pi+1q
k
i+1, k ∈ N0
}
of a repre-
sentative of the i-th generation, i ∈ N0. It is known that for n ∈ N
Tn
d
= n+ 2
∑+∞
i=0
Z
(n)
i . (2)
Introduce a process Un (t) = (σ
√
n)−1 ln
(
Z
(n)
bntc + 1
)
, t ∈ [0, 1] .
Theorem 1 is a corollary of the relation (2) and the following theorem.
Theorem 2. If the condition (1) is valid then, as n→∞,
{Un | Un (1) = 0} D→ |W0| ,
where W0 is a Brownian bridge and the symbol
D→ means convergence
in distribution in the space D [0, 1] with the Skorokhod topology.
Keywords: limit theorems, random walk in random environment, branching
process with immigration in random environment.
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We consider a single-server system with an unreliable server. In
such a system service is subjected to interruptions that are caused by
breakdowns of the server. After breakdown the server is repaired during
a random time. We suppose that the service interrupted by the break-
down of the server is continued after its repair from the point at which
it was interrupted. Input flow A(t) is assumed to be regenerative in the
following sense.
Definition 1. A stochastic flow A(t) is regenerative if there exists an
increasing sequence of r.v.’s {θj}∞j=1, θ0 = 0, such that the sequence
{κj}∞j=1 = {θj−θj−1, A(θj−1 + t)−A(θj−1), t ∈ [0, θj−θj−1)}∞j=1
consists of i.i.d. random elements.
Let ξj = A(θj) − A(θj−1), τi = θj − θj−1. We assume that µ =
Eτ1 <∞, a = Eξ1 <∞ and put λ = a/µ.
Service times {βi}∞i=1 are i.i.d. r.v.’s not depending on A(t). Let
{u(1)n }∞n=1 ({u(2)n }∞n=0) be a sequence of working (non-working) inter-
vals of the server. These sequences are independent and each of them
consists of i.i.d. r.v.’s. Besides, they do not depend onA(t) and {βj}∞j=0.
Put ai = Eu
(i)
n < ∞, i = 1, 2. Let W (t) be the virtual waiting time
process and q(t) the number of customers in the system at time t. We
introduce a traffic coefficient ρ = λbα−1 with α = a1a1+a2 .
For the case ρ < 1 we consider a time compression asymptotic
describing heavy traffic situation.
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We introduce a family of queueing systems {ST } with traffic coeffi-
cient ρT and let ρT ↑ 1, as T →∞. The input AT (t) for ST is defined
by the relation AT (t) = A(ρ−1(1 − 1/
√
T )t). The traffic coefficient
for ST is of the form ρT = 1 − 1/
√
T . Denote by qT (t), WT (t) the
processes q(t), W (t) for the system ST with input AT (t).
Theorem 1. Let
Eτ2+δn <∞, Eξ2+δn <∞, Eβ2+δn <∞, E(u(i)n )2+δ <∞ (1)
for some δ > 0 and all n ≥ 1, i = 1, 2. Then the normalized processes
ŴT (t) =
WT (tT )√
T
and q̂T (t) =
qT (tT )√
T
converge weakly to diffusion processes with reflection at the origin and
coefficients (−√αb−1, σ˜2q ), (−
√
α, b2σ˜2q ) respectively. Here
σ˜2q =
α
b3
σ2β +
α
λb
σ2A +
1
b2
σ2S ,
σ2A = σ
2
ξµ
−1 + a2σ2τµ
−3 − 2acov(ξ, τ)µ−2, σ2S =
a21σ
2
2 + a
2
2σ
2
1
(a1 + a2)3
,
and σ2ξ , σ
2
τ , σ
(2)
i are variances of ξ, τ , u
(i)
n respectively.
Theorem 2. Let conditions (1) be fulfilled. If ρ > 1 then for any
finite interval [0, h] the normalized processes
ŴT (t) =
W (tT )−α(ρ−1)tT
σ˜W
√
T
and q̂T (t) =
q(tT )−b−1α(ρ−1)tT
σ˜q
√
T
converge weakly to Wiener processes, as T →∞.
If ρ = 1 then ŴT (t) =
W (tT )
σ˜W
√
T
and q̂T (t) =
q(tT )
σ˜q
√
T
converge
weakly to absolute value of Wiener processes, as T →∞. Here
σ˜2W = b
2σ2A + λσ
2
β + σ
2
S , σ˜
2
q =
1
b2
σ˜2W .
Keywords: queueing system, unreliable server, regenerative input.
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Knowledge-gaining and decision-making in real-world domains of-
ten require reasoning under uncertainty. In such contexts, combining
information from several, possibly heterogeneous, sources - ‘experts’,
such as numerical models, information systems, witnesses, stakehold-
ers, consultants - can really enhance the accuracy and precision of the
‘final’ estimate of the unknown quantity (a risk, a probability, a future
random event, . . . ).
Bayesian paradigm offers a coherent perspective from which to ad-
dress the problem. It just suggests to regard experts’ opinions/outputs as
data from an experiment (Morris, 1977): a likelihood function may be
associated with them — and the Joint Calibration Model (JCM) makes
it more easier to assess (Monari and Agati, 2001), (Agati et al., 2007) —
and is used to revise the prior knowledge. In such a way, the information
combining process just becomes a knowledge updating process.
An issue strictly related to information combining is how to perform
an efficient process of sequential consulting. The investigator, indeed,
often prefers to consult the experts in successive stages rather than si-
multaneously: so, s/he avoids wasting time (and money) by interview-
ing a number of experts that exceeds what s/he needs. At each stage,
the investigator can select the ‘best’ expert to be consulted and choose
whether to stop or continue the consulting.
The aim of this paper is to rephrase the Bayesian combining algo-
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rithm in a sequential context and use Mathematica to implement suit-
able selecting and stopping rules. The procedure implemented in a note-
book file has been investigated in simulation and experimental studies.
Keywords: combining, knowledge, curvature, Mathematica.
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Let X1, X2, . . . be a sequence of random variables (r.v.) , 1 =
L(1) < L(2) < . . . and X(n) = max{X1, X2, . . . , XL(n)}, n =
1, 2, . . . , be correspondingly the upper record times and the upper record
values. The classical theory of records which deals with records for in-
dependent identically distributed (i.i.d.) X’s is very popular and is de-
veloped very well. There are a lot of monographs devoted to records
(see, for example, Nevzorov (2000), Ahsanullah and Yanev (2008)). In-
deed, for more than 60 years of their history the classical records were
studied carefully in all directions. The ”classical” part of the record the-
ory initiated the necessity to study ”nonclassical” models. We suggest
here one new ”nonclassical” record model- ”records with restrictions”.
This scheme is close to the model of ”δ-exceedance records”, which
was considered by Balakrishnan, Balasubramanian and Panchapakesan
(1996).
Let X1, X2, . . . be a sequence of i.i.d. random variables and C be
some fixed positive constant. We define X(1) = X1, L(1) = 1 and
the next after X(n) = XL(n) value X(n+ 1) is determined as follows.
In the sequence XL(n)+1, XL(n)+2, as the new record variable we take
the first of X’s (its number we denote as L(n + 1)) which lies in the
random interval (X(n), X(n) + C). It means that we ignore all X’s
which are less than X(n) or which are greater than X(n) + C. In one
more modification of this record scheme with restrictions the next record
X(n + 1) coincides with the first X , which is greater than X(n), if X
lies in the interval (X(n), X(n) + C), and X(n + 1) = X(n) + C, if
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this X is more than X(n) + C. Some results are obtained for both of
these record schemes.
Keywords: record times, record values, δ-exceedance records, records with
restrictions.
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LetX1, X2, ... be independent random variables (rv’s) having a com-
mon continuous cumulative distribution function (cdf)F (x), 1 = L(1) <
L(2) < · · · and X(n) = max{X1, X2, ..., XL(n)} be the upper record
times and the upper record values correspondingly. Let N(n) denote
the number of records among rv’s X1, X2, ..., Xn and ξk, k = 1, 2, ...
be the record indicators, i.e. ξk = 1 if Xk = max{X1, X2, ..., Xk}, and
ξk = 0 otherwise. If S(n) denotes the sum of record values generated by
X1, X2, ..., Xn and M(n) = max{X1, X2, ..., Xn}, n = 1, 2, ... then it
is not difficult to show that S(n) =
∑n
k=1M(k)ξk. We will also deal
with the sums T (n) = X(1) +X(2) + · · ·+X(n), n = 1, 2, ....
The theory of records is reviewed in details in monographs by Arnold,
Balakrishnan and Nagaraja (1998), Nevzorov (2001), Ahsanullah and
Nevzorov (2001), and Ahsanullah and Yanev (2008). In Akhundov
and Nevzorov (2006), the authors characterize a class of distributions
through the regression relation E(T (n)|X(n+ 1) = u) = cu+ d a.s..
In this paper we consider a regression relation which is close to the
one given above but characterizes another set of distributions. Instead
of sums T (n) we deal with the sums S(n). Indeed, T (n) = S(L(n))
where the record times L(n) are rv’s. It appears that
E(S(n)|X(N(n)) = x) = E(S(n)|M(n) = x)
= x+ n−1n
∫ x
−∞ ydR(y, x) +
n−2
2n
∫ x
−∞ ydR
2(y, x) + · · ·
+
1
n(n− 2)
∫ x
−∞
ydRn−1(y, x),
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where R(y, x) = F (y)F (x) , y ≤ x and R(y, x) = 1 otherwise. This equality
allows us to obtain some new characterizations of probability distribu-
tions. The simplest of these characterizations (the case of n = 2) is
given by the following
Theorem. Let F be a continues cdf. For some α > 1 and −∞ < β <
∞ the regression relation E(S(2)|M(2) = x) = αx+ β a.s. holds if
and only if F (up to location and scale parameters) is given by
a. F (x) = 0, x ≤ 0; F (x) = xδ, 0 < x ≤ 1 and F (x) = 1, x > 1 if
1 < α < 3/2;
b. F (x) = exp(x),−∞ < x ≤ 0 and F (x) = 1, x > 0 if α = 3/2;
c. F (x) = (−x)δ,−∞ < x ≤ −1 and F (x) = 1, x > −1 if α > 3/2,
where δ = 2(α − 1)/(3 − 2α). Keywords: records, sum, characterization,
regression.
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There are many experimental designs in clinical trials, in which the
proportion of patients allocated to treatments converges to a fixed value.
Some of these procedures are adaptive and the limiting proportion can
depend on the treatments’ behaviors. Adaptive designs are attractive
because they aim to achieve two simultaneous goals: (a) collecting ev-
idence to determine the superior treatment, and (b) increasing the al-
location of units to the superior treatment. For a complete literature
review on response adaptive designs see Hu, Rosenberger (2006). We
focus on a particular class of adaptive designs, described in terms of urn
models which are randomly reinforced and presenting a diagonal mean
replacement matrix. These models introduced by Durham (1990) for
binary responses, were extended to the case of continuous responses by
Muliere, Paganoni, Secchi (2006). In that work it was proved that the
probability to allocate units to the best treatment converges to one as the
sample size increases. Important results on the asymptotic behavior of
the urn proportion for this RRU model were developed in Flournoy, May
(2009), in the case of reinforcements with different expected values. We
construct a new response adaptive design, described in terms of two
colors urn model, targeting fixed asymptotic allocations that are func-
tion of treatments’ performances. The model and the main convergence
theorem are presented in Aletti, Ghiglietti, Paganoni (2013). We prove
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asymptotic results for the process of colors generated by the urn and
for the process of its compositions, concerning almost sure convergence
and the convergence rates (Ghiglietti, Paganoni (2012)). Applications to
sequential clinical trials, connections with response-adaptive design of
experiments are considered as well as simulation studies concerning the
power function of a testing hypothesis procedure that naturally arises
from this statistical framework are detailed.
Keywords: Response adaptive designs, Clinical trials, Randomly Reinforced
Urns.
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This study illustrates the use of the software SaTScan for a spatio-
temporal cluster analysis of cancer rates in Florida. The pediatric can-
cer data are obtained from the Florida Association of Pediatric Tumor
Programs. The software SaTScan was developed as a modern disease
surveillance tool for the detection of spatial clusters of a disease (Kull-
dorff 1997). Amin et al. (2010) provided an epidemiological study of
pediatric cancer rates in Florida. They used incidence rates for pediatric
cancers (2000-2007), adjusted for age and sex.
This study is an extension of Amin et al. (2010). It aims at iden-
tifying geographic areas that display high pediatric cancer incidence
rates. In addition to the geospatial analysis of cancer rates, we will
also analyze air quality data obtained from the Environmental Protec-
tion, and data on the quality of streams. The software ArcGIS is used
to match cancer, air, and water samples based on their geographical co-
ordinates in Florida. While our main goal still is to detect cancer clus-
ters in Florida, it is very useful to test for possible associations with
environmental factors, such as carcinogenic air pollution that is based
on the Risk-Screening Environmental Indicators (RSEI),and/or the Na-
tional Air Toxics Assessment (NATA), from the EPA. This is the only
research project that the authors are aware of in which these factors are
analyzed together for the USA.
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Our approach for disease surveillance uses a sequential methodol-
ogy as follows:
1. We start out having a cluster analysis for a large region, such as
a State. In our project, we analyze data for Florida, using either
census tracts or zip codes as the unit of analysis.
2. After we identify large sized clusters, the subsequent cluster anal-
yses are applied to each of the significant clusters separately. In
this case, the ”new population” is a cluster region. This way, we
identify hot spots.
3. If smaller data units are available, such as in the case of air pol-
lution, we start a new cluster analysis for each regional cluster,
using data at the squared km level.
This sequential methodology allows us to go from large to small geo-
graphical areas of Florida, and it provides a sound approach to detect
clusters.
This project is a disease surveillance study, using statistical methods
to identify clusters. In our study, we test for univariate clusters and also
for multivariate cluster analysis in SaTScan Multivariate spatial scan
statistics for disease surveillance.
Keywords: Cancer, Cluster Analysis, Likelihood Ratio.
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Multivariate longitudinal data arise when different individual char-
acteristics are investigated over time. When modelling this kind of data,
correlation between measurements on each individual should be taken
into account. When the same attributes are observed over time the sta-
tistical units can be arranged in a three-way data structure, where the
n observations are the rows, the set of p attributes are represented in
columns and the different time points, say T, are the layers. In this per-
spective, each observed unit is a p× T matrix instead of a conventional
p-dimensional vector.
Suppose we are interested in clustering the n observed matrices in
some k homogeneous groups, with k < n, using the full information
of the temporal and the attribute entities. This is not a trivial problem,
since correlations between variables could change across time and, vice
versa, correlations between occasions can be different for each response.
The issue of clustering longitudinal data in a model-based perspective
has been recently addressed by McNicholas and Murhpy (2010), who
proposed a family of Gaussian mixture models by parameterizing the
class conditional covariance matrices via a modified Cholesky decom-
position (Newton, 1998). This allows to interpret the observations as
deriving from a generalized autoregressive process and to explicitly in-
corporate their temporal correlation into the model. The approach deals
with the case of a single attribute measured over time.
In this work we consider the problem of clustering longitudinal data
on multiple response variables. The issue can be addressed by means
of matrix-normal distributions (Viroli, 2011). An explicit assumption
of this approach is that the total variability can be decomposed into a
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‘within multiple attributes’ and a ‘between different times’ component.
This gives body to a separability condition of the total covariance ma-
trix into two covariance matrices, one referred to the attributes and the
other one to the times. According to McNicholas and Murphy (2010)
we parameterize the class conditional ‘between’ matrices through the
modified Cholesky decomposition, which has a nice statistical interpre-
tation, since it allows to relate a realization at time t (t = 1, . . . , T )
to its past through a linear least-squares representation in a general-
ized autoregressive process. This mixture model can be fitted using an
expectation-maximization (EM) algorithm and model selection can be
performed by the BIC and the AIC information criteria. Effectiveness of
the proposed approach has been tested through a large simulation study
and an application to a sample of data from the Health and Retirement
Study (HRS) survey.
Keywords: Multivariate longitudinal data, Model-based clustering, Three-way
data.
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Let us consider sample elements {Xi, i = 1, ..., n}, modulated by
a finite continuous-time Markov chain (Pacheco, Tang, Prabhu, 2009).
For simplicity we say that the elements operate in the so-called random
environment. The last is described by an ”external” time-continuous er-
godic Markov chain J(t), t ≥ 0, with a final state spaceE = {1, 2, ..., k}.
Let λi,j be the transition rate from state i to state j.
Additionally, n binary identical elements are considered. Each com-
ponent can be in two states: up (1) and down (0). The elements of sys-
tem fail one by one, in random order. For a fixed state i ∈ E, all n
elements have the same failure rate γi(t) and are stochastically indepen-
dent. When the external process changes its state from i to j at some
random instant t, all elements, which are alive at time t, continue their
life with new failure rate γj(t). If on interval (t0, t) the random envi-
ronment has state i ∈ E, then the residual lifetime τr − t0 (up-state) of
the r-th component, r = 1, 2, ..., n, has a cumulative distribution func-
tion (CDF) with failure rate γi(t) for time moment t, and the variables
{τr − t0, r = 1, 2, ..., n} are independent.
In the above described process elements of a sample {Xi, i = 1, ..., n}
are no i.i.d. anymore, as it is assumed in the classical sampling theory.
Let N(t) be a number of elements which are in the up state at time mo-
ment t. Expressions for pr,i,j(t0, t) = P{N(t) = r, J(t) = j|N(t0) =
r, J(t0) = i}, for r ∈ {1, ..., n}, i, j,∈ E, are used.
Our paper is devoted to a problem of statistical estimation of the
described process parameters. For that we make the following suppo-
sitions. Firstly, parameters of the Markov-modulated processes {λi,j}
are known. Secondly, with respect to hazard rates γi(t), a paramet-
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ric setting takes place: all γi(t) are known, accurate to m parame-
ters β(i) = (β1,i, β2,i, ..., βm,i)T , so we will write γi(t;β(i)). Further,
we use the (m × k)-matrix β = (β(1), β(2), ..., β(m)) of unknown pa-
rameters. Thirdly, with respect to the available sample: sample ele-
ments are fixed corresponding to their appearance, so the order statistics
X(1), X(2), ..., X(n) are fixed. Finally, states of the random environment
J(t) are known only for time moments 0, X(1), X(2), ..., X(n).
The maximum likelihood estimates (Rao, 1965), (Turkington, 2002)
for the unknown parameters β are derived. The elaborated technique is
illustrated by a reliability estimation of the coherent series-parallel sys-
tem (Gertsbakh, Shpungin, 2010), (Samaniego, 2007), which operates
in an alternative random environment.
Keywords: Markov-modulated samples, maximum likelihood estimates.
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Classical linear regression (Turkington, 2002) is of the form Yi =
xiβ+Zi, i = 1, . . . , n, where Yi is scale response, xi = (xi,1, xi,2, . . . , xi,k)
is 1× k vector of known regressors, β is k× 1 vector of unknown coef-
ficients, Zi is scale disturbance. The usual assumptions take place: the
disturbances Zi are independently, identically normal distributed with
mean zero and unknown variance σ2, the n × k matrix X = (xi,ν) =
(xTi )
T has rank r(X) = k, so (XTX)−1 = exists.
Now we suppose that model (1) corresponds to one unit of a con-
tinue time, Zi(t) is Brown motion and responses Yi(t) are time-additive.
Then for t > 0
Yi(t) = xiβt+ Zi
√
t, i = 1, . . . , n, (1)
where disturbance Zi are (as earlier) independently, identically normal
distributed with mean zero and unknown variance σ2.
Additionally we suppose that model (1) operates in the so-called
external environment, which has final state space E. For the fixed state
sj ∈ S, j = 1, . . . ,m, parameters β of model (1) are βj = (β1,j , . . . , βk,j)T ,
but as earlier {Zi} are stochastically independent, normal distributed
with mean zero and variances σ2. Let (ti,1, . . . , ti,m) be the 1×m vec-
tor, where component ti,j means a sojourn time for response Yi in the
state sj ∈ S. If ti = ti,1 + · · ·+ ti,m then
Yi(ti) = xi
m∑
j=1
βjti,j + Zi
√
ti, i = 1, . . . , n. (2)
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Further we suppose that the external environment is random one and
is described by a continuous-time Markov chain J(t), t ≥ 0, with finite
state set S = {1, 2, . . . ,m} (Pacheco, Tang, Prabhu, 2009). Let λi,j be
the known transition rate from state si to state sj , and Λi =
∑
j 6=i
λi,j .
Now in the formula (2), random sojourn time Ti,j in the state sj for the
i-th realization must be used instead of ti,j .
We have n independent realizations of this Markov chain. It is sup-
posed that for the i-th realization the following data are available: total
observation time ti = Ti,j + . . . + Ti,m, initial and final states of J(·),
and the response Yi = Yi(ti) from (2). Additionally we have a knowl-
edge on parameters {λi,j} of the modulated Markov chain J(·). One
allows us calculating average sojourn time E
(
Ti,j |ti, Ji,0, Ji,τ(i)
)
in the
state sj during time tj for the i-th realization, given fixed initial and final
states Ji,0 and Ji,τ(i) of Markov chain J(·). These averages are used in
the formula (2) instead of unknown values {ti,j}.
On this basis, one must be estimated unknown parameters: the k×m
matrix β = (β1 . . . βm) = (βν,j) and the variance σ2. Corresponding
statistical procedures and numerical examples are considered in the pa-
per.
Keywords: Markov-modulated samples, maximum likelihood estimates.
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Statistical design and trial operational characteristics are affected
by stochasticity in patient’s enrolment and various event’s appearance.
The complexity of clinical trials and risk-based monitoring of various
characteristics require developing new predictive analytic techniques.
An analytic methodology for predictive patient’s enrolment mod-
elling is developed by Anisimov & Fedorov (Statistics in Medicine,
2007). It uses delayed Poisson processes with gamma distributed rates
(Poisson-gamma model) and empirical Bayesian technique. This ap-
proach accounts for stochasticity in enrolment, variation of enrolment
rates between different centres and allows predicting enrolment over
time and time to complete trial using either planned or interim data.
This methodology was developed further to account for random de-
lays and closure of clinical centres and modelling events in trials with
waiting time to response (oncology), Anisimov (2011ab). To model
more complicated hierarchic processes including follow-up patients, dif-
ferent associated events including dropout and related costs, a new tech-
nique that uses evolving stochastic processes is proposed. It allows to
derive closed-form solutions for many practical cases, thus, does not
require Monte Carlo simulation.
Assume that patients arrive at centre i according to doubly stochastic
Poisson process (Cox process) with rate λi(t) that can be random and
time dependent. Consider a sequence of arrival times t1i < t2i < ...
and a family of stochastic processes ξki(t, θ), 0 ≤ t ≤ τki, (ξki(t, θ) =
0, t < 0), where θ is some unknown parameter, τki is a random life-
time and ξki(·) are independent at different i and k with distributions
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not depending on k. Consider sums of evolving processes:
Zi(t) =
∑
k: tki≤t
ξki(t− tki, θ), Z(t) =
∑
i
Zi(t).
In this way we can describe various operational characteristics.
In particular, consider modelling follow-up and lost patients. Sup-
pose that in centre i each patient upon arrival can either stay in the
trial during follow-up period L or drop-out during this period with a
given rate µi (possibly random). Define ξki(t) = 1, 0 ≤ t ≤ τki, and
ξki(t) = 0, t > τki, where τik are distributed as min(Ex(µi), L) and
Ex(µ) is exponentially distributed with parameter µ. Then Zi(t) repre-
sents the number of follow-up patients in centre i at time t. In a similar
way we can represent lost patients and also model the related costs.
To describe the evolution of multiple events, e.g., recurrence, death
and lost to follow-up in oncology trials, we can use for ξki(t) finite
Markov or semi-Markov absorbing processes (Anisimov, 2011b).
For these models the main predictive characteristics are derived in a
closed form. Estimation of the unknown parameter θ is also considered.
Keywords: clinical trial, patient enrolment, hierarchic modelling, analytical
technique.
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Quasi-Monte Carlo integration techniques have recently gained sig-
nificant popularity over Monte Carlo schemes, since the theoretical rate
of convergence of the quasi-random approach is higher, especially in
multidimensional case. However, Monte Carlo utilizes confidence in-
tervals in order to control the integration error without any extra func-
tion evaluations, and no similar concept is available when using Quasi-
Monte Carlo. The only possible general upper bound is given by the
Koksma-Hlawka inequality, but the discrepancy estimation is too com-
putationally complex to be considered as applicable, whereas introduc-
ing an artificial randomness into Quasi-Monte Carlo (i.e. random shift)
requires a significant number of extra integrand evaluations.
The main idea behind confidence intervals is the fact that cumulative
means of independent trials converge to the normal distribution (central
limit theorem). Furthermore, this limit holds under significantly weaker
conditions, including the case with dependent random variables. The
latter, however, requires separate variance estimation.
In our research we split an integration domain X ∈ Rd into N = 2s
non-intersecting sub-domains X1,X2, . . . ,XN of equal volume and fo-
cus on a set of Haar functions, forming an orthonormal system in L2[X].
By using an apparatus, described in (Ermakov, 1977), we build an in-
terpolatory quadrature formula SN , which is exact for the Haar system.
This property allows us to use the formula in conjunction with the gen-
48 Volume of Abstracts
eralized Sobol sequence and to simultaneously build an upper boundary
for the integration error. A straightforward variance analysis shows that
it is possible to obtain an analogue of the confidence interval, based on
a set of simultaneous estimates {αˆi}Ni=1, where αi =
∫
Xi
f(x)dx.
The variance of the formula is then given by
DSN =
1
N

∫
X
f2(x)dx−
∫
X
f(x)dx
2 −∑
i<j
(αi − αj)2
 .
The proposed algorithm does not require extra integrand evaluations
and its variance is never greater than the traditional Monte Carlo vari-
ance. Moreover, it is applicable regardless of the dimension d, provided
by the proper usage of generalized Sobol sequences. Computational ex-
amples indicate that carefully chosen parameters lead to a both accurate
and narrow empirical boundary for the integration error.
Keywords: Quasi-Monte Carlo, Sobol sequence, Haar functions, confidence
interval
Acknowledgements: The work is supported by the RFBR grant No11-01-00769a
References
• Ermakov S. M. (1975): Die Monte Carlo Methode und verwandte
Fragen, VEB Deutscher Verlag der Wissenschaften, Berlin, in
German.
• Sobol’ I. M. (1969): Multidimensional Quadrature Formulas and
Haar Functions, Nauka, Moscow, in Russian.
Seventh International Workshop on Simulation 49
The influence of the dependency structure in
combination-based permutation tests
Rosa Arboretti∗, Iulia Cichi∗, Luigi Salmaso‡, Vasco Boatto∗, Luigino
Barisan∗
∗Department of Land, Environment, Agriculture, University of Padova, Italy
and ‡Forestry and Department of Management and Engineering, University of
Padova, Italy
rosa.arboretti@unipd.it, iulia.cichi@unipd.it,
luigi.salmaso@unipd.it vasco.boatto@unipd.it,
luigino.barisan@unipd.it
With reference to multivariate permutation tests we deal with the
method of NonParametric Combination (NPC) of a finite number of de-
pendent permutation tests. A quite important problem usually occurs in
several multidimensional applications when variables, which are to be
analyzed, are correlated and their associated regression forms are dif-
ferent (linear, quadratic, exponential, general monotonic, etc.).In this
paper we show that the nonparametric combining strategy is suitable to
cover almost all real situations of practical interest since the dependence
relations among partial tests are implicitly captured by the combining
procedure itself. One open problem related to NPC-based tests is the
possibility for the experimenter to manage with the impact of the de-
pendency structure on the possible significance of combined tests. We
will explore this problem from different points of view (different kinds
of dependency, different combination functions and an increasing num-
ber of correlated variables). We also present an application example on
a real case study from wine studies.
Keywords: correlation, permutation tests, nonparametric combination, NPC.
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Evaluating customer satisfaction is an important process in continu-
ous improvement of businesses and evaluating the quality of products or
services. The methodology proposed uses customer satisfaction survey
results to obtain a final ranking of the individual qualities and analyzes
the subsets of relationships between the qualities. An evaluation col-
lected in the form of rankings, or likert scales, rarely naturally satisfies
parametric assumptions and thus a nonparametric approach is desirable.
The pooling of preference ratings using the nonparametric combination
ranking methodology has an underlying dependency structure which is
nonparametric. Permutation tests are performed on the correlations be-
tween all possible subsets of rankings. An analysis of the correlations
between rankings leads to an understanding of which qualities are dom-
inating the global ranking and which hold lesser importance.
Keywords: global ranking, permutation tests, nonparametric combination.
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The type of equipment and clinical staff required by intensive care
units (ICU) makes them very costly to run. The inevitable periodic bed
shortages have no desirable consequences: admissions and discharges
of patients are triaged, and then the number of patients who are rejected
from admission increases and the length of stay (LoS) gets shortened. A
high quality of service means a low percentage of rejected patients and
a LoS in the ICU as long as necessary. To reach high levels for the two
mentioned objectives efficient bed management policies are necessary.
Several papers have used simulation techniques to find a solution to the
ICU bed management problem. Although some of these studies suggest
early discharge as a bed management tool, they do not include it in their
models. Mallor and Azcarate (2013) demonstrated in a real setting that
patient LoS is not independent of the ICU workload but it can be influ-
enced by the ICU bed occupancy level. As a consequence they pointed
out the need to include these discharge policies to get a valid simulation
model.
In this paper we consider the problem of obtaining efficient bed-
management policies for the ICU. To achieve this objective we consider
the mathematical representation of an ICU as a G/G/c/c queue model
with several types of customers, each one with its own arrival pattern
and service time. We first study a simplified version of the ICU (by
adopting Markovian assumptions on arrivals and service times) that will
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allow us to obtain properties related with the management and LoS of
patients.
Queueing theory has studied the problem of resource allocation un-
der uncertainty (Gross and Harris, 2008) to provide queue designs and
control policies that optimize some measure of interest. Here, we deal
with a different queueing control problem in which neither the arrival
rates nor the number of servers can be modified. The control of the bed
occupancy is addressed by modifying the service time rates, making
them dependent on the system state: individual service time µi, when
i beds are occupied, i = 1, ..., c. The goals to be achieved are the two
quality of service (QoS) components already mentioned: to minimize
the probability of rejecting a patient (because a full ICU) and to mini-
mize the shortening of the patient’s LoS. The first objective has a clear
mathematical formulation: Minimize pc. For the second objective we
propose four different formulations, all of them leading to nonlinear op-
timization problems. We obtain the solutions to these problems and
compare them in terms of the two dimensions of the QoS.
Keywords: simulation, queuing models, intensive care unit, bed occupancy.
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Left truncated and right censored data arise naturally in many life-
time studies. After providing a real motivating example from a reliabil-
ity study of power transformers, I shall describe the basic model, form
of data and some results on likelihood method of inference, and specif-
ically the details of an efficient EM algorithm. Then, I shall describe
a simulation algorithm and present results evaluating the performance
of the method of estimation as well as likelihood-based model discrim-
ination from an extensive Monte Carlo simulation study. Finally, I will
conclude with an illustrative example and some suggestions for further
work.
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Receiver Operating Characteristic (ROC) curves are a common tool
for assessing the accuracy of an ordinal or continuous biomarker when
two groups are to be distinguished (usually the healthy and the diseased
group). However, it might be the case that biomarker measurements
are censored due to a lower (and more rarely an upper) limit of detec-
tion (LOD). This is usually due to practical limitations regarding the
nature/mechanism of the biomarker. We study a spline based approach
for ROC estimation for which monotonicity constraints are imposed.
The monotone spline is fitted to the cumulative hazard function of the
marker measurements. Under the proposed technique the problem re-
duces to a restricted least squares one, with linear restrictions on the
parameters. Hence, convex optimization is involved and convergence is
guaranteed. The presence of covariates might affect the discriminatory
capability of a biomarker. Our approach can accommodate observed
covariates with the use of the well known Cox model typically used in
survival analysis. The extension of this modeling approach for the esti-
mation of an ROC surface that refers to the discriminatory capability of
a biomarker in distinguishing between three groups is straightforward.
The advantages of the presented approach is that it avoids strict para-
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metric assumptions unlike usual maximum likelihood techniques, it is
computationally stable, and it can be used for measurements that lie on
the real line, unlike simple imputation techniques that assume positive
measurements and induce bias in estimating the volume under the ROC
surface. The method is evaluated and compared to other known methods
via simulations. Estimation of the area under the curve (AUC) which is
the most commonly used index that summarizes the overall marker’s
diagnostic ability, is shown to be more efficient with the proposed ap-
proach compared to the other simple imputation based ones. Further-
more, our approach can be particularly useful when interest lies in high
FPR ranges and the partial AUC is to be estimated. Similar simulation
results are obtained for the volume under the ROC surface (VUS) when
examining the three class case.
Keywords: area under the curve, limit of detection, Receiver Operating Char-
acteristic, spline.
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Stochastic simulation is a significant aspect of statistical research.
Model building, parameter estimation, hypothesis tests, and other statis-
tical tools require verification to assess their validity and reliability, typi-
cally via simulated data. In many research fields, data sets often include
ordinal variables, e.g. measured on a Likert scale, or count variables.
This work aims to give a contribution on these topics by proposing a pro-
cedure for simulating samples from ordinal and discrete variables with
assigned marginal distributions and association structure. Up to now, a
few methodologies that address this problem have appeared in the litera-
ture. Ruscio and Kaczetow (2008) introduced an iterative algorithm for
simulating multivariate non-normal data (discrete or continous). They
first construct a huge artificial population whose components are inde-
pendent samples from the desired marginal distributions and then re-
order them in order to catch the target correlations; the desired samples
are drawn from this final population as simple random samples. Demir-
tas (2006) proposed a method for generating ordinal data by simulating
correlated binary data and transforming them into ordinal data, but the
procedure is complex and computationally expensive, since it requires
the iterative generation of large samples of binary data.
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More recently, Ferrari and Barbiero (2012) proposed a method (called
GenOrd) able to generate correlated point-scale rv (i.e. rv whose support
is of the type 1, 2, . . . , k) with marginal distributions and Pearson’s cor-
relations assigned by the user. A sample is drawn from a standard mul-
tivariate normal rv with correlation matrix RN and then discretized to
yield a sample of discrete/ordinal data meeting the prescribed marginal
distributions. The matrix RN ensuring the assigned correlation matrix
RD on the target variables is computed through a recursive algorithm.
In this work, we show that this method is also able to generate dis-
crete variables with any finite support and/or association structure ex-
pressed in terms of Spearman’s correlations as well. We also propose
a modification of GenOrd for dealing with discrete variables defined on
infinite support, which needs to be truncated when computing RN , since
the method requires a finite number of cut-points when discretizing the
multivariate normal rv. The performances of the techniques above de-
scribed are compared through a Monte Carlo study and assessed in terms
of computational efficiency and precision under various settings. Exam-
ples of application of the new proposal concerning inferential issues are
provided to show its utility and usability even by non-experts.
Keywords: multivariate random variable, Pearson’s correlation, Spearman’s
correlation.
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In this talk, we are interested in hidden models of Markovian and
semi-Markovian type, in associated reliability and survival analysis top-
ics and in some related estimation procedures.
First, we will present a canonical system for which hidden Markov
or semi-Markov processes are appropriate modeling tools and we intro-
duce the corresponding notation and definitions.
Second, we are interested in presenting reliability problems for which
the hidden (semi-)Markov processes are adapted modeling tools. Exam-
ples are mainly related to software reliability modeling (cf., e.g, Ledoux,
2003; Durand and Gaudoin, 2005; Gaudoin and Ledoux, 2007). The
problem of obtaining the reliability indicators in terms of the basic char-
acteristics of the models is addressed.
Third, we are interested in the estimation of such models, which
is usually obtained through an algorithmic approach. In our case, the
corresponding estimators are obtained through an EM algorithm, that
we briefly describe.
The interest of the type of stochastic processes that we present in
our talk comes: on the one hand, from the wide range of applications
for which these processes are a flexible modeling tools; on the other
hand, from the important generalization that the hidden semi-Markov
processes bring as compared to the hidden Markov processes, that are
too restrictive for a certain number of applications (see, e.g., Barbu and
Limnios, 2008).
Keywords: hidden Markov and semi-Markov chains, survival analysis, relia-
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bility theory, statistical estimation.
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Dynamic latent variable models represent a useful and flexible tool
in the study of macro and micro-econometric data. Here we refer to
two particular dynamic latent variable models, the Stochastic Volatil-
ity (SV) models applied in the analysis of financial time series and the
Limited Dependent Variable (LDV) models for analyzing panel data.
Both models allow us to well capture the variability present in the data
through an autoregressive structure and at the same time they are more
parsimonious than other models. Nevertheless, the estimation proce-
dure of these models presents some computational difficulties related to
the presence of the latent variables. Since these variables are unobserv-
able, they have to be integrated out from the likelihood function and an
analytical solution does not exist. Among the different estimation pro-
cedures discussed in the literature, a common method for both models is
based on the direct maximum likelihood estimation using a non-linear
filter algorithm. This algorithm allows to rephrase the likelihood func-
tion as a product of univariate integrals that have to be approximated.
In this regard, for the SV model Fridman and Harris (1989) proposed to
use the Gauss Legendre numerical quadrature, whereas Bartolucci and
De Luca (2003) applied a rectangular quadrature. As for the LDV mod-
els Heiss (2008) approximated the uni-dimensional integrals by means
of the Gauss Hermite (GH) quadrature.
In this work we propose to use the Adaptive Gaussian Hermite (AGH)
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numerical quadrature (Liu and Pierce, 1994) to approximate the uni-
dimensional integrals resulting from the non-linear filtering algorithm
applied in the estimation of both the SV and LVD models. This numer-
ical method appears to be superior to the other approximations mainly
for two different reasons. It requires only few quadrature points to get
accurate estimates and it does not risk to miss the maximum since it well
captures the peak of the integrand involved in the likelihood function. A
wide simulation study is carried out in order to evaluate the performance
of AGH under different conditions of study and we compare its perfor-
mance with the other approximation methods.
Keywords: Gauss Hermite quadrature, autoregressive structure, non linear filter
algorithm.
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Let h : X → R denote a function that is expensive to evaluate, for
instance the response, or a function of the response, of a time-consuming
deterministic computer program with input space X. Given a probabil-
ity density function pi with respect to a reference measure µ on X, we
consider the problem of constructing a good unbiased estimator of the
average θ =
∫
hpi dµ using importance sampling (IS):
θ̂m =
1
m
m∑
i=1
h(Xi)w(Xi) , Xi
iid∼ q(x), w = pi
q
. (1)
Following a path that is now classical in the design and analysis of com-
puter experiments, it has recently been proposed—in the special case
where h is the indicator function of a rare event—to make use of a Gaus-
sian process model of the expensive computer code, in order to select a
good proposal density q (Dubourg et al., 2011; Barbillon et al., 2012).
As a first contribution to this line of research, we revisit the classical
question of choosing an optimal proposal density for (1), from the point
of view of Bayesian numerical analysis (Ritter, 2000). We prove that
the optimal proposal distribution for the quadratic risk is proportial to
g(x)pi(x), where g(x)2 = E
(
h(x)2
)
, the expectation being taken with
respect to the prior on h. The proposal distribution used by Dubourg et
al. (2011) and Barbillon et al. (2012) were, thus, sub-optimal.
Unfortunately, it turns out that the estimator (1), with q the optimal
proposal just determined, cannot be used directly since 1) the optimal
density is only known up to a multiplicative constant, and 2) we do not
know in general how to draw independent samples from q. As a second
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contribution, we explain how to construct an approximate IS estima-
tor using Sequential Monte Carlo simulations (Del Moral et al., 2006).
In the case where h is the indicator function of a static rare event, the
proposed approach is reminiscent of the Bayesian Subset Simulation al-
gorithm of Li et al. (2012). We prove that the approximate IS estimator
is still unbiased, and converges in distribution to θ̂m when the number
of particles goes to infinity (under the condition that h and w are con-
tinuous qµ-almost everywhere).
Keywords: Importance Sampling, Gaussian process, Bayesian Numerical Anal-
ysis, Rare events, Subset Simulation.
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The main object of our investigation here is a probabilistic represen-
tation of a solution to the Cauchy problem for a class of nonlinear
parabolic systems including nonlinear systems of two types and their
combination. Namely, given functions a ∈ Rd, A ∈ Rd×d, c ∈ Rd1×d1 ,
C ∈ Rd×d1×d1 depending on x, u,∇u we consider the Cauchy problem
∂um
∂s
+
1
2
TrA∗∇2umA+ 〈a,∇um〉+
d1∑
l=1
[CmlA
∗∇ul (1)
+cmlul] + gm(x, u,∇u) = 0, um(T, x) = 0, and
∂uq
∂s
+
1
2
TrAq∗∇2uqAq + 〈aq,∇uq〉+
k∑
m=1
γqmum+ (2)
gq(x, u,∇uq) = 0, uq(T, x) = uq0(x),
with a,A defined onRd×V ×R×Rd, V = {1, . . . , d1} and γ ∈ Rk×k
defined on Rd. Here d, d1, k are given positive integers. To obtain a
probabilistic counterpart of (1) given a standard Wiener process w(t) ∈
Rd, we consider a system of stochastic equations
dξ(t) = A(ξ(t), u(t, ξ(t))dw(t), ξ(s) = x ∈ Rd, (3)
dη(t) = c(ξ(t), u(t, ξ(t)))η(t)dt+ C(ξ(t), u(t, ξ(t)))(η(t), dw(t)),
(4)
〈h, u(s, x)〉 = Es,x,h [〈η(T ), u0(ξ(T ))〉] + (5)
Es,x,h
[∫ T
s
〈η(θ), g(ξ(θ), u(θ, ξ(θ)))〉dθ
]
, where η(s) = h ∈ Rd1 .
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Under certain conditions (5) defines a unique classical (local in time)
solution of a semilinear form of (1). By a differential continuation this
approach can be extended to (1) and to some systems of fully nonlinear
PDEs. To get a probabilistic representation of a solution for (2) given a
Markov chain ν(t) with generator [Γf ]q =
∑d1
q′=1 γqq′ [fq′−fq] ) we set
uν(s, x) ≡ u(s, x, ν) and consider
dξ(t) = aν(t)(ξ(t), uν(t)(t, ξ(t)))dt+Aν(t)(ξ(t), uν(t)(t, ξ(t)))dw(t),
uq(s, x) = Es,x,q
[
u
ν(T )
0 (ξ(T )) +
∫ T
s
g˜ν(t)(ξ(t), uν(t)(t, ξ(t))dt)
]
,
(6)
where g˜q = exp{∫ ts γqq(θ)dθ}gq. Finally, we combine the above ap-
proaches to derive probabilistic representations for more complicate sys-
tems of parabolic equations. Probabilistic representations (5) and (6)
can be used to construct numerical solutions of the Cauchy problem
for (1) and (2). To obtain viscosity solutions of (1) or (2) we apply
an approach based on the Pardoux-Peng theory of backward stochastic
differential equations and the above results (see Belopolskaya (2011)).
Keywords: Markov chains, processes, nonlinear parabolic systems
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Application of pharmacometric, non-linear mixed effect (NLME),
models to analyze longitudinal data from clinical trials have advantages
both with respect to the type of information gained and the statistical
power for making inference (1,2) could make drug development more
efficient. It could be of particular value in small population groups
where practical limitations severely hamper the possibility to sufficiently
power a study based on a more conventional approach (3). The possi-
bility to combine different sources of information from multiple studies
with varying design is another advantage with this approach that is likely
to be of particular importance to small populations.
The advantages with a pharmacometric approach for planning and
analyzing clinical trials are illustrated with two case studies from the
therapeutic areas diabetes and rheumatoid arthritis (1,5,6). Likelihood
ratio tests based on NLME models applied to longitudinal data, of one or
more connected outcome variables, were compared to t-tests for group-
wise comparison of change from baseline data. In the case studies, the
NLME based analysis resulted in several-fold reductions of expected
sample sizes for a given power to detect clinically relevant drug effects.
The case studies were also used to illustrate how the expected utility
of different study designs and evaluation options, such as incorporation
pharmacokinetic measurements, can be assessed.
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The primary opposition towards application of a NLME modelling
approach typically lies in the difficulty to control the assumptions made.
Strategies to assess the validity of model assumptions and/or relax such
assumptions, by accounting for model and parameter uncertainty, will
be discussed in the context of the case studies.
Keywords: Pharmacometrics, Small populations, NLME, Power.
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The stochastic delay differential equation
dXt = αXt−τdt+ dWt, (1)
whereWt is the standard Wiener process, has been proposed as a simpli-
fied, macroscopic model for human balance control (Milton, 2011). We
seek a numerical method to compute the probability density function of
Xt that does not require computing sample paths of (1). For a stochastic
differential equation with no delay, this task could be completed by solv-
ing the associated Fokker-Planck equation; however, the Fokker-Planck
equation associated with stochastic delay equations is circular and has
thus far been of limited use in numerical solution procedures.
Our strategy for solving (1) consists of discretizing the equation both
in time and in probability space, i.e., converting all random variables in
the problem from continuous to discrete. This yields a delayed random
walk, the probability mass function of which can be computed using
two methods that we develop: a recursive method and a tree method.
The recursive method involves unraveling the time-discretization of (1)
into a sum of random variables, and then computing the distribution of
this sum. The tree method consists of incrementally growing a tree of
all possible sample paths of (1) together with the respective probabilities
along each path. Rather than grow full trees (Bhat and Kumar, 2012), we
grow approximate trees in which paths that differ by a small tolerance
are allowed to coalesce. Both methods we propose can be used to solve
(1) even if Wt is replaced by a different stochastic process. We analyze
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the accuracy and efficiency of these two competing numerical methods,
and we judge which method can be more readily generalized to solve a
more complex stochastic delay model that incorporates feedback control
(Milton et al., 2009). Due to its discontinuous nature, this latter model
cannot be treated using standard numerical methods for stochastic delay
differential equations (Mao, 2003).
Keywords: stochastic differential equations, time delay, biophysical modeling,
numerical analysis, delayed random walks
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We design a data-dependent metric in Rd and use it to define the
k-nearest neighbors of a given point. Our metric is invariant under all
affine transformations. We show that, with this metric, the standard k-
nearest neighbor regression estimate is asymptotically consistent under
the usual conditions on k, and minimal requirements on the input data.
Keywords: Nonparametric estimation, Regression function estimation, Affine
invariance, Nearest neighbor methods, Mathematical statistics.
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Accelerated life models are used more and more often in oncology
and hematology studies for the problems of relating lifetime distribution
to explanatory variables; see Klein and Moeschberger (1997), Pianta-
dosi (1997) and Zeng and Lin (2007). The survival functions for dif-
ferent values of the covariates according to the Cox proportional hazard
(PH) model do not intersect. However, in practice this condition often
does not hold. Then we need to apply some more complicated models
which allow decreasing, increasing or nonmonotonic behavior of the ra-
tio of hazard rate functions. Following Bagdonavicius, Levuliene and
Nikulin (2009) and Nikulin and Wu (2006) we give examples to illus-
trate and compare possible applications of the Hsieh model (see Hsieh
(2001)) and the simple cross effect (SCE) model (see Bagdonavicius and
Nikulin (2002)), both of them are particularly useful for the analysis of
survival data with one crossing point.
The research of various schemes of chemotherapy for the patients
with multiple myeloma has been carried out. The purpose of the inves-
tigation is to compare the response time to the treatment in two groups
of patients who received different treatment. As the Kaplan-Meier es-
timates of distribution functions in two groups intersect, the Cox PH
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model can be inappropriate for these data. For this reason we propose
using the models with cross-effect for relating the distribution of re-
sponse time to the scheme of chemotherapy, type of the response, etc.
A very important practical result of our analysis is the establishment
of the influence of Bortezomibe on the speed of the achievement of the
response. We have ascertained the fact that responses such as a complete
response, partial response, minimal response, stabilization and progres-
sion of the disease in the group of patients treated by Bortezomibe were
achieved faster than in the control group.
Keywords: lifetime analysis, censored data, regression models, cross-effect.
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Consistency of some nonparametric tests has been studied by sev-
eral authors under the assumption that the population variance is finite
and/or in the presence of some violations of the data exchangeability be-
tween samples. Since main inferential conclusions of permutation tests
concern the actual data set, we consider the notion of consistency in a
weak version (i.e. in probability), i.e. when data behave in accordance
with the alternative, as the standardized noncentrality of a test statistic
diverges the rejection probability tends to one for all α > 0. Here, we
characterize weak consistency of permutation tests within two quite dif-
ferent but complementary settings. According to the traditional notion,
the first assumes population mean is finite and without assuming exis-
tence of population variance considers the rejecting behavior for large
sample sizes. The second assumes sample sizes are fixed (and possi-
bly small) and considers on each subject a large number of informative
variables. Moreover, since permutation test statistics do not require to
be standardized, we need not assuming that data are homoscedastic in
the alternative. Some application examples to mostly used test statis-
tics are discussed. A simulation study and some hints for robust testing
procedures are also presented.
As a guide and without loss of generality, we refer to univariate
one-sided two independent sample designs with real or ordered categor-
ical variables. Extensions to nominal categorical variables, one-sample,
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multi-sample, and multivariate designs are straightforward, the latter be-
ing obtained by the nonparametric combination (NPC) of dependent per-
mutation tests (Pesarin, 2001; Pesarin and Salmaso, 2010).
Keywords: heteroscedastic alternatives, nonparametric combination, random
effects, weak finite-sample consistency, weak traditional consistency.
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Attribute Agreement Analysis in a Forensic
Handwriting Study
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A study is described that involves enhancing the scientific underpin-
nings of forensic handwriting analysis. Forensic document examiners
are individuals who carefully scrutinize handwriting samples in a vari-
ety of civil and criminal cases and attest to the originators of hand writ-
ten documents (wills, ransom notes, letters found at crime scenes, and
so forth). A large-scale study is described that addresses the concerns
of the US National Academy of Sciences regarding handwriting analy-
ses. Data from multiple written specimens that have been reviewed by
multiple examiners is described and the preliminary results are given.
Challenges in the analyses and future directions are given.
Keywords: forensics, handwriting, attribute agreement analysis.
Acknowledgements: This work was supported by a National Institute of Justice
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Small variance estimators for rare event
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Improving Importance Sampling estimators for rare event proba-
bilities requires sharp approximations of conditional densities. This is
achieved for events defined through large exceedances of the empirical
mean of summands of a random walk, in the domain of large or moder-
ate deviations. The approximation of conditional density of the trajec-
tory of the random walk is handled on long runs. The length of those
runs which is compatible with a given accuracy is discussed; simulated
results are presented, which enlight the gain of the present approach
over classical IS schemes. When the conditioning event is in the zone of
the central limit theorem it provides a tool for statistical inference in the
sense that it produces an effective way to implement the Rao-Blackwell
theorem for the improvement of estimators.
Keywords: Gibbs principle, conditioned random walk, large deviation, Impor-
tance sampling, Rao-Blackwell theorem.
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This article deals with probabilistic upper bounds for the error in
functional estimation defined on some interpolation and extrapolation
designs, when the function to estimate is supposed to be analytic. The
error pertaining to the estimate may depend on various factors: the fre-
quency of observations on the knots, the position and number of the
knots, and also on the error committed when approximating the func-
tion through its Taylor expansion. When the number of observations is
fixed, then all these parameters are determined by the choice of the de-
sign and by the choice estimator of the unknown function.
The scope of the article is therefore to determine a rule for the minimal
number of observation required to achieve an upper bound of the error
on the estimate with a given maximal probability.
Keywords: extrapolation designs; design of experiments; functional estima-
tion.
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The analysis of factorial designs in the case of unequal sample sizes
and variances is a challenging problem, in particular if the normal dis-
tribution is not assumed. For large samples, it is known that the Wald-
type statistic (WTS) is asymptotically χ2-distributed under the respec-
tive null hypotheses. For small samples, however, the WTS may become
extremely liberal, even in the case of the normal distribution. Since this
problem is known for a long time, there is an abundance of references
related to procedures for testing treatment effects and interactions in
completely randomized heteroscedastic one-, two-, and higher-way lay-
outs and also category effects in hierarchical designs. For normal distri-
butions, two easy to implement procedures are the ANOVA- or Welch-
James-type statistic (Brunner et al., 1997; Johansen, 1980) which are
quite good approximations, see Richter and Payton (2003) and Vallejo
et al. (2010) for simulation results. However, in comparison to the WTS,
their actual significance levels are even asymptotically unknown. There-
fore it is the aim of this talk to present a procedure which is applicable
in general unbalanced, heteroscedastic factorial designs. Moreover, the
class of error distribution is quite general since only some regularity
assumptions on the moments are needed. In particular, we present an
asymptotically exact permutation test (Pauly et al., 2013). For the ease
of convenience, the problem will be presented in a two-way layout while
the results will be stated in general factorial designs. It is shown by sim-
ulations that this test keeps the pre-assigned level quite satisfactorily,
even in the case of very small sample sizes and different shapes of er-
ror distributions in the single samples. The simulation results are not
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only presented for exchangeable settings but also for various symmetric
and skewed distributions with different combinations of variances and
sample sizes (positive and negative pairing). Furthermore, we compare
the quality of the approximation with that of some competitors such as
the WTS, the ANOVA-type statistic and the classical F-test. The sug-
gested permutation procedure is counter-intuitive (Huang et al., 2006).
The theoretical details, however, why it works will be explained in the
subsequent talk by Markus Pauly.
Keywords: Analysis of variance, permutation tests, heteroscedastic designs.
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of Bayesian two–stage studies
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Phase II trials are usually designed as single–arm two–stage studies
focused on a binary endpoint that is obtained by dichotomizing a contin-
uous variable of clinical interest. However, moving from a continuous
to a binary outcome inevitably causes loss of information.
For this reason here we directly consider the unthresholded original
variable and we introduce a two–stage design under a Bayesian predic-
tive framework. The same idea was previously proposed for instance
by Whitehead et al. (2009) and Wason et al. (2012) in a frequentist
context.
More formally, let X be the variable of interest with unknown mean
θ representing treatment efficacy (higher values = higher efficacy) and
assume that the trial is considered successful if there is substantial evi-
dence that θ > θ?, where θ? denotes a pre-specified clinically relevant
target. The general scheme we propose is an extension of the standard
two-stage design for binary observations originally due to Simon (1989)
and has the following structure: the trial starts by collecting n1 measures
of X on n1 patients enrolled in the first stage. If the observed sample
mean, x¯n1 , is below a suitable threshold r1, the trial stops for lack of ef-
ficacy; otherwise, the trial continues to the second stage. At the second
stage we accrue n2 additional patients and consider the overall observed
sample mean x¯n obtained using all the n = n1 + n2 measures of X .
Then if x¯n < r, where r is a further threshold, the treatment is declared
not promising; otherwise the treatment is considered worthy of further
evaluation in phase III trials.
The Bayesian predictive approach we develop adjusts the two–stage
design proposed by Sambucini (2008) to the continuous setup. In essence,
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in both stages we choose the optimal sample sizes in order to control the
predictive probabilities of obtaining a large posterior probability that θ
exceeds the target θ?, under the assumption that the treatment is actually
effective. Our proposal relies on the distinction between analysis and
design priors adopted, for instance, in the simulation-based approach
for sample size determination of Wang and Gelfand (2002). In addition,
because of the complex interaction between the predictive and the pos-
terior distributions, all the quantities of interest are evaluated by suitable
simulation techniques.
Keywords: Analysis and Design priors, Bayesian predictive approach, Phase II
clinical trials, Two–stage design.
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some applied probability models
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Lomonosov Moscow State University, Russia
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It is well known that in order to investigate some real process or
system one has to construct an appropriate mathematical model. Before
using the model it is necessary to carry out the sensitivity analysis, that
is, to be sure in the model stability to small parameters fluctuations and
underlying processes perturbations, see, e.g. (Bulinskaya, 2007).
To illustrate the procedure we consider a periodic-review inventory
model with several suppliers generalizing those introduced in (Caliskan-
Demirag et al., 2012), (Huggins, Olsen, 2010) and (Papachristos, Kat-
saros, 2008).
To simplify the presentation suppose here that there are two suppli-
ers and the second one is unreliable. That means, the order is delivered
immediately with probability p and with one-period delay with proba-
bility q = 1 − p. Moreover, we assume that the demand is described
by a sequence of i.i.d. r.v.’s and there exist the replenishment orders
constraints. Below we treat the budget restriction, namely, the money
amount available for orders at both suppliers is bounded by a fixed quan-
tity A. Let x be the initial inventory level. Denote by ci the unit order
cost at the i-th supplier, ai = A/ci, i = 1, 2, and r the unit shortage
penalty. Put also ∆0 = {0 ≤ c2 ≤ pr} and ∆k = {r(p+
∑k−1
i=1 α
i) <
c2 ≤ r(p +
∑k
i=1 α
i)} for k ≥ 1 where α is discount factor. Our aim
is to choose the order quantities minimizing the n step discounted costs.
The following theorem shows that the optimal order policy is character-
ized by a sequence of critical levels.
Theorem. Let the order costs satisfy the following relations c2 <
c1− qr and {(c1, c2) ∈ ∆k}, k ≥ 0. Then it is optimal to order nothing
at the first supplier for any n and at the second supplier for n ≤ k.
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There also exists an increasing sequence {un}n≥k+1 such that at the
second supplier the optimal order size is a2 for the x < un − a2, it
is equal to un − x for x ∈ [un − a2, un) and one orders nothing for
x ≥ un.
The other constraints and relations between ci, i = 1, 2, leading to
different order policies are considered as well. The stability conditions
are established.
Keywords: decisions under uncertainty, optimal control, sensitivity analysis.
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We introduce and study the model of generalized catalytic branch-
ing process (GCBP) which is a system of particles moving in space and
branching only in the presence of catalysts. More exactly, let at the ini-
tial time there be a particle which moves on some finite or countable
set S according to a continuous-time Markov process with infinitesimal
generatorA. When this particle hits a finite setW = {w1, . . . , wN} ⊂ S
of catalysts, say at site wk, it spends there time having the exponential
distribution with parameter 1. Afterwards the particle either branches or
leaves site wk with probability αk and 1 − αk (0 < αk < 1), respec-
tively. If particle branches (at site wk), it may produce a random non-
negative integer number ξk of offsprings. It is assumed that all newly
born particles behave as independent copies of their parent.
The particular case of GCBP was considered in Doering, Roberts
(2013) when W consists of a single catalyst. The main tool for the
moment analysis of the process was the spine technique, that is “many-
to-few lemma”, and renewal theory. Another case, for S = Zd, d ∈ N,
and the Markov chain being a symmetric, homogeneous and irreducible
random walk with a finite variance of jump sizes, was investigated by
Yarovaya (2012). There the necessary and sufficient conditions for ex-
ponential growth of the mean particles numbers were established due to
application of the spectral theory to evolution operators.
To implement the moment analysis of GCBP we employ other me-
thods. To this end we involve the hitting times with taboo (see, e.g.,
Bulinskaya (2013)) and introduce an auxiliary Bellman-Harris process
with N(N + 1) types of particles extending the approach proposed by
Topchii, Vatutin (2013). Then we use the criticality conditions for a
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multi-type Bellman-Harris process and the theorems on the long-time
behavior of its moments which can be found in Mode (1971). So, this
technique allows us to generalize the results by Doering, Roberts (2013)
as well as by Yarovaya (2012).
Keywords: catalytic branching process, moment analysis, hitting times with
taboo, multi-type Bellman-Harris process, criticality conditions.
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The problems concerning the high dimensional data analysis are dis-
cussed. We consider a binary response variable Y which depends on
some factors X1, . . . , Xn. In a number of medical and biological stu-
dies, e.g., in genetics, such Y can describe the state of a patient health.
For example Y = 1 and Y = −1 mean “sick” and “healthy”, respec-
tively. One can assume that there are genetic and non-genetic risk fac-
tors provoking specified complex diseases such as diabetes, hyperten-
sion, myocardial infarction and others.
Many researchers share the paradigm that the impact of any single
factor can be rather small (non-dangerous) whereas certain combina-
tions of these factors can lead to significant effect. Moreover, usually
one assumes that the response variable depends only on some part of
factors. A challenging problem in modern genetics is to identify the
collection of factors responsible for increasing the risk of specified com-
plex disease. The progress in the human genome reading (especially
the micro-chip techniques) permitted to collect the genetic datasets for
analysis by means of various complementary statistical tools. The theo-
retical contributions are provided along with various simulation proce-
dures. The review of investigations in genome-wide association studies
(GWAS) during the last five years is given, e.g., in Visscher et al. (2012).
Here we concentrate on the multifactor dimensionality reduction
(MDR) method introduced by M.D.Ritchie et al. (2001) and its fur-
ther development. Following Bulinski (2012) we study the estimate of
prediction error of Y by means of a function of discrete random vari-
ables X1, . . . , Xn. To this end we employ the penalty function and use
the K-cross validation procedure. In this way it is possible to justify the
choice of significant collection of factors. We also tackle the applica-
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tions of this approach to analysis of risks of complex diseases started in
Bulinski et al. (2012).
Keywords: Binary response variable, selection of significant factors, penalty
function and prediction error, cross-validation, new versions of MDR method.
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We develop our algorithms in the frame of the kinetic VTF model
suggested in [Waldeer, 2004]. A distinctive feature of this model con-
sists in introducing of the acceleration variable into the set of phase
coordinates along with the velocity coordinate of the car. Such a mod-
ification of the phase space allowed to describe not only a constrained
traffic but also a higher car density regimes.
For a single car with acceleration a and velocity v the probability
density f(·) solves the integro-differential equation of Boltzmann type:(
∂
∂t
+ a
∂
∂v
)
f(a, v, t) =
∫
a¯,v¯,a′
[
Σ(a|a′, v, a¯, v¯)f(a′, v, t)− (1)
− Σ(a′|a, v, a¯, v¯)f(a, v, t)] f(a¯, v¯, t) da¯ dv¯ da′,
with the initial distribution f(a, v, 0) = f0(a, v). Here a¯ and v¯ are the
acceleration and the velocity of the leading car, which interacts with the
current car situated straight behind it. The function Σ(·) is a weighted
interaction rate function. As the car acceleration a is added to the phase
coordinates, there are only acceleration jumps (no velocity jumps, as
in other kinetic models) produced by the pairwise interactions in the
system. Moreover, after the interaction takes place, the leader does not
change its acceleration. Therefore the function Σ(·) is not symmetric.
In previous works [Burmistrov & Korotchenko, 2011, 2012] we
succeeded to construct the basic integral equation of the second kind
F = KF + F0. Its solution F is closely connected with the solution
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f(a, v, t) to the equation (1), while the kernel K describes the evolu-
tion of the N -particle system of vehicles. The integral equation enables
us to use well-developed techniques of the Monte Carlo simulation for
estimating the functionals of solution to the equation (1), as well as to
perform parametric analysis [Burmistrov & Korotchenko, 2012].
In this work we are going to take into consideration such aspects as
variety of vehicle classes (trucks and cars), diversity of driver behaviors
(conservative or more aggressive), multilane traffic with overtaking and
vehicle grouping on the road. It will result in more realistic interaction
profiles for the model under study.
Keywords: Monte Carlo Simulation, N -Particle System, Markov Chain, Inte-
gral Equation of the Second Kind.
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Gaussian integrators
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Let ξ(t) be a centered Gaussian process on [0, 1] with the covariance
function Φ(t, s). Denote
∆Φ(t, s) = E (ξ(t+δ)−ξ(t)) (ξ(s+δ)−ξ(s)), t, s, t+δ, s+δ ∈ [0, 1], δ > 0.
We consider the case when
∆Φ(t, s) =
{
δg1(t) + o(δ), t = s,
δ2g2(t, s) + o(δ
2), t 6= s, (1)
as δ → 0, where the functions g1(t), g2(t, s) are assumed to be bounded.
We study a multiple stochastic integral of the form
I(f) :=
∫
[0,1]m
f(t1, ..., tm)dξ(t1)...dξ(tm)
which was defined in (Borisov, Bystrov, 2005).
Theorem 1. Let f be a bounded function and Φ(t, s) meets (1).
Then
P(|I(f)| > x) ≤ C1(m) exp
{
−
(
x
C2(m, f, g1, g2)
)1/d}
. (2)
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To prove inequality (2), we use the following version of Cheby-
shev’s power inequality:
P(|I(fN )| > x) ≤ inf
k
x−2k E|I(fN )|2k,
where {fN} is a sequence of step functions converging to f in certain
kernel space. The main problem here is to obtain a suitable upper bound
for the even moment on the right-hand side of this inequality.
We also study a subclass of the integrating processes ξ(t) when more
exact (and in some sense optimal) inequality takes place:
P(|I(f)| > x) ≤ C1(m) exp
{
−
(
x
C2(m, f, g1, g2)
)2/d}
. (3)
The subclass includes processes which arise as limit elements for
sequences of standard empirical processes in case of weakly dependent
observations. In this case I(f) is the weak limit for the sequences of nor-
malized degenerate V-statistics with kernel f (Borisov, Bystrov, 2006)
Keywords: Stochastic integrals, exponential inequalities, Gaussian processes,
weak dependence, V-statistics.
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Ranking of Multivariate Populations in Case
of Very Small Sample Sizes
Eleonora Carrozzo
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When the response variable is multivariate in nature, the need to
define an appropriate ranking related to populations of interest such as
products, services, teaching courses, degree programs, and so on is very
common in both experimental and observational studies in many areas
of applied research. Recently Arboretti et al. (2010) proposed the appli-
cation of the NonParametric Combination (NPC) methodology (Pesarin
and Salmaso, 2010) to develop a nonparametric solution for this kind of
problems which has proved to be particularly effective when the under-
lying data generation mechanism is non-normal in nature. The purpose
of this work is to extend and validate the proposal of Arboretti et al.
(2010) in case of very small sample sizes coming up to consider also the
non replicated design, provided that the variances/covariances can be as-
sumed as known. In order to validate our proposal we performed a com-
parative simulation study where we consider as benchmark an heuristic
method proposed by literature (Musci et al., 2011). As confirmed by
the simulation study and by the application to a real case study in the
field of developing new products for laundry industry, we can state that
the proposed ranking method for multivariate populations is certainly a
valid and effective solution also in case of very small sample sizes.
Keywords: global ranking, permutation tests, nonparametric combination.
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Partially Adaptive Estimation of an Ordered
Response Model Using a Mixture of Normals
Steven B. Caudill
Rhodes College
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In the usual ordered probit model the error variance is fixed and
equal to one, and flexible probability estimates are achieved by adjusting
the cutoffs, which are estimated. In our approach, the interval cutoffs
are fixed and flexibility is incorporated by allowing the error variances
in the two regimes in the mixture model to differ. In our approach δ0 =
−∞, δ1 = 0, and δK = +∞. This yields the following partition and
relationship between latent y and observed y
−∞ ≤ 0 ≤ 1 ≤ 2 ≤ 3 ≤ · · · δK−1 ≤ +∞
y = 1 if y∗i ≤ 0
y = 2 if 0 ≤ y∗i ≤ 1
y = 3 if 1 ≤ y∗i ≤ 2
y = 4 if 2 ≤ y∗i ≤ 3
etc.
The density function upon which our probabilities are based is given
by
f(y∗i ;λ, µi1, σ
2
1, µi2, σ
2
2) = λφ(y
∗
i ;µi1, σ
2
1)+(1−λ)φ(y∗i ;µi2, σ22) (1)
Using this density, probabilities based on a mixture of two normal den-
sities is given by
Pik = prob(yi = k) = F [k]− F [k − 1] for k = 1 . . .K (2)
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In practice, the method has proven to be extremely flexible. The
model estimated is an immediate application of the EM algorithm given
in Caudill and Long (2010). Preliminary results using data from Dust-
mann and van Soest (2004) on the English language proficiency of In-
dian men indicates that the partially adaptive model performs better (has
a higher maximized value of the likelihood function) than the usual or-
dered probit model or the generalized ordered probit model.
Keywords: Normal mixture, EM algorithm, ordered probit.
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Sparse factor models for high-dimensional
interaction networks
David Causeur
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david.causeur@agrocampus-ouest.fr
Analysis of data generated by high-throughput technologies has re-
ceived an increased scrutiny in the statistical literature, especially mo-
tivated by emerging challenges in systems biology, neuroscience or as-
trology. Microarray technologies for genome analysis or brain imaging
and electroencephalography share the common goal of providing a de-
tailed overview of complex systems on a large scale. Statistical anal-
ysis of the resulting data usually aims at identifying key components
of the whole system essentially by large-scale significance, regression
or supervised classification analysis. However, usual issues such as the
control of the error rates in multiple testing or model selection in classi-
fication turns out to be challenging in high dimensional situations. Some
papers (Leek and Storey, 2007 and 2008, Friguet et al., 2009, Causeur
et al., 2012) have especially pointed out the negative impact of depen-
dence among tests on the consistency of the ranking which results from
multiple testing procedures in high dimension. These papers essentially
show that unmodeled heterogeneity factors can result in an unexpected
dependence across data, which generates a high variability in the actual
False Discovery Proportion and more generally affects the efficiency of
the classical simultaneous testing methods. Linear modelling of latent
effects therefore appears as a general and flexible framework for depen-
dence in high-dimensional data.
Models for interaction network among the components of a com-
plex system are often used to give more insight to a list of selected fea-
tures of a complex system. They often reveal some key components
which changes lead to variations of other connected components. This
suggests that it is crucial to account for the system-wide dependence
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structure to select these regulators. A sparse factor model is proposed
to identify a low-dimensional linear kernel which captures data depen-
dence. `1-penalized estimation algorithms are presented and strategies
for module detection in both relevance and Graphical Gaussian Mod-
els for networks are deduced. The properties are illustrated by issues in
statistical genomics (see Blum et al, 2010).
Keywords: High dimension, Factor model, Graphical Gaussian Model, Inter-
action network, LASSO.
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A statistical approach to the H index
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The measurement of quality of academic research is a rather con-
troversial issue. Recently, in 2005, Hirsch has proposed a measure that
has the advantage of summarizing in a single summary statistics all the
information that is contained in the citation counts of each author. From
that seminal paper, a huge amount of research has been lavished, focus-
ing, on one hand on the development of correction factors to the H index
and, on the other hand, on the pros and cons of such measure proposing
several possible alternatives. In the present work, we propose an exact,
rather than asymptotic, statistical approach and, to achieve this objec-
tive, we work directly on the two basic components of the H index: the
number of produced papers and the related citation counts vector. Such
quantities will be modelled by means of a compound stochastic distribu-
tion, that exploits, rather than eliminate, the variability present in both
the production and the impact dimensions of a scientist’s work.
Our proposal is evaluated on a database of homogeneous scientists
made up of 131 full professors of statistics employed in Italian universi-
ties. These scientists form a cohort of people that has grown their careers
under similar conditions: both in terms of academic rules (they belong to
the same country) and in terms of research modus operandi (they belong
to the same scientific community). Such database has been collected
by a public organization named VIA-Academy (www.via- academy.org)
that aims at improving the quality of Italian scientists by providing open
feedbacks on their research quality on a bibliometric basis. We have
cleaned and refined the data, and added for each scientists, her/his cita-
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tion counts vector. The refinement has involved a long activity of dis-
ambiguation (from homonimies and wrong affiliations) that was carried
out by employing the well known Publish or Perish. On the basis of
our novel approach we show interesting results in terms of alternative
measures of quality that can be complementary to the H index.
Keywords: H index, convolution, extreme values distributions
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Fixed-Width Confidence Intervals and
Asymptotic Expansion of Percentiles for the
Standardised Version of Sample Location
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A parametric approach for constructing fixed-width confidence in-
terval for the location parameter when samples come from a location
scale family will be presented. We revisit Mukhopadhyay (1982)’s two-
stage procedure in such situation and will propose a modified two-stage
procedure for finding fixed-width (= 2d) confidence interval of a loca-
tion parameter with a pre-assigned confidence coefficient (>= 1 − α).
In addition a method to compute the asymptotic expansion of the per-
centile point of the standardised version of the sample location will be
presented which will be helpful in achieving the second-order efficiency
of the modied two-stage procedure. These percentile points can be used
for proposing tests of hypotheses or confidence intervals of the loca-
tion parameter when samples arrive from a distribution with unknown
location and scale parameter.
As an illustration we have asymptotically expressed the percentile
point bm,α; of a test pivot based on ginis mean dierence (GMD). Based
on large-scale simulations, approximations, and data analyses, we re-
port that our methodology can be used in case when observations arrive
from Normal distribution.
Keywords: Location-scale family; Taylor expansion; Asymptotic Efficiency;
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Asymptotic Consistency.
References
Chattopadhyay, B., Mukhopadhyay, N. (2013): Two-Stage Fixed-
Width Confidence Intervals for a Normal Mean in the Presence of
Suspect Outliers, Sequential Analysis, in press.
Mukhopadhyay, N. (1982): Stein’s two-stage procedure and exact
consistency, Scandinavian Actuarial Journal,1982 (2),110-122.
108 Volume of Abstracts
Nonparametric testing goodness-of-fit of a
regression reliability function using the Beran
estimator
Ekaterina Chimitova, Victor Demin
Novosibirsk State Technical University, Novosibirsk, Russia
ekaterina.chimitova@gmail.com
The Beran estimator (Beran (1981)) is one of the most popular non-
parametric estimators for a conditional reliability function under the
given value of the observed covariate. The statistical properties of the
Beran estimator were studied in Dabrowska (1992), Gonzalez and Cadarso
(1994), McKeague and Utikal(1990), Van Keilegom, Akritas and Ver-
averbeke (2001).
Let us denote survival times or failure times which depend on the
scalar covariate x as Tx. The reliability function is defined as S(t|x) =
P (Tx ≥ t) = 1−F (t|x). Let Y = {(Y1, x1), (Y2, x2), ..., (Yn, xn)} be
the sample of observations, where n is the sample size, xi is the value
of a covariate for the i-th object, Yi is the survival time.
The Beran estimator is defined as
S˜hn (t|x) =
∏
Y(i)≤t
{
1− Wn(i) (x;hn)
1−∑i−1j=1Wn(j) (x;hn)
}
,
where x is the value of a covariate for which the reliability function has
been estimated; Wn(i) (x;hn) , i = 1, ..., n are the Nadaraya-Watson
weights
Wn(i) (x;hn) = K
(
x− xi
hn
)/ n∑
j=1
K
(
x− xj
hn
)
,
where K
(
x−xi
hn
)
is the kernel function, hn is the smoothing parameter.
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In this paper we propose the method of choosing an optimal smooth-
ing parameter for the Beran estimator. This method is based on the min-
imization of the observed deviation of lifetimes from a nonparametric
estimator of the inversed reliability function obtained by kernel smooth-
ing. By means of the Monte-Carlo simulations it has been shown that
the method results in more precise estimates than when using a fixed
smoothing parameter. We propose a goodness-of-fit test for parametric
and semiparametric reliability regression models which is based on the
distance between the Beran nonparametric estimator and the tested con-
ditional reliability function for given values of the covariate. The power
of the proposed test has been investigated for various pairs of competing
hypotheses.
Keywords: conditional reliability function, Beran’s estimator, kernel smooth-
ing, goodness-of-fit tests.
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Group-Sequential Response-Adaptive
Designs
Steve Coad
Queen Mary, University of London
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Suppose that two treatments are being compared in a clinical trial.
Then, as the trial progresses, one of the treatments may look more
promising and it would be desirable to allocate a higher proportion of
patients to this treatment. A response-adaptive randomization rule can
be used to reduce the number of patients on the inferior treatment. The
simplest such rules may be represented as urn models, in which balls of
different types are added or removed from the urn according to previous
assignments and responses. Alternatively, sequential maximum likeli-
hood estimation rules can be used in which optimal treatment assign-
ment probabilities are derived and the unknown parameters are replaced
by their current maximum likelihood estimates.
Although most of the existing work deals with response-adaptive
randomization in the context of a fixed trial size, it is often more effi-
cient to conduct a trial group sequentially. For normal data with known
variances, Jennison and Turnbull (2001) showed that response-adaptive
randomization can be incorporated into a general family of group se-
quential tests without affecting the error probabilities. This is achieved
when the group sizes do not depend on the estimated mean responses at
the previous stage in any other way but through their difference. Morgan
and Coad (2007) considered binary response trials, and showed that the
drop-the-loser rule is the most effective allocation rule.
Zhu and Hu (2010) proposed a general group-sequential response-
adaptive procedure and proved that the sequential test statistics asymp-
totically follow the canonical joint distribution in Jennison and Turnbull
(2001). An error spending function is used to obtain the appropriate
stopping boundaries at the different interim analyses, thus allowing un-
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equal information levels. Since the sequential maximum likelihood esti-
mation rules considered are not optimal, we use simulation to study the
finite-sample performance of the efficient randomized-adaptive designs
of Hu, Zhang and He (2009), which attain the Crame´r-Rao lower bound
for the variance of the allocation proportion.
Keywords: asymptotically best rule, error spending function, interim analysis,
sequential maximum likelihood estimation, variability.
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A response-adaptive design may be considered asymptotically opti-
mal when it assigns patients to the best treatment with an allocation pro-
portion converging to one, so that each treatment is assigned infinitely
often. This property is ethically very desirable in a clinical trial. Both
the rule generated by a two-color, randomly reinforced urn and the play-
the-leader (PL) rule of Durham and Yu (1990) have this property.
Since the seminal work of Durham and Yu (1990), the randomly
reinforced urn designs have been widely studied in the literature, as re-
viewed in Flournoy, May and Secchi (2012). For example, Flournoy,
May, Moler and Plo (2010) have compared their performance with other
response-adaptive designs by simulation.
To our knowledge, the randomized PL rule has not received any
further attention. Durham and Yu (1990) proved that, for dichotomous
responses, the mean allocation proportion for the best treatment grows
at an exponential rate or faster. In this sense, the randomized PL rule
is superior to the randomly reinforced urn design. However, no results
were provided concerning finite-sample properties.
The aim of the present work is to investigate further the performance
of PL designs. The whole distribution and the trajectories of treatment
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allocations are investigated by simulation. Particular attention is paid
to the presence of extreme trajectories, and hence early sequences are
analyzed. Moreover, a comparison between the performances of the
two treatment allocation rules described here is a focus of the study.
Keywords: efficiency, ethical alocation, randomly reinforced urn, response-
adaptive design, simulation.
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ing Fellows at the Design and Analysis of Experiments programme at the
Isaac Newton Institute for Mathematical Sciences in Cambridge during July-
December 2011.
References
Durham S.D., Yu K.F. (1990): Randomized Play-the Leader Rules
for Sequential Sampling from Two Populations, Probability in
Engineering and Information Science, Vol. 4, pp. 355-367.
Flournoy N., May C., Moler J.A., Plo F. (2010): On Testing Hy-
potheses in Response-Adaptive Designs Targeting the Best Treat-
ment. In: Giovagnoli A., Atkinson A.C., Torsney B., May C.
(Eds.) mODa 9 - Advances in Model-Oriented Design and Anal-
ysis, Physica-Verlag HD, Berlin, pp. 81-88.
Flournoy N., May C., Secchi P. (2012): Asymptotically Optimal
Response-Adaptive Designs for Allocating the Best Treatment:
An Overview. International Statistical Review, Vol. 80, N. 2, pp.
293-305.
114 Volume of Abstracts
Monte Carlo Sampling Using Parallel
Processing for Multiple Testing in Genetic
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In this paper we introduce a parallel processing approach for Monte
Carlo simulation in large-scale genetic association studies. The map-
ping of the human genome and the rapid advancement of genotyping
technology has led to an extraordinary increase in genetic association
studies with complex disease. The focus of these studies has evolved
dramatically over the past two decades, from investigations of relatively
few targeted candidate genes with hypothesized biological effects, to
so-called genome-wide hypothesis-free scans (to identify or implicate
new genes) involving hundreds of thousands or even millions of genetic
markers from across the human genome. Marker panels of 1-2M SNPs
are now common for genome-wide studies, and developing technolo-
gies (such as exome or whole-genome sequencing) will allow routine
comparisons over marker sets that are orders of magnitude larger. With
so many hypothesis tests, the need to preserve the rate of false positive
findings presents some critical statistical and computational difficulties.
Existing methods and their implementations often perform poorly un-
der common conditions. For example, investigators generally apply a
Bonferroni-type correction to control the nominal overall false positive
rate. However, this presumes independence between tests, which can
lead to significant conservatism where dependence exists. An alternative
method utilizes the joint distribution of markers under the complete null
hypothesis (i.e., no association with any marker). As opposed to adjust-
ing p-values according to the same minimum distribution, the p-value
single-step method applies the distribution of the minimum p-value to
Seventh International Workshop on Simulation 115
the observed minimum, followed by the same adjustment to the mini-
mum of the remaining p-values, and so on. This is the so-called minP
adjustment (Westfall and Young, 1993), which reduces conservatism in
large part by accounting for the dependence between p-values across all
tests (Dudoit et al, 2003). The desired distribution is obtained generally
through Monte Carlo simulation of the exact joint permutation distribu-
tion of the test statistics. Although such an approach is straightforward
in principle, it has been impractical or infeasible for most genome-wide
studies (e.g., Han et al, 2009; Gao et al, 2008). To significantly acceler-
ate the required resampling for permutation-based minP, we propose a
parallel processing algorithm, which in application has reduced comput-
ing times to a fraction of those observed using conventional approaches
and software.
Keywords: genetic association, multiple testing, Monte Carlo, parallel process-
ing, permutation test.
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Asymptotic Results for Randomly Reinforced
Urn Models and their Application to
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Urn models are a very popular topic because of their applications in
various fields: sequential clinical trials, biology, economics and com-
puter science. A large number of “replacement policies” has been con-
sidered and studied by many authors, from different points of view and
by means of different methods. We will focus on some central limit
theorems and some related statistical tools.
The main central limit theorem will be stated for an arbitrary se-
quence of real random variables. Indeed, although this result has been
thought for urn problems, it deals with the general problem of the rate
of convergence of predictive distributions and empirical distributions for
dependent data.
Keywords: adaptive design, central limit theorem, empirical and predictive di-
stribution, stable convergence, urn model.
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Most of the literature on missing data has focused on the case of
quantitative data. Less attention has been devoted to the treatment of
missing imputation methods for ordinal data, although ordinal variables
occur in many fields. Existing methods are generally an adaptation of
techniques originally designed for quantitative variables (Ferrari et al.
2011).
In this paper we propose to use the CUB models to impute missing data
in presence of ordinal variables. In CUB models, answers of ordinal
response items of a questionnaire are interpreted as the result of a cog-
nitive process, where the judgement is intrinsically continuous but it
is expressed in a discrete way within a prefixed scale of m categories.
The rationale of this approach stems from the interpretation of the final
choices of respondents as result of two components, a personal feeling
and some intrinsic uncertainty in choosing the ordinal value of the re-
sponse (Iannario and Piccolo, 2012). The first component is expressed
by a shifted Binomial random variable. The second component is ex-
pressed by a Uniform random variable. The two components are lin-
early combined in a mixture distribution. The acronym CUB stands for
a Combination of Uniform and (shifted) Binomial random variables.
If CUB is the real model that have generated the ordinal data observed,
it is justified our approach to approximate unobserved values assuming
the same model.
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The first step will be to consider a benchmarking dataset and to compare
our approach to some general methods of missing imputation (Mattei et
al. 2012). The second step consists in running a simulation study de-
signed by varying the CUB parameters in which CUB as well as other
methods of multiple imputation are considered and compared. Finally
a real dataset of customer satisfaction surveys coming from the airline
industry will be considered. A large number of respondents are avail-
able, near 40000, but if one would consider only complete-case analysis
(CCA) or available-case analysis (ACA) the number of units drastically
decrease. This is what often happens in customer satisfaction surveys.
Imputation of missing data is almost always necessary in this context.
References
Iannario M. and Piccolo D. (2012). CUB Models: Statistical
Methods and Empirical Evidence, in Modern Analysis of Cus-
tomer Satisfaction Surveys, Kenett R.S. and Salini S. Editors,
John Wiley and Sons, Chichester: UK.
Ferrari P., Annoni P., Barbiero A. and Manzi G. (2011). An impu-
tation method for categorical variables with application to nonlin-
ear principal component analysis. Computational Statistics and
Data Analysis, 55:2410-2420.
Mattei A., Mealli F. and Rubin D.B. (2012). Missing data and im-
putation methods, in Modern Analysis of Customer Satisfaction
Surveys, Kenett R.S. and Salini S. Editors, John Wiley and Sons,
Chichester: UK.
120 Volume of Abstracts
Real time detection of trend-cycle turning
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A common feature of industrialized economies is that economic ac-
tivity moves between periods of expansion, in which there is broad eco-
nomic growth, and periods of recession, in which there is broad eco-
nomic contraction. Understanding these phases has been the focus of
much macroeconomic research over the past century, and particularly
the identification and prediction of turning points. Chronologies of busi-
ness cycle turning points are currently maintained in the United States
by the National Bureau of Economic Research (NBER), and in Europe
by the Centre for Economic Policy Research (CEPR). The identification
of a new turning point in the economy requires additional data, which
is only available after the turning point is reached. As a consequence,
these turning points can only be identified with a time lag.
For real time analysis, official statistical agencies analyze final trend-
cycle estimates, generally derived using asymmetric moving average
techniques. But the use of these nonparametric asymmetric filters intro-
duces revisions as new observations are added to the series, and delays
in detecting true turning points. In this paper, we consider a reproducing
kernel representation of commonly applied nonparametric trend-cycle
predictors (Dagum and Bianconcini, 2008 and 2013) to derive asymmet-
ric filters that monotonically converge to the corresponding symmetric
one. We consider three specific criteria of bandwidth selection, namely:
1. minimization of the transfer function which implies an optimal
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compromise between reducing revisions and phase shift;
2. minimization of the gain function which implies revisions reduc-
tion, and
3. minimization of the phase shift function which implies reduction
of the time lag to detect a true turning point.
Hence, we can obtain a family of real time trend-cycle predictors with
the important properties of either minimization of revision, or fast de-
tection of turning points or an optimal compromise between these two.
The behavior of the proposed procedure is illustrated with real series
mainly used to identify and predict true macroeconomic turning points.
Keywords: Asymmetric filters, reproducing kernel Hilbert space, bandwidth
selection, transfer function.
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Joint prior distributions for variance
components in Bayesian analysis of normal
hierarchical models
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With the advances in computational techniques and increase in com-
puting power, more emphasis is placed on simulation assessment of
the performances of statistical methods and practical use of simulation
based techniques such as Markov chain Monte Carlo methods has flour-
ished. This has enabled developments in Bayesian methods to analyze
various complex models such as multilevel models where the variance
of a response variable has multiple components. As there is usually no
sufficient prior knowledge regarding the components of the variance, re-
searchers have been after determining a diffuse reference prior for the
variance components. So far the priors in the literature assumed a pri-
ori independence between the variance components, e.g. Lambert et al.
(2005), Browne and Draper (2006), Gelman (2006), Polson and Scott
(2012). Motivated by the facts that i. the variance components are intrin-
sically linked, and ii. they have interactive effect on the parameter draws
in Gibbs sampling, we model the variance components a priori jointly in
a multivariate fashion paying special attention to generalized multivari-
ate log-gamma distribution (G-MVLG) (Demirhan and Hamurkaroglu
(2011)). We use a random coefficient normal hierarchical model, an im-
portant class of multilevel models, to illustrate our approach. Extensive
Monte Carlo simulation study is conducted to assess and compare bias
and efficiency of the Bayesian estimates and their sensitivity to vari-
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ance hyperparameters under independent and joint variance priors. Our
simulation results show that multivariate modeling of variance compo-
nents in a multilevel model leads to i. better estimation properties for
the response and random coefficient model parameters and ii. posterior
random coefficient estimates that are insensitive to variance hyperpa-
rameters. The contribution of simulation in our study is threefold: 1.
bias and efficiency properties are obtained by Monte Carlo simulation,
ii. a simulation based technique utilizing directional derivatives is de-
veloped to investigate the sensitivity of posterior outcome, iii. Gibbs
sampling is used for posterior distributions.
Keywords: multilevel models, random coefficient, variance components, direc-
tional derivative, sensitivity.
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Challenges in random variate generation
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At the heart of most simulations are algorithms for generating ran-
dom variables. Even today, there are distributions for which we can only
simulate in an approximative manner, if we can simulate from them at
all. Much progress has been made over the past two decades by refining
the rejection method on the one hand, and by developing novel meth-
ods such as coupling from the past (CFTP) on the other hand. Still,
for indirectly specified distributions such as probability laws that are
solutions of so-called distributional identities, or distributions given by
Levy-Khinchine measures, challenges abound. The talk surveys some
of the work that remains to be done.
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A copula-based approach for discovering
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In this work we focus on clustering dependent data according to
the multivariate structure of the generating process (GP hereafter). Di
Lascio and Giannerini (2012) proposed an algorithm based on copula
function (Sklar, 1959), called CoClust, that accomplishes this task. The
CoClust is based on the assumption that the clustering is generated by a
multivariate probability model. In particular, each cluster is represented
by a (marginal) univariate density function while the whole clustering is
modeled through a joint density function defined via copula whose di-
mension is equal to the number of clusters. Therefore, the interest is on
the inter-cluster dependence relationship rather than on the intra-cluster
relationship: observations in different clusters are dependent while ob-
servations in the same cluster are independent. The CoClust showed
a very good performance in many different scenarios. However, it has
some drawbacks: in particular, it allocates all the observations and it
has an high computational burden. In this work we propose a modified
version of the CoClust that overcomes these problems. Specifically, the
new algorithm i) is able to discard observations irrelevant to the cluster-
ing, ii) is able to recognize different dependence structures within a sin-
gle data set and iii) is computationally feasible. The algorithm selects
the observations candidate to allocation through pairwise dependence
measures and classifies them through a criterion based on the loglike-
lihood of a copula fit. Our approach does not require either to choose
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a starting classification or to set a priori the number of clusters. Also,
it uses a semi-parametric approach in which the margins are estimated
through the empirical distribution function while the copula model is
estimated by using the loglikelihood function. We have tested the al-
gorithm in a large simulation study where we vary the kind of data GP,
copula model, kind of margins, sample size and number of clusters. Fur-
thermore, the new features of the algorithm are assessed and compared
to the original CoClust; specifically, we test its capability of identifying
different clustering structures, i.e. data coming from different data GPs,
as well as of distinguishing dependent from independent data in a given
dataset. Finally, we provide some examples on real data.
Keywords: CoClust algorithm, Copula function, Dependence structure.
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Parallel version of the Monte Carlo method is considered for the
American option pricing problem. In general the price of American
option can be found from the Black-Scholes equation with a moving
boundary (cf. e.g. Duffy, 2006). Analytical solutions of the equation
are seldom available and hence such derivatives must be priced by nu-
merical technics. Penalty method (Zvan et al., 1998), (Nielsen et al.,
2002) allows to remove the difficulties associated with a moving bound-
ary. Then the problem can be solved numerically on a fixed domain.
The finite difference method allows to bring the problem to solving
system of equations where unknown variables are function values in
lattice nodes. In the case of the American option problem this system
is the system of nonlinear equations. After linearization the problem of
finding the American option price is reduced to sequential solving of
linear equations.
The Monte Carlo algorithm which belongs to class of parametrically
splitting algorithms (Ermakov, 2010) is proposed for solving derived
problem. In terms of parametrically splitting algorithms a parametric
set here is the set of random numbers which are used in calculations of
Monte Carlo estimators and which should be split among processors. In
order to substantiate the method it is necessary to investigate the ques-
tion of stochastic stability of the Monte Carlo algorithm. Stochastic
stability is understood as boundedness of the correlation matrix of the
component estimators when number of time steps increases. Sufficient
conditions for stochastic stability of the algorithm were obtained. Nu-
merical experiments which demonstrate the possibility of effective par-
allelization of the algorithm calculations were performed for different
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values of parameters.
Keywords: Monte Carlo methods, statistical modeling, American options, penalty
method.
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Nonlinear mixed effect models (NLMEM) are used in population
pharmacokinetics (PK) to analyse concentrations of patients during drug
development, particularly for pediatric studies. Approaches based on
the Fisher information matrix (MF ) can be used to optimise their design
(Mentre´, 2001; Tod, 2008). A first-order linearization of the model was
proposed to evaluate MF for these models (Mentre´, 1997) and is imple-
mented in the R function PFIM (Bazzoli, 2010). Local optimal design
needs some a priori values of the parameters which might be difficult
to guess. Therefore adaptive designs, among which two-stage designs,
are useful to provide some flexibility and were applied in pharmacomet-
rics (Foo, 2012; Zamuner, 2010). However, articles in other contexts
(Federov, 2012) discussed that two-stage designs could be more effi-
cient than fully adaptive designs. Moreover, two-stage designs are eas-
ier to implement in clinical practice. We implemented in a working ver-
sion of PFIM the optimisation of the determinant of MF for two-stage
designs in NLMEM. We evaluated, with a simulation approach, for a
small group of children, the impact of one-stage and two-stage designs
on the precision of parameter estimation when the ’true’ PK parameters
are different than the a priori ones.
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In general it is quite difficult to find an explicit model to real data.
Therefore one is often interested in asymptotic behaviour and theorems
in order to approximate the true model by some limiting results (e.g.,
central limit theorem, large deviations, etc.).
In univariate extreme-value theory, for instance, it is well known
that, under suitable assumptions, and for a sufficiently large threshold u,
the conditional excess distribution function of a random variable X can
be approximated by a Generalized Pareto Distribution (a result known as
the “Pickands–Balkema–de Haan Theorem”). In the multivariate case,
investigations along the same lines have analysed the asymptotic be-
haviour of the multivariate distribution function Fu of the random vector
(X1, . . . , Xd) given that X1 > u1, . . . , Xd > ud for sufficiently large
u ∈ R. In view of Sklar’s Theorem, such a conditional distribution Fu
can be described in terms of:
• the asymptotic behaviour of the marginals,
• the asymptotic behaviour of the dependence structure, i.e. the
behaviour of its copula.
Motivated by these investigations, here we aim at considering copulas
that are invariant under univariate truncation (with respect to the i–th
coordinate), i.e. those copulas C such that, if a copula C is associated
with a random vector X and u ∈ R is a given threshold, then C is also
the copula of [X | Xi > u]. In fact, such copulas can be used in the ap-
proximation of the dependence structure of the conditional distribution
function of [X | Xi > u] for sufficiently large u > 0.
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In particular, we present the family of bivariate copulas that are
invariant under univariate truncation. This family can capture non–
exchangeable dependence structures and can be easily simulated. More-
over, it presents strong probabilistic similarities with the class of Archime-
dean copulas from a theoretical and practical point of view. Related
inference methods will be also discussed.
Finally, by using a result by Jaworski (2013), it is showed how such
family can be used in the characterization of high-dimensional copulas
that are invariant under univariate contagion.
Possible applications to problems arising in survival analysis and
financial contagion are also addressed.
Keywords: Copula, Dependence, Random Generation.
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A sampling design scheme for spatial models for the prediction of
the underlying Gaussian random field will be presented. The choice
of the sampled (gauged) sites is put into an optimal design of experi-
ments context, i.e. the sites are selected to optimise a design criterion
from all sites within the region of interest. Caselton and Zidek (1984)
and Shewry and Wynn (1984) are among the first to apply Lindley’s in-
formation measure (Lindley, 1956) as a criterion for spatial sampling.
In this talk we assume that observations are sampled with error, while
interest lies in predicting the random field without the error term. Fur-
thermore, the error variance is allowed to be different at each location
(cf. Stein, 1995).
In order to reduce the uncertainty in prediction, every location is
sampled more than once. On the other hand, obtaining the optimal de-
sign in this case is computationally harder. To that end, we present a
hybrid algorithm by combining simulated annealing nested within an
exchange algorithm.
Computational studies are presented, which show that under some
circumstances, non-symmetric designs are superior to symmetric ones.
Evidently, sampling error should be accounted for in the design of a
sampling scheme.
Keywords: Geostatistics; information; measurement error; sampling design.
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This paper proposes a method to simulate multivariate time series
with suitable properties for the computation of spectral estimates and
the assessment of their performances. In particular, this method was
developed to obtain p-dimensional time series with a variable spectrum
(|f | ≤ 1/2) having fixed condition number c (intended as the ratio be-
tween the maximum eigenvalue λp and the minimum eigenvalue λ1)
across frequencies.
First of all, a procedure to generate p−dimensional diagonal matri-
ces with trace 1 having fixed condition number is proposed. This goal
is achieved through the solution of a linear equation system setting the
ratio λpλ1 to c and imposing the equidistance between conseutive diago-
nal elements. Using the obtained matrices as covariance matrices for a
zero-mean multivariate normal distribution, it is possible to obtain mul-
tivariate normal time series with a constant spectrum and fixed condition
number across frequencies. Setting different values for the condition
number c, it is possible to control the spread among the variances of the
different component series.
Then, the described method is extended in order to generate VMA
time series of any order having fixed condition number across frequen-
cies. Specifying scalar matrices as the coefficients of the VMA process
at any lag, we can compute the transfer function matrix and thus the
multivariate spectrum using the diagonal matrices obtained at the pre-
vious stage. The condition number c controls the spread among the
variances and the spectra of the component series, while the parameters
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controlling the scalar matrices rule the dynamics of the spectrum across
frequencies.
To conclude, a detailed analysis of the main features of the generated
series is conducted with the help of specific examples, specific error
measurements are defined to quantify their distance to the target of the
generated series. Finally, a brief discussion about the properties of the
present method with reference to Kolmorogov asymptotic estimation
framework is provided, assessing the performance of a new multivariate
spectral estimator.
Keywords: multivariate time series, spectral analysis, well-conditioning.
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A post-Kyoto protocol, the Reduction of Emissions from Deforesta-
tion and forest Degradation (REDD) project was proposed and initi-
ated in 2005. In this framework the monitoring of forest cover at large
scale by statistically sound methodologies is a key pre-requisite. Forest
cover is usually estimated at large scale by spatial sampling strategies,
in which the study region is partitioned into N polygons of equal size
(e.g. quadrats). Then, a sample of n units is selected, aerial photos of
the sampled units are provided and visually interpreted to determine the
forest cover within. Usually, the scheme adopted to select units are fa-
miliar schemes such as stratified sampling or cluster sampling. The pur-
pose of this paper is to investigate the use of a complex spatial schemes
proposed by Fattorini (2006) to account for the presence of spatial auto-
correlation among the units. Indeed, adjacent units are often more alike
than units that are far apart, thus giving a poor contribution to the sam-
ple information. Fattorini (2006) suggest modifying the simple random
sampling without replacement in such a way that, at each drawing, the
probabilities of selecting those units that are adjacent to the previously
selected ones are reduced or increased according to a prefixed factor
β ≥ 0. Thus, at the first drawing, each unit has the same probability
τ1(j) = 1/N(1, . . . , N) of being selected. Subsequently, conditional
on the first i − 1 selected units ji, . . . , ji−1, the remaining N − i + 1
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units are selected at drawing i(i = 2, . . . , n) with probability
τi(j|ji, . . . , ji−1) =
{
β
N−i+1+(β−1)N(C) if j ∈ C,
1
N−i+1+(β−1)N(C) otherwise
(1)
where C denotes the set of units which are contiguous to at least one of
the i − 1 units ji, . . . , ji−1 and N(C) denotes the cardinality of the
set. While the sampling scheme is easy to implement, the Horvitz-
Thompson (HT) estimator is inapplicable even for moderate values of
N and n, because the computation of inclusion probabilities involves
enumerating all the possible samples and all the orderings in which the
units enter the sample. Accordingly, the inclusion probabilities may be
estimated by simulation using an appropriate number of replications of
the sampling scheme as suggested by Fattorini (2006, 2009). As the
number of simulated samples increases, the empirical HT estimator has
the same performance of the HT estimator which would be obtained us-
ing the true inclusion probabilities. In order to check the validity of this
strategy, a simulation study was performed. Negligible bias is involved
using the estimated inclusion probabilities instead of the true ones, along
with gains in efficiency relative to the use of familiar designs.
Keywords: forest monitoring, spatial sampling, Horvitz-Thompson estimation,
inclusion probabilities, simulation.
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Required in a wide range of applications first-passage time problems
have attracted considerable interest over the past decades. Since analyt-
ical solutions often do not exist, one strand of research focuses on fast
and accurate numerical techniques. Some authors rely on Monte-Carlo
simulations. However, the standard Monte-Carlo simulation on a dis-
crete grid exhibits two disadvantages: first, even for 1000 discretization
intervals per unit of time, we obtain a significant discretization bias.
Second, computation time increases rapidly if one has to simulate on
a fine grid. Several authors focused on unbiased simulation schemes.
Metwally and Atiya (2002) provide an unbiased, fast, and accurate al-
ternative based on the so-called ”Brownian bridge technique”. This sim-
ulation technique has various applications in finance (see, e.g., Ruf and
Scherer (2011), Hieber and Scherer (2010), Henriksen (2011)).
We show how the standard Brownian bridge technique can be adapted
to a large variety of exotic double barrier products. Those products are
very flexible and thus allow investors to adapt to their specific hedg-
ing needs or speculative views. However, those contracts can hardly
be traded if there is no fast and reliable pricing technique. To provide
this flexibility for the Brownian bridge technique, we extend the existing
algorithms and (1) allow to price double barrier derivatives that trigger
different events depending on which barrier was hit first and (2) allow to
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evaluate payoff streams that depend on the first-passage time. Further-
more, (3) we show that time dependent barriers can easily be treated.
Finally, we discuss the implementation and show that – in contrast to
most alternative techniques – the Brownian bridge algorithms are easy
to understand and implement.
Keywords: Double-barrier problem, first-exit time, first-passage time, Brown-
ian bridge, barrier options.
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Laws of large numbers for random variables
with arbitrarily different and finite
expectations via regression method
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The convergence is studied for the sequence 1n
∑n
i=1 Yi when each
Yi is a real random variable and the expectations E(Yi) define a se-
quence of finite and possible different values; the usual technique of tak-
ing the differences (Yi − E(Yi)) is avoided because the convergence of
1
n
∑n
i=1 (Yi − E(Yi)) to zero, in the general case, gives no informations
about the asymptotic behaviour of 1n
∑n
i=1 Yi. The adopted method is
based on the possibility of embedding the probability distributions of
each Yi as a conditional probability distribution of a suitable pruduct
type measure. Thus it is constructed a product space X × IR1 with a
product type probability measure where the marginal measure PX is
assigned on the Borel σ-field BX defined over the metric space X ob-
tained by the closure of the set of the probability distribution functions
FYi(y) = P (Yi ≤ y) for each r.v. Yi. Moreover a class of conditional
probability measures P (x,B) is defined over the usual Borel σ-field B1
of IR1 such that the below properties are satisfied:
i) P (x, ·) is a probability measure over B1 having x as its probabil-
ity distribution function, for each x ∈ X
ii) P (·, B) is a BX -measurable function for each fixed B ∈ B1
Thus, by the product measure theorem, the joint probability measure
PX×IR1 can be derived over σ-field BX × B1 and the marginal random
variable Y is considered i.e. the map Y (x, y) = y,∀(x, y) ∈ X × IR1.
The expectation E(Y ) =
∫
X
(∫
IR1 ydP (x, ·)
)
dPX (x) which, by Fu-
bini theorem, can be written as integral of conditional expectations is
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really a relevant element of our analysis. In fact a wide class of laws of
large numbers is constructed such that the sequence 1n
∑n
i=1 Yi is almost
surely convergent to E(Y ). Furthermore, depending the possible limit
E(Y ) on the marginal probability measure PX , the strict connection is
investigated between PX and the permutations (or rearrangements) for
the r.v. Yi’s. In the literature the role played by rearrangements of Yi’s in
the strong laws of large numbers was studied in Chobanyan et al. (2004)
using the results on convergent rearrangements for Fourier series. Nev-
ertheless the strategy and results here proposed differ consistently with
respect to the analysis available in the literature. For instance the possi-
bility of characterizing the limit as the expectation E(Y ) of a marginal
r.v. Y is a property of the approach here suggested. Finally some com-
ments about the assumptions here adopted; all the proofs are given in
case of:
i) independent but not identically distributed r.v. Yi’s;
ii) pairwise uncorrelated r.v. Yi’s, using theorems 5.1.1 and 5.1.2 in
Chung (2001) or alternatively theorems 3.1.1 and 3.1.2 in Chan-
dra (2012).
Keywords: Law of large numbers, regression function, rearrangements of terms
of a series, non-stationary processes.
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Saturated fractions play an important role in Design of Experiments.
Given a model, saturated fractions are fractions of a factorial design
with as much points as the number of parameters of the model. Using
Algebraic Statistics, we characterize saturated fractions of a design in
terms of the circuits of the design matrix and we define a criterion to
actually check whether a given fraction is saturated or not. Algebraic
Statistics is a discipline encompassing the application of Combinatorics
and Polynomial algebra to Statistics. Its most prominent results concern
essentially the analysis of contingency tables (Drton et al, 2009) and
Design of Experiments (Pistone et al, 2001). Some connections between
such two fields of applications are discussed in Fontana et al (2012).
Our approach is based on two main ingredients. First, we identify a
factorial design with a contingency table whose entries are the indicator
function of the fraction, i.e., they are equal to 1 for the fraction points
and 0 otherwise. This implies that a fraction can also be considered as
a subset of cells of the table. Second, we apply tools from Algebraic
Statistics to characterize the saturated fractions. Most of the relevant
combinatorial tools are summarized in Ohsugi (2012). The definition of
circuits is the core of our algorithm, and it has already been considered
in the framework of contingency tables in Kuhnt et al (2013) for the
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definition of robust procedures for outliers detection, but limited to two-
way tables.
From the point of view of computations, the circuits do not depend
on the particular fraction to be analyzed. Thus, our theory is particularly
useful in the context of simulated designs where one needs to generate
several saturated fractions. Indeed the computation of the determinant
of the design matrix is not needed to check design singularity.
Keywords: Circuits, Estimability, Linear models, Markov moves.
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High-dimensional copulas have been recognized as a standard tool
for constructing flexible multivariate models; e.g., see Joe (1997), Sal-
vadori et al. (2007), Jaworski et al. (2010), and the references therein.
Recently, Durante et al. (2012) have provided a method to construct
a class of n-dimensional copulas defined as follows
C˜ (u) = D (u1, . . . , un−1)un + A (u1, . . . , un−1) f (un) (1)
for all u ∈ In. This class is obtained from a (n − 1)-dimensional cop-
ula D and some suitable auxiliary functions A and f . Conditions un-
der which functions of type (1) have been fully characterized in terms
of properties of the auxiliary functions have been given. This class of
copulas models weak dependence structures between random variables,
and it generalizes various families of copulas, including Farlie-Gumbel-
Morgenstern distribution and copulas with quadratic sections in one
variable. As a further feature, they allow to describe a non-exchangeable
behavior among the components of a random vector.
Here we focus on the manner to construct and to simulate 3-dimensional
copulas of type (1) starting with an absolutely continuous 2-dimensional
copula D; shortly, C˜3. Specifically, we provide a standard way for
defining an appropriate parametric function A : I2 → R such that the
resulting function C˜3 is an absolutely continuous 3-dimensional copula
for a wide class of absolutely continuous functions f : I→ R.
Since C˜3 has been proved to be absolutely continuous, the simula-
tion procedure can be based on the conditional distribution method.
As an application, we show our methods at work both with weak de-
pendent continuous and non-continuous random variables, and we un-
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derlie some of its computational features.
Keywords: Copula, Weak Dependence, Sampling Algorithm, Farlie-Gumbel-
Morgenstern distribution.
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To analyse complex clustered item response data, Bayesian hierar-
chical IRT models have been developed. Particularly well-known is the
multilevel IRT (MLIRT) model (e.g., Fox, 2010; Fox and Glas, 2001),
which defines a multilevel modelling structure on the person parame-
ters. The MLIRT model has been extended to accommodate random
effects item parameters to model jointly group differences in the per-
son and item parameters (e.g, De Jong, Steenkamp and Fox, 2007; Fox,
2010; Verhagen and Fox, 2013). The group-specific item parameters are
assumed to be normally distributed around the general item parameter
for each item. In this double random effects structure, group means are
defined around a common mean, which defines the group-specific pa-
rameters on a common scale. The model makes it possible to estimate
one common latent scale for the person parameters across countries, tak-
ing variations in country-specific item parameters into account, which
enables the meaningful comparison of individuals and countries.
It will be shown that this hierarchical IRT model is also suitable
for analysing longitudinal or repeated measurements data. The model
combines a longitudinal multilevel structure on the person parameter
with random occasion-specific item parameters. The random item ef-
fects parameters are implemented to accommodate item characteristic
changes over time that can occur in repeated measurement settings. Lin-
ear or non-linear time effects and time-varying covariates can be incor-
porated on different levels to explain growth in the person parameters or
variations in item parameters. The model supports measurement time-
invariance testing without the need for anchor items.
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The comprehensive model is typically meant to analyze longitudi-
nal survey data, where questionnaires are repeatedly used to measure
changes in attitude, performance, or quality of life. Main interest is
focused on studying individual latent growth given repeated measure-
ments and categorical outcomes, without assuming time-invariant mea-
surement characteristics. In a medical setting, examples of applications
to longitudinal questionnaires will be given.
Keywords: Bayesian Statistical Methods, Item Response theory, MCMC, Time-
variance item functioning.
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One of the problems optimal design in nonlinear models has to face
is, that the information matrices and hence the resulting designs are de-
pending on the actual value of the unknown parameter β. In this work
sequential methods based on maximum likelihood estimation are con-
sidered.
In each step observations are taken, the parameter is estimated and
new design points are determined using these estimates instead of the
true value of the parameter. Even though the dependencies of the se-
quences of estimators and designs can be quite complicated, conver-
gence results can be achieved using an approach motivated by an article
of Ying and Wu (1997):
Given an initial design securing the existence of the maximum like-
lihood estimator, it is possible to derive an essentially recursive formu-
lation for the sequence of the estimators. Convergence of the estimator
is shown using methods from stochastic approximation literature.
The results are presented for the logistic binary response model and
illustrated by simulations.
Keywords: maximum likelihood, sequential design, stochastic approximation.
150 Volume of Abstracts
References
Ying T., Wu C.F.J. (1997): An asymptotic theory of sequential de-
signs based on maximum likelihood recursion, Statistica Sinica,
Vol. 7, pp. 75-91.
Seventh International Workshop on Simulation 151
Fixed design regression estimation based on
real and artificial data
Dmytro Furer and Michael Kohler
Fachbereich Mathematik, Technische Universita¨t Darmstadt, Schlossgartenstr.
7, 64289 Darmstadt, Germany
furer@mathematik.tu-darmstadt.de,
kohler@mathematik.tu-darmstadt.de
Adam Krzyz˙ak
Department of Computer Science and Software Engineering, Concordia
University, 1455 De Maisonneuve Blvd. West, Montreal, Quebec, Canada
H3G 1M8
krzyzak@cs.concordia.ca
In this article we study fixed design regression estimation based on
real and artificial data, where the artificial data comes from previously
undertaken similar experiments. A least squares estimate is introduced
which gives different weights to the real and the artificial data. It is
investigated under which condition the rate of convergence of this esti-
mate is better than the rate of convergence of an ordinary least squares
estimate applied to the real data only. The results are illustrated using
simulated and real data.
Keywords: Fixed design regression, nonparametric estimation, L2 error, rate
of convergence.
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The hysteretic load control mechanism (Gaidamaka 2012) is used
to prevent overload in SIP-server networks (Gurbani 2012). According
to figure 1 the system operates in normal (s=0), overload (s=1), and
discard (s=2) modes depending on three queue length thresholds – onset
threshold L, abatement threshold H and discard threshold R.
Figure 1. Hysteretic load control
Batch arrivals of SIP-messages should be taken into account, so we
describe SIP-server operation in terms of the M [X]|G|1|〈L,H〉|〈H,R〉
154 Volume of Abstracts
queuing system. Similar models without batch arrival were analyzed
for example in (Roughan 2000, Sopin 2012). We obtained the system
of equations for the steady state probability distribution and formulas
for SIP-server quality of service parameters: the probabilities that the
system is in overload and discard modes, the average control cycle time,
and the average time spent in overload and discard modes.
Keywords: SIP-server, overload control, queuing system, batch arrival, finite
queue, hysteretic control, threshold.
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In a response-adaptive allocation rule, experimental units are allo-
cated depending on previous allocations and responses. The main target
is to take advantage of the information that the experiment is giving in
order to reduce the number of experimental units allocated in inferior
treatments, so that, in the context of clinical trials, less patients will be
allocated in treatments with a bad performance.
A design that reduces predictability of future allocations while main-
taining balance among prognostic factors was presented in Pocock and
Simon (1975). This design is covariate-adaptive, but it does not use the
previous responses of patients in the next allocation. In Atkinson (1982),
previous responses are used for the next allocation. A linear regression
model is proposed to explain the response of patients under classical
assumptions of homocedasticity and incorrelation of errors. By using
theory of optimal designs the procedure looks for the minimization of
the variance of the updated OLS estimator.
There is a growing interest in covariate-adjusted response-adaptive
(CARA) designs, were patients are allocated depending on the previous
allocations, covariates and responses and, also, on the current patient’s
covariate. In Zhang et al. (2007) a general framework for CARA de-
signs is presented and asymptotic results are obtained for this type of
designs.
We explore the characteristics of a CARA design based in the Klein
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urn, where two treatments are compared. The Klein urn design is an al-
location rule that has been proved competitive with other good response-
adaptive designs, see Galbete et al. (2013). It has the advantage that its
stochastic structure is easy to handle, and therefore their performance
characteristics can be fully studied analytically and not only via sim-
ulation. We also study the effects of the covariates in the response to
treatments by means of adaptive-regression techniques.
Keywords: Randomization based inference, covariate-adjusted response-adaptive
designs, clinical trials.
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Nowadays, in the context of clinical trials, the random allocation
of subjects to treatments is firmly established. The main function of
the randomization process is to avoid several sources of bias that can
interfere the conclusions of the study.
When the probability distribution of the allocation rule depends on
the previous allocations the randomization procedure is said adaptive
and when it also depends on the previous responses, it is called response-
adaptive. The appropriate design to randomize patients depends on the
goals of the trial and there is not an optimal choice. For wide families
of response-adaptive designs, some studies have been carried out in or-
der to study the degree of compromise between ethical and inferential
criteria, see, for instance, Hu and Rosenberger (2006).
The use of randomization based inference (RBI) instead of popula-
tion models is a controversial issue for clinical trials, see, for instance,
chapter 7 in Rosenberger and Lachin (2002). When the population
model is not acceptable, RBI is a promising alternative. However, the
particular randomization procedure used must be established in the pre-
liminar planning of the trial and it will influence the final inferential
conclusions , see, for instance, Cook and DeMets (2008).
In this work we focus on the use of RBI when a response-adaptive
randomization scheme has been used to allocate patients. One of the
main drawbacks of RBI is the computational cost of obtaining the exact
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distribution of the test statistic. Here we present an algorithm that alle-
viate the difficulty to obtain exact p-values for some test-statistics. This
algorithm is helpful when a small to moderate number of patients has
been allocated with a response-adaptive design. We also obtain asymp-
totic properties of these test-statistics that are useful for large sample.
Keywords: Randomization based inference, response-adaptive designs, clinical
trials.
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In this paper, we introduce the signed symmetric covariation co-
efficient and give its main properties. Links with the generalized as-
sociation parameter, put forward by Paulauskas and now called alpha-
covariance, are addressed. We also propose estimation procedures for
these two coefficients. Then the signed symmetric autocovariation func-
tion is defined for a stationary stable process. A characterization of the
MA processes with this function is established.
Let X1 and X2 be jointly SαS and let Γ be the spectral measure of
the random vector (X1, X2). The covariation of X1 on X2 is the real
number defined by
[X1, X2]α =
∫
S2
s1s
〈α−1〉
2 Γ(ds), (1)
where for real numbers s and a: if a 6= 0, s〈a〉 = |s|asign(s) and if
a = 0, s〈a〉 = sign(s). The covariation norm is defined by
‖X1‖α = ([X1, X1]α)1/α. (2)
Let (X1, X2) be a bivariate SαS random vector with α > 1. The
signed symmetric covariation coefficient between X1 and X2 is the
quantity:
scov(X1, X2) = κ(X1,X2)
∣∣∣∣ [X1, X2]α[X2, X1]α‖X1‖αα‖X2‖αα
∣∣∣∣ 12 , (3)
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where κ(X1,X2) is a sign which depends on the different signs of the
covariations. This coefficient exhibit desirable properties as does the
ordinary Pearson correlation coefficient. More, it is easy to estimate.
It coincides with the alpha-correlation introduced by Paulauskas in the
sub-Gaussian case.
Keywords: Signed symmetric covariation coefficient, alpha-covariance, stable
distributions, spectral measure.
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This work adresses the problem of designing experiments (i.e. choos-
ing sampling points) in the framework of kernel-based interpolation
models.
The integrated mean squared error (IMSE) criterion is a classical
tool for evaluating the overall performance of interpolators (see for in-
stance [Sacks et al., 1989]). For a fixed class of models and a given
design size, it is therefore natural to try to choose sampling points such
that the resulting interpolation minimises the IMSE-criterion among all
possible samplings. In such case, one speaks about IMSE-optimal de-
sign of experiments.
However, in practice IMSE-optimal designs are relatively hard to
compute. The evaluation of the IMSE criterion is indeed quite nu-
merically expensive (it requires the computation of the integral of the
mean-squared prediction error over the whole space) and the global op-
timization is often made difficult due to the presence of many local min-
ima. The present work aims at investigating alternative ways to compute
IMSE-optimal designs.
Let X be a measurable set and let µ be a σ-finite measure on X .
We denote by L2 (X , µ) the Hilbert space of square-integrable (with
respect to µ) real-valued functions on X . We consider a real random
field (Zx)x∈X indexed by X . We assume that Z is centered, Gaussian,
defined on a probability space (Ω,F ,P) and with values in L2 (X , µ).
The choice of the IMSE criterion for learning such a random field
Z (that is, for the prediction of Z over the entire X from observations)
naturally leads to the definition of an integral operator T on L2 (X , µ),
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with,
∀f ∈ L2 (X , µ) ,∀x ∈ X , T [f ] (x) =
∫
X
f(t)K(x, t)dµ(t) (1)
(see for instance [Gauthier and Bay, 2012] for the interest of such opera-
tors when dealing with kernel-based interpolation models). The present
work aims at exploiting the spectral decomposition of T for constructing
IMSE-optimal designs.
More precisely, we describe an alternative approach to the deter-
mination of IMSE-optimal designs which does not require the explicit
computation of the IMSE integral for each design tested (this therefore
offers advantages in terms of numerical cost). We also study the impact
of spectral truncations and quadrature rules on the IMSE criterion. Fi-
nally, we introduce a new spectral criterion for designing experiments
for centered second-order random field models. Numerical examples
illustrate the interest and behavior of our approach.
Keywords: random field models, kernel-based interpolation, IMSE-optimal de-
signs, spectral decomposition of integral operators, spectral criterion.
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Design of Experiments using R
Albrecht Gebhardt
Institute of Statistics, University Klagenfurt, Austria
albrecht.gebhardt@uni-klu.ac.at
The programming language S has a long history and increased its
popularity amongst statisticians espacially with the advent of its free
software dialect R during the last decade. One key advantage of R is its
extensibility by means of addon packages which resulted in more than
4000 packages available at present. Only a few of these packages are
dedicated to design of experiments leaving several methods unimple-
mented.
An attempt to fill some of these gaps regarding optimal design is
made in Rasch, Pilz, Verdooren, Gebhardt (2011) with its accompany-
ing OPDOE library. While first versions of that library focussed on
getting the implementation of the algorithms done a new version with a
somewhat simplified interface and improvements will be presented.
The functions in the OPDOE library cover several topics of experi-
mental design, including simple statistical tests, regression models, tests
in analysis of variance models and sequential testing. The capabilities
of the presented R library will be shown by a collection of examples
covering these topics.
Keywords: design of experiments, linear model, analysis of variance, R lan-
guage
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Hierarchical Fractional Factorial Designs for
Model Identification and Discrimination
Subir Ghosh
University of California, Riverside, USA
subir.ghosh@ucr.edu
Two fractional factorial designs T1 and T2 with m factors and n1 and
n2 runs, respectively are called “Hierarchical Designs” (HDs) if the runs
in T1 are included in the runs of T2, n1 < n2. The design T2 is then
obtained from the design T1 by augmenting to the n1 runs in T1 an
additional (n2 − n1) runs and equivalently the design T1 is obtained
from the design T2 by deleting (n2 − n1) runs. The nu observations
for Tu are elements of the vector YTu , u = 1, 2. The (p x 1) vector β
consists of the p unknown parameters representing the factorial effects
of interest including the general mean, σ2 is an unknown parameter,
XTu , u = 1, 2 are the (nu x p) design matrices, and Inu are the nu x nu
identity matrices in the models below:
E (YTu) = XTuβ, V ar (YTu) = σ
2Inu , p ≤ n1 < n2, u = 1, 2.
(1)
For the ((nu − p) x nu) matrices ZTu with ranks (nu − p), u = 1, 2,
satisfying ZTuXTu = 0 with r = p ≤ n1 < n2, Rank (ZTuZ ′Tu) =
Rank (ZTu) = (nu − p) and
E
((
ZTuZ
′
Tu
)− 1
2 ZTuYTu
)
= 0,
V ar
((
ZTuZ
′
Tu
)− 1
2 ZTuYTu
)
= σ2Inu . (2)
The least squares estimators of β and their variances for the models in
(1) are
β̂Tu =
(
X ′TuXTu
)−1
X ′TuYTu ,Var
(
β̂Tu
)
= σ2
(
X ′TuXTu
)−1
. (3)
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More interestingly
Cov
(
β̂Tu ,ZTuYTu
)
= 0. (4)
A class of s possible models is considered for describing the nu obser-
vations in the vector YTu . The µ and p1 elements in β
∗
1 are common
parameters in the s models. In any two models w and w′, the p2 param-
eters in β(w)2 and the p2 parameters in β
(w′)
2 are not all identical: some
may be identical and the others are different, p = 1 + p1 + p2. The s
models are then
E (YTu) = µjnu +X
∗
1Tuβ
∗
1 +X
( w )
2Tu β
(w)
2
V ar (YTu) = σ
2Inu , p ≤ n1 < n2, u = 1, 2. (5)
We consider the problem of model identification and discrimination of
these s models. We present the optimum fractional factorial HDs for
this purpose.
Keywords: Factorial Experiments, Linear Models, Model Identification, Model
Discrimination, Optimum Designs.
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Designing Surveillance Strategies for Optimal
Control of Epidemics Using Outcome-Based
Utilities
Gavin J. Gibson
Heriot-Watt University, Edinburgh, UK
g.j.gibson@hw.ac.uk
In many studies of design the object of the exercise is to provide
information on model parameter values. When gathering data on the
spread of infectious diseases on the other hand, the object may be to
implement control measures using the acquired data and optimal obser-
vation strategies are therefore those which maximise the impact of the
control in terms of disease reduction. One example would be in the
study of arboreal pathogens when infected trees are removed from the
population as soon they are detected.
This talk will explore approaches to optimal design where the utility
functions to be maximised are based on the subsequent dynamics of the
system, rather than measures on the information gained about model
parameters. In particular we will explore how so called non-centered
parameterisations of epidemic systems might be exploited in order to
simplify the task of identifying optimal strategies, when the number of
surveillance and control parameters is large.
Keywords: Optimal control of epidemics, outcome-based utilities, non-centered
parameterisations.
Seventh International Workshop on Simulation 167
Unit roots in presence of (double) threshold
processes
Francesco Giordano
Di.S.E.S., University of Salerno
giordano@unisa.it
Marcella Niglio, Cosimo Damiano Vitale
Di.S.E.S., University of Salerno
mniglio@unisa.it, cvitale@unisa.it
In time series literature, the study of unit roots in presence of the so
called Threshold Autoregressive Processes (Tong, 1990), has been dif-
ferently faced (see among the others, Caner and Hansen (2001), Bec,
Salem and Carrasco (2004), Kapetanios and Shin (2006)). In our con-
tribution we introduce a two regimes threshold model characterized by
a double threshold variable:
∇Xt = ρ1Xt−1It−d + ρ2Xt−1(1− It−d) + et, (1)
with ∇Xt = Xt − Xt−1, ρj = φ(j)1 − 1, for j = 1, 2 the indicator
function It−d = 1 if Xt−d ≥ r1 and It−d = 0 otherwise.
where the second threshold is related to the nonlinear structure of the
error term et that has the following structure
et = e1,tI
′
t−1 + e2,t(1− I ′t−1) (2)
with indicator function I ′t−1:
I ′t−1 =
{
1 if ∇Xt−1 ≥ r′1
0 if ∇Xt−1 < r′1.
In model (1)-(2) {ei,t} is a sequence of i.i.d. random variables with
E(ei,t) = ci, −∞ < ci <∞ and V ar(ei,t) = σ2i <∞, for i = 1, 2.
Following Seo (2008) we employ and evaluate the performance of an
168 Volume of Abstracts
Augmented Dickey and Fuller type test to investigate the presence of
unit roots in the proposed model. Instead of the sampling distribution of
the test is approximated in Seo (2008) by using a residual block boot-
strap approach (Paparoditis and Politis, 2003), a non trivial problem has
been left open: it is related to the block length that, as expected, affects
the inferential issues. The selection of the block length has been faced
in our contribution whose results have been discussed through a wide
Monte Carlo study.
Keywords: Threshold model, unit roots, block bootstrap.
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Simulation in clinical trials:
some design problems
Alessandra Giovagnoli
ex-Department of Statistical Sciences
alessandra.giovagnoli@unibo.it
Clinical trials are usually very lengthy and/or very costly, frequently
fail - in the sense that they turn out to be pointless or inconclusive -
and especially there is always the possibility of adverse effects for the
patients or healthy volunteers entering the trial. Since the well-known
FDA’s 2004 Critical Path Initiative, Modelling and Simulation (M&S)
has rooted itself firmly in the clinical research area, as evidently shown
in the medical and pharmaceutical literature, see for instance Kimko and
Peck (2011).
It has been suggested (Padilla et al., 2011) to divide the whole M&S
area into: M&S Theory, defining the academic foundations of the dis-
cipline, M&S Engineering, looking for general methods that can be ap-
plied in various problem domains, and M&S Applications, solving real
world problems. This is a particularly insightful distinction for clinical
trial simulation (CTS) too, and the theoretical aspects should not be ne-
glected. Nowadays a large amount of CTS software is available on the
web, either commercially or freely downloadable, but it is legitimate to
ask ourselves how trustworthy and useful it is.
The topic of this presentation is to further the discussion of ex-
perimental design problems in CTS, started in Giovagnoli and Zago-
raiou (2012). The simulator of a clinical trial will very likely include a
stochastic component so the rationale for using standard statistical tools,
in particular, standard experimental design theory, is restored; however,
planning a simulated experiment is different from designing a real one,
due to differences in the endpoints, aims, precision required etc. In sim-
ulations, we would normally experiment on a wider design space and/or
increase the number of factors of interest and the levels that are simul-
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taneously tried. One may also wonder about the role of randomization.
Most of all, adaptive design deserves special attention, since by their
very nature simulated experiments are mostly adaptive. It would be in-
teresting to see if a combined approach of optimal design methods and
simulation brings useful results.
Keywords: Experimental Design, Clinical Trial Simulation.
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Estimation of complex item response theory
models using Bayesian simulation-based
techniques
Cees A. W. Glas
Department of Research Methodology, Measurement, and Data Analysis
University of Twente, the Netherlands
c.a.w.glas@utwente.nl
In the last ten years, the family of item response theory (IRT) models
has expanded tremendously (see, for instance, van der Linden & Ham-
bleton, 1997; de Boeck & Wilson, 2004; Skrondal & Rabe-Hesketh,
2004). In this presentation, estimation of complex IRT models will be
discussed. First, it will be shown that complex IRT model consist of an
IRT measurement model and an additional structural model. Examples
discussed are a multidimensional IRT model (Bguin, & Glas, 2001),
multilevel IRT models (Fox & Glas, 2001), and generalizability theory
IRT models (Briggs & Wilson, 2007). Two approaches to estimating
such models are discussed. The first one is a two-step procedure, where
the IRT measurement model is validated in a first step, followed by a
second step where the structural model is estimated conditional on the
results of the first phase. It is argued, that for the second phase, Bayesian
simulation-based methods such as Markov chain Monte Carlo are much
more convenient than traditional likelihood-based methods. The second
estimation procedure is an analogous Bayesian procedure where both
the measurement model and the structural model are estimated concur-
rently. The presentation will be completed by several applications from
the field of educational measurement.
Keywords: Bayesian Statistical Methods, Item Response theory, MCMC, mul-
tilevel models.
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Potential advantages and disadvantages of
stratification in methods of randomization
Aenne Glass
Institute for Biostatistics and Informatics in Medicine and Ageing Research
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Guenther Kundt
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Clinical trials are common to evaluate the effectiveness and safety
of a new medication to diagnose or treat a disease. To prevent imbal-
ance between treatment groups for known prognostic factors, patients
are randomized in strata. This may help to prevent type I and type II er-
rors via reduction of variance. On the other hand, stratification involves
administrative efforts. Cost-benefit-questions have to be clarified.
To investigate a shortlist of potential advantages and disadvantages of
stratification, first, complete randomization was considered to quantify
its risk of imbalance (Kernan, 1999), and second, the stratified case was
compared vs. the unstratified for restricted randomization from different
angles (Green, 1978). Determining the probability of
i) observing prognostic imbalance of at least 10% between two treat-
ment groups, caused by complete (unstratified) randomization,
ii) observing a (clinically or statistically relevant) difference between
the endpoints of two treatments, when both treatments were equally
effective (type I error),
iii) failing to observe a difference that truly exists (type II error),
by simulation studies, a quantification of the influence of stratification
on particular trial characteristics can consequently be given.
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We show simulation results indicating that stratification is helpful in re-
stricted randomization procedures for superiority trials with less than
500 patients. The risk of randomization-associated prognostic imbal-
ance can amount to 0.16-0.60 for 50% factor prevalence, depending on
trial size. We show further that the risk of imbalance multiplies for
smaller trials or/and according to a more prevalent prognostic factor.
In large superiority trials relevant imbalance has not been observed, in-
dependently of any factor prevalence, and hence, it is not necessary to
stratify here. We show decreased probabilities of type I error from ex-
pected 0.05 unstratified to 0.036-0.001 stratified, and decreased type II
error. Keeping the number of strata small so that the complexity of
randomization scheme remained manageable no disadvantage of strati-
fication could be detected so far.
Keywords: randomized clinical trials, stratified randomization, imbalance
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Application of nonparametric goodness-of-fit
tests for composite hypotheses
Alisa A. Gorbunova, Boris Yu. Lemeshko, Stanislav B. Lemeshko and
Andrey P. Rogozhnikov
Novosibirsk State Technical University, Novosibirsk, Russia
lemeshko@fpm.ami.nstu.ru
In this paper we consider the problem of testing composite hypothe-
ses of the form H0: F (x) ∈ {F (x, θ), θ ∈ Θ}, when the estimate θˆ
of scalar or vector parameter of the distribution is calculated using the
same sample. In this case the conditional distribution G(S |H0 ) of non-
parametric test statistics is affected by a number of factors: the form
of the tested distribution F (x, θ); the type and the number of the pa-
rameters estimated; and sometimes the value of the parameter and the
estimation method.
To solve the problem of testing composite hypotheses using the Kol-
mogorov, Cramer-von Mises-Smirnov and Anderson-Darling tests dif-
ferent approaches in the studies of various authors were used. In our
studies (Lemeshko et al. (2009, 2009a, 2010, 2011)) we used simula-
tion methods to construct models of statistics distributions and tables
of percentage points. When statistics distributions of nonparametric
goodness-of-fit tests depend on the value of the distribution parameter
(for example, in the case of the inverse Gaussian, generalized Weibull
distributions), the distribution models were approximated for some in-
teger values of the corresponding parameters in papers of Lemeshko et
al. (2009, 2010, 2011).
While testing the composite hypotheses parameters are estimated
during the analysis. Therefore, there is no way to find preliminarily the
required distribution to test the hypothesis of a goodness-of-fit for the
specific value of the parameter θˆ. In this case we propose to find the
distribution of the test statistic and to calculate the p-value in the in-
teractive way (while testing the corresponding composite hypothesis).
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An implemented interactive technique enables the correct application
of the criteria even in the cases when the tests statistics distribution for
true H0 is unknown. The software developed allows us to use meth-
ods of parallel computing to accelerate calculations and to use all avail-
able computing resources. The software makes it possible to test com-
posite hypotheses for various parametric models of probability distri-
bution using nonparametric Kolmogorov, Cramer-von Mises-Smirnov,
Anderson-Darling, Kuiper, Watson and three different Zhang tests.
Keywords: goodness-of-fit testing, composite hypothesis, Kolmogorov, Cramer-
von Mises-Smirnov, Anderson-Darling, Zhang tests.
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Indirect inference and data cloning for
non-hierarchical mixed effects logiit models
Anna Gottard, Giorgio Calzolari
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gottard@disia.unifi.it, calzolari@disia.unifi.it
Common statistical applications involve inference for statistical mod-
els in the presence of unobserved relevant factors, acting on data within a
clustered structure. Non-hierarchical data are sometimes of interest. An
interesting class of models in this framework is Multiple Membership
models (Hill and Goldstein, 1998), an extension of hierarchical mul-
tilevel models. These models allow a statistical unit to belong to more
than one cluster. Multiple membership models assign random effects for
each element of the grouping, supposing that, conditionally on a latent
variable, units are iid. An interesting case consists Multiple member-
ship logit (MML) models. The basic problem in these models is that
a multi-dimensional integration has to be computed in order to obtain
maximum likelihood estimates and the likelihood function is therefore
intractable. Ignoring the multiple membership clustering might bring
to distort results, while composite likelihoods such as quasi-likelihood
or partial-likelihood have been shown to provide seriously biased and
inconsistent estimators in the case of binary responses (Rodriguez and
Goldman, 1995).
At the moment, the most preferable procedure for MML model es-
timation is based on Bayesian paradigm and MCMC methods. How-
ever, some researchers could prefer to avoid Bayesian inference as un-
able of making an explicit choice of a priori distributions or for pre-
ferring frequentist inference. To solve this inferential issue in a non-
Bayesian framework, we are here proposing two different approaches:
data cloning and indirect inference. Data cloning (Lele et al., 2007) is
a novel approach to compute maximum likelihood estimates together
their standard errors, as the collapsing points of posterior distributions
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computed on cloned data. Indirect inference (Gourieroux et al., 1993) is
a class of estimators. including the generalized and simulated methods
of moments. It is based on a simulation estimation procedure utilizing
an auxiliary model for estimating the parameters of the model of in-
terest. In this work propose a data cloning estimator together with an
indirect estimator for MML models. In particular, we show how both
estimates and standard errors can be easily derived with both the ap-
proaches. The two proposed estimators are compared by means of a
Monte Carlo study. Simulations show a negligible loss of efficiency for
the indirect inference estimator, compensated by a relevant computa-
tional gain.
Keywords: Data cloning, Indirect inference, Intractable likelihoods, Multiple
membership logit models, Non-hierarchical data.
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In multivariate time series, correct estimation of the correlations
among the series plays a key role in portfolio selection. In the univariate
case, presence of outliers in financial data is known to lead parameter
estimation biases, invalid inferences and poor volatility forecasts. This
work analyses the impact of outliers in multivariate time series. We
found that the impact in volatility follows a similar pattern to that in
univariate time series, but, more interesting, our multivariate approach
allows to analyse the impact on correlations. In Grane´ and Veiga (2009)
a general outlier detection wavelet-based method was proposed, which
was proven to be very effective and much more reliable than other al-
ternatives in the literature. Our proposal is to extend this procedure
to the context of Multivariate GARCH models by considering random-
projections of multivariate residuals. The models under study are the
Diagonal BEKK (described in Engle and Kroner 1995), CCC (Boller-
slev 1990) and DCC (Engle 2002) models, often used in empirical ap-
plications. The effectiveness of this new procedure is evaluated through
an intensive Monte Carlo study considering isolated and patches of ad-
ditive level outliers (ALOs) and additive volatility outliers (AVOs).
To illustrate the performance of our proposal, in Table 1 we show the
percentage of correct detection of ALOs and the average number of false
ALOs (false positives) in 1000 replications of simulated series of size
n from a D-BEKK model with multivariate Gaussian errors. Outliers
were randomly placed along the bivariate series. As preliminary results,
we observe that the percentage of correct detections is very high when
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the size of the outliers is moderate (ω = 10σy). The average of false
positives is quite small, meaning that the detection method is reliable.
Table 1. First results for the D-BEKK model
n % correct false
detections positives
1 outlier of size ω = 5σy 1000 43.8 3.5
3000 38.7 3.8
5000 36.1 3.6
1 outlier of size ω = 10σy 1000 99.1 3.6
3000 99.3 3.1
5000 99.3 3.9
3 outliers of size ω = 5σy 1000 36.7 1.0
3000 36.5 1.2
5000 36.1 1.1
3 outliers of size ω = 10σy 1000 96.5 0.5
3000 97.8 1.1
5000 97.8 1.3
Keywords: Multivariate GARCH Models, Outliers, Wavelets.
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Consider a sequence X1, X2, . . . of i.i.d. real-valued random vari-
ables with distribution function (df ) F , X1:n ≤ · · · ≤ Xn:n – the order
statistics based on the sample X1, . . . , Xn, n ∈ N. Let F−1(u) =
inf{x : F (x) ≥ u}, u ∈ (0, 1), denote the left-continuous inverse
of F , and Fn, F−1n – the empirical df and its inverse respectively, put
f = F ′ to be a density of F , when it exists.
Let kn be a sequences of integers, such that kn → ∞, whereas
pn := kn/n→ 0, as n→∞. Let ξpn = F−1(pn), ξpn n:n = F−1n (pn)
denote pn-th population and empirical quantile respectively.
Let SRV −∞ρ be a class of regularly varying in −∞ functions such
that g ∈ SRV −∞ρ if and only if:
(i) g(x) = ±|x|ρ L(x), for |x| > x0, with some x0 < 0, ρ ∈ R, and
L(x) is a positive slowly varying function at −∞;
(ii)
∣∣∣ g(x+4x)− g(x)∣∣∣ = O(| g(x)| ∣∣∣4xx ∣∣∣1/2), when4x = o(|x|),
as x→ −∞. Here is one of our main results.
THEOREM 1. Let kn → ∞, pn → 0, as n → ∞, and suppose that
F−1 is differentiable in (0, ε) for some ε > 0 and that f ∈ SRV −∞ρ
with ρ = −(1 + γ), γ > 0. Let G be some function differentiable in
F−1((0, ε)), and g = G′ ∈ SRV −∞ρ with some ρ ∈ R. Then
∫ ξpn
ξpnn:n
(G(x)−G(ξpn)) dFn(x) = −
1
2
[Fn(ξpn)− pn]2
g
f
(ξpn) +Rn,
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where P
(|Rn| > Ap3/4n (log kn/n)5/4 |g|f (ξpn)) = O(k−cn ) for each
c > 0, and A > 0 is some constants, which depends only on c.
Moreover, if, in addition, k−1n log n→ 0, as n→∞, then P
(|Rn| >
Ap
3/4
n (log n/n)5/4
|g|
f (ξpn)
)
= O(n−c).
Theorem 1 provides a Bahadur – Kiefer type representation for the
sum of order statistics lying between the intermediate population pn-
quantile and the corresponding sample quantile by a von Mises type
statistic approximation, especially useful in establishing second order
approximations for (slightly) trimmed means (cf. Gribkova & Helmers
(2007, 2013)).
Keywords: Bahadur – Kiefer type representation, intermediate sample quan-
tiles, Bahadur – Kiefer processes, quantile processes, von Mises statistic type
approximation.
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We consider a special case of Sparre Andersen risk model in which
interclaim times have Erlang(2) distribution. Let Ti be the occurrence
time of the i-th claim, Nt number of claims in time interval [0, t], Yi the
amount of the i-th claim and c the premium intensity of the insurer. It
is supposed that Y1, Y2, . . . are positive r.v.’s with absolute continuous
distribution function Q and (Ti − Ti−1) ∼ Erlang(2, β), β > 0. We
also assume that there is a risky asset and the insurer has the possibility
to invest money in this asset. The price Zt of this asset is modeled by
geometric Brownian motion
dZt = Zt(µdt+ σdWt).
The insurer dynamically chooses the amount At of capital invested into
the risky asset at time t. Moreover, we consider the investment strate-
gies A = (At)t≥0 adapted to filtration generated by Brownian motion
Wt. Using some strategy A the capital of the insurer RAt satisfies the
following stochastic differential equation:
dRAt = (c+ µAt)dt+ σAtdWt − dUt, Ut :=
Nt∑
i=1
Yi,
where RA0 = s > 0 is the initial capital. Let τ
A := inf{t > 0 :
RAt < 0} be the ruin time and δA(s) := P (τA = ∞|RA0 = s) the
ultimate survival probability of the insurer under investment strategy A.
Our goal is to maximize δA(s) over all admissible investment strategies,
i.e. find optimal survival probability δ(s) := supA δ
A(s) and optimal
strategy A∗ such that δ(s) = δA∗(s). We assume that function δ(s) ∈
184 Volume of Abstracts
C4[0,∞) and prove that the optimal survival probability δ(s) satisfies
the Hamilton–Jacobi–Bellmann equation
sup
A≥0
{β2Eδ(s− Y )−
(
β − (c+ µA) d
ds
− σ
2A2
2
d2
ds2
)2
δ(s)} = 0.
From this equation we deduce that the optimal A∗, which maximizes
the left-hand side of the equation could be obtained from the following
cubic function for each s ≥ 0
σ4δ(4)(s)A3+3σ2µδ′′′(s)A2+(2µ2δ′′(s)−2σ2δ′′(s)+2σ2cδ′′′(s))A+
2µcδ′′(s)− 2βµδ′(s) = 0
Though it is complicated to find the explicit formulae for the opti-
mal survival probability in this case, it is convenient to compute the so-
lution and optimal strategy for particular values of the parameters, using
approximation algorithms similar to those provided in (Gerber, Shiu,
2004) and (Willmot, Woo, 2006). In this paper we discuss particular
cases of exponentially and Pareto distributed claims.
Keywords: Erlang(2) risk model, ruin probability, investment, HJB equation.
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Finite mixtures of regression models are useful for longitudinal data
where the development of a variable over time is to be described and het-
erogeneity with respect to this evolvement over time is suspected. In the
following we consider finite mixtures of linear mixed-effects models for
potentially censored data (Gru¨n and Hornik, 2012) and finite mixtures
of linear additive models (Gru¨n, Scharl and Leisch, 2011). Both models
are estimated using a variant of the EM algorithm.
Finite mixtures of linear mixed-effects models are fitted to account
for individual-specific effects in longitudinal data. In this case the miss-
ing data in the EM algorithm are the component memberships (as usu-
ally for finite mixture models) and the random effects. If the data also
contains censored observations, these unobserved values are also added
to the missing data. An efficient implementation of the E-step is then
possible by determining the required moments of the truncated multi-
variate normal distribution using the method proposed in Tallis (1961).
B-splines are used in finite mixtures for longitudinal data to allow
a flexible modeling of the functional development over time. However,
the degrees of freedom for the spline bases are often restricted to be
the same over all components. In addition the optimal number is de-
termined by comparing the models fitted with all different degrees of
freedom under consideration which is computationally expensive. Lin-
ear additive models have the advantage that the number of degrees of
freedom only need to be sufficiently large without the exact number be-
ing crucial. The suitable smoothness of the function is automatically
determined by regularizing the coefficients of the spline regressors. We
fit finite mixtures of linear additive models using a variant of the EM
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algorithm where different suitable smoothness levels are determined for
each component.
We describe the two different models as well as their estimation with
variants of the EM algorithm. Their application is illustrated and the R
package flexmix (Gru¨n and Leisch, 2007) is presented which allows to
fit these models.
Keywords: finite mixture, longitudinal data, regression model, mixed-effects
model.
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We introduce a new model for cluster analysis in a Bayesian non-
parametric context. Typically, clustering means partitioning a set of n
objects (i.e. data) into k groups, even if the common features of the
objects in each group are unknown or unobservable (i.e. latent).
Here we propose a Bayesian nonparametric model, that combines
two ingredients: Dirichlet process mixture (DPM) models of Gaussian
distributions, and a heuristic clustering procedure, called DBSCAN. The
DBSCAN algorithm (Ester et al., 1996) is a density-based clustering
technique, where the word density refers to the spatial disposition of the
data points, that are dense when forming a group; two data points are in
the same cluster if their distance is smaller than some threshold. On the
other hand, it is well-known that DPM models are convenient in order
to assign a prior directly on the partition of the data, representing the
natural parameter in the cluster analysis context. Moreover, the number
of clusters is not fixed a priori, but it is estimated as a feature of the
partition of the observations. However, here, instead of considering the
prior on the random partition ρ of the data induced from the DPM, we
consider a deterministic transformation of ρ as a new parameter. The
Bayesian cluster estimate will be given in terms of this new random par-
tition, and will result from the minimization of the posterior expectation
of a loss function.
To summarize, our model is based on the slackness of the natural
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clustering rule of DPM models of parametric densities, when we mean
that two observations Xi and Xj are in the same cluster if, and only
if, the latent parameters θi and θj are equal. We say instead that two
observations share the same cluster if the distance between the densities
corresponding to their latent parameters is smaller than a threshold .
We complete the definition in order to provide an equivalence relation
among data labels. The resulting new random partition parameter ρ is
coarser than the original ρ. Of course, since this procedure depends on
the value of the threshold, we suggest a strategy to fix it.
In addition, we discuss implementation and applications of the model
to a simulated bivariate dataset from a mixture of two densities with a
curved cluster, and to a dataset consisting of gene expression profiles
measured at different times, known in literature as Yeast cell cycle data.
In particular, we implemented a MCMC algorithm that extends the well-
known Gibbs sampler algorithms for DPM models; the code was written
in C. Comparison with more standard clustering algorithm will also be
given. In both cases, the cluster estimates from our model turn out to be
more effective.
Keywords: Bayesian Nonparametrics, Dirichlet process mixture models, Clus-
ter analysis, DBSCAN.
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Analysis of Variance (ANOVA) is a procedure used to compare the
means of various samples. Qualitative variables called factors group the
different samples. Each factor consists of two or more levels. Paramet-
ric ANOVA approaches assume normally distributed error terms within
the samples. Permutation tests like Synchronized Permutations (Pesarin
and Salmaso, 2010) do not impose this assumption. These procedures
rearrange the data to obtain an empirical distribution of the test statis-
tic. A variety of permutation approaches for ANOVA designs have been
developed. They differ in various aspects. The units that are actually
permuted (e.g. raw data vs. residuals), if there are restrictions in the
permutation mechanism and in the definition of the test statistic (see
e.g. Kherad-Pajouh and Renaud, 2010).
In many real applications the sample sizes in an ANOVA differ. This
is called an unbalanced design. There is a broad literature about unbal-
anced designs in parametric testing. For permutation tests this topic re-
cieved some attention recently (see e.g. Kherad-Pajouh and Renaud,
2010). The present paper extents the Synchronized Permutation ap-
proach to unbalanced two-way two-level ANOVA designs. It further
compares it to different other permutation approaches and a parametric
ANOVA by a simulation study.
The simulation study investigates the behavior of the different pro-
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cedures for various types of unbalanced designs, different error term
distributions (normal distribution, Cauchy distribution, exponential dis-
tribution) and different combinations of active effects. The main out-
comes are the adherence to the nominal significance level as well as
power.
The Synchronized Permutation approach yields comparable results
to the best performing competing permutation approaches. In compar-
ison with parametric ANOVA these permutation approaches adhere to
the nominal significance level also for non normal error term distribu-
tions.
We discuss the benefits and limits of the different permutation ap-
proaches with regard to the results of the simulation study and additional
considerations.
Keywords: Synchronized Permutations, Conditional Testing Procedures, Non-
parametric Statistics, Unbalanced ANOVA.
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Simulation-based optimal design techniques are a convenient tool
for solving a particular class of optimal design problems. The goal is
to find the optimal configuration of factor settings with respect to an
expected utility criterion. This criterion depends on the specified prob-
ability model for the data and on the assumed prior distribution for the
model parameters. We develop new simulation-based optimal design
methods which incorporate likelihood-free approaches and utilize them
in novel applications.
Most simulation-based design strategies solve the intractable ex-
pected utility integral at a specific design point by using Monte Carlo
simulations from the probability model. Optimizing the criterion over
the design points is carried out in a separate step. Mu¨ller (1999) intro-
duces an MCMC algorithm which simultaneously addresses the simula-
tion as well as the optimization problem. In principle, the optimal design
can be found by detecting the mode of the sampled design points. Sev-
eral improvements have been suggested to facilitate this task for multi-
dimensional design problems (see e.g. Amzal, Bois, Parent, and Robert,
2006).
We aim to extend the simulation-based design methodology to de-
sign problems where the likelihood of the probability model is of an un-
known analytical form but it is possible to simulate from the probability
model. We further assume that prior observations are available. In such
a setting it is seems natural to employ approximate Bayesian computing
(ABC) techniques in order to be able to simulate from the conditional
probability model. In particular, we consider a spatial extreme value ex-
192 Volume of Abstracts
ample where it is not possible to obtain the analytical representation of
the generalized extreme value distribution for dimensions greater than
two (cf. Erhardt and Smith, 2012). We investigate the benefits and the
limitations of our design methodology for this problem.
Keywords: Simulation based optimal design, approximate Bayesian comput-
ing, Markov chain Monte Carlo.
References
Amzal B., Bois F.Y., Parent E., Robert C.P. (2006): Bayesian-
Optimal Design via Interacting Particle Systems, Journal of the
American Statistical Association, Vol. 101, N. 474, pp. 773-785.
Erhardt R.J., Smith R.L. (2012): Approximate Bayesian Com-
puting for Spatial Extremes, Computational Statistics and Data
Analysis, Vol. 56, N. 6, pp. 1468-1481.
Mu¨ller P. (1999): Simulation Based Optimal Design. In: Bernardo
J.M., Berger J.O., Dawid A.P., Smith, A.F.M. (Eds.) Bayesian
Statistics 6, Oxford University Press, New York, pp. 459-474.
Seventh International Workshop on Simulation 193
Dynamic Structured Copula Models
Wolfgang Ha¨rdle, Ostap Okhrin
C.A.S.E. - Centre for Applied Statistics and Economics,
Humboldt-Universita¨t zu Berlin, D-10178 Berlin, Germany
haerdle@wiwi.hu-berlin.de, ostap.okhrin@wiwi.hu-berlin.de
Yarema Okhrin
Dep. of Statistics, University of Augsburg, D-86135 Augsburg, Germany
yarema.okhrin@wiwi.uni-augsburg.de
The key difference between univariate and multivariate time series
analysis is the fact that the future dynamics is affected not only by the
univariate past but also by cross-sectional dependencies. These depen-
dencies are not constant and vary in time. The most straightforward and
therefore best established approach to modelling such dependencies is
via the correlation (or covariance) matrix. Time varying conditional
volatilities are modelled using, e.g., GARCH-type processes. These
models still assume that the parameters for the process are constant over
the entire estimation period.
Another disadvantage of covariance-based dependency modelling is
the fact that it fails to capture important types of data features. First, co-
variances are measures of linear dependence and therefore fail to repre-
sent nonlinear relationships. Secondly, elliptical distributions postulate
symmetric dependency. Thirdly, the covariance matrix fails to fit the
heavy tails typical of asset returns. An approach which partially solves
these problems is based on copulae.
Time-varying copulae were considered recently by Patton (2004),
Rodriguez (2007) and others. In contrast to those papers, Giacomini,
Ha¨rdle and Spokoiny (2009) used a novel method based on local adap-
tive estimation. The idea of that approach is to determine a period of
homogeneity wherein the parameter of a low-dimensional Archimedean
copula can be approximated by a constant.
The online instantaneous selection of high dimensional dependency
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structures via multivariate copulae is still an open problem. Here we
tackle this problem via multivariate hierarchical Archimedean copulae.
A detailed analysis of this copula class is given in Okhrin, Okhrin and
Schmid (2013). Unlike simple Archimedean copulae, the HAC is char-
acterised not only by its parameters, but also by its structure. The time-
varying dependency therefore affects its structure and parameters simul-
taneously. The proposed technique allows us to determine the periods
with local constant structure and parameters. It is based on the selec-
tion of an appropriate interval out of a set of candidate intervals. This
procedure requires the calculation of a sequence of critical values (by
simulations) that are used in testing local homogeneity. Local homo-
geneity is checked via a test against a change point alternative. To assess
the performance of the methodology developed, we perform extensive
simulations and empirical studies.
Keywords: copula, multivariate distribution, Archimedean copula, adaptive es-
timation.
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This work is devoted to a semi-Markov approach to the problem of
reflection of a diffusion process from a boundary of its range of values.
The semi-Markov approach consists in treating the process with the help
of a family of the first exit points from neighborhoods of such arising
points. This approach has some advantage comparative to the classic
approach. For example, it gives a more economic and informative way
for computer modeling the Wiener process. The main attainment of this
approach is that it calls attention to a class of continuous semi-Markov
processes which are only defined to have the Markov property with re-
spect to such first exit times (Harlamov, 2008).
Every continuous strictly Markov process is semi-Markov, but not
vice versa. There exist transformations of continuous strictly Markov
processes which lose the Markov property, but safe the semi-Markov
one. The delayed reflection is such a transformation. Truncation of an
one-dimensional continuous strictly Markov process on the boundary
of some interval gives a simple example of such a reflection. In this
case the delay is represented by intervals which fall on time when non-
truncated process goes behind the boundary.
The semi-Markov approach permits to describe all the class of pos-
sible reflections of the Markov diffusion process from a boundary of
its range of values (Harlamov, 2007). For example, if we consider a
diffusion process on the positive half-line, reflected from zero, then for
any r > 0 family of distributions of the first exit time from the one-
sided neighborhood of zero [0, r) dives all the variants of semi-Markov
reflections. Laplace transformation of this distribution is being found
as a solution of an ordinary differential equation of Bernoulli type with
coefficients, determined by the original Markov process. All the set of
possible reflections follows from the set of arbitrary constants of this
equation (which depend on the parameter of Laplace transformation).
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This set of solutions has an edge point, where the arbitrary constant is
equal to zero identically. This solution corresponds to the instantaneous
reflection.
In the present work a time change, which transforms the process
with instantaneous reflection into the process with some positive mean-
ing of the arbitrary constant, is treated. A representation of the time
change in terms of the original locally Markov process is obtained.
Laplace transformation of distribution of the difference σr − σor is de-
rived, where σr is the first exit time from [0, r) for the process with
delayed reflection, and σor is that for the corresponding process with in-
stantaneous reflection. It is proved that if the reflected process preserves
the global Markov property then this difference is distributed exponen-
tially. Application of the semi-Markov model of delayed reflection in
chromatography is discussed in work (Harlamov, 2012).
Keywords: diffusion, Markov, continuous semi-Markov process
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Suppose that we intend to perform an experiment consisting of a
series of independent trials. Let X be a finite design space, and, for
each design point x ∈ X , let the real-valued observation y(x) satisfy the
linear regression model y(x) = f ′(x)β + (x), where f(x) is a known
regression vector, β is an unknown parameter, and (x) is a random
error with E((x)) = 0, V ar((x)) ≡ σ2 <∞.
An approximate experimental design of the linear regression model
is a probability measure ξ on X . For any x ∈ X the value ξ(x) repre-
sents the proportion of the trials to be performed under the experimental
conditions x.
Let X1, ...,Xk be a decomposition of X into non-overlapping par-
titions. Let s1, ..., sk be given positive constants summing to 1. A de-
sign ξ on X will be called stratified, if it allocates the proportion sj
of trials to the partition Xj for all j = 1, ..., k, i.e., ξ(X1) = s1, ...,
ξ(Xk) = sk. The most important special cases of stratified designs cor-
respond to marginally restricted designs, where k is equal to the number
of levels of one factor (e.g., Cook and Thibodeau 1980). A stratified
design ξ∗ is called D-optimal if it maximizes the determinant of the
information matrix for β.
The aim of the contribution is to propose two multiplicative meth-
ods for computing D-optimal stratified designs. The first one is a gen-
eralization of the multiplicative re-normalization heuristic suggested in
Martı´n-Martı´n (2006), which turns out to be rapid in most test problems,
although its theoretical convergence properties are unclear. The second
proposed algorithm, which we call barycentric, usually requires more
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iterations to compute a design of given efficiency, but we can guarantee
its monotonicity and convergence. The barycentric algorithm is derived
by a systematic approach from the multiplicative algorithm for the so-
called generalized problem ofD-optimality, orDH-optimality (Harman
and Trnovska´ 2009). Importantly, the deletion rules developed using the
DH-optimality approach can be used with the re-normalization heuris-
tic as well as the barycentric algorithm, making them significantly more
efficient. Both methods are very simple to implement in matrix-based
programming languages such as R or Matlab.
Keywords: stratified design, marginal restrictions, D-optimal design, multi-
plicative algorithm, barycentric algorithm.
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An overall goodness of fit chi-square test for independence is a well
known approach to a contingency table. It cannot, however, give any
detailed information on the association between the rows and columns.
Therefore several multiple comparison approaches have been proposed
but the method based on one degree of freedom chi-squared statistic is
less informative and the result of the analysis is often difficult to in-
terpret since the degrees of freedom for interaction is usually so large.
Therefore the row- and/or column-wise multiple comparisons have been
proposed in Hirotsu (1983) and verified to be useful in several occasions
as compared with other multiple comparison approaches, see Greenacre
(1988) and Hirotsu (1991, 1993). The multiple comparison procedure
proposed is essentially the Scheffe type based on the generalized squared
distances among rows and the reference distribution is that of the largest
root of the Wishart matrix. It is usually easy to obtain and interpret
those significant clusters when the number of rows is small, say, up to
10. However, if it is more than 10, we need some stopping rule working
automatically for obtaining significant classification of the reasonable
number of clusters. One of the purposes of the present paper is there-
fore to propose such a stopping rule.
An interesting extension of the method is to the one-way layout
with the ordered categorical responses. In this case the procedure is
essentially unchanged excepting the definition of the squared distance
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reflecting the natural ordering and the related asymptotic distribution.
Then the reference distribution becomes that of the largest root of a
non-orthogonal Wishart matrix which is very difficult to handle. The
usual normal approximation is quite unsatisfactory especially when the
first and the second largest roots are close each other. Therefore a -
approximation has been proposed as a more reasonable one in Hirotsu
(2009). The proposed algorithm includes also the calculation of those
reference distributions. Essentially the same approach can be applied
also to the two-way ANOVA model and gives an interesting procedure
for the profile analysis of repeated measures.
Keywords: block interaction model, moderately large table, non-orthogonal
Wishart distribution, ordered categories, row-wise multiple comparisons.
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The talk will concern robust sequential procedures for the detection
of structural breaks in capital asset pricing models (CAPM). Most of the
existing procedures for these models are based on ordinary least squares
(OLS) estimates. Here we present a class of procedures based on M -
estimates and related partial weighted sums of M -residuals.
The theoretical results (limit behavior) will be accompanied with a sim-
ulation study that compares the proposed procedures with those based
on OLS estimates. An application to real data set will be also presented.
The results will be presented by Husˇkova´.
Keywords:capital asset pricing models, on-line test procedures, robust proce-
dures
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Testing overdispersion in a mixture model
Maria Iannario
Department of Political Sciences, University of Naples Federico II, Italy.
maria.iannario@unina.it
A practical problem with large scale survey data is the possible pres-
ence of overdispersion. It occurs when data display more variability than
predicted by the variance-mean relationship for the assumed sampling
model. It can be due to design effects, hidden clusters, interviewer ef-
fects, number of modalities for each response in rating context or, more
generally, to the absence of relevant predictors in the model. What-
ever be the underlying cause, overdispersion can be represented either
by a positive correlation between the responses or by variation in the
response probabilities.
This paper describes some alternative tests for detecting overdisper-
sion in the context of a mixture of discrete random variables denoted as
CUBE (Iannario, 2012):
Pr(R = r) = pi βr(ξ, φ) + (1− pi)Ur , r = 1, 2, . . . ,m , (1)
where βr(ξ, φ) specifies the Beta Binomial and Ur the Uniform distri-
butions, respectively.
This mixture has been successfully implemented for ordinal data
characterized by some interpersonal overdispersion and encompasses
other models, as CUB model (Piccolo, 2003; Iannario and Piccolo, 2012),
for instance. Moreover, the mixture has been also extended with the in-
clusion of predictors, implemented in cases of design effects and scale
usage heterogeneity.
In this framework, given sample data, we are able to check if a CUB
model, for which is true H0 : φ = 0, is more adequate than a CUBE
model, for which is true H1 : φ > 0.
Thanks to the asymptotic theory for maximum likelihood estimators
(MLE) we may build, under specific conditions, the log-likelihood ratio
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(LRT), the Wald, and the Score tests. These statistics require different
information: a LRT requires the computation of both full and restricted
MLE; instead Wald and Score test require only computation of full and
restricted MLE, respectively. In addition, all of them should be carefully
applied since we are testing a borderline hypothesis, and thus the asymp-
totic distribution of these statistics does not converge to the standard χ2
random variable.
However, previous tests do not consider the possible conditioning
of the other parameters in the estimation of φ. Thus, we introduce a
generalized likelihood ratio statistic based on the profile log-likelihood
function which allows to avoid the conditioning of nuisance parameters
η = (pi, ξ)′.
In our problem, a natural statistic is the log ratio of maximized like-
lihoods:
Wp(φ0) = 2
[
`(φˆ, ηˆ)− `(φ0, ηˆφ0)
]
,
where `(φˆ, ηˆ) is computed on the basis of the full ML estimates where
`(φ0, ηˆφ0) is computed on the basis of the restrictive model. Under com-
mon conditions, this statistic converges to a χ21 distribution.
In this paper several simulation studies are conducted to investigate
the empirical performance of all these statistics for varying values of the
parameters of the maintained model.
Keywords: Overdispersion, CUBE model, Asymptotic tests, Profile log-likelihood.
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Numerical studies of space filling designs:
optimization algorithms and subprojection
properties
Bertrand Iooss
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Quantitative assessment of the uncertainties tainting the results of
computer simulations is nowadays a major topic of interest in both in-
dustrial and scientific communities. One of the key issues in such studies
is to get information about the output when the numerical simulations
are expensive to run (Fang et al., 2006). In this communication, we
consider the problem of exploring the whole space of variations of the
computer model input variables in the context of a large dimensional
spaces, that is building initial exploratory designs of numerical exper-
iments, called “Space Filling Designs”. In our targeted applications,
while the number of points in the design is of the order one hundred, the
design dimensions range from two to fifty.
Various properties of Space Filling Designs are studied and jus-
tified: interpoint-distances, L2-discrepancies, Minimal Spanning Tree
(MST) criteria. A specific class of design, the optimized Latin Hyper-
cube Sample, is then considered. Several optimization algorithms, com-
ing from the literature, are studied via intensive numerical tests in terms
of convergence. For comparison studies, we argue that MST criteria
are preferable to the well-known interpoint minimum distance criterion.
We show that the Enhanced Stochastic Evolutionary (ESE) algorithm
(Jin et al., 2005) converges more rapidly towards good solutions than
the classical simulated annealing algorithm (Morris & Mitchell, 1995).
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Another contribution of this communication is the deep analysis of
the space filling properties of the design 2D-subprojections: among the
tested designs (LHS, maximin LHS, several L2-discrepancy optimized
LHS, Sobol’ sequence), only the centered and wrap-around discrepancy
optimized LHS prove to be robust in high dimension. For example, the
other tested designs with one hundred points are no longer robust when
their dimension is larger than 10. Moreover, centered-discrepancy op-
timized LHS are generally more regular than the wrap-around discrep-
ancy optimized LHS.
Keywords: discrepancy, space fillling, Latin Hypercube Sampling, computer
experiment.
Acknowledgements: Part of this work has been backed by French National Re-
search Agency (ANR) through COSINUS program (project COSTA BRAVA
noANR-09-COSI-015).
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Large scale simulations of natural catastrophes such as hurricanes
have been widely used since the 1980’s to assess the expected losses
from extreme events. A more direct statistical approach is described
here that involves simulating only the events in the historical record and
then fitting probability distributions to the impacts on a site specific ba-
sis. This approach eliminates the possibility of generating unrealistic
events while employing the historical data in a coherent and logically-
consistent fashion. Special attention is paid to the upper percentiles of
the distributions of wind, damage and loss as this region is of paramount
interest in the re-insurance context.
Keywords: hurricanes, Weibull distribution, tropical cyclones, cross-validation.
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problems of laser sensing of scattering media
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Non-stationary problems of laser sensing are of great interest in con-
nection with the wide practice of using laser sensors (LIDARs) placed
on the ground, on aircraft and in space to quickly diagnose aerosol con-
taminants in the atmosphere, the space-time transformation of aerosols’
microphysical properties and various types of cloud particles, to deter-
mine remotely the hydrophysical properties of the ocean, to discover
the upper and lower boundaries of cloudiness and to solve a variety of
other problems of optical remote sensing of the natural medium. It’s
possible to get acquainted in more detail with a list of certain modern
physical problems’ statements for problems of laser sensing of the at-
mosphere and ocean and corresponding methods of statistical modeling
in the quite recent review [1]. The justification of using the Monte-Carlo
methods as well as elaboration of corresponding algorithms for solving
non-stationary problems of transfer theory of optical radiation in scatter-
ing and absorbing media have been performed quite a long time ago in a
series of early works, which were summarized in [2]. The laser sensing
problems under consideration are different from many other problems of
atmosphere optics because of the complex boundary conditions related
to the finite size of the source radiation beam and small phase volume
of the detector as well as the principally non-stationary character of the
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transfer process being modeled. This condition is responsible for typi-
cal requirements to the technique of statistical modeling and determines
the necessity of using local estimates which, though labor-intensive, are
the only possible method of calculating sought for radiation properties
registered by a detector with a small phase volume. Such problems be-
long to the class of so-called “big” problems of mathematical physics
and for their solution serious computing resources, including multipro-
cessor computer systems, are required. That’s why one topical issue
in solving practical problems of remote laser sensing of natural media
by the Monte-Carlo method is the problem of reducing an algorithm’s
“the cost of computation”. For this issue a new optimization of local
estimates by means of integrating based upon a discrete-stochastic ver-
sion of “importance sampling” and using a variation of the “splitting”
method is presented in the paper. The computation formulae are pre-
sented in detail, including those used to estimate optimal splitting pa-
rameters and the node grid for discrete-stochastic integrating of local
estimates. Some results of a great series of numerical calculation of a
laser signal reflected off a cloud layer in dependence on algorithm opti-
mization parameters are presented.
Keywords: Monte Carlo, transport theory, local estimates, laser sensing, atmo-
spheric optics.
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Adjusting for selection bias in single-blinded
randomized controlled clinical trials
Lieven N. Kennes
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Selection bias affects the evaluation of clinical trials (Berger, 2005).
In absence of double-blinding, the investigator is able to predict future
allocation based on past assignments yielding the possibility to cause
inhomogeneous treatment groups. To quantify the impact of selection
bias in a clinical trial, type one error rate elevation is used (Proschan,
1994). Even in randomized, but single-blinded, controlled clinical tri-
als, serious type one error rate elevation can occur, especially unter per-
muted block randomization (Kennes, 2011). Based on the principle of
maximum likelihood (ML), a test adjusting for selection bias as well as
confidence intervals for the true treatment difference and the selection
effect are derived. The established ML-estimators are consistent and
asymptotic normal (Kennes, 2013). Formulas for confidence intervals
for all parameters are given. The confidence interval for the selection
effect can be used to detect selection bias. Results of simulation studies
illustrate that while the t-test exceeds the nominal significance level in
presence of selection bias, the ML-test corrects for selection bias and
asymptotically holds the nominal significance level.
Keywords: Selection bias, randomized controlled clinical trial, blinding, ran-
dom walk, maximum likelihood.
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Confidence Intervals for Paired Samples
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In many psychological, biological, or medical trials, data are col-
lected in terms of a matched pairs design, e.g. when each subject is ob-
served repeatedly under two different treatments or time points. When
the normality assumption of the data (or of the differences of the paired
observations) is violated, e.g. in case of skewed distributions or even or-
dered categorical data, nonparametric (ranking) procedures, which use
ranks over all dependent and independent observations, are preferred for
making statistical inferences (Munzel, 1999b).
Most of these approaches, however, are restricted to testing prob-
lems and cannot be used for the computation of confidence intervals
for the treatment effects. Particularly, different variances of the paired
observations occur in a natural way, e.g. when data are collected over
time. The derivation of nonparametric procedures, which allow the data
to have different variances or shapes even under the null hypothesis, is
a challenge.
We study various bootstrap and permutation methods for matched
pairs, whose distributions can have different shapes even under the null
hypothesis of no treatment effect. Although the data may not be ex-
changeable under the null hypothesis, we investigate different permuta-
tion approaches as valid procedures for finite sample sizes. In particular,
we derive the limit of the studentized permutation distribution under al-
ternatives, which can be used for the construction of (1−α)-confidence
intervals. Simulation studies show that the new approach is more accu-
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rate than its competitors.
The procedures are illustrated using a real data set.
Keywords: confidence intervals, permutation tests, heteroscedastic designs, re-
sampling.
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scattering phase function from polarized
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Atmospheric optics considers the problem of reconstructing the scat-
tering phase function of the atmosphere, g(µ), by using ground-based
observations of sky brightness in the solar almucantar, i.e., in various
directions that make the same angle θs with the zenith as the line of
sight to the Sun. In the single-scattering approximation, the observed
brightness values are proportional to the corresponding phase function
values. Hence, to estimate the phase function, one can use an iterative
algorithm in which the contribution of single scattering to the observed
brightness is successively refined by mathematical modeling. A number
of iterative algorithms were constructed previously. In these algorithms,
mathematical modeling is used to successively refine the phase function
values by using available information about the angular distribution of
brightness on the underlying surface under the assumption that the con-
tribution to brightness of the single-scattered radiation is rather large.
Two such algorithms were extended to the case of polarized radiation,
and a new algorithm of this type was constructed.
The objective of this study is to numerically substantiate the con-
vergence of these methods. For this purpose, an algorithm of Jacobi
matrices calculation for the iteration operators of the methods was de-
veloped, and calculations were carried out for various parameters of the
atmosphere.
The results of calculations of spectral radii of Jacobi matrices ex-
plain the numerical results of the phase function reconstruction. For
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instance, a method converges if the spectral radius of the corresponding
Jacobi matrix for the same parameters of the atmosphere is less than
unity, and a method diverges if the spectral radius is greater than unity.
The comparison of the results of different methods with different pa-
rameters of atmosphere shows, that method converges faster when cor-
responding spectral radius is smaller.
Also a study of the influence of measurement errors on the recon-
struction of the scattering matrix was carried out. Test calculations
showed the stability of algorithms to errors in the initial data.
Keywords: Monte Carlo methods, polarized radiation, inverse problems.
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We consider an acceleration oriented vehicular traffic flow (VTF)
model, which was proposed in (Waldeer, 2003a). A special feature of
this model is introduction of the acceleration variable into the set of
phase coordinates, which describe the state of a vehicle, together with
its velocity and spatial coordinate, traditionally used in kinetic models.
In contrast to the gas dynamics, the interactions in the system result not
in velocity, but in acceleration jumps. Such modification of the phase
space allowed in (Waldeer, 2003a) to extend this kinetic model onto a
wider class of the VTFs, as it also adequately describes the case of partly
constrained flows, and denser VTFs.
For spatial homogeneous case we use the interaction profiles based
on velocity dependent thresholds, which were introduced in (Waldeer,
2003b, 2004). In such profiles an interaction occurs only if the distance
between interacting vehicles is equal to one of the threshold distances,
whicg depend on the velocity of the follower. On each of these thresh-
olds an individual acceleration change occurs for the follower.
For the original probabilistic VTF model we construct an integral
equation of the second kind, which is related to a linear N -particle
model describing the vehicle system evolution. We also propose Monte
Carlo algorithms for estimating the functionals of the solution to the ob-
tained equation. Analogous algorithms were constructed in (Burmistrov
& Korotchenko, 2011) for simpler interaction profiles.
The practical suitability of this approach to the solution of traffic
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problems is demonstrated by numerical experiments in which we esti-
mate various functionals, such as velocity and acceleration distribution,
the vehicle density dependence of the traffic density (so called funda-
mental diagram), mean velocity, velocity scattering, and acceleration
noise.
Keywords: Evolution of Many-Particle System, Acceleration Jump Process,
Interaction Profile, Fundamental Diagram.
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new MCMC schemes via recursive
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Jack Kuipers, Giusi Moffa
University of Regensburg
jack.kuipers@ur.de, giusi.moffa@ukr.de
Directed acyclic graphs (DAGs) are the basic representation of the
structure underlying Bayesian networks, widely applied for example in
biology and social sciences. Our contribution here is twofold: to uni-
form generation from the space of DAGs, and to sampling Monte Carlo
Markov chain (MCMC) methodology for inference in the context of
Bayesian graphical models.
A uniform sample is a crucial requirement in simulation studies for
removing any structure related bias. The current methods of choice rely
on Markov chain methods (Melanc¸on et al., 2001, Ide and Cozman,
2002). Due to their convergence and computational issues practition-
ers often need to content themselves instead by sampling on the much
simpler space of triangular matrices. Here we consider a method based
on the recursive enumeration of DAGs (Robinson, 1970). An analysis
of its complexity suggests that it is indeed advantageous with respect to
the Markov chain approach. More importantly we propose a fast and
highly accurate approximation based on the limiting behaviour of their
distribution which allows us to sample arbitrarily large acyclic digraphs.
The slow mixing and convergence issues of the standard MCMC
on graphical structure (Madigan and York, 1995) constitute a serious
practical limitation to application in high-throughput biological studies,
leading to the development of MCMC over orders (Friedman and Koller,
2003) and more recently to a new edge reversal proposal move (Grze-
gorczyk and Husmeier, 2008). We propose instead an adaptation of the
ideas based on recursive enumeration to build a novel MCMC scheme
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on the space of DAGs to sample from the posterior distribution of graphs
conditional on the data.
Keywords: Acyclic digraphs, Sampling, Graphical models, Bayesian networks,
Markov Chain Monte Carlo.
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An adaptive optimal design uses the data from all previous stages to
estimate the locally optimal design of the current stage. Many, including
Box and Hunter (1965), Fedorov (1972), White (1975), Silvey (1980)
and others have suggested using such designs. Recently, Dragalin et al.
(2008), Lane et al. (2012), Yao and Flournoy (2010). have investigated
the properties and performance of these procedures.
Asymptotics for regular models with a fixed number of stages are
straightforward if one assumes the sample size at each stage goes to in-
finity with the overall sample size. However, it is not uncommon for a
small pilot study of fixed size to be followed by a much larger exper-
iment. We study the large sample behavior of two-stage studies under
this scenario. For simplicity, we assume
yij = η(xi, θ) + εij , εij ∼ N
(
0, σ2
)
, i = 1, 2, j = 1, . . . , ni, (1)
where ni and xi are the sample size and treatment level for the ith stage,
respectively and η(x, θ) is some nonlinear mean function. The first stage
treatment level, x1, is considered fixed. However, the second stage treat-
ment level will be selected using an adaptive optimal procedure. The
total sample size n = n1 + n2.
For model 1 we show that the distribution of the maximum likeli-
hood estimates (MLE) converges to a scale mixture family of normal
random variables, i.e.,
√
n
(
θˆn − θ
)
D−→ UQ
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as n2 →∞, where θˆn is the MLE,Q ∼ N (0, σ2) andU =
(
dη(x2,θ)
dθ
)−1
is a random function of the mean of the first stage data. We compare the
behavior of these estimates with those obtained from the normal distri-
bution that results when samples from both stage are large.
Keywords: adaptive design, optimal design, pilot study, scale mixtures.
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The use of deterministic simulators as experimental vehicles has
become widespread in applications such as engineering, biology, and
physics. Such simulators are based on complex mathematical models
which describe the relationship between the input and output variables
in a physical system. One use of a computer simulator is for prediction;
given sets of system inputs, the simulator is run to find the correspond-
ing predicted outputs of the system. However, when the mathematical
model is complex, a simulator can be computationally expensive, taking
many hours or days to produce a single output. In this case, a cheaper
statistical metamodel (emulator) is often used to make predictions of the
system outputs.
This talk introduces a design criterion for the construction of designs
which lead to metamodels that give accurate predictions over the input
space. The criterion minimizes the Bayesian Integrated Mean Squared
Prediction Error (BIMSPE) which is calculated assuming a hierarchi-
cal Bayesian model for the outputs of the simulator. Comparisons of
the prediction accuracies of BIMSPE-optimal designs, IMSPE-optimal
designs and space-filling designs will be presented via examples. It
will be shown that, as measured by root mean squared prediction er-
ror, BIMSPE-optimal designs tend to outperform the space-filling Latin
hypercube and minimum Average Reciprocal distance designs over a
wide class of response surfaces, while not requiring unknown model
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parameters to be specified.
Keywords: Bayesian design criterion, computer experiment, deterministic sim-
ulator, prediction error, process-based estimation
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This work addresses the problem of performing a formal model-
ing of the processes related to the anesthesia unit and surgical wards
(UAPQ) of a Chilean hospital. Modeling was performed using the Spec-
ification and Description Language (SDL), specifically SDL/GR , using
Microsoft Visio as a tool to represent the diagrams. The channels of
information, signals, directionality and hierarchy between the different
processes have been defined. The full definition of the characteristics of
the system allowed a clear identification of relationships between sys-
tem elements. The design includes protocols for administrative activ-
ities such as those associated with support units, including those tasks
and knowledge (often tacit) transmitted through informal channels. This
complete model representation and the modular model definition allows
continuing different research lines, such as simulating the UAPQ pro-
cesses or studying the optimization of some of their processes. In sum-
mary, the study allowed the creation of clear documentation and an un-
derstanding of the processes of Anesthesia and surgical wards by clini-
cal and administrative staff, through a graphic model.
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Mixture models are common cluster analysis tools. When a sam-
ple is suspected to harbor homogeneous subgroups a standard mixture
model-based clustering method consists in (McLachlan and Peel, 2000):
(a) modeling this sample with a finite mixture of K parametric com-
ponents (b) estimating the mixture parameter by Maximum Likelihood
thanks to an Expectation-Maximization algorithm (Dempster et al. 1977)
and (c) allocating each data point by maximum a posteriori to the com-
ponent corresponding to the highest conditional probability.
Here, we are interested in numerous cases where not only one, but
several samples x1, . . . ,xH ⊂ Rd have to be clustered (i) theH samples
being described by a common set of variables (ii) the statistical units
being of same nature in x1, . . . ,xH and (iii) K-class partitions with
identical interpretations being expected in all samples. For instance het-
erogeneous populations evolving over time can provide such samples.
In this context Lourme and Biernacki (2013) displays a simultane-
ous clustering method based on a Gaussian assumption: the data from
each group k (k ∈ {1, . . . ,K}) in xh (h ∈ {1, . . . ,H}) are supposed
to be realizations of a conditional random vector Xh|Gk ∈ Rd normally
distributed. But as Gaussian parameters are sensitive to extreme values,
when the data are suspected to include outliers we propose to assume
alternatively that each Xh|Gk is distributed according to a d-dimensional
Student’s t-distribution. Then, The following relationship is assumed
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for any h, h′ and k:
Xh
′
|Gk
D
= Dh,h
′
k X
h
|Gk + b
h,h′
k , (1)
Dh,h
′
k ∈ Rd×d being a diagonal positive definite matrix and bh,h
′
k a
vector in Rd (• D= • indicates two random vectors having the same dis-
tribution). (1) is a stochastic link between the corresponding conditional
populations; it aims to formalize (i), (ii) and (iii) which characterize our
clustering context and it enables to learn some information about each
sample from the other samples at the inference step.
The simultaneous clustering procedure based on Student’s t-mixtures
is involved in Lourme and Biernacki (2011) in detecting bankrupt or
healthy companies (K = 2) among two samples of firms (H = 2)
differing over the year and described by a common set of six financial
ratios (d = 6). The longitudinal study highlights a more complex hid-
den structure than the expected one, distinguishing three groups: two
clear groups of healthy and bankrupt companies, but also a third group
of firms with unpredictable health.
Keywords: Stochastic linear link, t-mixture, model-based clustering, EM algo-
rithm, model selection.
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This talk present new Monte Carlo methods for solving BVP of
some meta harmonic equations with Dirichlet, Neumann, or mixed bound-
ary conditions. Despite the slow rate of convergence of statistical meth-
ods for low-dimensional spaces, in comparison with classical numerical
methods, their use is advantageous in finding a solution to a small area
or for calculating the statistical characteristics of the solutions with ran-
dom right-hand sides. In this talk, we consider the meta harmonic equa-
tion with random inputs functional parameters. Here, a new scalar walk
by spheres estimates of covariance for the solution were constructed by
an parametric differentiation of special bounce estimates of solution to
special constructed problems. First, this approach was proposed by G.
Mikhailov (1999). Besides vector estimates developed by Mikhailov
and Tolstolytkin (1994), proposed scalar estimates had been fully inves-
tigated: the finiteness of variances has been proved, absolute errors have
been evaluated, laboriousness have been estimated, the problem of op-
timal choice of method parameters to achieve a given error level have
been solved. Compared to SVD approach proposed by Sabelfeld (2009)
the offered method can to solve a problems with a random spectral pa-
rameter. It seems that the SVD approach is less time consuming, but a
special comparison of methods was not carried out.
We obtained estimates for the Dirichlet BVP and some special Neu-
mann and mixed BVP. Further investigation is aimed at building a cost-
effective methods for mixed and Neumann BVP. This work is mostly
theoretical. However, the proposed estimates is easy to extend to the
real problems(see Bolotin (1979)) with the own geometry of the bound-
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Keywords: Monte Carlo methods; meta harmonic equations; BVP; ’random
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A non-parametric version of the Information Geometry (IG) that
Amari started in 1982 has been developed in a number of papers be-
ginning with a 1995 paper by Pistone and Sempi. In the finite state
space case, the set of all positive densities P is considered a manifold
with tangent space Tp = {u : Ep(u) = 0} at p ∈ P . On each tangent
space there is the Rao metric gp(u, v) = Ep(uv). If we fix a reference
density p and a vector basis u1, . . . , ud of Tp, then all the positive densi-
ties are of the exponential form q = exp(
∑
j βjuj −ψ(β)) · p. Both the
parameters β and η = ∇ψ(β) provide affine charts. In general sample
space, a similar construction applies to an exponential family E , when
the uj’s are linearly independent and span a subspace of Tp.
The geometrical setting, together with the theory of exponential
families, provides convenient tools to compute the derivatives of a real
function F : E → R. For example, the derivative at p in the direction
u ∈ Tp(E) has the form of the natural gradient ∇˜F (p) ∈ Tp(E) with re-
spect to the Rao metric gp, DuF (p) = Ep(∇˜F (p)u), see Amari (1998).
The flow of the gradient of F is controlled by the differential equation
p˙(t)/p(t) = ∇˜F (p(t)).
The IG framework has given good results in optimization, where the
problem maxx f(x) is relaxed to maxp∈E Ep(f), E a parametric expo-
nential family. The relaxed problem is solved using a discretized and
sampled version of the flow equation, see Malago` et al. (2011) for the
1 Presenting author
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discrete sample space, Wierstra et al. (2008) and Arnold et al. (2011)
for the continuous sample space.
In this talk we discuss the first findings of further research in progress:
1) the natural gradient in the natural parameters β of the exponential
family is given by a regression formula I−1(β)Covp(f, U), where U
is the vector of sufficient statistics and I(β) = Eβ(UU t) is the Fisher
Information Matrix; 2) the setting in the gaussian case is similar; 3) the
discrete approximation of the flow equation can be improved e.g., by
considering second derivatives.
Keywords: Exponential families, Information Geometry, Optimization, Gradi-
ent Flow, Natural Gradient
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Kinetic equations which describe the evolution of the electron show-
ers may be solved numerically by the Monte Carlo method. In the
course of the stochastic modeling of the single realization of the electron
shower we simulate the individual tracks of the electrons and thereby
modelling different stochastic events: electron’s emission, scattering,
nonelastic interaction or ionization; simulate how other electrons and
ions affect the behavior of the given one.
While carrying out simulations of the electron showers in gases, we
faced the following problem. By necessity, the number of the time steps
in the simulation scheme is quite large and the number of the elec-
trons in a single realization is increasing according to the exponential
law. Therefore, after a while the number of the electrons in the shower
reaches the value of order 108 or even 109.
To simulate the behavior of the showers with large number of elec-
trons we implemented several parallelization techniques. For parallel
implementation, we used either the MPP based supercomputers (with-
out the accelerators or coprocessors) or the hybrid supercomputers with
the accelerators such as NVIDIA CUDA GPUs and Intel Xeon Phi.
The coarse-grained parallelization technique is usually used for the
Monte Carlo computations: the simulation of realizations is distributed
among processor cores. For the simulations on the MPP based super-
computer (without the accelerators) we used the PARMONC software
library (Marchenko, 2011). But using the PARMONC the simulation
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was quite time consuming. A way to additionally reduce the time cost
was to implement the fine-grained parallelization technique and use the
supercomputers with the accelerators. Namely, conditionally indepen-
dent branches of the shower were simulated on the different cores of the
accelerator. In order to balance the workload, the parallel threads on the
cores were exchanging test particles in the course of simulation.
In order to simulate the independent branches on each core of the
accelerator we used the parallel random numbers generator presented in
(Marchenko, Mikhailov, 2007). The generator also enabled us to corre-
late the results of different computations in order to study the parametric
dependence of the stochastic model.
Keywords: Electron showers, stochastic simulation, parallelization, supercom-
puters.
Acknowledgements: This work was supported by the Interdisciplinary Integra-
tion Projects of the Siberian Branch RAS, grants No. 39, 126 and 130; Russian
Foundation for Basic Research, grants No. 12-01-00034 and 12-01-00727.
References
Marchenko, M.A., Mikhailov, G.A. (2007): Distributed comput-
ing by the Monte Carlo method, Automation and Remote Control,
Vol. 68, issue 5, pp. 888-900.
Marchenko M. (2011): PARMONC - A Software Library for Mas-
sively Parallel Stochastic Simulation, LNCS, Vol. 6873, pp. 302-
316.
234 Volume of Abstracts
Heuristic Optimization for Time Series
Analysis
Dietmar Maringer
Economics and Business Faculty, University of Basel, Peter Merian-Weg 6,
CH-4002 Basel, Switzerland.
dietmar.maringer@unibas.ch
Recent advances in econometrics and statistics have not only brought
more sophisticated and demanding models, but have also increased the
awareness for numerical issues in empirical applications. For example,
model estimation can require the maximization of of some goodness-
of-fit measures, but no analytical solution exists, and one has to rely on
numerical procedures. These measures are rarely as well-behaved as
out-of-the-box optimization algorithms require: Likelihood functions
can have local optima, information criteria are not necessarily continu-
ous and smooth functions, and adding constraints on the feasible values
for parameters adds another layer of complicatedness. In most cases,
toolboxes use traditional optimization methods which are based on the
assumption of a convex, continuous and frictionless search space. Con-
sequently, it is not guaranteed that the reported solution really is correct:
unbeknownst to the user, border solutions, local optima or arbitrary so-
lutions can be reported.
It therefore seems desirable to have methods that can deal reliably
with the particularities of econometric and statistical estimation and
calibration problems such as heuristic methods. These can deal with
problems such as local optima and discontinuities. Moreover, for many
of these methods, convergence proofs exist and, when calibrated ade-
quately, they will find the correct solution. This presentation outlines the
working of some popular and powerful heuristics and demonstrates how
they can be used in time series analysis. Examples include GARCH-,
STAR- and VEC-models, where only continuous parameters have to be
estimated, but might also come with the highly demanding combina-
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torial problem of lag selection, which is even more challenging if one
allows for “holes” in the lag structure. Furthermore, it is shown how
these methods can facilitate concepts from robust statistics that can only
be approach numerically.
Keywords: Heuristics, optimization, maximum likelihood, lag selection, model
selection.
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We consider nonparametric tests because parametric tests require
many assumptions to be applied but in practice assumptions like nor-
mality are seldom satisfied or sample sizes are not sufficiently large to
rely on the central limit theorem. In particular we consider permutation
tests because they are particularly suitable for combined testing. More-
over, they do not even require random sampling, only exchangeability of
observations between samples under the null hypothesis that the parent
distributions are the same. Permutation testing is valid even when a non
random sample of units is randomized into two groups to be compared.
This circumstance is very common in biomedical studies.
Many nonparametric tests have been developed for comparing the
distribution functions of two populations. They may be classified as
tests for detecting (i) location differences, (ii) scale differences, (iii)
joint location and scale differences; (iv) any differences between the
distributions. Nonparametric combined tests have been very useful to
address problems (i), (ii) and (iii). Combined testing is an effective
strategy because generally non combined (single) tests show good per-
formance only for particular distributions (Marozzi, 2011). Since in
many actual situations there is no clear knowledge about the parent dis-
tribution, the problem of which test should be chosen in practice arises.
The aim of the paper is to see whether nonparametric combined tests are
useful also to address the general two sample problem (iv). We aiming
at proposing a test that even though was not the most powerful one for
every distribution, it has good overall performance under every type of
distribution, a combined test that inherits the good behavior shown by a
certain number of single tests in particular situations.
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We consider two combining functions: the direct one and the one
based on Mahalanobis distance. A generic combined test statistic for
the general two sample problem is defined as Tψ = ψ(T) where ψ is
a proper combining function, T = (T1, ..., TK)′, Tk =
|Sk−E(Sk)|√
V AR(Sk)
, Sk
is a two sided test statistic for the general two sample problem whose
large values speak against H0, E(Sk) and V AR(Sk) are respectively
the mean and the variance of Sk, k = 1, ...,K, K is a natural number
with 2 ≤ K <∞. Traditional tests for the general two sample problem
are the Kolmogorov Smirnov, Cramer Von Mises and Anderson Darling
tests. Zhang (2006) proposed an unified approach that not only gener-
ates the traditional tests but also new nonparametric tests based on the
likelihood ratio. We consider the Zhang tests that are analog to the tra-
ditional tests. We would like to study the type-one error rate of Zhang
tests, that has not be studied before, and to see whether the combined
test framework is useful when is applied to these tests. It is very diffi-
cult to derive theoretically optimality properties for nonparametric tests
with completely unknown distributions of the populations behind the
samples. Therefore to study and compare type-one error rate and power
of the tests we rely upon Monte Carlo simulation. If the simulation size
is sufficiently large then simulated type-one error rate and power of the
tests will be reasonably close to the true values.
Keywords: nonparametric testing, general two sample problem, permutation
testing, combined testing.
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Many models exist for which it is easy to generate data, but it is
difficult or impossible to generate from its parameter(s) posterior distri-
bution(s). We introduce a new class of composition algorithms to sam-
ple from these posterior distributions, based on the idea that once we
can generate data from the model, we can simulate from its parameters
posterior.
Posterior distributions are proportional to a product of the distribu-
tion of the data X conditional on the model parameter(s) θ and the prior
distribution for θ. To sample from the posterior we set up a Markov
chain using a variant of the Metropolis algorithm as follows. We gener-
ate data using composition, i.e., we generate a candidate parameter value
θ∗ from the prior and with this candidate value generate a proposal data
set X∗. The candidate value θ∗ is a draw from a posterior distribution
of a parameter with realization X∗, i.e., θ|X∗, and of the same form as
the target posterior. We then feed θ∗ and X∗ to the Metropolis algorithm
as a proposal for θ (with realization X). This is known as the Single-
Variable-Exchange algorithm (Murray, Ghahramani, & MacKay, 2006).
We consider its use in latent variable models, i.e., models written as
a product of a conditional distribution X|θ, where θ is a latent variable,
and a distribution of the θ’s, which usually involves a large number of la-
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tent variables θ. Generating values from the two distributions is usually
straightforward, but it is difficult to simulate from the posterior θ|X. For
these models we consider modifications of the basic algorithm to obtain
high efficiency, i.e., few rejected samples and large steps in the parame-
ter space.
We will provide an illustration of composition in an application of
the Signed Residual Time model (Maris & van der Maas, 2012) for ac-
curacy and response time in a massive computer adaptive test (CAT)
called the Maths Garden (Mathsgarden.com). The Maths Garden is a
web-based CAT used by a large number of pupils which respond on a
frequent basis to items from a large item bank.
Keywords: Bayesian Statistical Methods, Item Response theory, MCMC, Metropo-
lis algorithm, Single-Variable-Exchange algorithm.
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The aim of the work is to conduct a simulation study to verify item
parameter recovery of confirmatory item response theory (IRT) models
for ordinal data, assuming correlated abilities, by using the Gibbs sam-
pler for model estimation.
Recently, estimation of IRT via simulation, i.e. using Markov chain
Monte Carlo (MCMC) techniques, has become very popular due to the
high capability of fitting to different models and to the increasing avail-
ability of cheap computing power that limited its use in the past. In this
context, a fully Bayesian approach is adopted with the advantages of
estimating the item parameters and individual abilities jointly, includ-
ing uncertainties about item parameters and abilities in the prior dis-
tributions, and using Bayesian model comparison techniques. MCMC
estimation of IRT models can be viewed as an alternative to marginal
maximum likelihood (MML) estimation, where the approximation of
multiple integrals involved in the likelihood function, especially for in-
creasingly complex models, may represent a serious problem.
In the set of complex IRT models, we can include multidimensional
models (Be´guin and Glas, 2001; Edwards, 2010; Sheng and Wikle,
2009) and multilevel models (Fox, 2005; 2010). In particular, we fo-
cus on the first class of models which are used when the assumption
of unidimensionality does not hold. From an empirical point of view,
this assumption is explicitely violated when a test consisting of differ-
ent subtests is submitted to a sample of candidates and different abilities
are involved in the response process. Among different multidimensional
approaches, we refer to confirmatory models where the relationship be-
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tween the latent variables and the response variables is specified in ad-
vance. Following the approach of Sheng and Wikle (2009), we consider
the multi-unidimesional model, where each latent trait is related to a
single set of items, and the additive model, involving the existence of
an overall ability. Both models may assume correlated abilities and, for
this reason, the additive model can be distinghuished in the literature
from the well-known bi-factor model.
In this work, we propose the Gibbs sampler algorithm for the esti-
mation of the multi-unidimensional and the additive model in their ex-
tension from binary to ordinal data. The assessment of item parameter
recovery is conducted through a simulation study on a bidimensional
case by varying the number of response categories, the sample size, the
test and subtest length and the ability correlations.
Keywords: Multidimensional IRT models, MCMC estimation, ordinal data.
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In this talk the problem of constructing the weight Monte Carlo es-
timators with finite variance for estimating the solution of the system of
integral equations of the second kind
φi(x) =
m∑
j=1
∫
X
kij(x, y)φj(y)dy + hi(x)
or in the vector form Φ = KΦ +H , where HT = (h1, . . . , hm),
K ∈ [L∞ → L∞], ||H||L∞ = vrai sup
i,x
|hi(x)|.
is studied. The weight skalar estimator is defined as in I.N.Medvedev,
G.A.Mikhailov (2011):
ξ(i,x) = h(i, x) + δ(i,x)q((i, x), (j, y))ξ(j,y).
We present some new modifications of our criterion (G.A. Mikhailov,
I.N. Medvedev 2006) for finiteness of weight skalar estimator variance
that is based on the use of adjoint system of integral equations with
majorant kernels. It is shown that under some given conditions the
weight skalar estimator variance is always greater then the correspond-
ing weight vector estimator variance.
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Also we present the scalar weight collision estimator with the use of
branching the trajectory into ν random independent branches
ζ(i,x) = h(i, x) + δ(i,x)
ν∑
n=1
ζ
(n)
(j,y), Eν ≡
kij(x, y)
pij(x, y)
where pij(x, y) is transition distribution density from x to y. It is proved
that theEζ2(i,x) and average simulation time for one trajectory are always
bounded if the initial functional φi(x) is bounded. Finally we present
some remarks about vector weight collision estimator with the use of
branching the trajectory into ν random independent branches
ζx = H(x) + δx
Q(x, y)
Eν(x, y)
ν∑
n=1
ζy
(n).
Keywords: solution of the system of integral equations, scalar (vector) weight
Monte Carlo estimator, finite variance, branching . . . , keyword5.
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Comparison of regression curves is one of the important problems in
applied regression analysis and in many fields of applications only two
regression functions are observed. Let observation results be described
by the relation
Yl,j = fl(tl,j) + εl,j , j = 1, . . . , nl, l = 1, 2, (1)
where design points are equidistant and after an appropriate re-scaling
belong to the unit interval, tl,j = (j − 1)/(nl − 1), j = 1, 2, . . . , nl;
fl : [0, 1] → R are unknown continuous real valued functions; εl,j ,
j = 1, . . . , nl, l = 1, 2, are i.i.d. random variables with zero mean and
finite variance σ2l . Suppose that the random variables εl,j , j = 1, . . . , nl,
l = 1, 2, are mutually independent.
We consider the problem of testing the null hypothesis
H0 : f1 = f2 (2)
under the alternative hypothesis
H1 : f1 6= f2.
To deal with this problem, we introduce a new method for testing the
equality of regression curves of unknown functional form. In general,
there are many methods for solving this problem but, roughly speaking,
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they can be divided in groups of two types: fully prior methods and
methods with auxiliary parameters that should be chosen using some
prior information about regression functions. Two examples of methods
of the first type are given in Delgado (1993) and Munk and Dette (1998).
Examples of methods of the second type are mainly based on smoothing
regression curves and need to fix a smoothing parameter [see King et al.
(1991) among many others]. The approach suggested in Mohdeb et al.
(2010) can be referred to the second type since it assumes a fixed number
of Fourier coefficients to be indicated prior to calculations. Typically,
the second type tests can be more powerful than fully prior ones but this
holds under the condition that a good prior information is available.
In contrast, our approach does not belong these two types since the
proposed method uses the adaptive choice of the number of Fourier co-
efficients. We prove theoretically and numerically that in typical cases
the power of our adaptive approach is very close to the power of the ap-
proach based on the best prior choice of the number of the coefficients
with account of explicit form of the regression functions. The work by
V. Melas was partly supported by RFBR (project 12-01-00747a).
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In multilevel models for binary responses, estimation is computa-
tionally challenging due to the need to evaluate intractable integrals.
In this paper, we investigate the performance of a recently proposed
Bayesian method for deterministic fast approximate inference, Integrated
Nested Laplace Approximation INLA (Rue et al., 2009) through an ex-
tensive simulation study, making comparisons with Bayesian MCMC
Gibbs sampling and maximum likelihood estimation with Adaptive Gaus-
sian Quadrature (AGQ). Particular attention is devoted to the case of
small sample size and to the specification of the prior distribution for the
variance component. We use three different specifications for the pre-
cision (inverse of level 2 variance): (i) Γ(1, 0.0005), default choice of
the inla function; (ii) Γ(0.001, 0.001), default choice of the widespread
BUGS software (Lunn, Thomas et al., 2000); (iii) Γ(0.5, 0.0164), a prior
specification recently suggested by Fong et al. (2010). Our findings
show accurate estimates for the fixed effects, whereas the estimates of
the variance component are quite sensitive to the number of clusters and
highly dependent on the choice of the prior distribution. When the num-
ber of clusters is large, all the considered priors yield satisfactory results.
However, in the case of few clusters, only the prior Γ(0.5, 0.0164) gives
an acceptable bias on the variance component. From the comparison
of the three methods we can gather that the patterns are similar. Over-
all, INLA is more accurate than MCMC, which is in turn more accurate
than AGQ, even if the differences vanish as the number of clusters in-
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creases. Both MCMC and INLA results strongly depend on the choice
of the prior distribution and the bias for the level 2 variance can be either
positive or negative. On the contrary, with AGQ we know the direction
of the bias, which is always negative.
Finally, INLA is considerably faster than MCMC and it has computa-
tional times similar to AGQ.
Keywords: Integrated Nested Laplace Approximations, Logistic multilevel mod-
els, MCMC estimation, Prior specification.
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solution
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Model process of stochastic kinetics of N particles system is a uni-
form Markov chain in which transitions are carried out as a result of
elementary pair interactions. Time distribution between their is defined
by the system status and is the generalized exponential with a variable
parameter. We consider this Markov chain described above in an ex-
tended phase space introducing the number of the pair realizing a col-
lision in the system into the set of phase variables. This important ini-
tial point leads to the ”fibering” of the collision distribution according
to the number of the pair of particles in the system. Such transforma-
tion of the phase space is necessary for derivation of a special integral
equation used as the base for the construction of weight modifications
of statistical modelling of the many-particle system considered here. It
is known that under the assumption of ”molecular chaos” the appro-
priate one-particle density asymptotically satisfies the Boltzmann equa-
tion for N → ∞ and, as a rule, the corresponding error has the order
of O(1/N). The ”molecular chaos” means factorization of the ”two-
particle” density, which can be assumed as the independence of random
frequencies for nonintersectings subdomains of the phase space, i.e., the
Poisson property of the ensemble of the particles. It is noted that under
this assumption the Boltzmann equation describes the balance of the
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mean number of particles in phase space. Thus, the Boltzmann equation
is, in particular, a balance equation for a Poisson ensemble of pairwise
interacting particles.
For the purpose of optimization of the direct statistical simulation
method (DSM) in this work ”the modified method of the majorant fre-
quency” as a statistical modeling algorithm of the generalized expo-
nential distribution with parameter σ(•) = mΣ
i=1
σi(•) in the assumption
that σi(•) ≤ σ∗i (•), moreover the values σ∗i (•) and, hence, σ(•) =∗
Σ
i=1
mσ∗i (•), are being calculated sufficiently simply is built and proofed.
Note that in [1] case by σ∗i (•) = σ∗(•)/m was actually considered.
Under of the assumption that the particles ensemble is the Poisson par-
ticles ensemble in this work mean squared optimization of a global es-
timate of the one-particle density by the histogram is realized. For the
given error δ gives suitable values of a step h of a averaging grid and
number n of independent implementations of a basic Markov chain are
obtained.
When using a method of the majorant frequency, elaboration of the func-
tional estimates of the DSM method grows linearly on N .
It is shown that weight modifications of DSM allow to build unbiased
estimates of parametric derivative of functionals and on this basis to
solve appropriate inverse problems.
Acknowledgements: This work was supported by the Russian Foundation for
Basic Research (projects 12-01-00034-a, 13-01-00746-a, 13-01-00441-a, 12-
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Various aspects of usage and substantiation of standard vectorial al-
gorithm of statistical modeling of polarized radiation transfer are con-
sidered. Additional researches of the variant of the matrix-weight algo-
rithm based on direct simulation of “scalar” transfer process are carried
out. Due to the fact that the appropriate statistical estimates can have the
infinite variance, the method of “`-fold polarization”, in which recalcu-
lation of a Stokes vector on a “scalar” trajectory is carried out no more,
than ` times, is offered deprived of this deficiency. Thus polarization
is not exactly taken into account, but errors of required estimates can
be quite small. First of all, it is important for studying the changes in
estimates of radiation intensity (first element of a Stocks vector) when
you select vectorial or scalar model in inverse problems of atmospheric
optics.
We also have considered the double local estimate, used for calcu-
lation of vectorial intensity in the given point of a phase space. The
practically effective evaluation of the bias which here arises when “cut-
ting” an auxiliary small sphere for limitation of a mean squared error is
given. It is specified, how to apply a method of “`-fold polarization” to
implementation of local estimates.
The problem on a variance finiteness of appropriate standard vecto-
rial estimates of a Monte-Carlo method is studied also. For this purpose
the system of integral equations defining a matrix of the second mo-
ments of a weight vectorial estimate has been considered. By means of
numerical evaluations on the basis of resolvent iteration procedure it is
shown that the spectral radius of an appropriate matrix-integral operator
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is rather close to product of similar spectral radius for an infinite medium
which is calculated analytically, on simply estimated spectral radius of
the scalar integral operator. For the purpose of the extension of possibil-
ities of analytical studies of this practically important factorization it is
presented dual (in relation to considered earlier) representation of mean
squares of the Monte Carlo estimates of studied functionals.
Keywords: Monte Carlo method, vector integral equations, radiation transfer.
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Cluster-Weighted Modeling (CWM) is a flexible family of mixture
models for fitting the joint density of a response variable and a set of ex-
planatory variables. Let (X, Y ) be the pair of random vector X and ran-
dom variable Y defined on Ω with joint probability distribution p(x, y),
where X is the d-dimensional input vector with values in some space
X ⊆ Rd and Y is a response variable having values in Y ⊆ R. Thus,
(x, y) ∈ X × Y ⊆ Rd+1. Suppose that Ω can be partitioned into G
disjoint groups, say Ω1, . . . ,ΩG, that is Ω = Ω1 ∪ · · · ∪ ΩG. CWM
decomposes the joint probability p(x, y) as follows:
p(x, y;θ) =
G∑
g=1
p(y|x,Ωg) p(x|Ωg)pig, (1)
where p(y|x,Ωg) is the conditional density of the response variable Y
given the predictor vector x and Ωg, p(x|Ωg) is the probability density
of x given Ωg, pig = p(Ωg) is the mixing weight of Ωg, (pig > 0 and∑G
g=1 pig = 1), g = 1, . . . , G, and θ denotes the set of all parameters of
the model.
Hence, the joint density of (X, Y ) can be viewed as a mixture of
local models p(y|x,Ωg) weighted (in a broader sense) on both local
densities p(x|Ωg) and mixing weights pig.
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The original formulation, proposed by Gershenfeld, Schoener and
Metois (1999) under Gaussian and linear assumptions, was developed
in the context of media technology to build a digital violin with tradi-
tional inputs and realistic sound. Quite recently, Ingrassia, Minotti and
Vittadini (2012) reformulated CWM in a statistical setting and proposed
an extension to Student-t distributions.
The idea from Gershenfeld, Schoener and Metois (1999) is that sig-
nals that are nonlinear, non-stationary, non-gaussian, and discontinous
can be described by expanding the probabilistic dependence of the fu-
ture on the past around local models of their relationships. Thus, predic-
tor vector x might be a time-lag vector, while y could be the future value
of a series. Since B-splines enable a flexible modeling of the functional
development over time (see e.g. Luan and Lin, 2004), in this paper we
propose to model p(y|x,Ωg) in (1) by means of B-splines. The pro-
posal will be supported by means of simulations in order to provide a
comparison with linear Gaussian CWM and traditional mixture models
for longitudinal data.
Keywords: Cluster Weighted Modeling, B-spline, longitudinal data.
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Lifetable adult mortality data (death counts and exposures in the
absence of explanatory variables) are usually fit parametrically by a
gamma-frailty model with a Gompertz-Makeham baseline (Vaupel et al.
1979). Its straight application to cohort mortality data produces, though,
dubious parameter estimates as it does not incorporate improvements in
age-specific mortality rates that occur yearly. One possibility of dealing
with this is to design an estimation procedure on mortality surfaces for
a fixed age range over a fixed period of time:
µ¯(x, y) = z¯(x0, y − x) · S¯ γ · a(x0, y) · eb(x−x0) ,
where µ¯(x, y) is the marginal hazard at age x and year y; z¯(x0, y − x)
is the average frailty among survivors to age x0 from the cohort born in
year y−x; S is the (y−x)-cohort survivorship between ages x0 and x; γ
is the squared coefficient of variation of the frailty distribution; a(x0, y)
and b are the Gompertz parameters. This model can be estimated in a
number of special cases.
Formally, let D(x, y) and E(x, y) denote death counts and expo-
sure at age x in year y. We can assume that death counts are Poisson-
distributed D(x, y) ∼ P [E(x, y) · µ¯(x, y)]. The log-hazard can be rep-
resented as a linear combination of a model matrix and a set of param-
eters: ln [vec(µ¯(x, y))] = Xβ and estimation is performed by using
(penalized) iteratively re-weighted least-squares:
(X ′W˜X + P )β˜ = X ′W˜ z˜ (1)
where W and z˜ are derived from the Poisson assumption (McCullagh
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and Nelder 1989). Instead of enforcing parametric structure, we assume
that both average frailty among survivors and mortality progress change
smoothly over cohorts and years, respectively. This is captured in strate-
gies 2. and 3. by the penalty term P , which measures the roughness of
z¯(x0, y − x) and a(x0, y) with differences of order d, weighted by a
positive regularization parameter (Camarda 2012). The performance of
different modelling strategies is illustrated on Swedish female mortality
data from HMD for years 1955-2000 and ages 80-104.
Keywords: frailty models, mortality surfaces, Poisson regression, iteratively
re-weighted least squares
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We suggest a procedure for constructing exact D-optimal designs
with a predefined number of points. The method is implemented in three
steps: first, sampling from the generalized ∆2-distribution (Missov and
Ermakov, 2009), second, estimating the resulting sample modes, and,
third, running a differential evolution algorithm for precisely allocating
the global maximum of the information matrix (). The method depends
neither on the choice of design region, nor on the selection of linearly
independent functions in it.
We present results for polynomial regression in uni-, two-, and three-
dimensional regions. In [0, 1]2 the exact D-optimal design is located 1)
on the vertices of [0, 1]2 with different weights (linear regression), 2) on
the vertices and sides of [0, 1]2 with not more than one internal point
(quadratic regression), 3) on the vertices and sides of [0, 1]2 with not
more than three internal points (cubic regression). In [0, 1]3 is located
on the vertices of the design region with different weights. In all cases
the exact D-optimal design is not unique.
Keywords: Exact D-optimal designs, generalized ∆2-distribution, differential
evolution.
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Block designs are often used designs to evaluate influences of a fac-
tor in the presence of some disturbance variables. Although this kind of
design is widely used, it suffers from one drawback. As there is only
one observation for each combination of a block and factor level it is
not possible to test interaction effects because the mean square value for
interaction has to serve for the error term. Although there are some at-
tempts to overcome this problem these methods however, have not been
adopted in practice and have not been broadly disseminated. Many of
these tests are based on nonlinear interaction effects (e.g. Tukey 1949,
Mandel 1961, Johnson and Graybill 1972). Others are based on the sam-
ple variance for each row in the block design (Milken an Ramuson 1977)
with some modification by Piepho (1994). A somehow similar method
was proposed by Kharrati-Kopaei and Saddooghi-Alvandi (2007). A
review on such tests is given by Karabatos (2005) and Alin and Kurt
(2006). Rasch et al. (2009) proposed the use of nonlinear regression
which is fitted to Tukey’s model and is tested by the likelihood ratio
test. Here a new model is introduced to test interaction effects in block
designs. It is based on an additional assumption regarding the columns
of the block design which is intuitive and common in Latin Squares. The
application of this model is very simple and a test on interaction effect
is very easy to calculate based on the results of an appropriate analysis
of variance. The method as such is applicable for fixed effect models as
well as for mixed and random effect models.
Keywords: block designs, test on interaction, power .
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In sequential designs for means (one-and two-sample problems) the test
statistic is compared with the α-percentile of the standard normal dis-
tribution, Therefore the test is approximate and the formulae for the
expected sample size too. By simulation for several situations we cal-
culated empirical sample sizes for the OBrien Fleming test and for tri-
angular sequential designs as described in Rasch et al. (2011). The
tests and situations considered are: The group sequential test OBrien-
Fleming Method (1979), the triangular method of Kittelson and Emer-
son (1999) and the method of Whiteheads and Stratton for continuous
monitoring. Simulations were carried out for several situations of as-
sumed population variances and deviations from these assumptions for
the sample distributions. Various situations of non normal distributions
in regard to skewness and kurtosis (based on the Fleishman (1978)) and
their influence on alpha and power were examined. All simulations very
carried out using SAS 9.2 (2008) by means of proc seqdesign and proc
seqtest. In general we found that deviations from the normal distribution
in shape are of less importance than those of heterogeneous variances.
Keywords: group sequential test, continuous monitoring, sample size.
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In this work we propose a modified version of the wild bootstrap
procedure for multilevel data. Inference in multilevel models usually
relies upon maximum likelihood methods (e.g. Skrondal and Rabe-
Hesketh (2004)) that mostly use asymptotic approximations for the con-
struction of test statistics and estimation of variances. If the sample size
is not large enough, the asymptotic approximation is not reliable and can
lead to incorrect inferences. By using bootstrap methods, under some
regularity conditions, it is possible to obtain a more accurate approx-
imation of the distribution of the statistics. Three general resampling
approaches are well established in the case of hierarchical data (dis-
cussed for example in Van der Leeden et al. (2008); Goldstein (2010)):
the parametric, the residual and the cases bootstrap.
The wild bootstrap, developed by Liu (1988), is a technique aimed
to obtain consistent estimators for the covariance matrix of the coeffi-
cients of a regression model when the errors are heteroscedastic. Further
evidences and refinements are provided in Flachaire (2004) and David-
son and Flachaire (2008). Here, we introduce a modified version of the
wild bootstrap procedure which is particularly suitable to hierarchical
data. We assess the finite size performances of the proposed bootstrap
scheme and compare it with the three resampling schemes used for mul-
tilevel models by means of a Monte Carlo study where we vary sample
size, error distribution and error variance. Both the cases bootstrap and
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the wild bootstrap do not require homoscedasticity and do not make
distributional assumptions on the error processes. However, the perfor-
mance of the two schemes is very different in terms of coverage and
length of confidence intervals. Also, for big sample sizes the wild boot-
strap outperforms the three competitors in all the scenarios considered
including the Gaussian homoscedastic case.
Keywords: Multilevel model; Wild bootstrap, Heteroscedasticity; Cases boot-
strap.
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The A-criterion: Interpretation and
Implementation
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In a suitable model framework, let Cd be the information matrix for
estimation of parameters θ when employing design d. The A-value for
design d is the trace of the M-P inverse of Cd, trace(C+d ), and a de-
sign is A-optimal if it minimizes the A-value over all competing de-
signs. Necessary and sufficient conditions are established on M =
(m1,m2, . . . ,mp)
′ for the A-value to be proportional to
trace(MC+d M
′) ∝∑pi=1 V ard(m̂′iθ),
establishing the full range of interpretation for the A-optimality crite-
rion. Examples are given for both full-rank and rank-deficient models.
This reveals, for instance, a plethora of useful interpretations for the A-
criterion when estimating contrasts in a simple one-way classification
model.
The A-value under linear transformations of the targeted parameter
vector is also examined, extending the above result. It is shown that
A-value for a transformed parameter is equivalent to weighted A-value
for the original parameter, and necessary and sufficient conditions are
provided, parallel to those described above, for the weighted problem.
It is shown how several seemingly disparate optimality problems are en-
compassed under the umbrella of weighting, and implications for algo-
rithmic design are discussed. An interesting application is to fractional
design for 2m experiments where, instead of the traditional orthogonal
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parametrization (OP), a baseline parametrization (BP) into main effects
and interactions is employed. OP and BP models lead to markedly dif-
ferent A-optimal designs, though the balanced array concept is central
to both.
Keywords: A-criterion, algorithmic design, balanced array, optimal design,
weighted optimality.
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A Bayesian Clinical Trial Design for Targeted
Agents in Metastatic Cancer
Peter Mu¨ller
University of Texas, Austin, USA
pmueller@math.utexas.edu
We describe a Bayesian clinical trial design for cancer patients who
are selected based on molecular aberrations of the tumor. The primary
objective is to determine if patients who are treated with a targeted ther-
apy that is selected based on mutational analysis of the tumor have
longer progression-free survival than those treated with conventional
chemotherapy.
The design includes a probability model for a random partition of
patients into subgroups with similar molecular aberrations and baseline
covariates and a cluster-specific sampling model for progression free
survival. Inference includes an estimation of an overall treatment effect
for matched targeted therapy that allows to address the primary objective
of the trial.
Patients are randomized to targeted therapy or standard chemother-
apy.
Keywords: Bayesian design, clinical trial.
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Experimental Design for Engineering
Dimensional Analysis
Christopher J. Nachtsheim
Carlson School of Management, University of Minnesota
Dimensional Analysis (DA) is a fundamental method in the engi-
neering and physical sciences for analytically reducing the number of
experimental variables affecting a given phenomenon prior to experi-
mentation. Two powerful advantages associated with the method, rela-
tive to standard design of experiment (DOE) approaches are: (1) a pri-
ori dimension reduction, (2) scalability of results. The latter advantage
permits the experimenter to effectively extrapolate results to similar ex-
perimental systems of differing scale. Unfortunately, DA experiments
are underutilized because very few statisticians are familiar with them.
In this paper, we first provide an overview of DA and give basic recom-
mendations for designing DA experiments. Next we consider various
risks associated with the DA approach, the foremost among them is the
possibility that the analyst might omit a key explanatory variable, lead-
ing to an incorrect DA model. When this happens, the DA model will
fail and experimentation will be largely wasted. To protect against this
possibility, we develop a robust-DA design approach that combines the
best of the standard empirical DOE approach with our suggested design
strategy. Results are illustrated with some straightforward applications
of DA. This effort represents joint work with Mark Albrecht, Thomas
Albrecht, and Dennis Cook.
Keywords: dimension reduction, robust design, dimension analysis.
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Consider the family Pλ of power function distributions having the
d.f. G(x) = xλ, x ∈ [0, 1], λ > 0. Power function distributions often
appears in applications, e.g. in economics, in queueing and reliability
theory.
We are interested in goodness-of-fit tests for this family indepen-
dent of unknown nuisance parameter λ. The only attempt to build such
tests has been traced by Martynov (2009) who outlined the traditional
approach based on empirical processes with estimated parameters.
We develop completely different way by introducing two tests based
on the characterization of the power function distribution by Puri and
Rubin(1970): Let X and Y be i.i.d. non-negative random variables
with the continuous d.f. Then the equality in law of X and min(XY ,
Y
X )
takes place iff X has some d.f. from the family Pλ.
LetX1, X2, . . . be i.i.d. observations with the continuous d.f. F and
let Fn be the empirical d.f. based on the sampleX1, . . . , Xn.We are tes-
ting the hypothesis H0 : F ∈ Pλ against the alternative H1 : F /∈ Pλ.
Let Hn(t) =
(
n
2
)−1∑
1≤i<j≤n 1{min(XiXj ,
Xj
Xi
) < t}, t ∈ (0, 1) be the
U -empirical d.f. related to the characterization.
Consider two statistics which can be used for testingH0 againstH1 :
In =
∫ 1
0
(Hn(t)− Fn(t)) dFn(t), Dn = sup
t∈[0,1]
|Hn(t)− Fn(t)|.
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We describe their large deviation asymptotics under H0 : as a→ 0
lim
n→∞
1
n
lnP(In > a) ∼ −10.8a2, lim
n→∞
1
n
lnP(Dn > a) ∼ −2.84a2.
This allows us to calculate their local Bahadur efficiency under nu-
merous local alternatives concentrated on (0, 1). It is seen that the Kol-
mogorov statistic Dn is less efficient than the integral statistic In as
usually happens in goodness-of-fit testing, see Nikitin (1995).
However, the local efficiencies for both sequences of statistics are
reasonably high, and they can be recommended for testing. Finally we
describe the conditions of local optimality of considered statistics.
Keywords: Power function distribution; U -statistics; Bahadur efficiency; good-
ness-of-fit test.
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Flexible regression models in survival analysis
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We shall analyze survival data from clinical trials in oncology, when
the crossing effects of survival functions could be observed. Accelerated
life models, based on counting processes, are used more and more of-
ten in carcinogenesis studies for such kind of problems to relate lifetime
distribution to the time-depending explanatory variables. Classical ex-
amples are the well-known data concerning effects of chemotherapy and
chemotherapy plus radiotherapy on the survival times of gastric and lung
cancers patients; Stablein and Koutrouvelis (1985), Piantadosi (1997),
Wu, Hsieh and Chen (2002), and Bagdonavicius, Hafdi and Nikulin
(2004). Following Bagdonavicius, Levuliene, Nikulin (2009), Bagdon-
avicius, Kruopis, Nikulin (2011), Nikulin and Wu (2006) we give exam-
ples to illustrate and compare possible applications of the Hsieh model
(2001) and Bagdonavicius and Nikulin’s (2002, 2005, 2006) simple
cross effect (SCE) model, both of them are particularly useful for the
analysis of survival data with one crossing point.
Keywords: goodness-of-fit tests, accelerated life models, cross-effect, carcino-
genesis studies.
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Conditions for minimax designs
Hans Nyquist
Department of Statistics, Stockholm University
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The construction of an optimum design of an experiment gener-
ally requires knowledge of unknown parameters. Two proposed ap-
proaches out of this dilemma include using optimum on-the-average
designs, which uses a weighted average of criterion functions, and min-
imax designs, that finds the best guaranteed designs as the unknown pa-
rameters vary in a specified subset of the parameter space. The minimax
design has shown to be mathematically intractable and numerically dif-
ficult to construct, which has restricted its practical use. The aim of this
paper is to consider some relations between optimum on-the-average
designs and minimax designs. With these relations clarified, the two
approaches to optimum design will be better understood and the appli-
cation of minimax designs will be easier to use in practice. In particular,
an algorithm for construction of minimax designs is suggested.
Keywords: Least favorable distribution, Optimum design, Optimum on-the-
average design.
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Numerical stochastic models of
meteorological processes and fields and some
their applications
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Novosibirsk State University,
Institute of Computational Mathematics and Mathematical Geophysics SB
RAS
ova@osmf.sscc.ru
N.A. Kargapolova , O.V. Sereseva
Institute of Computational Mathematics and Mathematical Geophysics SB
RAS
nkargapolova@gmail.com, seresseva@mail.ru
Some approaches to the stochastic modeling of meteorological pro-
cesses and fields are considered. One of them in based on modeling of
an inhomogeneous vector Markov chain with a periodic in time matrix
of transition probabilities (Kargapolova, 2012). Every vector compo-
nent is an indicator function of the values of a meteorological process
greater than a given level. the periodic properties of such a Markov
chain allow one to take into account the daily variations of real pro-
cesses. With this model some joint indicator series of various meteo-
rological elements (for example, air temperature, components of wind
velocity and daily precipitation) for given levels are constructed.
For modeling homogeneous with respect to the spatial variables and
stationary in time fields of daily liquid precipitation on regular grid the
following approach is used: Two types of interdependent fields are sim-
ulated. One field is an indicator field with a given correlation func-
tion and probabilities of precipitation. The other field represents the
amount of precipitation with an appropriate correlation function and a
one-dimensional distribution. The resulting field is the product of the
above fields. The spatial - temporal correlation functions of both these
fields are described by the product of the exponential spatial and tem-
porary correlation functions with parameters describing the speed of
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their decrease and spatial orientation. Selecting parameters determin-
ing the degree of dependence of the fields, it is possible to obtain a
better approximation of the correlation structure of real field in model.
On the basis of this model, an approximate numerical stochastic model
of conditional non-Gaussian precipitation fields with given values at the
weather stations is constructed. Long-term observations data on pre-
cipitation in the Novosibirsk region are used for estimating the model
parameters. The above-considered models are used for stochastic inter-
polation of daily precipitation fields from weather stations to grid points,
for estimation of the statistical properties dangerous rainfall modes, etc.
Similar approaches were considered in e.g. (Evstafieva, 2005), (Kleiber,
2012).
Keywords: vector Markov chain, stochastic spatial-temporal fields, daily pre-
cipitation, extreme weather events, stochastic interpolation.
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A stochastic numerical model of daily
precipitation fields based on an analysis of
synchronous meteorological and hydrological
data
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For stochastic modeling of atmospheric precipitation fields an ap-
proach based on a combined use of meteorological and hydrological
observation data is proposed. The approach is developed for stochastic
modeling of meteorological fields with scanty of meteorological infor-
mation. The observation stations of the Siberian Arctic are few and far
between on the huge territory. Therefore, it is difficult to construct and
interpret appropriate mathematical models for the regions of Northern
Siberia where serious consequences of global climate change are oc-
curred.
A study has been carried out on the development of parametric nu-
merical stochastic models of meteorological processes and fields with
input information based on scanty available observation. For instance,
the meteorological time series in stochastic modeling of homogeneous
spatial - temporal fields of daily precipitate can be used in combination
with hydrological observations. When both kinds of the data are syn-
chronous in time and space, the approach allows one to receive infor-
mation on river catchment produced by precipitation in each realization
of the precipitation field. This additional information in combination
276 Volume of Abstracts
with the general climatic information, for example about wind direction,
precipitation and other atmospheric parameters at the available meteo-
rological stations can be used to correct the parameters of correlation
function of fields of precipitation.
The model has been tested for the Berd river catchment in the vicin-
ity of the of Novosibirsk with 2 meteorological and 2 hydrological sta-
tions. The calculations of the of precipitation where carried out with
hydrological data and a combined deterministic model of precipitation
and river runoff (Krysanova, 1989). The results of calculations of en-
semble realizations of the precipitation field have shown that the statis-
tical characteristics of modeling fields are close to the characteristics of
real precipitation fields.
Keywords: stochastic spatial-temporal fields, daily precipitation, meteorologi-
cal and hydrological observations, determined model, river catchment.
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Structure of Life Distributions
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Nonnegative random variables arise in many contexts, as magni-
tudes of physical objects, as wind speeds, material strengths, life lengths,
as well as in economic data. Whereas the normal distribution plays a
central role for random variables that take on both positive and negative
values, it is not generally a good model for nonnegative data. However,
for nonnegative data, there is no distribution as basic as the normal dis-
tribution, with its foundation in the central limit theorem. Indeed, there
are a number of competitors that serve as models for nonnegative data.
We classify methods as parametric, nonparametric, and semipara-
metric. Distribution-free methods do not depend on any assumptions
about the underlying distribution. A more extensive category is that of
qualitatively conditioned methods. For example, the density is unimodal
or has a heavy right-hand tail.
Parametric families for survival analysis include the exponential,
gamma, Weibull, lognormal, Gompertz, and others. Semiparametric
families include distributions that have both a real parameter and a pa-
rameter that is itself a distribution. For lifetime data in survival or re-
liability families that contain, for example, a scale or power parameter,
proportional hazards parameters are introduced. Interesting results on
stochastic orderings are obtained for such families.
In this talk we provide an overview of these families with an empha-
sis on their characteristics.
Keywords: reliability, survival analysis, nonparametric families, semiparamet-
ric families.
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TOPICS
1. Distributions
(a) Lorenz curve
(b) total time on test transform
2. Ordering distributions
3. Mixtures
4. Nonparametric families in reliability theory
5. Semiparametric families
(a) location, scale, power, hazard, convolution
(b) residual life families
6. Parametric families; origins
7. Competing risks
8. Coincidences of semiparametric families
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Change detection in a Heston type model
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In the talk our main objective will be to define a process with the
help of which we can introduce a change detection procedure for a spe-
cial type of the Heston model. The process in question will be{
dYt = (a− bYt) dt+ σ1
√
Yt dWt,
dXt = (m− βYt) dt+ σ2
√
Yt
(
% dWt +
√
1− %2 dBt
)
,
t ∈ R+,
(1)
where a ∈ R+, b,m, β ∈ R, σ1, σ2 ∈ R++, % ∈ [−1, 1] and
(Wt, Bt)t∈R+ is a 2-dimensional standard Wiener process. We will
restrict our attention to the ergodic case, i.e., when a > 12 , b > 0.
The solution to the first equation is the CIR process, which deserves
independent interest. It will be instructive to restrict our attention to
this equation first. Yt is the scaling limit of a sequence of branching
processes, it is therefore natural to try to apply our results from Pap
and T. Szabo´ (2013). To this end we introduce the martingale Ms =
Ys +
∫ s
0 (bYr − a)dr, and show that we have(
1√
T
∫ tT
0
[ 1
Ys
1
]
dMs
)
t∈[0,1]
D−→
(
I1/2Wt
)
t∈[0,1]
, T →∞, (2)
where W is a standard two-dimensional Brownian motion and the ma-
trix I depends on the parameters. In the next step we replace the param-
eters by their ML estimates given by Overbeck (1998). The resulting
process converges in distribution—scaled appropriately—to a Brown-
ian bridge. To prove this, we require an analogue of the strong LLN and
the martingale CLT for continuous time-continuous state processes.
The joint parameter estimation for (1) follows Barczy et al. (2013),
the setup of which does not cover our model. The methods are, however,
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applicable and one can deduce the loglikelihood function of (Yt, Xt).
This is a result by G. Pap and M. Barczy; a sketch proof will be provided
in the talk. We introduce a two-dimensional martingale by deducting
from our process the conditional expectation on (Y0, X0), similarly to
the martingale introduced before (2), and a result similar to (2) can be
proved. The ML estimates can be substituted into this martingale to
obtain a change detection method. Under the null hypothesis (i.e., no
change), the procedure can also be thought of as a model-fitting test.
Investigations under alternatives (as in, e.g., Pap and T. Szabo´ (2013) is
under way, and possible approaches will be presented in the talk.
Keywords: Change-point detection; Heston model
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When estimating Granger causality in multivariate time series it is
important to assess the statistical significance of the estimate. While
for linear estimators of Granger causality parametric significance tests
have been established, for nonlinear estimators resampling techniques
have to be employed and the null distribution for the causality estimator
is formed from an ensemble of generated resampled (randomized) time
series. We propose here a randomization technique that aims to improve
the effectiveness of a test statistic and is particularly useful for distin-
guishing indirect causal effects. We use as a test statistic, the partial
transfer entropy (Papana et al., 2002). Our randomization technique is
similar to the time-shifting surrogates (Quian Quiroga et al., 2002). We
form the surrogates by time-shifting the reconstructed vectors of both
the driving and driven time series. By keeping the components of the
reconstructed vectors unchanged, we aim to utilize all the information
of the original dynamical properties of the systems that generate the time
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series, while the null hypothesis of no causal effects is fulfilled. The pro-
posed significance test is evaluated on a simulation study where we con-
sider (1) time-shifted surrogates, (2) the suggested surrogates and (3) the
stationary bootstrap (Politis & Romano, 1994). For the three resampling
techniques, we examine two cases: (a) randomizing the driving time se-
ries, (b) randomizing both the driving and driven time series. The size
of the test is improved using the suggested randomization method (2b).
Keywords: randomization, causality, significance, partial transfer entropy.
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Connection between the cumulative distribution function (cdf), FX(s),
of random variable (r.v.) X , which is the tensile strength of longi-
tudinal items (LI) (fibers or strands) of unidirectional fiber reinforced
composite material (UFRCM), and fatigue durability of this material
can be defined by the random Daniels’ sequence {s0, s1, s2, ...} : si+1
= s/(1− FˆX(si)), i = 0, 1, 2, ..., where s0 = s, s is maximum value of
cyclic stress, FˆX(s) is estimate of FX(s) using results of tensile strength
test of n LIs . RDS is non-decreasing sequence but there are two types
of RDS. For RDS 1, when s > max x(1 − FˆX(x)), items of RDS in-
crease up to infinity and there is such i∗ that si∗ < sc but s(i∗+1) ≥ sc,
where sc is critical stress corresponding to failure of UFRCM. The value
of ND = i∗ we call as random Daniels fatigue life. For RDS 2, when
s < max x(1 − FˆX(x)), there is such smallest i∗∗ that si∗∗+1 = si∗∗ .
The sc never will be reached and ND is equal to infinity. The maxi-
mum value of s for which this phenomenon takes place we call random
Daniels fatigue limit: SD = max x(1− FˆX(x)).
The character of RDS is very similar to character of some physical pa-
rameters; existence of RDS 2 explains existence of fatigue limit (infinite
life). But the value of ND at the middle value of stress is too small, the
value of SD is too large in comparison with real values of UFRCM. Re-
quired decreasing of SD can be reached by decreasing of local tension
strength, XL (for example, XL = X/kf , kf ≥ 1), in comparison with
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nominal strength X . The values of ND for RDS 1 can be ”stretched
out” by the use of Markov chains (MCh) [1]. Let R(s,xL,1:n)∗ is the pop-
ulation of pairs (s, xL,1:n)∗, corresponding to RDS 1, where (xL,1:n) is
sample from population with cdf FXL(x). Let first (nD + 1) states of
MCh correspond to first (nD + 1) items of RDS ; nD is realization of
ND; (nD + 2)-th state, snD+1, is absorbing state (local stress become
more than sc). The estimate FˆXL(x) defines the realization of random
matrix of transition probabilities, Pˆ , the cdf of time to absorption in
MCh with this matrix, Tˆ = Tˆ1 + Tˆ2 + ...+ TˆnD+1, where Tˆi is the time
of transition from state si−1 to state si . Mean value and variance of Tˆ
can be easily calculated, taking into account that r.v. Tˆi is geometric r.v.
The mean of random cdf FˆT (t), mean value and quantilies of r.v. T as
function of initial stress s should be calculated under condition that pair
(s, xL,1:n) ∈ R(s,xL,1:n)∗ . It is supposed, that the number of cycles up
to failure of UFRCM in fatigue test NkmD = kmT , where km is scale
factor. By the use of the considered model we can make fitting of fa-
tigue test data and predict fatigue life changes as consequence of tensile
strength parameter changes. Numerical example is given.
Keywords: Markov chain, tensile strength, fatigue life.
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The planning of inspection interval is considered. The purpose is
to limit probability of any fatigue failure (FFP) in the fleet of N air-
craft (AC) and to provide the economical effectiveness of airline (AL)
under limitation of fatigue failure rate (FFR). The decision is based on
result of acceptance fatigue tests during which the estimates of param-
eters of fatigue crack growth trajectory are obtained. If result of accep-
tance test is too bad then this new type of aircraft will not be used in
service. The redesign of this project should be done. If result of accep-
tance tests is too good then the reliability of aircraft fleet and an airline
will be provided without inspection. So there is maximum of mean FFP
pfNw = ER((1 − w)R) as function of parameter θ. This maximum is
defined by the distribution of random times when fatigue crack becomes
detectable, Td, and critical, Tc. Here R is the total random number of
inspections in whole fleet of new type of aircraft before first failure in
this fleet, taking into account that operation of every AC is limited by
retirement at specified service life (SL),tSL, or before first failure in this
fleet;ER(.) is symbol of expectation in accordance with cdf of r.v. R
; w is probability of crack detection when there is crack (human fac-
tor). If parameter θ of cdf of Td, Tc and cdf of r.v. R, FR(r; θ, d) are
known then the interval between inspection d should be chosen under
condition of limitation of pfNw for all θ allowable for FR(r; θ, d). In
order to take into account the economic effectiveness of AL the pro-
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cess of operation of one AC of specific AL is considered as absorbing
semi-Markov process with reword (SMPW) with (n + 4) states, where
n = ([tSL/d]−1) is the inspection number. The statesE1, E2, ..., En+1
correspond to operation of AC in time intervals between inspection:
[t0, t1), [t1, t2), ..., [tn, tSL). States En+2 (retirement), En+3 (fatigue
failure), and En+4 (fatigue crack detection) correspond to return of cor-
responding Markov chain to state E1 (new aircraft is purchased and AL
operation returns to first interval). Using matrix of transition probabili-
ties P for SMPW, which is defined by parameter θ, we can get the vector
of stationary probabilities and the airline gain, which is defined by the
reward related to successful transition from one operation interval to the
following one ; by the cost of one inspection; by the cost of transition to
states En+3, En+4 and E1. If θ is known we calculate the gain of AL as
function of n, g(n, θ), and choose the number ng corresponding to the
maximum of gain. Then we calculate FFR as function of n, λF (n, θ),
and choose nλ in such a way that for any n ≥ nλ the function λF (n, θ)
will be equal or less than some value λFD (the “designed” FFR). And
finally we choose n = ngλ(λFD, θ) = max(ng, nλ).
In fact, we do not know θ. Here it is shown, how using the estimate
of this parameter, θˆ, (after acceptance test) one of two decisions should
be made: 1) to do the redesign of new type of AC if result of test is
“too bad” ; 2) make the choice of the number of inspection as function
of θˆ in such a way that this inspection number provides maximum of
expectation of AL gain under limitation of FFR or FFP.
Keywords: inspection, reliability, airline, economic effectivnes.
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Permutation and randomization procedures are classical tools for
statistical inference. However, permutation tests are often developed
under the assumption of exchangeability of the data or are based on
simulation results of heuristic procedures. For non-exchangeable ob-
servations, as in the classical Behrens-Fisher settings, the permutation
procedure has to be dealt with care. In particular, Huang et al. (2006)
have exemplified that this approach may lead to invalid results. Never-
theless, in the previous talk by Edgar Brunner it has been demonstrated
that the permutation idea can be applied in general unbalanced, het-
eroscedastic factorial designs where the error distributions may come
from a quite general class. In the present talk it is illustrated why the
permutation idea works in this generality. In a first step the theory is ex-
plained for comparing the means in unpaired two-sample designs with
unequal variances. Moreover, it is pointed out that a similar approach
is also valid in other two-sample problems such as paired observations,
variances, treatment effects or correlations. This idea is then extended to
general factorial designs where the errors in the different samples may
even be heterogeneous. This is enabled by a detailed investigation of
the asymptotic distribution of the corresponding permutation statistic.
The main theorem states that its permutation distribution asymptotically
mimics the null distribution of the related test statistics of the respec-
tive hypotheses. Note, that this property is not shared by the ANOVA-
type statistic (Brunner et al., 1997) and the Welch-James test (Johansen,
1980), which are in general only approximations, even for large sam-
ples. The proof of the main result is based on conditional central limit
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theorems derived by Janssen (2005) and Pauly (2011). The simulation
results presented in the previous talk by Edgar Brunner are in agreement
with these theoretical results. For the ease of convenience, however,
this asymptotic property is graphically demonstrated instead of present-
ing the sophisticated mathematical proof in detail (Pauly et al., 2013).
Furthermore, for exchangeable data, this permutation test possesses the
favorable characteristic of being exact for finite sample sizes.
Keywords: Analysis of variance, permutation tests, heteroscedastic designs.
References
Brunner, E., Dette, H., Munk, A. (1997): Box-Type Approxima-
tions in Nonparametric Factorial Designs, Journal of the Ameri-
can Statistical Association 92, pp. 1494-1502.
Huang, Y., Xu, H., Calian, V., and Hsu, J.C. (2006): To permute
or not to permute, Bioinformatics 22, pp. 2244-2248.
Janssen, A. (2005): Resampling Students t-Type Statistics, An-
nals of the Institute of Statistical Mathematics 57, pp. 507-529.
Johansen, S. (1980): The Welch-James Approximation to the Dis-
tribution of the Residual Sum of Squares in a Weighted Linear
Regression, Biometrika 67, pp. 85-92.
Pauly, M., Brunner, E., and Konietschke, F. (2013): Asymptotic
Permutation Tests in General Factorial Designs, Preprint.
Pauly, M. (2011): Weighted resampling of martingale difference
arrays with applications. Electronic Journal of Statistics 5, pp.
41-52.
Seventh International Workshop on Simulation 289
Nonparametric Change Detection Under
Dependent Noise
Mirosław Pawlak
Dept. of Electrical & Computer Eng., University of Manitoba
Miroslaw.Pawlak@ad.umanitoba.ca
In this paper a nonparametric version of the sequential signal de-
tection problem is studied. Our signal model includes a class of time-
limited signals for which we collect data in the sequential fashion at
discrete points in the presence of correlated noise. Hence, suppose we
are given noisy measurements
yk = f(kτ) + k,
where τ is the sampling period, {k} is a zero mean noise process, and
f(t) is an unspecified signal which belongs to some signal space. We are
interested in the following on-line detection problem: given a reference
(target) parametric class of signals S = {f(t; θ) : θ ∈ Θ}, where Θ is a
subset of a finite dimensional space, we wish to test the null hypothesis
H0 : f ∈ S against an arbitrary alternative H1 : f /∈ S. Throughout the
paper, we assume that the signal f(t) of interest is observed over a finite
time frame, i.e., t ∈ [0, T ], for some 0 < T < ∞. For such a setup
we introduce a novel signal detection algorithm relying on the post-
filtering smooth correction of linear sampling schemes. Our detector
is represented as a normalized partial-sum continuous time stochastic
process, for which we obtain a functional central limit theorem under
weak assumptions on the correlation structure of the noise. Particularly,
our results allow for noise processes such as ARMA and general linear
processes as well as α-mixing processes. The established limit theorems
allow us to design monitoring algorithms with the desirable level of the
probability of false alarm and able to detect a change with probability
approaching one.
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sion, correlated noise, Donsker’s Theorem.
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Change-point detection is an important problem in applied statistics.
The present work is devoted to investigation of a promising approach to
sequential change-point detection based on Singular Spectrum Analysis
(SSA) proposed in (Moskvina, Zhigljavsky, 2003). We show that this
approach is capable to detect changes in mean, amplitude, frequency
and phase of damped periodic series and changes in coefficients of linear
recurrent formulas governing series observed in the presence of noise.
We also illustrate the performance of SSA for discovering changes in
environmental data and quality control of a photovoltaic modules pro-
duction line.
Keywords: Singular Spectrum Analysis, change-point detection, quality con-
trol.
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We deal with decision making and utility maximization in one- and two-
sample problems in a Bayesian sequential framework. When data sam-
ples arrive over time then Bayes’ rule may be used sequentially just
by treating the current posterior as the prior for the next update. In the
Bayesian framework the problem of deciding whether or not to continue
sampling is usually tackled by the method of backward induction, see
e.g. DeGroot (1970). This is, however, difficult to implement when the
number of decision stages is medium to large.
As an alternative we present a forward sampling algorithm, based on
ideas developed in Carlin and Louis (2009), which can produce the op-
timal stopping boundaries for a broad class of decision problems at far
less computational expense. The computational complexity grows only
linearly in the number of decision stages, instead of exponentially. In
the case of a k-parameter exponential family likelihood, the class of
possibly optimal sequential rules includes arbitrary functions of the k-
vector of sufficient statistics. We illustrate the approach for the one-
sample problem of testing a normal mean with unknown variance and
for the two-sample problem of comparing Poisson distributions with dif-
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ferent rates. Finally, we indicate extensions of our forward sampling
approach based on ideas propagated by Brockwell and Kadane (2003)
and Mueller et al. (2007).
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With the advent of widely accessible powerful computing in the late
1970s, computer-intensive methods such as the bootstrap created a rev-
olution in modern statistics; see Efron and Tibshirani (1993) and the ref-
erences therein. However, even bootstrapping has not been able to give
a definitive solution to prediction. Consider the popular model-based,
i.e., residual-based, bootstrap method for the construction of prediction
intervals for regression (and autoregression). Even when the model as-
sumptions are correct, bootstrap prediction intervals have been plagued
by undercoverage even in the simplest case of linear regression; see
Olive (2007) for a recent review of the state-of-the-art.
Furthermore, in many instances the model assumptions can be vi-
olated in which case any model-based inference will be invalid. In
this talk, the problem of statistical prediction is revisited with a view
that goes beyond the typical parametric/nonparametric dilemmas in or-
der to reach a fully model-free environment for predictive inference,
i.e., point predictors and predictive intervals. The ‘Model-Free (MF)
Prediction Principle’ of Politis (2007, 2010) is based on the notion of
transforming a given set-up into one that is easier to work with, namely
i.i.d. or Gaussian. The two important applications are regression and
autoregression whether an additive parametric/nonparametric model is
applicable or not. To elaborate, consider a vector of observed data
Y n = (Y1, . . . , Yn)
′ where the objective is to predict Yn+1. If the
Y1, . . . , Yn were i.i.d., the prediction problem would be trivial. The
essence of the MF Prediction Principle is to transform the Y –data to-
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wards “i.i.d.–ness”, and thus attempt to trivialize the problem. In sum-
mary, the MF Prediction Principle amounts to using the structure of
the problem in order to find an invertible transformation Hm that can
map the non-i.i.d. vector Y m to a vector m = (1, . . . , m)
′ that has
i.i.d. components; here m could be taken equal to either n or n + 1 as
needed. Letting H−1m denote the inverse transformation, we have
Y m
Hm7−→ m and m H
−1
m7−→ Y m. (1)
If the practitioner is successful in implementing the MF procedure, i.e.,
in identifying the transformation Hm to be used, then the prediction
problem is reduced to the trivial one of predicting i.i.d. variables. To see
why, note that eq. (1) with m = n + 1 yields Y n+1 = H
−1
n+1(n+1) =
H−1n+1(n, n+1). But n can be treated as known given the data Y n;
just use eq. (1) with m = n. Since the unobserved Yn+1 is just the
(n + 1)th coordinate of vector Y n+1, the former can also be expressed
as a function of the unobserved n+1.
Keywords: Bootstrap, predictive distributions, prediction intervals.
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We study minimum Hellinger distance estimation (MHDE) based
on kernel density estimators for a large class of parametric regression
models including models with a change in the regression function. To
be more precise we consider for an observed random sample
(X0, Y0), (X1, Y1), . . . , (Xn, Yn) (1)
of bivariate random vectors, whose density belongs to the parametric
family F = {pθ : θ ∈ Θ} with Θ ⊂ Rl, the (non-linear) regression
model Yt = gθ0(Xt) + σθ0(Xt)εt, t ≥ 0. If we take the function g as
gη(x) = g˜η1(x) + [g˜η2(x)− g˜η1(x)]1{x≥c}, η = (η1, η2), (2)
with c ∈ R known we get an example for a model with a change in
the regression function. Moreover, also the (non-linear) autoregressive
model of order one can be considered as a special case of the general
regression model.
The idea of the Minimum Hellinger distance approach now is to
minimize the L2 distance between the square roots of pθ(x, y) and some
nonparametric density estimator q̂n(x, y), which in this work is chosen
to be a two dimensional kernel density estimator.
It is shown that consistency and asymptotic normality of the MHDE
basically follow from the uniform consistency of the density estimate
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and the validity of the central limit theorem for its integrated version.
Those conditions hold true for i.i.d. as well as for strong mixing obser-
vations under fairly general conditions. In the mixing case these condi-
tions include smoothness conditions on the kernel functions and the joint
density of (X0, Y0) as well as a certain decay of the α-mixing coeffi-
cients. As an important difference to the case of univariate observations,
the asymptotic normality of the MHDE can only be shown when cor-
recting with a certain bias term. This bias term can either be random or
deterministic and is a consequence of conflicting orders of convergence
of certain terms that appear in the decomposition of
√
n
(
θ̂n − θ
)
. To
the best of our knowledge no other MHD results have been developed
for multivariate dependent data for our class of parametric regression
models yet, i.e. for time series.
Keywords: central limit theorem, consistency, density estimation, mixing, time
series.
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This paper deals with numerical stochastic structure models of the
clouds and of the sea surface. The models are based on nonlinear trans-
formations of Gaussian fields and are applicable to solving problems of
the atmosphere-ocean optics.
The light interaction with clouds and underlying surface is a ma-
jor factor affecting the radiation balance in the Earth’s atmosphere. The
stochastic structure of geophysical fields brings about a considerable un-
certainty in the climate and radiation transfer models. That is why it is
a challenging problem to construct numerical models of clouds and un-
derlying surface, including the sea surface roughness with allowance for
their random optical properties and geometry. A simplified description
of the models that were used to simulate the stochastic structure of the
clouds and the sea surface can be presented by the formula
w(x) = F (G(x))
where G(x) is a numerical model of a Gaussian field and F is a point-
wise nonlinear function. Spectral models from (Mikhailov, 1978) and
(Prigarin, 2001) were used to simulate Gaussian random fields:
G(x) =
∑
j
[ξj cos < λj , x > +ηj sin < λj , x >] .
Here < ., . > denotes the scalar product, while distributions of random
variables ξj , ηj , λj and the number of random harmonics should be
chosen according to desired properties of the field.
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The main objective of this paper is to present some new simula-
tion examples to demonstrate how the method works, in addition to the
previous investigations described, for example, in (Kargin, Oppel, Pri-
garin,1999), (Prigarin, 2005), (Prigarin, Marshak, 2009).
Keywords: numerical simulation, random fields, clouds, sea surface, threshold
and spectral models.
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This paper deals with numerical simulation of formation and devel-
opment of the extreme ocean waves by using specific models of random
fields. The extreme waves known as ”rogue” or ”freak” waves rep-
resent a poorly understood natural phenomenon whose existence was
distrusted because of the absence of reliable evidence. In contrast to
tsunami waves, the solitary extreme waves are of 20, 30, or more me-
ters of height, essentially exceeding the heights of other waves, appear-
ing suddenly, and vanishing far from the shore without visible causes;
sometimes this occurs in a slight sea under relatively light wind. For the
first time a rogue wave was instrumentally detected only in 1995, and
nowadays strenuous efforts are mounted to observe the extreme waves
and to study the rogue wave phenomenon both theoretically and experi-
mentally (see, for example, Pelinovsky and Kharif (2008)).
For numerical simulation of the extreme waves, we used conditional
spectral models of random fields proposed by Prigarin (1998). It is as-
sumed that the sea surface roughness is sufficiently well described by
a spatio-temporal random field. Along with the spectrum of a random
field, the simulation of the extreme wave requires additional informa-
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tion concerning the wave profile, i.e., the field of the sea surface eleva-
tions should be specified at certain points at given time moments. The
conditional spectral models allow us to numerically simulate a set of
independent spatio-temporal implementations of the sea level passing
through given points and hence to study typical features of the devel-
opment and spread of the extreme waves. In particular, an unexpected
result of numerical experiments was the appearance of groups consist-
ing of three extreme waves, whereas the extreme level of roughness was
fixed at one point only (see Prigarin and Litvenko (2012)). This type of
extreme waves is well known and is called the ”three sisters”.
Keywords: numerical simulation, extreme ocean waves, random fields, condi-
tional spectral models, freak-waves, rogue waves.
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The main purpose of this paper is to collect arguments supporting a con-
jecture. We consider v elements (1, 2, 3, , v) called treatments which
have to be allocated to b sets called blocks. Such an allocation is called
a block design.
A (completely) balanced incomplete block design (BIBD) is a proper
and equireplicated incomplete block design with the additional property
that all treatment pairs occur in the same number λ of blocks. A BIBD
is called symmetrical if b = v and r = k. Necessary conditions for the
existence of a BIBD are:
b ≥ v (1)
vr = bk (2)
λ(v − 1) = r(k − 1) (3)
Parameters fulfilling the necessary conditions are called admissible.
A BIBD is called trivial if it is identical to the set of all
(
n
k
)
possi-
ble k-tupels, then we have b =
(
v
k
)
, r =
(
v−1
k−1
)
and λ =
(
v−2
k−2
)
.
A BIBD for a pair (v, k) is called elementary if it can not be split into
at least two BIBDs for this (v, k). A BIBD for a pair (v, k) is called the
smallest BIBD if for this pair r (and by this also k and λ) is a minimum.
A complementary design to a given BIBD for a pair (v, k) is the design
for (v, v − k) with the same number of blocks so that each block of the
complementary design contains the treatments not in the corresponding
block of the original BIBD.
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Of course a smallest (v, k) BIBD is elementary but not all elementary
BIBDs are smallest.
Conjecture: If 3 < k < v2 the case (v, k) = (8, 3) is the only one where
the trivial BIBD is elementary.
This conjecture is supported by the fact that there is no b < 56 in the
case (8, 3) for which the necessary conditions are fulfilled. The follow-
ing theorem also supports the conjecture:
Theorem: The conjecture is correct if at least one of the following con-
ditions is fulfilled:
a) v < 26
b) k < 6
c) for v > 8 if v is prime or a prime power.
Keywords: Balanced incomplete block designs (BIBDs), trivial BIBDs, nec-
essary conditions for the existence of BIBDs.
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A considered problem can be formulated as a problem of optimal
planning of various project development. Let us introduce the following
notations: k - project’s number, i = 1, 2, . . . , k; ni - number of devel-
opment variants for the i-th project; zi,j - expenditure on a realization of
the j-th variant for the i-th project; ci,j - reward on a realization of the
j-th variant for the i-th project; di,j,i∗,j∗ - additional reward, condition-
ing by simultaneously realization of the j-th variant for the i-th project
and the j∗-th variant for the i∗-th project.
Additionally a total size of money Z is known, that must be dis-
tributed between different projects. For that each project has to be de-
veloped accordingly to unique variant only.
To give mathematical setting of the problem, let us introduce Boolean
variables xi,j : xi,j = 1, if the i–th project is developed by the j–th vari-
ant, and 0, otherwise.
Now it is possible forming the considered problem as a modification
of a knapsack problem (Gilmore, Gomory, 1965), (Hu, 1970).
Maximize a total reward:
f(x) =
k∑
i=1
ni∑
j
(ci,j − zi,j)xi,j +
k∑
i=1
ni∑
j
k∑
i∗=1
ni∑
j∗
di,j,i∗,j∗xi,jxi∗,j∗ ,
(1)
subject to restrictions:
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ni∑
j=1
xi,j = 1, i = 1, . . . , k,
k∑
i=1
ni∑
j=1
xi,jzi,j ≤ Z. (2)
Now we suppose that reward is a random variable Ci,j , given known
distribution function Fi,j(x) = P{Ci,j ≤ x}. Above considered value
ci,j is its mean: ci,j = E (Ci,j) =
∫
xdFi,j(x). We suppose that addi-
tional rewards {di,j,i∗,j∗} are constants.
In this case constants ci,j in (1) are replaced by random variables
Ci,j . Therefore total reward (1) becomes a random variable. In the
above considered case, average value of the total reward (1) was maxi-
mized. Further we consider ruin probability as optimization criterion: it
is a probability that total reward is less than prescribed value R∗:
F (R∗) = P{R ≤ R∗}, (3)
where R is calculated by formula (1) by changing ci,j by Ci,j .
Now we must find a solution that satisfies (2) and minimizes ruin
probability (3). Paper contains corresponding numerical algorithm. Some
statistical problems and practical applications are considered too.
Keywords: knapsack problem, ruin probability.
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Advances in Multilevel Modeling: a review of
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Multilevel modeling is a recently new class of statistical methods,
firstly introduced in 1987 by Goldstein and later by Raudenbush and
Bryk (1992) and Hox (1995). This approach for data analysis is a gen-
eralization of linear and generalized linear regressions, when the struc-
ture of data is nested, i.e. base level units are grouped into higher level
units involving their own variability and dependencies among the re-
lated observations. The nested or multilevel structure of data is a com-
mon phenomenon, especially in behavioral and social sciences, where
the study of the relationship between individuals and society is of crucial
importance and, thus, the dependence of data becomes a focal interest
of the research. Moreover, the hierarchy of data can be generated by
the sampling design, such as in the multi-stage sampling, which is fre-
quently employed in the traditional surveys to reduce the costs of data
collection. In such cases, data dependence is treated as a nuisance which
requires further adjustments during the analysis.
Mainly thanks to the wide range of applicability and the great in-
crease of statistical softwares (de Leeuw and Kreft, 1999), in the last
decades multilevel modeling has enjoyed an explosion of published pa-
pers and books in both methodological and application field. Currently,
there is a need to not only develop the research on multilevel approach
for the analysis of complex data, but also to have instructions to properly
address the usage.
This work aims at summarizing methodological aspects related to
multilevel models, illustrating good-practices, advantages and limits and
reviewing applications in various fields, such as socio-economic, edu-
cational, health and medical sciences. To date, only few reviews are
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available to report practices of multilevel applications, mainly restricted
to education field (see, e.g., Dedrick et al., 2009). We further focus
our attention on the latest advances of multilevel modeling towards the
inclusion of latent variables, such as multilevel structural equation and
latent class models (Skrondal and Rabe-Hesketh, 2004), and the increas-
ing use of Bayesian inference approach (Gelman et al., 2003).
Keywords: multilevel model, hierarchical regression, nested data.
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Statistical sampling is a fundamental tool in science, and metrology
is no exception. The merit of a sample is its efficiency, i.e. a good trade-
off between the information collected and the sample size. Although
the sample points - i.e. the sites - are ordinarily decided upon prior to
the measurements, a different option would be to select them one at a
time. This strategy is potentially more informative as the next site can be
chosen on the basis of the measurements made up to then. The core of
the method is to drive the next-site selection by a non-parametric model
known as kriging, namely a stationary Gaussian stochastic process with
a given autocorrelation structure. The main feature of this model is the
ability to promptly reconfigure itself, changing the pattern of the pre-
dictions and their uncertainty each time a new measurement comes in.
Since the model is re-estimated after each added point, the sampling
procedure is an adaptive one. The next sampling site can be selected
via a number of model-based criteria, inspired by the principles of re-
ducing prediction uncertainty or optimizing an objective function, or a
combination of the two.
The methodology has been already demonstrated by the author [see
Ascione et al.(2013) and Pedone et al.(2009)] in a metrological applica-
tion, i.e. the design of adaptive inspection plans for measuring geomet-
ric errors using touch-probe Coordinate Measuring Machines (CMM).
Results have shown that both the non-adaptive statistical plans (Ran-
dom, Latin Hypercube sampling, uniform sampling) and two adaptive
deterministic plans from the literature were largely outperformed by the
proposed plans both in terms of accuracy and cost. Here we further in-
vestigate a number of important questions related to adaptive kriging:
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what the best trade-off is between the number of adaptive and non-
adaptive points (e.g. chosen according to uniform coverage), which
next-site selection criteria are more suitable for particular objectives
(e.g. capturing extreme values vs minimizing the root mean square pre-
diction error (RMSPE)), which kriging correlation function is prefer-
able, whether the Limit kriging predictor (a modification of the stan-
dard predictor) should be used or not and when the sampling should be
stopped.
Keywords: Adaptive sampling, Kriging, Metrology, Jackknife variance.
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Randomization tests are a distribution-free inferential procedure that
arise naturally from a randomized clinical trial. They are useful because
randomized clinical trials do not follow a population model with ran-
dom sampling (Rosenberger and Lachin, 2002). It is easy to create a
Monte Carlo procedure to compute unconditional randomization tests,
where there are 2n possible randomization sequences, some of which
may not be equiprobable (Zhang and Rosenberger, 2012). However, it is
a prohibitively large computational problem to compute conditional ran-
domization tests, which condition on the number of observed treatment
assignments. In this case, generating a huge number of sequences and
then “picking out” those that satisfy the condition results in a test, but
the huge number of sequences may be computationally infeasible. We
present a method that generates sequences directly from the conditional
distribution, by computing certain conditional probabilities relying on
combinatorics. We apply this technique to Efron’s (1971) biased coin
design.
Sequential monitoring in clinical trials is often employed to allow
for early stopping and other interim decisions, while maintaining the
type I error rate. However, sequential monitoring is typically described
only in the context of a population model. We describe a computational
method to implement sequential monitoring in a randomization-based
context. We also describe the computation of a randomization-based
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analog of the information fraction. These techniques require derivation
of certain conditional probabilities and conditional covariances of the
randomization procedure. We employ combinatoric techniques to derive
these for the biased coin design.
The content of this paper appeared recently in The Annals of Statis-
tics (Plamadeala and Rosenberger, 2012).
Keywords: biased coin design, conditional reference set, random walk, re-
stricted randomization, sequential analysis.
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In the present research the modified gravity model proposed and es-
timated in (Andronov, Santalova, 2012) is improved in order to increase
the precision of estimation. The detailed analysis of the model estimates
properties was performed using principles of simulation modeling in
(Santalova, 2013).
The modified gravity model is a nonlinear regression model for pas-
senger correspondences estimation for pairs of spatial points depending
on distance between them, population at every such point, and various
predictors. The model for a correspondence between points i and l can
be written as
Yi,l =
(hihl)
ν
(di,l)τ
exp(a+ (c(i) + c(l))α+ g(i,l)β + Vi,l), (1)
where a, α = (α1, α2, ..., αm)T and β = (β1, β2, ..., βm)T are un-
known regression parameters, ν and τ are unknown shape parameters,
c(i) = (ci,1, ci,2, ..., ci,m) and g(i,l) = (ci,1cl,1, ..., ci,mcl,m) are known
m-vector-rows, {Vi,l} are i.i.d. random variables with zero mean and
unknown variance σ2.
Unknown parameters of the model and correspondences are esti-
mated using aggregated data, i.e. total passengers departures from each
point for considered time interval. The total number of departures Yi
from point i is presented as sum of correspondences over other points l:
Yi =
n∑
l=1
i 6=l
Yi,l =
n∑
l=1
i 6=l
(hihl)
ν
(di,l)τ
exp(a+(c(i) +c(l))α+g(i,l)β+Vi,l). (2)
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One of assumptions of the model is that estimated correspondences
Y ∗i,l are symmetric. It means that estimated total number of departed pas-
sengers Y ∗i at every point i must be equal to the total number of arrived
passengers at the same point. In fact, in the real life this requirement
quite often is violated. In this paper we estimate two vectors of param-
eters on the basis of total numbers of departed (embarked) passengers
Y Ei , and of total number of arrived (disembarked) passengers Y
D
i . It
diminishes the mean squared error of estimation.
Keywords: gravity model, correspondences, non-symmetric flows.
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The extension of the univariate Lorenz curve to higher dimensions
is not an obvious work. Koshevoy and Mosler (1996) introduced the
concepts of Lorenz zonoid and Gini zonoid index. However, these con-
cepts are difficult to implement in parametric families of multivariate
income distributions. In this paper, we use the alternative definition of
bivariate Lorenz curve proposed by Arnold (1987) to generate closed
expressions of the Lorenz curve in some relevant bivariate distributions.
Let (X1, X2) be a bivariate random variable with bivariate probability
distribution function F12 on R2+ having finite second and positive first
moments. The Lorenz surface of F12 is the graph of the function,
L(u, v;F12) =
∫ s
0
∫ t
0 xydF12(x, y)∫∞
0
∫∞
0 xydF12(x, y)
, (1)
where u =
∫ s
0 dF1(x), v =
∫ t
0 dF2(y), 0 ≤ u, v ≤ 1 and F1 and
F2 are the marginal distribution functions of F12. Note that if F12 is a
product distribution function, then L(u, v;F12) is just the product of the
marginal Lorenz curves. Now, let (X1, X2) be the class of bivariate dis-
tributions with given marginals described by Sarmanov and Lee (Lee,
1996; Sarmanov, 1966). In this paper, using definition (1), a closed ex-
pression for the bivariate Lorenz curve in the case of the Sarmanov-Lee
distribution is given. The expression obtained can be easily interpreted
as a convex linear combination of products of classical and generalized
Lorenz curves. Several special cases and other alternative families of
bivariate distributions with given marginals are studied, including the
classical Farlie-Gumbel-Morgenstern (FGM) distribution, iterations of
the FGM, and the variations proposed by Huang and Kotz and Bairamov
and Kotz. Models of bivariate distributions based on conditional speci-
fication (Arnold, Castillo, Sarabia, 1999) are also considered. A closed
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expression for the bivariate Gini index (Arnold, 1987) in terms of the
classical and generalized Gini indices of the marginal distributions is
given. Specific models with Beta, GB1, Pareto and lognormal marginal
distributions are studied in detail. Some concepts of stochastic domi-
nance are explored. Extensions to higher dimensions are included. Fi-
nally, some numerical illustrations with real income data are given.
Keywords: Sarmanov-Lee distribution, Lorenz curve, bivariate Gini index,
stochastic dominance.
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In the framework of a clinical trial or more generally in medical
research, an important question is how long it takes to recruit a given
number of patients NR. Indeed, this is of a paramount interest for plan-
ning trials because of scientific concern, economic and ethical reasons.
Ethical, because it is not satisfactory to continue a study in vain and
economical, because an improvement of the planning and monitoring
of a trial allows reducing costs and save money. Scientific concern, be-
cause new drugs are increasingly developed and approved by regulatory
agencies and when accrual rates are too low, there may be new informa-
tion available during the enrollment period such as the results of other
trials or a change in the understanding of the underlying biology. Mean-
while, a huge variability of the recruitment process makes the question
quite hard to investigate, thus, stochastic modelling has to be developed.
There were many investigations on this way and now we are able to
claim that the easier to handle and more relevant model is a so-called
Poisson-Gamma model (Mijoule et al (2012)) introduced in Anisimov
et al (2007). This model assumes that patients arrive at different centres
according to Poisson processes where the rates are Γ(α, β)-distributed.
The talk aims to give the very first steps of a model for multicentric
clinical trial cost. The main ingredients are the recruitment process NCt
which is a sum of C Poisson-Gamma processes modelling recruitment
in each centre, two constants, Fc, that is a fixed cost of a centre c and
K, that is a fixed cost per patient, and a function k(·) representing a cost
per patient as a function of t. The total cost at time t can be written (Ti
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is the arrival instant of i-th patient):
Ct = KN
C
t +
NCt∑
i=1
k(t, Ti) +
C∑
c=1
Fc.
The first term of the right-hand term is the cost generated by the Nt
recruited patients, the second one, the cumulative cost of the different
patients and F is the fixed cost of the centre. This can be rewritten
Ct = KN
C
t +
∫ t
0
k(t, s)dNCs +
C∑
c=1
Fc. (1)
It is easy to calculate the expectation E[Ct] for a given t but the instant
of interest is the first time denoted by τ when the process NCt attains
NR (τ = inf{t : Nt ≥ NR}). Obviously τ is a stopping time for
the natural filtration but unfortunately, the integral involved in (1) is not
of Itoˆ’s type and the calculation of E[Cτ ] cannot be made by the use of
standard stochastic calculus arguments.
The main objective is to present the main ingredients of the cost pro-
cess modelling and especially the recruitment process. We also explain
how to calculate the total cost (E[Cτ ]) at the end of clinical trial.
Keywords: Clinical trials, recruitment, Bayesian statistics, Poisson process.
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Given univariate survival functions, we compute the dependence
structure that maximizes the probability of a joint default. For inhomo-
geneous marginals, this is not the comonotonicity copula, opposed to a
common modeling (mal-)practice in the financial industry. We present
a stochastic model that respects the marginal laws and attains the up-
per bound for joint defaults. We explain how one can simulate from
this copula / joint distribution. We illustrate the theoretical findings by
bootstraping default probabilities from credit default swap contracts ref-
erencing on EU peripherals and Germany and we compute the upper
bound for the probability of Germany defaulting jointly with one of the
peripherals.
Keywords: Joint default, singular component, copula.
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Recently various approaches for the statistical analysis of several
ranked lists that comprise the same set of objects have been proposed.
The general assumption is that assessors or assessing devices rank these
objects independently of each other. This assumption holds for many
applications (e.g. Schimek and Bloice, 2012) such as the integration of
rank order data from different biotech laboratories or from Web search
engines. In this paper we are taking an interest in ranked lists which
originate from one and the same ranking mechanism but with repeti-
tions in time order. A typical example are university league tables that
are calculated each year. An institution providing such tables adheres
to the same ranking criteria for sake of comparability along the time
line. So far statistical analysis of such time course ranking data could
only be performed under the insufficient assumption of independence.
Most recently, Hall and Schimek (2012) have developed a nonparamet-
ric inference procedure which allows us, not only to estimate the length
of a top-k sublist of high concordance under independence of the rank-
ings, but also under moderate m-dependence of the rankings. In both
instances their approach provides an estimate of the point of degenera-
tion j0, where k = j0 − 1, for pairwise combinations of the input lists,
even when they are highly irregular and very long.
The estimation of j0 is achieved via a moderate deviation-based ap-
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proach. In the theoretical analysis of the probability that an estimator
(computed from a pilot sample size ν) exceeds a value z, the deviation
above z is said to be a moderate deviation if its associated probabil-
ity is polynomially small as a function of ν, and to be a large devi-
ation if the probability is exponentially small in ν. In regular cases,
the values of z = zν that are associated with moderate deviations are
zν ≡
(
C ν−1 log ν
)1/2, where C > 14 . The null hypothesis H0 that
pk =
1
2 for ν consecutive values of k, versus the alternative H1 that
pk >
1
2 for at least one of the values of k, is rejected if and only if
pˆ±j − 12 > zν . The quantities pˆ+j and pˆ−j represent estimates of pj com-
puted from the ν data pairs Ii for which i lies to the right of j, or to
the left of j, respectively. Under H0, the variance of pˆ±j equals (4ν)
−1,
hence we can evaluate the above inference procedure in practice.
Our understanding of time course ranking data is still quite limited.
Therefore, we have developed a suitable data generating model that al-
lows us to perform conclusive simulation experiments. As well as the
simulation evidence we also present an example based on UK univer-
sity league tables from 2008 to 2013 (source: The Complete University
Guide).
Keywords: Consensus ranking, moderate deviations, m-dependence, ranked
list, time course data.
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A test is exact if its significance level can be proven for the given
finite sample size. We present the first exact one-sided tests for binary
choice models. The tests apply when there are sufficiently many pairs
of observations that have the same attributes apart from the one to be in-
vestigated. Note that exact tests have not even been previously available
for the parametric logit and probit models.
We consider a binary choice model in whichm real valued attributes
z1, .., zm are used to explain the binary response Y ∈ {0, 1}. Unknown
parameters β1, .., βm determine how changes in the attributes influence
the probability that Y = 1. Specifically,
P (Y = 1|z) = F (z, β)
where we assume that F is strictly increasing in zj if and only if βj > 0.
A popular example is logistic choice where F (z, β) = e
z′β
1+ez′β
. We wish
to test H0 : βj ≤ 0 against H1 : βj > 0 based on n observations
(xi, yi) ∈ Rm+1, i = 1, .., n, where yi is a realization of Yi such that
P (Yi = 1|xi) = F (xi, β) and (Yi)ni=1 are independent random vari-
ables if one conditions on x1, .., xn.
Our tests do not require that the statistician knows F. However, they
are only applicable if there are sufficiently many pairs of observations in
which all attributes except for the jth one are identical. Formally a test
is a mapping φ : Rn×m × Rn → {0, 1} such that the null hypothesis
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is rejected if φ (x, y) = 1. The test has level α if βj ≤ 0 implies
P (φ = 1|x) ≤ α. The test is also called exact as the inequality defining
the level can be proven for the given sample of attributes and is not based
on asymptotic theory.
Note that there are no exact one-sided tests for the popular cases
of logit and probit. Exact two-sided tests for H0 : βj = 0 can easily
be constructed using permutation tests, however a rejection does not
give any indication as to whether the jth attribute has a positive or a
negative effect on the probability. The only known exact one-sided test
is available for the linear probability model where F (z, β) = z′β, and
is due to Gossner and Schlag (2012).
Our test is constructed as follows. We first collect observations into
blocks where observations belonging to the same block have the same
values of attributes k 6= j. We then pair observations within each block
and investigate across all blocks, using the binomial test, how the re-
sponse depends on changes in the value of the jth attribute. Additional
randomization and derandomization techniques are used to make the test
independent of how observations are indexed.
Numerical examples are used to demonstrate the power of our test
and to show how standard tests do not control the type I error.
Keywords: binary choice, single index model, exact testing, logit, probit.
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Analysis of correlated data, for categorical as well as continuous
endpoints, is very common in statistical analysis. When data arise from
cluster-correlated binomial populations, the dependence among obser-
vations within clusters can lead to what is known as extra-binomial
variation or overdispersion. Methodologies based on random effect and
marginal models, such as GEE and GMM, are widely available to ana-
lyze such data. These methods generally assume large-sample continu-
ous distributions to approximate the distributions of test statistics used
to evaluate model parameters. For categorical data, such approaches
may work poorly when sample sizes are small or sparse. Permutation or
exact methods are available in such cases (conditioning on the sufficient
statistics from the exponential family formulation for correlated categor-
ical data developed by Molenberghs and Ryan, 1999) but the algorithms
for computing exact p-values are often memory and time intensive. We
have developed new computational approaches using multicore proces-
sors to cut the execution time and to more efficiently manage mem-
ory. In this paper we discuss how these methods can be applied through
Monte Carlo simulation, using a graphical network-based algorithm.
We first we create a set of loosely connected networks (See Mehta
and Patel, 1983) to represent a set of all possible contingency tables
that have the same correlation structure as the observed data. Instead of
using one monolithic network as previously suggested (see Corcoran et
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al., 2001), we create multiple networks, each representing a value of the
sufficient statistic related to the observed correlation structure. We then
develop a network-based sampling method to sample these contingency
tables and to compute the exact p-value. To increase efficiency we use
parallel processing during the network-building phase, as well as during
the Monte Carlo sampling phase. We accomplish this by using multicore
processors, and in this paper we show how we can employ MPI and grid
structure to distribute the computation.
Keywords: exact test, correlated data, Monte Carlo, network algorithm, parallel
processing
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Simulation technique has always been the primary methodological
framework for research and development of communication networks.
For this purpose, the analytical approach based on queue theory or graph
theory have been often used as well. However, its use requires quit sim-
plifying assumptions since more realistic assumptions make compre-
hensive analysis extremely difficult. The main disadvantages of empir-
ical methods include inability to test network sensitivity and tune per-
formance. Thus, simulation technique is an indispensable tool for the
research and development of wireless sensor networks. It allows to get
significant comparative studies of different traffic-aggregation protocols
or energy efficient routing algorithms, and hence, a researcher can deter-
minate which protocol performs better from the quality-of-service point
of view in a concrete situation.
One of the most important issue of a wireless sensor network sim-
ulation is the pseudo-random graphs generator required to describe the
structure of links connecting pairs of sensors. A network topology strong-
ly influence the choice and performance of routing and broadcasting
protocols. For these reasons, it is very important to consider the na-
ture and mechanism of network topology generating, and the manner in
which it depends on the features of the wireless sensor network. In most
investigations of wireless sensor networks, when topology-based algo-
rithms are evaluated, a unit disk graph (UDG graph) is generally used
in assumptions of the simulation framework. Let us provide the formal
definition of UDG graph from the textbook (Wagner and Wattenhofer,
2007).
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Definition. A graph G = (V,E) is a UDG graph if and only if
there is an embedding of the nodes in the plane such that {u, v} ∈ E,
u, v ∈ V if and only if the Euclidean distance between u and v is less
than or equal to 1.
Taking into account characteristic of real networks, a reliable gen-
erator has to deliver UDG graphs with some additional properties, for
example, graph connectivity, the limitations for graph diameter, desired
nodes density etc. The common used approach of UDG graphs gener-
ating is as follows. A graph is formed by distributing nodes uniformly,
randomly and independently from each other in some area (Choo, 2010).
Next, for each pair of nodes the edge presence is computed. If the gener-
ated graph is not connected then one is rejected. Depending on desired
properties of UDG graph, some additional actions can be made.
We provide a new method that can speedup simulation of wire-
less sensor networks or ad hoc networks. Performance improvement
is achieved by generating pseudo-random UDG graphs with prescribed
properties. Thus, additional treatment of the generated graphs is not re-
quired and the graph rejection procedure is not used. Numerical results
demonstrate that the proposed method achieves an essential computa-
tional cost reduction in comparison with the standard approach.
Keywords: simulation, pseudo-random graph generator, UDG graphs
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Level sets of Gaussian random fields have attracted much inter-
est due to their applications to modeling complex stochastic structures.
Starting from the classical Rice formula, a group of results concerning
the behavior of the Hausdorff measure of these level sets has been estab-
lished, see Shashkin (2013) and references there. There are also some
limit theorems for the integrals over the level sets, provided that the un-
derlying random field satisfies a mixing property, see Iribarren (1989).
Our talk is devoted to the functional limit theorem for the integrals over
Gaussian level sets where the integrand is a continuous random field
independent of the underlying Gaussian one. Instead of mixing we em-
ploy the notion of (BL, θ)-dependence, which comprises both Gaussian
and associated random fields with integrable covariance functions. For
∆ > 0 set T (∆) = {(k1/∆, . . . , kd/∆) ∈ Rd : k ∈ Zd}.
Definition (Bulinski (2010)). A random field ξ = {ξ(t), t ∈ Rd}
is called (BL, θ)-dependent if there exists a nonincreasing function θξ :
R+ → R+, such that θξ(r) → 0 as r → ∞ and for all ∆ > 0 large
enough, any pair of finite disjoint I, J ⊂ T (∆) and any Lipschitz func-
tions f : R|I| → R, g : R|J | → R one has
|cov(f(ξI), g(ξJ))| ≤ Lip(f)Lip(g)(|I| ∧ |J |)∆dθξ(r). (1)
Here r is the distance between I and J, |M | is the cardinality of a finite
set M, the abbreviation ξM = (ξi, i ∈M) is used for a finite M ⊂ Rd,
and the Lipschitz constants are taken with respect to the l1-norm.
Let d ≥ 3 and X = {X(s), s ∈ Rd} be an isotropic Gaussian
random field with realizations that are C1 almost surely. For a bounded
Borel A ⊂ Rd and u ∈ R, let B(u,A) = {s ∈ A : X(s) = u} and
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let H(u,A) denote the (d − 1)-dimensional Hausdorff measure of this
set. Assume that Y = {Y (s), s ∈ Rd} is a continuous random field
independent from X. With probability one, we can define a normalized
integral Zn(u) := n−d/2
∫
[0,n]d Y (s)H(u, ds), n ∈ N.
Theorem. Random processes {Zn(·), n ∈ N} have continuous tra-
jectories almost surely. Moreover, suppose that the covariance function
ofX is integrable together with its derivatives of order one and two. Let
Y also be centered, (BL, θ)-dependent and strictly stationary with inte-
grable covariance function. Then the sequence {Zn, n ∈ N} converges
in distribution in C(R), as n → ∞, to a centered Gaussian random
process with covariance function determined by X and Y.
Keywords: Gaussian random fields, level sets, Rice formula, functional central
limit theorems, weak dependence.
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The unbiased estimators for solutions u(x) of boundary value prob-
lems for PDE’s are usually constructed on trajectories of Markov pro-
cesses in domain D in Rn or on the boundary ∂D. The transition fun-
tion P (x, dy) of such processes {xi}∞i=0 is usually the kernel of integral
equation
u(x) =
∫
Q
u(y)P (x, dy) + F (x), x ∈ Q. (1)
Here, Q = D or Q = ∂D, the function F (x) is defined by boundary
conditions and right part of differential equation.
Let K – integral operator in the equation (1). If ‖K‖ < 1, we may
use von-Neumann-Ulam scheme to construct the unbiased estimators
for u(x). In case of ‖K‖ = 1 and F (x) ≥ 0 for any bounded solution
u(x) of equation (1) we have representation
u(x) =
∞∑
i=0
KiF (x) +K∞u(x), x ∈ Q. (2)
Now, the Markov chain {xi}∞i=0 must have additional properties :
1). Px(τ =∞) > 0,
2). Px(xi → x∞, x∞ ∈ ∂D|τ =∞) = 1 or
3). Px(ρ(xi, ∂D)→ 0|τ =∞) = 1,
4). Exmin(τ, τε) <∞ for τε = inf(i : ρ(xi, ∂D) < ε).
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The properties permit us to obtain unbiased and ε-biased estimators for
u(x).
Using invariant and excessive functions for P (x, dy), we can con-
struct simple conditions, which yield properties 1) – 4). Markov chains,
usually used in Monte Carlo algorithms for boundary value problems
(Ermakov S.M., 1989), satisfy these conditions. These results are ap-
plied to the ”walk in hemispheres” (Ermakov S.M.,2009) and the ”walk
on cylinders” (Sipin A.S., 2012) processes.
Keywords: boundary value problems, von-Neumann-Ulam scheme, Markov
process, Monte Carlo method.
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The method of change detection in high-dimensional time sequences
is presented. We use normal random projections and random projection
with sub-gaussian tails as a method of dimensionality reduction. Diag-
nostic properties of the Hotelling control chart applied to data projected
onto random subspace ofRn are examined. We assume that the observa-
tions, d-dimensional vectorsX , are independent random samples drawn
from an unknown distribution normal distribution, let say Nd(µ0,Σ). If
the distribution mean changes from µ0 = 0 to µ1 we should be able to
detect this event with possibly highest probability.
The goal of this simulation study is to show that random projections
(see Achlioptas (2003), (Dasgupta, 2003), (Matousek, 200), (Vempala,
2004), among many others) can be efficiently used for mean change de-
tection during statistical monitoring of a high-dimensional normal pro-
cess.
The common statistics used in monitoring individual multivariate
observations is the Hotelling statistic Hotelling (1931), Rao (1973), Ma-
son and Young (2002). The bases of the T 2 statistic is knowledge of
the covariance matrix Σ or its good estimate. Here we assume that the
variance-covariance matrix Σ is not known and due to a large dimen-
sionality d its estimation is impossible.
A random projection from d dimensions to k dimensions is a lin-
ear transformation represented by a d × k matrix S ∈ Rk× d – a ma-
trix whose entries are i.i.d. samples of a certain random variable. But
once these values (i.e., projection matrix entries) are obtained, it remains
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fixed for the rest of simulation.
Thus, projected observations V = SX are k-dimensional random
vectors which follow normal distributionNk(0, S ΣST ). As a next step
we calculate T 2 statistics from projected observations (in k dimensions).
Without loss of generality we consider the case when the covariance
matrix Σ is a diagonal matrix diag(l1, . . . , ld), where l1 ≥ . . . ≥ ld.
We discuss some properties of this test, while the goal of our sim-
ulations studies is to evaluate its power. In this simulation studies d =
10000 and k varies from 10 to 100. Keywords: change detection, mul-
tidimensional control charts, dimensionality reduction, random projections,
Hotelling statistics
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We consider the equation
∂u
∂t
=
σ2
2
∂2u
∂x2
+ f(x)u,
where σ is a complex-valued parameter, such that Reσ2 ≥ 0. When σ
is a real number this equation corresponds to the Heat equation while
when Reσ2 = 0 it corresponds to the Schro¨dinger equation. For this
equation we consider the initial boundary value problem with Dirichlet
condition u(0, x) = ϕ(x), u(a, t) = 0, u(t, b) = 0. In the case when σ
is a real number there exists probabilistic representation of the solution
( Freidlin (1985)) in a form of the mathematical expectation (so called
Feynman - Kac formula), namely
u(t, x) = E
{
ϕ(ξ˜x(t ∧ τ))e
∫ t∧τ
0 f(ξ˜x(v))dv
}
,
where ξ˜x(t) is a Brownian motion with a parameter σ, killed at the exit
time τ from the interval [a, b]. On the base of this representation one
can approximate the solution using some suitable approximation of the
Wiener process. This approach doesn’t work if Imσ 6= 0. It is known
that when σ is not a real number there exists no analogue of the Wiener
measure and hence one can not present the Feynman -Kac formula as
an integral with respect to a σ-additive measure in a trajectory space.
When Reσ2 = 0 (that corresponds to the Schro¨dinger equation) one
can apply an integral with respect to the so called Feynman measure
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that is a finitely-additive complex measure in the trajectory space which
is defined as a limit over a sequence of partitions of an interval [0, T ]. It
should be mentioned that this approach is not a probabilistic approach
in the usual sense since the very notion of a probability space does not
appear in it. To get the stochastic approximation of the solution we use
another approach based on the theory of generalized function. On a spe-
cial probability space we define the sequence of probability measures
{Pn} and limit object L = limn→∞ Pn but this limit object is not a
measure it is only generalized function. That means that the conver-
gence
∫
fdPn → (L, f) is valid only if f belongs to the class of test
functions. On this probability space we define a complex-valued pro-
cess so that the mathematical expectation with respect to the measure
Pn of some functional of this process converges to the value of the gen-
eralized function applied to this test function that leads to a solution of
the initial boundary value problem.
Keywords: random process, evolution equation, limit theorem, probabilistic
approximation.
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Wave propagation in complex inhomogeneous media is an urgent
problem in many fields of research. In electromagnetics, these prob-
lems arise in such applications as estimation of soil water content, well
logging methods, etc. In order to compute the electromagnetic fields in
an arbitrary medium, one must numerically solve Maxwell’s equations.
The large scale variations of coefficients as compared with wavelength
are taken into account in these models with the help of some boundary
conditions. The numerical solution of the problem with variations of
parameters on all the scales require high computational costs. The small
scale heterogeneities are taken into account by the effective parameters.
In this case, equations are found on the scales that can be numerically
resolved. It has been experimentally shown that the irregularity of elec-
tric conductivity, permeability, porosity, density abruptly increases as
the scale of measurement decreases. The spatial positions of the small-
scale heterogeneities are very seldom exactly known. It is customary
to assume the parameters with the small scale variations to be random
fields characterized by the joint probability distribution functions. In
this case, the solution of the effective equations must be close to the
ensemble-averaged solution of the initial problem. For such problems,
a well-known procedure of subgrid modeling is often used. The effec-
tive coefficients using subgrid modeling in the quasi-steady Maxwell’s
equations for a multiscale isotropic medium are described in (Soboleva
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2011). In the present paper we obtain formulas of effective coefficients
for Maxwell’s equations in the frequency domain when the following
condition σ(x)/(ωε(x)) < 1 is satisfied. The correlated fields of elec-
tric conductivity and permittivity are approximated by a multiplicative
continuous cascade:
ε(x)l0 = ε0 exp
(
−
∫ L
l0
χ(x, l1)
dl1
l1
)
, (1)
σ(x)l0 = σ0 exp
(
−
∫ L
l0
ϕ(x, l1)
dl1
l1
)
, (2)
where ε0, σ0 are the constants, l0, L are the minimum-scale and maximum-
scale of measuring, respectively. It is assumed that the fields χ(x, l),
ϕ(x, l) are isotropic with a normal distribution and a statistically ho-
mogeneous correlation function. The fluctuations of these fields on dif-
ferent scales of heterogeneities do not correlate. This assumption is
standard in the scaling models. To derive subgrid formulas to calculate
effective coefficients, this assumption may be ignored. However, this
assumption is important for the numerical simulation of the field. The
theoretical results obtained in the paper are compared with the results
from direct 3D numerical simulation.
Keywords: Maxwell’s equations, multiscale isotropic medium, subgrid model-
ing, effective parameters.
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In classical parameter estimation of nonlinear models, a Gaussian
approximation of parameter uncertainty is usually obtained by lineariz-
ing the model around a point estimate. Classical optimal design methods
are based on this approximation, and aim, for instance, at minimizing
the covariance matrix of the parameters. These approaches suffer from
two flaws. First, they depend on the linearization point and on the valid-
ity of the Gaussian approximation. Second, classical design methods are
often unavailable in ill-posed estimation situations, where previous data
lacks the information needed to properly construct the design criteria.
With MCMC methods, nonlinear parameter estimation problems can be
solved without using, e.g., Gaussian approximations, and MCMC has
been intensively used for model fitting in many fields of science and
engineering. Therefore, it is natural to study ways how the MCMC
output samples from the parameter posterior can be used further in
optimal design. A framework for this is given by the simulation-based
optimal design concept introduced by Mller et al. (2004). In this talk,
we discuss several aspects of simulation based optimal design based on
MCMC parameter estimation. We illustrate the benefits of the approach
by numerical examples arising from parameter estimation problems in
mechanistic dynamical ODE models.
Keywords: Simulation-based optimal design, Markov chain Monte Carlo, dy-
namical ODE models.
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The idea of weighting observation not only along the horizontal axes
(as it is done in a regression kernel smoothers), but also along the ver-
tical axes can be formally derived (see Rafajłowicz (1996), Pawlak and
Rafajłowicz (2000)). When a horizontal weight is uniform on an interval
of length h > 0 and a vertical weight is uniform on [−H, H], H > 0
say, then vertical weighting reduces to clipping observations that are
outside an interval [yˆ−H, yˆ+H], where yˆ is selected by the statistician.
Selecting yˆ as the last available observation (see Fig.2), one can derive
a number of jump detectors: by appropriately processing observations
that are captured by a box of the length h and the height 2H moving
in time. In particular, one average them (as it is done in the above cited
paper) or calculate their median (as proposed by Pawlak et all (2004)) or
just count their number and compare it with the expected number of ob-
servations, assuming the a jump is not present (as discussed recently by
Rafajłowicz et all (2010)). In all the above mentioned cases we obtain
detectors that are nonparametric in the sense that we do not impose re-
strictions on probability distributions of random errors in observations.
We are interested in the quickest detection properties of these and related
jump detectors (see Poor (2009) and the bibliography cited therein). In
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particular, our aim is to provide sufficient conditions for the detection
with conditionally zero delay. By the conditionally zero delay property
we mean a detection that takes place at sample point that is closest to
the jump occurrence, provided that there was not jump at h time instants
before. We provide also the results of simulations.
rrr r
r r r r
6
-
Figure 2. The idea of vertical clipping in jump detection.
Keywords: change detection, nonparametric setting, vertical weighting
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The focus in studying optimal parallel line assays for comparing two
or more preparations has been on contrasts related to parallelism, a com-
bined regression slope, and a comparison of the different preparations.
The ultimate interest is often in a measure of relative potency. These
experiments may be run in different design settings, such as completely
randomized designs, randomized complete or incomplete block designs,
row-column designs, and so on. A design that allows estimation of all
of the aforementioned contrasts with full efficiency has been called an
L-design.
We briefly review available results on the existence and construc-
tion of L-designs. We also present new results on the existence of row-
column L-designs, leading to a simple necessary and sufficient condi-
tion for the existence of connected equireplicated L-designs. We close
with some thoughts on additional criteria for identifying efficient de-
signs in the context of parallel line assays.
For some of the available work we refer to Finney (1978), Gupta
and Mukerjee (1996), and Chai (2002). The new results presented here
are based on Chai and Stufken (2013).
Keywords: bioassay, optimal design, row-column design, connectedness.
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The main purpose of Genome Wide Association Studies (GWAS) is
the identification of genes responsible for quantitative traits (Quantita-
tive Trait Loci, QTL) or disease causing genes in human populations.
Localization of genes in such outbred populations is relatively difficult.
The problem comes from the fact that due to cross-overs (exchange of
genetic material among chromatids), which occur during production of
reproductive cells, the statistical relation between a QTL genotype and a
genotype of the neighbouring marker might be very small. Therefore the
scientists need to use a huge number of densely spaced markers, which
necessitates the application of stringent multiple testing corrections and
results in a relatively low power of gene detection.
Modifications of Bayesian Information Criterion, mBIC and mBIC2,
were successfully used in GWAS and results can be found e.g. in Fromm-
let et al. (2011). However, it turns out that we can find much more in-
fluential genes if we perform GWAS in admixed population, obtained
as a result of interbreeding between previously separated ancestral pop-
ulations. In that case, apart from genotypes, we have information about
the origin of genome’s fragments.
I will present the problem of localizing genes and show how to use
modifications of model selection criteria in admixed population. Finally,
I will present results of simulations.
Keywords: linear regression, model selection criteria, GWAS, admixed popu-
lation
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In accrual clinical trials patients are often recruited over a long pe-
riod of time. This may be caused by a limited number of diseased el-
igible patients per time. As a result of the lengthy recruitment period,
time trends are suspected to occur. For example, this could be a result
of changes in recruitment policy (ICH E9, 1998) or a learning effect in
the application of the new method (Altman, 1988).
Randomization is used to balance out time trends between treatment
groups. Nevertheless, bias can occur if a long run of patients is as-
signed to the same treatment group (Matts, 1978). To account for this,
the randomization of subjects in blocks (Rosenberger, 2002) is explic-
itly recommended by the ICH guidelines (ICH E9, 1998) in order to get
comparable groups. However, one major drawback of permuted block
randomization is the increase in the risk of selection bias (Kennes, 2011;
Tamm, 2012). Therefore, the benefit of permuted block randomization
should be investigated in more detail.
To our knowledge, there exist no unified standard to evaluate the in-
fluence of chronological bias. Several aspects need to be examined
to study the impact of chronological bias on the results of clinical tri-
als. Hence, different methods to quantify chronological bias are dis-
cussed taking into account some developments in literature (Berger,
2003; Rosenkranz, 2011) and the influence of the chosen randomiza-
tion procedure (random allocation rule, permuted block randomization,
maximal procedure) is examined. Theoretical results regarding worst
case sceanarios as well as results based on simulations for type I error
and power are given.
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We consider queuing systems with r heterogeneous channels. Ser-
vice times of customers are independent random variables. The service
time ηin of the n-th customer by the i-th server has distribution function
Bi(x) with finite mean β−1i . Let β =
∑r
i=1 βi. Customers are served in
order of their arrivals at the system.
The input flowX(t) is assumed to be regenerative. Let θi be the i-th
regeneration point of X(t), τi = θi − θi−1, ξi = X(θi)−X(θi−1) (i =
1, 2, . . . ; θ0 = 0). Then τi is the regeneration period, ξi is the number
of customers arrived during the i-th regeneration period. Assume that
a = Eξi <∞, τ = Eτi <∞, and λ = lim
t→∞
X(t)
t = aτ
−1 a.s..
The random environment can destroy all the servers simultaneously.
After breakdown the servers are repaired during the random time. If the
customer’s service was interrupted by the breakdown then it is contin-
ued after repair from the point at which it was interrupted. We assume
that the working periods {u1n}∞n=1 of the system have exponential dis-
tribution with mean a1, and the periods of reconstruction {u2n}∞n=1 are
i.i.d.r.v’s with distribution function G(x) and mean a2. Let q(t) be the
number of customers in the system at time t. Under some additional
assumptions q(t) is a regenerative process and θi is it’s point of regen-
eration if q(θi − 0) = 0 and the system is in the working state.
Theorem 1. The process q(t) is ergodic iff ρ = λ(a1+a2)a1β < 1.
First we give the following result concerning so called super-heavy
traffic situation.
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Theorem 2. If ρ > 1 (ρ = 1) and for some δ > 0
Eτ2+δ1 <∞, Eξ2+δ1 <∞, E(u21)2+δ <∞, E(ηi1)2+δ <∞, i = 1, r,
(?)
then the normalized process qˆn(t) =
q(nt)−β(ρ−1)nt
σˆ
√
n
weakly converges
on any finite interval [0, t] to Brownian motion (absolute value of Brow-
nian motion) as n→∞. Here
σˆ2 = σ2X + λβ
2σ2β + β
2σ2S , σX =
σ2ξ
τ
+
a2σ2τ
τ3
− 2acov(ξ1, τ1)
τ2
,
σ2β =
r∑
i=1
V ar(ηi1), σ
2
τ = V ar(τ1), σ
2
ξ = V ar(ξ1),
σ2S =
a21σ
2
2 + a
2
2σ
2
1
(a1 + a2)3
, σ2i = V ar(u
i
1), i = 1, 2.
For heavy traffic situation we consider time-compression asymp-
totic. Namely the input flow is given by the relation
Xn(t) = X
(
ρ−1
(
1− 1√
n
)
t
)
,
so that the traffic coefficient depends on the parameter n and ρn ↑ 1
as n → ∞. Let qn(t) be the process q(t) for the system with in-
put flow Xn(t). Then under conditions (?) the normalized process
q˜n(t) =
qn(nt)√
n
weakly converges on any finite interval [0, t] as n → ∞
to the diffusion process with reflecting at the origin and coefficients
(−√α, σ˜2). Here σ˜2 = αβσ2β + αλβσ2X + σ2S and α = a1a1+a2 .
Keywords: multichannel queuing system, regenerative process, random envi-
ronment, heavy traffic.
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The salesman problem is to find the closed path x with the minimal
length H(x), which crosses N given points exactly one time. As a first
step the good initial approximation is proposed. The initial points are
reflected into a unit square. The polar co-ordinates r, φ with the origin
in the square center are introduced, and in the initial approximation (see
the left side in Fig. 1) all points are numbered according the growth of
the angle φ. The following approximations are constructed by using the
simulation of dynamic fields by Metropolis (1953).
If in the k-th approximation x = x(k), then the path x(k) is
x(k) = {j(k)1 → j(k)2 → · · · → j(k)N → j(k)N+1 = j(k)1 }. In partial,
x(0) = {1→ 2→ · · · → N → 1} defines the initial path.
The energy function H(x(k)) is equalH(x(k)) =
∑N
i=1 r
(k)
i , where
r
(k)
i = r(j
(k)
i , j
(k)
i+1) is the distance between points j
(k)
i and j
(k)
j+1.
The next approximation is performed by the two-change, at which
accidentally two numbers of the previous path are chosen, and the direc-
tion of motion between them is changed to inverse. The obtained path
y is considered as a test path.
If ∆H = H(y) − H(x(k)) ≤ 0, then we put x(k+1) = y. If
∆H > 0, then x(k+1) = y with the positive probability P = e−β∆H ,
and in the opposite case the path y is rejected x(k+1) = x(k).
If the annealing coefficient β → ∞, then the Metropolis method
converges to the path with minimum H(x).
The following expression for the probability P is proposed
P = exp
(
− β∗∆H√
(σˆ(k))2 + (σˆ(k+1))2
)
,
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where (σˆ(k))2 = 1N
∑N
i=1(r
(k)
i )
2 − ( 1N
∑N
i=1 r
(k)
i )
2, and β∗ is the di-
mensionless annealing coefficient (we take 2 ≤ β∗ ≤ 7).
Fig. 1. The initial path (left) and the final path (right)
At the largeN we decrease the general path length by optimizing the
separate parts of path. Also it is important to delete the cross-sections.
For the random independent homogeneous distribution of points the
criteria of the path optimality is the normalized length γ = H/
√
NA ≈
0.749, where A is the area, containing all points (Beardwood, 1959).
The proposed algorithm gives the path, close to optimal, and some-
times optimal. This conclusion is supported by some examples. Con-
sider one of them. The N = 1000 random independent uniformly
distributed points in a unite square are studied. The final path with
γ = 0.757 is shown in Fig. 1. The next examples of the points dis-
position are taken from the Internet library TSPLIB, and sometimes
the proposed algorithm gives the better result than in this library. In
partial, for TS225 we get γ = 0.6978.
Keywords: traveling salesman problem, Metropolis annealing.
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Censoring of the covariate can occur in many applications. In the
Biostatistics field common examples are 1) when interest lies in assess-
ing the time-dependent accuracy of a biomarker where survival time is
considered a covariate and 2) when a covariate is subject to a limit of
detection. We address the problem of inference in a repeated measures
setting when a covariate is subject to censoring via an estimating func-
tion approach. Our method does not necessarily assume a parametric
form for the distribution of the response given the regressors. In the
linear regression case, the proposed approach implies the use of mean
imputation of the censored regressor accompanied by a simple adjust-
ment made to the working covariance matrix. We show how the use
of flexible parametric models for the distribution of the covariate can
be employed. When survival time is considered as the covariate sub-
ject to censoring, the use of the generalized gamma distribution is ex-
plored, since it is considered as a platform distribution covering a wide
variety of hazard rate shapes. The method is further robustified with
the use of a constrained natural spline (CNS) that allows us to obtain
a smooth monotone estimate of the cumulative hazard function for the
distribution of the censored covariate. For models involving additional,
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fully observed, covariates we propose either the use of the generalized
gamma accelerated failure time regression or an extension of the CNS
method under the proportional hazard model framework. The proposed
approach is in some cases broader than likelihood based multiple im-
putation techniques. Moreover, even in cases with a known parametric
form for the response distribution, the method can be considered a fea-
sible alternative to likelihood based estimation. We present applications
involving biomarkers and discuss ROC estimation based on our model-
ing approach.
Keywords: censored covariate, estimating equations, generalized linear model,
natural cubic spline, restricted least squares, survival estimation.
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Boltzmann tallies are the linear functionals on the solutions of Boltz-
mann equations (Booth, 1994). Monte Carlo methods based on the
Neumann-Ulam scheme can be used to estimate the Boltzmann tallies.
However, not all real-world calculations can be represented as such tal-
lies. The pulse height tally is example of non-Boltzmann tally.
Thomas E. Booth introduced variance reduction techniques to esti-
mate non-Boltzmann tallies (Booth, 1994). The main idea is to consider
the branching trajectory as indivisible collection of tracks that is referred
as supertrack. When we want to split the particle we have to split the
whole supertrack. This rule leads us to the idea that supertrack approach
can be derived from general theoretical probability approach if we con-
sider the supertrack as the elementary event.
Original article (Booth, 1994) discusses importance sampling, split-
ting, Russian Roulette and DXTRAN. In this paper we discuss also
forced collisions technique.
We depart from describing the probability space (S,H, P ) on the
set of all branching trajectories S. Then we apply the variance reduction
techniques to estimate the Lebesgue integral
I =
∫
S
q (S)P (dS). (1)
The applied techniques are importance sampling, Russian Roulette
game, splitting and stratified sampling.
When applied, the importance sampling, Russian Roulette game and
splitting immediately lead us to the formulation of the rules how to cal-
culate the weight of the trajectory. These rules are identical to those in
354 Volume of Abstracts
supertrack approach.
To apply the stratified sampling method we have to partition the set
of branching trajectories S into countable number of subsets. Depend-
ing on what kind of partition is chosen we derive the forced collisions
technique or DXTRAN.
Let us consider the forced collision technique. Given the trajectory,
we can say how many times the trajectory enters the selected region
where the forced collision is applied. Each time the trajectory enters
the region we can say if the particle runs throughout the region with-
out collision or not. So, we can partition set S into subsets Tk where k
indicates how many times trajectory enters the region. Each Tk we par-
tition into 2k subsets Tki, where i indicates what branch was selected at
each intersection of the region (collided or non-collided). AllTki gener-
ate the countable partition of S. When we apply the stratified sampling
with this partitioning we derive the formulation of the forced collision
technique within the supertracks approach.
Let us consider the DXTRAN technique. Given the trajectory we
can say after which collision it enters the DXTRAN sphere. This pos-
sibility shows how to partition S in case of DXTRAN. We denote the
subset of trajectories that enters DXTRAN sphere after k-th collision as
Tk, and non-DXTRAN trajectories asT0. With this kind of splitting we
derive the DXTRAN technique.
Keywords: supertracks, DXTRAN, forced collisions
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The Ergodic missing data analysis(Alexeyeva, 2012) is based on
repeated measures ANOVA and was created for studying longitudinal
data, containing gaps with full data at least in one point.
The model
The following form of analysis of variance is taken into consideration:
xijk = µ+ αi + ε
1
ij + βk + γik + εijk,
where:
µ – general mean
αi – fixed effect of group
βk – the effect of time
γik – interaction effect of time and group
ε1ij , εijk – independent normally distributed unbiased individual and to-
tal errors, i = 1 . . . r, j = 1 . . . νi, k = 1 . . .T.
By introducing individual displacements Hij as sums of series, based
on infinite sequences of cross-averages, it became possible to split it into
two unbiased models:
• xij· −Hij = µ+ αi + Θ1ij
• xijk − xij· + Hij = βk + γik + Θijk, where:
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Θ1ij ,Θijk – new unbiased, but correlated errors.
To estimate the parameters and to test the hypotheses about the sig-
nificance of the effects one needs only to construct the correlation ma-
trices of these errors.
Ergodic property
The main problem was to investigate the fact of the improving of the
ergodic property of data by subtraction of the individual displacements
Hij from initial data.
The ergodic property here should be understood in its physical meaning
of the lack of the difference between time and space counted means.
As the result of this work, it became known that the improvement of the
ergodic property depends on the significance of time effect.
In other words, the presence of the trend as an increasing(decreasing)
monotonic function in data mostly allows to say about improving the
ergodic properties in case of positive(negative) covariance between the
number of presented sample values and the value of the displacement.
This condition often occurs for example with the growth of the amount
of missing data in time.
The rate of trend’s increase(decrease) affects the degree of confidence
with which we can claim about this fact.
Keywords: repeated measures ANOVA, missing data, unbiasedness, ergodic
property
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In this report, we cover major contributions made by Prof. Reuven
Rubinstein (1938-2012) in the field of Monte Carlo Simulation. During
his scientific career Reuven authored more than one hundred papers and
six books. His research focused on various fields of applied probability,
such as adaptive importance sampling, rare event simulation, stochastic
optimization, sensitivity analysis and counting in NP-complete prob-
lems.
In 2010 Prof. Rubinstein won the INFORMS Simulation Society
highest prize - the Lifetime Professional Achievement Award (LPAA),
which recognizes scholars who have made fundamental contributions to
the field of simulation that persist over most of a professional career.
In 2011 Reuven Rubinstein won the Operations Research Society of Is-
rael (ORSIS) highest prize - the Lifetime Professional Award (LPA),
which recognizes scholars who have made fundamental contributions to
the field of operations research over most of a professional career.
In this report we concentrate on his fundamental results:
• The score function (SF) method. While analyzing complex discrete-
event systems, we are interested not only in performance (es-
timator) evaluation, but also in sensitivity analysis of the later.
The purpose of score function method is to estimate the gradient
and higher derivatives of the corresponding estimator (Rubinstein
1986).
• The Cross-Entropy (CE) method. CE is an efficient procedure for
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the estimation of rare-event probabilities. The method proved to
be a very powerful technique capable to handle hard rare-event
and combinatorial optimisation problems. During the algorithm
execution, samples of random data are repeatedly generated, then,
the parameters of random generation mechanism are updated ac-
cording to the previous samples in order to produce ”better” ones
in the next generation. (Rubinstein and Kroese 2004,2008).
• The Stochastic Enumeration (SE) Algorithm. SE is a new generic
sequential importance sampling scheme for counting ]P complete
problems such as the number of satisfiability assignments and
the number of perfect matchings in the graph (permanent). The
SE provides a natural generalization of the classic one-step-look-
ahead algorithm in sense that it runs many trajectories in parallel
instead of one and employs a polynomial time decision making
oracle. (Rubinstein, 2011)
Keywords: Simulation, rare events, applied probability, stochastic optimiza-
tion, sensitivity analysis, counting.
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In graph theory, a vertex cover of a graph is a set of vertices such that
each edge of the graph is incident to at least one vertex of the set. In this
article we are interested in counting all vertex covers in a graph. The
area of counting, and in particular the definition of ]P complete class
introduced by Valiant (1979) received much attention in the Computer
Science community. For example, Karp and Lubby (1983) introduced
a FPRAS (A fully polynomial randomized approximation scheme) for
counting the solutions of DNF satisfiability formula. Similar results
were obtained for the Knapsack and Permanent problems. See Jerrum,
Sinclair, Vigoda (2004) and (Dyer, 2003).On the other hand, there are
many ’negative’ results. For example, Dyer, Frieze and Jerrum (1999)
showed that there is no FPRAS for ]IS (Independent Set) if the max-
imum degree of the graph is 25 unless RP = NP. Counting the number
of vertex covers remains hard even when restricted to planar bipartite
graphs of bounded degree, or regular graphs of constant degree. See
Vadhan (1997) for details.
We propose a Sequential Importance Sampling procedure for count-
ing the number of Vertex Covers in a graph. In spite of the fact that
counting algorithms based on Importance Sampling seems to perform
very well in practice, it is also known that their performance depends
heavily on the closeness of the proposal distribution to the uniform one.
Our algorithm introduces probabilistic relaxation technique combined
with Dynamic Programming, in order to obtain efficient estimate of this
distribution. At each step, the procedure decides whether to include the
given vertex in the cover set or not. The decision is based on the approx-
imated number of covers in each case. During the algorithm execution,
we guarantee that the sequential procedure always produces a valid ver-
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tex cover while saving computation effort. Moreover, the algorithm can
supply a probabilistic lower bound that is calculated online.
Our numerical results indicate that the proposed scheme compares
favorably with other existing methods. We were able to handle large
graph problems in reasonable time. In particular we compare with ca-
chet - an exact model counter, and, with the state of the art SampleSearch
that is based on Belief Networks and Importance Sampling.
Keywords: Counting, Sequential Importance Sampling, Dynamic Program-
ming, Relaxation, Random Graphs.
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Genetic models are used to estimate the extent to which genetic vari-
ation explains variation in an observed trait. General models in both
human and animal genetics decompose total trait variance into genetic
variance and non-genetic (environmental) variance. This is relatively
straightforward for traits that are assessed by manifest measures like
height in humans and milk yield in cows, but not for traits that are more
indirectly measured, like personality or intelligence. Such traits are of-
ten measured using test items. The reliability of the measurements is
then related to the number of test items and the quality of the items in
the test. To avoid the confounding of measurement error with true en-
vironmental variance, such traits assessed with measurement error can
be analysed with a combination of a measurement error model and a
structural model. The structural model is a genetic model that defines
the phenotype, and the measurement model is an Item-Response Theory
(IRT) model. For examples of this approach, refer to van den Berg, Glas
and Boomsma (2007) and van den Berg and Service (2012). The com-
bined models can be estimated in a Bayesian framework using MCMC
sampling. In more advanced applications, this often requires recasting
existing models into directed acyclic graphical (DAG) models. Several
more complex genetic models will be discussed, such as models involv-
ing gene-environment interaction, assortative mating (non-random mat-
ing where individuals with similar genotypes and/or phenotypes mate
with one another more frequently than what would be expected under
a random mating) and inbreeding (mating of parents which are closely
related genetically). The models will be illustrated using computational
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examples with empirical data.
Keywords: Bayesian Statistical Methods, directed acyclic graphical (DAG)
models, Genetic models, Item Response theory, MCMC.
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The most popular designs for fitting the second-order polynomial model
are the central composite designs of Box and Wilson (1951) and the de-
signs of Box and Behnken (1960). For k = 2, 4, 6 and 8, the uniform
shell designs of Doehlert (1970) require fewer experimental runs than
the central composite or Box-Behnken designs. In analytic chemistry
the Doehlert designs are widely used. The uniform shell designs are
based on a regular simplex, this is the geometric figure formed by k + 1
equally spaced points in a k dimensional space; an equilateral triangle
is a two-dimensional regular simplex. The shell designs are used for fit-
ting a response surface to k independent factors over a spherical region.
Doehlert (1930 1999) proposed in 1970 the design for k = 2 factors
starting from an equilateral triangle with sides of length 1, to construct
a regular hexagon with a centre point at (0,0). The n = 7 experimental
points are (1,0), (0.5 , 0.866) , (0, 0), (-0.5, 0.866), (-1, 0), (-0.5, -0.866)
and (0.5, -0.866).The 6 outer points lie on a circle with a radius 1 and
centre (0, 0). This Doehlert design has an equally spaced distribution
of points over the experimental region, a so-called uniform space filler,
where the distances between neighboring experiments are equal. Re-
sponse surface designs are usually applied by scaling the coded factor
ranges to the ranges of the experimental factors. The first factor cov-
ers the interval [ -1, + 1], the second factor covers the interval [-0.866 ,
+0.866].
A Doehlert design for four factors needs 21 trials with the intervals for
the factors respectively [ -1, +1], [ -0.866 , + 0.866], [-0.816, + 0.816]
and [ -0.791, +0.791]. The 21 design points are (0, 0, 0, 0), (1, 0, 0,
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0), (0.5, 0.866, 0, 0), (-0.5,0.866, 0, 0), (-1, 0, 0, 0), (-0.5, -0.866, 0,0),
(0.5, -0.866, 0 , 0), (0.5, 0.289, 0.816, 0), (-0.5, 0.289, 0.816, 0),
(0,-0.577, 0.816, 0), (0.5, -0.289, -0.816, 0), (-0.5, -0.289, -0.816,0),
(0, 0.577, -0.816, 0), (0.5, 0.289, 0.204, 0.791), (-0.5, 0.289, 0.204,
0.791), (0, -0.577, 0.204, 0.791), (0, 0, -0.612, 0.791), (0.5, -0.289,
−0.204, -0.791), (-0.5, -0.289, -0.204, -0.791), (0, 0.577, -0.204,
-0.791), (0, 0, 0.612, -0.791).
Doehlert and Klee (1972) show how to rotate the uniform shell designs
to minimize the number of levels of the factors. Most of the rotated
uniform shell designs have no more than five levels of any factor; the
central composite design has five levels of every factor.
The determinant criterion of the variance matrix of Doehlert designs will
be compared with central composite designs and Box-Behnken designs,
see Rasch et al. (2011).
Keywords: second-order polynomial designs, quadratic response designs,
Doehlert designs.
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Industrial parts are routinely affected by dimensional and geomet-
ric errors due to the manufacturing processes used for their production.
These errors, that usually have a typical pattern related to the employed
manufacturing process, are limited by means of dimensional and ge-
ometrical tolerances (such as straightness, roundness, flatness, profile)
that have to be verified on the manufactured parts. Coordinate Measur-
ing Machines (CMM) are the most common equipment for 3D measure-
ment because of their accuracy and flexibility.
In the present paper we focus on the inference on the error of differ-
ent planar surfaces whose tolerances are verified using a CMM. For this
purpose we suggest the prediction of the surface model using a Kriging
model on a set of measured points. Kriging is a stochastic linear inter-
polation technique that predicts the response values at untried locations
with weights assigned to the tried locations. The weights are selected
so that the estimates are unbiased (repeatedly Kriging we expect the
correct result on average) and they have minimum variance. The fun-
damentals is the rate at which the variance between points changes over
space. This is expressed as a variogram which shows how the average
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difference between values at points changes; it is a function of the dis-
tance and of the corresponding direction of any pair of points depicting
their correlation extent. Theoretically, it is defined as the variance of the
difference between the response values at two locations and it is equiv-
alent to the correlation function for stationary processes. The use of the
variogram instead of the correlation function is recommended by the
geostatisticians even if the process is not stationary.
In this paper we resort to variograms to detect possible manufacturing
signatures, i.e. systematic pattern that characterizes all the features man-
ufactured with a particular production process, and systematic errors of
the CMM measurement process. We simulate different, and most com-
mon, manufacturing signatures of a planar surface and possible errors of
a measurement process with CMM. The variograms are estimated using
the most robust empirical estimator in the case at hand and the likelihood
(or restricted likelihood) estimator. The behavior of the omnidirectional
variogram suggests the spatial correlations, giving evidence of possible
non isotropy.
Keywords: Kriging Model, Spatial Correlation, Variogram, Anisotropy, Geo-
metric Errors.
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Contemporary western societies have grown accustomed to a very
reliable electricity supply by power transmission grids. However, sub-
stantial implementation of intermittent renewable generation, such as
photovoltaic power or wind power, may threaten grid reliability. Power
imbalances caused by generation intermittency may force grid operators
to curtail power to ensure grid stability. As they are obliged to keep re-
liability at a prescribed level, grid operators must be able to perform a
quantitative reliability analysis of the grid.
For this purpose, various grid reliability indices exist (Billinton et al.,
1994), and most of them depend on the probability P (C), where C de-
notes the event of a power curtailment during the time interval [0, T ] of
interest. We model the uncertain energy sources as stochastic processes,
discretized in time. At each time step, the mapping of these sources to
the occurence of a curtailment C requires solving a nonlinear algebraic
system. Since this mapping is only implicitly defined, we can not derive
P (C) directly, and we estimate it by a Monte Carlo simulation.
However, as power curtailments are undesirable (for T equal to one
week, P (C) < 10−4 could typically be desired), we may expect their
occurence to be rare. Crude Monte Carlo (CMC) estimators for rare
event probabilities require a large number of samples to achieve a fixed
accuracy level (Rubino et al., 2009). Since one CMC sample already
involves solving a large number of nonlinear systems, CMC estimation
is computationally too intensive for general grid reliability analyses.
To reduce the computational burden, we apply rare event simulation
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techniques. We use the insight that we can write most important reli-
ability indices as expectations E[I], which we can decompose as
E[I] = P (C)E [I|C] .
This decomposition suggests unbiased estimation of E[I] by Iˆ := Pˆ IˆC ,
a product of independent unbiased estimates forP (C) and IC := E [I|C],
respectively. To reduce the relative variance of the estimator
Var(Iˆ)
E2[I]
=
Var(Pˆ )
P (C)2
+
Var(IˆC)
I2C
+
Var(Pˆ )
P (C)2
Var(IˆC)
I2C
,
we reduce the first two terms on the right-hand side using an appropriate
splitting technique called Fixed Number of Successes (FNS) (Amrein et
al., 2011). This technique controls the relative variance of Pˆ by fixing
the number of hits per level. By performing one additional splitting
when the rare event set is hit, we can control the second term as well.
In this way, we control the precision of the reliability index estimate
Iˆ . Simulations show that for different levels of desired precision, FNS
requires less computational effort than CMC.
Keywords: Rare event simulation, splitting methods, reliability analysis, power
grids, renewable energy.
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In recent years there has been much interest in experiments with
two features: (i) a non-normally distributed response variable, and (ii)
grouping of the experimental units into groups, or blocks, within which
the experimental units are more homogeneous. The first feature is ex-
emplified by experiments with discrete responses, for instance in phar-
maceutical applications where the response may correspond to the for-
mation, or not, of a crystalline product. Blocking occurs in many situ-
ations, being particularly common in industrial process research where
there are often batch effects.
There are two main approaches which can address both of these fea-
tures simultaneously: generalized linear mixed models (GLMMs), and
the less popular hierarchical generalized linear models (HGLMs). Both
of these extend generalized linear models by allowing random effects in
the predictor. The latter models are fitted by maximization not of the
marginal likelihood, but of the h-likelihood. The introduction of this es-
timation method sparked some controversy, with critics raising doubts
about the range of applicability of asymptotic results. Nonetheless, we
are able to demonstrate that the claimed theoretical properties of the
procedure hold adequately in the examples we consider. One advantage
of h-likelihood is the easy availability of estimates and standard errors
for the individual block effects. A second benefit is its computational
simplicity when compared to marginal likelihood.
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We discuss the algorithmic construction of designs for HGLM ex-
periments. A design optimality criterion is developed which is appro-
priate when the analysis is to be conducted using h-likelihood. A co-
ordinate optimization algorithm is applied to several examples of mul-
tifactor experiments. The case when some factors are ‘hard-to-change’
is considered, yielding both split-plot and whole-plot design structures.
We make observations on the differences between HGLM and GLMM
designs. A pseudo-Bayesian procedure is considered for obtaining de-
signs which perform effectively when a priori the parameter values are
uncertain.
Keywords: blocking, discrete response, optimal design, random effects.
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A general method for quadrature for uncertainty quantification (UQ)
is introduced based on the algebraic method in experimental design
see, Pistone, Riccomgano and Wynn (2001) and the review Maruri-
Aguilar and Wynn (2012). This is a method based on the theory of
zero dimensional algebraic varieties. It allows quadrature for polyno-
mials p(x), x ∈ Rd, or polynomial approximands, for quite general
sets of quadrature points, here called “designs”. Thus, let ξ be a prob-
ability measure on Rd with finite moments: µα = Eξ(xα). Also, let
D = {z1, . . . , zn} be a finite set of distinct quadrature points, the “de-
sign”, in Rd. Let G = {g1, . . . , gm} be a Gro¨bner basis of I(D) with
respect to the chosen monomial ordering, ≺, and L the corresponding
set of exponents for the basis of the quotient ring. Following the alge-
braic theory, any polynomial p(x) = p(x1, . . . , xd) decomposed as
p(x) =
m∑
i=1
si(x)gi(x) + r(x)
where r(x) is a member of the quotient ring with basis elements xα, α ∈
L, and recall that |L| = |D|. The remainder r(x) can be written as
r(x) =
∑
z∈D p(z)lz(x) where the lz(x) is the polynomial interpolator
unity which takes the value unity z ∈ D and zero at the other points
in D . The quadrature weights are given by wz = Eξ(lz(X)), z ∈ D.
From this we can derive necessary and sufficient condition for exact
372 Volume of Abstracts
quadrature of any polynomial p(x) with respect to ξ. We might then
call {p,D,≺, ξ} a “good” 4-tuple. The paper covers the following.
(i) Conditions for exact quadrature for moments. In particular all
the moments µα, α ∈ L have exact quadrature. Classical quadrature is
often expressed in terms of quadrature for moments. A key issue is how
good the quadrature is for moments, when it is not exact.
(ii) Conditions for when the quadrature weights are positive, which
need not always be the case.
(iii) Orthogonal polynomials. The relationship between the G-basis
of the design and the orthogonal polynomials remains a hard problem
but the present work goes some way in explanation.
(iv) Comparisons, using some special metrics, with some known
methods of Gauss type and methods used in UQ such as Smolyak grids
and in general simulation such as Sobol’ sequences.
Keywords: Quadrature, design of experiments, Gro¨bner basis, orthogonal poly-
nomial
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Identifying subtypes of an illness from the time evolution of an in-
dex is an important clinical objective, which may be met by appropriate
statistical methods. We model the longitudinal data obtained from a het-
erogeneous population as samples from a mixture of Extended Linear
Mixed Models (ELMM) with autoregressive errors (Pinheiro and Bates,
2000). Specifically, we consider the following mixed-effects model for
individual i:
yit = x
′
itβ + z
′
itbit + it,
where β is a vector of fixed effects, bit is a vector of random effects, and
it is an autoregressive error of order r:
it = φ1i,t−1 + . . .+ φt−ri,t−r + ηit,
where ηit is an innovation, t = 1, . . . ,mi. In matrix form, L = η,
where  = (i1, . . . , i,mi)
′, η = (ηi1, . . . , ηi,mi)′, and
L = L(φ,mi) =

1
−φ1 1
...
. . . . . .
−φr . . . −φ1 1
...
. . . . . . . . .
0 . . . −φr . . . −φ1 1

.
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We have developed a new algorithm for estimating the parameters of
the mixture model described above. The algorithm is based on previous
work (Ciampi et al. 2012) and on the modified Cholesky decomposi-
tion of the variance-covariance matrix (Pourahmadi 1999, McNicholas
and Murphy 2010). We present an evaluation of the approach through
limited simulations, and the analysis of two clinical data sets, one on
warfarin initiation, the other on the time evolution of a delirium index.
Keywords: Clustering, mixture of Gaussian distribution, linear mixed-effects
model, longitudinal data, time series.
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Crossover designs are used in many clinical trials and other studies.
Although there exist excellent publications on deriving optimal/efficient
crossover designs, the existence of such optimal designs depends on the
constraints of the combination of n (number of subjects), p (number of
periods), and t (number of treatments), which may not be satisfied for
most practical applications. In this talk, we shall propose an algorithm
approach of constructing an optimal/efficient crossover design for any
arbitrary combination of n, p and t. It can be demonstrated that the
algorithm is fast and can be applied under variety of optimality criterion,
regardless of parameters of interest.
Keywords: A-optimal; D-optimal; Balanced designs; Carryover effect.
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Previous models of continuous-time branching random walks (BRWs)
on Zd were studied for a medium with one source of branching (see,
e.g., Bogachev and Yarovaya, 1998). The offspring reproduction law
was defined by the intensities of a Markov birth-and-death process at
the source, and the underlying random walk was usually assumed to be
symmetric. One of the main problems in models of BRWs is a study
of limit distributions for the number of the particles. The principal re-
sults of (Vatutin et. all 2003, Yarovaya 2010) were extended to BRWs
containing a few sources of branching situated at arbitrary lattice points
under the assumptions that underlying random walks may be nonsym-
metric (Yarovaya, 2012). General methods were proposed to obtain con-
ditions of an exponential growth for the number of particles in BRWs
with several sources. It is known (Molchanov and Yarovaya, 2012),
in the theory of BRWs the problem on the spectrum of a evolutionary
operator of mean particle numbers plays an important role. Resolvent
analysis of such operators (Cranston M. et al., 2009) has allowed to in-
vestigate BRWs with large deviation (Molchanov and Yarovaya, 2012).
The limit theorems on asymptotic behavior of the Green’s function for
transition probabilities were established. The obtained results expand
the previous studies in such direction as the structure of the population
inside of the front and near to its boundary. A special attention was paid
to the case when the spectrum of the evolutionary operator contains only
one positive isolated eigenvalue.
Keywords: Branching random walks, Green’s functions, large deviations.
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In this talk we provide a general convergence result for adaptive de-
signs for treatment comparison, both in the absence and presence of co-
variates. By combining the concept of downcrossing and stopping times
of stochastic processes, we demonstrate the almost sure convergence of
the treatment allocation proportion for a vast class of adaptive proce-
dures, even in the absence of a prefixed target, also including designs
that have not been formally investigated but mainly explored through
simulations, such as Atkinson’s optimum biased coin design (Atkinson,
1982) and Pocock and Simon’s minimization method (Pocock and Si-
mon, 1975). Although the large majority of the proposals are based
on continuous allocation rules, updated step by step on the basis of
the current allocation proportion and some estimates of the unknown
parameters, the recent literature tends to concentrate on discontinuous
randomization functions because of their low variability. Our results al-
low to prove via a unique mathematical framework the convergence of
adaptive allocation methods based on both continuous and discontinu-
ous randomization functions, like for instance the Reinforced Doubly
adaptive Biased Coin Design (Baldi Antognini and Zagoraiou, 2012),
the Efficient Randomized-Adaptive Design (Hu et al., 2009) and Hu
and Hu’s Covariate-Adaptive rule (Hu and Hu, 2012). Our approach
takes also into account designs based on Markov chain structures, such
as the Adjustable Biased Coin Design (Baldi Antognini and Giovagnoli,
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2004) and the Covariate-Adaptive Biased Coin Design (Baldi Antognini
and Zagoraiou, 2011), that can be characterized by sequences of alloca-
tion rules. Moreover, by removing some unessential conditions usually
assumed in the literature, our approach provides suitable extensions of
several existing procedures.
Keywords: Biased Coin Design, CARA Procedures, Minimization methods,
Response-Adaptive Designs, Sequential Allocations.
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In semiconductor processes devices (chipsets) are developed over
the surface of a circular-shaped working substrate called wafer by a
well-integrated sequence of several steps, called ”technological steps”;
each step is studied by data acquisition in the development phase. This is
usually done by collecting data over an assigned grid. In the production
phase, the number of wafers to be measured/monitored becomes enor-
mous. Data collected in this phase are generally used to check whether
both target values are matched and homogeneity exists over the whole
production surface. Since the collection of measures is highly time con-
suming and very expensive it is necessary to ascertain whether the num-
ber of sampling points selected in the development phase could be re-
duced by keeping at an acceptable level the degree of representativeness
of the wafer surface and the predictability of the response surface. Since
the sampling points of the reduced grid must be a subset of theoriginal
monitoring grid they cannot be simply allocated by some experimen-
tal design. However, the number of possible configuration of sampling
locations is huge even when the size of the starting grid is moderately
large rising a formidable combinatorial problem. Borgoni et al. (2012)
proposed a simulated annealing (SA) algorithm combined with a geo-
statistical model to select the sub map. The strength of their proposal
is that it is fully nonparametric, data driven and naturally selects those
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regions that are the most effective in predicting the response variable.
As a consequence the resulting map may not be regular over the sur-
face and can return maps that are concentrated in subregions. In this
paper we present a different approach that, even without the availability
of starting experimental data, selects a sub-grid according to the crite-
rion of spatial optimal coverage of the wafer surface (see also Walvoort,
2010). This approach may also include expert knowledge about those
areas where production is less precise because of unavoidable technical
reasons and hence may indicate where a higher sampling density must
be assured. If sampling measures are available, a validation procedure
can be used to select the best sub-map based for instance on the pre-
diction error, by comparing the results obtained using the full and the
reduced grid.
Keywords: Statistics in microelctronics, subgrid selection, response surface
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Let us consider a class of random vectorsZ with the Marshall-Olkin
multivariate exponential distribution (MVE) with reliability function
F¯ (z1, z2, ..., zk) = exp
[
−
∑
ε∈E
λε max
1≤i≤k
{εizi}
]
, zi ≥ 0;
here λε ≥ 0, E = {ε} is a set of k−dimensional indices ε = (ε1, . . . , εk),
and each component of εi is 0 or 1. Vector ε will be used for the coor-
dinate hyperplane selection in k-dimensional space.
Let us introduce the following notation: 1 = (1, ..., 1); (ε, s) is the
scalar product of vectors ε and s; ε s is their coordinate-wise product.
The sign ”•” denotes summation on some coordinate, for example:
λ•...• =
∑
ε∈E
λε, λ1•• = λ11• + λ10• = λ111 + λ110 + λ101 + λ100.
Theorem 1.
For any Z ∈ MVE(λε, ε ∈ E) Laplace transform of its distribution
is given by
ψ(s) = E e−sZ =
1
(1, s) + λ•...•
∑
ε∈E
λε¯ ψ(εs).
Remark. Let the random variable X has an exponential distribution
with parameter λ•...•, and vector X = (X, ..., X). Laplace transform
of such vectorX is
Ψ(s) = E e−sX =
λ•...•
(1, s) + λ•...•
.
384 Volume of Abstracts
Assuming that pε =
λε
λ•...•
, this formula can be rewritten as
ψ(s) = Ψ(s)
∑
ε∈E
pε ψ(ε¯s).
Hence a MVE distribution is the discrete mixture of the distribution X
and its convolutions with projections of this MVE distribution on all its
coordinate hyperplanes.
Now let’s set the partial order relation in the set E: ∀ε, δ ∈ E δ ≤ ε,
if for all i δi ≤ εi; δ < ε if δ ≤ ε and δ 6= ε.
Let take in consideration also the vectors ε, whose coordinates can
take three values: 0, 1, •. For these vectors we define the ε¯ as follows:
ε¯j = 0 if εj = 1; ε¯j = 1 if εj = 0; ε¯j = • if εj = •.
The vector ε ⊕ δ is a vector with coordinates determined by the
following rule: 1⊕ 0 = 1; 0⊕ 1 = 1; 1⊕ 1 = 0; 0⊕ 0 = •.
Theorem 2.
∀ ε ∈ E ψ(εs) = 1∑
δ<ε
λδ⊕ε + (ε, s)
∑
δ<ε
λδ⊕εψ(δs).
Hence the Laplace transform of the vector Z projection on the co-
ordinate hyperplane ε can be found by Theorem 1, but to do this we
need to replace the zeros on the ”bullets” in the indices of all parameters
λ. Furthermore, the distribution Z can be uniquely determined by its
one-dimensional marginal distributions.
Keywords: multivariate exponential distribution, Laplace transform.
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