The Boolean Satisfiability problem asks if a Boolean formula is satisfiable by some assignment of the variables or not. It belongs to the NP-complete complexity class and hence no algorithm with polynomial time worst-case complexity is known, i.e., the problem is hard. The K-SAT problem is the subset of the Boolean Satisfiability problem, for which the Boolean formula has the conjunctive normal form with K literals per clause. This problem is still NP-complete for K ≥ 3. Although the worst case complexity of NP-complete problems is conjectured to be exponential, there might be subsets of the realizations where solutions can typically be found in polynomial time. In fact, random K-SAT, with the number of clauses to number of variables ratio α as control parameter, shows a phase transition between a satisfiable phase and an unsatisfiable phase, at which the hardest problems are located. We use here several linear programming approaches to reveal further "easyhard" transition points at which the typical hardness of the problems increases which means that such algorithms can solve the problem on one side efficiently but not beyond this point. For one of these transitions, we observed a coincidence with a structural transition of the literal factor graphs of the problem instances. We also investigated cutting-plane approaches, which often increase the computational efficiency. Also we tried out a mapping to another NP-complete optimization problem using a specific algorithm for that problem. In both cases, no improvement of the performance was observed, i.e., no shift of the easy-hard transition to higher values of α.
I. INTRODUCTION
The Satisfiability problem (SAT) is to decide whether some Boolean formula is satisfiable or not, i.e., whether for a given Boolean formula, there is an assignment of the variables such that the formula evaluates to "true". All Boolean formulas can be expressed in conjunctive normal form (CNF) preserving satisfiability with only linear increase in problem size [1] , see next section for a precise definition of CNF. Therefore K-SAT, which is a Boolean formula in CNF with K variables per clause, is a commonly scrutinized version of the satisfiability problem.
Random K-SAT is an ensemble of Boolean formulas, where for a set of N variables M clauses are generated randomly. This means for each clause all K variables are chosen randomly, and each variable appears negated with probability 0.5. Interestingly, this problem shows a phase transition at some critical value α s of the ratio α = M/N [2] . For large problems at α < α s almost all problems are satisfiable (also denoted as SAT), above α s almost all realizations are unsatisfiable (UNSAT). It was found that the hardest realizations are located near this α s . This can be roughly understood because it is trivial to find some solution for much lower values of α and relatively easy to prove a realization unsatisfiable at high values of α.
While this SAT-UNSAT transition is certainly the * Electronic address: hendrik.schawe@uni-oldenburg.de † Electronic address: roman.bleim@uni-oldenburg.de ‡ Electronic address: a.hartmann@uni-oldenburg.de most scrutinized in the K-SAT problem, there are more. For example 3-SAT, where SAT-UNSAT occurs at α s = 4.26 [3] , shows a transition to chaotic behavior at α χ ≈ 3.28 [4] , i.e., using a continuous time deterministic solver [5] the trajectory will find the solution if one exists, but it will show chaotic transient behavior above this threshold resulting in increasing escape rates from attractors. This leads to higher computational cost and can therefore be used as a measure of hardness. Furthermore, there exists a clustering transition at α c ≈ 3.86 [6, 7] . This means that here the organization of the space of the exponentially many degenerate solutions changes from one big cluster (α < α c ) of solutions which are connected in assignment space to a solution space (α > α c ) which is fragmented into many non-connected smaller clusters.
The occurrence of phase transitions has been observed frequently for random ensembles of NP-complete problems [2, [8] [9] [10] , for which 3-SAT is the prime example [11, 12] . This incited strong interest in the K-SAT problem [3, 6, 13, 14] and many other NP-complete problems [15] [16] [17] [18] [19] [20] among physicists.
Usually algorithms like branch-and-bound, stochastic search or message passing are used in the statisticalmechanics literature. These algorithms operate in the space of feasible assignments and approach the optimum solution from above. Here "optimum" means that the number of unsatisfied clauses is minimized, i.e., eventually becomes zero if a satisfying assignment is found. Thus for general minimization problems these algorithms yield upper bounds until the true minimum solution is found. On the other hand, the operations-research literature often uses linear programming (LP) [21, 22] techniques for real-world applications since they are versatile and efficient, which means they run typically in polynomial time. For combinatorial problems, e.g., NP-hard optimization problems, LP yields solutions which are not necessarily feasible, e.g., non-integer assignments to the variables, but which establish a lower bound on the objective. Thus LP somehow approaches for minimization problems the true feasible and optimum solution from below. Nevertheless, a key observation is that whenever LP gives a feasible solution, it must be the true optimum solution of the combinatorial problem. Because of their complementary properties combinations of LP with other approaches yield powerful methods, such as branch-andcut [23] , to solve hard problems. Therefore LP and how it behaves for ensembles of random NP-hard problems should be given more attention in the physics community.
In particular interesting are transitions between regions where an NP-hard problem can be typically solved by LP alone, to regions where this is not possible. Such "easy-hard" transitions are especially interesting if they can be correlated with changes of the problem or solution-space structure. According to the knowledge of the authors, previously such studies of the behavior of LP have only been conducted for the vertex cover (VC) [24] and the traveling salesperson problem (TSP) [25] . In this work we study an easy-hard transition for a linear programming approach to K-SAT and a connection to the structure of the realizations.
II. METHODS
A realization of K-SAT consists of a Boolean formula over N variables x i (i = 1, . . . , N ). The formula is in conjunctive normal form, i.e., it is a conjunction of M clauses c j (j = 1, . . . , M ), where every clause is a disjunction of K literals l kj (k = 1, . . . , K), i.e., variables, which are either positive x i or negated x i . In each clause, each variable may appear only once. As an example for N = 4, M = 2 and K = 3 take
This example is solvable with, e.g., x 1 = "true" = 1 and x 3 = "false" = 0, and arbitrary assignments for the other variables. Note that each clause is satisfiable by 2 K − 1 out of 2 K possible assignments to the variables. Thus, each clause restricts the space of satisfiable assignments a bit. Clearly, with more clauses per variable, i.e., a higher amount of constraints, it is more probable that a random formula is unsatisfiable. In fact, for random 3-SAT with N → ∞ there is a critical density α s = M/N ≈ 4.26 [3] at which a phase transition from satisfiable to unsatisfiable (SAT-UNSAT) happens.
A linear program (LP) is an optimization problem, which can be expressed by a set of linear constraints and a linear objective function, which should be optimized. There are fast, i.e., polynomial time complexity, algorithms to solve a linear program, e.g., the ellipsoid method [26] or interior point methods [27, 28] . However in many practical solvers the simplex algorithm is used, which typically terminates quickly for practical problems, despite its exponential time complexity in the worst case [21, 22] . Though, as soon as some variables need to be integer valued, this problem gets hard. In fact, integer linear programming is a NP-hard problem [12] .
A K-SAT realization can be expressed as an integer linear program. Therefore every positive literal x i is expressed as an integer variable x i and every negative literal x i as (1 − x i ). Since one or more literals of every clause c ∈ C needs to be true for a satisfying assignment, the corresponding integer linear program contains for each clause the constraint that the sum of the expressions for the included literals must be greater or equal 1. The example from Eq. (1) generates following linear inequalities.
Since a LP is an optimization problem but SAT is merely a decision problem, we can choose an arbitrary objective function for which to optimize. The simplest objective function is zero, i.e., no optimization.
The last constraint fixes the variables to integer values. We will relax this constraint to x i ∈ [0, 1]. This allows us to apply a fast LP algorithm to solve the relaxed problem and introduce a measure of hardness for the problem realization. If the LP relaxation yields a solution consisting of only integer variables, the solution is obtained by a polynomial time method and the corresponding realization is obviously easy to solve.
A drawback is that additionally to the principal degeneracy of the problem, i.e., there are possibly many assignments that satisfy the formula, the relaxation leads to a much higher degeneracy. For example, the assignment of all x i = 0.5 is always a solution of the relaxation.
To reduce this degeneracy and to facilitate finding an integer solution we tried different artificially added objective functions. So the zero objective function can be replaced by one maximizing the sum over all variables (MV) max.
Note that this and other additional objective functions have no influence on whether a formula is satisfiable or not, they are just meant as a tool to facilitate finding integer solutions, which works out as we will see below.
As a third objective we tried maximizing the number of fulfilled literals per clause, which we will call Satisfaction Multiplicity Maximization (SMM). This can be achieved with a slightly modified linear program by introducing one new variable z i per clause counting the number of fulfilled literals of its clause and maximizing the sum over all z i . max.
The new kind of constraint ensures that z i ≥ 1, i.e., that every clause contains at least one fulfilled literal, such that the solution assignment satisfies the Boolean formula. This type of additional optimization is similar to MAX-SAT, where one tries to maximize the number of satisfied clauses. For MAX-SAT one would instead enforce 0 ≤ z i ≤ 1 ∀i. We also tried this MAX-SAT approach to solve the K-SAT decision problem, but we did not observe any better performance than by using the other approaches, thus we do not show results for this approach here.
Note that when using LP, finding integer solutions may be facilitated in principle by adding so called cutting planes. This was previously observed also for ensembles of random instances for the vertex cover [24] and the TSP [25] . Nevertheless, for the present study no improvement, i.e., no additional phase transitions could be observed here, see below. Thus, we do not describe the cutting-plane approach in this section in detail, beyond what is mentioned below. All NP-complete problems, by definition, can be mapped onto each other in polynomial time. Thus, it is reasonable to ask, whether via transforming SAT instances to instances of another problem and applying algorithms specifically suited for the other problem changes the performance, as measured by the location of the easyhard transition. Here we used a classical mapping [29] of SAT to the vertex cover problem. For each K-SAT instance an equivalent graph G = (V, E) is constructed in the following way: The set V of nodes contains one pair of nodes i, i for each variable x i (i = 1, . . . , N ), which represents the variable and its negation. Furthermore, V contains one node (kj) for each literal l kj in each clause c j , respectively. Therefore V contains 2N + KM nodes. For the set E of edges, for each clause c j a complete subgraph of size K is formed by connecting all pairs of "literal nodes" (kj) pairwise which correspond to this clause. Also, each "variable node" i is connected with its corresponding "negated variable node" i. Finally, for each literal l kj , if the literal represents a non-negated variable x i , an edge connecting (kj) with i is included, while if the literal represents a negated variable x i the corresponding literal node (kj) is connected with i. Thus, E contains M K(K − 1)/2 + N + M K edges. Now a minimum vertex cover is obtained. This is a subset V ′ ⊂ V of nodes such that for each edge of E at least one of the two endpoints is in V ′ . By construction [29] , G contains a vertex cover of size N + (K − 1)M if and only if the corresponding formula is satisfiable. In Fig. 1 the graph corresponding to the formula from Eq. (1) is shown.
Thus, one approach to SAT is to transform each formula into the equivalent graph and use an existing algorithm for VC to solve it. We applied an LP formulation with cycle cutting plains, see Ref. [24] for details. For the previous work, this algorithm was able to solve VC instances in the parameter-space region, where the solutions were contained basically in one cluster, corresponding to the replica-symmetric region [30] .
III. RESULTS
We sample random 3-SAT instances, where each clause may contain any variable at most once. For 10 system sizes N ∈ [128, 65536] (respectively 9 system sizes N ∈ [128, 32768] for 4-SAT when studied with MV and SMM) we simulated n = 5000 realizations for 50, (respectively 30) different values of the density α. All error estimates are obtained by bootstrap resampling [31] [32] [33] , except for errors of fit parameters shown in the plots, which are gnuplot 's asymptotic standard errors corrected according to Ref. [32] . To solve the LP realizations, the implementation of the dual-simplex algorithm of the commercial optimization library CPLEX was used.
Plotting the probability that the LP solution of a realization is integer, i.e., the actual solution, as a function of α in Fig. 2 shows a decrease at some apparent critical value α lp . This decrease is steeper for larger system sizes N , which is a behavior typical for phase transitions. The transition depicted here is an algorithmic transition from easy, since all realizations are solvable by LP techniques, i.e., in polynomial time, to some harder phase, where the LP does not yield solutions. A detail that needs special attention, is that for the largest system size N = 65536 p increases again for α 1.7 and falls to p = 0 for α 1.8. This seems to be a non-monotonous behavior of the CPLEX solver, which uses many "hidden" heuristics and implementation details to speed up the convergence and which do not represent the "pure" LP solvability. Likely this is amplified by the high degeneracy when just using a zero objective function. In fact, if using the MV or SMM objective functions and thus removing most of the degeneracy of the solution, this phenomenon does not occur anymore. However, we are confident that this anomaly is far enough away from the interesting region around α lp to influence our conclusions. To determine the transition point α lp in the thermodynamic limit N → ∞, we try different methods. This is necessary since some methods do not work well on the variations of K-SAT examined in the following. It seems to be reasonable to compare all methods using one variant of K-SAT which allows the application of all methods and show that all yield compatible results.
First, we use the position of the peaks of the variance Var(p) of the solution probability like in previous work [24, 25] . Since the single measurements can only take the values 1 or 0, the maximum of the variance is max Var(p) = 0.25 at p = 0.5. Therefore, this method effectively extrapolates the position of the p = 0.5 point, which should be at the transition point for N → ∞. The positions are extrapolated with a power law α max (N ) = α lp − aN −b to obtain an estimate of the infinite-size transition point α lp .
Second order phase transitions usually show some power-law finite-size scaling near the critical point [35] , i.e., rescaling the α axis according to (α − α lp )N b , should result in a collapse of the data points on one curve. To find values α lp and b generating a good collapse the algorithm and implementation from Ref. [34] Also note that this critical point coincides with the point where all curves of p intersect for different sizes N , which appears reasonable because p is a dimensionless quantity (cf. Fig. 2 ). Thus, a further method to find the critical point is determining the intersection of different system sizes. Since the measurements are only taken at discrete values of α, we determine the intersection of cubic spline interpolations through the measurements. The intersections α × are obtained for all combinations of system sizes. Their mean is at α lp = 1.63(1) which is within errorbars compatible with both estimates mentioned before.
We performed a similar analysis for 4-SAT. The results for p are shown in Fig. 4 . Unfortunately, since the curves are much less steep, the variance maximum is far more to the right of the apparent transition and its convergence to the actual transition point is too bad (not shown here) to get meaningful results. However the intersection method yields α lp = 1.549(9) and the collapse yields α lp = 1.551 (8) , which are very well compatible with each other, such that this seems to be a reasonable estimate for the LP's easy-hard transition point.
The previous work on vertex cover and TSP showed [24, 25] that some LP easy-hard transitions coincide with changes of the problem or solution structure. As we will detail next, we found for K-SAT also such a correspondence. Here it turned out that the (zero optimization) LP transition point is at the same threshold where the pureliteral rule, also called affirmative-negative rule, which is an integral part of the DPLL [36, 37] search algorithm, can be used to solve all realizations. For an easy understanding, we first introduce a graph representation, of the satisfiability problem, we will call the literal factor graph (LFG). While one of the most scrutinized graph representations of SAT is its factor graph [9, 38] , especially for belief or survey propagation [39, 40] , the authors do not know of any study about the LFG. Both are conceptually similar. In the factor graph, which is a bipartite graph exhibiting a node for each variable and each clause, i.e., containing N +M nodes, each variable is connected to the clauses it occurs in. For the LFG, which contains 2N +M nodes for literals and clauses, each literal is connected to the clauses it occurs in. The LFG representation of the example from Eq. (1) is given in Fig. 5 . A pure literal is a variable which occurs only in one polarity, either positive (also called affirmative) or negative in the formula. In the graph this means, if only one polarity of a variable (x i or x i ) is connected to one or more clauses, this literal can be set to true, thus fulfilling all adjacent clauses, which can be removed from the graph without affecting the satisfiability of the realization. Also, all isolated nodes are removed from the graph. This procedure can be iterated until no pairs of literals, of which only one is connected to any clause, are left. The remainder of the graph is called pure literal core. If the pure literal core is satisfiable, the realization is satisfiable. Especially, an empty pure literal core is trivially satisfiable.
The example Fig. 5 would find that x 2 is isolated and thus remove all neighbors of x 2 , in this case c 1 . In the next step, since after removal of c 1 the node x 1 is isolated, c 2 , the neighbor of x 1 , is removed. The remaining pure literal core is empty and this realization satisfiable.
In Fig. 6 the size of the pure literal core S, i.e., the fraction of nodes still remaining, is plotted as a function of α. It is clearly visible that there happens a transition from "no core" to "core". Using the intersections of the different curves, we estimate α pl = 1.641 (8) , which coincides within errorbars with the critical α lp for LP solvability for 3-SAT. The same is true for 4-SAT at α pl = 1.551(7) (cf. inset of Fig. 6 ). Other values of K were not examined. This suggests that LP with a zero objective function is as strong solving K-SAT as the pure-literal rule, though the authors have no explanation for this correspondence.
Interestingly, we found that the threshold of the core/no core transition for leaf removal heuristics [41] , where iteratively neighbors of leaf-nodes are removed, for the LFG appears at the same location (not shown). Leaf removal is a simplification rule for Vertex cover, but not suited to solve or simplify a K-SAT realization.
Next, the behavior of LP with different additional objective functions is analyzed. Solving the SMM problem results in an extension of the range of α where integer solutions are found, since assignment of all variables to 1 or 0 contributes more to the objective function than assignments of non-integer values. Fig. 7 shows the probability to obtain integer solutions. Also this strongly reduces the degeneracy of the solution of the optimization problem, i.e., many of the solutions where the majority of variables are non-integer, are not optimal under this new objective function. This also means that these results are less dependent on the actual details of the LP solvers' implementation -imagine a simplex solver starting always from all variables equal 0.5, which would produce p = 0 for all α in case of zero optimization, but would yield the same results for the SMM that are shown here.
In contrast to Fig. 2 the curves do not intersect in one point, though they still get steeper with increasing system size N suggesting a sharp transition to a regime where no valid solutions are generated by this LP for N → ∞. To estimate the point of this transition α SMM , the positions of the maxima of the variance for differ- ent system sizes were used to extrapolate to N → ∞ as shown in Fig. 8 , which yields α SMM = 2.336(7). And is in reasonable agreement with an estimate obtained from a collapse of the curves α SMM = 2.24 (6) The last optimization function of this study, MV, i.e., maximizing the sum of all variables, leads to a qualitatively similar behavior as SMM but a transition at lower α MV = 1.25(2) (not pictured, simulations used smaller system sizes). The lower transition point is plausible, since this maximization prefers variables to be larger than zero instead of 0. For this reason, we have not analyzed this algorithm for 4-SAT. The best estimates for the transition points are collected in Tab. I.
In similar studies on vertex cover [24] and the TSP [25] , the introduction of cutting planes yielded substantially better results. For vertex cover the introduction of (potentially exponentially many but actually few) cut- Values of critical points. α lp is the easy-hard transition of LP. α pl denotes the critical point for the pure literal heuristics. αVC denotes the critical point when mapping SAT to VC and applying a LP + cutting plane solver used for VC. αMV is the easy-hard transition for LP+MV. αSMM is the easy-hard transition for LP+SMM. αc denotes the clustering transition [6] and αs the SAT-UNSAT transition [3, 42] . ting planes (CP) even lead to a LP+CP transition at the point where in the analytical solution replica symmetry breaking, i.e., clustering of solutions appeared [30] . This efficiency of CP was not observable here. It seems that the cutting planes we tried, namely resolution cuts [43] and clique cuts [44] , were too weak at the low values of α examined here. Another cutting plane for the SAT problem, the odd cycle inequalities [45] are not directly applicable for K-SAT with K ≥ 3, since they need clauses with 2 variables to be constructed. While they are useful as local cuts in a branch-and-cut procedure, they are never violated in the beginning for K ≥ 3 and thus not applicable for this study. Finally, we also used for K = 3 the mapping of K-SAT to the vertex cover problem for formulas up to N = 10000. Using LP and cycle cutting planes [24] the corresponding equivalent instances were solved. Again we measured the probability that an instance was solved by an integer solution as a function of α, for different system sizes. Using an analysis (not shown) as for the previous approaches, we were able to extrapolate an easy-hard transition for this point. We obtained a critical value of α VC = 0.90(3), which is well below the easy-hard transitions obtained using the direct approaches. Therefore, apparently it does not pay off using a mapping to another problem, at least for this pair of problems.
Only for the LP algorithm compared to the pure literal heuristic an easy-hard transition and a kind of structural transition seem to coincide. For the other easy-hard transitions we found, we were not able to identify structural transitions of the ensemble of SAT instances or of the solution space structure, which coincide with the observed easy-hard transition. First, the percolation transition for the factor graph appears [9] at a value of 1/(K(K − 1)) which is 1/6 ≈ 0.1667 for 3-SAT and 1/12 ≈ 0.0833 for 4-SAT. The corresponding percolation transitions for the literal factor graph are at twice the values, since the number of possible literals is twice the number of variables. These are well below the easy-hard transitions we observed. On the other hand, the clustering transition point α c and for sure the SAT-UNSAT transition point α s are well above the easy-hard transitions found here. So it remains to be determined whether in particular the easy-hard transition for LP+SMM corresponds to a structural change of the problem. Thus, in summary, the behavior of random K-SAT appears from the linearprogramming perspective to be richer as compared to VC and TSP. This is parallel to the richer behavior observed when treating these problems analytically.
IV. CONCLUSIONS
We solved random K-SAT realizations at different values of the clause-to-variable density α using linear programming and analyzed the probabilities that the LP will yield an integer solution to determine if the realization is easy. Similar to previous work on NP-hard problems, we found a critical α lp after which the problem becomes unsolvable by LP alone. For this transition we also found a structural property changing for both K = 3 and K = 4 at α lp . A change of the objective function, which is arbitrary for a decision problem, lead to significant improvement of the relaxation solution of the LP, corresponding to a shift of the easy-hard transitions to higher values of α. There, we wonder if carefully crafted objective functions could be used to improve the efficiency of solving decision problems with a LP approach, such as branchand-cut.
For the shifted easy-hard transition, we were not able to identify a structural transition, which should be expected to exist. Also, we did not observe any easy-hard transition corresponding to a percolation transition of the underlying graph, nor to a clustering transition of the solution space. Thus, here is still some work to be done. Furthermore, in contrast to the previously studied vertex cover problem and the traveling salesperson problem, we did not observe any improvement by applying cutting planes. This could be due to the type of cutting planes used. Finally, we applied a mapping of SAT to VC and used specific VC LP+cutting plane algorithm, which is able to solve standard Erdős-Rényi VC instances just up to the clustering threshold. Nevertheless, for SAT this did not pay off, the easy-hard transition appears to be even at smaller values of α compared to just using LP.
