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ABSTRACT 
A general ized method c a l l e d  Rotat ional  Discrimination f o r  nonlinear 
An adapt ive rcethod ‘for regress ion  2nd equat ion so lv ing  is  described. 
system i d e n t i f i c a t i o n  is  then described f o r  two types of s i t ua t ions ;  
namely, t i m e  domain da ta  o r  frequency domain da ta  may be used. 
is a l s o  descr ibed f o r  reducing c e r t a i n  types of time domain d a t a  i n t o  
frequency form. 
described f o r  each of t hese  procedures. 
A method 
D i g i t a l  computer programs are l i s t e d  and t h e i r  usage is 
https://ntrs.nasa.gov/search.jsp?R=19680014850 2020-03-12T10:33:23+00:00Z
. 
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I. Rota t iona l  Discrimination f o r  Nonlinear Regression and Equation Solving. 
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The method of Rotat ional  Discrimination (RD) w a s  f i r s t  described by 
Fariss and Law ( 1 ). A b r i e f  descr ip t ion  of t h e  algori thm w i l l  now be 
given. 
RD belongs t o  a class of methods WCh t h a t  t h e  computations always begin 
0 from a poin t  - x 
computed such t h a t  - x 
i n  n - dimensional space and a move o r  increment, &, is 
1 0  = x + ?Ax - forms a search vec tor  along which a 
"be t te r"  po in t  i s  sought. 
provement is poss ib le .  
This log ic  is  repeated u n t i l  no f u r t h e r  im-  
The choice of t h e  scalar F is made by a one- 
dimensional search  procedure. 
The success of t h e  method depends on 
s h a l l  be c a l l e d  t runca t ion  convergence. 
t h i s  property i f ,  f o r  s u f f i c i e n t l y  small 
a property of t h e  - Ax vector  which 
An algorithm f o r  minimization h a s .  
F 
8 ,  t h e  ob jec t ive  funct ion - 
0 Q ( 2  f F - Ax) t akes  on a smaller valve than Q(xo) - . 
t h a t  - Ax m u s t  po in t  i n  a d i r e c t i o n  such t h a t  Q decreases a t  least loca l ly .  
Hence, a b e t t e r  po in t  can always be found by t runca t ing  F t o  some s m a l l  
p o s i t i v e  value.  
What t h i s  means is 
RD uses a unique combination of t h e  method of s ca l ed  s t e e p e s t  descent 
and t h e  Gauss-Newton method t o  minimize a sum of squares  funct ion.  
A b r i e f  review of these  methods w i l l  now be given i n  t h e  
sequel .  
I. 1. Formulation as a Minimization Problem. The s p e c i f i c  problem t o  
which a t t e n t i o n  is  now given is tha t  of f ind ing  t h e  value of an n-vector 
- x such t h a t  t h e  funct ions 
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are s a t i s f i e d .  
problem by forming t h e  sum of squares of r e s i d u a l  as an ob jec t ive  function. 
This problem may eas i ly  be formulated as a minimization 
(1-2) 
I1 2 Q = %  I f  
j = l  j 
Clear ly ,  i f  Q is minimized t o  i t s  absolute minimum of zero then a so lu t ion  
t o  the  o r i g i n a l  problem has been obtained. 
The nonl inear  regress ion  problemmay a l s o  be expressed as a sum of 
squares  minimization problem with 
A 
% f = gj (x)  - gj ;  j = 1, 2 ,  .... j (1-3) 
where 
n 
g j  (2) = computed value of a func t ion  f o r  t he  3 t h  
= number of d a t a  po in t s  d 
data po in t  
A 
= experimental value of the funct ion f o r  t h e  gj. 
j t h  data  poin t  
x = an n-vector of regress ion  c o e f f i c i e n t s  - 
I. 2. Unscaled S t e e p e s t  Descent. Perhaps t h e  o ldes t  and s t i l l  very 
popular method f o r  unconstrained minimization is  t h e  method of steepest 
descent (SD). S t r i c t l y  speaking, t h i s  method is a continuous one r a t h e r  
than a d i s c r e t e  one i n  t h a t  t h e  path of s t e e p e s t  descent is a continuous 
curve. For p r a c t i c a l  use, however, t h e  d i r e c t i o n  of s t e e p e s t  descent is 
found at t h e  base poin t ,  x , and th i s  d i r e c t i o n  is used t o  form t h e  search 
vec tor .  
0 
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The d i r e c t i o n  of s t e e p e s t  descent i s  given by 
aQ(xo) 
AX = - -
ax - 
The search vector  then becomes 
0 x = x  f h A x  - -  -
The value of h is  usual ly  se lec ted  by performing a one-dimensional search 
f o r  a minimum i n  Q with respect  t o  h. Perhaps the  most popular one- 
dimensional search i s  t h e  Golden Section Search (2). 
method is  described by Fariss and Law ( 3 ) .  
A more s o p h i s t i c a t e d  
It is also poss ib le  t o  simply 
f i n d  a value of h f o r  which Q i s  smaller than a t  t h e  base poin t  r a t h e r  
than f ind ing  t h e  minimum, There is  no general ly  "best" procedure t o  use, 
I n  order  t o  begin the  search fo r  h ,  however, it is  necessary t o  select 
some value of t h i s  parameter as a f i r s t  estimate. It is e f f i c . i en t  t o  
s e l e c t  t h i s  value of h based on the  optimal h from t h e  previous i t e r a t i o n .  
One means of accomplishing t h i s  is t o  use the  following r e l a t i o n s h i p :  
h (i+l) 
0 = expcO.88255 ,tan-' (0.56654 In F a  
where 
(i) . 
F = hopt 
( i )  
hO 
and ho (i+l) = f i r s t  estimate of optimal h f o r  ( i+ l )  t h  i t e r a t i o n  
h (i) = f i r s t  estimate of optimal h f o r  i t h  i t e r a t i o n  
0 
h (i) = optimal h f o r  t h e ' i  t h  i t e r a t i o n  
opt 
(1-5) 
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This formula is purely empir ica l  andmerely at tempts  t o  update h 
on pas t  experience while  not  allowing l a r g e  changes i n  h 
t o  the  next .  
wi th  k corresponding t o  F = 0 and 4 t o  F = 03. 
based 
0 
from one i t e r a t i o n  
0 
The previous ho i s  mul t ip l ied  by a f a c t o r  between k and 4 ,  
I f  F = 1, h is  n o t  changed. 
0 
The - Ax vector  of Equation (1-4) i s  normal t o  the  ob jec t ive  func t ion  
contour a t  t h e  base po in t  and i s  guaranteed t o  have the  t runca t ion  
convergence property.  
The most s e r ious  drawback of the method of s t e e p e s t  descent i s  the  
zig-zag tendency e spec ia l ly  when near t h e  so lu t ion .  
explained i n  t h e  two-dimensional case. 
T h i s  property is b e s t  
Referr ing t o  F igure  1-1, i t  is  
e a s i l y  seen t h a t  successive d i rec t ions  of s t e e p e s t  descent  w i l l ' b e  orthogonal 
(perpendicular  i n  2-dimensions). 
Fig. 1-1. Steepes t  descent f o r  a 
quadra t i c  funct ion.  
I n  order  t o  overcome th i s  d i f f i c u l t y ,  several techniques have been 
suggested [see, f o r  example, Booth (3) 1. One p a r t i c u l a r  modif icat ion is 
the  Method of P a r a l l e l  Tangents developed by Shah, Buehler and Kempthorne (4). 
- 4- 
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Scaled s t e e p e s t  descent is  another modification and w i l l  be  described i n  
t h e  sequel.  
I. 3. The Gauss-Newton Method (GN). This method uses Newton's method as 
a b a s i s .  That i s ,  t h e  equation f o r  determining & is  given by 
(1-7) 
A use fu l  and e f f e c t i v e  approximation is made f o r  t h e  Hessian, a'q 9 however* 
I n  terms of t h e  sum of squares Q funct ion,  
"A2 - 
n * = c f .  af  
ax i ax 
j=1 Ji 
i 
and 
Now, f o r  equation solving the  f -+ 0 as t h e  so lu t ion  is  approached. 
j 
For regress ion  problems, t h e  f .  do not tend t o  zero but  they tend t o  
d i s t r i b u t e  about zero ,  some being pos i t i ve  and some being negative.  
J 
Therefore ,  t h e  so-called Gauss-Newton approximation is t o  omit t h e  second 
2 
term i n  t h e  expression f o r  a Q . That is, 
aXia% 
n f  f 
Gik  
a2Q . =  aj aj = 
aXia% axi a% 
(119) 
-5- 
(1-10) 
I 
I n  t h e  absence of s i n g u l a r i t y  of t h e  G matr ix ,  t he  (GN) procedure is  
I very e f f i c i e n t  a t  converging t o  t h e  so lu t ion  from a near  po in t  ( i .e . ,  where 
t h e  sum of squares funct ion becomes near ly  quadra t ic  and the  f .  are s m a l l ) .  
J 
This behavior could be an t i c ipa t ed  from t h e  approximate quadra t ic  representa-  
t i o n  of Q by using t h e  G matr ix  as an approximation t o  a Q/ax . Thus, 
quadra t ic  convergence is  obtained i n  t h e  neighborhood of t h e  so lu t ion .  
I 
I 
I 
I 
2 2  - 
I .  As a pro tec t ion  aga ins t  very long  search  t r ia l s ,  i t  is  customary t o  
l i m i t  t h e  length of t h e  search  vector t o  some a r b i t r a r y  value.  
w i l l  usua l ly  force  convergence, i t  has one d i s t i n c t  disadvantage. 
t o  c l e a r l y  understand why t h i s  is s o ,  consider a problem where only one 
v a r i a b l e  causes t h e  s i n g u l a r i t y .  
a l l  o the r  va r i ab le s  would be q u i t e  good. 
While t h i s  
I n  order  
I n  such a case t h e  moves pred ic ted  f o r  
I Thus, t h e  t runca t ion  of t h e  
I 
I 
I 
I 
1 
1 
I 
I 
1 
I 
e n t i r e  search vec tor  is c l e a r l y  i n e f f i c i e n t  i n  t h a t  only t h e  move i n  t h e  
maverick va r i ab le  need be truncated. This j u s t i f i e s  t h e  need f o r  t h e  
following two operat ions : 
(1) Sort ing those va r i ab le s  which cause t h e  s i n g u l a r i t y  i n  G. 
(2) Se lec t ive ly  t runca t ing  only t h e  moves f o r  t hese  var iab les .  
More w i l l  be s a i d  about t h i s  later. 
The (GN) method is  equivalent  t o  t h e  w e l l  known Newton-Raphson(5) 
(NR) method f o r  equation solving.  The (NR) method uses as its b a s i s  t h e  
l i n e a r i z a t i o n  of each equation i n  the neighborhood of t h e  base point .  Thus, 
The move is then determined s o  tha t  each f .  (2) would become zero i f  a l l  
J 
func t ions  were l i n e a r .  I n  vector-matrix form, these  r e l a t i o n s  become 
-6- 
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e 
I 
where 
I 
af 
ax 
j 
J = t h e  Jacobian matrix wi th  J = i ij.  -
I f  equation (1-12) is premultiplied by JT, t h e r e  r e s u l t s  
T T (J J) AX = - J r -
which is  i d e n t i c a l  t o  Equation (1-11). That is, 
T 
G = J J  
3 = JTr ’ 
ax - 
(1-13) 
(1-14) 
( 1- 15) 
- 
Equation (1-14) c o n s t i t u t e s  a proof that G is  always a t  least p o s i t i v e  
semi-def ini te  i n  t h a t  t h i s  property always holds f o r  a product of a matrix 
and its transpose.  
I. 4 .  Scaled S t e e p e s t  Descent (SSD). It w a s  a l s o  shown previously 
t h a t  t h e  - Ax vec tor  given by Equation (1-14) does n o t ,  i n  genera l ,  pass  
through t h e  minimum of a p o s i t i v e  d e f i n i t e  quadra t ic  funct ion with 
e l l i p t i c a l  contours (see Fig. 1-1). 
t h e  s o l u t i o n  poin t  is given by Equation (1-7)- . 
d e f i n i t e  quadra t ic ,  then Equation (1-7) may be solved by diagonal iz ing 
t h e  a Q/ax - matr ix  via  eigenvalue - eigenvector  ca l cu la t ions  as follows: 
A & vector  which m u s t  pass  through 
I f  Q is a p o s i t i v e  
2 2  
3 
ax 
2 T ST Q SST - Ax = - S 
- - 
(1-16) 
Now let 
(diagonal matrix wi th  eigenvalues (1-17) 
on t h e  diagonals) 2 X 
m 
- 
y = SLAx -
-7- 
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It i s  e a s i l y  shown t h a t  
T s a Q = a Q  
ax aY 
Thus, Equation (1-16) becomes 
Dy = 2 
aY 
Since D i s  diagonal i t s  inverse  is eas i ly  computed 
y = D-’ 2 
aY 
It is des i r ed  now t o  f i n d  a f u r t h e r  t ransformation 
= = wy - 
such t h a t  
3 z = ,  - 
aZ - 
(i.e.,  z i s  ca lcu la ted  by unscaled SD) 
and 
of va r i ab le s  given by - 
(1-19) 
(1-20) 
(1-21) 
(1-22) . 
(1-23) 
The reason f o r  des i r ing  such a transformation is t h a t  5 is a vector  which 
is  a s t e e p e s t  descent vec tor  passing through- the  so lu t ion .  
To see what W must be ,  replace z i n  Equation (1-23) by y v i a  the  
t ransformation,  Equation (1-22) This leads  t o  
The second equa l i ty  i s  e a s i l y  proven. 
Solving Equation (1-24) f o r  y g ives  
y =  - f22 
aY 
(1-24) 
(1-25) 
-8- 
Thus, i n  order  t h a t  Equation (1-25) be i d e n t i c a l  with Equation (1-21) , 
i t  i s  necessary t h a t  
or  t h a t  
4 
W = D  
(1-26) 
(1-27) 
The last  operat ion is l eg i t ima te  since D and, consequently, W are both 
diagonal.  
The conclusion he re  is t h a t  i f  each of t h e  y are sca led  by a f a c t o r  of 
Y'd then t h e  s t e e p e s t  descent vector i n  terms of these  sca l ed  va r i ab le s  
w i l l  l ead  d i r e c t l y  t o  the  minimum of a p o s i t i v e  d e f i n i t e  quadra t ic  function. 
i 
ii 
It i s  important t o  note  t h a t  i t  is impossible,  i n  genera l ,  t o  scale 
t h e  Ax, t o  make t h e  SD search vector pass through t h e  so lu t ion .  To see 
t h i s  more c l e a r l y ,  consider a function with contours as shown i n  Fig. 1-2: 
1 
Fig. 1-20 SD and Exact Search Vectors. 
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The S-D d i r e c t i o n  produces pos i t i ve  values  f o r  both Ax and Ax whereas 
t o  be pos i t i ve .  
1 -2 
t h e  exact search vec tor  requi res  Ax 
Thus, no pos i t ive  s c a l e  f a c t o r s  exist. 
t o  be negat ive and Ax 1 2 
It is  not proper t o  use negat ive 
s c a l e  f a c t o r s  s i n c e  the  property of t runca t ion  convergence would be destroyed. 
To see t h i s ,  consider a diagonal matrix of scales, V. 
would be  
Then Equation (1-4) 
- A X  = - v a Q  
ax 
Then t h e  d i r e c t i o n a l  de r iva t ive  
(1-28) 
(1-29) 
Thus dQ/dh w i l l  be always negat ive only i f  V is  p o s i t i v e  d e f i n i t e .  Hence, 
each s c a l e  f a c t o r  m u s t  be pos i t i ve .  
Thus, s ca l ing  t h e y  vec tor  is another means of acce lera t ing  t h e  con- 
vergence of s t eepes t  descent. 
d e r i v a t i v e  matr ix  are p o s i t i v e ,  the  i d e a l  s ca l ing  f a c t o r s  given by Equation 
(1-27) However, i f  there i s  a 
l a rge  d i f f e rence  i n  t h e  magnitudes of t h e  eigenvalues or i f  any eigen- 
As long as t h e  eigenvalues of t h e  second 
can be q u i t e  e f f e c t i v e  toward t h i s  end. 
values  are negat ive o r  zero, then i d e a l  s c a l i n g  is e i t h e r  dangerous o r  
no t  poss ib le .  I n  these  s i t u a t i o n s  it has been found t h a t  t h e  concept of 
s c a l i n g  t h e  y vec tor  is still  usefu l  b u t  m u s t  be s u i t a b l y  modified. 
p r a c t i c a l  means of accomplishing t h i s  is given i n  what follows. 
One 
F i r s t ,  consider t h e  d e f i n i t i o n  of a set of scale f a c t o r s  such t h a t  
A 
i e -  
Y i / S i  ; i = 1, 2, ..., n 
aY 
-10- 
(1-30) 
From Equation (1-21) i t  is obvious t h a t  
I 
s i = l/dii (1-31) 
' Absolute s c a l i n g  is  not  r e a l l y  necessary but  only r e l a t i v e  sca l ing  i s  
required ( i . e . ,  relative t o  t h e  l a rges t  d . . ) .  
t o  spec i fy  the  s c a l e  f a c t o r  associated wi th  t h e  l a r g e s t  eigenvalue as 
uni ty .  Then a l l  o ther  scale f a c t o r s  w i l l  be  g r e a t e r  than o r  equal  t o  
uni ty  and t h e  r e l a t ionsh ip  f o r  s c a l e  f a c t o r s  may conveniently be  w r i t t e n  
It is the re fo re  convenient 
11 I 
I 
I 
. .as 
I " 
i = d~~ 
1 dii 
S 
S 
- -
or , s ince  S1 is taken as uni ty  
si = dll/dii ; i = 1, 2 ,  ..., n 
(1-32) 
(1-33) 
However, i f  d i i  approaches zero o r  becomes negat ive then t h e  i d e a l  scale 
f a c t o r  cannot be used. It has been found use fu l  t o  def ine  non-ideal scale 
f a c t o r s  by means of t h e  following sca l e  smoothing equation which i s  purely 
e m p i r i c a l :  
d I n  s i = I n  P (1 - exp (-AI n  - 1112 ; dii > 0 (1-34) 
, 1nP d,, I 
where P = maximum s c a l e  f a c t o r  r e l a t i v e  t o  un i ty  
I f  dii 5 0,  si is set equal  t o  P .  
-11- 
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Note t h a t  Equation ( 1 - 3 4 )  reduces t o  Equation (1-32) when dll/dii is 
near  uni ty .  A s  dii g e t s  l a r g e ,  s approaches P assymptot ical ly .  I n  i 
p r a c t i c e  a value of P of about 100 has been found t o  be  s a t i s f a c t o r y .  
The modified, s ca l ed  s t e e p e s t  descent (MSSD) procedure may now be ou t l ined  
completely as follows : 
(1) 
(2)  Compute aQ(xo) and a Q(xo) 
(3) 
Se lec t  a d is tance  f a c t o r  h and a base poin t  xo. - 
2 
2 ax ax 
Find t h e  eigenvalues and eigenvectors of the  second d e r i v a t i v e  
matrix. 
( 4 )  Compute a set  of s c a l e  f ac to r s  from Equation (1-34) 
(5) Apply (MSSD) t o  f i n d  t h e  ro ta ted  va r i ab le s ,  y, as follows: 
(a> set lyll = h 
(b) Compute f o r  1 < i L n  a l l  remaining y 
follows : 
relative t o  y1 as i 
2 yi = ylsi X I  X ; i = 2, 3, ..., n 
8 Y i  a Y i  
(1-35) 
(1-36) 
I f  any element of Equation (2.5-19) exceeds h i n  magnitude, 
i t  is  t runca ted  t o  have magnitude h. 
(6) Perform a one-dimensional search along the v e c t o r  
(1-37) - x = E ' + F  & 
where 
x = s y  
F = a scalar parameter (note  that t h i s  is the same F 
as i n  Equation (1-6)b 
-12- 
c 
That is, vary F u n t i l  Q i s  minimized. 
Update h based on t h e  experience of t h e  one-dimensional search  by 
applying Equation (1-5). 
(7) 
(8) Go t o  s t e p  (2) and r epea t  u n t i l  convergence is  achieved, t h a t  is, 
u n t i l  e i t h e r  of t he  following occur: 
(a )  t he  change i n  Q between i n t e r a t i o n s  is wi th in  a to le rance  
(b) t h e  vec tor  F Ax becomes very small 
(c) each becomes ncg i l ib ly  s m a l l .  
- 
a xi 
I. 5 .  Rotat ional  Discrimination (RD) Th-s method "egins with t h e  
, (GN) formula f o r  s t e p  s i z e  determination given by Equation (1-10) and 
repeated below : 
G AX .= - aQ(x0) -
ax - 
F i r s t ,  t h e  L& coordinates  are ro ta ted  as follows: 
T T T S G SS - Ax = - S aQ (xo) 
Le t t ing  
D 4 S T G S  
and 
y ST Ax - 
Equation (1-39) may be w r i t t e n  as 
(1-38) 
(1-39) 
(1-40) 
('1-4 1) 
(1-42) 
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I 
It i s  assumed t h a t  Equations (1-42) 
l a r g e s t  p o s i t i v e  eigenvalue and each successive d 
have been ordered such t h a t  dll is  t h e  
is  a lgeb ra i ca l ly  smaller ii 
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
than t h e  previous.  
The (RD) method i s  b a s i c a l l y  a tac t ic  f o r  choosing a super ior  search  vec tor  
i n  terms of the  ro t a t ed  c o o r d i n a t e s , ~ ,  which e x h i b i t  ,zero l o c a l  i n t e r -  
act ion.  (RD) l o g i c  presupposes that reasonable ex te rna l  s ca l ing  of t h e  
va r i ab le s  has  been accomplished so t h a t  t he  following assumptions are 
l i k e l y  t o  be v a l i d :  
(1) The a c c e p t a b i l i t y  of a move ca lcu la ted  by (NM) can be judged from 
i t s  length -- long moves are suspect .  
I n  t h e  Gauss-Newton matrix, eigenvalues which are s e v e r a l  o rders  
of magnitude smaller than the  l a r g e s t  are i n d i c a t i v e  of a l i n e a r  
dependence of Q on t h e  associated y coordinate.  Negative eigen- 
values  are assoc ia ted  with those y coordinates  f o r  which t h e  
ob jec t ive  func t ion  tends t o  e x h i b i t  a l o c a l  maximum r a t h e r  than a 
(2) 
minimum. 
The (RD) method then a t t e m p t s  t o  combine t h e  b e s t  f ea tu re s  of (GN) and 
(MSSD) by computing t h e  y vector  components discr iminant ly .  
t h e  (GN) move f o r  a p a r t i c u l a r  yi i s  no t  too  long and i f  t h e  associated 
eigenvalue i s  p o s i t i v e  and not  g rea t ly  d i f f e r e n t  from dll, then t h e  (GN) 
ca l cu la t ion  is used. Otherwise, (MSSD) is used. The complete l o g i c  f o r  
t h e  (RD) minimization algorithm is as follows: 
That i s ,  i f  
0 
(1) Se lec t  a base poin t ,  2 , and a maximum allowable d i s t ance  f a c t o r  h. 
(2) Compute aQ(xo) and G. 
(3) 
ax - 
Find t h e  eigenvalues and eigenvectors of G. Order D and S of 
Equation (1-40) so t h a t  the dii are i n  descending a lgeb ra i c  order.  
-14- 
I '  (41 S t a r t i n g  with y,, the elements of are computed by (GN) l o c i g ,  t h a t  is  1 
I 
I 
I 
I 
I 
I 
I 
u n t i l  e i t h e r  
Cal i = n 
Cbl dii - c 0 
(1-43 ) 
Ccl yi > h 
When t h e  CGN) sequence i s  terminated for reasons Cb) or Ccl above, a t  (5 )  
' 
t h e  k t h  parameter,  then a switch is made t o  CMSSD) l o g i c .  For t h e  
k th  parameter, yk is then assigned a scale f a c t o r  of 1 and 
yk = - h sgnc-) a Q  
ayk 
(1-44) 
( 6 )  If t h e r e  are parameters i n  t h e  l ist  a f t e r  t h e  k t h  one, t h e  (MSSD) 
sequence is continued u n t i l  t h e  end of t h e  parameter l i s t  is reached. 
Thus f o r  i = k + 1, k + 2, ..., n,  
(1-45) 
The s c a l e  f a c t o r s ,  si, are determined r e l a t i v e  t o  s 
Equation (1-34). 
than  h i n  magnitude then  it is t runca ted  t o  have magnitude h. 
= 1 using k 
If any yi ca l cu la t ed  by Equation (1-45) is l a r g e r  
If any dii = 0, then t h a t  y i s  s e t  t 0  zero ,  The l o g i c  behind this 
is  discussed i n  the  next  sect ion.  
The r e s u l t i n g  41 vector  i s  converted back i n t o  a Ax vec to r  by 
i I 
I (7) - 
Ax Sy - 
a 
(1-46) 
and a one-dimensional search along t h e  vec tor  
(1-47 ) 
- 1 5  - 
I 
I '  
I 
I 
I 
I 
I 
1 .  
I 
1 
I 
I 
I 
I 
I 
I 
I 
i 
I 
b 
i s  performed, 
(8) The d i s t ance  f a c t o r  h, i s  updated us ing  Equation Cl -5 )  
va r i ab le s  have been found by CMSSD), 
med . 
if any 
Otherwise, no updating i s  perfor?  
(9 )  Convergence i s  achieved when either,  
(a) t h e  change i n  Q between s e v e r a l  successive i terat ions i s  wi th in  
a to l e rance .  
(b) 
(c )  
F Ax becomes very small, 
each ?!?- become very small, 
- 
ax: 
L 
(d) if, f o r  regress ion  problems each y becomes s ta t is t ical ly  i n s i g n i f i c a n t  i 
(see  d iscuss ion  below). 
If convergence i s  not  m e t ,  go t o  Step (2).  
I n  r eg res s ion  problems, t h e r e  is no absolu te  measure which c o n s t i t u t e s  a s o l u t i o n  of 
t h e  problem. 
na tu re  of t h e  problem. 
This d i f f i c u l t y  can be overcome by,making use  of t h e  s ta t i s t ica l  
O f  p a r t i c u l a r  i n t e r e s t  is  t h e  estimate of t h e  r e s i d u a l  
var iance  given by 
(1-48) 0 2 =  - Q f nd-n 
It is then  poss ib l e  t o  def ine  an  est imate  of t h e  parameter var iance as 
u 2  = uf2/dii 
Y i  
(1-49) 
where 
d . .  = t h e  i t h  eigenvalue of t h e  assoc ia ted  Gauss-Newtgn mat r ix ,  G.  
11 
With these  s t a t i s t i ca l  estimates defined, it is now poss ib l e  t o  g ive  modifica- 
t i o n s  t o  t h e  (RD) algorithm a s  j u s t  descr ibed f o r  r eg res s ion  problems. F i r s t ,  
if a parameter move cannot be j u s t i f i e d  on s ta t is t ical  grounds, then  it is  
c l a s s i f i e d  as a n u l l  e f f ec t  parameter. That is, i f  t h e  parameter var iance  given 
- 16 - 
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. 
v by Equation (1-49) 
parameter step cyi) as computed by CGN) Ci .e , ,  Equation (1-43) I is less than  
is  l a r g e r  than some a r b i t r a r y  va lue  h a y  1.0) and if t h e  
t h e  parameter var iance then  t h e  parameter s t e p  is  s e t  t o  zero.  Second, t h e  
r eg res s ion  process may be terminated based on t h e  fol lowing t e s t :  f o r  a l l  
transformed parameters which a r e  not n u l l  e f f e c t ,  i f  t h e  yi Q O.lay, then the 
L 
algori thm is terminated. 
I. 6. S ingu la r i ty  of G and Null  Effect Variables .  The s i n g u l a r i t y  of t h e  G 
mat r ix  is usua l ly  caused by a phenomenon which s h a l l  be c a l l e d  n u l l  effect. -
Those va r i ab le s  which cause t h i s  condition w i l l  be c a l l e d  n u l l  e f f e c t  v a r i a b l e s .  
- .  
Null effect occurs when per turba t ion  of  a parameter o r  of some l i n e a r  combina- 
t i o n  of parameters has no s ign i f i can t  e f f e c t  on of t h e  r e s i d u a l s  i n  t h e  
sum of squares  func t ion .  
course ,  be present  a t  t h e  s o l u t i o n  poin t .  
I n  a wel l  posed problem, n u l l  e f f e c t  should no t ,  of 
For systems of nonl inear .equat ions ,  
however, n u l l  e f f e c t  i s  common a t  points  removed from t h e  so lu t ion .  This is 
caused by l o c a l  redundancies or incons is tenc ies  i n  t h e  l i n e a r i z e d  ve r s ions  of 
t h e  equat ions.  I n  e i t h e r  case ,  two or more l i n e a r  equat ions become p a r a l l e l  
t o  each o t h e r  and hence no so lu t ion  e x i s t s .  
i l l u s t r a t e d  i n  Fig.  1-3. 
As an example, cons ider  t h e  problem 
" 
Figure 1-3. T l lus t r a t ion  of n u l l  effect 
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. .  . 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 
I 
1 
I 
I 
I 
I 
1 
I 
I. 7.  Rules f o r  Using Subroutine RDRG. A FORTRAN IY subrout ine named RDRG 
has been w r i t t e n  which may be ca l led  t o  perform the  r eg res s ion  or equat ion 
so lv ing  ca l cu la t ions  using RD log ic .  The necessary r u l e s  for c a l l i n g  t h e  sub- 
r o u t i n e  from a main program or other  subrout ine a r e  given below. 
The bas i c  c h a r a c t e r i s t i c s  of t h e  system are as follows: 
1) The u s e r  s e t s  up a r r ays  containing s t a r t i n g  values  and s c a l i n g  f a c t o r s  
fo r  t h e  parameters being sought, and then starts r o t a t i o n a l  d i s c r i -  
mination a c t i o n  by t h e  appropr ia te  subrout ine ca l l ,  
2) Thereaf te r ,  u n t i l  t he  i t e r a t i v e  procedupe is terminated by t h e  
subrout ines ,  t h e  values  contained i n  t h e  parameter a r r a y  are 
under c o n t r o l  of t h e  subroutines.  
t o  c a l c u l a t e  r e s i d u a l s  for t h e  da t a  po in t s  or equat ions for any s e t  
of values  i n  t h e  parameter a r r ay ,  on demand by t h e  r o t a t i o n a l  d i s c r i -  
mination algori thm. 
When c o n t r o l  is r e l eased ,  t h e  parameter a r r a y  w i l l  con ta in  "best" 
va lues ,  i . e . ,  those  which cause t h e  sum of squares  of t h e  e r r o r s  t o  
be a minimum. 
I n  t h e  form provided r o t a t i o n a l  d i scr imina t ion  opera tes  as a r e s t r a i n e d  
minimization algorithm -- l i m i t s  are recognized for parameter values .  
I n  its standard form, r o t a t i o n a l  d i scr imina t ion  ob ta ins  p a r t i a l  de r i -  
v a t i v e s  of t h e  r e s i d u a l s  automatical ly  by numerical d i f f e r e n t i a t i o n .  
There a r e  no a r b i t r a r y  i n t e r n a l  l i m i t s  on t h e  size of problem due t o  
dimensioning, e t c ,  The standard vers ion  r e q u i r e s  approximately 9,000 
words of 7044 core  s to rage  for program decks,  p lus  t h e  a d d i t i o n a l  
space necessary t o  hold i n t e r n a l l y  generated a r r ays .  
problems involving up t o  about 70 parameters can be handled on a 32K 
7044, 
The use r  must provide programming 
3 )  
4) 
5 )  
6) 
As a gene ra l  r u l e ,  
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8) 
9 )  
I. 7 . 1  
Nesting, . .  e:g. ,  using these  programs as par t  of t h e  c a l c u l a t i o n  of 
r e s i d u a l s  t o  be used by these programs, i s  permit ted only i f  the use r  
follows c e r t a i n  procedures t o  in su re  se l fnp ro tec t ion ,  
No s p e c i a l  system fea tu res  a r e  required.  
intermediate  output  are produced by 1PE format. 
Large problems (e.g. ,  more than  40 parameters) may cause t h e  r eg res s ion  
subrout ines  t o  make use  of s c r a t c h  s to rage  on two u t i l i t y  u n i t s .  
Normally t apes  1 and 2 a r e  used, however, a l t e r n a t e s  may be designated. 
This system can be used . in  a chained job,  provided c e r t a i n  minor l i m i t a t i o n s  
on overlay a r e  observed. 
Programming for all-FORTRAN-IV Usage. 
F loa t ing  po in t  numbers i n  
-
A skeletal  i l l u s t r a t i o n  of a 
program which meets t h e  b a s i c  requirements for all-FORTRAN normal usage is shown 
below: 
1 
2 
3 
4 
5 
6 
10 
DIMENSIglN XSTART(135) 
CQIMMglN /REGC@M/ C0M(12), KCglM(22) 
EQUIVALENCE (KCQIM(5>,ICBDE),(KCOM(7),IPT) 
..... 
x( = 
SCALE( ) = (Put values i n  X ,  SCALE, XMIN and XMAX a r r a y s )  
XMIN( ) = 
XMAX( = 
..... 
CALL REGTAP (NUNIT1, NUNIT2) 
CALL REGSET (NPT,NV,IPRINT,MAXCNT;TIMAX,KTAP,KBASE) 
CALL RDRG (S,SX,DER2,D2QX,XX,MBDE,DERl,DXBAR,DXX,DQ,DQX,DY,DYC~ASE) 
X,SCALE,XMIN9XMAX,D2Q,SCALTI,M@DEX,XSTART,DELTA) 
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1 0 0  ...., Cflegress i a n  o r  equat iQn+mlying  f in i shed  1 
Statements 1, 2 and 3 establ ished dimensioning for arrays r equ i r ed  by 
t h e  subrout ine system. Minimum space requirements for all of t h e s e ,  except DY, are 
ou t l ined  below. NVMAX is t h e  maximum number of parameters expected i n  any use 
during the  job  run.  
S, SCALE, MODE, DER1, DXBAR, DXX, DQ, DQX, D2Q,  SCALR, XMIN,  XMAX, INVUX 
M0DEX , 
S,  SX DER2, D2QX I (NVMAX) 
INPTMAX 
XSTART must always have dimension 135. 
The r eg res s ion  (or equation-solving) c a l c u l a t i o n  is  i n i t i a t e d  by c a l l i n g  
subrout ine RDRG, s ta tement  1 0 .  However, p r i o r  t o  t h i s  ca l l  f i v e  th ings  must 
have been done: 
-
1) Put s t a r t i n g  va lues  ( i n i t i a l  guesses)  fo r  pa rame te r s ' i n  X a r r ay .  
Also, t h e  lower bounds and upper bounds must be put  i n t o  t h e  XMIN 
and XMAX a r r ays ,  respec t ive ly .  
2) Put s ca l ing  f a c t o r s  for parameters i n  SCALE a r ray .  (Suggestions . 
concerning choice of scale f a c t o r s  f o r  parameters are presented 
i n  Section 1.7.2.) 
Notes: NVMAX = maximum number of v a r i a b l e s  i n  any c a l l  
NPTMAX = maximum number of d a t a  po in t s  
Y 
T = Array of independent v a r i a b l e  da t a  p o i n t s  
= Array of dependent va r i ab le  da t a  p o i n t s  ( t h e r e  c o u L  be a Y1,Y2,etc.) 
DELTA = (Calculated Y - d a t a  Y)for  t h e  IPTth da ta  po in t  and t h e  p re sen t  
I 
values  i n  t h e  X a r r a y .  
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* 
3 )  Designate sc ra t ch  u t i l i t y  u n i t s  by c a l l i n g  REGTAP (s ta tement  5 ) .  
Arguments N U N I T l  and NUNIT2 are FORTRAN u t i l i t y  nuntbers. If 
sc ra t ch  u t i l i t y  storage i s  not  t o  be used, t h e s e  arguments 
should be zero.  
-
4) Set  o the r  requi red  in t e rna l  cons tan ts  by c a l l i n g  FCGSET ( s t a t e -  
ment 6 ) .  
5 )  It is  convenient t o  equivalence KC0M (5 )  t o  IC0DE and KC0M (7) 
t o  IPT.  
The va lues  f o r  NPT, N V ,  IPRINT, MAXCNT, and TIMAX are cons t an t s  s e l ec t ed  by 
t h e  user :  
NPT = Number of da ta  p o i n t s  t o  be used i n  a regress ion .  I n  an 
equation-solving problem t h i s  is t h e  number of equat ions 
t o  be solved. I n  genera l ,  it is t h e  number of e r r o r  terms 
whose sum of squares is t o  be minimized. 
NV = Number of unknown parameters t o  be sought i n  t h e  r eg res s ion  
of equation-solving problem, e .g . ,  t h e  number of elements 
i n  t h e  X (and SCALE) a r r ay .  In  an equation-solving 
problem NV and NPT should be equal.  
IPRINT = I n t e r n a l  p r i n t  c o n t r o l  ( s ee  Sec t ion  1.7.3) 
MAXCNT = Maximum allowable number of i t e r a t i o n s  based on f r e s h  d e r i v a t i v e s .  
TIMAX = Maximum allowable t ime (minutes l for  regress ion .  
MAXCNT and TIMAX should be chosen${ t o  prevent excessive "spinning ." Argument 
fc 
Time requirements depend on the complexity of t h e  r e s i d u a l  ca l cu la t ion .  
- Note: The t i m e  
It is extremely un l ike ly  that  more than  20 i t e r a t i o n s  w i l l  be  requi red  
The "average" problem r e q u i r e s  un le s s  t h e  problem i s  very poorly foimulated.  
5. 
However, as a rough guide,  t y p i c a l  t imes have var ied  from 0.05 minutes for a 
2 parameter problem t o  one hour f o r  a 70 parameter problem. 
l i m i t e r  depends on subrout ine TIMEX, which is provided i n  dummy form. 
a c t i v e  TIMEX must be provided i f  t h e  TIMAX parameter is t o  be of s ign i f i cance .  
An 
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. 
KTAP should be zero for standard usage. 
by REGSET f o r  use i n  t h e  ca l l  of RDRG. 
Argument KBASE is an  index computed 
The dimensioning requi red  f o r  a r ray  DY,  depends on whether u t i l i t y  s to rage  
i s  used t o  reduce core s to rage  needs; 
No U t i l i t y  
Storage 
U t i l i t y  
Storage Used 
Minimum DY dimension (NPTMAX ) (NVMAX+4 ) NVMAX+4 
NPTMAX is  t h e  maximum number of  da t a  po in t s  (or equat ions)  expected i n  any 
use  during t h e  job  run.  
The a c t i o n  requi red  a f t e r  r e t u r n  from subrout ine RDRG depends on t h e  value 
given t o  (ICQIDE) by t h e  subrout ines:  
When ICQIDE = 0 ,  t h e  subrout ines  have completed t h e i r  operat ion 
and t h e  c a l l i n g  program can proceed (s ta tement  100). 
f i n i s h  was obtained,  KCQIM(8) w i l l  be re turned  as zero. 
If a normal 
A t  t h i s  po in t  
t h e  X a r r a y  w i l l  conta in  the parameter values  corresponding t o  t h e  problem 
so lu t ion ,  and t h e  f i n a l  sum of r e s i d u a l s  squared w i l l  be i n  CQJM(9). 
Non-normal f i n i s h e s  a r e  indicated as descr ibed i n  ec t ion  1.7.4.  
When ICQIDE > 0 , t h e  call irgprogram must c a l c u l a t e  t h e  value of t h e  r e s i d u a l  
for t h e  IPTth poin t  (or equation) and p lace  t h i s  va lue  i n  DELTA. The 
c a l c u l a t i o n  must be made using t h e  values  of t h e  parameters contained 
a t  t h a t  moment i n  t h e  X array.  Then t h e  subrout ines  a r e  re turned  t o  
Note: For equat ion solving an add i t iona l  subrout ine ,  REGCQIN, must be c a l l e d  i m -  
mediately following t h e  cal l  of REGTAP. The ca l l  should be made a s  follows: 
I 
I 
1 
CALL REGC0N(2.0,T0L9 0 .0 ,  0.001, 0.05, 0.2,  10.0,2.0,1) where TOL = t o l e r -  
ance on sum of squares.  
be complete. 
i s  recommended. 
That is, when CQIM(9) < TQIL, t h e  c a l c u l a t i o n s  w i l l  
A value f o r  TQIL of about 10-10 for well-scaled equat ions 
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. 
a c t i o n  by going back t o  t h e  c a l l  of RDRG. 
If it is  des i red  t o  start  another r eg res s ion ,  cons tan ts  should be r e s e t  
by c a l l i n g  REGSET before t h e  i n i t i a l  RDRG c a l l .  
I. 7.2 Se lec t ing  Scal ing Fac tors  for Parameters. Sca le  f a c t o r s  f o r  t h e  
parameters must be placed i n  t h e  SCALE a r r a y  p r i o r  t o  t h e  s t a r t  of t h e  RD process.  
These f a c t o r s  a r e  used by t h e  RD subroutines i n  calculat . ing parameter increments fo r  
numerical d i f f e r e n t i a t i o n ,  and as an assist t o  t h e  RD l o g i c  i n  choosing t h e  optimum 
search  t r a j e c t o r y  i n  t h e  parameter space. 
f u l  thought be given t o  t h e i r  s e l ec t ion .  
It is s t rong ly  recommended t h a t  care- 
The i n i t i a l  nunerical  d i f f e r e n t i a t i o n  s t e p  uses  as parameter increments 
t h e  parameter s c a l e  f a c t o r s  mult ipl ied by a cons tan t ,  FDERIV, which is normally 
0.001, Idea l ly ,  t h e s e  increments should cause an average change i n  t h e  r e s i d u a l s  
which is not iceable  i n  t h e  l a s t  3 or  4 s i g n i f i c a n t  f i gu res .  
r u l e  f o r  ob ta in ing  s c a l e  f a c t o r s :  
Thus, as a first 
a 
1) E s t i m a t e  t h e  parameter increment s i z e  which w i l l  produce t y p i c a l l y  a 
r e s i d u a l  change i n  the  l a s t  3 o r  4 s i g n i f i c a n t  f i g u r e s .  
2) Divide t h i s  increment by FDERIV (0.001) .  
A second poss ib l e  r u l e ,  which may be usefu l  i n  some reg res s ion  problems, is  
based upon t h e  n u l l  effect parameter a n a l y s i s  which is  b u i l t  i n t o  RD log ic .  
This  l o g i c  prevents  s t a t i s t i c a l l y  i n s i g n i f i c a n t  changes i n  parameters when 
t h e  s tandard  devia t ion  of es t imat ion f o r  t h e  parameter exceeds a cons tan t ,  
FDSCRD, t imes t h e  scale f a c t o r .  FDSCRD is normally 1 .0 .  This r u l e  f o r  scale 
factor s e l e c t i o n  may be constructed as fol lows:  
1) E s t i m a t e  t h e  s tandard deviat ion of es t imat ion  f o r  a parameter, 
assuming a l l  o the r  parameter va lues  known, which would make modifica- 
t i o n  of t h i s  parameter value by r eg res s ion  meaningless. 
2) Divide t h i s  s tandard deviat ion by FDSCRD (1.0). 
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The above r u l e s  w i l l  usua l ly  s u f f i c e  f o r  choosing parameter s c a l i n g  f a c t o r s  
i n  problems f o r  which t h e  parameter values  e i t h e r  have phys ica l  s ign i f i cance  or  
are known i n  advance t o  l i e  within a c e r t a i n  range. 
I. 7 . 3  I n t e r n a l  P r i n t  Control  and Debugging. The c a l l  of REGTAP always produces 
a l i n e  of output  which ind ica t e s  the  u t i l i t i e s  used f o r  temporary s to rage ,  i f  
any : 
UTILITIES XX AND XX USED FOR TEMPORARY STORAGE 
The RD subrout ines  brought i n t o  a c t i o n  by t h e  ca l l  of RDRG f u r n i s h  consider- 
a b l e  information about operat ion during use i f  t h e  contained p r i n t  s ta tements  are 
not  suppressed. 
of RDRG. 
new problems a r e  run,  it is  s t rongly  recommended t h a t  t h e  complete i n t e r n a l  
p r i n t  f a c i l i t i e s  be used by s e t t i n g  IPRINT=2. 
output  t hus  obtained i s  extremely usefu l  i n  debugging t h e  problem se tup .  
Suppression can be accomplished by s e t t i n g  IPRINT=O i n  t h e  ca l l  
. A  l imi t ed  amount of  p r in t ing  is  obtained i f  I P R I N T = l .  However, when 
The reason fo r  t h i s  is  t h a t  t h e  
Typical  examples of output  are shown on t h e  following pages. The sequence 
is  a s  fol lows:  
Heading l i n e  
Table of s t a r t i n g  values  E s c a l i n g  f a c t o r s  f o r  parameters 
Table of c o n t r o l s  (NVAR = number of parameters being solved fo r ,  NCASE = 
number of r e s i d u a l s )  
Spec ia l  opt ion l i s t  
I t e r a t i o n  number list 
Parameter, I n t e r n a l  var iab le  t a b l e  
Comments 
SRCHS (one-dimensional search) t a b l e  
Termination explanat ion 
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b 
5 
When IPRINT = 2,  i tems 5 through 8 are  repea ted  f o r  each i t e r a t i o n .  For 
IPRINT = 1, these  a r e  produced only for t h e  last  i t e r a t i o n .  
The s p e c i a l  opt ion l i s t  contains  t h e  fol lowing t w o  l i n e s .  
NO SHORTCUT ON J A C O B I A N  
BASE CASE RECALCULATION SKIPPED 
The items i n  t h e  I t e r  No l i n e  are as fol lows:  
ITER NO M/N M is a count ,  s t a r t i n g  with zero,  of t h e  number of 
i t e r a t i o n s  i n  which the determinat ion of a search vec to r  was based 
on a f r e s h  evaluat ion of de r iva t ives .  N is s e t  t o  zero  when such an 
i t e r a t i o n  i s  cur ren t ly  i n  progress .  
each i t e r a t i o n  which does not  base its search vec tor  on f r e s h  
d e r i v a t i v e s ,  i n  a sequence fol lowing an i t e r a t i o n  which does 
eva lua te  de r iva t ives .  Thus 3/2 under ITER NO means t h e  second 
i t e r a t i o n  without de r iva t ive  reeva lua t ion  fol lowing t h e  f o u r t h  
i t e r a t i o n  which d id  involve d e r i v a t i v e  reeva lua t ion .  I t e r a t i o n s  
N is incremented by one fo r  
without de r iva t ive  evaluat ion are used only i n  t h e  acce le ra t ed  
mode, which is indicated i n  t h e  s p e c i a l  opt ion l ist  by t h e  l i n e :  
SHORTCUT ON JACOBIAN 
This number i n d i c a t e s  how many "nul l  effect parameters" INACTIVE 
have been i d e n t i f i e d  and are not  being used as v a r i a b l e s  i n  t h e  
cu r ren t  i t e r a t i o n .  Additional information is furn ished  under 
INACTIVE pe r t a in ing  t o  parameters a t  t h e i r  l i m i t s .  
DERIV This number ind ica t e s  t h e  na tu re  of t h e  d i f f e r e n t i a t i o n  
process used by RD t h e  l as t  t i m e  d e r i v a t i v e s  were obtained:  -
2 - Numerical by c e n t r a l  d i f f e rences  
1 - Numerical by forward d i f f e rences  
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DIST This i s  t h e  d i s t ance  of  t h e  des i r ed  first t r y  along t h e  search 
vec to r ,  i n  a sca led  parameter space. Thus, if  t h e  search  increment 
vec tor  i s  A X , ,  A X 2 ,  ..., and parameter scale f a c t o r s  are sl, s2 , . . . ,  
DIST is  equal t o  
I 
J- 
FSD This i s  t h e  cu r ren t  value of t h e  s t e e p e s t  descent  d i s t ance  f a c t o r ,  
used by RD l o g i c  a s  t h e  maximum acceptab le  increment fo r  any 
coordinate  i n  t h e  sca l ed ,  r o t a t e d  space.  
SIGMA This  is t h e  cu r ren t  value f o r  t h e  sum of r e s i d u a l s  squared. 
Under PARAMETERS are t h r e e  columns g iv ing  r e spec t ive ly  t h e  parameter 
number, t h e  cu r ren t  value of t h e  parameter, and t h e  parameter increment cor- 
responding t o  t h e  des i red  first t r y  along t h e  search  vec tor .  
Under IHTERNALVARIABLES a r e  four columns, a l l  r e f e r r i n g  t o  t h e  coord ina te  
system obtained after r o t a t i o n  (XI: 
The Gauss-Newton matrix diagonal: 
(yr = r t h  r e s i d u a l )  cr (ayr/aXi) 2 
The p a r t i a l  de r iva t ive  of t h e  sum of squares:  
aQ/aTTi 
The coordinate  increment corresponding t o  t h e  des i r ed  first t r y  along 
t h e  search vec tor .  
The mode of computation for t h e  coordinates:  
0 -  Gauss -N ewton 
1 -  Steepes t  Descent 
2 -  Truncated Steepest  Descent 
-1, -2 - Not incremented ( n u l l  effect)  
I ter  N o  l i n e  and t h e  Parameter, I n t e r n a l  v a r i a b l e  t a b l e  are p r in t ed  i n  
t h e  middle of each i t e r a t i o n  a f t e r  a search vec to r  has been determined, but  
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. 
before t h e  search has been s t a r t e d .  
put  w i l l  be t h e  SRCHS t a b l e ,  containing t h r e e  columns: 
If t h e  search  is conducted, t h e  next  out-  
a )  FX - The f a c t o r  mul t ip l ied  by t h e  search vec tor  increment t o  
ob ta in  a t r i a l  poin t .  
One of t h e  fol lowing comments, i n d i c a t i n g  t h e  subsequent a c t i o n  t o  
be taken by t h e  one-dimensional search  subrout ine (SRCHS): 
One is p r in t ed  for  each po in t  t r i e d .  
b )  
TRY QIPTIM 
NG,  ST0P 
CUT ST0PPED 
CUT 
OPTIM Q)K 
TAKE BEST 
TAKE PREV 
TRY M0RE 
QUIT 0 N  P E V  
QUIT Q)N LOW 
REVERSE 
N 0  G0 
N 0 ,  TRY MORE 
TAKE 
c)  The va lue  for  t h e  sum of r e s idua l s  squared corresponding 
(The i n i t i a l  value i n  t h e  column i s  for t h e  base p o i n t ,  FX = 0.)  
t o  t h e  FX value.  
The f i n a l  value i n  t h e  FX column is  t h e  one accepted t o  determine a new 
base po in t .  
In s t ead  of proceeding with t h e  search ,  
a pre l iminary  l i n e  
CONVERTED 
of explanation: 
TO CENTRAL DIFFERENCES 
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t h e  i t e r a t i o n  may be repeated,  with 
(Numerical d i f f e r e n t i a t i o n  is t o  
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
1 
I 
I 
I 
be repeated using a c e n t r a l  d i f f e rence  r a t h e r  than  forward 
d i f f e rence  method - t h i s  w i l l  not  cause a change under ITER No.) 
The RD program may terminate  operat ion of t h e  problem a t  t h i s  po in t ,  with 
one of t h e  following l i n e s  of explanation: 
R.D. FINISH NQIRMAL 
R.D. HAS REACHED MAX NUMBER BF ITERATI0NS 
R.D. TERMINATED DUE T0 LAST STEP BEING ABNBRMALLY SMALL 
Termination may a l s o  occur a t  t h e  end of t h e  search ,  after p r i n t i n g  of t h e  
SRCHS t a b l e ,  with t h e  l i n e :  
R.D. TIME LIMIT EXCEEDED 
explanat ions of termination are given i n  Sect ion 1.7.4. Fur ther  
The na ture  of errors i n  problem se tup  can f r equen t ly  be determined by an analy- 
sis of t h e  i n t e r n a l  output  furnished by t h e  RD programs. 
scheme fo r  ana lys i s .  
Following is a suggested 
Examine t h e  t a b l e s  of s t a r t i n g  va lues ,  scales, and c o n t r o l  parameters 
t o  see t h a t  t h i s  information has  been t ransmi t ted  c o r r e c t l y  t o  t h e  RD 
subrout ines .  
solved f o r ,  and NCASE = number of r e s i d u a l s .  
Check SIGMA. 
means t h e  r e s i d u a l  ca l cu la t ion  is fouled  up. 
Check t h e  first column under I n t e r n a l  Variables .  These are t h e  eigen- I 
values  of t h e  Gauss-Newton matr ix .  
c a l c u l a t i o n  is  not responding t o  parameter changes. 
here ,  with corresponding -1 or -2 i n  t h e  r i g h t  hand column, i n d i c a t e  
n u l l  effect parameters, which =ref lect  d i f f i c u l t i e s  i n  t h e  problem 
setup.  
Note p a r t i c u l a r l y  t h a t  NVAR = number of parameters t o  be 
A zero value for SIGMA i n  t h e  first i t e r a t i o n  l i n e  usua l ly  
If a l l  a r e  zero,  t h e  d e r i v a t i v e  
Very small numbers 
e l 
- 28 - 
. 
4) Check t h e  ACTI0N column i n  the  SRCHS t a b l e .  
occurring on an i t e r a t i o n  where M/N under I ter  NO has N = 0 is 
ind ica t ive  of t roub le :  
N0, TRY M0RE 
N 0  G0 
REVERSE 
CUT STgPPED 
Possible  sources of  t rouble  are "noise" i n  t h e  r e s i d u a l  eva lua t ion ,  
or overwri t ing of computer values  due t o  inadequate dimensioning i n  
Any of t h e  following 
' 
t h e  using program. 
l u t i o n  is approached. 
"Noise" usua l ly  manifests  itself only as t h e  so- 
If an equation-solving appl ica t ion  f a i l s  t o  y i e l d  a s u i t a b l e  low value for 
t h e  sum of r e s i d u a l s  squared, t h e  l as t  i t e r a t i o n  should show a t  least one very 
small number i n  t h e  first column under INTERNAL VARIABLES. This i nd ica t e s  t h a t  
a non-zero minimum has  been reached -- e i t h e r  a so lu t ion  t o  t h e  equations does no t  
e x i s t ,  or it cannot be reached from t h e  s t a r t i n g  po in t  used. 
I. 7.4 Types of Finishes .  Completion of so lv ing  a c t i o n  is indica ted  by r e t u r n  of 
IC0DE, as 0. The reason f o r  termination is  indica ted  by t h e  in t ege r  value 
placed i n  t h e  element KCQIM(8) i n  named common REGCBM according t o  t h e  following i 
t a b l e  : I 
KC0M( 8) 
0 
TERMINATION REASON 
Normal f i n i s h  - a l l  convergence requirements 
s a t i s f i e d  . 
I 
1 Maximum number of i t e r a t i o n s  using f r e s h  d e r i v a t i v e s  
has been completed. 
I 
This  maximum number is spec i f i ed  
t o  the  so lv ing  subrout ines  by t h e  4 th  argument. i n  t h e  
c a l l  of REGSET, MAXCNT. 
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-I 
m 
b 
2 
3 
Time l i m i t  has been exceeded. This l i m i t  is  
specif ied t o  t h e  so lv ing  subrout ines  by t h e  
5 th  argument i n  t h e  call  of REGSET, TIMAX. 
F rus t r a t ion  f i n i s h  -- a l l  convergence requirements 
no t  s a t i s f i e d ,  but  progress  has  slowed t o  less 
than t o l e r a b l e  l i m i t s .  
A KCPM(8) s i g n a l  of 0 (normal f i n i s h )  i n d i c a t e s  t h a t  t h e  answer should be 
A KCOM(8) s i g n a l  of 3 ( f r u s t r a t i o n  completely s a t i s f a c t o r y  i n  a l l  respec ts .  
f i n i s h )  i n d i c a t e s  t h a t  no f u r t h e r  meaningful r e d u c t i o n h  sum of squares  is  
poss ib l e ,  bu t  t h e  parameter values  e i t h e r  do not  s a t i s f y  a11 requirements o r  
could be s i g n i f i c a n t l y  r e f ined  f u r t h e r  by a d d i t i o n a l  (probably excess ive)  com- 
pu ta t ion  time. 
When KCOM(8) s i g n a l s  of 1 o r  2 a r e  encountered, a bes t  s o l u t i o n  has not  
as y e t  been reached, due t o  a r b i t r a r y  i n t e r r u p t i o n  by t i m e  o r  i t e r a t i o n  count 
l i m i t s .  
v a lues  f o r  MAXCNT o r  TIMAX. 
Such i n t e r r u p t i o n  could be prevented or  delayed by using larger l i m i t .  
F r u s t r a t i o n  f i n i s h e s  are usual ly  caused by one of t h r e e  s i t u a t i o n s :  
1) An equation-solving appl ica t ion  i n  which s o l u t i o n  is  impossible,  o r  
prevented by hanging up a t  a minimum i n  t h e  sum of squares  o t h e r  than  
zero. 
2 )  "noise" i n  t h e  func t iona l  eva lua t ion .  
3 )  Regression involving severa l  parameters not  c l e a r l y  def ined by t h e  
da ta .  
The first of t h e s e  s i t u a t i o n s  always produces a t  l e a s t  one nu l l - e f f ec t  v a r i a b l e ,  
recognizable  as a M0DE of -1 o r  -2.  
a c t i o n  from t h e  same s t a r t i n g  point.  
There is no po in t  i n  forcing f u r t h e r  RD 
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S i t u a t i o n  ( 2 )  i s  usua l ly  recognizable as 
The bes t  remedy i s  t o  r e p a i r  Sect ion 1.7.3. 
ind ica ted  i n  d iagnos t ic  item 5 i n  
the  func t iona l  evaluat ion.  
S i t u a t i o n  ( 3 )  is  usua l ly  recognizable from t h e  presence of  s e v e r a l  v a r i a b l e s  
s t i l l  i n  s t e e p e s t  descent (MQIDE 1 or 2 )  a t  e x i t .  
A f r u s t r a t i o n  f i n i s h  w i l l  a l s o  usual ly  occur i f  one a t tempts  r eg res s ion  on 
da ta  which g ive  an exact  f i t .  
I. 
Time. 
same parameter vec to r  before proceeding t o  t h e  next parameter vec tor .  
normal reques t  sequence involves  covering a l l  parameter vec to r s  before  moving 
on t o  t h e  next r e s i d u a l ,  t h i s  t a c t i c  is  b e s t  accomplished by doing a l l  t h e  r e s i d u a l  
eva lua t ions  while t h e  regress ion  subroutines are reques t ing  only t h e  first 
( IPT=l) ,  and s t o r i n g  f o r  r e c a l l .  
procedure, with t h e  r e s i d u a l  values  s t o r e d  i n  DARRAY: 
-
7.5 Calcu la t ing  A l l  Residuals  For The Same Parameter Vector a t  The Same 
In  some ins tances  it may be des i r ab le  t o  c a l c u l a t e  a l l  r e s i d u a l s  f o r  t h e  -
Since t h e  
The  following ske le ta l  program i l l u s t r a t e s  t h i s  
DIMENSI0N DARRAY(..,..) 
10 
11 
20 
30 
100 
CALL RDRG.... 
I F  (IC0DE.EQ.O) GPI T0 100 
I F  (IPT.GT.l) G@ TQI 30 
D0 20 I = 1,NPT 
..... 
DARRAY(1,ICQIDE) = 
DELTA = DARRAY(IPT,IC$DE) 
G0 TO 1 0  
..... 
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I .  A s  before, in an all-Fortran system ICODE, INEW, and IPT would be replaced by 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
KCOM( 5)  , (6) , and (7). The minimum dimensionsP for DARRAY are NPT x (2aNVtl). 
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I 11. Adaptive Model Development Using Time Domain Data 
11.1. Summary I 
A technique has been developed for model updating or i d e n t i f i c a t i o n  cast 
I i n  t h e  t i m e  domain. 
output d a t a  t o  f i n d  a l i n e a r  constant  c o e f f i c i e n t  second o rde r  system which b e s t  
r ep resen t s  t h e  da t a  i n  a least squares sense.  
d i scr imina t ion  for  t h e  nonl inear  regression analyses .  
This presented technique uses  dynamic t i m e  domain input- 
It incorpora tes  r o t a t i o n a l  
I 
I 
' 11.2.  Mathematical Development 
I 11 .2 .1  The Simulated Model 
For a genera l  l i n e a r  second order system d i s tu rbed  by an  e x i t a t i o n  E 
f o r  a t ime dura t ion  t, t h e  fol lowing ordinary d i f f e r e n t i a t i o n  equation (O.D.E. 1. 
may be wr i t t en :  
I 
I 
, 
I 
I 
I 
I 
I 
1. 
I 
I 
T 2d2 
d t 2  
I- 2t.r  t y = E ( t )  
where : 
y = Dependent output  magnitude 
t = Independent t i m e  
T System t i m e  constant  
5 = system damping r a t i o  
I n  t h e  formulated technique,  the  e x i t a t i o n  E of t h e  system was obtained 
as a func t ion  of t i m e  by approximating E ( t )  with s t r a i g h t  l i n e  segments of t h e  
form 
E ( t )  = ci(t-ti) + di 
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where 
t .  = time a t  t h e  beginning o f t h e  i t h  i n t e r v a l  
1 
e. = s lope  of t h e  ex i t a t ion  i n  t h e  time i n t e r v a l  
1 
t .  < t ti + A t i  
1 -  - 
di = i n t e rcep t  of t h e  ex i t a t ion  i n  t h e  same time i n t e r v a l  
This  approach is c a l l e d  t h e  piecewise l i n e a r  approximation (PLA) method. The 
A t .  i n t e r v a l s  are not  necessa r i ly  equal arid should be  chosen atht approximate 
r ep resen ta t ion  is  reasonable.  
. 
1 
The eigenvalues of t h e  c h a r a c t e r i s t i c  equation of  Equation (1) may., 
be of three types depending upon 6 -  
be ca l cu la t ed  as fol lows f o r  ti 2 t 2 ti + A t i  
For each type ,  r e spec t ive  so lu t ions  may., 
1) Solut ion of (1 with complex eigenvalues (5<1.) 
y ( t )  = e(SS)t[(P-B)cos(m)t + c1 s i n  (RR)tl + A t  + B ( 3 )  
and 
d y ( t )  
d t  
where : 
SS = Real p a r t  of eigenvalue 
- 5  -- 
T 
RR = Complex element of eigenvalue 
-34- 
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2 )  
and 
where 
3 )  
and 
where . 
- Q-A-SS (P-B ) 
c1 - RR 
Q 
P = Response y a t  'ti : 
A = Slope of e x i t a t i o n  approximated by P.L.A. = ci 
B = In t e rcep t  of ex i t a t ion  by P.L.A. 
Derivat ive of response a t  ti 
= &SA 
Solu t ion  of (1) with mult iple  eigenvalues (5=1.). 
e + A  
- 1 
Dl - -7 
Solu t ion  of (1) with r e a l  and d i s t i n c t  eigenvalues (5>1.0). 
y ( t )  = {P-Bt ' 
D l t  Q-AtD1(B-P) D 2 t  
A. . .  CQ-A+D, (B-P)] 
;) -e + c le + A t  t B 
D2-D1 D -D 1 2  
d ( t )  CQ-AtD, A (B-P I D l t  Q-A+D1(B-P) D 2 t  1," + D2C le + A 
D2-D1 D -D 
= D1 { P-B+ d t  1 2  
- 
These Equations (2-8) were incorporated i n t o  t h e  simulated model of a 
l i n e a r  constant  c o e f f i c i e n t  second order system with parameters T and E* 
With these  parameters given, and t h e  ex i t a t ion  E given by P.L.A., a complete 
response p r o f i l e  was generated and used t o  back i d e n t i f y  parameters,  namely 
T and 6. 
I c 
1 
11.2.2 The Adaptive Model Generator Program f o r  Linear Constant Coeff ic ien t  
Second Order Systems. 
This package i d e n t i f i e s  t h e  parameters of t h e  candidate  system or model. 
Input-output response da t a  taken from the a c t u a l  system are used as input  da t a  
f o r  t h i s  program. 
determines parameters T and . 6 
t h e  sum of t h e  squares of t h e  d i f fe rences  i n  t h e  output of t h e  a c t u a l  system 
I ' and of a simulated second order  model. This d i f fe rence  is  defined as a "residual." 
The program then,  through nonl inear  regress ion  ana lyses ,  
based on t h e  minimization of 
Use of program 2141 M and subrout ines  214l.A and 2141B. 
a )  Function of and d e f i n i t i o n s  of parameters i n  program 2141M 
not including those  set f o r  R-D. 
Program 2141M is t h e  main program of t h i s  algorithm. 
This subrout ine reads  i n  t h e  e x i t a t i o n  magnitudes, e x i t a t i o n  times, number of 
e x i t a t i o n  d a t a  po in t s ,  response magnitudes, respoinse  t i m e s ,  number of response 
d a t a  p o i n t s ,  i n i t i a l  guesses for parsmeters, and number of parameters. 
subrout ine a l s o  calls r o t a t i o n a l  discr iminat ion fo r  r eg res s ion  and r e l a t e d  
This 
I 
1 
subrout ines .  Def in i t ions  of va r i ab le s  are  
N = number of c o e f f i c i e n t s  1 
M = number of response d a t a  poin ts  
NM = number of e x i t a t i o n  d a t a  po in t s  
I 
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. 
xo = i n i t i a l  guesses for coe f f i c i en t s  (T and61 
Y = magnit.ude of respanse 
T = output time 
E = magnitude of e x i t a t i o n  
TT = input  time 
b )  Function of subrout ine  2141A ( SECORD). 
This subroutine f u r n i s h e s  t o  t h e  main program r e s i d u a l s  
whose sum is t o  be minimized. 
i n  t h i s  subrout ine and are t h e  only output from t h i s  subrout ine.  
These r e s idua l s  are named DARRAY (IPT, I CODE) 
c )  Function and output explanat ion of subrout ine 2141B (PRINTD.1 
Following t h e  i d e n t i f i c a t i o n  of t h e  candidate  model, t h e  r eg res s ion  w i l l  
t e rmina te .  
be s t a t e d .  
and p r i n t e d  a t  t h e  same response t i m e  i n t e r v a l s ,  as 
Regressed va lves  f o r  T ardc w i l l  be given and eigenvalue type  w i l l  
A complete response p r o f i l e  af t h e  candidate  model w i l l  be generated 
were read  in to  t h e  program. 
. 
Residuals  w i l l  then  be provided along with t h e  sum of t h e  squares  of t h e  
r e s i d u a l s .  
e igenvalue types  
Tables I -A ,  I -B,  and I -C give example information fo r  a l l  p o s s i b l e  
TABLE I - A  
Tau - Eta -
Actual Parameter Values 1.0 .1 
S t a r t i n g  Parameter Values 1.4 .21 
Calculated Parameter Values .999994 .100007 
Number of iterations = 5 
Sum of squares  of . res idua ls  = ,593 x 10 -10 
I -37- . 
Actual Parameter Values 
S t a r t i n g  Parameter Values 
E t a  Tau 
1 .0  1.0 
--
1.2 1.2 
Calculated Parameter Values 1.000001 I .  999999 
. - Number of i t e r a t i o n s  = 4 
I .  
-11 I Sum of squares  of r e s i d u a l s  = .147 x 10 
I 
TABLE I -C  
Actual Parameter Values 
E t a  Tau 
1 . 0  2.0 
--
S t a r t i n g  Parameter Values 1.10 2.20 
Calculated Parameter Values 
I 
1.000005 1.999991 
Number of i t e r a t i o n s  = 3 
Sum of squares  of r e s i d u a l s  = .184 x 10 - 11 
I 
I 
I 
1 
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111. 
111.1. Summary 
Adaptive Model Development Using.Frequency Domain Data 
This s e c t i o n  p resen t s  an  algorithm developed f o r  model 
. i den t i f i ca t ion '  i n  t h e  frequency domain. The algori thm makes use  of genera l  
' Bode diagrams taken from a simulated l i n e a r  cons tan t  c o e f f i c i e n t  second 
order  system. Two opt ions  are presented i n  t h a t  phase angle  d a t a  may or may 
not  be u t i l i z e d  as supplemental information i n  updating o r  i den t i fy ing  candidate  
models. 
more accu ra t e ly  updating or ident i fy ing  candidate  models. Rota t iona l  d i scr imina t ion  
is  used i n  t h e  nonl inear  regress ion  analyses .  
It has been found t h a t  phase angle d a t a  can be o f  s i g n i f i c a n t  value i n  
111.2  Mathematical Development 
The algori thm fo r  adapt ive model development u t i l i z i n g  complete Bode 
diagram information f o r  a l i n e a r  constant c o e f f i c i e n t  second o rde r  system may be 
formulated using t h e  unique r e l a t ionsh ip  between t i m e  domain e r r o r  and frequency 
domain e r r o r  as shown by Schnelle (2). That is  
N M (Y.. - Z.,) 2 
13 1 3  c c Y =  1 a l l  da t a  i=l , j = 1  - . -- sets 1 .  . 
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where 
M = t h e  number of d i s c r e t e  t i m e  po in t s  
N = t h e  number of output  var iab les  of t h e  system 
= t h e  value of y. a t  t h e  j t h  d i s c r e t e  time l e v e l  'ij 1 
= t h e  value of z. a t  t h e  j t h  d i s c r e t e  time l e v e l  'i j 1 
is equivalent  t o  
N P S  - Hik cos CbikI2 i k  1 [(Gikcos 0 j =1 c c y' = a l l  da t a  i=l 
sets 
ik - H~~ s i n  4 121 + (Gik s i n  0 i k  
Note: Data set i n  t h e  t i m e  domain is defined as Z .  for one tes t  or 
1 
experiment corresponding t o  a p a r t i c u l a r  value of t i m e .  
set  i n  t h e  frequency domain is d e f i n e d ' a s  Z f o r  one t es t  or  
experiment corresponding t o  a p a r t i c u l a r  value of frequency. 
Data 
i 
-40- 
I 
I 
I 
1 
1 
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
II 
I 
I 
I 
. 
where 
P = t h e  number of d i s c r e t e  frequencies considered 
G i k  = ca lcu la t ed  magnitude P a t i o  f o r  t h e  i t h  v a r i a b l e  a t  t h e  k th  frequency l e v e l  
Hik = data  magnitude r a t i o  f o r  the  i t h  v a r i a b l e  a t  t h e  k th  frequency l e v e l  
0 
+ i k  = data  phase angle  ' for t h e  i t h  v a r i a b l e  a t  t h e  k th  frequency l e v e l  
= ca lcu la t ed  phase angle  f o r  t h e  i t h  v a r i a b l e  a t  t h e  k th  frequency l e v e l  i k  
1 1 1 . 2 . 1  Formulation of adapt ive  model development using only magnitude r a t i o  
da t a  from t h e  bode diagram (programs 2111M, 211lA, and 2111B). 
The magnitude r a t i o  and phase angle for  a l i n e a r  cons tan t  c o e f f i c i e n t  
second order  system are given by 
1 
Magnitude ra t io  
-1 -2STw 
( F G T )  and phase angle  = t a n  
These may be obtained from t h e  t r a n s f e r  func t ion  
In 
G ( s )  
t ion ( 3 )  and (41, T and 5 are parameters w 
( 3 )  
(4 )  
th w being t h e  
frequency. 
r eg res s ion  algori thm, a complete program for updating or i den t i fy ing  candidate  
models was formulated.  Various Bode diagrams of second order  systems have been 
inves t iga t ed .  and candidate  models have been generated by t h e  proposed Procedure 
U t i l i z i n g  equation ( 3 )  only and r o t a t i o n a l  d i scr imina t ion  as t h e  
-41- 
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i n  t es t  cases. 
parameters. 
Among these  t e s t  cases  was a model with complex d i s t r i b u t e d  
It should a l s o  be pointed out  t h a t  a ga in  f a c t o r  has been incorporated 
i n t o  t h i s  a lgori thm as an a d d i t i o n a l  unknown parameter.  
1) Function of and de f in i t i ons  of parameters i n  program. 2111M not  
including those s e t  f o r  R-D. 
Program. 211M is  the  main program of t h i s  a lgori thm. T h i s  
subrout ine r eads  i n  t h e  magnitude r a t i o s ,  f requencies ,  number of da t a  p o i n t s ,  i n i t i a l  
guesses f o r  parameters,  and number of parameters. This main program a l s o  
c a l l s  r o t a t i o n a l  d i scr imina t ion  f o r  
Def in i t i ons  of va r i ab le s  a r e  
N = a c t u a l  number o f  
M = a c t u a l  number of 
X O  = i n i t i a l  guesses 
Y = magnitude r a t i o  
Z = frequency. 
regression and r e l a t e d  subrout ines .  
c o e f f i c i e n t s  
da t a  poin ts  
f o r  ‘I 2 5 , and t h e  ga in  r e spec t ive ly  
2) Defin i t ions  of v a r i a b l e s  and func t ions  of subrout ine 2111A. 
This subrout ine furn ishes  t h e  r e s i d u a l s  t o  program 2111M 
used i n  t h e  r eg res s ion  algorithm. This i s  t h e  only output  of  subrout ine 2111A. 
3 )  Defin i t ions  of v a r i a b l e s  and func t ion  of subrout ine 2111B. 
This subrout ine i s  a post-regression program which fu rn i shes  
information concerning t h e  regressed  funct ion and parameters.  Amorg t h i s  in for -  
mation a r e  t h e  regressed  values  o f  T ,  5 and t h e  ga in  of t h e  candidate  system. 
Next, magnitude r a t i o s  a r e  ca l cu la t ed  and p r i n t e d .  A magnitude is p r in t ed  a t  
each input  frequency. Other information includes t h e  magnitude r a t i o  d i f f e rences  
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between t h e  candidate  system and t h e  simulated l i n e a r  cons tan t  c o e f f i c i e n t  second 
order  system. Note f u r t h u r  t h a t  i n  subroutine 2111B, a normalized sum of squares  
is  ca l cu la t ed .  
ga ins  much less or much g r e a t e r  than one. 
This sum of squares .nay g ive  i n s i g h t  i n t o  t h e  regress ion  f o r  
111.2.2 Formulation of adapt ive Model Development Using A l l  Available Data From 
t h e  Bode Diagram (Programs 2121M, 2121A, and 2121B). 
The major d i f fe rence  i n  model development using a l l  bode diagram 
da ta  and only t h e  magnitude r a t io  is tha t  t h e r e  are two (2 )  sum of  squares  terms a 
t h e  f u n c t i o n t o  be minimized. 
p a r t i c u l a r  problem. 
The magnitude r a t i o  and phase angle  f o r  t h e  simulated system are given i n  Equations 
This is seen i n  Equation ( 2 )  and l eads  t o  no 
The RD regress ion  programs can e a s i l y  handle t h i s  s i t u a t i o n .  
( 3 )  and (4) .  
r e s i d u a l  may be obtained.  
With t h e s e  equations and Equation (2 )  t h e  r equ i r ed  
I n  t h i s  case ,  with t h e  phase angle  da t a  being considered, t h e  r eg res s ion  
produced b e t t e r  parameter values fo r  T ,  5, and t h e  ga in  i n  t e s t  cases .  
1) Function of and d e f i n i t i o n s  of  parameters i n  program 2121M not  
inc luding  those  s e t  f o r  R-D. 
Program 2121M i s  the  main Program i n  t h i s  algorithm. This 
program reads  
f requencies ,  i n i t i a l  guesses f o r  parameters, and t h e  number of parameters.  
subrout ine  a l s o  c a l l s  r o t a t i o n a l  iscr iminat ion for r eg res s ion  and r e l a t e d  
subrout ines .  Def in i t ions  of va r i ab le s  a r e  
i n  t h e  magnitude'ratios,  phase angles ,  number of d a t a  p o i n t s ,  
This 
N = a c t u a l  number of parameters 
M = a c t u a l  number of da t a  points  
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X O  i n i t i a l  guesses f o r  coe f f i c i en t s  or parameters 
Y = magnitude r a t i o  
ANG = .phase angle  . i n  degrees 
2 = frequency 
2) Def in i t ion  of v a r i a b l e s  and func t ion  of subrout ine 2121A. 
The func t ion  of t h i s  program i s  i d e n t i c a l  t o  t h a t  of  subrout ine 
211lA as explained i n  Sect ion 111.2 .1 .  
3 )  Defin i t ions  of va r i ab le s  and func t ion  of subrout ine  2121B. 
The funct ion of t h i s  subrout ine is comparable t o  subrout ine 
2111B.  
c a l cu la t ed  and p r in t ed  as are t h e  magnitude r a t i o s .  
111.2.3 Extension of t h i s  technique t o  a l i n e a r  constant  c o e f f i c i e n t  with order  
Subroutine 2121B adds addi t iona l  information i n  t h a t  phase angles  a r e  
system. 
The t r a n s f e r  func t ion  f o r  t h i s  gene ra l  system may be w r i t t e n  as 
1 
a s+a N N- 1 
G ( s )  = 
%.S + %-ls t 1 0  
This g i v e s  a magnitude r a t i o  of 
and a phase angle  Of 
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Here parameters include t h e  a.'s. The b a s i c  theory behind t h e  formulat ion 
1 
of a s e t  of r e s i d u a l s  whose sum i s  t o  be minimized depends upon Equations (21, 
(7 ) ,  and ( 8 ) .  No programs a r e  provided f o r  t h i s .  However, they ould e a s i l y  
be generated i f  a model of  higher  order is bel ieved necessary.  
The following t a b l e s  give example information produced by t h e  programs 
descr ibed above. TABLE I1 
MAGNITUDE RATIO DATA ONLY ---
Gain -Eta Tau 
1 . 0  .1 1 . 0  
--
.98 .4 .89 
.99989 .09976 ,99814 
Actual parameter values  
S t a r t i n g  parameter values  
Calculated parameter values  
Number of  i t e r a t i o n s  = 7 
S m  of squares  of r e s i d u a l s  = .46 x 10 -4 
TABLE I11 
ALL BODE DIAGRAM INFORMATION --
Gain -E t a  -Tau 
1 .00  .10 1 . 0  
-
.98 .40 .89 
.999952 .099985 .999362 
Actual parameter values  
S t a r t i n g  parameter values  
Calculated parameter values  
Number of i t e r a t i o n s  = 7 
Sum of squares  of r e s i d u a l s  = ,983 x 1 0  -4 
. .  
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IV a Reduction of Pulse  Test Data t o  Frequency Response Form. 
IV. 1 Int roduct ion  
The u t i l i z a t i o n  of pu lse  t e s t i n g  procedures t o  experimentally determine 
’ 
system frequency response has become establ ished as an  e f f i c i e n t  technique. 
The purpose of t h e  inves t iga i ton  reported here  was t o  compare two commonly used 
procedures for peducing experimental  pulse  t e s t  da t a  t o  Bode diagram informaton. 
The two methods were compared f o r  t h e  case of a second order  system, both w i t h  
and without superimposed noise .  
I V . 2 .  Mathematical Development 
For a process  having t h e  system t r a n s f e r  func t ion  G ( s ) ,  t h e  
.response t o  an  a r b i t r a r y  input  F . ( s )  i s  1 
where 
Laplace transform of t h e  system response. 
Laplace transform, and using s=jw, equation (1) l e a d s  t o  
F.(s) i s  t h e  Laplace transform of  t h e  inpu t ,  and Fo is  t h e  
1 
Thus, applying t h e  d e f i n i t i o n  of t h e  
d t  - j u t  f o ( t )  e 
r 0 . l  
G ( j u )  = 
dt  - j u t  J f i ( t )  e 
0 
Pulse  t e s t i n g  procedure involves using a f i n i t e  pu l se  o f l imi t ed  dura t ion  t o  be 
appl ied  as  t h e  input  f . ( t )  to t h e  system. 
f i (5 )  and t h e  response or output pu lse  f o ( t ) ,  equat ion ( 2 )  can be used t o  
From t h e  t i m e  h i s t o r i e s  o f  input  pu l se  
1 
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determine t h e  system dynamics.;'F 
I n  t h i s  paper a "pulse function" i s  def ined as a func t ion ,  having a r b i t r a r y  
shape, t h a t  i s  zero a t  time zero,  and assumes d e f i n i t e  values  f o r  a f i n i t e  length  
of time r e f e r r e d  t o  as t h e  pulse  width T ,  a f t e r  which it r e t u r n s  t o  zero and 
remains t h e r e  i n d e f i n i t e l y .  From t h i s  d e f i n i t i o n  it fol lows t h a t  Equation (2 )  
can be r e w r i t t e n  as 
G(ju)  = rp 
d t  J L i  - j u t  0 f i ( t )  e 
( 3 )  
An important advantage of pulse  t e s t i n g  over o the r  experimental  procedures is 
t h a t  t h e  d a t a  obtained from a s i n g l e  well-designed pulse  tes t  can be used i n  
Equation ( 3 )  t o  ob ta in  t h e  t r a n s f e r  funct ion G as a func t ion  of t h e  frequency 
w. Conversion of t h e  complex number G(ju) t o  po la r  form then  y i e l d s  t h e  
information from which a Bode diagram can be developed. Applying t h e  i d e n t i t y  
- j u t  - 
e - coslwt)  - j s i n ( u t )  . 
t o  both i n t e g r a l s  i n  Equation ( 3 )  and reducing t h e . r e s u l t s  a l g e b r a i c a l l y  g ives  
t h e  magnitude and t h e  phase angle  of G a s  
CI n 
L L 
Ai2 t B i 
AoBi - A.B 
= OI -1 1 < G  I = t a n  [ 
A A .  + BOBi 
0 1  I ! 
(4 )  
(5 )  
Both f i( t)  and f ( t )  a r e  a c t u a l l y  assumed t o  be devia t ions  from t h e  s teady  s t a t e .  
0 
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A = . f ( t )  cos(wt)dt  I T  
where 
0 
T 
B = I f ( t )  s i a (wt )d t  
0 
The computational problem, then ,  i s  seen t o  be t h a t  of eva lua t ing  t h e  
i n t e g r a l s  A and B ,  given f ( t ) ,  for both input  and output func t ions .  . 
f .  ( t )  and f , ( t )  are obtained experimentally,  t h e i r  values  a r e  of ten  known only 
a t  some s e t  of d i s c r e t e  poin ts  between time zero and t h e  r e spec t ive  pulse  
widths.  
A and B.  
Since 
1 
Thus, a numerical method must be used t o  evaluate  t h e  i n t e g r a l s  
Various numerical methods have been appl ied  t o  t h i s  da t a  reduct ion  
problem. 
a r e  discussed i n  papers by Clements and Schnel le  (1) and Lees and 
Dougherty ( 2 ) .  
Some of t hese ,  including t h e  two used i n  t h i s  i nves t iga t ion ,  
I n  t h i s  inves t iga t ion ,  two commonly used methods were 
compared under var ious circumstances. 
The first of t h e s e  is  t h e  appl ica t ion  of t h e  t r apezo ida l  r u l e  t o  t h e  
In  t h i s  product func t ions  t h a t  c o n s t i t u t e  t he  integrands i n  (6) and ( 7 ) .  
case, t h e  i n t e g r a l s  a r e  represented as 
k+l-t k 
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where N is  t h e  number of d i s c r e t e  poin ts  a t  which f(t) is  known, and 
f ( k ) ( t )  is t h e  k th  d i s c r e t e  value o f  f ( t ) .  It is assumed t h a t  
f l ( t )  fN(t)  = 0 
tl .= 0 ,  tN = T 
The formulas ( 8 )  and 8 )  do not  requi re  constant  time i n t e r v a l  s i z e s .  
A major shortcoming of t h e  t rapezoida l  r u l e  i s  t h a t  t h e  product 
curves  f ( t )  s in (wt )  and f (t  )cos (wt) o s c i l l a t e  with incras ing  frequency 
as w i s  increased.  
eventua l ly  d e t e r i o r a t e  a t  some frequency, above which t h e  r e s u l t s  w i l l  
be o f  no value.  
Thus, t h e  approximation of t'hese product curves  w i l l  
The second method considered i n  t h i s  study w i l l  be r e f e r r e d  t o  as 
piecewise l i n e a r  approximation (PLA) .  
of t h e  o r i g i n a l  pu lse  curves with s t r a i g h t - l i n e  segments, followed by 
a n a l y t i c a l  i n t eg ra t ion  of t h e  products of t h e  approximations t imes s in (wt )  
and cos(wt) .  
It c o n s i s t s  simply of approximation 
The working formulas f o r  A and B i n  t h i s  case are 
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The comments d i r e c t l y  following Equations ( 8 )  and ( 9 
formulas as wel l .  
accuracy of t h e  r e s u l t s  w i l l  b e  independent of t h e  va lue  of w.  
apply t o  t h e s e  
An obvious advantage of t h e  PLA method is t h a t  t h e  
The procedure f o r  comparing the  two methods descr ibed above requi red  
generat ing d i s c r e t e  values  of t h e  func t ions  f . ( t )  and f , ( t )  without no ise ,  
and with TWO l e v e l s  of superimposed Gaussian noise ,  using a d i g i t a l  computer. 
Two types  of input  pu lse  were used: 
cos ine ,  defined r e spec t ive ly  as  
1 
a ramp func t ion  and a d isp laced  
O < t < T i  
t > Ti 
1-cos - 27rt - -  
fi(t) = { Ti 
- 0 
The genera l  second order  t r a n s f e r  func t ion  
.General  expressions for f,(t) were derived f o r  each case. The c r i t e r i a  f o r  
t h e  s e l e c t i o n  of t h e  pulse  width Ti and t h e  number of  d i s c r e t e  po in t s  N . 
a t  which t h e  func t ions  f.(t) were evaluated are developed i n  s e c t i o n  I V . 5 .  
1 
The procedure,  then,  consis ted of using generated values  of f . ( t )  1 
and f , ( t )  t o  es t imate  t h e  magnitude /GI and t h e  phase angle  <G,  as a 
func t ion  of frequency, by both t rapezoida l  i n t e g r a t i o n  and PLA. The two 
methods were then  compared by observing t h e  r e l a t i v e  accuracy with which 
t h e  t r u e  magnitudes and phase angles of ( 1 5 )  were reproduced over a range 
of f requencies .  
-50- 
I 
I 
I 
B 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
1 
* 
I V . 3  Resul t s  
The r e s u l t s  of t h i s  study are  now presented.  Several  conclusions can 
The most obvious observat ion i s  t h a t  be drawn from t h e  magnitude r e s u l t s .  
t h e  r e s u l t s  obtained with t rapezoida l  i n t e g r a t i o n  begin t o  devia te  q u i t e  
badly from t h e  t r u e  values  a t  a frequency of about 2 .  Since t h e  pulse  
widths of t h e  input  pu lses ,  f o r  both t h e  ramp and t h e  displaced cos ine  
pulses ,  a r e  about 2 .5 ,  t h i s  frequency corresponds t o  a s inusoid with a 
per iod s l i g h t l y  l a r g e r  than  t h e  p u l s e  widths.  
considered corresponds t o  a sinusoid wi th  a per iod s l i g h t l y  s h o r t e r  than  
one-half of t h e  pulse-widths. 
i n t e g r a t i o n  is  obviously due t o  the o s c i l l a t i o n  of t h e  product curves  
f ( t )  s i n  ( w t )  and f ( t )  cos(wt) tha t  w a s  a l luded  t o  e a r l i e r .  
< 
The maximum frequency 
This d e t e r i o r a t i o n  of t h e  r e su l t s  of t r apezo ida l  
A second observat ion is  t h a t ,  except for  a few po in t s ,  t h e  r e s u l t s  obtained 
with PLA are s i g n i f i c a n t l y  more accurate  than  those  obtained with t r a p e z o i d a l  
i n t e g r a t i o n .  I n  add i t ion ,  t h e  PLA r e s u l t s  do not d e t e r i o r a t e  s i g n i f i c a n t l y  
with increas ing  frequency over the frequency range considered. 
I t  was r a t h e r  su rp r i s ing  t o  f ind  t h a t ,  with both 2 and 1 0  per  cen t  
superimposed no i se ,  t h e r e  a r e  severa l  p o i n t s  a t  which t h e  PLA method gave 
more accu ra t e  va lues  than were obtained with no noise .  
t h i s  is  t h a t  t h e  PLA method has an inherent  b i a s  t h a t  i s ,  t o  some e x t e n t ,  
"wiped out" by in t roduct ion  of random de r iva t ions  from t h e  t r u e  curve.  
r e s u l t s  a t  both noise  l e v e l s  show t h a t ,  i n  genera l ,  noise  does not  have an 
overwhelming e f f e c t  on r e s u l t s  obtained with t h e  PLA method. 
observat ion is t h a t ,  i n  both cases without no ise ,  t r apezo ida l  i n t e g r a t i o n  
seems t o  g ive  s i g n i f i c a n t l y  be t t e r  r e s u l t s  than  t h e  PLA method f o r  t h e  first 
f i v e  p o i n t s .  
The explanat ion f o r  
The 
The f i n a l  
No explanat ion f o r  t h i s  anamoly can be a r r ived  a t  t h a t  would 
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be cons i s t en t  with t h e  absence of t h i s  e f f e c t  i n  the ,p re sence  of no ise .  
Conclusions similar t o  those  drawn for magnitudes can be a r r i v e d  a t  
f o r  phase angles .  
Program t o  Process Pulse T e s t  Data %Trapezoida l  In t eg ra t ion  and 
Piecewise Linear Approximation 
-----I V . 4 .  
The in t eg ra t ion  formulas given i n  t h e  t e x t  as equat ions ( 8  and (9  
f o r  t r apezo ida l  i n t e g r a t i o n ,  and equation (lo), (11) and (12) f o r  PLAY 
were programmed i n  a s i n g l e  FORTRAN program. The FORTRAN l i s t i n g  is  
given i n  - Appmtdivm. 
Selec t ion  of Input Pulse Width from A P r i o r i  Knowledge of G ( s )  ------ - - -  IV.5. 
It i s  c l e a r  t h a t  t h e  numerical c a l c u l a t i o n  of magnitudes and phase 
angles ,  using Equations (41, ( 5  ), ( 6  ) and ( 7  ) of t h e  t e x t ,  break 
down a t  these  frequencies  f o r  which t h e  modified Four ie r  i n t e g r a l s  A i 
and B .  ( f o r  t h e  input  func t ion )  are zero.  I n  t h i s  work, it was a r b i t r a r i l y  
1 
decided t h a t  f requencies  above the va lue  a t  which t h e  first zero occurs  
would no t  be considered. Theore t ica l ly ,  a ramp func t ion  produces no 
zeroes .  However, t h e  d isp laced  cosine w i l l  g ive  zeroes  for 
2nn 
2 Ti 
w + -  Y n = 2 ,  3 ,  ... 
Thus, a r e l a t i o n s h i p  between Ti and t h e  l a r g e s t  frequency of i n t e r e s t ,  
W i s  max ’ 
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4Tr - - W - 
Ti 
max ( 16) 
Note t h a t  t h e  per iod of a s inusoid having t h i s  frequency w i l l  be 
exac t ly  equal t o  one-half t h e  pulse width T of t h e  input  pu lse .  
i 
In  add i t ion ,  it w a s  a r b i t r a r i l y  decided t h a t  t h e  l a r g e s t  frequency 
t h a t  one might be i n t e r e s t e d  i n  p lo t t i ng  on a Bode diagram should s a t i s f y  
the  r e l a t i o n s h i p  : 
(17) w = 5.r max 
where T i s  t h e  t i m e  cons tan t  ( f o r  a gene ra l  second order  system, say ) .  
Now, combining (16) and (17 1, there  r e s u l t s  
- .8Tr Ti - - 
T ( 18 
To es t imate  a lower bound on t h e  nw13er of input  func t ion  sample po in t s ,  
t h e  fol lowing r e l a t i o n s h i p  proposed by Lees and Dougherty [see Reference 
(211 i s  adopted 
.2Tr 
max 
A t  < - - w  
Thus, i f  N i s  t h e  number of  sample p o i n t s ,  . .  
Ti < .21T 
max 
- - 
N - W  
(19 1 
( 2 0  1 
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which l e a d s  t o  
w T  N < max i - 
2n 
or 
N > 20 - 
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APPENDIX I 
FORTRAN PROGRAM LISTINGS 
FOR SECTION I1 
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
b 
B I B F T C  21411Y NODECK . DiMENSION X ( 5 1 ,  E S X ( S ) ,  X M I N ( 5 ) r  X M A X ( 6 ) ,  X 0 ( 6 ) ,  Y ( 1 4 0 1 ,  T ( 1 4 0 ) ,  
1 E( lL I .C) ) ,  T T ( 1 4 0 1 ,  D A R R A Y ( 1 4 0 , 1 3 )  
DI.VENSION S ( 6 , b ) y  s X ( 6 , 6 ) ,  D E R 2 ( 6 , d ) ,  X X ( 6 1 9  M O D E ( 6 ) ,  D E R 1 ( 6 ) ,  
1 D X S A R ( 6 ) , D X X ( 6 ) , D Q ( 6 ) , D Q X o , D Y ( 7 0 0 ) , 0 2 ~ ( 6 ) , S C A L R ( ~ ) ,  
2 i ~ 3 D E X ( 6 ) , D 2 Q X ( 6 , 6 ) , X S I A R l t 1 3 5 )  
C 
C 
C ESX = EXTERNAL SCALE FACTORS 
C Y = CALCULATED FUNCTION 
C T = INDEPENDENT VARIABLE 
C N = ACTUAL NO= OF COEFF'S 
C M= NO= OF RESPONSE POINTS 
C I y h# i i -  NO. O F  E X I T A T I O N  POINTS 
C X = COEFF'S O F  FUNCTION ( TO BE CACULATED 1 
C XO = I N I T I A L  GUESSES OF COEFF'S 
C 
C 
999 READ 101, N, M, NM 
WRITE ( 6 , 1 3 0 )  
b i 2 I T E  (6,180) N,M,NM 
2 E A D  ( 5 , 1 0 2 )  ( X O ( I ) ,  I = l , N  ) 
1 3 0  FORMAT ( / / 1 4 H 1  N M N M / / )  
180  FORMAT ( 1 X  9 I 2  9 3 x 9  12 93X 9 1 2 )  
WRiTE (6,1201 
1 2 0  FORMAT ( / / 1 6 H  I N I T I A L  P O I N T S / / )  
N R I T E  (6,150) ( X O ( I ) ,  I = l , N )  
READ ( 5 , 1 0 2 )  ( E S X ( I ) ,  I = l , N  
WRITE ( 6 , 1 2 1 )  
W R I T E  ( 6 , 1 5 0 )  ( E S X ( 1 )  9 I = l , N )  
READ (5,102) ( X M I N ( I ) ,  I = l , N  ) 
1 2 1  FORMAT (//24H EXTERNAL SCALE F A C T O R S / / )  
L lR iTE  ( 6 , 1 2 2 )  
122 FORMAT (//9H X M I N ( S ) / / )  
WRITE ( 6 , 1 5 0 )  ( X M I N ( ! ) ,  I = l , N )  
READ ( 5 , 1 0 2 )  ( X M A X ( I ) ,  I = l , N  
\$R ITE ( 5 , 1 2 3 )  
1 2 3  FORMAT ( / / 9 H  x M A X ( S ) / / )  
'b:RiTE ( 6 , 1 5 0 )  ( X M A X ( I ) ,  I = l , N )  
READ (5,102) ( Y ( I )  9 I = l , M  ) 
!dRITE ( 6 , 1 2 4 )  
!dRITE ( 5 , 1 5 0 )  ( Y (  I) 9 I=1 ,M)  
READ ( 5 9 1 0 2 ) ( T ( I ) 9  I = l , M  1 
WRITE ( 6 , 1 2 5 )  
1 2 4  FORMAT ( / / 6 H  Y ( S ) / / )  
1 2 5  FORMAT (//6H T ( S ) / / )  
WRITE ( 5 , 1 5 0 )  ( T (  I) I = l , M )  
READ 1 0 2 9  ( E ( I ) ,  I = l , N M )  
P R I N T  126 
P R i N T  1 5 0 ,  ( E ( I ) ,  I = l , N M )  
2 E A D  1029 ( T T ( I ) r  I = l , N M )  
P R I N T  127 
P R I N T  1 5 0 9  ( T T ( I ) ,  I = l , N M )  
1 2 6  FORMAT (//6H E ( S ) / / )  
127 FORMAT (//7H T T ( S ) / / )  
1 0 1  FOiiMAT ( 3 1 5 )  
1 5 0  FORMAT (lHO,lOF13.6) 
1 0 2  FOR,YAT ( l O F 8 . 4 )  
a 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
c 
C 
C 
C 
C 
C 
8 
1 2 9  DO 21 I = 1 9 N  
2 1  X ( I ) =  X O ( 1 )  
E Q U I V A L E N C E  ( K C O M ( 5 1 ,  I C O D E )  9 ( K C O M ( 7 ) ,  I P T )  
COMMON/REGCOM/COM(  1 2  ) , K C O f 4 ( 2 2 )  
NPT=M 
N V = N  
C A L L  R E G T A P  ( 0 , O )  
C A L L  R E G S E T  ( N P T ,  NV,  2, 50,  5.09 09 K B A S E )  
9 5 9  C A L L  RDRG ( S , S X  , D E R 2  ,D2QX 9XX , M O D E , D E R l , D X B A R  ,DXX,DQ,DQX,DY 
1 D Y ( K B A S E ) , X , E S X 9 X M I N , X M A X , D 2 Q , S C A L R , M O D E X , X S T ~ R T , D E L T ~ )  
I F  ( I C O D E )  1 0 3 9 1 0 0 9 2 0  
C A L L  SECGRD (E, T T ,  NM9 X ( 2 1 9  X ( l ) ,  Y, T, M, ICODEg D A R R A Y )  
2 0  I F  I P T  .GT. 1 ) GOTO 3 0  
3 0  D E L T A =  D A R R A Y  ( I P T ,  I C O D E )  
GOTO 959  
100 C O N T I N U E  
C A L L  P R I N T D  ( X ,  N, Y ,  T, M, E, T T ,  N M )  
GOTO ‘ 999  
END 
I 
GIBFTC 2 1 4 1 A  NODECK 
SUGXOUTINE SECORD'(E, TT, NM, ETA, TAU, Y, TI NPT, ICODE, 
1 DARRAY 1 
r 
I 
I 
I 
I 
1 
1 
I 
I 
1 
I 
I 
I 
L 
C THIS SUURGUTINE CALCULATES DARRAY(oo,..) FOR A SECOND 
C ORDER SYSTEM. 
C 
C PARAMETERS OF THIS SECOND ORDER SYSTEM ARE ETA AND 
C TAU ( DAMPING RATIO AND TIME CONSTANT 1 0  
C 
C 
C 
C NOW TZST THE VALUE OF ETA. 
C 
C 
DI iYENSION E ( 1 ) ,  TT(1), Y(1), T(11, DARRAY(140rl3) 
N= XM-1 
111 IF (ETA-1.) 21, 229 23 
2 1  1 = 1  
IPT=l 
P=O.O 
Q = O * O  
SS= -ETA/TAU 
Z= T(1) 
R R =  ( ( 1 .-ET A** 2 1 ** 5 1 /TAU 
5 0 1  IF (Z-TT(I+l)) 50,  50, 5 2  
50 TNT12 = Z - TT(1) 
KSET = 0 
C= (E(I+1) - E(I))/(TT(I+l) - TT(1)) 
B= E (  1)-2.*TAU*ETA*C 
s2= P-3 
S3=(Q-C-SS*(P-B) )/RR 
S4= SIN(RR*TNT12) 
S5= COS(RR*TNT12) 
Y 1 =  Sl-*(S2*S5 + S3*.S4) + C*TNT12 + 6 
Y Y =  S1*SS*(SZ*SS f S3*S4) + Sl*(-RR*S2*S4 + RR*SS*S5) + C 
IF ( K S E T  .GT. 0 )  GOTO 5 4  
DAFiRAY ( IPT, ICODE)= Y ( IPT)- Y1 
IF (IPT-NPT) 51,  513 56 
51 Z=T(IPT) 
GOTO 501 
5 2  K S E T =  1 
TNT12= TT(I+l)-TT(I) 
GOTO 5 3  
54 P =  Y 1  
Q= Y Y  
I = I + l  
I F  ( I - N )  501,  501,  55 
53 S 1 =  EXP(SS*TNT12) 
IPT=IPT+l 
55 Z =  T(IPT)-TT(NM) 
AT THIS POINT, C(1) AND B ( I )  ARE BOTH 0. 
C 
H1= EXP(SS*Z) 
H 4 =  SIN(RR*Z) 
H2=P 
H3= (Q-SS-*P) /RR I 
I . 
H5= COS (RR*Z 1 
Y1= H l * ( H 2 * H 5  + H 3 * H 4 )  
YY= SS+HlX-(HZ*H5 + H 3 * H 4 )  + Hl*(-RR*H2*H4 + RR*H3*cH5) 
DARRAY( IPTvICODE)= Y (IPT)-Y1 
IF (IPT-NPT) 5 5 9  5 5 9  56 
i PT=i PT+1 I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 
55 GOTO 9 8 9  
22 i = l  
IPT=l 
P=O.O 
Q=O.O 
D1= -1./TAU 
Z=T ( IPT 1 
631 I F  (Z-TT(I+l)) 6 0 ,  6 0 ,  62 
60 TNT12= Z - TT(1) 
6 3  C =  (E(I+l)- E(I))/(TT(I+l)- TT(1)) 
KSET = O  
B= E(I)-2.*TAU*ETA*C 
FF= P-B 
C 2 =  Q-C+Dl*(B-P) 
DDD=Dl*TNTlZ i.1. 
DED= EXP(TNT12*Dl) 
Y1= FF*DED+ C2*TNT12*DED+ C*TNT12 + B 
YY=Dl*FF*DED + CZ*DDD*DED + C 
IF (KSET .GT. 0 )  GOTO 64 
DARRAY(IPT,ICODE)= Y(IPT)-Yl 
IF (IPT-NPT) 61, 61, 6 6  
GOTO 601 
TNT12= TT(I+l)- TT(1) 
GOTO 63 
Q= YY 
I = I + 1  
IF (I-N) 6019 601, 65 
C2= Q-Dl*P 
IPT=IPT+l 
61 Z =  T(IPT) 
62 KSET=l 
64 P=Y1 
65 Z= T(IPf) - TT(NM) 
DSD= EXP(Z*Dl) 
Yl=P*DSD + C2*Z*DSD 
Y Y =  ‘Dl*P*DSD + Dl*(-P)*Dl*Z*DSD 
DARRAY(IPT,ICODE)= Y(IPT)-Yl 
IF (IPT-NPT) 6 5 ,  65, 66 
IPT= IPT+l 
66 GOTO 989  
2 3  1 = 1  
IPT=1 
P=O.O 
Q = O m O  
D1= -ETA/TAU - (  (ETA**2-1*)**.5 )/TAU 
D2= -ETA/TAU +((ETA**2-1*)***5)/TAU 
Z=T ( IPT 1 
701 IF (Z-TT(I+l)) 7 0 ,  7 0 ,  72 
70 TNT12= Z - TT(I) 
7 3  C= (E(I+l)- E(I))/(TT(I+l)- TT(1)) 
KSET= 0 
B= E( I )-2.+kTAU*ETA*C 
I . 
C 2 =  (Q-C~Dl*(a-P))/(D2-D1) 
C1= P- B+ (Q-C+Dl*(B-P))/(Dl-D2) 
DFDl=EXP(Dl*TNTlZ) 
DFDZ=ZXP (D2*TNT12 1 
Yl=Cl*DFDl+ C2*DFD2+ C*TNT12 + B 
YY= DI*Cl*DFD1+ D2*CZ*DFD2+ C 
IF (KSET .GT. 0 )  GOTO 7 4  
D A R R A Y  ( IPT, ICODE)= 
I 
I 
1 
I 
I 
I 
I 
Y ( IPTI-Yl 
IPT=IPT+l 
. IF (IPT-NPT) 7 1 ,  7 1 ,  76 
7i Z=T(IPTI 
72 KSET=1 
G O T O  701 
TNT12= TT(I+l)- TT(1) 
GOTO 7 3  
7 4  P=Y1 
Q=YY 
I=I+1 
IF (I-N) 701, 701, 75  
C1= P+ ( Q-D1 *P / ( D1-32 ) 
C2= (Q-P*Dl)/(D2-D1) 
Y1=Cl*EXP(Dl*Z) + C2*EXP(D2*Z) 
YY=DlKl*EXP (Dl*Z 1 + D2*C2*EXP( D2*Z 1 
DAilRAY ( IPT 9 ICODE)= 
IPT=I PT+1 
IF (IPT-NPT) 7 5 9  7 5 9  7 6  
75 Z= T(IPT)-TT(NM) 
Y ( IPTI-Yl 
76 GOTO 989 
C 
9 8 9  RETURN 
I 
1 
C 
END 
8 
I 
BIEFTC 2141B NODECK 
C THIS SUBROUTINE FURNISHES ACDITIONAL INFORMATION 
C 
SUBROUTINE PRINTD (X, N, Y, T, M, E, TT, NM) 
CONCERNING THE REGRESSED FUNCTION AND PARAMETERS 
D I t ' 4 E N S I O N  X ( 1 1 ,  Y ( 1 ) ,  T(1)y E ( 1 ) ,  TT(l), Y2(140)9 PP(14O) I WRITE ( 6 , 1 9 0 )  
190 FORMAT (//20HlREGRESSION COMPLETE//) 
WRITE ( 6 , 1 9 1 )  I 191 FORMAT (//12H TAU, 10x9 3HETA//) - - .  - - .  
WRITE (6,150) ( X (  I )  9 I = l , N )  
150 FOriMAT (1x1 10F13.6) 
3200  FORMAT (1HO9 F7.39 8 x 9  F14.7, 8 x 9  F14.7)  
162 FORMAT(//32HOYl CALCED AT EACH T FOR NEW X'S//) 
N= NM-1  
I 
I 
I 
I 
ETA=X (2 1 
,TAU=X (1 1 
IF ( ETA - 1 0  1 99 99, 919 
9 PRINT 3 0 0 0  , 
3000 FORMAT (1H0, 25H EIGNVALUES ARE COMPLEX / / I  
WRITE (6,162) 
PRINT 3130 
1=1 
3100 FORMAT(4HO ,1HT,12X~14H RESPONSE (Y1),6X918H DERIVATIVE OF Y / )  
I 
IPT=1 
Z =  T(1PT) 
P=O.O 
Q=O.O 
S S =  -ETA/TAU 
RR= ((l*-ETA**2)***5)/TAU 
501 IF (Z-TT(I+l)) 50, 5 0 ,  52 
50 TNT12 = 2 - TT(I) 
I 
I 
I 
I 
KSET=O 
53 S1= EXP(SS*TNT12) 
C= (E(I+l) - E(I))/(TT(I+l) - TT(1)) 
5 2 =  P-B 
S3=(Q-C-SS*(P-B))/RR 
E= E( I )-2o*TAU*ETA*C 
S5= COS(RR*TNT12) 
S 4 =  SIN(RR*TNT12) 
Y1= Sl*(S2*S5 + 53*54) + C*TNT12 + 6 
I 
I 
YY= Sl*SS*(S2*S5 + S3*S4) + Sl*(-RR*S2*S4 + RR*S3*S5) + C 
IF (KSET mGT. 0 )  GOTO 54 . 
PRINT 3200, 2 ,  Y 1 ,  YY 
Y2(IPT)= Y1 
IPT=IPT+l 
IF (IPT-MI 51, 51, 5 6  
51 Z=T(IPT) 
GOTO 501 
52 KSET=l 
TNT12= TT(I+l)-TT(I) 
* G O T O  53 
54 P=Y1 
Q=YY 
I=I+l 
IF ( I - N )  501, 501,  55 
I 
I 
I 5 5  ZE= T(1PT) 
57 Z=T(IPT)- TT(N"V1) 
C i 
I 
C AT THIS POINT, C(1) AND B(1) ARE BOTH 0 .  
H1= EXP ( S S * Z  1 
I * c  
H 3 =  (Q-SS*PI /RR 
H 4 =  SIN(RR+Z) I H2= P 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
H5= COS(RR*Z) 
Y1= Hl*(H2*H5 + H3*H4) 
YY= SS*Hi*(HZ*H5 + H3*H4) + Hl*(-RR*H2*H4 + RR*H3*H5) 
YZ(IPT)= Y1 
IPT=IPT+l 
ZE=T( IPT) 
PRINT 3 2 0 0 ,  ZE, Y 1 ,  Y Y  
IF (IPT-MI 5 7 9  579 56 
56 GOTO 96 
99  PRINT 4000 
4000 FORMAT (2HO 926H EIGNVALUES ARE MULTIPLE / )  
WRITE (6,162) 
PRINT 3100 
I=1 
IPT=1 
Z=T ( IPT) 
. P=O*O 
Q = O * O  
D1= -1*/TAU 
601 IF (Z-TT(I+l)) 6 0 9  60, 62 
60 TNT12= 2 - TT(I) 
63 C= (E(I+l)- E(I))/(TT(I+l)- TT(1)) 
KSET=O 
B= E(I)-2.*TAU*ETA*C 
FF= P-8 
C 2 =  Q-C+Dl*(B-P) 
DDD=Dl*TNT12 + l o  
DED= EXP(TNT12*Dl) 
Yl=FF*DED + C2*TNTlZ*DED+ C*TNT12 + 8 
YY=Dl*FF*DED + C2*DDD*DED + C 
IF (KSET * G T *  0 )  GOTO 6 4  
PRINT 3200, 2 ,  Y 1 ,  Y Y  
Y2(IPT)= Y1 
IPT=IPT+l 
61 Z= T(IPT) 
62  KSET=l 
IF (IPT-MI 61, 61, 66 
GOTO 6 0 1  
TNT12= TT(I+l)-TT(I) 
GOTO 63 
Q= Y Y  
I = I + l  
IF (I-N) 601, 601, 65 
64 P=Y1 
65 ZE= TIIPT) 
67 Z =  T(iPT)- TT(NM) 
C 2 =  Q-Dl*P 
DSD= EXP(Z*Di) 
Yl=P*DSD + C2*Z*DSD 
YY= Dl*Px-DSD + Dl*(-PI*Dl++Z*DSD 
' PRINT 3 2 0 0 ,  ZE, Y1, Y Y  
YZ(IPT)= Y1 
I 
IPT=IPT+l 
ZE=T( IPT) 
IF (IPT-MI 67, 67, 66 
I '  
I 
I 
I 
I 
I 
I 
I 
I 
6 6  GOTO 96 
9 1 9  P R I N T  5 0 0 0  
5000 FORMAT (2HO 935H EIGNVALUES ARE REAL AND DISTINCT / I  
WRITE (6,162) 
PRINT 3100 
1=1 
I PT=1 
Z=T(IPT) 
P=O.O 
Q = O m O  
D1= -ETA/TAU -((ETA**2-1.)~*.5)/TAU 
D2= -ETA/TAU +((ETA**2-1*)**m5)/TAU 
701 IF(Z-TT(I+l)) 7 0 ,  70, 72 
70 TNT12= Z - TT(I) 
73 C= (E(I+l)- E(I))/(TT(I+l)- TT(1)) 
KSET=O 
B= E(I)-Z**TAU*ETA*C 
C2= (Q-C+Dl*(B-P) )/(D2-D1) 
C1= P- B+ (Q-C-t-Dl*(B-P) ) / ( D l - D 2 )  
DFDl=EXP (Dl*TNT12 1 
DFD2=EXP (D2*TNT12 1 
Yl=Cl*DFDl+ CZ*DFDZ+ C*TNT12 + B 
YY= Dl*Cl*DFDl+ D2*CZ*DfD2+ C 
IF (KSET .GT* 0 )  G O T O  74 
PRINT 3200, Z, Y1, YY 
Y2(IPT)= Y1 
I PT= I PT+1 
IF (IPT-MI 71, 71, 76 
71 Z=T(IPT) 
GOTO 701 
I 
I 
72  KSET=l 
TNT12= TT(I+1)- TT(I) 
GOTO 73 
7 4  P=Y1 
Q=YY 
I=I+l 
IF (I-N) 701, 701, 75 
75 ZE= T(1PT) 
77 Z= T(IPT1- TT(NM) 
C 1 =  P+(Q-D~X-P)/(D~-DZ) 
C 2 =  (Q-P*Dl)/(D2-D1) 
Yl=Cl*EXP(Dl+kZ) + C2*EXP(D2*2) 
YY=Dl*Cl*EXP(Dl*Z) + D2*C2*EXP(D2*2) 
Y2(1PT)= Y1 
IPT= IPT+l 
ZE=T(IPT) 
I 
I 
I 
I 
PRINT 3200, ZE, Y 1 ,  YY 
IF (IPT-M) 77, 77, 76 
76 GOTO 96 
96 WRITE (6,163) 
163 FORMAT (//~~HoDIFFERENCE IN Y1 AND Y / / )  
DO 11 I=l,M 
WRITE (6,150) (PP(I1, I = l , M )  
11 PP(Il= Y2(I) - Y(1) 
I -  SQRQ = 0.0 
DO 1 2  I = l , M  
i.!RITE ( 6 , 1 5 2 )  
W R I T E  ( 6 , 1 5 1 )  SQRQ 
1 2  SCFiQ = SQRQ +(pP(I))**Z I *
I 1 5 2  F O R M A T  ( / / 2 8 H O S U M  O F  SQUARES OF R E S I D U A L S / / )  1 5 1  FORMAT ( 1 x 9  E15.6) 
r- 
L 
R E T U R N  I C 
E N D  
E 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I .  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
APPENDIX I1 
FORTRAN PROGRAM LTSTXNG$ 
FOR SECTTGN 2x1 
C 
C ESX = EXTERNAL SCALE FACTORS 
C Y = CALCULATED FUNCTION 
C 2 = INDEPENDENT VARIABLE 
C r\: = ACTUAL NO. O F  COEFFIS 
c .  M = ACTUAL NO. O F  D A T A  POINTS 
C X = COEFF'S OF FUNCTION ( TO BE CACULATED 1 
C XO = I N I T I A L  GUESSES OF COEFFIS 
c 
C 
999  READ ( 5 , 1 0 1 )  N,M 
1 3 0  FORKAT ( / / 8 H 1  N M / /  1' 
WRITE ( 6 , 1 3 0 )  
WRITE ( 6 , 1 8 0 )  N,M 
1 8 0  FORVAT ( i x ,  12,3x,  1 2 )  
READ ( 5 , 1 0 2 )  ( X O ( I ) ,  I = l , N  ) 
\*JRITE ( 6 , 1 2 0 )  
WRITE ( 6 , 1 5 0 )  ( X O (  1 )  I = l , N )  
READ ( 5 , 1 0 2 )  ( E S X ( I ) ,  I = l , N  1 
WRITE ( 6 , 1 2 1 )  
\v'RITE ( 6 , 1 5 0 )  ( E S X ( I ) ,  I = l , N )  
READ ( 5 , 1 0 2 )  ( X M I N ( i ) ,  I = l , N  1 
WRITE ( 6 , 1 2 2 )  
120 FORMAT ( / / i 6 H  I N I T I A L  P O I N T S / / )  
1 2 1  FORMAT ( / / 2 4 H  EXTERNAL SCALE FACTORS/ / )  
122 FORMAT ( / / 9 H  X M I N ( S ) / / )  
K R I T E  ( 6 9 i 5 0 )  ( X M I N ( I 1 ,  I = l , N )  
READ ( 5 , 1 0 2 )  ( x M A X ( I ) ,  I = l , N  1 
WRITE 16,123) 
WRITE ( 6 , 1 5 0 )  ( X M A X ( I ) ,  I = l , N )  
READ ( 5 , 1 0 2 )  ( Y ( 1 )  9 I = l r M  1, 
WRITE ( 6 , 1 2 4 )  
1 2 3  FOR14AT ( / / 9 H  X M A X ( S ) / / )  
1 2 4  F O R M A T  ( / / 6 H  Y ( S ) / / l  
biRITE ( 6 , 1 5 0 )  ( Y (  I) 9 I = l , M )  
READ ( 5 , 1 0 2 ) ( Z ( I ) 3  I = l * M  
WRITE ( 6 , 1 2 5 )  
1 2 5  FORKAT ( / / 6 H  Z ( S ) / / )  
1 0 1  FORr4AT ( 2 1 4 )  
1 0 2  FORMAT ( 1 0 F 8 . 4 )  
1 5 0  FORMAT ( 1 x 9  10F13.8) 
WRITE ( 6 , 1 5 0 )  ( Z ( ! ) ,  I = l , M )  
C 
EQUIVALENCE ( K C O M ( 5 ) v  ICODE) 9 (KCOM(71 ,  I P T )  
COMMON/REGCOM/COM( 1 2  ,KCOM( 2 2 )  
NPT=M 
C 
C 
I 
NV=N 
C A L L  R E G T A P  ( 0 9 0 )  
* c  
C A L L  R E G S E T  ( N P T ,  NV,  2 ,  5 0 ,  5.0, 0 ,  KBASE) 
r 
L 
1 0  C A L L  RDRG (S,SX,DER2,D2QX,XX,MODE,DERl~~XBAR,DXX,DQ,DQX,DY, 
1 DY ( K B A S E  1 , X , E S X , X M I N I X M A X , D ~ Q , S C A L R  ~ M O D E X I X S T A R T ~ D E L T A )  
C 
I F  ( I C O a E )  10O,iOO,2O 
G O  T O  10 
100 C O l L T I N U E  
C A L L  F 2 M C A L  ( X, Y ,  Z, Q, N, M, P 1 
GO TO 999  
END 
20  C A L L  F2MREG ( Y ,  Z, X, DELTA,  I P T  1 
S I B F T C  2 1 1 1 A  NODECK 
C T H I S  SUSROUTINE FURNISHES THE TRANSFER FUNCTION 
C TO BE REGRESSED ON BY R - D 
SUBROUTINE F 2 M R E G  ( Y ,  2 ,  XI  DELTA, I P T  1 
D1;"INSION X ( 1 ) ,  Y ( I . 1 ,  Z ( 1 )  
D E L T A 1  = ((lo-(Z(IPT)*X(1))**2)**2 + ( ~ . * X ( ~ ) * Z ( I P T ) ) * * ~ ) * ~ O ~  1 
DELTA = Y ( 1 P T )  - X(3)/DELTA1 
C I RETURN 
C 
E N D  
B I B F T C  2 1 2 1 M  NODECK 
b DIMENSION X ( b ) ,  E S X ( 6 1 ,  X M I N ( 6 1 ,  XMAX(61,  X O ( 6 1 ,  Y(1401,  Z ( 1 4 0 ) ,  
DIKENSIOIU S ( 6 9 6 ) ,  S X ( 6 9 6 1 ,  D E R 2 ( 6 , 6 ) ,  X X ( 6 1 9  MODE(61,  D E R 1 ( 6 ) ,  
lQ(1401, P ( 7 0 ) ,  A N G ( 1 4 0 1 ,  A N L ( 1 4 O )  
1 D X B A R ( 6 ) , D X X ( 6 ) ,  DQ(6),DQX(6),DY(3360),DZQ(6),SCALR(6), 
2 I.;ODEX(6) 9 D 2 Q X ( 6 , 6 )  9 X S T A R T ( 1 3 5 )  
C 
C 
C ESX = EXTERNAL SCALE FACTORS 
. c  NMAX = MAX. NO. O F  COEFFtS ( 6 1 
C MYAX = MAX. NO. O F  D A T A  P O I N T S  ( 70 1 
C Y = CALCULATED FUNCTION 
C Z = INDEPENDENT VARIABLE 
C ANG = REAL PHASE ANGLE I N  DEGREES ( A. R e  1 
C N = ACTUAL NO. O F  COEFF'S 
C M = ACTUAL NO. O F  DATA POINTS 
C X = COEFFtS O F  FUNCTION ( TO BE CACULATED ) 
C XO = I N I T I A L  GUESSES OF C O E F F I S  
C 
9 9 9  READ (5 ,1011  N,M 
WRITE ( 6 , 1 3 0 )  
1 3 0  FORMAT ( / / 8 H 1  N M / /  1 
N Z I T E  ( 6 , 1 8 0 )  N,M 
1 8 0  FORMAT ( l X , 1 2 , 3 X , I 2 )  
READ ( 5 , 1 0 2 )  ( X O ( I ) ,  I = l , N  
WRITE ( 6 9 1 2 C )  
WRITE ( 6 , 1 5 0 )  ( X O (  I) I = l , N )  
WRITE ( 6 , 1 2 1 )  
WRITE (6 ,150 )  (ESX(I), I = l , N )  
HEAD ( 5 , 1 0 2 )  ( X M I N ( 1 ) r  I = l , N  1 
WRITE ( 6 , 1 2 2 )  
LJRITE ( 6 , 1 5 0 )  ( X M I N (  I )  9 I = l , N )  
SEAG (5 ,102 )  ( X M A X ( I ) ,  I = l , N  1 
WRITE ( 6 , 1 2 3 )  
\!RITE ( 6 9 j . 5 0 )  ( X M A X ( I ) ,  I = l , N )  
READ ( 5 , 1 0 2 )  ( Y ( I )  9 I = l , M  1 
WRITE ( 6 , 1 2 4 )  
WRITE ( 5 , 1 5 0 )  ( Y (  1 )  9 I = l , M )  
READ ( 5 , 1 0 2 )  ( A N G ( I ) ,  I = l , M  1 
WRITE ( 6 , 1 2 6 )  
K R I T E  ( 6 , 1 5 0 )  ( A N G ( I ) ,  I = l , M )  
DO 2 3  I = l , M  
READ ( 5 , 1 0 2 ) ( 2 ( 1 ) ,  I = l , M  1 
WRITE ( 6 , 1 2 5 )  
N R I T E  ( 6 , 1 5 0 1  ( Z (  I )  9 I = l , M )  
120 FORMAT ( / / i 6 H  I N I T I A L  P O I N T S / / )  
' R E A D  (5 ,102 )  ( E S X ( I ) ,  I = l , N  ) 
1 2 1  FORMAT ( / / 2 4 H  EXTERNAL SCALE FACTORS/ / )  
1 2 2  F O R M A T  ( / / 9 H  X M I N ( S ) / / )  
1 2 3  FORMAT ( / / 9 H  X M A X ( S ) / / )  
1 2 4  FORMAT ( / / b H  Y ( S ) / / )  
1 2 6  FORMAT ( / / 1 9 H  A N G ( S )  I N  DEGREES// )  
2 3  A N G ( 1 )  = ( A N G ( I ) ) / 5 7 . 2 9 5 7 8  
1 2 5  FORMAT ( / / b H  Z ( S ) / / )  
101 FORMAT ( 2 1 4 )  
1 0 2  FORiJlAT ( 1 0 F 8 . 4 )  
1 5 0  FORMAT (1x3  1 0 F 1 3 . 8 )  
C 
6 2 1  
2 2  
C 
C 
C 
C 
9 
NPT=M*2 
NV=N 
CALL REGTAP ( 0 , O )  
CALL REGSET (NPT,  NV, 2 3  50, 5.0, 0, KBASE)  
CALL  RDRG (S,SX,DEil2 ,D2QX,XX ,MODE,DERl ,DXBAR,DXX,DQ,DQX,DY 
1 DY(KBASE1 , X , E S X , X M I N , X M A X , 0 2 Q , S C A L R ~ N O D E X , X S T A R T ~ D E L T A )  
C 
I F  ( I 'CODE) 100 , ' 100920  
GO TO 9 
2 0  CALL F2PREG ( Y, 2 ,  X ,  DELTA, I P T v I I ,  IMI  MI ANG ) 
100 CONTINUE 
CALL  F 2 P C A L (  XI QI'ANL, Y, ZI N, M, PI I 1  1 
GO TO 999  
END 
SIBFTC 2 1 2 3 A  NODECY 
C Tt-iIS SUBROUTINE FURNISHES THE TRANSFER FUNCTION 
C TO BE REGRESSED ON BY R - D 
b SUEROUTINE FZPREG(Y9 Z 9  X 9  DELTA, IPT9 1 1 ,  IM, M, ANG 1 
DI~MENSION X ( 1 ) 9  Y ( 1 ) 9  Z ( 1 1 ,  ANG(1) 
IF (IFT - M )  5,596 
5 IF (IPT - 1 1 )  19192 
1 DELTll = Y(IPT)*COS(ANG(IPT)) 
CELT12=X(3)/((1.-(Z(IPT)*X(l))**2)**2 + (2.*X(2)*Z(IPT))**2)***5 
3ELT13 = C O S ( A T A N ( ( - 2 o ~ Z ( I P T ) * X ( 2 ) ) / ( 1 *  -(Z(IPT)*X(l)I**Z))) 
DELT14 = DELT13*DELT12 
DELTA = DELTll - DELT14 
GO TO 9 
2 DELT31 = Y(IPT)*COS(ANG(IPT)) 
D E L T ~ ~ = X ( ~ ) / ( ( ~ O - ( Z ( I P T ) * X ( ~ ) ) * * Z ) * ~ ~  + ( ~ . * X ( ~ ) * Z ( I P T ) ) * * ~ ) * * O ~  
DELT33 = ATAN((-2.*Z(IPT)*X(2))/(1, -(Z(IPT)*X(1))**2)) 
DELT35 = COS(DELT33 - 3.14159) 
DELT34 = DELT35*DELT32 
DELTA = DELT31 - DELT34 
GO TO 9 
6 IF (IPT - IM) 39394 
3 DELT21 = Y(IPT)*SIN(ANG(IPT)) 
DELT22=X(3)/( (l.-(Z(IPT)*X(1))**2)**2 + (2o*X(2)*E(IPT))**2)***5 
DELT23 = ATAN( (-2.*Z(IPTlwX(21)/(1. -(Z(IPT)*X(1))**2)) 
DELT24 = SIN(DELT23) 
DELT25 = DELT22 * DELT24 
DELTA = DELT21 - DELT25 
GO TO 9 
4 DELT41 = Y(IPT)*SIN(ANG(IPT)) 
DELT42=X(3)/((1.-(Z(IPT)*X(l))**2)**2 + (2**X(2)*Z(IPT))**2)***5 
DELT43 = A T A N ( ( - Z o * Z ( I P T ) * X ( 2 ) ) / ( 1 .  -(Z(IPT)*X(1))**2)) 
DELT44 = SIN(DELT43 - 3.14159) 
DELT45 = DELT42 * DELT44 
DELTA = DELT41 - DELT45 
GO TO 9 I C 
C 
C CALC RESIDUEtS) FOR IPT DATA POINT 
C AND PRESENT X VALUES 
C 
C NOTE........ ALSO KEEP NO. OF DATA PTS. ON LEFT OF WT = l o  
C EQUAL TO NO. OF DATA PTSo ON RIGHT OF WT = l o  
C 
C NOTE........ ALWAYS KEEP M I 2  TH PT. ON THE LEFT O F  WT = l o  
C 
C NOTE ........ALWAYS START WITH X(1) BETWEEN 
C THE TWO MIDDLE POINTS 
C 
C 
i 
I 
9 RETURN 
END 
c 
B I B F T C  2 1 2 4 A  NODECK 
C T H I S  SUbROUTINE FURNISHES A D D I T I O N A L  INFORMATION 
C CONCERNING THE REGRESSED FUNCTION AND PARAMETERS 
D i M E N S I O N  X ( b ) ,  0 ( 7 0 ) 9  2 ( 7 0 ) ,  A N L ( 7 0 1 ,  P ( 7 0 ) r  Y ( 7 0 1  
WRITE (6 ,190 )  
'WRITE (6,191) 
X ( 2 )  = X ( 2 ) / X ( 1 )  
WRITE ( 6 , 1 5 0 )  ( X (  I) 9 I = l , N )  
6 SUBROUTINE F2PCAL ( X I  Q ,  ANL, YI  2, N, M, P,  I 1  1 
190 F O R M A T  ( / /ZOHlREGRESSION COMPLETE/ / )  
1 9 1  FORMAT ( / / 1 6 H  CORRECT X ( I t S ) / / )  
WRITE ( 6 , 1 6 2 )  
DO 91 I=l,M 
1 6 2  FORMAT (//31HOQ CALCED A T  EACH Z FOR NEW X I S / / )  
91 Q(I)=X(3)/((1.-(Z(I)*X(l))**2)**2 + (2o*X(2)*Z(I)*X(l))**2)**05 
WRITE ( 6 , 1 5 0 )  ( Q U I ,  I = i , w  
WRITE ( 6 , 1 5 5 )  
DO 6 8  I = l , M  
DO 66 I=l,II 
1 5 5  FORMAT ( / / 3 4 H  CALCED PHASE ANGLES FOR NEW X(S)//) 
6 8  A N L ( 1 )  = A T A N ( ( - Z . * Z ( I  )*X(l)*X(Z) )/(lo-(Z(I)*X(1))**2))-3o14159 
66 A N L ( I )  = ATAN((-Zo*Z(II*X(l)*X(2))/(1. -(Z(I)*X(l))**Z)) 
6 7  A N L ( I )  = ( A N L ( I ) ) * 5 7 0 2 9 5 7 8  
DO 67  I = l , M  
WRITE ( 5 , 1 5 0 )  ( A N L ( I 1 ,  I = l , M )  
WRITE ( 6 , 1 6 3 )  
DO 11 I=l,M 
WRITE (6 ,150 )  ( P ( I ) ,  I = l , M )  
WRITE (6,164)  
DO 998 I = l , M  
WRITE (6,1501 ( Q ( I ) ,  I = l * M  1 
SQRQ = 0 0 0  
DO 1 2  I = l , M  
WRITE ( 6 , 1 5 2 )  
WRITE ( 6 , 1 5 1 )  SQRQ 
1 5 1  FORMAT ( 1 x 9  E 1 5 0 6 1  
1 5 0  FORMAT ( 1 x 9  lOF1308) 
163 FORMAT ( / / 22HODIFFERENCE I N  Q AND Y / / )  
11 P ( 1 )  = Q ( 1 )  - Y ( 1 )  
164 FO2MAT ( / / 37HODIFFERENCE I N  Q AND Y ( NORMALIZED I / / )  
998 Q ( I )  = ( Q ( I )  - Y ( I )  ) / X ( 3 )  
1 2  SQRQ = SQRQ + ( Q ( I ) ) * * 2  
1 5 2  FORMAT ( / /45HOSUM OF SQUARES OF THE NORMALIZED D I F F E R E N C E S / / )  
C 
C 
RETURN 
END 
1 
I 
1 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
1 
I 
APPENDIX I11 
FORTRAN PROGRAM LISTINGS 
FOR SECTION IV 
S I B F T C  2 0 1 4 F  
C PROGRAM T O  NUMERICALLY REDdCE PULSE TEST INPUT AND OUTPUT DATA T O  
C P IECEWISE L I N E A R  APPROXIMATION AT HIGH FREQUENCIES AND TRAPEZOIDAL 
C INTEGRATION AT LON FREQUENCIES 
C 
AMPLITlJDE S A T 1 0  AhD PHASE ANGLE AS FUNCTIONS OF FREQUENCY, U S I N G  r L 
DI?lVIENSION FI(100)9 T I ( 1 0 0 ) ,  FO(lOO), T O ( 1 0 0 )  
ZI iYENSION S I ( l O O ) ,  S O ( 1 0 0 )  
D I MENS1 ON 
I 
I T I T L E  ( 1 3  ) C 
P I  = 3 . 1 4 1 5 9 2 6 5 4  
ANGLK = 180. / P I  
C 
1 0  READ 10209 T I T L E  
D 
P R I N T  2 0 6 3 ,  T I T L E  
READ 1000, NW, WMAX, N I ,  NO 
C I 
PRI'NT 2000 ,NW', WMAX 9 N I, NO 
C I 
I 
c 
K I M 1  = N I  - 1 
NOM 1 = N O - 1  
DLOGW = (ALOGlO(WMAX)  + 1.) / FLOAT(NW - 1) 
FW = 10. ** DLOGW 
K = o  
A I  = 0. 
DO 1 2  J = 1 , N I M l  
C 
D 
1 2  A I  = A I  + ( F I ( J )  + F I ( J + l ) )  * ( T I ( J + l )  - T I ( J ) )  
r 
I 
c 
A O  = 0. 
DO 1 3  J = 19NOM1 
13  A 0  = A 0  + L F O ( J )  + F O ( J + l ) )  * ( T O ( J + 1 )  - T O ( J ) )  
C I FNCRM = A 0  / A I  
FNRMI = SQRT(FNORM1 
FNRNO = 1. / FNRMI 
DO 14 J = 1 ,N I  
C I 
14 F I ( J )  = F I ( J )  * FNRMI 
C I DO 15  J = 1 9 N O  
1 5  F O ( J )  = F O ( J )  * FNRMO 
C I P R I N T  2 0 3 0 9  FNRMI,  FNRMO 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
I 
i 
1 
I 
1 
.' L 
P R I N T  2 0 4 5  
4 C 
C 
1 8  P R I N T  2 0 4 0  
w = 0 1  
DO 8 0  N = 1,NW 
I F ( K  .EQ. 1) GO TO 4 0  
A I  = 0 .  
8 1  = 0. 
WT = W * T I ( 1 )  
FCOSJ = F I ( 1 )  * COS(WT) 
F S I N J  = F I ( 1 )  * S I N ( W T )  
WT = W * T I ( J + 1 )  
F C O S J l  = F I ( J + l )  * COS(WT) 
F S I N J l  = F I ( J + l )  * S I N ( W T )  
A I  = AI + (FCOSJ + FCOSJ1)  * D T  
B I  = BI  + ( F S I N J  + F S I N J 1 )  * DT 
FCOSJ = F C O S J ~  
2 0  ,FS INJ  = F S I N J ~  
C 
C 
D O  2 0  J = 1 , N I M l  
DT = T I ( J + l )  - T I ( J )  
A T  = 0 5  * A I  
BI = .5 * a1 
C 
A 0  = 0 .  
BO = 0. 
hi T = W * T O ( 1 )  
FCOSJ = F O ( 1 )  * COS(icu'T) 
F S I N J  = F O ( 1 )  * S I N ( W T )  
WT = W * T O ( J + 1 )  
F C O S J l  = F O ( J + l )  * COS(WT)  
F S I N J l  = F O ( J + l )  * S I N ( W T )  
DT = T O ( J + l )  - T O ( J )  
A 0  = A 0  + ( F C O S J  + F C O S J 1 )  * DT 
BO = BO + ( F S I N J  + F S I N J 1 )  * DT 
FCOSJ = F C O S J l  
3 0  F S I N J  = F S I N J l  
DO 30  J = 1,NOMl 
* A 0  
* a0 
A 0  = 05 
BO = 0 5  
GO TO 70 
40 WI = 1. 
A I  1 = 0. 
A12  = 0 .  
BI 1 = 0. 
B12 = 0. 
WT = td 
C 
C 
C 
/ w  
TI 1) 
COSJ = COS(WT1 
S I N J  = SIN(WT1 
FCOSJ = F I ( 1 )  * C O S J  
F S I N J  = FI(1) * S I N J  
DO 5 0  J = 1 , N I M l  
6 = W * T I ( J + l !  WT 
C O S J ?  = COS(WT1 
S I N J l  = S I N ( W T )  
F C O S J l  = F I ( J + 1 1  * C O S J l  
F S I N J l  = F I ( J + l )  * S I N J l  
A I  1 = A I 1  + F S I N J l  - F S I N J  
A i 2  = A I 2  + S I ( J 1  * ( C O S J 1  - C O S J )  
21 1 = S I 1  + F C O S J l  - FCOSJ 
B T 2  = 8 1 2  + S I ( J 1  * ( S I N J 1  - S I N J )  
COSJ = C O S J l  
S I N J  = S I N J l  
FCOSJ = F C O S J l  
5 0  F S I N J  ,= F S I N J l  
A I  = W I  * ( A I 1  + W I  * A I 2 1  
I 
I 
a1 = - W I  * ( a 1 1  - W I  * 8 1 2 )  
C 
A 0  1 = 0 .  
1 
I 
i 
I 
I 
I 
I 
I 
I 
a02 = 0 .  
60  1 = 0. 
8 0 2  = 0. 
W T = W * T O ( 1 )  
COSJ = COS(WT1 
S I N J  = S I N ( W T 1  
FCOSJ = F O ( 1 )  * COSJ 
F S I N J  = FO(1) * S I N J  
I4 T = W * T O ( J + l )  
C O S J l  = COS(WT1 
S I i U J l  = S I N ( W T )  
F C O S J l  = F O ( J + l )  * COSJ l  
F S I N J l  = F O ( J + 1 1  S I N J l  
A 0 1  = A 0 1  + F S I N J l  - F S I N J  
a02  = A02 + S O ( J )  * ( C O S J 1  - COSJI  
BO 1 = 301 + F C O S J l  - FCOSJ 
a0 2 = 1302 + S O ( J )  * ( S I N J 1  - S I N J )  
COSJ = C O S J l  
S I N J  = S I N J l  
FCOSJ = F C O S J l  
6 0  F S I N J  = F S I N J l  
ao = W I  * ( A 0 1  + W I  * A 0 2 1  
BO = - W I  * (BO1 - W I  * 8 0 2 )  
DO 6 0  J = 1,NOMl 
C 
7 0  AKPL = S Q R T ( ( A 0 * * 2  -+ B 0 * * 2 )  / ( A I * * 2  + 6 I * * 2 ) )  
A R G  = ( A O * B I  - A I * B O )  1 ( A O * A I  + BO*BI) 
A N G L R  = ATAN(ATIG1 
ANSLD = ANGLR * ANGLK 
WLOG = A L O G l O ( W 1  
I F ( A R G  .GT. 0.1 ANGLR = ANGLR P I  
C 
C 
P R I N T  2 0 5 0 ,  W,  WLOG, AIYPL, ANGLRv ANGLD, A 0 9  80, A I ,  B I  
eo  W = F W * W  
C 
K = K + 1  
I F ( K  .EQ. 2 )  GO TO 10 
P R I N T  2046  
GO TO 18  
C 
I 
:I 
II ‘ 
I 
I 
I 
I 
I 
I 
I 
U 
I 
I 
I 
I 
I 
I 
I 
I 
I 
Y 
C 
C 
C 
,1300 FORMAT(I59 5x9 F10.0, 159 5 x 9  1 5 )  
1013 FORMAT(8F10.0) 
1 0 2 3  FORMAT (13A6 9 A2 1 
2 0 0 0  FORMAT(lHO9 18HNO. OF FREQUENCIES, I11 / 18HOMAXIMUM FREQUENCY, 
1 F12.5 / 20HONO. OF INPUT POINTS, I10 / 21HONO. OF OUTPUT POINTS, 
2 I9 1 
C 
2010 FORflAT(1HO / I /  18HOINPUT DATA POINTS / lHO, 8x9 4HTIMEg 12x9 
1 llHPULSE LEVEL / /  (1H 9 2F20.6)) 
C 
2 0 2 0  FORMAT(1HO / I /  19HOOUTPUT DATA POINTS / 1HO9 8 x 9  4HTIMEp 12x9 
1 llHPULSE LEVEL / /  ( I d  9 2F20.6)) 
C 
2030 FORMAT(lH0 / / /  25HOINPUT NORMALIZING FACTOR, F10.5/ 
1 26HOOUTPUT NORMALIZING FACTOR, F9.5 / / I /  16HONORMALIZED DATA) 
C 
2 0 4 0  FORMAT(1HO / / /  23HODATA REDUCTION RESULTS / /  
1 1HO9 6x9 5HOMEGA9 8x9 9HLOG OMEGA, 6x9 9HAMPLITUDEp 6 x 9  
1 9HANGLE-RADv 6x9 9HANGLE-DEGp 9x9 2HAO9 12x9 2HB0, 12x9 2HAI9 
1 1 2 x 9  2HBI  / 1 
C 
2 0 4 5  FORMAT(lH19 23HTRAPEZOIDAL INTEGRATION ) 
2 0 4 6  FOZMAT(lH1, 30HPIECEWISE LINEAR APPROXIMATION ) 
2050 FORMAT(1H 9 5F15.69 4F14.6) 
2060 FORMAT(lHI9 13A6, A2) 
C 
C 
C 
END 
