Observations of optical emission intensities and incoherent scatter radar returns in the magnetic zenith were compared in a study carried out at Sondre Stromfjord (A = 76.1 ø) in Greenland. The results were used to test the consistency of a theoretical model of ion chemistry and optical emissions in aurora and to explore the accuracy of relations between optical measurements and the average energy of the incident electrons. The incident primary electron spectrum and its temporal variation were inferred from zenith electron density profiles from the radar. The inferred primary energy spectrum at the peak intensity of the event approximated a Maxwellian distribution of characteristic energy 1.3 keV accelerated by an energy increment between 2 and 5 keV. Average energies inferred from the radar electron density profiles, from the N 2 + rotational temperature and the I(6300)/I(4278) ratio were in good agreement. The variation of the I(8446)/I(4278) ratio was studied and was found to be promising as an index of average incident electron energy. An empirical relation between this ratio and average energy was derived from the data. The observed values of I(4278) exceeded the theoretical values derived from the ionization rate profiles deduced from the radar data by a factor near 2.0. Observed electron density profiles and theoretical profiles calculated from optical data were in good agreement provided that the optically inferred ion production rates were reduced by the same factor of 2. This discrepancy is probably the cumulative result of small errors in instrument calibrations, viewing geometry, recombination coefficients and the excitation and ionization cross sections used in the model.
INTRODUCTION
The use of various optical spectral ratios to derive information about the flux and spectrum of incident electrons provides a very useful tool in ground-based and satellite synoptic studies of aurora. The utility of such ratios depends on a knowledge of the relation between their values and the energy parameters of the primary flux. The calibration of spectral ratios for this purpose can be done empirically or from auroral excitation models. In this paper we attempt to perform empirical calibrations of several spectral ratios as well as to test some aspects of an auroral excitation model.
In recent years the predictions of theoretical treatments of auroral emission rate height profiles have been subjected to various tests. The simplest test is to compare the ratios of observed height integrated spectral emissions observed from the ground with theoretically predicted values for aurora with a "normal" height profile. This method has permitted first order testing of the models. In principle, a much more satisfactory test is to measure the height profiles of various emissions and to measure simultaneously by means of a rocket or satellite the incident particle spectrum above the aurora so that the predicted and observed emission profiles can be compared. Such comparisons, reported by Arnoldy and Lewis [1977] , Kasting and Hays [1977] , Rees et al. [1977] and Rees and Abreu [1984] are discussed in section 4.2. In practice it is difficult to measure the particle spectrum and the corresponding optical profile simultaneously. This might be achieved better by means of a rocket experiment combined with ground-and rocket-based meridian scanning photometer systems applied to determine volume emission profiles by tomographic inversion as in the recent ARIES rocket campaign [Gattinger et al., 1985a] .
Another possibility is to use an incoherent scatter radar to measure the magnetic zenith electron density profile, from which the ionization rate height profile may be deduced and then to use the latter as input for the theoretical model to provide a comparison with observed zenith integrated spectral intensities. The magnetic zenith direction is uniquely appropri-, ate for this comparison because incoming electrons are guided along the magnetic field lines and consequently the measurements are not affected by the spatial structure of the aurora. This gives quite a stringent test of the model. In all cases it is necessary to use an atmospheric composition and temperature model because it is very difficult to make trustworthy direct measurements of atmospheric composition particularly of atomic oxygen. The technique of using radar-determined electron density profiles to estimate primary electron energy spectra has been described and used by Vondrak In this paper we present the first results from a program in which we attempt to test a theoretical auroral model by combining ground optical observations with radar measurements. Here we examine the internal consistency of the modelling of ion chemistry, electron density and emissions of the first negative (1 N) N2 + bands. The assessment and testing of the applicability of the spectral ratios, I(6300)/I(4278) and I(8446)/I(4278) as a measure of the primary energy of auroral electrons follows naturally. In subsequent work we will compare the predicted and observed intensities of 5577-A OI, 6300-A OI and the permitted IR OI lines.
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OBSERVATIONS
The optical observations were made using a 15-channel filter wheel photometer. This instrument uses a single filter wheel on which are mounted two sets of 28-mm-diameter interference filters. There is an inner set of six filters centered on a circle of 71-mm diameter and an outer set of nine filters centered on a circle of 146-mm diameter. This arrangement permits the use of two different photomultiplier tubes, optimized respectively for the blue-ultraviolet and red-infrared regions. The integration time for the individual channels is also increased by using two separate photomultipliers. The tubes used were the EMI 9635 and the RCA C31034. Both were cooled to minimize dark current. For the EMI tube, dark current was further reduced by means of a permanent magnet assembly at the photocathode. The filter disc rotates at 20 Hz which determines the sampling frequency of each of the 15 channels. The channels are listed in Table 1. The photometer has a circular field of view of 4 ø. The UV and IR filter sets view the magnetic zenith through separate telescopes which employ fused quartz and glass optics, respectively. The photomutipliers are operated in the pulse counting mode and their outputs were recorded on digital tape. The photometer was calibrated using a low brightness source cali- The incoherent scatter radar was also set to view the magnetic zenith with a transmitted pulse pattern optimized to produce data in E and lower F region. These data were processed so as to provide electron density profiles every 15 s with a height resolution of about 9 km. The radar has a beam width of 0.6 ø , which is considerably less than the 4 ø field of the photometer. The radar viewing direction is believed to be accurate to within 0.2 ø , while that of the photometer was adjusted to within 0.5 ø of the correct direction by using a spirit level as a reference. The radar pulse pattern had a repetition period of 36 ms.
The radar and the photometer were operated for several nights in November 1983, but only on one night was there sufficiently bright aurora combined with good optical observing conditions. The event observed consisted of a bright (IBC 2-3) band which moved rapidly poleward, in less than 10 min, from the southern horizon until it crossed the magnetic zenith. Strong signals were recorded by the photometer for a period of about 60 s. Strong E region echos were simultaneously measured by the radar. The observations reported here cover a period of about 150 s from 0339:58.5 UT on November 13, 1983. The detailed morphology of the auroral band is unfortunately not available since no meridian scanning photometers or imaging systems were available. This study concerns itself with the temporal evolution of electron density, derived primary electron flux and optical emissions within a fixed column of atmosphere in the magnetic zenith direction and defined by the fields of view of the radar and the photometer. From this point of view the dynamic morphology of the auroral form is not relevant to our study although it would be of interest in relating our conclusions as to the variation of the primary electron spectrum to the theory of auroral arc production.
METHOD OF COMPARISON OF THEORY AND OBSERVATION
The theoretical ion chemistry and auroral excitation model to be compared with observation has been described in detail by Vallance Jones [1975] as updated by Gatfinger and Vallance Jones [1979] and Gatfinger et al. [1985b] . In the present version, quenching of O(XD) is assumed to be dominated by collisions with N: with a rate constant of 2.3 x 10-xx cm 6 s-x following the work of Rees et al. [1983] .
The radar data provides primarily height profiles of electron concentration (one every 15 s) while the optical instrument provided integrated intensities for several emission features (one set per second) along the same line of sight parallel to the direction of the terrestrial magnetic field. The relations between the data available and the quantities derived from them are shown in schematic form in Figure 1 . The arrows indicate the paths followed in obtaining derived data so that comparisons are possible where two arrows lead to a single box.
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[--ne(h) ] In the present study this comparison was made, first, during the initial period when primary electron spectra were to be deduced directly from the radar data and, second, after 60 s when information on the primary particle characteristics was obtained solely from the optical spectral ratios and intensities.
(During the period of declining intensity beyond 60 s it was not possible, as discussed in section 4.1, to deduce ionization rate profiles from the radar returns.) The second half of the test is more stringent and interesting. During the first period, the modelling is essentially no more than a reversal of the steps (based on equation (3)) used to infer the ion production rates from the observed electron densities.
RESULTS AND COMPARISON WITH OBSERVATION
Ion Production Rate Profiles and Primary Electron Spectra
The measured electron density values are plotted against height in Figure The curve for I(8446) follows the variation of I(4278) but increases less strongly at the higher intensity levels.
In comparing the radar and optical data it is necessary first to infer the height profile of the ionization rate and secondly to deduce the primary electron spectrum. The primary electron spectrum may be deduced by a variant of the method described by Wickwar et al. [1975] . The first step is to obtain the ion production rate profile, r/i(h ), from the measured electron concentration profile, ne(h ), of A possible inaccuracy in the analysis is the effect of transport terms which are neglected in (3). Huuskonen et al. [1984] have shown that vertical motions caused by perpendicular electric fields could affect the vertical ionization profiles. In the absence of accurate knowledge of such fields, we have not been able to take this effect into account. We also neglect effects due to vertical io n diffusion. If either of these effects were significant we would expect marked discrepancies to appear between the observed and calculated ionization height profiles reported in section 4.8. These discrepancies would appear in the period after T = 60 s when the electron density profile is calculated from the primary electron fluxes derived from the optical data alone by means of an ion chemistry model in which the transport terms are neglected.
There is some indication from the radar data that there were no strong electric fields at the time of the event. First, an analysis of 45 seconds data when the aurora was bright showed that the E region electron temperature was not elevated above the ion temperature as can occur in the presence of strong fields [Wickwar et al., 1981] . Second, the F region ion temperature, estimated at 15-s intervals lay in the range 500-800 K, which suggests that there was no significant electric field heating of F region ions. Moreover, the data do not provide a means of estimating whatever small electric field may have been present. The radar beam was fixed in the magnetic zenith and consequently it was not possible to estimate the perpendicular electric field by the Doppler method [Wickwar et al., 1984] . The next step is to match the inferred ion production rate height profiles of Figure 6c with model height profiles so as to obtain estimates of the primary electron energy. We used a set of monoenergetic ion production profiles calculated by the model described by Gattin,let et al. [1985b] . For neutral atmospheric density and composition we used the MSIS-83 model described by Hedin [1983] computed for the night of the observations. Various methods which have been used to solve for the primary electron spectrum are referenced in the introduction. We found it practical to vary the parameters of a suitable analytical form for the spectrum until agreement within experimental error was obtained with the ion production rate profile. This may not be the most convenient method for routine use, but it appears quite satisfactory for a limited number of profiles. The modelled ion production profiles are shown as the solid lines in Figure 6c . We did not attempt to use this technique to obtain energy spectrum estimates beyond 60 s. because the ion production rate profiles show too much scatter, including small negative values after I(5577) had dropped below 5 kR.
The results of the analysis are summarized in Table 2 which shows the parameters of the primary electron spectrum and the average electron energy. It was found that all but one of the observed height profiles could be fitted very well by an The first possibility that there are serious errors in the cross sections seems to be ruled out by the good agreement which exists between the predictions of the model and direct comparisons of electron energy flux and auroral intensities. [1977] the observed N2 + band intensity (measured by a rocket photometer) was less than was predicted by the model from the particle flux measured by the AE-C satellite in a coordinated experiment but, as the authors point out, the satellite and rocket measurements were not exactly conjugate over the relevant part of the rocket ascent. In any case the discrepancy noted by Rees et al. is that the observed 24278 profile is weaker than predicted. We do not believe that the error due to either of the second or third factors could be as large as a factor of 2. The fourth possible source of disagreement between the radar and optical measurements is a mismatch between 0.6 ø field of the radar and the 4 ø field of the photometer. Thus the optical data are spatially averaged over a circle about 8 km in diameter at 115 km compared to a diameter of a little over 1 km for the radar observations. However, the temporal averaging over 15 s applied to both data sets probably minimize the effects of the spatial mismatch since the rapid motion of the fine structure of auroral forms would tend to produce a uniform time-averaged intensity and electron density profile across the photometer field. Some of the scatter in the ratios of columns 2 and 3 of Table 3 could possibly arise from this cause, but it is hard to see how this could introduce a large systematic error. Since we believe the photometer field to have been centered on the radar field within 0.5 ø, it is unlikely that a sighting error could have contributed significantly to the deviations of the ratios of Table 3 from unity.
All in all, we have not been able to identify a single likely cause for the discrepancy which may indeed arise from an accumulation of several smaller errors. In any case, agreement to within a factor of 2 could be considered reasonably satisfactory in a complex measurement of this kind.
It follows that the ionization rates used in the modelling, based on the photometer data, will be too high by a factor of 2 and consequently in the detailed comparison with the model described in section 4.8 we have reduced the optically normalized ionization rates by 50%. 
Comparison of Observed Band Rotational
Average Primary Energies from N 2 + Rotational
Temperatures
The procedure described in section 4.3 may be reversed to provide estimates of the mean primary particle energy which are at least as good as those provided by the ratios of emission features. The method was tested earlier by Shepherd and Eather [1976] .
The basis for the procedure is shown in Figure 8 shows a plot of the values of (T•) against average primary electron energy for a variety of forms of the primary energy spectrum. The model was used to generate the ionization rate profiles which were then substituted into equation (2). The two main curves in the figure give the relation between (T,) and (E) for the extreme cases of Maxwellian and monoenergetic primary fluxes. These curves indicate that, in the absence of any knowledge of the shape of the primary spectrum, it is possible to estimate the average energy from (T,) with an accuracy of the order of 30%. The intermediate curves in Figure 8 correspond to intermediate cases of accelerated Maxwellians which provide a range of spectral shapes which approach the Maxwellian or monoenergetic for extreme values of the parameters E a and E o as defined in section 4.1. Estimates of (E) using this method are compared with the values derived from the radar data in Table 4 below. The lower value shown in the energy estimate from (T,) is for the Maxwellian case and the higher for the monoenergetic one. If one had no a priori knowledge of the spectral type and assumed a Maxwellian form, the energy estimates by this method would have been low but within 25% except for the measurement at T = 0. As noted above, the primary spectral shape is peculiar in this case and may have been an artifact of the temporal variation during the radar integration period.
A somewhat surprising feature of the curves of Figure 8 is that for a given value of (E), the value of (T,) is higher for the monoenergetic distribution. One might intuitively expect that the monoenergetic flux would be concentrated more sharply toward the lower edge of the form where the temperature would be lower. Apparently, however, the broader spread of energies in a Maxwellian distribution produces ionization below as well as above the heights dominant for a monoenergetic spectrum. For the lower region the relative 
Average Primary Energies From 1(6300)/1(4278) Ratios
This ratio has frequently been used for estimates of the average energy of primary electrons. As with estimates based on rotational temperature it is necessary to make an assumption about the form of the primary spectrum to derive a unique relation theoretically. The usual practice has been to assume a Maxwellian form for the primary spectrum.
The I(6300)/I(4278) ratio, denoted for convenience by R r, is plotted in Figure 7 Table 4 and do not appear to indicate any strong variation over the range of energies covered. This is more or and compared with the observations. less consistent with the observation that for normal aurora the Primary electron energies inferred from temperature ratio of the corresponding volume emission rates is rather measurements were used since these should be more reliable constant with height (for example, Feldman [1978] ). It would than the red line ratio values in the present case where the appear that this ratio would only be useful for energies above intensity varies rapidly with time. the range measured here, i.e., above about 8 keV. The values The choice of spectral form was made on physical grounds.
of Rg in Table 4 are somewhat higher than we have normally Inspection of Table 2 [1985] , that the 8446-A multiplet is excited directly from tabulated in Table 5 . atomic oxygen by electron impact and in this case it would be It may be seen from Figure 7 that the derived rotational expected that the I(8446)/I(4278) ratio would be determined temperature rises above 540K beyond 90 s, and consequently principally by the ratio of n(O)/n(N,) which shows consider-we assumed that further softening of the primary spectrum able variation over the normal 100-160 km range of auroral was associated with a decrease in the characteristic energy E 0. heights.
In this regime, the connection between average temperature The variation of intensity of the 8446-A emission is plotted and characteristic energy as calculated by the model is given in Figure 3 , which shows that the emission is relatively weaker in Table 6 . as the intensity of I(4278) increases. The ratio I(8446)/I(4278), We then used the observed rotational temperatures to interRir, is plotted in Figure 7 . This shows that the ratio, by coin-polate in the data of Tables 5 and 6 to define the parameters cidence, remains almost exactly proportional to the N 2 + rota-of the primary electron spectrum. The relative ionization rate tional temperature and, consequently, should be a good index profile was calculated by the modelling program. Its absolute of particle energy. The ratio, Rir, is easier to measure than the value was then obtained by normalizing to the observed value rotational temperature. Both quantities will be sensitive to of I(4278) as plotted in Figure 3 . As noted in section 4.2, the some extent to variations in atmospheric composition and ionization rates so derived were reduced by 50% to correct for temperature profiles, and it remains to be seen which can apparent calibration errors in the observations or the relative provide the most reliable index of primary electron energy. In comparison with the 1(6300)/1(4278) ratio, both rotational temperature and R•r have the advantage of not being affected by temporal changes in the auroral emission. As described in more detail in the next section, the average primary particle energy was inferred both from the measured values of R• and of (T•) and plotted in Figure 9 . In Figure 8c It will be seen that the agreement between the predicted and observed profiles is good during the period where the fitted electron spectra could be used and reasonably good during the later period when the auroral intensities were declining. The agreement for T = 60 s is not altogether surprising, since the calculation of n e from qi is effectively an inversion of (3) which was used to derive the g/i from it/e in the first place.
However, this is not true for T > 60 s, and in this interval the reasonable agreement shown by Figures 10a and 10b does constitute a good test of the ability of the model to determine the ne(h ) profiles based on the optical data alone.
SUMMARY AND CONCLUSIONS
The radar and optical data obtained during a short-lived but bright auroral event at high latitude in the midnight sector poleward of the auroral oval have been studied in detail. From the electron density profiles measured by the radar, height profiles of the ionization rate were calculated and from these energy spectra for the primary electrons were deduced. The mean energy values corresponding to these spectra were compared with the optical data.
The There was little variation of the ratio I(5577)/I(4278) during the event, and it was concluded that this ratio is not very sensitive to incident electron energy for primary energies in the range observed, i.e., less than 8 keV.
Primary electron energies deduced from the N 2 + rotational temperatures were combined with optical estimates of the total energy input from 1(4278) to provide optically estimated ionization rate profiles during the second phase of the event. These ionization rate profiles were used as input to a detailed ion chemistry calculation of the height profiles of the electron density. The calculated electron density profiles agreed well with the profiles measured by the radar. From this we conclude that the ion chemistry model gives a satisfactory representation of the rise and fall of electron density in a short lived auroral event of the kind observed. Ion diffusion and transport effects due to winds or electric fields do not appear to have been important.
