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Abstract
As the push continues for increased use of renewables on the electricity grid, the
problem of energy storage is becoming more urgent than ever. Flywheels with
wound, composite rotors represent an efficient and environmentally friendly option
for energy storage. They have already been applied successfully for voltage control
on electrical rail networks and for bridging power in backup UPS systems, but lately
they have also proven useful for grid-scale frequency regulation.
For flywheels to be deployed on a wider scale, the high cost associated with the
technology will have to be addressed. An important driver of cost is the density at
which energy can be stored. Currently, flywheel designs do not consistently achieve
high energy density, and this study investigates the reasons for this.
A critical analysis is made of the design methodologies that have been proposed in
the available literature, and some improvements are suggested. Most notably it is
shown that significant improvements in energy density may be possible if the design
optimization problem is formulated carefully.
In addition, the problem of material selection is discussed, because material prop-
erties have a significant influence on energy density. Some guidance is given for
flywheel designers on how to choose an optimal set of materials without invok-
ing undue computational effort. It is hoped that these suggestions may be carried
forward as a topic of further research.
Keywords: Renewable energy, energy storage, flywheels, flywheel rotors, energy
density
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Opsomming
Namate die aanvraag vir hernubare energie op die elektrisiteit netwerk vergroot,
word die probleem van energie berging van kardinale belang. Vliegwiele met silin-
driese rotors van samegestelde materiale bied ’n effektiewe en omgewingsvriende-
like opsie vir energieberging. Hierdie tipe vliegwiele is reeds suksesvol aangewend
vir spanningsbeheer op elektriese spoornetwerke en om oorbruggingskrag te voor-
sien aan rugsteun sisteme. Meer onlangs is hulle ook nuttig bewys vir die regulasie
van frekwensie op die elektrisiteit netwerk.
Grootskaalse aanwending van vliegwiele kan egter slegs oorweeg word indien die
hoë koste van die tegnologie aangespreek word. Een van die onderliggende redes
vir die hoë koste van vliegwiele is die relatiewe lae digtheid waarby energie geberg
kan word, en hierdie studie ondersoek die redes hiervoor.
Die ontwerpmetodiek wat in die beskikbare literatuur voorgestel is, word krities
geanaliseer en ’n paar verbeteringe word aanbeveel. Mees noemenswaardig is
die opmerklike verbeteringe in energie-digtheid wat soms moontlik is indien die
optimerings-probleem deurdag geformuleer word.
Omdat materiaaleienskappe ’n bepalende invloed op energie digtheid uitoefen word
die probleem van materiaalseleksie ook verder bespreek. ’n Paar riglyne vir die
seleksie van ’n optimale stel materiale sonder om oordrewe berekenings-inspanning
te veroorsaak, word aan vliegwielontwerpers gegee. Hierdie voorstelle kan hopelik
in die toekoms verder deurgetrap word as onderwerp vir verdere studies.
Sleutelwoorde: Hernubare energie, energie berging, vliegwiele, vliegwiel rotors,
energie digtheid
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Chapter 1
Introduction
This chapter provides a brief introduction into the workings of flywheels as energy
storage devices. The importance of achieving high energy density is highlighted
within the broader context of electrical energy storage. The scope for improving the
energy density of flywheel rotors is then discussed.
Why energy storage? By many accounts renewable energy will have an impor-
tant part to play in the electricity grid of the future. Fossil fuels are in limited supply,
and evidence is mounting of its detrimental effect on our environment. This forces
us to rethink the way we supply energy.
The generation of renewable energy has been shown to be possible, but now we
are faced with another problem: Most renewable sources of energy are inherently
intermittent. This raises the question of how to marry a fluctuating energy supply
with a rather indifferent consumer demand.
Energy storage helps to alleviate this problem by providing a mechanism by which
surplus energy can be stored during periods of low demand and supplied back to the
grid when needed. When energy storage is implemented with renewable resources it
decreases the intermittency of supply and adds value to the overall system [4].
Why flywheels? Several different storage concepts have been proposed, including
the use of compressed air, superconducting magnets and chemical batteries. These
new technologies are intended to supplement the existing pumped hydro storage
facilities, for which future development is hampered by environmental concerns
and a limited supply of suitable locations [5].
The use of flywheels poses several benefits over other storage technologies. These
include high power density, long cycle lifetime and low environmental risk. How-
1
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Figure 1.1: Efficiency and cost for various electrical energy storage technologies.
Values are taken from a SANDIA report [6], where they are listed under Distributed
Generation Applications.
ever, the most attractive attribute of flywheels at present is the high efficiency at
which energy can be stored.
Most forms of electrical energy storage rely on some sort of energy conversion
process, because electrical energy cannot be stored directly (save for capacitors and
superconducting magnets). For flywheels this conversion is done by an electrical
motor, which represents one of the most efficient ways of converting energy. For
this reason flywheels can have overall efficiencies of around 95%, while most other
technologies operate at efficiencies somewhere between 60% and 80%.
Figure 1.1 shows a comparison of the efficiency and cost of some storage technolo-
gies.
Why composites? Flywheels have been demonstrated to be viable for application
in several niche markets. However, for the technology to be used on a wider scale,
such as for the integration of renewables, it is necessary to address the high cost
currently associated with flywheel systems. A big driver of cost in a flywheel system
is the energy density in the rotor, which influences both material- and manufacturing
costs and also the overall footprint of a storage facility.
2
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The energy density of a flywheel rotor is largely determined by the strength and
density of its constituting materials. For this reason, composite materials are ideal
for use in flywheel rotors. Their high strengths and low densities allow for big
improvements in energy density when compared to conventional steel rotors. In
addition, the variable material properties of composite materials allow for tailorable
designs.
How does it work? The concept of storing kinetic energy in a rotating mass is
relatively simple, and has indeed been around for a very long time. Archaeological
evidence suggest that flywheels were already commonly used in potters’ wheels
around 3000 years BC [7].
Whereas the potters of old had to spin their flywheels up by hand, the type of ma-
chines that we are interested in takes electrical energy as input. A typical flywheel is
shown in Figure 1.2. It consists of a cylindrical rotor, which is connected to a shaft
by a hub. The shaft is driven by an electrical motor which converts electrical energy
to kinetic energy and back. Magnetic bearings are used to keep friction losses to
a minimum, and the whole assembly is housed in an enclosure. This may serve a
dual purpose by maintaining a vacuum over the moving parts while also containing
fragments in the case of a rotor failure.
The kinetic energy of a spinning rotor is given by
E =
1
2
Iω2, (1.1)
whereE is the kinetic energy, ω is the rotational velocity and I is the rotor’s moment
of inertia, given by
I =
∫
V
ρr2dV. (1.2)
Here, r is the distance from any point to the axis of rotation, ρ is the density of the
rotor’s material and the integral is evaluated over the volume V of the rotor.
1.1 Theoretical limits
For a given material, the upper bound to the energy density that can be achieved in
a flywheel rotor is given by the ratio of its tensile strength X to density ρ. For this
reason, fiber-composite materials are by far superior to their isotropic counterparts
when it comes to storing kinetic energy. This can be seen in Table 1.1 where some
indicative values are given for the upper limit to the energy density of a few inter-
esting materials. However, for a flywheel to store energy at such a high density,
it would have to be perfectly uniformly stressed under centrifugal loading. To the
3
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Figure 1.2: An example of a typical flywheel assembly.
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Material
(
X
ρ
)
[Wh/kg]
Isotropic
Aluminium 61.7
Steel 70.6
Titanium 80.0
Fiber-composite
S-glass/Epoxy 250
HM Graphite/Epoxy 187
HS Graphite/Epoxy 371
Kevlar/Epoxy 403
Table 1.1: Strength-to-density ratios of some interesting materials. These represent
upper bounds to the energy density that can be achieved in rotors made from these
materials. For fiber-composites a unidirectional layup is assumed and X represents
the tensile strength along the fiber direction.
best of our knowledge, this can only be achieved in the hypothetical Constant Stress
Disc profile [8], and only for isotropic materials.
For the fiber composite materials that we are interested in, the best possible geom-
etry seems to be that of a thin cylinder. Under centrifugal loading, such a rotor is
uniformly stressed in the circumferential direction, and completely unstressed in the
radial direction. For this geometry, the energy density of a rotor is exactly one half
of the strength-to-density ratio of its constituting material.
This is still a very high value, and practical cylindrical rotors deviate from this ideal
because they are rarely very thin in the radial direction. Thick rotors are desirable
for practical applications because of the need to store some finite amount of energy.
For this purpose the rotor not only needs a high energy density, but it also needs to
be sufficiently massive.
Two factors tend to limit the energy density of practical cylindrical rotors: firstly,
they experience non-uniform stress distributions in the circumferential direction.
This causes some stress concentration to limit the design and keep the rest of the
rotor from becoming fully stressed. Secondly, the rotors do experience stress in the
radial direction, and even though the values of these stresses may be relatively low,
they act in the material’s weakest direction. Such stresses can cause a rotor to fail
by delamination while it is still far from being fully stressed in the circumferential
direction.
5
Stellenbosch University  http://scholar.sun.ac.za
1.2 Examples from industry
A good example of the type of flywheel that we are concerned with in this study is
the Smart Energy 25 flywheel recently developed by Beacon Power Corporation in
the USA. Figure 1.3 shows the composite rotor, made from carbon- and glass fibers
being lowered into its vacuum housing. This rotor is designed to store 25 kWh of
retrievable energy.
The assembled flywheel, as shown in Figure 1.4, is designed to deliver large bursts
of energy at very short notice. These flywheels are rated at 100 kW, and they can
deliver this continuously for a maximum of 15 minutes.
In order to minimize the effects of rotor failure, these flywheels are installed in con-
crete enclosures, under ground level. Figure 1.5 shows a flywheel being lowered
into place at Beacon’s Stephentown facility in New York. The purpose of this facil-
ity is to provide frequency regulation to the New York electricity grid, which makes
it the first grid-scale flywheel energy storage facility in the world. Construction at
the site started in earnest in May 2010.
In Figure 1.6 a group of flywheels can be seen, installed around a container which
houses the power-electronics necessary to operate them. The Stephentown site is
divided into clusters consisting of ten flywheels each, and rated at 1 MW.
The overall facility is shown in Figure 1.7. It consists of 200 flywheels and was
completed only recently, with the inauguration ceremony being held on the 12th
of July of this year. It boasts a power rating of 20 MW, which can be supplied
continuously for a maximum of 15 minutes. This gives an overall energy storage
rating of 5 MWh.
1.3 Thesis outline
In this thesis a critical analysis is made of the methods that are available for the
design of high energy density flywheel rotors. Towards this aim an overview of the
available literature is presented in the following chapter and the design problem is
introduced.
This is followed in Chapter 3 by a discussion on the use of a geometric shape factor
as a measure of the energy density of a rotor. In Chapter 4 this shape factor is used
when making an in-depth analysis of the different ways that the design optimiza-
tion problem is formulated in literature. A novel formulation is proposed, which
overcomes some of the difficulties encountered in the work of other researchers.
The use of this new formulation is shown to lead to considerable improvements in
energy density in certain cases.
6
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Figure 1.3: A cylindrical composite rotor being lowered into its vacuum housing.
Image courtesy Beacon Power Corporation.
7
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Figure 1.4: A fully assembled flywheel. Image courtesy Beacon Power Corpora-
tion.
8
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Figure 1.5: A flywheel assembly being lowered into its concrete enclosure. Image
courtesy Beacon Power Corporation.
9
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Figure 1.6: Clusters of flywheels installed around the containers that house their
power electronics. Image courtesy Beacon Power Corporation.
Figure 1.7: Aerial view of the completed 20 MW, 5MWh energy storage facility at
Stephentown, New York, USA. Image courtesy Beacon Power Corporation.
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In Chapter 5, the problem of material selection is discussed. Some new ideas are put
forward, and opportunities for further research are highlighted. Thereafter, in Chap-
ter 6, the methods of analysis that were used during this study are outlined.
Ultimately, Chapter 7 provides a conclusion and a summary of recommendations
for the design of flywheel rotors for high energy density.
11
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Chapter 2
Literature review and problem
statement
In this chapter, a summary is provided of the most relevant literature that is avail-
able in the field of flywheel rotor design. Also, an outline is given to the problem of
designing rotors for high energy density.
2.1 Context
Much of the groundwork for the study of flywheel rotor optimization was laid dur-
ing the 1980’s by Giancarlo Genta. His text [9] on flywheel energy storage arguably
remains one of the best cited publications in this field.
In his work, Genta considers a wide variety of flywheel rotor geometries. Some
interesting examples include bare filament rotors [10], cylindrical rings [11] and
profiled discs. For the latter, both steel discs [8] and composite discs [12] are eval-
uated.
In much of Genta’s work, the modus operandi is to first find the best possible mate-
rial for a given application. Usually such a material will be required to have a very
high ratio of strength to density. After the material is selected, the design problem
is to find the most suitable geometry; one that would result in a stress state as close
to uniform as possible at the point of failure. Around this theme, further research
has been undertaken to study the additional improvements that could be made by
varying material properties through a rotor or inducing a certain residual stress state
in some way or another.
Other authors have also proposed some very interesting rotor concepts. The cylin-
drical rotor proposed by Danfelt [13] is one example. It includes thin layers of
12
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Figure 2.1: An example of a layered cylinder.
rubber in-between concentric layers of fiber composites in order to manipulate the
radial stress distribution in the rotor. The topic has recently been carried forward
by Portnov [14], although this approach does not seem to have found practical ap-
plication in industry. In another recent work [15], Fabien studies cylindrical rotors
with some of the fibers oriented in the radial direction. These rotors have also not
been widely applied in industry, probably due to the difficulty of manufacturing
them.
The type of rotors that are being adopted with greatest success are those that consist
of simple concentric cylinders of a few different composite materials. Such rotors
can be found providing bridging power for large backup UPS installations, control-
ling voltage on electrical rail networks, and lately also regulating frequency on the
electricity grid. An example of such a rotor is shown in Figure 2.1.
Notable research in this field includes that done by Sung Kyu Ha, who developed an
analytical model for analysing the stress distribution inside a cylindrically wound
composite rotor [3]. He showed how this model could be used when searching for
an optimal distribution of material layers inside a rotor and also highlighted the
importance of considering residual stresses from curing in such an analysis.
An important contribution, for which Andrew Arvin [2] gives the credit to Genta [9]
and Portnov [16], was made by noting that it can be advantageous to arrange ma-
terials in a cylindrical rotor in such a way that the specific stiffness increases with
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radius. In fact, this is routinely found in practice and, in line with the methods
of other authors such as Krack et al. [1], this study disregards material sequences
that do not result in increasing specific stiffness with radius. However, there does
not seem not be any rigorous proof that this approach is always advantageous, and
further research may therefore be warranted in future.
Ha made another important contribution by showing that an optimal design, when
scaled geometrically, remains optimal [17]. This is of great use, as it implies that a
design problem can be solved to find a whole family of optimal rotors, from which
a designer can choose one that suits the scale of the particular application.
Most recently, Pérez-Aparicio has proposed another analytical model for evaluating
stress in composite cylinders [18]. This model aims to take into account the effect
of a hub while also providing for the effect of non-uniform curing and moisture
absorption during the lifetime of the composite part.
2.2 Design problem
In order to increase the energy density of practical cylindrical flywheel rotors, it
is necessary to find designs that are closer to uniformly stressed under centrifugal
loading.
This may be done in two ways: Firstly, the stress distribution is influenced by mate-
rial density and stiffness, so by making use of more than one material within a given
rotor, the material distribution may be used to manipulate the stress distribution to
some extent.
Secondly, it is possible to include a certain level of pre-stress within a rotor, usually
by press-fitting layers of material on to each other. If this is done intelligently it may
serve to reduce local stress concentrations and hence increase the energy density of
a rotor.
The second approach certainly works, and it is widely used in industry, but it does
add to the complexity of the manufacturing process which is thought to be one
of the big contributors to the high cost of flywheel systems. If at all possible it
would be desirable to have high energy density designs that do not need to use this
approach.
The first approach is illustrated in Figure 2.2, which depicts the stress distribution in
a thick single-material rotor at the point of failure. It can be seen that the radial stress
σr limits the design even though the circumferential stress σc is very low. Such a
rotor is far from fully stressed and does not achieve a very high energy density. On
the other hand, Figure 2.3 shows the stress distribution at the point of failure in a
rotor of the same thickness, but consisting of three distinct material layers. It can
be seen that the rotor fails simultaneously in several places and that it is generally
14
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Figure 2.2: Stress distribution in a thick single-material rotor at the point of failure:
(a) Circumferential stress along the fiber direction. (b) Radial stress across the fiber
direction.
closer to fully stressed. Such a rotor can achieve a much higher energy density than
its single-material counterpart.
In conclusion, the problem facing a flywheel rotor designer is to first find the most
suitable materials, and then to find the best possible arrangement for those materials
within a rotor, keeping in mind the effect that material distribution has on the stress
experienced under centrifugal loading. Figure 2.4 shows a section of a flywheel
rotor with three material layers. For such a rotor the designer needs to determine
suitable values for the thickness of each layer, as well as the overall thickness of
the rotor in order to ensure optimal energy density when the rotor is operating at its
maximum rotational velocity.
15
Stellenbosch University  http://scholar.sun.ac.za
0500
1000
1500
2000
0.5 0.6 0.7 0.8 0.9 1
[M
Pa
]
Radius, [m]
(a)
-20
0
20
40
60
80
0.5 0.6 0.7 0.8 0.9 1
[M
Pa
]
Radius, [m]
(b)
Circ. stress, σc
Tensile strength X
Radial stress, σr
Tensile strength Y
Figure 2.3: Stress distribution in a thick rotor made from three materials at the
point of failure: (a) Circumferential stress along the fiber direction. (b) Radial
stress across the fiber direction.
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Figure 2.4: Section of a layered cylindrical rotor.
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Chapter 3
Shape factor as measure of energy
density
The energy density of a particular rotor not only depends on the suitability of the
chosen design parameters, but also on the merits of the material properties that
were made available for the design. In this chapter we introduce a dimensionless
geometric shape factor. This parameter can be used in order to strike a comparison
between rotor designs that were based on different material sets.
When considering the suitability of a particular rotor for a given application, the
energy density of the rotor is usually of great importance, and decisions may be
made based on the value of this parameter. However, when comparing different
methods of rotor design, care should be taken not to compare the energy density of
rotors that were not based on the same set of materials. This is because material
properties greatly influence the energy density that a rotor may be able to achieve,
and so a relatively poor design method may still yield a better energy density if
better materials are available.
In order to strike an objective comparison between different rotor designs, it is nec-
essary to determine the energy density of a rotor relative to the potential of the
materials that were used. For this purpose, Genta makes use of a dimensionless
parameter known as the shape factor K, which he defines as [9]
E
m
= K
(
σ
ρ
)
, (3.1)
where E is the kinetic energy of the rotor, m is the mass, σ is the material strength
and ρ is the material density.
In its simplest form the shape factor is the weight energy density of the rotor divided
by the material’s strength-to-density ratio. This gives an indication of how well a
17
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Geometry Shape Factor, K
Constant stress disc, theoretical 1
Constant stress disc, practical 0.645
Constant thickness disc, unpierced 0.606
Thin ring, without hub 0.5
Rod, constant thickness 0.333
Table 3.1: Value of the shape factor for some common geometries.
rotor exploits the energy storage potential of the materials from which it is made.
The shape factors of some common geometries are shown in Table 3.1. In deriv-
ing these values the implicit assumption is made that the constituent materials are
isotropic in nature, so that the material strength is the same in all directions.
Unfortunately, the shape factor as defined in Equation (3.1) cannot be applied di-
rectly to the cylindrical composite rotors that we are interested in. This is because
they are not isotropic, and they are usually not made from a single material. Perhaps
for these reasons, the shape factor has fallen from use recently. Notably, it is not
given any mention in the three articles [2, 3, 1] that will be used in the next chapter
when evaluating the design methods used in literature.
In this chapter the concept of a geometrical shape factor is extended to account for
rotors made from multiple orthotropic materials.
3.1 Shape factor for non-isotropic materials
In deriving the shape factors for different geometries in Table 3.1 according to the
definition in Equation (3.1), the implicit assumption is made that the maximum
stress inside the rotor limits the design, or that the value for strength used in Equa-
tion (3.1) is applicable in the direction where failure will first occur.
Indeed, for isotropic rotors this is the case, because the strength of the material is
the same in all the principal directions. However, for composite rotors the strength
in these directions may differ greatly.
The energy density of a cylindrically wound, composite rotor will be greatest if the
rotor is fully stressed in the direction of greatest strength. For this reason it makes
sense to relate energy density to the strength-to-density ratio by defining the shape
factor as
E
m
= K
(
X
ρ
)
, (3.2)
where E is the kinetic energy of the rotor, m is the mass, X is the material strength
in tension along the fiber direction and ρ is the material density.
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It should be noted that the values of K given in Table 3.1 may or may not apply to
composite rotors, depending on the choice of fiber direction within the rotor.
3.2 Shape factor for multiple materials
The definition for the shape factor, as given above, also does not apply when more
than one material is present in a rotor, because there are several different possible
values of strength and density to consider. However, we propose that a weighted
average shape factor may have the same meaning for a rotor made from several ma-
terials as the usual shape factor does for a single material rotor. The new definition
is stated as
K =
n∑
i
(mi
m
)
Ki, (3.3)
where the subscript i refers to the ith layer of material and n different materials are
considered. The shape factor for an individual layer is defined in Equation (3.2) to
be
Ki =
Ei
mi
(
X
ρ
)−1
i
. (3.4)
Here, Ei is the kinetic energy of layer i, mi is the mass of layer i and
(
X
ρ
)
i
is the
strength-to-density ratio of the constituting material of layer i, expressed in terms
of the tensile strength along the fiber direction, X .
3.3 Theoretical limit
For the composite cylinders that we are interested in, the highest possible value for
the shape factor is achieved when the rotor is thin in the radial direction. In this
limiting case the inside- and outside radii are approximately equal and the value for
the shape factor K = 0.5. At the point of failure, such a rotor is fully stressed in the
circumferential direction.
A design that is able to achieve a shape factor of 0.5 represents an upper bound to
the energy density that can be achieved with a given set of materials. If a rotor has a
shape factor that is far from 0.5, then this gives an indication that the energy storage
potential of the material set is not fully exploited.
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In the next chapter some design problems from literature are analyzed and the shape
factor is used to show how well these designs exploit the material properties at their
disposal.
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Chapter 4
Rotor design for optimal energy
density
In searching for optimal designs, the way in which the optimization problem is
formulated was found to be of particular importance. In this chapter, some for-
mulations that were encountered in literature are analyzed in detail and a novel
formulation is then proposed which is shown to lead to significant improvements in
energy density in certain cases.
At present there is no consensus on how an optimal flywheel rotor should be de-
signed [2]. Authors choose to formulate the optimization problem in different ways
and the approaches found in literature differ greatly in choice of objective function,
constraints and design variables. Furthermore, the effects of these differences are
unclear, because problems are usually based on different material sets and results
cannot be compared directly.
Some popular choices of objective function include weight energy density [2, 19],
cost [1] and total stored energy [3]. In some of these cases the designs are con-
strained by prescribing a fixed rotational velocity [3], in others the design is limited
by prescribing a fixed ratio of outside- to inside radius [1]. The reasons for these
differing approaches possibly has to do with the fact that authors want to address
different applications, but it is still possible to assess how well the resulting flywheel
rotors make use of the energy storage potential of the materials that they are built
from.
In this chapter the effect of using these different problem formulations is investi-
gated by calculating the energy density and shape factor for some of the optimal
rotors that have previously been reported. A new problem formulation is then pro-
posed and it is shown how the use of this problem formulation can sometimes lead
to dramatically improved results.
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Property Description Glass/epoxy Carbon/epoxy Units
E1 Young’s modulus 41 147 [GPa]
E2 10.4 10.3 [GPa]
G12 shear modulus 4.3 7 [GPa]
ν12 Poisson’s ratio 0.28 0.27
X tensile strength 1140 2280 [MPa]
X ′ compressive strength 620 1725 [MPa]
Y tensile strength 39 57 [MPa]
Y ′ compressive strength 128 228 [MPa]
ρ density 1970 1600 [kg/m3]
X/ρ strength-to-density ratio 160.7 395.8 [Wh/kg]
Table 4.1: The set of materials used by Krack et al. [1]. For the material strength
parameters, X corresponds to the fiber direction, and Y to the direction normal to
the fiber direction.
The content of this chapter is largely based on an article submitted for publication,
which in turn was based on work presented at the African Conference on Computa-
tional Mechanics in Cape Town [20].
4.1 Design approaches from literature
In this section some recently used formulations for designing flywheel rotors are
discussed. The three example problems that are used are all based on different
material sets. In order to strike a comparison between the resulting optimal designs
it is therefore necessary to calculate the shape factor of these rotors.
The design approaches that are discussed here differ in choice of objective func-
tion, constraints and design variables, so some telling differences can be seen in
the results. The lessons learned from this section are incorporated into a suggested
problem formulation which is introduced in the next section.
For each example problem the details of the original optimal rotor is given, together
with the set of material properties used by the authors. The nature of the chosen
problem formulations are discussed and the energy density and shape factor is cal-
culated for each rotor.
4.1.1 Example 1: Krack et al.
In a recent example, Krack et al. [1] consider the design of a two-material rotor
with the material cost of the rotor taken as the objective function. This objective is
similar to weight energy density, but an additional weighting-parameter is assigned
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Results Units
Layer thickness t1 = 47.61, (Glass/epoxy) [mm]
Rotational velocity 46711 [rpm]
Axial thickness 120 [mm]
Inner radius 120 [mm]
Outer radius 240 [mm]
Total stored energy 3252.3 [Wh]
Volumetric energy density 149775 [Wh/m3]
Weight energy density 116.29 [Wh/kg]
Shape factor, K 0.39
Table 4.2: The resulting optimal design reported by Krack et al. [1].
to each material by defining a cost ratio. The set of material properties that are used
are repeated in Table 4.1.
Several optimal rotors are reported for different failure criteria and material cost
ratios. As a reference case we choose the result where the Tsai-Wu failure criterion
is applied and the cost ratio is unity. For this cost ratio the objective function is
equivalent to weight energy density.
The optimization problem is formulated in such a way that only two design variables
are considered, namely the thickness of one of the material layers and the rotational
velocity. Fixed values are prescribed for the inner- and outer radius of the rotor and
also for the rotor’s axial thickness. The rotor is constrained to have a maximum
strength ratio of less than unity.
Stresses are evaluated by means of an analytical plane stress model, which is based
on the work of Ha et al. [21]. For this model the effect of stress in the axial direc-
tion is not considered, and it should therefore only be used for axially thin rotors.
Residual stress from curing is not considered by the authors, and interference fits
are not allowed.
The rotor’s strength ratio is calculated according to the quadratic Tsai-Wu failure
criterion, described in Chapter 6.
Details of the resulting rotor with optimal weight energy density are given in Ta-
ble 4.2. When the rotor’s shape factor is calculated, the value is found to be
K = 0.39. This is a reasonably good result, but further improvement is possible.
After closer inspection it becomes evident that the performance of the formulation
is highly problem-specific. The objective function is strongly influenced by the
choice of inner- and outer radius, but the authors have apparently selected these
values arbitrarily. In Section 4.3 it is shown that improvements in energy density
can be made by formulating the problem in a different way, which takes all possible
values for the inner- and outer radii into account.
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Property Description T700 T1000 M46 Units
E1 Young’s modulus 148 195 278 [GPa]
E2 7.8 7.5 6.9 [GPa]
ν12 Poisson’s ratio 0.34 0.30 0.30
X tensile strength 1450 1800 1280 [MPa]
X ′ compressive strength 928 928 579 [MPa]
Y tensile strength 50 50 50 [MPa]
Y ′ compressive strength 70 70 70 [MPa]
α1 thermal expansion coeff. 0.7 0.7 -0.4 [10−6/°C]
α2 35 35 35 [10−6/°C]
ρ density 1570 1570 1590 [kg/m3]
X/ρ strength-to-density ratio 256.5 318.5 223.6 [Wh/kg]
Table 4.3: The set of materials used by Arvin and Bakis [2]. For the material
strength parameters, X corresponds to the fiber direction, and Y to the direction
normal to the fiber direction.
Results Units
Inner- and outer radii ri1 = 9.273, ro1 = 11.890, (T700) [mm]
of each layer ri2 = 11.886, ro2 = 15.751, (T1000)
ri3 = 15.700, ro3 = 21.065, (T1000)
ri4 = 21.005, ro4 = 24.786, (M46)
ri5 = 24.754, ro5 = 26.817, (M46)
Temperature difference −112 [°C]
Rotational velocity 298893 [rpm]
Volumetric energy density 76325 [Wh/m3]
Weight energy density 54.9 [Wh/kg]
Shape factor, K 0.22
Table 4.4: The resulting optimal design reported by Arvin and Bakis [2], with the
inner layers of steel and magnets not included in the calculation of the energy den-
sity or shape factor.
4.1.2 Example 2: Arvin and Bakis
In another example, Arvin and Bakis [2] investigate the design of a flywheel rotor
intended for application in a small satellite. A set of three materials are used, and
their properties are reported in Table 4.3. For this problem the composite rings are
prescribed to fit on to an inner-ring of steel and magnets, which forms part of the
motor/generator of the flywheel. Herein we are only interested in the performance
of the composite rings.
The weight energy density of the rotor is used as objective function, while rotational
velocity, the number of rings and the inner- and outer radius of each ring are taken
as design variables. The design is constrained by prescribing a fixed value for the
inner radius, and by enforcing a maximum strength ratio of less than unity.
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Property Description Glass/epoxy T300/2500 T800H/2500 Units
E1 Young’s modulus 38.6 130 155 [GPa]
E2 8.27 9 9 [GPa]
G12 shear modulus 4.14 4.55 4.55 [GPa]
ν12 = ν21 Poisson’s ratio 0.26 0.30 0.30
X tensile strength 1062 1800 2900 [MPa]
X ′ compressive strength 610 1400 1600 [MPa]
Y tensile strength 31 80 70 [MPa]
Y ′ compressive strength 118 168 168 [MPa]
S shear strength 72 48 48 [MPa]
α1 thermal expansion coeff. 8.6 -0.3 -0.3 [10−6/°C]
α2 22.1 28.1 28.1 [10−6/°C]
ρ density 1800 1600 1600 [kg/m3]
X/ρ strength-to-density ratio 163.9 312.5 503.5 [Wh/kg]
Table 4.5: The set of materials used by Ha et al. [3]. For the material strength
parameters, X corresponds to the fiber direction, and Y to the direction normal to
the fiber direction.
Again an analytical plane stress model is used for the stress analysis, which is accu-
rate for very thin rotors. This model allows for interference fits between rings. The
residual stress from curing is also considered.
In order to analyze rotor strength, the author requires that three failure criteria be
simultaneously satisfied. The first is simply the maximum stress criterion, which is
described in Chapter 6. The second and third failure criteria are variations of the
quadratic Tsai-Wu criterion, for which the F ∗12-parameter from Equation (6.32) is
set to −0.5 and 0 respectively.
The resulting optimal design is repeated in Table 4.4. The shape factor for this
rotor is calculated to be K = 0.22, which does not compare well to the theoretical
maximum of 0.5, and so the design does not come close to utilizing the full energy
storage potential of its materials.
The low energy density of the reported result is mostly due to the choice of failure
criteria. In particular, the variant of the Tsai-Wu criterion which uses a constant
value of F ∗12 = 0 is found to be very restrictive, and it is not clear what the mo-
tivation is for using this. However, even with all three failure criteria in place a
significant improvement in energy density is possible with the set of materials used
in this problem. This is demonstrated in Section 4.3.
4.1.3 Example 3: Ha et al.
In the final example, Ha et al. [3] were the first to note the importance of consid-
ering residual stress from curing when designing optimal flywheel rotors. Their
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Results Units
Layer thicknesses t1 = 28.26, (Glass/epoxy) [mm]
t2 = 38.14, (T300/2500)
t3 = 38.82, (T800H/2500)
Temperature difference −100 [°C]
Axial thickness 100 [mm]
Outer radius 155.22 [mm]
Rotational velocity 60 000 [rpm]
Total stored energy 794 [Wh]
Volumetric energy density 104900 [Wh/m3]
Weight energy density 71.7 [Wh/kg]
Shape factor, K 0.18
Table 4.6: The resulting optimal design reported by Ha et al. [3].
paper considers a set of three materials for which the properties are given in Ta-
ble 4.5.
In formulating the optimization problem, total stored energy is chosen as the objec-
tive function. The value for the axial thickness and the inner radius of the rotor are
fixed, as is the value of the rotational velocity. The thicknesses of each of the three
layers are the only design variables. The design is constrained to have a maximum
strength ratio of less than unity.
For stress evaluation an analytical model is proposed which is based on the plane
strain assumption, but which allows for strain in the axial direction to vary through
the thickness of the rotor. No interference fits are allowed and, in order to al-
low for residual stress caused by curing, an initial temperature difference is pre-
scribed.
The quadratic Tsai-Wu failure criterion is used, as given in Chapter 6.
The resulting optimal design is presented in Table 4.6. This rotor’s shape factor is
calculated to be K = 0.18, which is much lower than the theoretical limit of 0.5.
This shows that the resulting rotor does not utilize the energy storage potential of
its constituting materials very well at all.
The low energy density and shape factor of the optimal rotor can be attributed to
the constraint placed on rotational velocity. This causes some candidate rotors to
be evaluated far from their point of failure. In other words, the total stored energy
that is used for comparison is not the maximum possible total stored energy of the
candidate rotor, but rather the total stored energy at the specified rotational velocity.
When this constraint is lifted, considerable improvement in energy density, and total
stored energy is possible. Again, this is demonstrated in Section 4.3.
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4.2 Proposed formulation
As seen in the previous section, the problem formulations used in the literature do
not consistently lead to rotors with high energy density. Based on the high strength-
to-density ratios of the materials that are used, the energy density of some of these
rotors are surprisingly low.
In this section, a new problem formulation is proposed for which the resulting opti-
mal rotors will consistently achieve high energy density relative to their constituting
materials.
4.2.1 Design variables
Before designing a cylindrical composite rotor with several layers of different ma-
terials, it is instructive to consider the design of a single material rotor. For such a
rotor the design problem is only to find the most suitable values for the inner- and
outer radii. In this case it is tempting to take the absolute thickness of the rotor as
design variable. However, for energy storage purposes, rotors that are geometrically
similar have identical energy storage characteristics [17]. For this reason a measure
for the relative thickness of a rotor can be taken as the design variable. One pos-
sibility is the ratio of inside- to outside radius
(
ri
ro
)
. When this design variable is
used, the problem is solved in a more general fashion, because the result is not a
single rotor, but rather a family of optimal rotors from which a rotor can be chosen
which suits the scale of the problem at hand.
For rotors with multiple layers of materials the overall geometry can also be de-
scribed by a relative thickness parameter. Furthermore, if the thickness of each
individual layer of material is taken relative to the overall thickness, then the results
of such a design problem are also scalable and a family of geometrically similar
optimal rotors can be found. This is illustrated at the end of this section.
In summary, we suggest the use of the design variables(
ri
ro
)
, t1, t2, ..., tn−1,
where ti is the relative thickness of the ith layer of material and the problem con-
siders n different materials.
4.2.2 Constraints
The aim should be to add as few constraints as possible, so as not to artificially
restrict the search domain. However, one important constraint is to limit the rota-
tional velocity to its maximum value for any given rotor. In other words, all of the
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candidate rotors should be compared at the point of failure, where they achieve the
highest possible energy density. This allows all candidate rotors to be compared
on an equal footing. Also, it ensures that the Tsai-Wu failure criterion can be used
safely during the optimization. This is not necessarily the case when structures are
analyzed far from the point of failure [22].
If necessary, the axial thickness of a rotor can be included as a constraint by spec-
ifying a value for the ratio of axial thickness h, to outer radius ro. By specifying
the axial thickness in such a relative way the results remain geometrically scalable.
Additionally, boundary constraints are necessary to limit the design variables to
sensible values.
With everything considered, we propose a constraint on the rotational velocity
ω = ωmax,
where only the rotational velocity at failure is considered. This is the same as plac-
ing a constraint on the maximum strength ratio Rmax = 1, which forces evaluation
to take place at the point of failure.
Furthermore, boundary constraints should be placed on the values of the design
variables:
0 <
(
ri
ro
)
< 1,
0 ≤ ti ≤ 1,
and the sum of the layer thicknesses should not exceed the overall thickness of the
rotor
n−1∑
i
ti ≤ 1.
4.2.3 Objective function
When optimizing for maximum energy density, the choice of objective function can
be either weight energy density, i.e. energy per unit mass, or it can be volumetric
energy density, i.e. energy per unit volume. These objectives are plotted against
the overall relative thickness for a representative single material rotor in Figure 4.1,
where it can be seen that the weight energy density increases monotonically and the
highest possible value is achieved for a thin rotor with
(
ri
ro
)
= 1.
Such a thin rotor is not of practical interest, because a rotor needs to be massive if
it is to store any finite amount of energy. The peril in using weight energy density,
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Figure 4.1: The objective function for a single material rotor design problem.
material cost or even the shape factor as objective function is that the result will
be the thinnest possible rotor which satisfies the constraints, and this is not always
desirable.
We therefore propose the use of volumetric energy density as objective function;
i.e.
f = Evol,
where Evol is the volumetric energy density, defined as the kinetic energy divided
by the cylindrical volume enclosed by the outer radius.
For a single material rotor, the volumetric energy density is also depicted in Fig-
ure 4.1. By using the volumetric energy density as objective the result will usually
be the thickest (i.e. most massive) rotor which still has a reasonably high weight
energy density. Such rotors are of great practical interest.
4.2.4 Summary
For a representative two material problem the design space is shown in Figure 4.2.
The only two design variables are the relative overall thickness of the rotor,
(
ri
ro
)
,
and the relative thickness of the first layer of material, t1. The plane stress assump-
tion is made and the quadratic Tsai-Wu failure criterion is used.
Due to the nature of the problem formulation the results are scalable, and so the
solution is not a single rotor, but rather a family of geometrically similar rotors.
To illustrate this, a Pareto curve for the solution is plotted in Figure 4.3. Here
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in Figure 4.2. Any point on this curve represents an allowable combination of ro-
tational velocity and outer radius for an optimal rotor based on the given material
set.
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Example 1 Example 2 Example 3 Units
Layer thickness t1 = 62.84,(Glass/epoxy)
t1 = 3.937,
(T700)
t1 = 30.11,
(Glass/epoxy) [mm]
t2 = 4.737,
(T1000)
t2 = 0.0,
(T300/2500)
Overall geometry
(
ri
ro
)
= 0.462
(
ri
ro
)
= 0.627
(
ri
ro
)
= 0.471
Temperature
difference 0.0 −112 −100 [°C]
Axial thickness 120 n.a. 100 [mm]
Outer radius 240 26.817 155.22 [mm]
Rotational velocity 47750 346448 80458 [rpm]
Total stored energy 3500.5 n.a. 1393.9 [Wh]
Volumetric energy
density 161207 87543 184160 [Wh/m
3]
Weight energy
density 117.4 91.6 142.9 [Wh/kg]
Shape factor, K 0.418 0.331 0.384
Table 4.7: Resulting optimal designs when using material sets from [1], [2] and [3]
together with the problem formulation proposed in this chapter.
every point on the curve represents an optimal rotor for a given maximum rotational
velocity or outer radius.
4.3 Optimal rotors
In this section the use of the problem formulation described in Section 4.2 is demon-
strated. Three different material sets are used for which optimal rotor designs have
previously been published. In each case the new problem formulation is used to
find a rotor with optimal volumetric energy density while using the same failure
criteria suggested by the previous authors. The axisymmetric finite element method
is used for stress evaluation. Each result is scaled to fit into the same cylindrical
space as the previously published result, and the improvement in energy storage
characteristics are reported.
It is shown that the new problem formulation can lead to rotors with optimal volu-
metric energy density, which implicitly maintain high weight energy density and a
good shape factor.
4.3.1 Example 1
With the two materials given in Table 4.1, the optimization problem is solved, while
using the Tsai-Wu failure criterion and the proposed problem formulation. The
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resulting optimal rotor is scaled to fit into the same cylindrical space as the rotor
reported in Table 4.2 and it is constrained to have the same axial thickness. The
effect of residual stress is not considered.
Details of the resulting optimal rotor are given in Table 4.7. When compared to the
previous result, published by Krack et al. [1], the new problem formulation has lead
to an increase in energy density for this problem. The volumetric energy density
has improved by almost 8% while the weight energy density and shape factor have
also improved.
4.3.2 Example 2
The use of the new problem formulation can also be demonstrated with the material
set from Table 4.3. Here the same three failure criteria that were used by Arvin
and Bakis [2] are applied simultaneously and a new optimal design is found. The
effect of residual stress is included by specifying an initial temperature difference
and shrink fits are not allowed. The resulting rotor is scaled to fit into the same
cylindrical space as the previously reported result.
The details of the resulting optimal rotor are given in Table 4.7. For this example
the volumetric energy density has improved by almost 15% while the weight energy
density and shape factor have improved dramatically. These improvements are pos-
sible even without the use of shrink fits between layers. However, this new optimal
rotor does not accommodate the same inner ring of steel and magnets as prescribed
by Arvin and Bakis [2].
4.3.3 Example 3
For this example the material set from Table 4.5 is used together with the same
failure criterion used by Ha [3]. The resulting design is scaled to have an outer
radius of 155.22 mm and a height of 100 mm.
The details of the resulting optimal rotor are given in Table 4.7. When compared
to Ha’s result, the new problem formulation allows for a 75.5% improvement in
the volumetric energy density, while effectively doubling the weight energy density
and shape factor. Such dramatic improvement serves to demonstrate the necessity
of using the proposed new problem formulation.
The stress distributions in each of the optimal rotors that are reported here, are
plotted in Appendix A.
In summary, it has been shown in this chapter that significant improvements in the
energy density of thick rotors may be possible if the optimization problems are
formulated carefully. The respective improvements are shown in Figure 4.4. In the
32
Stellenbosch University  http://scholar.sun.ac.za
020
40
60
80
100
120
Example 1 Example 2 Example 3
Im
pr
ov
em
en
to
n
pr
ev
io
us
re
su
lts
[%
]
Volumetric energy density
Weight energy density
Shape factor, K
Figure 4.4: The improvement in energy storage parameters presented by the pro-
posed optimal designs.
next chapter, the problem of selecting the best materials on which to base a design
is discussed.
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Chapter 5
How to choose the best set of
materials
Finding the most appropriate material set on which to base a design optimization
can be a daunting task. In this chapter the problem of material selection is discussed
and some new ideas are put forward.
In the previous chapter it was shown how to formulate the optimization problem
in order to find the optimal distribution of a set of materials through a rotor. By
formulating the optimization problem carefully, rotor designs with very high energy
density can be found, but only if the right materials are available. At present, the
available literature gives little guidance on how these materials should be chosen
from the wealth of different composites that are available.
The examples from the previous chapter demonstrate that authors typically take
only a few materials into account in an analysis. This is probably due to the in-
creased number of design variables that have to be considered and the associated
increase in computational cost for solving higher dimensional problems. In this
chapter it is shown how the problem of material selection can be tackled by solving
a series of problems of low dimensionality whilst working with a large set of avail-
able materials. The approach is tested on an example material set, after which its
use is demonstrated by finding the optimal rotor from a set of ten materials.
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5.1 Finding optimal material set for k-dimensional
problem
5.1.1 Material sequence
As mentioned in Section 2.1, it has been found in practice that the optimal rotor
from a given set of materials is one for which the materials are arranged in order
of increasing specific stiffness. This allows flywheel rotor designers to solve design
problems far more easily than would have been the case if every possible material
sequence had to be evaluated.
This approach has been adopted in literature [2, 1], and it was also employed when
solving the design problems in Chapter 4. However, it remains unproven, and so it
is formulated as a proposition rather than a fact:
Proposition 5.1 Consider a set of cylindrical rotors made from concentric layers
of a given set of materials. The rotor with greatest energy density will be one for
which the materials are arranged in order of increasing specific stiffness along the
radius.
This proposition serves to make a very difficult combinatorial problem manageable,
so it is definitely of practical use. However, even when only a single material se-
quence needs to be evaluated in order to solve a design optimization problem, a
designer may still run into computational difficulty if the material set is not suffi-
ciently small.
5.1.2 Material combination
If Proposition 5.1 is true, then in order to find an optimal rotor from a set of n
available materials, it is necessary to solve one optimization problem, of at least n-
dimensions. Solving such a problem is usually only feasible for small values of n.
For larger values the problem quickly becomes too computationally intensive. This
is reflected in literature, where designers typically only consider two [17, 19, 1],
three [3, 2] or four [23] materials in an analysis.
A more practical approach might be to solve several smaller problems, and then
infer the best combination of materials from the results of such analyses. However,
this approach is also susceptible to computational difficulties: Suppose, for exam-
ple, that we are interested in a rotor with a small number of materials, say, k, and
we want the best k-material rotor from a set of n available materials. The number of
k-dimensional problems that needs to be solved in order to analyze every possible
unordered combination of materials is given by the binomial coefficient(
n
k
)
=
n!
(n− k)!k! , (5.1)
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which represents a number that easily becomes unpractical if much more than a
handful of materials are to be considered.
In reality, the set of available composite materials is very large indeed. Not only
is there a multitude of different possible combinations of fibers and matrix materi-
als, but subtle differences in fiber volume fraction, or manufacturing setup or even
the curing parameters may influence material properties significantly. In the face
of such a large set of available materials, and limited computational resources, a
designer can do little but make an educated guess as to the right subset of material
properties to consider for a design.
To help address this problem, we make the following proposition, which allows us
to ignore some of the possible material combinations mentioned above:
Proposition 5.2 Consider a large set, containing n different materials. Now let S1
be a set containing only the material of the optimal single-material rotor. Also, let
S2 be the set containing only those materials constituting the optimal two-material
rotor. Then, we propose that S1 is a subset of S2, i.e. S1 ⊂ S2 and in general,
Sk−1 ⊂ Sk for all k ≤ n.
If this is true, then it serves to save a significant amount of computational effort,
making it possible to find optimal rotors from relatively large sets of available ma-
terials.
5.1.3 Computational implications
To demonstrate the implications of Proposition 5.2, suppose that we are looking for
the optimal 5-material rotor from a set of 10 available materials. Instead of solving
each of the 252 possible 5-dimensional optimization problems to find an overall
solution, we proceed as follows:
First we solve ten 1-dimensional problems to find the optimal single-material rotor.
Now we know that, according to the proposition above, this material must also be
present in the optimal 2-material rotor. So, to find the optimal 2-material rotor, we
only have to solve nine 2-dimensional problems to find the material that goes best
with the solution from the previous step. For the next steps we have to solve eight
3-dimensional problems, and then seven 4-dimensional problems until, finally, we
solve six 5-dimensional problems in the last step.
Since a 5-dimensional problem takes significantly more computational effort than
any problem of fewer dimensions, we saved 246 very time-consuming problems at
the expense of a number of smaller problems that are solved rather quickly.
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5.2 Example test case
To test the validity of Proposition 5.2 over a certain material design space it is nec-
essary to solve an optimization problem for each possible unordered combination
of those materials. The results of such an analysis can be grouped according to
the number of materials that were considered for each optimization problem. The
proposition is then tested by scrutinizing the materials used for the best rotor in
each group. The material from the optimal single-material rotor should also be con-
tained in the material set of the optimal two-material rotor. These two materials
should also be contained in the material set of the optimal three-material rotor, and
so on.
5.2.1 Method of analysis
Plane stress rotors, that are very thin in the axial direction, were deemed sufficient
for the analysis. The problem formulation given in Chapter 4 was used together
with the analytical methods described in Chapter 6. The finite element models were
constructed in such a way that each rotor was made up from one hundred elements
in the radial direction and a single element in the axial direction.
The quadratic Tsai-Wu failure criterion was used to assess failure, and residual
stress from curing was not taken into account. The analysis did not allow any inter-
ference fits between layers.
5.2.2 Results for test case
The test was carried out for the set of five materials shown in Table 5.1. For each
possible, unordered combination of materials from this set a design optimization
problem was solved. The solutions are given in Table 5.2, where the results are
grouped according to the number of materials that were considered for each design
optimization problem. The optimal rotor for each group is highlighted.
Upon inspection it becomes apparent that Proposition 5.2 holds true for the set of
five materials in Table 5.2. That is, there is no optimal rotor that does not contain
all of the materials in the optimal subset of that rotor’s materials. If we were to
apply the proposition in searching for the overall optimal rotor from this set of
materials, then we would arrive at the correct optimum, and we would have saved
some computational effort.
It should be noted that the proposition also holds for each possible subset of materi-
als that can be formulated from the given set of five. It has thus been validated over
the whole design space spanned by the selected five materials.
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Property Description m_1 m_2 m_3 m_4 m_5 Units
E1 Young’s modulus 55.0 80.0 230.0 38.6 130.0 [GPa]
E2 16.0 5.5 6.6 8.27 9.0 [GPa]
G12 shear modulus 7.6 2.1 4.8 4.14 4.55 [GPa]
ν12 Poisson’s ratio 0.26 0.31 0.25 0.26 0.3
X tensile strength 1800 2000 1100 1062 1800 [MPa]
X ′ compressive strength 690 280 620 610 1400 [MPa]
Y tensile strength 40 20 21 31 80 [MPa]
Y ′ compressive strength 140 140 170 118 168 [MPa]
ρ density 2000 1380 1630 1800 1600 [kg/m3]
X/ρ strength-to-density 250.0 402.6 187.5 163.9 312.5 [Wh/kg]
Table 5.1: The set of materials that were used for testing purposes. For the material
strength parameters, X corresponds to the fiber direction, and Y to the direction
normal to the fiber direction.
5.3 Application to larger set of materials
Once our methods of analysis can handle large material sets, it becomes possible
to test the approach that we have taken for trying to improve the energy density
of rotors. In the previous chapters it was shown how energy density can be im-
proved by layering several materials into the same rotor, but what is the maximum
improvement that we can expect when using this approach?
A step may be taken towards answering this question by analysing a large material
set and reporting the increase in energy density that is made possible by increasing
the number of materials. In this section, the approach is demonstrated for a set of
ten materials. The same five materials from the previous section were used, together
with the five materials listed in Table 5.3.
The proposition that was introduced in the previous section was then coded into a
Python script to implement the material selection logic. First the optimal single-
material rotor was found and then additional layers were added sequentially until
no further improvements were possible. The results from the analysis are shown in
Table 5.4, where the optimal rotor from each group is highlighted.
From the results of the analysis, it can be seen that the best two-material rotor
presents an improvement of roughly 33% on the energy density of the optimal
single-material counterpart. By adding a third material, an additional 12% improve-
ment is made possible. The overall optimal rotor was found to consist of only three
materials, of which two are made from high strength carbon fibers and one from
s-glass.
The shape factor for the overall optimal rotor was found to be K = 0.44, which
is quite close to the theoretical maximum of 0.5. This suggests that the rotor is
relatively close to fully stressed at the point of failure. With the current set of
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Material Set Esp [Wh/m3] riro t1, t2, etc.
m_1 96093 0.74 1.0
m_2 107183 0.738 1.0
m_3 49080 0.728 1.0
m_4 55154 0.73 1.0
m_5 118311 0.668 1.0
m_1, m_2 152021 0.581 0.434, 0.566
m_1, m_3 96093 0.74 1.0, 0.0
m_4, m_1 96093 0.74 0.0, 1.0
m_1, m_5 152243 0.466 0.436, 0.564
m_2, m_3 107183 0.739 1.0, 0.0
m_4, m_2 127554 0.595 0.244, 0.756
m_2, m_5 129272 0.592 0.436, 0.564
m_4, m_3 79116 0.357 0.588, 0.412
m_5, m_3 118311 0.668 1.0, 0.0
m_4, m_5 144050 0.428 0.39, 0.61
m_1, m_2, m_3 152021 0.581 0.435, 0.565, 0.0
m_4, m_1, m_2 152022 0.581 0.0, 0.435, 0.565
m_1, m_2, m_5 152243 0.466 0.436, 0.0, 0.564
m_4, m_1, m_3 96093 0.74 0.0, 1.0, 0.0
m_1, m_5, m_3 152244 0.466 0.436, 0.564, 0.0
m_4, m_1, m_5 153580 0.441 0.104, 0.358, 0.538
m_4, m_2, m_3 127554 0.595 0.244, 0.756, 0.0
m_2, m_5, m_3 129272 0.592 0.436, 0.564, 0.0
m_4, m_2, m_5 147722 0.452 0.365, 0.127, 0.508
m_4, m_5, m_3 144050 0.428 0.39, 0.61, 0.0
m_4, m_1, m_2, m_3 152022 0.581 0.0, 0.435, 0.565, 0.0
m_1, m_2, m_5, m_3 152244 0.466 0.436, 0.0, 0.564, 0.0
m_4, m_1, m_2, m_5 153580 0.441 0.104, 0.358, 0.0, 0.538
m_4, m_1, m_5, m_3 153580 0.441 0.104, 0.358, 0.538, 0.0
m_4, m_2, m_5, m_3 147722 0.452 0.365, 0.127, 0.508, 0.0
m_4, m_1, m_2, m_5, m_3 153580 0.441 0.104, 0.358, 0.0, 0.538, 0.0
Table 5.2: The optimal rotor for each possible unordered subset from the set of five
materials m_1, m_2, m_3, m_4 and m_5. The materials are arranged in order of
increasing specific stiffness.
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Property Description m_6 m_7 m_8 m_9 m_10 Units
E1 Young’s modulus 155.0 148.0 195.0 278.0 138.0 [GPa]
E2 9.0 7.8 7.5 6.9 9.0 [GPa]
G12 shear modulus 4.55 3.9 3.75 3.45 3.46 [GPa]
ν12 Poisson’s ratio 0.3 0.34 0.3 0.3 0.3
X tensile strength 2900 1450 1800 1280 2940 [MPa]
X ′ compressive strength 1600 928 928 579 1600 [MPa]
Y tensile strength 70 50 50 50 25 [MPa]
Y ′ compressive strength 168 70 70 70 168 [MPa]
ρ density 1600 1570 1570 1590 1600 [kg/m3]
X/ρ strength-to-density 503.5 256.5 318.5 223.6 510.4 [Wh/kg]
Table 5.3: The set of additional materials for evaluating the use of Proposition 5.2.
For the material strength parameters, X corresponds to the fiber direction, and Y to
the direction normal to the fiber direction.
materials, further improvements may be possible by making use of other methods
such as the inclusion of pre-stress by shrink fitting for example. However, since the
optimal rotor presented here already has a relatively high shape factor, the additional
cost associated with such methods may outweigh the possible benefits.
It may be worth considering even larger material sets during a further study. Also,
the development of a formal proof (or disproval) of Propositions 5.1 and 5.2 would
be of great interest.
40
Stellenbosch University  http://scholar.sun.ac.za
Material Set Esp [Wh/m3] riro t1, t2, etc.
m_1 96093 0.74 1.0
m_2 107183 0.738 1.0
m_3 49080 0.728 1.0
m_4 55154 0.73 1.0
m_5 118311 0.668 1.0
m_6 159174 0.736 1.0
m_7 98200 0.673 1.0
m_8 122827 0.682 1.0
m_9 135945 0.031 1.0
m_10 87804 0.84 1.0
m_1, m_6 212538 0.467 0.429, 0.571
m_2, m_6 192310 0.623 0.468, 0.532
m_6, m_3 159174 0.736 1.0, 0.0
m_4, m_6 191399 0.439 0.388, 0.612
m_5, m_6 159174 0.736 0.0, 1.0
m_7, m_6 159174 0.736 0.0, 1.0
m_6, m_8 159174 0.736 1.0, 0.0
m_6, m_9 136663 0.1 0.494, 0.506
m_10, m_6 161154 0.73 0.074, 0.926
m_1, m_2, m_6 223978 0.494 0.353, 0.196, 0.451
m_1, m_6, m_3 212540 0.467 0.429, 0.571, 0.0
m_4, m_1, m_6 212540 0.467 0.0, 0.429, 0.571
m_1, m_5, m_6 212540 0.467 0.429, 0.0, 0.571
m_1, m_7, m_6 212539 0.467 0.429, 0.0, 0.571
m_1, m_6, m_8 212540 0.467 0.429, 0.571, 0.0
m_1, m_6, m_9 212540 0.467 0.429, 0.571, 0.0
m_1, m_10, m_6 231403 0.499 0.436, 0.102, 0.462
m_1, m_2, m_10, m_6 231409 0.499 0.436, 0.0, 0.102, 0.462
m_1, m_10, m_6, m_3 231409 0.499 0.436, 0.102, 0.463, 0.0
m_4, m_1, m_10, m_6 231409 0.499 0.0, 0.436, 0.102, 0.462
m_1, m_5, m_10, m_6 231409 0.499 0.436, 0.0, 0.102, 0.462
m_1, m_10, m_7, m_6 231409 0.499 0.436, 0.102, 0.0, 0.462
m_1, m_10, m_6, m_8 231409 0.499 0.436, 0.102, 0.463, 0.0
m_1, m_10, m_6, m_9 231408 0.499 0.436, 0.102, 0.463, 0.0
Table 5.4: Results from a design optimization where Proposition 5.2 is applied to a
set of ten materials.
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Chapter 6
Stress analysis and optimization
In this chapter the methods of analysis that were used in this study are presented.
These include the axisymmetric finite element method, used with some relevant fail-
ure criteria as well as the particle swarm optimization algorithm and a Bayesian
stopping criterion.
The analytical methods that were used for solving the design problems encoun-
tered in this study, are outlined in the following sections. These were implemented
from scratch as a Python program, and fragments of the code can be found in Ap-
pendix C.
The program can roughly be divided into three layers of code, which have each been
afforded a section in this chapter. At the start of each section the program flow is
demonstrated in a flow-chart, whereafter the relevant theory on which it was based
is discussed in detail.
6.1 Stress and strength analysis
For this study the axisymmetric finite element method is used for stress analysis,
together with two popular failure criteria for analyzing strength. The program flow
of the corresponding code can be seen in Figure 6.1.
Other methods are available for stress analysis. Examples include analytical meth-
ods such as those proposed by Perez-Aparicio [18] or Ha [3]. Such methods can
be seen in action in the work of Arvin [2] and Krack [1] and many of Ha’s publi-
cations. In certain cases they have been demonstrated to be sufficiently accurate,
but they do rely on relatively simple one-dimensional models. These models in-
evitably involve some assumptions regarding the strain state in directions that are
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No
No
Initialize rotor instance
and create mesh
Assemble global load vector
and stiffness matrix
Calculate element load vectors
and stiffness matrices
Calculate stress vector at
centre of each element
Interpolate nodal stress values
Calculate strength ratio
due to temperature difference
Output energy density and
max rotational velocity of rotor
Calculate overall
strength ratio
Scale global
load vector
Yes
Yes
Rthermal < 1
Rtot ' 1
SolveKgu˜g + fg = 0
Figure 6.1: Overview of program flow for stress and strength analysis routine.
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θz
r
Figure 6.2: The cylindrical coordinate system that is used for the derivations in this
chapter.
not directly captured by the model, and these may be a source of inaccuracy if not
handled carefully.
The axisymmetric finite element method makes use of a two-dimensional model
to represent a rotating body, and for this study it represents a robust method of
stress analysis. Other authors that have also opted to use this approach include
Genta [8].
The contents of this section are based on the outlay given in the classic text by
Zienkiewicz et al. [24], but texts by Chandrupatla [25] and Cook [26] were also
consulted. Figure 6.2 shows the cylindrical coordinate system that is used in the
derivations in this section.
6.1.1 Governing equations
The elastic behavior of rotating cylinders is well described by a two-dimensional,
axisymmetric model. However, one important implication of such a model should
be kept in mind, namely that unsymmetrical modes of vibration cannot be repre-
sented. For this study, natural frequencies and modes of vibration were not impor-
tant, but for other applications where they are important it would be necessary to
make use of a three-dimensional model to capture these modes.
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Displacement functions
The main assumption on which the axisymmetric model is based, is that the dis-
placement field u varies only in two dimensions, such that
u =
{
u(r, z)
v(r, z)
}
, (6.1)
where u is the radial displacement and v the axial displacement.
Strain-displacement relationship
If the displacement field is known, then strains can be calculated as
ε =

εr
εz
εθ
γrz
 = Su, (6.2)
where the subscripts follow from Figure 6.2, and S is the differential operator
S =

∂
∂r
0
0 ∂
∂z
1
r
0
∂
∂z
∂
∂r
 . (6.3)
Equilibrium and boundary conditions
For an axisymmetric body, the equilibrium equations state that internal strain energy
caused by loading has to be equal to the work done by the applied loads, such
that
εTσ − uTb = 0. (6.4)
By substituting (6.2) into (6.4), equilibrium becomes
STσ − b = 0, (6.5)
where σ is the stress vector
σ =

σr
σz
σθ
τrz
 , (6.6)
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and b is the body force vector
b =
[
br
bz
]
. (6.7)
Here, only body loads are considered, such as those caused by acceleration or grav-
ity. Depending on the application, it may be necessary to include surface tractions
in (6.4) and (6.5) above.
The displacement boundary conditions are specified on each point of the bound-
ary
u = u¯ (6.8)
where u¯ are prescribed values.
Compliance and elasticity
The constitutive relation for a solid material can be written as
σ = D(ε− ε0) + σ0, (6.9)
where ε0 represents initial strain, and σ0 initial stress. Here D is known as the
elasticity matrix.
Alternatively, the constitutive relation is also given by
ε = D−1(σ − σ0) + ε0, (6.10)
whereD−1 is known as the compliance matrix.
For the circumferentially wound composite fiber materials that are considered in
this study, the compliance matrix can be shown to be
D−1 =

1
Er
−νrz
Ez
−νrθ
Eθ
0
−νrz
Ez
1
Ez
−νzθ
Er
0
−νrθ
Eθ
−νzθ
Er
1
Eθ
0
0 0 0 1
Grz
 , (6.11)
where E denotes the modulus of elasticity, G the shear modulus and ν the Poisson’s
ratio of a material.
Initial strain
For this study, the effects of initial strain due to the curing process was taken into
account for some of the problems in Chapter 4. This was accomplished by including
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a temperature difference as part of the initial strain term in (6.9) and (6.10) such
that
ε0 = ∆T

αr
αz
αθ
0
 , (6.12)
where ∆T is a temperature difference and the α-constants are the coefficients of
thermal expansion of the material. Here, the temperature difference is taken to be
the difference between the curing temperature of a rotor and its operating tempera-
ture.
6.1.2 Finite element approximation
In order to solve the equations from the section above, some approximations are
incorporated. Firstly, the equilibrium of (6.4) is only applied in a weak sense by
introducing a small variation while requiring that the essential boundary conditions
should still be satisfied. Equilibrium can then be expressed as∫
Ω
δεTσ dΩ−
∫
Ω
δuTb dΩ = 0, (6.13)
where Ω is the volume of the body. By applying (6.9), this can also be written
as ∫
Ω
δεT [σ0 +D(ε− ε0)] dΩ−
∫
Ω
δuTb dΩ = 0. (6.14)
In other words, equilibrium only holds true in an average sense over the body, but
not at every point within the body.
The body is then divided into a mesh of distinct elements to allow for element-
wise integration over complex geometries. An example of a meshed rotor model is
shown in Figure 6.3. The equilibrium equation now becomes∑
e
∫
Ωe
δεT [σ0 +D(ε− ε0)] dΩ−
∑
e
∫
Ωe
δuTb dΩ = 0, (6.15)
where the subscript e denotes that integrations are taken element-wise and that the
results are then summated over all elements within the body.
The next approximation is to interpolate the displacement field from nodal values
by making use of shape functions. These serve to simplify the element-wise inte-
grations in (6.15). The displacement field within an element now becomes
u ≈ uˆ =
{
uˆ
vˆ
}
=
∑
Na
{
u˜a
v˜a
}
=
∑
Nau˜a, (6.16)
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rz
ω
Figure 6.3: An example of a meshed rotor model with 77 nodes and 154 degrees of
freedom.
where N denotes a shape function, and u˜ and v˜ are nodal displacements. The sub-
script a denotes a node within the element, and the summation is carried out over
all the nodes, each with their respective shape function.
It should be noted that the shape functions do not necessarily need to represent the
anticipated displacement field exactly. In fact, for an arbitrary displacement field, a
model may still converge in the limit of mesh refinement. In Appendix B the patch
test is applied to show that the four-noded bi-linear elements that were used for this
study satisfy the requirements for convergence.
The strains at any point within an element can now be calculated from
ε =

εr
εz
εθ
γrz
 =
∑
a

∂Na
∂r
0
0 ∂Na
∂z
Na
r
0
∂Na
∂z
∂Na
∂r

{
u˜a
v˜a
}
=
∑
a
Bau˜a, (6.17)
whereB is called the strain-displacement matrix.
By substituting (6.16) and (6.17) into (6.15), the weak form of equilibrium can be
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written as∑
e
∫
Ωe
δu˜TaB
T
a [σ0 +D(Bau˜a − ε0)] dΩ−
∑
e
∫
Ωe
δu˜TaNab dΩ = 0, (6.18)
or, ∑
e
δu˜Ta
[∫
Ωe
BTa [σ0 +D(Bau˜a − ε0)] dΩ−
∫
Ωe
Nab dΩ
]
= 0. (6.19)
Now, summing the element integrals and noting that the small variation is arbitrary,
we get a system of linear equations
Kau˜a + fa = 0, (6.20)
where
Ka =
∑
e
∫
Ωe
BTaDBa dΩ, (6.21)
fa =
∑
e
∫
Ωe
[BTa (σ0 −Dε0)−Nab] dΩ, (6.22)
Here Ka denotes the element stiffness matrix and fa denotes the element load
vector.
An advantage of using shape functions to interpolate displacements is that Gauss-
quadrature can be used to perform the integrations in (6.21) and (6.22). If the order
of the shape functions are known, then a quadrature rule can be selected which
integrates these functions exactly.
The quadrature rule prescribes the coordinates that are to be sampled in addition
to a weighting parameter, W to be assigned to each sampling. The coordinates are
best defined in terms of an element’s local coordinate system, consisting of the two
axes ξ and η. The subscript l is used to denote a quadrature point at (ξl, ηl) with a
corresponding weight of Wl.
An additional scalar, J , called the Jacobian is introduced at this point to perform
mapping from the element’s local coordinate system to the global coordinates. The
Jacobian is defined as the determinate of the Jacobian matrix
J = detJ, (6.23)
where the Jacobian matrix is given by
J =
∂u∂ξ ∂v∂ξ
∂u
∂η
∂v
∂η
 . (6.24)
Equations (6.21) and (6.22) can now be rewritten as follows:
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Kea =
∫ 1
−1
∫ 1
−1
BTa (ξ, η)DBa(ξ, η)J(ξ, η) dξ dη (6.25)
≈
∑
l
BTa (ξl, ηl)DBa(ξl, ηl)J(ξl, ηl)Wl
fea =
∫ 1
−1
∫ 1
−1
[BTa (ξ, η)(σ0 −Dε0)−Na(ξ, η)b]J(ξ, η) dξ dη (6.26)
≈
∑
l
[BTa (ξl, ηl)(σ0 −Dε0)−Na(ξl, ηl)b]J(ξl, ηl)Wl
In our implementation, a second-order Gauss rule was applied, for which the sam-
pling points (ξl, ηl) are (1/
√
3, 1/
√
3), (−1/√3, 1/√3), (−1/√3,−1/√3), and
(1/
√
3,−1/√3), while the weighting parameterWl = 1 for each of the points.
Once the elemental load vector and stiffness matrix has been calculated, the final
steps of the finite element method is to assemble all of the available information
into a global load vector fg and stiffness matrix Kg. By solving a system of linear
equations, the nodal displacements, u˜g can be found according to
Kgu˜g + fg = 0. (6.27)
Once the nodal displacements are known it is a simple matter to find the strain state
in an element from (6.17) and the stress state from the constitutive relation.
The Python implementation of the axisymmetric, four-noded, bilinear element that
was used for this study is given in Appendix C.
6.1.3 Strength analysis
Once the stress state of a model is known, the next task is to assess whether the
stress state constitutes failure or not. To analyze the strength of the axisymmetric
finite element models, two failure criteria were implemented, namely the Maximum
Stress- and the quadratic Tsai-Wu criteria. This is consistent with the approaches
taken by some of the authors cited in this work.
Maximum stress
The first criterion simply states that the magnitude of each stress component at
every point within a model should be below the applicable material strength, as
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determined in a simple tensile-, compressive- or shear test. If this is not the case,
then failure has occurred. This criterion can be expressed as
−X ′ < σ1 < X (6.28)
for stress along the fiber direction, and
−Y ′ < σ2 < Y (6.29)
normal to the fiber direction, while the shear component of stress must obey
|τ12| < S. (6.30)
The safety factor, or strength ratio, R, is then given by
R = min
(
X
σ1
,
Y
σ2
,
S
τ12
)
(6.31)
for the case of tensile loading, or a very similar expression for compressive load-
ing.
Quadratic Tsai-Wu
The quadratic Tsai-Wu criterion [27] is often used for failure analysis of composites.
It can be expressed as
FI = F1σ1 + F2σ2 + F11σ21 + F22σ22 + 2F12σ1σ2 + F66σ26 < 1, (6.32)
where FI is the failure index and the various constants are defined as
F1 =
1
X
− 1
X ′
, F2 =
1
Y
− 1
Y ′
,
F11 =
1
XX ′
, F22 =
1
Y Y ′
,
F66 =
1
S
,
and
F12 = F
∗
12(F11F22)
0.5.
Here F ∗12 is chosen between −0.5 and 0.
At this point it may be tempting to use the failure index directly for purposes of
optimization. However, it has been shown [22] that this may lead to unwanted
results if the models are not evaluated close to the point of failure. Rather, it is
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helpful to calculate the strength ratio, for which a constant matrix F˜ can be defined
as
F˜ =

1
XX′ F
∗
12
√
1
XX′
1
Y Y ′ F
∗
12
√
1
XX′
1
Y Y ′ 0
1
Y Y ′ F
∗
12
1
Y Y ′ 0
1
Y Y ′ 0
symmetric 1
S2

, (6.33)
and a constant vector F¯ can be defined as
F¯ =
[
1
X
− 1
X′
1
Y
− 1
Y ′
1
Y
− 1
Y ′ 0
]
. (6.34)
The strength ratio R can then be calculated from
R =
F¯ σ +
√(
F¯ σ
)2
+ 4σF˜σ
2
, (6.35)
where a value less than unity indicates failure.
6.2 Optimization
The class of design optimization problems encountered in this study are constrained,
and often multi-modal problems, which are discontinuous in the first derivative.
Many different optimization techniques exist for the solution of such problems, with
some examples being the popular stochastic methods such as the genetic algorithm,
simulated annealing or differential evolution. However, gradient-based algorithms
may also be used if provision is made for handling the discontinuities in the first
derivatives.
In this study we use the particle swarm optimization algorithm (PSOA), which is
relatively simple to implement and performs reasonably well over a wide range of
problems. It is also a stochastic method in the sense that it makes use of random
variables to influence the choice of points to be sampled. Together with the other
stochastic methods mentioned above, the PSOA is a zero-order method, in that it
considers only the value, and not the gradient, of the objective function when a point
is sampled. The gradient is often very expensive to compute.
The performance of the PSOA can vary greatly depending on the values that are
chosen for the various optimization parameters. For this study the parameters were
often tweaked to suit the particular problem at hand, allowing for reasonable com-
putational efficiency to be achieved.
The program flow of the code that implemented this optimization routine can be
seen in Figure 6.4. The description of the PSOA in this section is based on that
given by Wood [28].
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No
No
Yes
Evaluate swarm
fitness
(see Figure 6.1)
Yes
Update swarm velocities
Output optimal position and fitness
Update swarm positions
Initialize swarm
Converged?
i = i+ 1
i = 0
i > 1500
Figure 6.4: Overview of program flow for particle swarm optimization routine.
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6.2.1 Overview of particle swarm optimization algorithm
As the name suggests, the particle swarm optimization algorithm tries to mimic the
behavior of large groups of living organisms. What makes these groups special is
that the individual members of the group may each act on its own will, while also
taking in information from other members of the group. In a certain sense this
exchange of information can make the group collectively more intelligent than any
of the individual members are on their own. In the language of the PSOA a group
is called a swarm, and a group member is called a particle.
Each particle of a swarm is characterized by its current position x and velocity v in
the design space. Individually, each particle remembers its previous best position
pi, and collectively the group remembers the best position pg found by any member
of the swarm.
The movement of the particle swarm through the design space is governed by two
equations, namely the position update rule
xin+1 = x
i
n + v
i
n+1 (6.36)
and the velocity update rule
vin+1 = v
i
n + c1r1(p
i
n − xin) + c2r2(pgn − xin) (6.37)
where n denotes a time step and c1 and c2 are constants respectively known as the
cognitive- and social scaling parameters. Some unpredictability is introduced into
the equation by r1 and r2, which are vectors containing random numbers between
zero and one.
In the original version of (6.37), as suggested by Kennedy and Eberhart [29], it is not
explicitly stated whether r1 and r2 should be random constants or random vectors,
and so there exists some differences in the interpretation of the velocity update rule.
However, it has been shown recently [30] that the use of random constants may
have deleterious effects on the diversity of the swarm’s velocity vectors after many
iterations. Conversely, the use of random vectors may cause a loss of objectivity of
the algorithm, and in cases where this is a serious problem it may be better to use
random rotations within the velocity update rule [31].
6.2.2 Additional heuristics
By applying the position- and velocity update rules iteratively, the swarm moves
through the design space in an unpredictable, but not entirely senseless fashion. By
inspecting Equations (6.36) and (6.37) it can be seen that the PSOA is really a very
simple algorithm to understand and to implement. However, the performance of
the PSOA can be improved significantly for a wide range of problems by applying
additional heuristics to the algorithm. One of the most popular of these is dynamic
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inertia reduction, for which (6.37) is modified by adding a ω-term for the inertia of
a particle as follows:
vin+1 = ωnv
i
n + c1r1(p
i
n − xin) + c2r2(pgn − xin). (6.38)
Here the inertia changes at certain time steps, depending on the behavior of the
swarm. If no improvement has been found in a specified number of steps, then the
inertia is updated as
ωn+1 = αωn, (6.39)
where α is a constant typically chosen to be close to, but smaller than unity, say
0.95.
Another heuristic that is commonly implemented is to place a limit on the magni-
tude of the velocity vectors. If the velocity is constrained in magnitude to some
maximum value vmax, then it is convenient to reduce this value concurrently with
the inertia reduction by multiplying it with a control parameter β so that
vmaxn+1 = βv
max
n , (6.40)
where the value of β is typically also around 0.95.
6.2.3 Handling boundaries
The PSOA is perhaps best suited for unconstrained minimization, but it may also
be adapted to handle constrained problems. For this study, constraints were only
added indirectly by penalizing the fitness of particles that stray out of the feasible
design region.
6.2.4 Criteria for convergence
There are several different approaches that may be used in order to determine
whether a swarm has converged sufficiently. Some possibilities include a check on
the value of the inertia parameter ω or on the value of the maximum particle velocity
within the swarm. Other possibilities include a check on either the relative- or abso-
lute improvements in the objective function value between swarm iterations.
For this study, convergence was evaluated by a combination of two checks: the first
prescribed that for at least the ten most recent iterations there should not have been
any improvement in the objective function value. Here, a small tolerance of 0.05%
was allowed to account for numerical noise. The second requirement was that all
particles within the swarm should be sufficiently close to the best known position,
such that √
δTi δi < 0.005, for each i = 1, 2, · · · , p. (6.41)
Here, p denotes the number of particles within the swarm, and
δi = xi − xbest. (6.42)
55
Stellenbosch University  http://scholar.sun.ac.za
120000
130000
140000
150000
160000
170000
180000
190000
200000
0 100 200 300 400 500
O
bj
ec
tiv
e
fu
nc
tio
n
Steps
Figure 6.5: The convergence history for a typical optimization problem. The objec-
tive function value may drop when the accuracy of the FEM model is refined and
the swarm is re-sampled.
6.2.5 Computational considerations
Using the finite element method coupled with a stochastic optimization algorithm
may result in some computational difficulty if the models are not sufficiently small
or if the algorithm does not converge rapidly enough. In order to ease this problem,
it was decided to monitor the convergence of the swarm and break the optimization
problem up into three distinct phases, based on the average particle velocity.
For the initial stage, while the swarm is still searching through the design space in a
seemingly uncoordinated manner, it was deemed sufficient to use a rather coarsely-
meshed finite element model which can be rapidly analyzed. For the second stage,
when the swarm starts to converge on some optimum, the model was refined to a
more acceptable accuracy. During the final stage of the analysis, the swarm maps
out the space around a single optimum in great detail. This was undertaken with
finely meshed models in order to ensure maximum accuracy.
A typical convergence history for one of the design problems that was solved in
this study is shown in Figure 6.5. The Python implementation of the optimization
algorithm is given in Appendix C.
Of course, the probability of finding the global optimum may be decreased by divid-
ing the analysis up into stages, but if a global optimization strategy is implemented
together with the PSOA, this effect is probably not of great consequence.
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6.3 Global optimization strategy
For multi-modal problems, there is no guarantee that an optimization algorithm will
find the global optimal solution. For this reason, it is difficult for a designer to report
an optimal solution with much certainty unless some global optimization strategy
is implemented. A multi-start strategy can be employed in this regards, to allow the
optimization algorithm to find a series of optimal solutions from different starting
positions in the design space.
In this study, a multi-start strategy was adopted together with a Bayesian stopping
criterion that makes use of Bayes’ theory of probability. This allows us as designers
to assign a level of trust to our results, based on the outcomes from a series of starts.
The program flow is shown in Figure 6.6.
In broad terms, the criterion calculates the probability of a given optimum being the
global optimum by comparing the number of times that a solution has converged
to the optimum in question vs. the number of times that the analysis has been
repeated. This is done by making some mild assumptions regarding the relative
sizes of the regions within the design space from where an analysis would converge
to a particular solution. The explanation given below is taken from [32], which is
largely based on the work of Snyman and Fatti [33].
6.3.1 Bayesian stopping criterion
Multi-start methods require a termination rule for deciding when to end the sam-
pling, and to then use the current overall minimum function value f˜ as the approxi-
mation to the global minimum f ∗, i.e.
f˜ = min
{
fˆ j, j = 1, 2, · · ·
}
, (6.43)
where j represents the number of starting points to date, and where the fˆ j are as-
sumed to be feasible local minima, j = 1, 2, · · · .
Define the region of convergence of a local minimum xˆ as the set of all points x
which, when used as starting points for a given algorithm, result in converge to
xˆ. Let Rk denote the region of convergence of local minimum xˆk and let αk be
the associated probability that a sample point be selected in Rk. The region of
convergence and the associated probability for the global minimum x∗ are denoted
by R∗ and α∗ respectively. The following basic assumption – which is probably
true for many combinations of different algorithms and many functions of practical
interest – is now made:
α∗ ≥ αk for all local minima xˆk. (6.44)
The following theorem may then be proved [33]:
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(see Figure 6.4)
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Output optimal design parameters
IF n˜− r > 2
THEN increase p
Initialize problem
Calculate n˜ and r
Trust > 99%
Figure 6.6: Overview of program flow for global optimization strategy.
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Theorem 6.3.1 Let r be the number of sample points falling within the region of
convergence of the current overall minimum f˜ after n˜ points have been sampled.
Then, under assumption (6.44) and a statistically non-informative prior distribu-
tion, the probability that f˜ corresponds to f ∗ may be obtained from
Pr
[
f˜ = f ∗
]
≥ q(n˜, r) = 1− (n˜+ 1)!(2n˜− r)!
(2n˜+ 1)!(n˜− r)! , (6.45)
where Pr is short for ‘probability that’.
On the basis of Theorem 6.3.1, the adopted stopping rule becomes
STOP when Pr
[
f˜ = f ∗
]
≥ q∗, (6.46)
where q∗ is some prescribed desired confidence level, typically chosen as 0.99
through 0.999. for the purposes of this study, a value of 0.99 was deemed suffi-
cient.
The proof of Theorem (6.3.1) is given in Appendix D.
6.3.2 Swarm size and robustness
The majority of problems that were considered in this study could be solved with
relatively few iterations of the particle swarm optimization routine. In general, a
global optimization problem can be solved to a confidence level of 99% with only
four iterations if the optimization routine converges on the same result for each
iteration. That is, if n˜ = r = 4, then
q(n˜, r) > 0.99 (6.47)
according to Equation (6.45).
However, for a few problems the optimization routine failed to converge reliably
on the same result. In such cases the particle swarm would typically converge pre-
maturely on some local optimum which does not correspond to the global optimum
solution to the problem. In order to mitigate this type of behavior, the size of the
particle swarm was increased dynamically as soon as the difference between the
number of evaluations n˜ and the number of evaluations that successfully converged
r grew too large. This approach ensures a better sampling of the design space before
the swarm starts to converge. The rule was implemented as
IF n˜− r > 2 (6.48)
THEN p = 1.2× p,
where again, p denotes the number of particles within a swarm. This rule was found
to significantly increase the robustness of the program when confronted with some
of the more difficult design problems.
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Test problem
Function
evaluations (avg.) r/n˜ f˜ − f
∗ f∗
P1, Griewank 2 2326 4/4 2.02 e-10 0.0
P2, Griewank 10 5914 5/7 8.03 e-07 0.0
P3, Rosenbrock 3293 4/4 3.20 e-07 0.0
P4, Rastrigin 2421 4/4 2.37 e-09 -2.0
Table 6.1: Results from particle swarm optimization routine and global optimization
strategy to a set of test problems. Here f˜ denotes the calculated solution and f ∗
denotes the exact solution. The four test problems are described in Appendix E.
6.3.3 Typical results
In order to demonstrate the efficiency of the Bayesian stopping criterion together
with the particle swarm optimization algorithm, some example problems were solved.
These problems form part of the extended Dixon-Szegö test set [28]. The test set
is described in Appendix E and the results are summarized in Table 6.1. A swarm
size of 5 particles was used for all of the problems.
To solve these analytical problems, the particleSwarm.py script given in Appendix C
was adapted slightly to account for the different bounds on the design variables.
Also, the 0.05% tolerance mentioned in Section 6.2.4 was removed, as the analyti-
cal functions do not generate any significant amount of numerical noise.
The performance of the PSOA can be highly dependant on the details of the imple-
mentation, and so the results above are not intended to reflect the general ability of
the PSOA. Rather, it is intended to document the results obtained with this specific
implementation, which was created only for the type of design problems encoun-
tered in this study.
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Chapter 7
Conclusion
For the electricity grid of the future to accommodate useful levels of renewable
energy, the problem of energy storage will first have to be solved. This is because
renewable sources of energy are intermittent in nature, and storage is needed to link
supply to demand.
Amongst the different energy storage technologies that are available, flywheels
present one of the most energy efficient solutions. In addition to this, it is also
environmentally friendly and does not suffer from the geographical limitations of-
ten associated with some of the other technologies. However, at present, the cost
of flywheel energy storage will have to come down before the technology can be
adopted on a wider scale. One way of achieving this effectively, is to increase the
energy density of flywheel rotors.
In order to achieve high energy density in a flywheel rotor, it is possible to make
use of several concentric layers of material within a single rotor. The material dis-
tribution within the rotor affects the stress distribution under centrifugal loading. In
this way, the materials may be used to achieve a rotor design that is close to fully
stressed at the point of failure.
In this study, the use of a geometric shape factor for cylindrical, composite rotors
was reintroduced. This helps by giving a measure of how close a rotor is to its theo-
retical maximum energy density, and it allows us to strike a meaningful comparison
between rotor designs even when they are not based on the same material set.
Thereafter a critical analysis was made of the design methods that are used in the
available literature. It was found that several of the optimal rotors that have been
reported in literature did not achieve a very high shape factor, and therefore it was
concluded that it may be possible to improve on their energy densities. After scru-
tinizing the design methods, it was found that careful formulation of the design
optimization problem is of utmost importance.
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A novel formulation of the design optimization problem was proposed and its use
was demonstrated on three example problems. By making use of this formulation,
significant improvements were shown to be possible in certain cases.
With regards to the problem formulation, the main recommendations that came from
this study are that volumetric energy density should be used as objective function,
rather than weight energy density or the total stored energy. The design variables
should include a relative overall thickness, and the individual layer thicknesses
should also be defined in a relative sense. This allows for easy scaling of the so-
lution. Lastly, the problem should be constrained in such a way that all candidate
rotors are evaluated at the point of failure, and so it may be unwise to prescribe a
fixed rotational velocity.
The design problems that were encountered in literature typically only consider very
small sets of materials, probably due to the increased computational cost associated
with an increase in the number of design variables. With the methods that are cur-
rently available, it is very difficult to find the best material from a large set, because
this would necessitate costly repetition. For this reason, Chapter 5 discussed a novel
proposition that serves to significantly reduce the cost of analysing large material
sets for the type of problems that we are interested in. The use of the proposition
was demonstrated by applying it to find the overall optimal rotor from a set of ten
materials.
The shape factor of the optimal rotor was found to be relatively close to the theo-
retical maximum. This suggests that further improvements, which may be brought
about by more expensive methods, such as shrink fitting or in-situ curing, may not
be necessary if the material distribution is carefully designed according to the rec-
ommendations of this thesis.
In summary, the findings of this study may make it possible to design flywheel ro-
tors with higher energy density than are available at present, whilst also simplifying
the manufacturing processes that are necessary to obtain such high energy density
designs. It is hoped that this study may ultimately contribute towards the develop-
ment of flywheels that are cheap and effective enough to help integrate renewables
onto the electricity grid.
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Appendix A
Stress distribution in example
rotors
The stress distribution calculated for the three resulting rotors from Section 4.3 are
given here for reference. The plots include initial thermal loading where applica-
ble.
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Figure A.1: The stress distribution through the mid-plane of the rotor named Exam-
ple 1 in Table 4.7, as given by axisymmetric FEM script.
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Figure A.2: The stress distribution through the rotor named Example 2 in Table 4.7,
as given by axisymmetric FEM script.
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Figure A.3: The stress distribution through the mid-plane of the rotor named Exam-
ple 3 in Table 4.7, as given by axisymmetric FEM script.
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Appendix B
Validation of axisymmetric FEM
routine
B.1 Axisymmetric patch test
The patch test is used to verify whether a finite element solution will converge in the
limit of mesh refinement. The basic principle of the test is to show that an element
can accurately represent a state of constant stress under the correct loading. If this
is the case, then it will be able to accurately represent any arbitrary stress state in
the limit of mesh refinement. This is because the elements may be chosen to be
sufficiently small for the stress field to be close enough to constant for the desired
accuracy to be achieved. In the limit of mesh refinement, the solution is no longer
just accurate, but exact.
The patch test, in it’s various forms, is widely accepted as both necessary and suffi-
cient as proof of convergence.
B.1.1 Stability
The first step is to demonstrate the stability of an element. This is done by calcu-
lating the eigenvalues and eigenvectors of the element stiffness matrix, before any
constraints are imposed on the element. The four-noded, bilinear, axisymmetric ele-
ment that was used for this study, is shown in Figure B.1. In constructing the model,
the coordinates of the four points were taken to be (1, 0), (2, 0), (2, 1) and (1, 1) re-
spectively. The following material properties were used: E = 1 × 106, v12 = 0.3
and ρ = 1.0.
The eigenvalues of the element stiffness matrix are shown in Table B.1. It can be
seen from the table that there is only one zero-valued eigenvalue, which means that
only one rigid-body motion is captured by the model. This corresponds to axial
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rz
1
4
2
3
Figure B.1: A single four-noded element, used for analysing stability.
1 1.8948e+07 5 1.0894e+06
2 7.5011e+06 6 4.1198e+05
3 4.4677e+06 7 4.7123e+00
4 4.0168e+06 8 3.1824e-10
Table B.1: The eight eigenvalues of the stiffness matrix of a single four-noded bi-
linear element.
translation, which does not result in any strain within the element. The only other
rigid-body motion associated with cylindrical bodies is rotation in the circumferen-
tial direction, however, this mode of movement is not captured by an axisymmetric
model. From these results it can be concluded that the element that was used for
this study is stable.
B.1.2 Consistency
To test whether an axisymmetric element can correctly model a state of constant
stress, and whether it can do so consistently over element boundaries, a patch of
elements, with at least one internal node needs to be be created. This patch can then
be subjected to uniform pressure at its inside- and outside boundaries, while being
restrained from axial movement on the top- and bottom boundaries. This configu-
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Figure B.2: A patch of four elements under constant pressure loading. This is used
for verifying consistency.
ration should lead to a state of constant stress for all three principal directions, and
it should induce no shear stress.
An example of such a patch is shown in Figure B.2, where the following values were
used for the respective nodal coordinates: (1.0, 0), (1.5, 0), (1.7, 0.7), (1.0, 0.5),
(1.5, 1.0), (1.0, 1.0), (2.0, 0), (2.0, 0.5) and (2.0, 1.0).
The material properties from the previous section were used again, and the patch
was loaded and constrained appropriately. The resulting stress is reported in Ta-
ble B.2 for twelve points that were selected at random. It can be seen that the
element that was used for this study is consistent, because it can represent a state of
constant stress exactly (to within machine accuracy).
The four-noded bilinear axisymmetric element that was used for this study has been
shown to be both stable and consistent, and therefore it satisfies the requirements of
the patch test.
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Coords (r, z) σr σc σz τrz
(1.63, 0.57) -100000.00000000002 -99999.999999999898 -59999.999999999964 3.75e-16
(1.40, 0.52) -100000.00000000005 -99999.999999999898 -59999.999999999956 4.35e-16
(1.56, 0.50) -100000.00000000001 -99999.999999999913 -59999.999999999956 3.83e-16
(1.40, 0.98) -100000.00000000002 -99999.999999999767 -59999.999999999985 9.54e-17
(1.34, 0.82) -99999.999999999942 -99999.999999999753 -59999.999999999964 1.35e-16
(1.33, 0.99) -100000.00000000002 -99999.999999999738 -59999.999999999971 1.15e-16
(1.85, 0.54) -99999.999999999898 -99999.999999999869 -59999.999999999927 3.66e-16
(1.95, 0.30) -99999.999999999913 -99999.999999999971 -59999.999999999985 4.02e-16
(1.86, 0.38) -99999.999999999942 -99999.999999999956 -59999.999999999971 3.97e-16
(1.91, 0.80) -100000.00000000000 -99999.999999999854 -59999.999999999949 1.60e-16
(1.86, 0.88) -99999.999999999913 -99999.999999999782 -59999.999999999905 1.63e-16
(1.98, 0.79) -99999.999999999942 -99999.999999999854 -59999.999999999927 1.68e-16
Exact solution -100000 -100000 -60000 0.0
Table B.2: The stress state at twelve randomly selected points within the four-
element patch.
B.2 Validation of results to example problems
In Section 4.3, the results are given for three example problems that were solved
with the axisymmetric FEM routine that was written for this study. The details
of the resulting optimal rotors are given in Table 4.7. Here all of the rotors are
evaluated at the point of failure, where the safety factor given by the relevant failure
criterion has a value of unity.
The stress distributions through each of these rotors are shown in Figures A.1 to A.3,
as predicted by the axisymmetric FEM routine that was written for this study. In
order to validate these results, the three optimal rotors were also constructed using
the MD Nastran and Patran FEM package from MSC Software. The details of the
Nastran/Patran FEM models are given below, after which a comparison is made
between the results given by the two different FEM programs.
Geometry
Axisymmetric Tria6 elements were used for all three of the models. The first ex-
ample made use of 100 elements along the radial direction, divided up into 46 for
the inner layer and 54 for the outer layer, while 50 elements were used in the axial
direction. For the second example problem the rotor was assumed to be in a state of
plane strain, so the FEM model was constructed to be very thin in the axial direc-
tion (0.167 mm) with only a single element. However, for the radial direction the
inner layer made use of 96 elements, while the middle- and outer layers had 112 and
32 elements respectively. The third example rotor made use of 80 elements along
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the radial direction; 30 for the inner layer and 50 for the outer layer. In the axial
direction the rotor used 120 elements.
Loading
The models were loaded by prescribing a rotational velocity and an initial tem-
perature difference where applicable. The rotational velocity had to be converted to
units of revolutions per second, for which the values for the three example problems
were calculated to be 796.55, 5774.17 and 1341.9 respectively.
Constraints
Only one rigid-body mode had to be constrained for each model. This was done by
prescribing zero axial displacement for the bottom, inside node of each model.
Results
The stress results from the Nastran/Patran FEM models were analyzed, and the
same failure criteria were applied to them as was done for the other models. The
safety factor at all of the nodes were calculated, and the minimum safety factor for
each rotor was found to be 0.996 for the first example, 0.999 for the second, and
0.994 for the third.
The results show a relative difference of less than one percent between the results
reported by the Python program and those calculated by the Nastran/Patran pack-
age.
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B.3 Correlation to analytical solution
As an undergraduate, part of my final year’s project was the derivation of analytical
equations for describing the stress distribution in an axially thin ring, with circum-
ferentially wound fiber composite material. It is an interesting exercise to see how
well the predictions of the analytical equations correlate with those from the FEM
code that was written for this study.
According to my derivations, if we let n = ri
ro
, R =
√
r2i + r
2
o and λ =
E1
E2
, then the
radial stress in a cylindrical composite rotor can be described by
σr =
3 + ν12
9− λ ρω
2
(
a− b− r2) , (B.1)
and the circumferential stress by
σc =
3 + ν12
9− λ ρω
2
(√
λa+
√
λb− λ+ 3ν12
3 + ν12
r2
)
. (B.2)
For the purpose of the two equations above, a is defined as
a =
(
1− n3+
√
λ
1− n2√λ
)(
1 + n2
)− 1
2(3−
√
λ)
R3−
√
λr
√
λ−1, (B.3)
and b is defined as
b =
(
n2
√
λ − n3+
√
λ
1− n2√λ
)[(
1 + n2
)− 1
2(3+
√
λ)
]
R3+
√
λr−
√
λ−1. (B.4)
To test how well the results from the analytical solution above correlates with the
axisymmetric FEM script that was used for this study, a plane-stress rotor was de-
fined with ri = 0.2 and ro = 0.5. The T1000 material from Table 4.3 was used, and
the model was set to spin at 20000 revolutions per minute with no temperature load-
ing. A total of 50 elements were used in the radial direction, and only one element
in the axial direction.
The stress predicted by both the analytical- and the FEM model is shown in Fig-
ure B.3. It can be seen that the results really do match very well. For the radial
stress the maximum deviation was found to be 0.2 MPa and for the circumferential
stress it was 1.4 MPa.
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Figure B.3: The stress distribution through a thick single-material rotor.
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Appendix C
Python code
Some extracts from the Python code that was written by the author are given here.
Of particular interest is the code that implements an axisymmetric, four-noded, bi-
linear element, and also the code that implements the particle swarm optimization
algorithm. For the latter, the parallel python module was used to compute function
evaluations in parallel.
Python version 2.6.6 was used throughout this study.
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C.1 particleSwarm.py
import numpy as np
import functionCall
import sys, pp
import shelve
import materials as m
from datetime import datetime
start_time = datetime.now()
omega = 1.0
c1 = 2.0
c2 = 2.0
alpha = 0.99
beta = 0.98
h = 10
maxVelocity = 1.0
nr = 30
class Particle:
def __init__(self, numDims):
’’’Initialise particle instance with random position and
random velocity.’’’
# set random position
self.position = np.zeros(numDims)
self.setRandomPosition()
# set random velocity
self.velocity = np.zeros(numDims)
self.setRandomVelocity()
self.fitness = ’null’
self.best = (self.position, ’null’)
return
def setRandomPosition(self):
’’’Populate a random position vector, whilst ensuring that
the position is feasible.’’’
# 1st design variable between zero and one
self.position[0] = np.random.random()
if len(self.position > 1):
# layer thicknesses to a total of one
sample = np.random.random(len(self.position))
sample = sample/np.sum(sample)
self.position[1::] = sample[1::]
return
def setRandomVelocity(self):
’’’Populate random velocity vector.’’’
self.velocity[0] = maxVelocity*(np.random.random() - 0.5)/0.5
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if (len(self.velocity) > 1):
dims = len(self.velocity)-1
sample = np.random.random(dims) - 0.5*np.ones(dims)
sample = maxVelocity*sample/np.sum(np.abs(sample))
self.velocity[1::] = sample
return
def isFeasible(self, position):
’’’Return True if a position falls within the design space,
otherwise, return False.’’’
for i in range(len(position)):
if position[i] < 0.0 or position[i] > 1.0:
return False
if (len(position) > 1):
if np.sum(position[1::]) > 1.0:
return False
return True
def velocityCheck(self):
’’’Scale down the velocity vector if it becomes too large.’’’
if np.sqrt(np.dot(self.velocity, self.velocity)) > maxVelocity:
self.velocity *=
maxVelocity/np.sqrt(np.dot(self.velocity, self.velocity))
return
def updatePosition(self):
’’’Implement position update rule.’’’
newPosition = self.position + self.velocity
self.position = newPosition
return
def updateVelocity(self, globalBest, numDims):
’’’Implement velocity update rule.’’’
r1 = np.zeros((numDims, numDims))
r2 = np.zeros((numDims, numDims))
for i in range(numDims):
r1[i][i] = np.random.random()
r2[i][i] = np.random.random()
pi = self.best[0]
pg = globalBest[0]
x = self.position
self.velocity =
omega*self.velocity + c1*np.dot(r1,(pi-x)) + c2*np.dot(r2,(pg-x))
self.velocityCheck()
return
class Swarm:
def __init__(self, numParticles, numDims):
’’’Initialise swarm instance with the number of particles, and the
dimensionality of the design problem as input.’’’
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# initialise set of particles
self.particles = []
for i in range(numParticles):
self.particles.append(Particle(numDims))
self.best = (np.empty, ’null’)
self.worst = ’null’
self.history = []
return
def evaluateFitness(self):
’’’Evaluate the fitness of each particle in the swarm. This can be
done in parrallel for a multi-core machine.’’’
ppservers = ()
job_server = pp.Server(ppservers=ppservers)
jobs = []
# evaluate list of feasible particles
# PARALLEL IMPLEMENTATION FOR MULTI-CORE MACHINES
for i in range(len(self.particles)):
if self.particles[i].isFeasible(self.particles[i].position):
jobs.append(
job_server.submit(
functionCall.objective,
(self.particles[i].position, nr),
(),
("numpy", "structure", "interpolateRotor",
"evaluateMaxStress", "evaluateTsaiWu",
"optimization", "setParams", "shelve")
)
)
else:
self.particles[i].fitness = -1.0
j = 0
for i in range(len(self.particles)):
if self.particles[i].isFeasible(self.particles[i].position):
self.particles[i].fitness = jobs[j]()
j += 1
# determine particle’s best position to date
if self.particles[i].best[1] == ’null’:
self.particles[i].best =
(self.particles[i].position, self.particles[i].fitness)
elif self.particles[i].fitness < self.particles[i].best[1]:
self.particles[i].best =
(self.particles[i].position, self.particles[i].fitness)
job_server.destroy()
## # SERIAL IMPLEMENTATION FOR SINGLE-CORE MACHINES
## for part in self.particles:
## part.fitness = functionCall.objective(part.position)
## # determine particle’s best position to date
## if part.best[1] == ’null’:
## part.best = (part.position, part.fitness)
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## elif part.fitness < part.best[1]:
## part.best = (part.position, part.fitness)
# determine swarm’s worst position at the current step
self.worst = self.particles[0].fitness
for part in self.particles:
if part.fitness > self.worst:
self.worst = part.fitness
# determine swarm’s best position to date
for part in self.particles:
if self.best[1] == ’null’:
self.best = (part.position, part.fitness)
elif part.fitness < self.best[1]:
self.best = (part.position, part.fitness)
self.history.append(self.best)
return
def updatePosition(self):
’’’Call the position update rule for each particle in the swarm.’’’
for part in self.particles:
part.updatePosition()
return
def updateVelocity(self):
’’’Call the velocity update rule for each particle in the swarm.’’’
numDims = len(self.particles[0].position)
for i in self.particles:
i.updateVelocity(self.best, numDims)
return
def timeStep(self):
’’’Execute one pseudo-timestep.’’’
self.updateVelocity()
self.updatePosition()
self.evaluateFitness()
return
def reduceInertiaVel(self):
’’’Reduce the value of the inertia and maximum-velocity parameters.’’’
global omega
global maxVelocity
omega *= alpha
maxVelocity *= beta
return
def converge(self, margin = 0.01):
’’’Check whether all position vectors lie within a specified margin
of the swarm’s best position vector.’’’
out = True
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pos = self.best[0]
for i in self.particles:
diff = pos - i.position
# 2-norm of the difference between positions
distance = np.sqrt(np.dot(diff, diff))
if distance > margin:
out = False
break
return out
def main(growth = 1):
’’’Run one iteration of the PSOA algorithm. The problem’s details are
read in from the ’db_in’ database, and the size of the swarm is
determined depending on the dimensionality of the problem. However,
the ’growth’ parameter may be used to enlarge the swarm if the
stopping criterion takes long to converge.’’’
# Set initial values for global variables.
global nr
nr = 40
global omega
omega = 1.0
global maxVelocity
maxVelocity = 1.0
# Read input database
db_in = shelve.open(’current_materials’)
numDims = len(db_in[’mats’])
db_in.close()
# Set problem stage, to determine the accuracy
needed from the FEM model
initialStage = True
midStage = False
finalStage = False
# Set swarm size depending on the problem’s dimensionality
swarmSize = 5*growth
if numDims == 3:
swarmSize = 10*growth
if numDims == 4:
swarmSize = 100*growth
if numDims == 5:
swarmSize = 1000*growth
# Initialize swarm instance
s = Swarm(int(swarmSize), numDims)
s.evaluateFitness()
# Print feedback on the initial state of the swarm
print ’Swarm, step 0’
avgVel = 0
for part in s.particles:
avgVel += np.sqrt(np.dot(part.velocity, part.velocity))
avgVel /= len(s.particles)
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print ’omega = ’, omega, ’maxVelocity = ’,
maxVelocity, ’avgVelocity = ’, avgVel
print ’best position: ’, s.best[0]
print ’best fitness: ’, s.best[1]
print ’worst fitness: ’, s.worst, ’\n’
swarmHistory.append(s.best[1])
count_converge = 0
count_inertia = 0
count_catch = 0
prev = s.best[1]
i = 1
latch = True
outcome = ’exhausted’
# Iterate through pseudo-timesteps until convergence is achieved
while i < 1500:
# Check for convergence
if finalStage and count_catch > 200:
outcome = ’aborted’
print "INSUFFICIENT PROGRESS, SEARCH ABORTED"
print ’best ’, s.best[1], ’ worst ’, s.worst
break
if count_converge >= 10 and s.converge(0.005):
outcome = ’converged’
print ’CONVERGENCE ACHIEVED: best ’,
s.best[1], ’ worst ’, s.worst
break
# Execute timestep
s.timeStep()
swarmHistory.append(s.best[1])
if s.best[1] > 1.0005*prev:
count_converge += 1
count_inertia += 1
if nr == 100:
count_catch += 1
else:
count_converge = 0
count_inertia = 0
count_catch = 0
prev = s.best[1]
if count_inertia == h:
s.reduceInertiaVel()
count_inertia = 0
# Determine average velocity of swarm
avgVel = 0
for part in s.particles:
avgVel += np.sqrt(np.dot(part.velocity, part.velocity))
avgVel /= len(s.particles)
# Print feedback on the current state of the swarm,
83
Stellenbosch University  http://scholar.sun.ac.za
every ten timesteps
if i % 10 == 0:
print ’Swarm, step ’, i
print ’nr = ’, nr
print ’omega = ’, np.round(omega, 3), ’maxVel = ’,
np.round(maxVelocity, 3), ’avgVel = ’, np.round(avgVel, 3)
print ’best position: ’, np.round(s.best[0], 4)
print ’best fitness: ’, np.round(s.best[1] , 4)
print ’worst fitness: ’, np.round(s.worst, 4)
print ’Time elapsed: ’, datetime.now() - start_time,’\n’
# Check whether swarm has converged sufficiently to warrant an
increase in accuracy from the FEM model
if (initialStage):
if avgVel < 0.33:
# increase model’s degrees of freedom
nr = 50
s.best = (np.empty, ’null’)
s.evaluateFitness()
count_converge = 0
count_inertia = 0
initialStage = False
midStage = True
if (midStage):
if avgVel < 0.11:
# increase model’s degrees of freedom
nr = 70
s.best = (np.empty, ’null’)
s.evaluateFitness()
count_converge = 0
count_inertia = 0
midStage = False
finalStage = True
if (finalStage and latch):
if avgVel < 0.037:
# increase model’s degrees of freedom
latch = False
nr = 100
s.best = (np.empty, ’null’)
s.evaluateFitness()
count_converge = 0
count_inertia = 0
i += 1
# Return result to output database,
and also to the stopping criterion
outputFile = ’swarmHist.dat’
f=open(outputFile, ’w’)
f.write(’# step, F*\n’)
for i in range(len(swarmHistory)):
f.write(str(i+1) + ’ ’ + str(swarmHistory[i]) + ’\n’)
f.write(’\n’)
f.close()
return s.best, i, outcome, nr
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C.2 elementQ4.py
import numpy as np
from numpy import linalg
def elasticity(mat):
’’’ Constitutive law for given material’’’
v1 = mat.v1
E1 = mat.E1
E2 = mat.E2
v2 = v1*(E2/E1)
if v1 < v2:
print ’Error: material constants are ill-defined’
G = mat.G2
Qinv = np.array([[1./E2, -v1/E2, -v1/E1, 0],
[-v1/E2, 1./E2, -v1/E1, 0],
[-v2/E2, -v2/E2, 1./E1, 0],
[0, 0, 0, 1./G]])
Q = np.linalg.inv(Qinv)
return Q
def strainDisp((xsi, eta), coords):
’’’ Strain-displacement relationship. For a given point in
natural coordinates, return value of B-matrix, shape
functions, radius and determinate of the Jacobian matrix.’’’
# Shape functions:
N1 = 0.25*(1-xsi)*(1-eta)
N2 = 0.25*(1+xsi)*(1-eta)
N3 = 0.25*(1+xsi)*(1+eta)
N4 = 0.25*(1-xsi)*(1+eta)
N = np.array([N1, N2, N3, N4])
# Cast input coordinates into usable format
[(r0, z0), (r1, z1), (r2, z2), (r3, z3)] = coords
crds = np.array([[r0, z0],
[r1, z1],
[r2, z2],
[r3, z3]])
# Derivatives of shape functions
[dN1xsi, dN2xsi, dN3xsi, dN4xsi] =
0.25*np.array([-(1-eta), (1-eta), (1+eta), -(1+eta)])
[dN1eta, dN2eta, dN3eta, dN4eta] =
0.25*np.array([-(1-xsi), -(1+xsi), (1+xsi), (1-xsi)])
Dn = np.array([[dN1xsi, dN2xsi, dN3xsi, dN4xsi],
[dN1eta, dN2eta, dN3eta, dN4eta]])
# Jacobian:
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J = np.dot(Dn, crds)
detJ = np.linalg.det(J)
invJ = np.linalg.inv(J)
# Coordinate transformation to relate derivatives:
Kappa = np.zeros((5, 5))
Kappa[0:2, 0:2] = invJ
Kappa[2:4, 2:4] = invJ
Kappa[4, 4] = 1.
# Calculate value of radius
rk = N1*r0 + N2*r1 + N3*r2 + N4*r3
H = np.array([[1., 0, 0, 0, 0],
[0, 0, 0, 1., 0],
[0, 0, 0, 0, 1./rk],
[0, 1., 1., 0, 0]])
Q = np.array([[dN1xsi, 0, dN2xsi, 0, dN3xsi, 0, dN4xsi, 0],
[dN1eta, 0, dN2eta, 0, dN3eta, 0, dN4eta, 0],
[0, dN1xsi, 0, dN2xsi, 0, dN3xsi, 0, dN4xsi],
[0, dN1eta, 0, dN2eta, 0, dN3eta, 0, dN4eta],
[N1, 0, N2, 0, N3, 0, N4, 0]])
# Calculate value of strain-displacement matrix
B = np.dot(np.dot(H, Kappa), Q)
return B, N, rk, detJ
def stiffness(mat, coords):
’’’ Calculate element stiffness matrix.’’’
E = elasticity(mat)
k = np.zeros((8, 8))
# two-point Gauss integration
for xsi in [-1/np.sqrt(3), 1/np.sqrt(3)]:
for eta in [-1/np.sqrt(3), 1/np.sqrt(3)]:
[B, N, rk, detJ] = strainDisp((xsi, eta), coords)
k += 2*np.pi*np.dot(np.dot(B.T, E), B)*rk*detJ
return k
def bodyForce(mat, coords, omega):
’’’ Calculate element force vector caused by centrifugal loading.’’’
ff = np.zeros(8)
E = elasticity(mat)
# two-point Gauss integration
for xsi in [-1/np.sqrt(3), 1/np.sqrt(3)]:
for eta in [-1/np.sqrt(3), 1/np.sqrt(3)]:
[B, N, rk, detJ] = strainDisp((xsi, eta), coords)
NN = np.array([[N[0], 0, N[1], 0, N[2], 0, N[3], 0],
[0, N[0], 0, N[1], 0, N[2], 0, N[3]]])
b = np.array([rk*mat.rho*omega**2, 0])
ff += 2*np.pi*np.dot(b, NN)*rk*detJ
return ff
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def initialForce(mat, coords, delT):
’’’ Calculate initial force vector due to temperature difference.’’’
ff = np.zeros(8)
E = elasticity(mat)
Eps_init = delT*np.array([mat.alpha2, mat.alpha2, mat.alpha1, 0])
# two-point Gauss integration
for xsi in [-1/np.sqrt(3), 1/np.sqrt(3)]:
for eta in [-1/np.sqrt(3), 1/np.sqrt(3)]:
[B, N, rk, detJ] = strainDisp((xsi, eta), coords)
ff += 2*np.pi*np.dot(np.dot(B.T, E), Eps_init.T)*rk*detJ
return ff
def stress(E, displacement, coords, (xsi, eta)):
’’’ Calculate stress vector at point in element.’’’
[B, N, rk, detJ] = strainDisp((xsi, eta), coords)
sigma = np.dot(E, np.dot(B, displacement))
return sigma
def initStress(E, displacement, coords, (xsi, eta), Eps1, Eps2, delT):
’’’ Calculate stress vector caused by initial temperature difference.’’’
Eps_0 = delT*np.array([Eps2, Eps2, Eps1, 0])
[B, N, rk, detJ] = strainDisp((xsi, eta), coords)
sigma_0 = np.dot(E, np.dot(B, displacement)) - np.dot(E, Eps_0)
return sigma_0
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Appendix D
Proof of the Bayesian stopping
criterion
The outline of the proof of Theorem (6.3.1) which is presented here is taken from [32],
which follows closely the presentation given by Snyman and Fatti [33]. It can
be shown that this proof is a generalization of the procedure proposed by Zielin-
ski [34].
Given n˜∗ and α∗, the probability that at least one point, n˜ ≥ 1, has converged to f ∗
is
Pr[n˜∗ ≥ 1|n˜, r] = 1− (1− α∗)n˜ . (D.1)
In the Bayesian approach, we characterize the uncertainty about the value of α∗ by
specifying a prior probability distribution for it. This distribution is modified using
the sample information (namely, n˜ and r) to form a posterior probability distribu-
tion. Let p∗(α∗|n˜, r) be the posterior probability distribution of α∗. Then,
Pr[n˜∗ ≥ 1|n˜, r] =
∫ 1
0
(
1− (1− α∗)n˜) p∗(α∗|n˜, r)dα∗
= 1−
∫ 1
0
(1− α∗)n˜p∗(α∗|n˜, r)dα∗. (D.2)
Now, although the r sample points converge to the current overall minimum, we do
not know whether this minimum corresponds to the global minimum of f ∗. Utiliz-
ing (6.44), and noting that (1 − α)n˜ is a decreasing function of α, the replacement
of α∗ in the above integral by α yields
Pr[n˜∗ ≥ 1|n˜, r] ≥
∫ 1
0
(
1− (1− α)n˜) p(α|n˜, r)dα . (D.3)
Now, using Bayes theorem, we obtain
p(α|n˜, r) = p(r|α, n˜)p(α)∫ 1
0
p(r|α, n˜)p(α)dα
. (D.4)
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Since the n˜ points are sampled at random and each point has a probability α of
converging to the current overall minimum, r has a binomial distribution with pa-
rameters α and n˜. Therefore
p(r|α, n˜) =
(
n˜
r
)
αr(1− α)n˜−r . (D.5)
Substituting (D.5) and (D.4) into (D.3) gives:
Pr[n˜∗ ≥ 1|n˜, r] ≥ 1−
∫ 1
0
αr(1− α)2n˜−rp(α)dα∫ 1
0
αr(1− α)n˜−rp(α)dα
. (D.6)
A suitable flexible prior distribution p(α) for α is the beta distribution with param-
eters a and b. Hence,
p(α) = (1/β(a, b))αa−1(1− α)b−1, 0 ≤ α ≤ 1. (D.7)
Using this prior distribution gives
Pr[n˜∗ ≥ 1|n˜, r] ≥ 1− Γ(n˜+ a+ b) Γ(2n˜− r + b)
Γ(2n˜+ a+ b) Γ(n˜− r + b)
= 1− (n˜+ a+ b− 1)! (2n˜− r + b− 1)!
(2n˜+ a+ b− 1)! (n˜− r + b− 1)! .
Assuming a prior expectation of 1, (viz. a = b = 1), we obtain
Pr[n˜∗ ≥ 1|n˜, r] = 1− (n˜+ 1)! (2n˜− r)!
(2n˜+ 1)! (n˜− r)! ,
which is the required result.
89
Stellenbosch University  http://scholar.sun.ac.za
Appendix E
Analytical test problems
The following four analytical problems form part of the extended Dixon-Szegö test
set [28].
P1, Griewank 2
Objective function
f(x) =
2∑
i=1
x2i /200−
2∏
i=1
[cos(xi/
√
i) + 1] (E.1)
Search domain
D = {(x1, x2) ∈ R2 : −100.0 ≤ xi ≤ 100.0, i = 1, 2} (E.2)
Solution
x = (0.0, 0.0), f ∗ = 0.0 (E.3)
P2, Griewank 10
Objective function
f(x) =
10∑
i=1
x2i /4000−
10∏
i=1
[cos(xi/
√
i) + 1] (E.4)
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Search domain
D = {(x1, x2, · · · , x10) ∈ R10 : −600.0 ≤ xi ≤ 600.0, i = 1, 2, · · · , 10} (E.5)
Solution
x = (0.0, · · · , 0.0), f ∗ = 0.0 (E.6)
P3, Rosenbrock
Objective function
f(x) = 100(x2 − x21)2 + (x1 − 1)2 (E.7)
Search domain
D = {(x1, x2) ∈ R2 : −5.0 ≤ xi ≤ 5.0, i = 1, 2} (E.8)
Solution
x = (1.0, 1.0), f ∗ = 0.0 (E.9)
P4, Rastrigin
Objective function
f(x) = x21 + x
2
2 − cos(18x1)− cos(18x2) (E.10)
Search domain
D = {(x1, x2) ∈ R2 : −1.0 ≤ xi ≤ 1.0, i = 1, 2} (E.11)
Solution
x = (0.0, 0.0), f ∗ = −2.0 (E.12)
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