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Abstract 
Cancer has been ranked first in the causes of death for 31 consecutive years in Taiwan. Radiofrequency ablation (RFA) is a 
treatment for hepatocellular carcinoma (HCC) and it becomes one of the important therapies for HCC these years. For those who 
had HCC and were treated by RFA, their clinical data are collected to build predictive models which can be used in predicting the 
recurrence or not of liver cancer after RAF treatment. Clinical data with multiple measurements are merged based on different 
time periods and these data are further transformed based on temporal abstraction (TA). Data processed by TA reveal variations 
of clinical data with different time points. The goal of this study is to evaluate whether clinical data handled by TA could 
facilitate performance of predictive models. Different data sets are used in developing predictive models, including clinical data 
which are not processed by TA called the original data set, clinical data which are processed by TA called the TA data set, and 
combination of the original data set and the TA data set called the TA+original data set. Support vector machine (SVM) was 
selected as a classifier to develop predictive models.ġ The results demonstrate data sets processed by TA provide benefit for 
predictive models. 
© 2014 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Program Chairs of ICTH-2014. 
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1. Introduction 
The Ministry of Health and Welfare, Taiwan, announced the “Causes of Death in Taiwan, 2012”. Cancer has 
ranked first for 31 consecutive years and liver cancer was one of leading causes of cancer death in Taiwan [1]. 
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Radiofrequency ablation (RFA) becomes one of important treatments for these years. There are many advantages 
of RFA. For example, it can destroy the cancer cells clearly, be operated repeatedly, and patients can take less risk 
of anesthesia than traditional therapy. Literature shows that small scale hepatocellular carcinoma received RFA as 
the initial treatment, 1-year survival rates is 96% and more than 50% in 5 years [2]. 
Early detection of liver cancer is not easy, and patients not treated timely or actively is the reason for high 
mortality. In this research, we use the cohort information from HCC patients to build predictive models for 
predicting patients’ HCC recurrences after RFA in one year. 
There are useful technologies for analyzing the existing data, such as data warehousing, data mining and data 
prediction. We should determine the data type before data processing. Data could be divided into two types, cross-
sectional data and time series data. Time series data refer to a particular value of the variations observed over a 
period of time; cross-sectional data are many observation items collected at a time point. Regarding time series data, 
the variation of a feature over time is one of the most important information in time series data. Based on variations 
of a feature over time, a patient’s variation status could be observed. Regarding cross-sectional data, values of 
multiple features collected in a time point can provide more information of a patient than only one value of single 
feature. Data collected in this study contain both of these types (cross-sectional data and time series data). 
Preprocessing data before data analyzing or mining can save a lot of time and enhance the performance of 
prediction [3]. There are a number of data preprocessing techniques, including data integrationġ and data 
transformations. Data integration combines data from multiple different sources into a coherent data store, and 
provides users with a unified view of these data [4]. Data transformation may improve the performance and 
efficiency of mining by transforming original data [5]. Transforming data from a low level quantitative form to 
high-level qualitative description is known as temporal abstraction (TA) [6, 7]. The process of TA takes either raw 
or pre-processed data as input and produces context sensitive and qualitative interval based representations. In this 
study, original data sets are regarded as input and trends of features (increase, decrease, and unchanged) are 
produced by TA. 
In this study, different data sets are used in developing predictive models, including clinical data which are not 
processed by TA called the original data set, clinical data which are processed by TA called the TA data set, and 
combination of the original data set and the TA data set called the TA+original data set. Performance of three types 
of models built based on different data sets are compared. Support vector machine (SVM) was selected as a 
classifier to develop predictive models. 
2. Methods 
2.1. Data Source 
We use the data from the HCC patients who have received RFA as the initial treatments for HCC from 2007 to 
2009 in NTUH (National Taiwan University Hospital)ġ for developing and evaluating a proposed approach in this 
study. 
In this study, total 26 clinical features are included. There are 20 laboratory items, including prothrombin time 
international normalized ratio (INR), albumin, aspartate aminotransferase (AST), alanine transaminase (ALT), 
alkaline phosphatase, total bilirubin, hepatitis C virus (HCV), hepatitis B virus (HBV), alpha-fetoprotein, sodium 
(Na), potassium (K), creatinine, blood urea nitrogen (BUN), hemoglobin, hematocrit, white blood cell count, platelet 
count, direct bilirubin, ¤-GT, and total protein. There are two demographic data items, including gender and age. 
There are four features extracted from medical textual reports, including Barcelona clinic liver cancer (BCLC) 
staging classifications, liver cirrhosis, the size of the maximal tumor, and the number of tumors. 
 
2.2. The Algorithm for Merging Multiple Features Based on Time Period 
The algorithm for merging multiple features (i.e., 20 laboratory items) based on time period is presented in 
Figure 1. Figure 1 shows an example for merging multiple features every 30 days. In this study, different periods are 
tested, including 7, 14, 21, 30, 60, 90, and 120 days. 
303 Wei-Ti Su et al. /  Procedia Computer Science  37 ( 2014 )  301 – 308 




Figure1. An example for Time Period in 30 days 
2.3. Temporal abstraction 
In clinical data, trends of features are very important. TA was applied to these laboratory items to extract the 
information of trend status. In trend TA, the data of the biggest period were set as baseline (which is the oldest data 
from treatment date), we investigate the difference when we set it as 0 or 1. For the data except the baseline, we 
compare them with their previous values. If the feature is higher than a previous one, it is set as 1; on the contrary, it 
was set as -1. If the variable is not changed, it is set as 0 (Figure 2). There are 18 laboratory items produced by TA 
and use 1, -1, and 0 to present their trend (increase, decrease, and unchanged), except HBV and HCV (Figure 3). 
 
Figure 2. The flowchart of the Temporal abstraction for trend features 
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Figure 3. An example for Temporal abstraction 
 
2.4. Classification Methods 
In the following, SVM is introduced. SVM uses a nonlinear mapping to transform the original training data into a 
higher dimension. Within this new dimension, it searches for the linear optimal separating hyperplane [8]. With an 
appropriate nonlinear mapping to a sufficiently high dimension, data from two classes is guaranteed to be separated 
by a hyperplane. The SVM finds this hyperplane using support vectors and margins (defined by the support vectors) 
[9]. The advantages of SVM include highly accurate, having the ability to model complex nonlinear decision 
boundaries, and less prone to overġ fitting. In addition, a comparison of the SVM to other classifiers has been 
conducted by Meyer [10]. The SVM indicates mostly significant performances both on classifications and 
regression tasks. In this research, the LIBSVM library [11] was used for implementing the SVM classification 
method. The LIBSVM library provides a complete classification process based on SVM, including scaling, training, 
prediction, grid search, and cross validation function. 5-fold cross-validation is used in this study and random forest 
is used for selecting features from a data set. Features are sorted by their importance and added in SVM one by one 
for training to build a predict model. 
2.5. Performance evaluation 
The performance of classification using the original data was compared with using the processed data by TA by 
the following performance metrics. 
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x True positive (TP): A positive event correctly identified as a positive event. 
x False positive (FP): A negative event wrongly identified as a positive event. 
x True negative (TN): A negative event correctly identified as a negative event. 
x False negative (FN): A positive event wrongly identified as a negative event. 
3. Results 
In this section, we present the performance of predictive models built based on the original data set (26 features), 
the TA data set (26 features handled by TA), and the TA+Original data set which contains the feature values have 
been handled by TA and their original values. 18 features have been handled by TA and it contains 44 (i.e., 26+18) 
features in this data set. Furthermore, for the baseline of TA, we set it as “0” or “1” and data sets handled by TA 
would have two results (baseline 0 or 1). Table 1 shows the performance of predictive models based on the original 
data set. 
 
Table 1. The performance of predictive models based on the original values of 26 features 
Periods Sensitivity Specificity BAC Accuracy PPV NPV  
7 Days  23.33 80.17 51.75 67.65 33.33 78.75 
14 Days  23.33 76.85 50.09 65.00 22.33 78.02 
21 Days  50.00 71.17 60.59 66.32 33.94 85.83 
30 Days  35.00 81.96 58.48 71.03 39.71 82.08 
60 Days  33.33 73.04 53.19 64.04 32.00 79.00 
90 Days  35.00 70.92 52.96 62.57 24.67 79.79 
120 Days  40.00 78.26 59.13 69.78 38.00 81.99 
 
Table 2 and Table 3 show the performance of predictive models based on the TA data sets. In Table 2, the oldest 
value (the baseline of TA) is set as “0” and in Table 3 the oldest value (the baseline of TA) is set as “1”. 
 
Table 2. The performance of predictive models based on the TA values, totally 26 features, baseline is 0 
Periods Sensitivity Specificity BAC Accuracy PPV NPV  
7 Days  10.00 78.28 44.14 63.75 11.67 75.86 
14 Days  26.67 79.82 53.24 68.46 25 80.15 
21 Days  46.67 70.59 58.63 64.78 32.45 84.14 
30 Days  35.00 86.23 60.61 74.71 46.33 82.59 
60 Days  10.00 72.60 41.30 59.12 8.00 74.67 
90 Days  20.00 83.04 51.52 69.71 20.00 79.52 
120 Days  15.00 81.98 48.49 67.43 0.00 78.02 
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Table 3. The performance of predictive models based on the TA values, totally 26 features, baseline is 1 
Periods Sensitivity Specificity BAC Accuracy PPV NPV  
7 Days  50.00 70.55 60.28 66.25 36.10 82.83 
14 Days  55.00 75.44 65.22 71.03 37.00 86.77 
21 Days  48.33 75.31 61.83 69.71 36.33 85.02 
30 Days  25.00 72.33 48.67 62.57 18.57 78.20 
60 Days  41.67 69.05 55.36 62.72 24.44 80.64 
90 Days  58.33 64.38 61.36 62.57 32.50 83.33 
120 Days  21.67 84.47 53.07 71.18 0.00 79.62 
 
Table 4 and Table 5 show the performance of predictive models based on the TA+original data sets. It has 18 
features that are processed by TA, so this dataset totally has 26+18 features. In Table 4, the oldest value (the 
baseline of TA) is set as “0” and in Table 5 the oldest value (the baseline of TA) is set as “1”. 
 
Table 4. The performance of predictive models based on the TA+original values, totally 44 features, baseline is 0 
Periods Sensitivity Specificity BAC Accuracy PPV NPV  
7 Days  45.00 82.78 63.90 74.71 53.33 84.16 
14 Days  58.33 83.39 70.87 77.28 51.67 87.40 
21 Days  68.33 74.36 71.35 72.43 44.09 90.21 
30 Days  50.00 76.96 63.48 71.03 39.71 84.69 
60 Days  66.67 70.68 68.67 70.00 39.41 88.53 
90 Days  43.33 79.83 61.59 72.28 36.00 84.05 
120 Days  28.33 71.99 50.17 62.50 21.67 78.07 
 
Table 5. The performance of predictive models based on the TA+original values, totally 44 features, baseline is 1 
Periods Sensitivity Specificity BAC Accuracy PPV NPV  
7 Days  51.67 75.09 63.38 69.70 39.71 84.15 
14 Days  51.67 79.60 65.64 73.38 53.71 85.00 
21 Days  56.67 81.37 69.02 75.81 45.00 86.8 
30 Days  56.67 71.76 64.21 68.38 37.52 84.64 
60 Days  63.33 72.11 67.72 69.71 38.95 87.15 
90 Days  50.00 72.71 61.36 67.57 34.67 84.14 
120 Days  50.00 68.90 59.45 65.00 31.67 82.88 
 
4. Discussion 
Comparing results of Table 1 with those of Table 2 and Table 3, the values treated with TA or not, if we set the 
oldest value as baseline is 0 (Table 2), all sets of sensitivity and specificity are less than 50, even less than the 
original values (Table 1). In Table 3 (set baseline as 1), 3 sets of sensitivity and specificity are not less than 50, there 
are “7”, “14”, and “90 days”, 2 more than the original data. 
Comparing results of Table 1 with those of Table 4 and Table 5, the information adds the value treated with TA 
or not, if we set the oldest value as baseline is 0 (Table 4), “14”, “21”, “30”, and “60 days”, 4 sets of sensitivity and 
specificity are not less than 50, especially “21” and “60 days” are not less than 60. Set baseline as 1 (Table 5), in all 
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days, sensitivity and specificity are not less than 50, but only “60 days” better than 60. 
The results about the baseline value (0 or 1) can be compared between results of Table 2 and Table 3, Table 4 
and Table 5. There are 18 features treated with TA, in the results of Table 2 and Table 3, the original values are 
modified as TA values and no other information are added in these data when baseline value is set as 1 (Table 3), 
both sensitivity and specificity in “7”, “14”, “90 days” are not less than 50 which are better than the results of Table 
2. When data are treated by TA, baseline with 1 provides better results. In Table 4 and Table 5, both original data 
and TA data are included in data sets. When the baseline is set as 0 (Table 4), in the sets of ”14”, “21”, ”30”,  and 
“60 days”, both sensitivity and specificity are not less than 50. When the baseline is set as 1 (Table 5), in all sets, 
both sensitivity and specificity are not less than 50. Similarity, baseline with 1 provides better results. 
To compare the results of TA data sets and TA+Original data sets, Table 2 and Table 4 are evaluated for baseline 
is 0 and Table 3 and Table 5 are evaluated for baseline is 1. For baseline set as 0, results of Table 4 (original data 
added) are better than those of Table 2 (only treated with TA), 4 sets of sensitivity and specificity are not less than 
50. Data treated with TA and then added with the original data values could provide better results. For setting 
baseline as 1, Table 5 (add original data), more sets (4) of sensitivity and specificity are not less than 50. Data 
treated with TA and then added with the original data values could provide better results. 
In this study, the oldest value (baseline) is set as 0 or 1 simply, and TA trends use 0, 1, or -1 to investigate, these 
are limitations for our study here. 
 
5. Conclusion 
After comparing these results, the data sets treated by TA are more meaningful than data sets not treated by TA. 
Furthermore, when we add the original data values to the data sets which have been treated by TA, the results will 
become better than those only with TA values. 
According to these results, when we treat data by TA, the value of baseline could also influence the performance 
of predictive models and baseline set as 1 is better than baseline set as 0. 
 
6. Future Work 
The values of performance measures do not make the significant impact. For the on-going research, we may add 
more TA conditions about their relationships between values. Furthermore, we will reduce the number of features 
and only extract the features with high contribution to performance. 
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