Background: Mendelian randomization is used to test and estimate the magnitude of a causal effect of a phenotype on an outcome by using genetic variants as instrumental variables (IVs). Estimates of association from IV analysis are biased in the direction of the confounded, observational association between phenotype and outcome. The magnitude of the bias depends on the F statistic for the strength of relationship between IVs and phenotype. We seek to develop guidelines for the design and analysis of Mendelian randomization studies to minimize bias. Methods: IV analysis was performed on simulated and real data to investigate the effect on bias of size of study, number and choice of instruments, and method of analysis. Results: Bias is shown to increase as the expected F statistic decreases, and can be reduced by using parsimonious models of genetic association (ie. not over-parameterized) and by adjusting for measured covariates. Using data from a single study, the causal estimate of a unit increase in log-transformed C-reactive protein on fibrinogen (µmol/l) is shown to increase from -0.005 (p = 0.99) to 0.792 (p = 0.00003) due to injudicious choice of instrument. Moreover, when the observed F statistic is larger than expected in a particular study, the causal estimate is more biased towards the observational association and its standard error is smaller. This correlation between causal estimate and standard error introduces a second source of bias into meta-analysis of Mendelian randomization studies. Bias can be alleviated in meta-analyses by using individual level data and by pooling genetic effects across studies. Conclusions: Weak instrument bias is of practical importance for the design and analysis of Mendelian randomization studies. Post-hoc choice of instruments, genetic models or data based on measured F statistics can exacerbate bias. In particular, the commonly cited rule-of-thumb that F > 10 avoids bias in IV analysis is misleading. Keywords: Mendelian randomization, instrumental variables, causal inference, weak instruments, bias, meta-analysis. Word count: Abstract = 296, Paper = 4565, Total = 4761.
Introduction
In observational studies, an association between outcome and a phenotype (a modifiable risk factor or exposure of interest) may not be causal. It may be due to confounding factors which affect both an individual's phenotype and outcome, or due to reverse causation where the outcome affects the phenotype [1] . Although we can measure known confounders, we can never be certain that all confounders have been identified and so cannot interpret an estimate of association from an observational study as a causal effect [2] .
Mendelian randomization uses genetic variants (G) which are associated with the phenotype (X) to estimate a causal effect [3] . The genetic variants must not be associated with any confounding factor (U) and not directly associated with the outcome (Y) [2, 3] . These assumptions define the genetic variants as an instrumental variable (IV) [4, 5] and can be summarized graphically ( Figure 1 ) [2] . From the IV assumptions, and as genetic variation is determined at conception, the variation in X explained by G is independent of any confounding or reverse causation, and so any difference in Y associated with G indicates a causal effect of X on Y [6] . We assume throughout this paper that the IV assumptions are satisfied by the instruments used. As well as testing for a causal association, we can estimate its magnitude [3] . As genetic effects on phenotypes are typically small, Mendelian randomization estimates of association have much wider confidence intervals (CIs) than conventional epidemiological estimates [7] . The rationale for using Mendelian randomization is that an unbiased, imprecise estimate is preferable to a precise, biased estimate of causal association [8] .
Although IV techniques are asymptotically unbiased in the presence of confounding, IV estimates suffer from finite sample bias, known as weak instrument bias [9, 10, 11] . (Bias is the difference between the average estimated value of a parameter and its true value.) This bias is in the direction of the observational confounded association, and its magnitude depends on the strength of association between genetic instrument and phenotype [12, 13] . Under certain conditions, the relative bias of the IV estimator to the observational estimator is approximately 1/F, where F is the F statistic in the regression of X on G [14] . When F is 10, this means that the bias of the IV estimator is 10% of the bias of the observational estimator, leading to the "rule of thumb" that the F statistic should be at least 10 to avoid bias [3, 14] .
In this paper, we consider continuous outcomes; with binary outcomes, weak instrument bias affects the causal estimate in a similar way, although it is not the only bias present [15] . Unless otherwise stated, we use an additive per allele model. We use the two-stage least squares (2SLS) [16] and limited information maximum likelihood (LIML) [17] methods to calculate IV estimates. In 2SLS, we firstly regress the phenotype (x i ) on the genetic instruments (g ik , k = 1, . . . , K) where each instrument g ik = 0, 1, 2 represents the number of variant alleles of single nucleotide polymorphism (SNP) k in individual i. We then regress the outcome (y i ) on the fitted values of phenotype from the first stage regression (x i ).
(1)
The causal estimate from the 2SLS method isβ IV . (Note that although this gives the correct point estimate, the standard error is not correct; the use of 2SLS software is recommended for estimation in practice [18] .) The LIML estimator is the "maximum likelihood counterpart of 2SLS" [19] . It is calculated by a maximum likelihood procedure on the assumption of homoscedastic errors. When there is a single instrument, these estimators coincide and equal the ratio (or Wald) estimate [3] .
We use data from the CRP CHD Genetics Collaboration [20] to estimate the causal association of C-reactive protein (CRP) on fibrinogen, which are both markers for inflammation. As the distribution of CRP is positively skewed, we take its logarithm and assume a linear association of log(CRP) on fibrinogen. Although log(CRP) and fibrinogen are highly positively correlated (r = 0.45 − 0.55 in the studies below), it is thought that long-term elevated levels of CRP are not causally associated with an increase in fibrinogen [21] .
Bias of IV estimates in small studies
As a motivating example, we consider the Copenhagen General Population Study (CGPS) [22] , a cohort study with complete data on CRP from a high-sensitivity assay, fibrinogen and three SNPs from the CRP gene region (rs1205, rs1130864 and rs3093077) for 35 679 participants. We calculate the observational estimate (simply regressing fibrinogen on log(CRP)) and IV estimate of association using all three SNPs as instrumental variables. We then analyze the same data as if it came from multiple studies by dividing the study randomly into substudies of equal size, calculating estimates of association in each substudy and meta-analyzing the results using a fixed-effect model. We divide into 5, 10, 16, 40, 100 and 250 substudies.
We see from Table 1 that the observational estimate stays almost unchanged whether the data are analyzed as one study or as several studies. However, the IV estimate increases from near zero until it approaches the observational estimate and the standard error of the estimate decreases. We can see that even where the Table 1 : Estimates of effect (standard error) of log(CRP) on fibrinogen (µmol/l) from CGPS (N = 35 679) divided randomly into substudies of equal size and combined using fixed-effect metaanalysis: observational estimate using unadjusted linear regression, IV estimate from Mendelian randomization using 2SLS and LIML methods. F statistics from linear regression of log(CRP) on three genetic IVs averaged across substudies.
number of substudies is 16 and the average F statistic is around 10, there is a serious bias with a positive causal estimate (p = 0.09 using 2SLS) despite the causal estimate with the data analyzed as one study being near zero.
Why does weak instrument bias occur?
Although asymptotically the genetic variants are independent of confounders, confounders will not be perfectly balanced between genotypic subgroups in finite samples. If the instrument is strong, then the difference in phenotype between subgroups will be due to the genetic instrument, and the difference in outcome (if any) will be due to this difference in phenotype. However if the instrument is weak, that is it explains little variation in the phenotype, the chance difference in confounders may explain more of the difference in phenotype between subgroups than the instrument. If the effect of the instrument is near zero, then the estimate of the "causal association" approaches the association between phenotype and outcome caused by changes in the confounders, that is the observational confounded association [12] . To illustrate the point algebraically, we take a phenotype X which depends linearly on an IV G and a confounder U , and an outcome Y which depends linearly on X and U . We assume that there are no other error terms in the model and that all the variability comes via U . The causal effect of X on Y is β 1 .
We assume that G is dichotomous, dividing the population into two genotypic subgroups labelled 1 and 2 such that α 1 > 0. We letx j be the average value for phenotype in subgroup j, similarlyȳ j andū j . An expression for the IV (ratio) estimate for the causal effect in this case depends on ∆ =ū 2 −ū 1 [11] :
We know that ∆ has mean zero as G is an IV. Hence β IV tends to β 1 asymptotically as the sample size increases. If α 1 is large compared to α 2 ∆, that is the proportion of variation explained by the instrument compared to that explained by the chance imbalance in confounders is large, then β IV is close to β 1 . However, if α 1 is small compared to α 2 ∆, then whether ∆ is positive or negative, it can be seen from (3) that the bias β IV − β 1 tends to
, which is the confounded association between the phenotype and outcome [14] .
Hence the IV estimator is biased towards the observational confounded association, and the magnitude of the bias depends on the strength of association between X and G [17] .
How can we minimize weak instrument bias?
Increasing the F statistic
The F statistic is a measure of instrument strength. It is related to the proportion of variance in the phenotype explained by the genetic variants (R 2 ), sample size (n) and number of instruments (k) by the formula F = (
It is sometimes known as the Cragg-Donald F statistic [23, 24] . The bias from weak instruments depends on the strength of the instrument through the F statistic [14, 23] . As the F statistic depends on the sample size, then bias can be reduced by increasing sample size. Similarly, if there are instruments that are not contributing much to explaining the variation in the phenotype, then excluding these instruments will increase the F value. In general, employing fewer degrees of freedom to model the genetic association, that is using parsimonious models, will increase the F statistic and reduce weak instrument bias [25] . For example, an additive per allele or an additive haplotype model is more parsimonious than a model with one coefficient for each genotypic subgroup; provided the former does not misrepresent the data, bias will be reduced.
However, it is not enough to simply rely on an F statistic measured from data to inform us about bias [26] . Returning to the previous example where we divided the CGPS study into 16 equally sized substudies with mean F statistic 10.81, Figure 2 shows the forest plot of the estimates of these 16 substudies using the 2SLS method with their corresponding F values. We see that the substudies which have greater estimates are the ones with higher F values. The correlation between F values and point estimates is 0.83 (p < 0.001). The substudies with higher F values also have tighter CIs and so receive more weight in the meta-analysis. If we exclude from the meta-analysis substudies with an F statistic less than 10, then the pooled estimate increases from 0.2300 (SE 0.1372, p = 0.09) to 0.4322 (SE 0.1574, p = 0.006). Equally, if we only use as instruments in each substudy the IVs with an F statistic greater than 10 when regressed in a univariate regression on the phenotype, then the pooled estimate increases to 0.2782 (SE 0.1470, p = 0.06). So neither of these approaches are useful in reducing bias.
Although the expectation of the F statistic is a good indicator of bias, with low expected F statistics indicating greater bias, the observed F statistic shows consider- Figure 2 : Forest plot of causal estimates of log(CRP) on fibrinogen (µmol/l) using data from CGPS divided randomly into 16 equally sized substudies (each N 2230). Studies ordered by causal estimate. F statistic from regression of phenotype on three IV. Size of markers is proportional to weight in meta-analysis. able variation. In the 16 substudies of Figure 2 , the F statistic ranges from 3.4 to 22.6. From above, we see that the observed F statistic will be large when the difference in phenotype between the two genotypic subgroups (x 2 −x 1 = α 1 + α 2 ∆) is large. This occurs when ∆ is large and positive and corresponds with a value of β IV biased in the direction of the confounded estimate. The observed F statistic will be small when α 1 + α 2 ∆ is small. This occurs when ∆ is negative and will often correspond with a value of β IV biased in the opposite direction to the confounded estimate.
In more realistic examples, assuming similar instruments in each study, larger studies would have higher expected F statistics due to sample size which would correspond to truly stronger instruments and less bias. However, the sampling variation of causal effects and observed F statistics in each study would still tend to follow the pattern of Figure 2 , with larger observed F statistics corresponding to more biased causal estimates.
So while it is desirable to use strong instruments, the measured strength of instruments in data is not a good guide to the true instrument strength. Any guidance that relies on providing a threshold, such as excluding studies from a meta-analysis if F < 10, is flawed and may introduce more bias than it prevents.
Choice of instruments
Including more instruments, where each instrument explains extra variation in the phenotype, should give more information on the causal parameter. In order to inves-tigate how using more instruments affects bias in the IV estimator, we perform 100 000 simulations in a model where for each participant indexed by i, the phenotype x i depends linearly on six dichotomous genetic instruments (g ik = 0 or 1, k = 1, . . . , 6), a normally distributed confounder u i , and an independent normally distributed error term xi . Outcome y i is a linear combination of phenotype, confounder, and an independent error term yi .
We set β 1 = 0, α 2 = 1, β 2 = 1 so that X is observationally strongly positively associated with Y, but there is a null causal association. We draw parameters for the genetic association α 1k randomly from a uniform distribution on 0.15 to 0.25 independently for each genetic instrument k, corresponding to mean F values from 6.8 to 16.3. We used a sample size of 2048 divided equally between the 2 6 = 64 genotypic subgroups. The instruments are uncorrelated, so that variation explained by each of the instruments is independent, and the mean F values do not depend greatly on the number of IVs (mean 11.2 using 1 IV, 11.5 using 6 IVs). Table 2 shows the median and 95% range of the estimates of bias from the 2SLS and LIML methods using all combinations of all numbers of IVs as the instrument, with the mean across simulations of the F statistic for all the instruments used. We also give results using the IV with the greatest and lowest F values, as well as using all IVs with an F statistic greater than 10 in univariate regression of phenotype.
As the number of instruments increases, while the variance of estimates decreases, using 2SLS, the bias increases, despite the mean F value remaining constant. This is because there is a greater risk of imbalances in confounders between the greater number of genetic subgroups defined by the instruments. The greatest increase in median bias is from one instrument to two instruments, and coincides with the greatest increase in precision. With LIML, a similar increase in precision is observed, but no increase in bias. Using the single IV with the greatest F gives markedly biased results, despite a mean F value of 21.2. There is a similar bias only using IVs with F > 10.
For 2SLS, the mean bias is similar to the median presented, except in the case of a single IV where the theoretical mean is infinite [12] . For LIML, the mean bias is infinite for all numbers of IVs [27] .
As a further illustration, we consider the Framingham Heart Study (FHS), a cohort study measuring CRP and fibrinogen at baseline with complete data for nine SNPs on the CRP gene for 1500 participants. The observational estimate of the log(CRP)-fibrinogen (µmol/l) association is 1.134 (95% CI 1.052 to 1.217). We calculate the causal estimate of the association using the 2SLS method with different numbers of SNPs as an instrument. Figure 3 shows a plot of the IV estimates against number of instruments, where each point representsβ IV calculated using a different combination of SNPs. The range of values ofβ IV reduces as we include more instruments, but the Our conclusions from these analyses are as follows. While including more genetic IVs will increase precision, it may also increase bias. Bias is exacerbated if some of the included IVs are weak, but cannot be avoided by data-driven selection of instruments. In addition, using over-parameterized models of genetic association with 2SLS is likely to increase bias [28] .
Adjustment for measured covariates
If we can find measured covariates which explain variation in the phenotype, and which are not on the causal pathway between phenotype and outcome, then we can incorporate such covariates in our model. This will increase precision and reduce weak instrument bias. Precision will be further increased if these covariates can be used to explain variation in the outcome.
To exemplify this, we perform 100 000 simulations in a model similar to (4), but with a single IV and with two separate terms accounting for confounding between X and Y, corresponding to measured (V) and unmeasured (U) confounders.
We again set β 1 = 0, α 2 = 1, β 2 = 1 and vary the parameter for the genetic association α 1 from 0.05 to 0.55, corresponding to mean F values from 1.05 to 6.11. We use a sample size of 200 equally divided between two genotypic groups, g i = 0, 1. We calculate an estimate of causal association from the 2SLS method, both with and without adjustment for V in the G-X andX-Y regressions. R 2 in the regression of X on V is 33%. The relevant measure of instrument strength with a measured confounder is the partial F statistic for G in the regression of X on G and V [29] . Table 3 shows that adjustment for measured covariates increases the F statistic and decreases the median bias of the IV estimator. For stronger instruments, we also see a reduction in the variability of the estimator. Table 3 : Bias of the IV estimator, median and interquartile (IQ) range across simulations from model (5), for different strengths of instrument without and with adjustment for confounder.
As an example, we consider data on interleukin-6 (IL6), a cytokine which is involved in the inflammation process upstream of CRP and fibrinogen [30] . Elevated levels of IL6 lead to elevated levels of both CRP and fibrinogen, so il6 is correlated with short-term variation in CRP [31] , but is independent of underlying genetic variation in CRP [21] . We assume that it is a confounder in the association of CRP with fibrinogen and not on the causal pathway (if such a pathway exists). As IL6 has a positively skewed distribution, we take its logarithm. The Cardiovascular Health Study (CHS) is a cohort study measuring CRP, IL6 and fibrinogen at baseline, as well as 3 SNPs on the CRP gene, with complete data for 4137 subjects. The proportion of variation in log(CRP) explained in the data by log(IL6) is 26%. We calculate the causal estimate of the CRP-fibrinogen association for each SNP separately and for all the SNPs together in an additive per allele model, both without and with adjustment for log(IL6) in the first and second stage regressions. Results are given in Table 4 . We see that after adjusting for log(IL6) the causal estimate in each case has decreased, its standard error has reduced, and the F statistic has increased. This indicates both that weak instrument bias has been reduced, and that precision has been improved. Table 4 : Estimate and standard error (SE) of IV estimator for causal effect of log(CRP) on fibrinogen and F statistic for regression of log(CRP) on IVs calculated using each SNP separately and all SNPs together in additive per allele model, adjusting with and without adjustment for log(IL6) in CHS.
Borrowing information across studies
The IV estimator would be unbiased if we knew the true values for the average phenotype in different genotypic groups. In a meta-analysis context [32] , we can combine the estimates of genotype-phenotype association from different studies to give more precise estimates of phenotype levels in each genetic group. In the 2SLS method, an individual participant data (IPD) meta-analysis for data on individual i in study m with phenotype x im , outcome y im and g ikm for number of alleles of genetic variant k (k = 1, 2, . . . K) is:
y ) independently The phenotype levels are regressed on the instruments using a per allele additive linear model separately in each study, and then the outcome levels are regressed on the fitted values of phenotype (x im ). The terms α 0m and β 0m are study-specific intercept terms. Here we assume homogeneity of variances across studies; we can use generalized method of moments (GMM) [16] or Bayesian methods [33] to allow for possible heterogeneity.
If the same genetic variants are measured and assumed to have the same effect on the phenotype in each study, we can use common genetic effects (ie. α km = α k ) across studies by replacing the first line in model (6) with:
where the coefficients α k are the same in each study. If the assumption of fixed genetic effects is correct, this will improve the precision of thex im and reduce weak instrument bias. Model (7) can be used even if, for example, the phenotype is not measured in one study, under the assumption that the data are missing at random (MAR) [34] .
To illustrate, we consider the Copenhagen City Heart Study (CCHS), Edinburgh Artery Study (EAS), Health Professionals Follow-up Study (HPFS), Nurses Health Study (NHS), and Stockholm Heart Epidemiology Program (SHEEP), which are cohort studies or case-control studies measuring CRP and fibrinogen levels at baseline [20] . In case-control studies, we use the data from controls alone since these better represent cross-sectional population studies. These five studies measured three SNPs: rs1205, rs1130864 and rs3093077 (or rs3093064, which is in complete linkage disequilibrium with rs3093077). We estimate the causal association using the 2SLS method with different genetic effects (model 6), common genetic effects (model 7) and by a fixed-effect meta-analysis of summary estimates from each study. Table 5 : Estimates of effect of log(CRP) on fibrinogen (µmol/l) from each of five studies separately and from meta-analysis of studies: studies included, number of participants, causal estimates using 2SLS with 95% confidence interval (CI), F statistic with degrees of freedom (df) from additive per allele regression of phenotype on SNPs used as IVs, observational estimate (standard error). Meta-analyses conducted using IPD with different study-specific genetic effects, common pooled genetic effects and using summary estimates with inverse-variance weighting. Table 5 shows that the studies analyzed separately have apparently disparate causal estimates with wide CIs. The meta-analysis estimate assuming common genetic effects across studies is further from the confounded observational estimate and closer to the estimate from the largest study with the strongest instruments (CCHS) than the model with different genetic effects, suggesting that the latter suffers bias from weak instruments.
The estimate from meta-analysis of study-specific causal estimates is greater than that from meta-analysis using the individual participant data. Although the CCHS study has about 8 times the number of participants as SHEEP and 12 times as many as EAS, its causal estimate has a larger standard error. The standard errors in the 2SLS method, calculated by sandwich variance estimators using strong asymptotic assumptions, are known to be underestimated, especially with weak instruments [35] . Also, Figure 2 shows that causal estimates nearer to the observational association have lower variance. So a meta-analysis of summary outcomes may be biased due to overestimated weights in the studies with more biased estimates.
In the example at the beginning of the paper, if we use the IPD data to combine the substudies in the meta-analysis rather than combining summary estimates, then Table 6 shows that the pooled estimates are less biased. If we additionally assume common genetic effects across studies, then we recover close to the original estimate based on analyzing the full dataset as one study and weak instrument bias has been eliminated. Table 6 : Estimates of causal effect (SE) of log(CRP) on fibrinogen from CGPS study divided randomly into substudies and combined: using 2SLS summary study estimates by fixed-effect meta-analysis, using individual patient data (IPD) with different and common genetic effects across substudies.
Discussion
Our conclusions from the investigations in this paper are summarized in the box of key messages, and amplified below. This paper exemplifies the effect of weak instrument bias on causal estimates in real and simulated data. We have seen how the magnitude of the bias depends on the instrument strength through the mean or expected F statistic, with lower mean F statistics corresponding to greater bias. However, a novel finding is that, for a study of fixed size and underlying instrument strength, an observed F statistic greater than the expected F value corresponds to an estimate closer to the observational association with greater precision; conversely an observed F statistic less than the expected F value corresponds with an estimate further from the observational association with less precision. So simply relying on an F statistic from an individual study is oversimplistic and simple threshold rules such as ensuring F > 10 may cause more bias than they prevent.
Using the 2SLS method, we demonstrated a bias-variance trade-off for number of instruments used in IV estimation. For a fixed mean F statistic, as the number of instruments increases, the precision of the IV estimator increases, but the bias also increases. Using the LIML method, bias did not increase with the number of instruments. Nevertheless, we seek parsimonious models of genetic association, for example using additive per allele effects and including only the most important IVs, based on biological knowledge and external information. Provided the data are not misrepresented, these should provide the best estimates of causal association. It is also possible to summarize multiple SNPs using a gene score [25] . If this is done using pre-specified weights, this makes strong assumptions about the effects of different SNPs which may itself introduce bias. The use of a data-derived weighted gene score is equivalent to 2SLS [36] . Again, post-hoc use of F statistics to choose between instruments may cause more bias than it prevents.
Ideally, issues of weak instrument bias should be addressed prior to data collection, by specifying sample sizes, instruments, and genetic models using the best prior evidence available to ensure that the expected value of F statistics are large. Where this is not possible, our advice would be to conduct sensitivity analyses using different IV methods, numbers of instruments and genetic models to investigate the impact of different assumptions on the causal estimate.
Generally, the LIML estimate is less biased than the 2SLS estimate. Difference between the 2SLS and LIML IV estimates is evidence of possible bias from weak instruments. When a single instrument is used, the IV estimate is close to median unbiased. Although using one instrument will result in an estimator with greater variance, it will on average be less biased.
Another technique which helps reduce weak instrument bias is adjustment for covariates. Including predictors of the phenotype in the first stage regression, or predictors of the outcome in the second stage regression, increases precision of the causal estimate. The former will also increase the F statistic for the genetic IVs, and thus reduce weak instrument bias.
In a meta-analysis context, bias is a more serious issue, as it arises not only from the bias in the individual studies, but also from the correlation between causal effect size and variance which results in studies with effects closer to the observational estimate being over-weighted. By using a single IPD model, we reduce the second source of bias. Additionally, we can pool information on the genetic association across studies to strengthen the instruments. The assumptions of homogeneity of variances and common genetic effects across studies will often be overly restrictive. Allowing for heterogeneity across studies in phenotype variance, genetic effects, and in the causal effects themselves, is possible in a Bayesian framework [33] .
