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Abstract
In this paper, by using the fixed point theory, under quite general condition on the nonlinear term, we ob-
tain an existence result concerning bounded continuous nonoscillatory solutions of a second-order nonlinear
difference equation with continuous variable.
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1. Introduction
In this paper, we study the existence of bounded continuous nonoscillatory solutions of the
second-order difference equation with continuous variable
Δ2τ x(t) + f
(
t, x(t − σ))= 0, t  t0, (1)
where τ, σ > 0, Δτx(t) = x(t + τ) − x(t), Δ2τ x(t) = Δτ (Δτx(t)) and f ∈ C([t0,∞) × R,R).
A continuous function x(t) ∈ C([t0,∞)) is called a solution of (1), if it satisfies (1). A solution
of (1) is called nonoscillatory if it is either eventually positive or eventually negative; otherwise,
it is called oscillatory.
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knowledge, so far, only a few existence results for bounded continuous nonoscillatory solutions
of (1) have been obtained since in this case, the known methods in discussing the existence
of solutions of differential equations or difference equations are not effective. Therefore, it is
significant to investigate the existence of bounded continuous nonoscillatory solutions of (1)
under quite general conditions on the nonlinear term: f . This is our aim in this paper.
In Section 2, by using Schauder–Tikhonov fixed point theorem, we obtain a sufficient con-
dition for the existence of bounded positive global solutions of x(t) = κ − ∫∞
t
∫∞
s
g(h − ς(h),
x(h − σ)) dhds and a corollary.
In Section 3, we apply the results of Section 2 to the second-order nonlinear difference equa-
tion with continuous variable (1) and prove that there exists a bounded continuous nonoscillatory
solution to (1) under quite general conditions on the nonlinear term: f . This is our main result in
this paper.
2. Lemmas
In this section, we consider the existence of bounded positive global solutions of the following
equation
x(t) = κ −
∞∫
t
∞∫
s
g
(
h − ς(h), x(h − σ))dhds, t  t1, (2)
where κ is a positive constant, g ∈ C([t0,∞) × R,R), ς(t) ∈ C([t1,∞), [−ς0, ς0]) where ς0 is
a positive constant and t1 is a constant with t1 > 1 + σ + τ + ς0.
Lemma 2.1 (The Schauder–Tikhonov fixed point theorem (see [7])). Let X be a Banach space
and B ⊂ X be a nonempty, closed, bounded and convex set. If the operator T :B → X continu-
ously maps B into itself and T (B) is relatively compact in X, then T has a fixed point x ∈ B .
Lemma 2.2. If there exist κ > 0, α ∈ (0,1) and a t1  1 + σ + τ + ς0 such that for each x(t) ∈
C([t0 − σ,∞),R) with |x(t) − κ| κtα for t  t1 − σ , it holds that∣∣∣∣∣
∞∫
t
g
(
h − ς(h), x(h − σ))dh
∣∣∣∣∣
κα
t1+α
for t  t1, (3)
then Eq. (2) has a bounded positive global solution xκ(t) with xκ(t) > 0 for t  t1 and
lim
t→∞xκ(t) = κ. (4)
Proof. Let X be the linear space of all continuous functions x ∈ C([t0 − σ,∞),R) such that
sup
tt0−σ
∣∣x(t)∣∣< +∞
with the norm
‖x‖ = sup
tt0−σ
∣∣x(t)∣∣.
It is clear that X is Banach space.
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as follows:
B =
{
x ∈ X: ∣∣x(t) − κ∣∣ κ
tα
for t  t1 − σ
}
and
T x(t) = T x(t1), t0 − σ  t < t1,
T x(t) = κ −
∞∫
t
∞∫
s
g
(
h − ς(h), x(h − σ))dhds, t  t1. (5)
Then, from (3), we have
∣∣T x(t) − κ∣∣=
∣∣∣∣∣
∞∫
t
∞∫
s
g
(
h − ς(h), x(h − σ))dhds
∣∣∣∣∣
∞∫
t
κα
s1+α
ds  κ
tα
, t  t1, (6)
which yields that
T x(∞) = κ. (7)
Now, we divide the proof into several steps.
First, from (6), it is obvious that
T :B → B. (8)
Next, for any  > 0, from (6), it is easy to see that there exists t2  t1 such that for any
x(t), y(t) ∈ B ,
∣∣∣∣∣
∞∫
t
∞∫
s
[
g
(
h − ς(h), x(h − σ))− g(h − ς(h), y(h − σ))]dhds
∣∣∣∣∣

∣∣∣∣∣
∞∫
t
∞∫
s
g
(
h − ς(h), x(h − σ))dhds
∣∣∣∣∣+
∣∣∣∣∣
∞∫
t
∞∫
s
g
(
h − ς(h), y(h − σ))dhds
∣∣∣∣∣
 2κ
tα
 , t  t2, (9)
i.e., for any x(t), y(t) ∈ B ,
∣∣T x(t) − Ty(t)∣∣ , t  t2. (10)
On the other hand, from g ∈ C([t0,∞) × R,R), it is easy to see that there exists δ > 0 such that
for any x(t), y(t) ∈ B with ‖x − y‖ δ,
∣∣g(t − ς(t), x(t − σ))− g(t − ς(t), y(t − σ))∣∣ 
t22
, t1  t , t2
which, together with (3) and (9), yields
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
∣∣∣∣∣
∞∫
t
∞∫
s
[
g
(
h − ς(h), x(h − σ))− g(h − ς(h), y(h − σ))]dhds
∣∣∣∣∣

∣∣∣∣∣
∞∫
t2
∞∫
s
[
g
(
h − ς(h), x(h − σ))− g(h − ς(h), y(h − σ))]dhds
∣∣∣∣∣
+
∣∣∣∣∣
t2∫
t
∞∫
t2
[
g
(
h − ς(h), x(h − σ))− g(h − ς(h), y(h − σ))]dhds
∣∣∣∣∣
+
t2∫
t
t2∫
s
∣∣g(h − ς(h), x(h − σ))− g(h − ς(h), y(h − σ))∣∣dhds
 3, t2 > t  t1.
This fact, together with (10), yield that for any x(t), y(t) ∈ B with ‖x − y‖ δ,∣∣T x(t) − Ty(t)∣∣ 3, t  t1,
i.e.,
T is continuous on B. (11)
Next, differentiating the two sides of (5) with respect to t , we have
(T u)′(t) =
∞∫
t
g
(
h − ς(h), x(h − σ))dh, t  t1,
which, together with (3), yields
∣∣(T u)′(t)∣∣M, t  t1, (12)
where M = maxtt1 καt1+α .
Let {xn}n1 ⊂ B . Then∣∣(T xn)′(t)∣∣M, t  t1, n 1,
which, in view of the mean value theorem, yields∣∣T xn(t3) − T un(x4)∣∣M|t3 − t4|, n 1, t3, t4  t1,
i.e.,
{T xn}n1 is equicontinuous in X. (13)
Next, by (6) and (7), we have
∣∣T xn(t) − T xn(∞)∣∣=
∣∣∣∣∣
∞∫ ∞∫
g
(
h − ς(h), x(h − σ))dhds
∣∣∣∣∣
κ
tα
, n 1, t  t1,t s
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i.e.,
{T xn}n1 is equiconvergent in X.
This fact, together with (13), the assumption that {xn}n1 ∈ B and the Arzela–Ascoli theorem
(see [7]) yields that
{T xn}n1 is relatively compact. (14)
Finally, in view of (8), (11) and (14), by the Schauder–Tikhonov fixed theorem, it follows that
T has a fixed point xκ in B , i.e.,
xκ(t) = κ −
∞∫
t
∞∫
s
g
(
h − ς(h), xκ(h − σ)
)
dhds, t  t1.
Clearly, xκ(t) for t  t1 is a bounded global solution of (2) which satisfies xκ(t) > 0 for t  t1
and (4). The proof is complete. 
Now we consider the equations
x(t) = κ −
∞∫
t
∞∫
s
l
(
h − ς(h), x(h − σ))dhds − 2κ
3tα
, t  t1, (15)
and
x(t) = κ −
∞∫
t
∞∫
s
l
(
h − ς(h), x(h − σ))dhds + 2κ
3tα
, t  t1, (16)
where t1, κ and ς are as in (2) and Lemma 2.1 and l ∈ C([t0,∞) × R,R).
For them, we have the following result.
Corollary 2.3. If there exist κ > 0, α ∈ (0,1), β ∈ R, t1  1 + σ + τ + ς0 and ς ∈
C([t0,∞), [−ς0, ς0]) where ς0 is a positive constant, such that for each x(t) ∈ C([t0 −σ,∞),R)
with |x(t) − κ| κ
tα
for t  t1 − σ ,
∣∣∣∣∣
∞∫
t
l
(
h − ς(h), x(h − σ))dh
∣∣∣∣∣
κα
3t1+α
for t  t1, (17)
then Eqs. (15) and (16) have a bounded positive global solutions x1(t) and x2(t), respectively,
with xi(t) > 0 (i = 1,2) for t  t1 and such that
x1(t) x2(t), t  t1, (18)
and
lim
t→∞x1(t) = limt→∞x2(t) = κ. (19)
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(
t − ς(t), x(t − σ))= l(t − ς(t), x(t − σ))+ 2ακ(1 + α)
3t2+α
and
g
(
t − ς(t), x(t − σ))= l(t − ς(t), x(t − σ))− 2ακ(1 + α)
3t2+α
,
respectively. Then, from (17) and Lemma 2.1, it is easy to see that Eqs. (15) and (16) have a
bounded positive global solutions x1(t) and x2(t), respectively, with xi(t) > 0 (i = 1,2) for
t > t1 and such that
κ − κ
tα
 x1(t) κ − κ3tα , t  t1 (20)
and
κ + κ
tα
 x2(t) κ + κ3tα , t  t1
which, together with (20), yields that (18) and (19) hold. The proof is complete. 
3. Main result
In this section, we study the existence of bounded continuous nonoscillatory solutions of the
second-order difference equation with continuous variable (1). Our main result is as follows.
Theorem 3.1. If there exist κ > 0, α ∈ (0,1), β ∈ R, t1  1 + σ + τ + ς0 and ς ∈
C([t0,∞), [−ς0, ς0]) where ς0 is a positive constant, such that for any x, y ∈ C([t0 −σ,∞),R)
with |x(t) − κ| κ
tα
and |y(t) − κ| κ
tα
for t  t1 − σ , they hold that
∣∣∣∣∣
∞∫
t
βf
(
h − ς(h), x(h − σ))dh
∣∣∣∣∣
κα
3t1+α
for t  t1, (21)
for some n ∈ N with 1
(n+1)(t+τ)2+α 
(2+α)τ
2(1+α)t3+α for t  t1,
∣∣∣∣∣
t+2τ∫
t+τ
∞∫
s
βf
(
h − ς(h), x(h − σ))dhds −
t+τ∫
t
∞∫
s
βf
(
h − ς(h), x(h − σ))dhds
+ f (t, x(t − σ))
∣∣∣∣∣
 καn(1 + α)τ
2
3(n + 1)t2+α , t  t1, (22)
and for any 1 ξ2  ξ1  0,∣∣f (t, (1 − ξ2)x(t − σ) + ξ2y(t − σ))− f (t, (1 − ξ1)x(t − σ) + ξ1y(t − σ))∣∣
 καn(ξ2 − ξ1)(1 − α)τ
2
2+α , t  t1, (23)3(n + 1)t
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lim
t→∞x(t) = κ. (24)
Proof. From (21), Lemma 2.1 and Corollary 2.2, it is easy to see that there exists x1(t) ∈ B
where B is as in the proof of Lemma 2.1 such that
x1(t) =
⎧⎪⎪⎨
⎪⎪⎩
x1(t1) for t0 − σ  t < t1,
κ −
∞∫
t
∞∫
s
βf
(
h − ς(h), x1(h − σ)
)
dhds − 2κ
3tα
for t  t1.
Integrating x1 on t , we have
t+τ∫
t
s+τ∫
s
x1(h) dhds =
t+τ∫
t
s+τ∫
s
κ dhds −
t+τ∫
t
s+τ∫
s
∞∫
h
∞∫
z
βf
(
y − ς(y), x1(y − σ)
)
dy dzdhds
−
t+τ∫
t
s+τ∫
s
2κ
3hα
dhds
= κτ 2 −
t+τ∫
t
s+τ∫
s
∞∫
h
∞∫
z
βf
(
y − ς(y), x1(y − σ)
)
dy dzdhds
−
t+τ∫
t
s+τ∫
s
2κ
3hα
dhds, t  t1,
which yields that
Δ2τ x1(t) =
t+2τ∫
t+τ
∞∫
s
βf
(
h − ς(h), x1(h − σ)
)
dhds
−
t+τ∫
t
∞∫
s
βf
(
h − ς(h), x1(h − σ)
)
dhds − 2κ
3(t + 2τ)α +
4κ
3(t + τ)α −
2κ
3tα
,
but
− 2κ
3(t + 2τ)α +
4κ
3(t + τ)α −
2κ
3tα
= 2κ
3(t + 2τ)α
[(
1 + τ
t + τ
)α
− 1
]
− 2κ
3(t + τ)α
[(
1 + τ
t
)α
− 1
]
= 2κ
3(t + 2τ)α
∞∑
i=1
α(α − 1) · · · (α − i + 1)
i!
(
τ
t + τ
)i
− 2κ
3(t + τ)α
∞∑ α(α − 1) · · · (α − i + 1)
i!
(
τ
t
)i
i=1
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[
1
t (t + τ)α −
1
(t + τ)(t + 2τ)α
]
+ κα(1 − α)τ
2
3
[
1
t2(t + τ)α −
1
(t + τ)2(t + 2τ)α
]
< −2κα(1 + α)τ
2
3(t + 2τ)2+α +
κα(2 + α)τ 3
3t3+α
< − 2καn(1 + α)τ
2
3(n + 1)(t + 2τ)2+α , t  t1.
Therefore, from (22), we have
Δ2τ x1(t) <
t+2τ∫
t+τ
∞∫
s
βf
(
h − ς(h), x1(h − σ)
)
dhds
−
t+τ∫
t
∞∫
s
βf
(
h − ς(h), x1(h − σ)
)
dhds
+ f (t, x1(t − σ))− 2καn(1 + α)τ
2
3(n + 1)(t + 2τ)2+α − f
(
t, x1(t − σ)
)
< −f (t, x1(t − σ))− καn(1 + α)τ
2
3(n + 1)(t + 2τ)2+α , t  t1, (25)
i.e.,
Δ2τ x1(t) + f
(
t, x1(t − σ)
)
< − καn(1 + α)τ
2
3(n + 1)(t + 2τ)2+α < 0, t  t1. (26)
Similarly, there exists x2(t) ∈ B where B is as in the proof of Lemma 2.1 such that
x2(t) =
⎧⎪⎪⎨
⎪⎪⎩
x2(t1) for t0 − σ  t < t1,
κ −
∞∫
t
∞∫
s
βf
(
h − ς(h), x2(h − σ)
)
dhds + 2κ
3tα
for t  t1.
Hence,
Δ2τ x2(t) =
t+2τ∫
t+τ
∞∫
s
βf
(
h − ς(h), x2(h − σ)
)
dhds
−
t+τ∫
t
∞∫
s
βf
(
h − ς(h), x2(h − σ)
)
dhds + 2κ
3(t + 2τ)α −
4κ
3(t + τ)α +
2κ
3tα
,
but
2κ
3(t + 2τ)α −
4κ
3(t + τ)α +
2κ
3tα
= − 2κ
α
[(
1 + τ
)α
− 1
]
+ 2κ
α
[(
1 + τ
)α
− 1
]
3(t + 2τ) t + τ 3(t + τ) t
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3(t + 2τ)α
∞∑
i=1
α(α − 1) · · · (α − i + 1)
i!
(
τ
t + τ
)i
+ 2κ
3(t + τ)α
∞∑
i=1
α(α − 1) · · · (α − i + 1)
i!
(
τ
t
)i
>
2κατ
3
[
1
t (t + τ)α −
1
(t + τ)(t + 2τ)α
]
− κα(1 − α)τ
2
3
[
1
t2(t + τ)α −
1
(t + τ)2(t + 2τ)α
]
>
2κα(1 + α)τ 2
3(t + 2τ)2+α −
κα(2 + α)τ 3
3t3+α
>
2καn(1 + α)τ 2
3(n + 1)(t + 2τ)2+α , t  t1.
Therefore, from (22), we have
Δ2τ x2(t) >
t+2τ∫
t+τ
∞∫
s
βf
(
h − ς(h), x2(h − σ)
)
dhds
−
t+τ∫
t
∞∫
s
βf
(
h − ς(h), x2(h − σ)
)
dhds + f (t, x2(t − σ))
+ 2καn(1 + α)τ
2
3(n + 1)(t + 2τ)2+α − f
(
t, x2(t − σ)
)
> −f (t, x2(t − σ))+ καn(1 + α)τ
2
3(n + 1)(t + 2τ)2+α , t  t1,
i.e.,
Δ2τ x2(t) + f
(
t, x2(t − σ)
)
>
καn(1 − α)τ 2
3(n + 1)(t + τ)1+α > 0, t  t1. (27)
Now, take
s(t) = max{ξ : 1 ξ  0, Δ2τ [(1 − ξ)x1(t) + ξx2(t)]+ f (t, (1 − ξ)x1(t − σ)
+ ξx2(t − σ)
)= 0}, t  t1. (28)
It follows that
Δ2τ
[(
1 − s(t))x1(t) + s(t)x2(t)]+ f (t, (1 − s(t))x1(t − σ) + s(t)x2(t − σ))= 0,
t  t1, (29)
i.e., x(t) = (1 − s(t))x1(t) + s(t)x2(t) is a nonoscillatory solution of (1) and satisfies (24).
We claim that s(t) ∈ C([t1,∞), [0,1]), i.e., x(t) = (1− s(t))x1(t)+ s(t)x2(t) is a continuous
nonoscillatory solution of (1).
If there exist δ > 0, T  t1 and {tm}∞m=1 with tm  t1 for m 1 and limm→∞ tm = T such that∣∣s(tm) − s(T )∣∣ δ, m 1,
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lim
k→∞ s(tmk ) = ξ0  s(T ) + δ (30)
or
lim
k→∞ s(tmk ) = ξ0  s(T ) − δ. (31)
If (30) holds, then, from x1, x2 ∈ C([t1,∞)) and (30), it is easy to see that
0 = lim
k→∞
{
Δ2τ
[(
1 − s(tmk )
)
x1(tmk ) + s(tmk )x2(tmk )
]
+ f (tmk , (1 − s(tmk ))x1(tmk − σ) + s(tmk )x2(tmk − σ))}
= Δ2τ
[
(1 − ξ0)x1(T ) + ξ0x2(T )
]+ f (T , (1 − ξ0)x1(T − σ) + ξ0x2(T − σ))
which, together with (28), yields a contradiction since ξ0  s(T ). If (31) holds, then, from
x1, x2 ∈ C([t1,∞)) and (31), it is easy to see that
0 = lim
k→∞
{
Δ2τ
[(
1 − s(tmk )
)
x1(tmk ) + s(tmk )x2(tmk )
]
+ f (tmk , (1 − s(tmk ))x1(tmk − σ) + s(tmk )x2(tmk − σ))}
= Δ2τ
[
(1 − ξ0)x1(T ) + ξ0x2(T )
]+ f (T , (1 − ξ0)x1(T − σ) + ξ0x2(T − σ))
which yields that
Δ2τ
[(
1 − s(T ))x1(T ) + s(T )x2(T )]+ f (T , (1 − s(T ))x1(T − σ) + s(T )x2(T − σ))
= Δ2τ
[(
1 − s(T ))x1(T ) + s(T )x2(T )]+ f (T , (1 − s(T ))x1(T − σ) + s(T )x2(T − σ))
− Δ2τ
[
(1 − ξ0)x1(T ) + ξ0x2(T )
]+ f (T , (1 − ξ0)x1(T − σ) + ξ0x2(T − σ))
= Δ2τ
[(
ξ0 − s(T )
)
x1(T ) +
(
s(T ) − ξ0
)
x2(T )
]
+ f (T , (1 − s(T ))x1(T − σ) + s(T )x2(T − σ))
− f (T , (1 − ξ0)x1(T − σ) + ξ0x2(T − σ)) (by (23))

(
s(T ) − ξ0
)
Δ2τ
[
x2(T ) − x1(T )
]− καn(s(T ) − ξ0)(1 − α)τ 2
3(n + 1)t1+α
= (s(T ) − ξ0)[(Δ2τ x2(T ) + f (T ,x2(T − σ)))− (Δ2τ x1(T ) + f (T ,x1(T − σ)))]
− (s(T ) − ξ0)[f (T ,x2(T − σ))− f (T ,x1(T − σ))]
− καn(s(T ) − ξ0)(1 − α)τ
2
3(n + 1)t1+α
(
by (23)
)

(
s(T ) − ξ0
)[(
Δ2τ x2(T ) + f
(
T ,x2(T − σ)
))− (Δ2τ x1(T ) + f (T ,x1(T − σ)))]
− 2καn(s(T ) − ξ0)(1 − α)τ
2
3(n + 1)t1+α
(
by (26) and (27))
> 0
which yields a contradiction, since, taking t = T in (29), we have
Δ2τ
[(
1 − s(T ))x1(T ) + s(T )x2(T )]+ f (T , (1 − s(T ))x1(T − σ) + s(T )x2(T − σ))= 0.
Therefore, s(t) ∈ C([t1,∞), [0,1]). The proof is complete. 
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Δ21/2x(t) +
sin t
200(1 + t)2 x
2(t − 3) + 1
100(1 + t)3 = 0, t  0. (32)
Take
τ = 1
2
, σ = 3, ς(t) = 1
2
− π, β = 1
4 sin2 14
, t0 = 0, t1 = 106,
κ = 1
10
, α = 1
2
, n = 1.
Then, for any x(t), y(t) ∈ C([0,∞)) with |x(t) − 110 |  110√t and |y(t) − 110 |  110√t for t 
t1 − 3, from sin t  2tπ for π2  t  0, we have
x(t) = 1
10
(
1 + θ1(t)√
t
)
and y(t) = 1
10
(
1 + θ2(t)√
t
)
, t  t1 − 3,
where maxt1t<∞{|θ1(t)|, |θ2(t)|} 1,∣∣∣∣∣
∞∫
t
βf
(
h − ς(h), x(h − σ))dh
∣∣∣∣∣
=
∣∣∣∣∣−β
∞∫
t
(
sin(h − 12 )
200(h + γ )2 x
2(h − 3) − 1
100(h + γ )3
)
dh
∣∣∣∣∣

∣∣∣∣∣β
∞∫
t
sin(h − 12 )
20000(h + γ )2
(
1 + θ1(h − 3)√
h − 3
)2
dh
∣∣∣∣∣+
β
200(t + γ )2
 β
20000
∣∣∣∣∣
∞∫
t
(
sin(h − 12 )
(h + γ )2 +
2 cos(h − 12 )
(h + γ )3 −
2 cos(h − 12 )
(h + γ )3
)
dh
∣∣∣∣∣
+ β
12500t3/2
+ β
200(t + γ )2
 β
20000(t + γ )2 +
β
20000(t + γ )2 +
β
12500t3/2
+ β
200(t + γ )2
 κα
3t1+α
for t  t1, (33)
where γ = π + (1/2),
∣∣∣∣∣
t+2τ∫
t+τ
∞∫
s
βf
(
h − ς(h), x(h − σ))dhds −
t+τ∫
t
∞∫
s
βf
(
h − ς(h), x(h − σ))dhds
+ f (t, x(t − σ))
∣∣∣∣∣
=
∣∣∣∣∣−β
t+2τ∫ ∞∫ (
sin(h − 12 )
20000(h + γ )2
(
1 + θ1(h − 3)√
h − 3
)2
− 1
100(h + γ )3
)
dhdst+τ s
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t+τ∫
t
∞∫
s
(
sin(h − 12 )
20000(h + γ )2
(
1 + θ1(h − 3)√
h − 3
)2
− 1
100(h + γ )3
)
dhds
+ f (t, (t − σ)x(t − σ))
∣∣∣∣∣
=
∣∣∣∣∣−
β
20000
t+1∫
t+ 12
∞∫
s
(
sin(h − 12 )
(h + γ )2 +
4 cos(h − 12 )
(h + γ )3 −
6 sin(h − 12 )
(h + γ )4 −
4 cos(h − 12 )
(h + γ )3
+ 6 sin(h −
1
2 )
(h + γ )4
)
dhds
+ β
20000
t+ 12∫
t
∞∫
s
(
sin(h − 12 )
(h + γ )2 +
4 cos(h − 12 )
(h + γ )3 −
6 sin(h − 12 )
(h + γ )4 −
4 cos(h − 12 )
(h + γ )3
+ 6 sin(h −
1
2 )
(h + γ )4
)
dhds + f (t, (t − σ)x(t − σ))
∣∣∣∣∣
+
∣∣∣∣∣β
t+1∫
t+ 12
t+1∫
s
(
sin(h − 12 )
20000(h + γ )2
(
2θ1(h − 3)√
h − 3 +
θ21 (h − 3)
h − 3
)
− 1
100(h + γ )3
)
dhds
− β
t+ 12∫
t
t+1∫
s
(
sin(h − 12 )
20000(h + γ )2
(
2θ1(h − 3)√
h − 3 +
θ21 (h − 3)
h − 3
)
− 1
100(h + γ )3
)
dhds
∣∣∣∣∣

∣∣∣∣∣
β
20000
t+1∫
t+ 12
t+1∫
s
(4 cos(h − 12 )
(h + γ )3 −
6 sin(h − 12 )
(h + γ )4
)
dhds
− β
20000
t+ 12∫
t
t+1∫
s
(4 cos(h − 12 )
(h + γ )3 −
6 sin(h − 12 )
(h + γ )4
)
dhds
∣∣∣∣∣
+
∣∣∣∣∣
sin t
20000(1 + t)2 −
sin t
20000(1 + t)2
(
1 + θ1(t − 3)√
t − 3
)2
− 1
100(1 + t)3
∣∣∣∣∣
+ 3β
20000t3
+ β
10000t5/2
+ β
20000t3
+ β
100t3
(
from
√
t 
√
t1 = 103
)
 β
2500
t+ 12∫
t
t+1∫
s
(
1
h3
+ 3
2h4
)
dhds + 1
10000t5/2
+ 1
20000t3
+ 1
100t3
+ β
5000t5/2
 καn(1 − α)τ
2
3(n + 1)t2+α , t  t1,
and
J. Deng, Z. Xu / J. Math. Anal. Appl. 333 (2007) 1203–1215 1215∣∣f (t, (1 − ξ2)x(t − σ) + ξ2y(t − σ))− f (t, (1 − ξ1)x(t − σ) + ξ1y(t − σ))∣∣
=
∣∣∣∣ sin t20000(1 + t)2
(
1 + (1 − ξ1)θ1(t − 3)√
t − 3 + ξ1
θ2(t − 3)√
t − 3
)2
+ 1
100(1 + t)3
− sin t
20000(1 + t)2
(
1 + (1 − ξ2)θ1(t − 3)√
t − 3 + ξ2
θ2(t − 3)√
t − 3
)2
− 1
100(1 + t)3
∣∣∣∣
=
∣∣∣∣ sin t20000(1 + t)2
(
2 + (2 − ξ1 − ξ2)θ1(t − 3)√
t − 3 + (ξ1 + ξ2)
θ2(t − 3)√
t − 3
)
×
(
(ξ2 − ξ1)θ1(t − 3)√
t − 3 + (ξ1 − ξ2)
θ2(t − 3)√
t − 3
)∣∣∣∣
<
καn(ξ2 − ξ1)(1 − α)τ 2
3(n + 1)t2+α , t  t1,
which, together with (33) and (34), yields that (21)–(23) hold. Hence, from Theorem 3.1, it is
easy to see that (32) has a bounded continuous nonoscillatory solution x(t) satisfying (24).
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