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The scaling of correlations as a function of system size provides important hints to understand
critical phenomena on a variety of systems. Its study in biological systems offers two challenges:
usually they are not of infinite size, and in the majority of cases sizes can not be varied at will.
Here we discuss how finite-size scaling can be approximated in an experimental system of fixed and
relatively small size by computing correlations inside of a reduced field of view of various sizes (i.e.,
“box-scaling”). Numerical simulations of a neuronal network are used to verify such approximation,
as well as the ferromagnetic 2D Ising model. The numerical results support the validity of the
heuristic approach, which should be useful to characterize relevant aspects of critical phenomena in
biological systems.
Complex biological phenomena at all levels includ-
ing macroevolution, neuroscience at different scales, and
molecular biology are of increasing interest. In some
systems, the origin of such complexity has been traced
to critical phenomena via models and theory [1–11].
Nonetheless, the connection between complexity and crit-
icality still needs to be established carefully in each case.
Among others, a very distinctive indicator of the presence
of critical phenomena is the observation of an increase in
the correlation length as a function of the size of the sys-
tem under study [12–15]. Such observation exposes one
of the hallmarks of criticality: a complex dynamic which
lacks a characteristic scale. Less evident but equally rel-
evant is the fact that at criticality the only scales are the
ones “imposed” from outside, i.e., the finite size of the
system and the limited time of system observation.
In most physical systems, criticality can be studied
through the variation of system properties as some ex-
ternal parameter (say temperature) is changed. However
this kind of tuning is usually off-limits in biological sys-
tems. Alternatively, one can in principle establish the
lack of an intrinsic scale by demonstrating the size-scaling
directly, i.e. by studying the correlation function of sys-
tems of increasing size. While this can be done with
relative ease in numerical studies, it is much harder to
achieve in experiments [16]. This is especially true in
biological systems, which in most cases can neither be
cut in small pieces, nor can they easily be enlarged. The
brain is a prototypical biological system for which critical
dynamics has been suggested to hold the key to its core
functions. [3, 4, 6, 10, 11]. The correlations reported
for ongoing and evoked brain activity have been found
to depend in a unique way on the size of the observation
window [4, 11, 17]. However, there has been no system-
atic analysis whether and how system-size scaling can be
approximated by varying the size of an observation win-
dow (without changing a system’s size). We will refer to
this latter approach as “box-scaling”, since it resembles
the fractal box-counting algorithm [18].
The letter is organized as follows. First the connected
correlation function (CCF) is defined. Then the CCF is
studied for a neuronal network model under two scenar-
ios: in the first one we proceed in the standard manner,
increasing the system size and determining its correlation
behaviour. In the second setting, the CCF is examined
using a fixed system size (relatively large) while varying
the size of the field of view (changing the observable win-
dow size). After that similar calculations are described in
the ferromagnetic 2D Ising model. The letter concludes
with a summary of the main results.
Correlation analysis: The connected correlation func-
tion measures how a local quantity loses spatial correla-
tion as distance is increased [19]. Here we compute it as
[8, 15]
C(r) =
1
c0
∑
i,j uiujδ(r − rij)∑
i,j δ(r − rij)
(1)
where δ(r− rij) is a smoothed Dirac δ function selecting
pairs of neurons (or region of interest) at mutual distance
r; rij is the Euclidean distance from the site i to site j;
ui is the value of the signal s of site i at time t, after
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2subtracting the overall mean of signals s at that time t,
ui(t) = si(t)−s(t); 1c0 is a normalization factor to ensure
that C(r = 0) = 1.
The definition Eq. (1) of the CCF differs from the sta-
tistical mechanic definition of CCF (or its normalized
counterpart, the Pearson correlation coefficient) in an im-
portant aspect: the ui are the fluctuations with respect to
the instantaneous space average, s(t) = (1/N)
∑N
i si(t),
as opposed to the ensemble, or phase, average 〈si〉, de-
fined through an appropriate probability distribution.
We also note that the effect of the denominator is to
compensate for the density fluctuations, i.e. the lattice
spatial structure, thus disentangling the intrinsic fluctu-
ations of si from those due to the discrete distribution of
particles in space. It is particularly convenient when the
effects of open boundaries are expected to be relevant [8].
The correlation length ξ measures the scale at which
two points start to become uncorrelated. In a critical sys-
tem the correlation length is infinite, meaning that the
decay of the correlation lacks a characteristic scale. In
this case, the position of the zero of C(r) in Eq. 1 is a use-
ful length scale, because then it increases proportionally
to the system size L (the CCF defined with instanta-
neous space averages substracted must have a zero [8]).
This functional dependence, attesting scale invariance,
suggests the presence of critical dynamics. However, it
can not be used when the system size is fixed, as in the
case of brain networks. Instead, we can define a charac-
teristic scale r0 defined by the first zero of C(r), but with
the correlation function computed for partial regions of
the entire system. For that the system is subdivided in
boxes of side W , (with W < L) and r0 determined by
CW (r0) = 0, where CW (r) is the CCF Eq. 1 restricted to
a box of size W . Thus, the implementation follows the
same logic and limitations than the box-counting algo-
rithm commonly used to compute the fractal dimension
of a data set, image or object [18].
The hypothesis tested here is that the behavior of r0
when W is varied with L fixed is the same as would
be obtained with W = L and varying L, at least when
W  L, namely
r0 ∼
{
ξ log(W/ξ), ξ W < L,
W, ξ  LW. (2)
This behavior can be justified for physical systems in
equilibrium by extending the arguments of [8, Sec. 2.3.3]
to the box-scaling case (see Appendix).
In the following we will study the scaling behaviour
of the characteristic length r0 in two models: a 2D neu-
ronal network as well as in the 2D ferromagnetic Ising
model. In all simulations, C(r) was measured for all in-
teger values of r. Subsequently, the smallest value of r
for which C(r) is negative, rm, was computed, and r0
was found as the zero crossing of the linear fit of C(r)
between r = rm − 1 and r = rm.
2D Neuronal network model: We study a neuronal net-
work described previously [20, 21]. In short, the model is
a cellular automata network on a square lattice, in which
each neuron can be in one of three states at each time
step: 0 for resting, 1 for active (lasting one time step),
and 2 for refractory (lasting two time steps). Each neuron
connects to K other neurons (here always K = 16), in
which Euclidean nearest neighbour neurons are favoured
by an exponential decaying function of the distance r
between them (fixed here to rd = 5). To ease the inter-
pretation we imposed a cutoff in the interaction probabil-
ity by preventing neurons to be connected at distances r
greater than a given value (called here interaction length
I, fixed here at r = 20).
The network overall rate of activity is set by a very
small (h = 10−7step−1) independent Poisson perturba-
tion to each neuron. We have verified that the results
are robust over a wide range of h values (e.g., h = 10−9
to 10−4step−1). The model includes a control parameter
σ = K × T , in which T is the probability that an active
neuron (i.e. in state 1) can excite one of the K neighbors
that are connected to it. Therefore, as shown previously
[20], for any given value of K, the model can be made
critical by changing the transmission probability T such
that σ = 1. We study two different scenarios: in the
first we compute the CCF of the neuronal activities col-
lected from systems of increasing sizes, from L = 40 up
to L = 640. In the second case, a system of (fixed) large
size (L = 1000, i.e., L× L neurons) was simulated, from
which the activity of each neuron inside of windows of
sizes smaller than L (from W = 40 up to W = 640) were
extracted for the correlation analysis. In all cases we con-
sidered periodic boundary conditions. Results presented
below correspond to averages of twenty realizations last-
ing 2.5× 104 steps for each parameter value.
There are four scale lengths to consider in this model:
The first is the interaction length I, it is the scale at
which neurons interact via direct connections. The sec-
ond is the system size L. The third is the size of the ob-
servation window (W < L) which determines the subset
of neurons selected to compute the CCF. The last scale
is the characteristic length r0 which will be determined
from the CCF.
Fig. 1 shows the connected correlation functions com-
puted for various system and window sizes, considering
s = 1 in Eq. 1, if neuron is active or refractory, and
0 otherwise, and three values of the control parameter
σ. The results correspond to representative values of the
control parameter: sub-critical σ = 0.64, super-critical
(σ = 1.6) and critical (σ ∼ 1) as indicated in the legend.
Top panels (A, B and C) correspond to computations
from increasing system sizes. Bottom panels (D, E and
F) correspond to CCF computed using various window
length sizes from a system of size L = 1000. It can be
seen that the functions obtained when changing system
size L or changing window size W are qualitatively very
similar. In particular we note that, as expected from
Eq. 2, for both sub-critical and super-critical values of σ
(panels A, D and C, F respectively) correlations do not
grow much beyond the model interaction length I = 20.
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FIG. 1. Connected correlation function of the neuronal network model. Curves in panels A, B and C for different
system sizes L and those in D, E and F for different window sizes W computed on a system of size L = 1000. Results are for
three control parameter values corresponding to sub-critical (σ=0.64, panels A and D), critical (σ=1.024, panels B and E) and
super-critical (σ = 1.6, panels C and F) regimes of the model. Arrow in panel B illustrates the value of r0 for L = 640.
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FIG. 2. Characteristic Length r0 of the neuronal network model: The zero crossings of the CCF shown in Fig.1 are
plotted in linear-linear (left), log-linear(middle) and log-log (right) axis. Top three panels correspond to different system size
L and bottom three panels to different box length W . Different symbols correspond to the values of the control parameter σ
denoted in the legends. Dashed lines are visual aids to emphasize the predicted logarithmic behaviour for both sub-critical and
super-critical regimes (open circles) and the linear dependence expected for the critical regime (filled circles). Open triangles
are used to denote results obtained for intermediate values of σ.
At criticality, on the other hand r0 increases when either
the system itself (panel B) or windows increase in size
(panel E).
The values of r0 extracted from the curves in Fig. 1 (as
well as two other σ values) are plotted in Fig. 2. Here
the same data is presented using different axis formats
to visualize the different functional dependency near and
away the critical point. Dashed lines in panels B and
E are a guide to the eye illustrating the expected loga-
rithmic behaviour of r0 for sub-critical and super-critical
regimes (open circles). The dashed lines in panels A and
D denote the linear dependence expected for r0 (filled
circles) in the critical regime. Finally, the same data is
plotted in log-log axis in panels C and F to reveal the
crossover behaviour for W values close to and smaller
than the interaction length (I = 20), denoted by the de-
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FIG. 3. Ferromagnetic 2D Ising model. Connected correlation function: Typical results for three temperatures
T = 2.00 (panels A, D); T = 2.27 (panels B, E) and T = 3.0 (panels C, F) and various lattice and window sizes. Curves in the
top panels computed from different system sizes L and those in the bottom panels computed on a system of size L = 600 using
the window sizes W indicated in the legend.
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FIG. 4. Ferromagnetic 2D Ising model. Characteristic Length r0. The zero crossings of the computed CCF are
plotted in linear-linear (left), log-linear (middle) and log-log (right) axis. Top three panels correspond to different system sizes
L and bottom three panels to different window lengths W . Different symbols correspond to the values of the temperature T
denoted in the legends. Dashed lines are visual aids to emphasize the predicted logarithmic behaviour for both sub-critical and
super-critical regimes (open circles), and the linear dependence expected for the critical regime (filled circles). Open triangles
are used to denote results obtained for intermediate values of temperature indicated in the legend.
viation from the asymptotic linear dependency for large
W . Also it is worth to notice the small deviation of the
linear scaling observed at criticality when the value of W
approaches the system size L (W = 640 in panel D of
Fig 2). This deviation is expected from the theory, as
discussed in the Appendix.
Overall, these results show that the scaling of the char-
acteristic length r0 follows a similar functional depen-
dence with either the box-scaling or the system-size.
2D ferromagnetic Ising model: The results obtained
from the neuronal model were replicated in numerical
simulations of the ferromagnetic 2D Ising model. Simi-
lar to the previous model, the simulations used two sce-
narios: in the first the CCF was computed in the stan-
dard way from a model running on square lattices of in-
creasing sizes from L = 16 up to L = 512. In the sec-
5ond setup, a relatively large L = 600 square lattice (i.e.
600 × 600 spins) was simulated, and the CCF was com-
puted from square window of smaller sizes from W = 16
up to W = 512. Results correspond to averages of five
realizations each one lasting at least 5×106 Monte Carlo
steps. In all cases we considered periodic boundary con-
ditions.
Fig. 3 shows representative results for the two scenar-
ios and three different temperatures: sub-critical (T =
2.0, Panels A and D), critical (T = 2.27, Panels B and
E) and super-critical (T = 3.0, Panels C and F). The
top panels represent results computed for increasing sys-
tem sizes and the bottom panels for a fixed lattice size
and various window sizes. Note that, as already seen in
the simulations of the neuronal model, the computation
of the CCF by changing system size L or by changing
window size W produces very similar results.
The dependence of r0 with system and window size
is shown in Fig. 4 using the same format as in Fig. 2
for the neuronal model. It is clear that the results ob-
tained from varying the system or the window size show a
striking similarity, suggesting that for this system the ap-
proximation is also valid. Notice the small deviation from
linearity observed at criticality for W = 512 in panel D of
Fig. 4 which is similar to that exhibited by the neuronal
model for W sizes near the value of L.
In summary, the results obtained from a neuronal net-
work model and from the ferromagnetic 2D Ising model
show that the finite-size scaling of the correlation length
ξ can be approximated —near the small-size limit— by
the dependence of the characteristic length r0 on window
size. The results are particularly relevant at the experi-
mental level in neuroscience, in which techniques to map
different areas of the brain cortex are now available [22],
while changing system size is not feasible. In that di-
rection, the present analysis is fully consistent with the
experimental observations being reported in [17].
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APPENDIX: Box-size scaling in equilibrium.
The relationship between r0 and W observed in our nu-
merical experiments can be understood in the case of a
physical system in equilibrium, where one can relate the
CCF computed with space averages (as we do here) to the
usual phase-average connected correlation. We show here
how to adapt the argument of [8, Sec. 2.3.3] to the case
of W < L. We start with the relationship between C(r)
and the correlation Cph(r), defined as C(r) but using the
fluctuations with respect to the phase average 〈si〉, which
for W  a (where a represents the microscopic lengths
such as lattice spacing or interaction range) is [8]
C(r) = Cph(r)−
〈
[s− 〈s〉]2〉 . (3)
The variance of s computed over a volume W d can be
written in terms of Cph(r),〈
[s− 〈s〉]2〉 = 1
W d
∫
Wd
ddr Cph(r)g(r), (4)
where g(r) is the radial distribution function describing
the density correlations of the lattice, and arises here
because the definition of the CCF includes a denomina-
tor which is essentially rd−1g(r). The definition of r0 is
C(r0) = 0, so that
Cph(r0) =
1
W d
∫
Wd
ddr Cph(r)g(r). (5)
This equation is useful because, for equilibrium physical
systems near a critical point, we know the scaling form
of Cph(r), which we can use to obtain the relationship we
seek.
We must distinguish two cases:
(i) ξ  W < L: In this case we can write for r 
a, Cph(r) = r
−d+2−ηer/ξ. At this scale the system is
homogeneous, and we can approximate g(r) ≈ 1. Clearly
r0 will depend on ξ and W but not on L. Due to the short
range of Cph(r) the integral in Eq. 5 can be extended to
infinity, so that
r−d+2−η0 e
−r0/ξ =
1
W d
ξ2−η
∫ ∞
dxx1−ηe−x, (6)
which gives to leading order
r0 ∼ ξ logW. (7)
(ii) ξ  L  W . This is the critical case, where
Cph(r) = r
−d+2−ηh(r/L) for r  a [16]. For L→∞, the
scaling function h(x) goes to a constant and the decay is
a pure power law, but for finite L the decay is modulated
by the scaling function. Plugging into Eq. 5 and using
again g(r) ≈ 1 we get
r−d+2−η0 h(r0/L) = W
−dL2−η
∫ W/L
h(u)u1−η du. (8)
If W = L the integral reduces to some constant, and we
see that r0 ∼ L is a solution, justifying the claim that the
zero of C(r) is proportional to L when the correlation is
computed over the whole sample. If W < L (i.e. if C(r)
is computed over a box smaller than the whole system),
then in general r0 will depend on both L and W . How-
ever if W  L we are in a regime where C(r) should
decay almost as a pure power law, because the modulat-
ing effects of h(x) will be noticeable only for r ≈ L. This
means that we can replace h(u) with a constant inside
the integral, so that
r−d+2−η0 h(r0/L) ∼W−dL2−η
∫ W/L
u1−η du ∼W−d+2−η,
(9)
which gives r0 ∼W .
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