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ABSTRACT Motivated by the recent research on the computation of resistance distance, this paper aims to compute resistance distance in two classes of graphs, which are generated by three graphs. In fact, they are G 1 (∨ H )G 2 and G S
. In this paper, we first give the {1}-inverses of the Laplacian matrix of G 1 (∨ H )G 2 and G S 0 (G V 1 ∪ G E 2 ) by calculation. Then connected with the relationship between resistance distance and the {1}-inverses of the Laplacian matrices, we would obtain resistance distance in G 1 (∨ H )G 2 and
. In addition, we finally list two examples to illustrate the efficiency of our proposed method.
INDEX TERMS Graph, resistance distance, Laplacian matrix, {1}-inverse, group inverse.
I. INTRODUCTION
Throughout this paper, we consider simple and undirected graphs. As we know, a graph G is decided by its vertex set V (G) = {v 1 , v 2 , . . . , v n } and edge set E(G) = {e 1 , e 2 , . . . , e m }. So G can be denoted by (V (G), E(G)). Moreover, some matrices also show the structure of G, such as the adjacency matrix A G , which is a n × n-matrix with entry a ij = 1 if v i and v j are adjacent in G and a ij = 0 otherwise, the diagonal matrix D G with diagonal entries d G (v 1 ), d G (v 2 ), . . . , d G (v n ), the incidence matrix M G which is a n × m-matrix with m ij = 1 (or 0) if vertex v i is (not) incident with e j , and the Laplacian matrix L G of G is D G −A G . For more detail, please refer to [1] , [2] .
As we know, a graph is a model of related practical applications, such as electrical network. So some quantities called ''distance'' in a graph are explored. For example, the conventional distance is the length of a shortest path between vertices v i and v j and is denoted by d ij . However, this distance is not applicable to practical applications such
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as electrical network. Therefore, connected with electrical network, a distance called ''resistance distance'' is introduced by Klein and Randić in 1993 ([3] ). In fact, resistance distance, denoted by r ij , is the effective electrical resistance between two vertices v i and v j if every edge is replaced by a unit resistor. More information on resistance distance can be found in [4] - [6] .
Among the main topics about resistance distance, its calculation in various graphs is extensively researched in recently years. As a result, now one can easily compute resistance distance in wheels and fans, in subdivision-vertex join and subdivision-edge join of graphs, in corona and the neighborhood corona graphs of two disjoint graphs, and in H -Join of graphs G 1 , G 2 , . . . , G k . Relevant literatures are available in [7] - [16] .
Motivated by the above works, this paper pays attention to resistance distance in two graphs generated by three graphs, which are
. The definitions of these two graphs are gave by [17] , [18] and listed in the following.
Definition 1: Assume that G 1 , G 2 and H are three disjoint graphs and G 1 has m 1 edges. Let S(G 1 , H ) be the graphs obtained from G 1 and m 1 disjoint copies of H by deleting all the edges of G 1 and joining each vertex of the i-th copy of H to the end vertices of the i-th edges of G 1 .
Definition 2: Let G 0 , G 1 and G 2 be three disjoint graphs. Assume that S(G 0 ) is the graph obtained from G 0 by adding a new vertex corresponding to each edge of G 0 .
Then
, which is called the subdivision vertex-edge join of G 0 with G 1 and G 2 , is the graph obtained by joining the i-th original-vertex V (G 0 ) of S(G 0 ) to every vertex of V (G 1 ), and j-th inserted-vertex
Example 3: One can turn to Figure 1 in [18] for P S 4 (P V 3 ∪ P E 2 ), where P n is a path on n vertices. Connected with our examples, here we show C 3 (∨ P 1 )P 1 and P S 2 (P V 2 ∪ P E 2 ) in the following, where C n is a cycle on n vertices. Note that, in C 3 (∨ P 1 )P 1 , vertices of C 3 are colored in blue, the first P 1 is red and the second P 1 is yellow. In P S 2 (P V 2 ∪P E 2 ), vertices of the first P 2 are colored in green, the second is blue and the third is red.
This paper aims at computing resistance distance in
. Firstly, in section 2, the key step to compute resistance distance is analyzed and some preliminaries are also listed. Secondly, we find that for our goal, we just need to give the group inverse or a {1}-inverse of related matrix. We give the main results, that are {1}-inverses of the Laplacian matrices of
, together with their proofs in section 3. Lastly in the same section, we use two simple examples to illustrate our main results.
At the end of this section, we list some symbols. Let I n be the unit matrix of order n, 1 n be the all-one column vector of dimension n and J n×m denote the all-one n × m-matrix. Assume that two matrices A = 
II. PRELIMINARIES
Assume that M is a matrix. If there exists a matrix X satisfy- 
G were investigated in [9] , [20] , [21] , among which we just list the form we need.
is the Laplacian matrix of a connected graph, where L 1 is non-singular. Then
For a real symmetric matrix M , as we know, M # exists and furthermore, the representations of M # is clear. In fact, it is well-known that there exists an orthogonal matrix
However, in this paper, we also need the existence and the representation of the group inverse for the block matrices with an invertible subblock. These results are given by [22] , and we list them in the following.
Lemma 5:
A is an invertible n × n matrix and
where
As we mentioned, the chief goal of this paper is to compute of resistance distance in
. For this goal,
This is because that resistance distance can be computed by elements of L {1} G in the following way.
The formulae is given in [20] . Keep Lemma 6 in mind, we will devote to computing a {1}-inverse L {1} G of L G . But first of all, we list sme other preliminaries below, whose proofs can be referred to [9] , [23] , [24] .
Lemma 7: For any simple connected graph G, 
III. MAIN RESULTS
Theorem 11: Let G 1 , H , G 2 be three disjoint graphs. Assume that H has n vertices, G i has n i vertices and m i edges for i = 1, 2, and particularly, G 1 is connected r-regular. Then the following matrix 
By the definition, G is connected with n 2 + m 1 n + n 1 vertices. We label V (G) in the following order,
We proceed via the following steps.
Step 1: In order to use Lemma 4, we further divide
, where
and consequently
Note that S is real symmetric. So S # exists.
Step 2: In order to give S # by Lemma 5, in this step, we list some preliminaries.
Combining with Lemma 7, we finally have
Note that the sum of elements in each row of matrix S 0 is zero. So 0 is a simple eigenvalue of S 0 and 1 n 1 is a 0-eigenvector of S 0 . Moreover, S # 0 exists, and in fact,
Particularly, by Lemma 9,
And it is easy to obtain that
Step 3: In this step, we will give S # by Lemma 5. 
Moreover, we denote X by
Before we show Y and Z in detail, we first give R −1 BS π 0 and S π 0 CR −1 . Here
and similarly,
Similarly as X , we rewrite Y by
Through the same discussion as Y , we have
In order to give W , we first compute that S # 0 CR −1 BS π 0 and
and
Summing the above up,
Step 4: In the above step, we obtain S # . According to Lemma 4, before we finally give a {1}-inverse
1 , which will be compute in this step. Firstly,
and in the same way, we obtain
Therefore, by Lemma 4, we obtain a symmetric
Step 5: In this step, Lemma 10 would be used to simplify L {1}
.
Note that L(G)1 n 2 +m 1 n+n 1 = 0, which shows that
Moreover,
So from Lemmas 4 and 10, it follows that the following matrix
Hence we complete the proof of Theorem 11.
Theorem 12: Let G 0 , G 1 , G 2 be three disjoint graphs. Assume that G 0 is a connected r-regular graph on n vertices and m edges, and G i has n i vertices for i = 1, 2. Then the matrix
is a symmetric {1}-inverse of the
. Then clearly, G is a connected graph on n 1 + n 2 + m + n vertices, which are labeled in order
where D G 0 = rI n . We proceed via the following steps.
and similarly, (
From this result, it follows that
Note that S is real symmetric, so S # exists.
Step 2: In fact, S # can be obtained by Lemma 5. But in this step, we just list some preliminaries.
For convenience, denote S by
A B C D . Here
and keep in mind that
As the sum of elements in each row of matrix S 0 is zero, one can easily check that 0 is a simple eigenvalue of S 0 and 1 n is a 0-eigenvector of S 0 . Moreover, S # 0 exists, and in fact,
Furthermore, as a result of Lemma 9,
and consequently,
Step 3: In this step, we will give
From the above, it follows that
Before giving Y and Z , we first compute R −1 BS π 0 and S π 0 CR −1 . By calculation,
Before we give W , we first show that
Step 4: By Lemma 4, before we finally give a {1}-inverse
Using the results obtained, we would obtain that
And finally,
Step 5: In this step, we will simplify L
So from Lemmas 4 and 10, we know that
0 J m×n 2 0 0 ,
, and S # 0 = (2 + n 2 ) L G 0 + (2n 1 + n 1 n 2 + n 2 r)I n 1 −1 − 2 + n 2 n(2n 1 + n 1 n 2 + n 2 r) J n×n .
Thus we complete the proof of Theorem 12.
Example 13: Give resistance distance in G = C 3 (∨ P 1 )P 1 (Figure 1) .
In G, we have G 1 = C 3 , H = P 1 and G 2 = P 1 . First, we compute the subblocks in the symmetric {1}-inverse of L G listed by Theorem 11. We have (L G 2 + n 1 I n 2 ) 
Example 14:
Give resistance distance in G = P S 2 (P V 2 ∪ P E 2 ) (Figure 1 ). In G, we have G 0 = G 1 = G 2 = P 2 . First, we have
