ABSTRACT Contrast enhancement (CE) is a common post-processing step in image forgery to create visually convincing tampered images. However, the artifacts embedded during this process can be captured to determine the presence of CE. To overcome these artifacts, we propose a novel counter-forensic technique using adaptive CE as an enhancement operation, whereas previous works only deal with global CE. We derive an optimization formulation, which enhances the attacked image using the L2 distance in both the spatial and DCT domains. The proposed algorithm suppresses the detectable artifacts, thereby reducing the CE detection performance. Furthermore, the formulation also preserves natural spatial statistics using Huber Markov random field. A major advantage of working jointly in both the domains is that the complementary information can be leveraged while suppressing the artifacts in both the domains. We evaluate the proposed method using various visual quality metrics and against the state-of-the-art CE detectors. In our experiments, we observe a reduction of more than 17% in accuracy for a false positive rate of 1% for deep learning as well as steganalysis-DCT feature-based detectors. We also show that the proposed model generates high visual quality images.
I. INTRODUCTION
Image and video editing have become increasingly easy and sophisticated. One can conveniently create a forgery without leaving significant visual artifacts. To this end, researchers have proposed various techniques [1] - [12] to identify different kinds of forgery. In many cases, forensic techniques may not capture the possibility that anti-forensic algorithms can be designed to hide the fingerprints left behind by image manipulation operations. This is particularly important because the integrity of forensic results may be questioned. An adversary familiar with signal processing can secretly develop antiforensic operations and use them to create undetectable image forgeries. As a result, several existing forensic techniques may contain unknown vulnerabilities.
Image forgery is generally followed by techniques [13] that enhances the visual quality of the image and/or suppress The associate editor coordinating the review of this manuscript and approving it for publication was Xian Sun. the artifacts left by the forgery operation. Adversaries often use popular global contrast enhancement operations such as gamma correction (GC) and histogram stretching (HS) [14] for hiding the traces of manipulation done in an image. However, the global enhancement operations may not result in adequate perceptual quality. For example, in the case of HS, the quality of the image is hampered due to the quantum jump in cumulative distribution function (CDF) in the histogram after enhancement. In case of GC, the noise in the image may get amplified. On the other hand, Contrast-Limited adaptive histogram equalization (CLAHE) overcomes these limitations and prevents the over-amplification of noise. CLAHE is also suitable for improving the local contrast of an image. Usually, image forgery is created by modifying the image locally. Therefore, CLAHE is more useful in hiding the forgery in comparison to GC and HC.
Many techniques have been proposed to detect CE in images using first order statistics. For example, Stamm and Liu [15] , [16] propose to detect CE in images by leveraging the peaks and gaps artifacts created by CE operation on the gray level histogram. In [17] , Stamm and Liu estimate whether an image is contrast enhanced and reconstruct the original image. In [18] and [19] also, peaks and gaps artifacts are exploited.
Since first-order statistics based CE detection techniques are shown to be less robust by the above mentioned antiforensic techniques [20] , detectors based on other metrics are proposed. Lin et al. [21] use the inter-channel dependency because of color image interpolation to detect CE. Similarly, a recent algorithm proposed by Zeng et al. [20] looks at the Gray Level Co-occurrence Matrix (GLCM) of an image to determine whether it is enhanced or not. This uses secondorder statistics of the image and is shown to be effective against anti-forensic techniques targeted at histogram based detectors. However, the accuracy of GLCM based detector reduces when images are enhanced using CLAHE since GLCM of images does not have gaps. Fig 1 shows GLCM of the original image, enhanced image using gamma correction (γ = 0.6), histogram stretching and enhanced image using CLAHE (contrast enhanced limit 0.01) respectively. It can be observed that gamma corrected, and histogram stretched images have gaps in GLCM whereas image created using CLAHE is free from gaps, and its GLCM looks similar to the original. 1 From the previous works, it can be observed that the detectors use artifacts in spatial domain [20] , [22] - [25] . However, steganalysis features proposed by Fridrich et al. such as Subtractive Pixel Adjacency Matrix (SPAM) [26] , Spatial Rich Model (SRM) [27] and CC-PEV [28] can detect image manipulation operations such as contrast enhancement 1 For better visualization, please refer to soft copy version at 400% zoom.
(like gamma correction or CLAHE) and compression with high accuracy in both spatial and DCT domains. SPAM and SRM features detect manipulations done in spatial domain whereas CC-PEV analyzes DCT domain for traces of tampering. Combining features from spatial and DCT domain [29] , [30] gives more robust detector which can detect image manipulation in either domain.
The conventional CE forensic methods [14] , [19] based on first or second order statistics, and steganalysis features [26] , [27] utilize handcrafted features and have separate feature extraction and classification stages that cannot be simultaneously optimized. Therefore, to improve the performance, Sun et al. [31] propose a Convolutional Neural Network (CNN) based detector which can also detect images that are manipulated by the counter forensic attack. Similar approaches have been suggested in [32] and [33] .
In this paper, we propose a novel optimization formulation which enhances the attacked image without being detected by CE detectors. To the best of our knowledge, our approach is the first CE counter forensic method which works jointly on spatial and frequency domain. We have several significant and novel contributions in this work, which are as follows
• We consider artifacts in both spatial and DCT domain and obtain enhanced images such that the statistical properties are similar to natural images. We present a novel optimization formulation and analytically show the solution steps.
• We use adaptive contrast enhancement (CLAHE) as enhancement operation in comparison to previous works which only deals with global contrast enhancement. The motivation for using adaptive contrast enhancement is that it generates better quality images compared to global enhancement operations. For generating adaptive contrast-enhanced images, we use Uniform, Rayleigh and Exponential distribution [34] as the basis for creating the contrast transform function.
• We test our proposed algorithm on the first order, second order, and deep learning based state-of-art detectors. Further, we compare the performance of the proposed algorithm with popular antiforensic algorithms and establish the superior performance obtained by our model. Additionally, we perform a rigorous image quality assessment of the antiforensic images and show that the proposed algorithm achieves better image quality. This paper is organized as follows. Section II discusses the related works for contrast enhancement counter forensics and explains the motivation behind the proposed counter forensic formulation. In Section III, we introduce the antiforensic attack as an optimization equation and derive its solution. Section IV gives details about experimental setup and database. Results and comparison with CE detectors are done in Section IV followed by discussion and conclusion in Section V and VI respectively.
II. RELATED WORKS
Existing studies [22] - [25] , [35] on contrast enhancement counter forensics either focus on removing peaks and gaps in the histogram (first-order statistics) of contrast-enhanced images or removing the gaps in GLCM of images (secondorder statistics). In this section, we will discuss approaches used by previous works in this field. For comparing our results, we will mainly focus on counter forensics attacks proposed in [24] , [35] , and [36] .
In [24] , Barni et al. propose a universal counter forensic technique based on first-order statistics for concealing the traces left by enhancement operations such as contrast enhancement. According to authors, the adversary will process the image and then perform slight modifications on the resulting images such that the histogram of the manipulated image is as close as possible to that of the original image while maintaining high fidelity between processed images and original images. In this attack, adversary first performs histogram retrieval by searching for most similar histogram from a database of untouched images. In the second step, the histogram of an attacked image is modified such that it is close to histogram retrieved in the first step while satisfying the constraints on the maximum distortion due to histogram mapping. Finally, pixels in the attacked image is changed according to the histogram mapping, keeping distortion as low as possible. However, the assumption of easy accessibility to a database of untouched images with the similar histogram to that of an image to be attacked may be restraining. In [35] , Cao et al. generate contrast-enhanced images which are undetectable by forensic detectors by integrating local random dithering into the pixel values. Traditional CE operation is decomposed into two steps. In the first step, the mapping function f (.) transforms an integer pixel value x into a real number and in the second step, obtained pixel value is rounded to yield the resulting pixel value y. Mathematically, enhancement operation is given by
It can be observed in Fig 3-(b) , histogram peak/gap bin would appear when multiple/none gray levels x are mapped FIGURE 2. (Left to right) Original image, enhanced image using gamma correction (γ = 0.6), and antiforensically enhanced image generated using [22] along with their respective histograms. Peaks are visible in the histogram of gamma corrected image (peaks are marked in red), whereas, the histogram of the remapped image is free of peaks. (Left to right) original image, enhanced image using gamma correction (γ = 0.6), and antiforensically enhanced [35] (AntiCE(GD)), [36] (AntiCE(TV)) along with the respective histogram in the bottom row. Histogram of gamma corrected image shows peaks and gaps (peaks are marked in red), whereas, histograms of antiforensically generated images are free of peaks.
into the unit neighboring range of y [35] . To avoid generating empty and accumulated bins, authors propose to add local random dithering into the primary mapping. That is
where the random variable n has Gaussian distribution with zero mean and σ standard deviation. Antiforensically generated image does not contain gaps (Fig 3-(c) and (d)). One of the significant advantages of [24] and [35] is that the histogram of the attacked image looks quite similar to that of the original image. Thus, the first order detectors based on histogram cannot easily distinguish between attacked and original images. In a similar work proposed in [36] , Ravi et al. formulate counter forensics of contrast enhancement as an optimization problem using a variant of the Total Variation (TV) norm. By solving optimization equation given by Eq 3, authors generate enhanced image Y that looks like contrast enhanced version of the original image X , but also has lower TV. In addition, Y would be similar to the original image X .
where w 1 and w 2 are regularization parameters and φ(.) is contrast enhancement (CE) function which is known beforehand. The first term in Eq 3 is for getting an enhanced image Y closer to original image X , and, the second term ensures Y is closer to the contrast-enhanced image, and third term is TV norm regularization term. Fig 3 shows image generated using Eq 3 and its histogram. Antiforensically generated image has histogram similar to that of original image and visually looks similar to the conventionally enhanced image. Since the gray level co-occurrence matrix (GLCM) of attacked image is similar to that of original image, the method performs well against GLCM based detectors. The motivation behind the proposed approach is to develop an effective antiforensic algorithm for adaptive contrast enhancement. The aforementioned anti-forensic methods mainly focus on hiding the artifacts in the spatial domain. However, there are detectors, such as CC-PEV, which can detect the enhancement in the frequency domain also with high accuracy. Further, the algorithm proposed in [24] requires knowledge of image histogram, whereas, [35] adds random noise to images. By adding dithering noise to the image, the algorithm compromises on visual quality of the image. In case of [36] , the TV norm term in Eq 3 smoothens the image too much. To overcome these limitations, the proposed algorithm exploits knowledge of both spatial and DCT domains simultaneously for generating the enhanced images. The algorithm further employs Huber Markov Random Field for preserving the natural statistics of the image. The proposed algorithm is explained next.
III. PROPOSED SCHEME
Let X be an image of size W × H that an adversary wants to contrast enhance. Conventional adaptive CE operation (CLAHE) on image can be represented as a function φ(X ). Conventional enhancement is the direct enhancement operation without any anti-forensic step. To make antiforensically modified image undetectable to forensic detectors, the process of creating enhanced image should create an image Y which is closer to φ(X ) such that it looks enhanced, but its statistical characteristics are similar to image X . For keeping the statistical characteristics of anti forensically generated image Y similar to X , we make use of Markov Random Field (MRF) prior which is explained in the following section.
A. HUBER MARKOV RANDOM FIELD PRIOR
Markov Random Field (MRF) has been widely used to model the statistical properties of natural images [37] . We use MRF due to its simple structure which only depends on local dependencies and has small number of parameters [38] . Some of the popular MRF image priors realized as regularizers are Gaussian MRF (GMRF), total variation (TV) and Huber MRF (HMRF). We use HMRF as an image prior due to its ability to preserve discontinuities in the images [39] . The conditional distribution for any pixel v = (i, j) in an image X can be written as:
where N v is the local 8-connected neighborhood at v and C ∈ N v is a set of sites in the image. Using the MRF, we can compute the joint probability distribution of a natural image given by Gibbs measure with Huber function as the energy function as [37] ,
λ defines the degree of smoothness, z is a normalization constant and ρ t (.) is the Huber function [40] .
where t is a threshold for Huber function as given in [40] . The c in Eq 5 is a local group of pixels called cliques and is the set of all such cliques in X , set depends on neighborhood structure of HMRF. In this paper, neighborhood consisting of the eight nearest neighbors of a pixel is considered. Here, the vectors d c [40] are chosen to extract the differences between a pixel and its neighbors, such that Eq 5 simplifies to Eq 7 [41]- [43] p
where N n is the index set of neighbors for the n th pixel, and P is the number of pixels in the image. The value of t in Eq 5 is determined empirically as described in Section IV-A. For maximizing p(X ) in Eq 5, it is sufficient to minimize the quantity inside the exponential. Hence we include it in our optimization formulation which is explained next.
B. OPTIMIZATION FORMULATION
Optimization formulation for generating anti-forensically enhanced image is given by arg min
In 
where S denotes the set of AC coefficients of a DCT coefficient matrix. Set S consists of six AC frequencies i.e S ∈ {(0, 1), (1, 0), (2, 0), (1, 1), (1, 2), (1, 3)}. High frequencies correspond to rapid changes in pixel intensity over a small displacement (a few pixels). Since most natural images have large features which change relatively slowly, most of the information is in the lower spatial frequency range. High frequencies correspond to noise, sharp edges or very fine textured features. Therefore, we only consider the first six AC frequencies since higher AC frequencies contain less energy. The elements of M i are 1 for a particular AC component present in set S while zero for all other components. Though we apply L2 norm for simplicity, an L1 norm based solution can promote sparsity and result in sharper images [44] .
C. SOLUTION TO OPTIMIZATION FORMULATION
We use gradient descent to solve Eq 8. Let Y (i) denote the output at i th iteration, then the gradient descent update can be written as
where ζ i is the learning rate. The gradient ψ(Y ) of the objective function is given as
where,
We use a constantly decreasing step size ζ starting from 0.1 and reduce at every iteration by a factor of 0.05. This is determined empirically to achieve convergence. The maximum number of iterations is set at 500 and tolerance level for the change in cost is set at 0.0001. Sometimes, the gradient decent takes too many steps to converge and the desired output image may not be obtained. Empirically we find that such cases are rare. Algorithm 1 gives the pseudo-code for the optimization. 
Algorithm 1 Anti-Forensics Image Generation o: function GRADIENT DESCENT{where input image is X and output is
Y } o: i ← 0, tol ← 10 −4 , maxiter ← 500 o: for i < maxiter OR Y (i+1) − Y (i) > tol do o: ψ(Y (i) ) ← ∇(L(Y )) {L(Y )Y (i+1) + ← −ζ (i) ψ(Y (i) )) o: end for o: end function = o
IV. EXPERIMENTAL SETUP AND RESULTS
In this section, we first discuss about parameters of the algorithm. Then, we explain the reason for selecting CLAHE over GC and HS as enhancement operator in Eq 8. We then discuss the details of dataset and classifier. Further, we compare the performance with other antiforensic algorithms [24] , [35] , [36] on the basis of CE detection performance and visual quality.
A. PARAMETERS
Parameters α, β, and δ in optimization Eq 8 control the visual quality of enhanced images. Therefore, the regularization parameters are chosen experimentally to give the best results both in terms of overcoming forensic detectors and visual clarity. The parameter α is associated with first term in objective function which ensures that anti forensically generated image is close to original image. If the value of α is very large then generated image will be close to original image. However, adversary want generated image to be perceptually similar to enhanced image while keeping its statistical properties similar to original image. Hence, large weight cannot be assigned to α.
Similarly, β ensures that the output image Y looks enhanced. Therefore, α and β are varied such that Y has the perceptual characteristics of enhanced image and statistical properties of the natural image. α and β are chosen to be 0.2 and 12 respectively.
Since is associated with HMRF term in Eq 8, it promotes smoothness in the image. Fig 4 (1 st row) shows enhanced images generated for four different values of = {0.08, 0.8, 1, 2}. It can be observed that increasing results in smoother images. Similarly, 2 nd row shows enhanced images generated using four different values of δ = {0.5, 1, 5, 10}. We can observe that as the value of δ increases, the visual artifacts become prominent. For value of δ less than 1, there are no visual artifacts, however performance of forensics detectors increases for lower value of δ. The value of and δ for our experiments are 0.08 and 1 respectively.
Finally, the value of threshold t is selected according to [40] - [43] . Threshold t in HMRF image priors is the trade-off between high and low frequency components of image [45] . For small values of t, reconstructed image will have less high frequency components, hence making the image smoother. Whereas higher values of t will increase the high frequency components in image, making it more sharper. Therefore, threshold t in Eq 6 is chosen as 10 [40] .
B. PERFORMANCE WITH GLOBAL CONTRAST ENHANCEMENT TECHNIQUES
We first evaluate performance of the proposed algorithm when GC and HS are used as image enhancement operations. We use GC and HS function as φ(.) in Eq 8. Antiforensically enhanced images are tested for their image quality. In our experiments, we use commonly used image quality measures such as PSNR, Structural Similarity Index (SSIM) [46] and Multi-scale Structural Similarity (MS-SSIM) [47] . Since humans usually use contrast, color, and frequency changes in their measures, we also include Human Visual Systembased (HVS) measures such as PSNR-HVS [48] , PSNR-HVS-M [49] and Feature Similarity Index (FSIM) [50] . To get the account of distortion introduced in an image due to antiforensics operation, we use Most Apparent Distortion (MAD) index [51] . MAD segregates the distortions present in an image and uses dual strategies for evaluating those distortions. Finally, we compare the conventionally enhanced images with antiforensically enhanced images using Visual Information Fidelity (VIF) [52] index based on natural scene statistics. By using VIF, we can assess the ability of the proposed algorithm in preserving the natural statistics of an image. Table 1 shows comparison of images generated antiforensically when GC, HS or CLAHE are used with the proposed algorithm. It can be observed that the quality of images generated using the proposed algorithm is better when CLAHE is used as an enhancement function. Out of 8 quality measures, CLAHE does better in 7. For example, MAD index for images using GC or HS is 7.5817, whereas, MAD index for CLAHE enhanced images is 0.6729. Also, as explained in Section I, the images generated using adaptive contrast enhancement look more realistic than images generated using global contrast enhancement operations. Since the quality of enhanced images is an important parameter for antiforensics operations, for further experiments, we use only CLAHE for generating antiforensically enhanced images.
C. DATABASE AND CLASSIFIER
We randomly sample 2000 grayscale images from the BOSS dataset [53] , crop them from the center to obtain images of size 256 × 256, thus obtaining Never Enhanced dataset. We sample 2000 different images from the BOSS dataset and process them in two different ways: CLAHE (with Uniform, Rayleigh and Exponential distribution) and the proposed algorithm. In first case, we enhance the contrast of the images by varying the shape of the histogram according to three different distributions: Uniform, Rayleigh and Exponential. In second case, we apply the proposed anti forensics operation on images enhanced in first case. All the images are saved using JPEG Quality Factor of 90.
We train two class ensemble classifier proposed in [54] and use accuracy at FPR of 0.01 as metric for comparing the performance of various detectors. The feature space dimension for SRM and SPAM features are 34671 and 686 respectively. In case of SPAM & CC-PEV, feature vector has dimension of 960 (686 for SPAM and 274 for CC-PEV without calibration). We perform two different experiments using CLAHE images and images generated by the proposed algorithm. In the first experiment, we split the never enhanced dataset and images created using CLAHE into training and testing sets respectively. In the second setup, testing images in first setup are replaced with anti-forensically generated images. Training set is created by randomly selecting 75% of total images in dataset and rest are used for testing. We repeat the process 10 times with different training and testing set, and report the average results.
D. PERFORMANCE AGAINST CE DETECTORS 1) FIRST AND SECOND ORDER STATISTICS DETECTOR
The first order forensic detector proposed in [19] detects global contrast enhancement with high accuracy. However, when the image is enhanced using CLAHE, the performance of the detector reduces considerably. From Table 2 , we can observe that accuracy is 49.16%. Since adaptive contrast enhancement operates locally, the features extracted using [19] are unable to distinguish between enhanced and original image. Similarly, detection accuracy of first order detector for anti forensically enhanced images using the proposed algorithm is 50.02% and 50.45% for α = 0.2 and 0 respectively. Next, we evaluate performance of the proposed counter forensics technique against second-order statistics features derived from GLCM [14] . From Table 2 , we can observe that accuracy of GLCM based detector reduces from 73.03% to 67.70% (α = 0.2) when testing images are generated using the proposed algorithm.
2) STEGANALYSIS FEATURES BASED DETECTORS a: SPATIAL DOMAIN BASED DETECTOR
Spatial domain steganalysis features such as SRM and SPAM proposed in [26] and [27] respectively achieves superior accuracy when compared with first or second order [14] , [19] detectors discussed previously. From Table 3 , we can observe that steganalysis features can detect the CLAHE enhanced images with an accuracy greater than 94% (approximately). Even though enhancement can be detected with high accuracy using steganalysis features, the proposed counter forensics approach reduces the accuracy of CE detectors. For example, in the case of detector using SRM as features, the accuracy of detector reduces from 99.45% to 93.80% when anti forensically generated images are used during testing. Similarly, accuracy for SPAM features reduces from 94.12% to 71.76%.
b: JOINT SPATIAL AND DCT DOMAIN BASED DETECTOR
The proposed counter forensic technique is also effective in hiding the artifacts generated due to enhancement in both spatial and DCT domain. DCT domain features CC-PEV [28] used along with spatial domain features SPAM [29] , [30] has detection accuracy of 95.97% as shown in Table 3 . However, it can be observed that accuracy of the detector based on fused features reduces to 63.93% from 95.97%. Similar results can be observed for enhancement methods using Rayleigh and Exponential histogram in Table 4 . We defer the discussion of comparison results for anti forensics against [24] , [35] , and [36] in Table 3 to Section IV-E. 
3) PERFORMANCE AGAINST DEEP LEARNING BASED FORENSIC DETECTOR
We train the networks proposed in [31] and [32] using GLCM obtained from unaltered, gamma corrected (GC), histogram stretched (HS) and CLAHE images. The training set consists of 4000 images in each category. Thus the total number of images is 16000. Testing is performed for four different cases as explained below
• Case1: Testing set consists of 1000 unaltered, GC, HS and CLAHE images respectively.
• Case2: CLAHE images in case 1 are replaced with anti forensically enhanced images generated using Gaussian Dithering (GD) [35] .
• Case3: CLAHE images in case 1 are replaced with anti forensically enhanced images generated using Total Variation (TV) method [36] .
• Case4: CLAHE images in case 1 are replaced with anti forensically generated images generated using the proposed algorithm. In all the cases, the total number of images is 4000. Table 5 outlines the results of all four cases. In case 1, we observe that the model proposed in [31] obtains an accuracy of 98.75%. However, we observe a drastic reduction in accuracy in case 2 and case 3. We observe a further drop in the accuracy when images generated using proposed algorithm are tested using our proposed algorithm. For GD [35] and TV [36] methods, accuracy of CNN detector is 81.42% and 79.38% respectively, whereas accuracy for case 4 reduces to 78.58%. We observe similar results for [32] . It is interesting to note that CNN detector can detect conventional CLAHE with high accuracy. However, the accuracy reduces when CLAHE images are replaced with antiforensically enhanced images. The possible reason for such behavior is, the antiforensic algorithm discussed in [24] , [35] , and [36] try to fill the gaps in GLCM of enhanced images. The inherent approach of antiforensic algorithms is to make the GLCM of an enhanced image similar to the unaltered image. Since the input to the detector is GLCM, CNN detector gets confused between GLCM of unaltered images and antiforensically enhanced images which result in the reduction in accuracy. Fig 5 shows GLCM of GC, HS, CLAHE, GD, TV and proposed algorithm. We can observe that GLCM of GD, TV and proposed algorithm are very similar to GLCM of unaltered images.
E. COMPARISON WITH OTHER COUNTER FORENSIC TECHNIQUES
We compare the performance of the proposed algorithm with universal image counter-forensic scheme based on the analysis of the image histogram [24] , [35] , and [36] . For fair comparison with [24] , we substitute value of parameter α = 0 in Eq 8. Substituting α = 0 is similar to the scenario in which the original image is not available to the adversary. We generate enhanced images using [24] , [35] , and [36] and test the performance of steganalysis feature based detectors. From Table 3 , it can be observed that performance of the proposed algorithm is comparable with universal counter forensic scheme [24] for SRM features. However, the proposed algorithm performs well when spatial and frequency domain features are used for classification. SPAM-CCPEV based forensic detector is able to detect images generated using [24] , [35] , and [36] with accuracy of 97.55%, 74.36% and 96.76% respectively. Whereas accuracy of same detector is reduced to 63.93% when test images from the proposed algorithm are used. It can also be observed from Fig 6 that the proposed algorithm performs better when compared with [24] and [36] .
F. VISUAL QUALITY ASSESSMENT
Another severe challenge for counter-forensics techniques is to keep the visual quality of anti forensically generated image similar to the conventionally enhanced image. We perform a comprehensive evaluation of image quality using image quality assessment measures discussed in Section IV-B. VOLUME 7, 2019 TABLE 6. Visual quality assessment a between antiforensically enhanced images generated using [24] , [35] , [36] , and proposed algorithm b . From Table 6 , it can be observed that out of eight visual quality metrics, proposed algorithm performs better in five. The average PSNR of CLAHE images and images obtained using the proposed scheme is 39.3143 dB which is high and suggests a good visual quality. The proposed algorithm has better SSIM index of 0.9895 in comparison with FIGURE 7. Examples of images enhanced using CLAHE and images generated anti forensically. (Left to right) original image, CLAHE enhanced image, proposed and [35] . In magnified portions of enhanced images generated using [35] we can observe visible noise whereas images generated using proposed algorithm are smooth and similar to conventionally enhanced images.
SSIM of 0.9497, 0.9588 and 0.9744 for [24] , [35] , and [36] respectively. Also MAD index of the proposed algorithm is 0.6729 which is much lower (better) than 1.4030 ( [36] ), 2.9125 ( [35] ) and 4.7986 ( [24] ). A similar observation can be made for other quality measures (MS-SSIM, PSNR-HSV, VIF). In addition, if we magnify the images from different anti-forensic algorithms, we can observe that the proposed algorithm has a better visual image quality. In Fig 7, the magnified portion of enhanced images show noise artifacts, whereas magnified view of images generated using the proposed algorithm is better and close to conventionally enhanced images.
V. DISCUSSION
From results described in Section IV, it is evident that the proposed anti-forensic approach can achieve the goal of generating images which are visually convincing as well as less likely FIGURE 8. Examples of images enhanced using CLAHE and images generated anti forensically. (Left to right) original image, CLAHE enhanced image, proposed, [24] , [35] .
to be detectable by CE detectors. Fig 8 shows few examples of images enhanced using conventional enhancement method, proposed algorithm, [24] , [35] . It can be observed that images generated using the proposed framework are similar to conventional CE images and have better image quality than [24] and [35] as discussed in section IV.
Another aspect to note is that all the CE detectors use some form of spatial relationship of pixel or its distribution. By adding the HMRF prior term in the formulation, we can enhance the image without significantly altering the original HMRF structure of the natural image. HMRF term ensures that the structure of anti forensically modified image is not much different from CE image and also not far from the natural image. Hence, the proposed algorithm can find the middle ground between natural and contrast-enhanced image such that visually and statistically image is CE but able to deceive the detectors. Although we use HMRF prior to promote smoothness, other priors of similar nature such as Gaussian Mixture Model [55] or Fields of Experts [56] can also be used.
If we compare the anti-forensic algorithms in their ability to reduce the CE detection rate, we can observe that [35] performs better than the proposed algorithm in the spatial domain. However, the proposed algorithm has better performance than [35] if combined features (SPAM-CCPEV) from spatial and DCT domain are used for classification. VOLUME 7, 2019 Also, regarding visual quality, the proposed algorithm has an edge over other anti-forensic algorithms which is evident from Fig 7 and Table 6 .
VI. CONCLUSION
In this paper, we propose a joint optimization framework for adaptive contrast enhancement anti-forensics. The proposed algorithm uses information from spatial and DCT domain for generating the contrast-enhanced images while suppressing the typical CE artifacts. We present an analytical approach to optimized the objective function. It can be observed from the experimental results that enhanced images generated using the proposed scheme are robust to the wide variety of CE detectors. Further, the proposed algorithm also performs better than other counter forensic approaches in terms of image quality assessment metrics. Future work will focus on using L1 norm instead of L2 norm and incorporating gradients along with the norm of images to obtain sharper images.
