ABSTRACT. -We give a smallness condition on |m|, and f q for the existence of a solution for the model problem: 
Introduction and main results
The main goal of this paper is to prove, if the data are small enough, the existence of a solution for the model problem 1) where N 1, is a bounded open subset of R N , − p is the so called p-Laplace operator, f (x) ∈ L q ( ), q 1, µ ∈ M B ( ) (that is to say µ is a Radon measure with bounded variation in ) such that |µ|( ) = 1 and m ∈ R. In fact we study the more general problem −div(a(x, Du)) = h(x, u) + mµ in , u = 0 o n ∂ , (1.2) where u → −div(a(x, Du)) is a monotone operator defined on W for almost x in , and for every ξ, ξ in R N , ξ = ξ . We also assume that,
that is to say h(., t) is measurable on for every t in R, and h(x, .) is continuous on R for almost every x in , and that,
for almost every x in for every t in R. Observe that there is no sign assumption on h(x, t), only the growth on t is considered.
We now recall some well known results about measures. For every measure µ ∈ M B ( ) there exists a unique pair of measures (µ 0 , µ s ) such that µ = µ 0 + µ s (see [5] and [10] ) with µ 0 in M 0 ( ) (that is to say the set of all measures in M B ( ) which are absolutely continuous with respect to the p-capacity) and µ s in M S ( ) (that is to say the set of all measures in M B ( ) which are singular with the p-capacity). In other words, µ s is concentrated on a subset E of with zero p-capacity, and µ 0 does not charge the set of zero p-capacity. Moreover it is equivalent for a measure to be in M 0 ( ) and to belong to
that is to say every µ 0 can be written as
In short, every µ ∈ M B ( ) can be decomposed as follows,
s (the positive part and negative part of µ s ) are two nonnegative measures in M s ( ) which are concentrated on two disjoint subsets E + and E − of zero p-capacity. Recall also (see [3, 7, 8] ) that if u is a measurable function defined on , which is finite almost everywhere, and satisfies T k (u) ∈ W Let us recall the definition of a renormalized solution (see [7, 8] 
a.e. on the set {u > k},
In [8] the authors give equivalent definitions of renormalized solutions. When µ ∈ M 0 ( ), this definition is equivalent to the definition of an entropy solution (see [3] and [5] ).
Let us observe that when p > N, the renormalized solution is just a usual weak solution and belongs to some C 0,α ( ); therefore the notion of renormalized solution is not really needed. This is also the case for example in the linear case where a(x, ξ ) = A(x)ξ when the matrix A has smooth coefficients. However, when the coefficients are not smooth, a new notion is necessary even in the linear case in order to obtain both existence and uniqueness results (see [16] ). Observe in particular that the test function w which is used in (1.10) actually depends on the solution u itself, and that in some sense u = +∞ on the set where µ + s is concentrated, while u = −∞ on the set where µ − s is concentrated since the action of µ s on the set where |u| k does not appear in (1.10). For more comments on the notion of renormalized solutions, see [8] . These equations have been widely studied. Especially in [1, 2, 11] , the authors give a sufficient and necessary condition for the existence of a solution of equations closed to (1.2) in the case p = 2, but their method doesn't extend to p = 2. See also [15] for the case of an eigenvalue problem. Let us also quote [4] in which the authors give counter examples to the existence for the equation of the type (1.2). Quasilinear equations have been studied with more regular data in [9, 12, 14] for instance. In these papers existence results are obtained assuming that the data are small enough relatively to a convenient norm. The main result of this paper is the following,
with no additionnal condition on f q , m;
Remarks. -• First observe that when p < N, there exists some q with 1 q +∞ and some
. This is a restriction on the values of γ and q, which is natural. Indeed, in order to define a renormalized solution of (1. 
for any k > 0, and then u − = 0. It means that Theorem 1.1 gives conditions for the existence of a positive renormalized solution of
Estimates and preliminary lemmas
Recall the following estimates, 
This estimate is proven in [13] for instance, where explicit value for C is explicitely given in a more general context. It can also be proven by symmetrization techniques (see [17] ). We have to specify that in [13] , the right-hand side is in L 1 ( ), but the proof extends to µ ∈ M B ( ) without difficulty.
) when N > p, and if u is a renormalized solution of and then,
• if
and we get the corollary from (2.1) with r = γ q .
We now study the function, ϕ : R + → R defined by,
where A, B 0.
• If γ > p − 1, then, ϕ(0) = A 0 and lim X→+∞ ϕ(X) = +∞, moreover, by calculation of the derivative, we get that ϕ has a minimum at the point,
then ϕ has at least one root if and only if ϕ(X 0 ) 0 that is to say if,
and ϕ has two roots if, (2.5)
Proof of Theorem 1.1
First observe that, (N, p) , and we recognize the condition which appear in the second case of Theorem 1.1. We set
where T n is the truncate at level n. 
Moreover since |h n (v)| n, using u as test function we easily get
where C n is a constant which depends on n but not on v.
Moreover we have already seen that Du p C n then, 
We can easily see that the right-hand side tends to zero as ε tends to zero, then, since,
from a lemma of [6] it implies that,
This implies that we can pass to the limit in the equation satisfied by u ε , and we get u = A(v). Consequently the whole sequence (u ε ) converges to u and finally it proves that A is continuous.
• With same arguments we can prove that
e. in and L p ( ) strong and we deduce like previously that,
End of the proof of Theorem 1.1. Let µ ∈ M B ( ) such that |µ|( ) = 1 and m ∈ R, then mµ can be decomposed as,
Let (µ n ) a sequence of measures in M B ( ) such that, We assert again that h n (x, u n ) converges a.e. in to h(x, u) and by (1.8) and (3.9), we deduce that h n (x, u n ) converges to h(x, u) in L 1 ( ) strong. The same conclusion holds when q = 1. So f n + h n (x, u n ) converges in L 1 ( ) weak, and with the additionnal assumptions (3.5), (3.6) on λ n and λ ⊕ n we can apply Theorem 3.2 of [8] and conclude that u is a renormalized solution of (3.1).
