An optimal transport approach for solving dynamic inverse problems in
  spaces of measures by Bredies, Kristian & Fanzon, Silvio
ar
X
iv
:1
90
1.
10
16
2v
1 
 [m
ath
.FA
]  
29
 Ja
n 2
01
9
AN OPTIMAL TRANSPORT APPROACH FOR SOLVING DYNAMIC
INVERSE PROBLEMS IN SPACES OF MEASURES
KRISTIAN BREDIES AND SILVIO FANZON
Abstract. In this paper we propose and study a novel optimal transport based
regularization of linear dynamic inverse problems. The considered inverse prob-
lems aim at recovering a measure valued curve and are dynamic in the sense that
(i) the measured data takes values in a time dependent family of Hilbert spaces,
and (ii) the forward operators are time dependent and map, for each time, Radon
measures into the corresponding data space. The variational regularization we
propose bases on dynamic optimal transport which means that the measure val-
ued curves to recover (i) satisfy the continuity equation, i.e., the Radon measure
at time t is advected by a velocity field v and varies with a growth rate g, and (ii)
are penalized with the kinetic energy induced by v and a growth energy induced
by g. We establish a functional-analytic framework for these regularized inverse
problems, prove that minimizers exist and are unique in some cases, and study
regularization properties. This framework is applied to dynamic image recon-
struction in undersampled magnetic resonance imaging (MRI), modeling relevant
examples of time varying acquisition strategies, as well as patient motion and
presence of contrast agents.
Key words: dynamic inverse problems, optimal transport regularization, conti-
nuity equation, time dependent Bochner spaces, dynamic image reconstruction,
dynamic MRI.
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1. Introduction
In this paper we propose an optimal transport based regularization of linear dynamic
inverse problems. To be more specific, we consider the following inverse problem: find a
curve of bounded measures t ∈ [0, 1] 7→ ρt ∈M(Ω) such that
(1) K∗t ρt = ft for t ∈ [0, 1] ,
where the data ft belongs to some Hilbert space Ht which is allowed to vary in time.
Here Ω ⊂ Rd with d ∈ N, d ≥ 1 is an open bounded domain and the operator K∗t maps
continuously the space of Radon measures M(Ω) into Ht. Notice that if everything is
constant in time, then (1) reduces to a static inverse problem which was studied in [10].
We propose to regularize (1) by means of optimal transport techniques. The underlying
working assumption on the solution of the inverse problems is that its evolution follows
an optimal transport trajectory. This is enforced, as detailed below, by subjecting ρ to
the continuity equation
(2) ∂tρ+ div(vtρ) = gtρ ,
where vt(x) : (0, 1)×Ω→ Rd is a flow field and gt(x) : (0, 1)×Ω→ R a growth rate, and
minimizing the Tikhonov functional
(3) min
ρ,vt,gt
1
2
∫ 1
0
‖K∗t ρt − ft‖2Ht dt+
∫
(0,1)×Ω
α
2
|vt(x)|2 + αδ
2
2
|gt(x)|2 + β dρ(t, x) ,
subject to this continuity equation, over all positive measures ρ ∈ M((0, 1) × Ω) that
disintegrate into ρ = dt ⊗ ρt. Here, α > 0, β > 0 are regularization parameters, and
δ ∈ (0,∞] a penalty parameter for the growth rate gt. The main purpose of this paper is to
establish and study problem (3) subject to (2) in a rigorous functional-analytic framework.
In particular, we aim at obtaining well-posedness and regularization properties of this
Tikhonov approach for the dynamic inverse problem (1).
Let us motivate the use of (3) for optimal-transport-based regularization of dynamic
inverse problems. In its original formulation optimal transport consists in finding the
cheapest way to move a positive measure ρ0 ∈ M+(Ω) to a measure ρ1 ∈ M+(Ω). To
be more precise, the cost of moving mass from the point x ∈ Ω to y ∈ Ω is given by
c(x, y) : Ω × Ω → [0,∞). Throughout the paper, we will consider the squared euclidean
distance as transport cost, that is, c(x, y) := |x − y|2. A transport plan is a Borel
measurable map T : Ω → Ω that moves ρ0 to ρ1, which analytically is expressed by the
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constraint ρ1 = T#ρ0, that is,
ρ1(B) = ρ0(T
−1(B)) for every Borel set B ⊂ Ω .
Therefore the energy required to shift ρ0 to ρ1 through the transport plan T is given by
(4)
∫
Ω
|x− T (x)|2 dρ0(x) .
An optimal transport is a plan T that satisfies ρ1 = T#ρ0 and minimizes (4). For our
application, it is crucial to write (4) as an equivalent dynamic problem. We will make use
of the fluid-mechanics formulation introduced in [7]. In this formulation one seeks to find
a curve t 7→ ρt ∈ M+(Ω) and a spatio-temporal vector field vt(x) : [0, 1]× Ω → Rd that
minimize the kinetic energy
(5)
1
2
∫
[0,1]×Ω
|vt(x)|2 dρ(t, x)
under the constraint that ρt and vt satisfy the continuity equation
(6) ∂tρ+ div(vtρ) = 0
with initial and final data given by ρ0 and ρ1. In the above formula the density ρ :=
dt ⊗ ρt ∈ M([0, 1] × Ω) is defined as ρ(B) =
∫ 1
0
∫
Ω
χ
B(t, x) dρt(x)dt for every Borel set
B ⊂ [0, 1]× Ω. Here t 7→ ρt represents the evolution of the initial mass ρ0 in time, when
it is advected by a velocity field vt. As shown in [7] (see also [6, 37]), the formulations
(4) and (5) are equivalent, in the sense that one can recover the optimal transport T by
integrating the optimal velocity field vt(x), and indeed the energies of minimizers are the
same.
The main drawback of this approach is that the total mass ρt(Ω) has to be constant in
time, as a consequence of the continuity equation (see Proposition 2.5), which is not ideal
for example in applications to medical imaging. A change of mass can be accounted for
by introducing an unknown source term in the continuity equation (6) and, consequently,
into the kinetic energy (5). To be more specific one can assume that the growth rate of
ρ in space-time is given by some map gt(x) : [0, 1]×Ω→ R. Hence the new optimization
problem consists in finding a curve t ∈ [0, 1] 7→ ρt ∈ M+(Ω), a velocity field vt(x) and a
growth rate gt(x), that minimize the energy
(7)
1
2
∫
[0,1]×Ω
|vt(x)|2 dρ(t, x) + δ
2
2
∫
[0,1]×Ω
|gt(x)|2 dρ(t, x) ,
subject to the continuity equation
∂tρ+ div(vtρ) = gtρ ,
with initial and final data given by ρ0 and ρ1 respectively. Here δ ∈ (0,∞] is a fixed
parameter, and for δ = ∞, which enforces gt = 0, we recover the energy in (5). Notice
that the growth rate gt multiplies the mass ρ in the continuity equation. This amounts to
the fact that no mass is created or destroyed in regions of the domain where no mass is
already present at a given time, which is a good feature to have when dealing with dynamic
inverse problems. We point out that the energy (7) was introduced independently in the
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works [14, 29, 30], where the authors study the geometric and topological properties of the
metric that (7) induces on the space of positive bounded measuresM+(Ω). Furthermore,
in [15, 30] the authors find static formulations for the dynamic problem (7), in the same
way that (4) is the static equivalent of (5).
In our inverse problem (1) we do not prescribe initial and final conditions on the mass
ρ, therefore our domain of definition for all the measures is (0, 1)×Ω. By introducing the
momentum m = vρ and the mass variation µ = gρ the energy in (7) can be recast into
a convex optimization problem. The advantage of this reformulation is that we can relax
the problem over the space of measures, where we have weak* lower semicontinuity, and
the transport energy becomes convex. In particular we define the affine set
(8) D := {(ρ,m, µ) ∈M : ∂tρ+ divm = µ}
whereM :=M((0, 1)×Ω)×M((0, 1)×Ω;Rd)×M((0, 1)×Ω) and the continuity equation
is considered without initial and final data prescribed (see Definition 2.4). For a triplet
(ρ,m, µ) ∈ D we then define the transport energy as
(9) Bδ(ρ,m, µ) :=
∫
(0,1)×Ω
Ψδ
(
dρ
dλ
,
dm
dλ
,
dµ
dλ
)
dλ
where λ ∈ M+((0, 1)× Ω) is some positive measure such that ρ,m, µ ≪ λ and the map
Ψδ : R×Rd×R→ [0,∞] is defined by Ψδ(t, x, y) := |x|2+δ2y22t if t > 0, Ψδ(0, 0, 0) := 0 and
Ψδ(t, x, y) := ∞ in all other cases. Since Ψδ is 1-homogeneous, the definition of Bδ does
not depend on λ. When the energy Bδ(ρ,m, µ) is finite, then we have ρ ≥ 0 and m = vρ,
µ = gρ, so that by choosing λ = ρ in (9) we obtain that Bδ(ρ,m, µ) coincides with the
energy in (7) (see Proposition 2.11).
As mentioned before, we aim at using the energy Bδ as a regularizer for the dynamic
inverse problem (1). This regularization approach reflects, on the one hand, that dynamic
data can usually be assumed to obey the continuity equation, i.e., the solution ρ is evolving
in time by mass transportation governed by vt and sources/sink with growth rate gt. On
the other hand, enforcing a low transport energy reflects that one can assume that ρ is
transported in a direct, close to optimal way with only little changes in intensity.
The task of establishing (9) as regularizer for (1) in the sense of (3) is associated with
several challenges one needs to overcome, where the main challenge is to make the right
hypotheses on the family of measurement spaces Ht, on the operators K
∗
t : M(Ω) →
Ht and on the regularity required for the curves t ∈ [0, 1] 7→ ρt ∈ M(Ω). This set
of hypotheses needs to be general enough so that we can use our setting to model a
variety of dynamic imaging applications, but at the same time they need to yield good
properties, such as existence of minimizers for the regularized problem, stability as well
as convergence for vanishing noise. In particular one of the crucial points of this paper is
defining a class of time dependent Bochner spaces for measurements f : [0, 1] → H such
that f(t) ∈ Ht for a.e. t ∈ [0, 1]. This has to be combined with the fact that, given a curve
t ∈ [0, 1] 7→ ρt ∈M(Ω) with a certain regularity, then the image t ∈ [0, 1] 7→ K∗t f(t) ∈ Ht
needs to be an integrable map, i.e., a measurement. The functional setting that we adopt
is summarized in the following.
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Definition 1.1 (Hypotheses on the measurement spaces Ht). Assume that {Ht} for
t ∈ [0, 1] is a given family of real Hilbert spaces with norms denoted by ‖·‖Ht and scalar
product 〈·, ·〉Ht . The interval [0, 1] is equipped with the Lebesgue measure. Let D be a
real Banach space with norm denoted by ‖·‖D. Assume that for a.e. t ∈ [0, 1] there exists
a linear continuous operator it : D → Ht with the following properties:
(H1) ‖it‖ ≤ C for some constant C > 0 not depending on t,
(H2) it(D) is dense in Ht,
(H3) the map t ∈ [0, 1] 7→ 〈itϕ, itψ〉Ht ∈ R is Lebesgue measurable for every fixed
ϕ, ψ ∈ D.
In the above setting one can define the space
L2([0, 1];H) :=
{
f : [0, 1]→ H : f strongly measurable,
∫ 1
0
‖f(t)‖2Ht dt <∞
}
.
Here maps f : [0, 1] → H are identified almost everywhere, while strong measurability is
intended in the sense of Definition 3.12: namely f is strongly measurable if there exists a
sequence {ϕn} of step functions ϕn : [0, 1]→ D such that ‖f(t)− itϕn‖Ht → 0 as n→∞
for a.e. t ∈ [0, 1]. The precise definitions of such spaces, their properties, as well as relevant
examples, are the object of Section 3. In particular L2([0, 1];H) is a Hilbert space with
the norm
‖f‖L2 :=
(∫ 1
0
‖f(t)‖2Ht dt
) 1
2
.
Definition 1.2 (Hypotheses on the operators K∗t ). Assume that for a.e. t ∈ [0, 1] there
exists a linear continuous operator K∗t : M(Ω)→ Ht satisfying the following properties:
(K1) K∗t is the adjoint of a linear continuous operator Kt : Ht → C(Ω),
(K2) ‖Kt‖ ≤ C for some constant C > 0 not depending on t,
(K3) the map t ∈ [0, 1] 7→ K∗t ρ ∈ Ht is strongly measurable for every fixed ρ ∈M(Ω).
Under these assumptions we can rigorously define the the regularization functional
anticipated in (3). To be more specific, assume that (H1)–(H3) and (K1)–(K3) are sat-
isfied. Let f ∈ L2([0, 1];H) be some given data measurement, α, β > 0 fixed regulariza-
tion parameters, and δ ∈ (0,∞]. We define the regularization of (1) for the data f as
J : M→ [0,∞] defined by
(10) J(ρ,m, µ) :=
1
2
‖K∗t ρt − ft‖2L2 + αBδ(ρ,m, µ) + β ‖ρ‖M((0,1)×Ω) ,
if (ρ,m, µ) ∈ D and J = ∞ otherwise. The fact that the discrepancy term in J is well
defined is a consequence of the fact that if (ρ,m, µ) solves the continuity equation and
has finite energy Bδ(ρ,m, µ), then ρ can be decomposed as ρ = dt⊗ ρt where t ∈ [0, 1] 7→
ρt ∈M+(Ω) is narrowly continuous, in the sense that the scalar map
t 7→
∫
Ω
ϕ(x) dρt(x)
is continuous for any given ϕ ∈ C(Ω) (these results are contained in Propositions 2.5,
2.6, 4.3). For such class of curves the hypotheses (K1)–(K3) guarantee that t ∈ [0, 1] 7→
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K∗t ρt ∈ Ht belongs to L2([0, 1];H) (this fundamental result is proven in Proposition 4.2),
and hence the fidelity term is well defined. Notice that in addition to the regularizer
Bδ(ρ,m, µ), we also need to include ‖ρ‖M((0,1)×Ω). This is because we do not enforce
initial data on ρ, therefore the term ‖ρ‖M((0,1)×Ω) is needed in order to enforce coercivity
of the regularizer with respect to the weak* convergence on M. Our main theoretical
results are summarized in the following statements.
Theorem 1.3 (Well posedness). Assume that (H1)–(H3) and (K1)–(K3) are satisfied.
Let f ∈ L2([0, 1];H) and α, β > 0. Then the minimization problem
min
(ρ,m,µ)∈M
J(ρ,m, µ)
admits at least one solution, which satisfies (ρ,m, µ) ∈ D, ρ ≥ 0, ρ = dt⊗ ρt with t 7→ ρt
narrowly continuous. If in addition the operators K∗t are injective for a.e. t ∈ [0, 1] then
the minimizer is unique.
Theorem 1.4 (Regularization properties). Assume that (H1)–(H3) and (K1)–(K3) are
satisfied. Denote by f γ ∈ L2([0, 1];H) the noisy data for a noise level γ > 0, and by
f † ∈ L2([0, 1];H) the exact data.
Assume that the sequence of measurements {fn} is such that fn → f γ strongly in
L2([0, 1];H). Let (ρn, mn, µn) ∈ D be minimizers of J for the data fn and parameters
α, β > 0. Then, up to subsequences, (ρn, mn, µn) converges weakly* to (ρ,m, µ) ∈ D which
minimizes J for the data f γ and parameters α, β.
Assume that {fn} is a sequence of noisy data such that ∥∥fn − f †∥∥
L2
≤ γn with
γn ց 0. Let αn, βn > 0 be regularization parameters such that min{αn, βn} → 0 and
γ2n/min{αn, βn} → 0. Let (ρn, mn, µn) ∈ D be a minimizer of J for the data fn and param-
eters αn, βn. Then, up to subsequences, (ρ
n, mn, µn) converges weakly* to (ρ†, m†, µ†) ∈ D
which solves the inverse problem (1) and minimizes the regularization energy
α∗Bδ(ρ,m, µ) + β
∗ ‖ρ‖M((0,1)×Ω)
for some α∗, β∗ ∈ [1,∞], provided that the latter is finite.
Theorem 1.3 will be proved in Theorem 4.4, while Theorem 1.4 will be shown in The-
orems 4.7, 4.10.
We then proceed to apply these results to variational reconstruction in undersampled
parallel dynamic MRI. We adopt the common model for parallel data acquisition (see,
e.g., [35, 28, 27, 39]). Our goal is to model the recovery of the proton density ρ for a
single two-dimensional slice. For that purpose, let Ω ⊂ R2 be an open bounded domain
representing the image frame and we assign complex coil sensitivities cj ∈ C0(R2;C) for
j = 1, . . . , N with N ≥ 1 to each of the N receiver coils. The time dependent sampling
method is further represented by a family of measures σt ∈ M+(R2) for t ∈ [0, 1]. Such
measures are required to satisfy some mild regularity assumptions, namely,
(M1) ‖σt‖M(R2) ≤ C for a.e. t ∈ [0, 1], where C > 0 does not depend on t,
(M2) the map t 7→ ∫
R2
ϕ(x) dσt(x) is measurable for each ϕ ∈ C0(R2;C).
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This allows for a variety of sampling methods. For example continuous sampling over a
family of (radial or parallel) lines Lt ⊂ Ω can be obtained by setting σt = H1 Lt, where
H1 is the one dimensional Hausdorff measure. Another example is given by compressed-
sensing inspired sampling, which amounts to choosing σt = H0 Pt for some finite family
of points Pt ⊂ Ω, where H0 is the zero dimensional Hausdorff measure. The k-space
of measurements is then defined by Ht := L
2
σt(R
2;CN), interpreted as a real Hilbert
space and equipped with the norm ‖h‖2Ht :=
∑N
j=1
∫
R2
|hj(x)|2 dσt(x), where we denote
h = (h1, . . . , hN). The dense subspace D is given by D := C0(R
2;CN), equipped with the
supremum norm and interpreted as a real Banach space. The operators it : D → Ht are
the identity, acting component-wise. The forward operators for the proton density ρ are
given by a spatial Fourier transform with time-dependent masking. In our setting this
corresponds to operators K∗t : M(Ω)→ Ht defined by
K∗t ρ := (F (c1ρ), . . . ,F (cNρ)) ,
where the Fourier transform for a complex valued measure ρ ∈ M(Ω;C) is defined as
usual by
Fρ(x) :=
1
2π
∫
R2
e−iω·x dρ(ω) .
In Propositions 4.11, 4.12 we show that under the assumptions (M1)–(M2), the spaces
Ht satisfy (H1)–(H3), while the forward operators K
∗
t satisfy (K1)–(K3). In this way the
hypotheses of Theorems 1.3, 1.4 are satisfied, and we can regularize the reconstruction
problem (1) with the functional J : M→ [0,∞] defined in (10), which in this framework
corresponds to
J(ρ,m, µ) :=
1
2
N∑
j=1
∫ 1
0
∥∥F (cjρt)− f jt ∥∥2L2σt (R2;C) dt+ αBδ(ρ,m, µ) + β ‖ρ‖M((0,1)×Ω) ,
where the measurements ft = (f
1
t , . . . , f
N
t ) belong to L
2([0, 1];H). The dynamic optimal
transport regularization is then modeling, via the continuity equation, possible patient
motion during the acquisition governed by the advection field vt as well as the possible
appearance of a contrast agent governed by the growth rate gt. The latter moreover
allows to compensate for mass changes that cannot be explained by advection, such as,
for instance, through plane motion. The penalty Bδ then enforces the recovery of vt and
gt with low (kinetic) energy which corresponds to a natural movement of the patient
as well as a physically based evolution of contrast agent concentration. In particular,
the quantities vt and gt are intrinsic in the minimization problem which thus allows to
simultaneously recover motion fields and concentration changes along with the proton
density in terms of a convex optimization problem.
Let us shortly review the existing literature on optimal transport approaches for inverse
problems and in image processing as well as computer vision. In a fully general setting,
Tikhonov functional minimization is a classical and well-established regularization tech-
nique which has extensively been studied in general Banach spaces and for general convex
regularizers [43, 21, 44, 41]. For computer vision and image processing applications, re-
search in the last decades focused on specific convex regularizers [38] such as, for instance,
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edge-preserving functionals (total variation [36, 13], total generalized variation [9, 8]), or
functionals that enforce sparsity with respect to a given basis, frame or learned dictionary
[12, 18, 23, 45, 1]. Research on dynamic inverse problems recently gained some momentum
[42], where convex regularizers that penalize the time derivative, interpret the space-time
cylinder as a higher-dimensional set or enforce a spatio-temporal decomposition of low
rank have been studied in the literature, most prominently in the context of medical imag-
ing applications [40, 46, 17, 24, 31, 33]. Likewise, the employment of optimal transport
energies as regularizers for inverse problems is a very recent development. Here, existing
literature mainly focuses on static inverse problems and static optimal transport leading,
for instance, to Wasserstein-distance type regularization [26, 32]. In contrast, dynamic op-
timal transport has been utilized for specific image processing and computer vision tasks
such as image interpolation [34, 25, 14]. To the best knowledge of the authors, no other
than the present work employs dynamic optimal transport regularization for dynamic in-
verse problems. Let us also mention that the realization of the time dependent Bochner
spaces introduced in this paper is new. Indeed, existing approaches usually assume that
almost every Ht is isomorphic which is sufficient to model, i.e., function spaces over time-
varying domains [4, 16]. Note that hypotheses (H1)–(H3) do not enforce isomorphy of
the Ht and can thus be used to model very general data acquisition strategies.
The paper is organized as follows. In Section 2 we lay the theoretical foundations to
rigorously define the optimal transport regularizer (10) for the inverse problem (1). In
Section 3 we introduce and study the above mentioned class of time dependent Bochner
spaces, which will be used to model the data measurements. In Section 4, we introduce
the Tikhonov functional (10), prove Theorems 1.3, 1.4 and apply these results to dynamic
MRI. Finally, Section 5 concludes with some perspectives for future research.
2. Dynamic optimal transport
The aim of this section is to provide the essential elements to define the optimal trans-
port regularizer (10). For the reader’s convenience, in Section 2.1 we will recall some
measure theory definitions and results which will be needed in the following. In Section
2.2 we introduce the concept of measure solution to the continuity equation with source
(11) ∂tρ+ divm = µ in (0, 1)× Ω ,
where Ω ⊂ Rd with d ∈ N, d ≥ 1 is an open bounded domain ρ, µ are scalar measures over
(0, 1)×Ω and m is a vectorial measure over (0, 1)×Ω. We then investigate properties of
solutions ρ ∈M((0, 1)×Ω) of (11). In particular in Proposition 2.5 we show that positive
solutions to (11) disintegrate into ρ = dt ⊗ ρt with {ρt}t∈[0,1] Borel family of positive
measures over Ω. In Proposition 2.6 we prove that, under some growth assumptions on
m and µ, the curve t 7→ ρt is actually narrowly continuous. In Section 2.3 we prove some
basic results about narrowly continuous curves, which will be needed in Section 4 to prove
coercivity and lower semicontinuity results for the functional (10) in a suitable topology.
Finally, in Section 2.4 we introduce the optimal transport energy Bδ that appears in (10),
and we provide some of its properties in Proposition 2.11.
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2.1. Measure theory preliminaries. In this paper we follow the definitions and nota-
tions of [5] for measure theory facts. In particular, scalar or vectorial measures will always
be defined on the Borel σ-algebra B(X) of some locally compact, separable metric space
X. Given a measure µ, we denote with |µ| its total variation. We always assume that |µ|
is at least locally finite. The set of Rm-valued measures for which |µ|(X) <∞ is denoted
by M(X ;Rm) while the set of positive finite measures is denoted by M+(X).
Given a positive measure µ and a real or vector valued measure ν, we say that ν
is absolutely continuous with respect to µ, in symbols ν ≪ µ, if for every E ∈ B(X)
satisfying µ(E) = 0, we have |ν|(E) = 0.
If µ and σ are real or vector valued measures, we say that they are mutually singular,
µ ⊥ ν, if there exists a set E ∈ B(X) such that |µ|(E) = 0 and |ν|(X r E) = 0.
For a measure µ its support is the closure of the set of points x ∈ X such that |µ|(U) > 0
for every neighbourhood U of x. If there exists a set E ∈ B(X) such that |µ|(XrE) = 0,
we say that µ is concentrated on E.
If A ∈ B(X) and µ is a real or vector valued measure, the restriction of µ to A is the
measure µ A defined as µ A(E) := µ(A ∩ E) for every E ∈ B(X).
Let Y be a locally compact, separable metric space. A map f : X → Y is Borel if
f−1(E) ∈ B(X) for each E ∈ B(Y ). If µ is a real or vector valued measure on X we
define the push-forward of µ through f as the measure f#µ on Y , defined by f#µ(E) :=
µ(f−1(E)) for each E ∈ B(Y ). If ϕ is a real or vector valued map on Y integrable with
respect to f#µ then
(12)
∫
Y
ϕd(f#µ) =
∫
X
ϕ ◦ f dµ .
Assume that f is continuous and proper, that is, f−1(K) is compact if K ⊂ Y is compact.
If µ is finite then also f#µ is finite.
Let {µn} be a sequence of measures on X. We say that µn narrowly converges to µ, in
symbols µn ⇀ µ, if
(13)
∫
X
ϕdµn →
∫
X
ϕdµ
for all ϕ ∈ Cb(X). We say that µn weak* converges to µ, in symbols µn ∗⇀ µ, if (13)
holds for all ϕ ∈ C0(X). Note that if X is compact, then narrow convergence and weak*
convergence coincide.
Definition 2.1 (Borel family of measures). Let X and Y be a locally compact, separable
metric spaces. Let {µx : x ∈ X} be a family of measures on Y . We say that the family
{µx} is Borel if the map
x ∈ X 7→ µx(B)
is Borel measurable for every B ⊂ Y measurable. In particular if {µx} is a Borel family,
then the map
x ∈ X 7→
∫
Y
ϕ(x, y) dµx(y)
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is Borel measurable for every bounded Borel measurable function ϕ : X × Y → R (see [5,
Prop 2.26]).
We now state the disintegration theorem. For this version and the following properties,
see [2, Sections 2.3, 2.4] and [5, Thm 2.28].
Theorem 2.2 (Disintegration). Let X and Y be a locally compact, separable metric
spaces. Let µ be a real (resp. vector valued) measure on X × Y , π : X × Y → X the
projection on the first factor, and ν a positive measure on X, with the property that
π#|µ| ≪ ν. Then there exists a Borel family {µx : x ∈ X} of real (resp. vector valued)
measures on Y such that µ = ν ⊗ µx, that is,∫
X×Y
f(x, y) dµ(x, y) =
∫
X
(∫
Y
f(x, y) dµx(y)
)
dν(x) ,
for every f ∈ L1(X×Y ; |µ|). A family {µx} such that µ = ν⊗µx is called a disintegration
of µ with respect to ν.
Remark 2.3 (Properties of disintegration). Assume that we are in the setting of Theorem
2.2. Then the disintegration has the following properties:
(i) the disintegration is unique almost everywhere: if {µ˜x} is another disintegration
of µ with respect to ν, then µx = µ˜x for ν-a.e. x,
(ii) if µ is finite, then also µx is finite for ν-a.e. x,
(iii) let E ∈ B(X) and F ∈ B(Y ). Then µ(E × F ) = 0 if and only if µx(F ) = 0 for
ν-a.e. x.
2.2. Continuity equation. Let Ω ⊂ Rd be an open bounded domain, with d ∈ N, d ≥ 1.
We want to consider measure valued (distributional) solutions for the continuity equation
(14) ∂tρ+ divm = µ , in (0, 1)× Ω ,
with suitable boundary conditions. Here ρ represents a density, m a momentum field
advecting ρ and µ a source term. The precise definition of solution is given below.
Definition 2.4. Let ρ, µ ∈M((0, 1)×Ω), m ∈M((0, 1)×Ω;Rd). We say that (ρ,m, µ)
is a measure solution to (14) if
(15)
∫
(0,1)×Ω
∂tϕdρ+
∫
(0,1)×Ω
∇ϕ · dm+
∫
(0,1)×Ω
ϕdµ = 0 for all ϕ ∈ C∞c ((0, 1)×Ω) .
Moreover let ρ0, ρ1 ∈ M(Ω) and ρ, µ ∈ M([0, 1] × Ω), m ∈ M([0, 1] × Ω;Rd). We say
that (ρ,m, µ) is a measure solution to (14) with initial and final data given respectively
by ρ0 and ρ1 if
(16)
∫
[0,1]×Ω
∂tϕdρ+
∫
[0,1]×Ω
∇ϕ·dm+
∫
[0,1]×Ω
ϕdµ =
∫
Ω
ϕ(1, x) dρ1(x)−
∫
Ω
ϕ(0, x) dρ0(x)
for all ϕ ∈ C∞c ([0, 1]× Ω).
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We remark that the above weak formulations include no flux boundary conditions for
the momentumm on ∂Ω. Also, no initial and final data is prescribed in (15). Moreover, by
standard approximation arguments, we can consider in (15) test functions in C1c ((0, 1)×Ω)
(see [6, Remark 8.1.1]).
In the following proposition we show that a density ρ ∈ M+((0, 1) × Ω) solving (14)
can be disintegrated with respect to the Lebesgue measure dt on (0, 1) (see Section 2.1).
To this end, let π : (0, 1)× Ω→ (0, 1) be the projection on the time coordinate.
Proposition 2.5. Assume that (ρ,m, µ) satisfies (15), with ρ ∈ M+((0, 1) × Ω). Then
ρ disintegrates, with respect to dt, as ρ = dt⊗ ρt, where ρt ∈M+(Ω) for a.e. t. Moreover
t 7→ ρt(Ω) is a function of bounded variation, with distributional derivative π#µ. In
particular, if the source µ = 0, then the total mass ρt(Ω) is constant in time.
Proof. In order to apply Theorem 2.2 we need to show that π#ρ≪ dt. Let ϕ˜ ∈ C∞c ((0, 1))
and define the test function ϕ := ϕ˜ ◦ π ∈ Cc((0, 1)×Ω). By plugging ϕ in (15) and using
(12), we get ∫ 1
0
ϕ˜′ d(π#ρ) = −
∫ 1
0
ϕ˜ d(π#µ) ,
so that (π#ρ)
′ = π#µ in the sense of distributions. Since π#µ ∈ M((0, 1)), there exists
u ∈ BV ((0, 1)) such that π#µ = u′. Therefore π#ρ ≪ dt and there exists a Borel family
ρt ∈ M(Ω) such that ρ = dt ⊗ ρt. In particular, since ρt is a Borel family, the map
t 7→ ρt(Ω) is measurable. Moreover it belongs to L1((0, 1)), since∫ 1
0
|ρt(Ω)| dt =
∫
(0,1)×Ω
1 d(dt⊗ ρt) = ρ((0, 1)× Ω)
which is finite by assumption. Finally notice that π#(dt⊗ ρt) = ρt(Ω) dt, which together
with (π#ρ)
′ = π#µ implies that t 7→ ρt(Ω) belongs to BV ((0, 1)), with distributional
derivative given by π#µ. 
For our purposes, we are interested in the fact that ρ admits a trace in time, namely
that the disintegration measures ρt are defined for every t. The following proposition
establishes that. This is a known result, and the proof is obtained by adapting the proof
for the homogeneous case µ = 0 (see [6, Lemma 8.1.2]). For the sake of completeness we
carry out the proof.
Proposition 2.6 (Continuous representative). Let (ρ,m, µ) be a solution of (15), with
ρ ∈ M+((0, 1)×Ω). Let ρt ∈M+(Ω) be the disintegration of ρ with respect to dt. Assume
that m = dt ⊗ (vtρt) and µ = dt ⊗ (gtρt) with vt : (0, 1) × Ω → R2, gt : (0, 1) × Ω → R
measurable functions such that
(17)
∫ 1
0
∫
Ω
|vt(x)| dρt(x) dt <∞ and
∫ 1
0
∫
Ω
|gt(x)| dρt(x) dt <∞ .
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Then there exists a weak* continuous curve t ∈ [0, 1] 7→ ρ˜t ∈ M+(Ω) such that ρt = ρ˜t
a.e. in (0, 1). Moreover for each ϕ ∈ C1c ([0, 1]× Ω) and 0 ≤ t1 ≤ t2 ≤ 1 we have
(18)
∫ t2
t1
∫
Ω
(∂tϕ+∇ϕ · vt + ϕgt) dρt(x) dt =
∫
Ω
ϕ(t2, x) dρ˜t2(x)−
∫
Ω
ϕ(t1, x) dρ˜t1(x) .
Proof. Let a ∈ C∞c ((0, 1)) and b ∈ C∞(Ω). Set ϕ(t, x) := a(t)b(x), so that ϕ is a test
function for (15). Define the map ρt(b) :=
∫
Ω
b(x) dρt(x). Notice that t 7→ ρt(b) is
measurable since ρt is a Borel family. Moreover t 7→ ρt(b) belongs to L1((0, 1)) since∫ 1
0
|ρt(b)| dt ≤ ‖b‖∞ ‖ρ‖M((0,1)×Ω) ≤ ‖b‖C1(Ω) ‖ρ‖M((0,1)×Ω)
where ‖b‖C1(Ω) := max{‖b‖∞ , ‖∇b‖∞}. By testing (15) against ϕ we obtain
(19) −
∫ 1
0
a′(t)ρt(b) dt =
∫ 1
0
a(t)
(∫
Ω
[∇b(x) · vt(x) + b(x)gt(x)] dρt(x)
)
dt ,
so that the weak derivative of ρt(b) is ρ
′
t(b) =
∫
Ω
[∇b(x) · vt(x) + b(x)gt(x)] dρt(x). Notice
that for a.e. t ∈ [0, 1] we have
(20) |ρ′t(b)| ≤ ‖b‖C1(Ω) V (t) ,
where V (t) :=
∫
Ω
(|vt(x)| + |gt(x)|) dρt(x). In particular V ∈ L1((0, 1)) by assumption
(17), so that ρt(b) ∈ W 1,1((0, 1)) with
(21) ‖ρt(b)‖W 1,1((0,1)) ≤ ‖b‖C1(Ω)
(
‖ρ‖M((0,1)×Ω) +
∫ 1
0
V (t) dt
)
.
By the embedding W 1,1((0, 1)) →֒ C([0, 1]) we have that there exists a unique ρ˜t(b) ∈
C([0, 1]) such that ρ˜t(b) = ρt(b) for a.e. t ∈ [0, 1], ‖ρ˜t(b)‖∞ ≤ C ‖b‖C1(Ω) where C > 0
does not depend on b (by (21)), and
(22) ρ˜t(b)− ρ˜s(b) =
∫ t
s
ρ′λ(b) dλ for all s, t ∈ [0, 1] .
By density of C∞(Ω) in C1(Ω), for each t ∈ [0, 1] the map b 7→ ρ˜t(b) can be uniquely
extended to an element of C1(Ω)
∗
, since the maps b 7→ ρt(b) are linear and the extensions
ρ˜t(b) are unique. This defines a bounded curve t 7→ ρ˜t in C1(Ω)∗. Such curve is uniformly
continuous in [0, 1], since (20) and (22) imply
|ρ˜t(b)− ρ˜s(b)| ≤ ‖b‖C1(Ω)
∫ t
s
V (λ) dλ for every b ∈ C1(Ω) .
We are left to prove that ρ˜t ∈ M+(Ω) for each t ∈ [0, 1]. This follows from the fact that
there is a Borel set E ⊂ [0, 1] with |[0, 1]rE| = 0 such that ρt ∈M+(Ω) for every t ∈ E
and {ρt}t∈E is weak* sequentially precompact inM+(Ω), since by Proposition 2.5 we have
that {ρt(Ω)} is a.e. bounded as t 7→ ρt(Ω) belongs to BV ((0, 1)). The weak* continuity of
the curve t ∈ [0, 1] 7→ ρ˜t in M+(Ω) automatically follows from the one in C1(Ω)∗: indeed
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let ϕ ∈ C(Ω) and let {ϕn} be a sequence in C1(Ω) such that ‖ϕn − ϕ‖∞ → 0 as n→∞.
Then it is immediate to check that
sup
t∈[0,1]
|ρ˜t(ϕn)− ρ˜t(ϕ)| ≤ ‖ϕn − ϕ‖∞ sup
t∈[0,1]
ρ˜t(Ω)→ 0 as n→∞ ,
so that t 7→ ρ˜t(ϕ) is continuous, since it is uniform limit of continuous maps t 7→ ρ˜t(ϕn).
Finally let us prove (18). Let ϕ ∈ C1c ([0, 1] × Ω), 0 ≤ t1 ≤ t2 ≤ 1 and define
ϕε(t, x) := aε(t)ϕ(t, x), where aε ∈ C∞c ((t1, t2)) is such that 0 ≤ aε(t) ≤ 1, limε→0 aε(t) =
χ
(t1,t2)(t) for almost every t ∈ [0, 1] and limε→0 a′ε = δt1 − δt2 weakly* in M([0, 1]). By
testing (15) against ϕε and passing to the limit as ε → 0 (invoking the continuity of
t 7→ ∫
Ω
ϕ(t, x) dρ˜t(x) and (17)) we conclude (18). 
In the rest of the paper we will identify ρt with the weak* continuous representative ρ˜t,
and use the notation ρt.
2.3. Narrow continuity results. We define the set Cw([0, 1];M(Ω)) of curves t 7→ ρt
that are continuous with respect to the narrow topology, that is, such that the map
t 7→
∫
Ω
ϕ(x) dρt(x)
is continuous for every fixed ϕ ∈ C(Ω). Positive narrowly continuous curves will be de-
noted as Cw([0, 1];M+(Ω)). In the following we will discuss some compactness properties
of narrowly continuous curves that will be needed in the rest of the paper.
Lemma 2.7. Let ρt ∈ Cw([0, 1];M+(Ω)) and assume that
∂tρ+ div(m) = µ
in the sense of (15) with ρ := dt⊗ρt, m = dt⊗(vtρt), µ = dt⊗(gtρt), where vt : (0, 1)×Ω→
Rd and gt : (0, 1)× Ω→ R are measurable maps such that
(23) E :=
∫ 1
0
∫
Ω
(|vt(x)|2 + |gt(x)|2) dρt(x) dt <∞ .
Set m := mint∈[0,1] ρt(Ω),M := maxt∈[0,1] ρt(Ω) and C := 4(m+ E). Then M ≤ C and
(24)
∣∣∣∣
∫
Ω
ϕ (dρt − dρs)
∣∣∣∣ ≤ ‖ϕ‖C1 √2CE |t− s|1/2 ,
for every ϕ ∈ C1(Ω) and 0 ≤ s ≤ t ≤ 1.
We remark that the above lemma is an easy generalization of Lemma 2.2 in [29], where
the authors prove the same result under the restriction that vt = ∇x gt.
Proof. Since ρt is positive and narrowly continuous, then m and M exist finite. As
in the proof of Proposition 2.6, we obtain that for ϕ ∈ C1(Ω), the weak derivative of
ρt(ϕ) :=
∫
Ω
ϕdρt satisfies
ρ′t(ϕ) =
∫
Ω
(∇ϕ(x) · vt(x) + ϕ(x)gt(x)) dρt(x) .
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In particular by applying twice the Cauchy–Schwarz inequality we get
|ρt(ϕ)− ρs(ϕ)| =
∣∣∣∣
∫ t
s
∫
Ω
(∇ϕ(x) · vλ(x) + ϕ(x)gλ(x)) dρλ(x) dλ
∣∣∣∣
≤
√
M
(∫ t
s
∫
Ω
|∇ϕ(x) · vλ(x) + ϕ(x)gλ(x)|2 dρλ(x) dλ
)1/2
|t− s|1/2
≤ ‖ϕ‖C1
√
2ME |t− s|1/2 .
The proof is concluded if we show that M ≤ C. By applying the above estimate to
ϕ ≡ 1 we get |ρt(Ω) − ρs(Ω)| ≤
√
2ME. If we pick s and t such that ρs(Ω) = m and
ρt(Ω) = M , then we get M ≤ m +
√
2ME ≤ m + √2(M + E)/2, from which follows
M ≤ 4(m+ E). 
Proposition 2.8. If ρt ∈ Cw([0, 1];M(Ω)) then supt∈[0,1] ‖ρt‖M(Ω) <∞ .
Proof. The curve ρt defines a family {ρt}t∈[0,1] of functionals in M(Ω), via ϕ 7→
∫
Ω
ϕdρt.
Since ρt is narrowly continuous, for each fixed ϕ ∈ C(Ω) the map t 7→
∫
Ω
ϕdρt is continu-
ous, hence supt∈[0,1]
∫
Ω
ϕdρt < ∞. By the principle of uniform boundedness we conclude
that supt∈[0,1] ‖ρt‖M(Ω) <∞. 
Proposition 2.9 (A refined version of Ascoli-Arzelà theorem). Let K ⊂ M(Ω) be se-
quentially weak* compact. Let {ρnt } be a sequence of curves ρnt : [0, 1]→M(Ω) with
ρnt ∈ K for every t ∈ [0, 1], n ∈ N,
lim sup
n
‖ρnt − ρns ‖C1(Ω)∗ ≤ ω(t, s) for every t ∈ [0, 1] ,
for some map ω : [0, 1] × [0, 1] → [0,∞) which is continuous, symmetric and such that
ω(t, t) = 0 for every t ∈ [0, 1]. Then there exists a C1(Ω)∗-continuous curve ρt : [0, 1] 7→
M(Ω) and a subsequence {ρnkt } such that
ρnkt
∗
⇀ ρt for every t ∈ [0, 1] .
This is a particular case of [6, Prop 3.3.1] or [11, Lem B4], since (M(Ω), ‖ · ‖C1(Ω)∗) is
a metric space and the C1(Ω)∗-norm is weak* sequentially lower semicontinuous.
2.4. Optimal transport energy. We want to introduce the Hellinger–Fisher–Rao en-
ergy as in [14, 15, 30, 29]). Let d ∈ N, d ≥ 1 and define the convex set
Kδ :=
{
(a, b, c) ∈ R× Rd × R : a+ 1
2
(
|b|2 + c
2
δ2
)
≤ 0
}
,
where δ ∈ (0,∞] is a fixed parameter and c2
∞
= 0 for every c ∈ R. Let Ψδ : R×Rd×R→
[0,∞] be defined as
(25) Ψδ(t, x, y) :=


|x|2+δ2y2
2t
if t > 0 ,
0 if t = |x| = y = 0 ,
∞ otherwise ,
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where∞y2 =∞ for y 6= 0 and∞y2 = 0 for y = 0. Then we have (see [14]) that Ψδ is the
Legendre conjugate of the characteristic function χKδ , that is,
Ψδ(t, x, y) = sup
(a,b,c)∈Kδ
(at + b · x+ cy) for each (t, x, y) ∈ R× Rd × R .
In particular f is convex, lower semicontinuous and 1-homogeneous. Set X := (0, 1)×Ω.
Definition 2.10 (Transport energy). Let ρ, µ ∈M((0, 1)×Ω) andm ∈M((0, 1)×Ω;Rd).
We define the optimal transport energy as
(26) Bδ(ρ,m, µ) := sup
{∫
X
a dρ+
∫
X
b · dm+
∫
X
c dµ : (a, b, c) ∈ C0(X ;Kδ)
}
.
We summarize some of the properties of the functional Bδ that will be needed through-
out this paper. The proof can be easily adapted from the one in [37, Prop 5.18].
Proposition 2.11. The functional Bδ defined in (26) is convex and lower semicontinuous
for the weak* convergence. Moreover it satisfies the following properties:
(i) Bδ(ρ,m, µ) ≥ 0,
(ii) assume that ρ,m, µ≪ λ for some λ ∈M+(X). Then
Bδ(ρ,m, µ) =
∫
X
Ψδ
(
dρ
dλ
,
dm
dλ
,
dµ
dλ
)
dλ ,
where Ψδ is defined in (25),
(iii) if Bδ(ρ,m, µ) <∞ then ρ ≥ 0 and m,µ≪ ρ,
(iv) if ρ ≥ 0 and m,µ ≪ ρ, then we have m = vρ, µ = gρ for some Borel measurable
maps v : X → Rd, g : X → R and
Bδ(ρ,m, µ) =
∫
X
Ψδ(1, v, g) dρ =
1
2
∫
X
(|v|2 + δ2g2) dρ .
The energy Bδ has been used to introduce a distance inM+(Ω) as follows. For ρ0, ρ1 ∈
M+(Ω) define the affine subset A(ρ0, ρ1) of triples
(ρ,m, µ) ∈M+([0, 1]× Ω)×M([0, 1]× Ω;Rd)×M([0, 1]× Ω) .
satisfying the continuity equation with initial data ρ0 and ρ1, in the sense of (16). We
then define the metric dδ by
dδ(ρ0, ρ1)
2 := min
(ρ,m,µ)∈A(ρ0 ,ρ1)
Bδ(ρ,m, µ) ,
where the minimum is indeed obtained and yields a metric, see [14]. For δ = ∞, the
energy B∞ is called Benamou–Brenier energy [7] and d∞ corresponds (up to a factor) to
the 2-Wasserstein metric defined as
W2(ρ0, ρ1)
2 := min
{∫
Ω×Ω
|x− y|2 dγ : γ ∈M+(Ω× Ω), (πx)#γ = ρ0, (πy)#γ = ρ1
}
where πx and πy are the projections on the first and second component respectively. This
metric describes work needed to optimally shift the mass distribution from ρ0 to ρ1 where
the cost of moving from x to y is given by the squared euclidean distance |x− y|2.
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In the context of the inverse problem (1), we do not have the initial and final distri-
bution ρ0 and ρ1 available but indirect measurements on the whole time interval [0, 1].
We therefore drop the boundary conditions for ρ and use Bδ subject to the continuity
equation in the sense of (15) as a regularization functional. As already pointed out, by
disintegrating (ρ,m, µ) to ρ = dt⊗ ρt, m = dt⊗ (vtρt) and µ = dt⊗ (gtρt), this leads to
the energy
(27)
1
2
∫ 1
0
∫
Ω
|vt(x)|2 + δ2|gt(x)|2 dρt(x) dt ,
subject to the constraints ∂tρt + div(vtρt) = gtρt and no-flux boundary conditions for m
on the spatial boundary (0, 1)× ∂Ω.
3. Time dependent Bochner spaces
In this section we construct a class of Bochner spaces of Hilbert spaces valued functions,
where the Hilbert space can vary in time. Here the underlying measure space is the
unit interval with the Lebesgue measure. This can however be easily generalized to
arbitrary measure spaces. For our purposes Hilbert space valued functions are sufficient.
A generalization to Banach spaces valued functions seems possible but it is out of the
scope of this paper.
More precisely, our setting will be the following. Let {Ht} for t ∈ [0, 1] be a family of real
Hilbert spaces with norms and scalar products denoted by ‖·‖Ht and 〈·, ·〉Ht , respectively.
The interval [0, 1] is equipped with the Lebesgue measure. As usual, for a Lebesgue
measurable set E ⊂ [0, 1] we denote by |E| its measure and by χE its characteristic
function, defined as χE(t) = 1 if t ∈ E and χE(t) = 0 otherwise. Let H := ∪t∈[0,1]Ht.
We will denote by f : [0, 1] → H maps such that f(t) ∈ Ht for a.e. t ∈ [0, 1]. We say
that g = f if the equality holds a.e. in [0, 1]. Moreover we say that fn → f a.e. if
limn ‖fn(t)− f(t)‖Ht = 0 for a.e. t ∈ [0, 1]. Let D be a real Banach space with norm
denoted by ‖·‖D and duality by 〈·, ·〉D∗,D. Assume that for a.e. t ∈ [0, 1] there exists a
linear continuous operator it : D → Ht with the following properties:
(H1) ‖it‖ ≤ C for some constant C > 0 not depending on t,
(H2) it(D) is dense in Ht,
(H3) the map from [0, 1] to R defined by t 7→ 〈itϕ, itψ〉Ht is Lebesgue measurable for
every fixed ϕ, ψ ∈ D.
The adjoint of it is i
∗
t : Ht → D∗ and it is defined by 〈i∗th, ϕ〉D∗,D := 〈h, itϕ〉Ht for every
h ∈ Ht, ϕ ∈ D (here we identified Ht with its dual). Notice that from (H1) it follows that
i∗t : Ht → D∗ is linear continuous and such that ‖i∗t‖ ≤ C. Moreover from (H2) we have
that i∗t is injective.
As mentioned above, the aim of this section is to define a concept of integrability for
functions f : [0, 1]→ H . In order to do that we will closely follow the approach to define
classic Bochner spaces (see [20]). For reader’s convenience we will recall classical Bochner
theory in Section 3.1. We will then proceed to define suitable notions of measurability
in Section 3.2, and establish the equivalent of the classic Pettis measurability theorem
(see Theorem 3.17). In Section 3.3 we define integrability for maps f : [0, 1] → H and
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characterize it in Theorem 3.22. We will then proceed to define the time dependent
Bochner spaces Lp([0, 1];H). We will also remark some basic properties of integrable
functions that will be needed in this paper. Note that we will not define an integral with
values in ∪t∈[0,1]Ht. However if f : [0, 1] → H , then i∗t f : [0, 1] → D∗ and it makes sense
to investigate whether i∗t f is integrable in a classic sense, if we assume integrability for f .
Specifically, in Proposition 3.28, we will see that i∗tf is always Gelfand integrable (weak
integral in D∗). However i∗t f is not Bochner integrable (strong integral in D
∗), unless
we make further assumptions, as for example the ones provided in Proposition 3.32. We
will also provide counterexamples (see Examples 3.30, 3.31) where the assumptions of
Proposition 3.32 are violated and indeed we have no strong integrability for i∗tf .
3.1. Classic vector valued integration. In this section X will be a Banach space and
[0, 1] ⊂ R is equipped with the Lebesgue measure. We denote with ‖·‖X the norm on X,
with 〈·, ·〉X∗,X the duality pairing and with B the σ-algebra of Borel subsets of [0, 1]. For
the following definitions the reader may refer to [3, 20].
Definition 3.1 (Mesurability). A step function is a map f =
∑n
j=1
χ
Ejxj , where n ∈ N,
xj ∈ X and {Ej} is a measurable partition of [0, 1]. A function f : [0, 1]→ X is strongly
measurable if there exists a sequence of step functions {fn} such that ‖fn(t)− f(t)‖X → 0
for a.e. t ∈ [0, 1]. We say that f : [0, 1] → X is weakly measurable if t 7→ 〈x∗, f(t)〉X∗,X
is Lebesgue measurable for each x∗ ∈ X∗. A map f : [0, 1] → X∗ is weak* measurable
if t 7→ 〈f(t), x〉X∗,X is Lebesgue measurable for each x ∈ X. A map f : [0, 1] → X is
essentially separably valued if there exists E ∈ B with |E| = 0, such that f([0, 1]r E) is
a norm separable subset of X.
The following theorem relates the notions of measurability on X ([20, Ch II.1, Thm
2]).
Theorem 3.2 (Pettis). A map f : [0, 1] → X is strongly measurable if and only if it is
weakly measurable and essentially separably valued.
If in addition X is separable, then every map f : [0, 1] → X is essentially separably
valued and strong measurability is equivalent to weak measurability.
Definition 3.3 (Measures). A set function µ : B → X is called a measure if it is countably
additive in the norm topology, that is, if limn
∥∥µ(E)− ∪nj=1µ(Ej)∥∥X = 0 for each countable
and measurable partition {Ej} of E. We say that µ is continuous if lim|E|→0 µ(E) = 0
in the norm topology of X. The total variation of µ is the scalar measure |µ| defined
by |µ|(E) := suppi
∑
A∈pi ‖µ(A)‖X where π is the collection of all the finite measurable
partitions of E. If |µ|([0, 1]) <∞ we say that µ is a measure of bounded variation.
Definition 3.4 (Bochner integral). A strongly measurable map f : [0, 1]→ X is Bochner
integrable if there exists a sequence fn of step functions such that
lim
n
∫ 1
0
‖fn(t)− f(t)‖X dt = 0 .
In this case we define the Bochner integral of f over a measurable set E ⊂ [0, 1] as∫
E
f dt := limn
∫
E
fn dt, where
∫
E
fn dt :=
∑Nn
j=1 |E ∩ En,j|xn,j if fn =
∑Nn
j=1
χ
En,jxn,j.
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A characterization of Bochner integrable functions is given by the following theorem
([20, Ch II.2, Thm 2]).
Theorem 3.5. Let f : [0, 1]→ X. Then f is Bochner integrable if and only if the scalar
integral
∫ 1
0
‖f(t)‖X dt is finite.
We now list some other useful properties of the Bochner integral.
Remark 3.6 (Properties of the Bochner integral). The Bochner integral is linear with
respect to the integrand. Let f : [0, 1]→ X be Bochner integrable. Then for each E ∈ B
we have
∥∥∫
E
f dt
∥∥
X
≤ ∫
E
‖f(t)‖X dt. Moreover µ : B → X defined by µ(E) :=
∫
E
f dt is
a continuous measure of bounded variation, with |µ|(E) = ∫
E
‖f(t)‖X dt for every E ∈ B
([20, Ch II.2, Thm 4]).
Definition 3.7 (Bochner space). Let 1 ≤ p < ∞. We define Lp([0, 1];X) to be the
set of Bochner integrable functions f : [0, 1] → X such that ∫ 1
0
‖f(t)‖pX dt < ∞. For
p =∞ we define L∞([0, 1];X) to be the set measurable functions f : [0, 1]→ X such that
ess supt∈[0,1] ‖f(t)‖X <∞. Here we make the usual a.e. identification of functions.
For p ≥ 1 it is possible to see that Lp([0, 1];X) and L∞([0, 1];X) are Banach spaces with
the norms ‖f‖p :=
(∫ 1
0
‖f(t)‖pX dt
)1/p
and ‖f‖∞ := ess supt∈[0,1] ‖f(t)‖X respectively.
Definition 3.8 (Gelfand integral). A weak* measurable map f : [0, 1] → X∗ is Gelfand
integrable over E ∈ B if there exists IE(f) ∈ X∗ such that
〈IE(f), x〉X∗,X =
∫
E
〈f(t), x〉X∗,X dt ,
for each x ∈ X. The element IE(f) ∈ X∗ is called the Gelfand integral of f over E.
The following theorem gives a sufficient condition for Gelfand integrability ([3, Thm
11.52]).
Theorem 3.9. Assume that f : [0, 1]→ X∗ is weak* measurable and that t 7→ 〈f(t), x〉X∗,X
belongs to L1([0, 1]) for each fixed x ∈ X. Then f is Gelfand integrable.
Some useful properties of the Gelfand integral are listed in the following remark.
Remark 3.10 (Properties of the Gelfand integral). The Gelfand integral is linear with
respect to the integrand. If a map f : [0, 1]→ X∗ is strongly measurable (with respect to
the norm topology on X∗) then it is also weak* measurable ([3, Ch 11.9]). If in addition
f is Bochner integrable, then it is Gelfand integrable and the two integrals coincide, that
is,
∫
E
f dt = IE(f) for each E ∈ B ([3, Thm 11.50]).
If a map f : [0, 1]→ X∗ is Gelfand integrable then µ : B → X∗ defined by µ(E) := IE(f)
is a continuous measure, not necessarily of bounded variation ([20, Ch II.3, Thm 5]).
3.2. Measurability in time dependent spaces. In this section we introduce some
measurability notions that generalize Definition 3.1 to maps f : [0, 1]→ H , and prove our
version of Pettis’ Theorem.
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Definition 3.11 (Step function). A map f : [0, 1] → D is said to be a step function if
f =
∑N
j=1
χ
Ejϕj with N ∈ N, ϕj ∈ D and Ej Lebesgue measurable pairwise disjoint
subsets of [0, 1].
Definition 3.12 (Strong measurability). We say that f : [0, 1]→ H is strongly measurable
if there exists a sequence {fn} of step functions fn : [0, 1]→ D such that
lim
n
‖itfn(t)− f(t)‖Ht = 0
for a.e. t ∈ [0, 1].
Definition 3.13 (Weak measurability). Let f : [0, 1]→ H . Then f is weakly measurable
if the map t 7→ 〈itϕ, f(t)〉Ht is Lebesgue measurable for each fixed ϕ ∈ D.
Definition 3.14 (Separably valued). Let f : [0, 1] → H . We say that f is essentially
separably valued if there exist a measurable set E ⊂ [0, 1] with |E| = 0 and a countable
subset S ⊂ D with the following property: for every ε > 0 and t ∈ [0, 1]rE, there exists
an element ϕ ∈ S such that
‖itϕ− f(t)‖Ht < ε .
Notice that if Ht ≡ H for each t ∈ [0, 1], with H fixed Hilbert space, and D = H (and
so itϕ = ϕ), then Definitions 3.11, 3.12, 3.13, 3.14 are equivalent to the classic ones given
in Definition 3.1.
Remark 3.15. Let f =
∑N
j=1
χ
Ejϕj be a step function and fix p ≥ 1. Then the map
t→ ‖itf(t)‖pHt is Lebesgue measurable and the integral
∫ 1
0
‖itf(t)‖pHt dt is finite.
To see it, first notice that
‖itf(t)‖2Ht =
N∑
j=1
χ
Ej (t)〈itϕj , itϕj〉Ht ,
so that the map t 7→ ‖itf(t)‖2Ht is measurable by (H3). Hence also the map t 7→ ‖itf(t)‖pHt
is measurable. Moreover we have
∫ 1
0
‖itf(t)‖pHt dt <∞, since by (H1)∫ 1
0
‖itf(t)‖pHt dt =
N∑
j=1
∫
Ej
‖itϕj‖pHt dt ≤ Cp
N∑
j=1
|Ej| ‖ϕj‖pD <∞ .
Remark 3.16. It is easy to check that strong measurability is stable under sums, scalar
multiplication and pointwise a.e. convergence.
Moreover if f : [0, 1]→ H is strongly measurable then the map t 7→ ‖f(t)‖Ht is Lebesgue
measurable. Indeed since f is strongly measurable, then there exist step functions fn such
that ‖itfn(t)− f(t)‖Ht → 0 for a.e. t ∈ [0, 1]. Since t 7→ ‖itfn(t)‖Ht is measurable for every
fixed n (see Remark 3.15) and ‖itfn(t)‖Ht → ‖f(t)‖Ht for a.e. t, then also t 7→ ‖f(t)‖Ht
is measurable.
For the above definitions we have the analogous of the classic Pettis measurability
Theorem (see Theorem 3.2).
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Theorem 3.17 (Pettis). Let f : [0, 1]→ H. Then f is strongly measurable if and only if
the following conditions hold:
(i) f is weakly measurable,
(ii) f is essentially separably valued.
Before proceeding to the proof, for the sake of clarity, we state a version of Egoroff’s
Theorem adapted to our setting.
Proposition 3.18 (Egoroff). Let fn, f : [0, 1]→ H be strongly measurable and such that
limn ‖fn(t)− f(t)‖Ht = 0 for a.e. t ∈ [0, 1]. Then for each fixed ε > 0 there exists a
Lebesgue measurable set E ⊂ [0, 1] with |E| < ε and such that fn → f uniformly in
[0, 1]r E, that is,
(28) lim
n
sup
t∈[0,1]rE
‖fn(t)− f(t)‖Ht = 0 .
Proof. The proof follows by replacing absolute values with the Ht norms in the proof of
the classic Egoroff Theorem. Indeed, since fn, f : [0, 1] → H are assumed to be strongly
measurable, the map t 7→ ‖fn(t)− f(t)‖Ht is Lebesgue measurable (see Remark 3.16).
Then the sets Ek(n) := ∪m≥k{t ∈ [0, 1] : ‖fm(t)− f(t)‖Ht ≥ 1/n} are measurable for
each fixed n, k ∈ N. Moreover, for n fixed, we have that Ek+1(n) ⊂ Ek(n) and |Ek(n)| ց 0
as k → ∞, since we are assuming that fn → f a.e. in [0, 1]. Let {kn} be an increasing
sequence of indices such that |Ekn(n)| < ε/2n. It is immediate to see that the measurable
set E := ∪∞n=1Ekn(n) satisfies (28). 
Proof of Theorem 3.17. Part 1. Assume that f is strongly measurable. Hence there
exists a sequence {fn} of step functions fn : [0, 1] → D with fn =
∑Nn
j=1
χ
En,jϕn,j such
that
(29) lim
n
‖itfn(t)− f(t)‖Ht = 0 for a.e. t ∈ [0, 1] .
In order to show (i) we fix ϕ ∈ D and prove that the function θ : [0, 1] → R defined
by θ(t) := 〈itϕ, f(t)〉Ht is Lebesgue measurable. Set θn(t) := 〈itϕ, itfn(t)〉Ht for t ∈ [0, 1].
Clearly θn is measurable for each fixed n, by (H3). Moreover using Cauchy–Schwarz and
(H1) yields
|θn(t)− θ(t)| = |〈itϕ, itfn(t)− f(t)〉Ht | ≤ C ‖ϕ‖D ‖itfn(t)− f(t)‖Ht ,
so that θn → θ for a.e. t ∈ [0, 1] by (29), which implies that θ is measurable.
We will now show (ii). By definition the functions itfn : [0, 1] → H are strongly mea-
surable. Hence by Proposition 3.18 and (29), for every n ∈ N there exists a measurable
set En ⊂ [0, 1] with |En| ≤ 1/n and such that
(30) lim
n
‖itfn(t)− f(t)‖Ht = 0 uniformly on [0, 1]rEn .
Define the countable set
S :=
∞⋃
n=1
fn([0, 1]) ⊂ D .
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Let E := ∩∞n=1En so that |E| = 0. Fix ε > 0 and t ∈ [0, 1] r E. Hence there exists an
index n ∈ N such that t ∈ [0, 1]r En. By (30) we conclude that ‖itfn(t)− f(t)‖Ht < ε,
for sufficiently large n. Therefore Definition 3.14 is satisfied by setting ϕ := fn(t).
Part 2. Assume that (i)-(ii) hold. Let S = {ϕn} ⊂ D be the countable subset and
E ⊂ [0, 1] with |E| = 0 the set that satisfy Definition 3.14. Define functions ψn : [0, 1]→ R
as
ψn(t) :=


1
‖itϕn‖Ht
if itϕn 6= 0 ,
0 otherwise .
Notice that ψn is Lebesgue measurable for each fixed n, since t 7→ ‖itϕn‖Ht is measurable
by (H3). We have that
(31) ‖f(t)‖Ht = sup
n
ψn(t)|〈itϕn, f(t)〉Ht |
for all t ∈ [0, 1]rE. Indeed the supremum never exceeds ‖f(t)‖Ht by the Cauchy–Schwarz
inequality. Conversely, if f(t) = 0 the equality is trivial. Now assume that f(t) 6= 0. Fix
0 < ε < ‖f(t)‖Ht/2. Then by (ii) there exists ϕn ∈ S such that ‖itϕn − f(t)‖Ht < ε. In
particular itϕn 6= 0. Then
‖f(t)‖Ht < ε+ ‖itϕn‖Ht = ε+ ψn(t)|〈itϕn, itϕn〉Ht |
≤ ε+ ψn(t)|〈itϕn, itϕn − f(t)〉Ht |+ ψn(t)|〈itϕn, f(t)〉Ht |
≤ 2ε+ ψn(t)|〈itϕn, f(t)〉Ht | ≤ 2ε+ sup
n
ψn(t)|〈itϕn, f(t)〉Ht | ,
and since ε is arbitrarily small we conclude. Notice that the map t 7→ |〈itϕn, f(t)〉Ht | is
Lebesgue measurable by weak measurability of f and so
t 7→ ψn(t)|〈itϕn, f(t)〉Ht |
is measurable since it is a product of measurable functions (for each fixed n). Since the
countable pointwise supremum of measurable functions is measurable, by (31) we conclude
that t 7→ ‖f(t)‖Ht is Lebesgue measurable. Also the map θn(t) := ‖f(t)− itϕn‖Ht is
Lebesgue measurable for every fixed n because
‖f(t)− itϕn‖2Ht = ‖f(t)‖2Ht − 2〈itϕn, f(t)〉Ht + ‖itϕn‖2Ht
is a sum of measurable functions, since the second element is measurable by (i) and the
third by (H3). Now let ε > 0 be fixed. Define measurable sets
En := {t ∈ [0, 1] : θn(t) < ε} ,
and g : [0, 1]→ D by
g(t) :=
{
ϕn if t ∈ En r
⋃n−1
j=1 Ej for some n ,
0 otherwise .
Note that for t ∈ [0, 1] \ E there exists some index n such that ‖f(t)− itϕn‖Ht < ε.
Therefore, by picking the smallest n such that this condition is verified, we have g(t) = ϕn.
Since this is true for each t ∈ [0, 1] \E, this means that ‖f(t)− itg(t)‖Ht < ε a.e. in [0, 1].
Hence we can approximate f essentially uniformly by itg(t) with g countably valued.
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Consequently, by choosing ε = 1/n we can produce a sequence {gn} of countably valued
functions gn : [0, 1]→ D such that
(32) ‖f(t)− itgn(t)‖Ht < 1/n for every t ∈ E ,
where |[0, 1] \ E| = 0. Note that by definition gn =
∑∞
j=1
χ
En,jϕn,j with {En,j}j∈N mea-
surable partition of [0, 1]. Therefore for every n ∈ N, there exists kn such that the set
∪knj=1En,j satisfies
(33)
∣∣∣∣∣[0, 1]r
kn⋃
j=1
En,j
∣∣∣∣∣ < 1n2 .
Let
Fn :=
∞⋂
s=n
ks⋃
j=1
Es,j , F :=
∞⋃
n=1
Fn .
In this way |[0, 1]rF | = 0 by (33), since |[0, 1]r Fn| ≤
∑∞
s=n
1
s2
→ 0 as n→∞. Now de-
fine step functions fn : [0, 1]→ D obtained by truncating gn, that is, fn :=
∑kn
j=1
χ
En,jϕn,j.
If we prove that
(34) lim
n
‖f(t)− itfn(t)‖Ht = 0 for every t ∈ F ∩ E ,
then we conclude that f is strongly measurable, since |[0, 1]r (F ∩ E)| = 0. In order to
show (34), fix ε > 0 and t ∈ F ∩ E. By using (32) and (H1) we have
(35)
‖f(t)− itfn(t)‖Ht ≤ ‖f(t)− itgn(t)‖Ht + ‖itgn(t)− itfn(t)‖Ht
<
1
n
+ C
∥∥∥∥∥
∞∑
j=kn+1
χ
En,j (t)ϕn,j
∥∥∥∥∥
D
for every n ∈ N. Since t ∈ F , by definition of F , there exists some index Nt such that
t ∈ FNt . Therefore we have that t ∈ ∪knj=1En,j for every n ≥ Nt, so that
(36)
∞∑
j=kn+1
χ
En,j(t)ϕn,j = 0 for each n ≥ Nt .
By setting nε,t := max{Nt, 1/ε}, from (35)–(36) we conclude
‖f(t)− itfn(t)‖Ht < ε for every n ≥ nε,t
and (34) follows. 
As a consequence of the above proof we have the following corollary.
Corollary 3.19. Let f : [0, 1] → H. Then f is strongly measurable if and only if it is
the a.e. uniform limit of a sequence {fn} of functions fn : [0, 1]→ D which are countably
valued, that is, if
lim
n
‖itfn(t)− f(t)‖Ht = 0
uniformly for a.e. t ∈ [0, 1], for some fn =
∑∞
j=1
χ
En,jϕnj with ϕnj ∈ D and {En,j}j∈N
measurable and pairwise disjoint subsets of [0, 1].
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Proposition 3.20 (Separable case). If D is separable, then strong measurability is equiv-
alent to weak measurability.
Proof. This is a consequence of Theorem 3.17. Indeed let S = {ϕn} be a countable dense
subset of D. Then by hypotheses (H1)–(H2) it is immediate to see that {itϕn} is dense
in Ht (and hence Ht is separable): indeed fix ε > 0 and h ∈ Ht. By (H2) we have that
there exists ϕ ∈ D such that ‖h− itϕ‖Ht < ε/2. Let ϕn be such that ‖ϕ− ϕn‖D < ε/2C
where C is the constant given in (H1). Then ‖h− itϕn‖Ht < ε by triangle inequality and
(H1). In this case every function f : [0, 1]→ H is essentially separably valued. Hence by
Theorem 3.17, f is strongly measurable if and only if it is weakly measurable. 
3.3. Integration and Lp spaces.
Definition 3.21 (Integrability). Let f : [0, 1] → H be strongly measurable according to
Definition 3.12. We say that f is integrable if there exists a sequence {fn} of step functions
fn : [0, 1]→ D such that
(37) lim
n
∫ 1
0
‖itfn(t)− f(t)‖Ht dt = 0 .
Notice that the definition is well posed, since the map t→ ‖itfn(t)− f(t)‖Ht is Lebesgue
measurable for each fixed n (see Remark 3.16), hence its integral is well defined.
The following characterization theorem holds.
Theorem 3.22 (Characterization of integrability). Let f : [0, 1] → H be strongly mea-
surable. Then the following statements are equivalent:
(i) f is integrable,
(ii)
∫ 1
0
‖f(t)‖Ht dt <∞.
Proof. Assume that f is integrable. By (37), for sufficiently large N we have∫ 1
0
‖f(t)‖Ht dt ≤
∫ 1
0
‖itfN (t)− f(t)‖Ht dt+
∫ 1
0
‖itfN(t)‖Ht dt < 1 +
∫ 1
0
‖itfN (t)‖Ht dt
and the thesis follows by Remark 3.15, since fN is a step function.
Conversely, assume (ii). Since f is strongly measurable, by Corollary 3.19 there exists
a sequence {gn} of countably valued maps gn : [0, 1]→ D such that
‖itgn(t)− f(t)‖Ht < 1/n
for a.e. t ∈ [0, 1]. In particular ‖itgn(t)‖Ht ≤ ‖f(t)‖Ht+1/n, so that
∫ 1
0
‖itgn(t)‖Ht dt <∞.
By construction
gn(t) =
∞∑
j=1
χ
En,jϕn,j
with sets En,j measurable and pairwise disjoint. Hence there exists a sequence {kn} in N
such that
∞∑
j=kn+1
∫
En,j
‖itgn(t)‖Ht dt <
1
n
.
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Therefore by setting fn(t) :=
∑kn
j=1
χ
En,jϕn,j we obtain∫ 1
0
‖itfn(t)− f(t)‖Ht dt ≤
∫ 1
0
‖itgn(t)− f(t)‖Ht dt+
∫ 1
0
‖itfn(t)− itgn(t)‖Ht dt <
2
n
and (i) follows. 
Theorem 3.23 (Dominated convergence). Let {fn} be a sequence of integrable functions
fn : [0, 1]→ H. Assume that fn → f a.e. in [0, 1] and that there exists g ∈ L1([0, 1]) such
that ‖fn(t)‖Ht ≤ g(t) a.e. in [0, 1]. Then f is integrable and
(38) lim
n
∫ 1
0
‖fn(t)− f(t)‖Ht dt = 0 .
Proof. Since fn → f a.e., the map f in strongly measurable and θn(t) := ‖fn(t)− f(t)‖Ht
is Lebesgue measurable. By assumption we have that θn → 0 and θn ≤ 2g a.e. in [0, 1].
Therefore, by the classic dominated convergence theorem, each θn is integrable and (38)
holds. Finally, for n arbitrary, we have∫ 1
0
‖f(t)‖Ht dt ≤
∫ 1
0
‖fn(t)− f(t)‖Ht dt+
∫ 1
0
‖fn(t)‖Ht dt <∞
by integrability of θn and Theorem 3.22. One more application of Theorem 3.22 implies
that f is integrable. 
Definition 3.24 (Lp space). Fix 1 ≤ p < ∞. We define the space of the p-integrable
functions
(39) Lp([0, 1];H) :=
{
f : [0, 1]→ H : f strongly measurable ,
∫ 1
0
‖f(t)‖pHt dt <∞
}
.
For p =∞ we define
(40)
L∞([0, 1];H) :=
{
f : [0, 1]→ H : f strongly measurable , ess sup
t∈[0,1]
‖f(t)‖Ht <∞
}
.
Here we identify functions that coincide almost everywhere.
Notice that definitions (39)–(40) are well posed. Indeed since f is strongly measurable,
then the map t 7→ ‖f(t)‖pHt is measurable (Remark 3.16), and hence
∫ 1
0
‖f(t)‖pHt dt and
ess supt∈[0,1] ‖f(t)‖Ht are well defined (possibly infinite).
Remark 3.25. If Ht ≡ H with H fixed Hilbert space and D = H , then Lp([0, 1];H) and
L∞([0, 1;H ]) coincide with the respective classic Bochner spaces (see Definition 3.7).
Theorem 3.26. Let 1 ≤ p <∞. Then Lp([0, 1];H) equipped with the norm
‖f‖Lp :=
(∫ 1
0
‖f(t)‖pHt dt
)1/p
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is a Banach space. For p = ∞ we have that L∞([0, 1];H) is a Banach space with the
norm
‖f‖L∞ := ess sup
t∈[0,1]
‖f(t)‖Ht .
In particular L2([0, 1];H) is a Hilbert space with the inner product
〈f, g〉L2 :=
∫ 1
0
〈f(t), g(t)〉Ht dt .
Proof. The fact that ‖·‖Lp and ‖·‖L∞ are norms follows immediately from the classic case
as well as the fact that the map t 7→ ‖f(t)‖pHt is measurable for each p ≥ 1, when f is
assumed to be strongly measurable. Moreover 〈·, ·〉L2 is an inner product, since the spaces
Ht are Hilbert. In order to show completeness, it is sufficient to follow the lines of the
proof of the classic Riesz–Fischer theorem which we provide for the sake of a self-contained
presentation. Let 1 ≤ p <∞ and let {fn} be a Cauchy sequence in Lp([0, 1];H). In any
normed linear space, a Cauchy sequence having a convergent subsequence converges to
the same limit. Therefore, up to extracting a subsequence, we can assume that
(41) ‖fm − fn‖Lp <
1
2n
for every n and m > n .
For every n ∈ N define measurable sets En := {t ∈ [0, 1] : ‖fn+1(t)− fn(t)‖Ht ≥ 1/n2},
so that χEn(t)/n
2 ≤ ‖fn+1(t)− fn(t)‖Ht a.e. in [0, 1] and |En| < n2p/2np by (41). In
particular one has
∑
n |En| <
∑
n n
2p/2np <∞. Define Fn := ∪m≥nEm, so that {Fn} is a
nested sequence of measurable sets, with |Fn| ≤
∑
m≥nm
2p/2mp → 0 as n→ ∞. Finally
set F := ∩nFn, which satisfies |F | = 0. By definition, if t ∈ [0, 1]r F , then
‖fn+1(t)− fn(t)‖Ht <
1
n2
for sufficiently large n .
Hence for t ∈ [0, 1]r F , m > n and n sufficiently large one has
‖fm(t)− fn(t)‖Ht ≤
∑
j≥n
‖fj+1(t)− fj(t)‖Ht <
∑
j≥n
1
j2
,
and since
∑
j≥n 1/j
2 → 0 as n → ∞, we conclude that {fn(t)} is a Cauchy sequence
in Ht. For t ∈ [0, 1] r F denote by f(t) ∈ Ht the strong limit of {fn(t)}, which exists
since Ht is complete. For t ∈ F set f(t) = 0. This defines a map f : [0, 1]→ H , which is
strongly measurable since it is the a.e. pointwise limit of a sequence of strongly measurable
maps (see Remark 3.16). Moreover, by the a.e. pointwise convergence, we also have that
‖fn(t)‖Ht → ‖f(t)‖Ht as n → ∞ for a.e. t. Since the maps t 7→ ‖fn(t)‖Ht , t 7→ ‖f(t)‖Ht
are measurable we can apply Fatou’s Lemma and obtain that∫ 1
0
‖f(t)‖pHt dt ≤ lim infn
∫ 1
0
‖fn(t)‖pHt dt <∞ ,
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where the last term is bounded since {fn} is a Cauchy sequence in Lp([0, 1];H). The above
inequality implies f ∈ Lp([0, 1];H). Finally, one more application of Fatou’s Lemma yields∫ 1
0
‖fn(t)− f(t)‖pHt dt ≤ lim infm
∫ 1
0
‖fn(t)− fm(t)‖pHt dt
and by (41) we conclude that ‖fn − f‖Lp → 0 as n→∞.
Now let p = ∞ and let {fn} be a Cauchy sequence in L∞([0, 1];H). For m,n ∈ N
define measurable sets Em,n := {t ∈ [0, 1] : ‖fn(t)− fm(t)‖Ht > ‖fn − fm‖L∞}. Since
t 7→ ‖fn(t)‖Ht is measurable and belongs to L∞([0, 1]) by assumption, we have that‖fn(t)− fm(t)‖Ht ≤ ‖fn − fm‖L∞ for a.e. t ∈ [0, 1], so that |Em,n| = 0. Define E :=∪m,nEm,n and note that |E| = 0. By definition we have
(42) ‖fn(t)− fm(t)‖Ht ≤ ‖fn − fm‖L∞ for every t ∈ [0, 1]rE , m, n ∈ N .
Therefore, for each t ∈ [0, 1]rE, {fn(t)} is a Cauchy sequence in Ht. Denote by f(t) ∈ Ht
its strong limit. For t ∈ E set f(t) = 0. In this way the map f : [0, 1]→ H is strongly mea-
surable, since it is the a.e. pointwise limit of strongly measurable maps (Remark 3.16). For
t ∈ [0, 1]rE and m sufficiently large we have ‖f(t)− fm(t)‖Ht ≤ supn≥m ‖fn − fm‖L∞ <
1. Hence ‖f‖L∞ < ‖fm‖L∞+1 <∞, which implies f ∈ L∞([0, 1];H). Finally, notice that
limn ‖fn(t)− f(t)‖Ht = 0 uniformly in [0, 1] r E, since the estimate in (42) is uniform.
Therefore ‖fn − f‖L∞ → 0 as n→∞. 
Example 3.27 (Narrowly continuous curves). Let Ω ⊂ Rd be an open bounded domain
with d ∈ N, d ≥ 1. Let ρt ∈ Cw([0, 1];M+(Ω)) and consider D = C(Ω) with the
supremum norm, Ht := L
2
ρt(Ω) with the norm ‖h‖2Ht :=
∫
Ω
|h(x)|2 dρt(x). For t ∈ [0, 1]
let it : D → Ht given by itϕ = ϕ. In this way (H2) is satisfied. For (H1), notice that
it is linear and continuous, with ‖it‖2 ≤ ρt(Ω). By narrow continuity of ρt we have that
t 7→ ρt(Ω) is continuous, therefore supt∈[0,1] ‖ρt‖M(Ω) < ∞ and (H1) follows. Finally let
ϕ, ψ ∈ D. Then we have that the map
t 7→ 〈itϕ, itψ〉Ht =
∫
Ω
ϕ(x)ψ(x) dρt(x) ,
is continuous by narrow continuity of ρt. Hence also (H3) is satisfied. Therefore we can
define the space Lp([0, 1];H) for each p ≥ 1. Notice that in this case L2([0, 1];H) is
isometric to L2ρ([0, 1]× Ω), where ρ := dt⊗ ρt.
We are now interested in investigating integrability properties for i∗tf : [0, 1]→ D∗ when
f ∈ L1([0, 1];H). Since the range of i∗tf belongs to the fixed space D∗, it makes sense
to check whether it is integrable in a classic sense. Specifically we will see that i∗tf is
always weakly (Gelfand) integrable. Moreover the Gelfand integral of i∗tf enjoys more
properties compared to the general case (Remark 3.10). These facts will be established in
Proposition 3.28. On the other hand, i∗t f is not always strongly (Bochner) integrable, as
we will see in Examples 3.30, 3.31. The problem here is that i∗tf is not strongly measurable
in general. Finally in Proposition 3.32 we will give sufficient conditions under which i∗tf
is Bochner integrable.
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Proposition 3.28. Assume that f ∈ L1([0, 1];H). Then i∗t f is Gelfand integrable over
each measurable set E ⊂ [0, 1] and
(43) 〈IE(i∗t f), ϕ〉D∗,D =
∫
E
〈itϕ, f(t)〉Ht dt ,
for every ϕ ∈ D. Moreover the following properties hold:
(i) ‖IE(i∗t f)‖D∗ ≤ C
∫
E
‖f(t)‖Ht dt,
(ii) if fn → f in L1([0, 1];H) then IE(i∗t fn)→ IE(i∗t f) in D∗,
(iii) µ(E) := IE(i
∗
tf) is a D
∗-valued continuous measure of bounded variation, with
(44) |µ|(E) ≤ C
∫
E
‖f(t)‖Ht dt
for every E measurable,
(iv) if f, g ∈ L2([0, 1];H) and IE(i∗t f) = IE(i∗t g) for every E measurable, then f = g
almost everywhere.
If in addition D is separable, then t 7→ ‖i∗t f(t)‖D∗ is measurable and we can replace
C
∫
E
‖f(t)‖Ht dt with
∫ 1
0
‖i∗t f(t)‖D∗ dt in (i) and (iii).
Proof. Let ϕ ∈ D. By duality one has
(45) 〈i∗t f(t), ϕ〉D∗,D = 〈f(t), itϕ〉Ht .
Therefore i∗t f is weak* measurable since f : [0, 1]→ H is weak measurable. By (H1),∫ 1
0
|〈i∗tf(t), ϕ〉D∗,D| dt =
∫ 1
0
|〈itϕ, f(t)〉Ht | dt ≤ C ‖ϕ‖D
∫ 1
0
‖f(t)‖Ht dt <∞
since f is integrable. This shows that t 7→ 〈i∗t f(t), ϕ〉D∗,D belongs to L1([0, 1]) for each
ϕ ∈ D. Therefore i∗t f is Gelfand integrable by Theorem 3.9. In particular (43) follows
from (45) and Definition 3.8.
To see that (i) holds, just note that for ϕ ∈ D fixed we have∣∣∣〈IE(i∗tf), ϕ〉D∗,D∣∣∣ =
∣∣∣∣
∫
E
〈f(t), itϕ〉Ht dt
∣∣∣∣ ≤ C ‖ϕ‖D
∫
E
‖f(t)‖Ht dt
by (43) and (H1).
Note that (ii) is an immediate consequence of the linearity of IE(·) combined with (i).
Let us prove (iii). Since i∗tf is Gelfand integrable, the map µ is a continuous measure
by classic theory (see Remark 3.10). Now let {Ej} be a finite measurable partition of E.
By using (i) we get
N∑
j=1
‖µ(Ej)‖D∗ =
N∑
j=1
∥∥IEj(i∗t f)∥∥D∗ ≤ C
N∑
j=1
∫
Ej
‖f(t)‖Ht dt = C
∫
E
‖f(t)‖Ht dt .
By taking the supremum over all the finite measurable partitions of E we get (44).
Finally, we prove (iv). By linearity it is sufficient to prove that if f ∈ L2([0, 1];H)
and IE(i
∗
t f) = 0 for every E ∈ B then f = 0 almost everywhere. Fix h ∈ L2([0, 1];H).
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By strong measurability we can assume that there exists a sequence of step functions
hn =
∑Nn
j=1
χ
En,jϕn,j such that
∫ 1
0
‖ithn(t)− h(t)‖2Ht dt→ 0 as n→∞. Note that∫ 1
0
〈f(t), h(t)〉Ht dt =
∫ 1
0
〈f(t), h(t)− ithn(t)〉Ht dt
since by (43) and by the assumption IE(i
∗
tf) = 0,∫ 1
0
〈f(t), ithn(t)〉Ht dt =
Nn∑
j=1
∫
En,j
〈f(t), itϕn,j〉Ht dt =
Nn∑
j=1
〈IEn,j(i∗t f), ϕn,j〉D∗,D = 0 .
Therefore by the Cauchy–Schwarz inequality∣∣∣∣
∫ 1
0
〈f(t), h(t)〉Ht dt
∣∣∣∣ ≤
(∫ 1
0
‖f(t)‖2Ht dt
)1/2(∫ 1
0
‖ithn(t)− h(t)‖2Ht dt
)1/2
→ 0 ,
as n → ∞. Hence 〈f, h〉L2 = 0 for every h ∈ L2([0, 1];H), which implies f = 0 almost
everywhere.
For the last part of the statement, it is sufficient to show that the map t 7→ ‖i∗tf(t)‖D∗
is measurable, as the rest follows by duality. Since D is separable then the unit ball in D
is separable. Hence
‖i∗t f(t)‖D∗ = sup
‖ϕ‖D≤1
|〈i∗tf(t), ϕ〉D∗,D| = sup
‖ϕ‖D≤1
|〈f(t), itϕ〉Ht | = sup
ϕ∈A
|〈f(t), itϕ〉Ht |
where A is a countable dense set of the unit ball in D. For fixed ϕ ∈ D the map
t 7→ 〈f(t), itϕ〉Ht is measurable by weak measurability on f , and since the supremum is
taken over a countable family we conclude. 
Remark 3.29 (Dual spaces). We remark that property (iv) in Proposition 3.28 holds
because we know what L2([0, 1];H) is self-dual, being it a Hilbert space. We believe that
for p ≥ 1 one has the isometry Lp([0, 1];H)∗ = Lq([0, 1];H) with 1/p+ 1/q = 1. However
this is out of the scope of this paper.
We will now show some examples of integrable functions f ∈ L1([0, 1];H) such that
i∗tf is not Bochner integrable. All the examples are based on the coarea formula (see [22,
Thm 3.11]).
Example 3.30 (Level sets of Lipschitz functions). Let Ω ⊂ Rd be an open bounded
Lipschitz domain, with d ∈ N, d ≥ 2. Let g ∈ C1(Ω) and assume that
(46) ∇g(x) 6= 0 for every x ∈ Ω
and Ω = ∪t∈[0,1]St disjoint union, where St := g−1(t). By the implicit function theorem,
assumption (46) and the coarea formula we have that there exists C > 0 such that
Hd−1(St) ≤ C for every t ∈ [0, 1]. Define D := C0(Ω) equipped with the supremum norm.
Hence D∗ = M(Ω), equipped with the total variation norm. Set Ht := L2σt(St) normed
by ‖h‖2Ht :=
∫
St
|h(s)|2 dσt(s), with σt := Hd−1 St restriction of the (d − 1)-dimensional
Hausdorff measure to St. Define it : D → Ht as itϕ := ϕ|St , i.e., the restriction of ϕ to
St, which is linear. Moreover ‖itϕ‖2Ht =
∫
St
|ϕ(s)|2 dHd−1(s) ≤ ‖ϕ‖2DHd−1(St), so that
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‖it‖2 ≤ Hd−1(St) ≤ C and (H1) is satisfied. The fact that (H2) is satisfied follows from
it(C0(Ω)) = C0(St). Finally, if we fix ϕ ∈ C0(Ω) then the map
(47) t 7→
∫
St
ϕ(s) dHd−1(s)
is continuous, since ϕ is uniformly continuous in Ω and we are assuming (46). Therefore
the continuity of the map in (47) can be shown by combining the implicit function theorem
with a covering argument. This implies (H3). It is immediate to verify that the dual
operator i∗t : Ht → D∗ coincides with i∗tf(t) = f(t)Hd−1 St. Moreover notice that D
is separable, hence by Proposition 3.20 we have that a map f : [0, 1] → H is strongly
measurable if and only if it is weakly measurable.
We will now give an example of a map f belonging to L2([0, 1];H), compute the Gelfand
integral of i∗t f and show that i
∗
t f is not Bochner integrable. To this end, let f˜ ∈ L2(Ω)
with f˜ 6= 0. Then by the coarea formula we have that f˜ |St belongs to Ht for a.e. t ∈ [0, 1],
since
(48)
∫ 1
0
∫
St
|f˜ |2 dHd−1 dt =
∫
Ω
|f˜ |2|∇g| dx <∞ ,
because f˜ ∈ L2(Ω) and ∇g ∈ L∞(Ω;Rd). Hence we can define f : [0, 1] → H by setting
f(t) := f˜ |St . Note that f is strongly measurable, since f˜ can be approximated in Ω by
C0 functions. Moreover by definition we have∫ 1
0
‖f(t)‖2Ht dt =
∫ 1
0
∫
St
|f˜ |2 dHd−1 dt ,
which is finite by (48). Therefore f is integrable by Theorem 3.22, and it belongs to
L2([0, 1];H). Let us compute the Gelfand integral of i∗tf over Ω. Indeed by definition and
the coarea formula we have
〈I(i∗t f), ϕ〉D∗,D =
∫ 1
0
〈f(t), itϕ〉Ht dt =
∫ 1
0
∫
St
f˜ ϕ dHd−1 dt =
∫
Ω
f˜ ϕ |∇g| dx
for every ϕ ∈ D. Hence I(i∗t f) = f˜ |∇g| Hd Ω. However i∗t f cannot be Bochner
integrable, since it is not strongly measurable. Indeed for every E ⊂ [0, 1] with |E| = 0
we have that the set
i∗t f([0, 1]rE) = {f(t)Hd−1 St, t ∈ [0, 1]r E}
is not norm separable in M(Ω). This is due to the fact that for a.e. w 6= t we have
(49)
∥∥f(t)Hd−1 St − f(w)Hd−1 Sw∥∥M(Ω) =
∫
St
|f˜ | dHd−1 +
∫
Sw
|f˜ | dHd−1 .
Indeed, let Uε(St) := {x ∈ Ω : dist(x, St) < ε, dist(x, ∂Ω) > ε}, with ε small enough so
that Uε(St) ∩ Uε(Sw) = ∅ and Uε(St), Uε(Sw) ⊂ Ω. Define ϕε ∈ C0(Ω) such that ϕε = 1
in Uε(St), ϕε = −1 in Uε(Sw) and −1 ≤ ϕε ≤ 1 otherwise. By testing against ϕε and
taking the limit as ε→ 0 we conclude (49). By (49) and the assumption f˜ 6= 0, we have
that i∗t f(F ) is a discrete set for an F ⊂ [0, 1] with positive Lebesgue measure. Therefore
i∗tf(F ) is norm separable if and only if F is countable, which is never the case. Hence i
∗
tf
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is not essentially separably valued, and the classic Pettis Theorem 3.2 implies that i∗t f is
not strongly measurable and hence not Bochner integrable.
Observe that the construction also works for more general g. Consider Ω := B1(0) =
{x ∈ Rd : |x| < 1} and the Lipschitz function g(x) := |x|. In this way St = {x ∈
R
d : |x| = t}, so that Ω = ∪t∈[0,1]St disjoint union. Notice that ∇g(x) = x/|x| for x 6= 0,
so that |∇g| = 1 a.e. in Ω. If f˜ ∈ L2(Ω) and f : [0, 1] → H is defined as above, then
I(i∗tf) = f˜ Hd Ω.
Example 3.31 (Radial sampling). Let Ω := B1(0) = {x ∈ R2 : |x| < 1} and for t ∈ [0, 1]
define the lines through the origin St := {(cos(πt)s, sin(πt)s) : |s| < 1}, so that St ⊂ Ω.
Define D = C0(Ω), Ht = L
2
σt(St) with σt := H1 St, and itϕ = ϕ|St . Since H1(St) = 2
we have that (H1) is satisfied. Also (H2) holds because it(C0(Ω)) = C0(St). Finally if
ϕ ∈ C0(Ω) then the map
t 7→
∫
St
ϕ(s) dH1(s)
is continuous because ϕ is uniformly continuous, and we can parametrize the sets St in
polar coordinates. Hence (H3) follows.
We want to exhibit functions belonging to L2([0, 1];H). To this end, let f˜ : Ω → R
be measurable and such that |f˜ |2/|x| ∈ L1(Ω) (for example f˜ ∈ Lp(Ω) with p > 4). We
claim that
(50)
∫ 1
0
∫
St
|f˜ |2 dH1dt =
∫
Ω
|f˜ |2
π|x| dx .
Observe that (50) does not follow directly by the coarea formula, since the sets St cannot
be written as g−1(t) for some smooth map g, as the origin is covered infinitely many times.
In order to prove (50), define the map g : B1(0) ∩ {x2 6= 0} → R as
g(x1, x2) :=
1
π
arctan
(
−x1
x2
)
+
1
2
.
We have that
∇g(x1, x2) = 1
π|x|2 (−x2, x1) , |∇g| =
1
π|x| .
Note that g is smooth in Ωε = Ω ∩ {|x2| > ε} for each ε > 0. Moreover St = g−1(t) for
a.e. t ∈ [0, 1]. By applying the coarea formula in Ωε and taking the limit as ε → 0, we
obtain (50).
By (50) and the assumptions on f˜ we have that f˜ |St belongs to Ht for a.e. t ∈ [0, 1].
Define f : [0, 1] → H by f(t) := f˜ |St . Notice that f is strongly measurable, since f˜ can
be approximated in Ω by C0 functions. Moreover∫ 1
0
‖f(t)‖2Ht dt =
∫ 1
0
∫
St
|f˜ |2 dH1dt
is finite by (50). Hence f ∈ L2([0, 1];H).
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By using (50) we also see that I(i∗t f) =
f˜
pi|x|
dH2 Ω. Finally if we assume that f˜ 6= 0,
by arguing as in the previous example, we can show that i∗tf is not Bochner integrable,
since it is not strongly measurable.
Proposition 3.32. Assume that i∗t it(S) ⊂ D∗ is essentially norm separable for each
countable set S ⊂ D and that D is reflexive. If f ∈ L1([0, 1];H) then i∗t f : [0, 1]→ D∗ is
Bochner integrable.
Proof. Since f : [0, 1] → H is strongly measurable, by Theorem 3.17 we have that it is
also weakly measurable and essentially separably valued. We start by showing that weak
measurability for f implies weak measurability for i∗t f in the sense of Definition 3.1. Indeed
by reflexivity the canonical injection j : D → D∗∗ is also surjective. Therefore for each
ϕ∗∗ ∈ D∗∗ there exists a unique ϕ ∈ D with j(ϕ) = ϕ∗∗ and we have 〈ϕ∗∗, i∗t f(t)〉D∗∗,D∗ =
〈j(ϕ), i∗tf(t)〉D∗∗,D∗ = 〈i∗tf(t), ϕ〉D∗,D = 〈f(t), itϕ〉Ht , which is a measurable map since f
is weakly measurable. Now let S = {ϕn} ⊂ D and E ∈ B with |E| = 0 be such that
Definition 3.14 is satisfied. Therefore for every ε > 0 and t ∈ [0, 1]rE we have that there
exists ϕn ∈ S such that ‖itϕn − f(t)‖Ht < ε/C, so by (H1),
‖i∗t itϕn − i∗t f(t)‖D∗ ≤ C ‖itϕn − f(t)‖Ht < ε .
This implies that the points of i∗tf([0, 1]rE) are arbitrarily close to
{i∗t itϕn , n ∈ N, t ∈ [0, 1]rE} .
Since i∗t it(S) is assumed to be essentially separable in D
∗, there exists F ∈ B with |F | = 0
such that
{i∗t itϕn , n ∈ N, t ∈ [0, 1]r F}
is separable in D∗. Therefore by defining E˜ := E∪F we obtain that also i∗t f([0, 1]r E˜) is
norm separable, hence i∗tf is essentially separably valued. By the classic Pettis Theorem
3.2 we conclude that i∗t f is strongly measurable. Finally we have that
∫ 1
0
‖i∗t f(t)‖D∗ dt ≤
C
∫ 1
0
‖f(t)‖Ht dt <∞ so by Theorem 3.5 follows that i∗t f is Bochner integrable. 
4. Regularization of dynamic inverse problems
In this section we define and study an optimal transport based regularizer for the
dynamic inverse inverse problem (1) announced in the introduction. Throughout this
section, the functional setting will be the following. Let Ω ⊂ Rd be an open bounded
domain, where d ∈ N, d ≥ 1, and define the time space domain X := (0, 1) × Ω. Let
{Ht} be a family of Hilbert spaces for t ∈ [0, 1], D a Banach space and it : D → Ht linear
operators which satisfy the assumptions (H1)–(H3) of Section 3. Let {K∗t } be a family of
linear continuous operators K∗t : M(Ω)→ Ht such that, for a.e. t ∈ [0, 1],
(K1) K∗t is the adjoint of a linear continuous operator Kt : Ht → C(Ω),
(K1’) K∗t is weak*-to-weak continuous,
(K2) ‖K∗t ‖ ≤ C for some constant C > 0 that does not depend on t,
(K3) the map t 7→ K∗t ρ is strongly measurable in the sense of Definition 3.12, for every
ρ ∈M(Ω).
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We remark that conditions (K1) and (K1’) are equivalent. As before, we denote by
Cw([0, 1];M(Ω)) the space of narrowly continuous curves, and by Cw([0, 1];M+(Ω)) the
space of narrowly continuous curves with values in the positive measures. Recall that
the dynamic inverse problem that we aim to regularize is the following: given some data
f ∈ L2([0, 1];H), find ρt ∈ Cw([0, 1];M(Ω)) such that
(51) K∗t ρt = ft , for a.e. t ∈ [0, 1].
The regularization we propose is the following. Let M be defined by
M :=M((0, 1)× Ω)×M((0, 1)× Ω;Rd)×M((0, 1)× Ω) ,
and introduce the convex linear space of triples in M satisfying the continuity equation
D := {(ρ,m, µ) ∈M : ∂tρ+ divm = µ in the sense of (15)} .
Definition 4.1 (Regularized problem). Let f ∈ L2([0, 1];H) and α, β > 0, δ ∈ (0,∞].
The regularizer of (51) is the functional J : M→ [0,∞] defined by
(52) J(ρ,m, µ) :=
1
2
∫ 1
0
‖K∗t ρt − ft‖2Ht dt+ αBδ(ρ,m, µ) + β ‖ρ‖M((0,1)×Ω)
if (ρ,m, µ) ∈ D and J = ∞ otherwise. Here ρ = dt ⊗ ρt is the disintegration of ρ with
respect to time and Bδ is the transport energy defined in (26).
We will proceed as follows. First, in Section 4.1 we show that the inverse problem
in (51) and the functional J in (52) are well defined, in the sense that, given a triple
(ρ,m, µ) ∈ D with finite transport energy Bδ(ρ,m, µ), then ρ ≥ 0 and it disintegrates
into ρ = dt⊗ρt with t 7→ ρt narrowly continuous. For such curves, we show in Proposition
4.2, that t 7→ K∗t ρt is a measurement belonging to L2([0, 1];H). In Section 4.2 we show
that the problem
(53) inf
(ρ,m,µ)∈D
J(ρ,m, µ)
admits at least one solution, and the minimizer is unique under additional assumptions on
the operators K∗t . This will be the content of Theorem 4.4. In Section 4.3 we investigate
stability of the solutions to (53) and convergence for vanishing noise level. Finally in Sec-
tion 4.4 we apply the above regularization to variational reconstruction in undersampled
parallel dynamic MRI, proving existence and uniqueness for (53) in Theorem 4.13. Then
we give concrete examples of sampling strategies in our specific functional setting.
4.1. Well-definition. The first step is to ensure that the problem in (51) is well defined,
namely, that given ρt ∈ Cw([0, 1];M(Ω)) then the map t ∈ [0, 1] 7→ K∗t ρt ∈ Ht belongs
to L2([0, 1];H). This fact will be established in the following proposition. In Proposition
4.3 we show that the functional J in (52) is well defined.
Proposition 4.2. If ρt ∈ Cw([0, 1];M(Ω)) then K∗t ρt ∈ L2([0, 1];H).
Proof. Part 1. Let ρt ∈ Cw([0, 1];M(Ω)). First we will show that the map t ∈ [0, 1] 7→
K∗t ρt ∈ Ht is strongly measurable according to Definition 3.12. We will do so by means of
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Theorem 3.17, by proving that t 7→ K∗t ρt is weakly measurable and essentially separably
valued.
Claim 1: the map t 7→ K∗t ρt is weakly measurable according to Definition 3.13, that is,
t 7→ 〈K∗t ρt, itϕ〉Ht
is measurable for every fixed ϕ ∈ D.
Proof of Claim 1. By definition and (K1) we have
〈K∗t ρt, itϕ〉Ht = 〈ρt, Ktitϕ〉M(Ω),C(Ω) .
Notice that the map t ∈ [0, 1] 7→ Ktitϕ ∈ C(Ω) is strongly measurable according to
Definition 3.1. To see this, since C(Ω) is separable, by the classic Pettis Theorem 3.2, it
is enough to prove that t 7→ Ktitϕ is weakly measurable, meaning that
t 7→ 〈ρ,Ktitϕ〉M(Ω),C(Ω)
is measurable for every fixed ρ ∈ M(Ω). This is true because
〈ρ,Ktitϕ〉M(Ω),C(Ω) = 〈K∗t ρ, itϕ〉Ht
and the map t 7→ K∗t ρ is strongly measurable by assumption (K3), and hence weakly
measurable by Theorem 3.17. By definition of strong measurability (Definition 3.1), there
exists a sequence {fn} of step functions fn : [0, 1]→ C(Ω), such that fn(t) =
∑Nn
j=1
χ
Ej,nfj,n
with {Ej,n}Nnj=1 measurable partition of [0, 1], fj,n ∈ C(Ω), and such that
(54) lim
n→∞
‖fn(t)−Ktitϕ‖C(Ω) = 0
for a.e. t ∈ [0, 1]. We have that the map
t 7→ 〈ρt, fn(t)〉M(Ω),C(Ω)
is measurable for each fixed n ∈ N, since
〈ρt, fn(t)〉M(Ω),C(Ω) =
Nn∑
j=1
χ
Ej,n
∫
Ω
fj,n dρt
and the maps t 7→ ∫
Ω
fj,n dρt are continuous by narrow continuity of t 7→ ρt. By Proposi-
tion 2.8 we have that supt∈[0,1] ‖ρt‖M(Ω) <∞. Combining this with (54) yields
|〈ρt, fn(t)−Ktitϕ〉M(Ω),C(Ω)| ≤ C ‖fn(t)−Ktitϕ‖C(Ω) → 0
as n→∞, for a.e. t ∈ [0, 1]. Hence t 7→ 〈ρt, Ktitϕ〉M(Ω),C(Ω) is measurable, since it is the
a.e. limit of measurable maps, and the claim follows.
Claim 2: the map t 7→ K∗t ρt is essentially separably valued according to Definition 3.14,
that is, there exists a measurable set E ⊂ [0, 1] such that |E| = 0 and a countable set
S ⊂ D with the following property: for every ε > 0 and t ∈ [0, 1]r E there exists ϕ ∈ S
such that
‖K∗t ρt − itϕ‖Ht < ε .
Proof of Claim 2. Let T ⊂ [0, 1] be a countable dense subset. Fix t ∈ T . By (K3) the
map s 7→ K∗sρt is strongly measurable and hence essentially separably valued by Theorem
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3.17. Therefore there exists a measurable set Et ⊂ [0, 1] with |Et| = 0 and a countable
subset St ⊂ D with the following property: for every ε > 0 and s ∈ [0, 1] r Et, there
exists ϕ ∈ St such that
(55) ‖K∗sρt − isϕ‖Hs < ε .
Denote by E := ∪t∈TEt. Since T is countable, the set E is measurable, and |E| = 0.
Moreover let S0 := ∪t∈TSt, so that S0 ⊂ D is countable. Define the set of averages of
elements of S0 as
S :=
{
1
k
k∑
j=1
ϕj : k ≥ 1, ϕj ∈ S0
}
.
We have that S ⊂ D is countable.
Fix ε > 0 and t ∈ [0, 1]r E. If we show that there exists ϕ ∈ S such that
(56) ‖K∗t ρt − itϕ‖Ht < ε
then the claim follows.
By density there exists a sequence {tn} in T such that tn → t as n → ∞. Since
ρt ∈ Cw([0, 1];M(Ω)) it follows that ρtn ∗⇀ ρt in M(Ω). By weak*-to-weak continuity of
K∗t we have
K∗t ρtn ⇀ K
∗
t ρt weakly in Ht
as n→ ∞. By the Banach–Saks property in Ht (see [19, Ch VIII, Thm 1]), there exists
a subsequence (not relabelled) such that
1
n
n∑
j=1
K∗t ρtj → K∗t ρt strongly in Ht .
Hence we can choose N ∈ N such that
(57)
∥∥∥∥∥K∗t ρt − 1N
N∑
j=1
K∗t ρtj
∥∥∥∥∥
Ht
<
ε
2
.
Since {tn} is a sequence in T , by (55) and the definitions of S0 and E, we have that for
every n ∈ N there exists ϕn ∈ S0 such that
(58) ‖K∗t ρtn − itϕn‖Ht <
ε
2
.
Define ϕ := 1
N
∑N
j=1 ϕj , so that ϕ ∈ S. By triangle inequality, linearity of it, and (57)–(58)
we have that
‖K∗t ρt − itϕ‖Ht ≤
∥∥∥∥∥K∗t ρt − 1N
N∑
j=1
K∗t ρtj
∥∥∥∥∥
Ht
+
∥∥∥∥∥ 1N
N∑
j=1
K∗t ρtj − itϕ
∥∥∥∥∥
Ht
≤ ε
2
+
1
N
N∑
j=1
∥∥K∗t ρtj − itϕj∥∥Ht < ε
which is exactly (56).
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Part 2. Since t 7→ K∗t ρt is strongly measurable, also t 7→ ‖K∗t ρt‖Ht is measurable. By
(K2) and Proposition 2.8 we have∫ 1
0
‖K∗t ρt‖2Ht dt ≤ C
∫ 1
0
‖ρt‖2M(Ω) dt ≤ C sup
t
‖ρt‖2M(Ω) = C
(
sup
t
‖ρt‖M(Ω)
)2
<∞ .
Hence by Theorem 3.22 we conclude that K∗t ρt is integrable and it belongs to L
2([0, 1];H).

We will now show that the functional J is well defined.
Proposition 4.3. The functional J is well defined.
Proof. If J(ρ,m, µ) < ∞ then also Bδ(ρ,m, µ) < ∞, hence by Proposition 2.11 we have
that ρ ≥ 0, and m = vtρ, µ = gtρ for some Borel functions vt : (0, 1)×Ω→ Rd, gt : (0, 1)×
Ω→ R such that
(59)
∫
(0,1)×Ω
(|vt(x)|2 + |gt(x)|2) dρ(t, x) <∞ .
Since by assumption (ρ,m, µ) solves the continuity equation, by Proposition 2.5 we have
ρ = dt ⊗ ρt for some Borel family ρt ∈ M+(Ω). In particular we have m = dt ⊗ (vtρt)
and µ = dt ⊗ (gtρt). By (59) and Proposition 2.6 we have that ρt ∈ Cw([0, 1];M+(Ω)).
Therefore K∗t ρt ∈ L2([0, 1];H) by Proposition 4.2, and the first term in J is finite. 
4.2. Existence of minimizers. The aim of this section is to prove that the functional
J defined in (52) admits at least one minimizer. Such minimizer is unique under suitable
hypotheses on the operators K∗t . The precise statement is the following.
Theorem 4.4. Let f ∈ L2([0, 1];H) and α, β > 0, δ ∈ (0,∞]. Then there exists
(ρ∗, m∗, µ∗) ∈ D with ρ∗ = dt ⊗ ρ∗t , (t 7→ ρ∗t ) ∈ Cw([0, 1];M+(Ω)), that solves the mini-
mization problem
inf
(ρ,m,µ)∈M
J(ρ,m, µ) .
If in addition K∗t is injective for a.e. t ∈ [0, 1], then the minimizer is unique.
The proof of the above theorem is based on the direct method of calculus of variations.
Before proceeding to the proof, we will establish compactness and lower semicontinuity
properties for the functional J . This is the object of the following two lemmas.
Lemma 4.5 (Compactness for J). Let f ∈ L2([0, 1];H) and α, β > 0, δ ∈ (0,∞]. Assume
that the sequence {(ρn, mn, µn)} in M satisfies
(60) sup
n
J(ρn, mn, µn) ≤ E
for some constant E ≥ 0. Then ρn = dt⊗ ρnt for some ρnt ∈ Cw([0, 1];M+(Ω)). Moreover
there exists (ρ,m, µ) ∈ D with ρ = dt ⊗ ρt, ρt ∈ Cw([0, 1];M+(Ω)) such that, up to
subsequences,
(61)
{
(ρn, mn, µn)
∗
⇀ (ρ,m, µ) weakly* in M ,
ρnt
∗
⇀ ρt weakly* in M(Ω) , for every t ∈ [0, 1] .
36 K. BREDIES AND S. FANZON
Proof. By the energy bound (60), there exists ρ ∈M((0, 1)× Ω) such that (up to subse-
quences)
(62) ρn
∗
⇀ ρ weakly* in M((0, 1)× Ω) .
From (60) we also have
(63) sup
n
Bδ(ρ
n, mn, µn) ≤ E ,
so that by Proposition 2.11 we have ρn ≥ 0, and mn = vnt ρn, µn = gnt ρn for some Borel
functions vnt : (0, 1)× Ω→ Rd, gnt : (0, 1)× Ω→ R such that
(64) E˜ := sup
n
∫
(0,1)×Ω
(|vnt (x)|2 + |gnt (x)|2) dρn(t, x) <∞ .
By (60) we have (ρn, mn, µn) ∈ D, meaning that (ρn, mn, µn) solves the continuity equa-
tion. Hence Proposition 2.5 implies that ρn = dt⊗ ρnt for some Borel family {ρnt }t∈[0,1] in
M+(Ω). In particular we have mn = dt⊗ (vnt ρnt ) and µ = dt⊗ (gnt ρnt ). Hence by (64) and
Proposition 2.6 we get that (t 7→ ρnt ) ∈ Cw([0, 1];M+(Ω)).
Now notice that if ρ ∈M+((0, 1)× Ω), then by definition of Bδ (see (26)) we have
αBδ(ρ,m, µ) + β ‖ρ‖M(X) = α sup
(a,b,c)∈C0(X;Kδ)
∫
X
a dρ+
∫
X
b · dm+
∫
X
c dµ+
∫
X
β dρ
= sup
(a,b,c)∈C0(X;K˜δ)
∫
X
a dρ+
∫
X
b · dm+
∫
X
c dµ ,
where
Kδ :=
{
(a, b, c) ∈ R× Rd × R : a + 1
2
(
|b|2 + c
2
δ2
)
≤ 0
}
,
K˜δ :=
{
(a, b, c) ∈ R× Rd × R : a + 1
2
(
|b|2 + c
2
δ2
)
≤ β
}
,
and X = (0, 1)× Ω. Therefore, by taking 0 < ε < √2βmin{1, δ} we conclude
ε ‖m‖M(X;Rd) = sup
‖b‖
∞
≤ε
∫
X
b · dm ≤ αBδ(ρ,m, µ) + β ‖ρ‖M(X) ≤ J(ρ,m, µ) ,
(65) ε ‖µ‖M(X) = sup
‖c‖
∞
≤ε
∫
X
c dµ ≤ αBδ(ρ,m, µ) + β ‖ρ‖M(X) ≤ J(ρ,m, µ) .
By combining (60) with the above estimates we conclude that supn ‖mn‖M(X;Rd) <∞
and supn ‖µn‖M(X) < ∞, so that (up to subsequences) mn ∗⇀ m and µn ∗⇀ µ for some
m ∈M(X ;Rd), µ ∈M(X). Since D is weak* closed, we have (ρ,m, µ) ∈ D.
By Proposition 2.11 the functional Bδ is weak* lower semicontinuous. Therefore by
(63) we also have Bδ(ρ,m, µ) < ∞ and by repeating the arguments above, we get that
ρ = dt⊗ ρt, m = dt⊗ (vtρt), µ = dt⊗ (gtρt) with ρt ∈ Cw([0, 1];M+(Ω)) and∫
(0,1)×Ω
(|vt(x)|2 + |gt(x)|2) dρ(t, x) <∞ .
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We will now show that, as n→∞,
(66) ρnt
∗
⇀ ρt weakly* in M(Ω) for every t ∈ [0, 1] .
Since (ρn, mn, µn) solves the continuity equation, by Proposition 2.5 we have that the map
t 7→ ρnt (Ω) belongs to BV ((0, 1)) with distributional derivative given by π#µn, where we
recall that π : (0, 1)× Ω → (0, 1) is the projection on the time coordinate. Therefore by
the embedding of BV ((0, 1)) into L∞((0, 1)) we get
(67)
∥∥ρnt (Ω)∥∥∞ ≤ C ∥∥ρnt (Ω)∥∥BV((0,1)) = C
∫ 1
0
ρnt (Ω) dt+ C
∥∥∂tρnt (Ω)∥∥M((0,1))
= C ‖ρn‖M(X) + C ‖π#µn‖M((0,1)) ≤ C ‖ρn‖M(X) + C ‖µn‖M(X) ≤ CE
by (65) and (60). Hence the set {ρnt }t,n is uniformly bounded in M(Ω), so it belongs to
some K ⊂ M(Ω) which is weak* sequentially compact. Moreover as a consequence of
Lemma 2.7 we have that for every t, s ∈ [0, 1]
‖ρnt − ρns‖C1(Ω)∗ ≤
√
2CnEn |t− s|1/2 ≤ C |t− s|1/2 ,
where En, Cn are the constants defined in Lemma 2.7. The last inequality follows from
(64) and the fact that {ρnt (Ω)}t,n is uniformly bounded, so that the constant C > 0 does
not depend on n. Hence by Proposition 2.9 there exists a subsequence (not relabelled)
and a C1(Ω)∗-continuous curve ρ˜t : [0, 1]→M(Ω) such that
(68) ρnt
∗
⇀ ρ˜t weakly* in M(Ω) for every t ∈ [0, 1] .
In particular ρ˜t is narrowly continuous, since it is C
1(Ω)∗-continuous (this fact can be
obtained by repeating the same argument given in the proof of Proposition 2.6). Notice
that (68) implies that ρn
∗
⇀ ρ˜ where ρ˜ := dt ⊗ ρ˜t. Hence ρ˜ = ρ. By uniqueness of the
disintegration we also get that ρt = ρ˜t and (66) follows. 
Lemma 4.6 (Lower semicontinuity for J). Let f ∈ L2([0, 1];H) and α, β > 0, δ ∈ (0,∞].
Assume that (ρn, mn, µn) ∈ D with ρn = dt ⊗ ρnt , (t 7→ ρnt ) ∈ Cw([0, 1];M+(Ω)) is
such that (ρn, mn, µn) converges to (ρ,m, µ) in the sense of (61), where ρ = dt ⊗ ρt,
(t 7→ ρt) ∈ Cw([0, 1];M+(Ω)). Then we have
(69) K∗t ρ
n
t ⇀ K
∗
t ρt weakly in L
2([0, 1];H) .
In particular J is lower semicontinuous with respect to the convergence in (61), that is,
(70) J(ρ,m, µ) ≤ lim inf
n
J(ρn, mn, µn) .
Proof. Let us start by showing (69), that is,
(71) lim
n→∞
∫ 1
0
〈K∗t ρnt , g(t)〉Ht dt =
∫ 1
0
〈K∗t ρt, g(t)〉Ht dt
for every fixed g ∈ L2([0, 1];H). By assumption we have that ρnt ∗⇀ ρt weakly* in M(Ω),
for every t ∈ [0, 1]. In particular, by (K1’), we have
K∗t ρ
n
t ⇀ K
∗
t ρt weakly in Ht for a.e. t ∈ [0, 1] ,
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so that
(72) 〈K∗t ρnt , g(t)〉Ht → 〈K∗t ρt, g(t)〉Ht for a.e. t ∈ [0, 1]
as n→∞. By proceeding as in (67) we have∥∥ρnt (Ω)∥∥∞ ≤ C ‖ρn‖M(X) + C ‖µn‖M(X) ≤ C ,
for some constant C ≥ 0, since ρn and µn are uniformly bounded by weak* convergence
in M(X). Hence by Cauchy–Schwarz and by (K2) we have∣∣〈K∗t ρnt , g(t)〉Ht∣∣ ≤ ‖K∗t ρnt ‖Ht ‖g(t)‖Ht ≤ Cρnt (Ω) ‖g(t)‖Ht ≤ C‖g(t)‖Ht .
Since g ∈ L2([0, 1];H) we have that t 7→ ‖g(t)‖Ht belongs to L1((0, 1)). By combining
the above estimate with (72) and invoking the classic dominated convergence theorem we
conclude (71).
Let us now prove the remaining part of the Lemma. From (69) we have that
(K∗t ρ
n
t − ft) ⇀ (K∗t ρt − ft) weakly in L2([0, 1];H) ,
therefore by lower semicontinuity of the norm with respect to the weak convergence we
have
1
2
‖K∗t ρt − ft‖2L2 ≤ lim infn
1
2
‖K∗t ρnt − ft‖2L2 .
Moreover the terms Bδ(ρ,m, µ) and ‖ρ‖M(X) are weak* lower semicontinuous by Propo-
sition 2.11 and by the fact that ‖·‖M(X) is a dual norm, respectively. Hence we get
J(ρ,m, µ) ≤ lim inf
n
1
2
‖K∗t ρnt − ft‖2L2 + lim infn
(
αBδ(ρ
n, mn, µn) + β ‖ρn‖M(X)
)
≤ lim inf
n
J(ρn, mn, µn) ,
and (70) follows. 
Proof of Theorem 4.4. Existence: First note that J is proper. Indeed take σ ∈ M+(Ω)
and ρ := dt⊗ σ, m = 0, µ = 0. Then (ρ, 0, 0) ∈ D, and Bδ(ρ, 0, 0) = 0 by (iv) in Propo-
sition 2.11. Moreover K∗t σ ∈ L2([0, 1];H) by Proposition 4.2, so that J(ρ, 0, 0) <∞ and
the infimum is finite. Let (ρn, mn, µn) be a minimizing sequence, that is, J(ρn, mn, µn)→
infM J as n→∞. Therefore
(73) sup
n
J(ρn, mn, µn) ≤ E
for some constant E ≥ 0. From Lemma 4.5 we have ρn = dt⊗ρnt and ρnt ∈ Cw([0, 1];M+(Ω)).
Moreover there exists (ρ∗, m∗, µ∗) ∈ D with ρ∗ = dt ⊗ ρ∗t , ρ∗t ∈ Cw([0, 1];M+(Ω)) such
that, up to subsequences, (ρn, mn, µn) converges to (ρ∗, m∗, µ∗) in the sense of (61). By
Lemma 4.6 and the fact that (ρn, mn, µn) is a minimizing sequence we have
J(ρ∗, m∗, µ∗) ≤ lim inf
n
(ρn, mn, µn) = inf
M
J ,
so that (ρ∗, m∗, µ∗) is a minimizer.
Uniqueness: Assume that the operators K∗t are injective for a.e. t ∈ [0, 1]. The term
Bδ is convex by Proposition 2.11. Also the term ‖·‖M(X) is convex as it is a norm.
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Since minimizers are necessarily of the form (ρ,m, µ) ∈ D with ρ ≥ 0, in order to prove
uniqueness it is sufficient to show that
(74) ρt 7→ ‖K∗t ρt − ft‖2L2
is strictly convex for ρt ∈ Cw([0, 1];M+(Ω)). First, consider ρt ∈ Cw([0, 1];M+(Ω)) such
that ρt 6≡ 0. As a consequence the set
E := {t ∈ [0, 1] : ρt(Ω) 6= 0}
is open (by continuity of t 7→ ρt(Ω)) and not empty, so |E| > 0. Let
F := {t ∈ [0, 1] : K∗t is injective} .
By assumption we have |[0, 1]r F | = 0. Therefore
(75) ‖K∗t ρt‖2L2 =
∫ 1
0
‖K∗t ρt‖2Ht dt ≥
∫
E∩F
‖K∗t ρt‖2Ht dt > 0
since K∗t ρt 6= 0 for t ∈ E ∩ F . Now let ρ1t , ρ2t ∈ Cw([0, 1];M+(Ω)) with ρ1t 6≡ ρ2t and
λ ∈ (0, 1). Then the coefficient of the leading term of
λ 7→ ∥∥K∗t (λρ1t + (1− λ)ρ2t )∥∥2L2
is ‖K∗t (ρ1t − ρ2t )‖2L2 , which is non zero by (75), since ρ1t − ρ2t 6≡ 0. Hence the map in (74)
is strictly convex and we conclude uniqueness. 
4.3. Regularization properties. In this section we denote by f † ∈ L2([0, 1];H) the
exact data and by f γ ∈ L2([0, 1];H) the noisy data for the noise level γ > 0, that is,∥∥f γ − f †∥∥
L2
≤ γ. For a datum f ∈ L2([0, 1];H) we adopt the following notation:
Jf(ρ,m, µ) :=
1
2
‖K∗t ρt − ft‖2L2 + αBδ(ρ,m, µ) + β ‖ρ‖M(X)
if (ρ,m, µ) ∈ D and Jf(ρ,m, µ) =∞ otherwise.
Theorem 4.7 (Stability). Let f γ ∈ L2([0, 1];H) and let {fn}n be a sequence in L2([0, 1];H)
such that fn → f γ strongly. Assume that the sequence (ρn, mn, µn) ∈M satisfies
(76) (ρn, mn, µn) ∈ argmin
(ρ,m,µ)∈M
Jfn(ρ,m, µ) .
Then (ρn, mn, µn) ∈ D with ρn = dt ⊗ ρnt and ρnt ∈ Cw([0, 1];M+(Ω)). Moreover
(ρn, mn, µn) admits a subsequence converging in the sense of (61). The limit of each
converging subsequence of (ρn, mn, µn) is a minimizer of Jfγ .
Proof. A sequence (ρn, mn, µn) ∈ D satisfying (76) exists by Theorem 4.4. By the same
theorem it also follows that ρn = dt⊗ ρnt with ρnt ∈ Cw([0, 1];M+(Ω)). We have
Jfγ (ρ
n, mn, µn) ≤ 2Jfn(ρn, mn, µn) + ‖f γt − fnt ‖2L2 .
Since (ρn, mn, µn) is a minimizer for Jfn we can test (76) against (0, 0, 0) ∈ D to obtain
sup
n
Jfγ (ρ
n, mn, µn) ≤ ‖fnt ‖2L2 + ‖fnt − f γt ‖2L2 <∞ ,
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where last inequality follows from the convergence fn → f γ in L2([0, 1];H). By applying
Lemma 4.5 to Jfγ , there exists (ρ˜, m˜, µ˜) ∈ D, with ρ˜ = dt ⊗ ρ˜t, ρ˜t ∈ Cw([0, 1];M+(Ω))
such that (ρn, mn, µn) converges to (ρ˜, m˜, µ˜) in the sense of (61). We are left to show that
(ρ˜, m˜, µ˜) is a minimizer for Jfγ . Since ρ
n
t
∗
⇀ ρ˜t for every t ∈ [0, 1], by Lemma 4.6 and the
convergence fn → f γ we have (K∗t ρnt − fnt ) ⇀ (K∗t ρ˜t − f γt ) weakly in L2([0, 1];H). Also
by Lemma 4.6,
Jfγ (ρ˜, m˜, µ˜) ≤ lim inf
n
Jfn(ρ
n, mn, µn) ≤ lim inf
n
Jfn(ρ,m, µ) = Jfγ (ρ,m, µ)
for every (ρ,m, µ) ∈M, since (76) holds and fn → f γ. 
We are now interested in studying properties of the minimizers of Jfγ for vanishing
noise level, that is, for data such that
∥∥f γ − f †∥∥
L2
≤ γ for every γ ≥ 0. To this end, we
need to understand how the regularization term
αBδ(ρ,m, µ) + β ‖ρ‖M(X)
behaves for fixed argument (ρ,m, µ) ∈ D. Since multiple parameters are involved, we will
also allow α and β to take the value ∞. We define
(77) β ‖·‖M(X) := I{0} if β =∞,
where I{0} denotes the convex indicator function of the set {0}. In order to give a similar
definition for the case α = ∞ we first need to characterize the subset of D such that
Bδ(ρ,m, µ) = 0.
Proposition 4.8. Assume that (ρ,m, µ) ∈ D. We have that Bδ(ρ,m, µ) = 0 if and only
if m = 0, µ = 0 and ρ = dt⊗ σ for some σ ∈M+(Ω).
Proof. By Proposition 2.11 point (iv) we have that Bδ(dt⊗σ, 0, 0) = 0 for any σ ∈M+(Ω).
Conversely, assume that (ρ,m, µ) ∈ D is such that Bδ(ρ,m, µ) = 0. In particular the
energy is finite, so points (iii)–(iv) of Proposition 2.11 imply that ρ ≥ 0, m = vρ, µ = gρ
for some Borel maps v : X → Rd, g : X → R, and we have
Bδ(ρ,m, µ) =
1
2
∫
X
(|v|2 + δ2g2) dρ .
Since Bδ(ρ,m, µ) = 0 and ρ ≥ 0, we conclude that m = 0 and µ = 0. By assumption
(ρ, 0, 0) solves the continuity equation in the sense of (15), therefore Proposition 2.5
guarantees that ρ = dt ⊗ ρt for some Borel family ρt ∈ M+(Ω). Since v = 0 and g = 0
a.e. in X, we can apply Proposition 2.6 and conclude that (t 7→ ρt) ∈ Cw([0, 1];M+(Ω)).
In particular, for every 0 ≤ t1 ≤ t2 ≤ 1 and ϕ ∈ C1([0, 1]× Ω), formula (18) reads∫ t2
t1
∫
Ω
∂tϕ(t, x) dρt(x)dt =
∫
Ω
ϕ(t2, x) dρt2(x)−
∫
Ω
ϕ(t1, x) dρt1(x) .
By testing the above equation against maps ϕ(t, x) = a(x) for a ∈ C1(Ω), we get∫
Ω
a(x) dρt1(x) =
∫
Ω
a(x) dρt2(x) .
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A density argument implies that ρt = ρ0 for every t ∈ [0, 1], and the thesis follows by
setting σ := ρ0. 
Proposition 4.8 motivates the following definition:
(78) αBδ := IZ if α =∞,
where Z ⊂ D is defined by
Z :=
{
(ρ, 0, 0) ∈ D : ρ = dt⊗ σ , for some σ ∈M+(Ω)} .
We are now in the position to define energy minimizing solutions of the inverse problem
(79) K∗t ρt = f
†
t for a.e. t ∈ [0, 1] .
Definition 4.9 (Energy minimizing solution). Let f † ∈ L2([0, 1];H) and α∗, β∗ ∈ [1,∞],
δ ∈ (0,∞]. We say that (ρ†, m†, µ†) ∈M is an energy minimizing solution with parame-
ters α∗ and β∗ of (79) if it solves
(80) min
(ρ,m,µ)∈D
{
α∗Bδ(ρ,m, µ) + β
∗ ‖ρ‖M(X) : K∗t ρt = f †t a.e. in [0, 1]
}
,
where we denote the disintegration of ρ by ρ = dt⊗ ρt.
In the following theorem we show that the minimizers for vanishing noise level converge
in the sense of (61) to an energy minimizing solution of the inverse problem (79).
Theorem 4.10 (Convergence for vanishing noise level). Let f † ∈ L2([0, 1];H) be the exact
data and {fn} be a sequence of noisy data fn ∈ L2([0, 1];H) such that ∥∥fn − f †∥∥
L2
≤ γn
with γn ց 0. Moreover let αn and βn be non increasing sequences of positive numbers
such that
(81) αn, βn ց 0 and γ
2
n
αn
,
γ2n
βn
→ 0 as n→∞ .
Let cn := min{αn, βn}, α˜n := αn/cn, β˜n := βn/cn so that, up to subsequences, α˜n → α∗
and β˜n → β∗ as n → ∞, with α∗, β∗ ∈ [1,∞]. Assume there exists (ρ†, m†, µ†) ∈ D
satisfying ρ† = dt⊗ ρ†t , ρ†t ∈ Cw([0, 1];M+(Ω)) and
α∗Bδ(ρ
†, m†, µ†) + β∗
∥∥ρ†∥∥
M(X)
<∞ ,(82)
K∗t ρ
†
t = f
†
t a.e. in [0, 1] .(83)
Let (ρn, mn, µn) ∈M be such that
(84) (ρn, mn, µn) ∈ argmin
(ρ,m,µ)∈D
1
2
‖K∗t ρt − fnt ‖2L2 + αnBδ(ρ,m, µ) + βn ‖ρ‖M(X) .
Then ρn = dt⊗ρnt with ρnt ∈ Cw([0, 1];M+(Ω)), and (ρn, mn, µn) converges to (ρ∗, m∗, µ∗)
in the sense of (61), up to subsequences. Moreover, every such weak* limit of (ρn, mn, µn)
is an energy minimizing solution of (83) with parameters α∗ and β∗.
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Proof. First notice that cn → 0 and γ2n/cn → 0 as n→∞ by (81). If α˜n →∞ or β˜n →∞,
we set α∗ :=∞ and β∗ :=∞ respectively. If either of the sequences do not diverge to∞,
it is possible to find accumulation points α∗, β∗ ∈ [1,∞). In particular, up to extracting
a subsequence, we can assume that α˜n → α∗ and β˜n → β∗ as n→∞.
A sequence (ρn, mn, µn) satisfying (84) exists by Theorem 4.4. By the same theorem
it also follows that ρn = dt ⊗ ρnt with ρnt ∈ Cw([0, 1];M+(Ω)). By testing (84) against
(ρ†, m†, µ†) and using (81)–(83) we get
1
2
‖K∗t ρnt − fnt ‖2L2+αnBδ(ρn, mn, µn)+βn ‖ρn‖M(X) ≤
γ2n
2
+αnBδ(ρ
†, m†, µ†)+βn
∥∥ρ†∥∥
M(X)
with the right hand side converging to zero as n → ∞. In particular (K∗t ρnt − fnt ) → 0
in L2([0, 1];H). Since by assumption fn → f †, we obtain K∗t ρnt → f †t in L2([0, 1];H).
Dividing the above inequality by cn yields
α˜nBδ(ρ
n, mn, µn) + β˜n ‖ρn‖M(X) ≤
γ2n
2cn
+ α˜nBδ(ρ
†, m†, µ†) + β˜n
∥∥ρ†∥∥
M(X)
,
so that by (81)
(85) lim sup
n
(
α˜nBδ(ρ
n, mn, µn) + β˜n ‖ρn‖M(X)
)
≤ α∗Bδ(ρ†, m†, µ†) + β∗
∥∥ρ†∥∥
M(X)
.
Notice that the right hand side in (85) is always bounded, thanks to definitions (77), (78)
and assumption (82). By definition α˜n, β˜n ≥ 1, therefore
lim sup
n
(
1
2
∥∥∥K∗t ρnt − f †t ∥∥∥2
L2
+Bδ(ρ
n, mn, µn) + ‖ρn‖M(X)
)
≤ lim sup
n
1
2
∥∥∥K∗t ρnt − f †t ∥∥∥2
L2
+ lim sup
n
(
α˜nBδ(ρ
n, mn, µn) + β˜n ‖ρn‖M(X)
)
<∞
where the last inequality follows from (85) and the convergence K∗t ρ
n
t → f †t . Therefore
an application of Lemma 4.5 guarantees the existence of (ρ∗, m∗, µ∗) ∈ D with ρ∗ =
dt ⊗ ρ∗t , ρ∗t ∈ Cw([0, 1];M+(Ω)), such that, up to subsequences, (ρn, mn, µn) converges
to (ρ∗, m∗, µ∗) in the sense of (61). In particular by Lemma 4.6 we have K∗t ρ
n
t ⇀ K
∗
t ρ
∗
t
weakly in L2([0, 1];H). Since we already proved that K∗t ρ
n
t → f †t , by uniqueness of the
weak limit we have
(86) K∗t ρ
∗
t = f
†
t a.e. in [0, 1] .
We are left to show that (ρ∗, m∗, µ∗) is an energy minimizing solution of (83). Notice
that by Lemma 4.6 the energy is lower semicontinuous with respect to the convergence
(61), and the limes inferior are invariant under multiplication with positive convergent
sequences, hence
(87)
α∗Bδ(ρ
∗, m∗, µ∗) + β∗ ‖ρ∗‖M(X) ≤ lim infn
(
α˜nBδ(ρ
n, mn, µn) + β˜n ‖ρn‖M(X)
)
≤ lim sup
n
(
α˜nBδ(ρ
n, mn, µn) + β˜n ‖ρn‖M(X)
)
≤ α∗Bδ(ρ†, m†, µ†) + β∗
∥∥ρ†∥∥
M(X)
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where the last inequality follows from (85). Replacing (ρ†, m†, µ†) by an arbitrary solution
of (83) with finite energy Bδ, the argument can be repeated, and from (86)–(87) we
conclude that (ρ∗, m∗, µ∗) is an energy minimizing solution of (83). 
4.4. Application to dynamic MRI. We will now detail on the application of the above
results to dynamic magnetic resonance imaging as outlined in the introduction. Let
Ω ⊂ R2 be an open bounded domain representing the image frame, and cj ∈ C0(R2;C)
for j = 1, . . . , N with N ≥ 1 be the coil sensitivities. Let σt ∈M+(R2) for t ∈ [0, 1] be a
family of measures such that
(M1) ‖σt‖M(R2) ≤ C for a.e. t ∈ [0, 1], where C > 0 does not depend on t,
(M2) the map t 7→ ∫
R2
ϕ(x) dσt(x) is measurable for each ϕ ∈ C0(R2;C).
Let D := C0(R
2;CN) be the Banach space normed by ‖ϕ‖∞ := max{j=1,...,N}maxR2 |ϕj|,
where ϕ = (ϕ1, . . . , ϕN). Define Hilbert spaces Ht := L
2
σt(R
2;CN), equipped with the
norm ‖h‖2Ht :=
∑N
j=1
∫
R2
|hj(x)|2 dσt(x), where h = (h1, . . . , hN). Define it : D → Ht as
the identity map, acting component-wise. Note that here we are interpreting D and Ht
as real vector spaces. For a measure ρ ∈M(Ω;C) we denote its Fourier transform as
Fρ(x) :=
1
2π
∫
R2
e−iω·x dρ(ω) ,
so that Fρ ∈ C(R2;C). Notice that in the above definition we extend ρ to be zero outside
of Ω. For each t ∈ [0, 1], define the linear operator K∗t : M(Ω)→ Ht as
(88) K∗t ρ := (F (c1ρ), . . . ,F (cNρ)) .
In the following two propositions we show that the above definitions satisfy assumptions
(H1)–(H3) and (K1)–(K3).
Proposition 4.11. The spaces D, Ht and the operators it satisfy (H1)–(H3).
Proof. Notice that it is linear and continuous, with ‖it‖2 ≤ N ‖σt‖M(R2). In particular
(H1) follows from (M1). Moreover (H2) is trivially satisfied. Finally for ϕ, ψ ∈ D we have
t 7→ 〈itϕ, itψ〉Ht = ℜ
(
N∑
j=1
∫
R2
ϕj(x)ψj(x) dσt(x)
)
,
which is measurable by (M2), as it is the real part of a sum of measurable maps. Hence
(H3) is also satisfied. 
Proposition 4.12. The operators K∗t in (88) are well defined and they satisfy (K1)–(K3).
Proof. For ρ ∈M(Ω) we have
(89) |F (cjρ)(x)| = 1
2π
∣∣∣∣
∫
R2
e−iω·xcj(ω) dρ(ω)
∣∣∣∣ ≤ ‖cj‖∞2π ‖ρ‖M(Ω) .
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Hence, each F (cjρ) is square integrable with respect to σt, so that K
∗
t maps M(Ω) into
Ht. Moreover, by the above estimate we also have
‖K∗t ρ‖2Ht =
N∑
j=1
∫
R2
|F (cjρ)(x)|2 dσt(x) ≤ N
4π2
‖c‖2∞ ‖ρ‖2M(Ω) ‖σt‖M(R2) ,
where c := (c1, . . . , cN) is the vector of coil sensitivities. Therefore K
∗
t is continuous, with
‖K∗t ‖2 ≤
N
4π2
‖c‖2∞ ‖σt‖M(R2)
and (K2) is satisfied because of assumption (M1). Let us show that K∗t is weak*-to-weak
continuous. To this end, let {ρn} inM(Ω) be such that ρn ∗⇀ ρ. Since ρn, ρ are supported
in the compact set Ω, it follows that
(90) F (cjρn)→ F (cjρ) pointwise in R2 ,
as n → ∞. Moreover, by weak* convergence we have supn ‖ρn‖M(Ω) < ∞. As a conse-
quence of (89), there exists a constant C ≥ 0 such that
(91) sup
n
‖F (cjρn)‖∞ ≤ C for every j = 1, . . . , N .
By invoking the dominated convergence theorem in conjunction with (90)–(91) we con-
clude that K∗t ρn ⇀ K
∗
t ρ weakly in L
2
σt(R
2;CN). Hence (K1’) is satisfied and, as a conse-
quence, K∗t is the adjoint of some linear continuous operator Kt : Ht → C(Ω). Finally we
need to show (K3): that the map t 7→ K∗t ρ is strongly measurable according to Definition
3.12, for every fixed ρ ∈M(Ω). Notice that the space D = C0(R2;CN) is separable, hence
by Proposition 3.20 it is sufficient to show that t 7→ K∗t ρ is weakly measurable according
to Definition 3.13, that is, the map
t 7→ 〈K∗t ρ, itϕ〉Ht = ℜ
(
N∑
j=1
∫
R2
F (cjρ)(x)ϕj(x)dσt(x)
)
is measurable for each fixed ϕ ∈ C0(Ω;CN ). However, since F (cjρ) ∈ C(R2;C) is bounded
(see (89)) and ϕj ∈ C0(R2;C), this is an immediate consequence of (M2). 
In the MRI context, the family of measures ρt ∈ M+(Ω) for t ∈ [0, 1] represents
the proton density at each time step. Given some data f ∈ L2([0, 1];H), we want to
reconstruct a solution to the dynamic inverse problem
(92) K∗t ρt = ft for a.e. t ∈ [0, 1] .
As proposed in the previous sections, we relax the problem to measures ρ ∈M(X), with
X := (0, 1)×Ω, and minimize the functional J introduced in (52). Under the assumptions
(M1)–(M2) the functional J admits at least one minimizer, and minimizers are unique
under suitable additional assumptions. This claim is the object of the following theorem.
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Theorem 4.13. Let α, β > 0, δ ∈ (0,∞], f ∈ L2([0, 1];H). Let {σt} for t ∈ [0, 1] be a
family of Radon measures in M+(R2) satisfying (M1)–(M2). Let c1, . . . , cN ∈ C0(R2;C)
be coil sensitivities. Then the regularization of (92) according to
inf
(ρ,m,µ)∈D
1
2
N∑
j=1
∫ 1
0
∥∥F (cjρt)− f jt ∥∥2L2σt (R2;C) dt+ αBδ(ρ,m, µ) + β ‖ρ‖M(X)
admits a solution (ρ∗, m∗, µ∗) ∈ D with ρ∗ = dt ⊗ ρ∗t and the curve t 7→ ρ∗t belonging to
Cw([0, 1];M+(Ω)). If in addition the supports of the measures σt have non empty interior
for a.e. t ∈ [0, 1], and the vector of coil sensitivities satisfies c(x) 6= 0 for every x ∈ Ω,
then the minimizer is unique.
Proof. The existence of a minimizer is an immediate consequence of Propositions 4.11,
4.12 and of Theorem 4.4. For the uniqueness, from Theorem 4.4, it is sufficient to check
that the operators K∗t : M(Ω) → Ht are injective for a.e. t ∈ [0, 1]. To this end, choose
t ∈ [0, 1] such that supp σt has non empty interior, and let ρ ∈ M(Ω) be such that
K∗t ρ = 0. In particular F (cjρ) = 0 in supp σt, for every j = 1, . . . , N . Since F (cjρ)
is analytic and supp σt contains an open ball, we conclude that F (cjρ) = 0 in R
2. By
injectivity of the Fourier transform we have that cjρ = 0, and since we are assuming that
c(x) 6= 0 for every x ∈ Ω, we conclude that ρ = 0. 
This framework allows us to treat a wide variety of sampling patterns. We will give
two examples.
Example 4.14 (Continuous sampling). For simplicity let Ω := (−1
2
, 1
2
)2 be a unit square
centered at the origin and consider line segments Lt := [−1, 1] × {2t − 1} for t ∈ [0, 1].
Define σt := H1 Lt, that is, the restriction of the 1-dimensional Hausdorff measure to
the lines Lt. It is immediate to check that σt ∈ M+(R2) satisfies (M1)–(M2): indeed
‖σt‖M+(R2) = H1(Lt) = 2, while the map t 7→
∫
R2
ϕ(x)dσt(x) is continuous for ϕ ∈
C0(R
2;C). In the same way we can treat radial sampling, by setting Lt to be a collection
of diameters through the origin, evolving in time (see Example 3.31), as well as more
general sampling strategies (see Example 3.30).
Example 4.15 (Compressed-sensing sampling). One more example is given by compressed-
sensing-inspired sampling. Namely consider a finite collection of moving points in R2. To
be more specific, fixM ∈ N, M ≥ 1 and for every j = 1, . . . ,M let t ∈ [0, 1] 7→ xjt ∈ R2 be
a measurable curve, such that for a.e. t ∈ [0, 1] the sets {x1t , . . . , xMt } are pairwise disjoint.
For a.e. t ∈ [0, 1] define Pt := {x1t , . . . , xMt } and σt := H0 Pt =
∑M
j=1 δxjt
. Notice that
(M1) is satisfied since ‖σt‖M(R2) = M . Moreover, given a map ϕ ∈ C0(R2;C) we have
that
t 7→
∫
R2
ϕ(x) dσt(x) =
M∑
j=1
ϕ(xjt )
is measurable, since the maps t 7→ ϕ(xjt ) are measurable, as they are a composition of a
continuous and a measurable map. Therefore also (M2) is satisfied.
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5. Conclusions and perspectives
In the paper, we have shown that it is possible to use energy functionals that are
associated with a dynamic formulation of optimal transport successfully as regularization
functionals for dynamic inverse problems that aim at the recovery of measure-valued
curves. Let us point out some future directions of research. On the one hand, the focus
of the paper is on regularizers that penalize mass transport by the squared distance as
well as mass growth in terms of quadratic costs for growth rate. Thus, a generalization
to other convex optimal transport energies (such as, e.g., the p-th power of the euclidean
distance) in an appropriate dynamic context (i.e., where the dynamic formulation involves
a continuity type equation), would be interesting and seems to be possible. On the other
hand, the regularized problems involve, in addition to the transport energy, a Radon-norm
term which corresponds to a penalization of the total mass. Also here, a generalization
to other regularization functionals should be possible, provided that one can still ensure
that boundedness of the total mass. This way, it might be possible to impose, e.g.,
spatial smoothness of the solution curve. Finally, we would like to mention that efficient
numerical optimization algorithms for the solution of the regularized problems have to be
developed, in particular for dynamic MRI. Such algorithms would be highly relevant for
the practical applicability of the regularization approach.
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