Abstract. We give algorithms and data structures that maintain the 2-edge and 2-vertexconnected components of a graph under insertions and deletions of edges and vertices, where deletions occur in a backtracking fashion (i.e., deletions undo the insertions in the reverse order). Our algorithms run in Θ(log n) worst-case time per operation and use Θ(n) space, where n is the number of vertices. Using our data structure we can answer queries, which ask whether vertices u and v belong to the same 2-connected component, in Θ(log n) worst-case time.
1. Introduction. Dynamic graph problems have been studied extensively in the last several years. Roughly speaking, the research has concentrated on two categories of dynamic graphs, viz., partially dynamic or incremental graphs, which are graphs that grow on line by the insertion of vertices and edges, and fully dynamic graphs, which are subject to arbitrary insertion and deletion of edges and vertices.
A number of different problems on incremental and fully dynamic graphs have been studied, including 2-and 3-edge connectivity, 2-and 3-vertex connectivity, spanning trees, and planarity testing [1] , [5] , [7] , [8] , [9] , [10] , [12] , [13] , [22] , [18] , [19] , [20] , [21] , [26] , [27] , [30] , [31] , [33] . Deterministic algorithms for incremental 2-edge and 2-vertex connectivity running in Θ(α(m, n)) amortized time per operation, where m is the maximum number of edges and n the maximum number of vertices, are described in [18] , [33] . Those algorithms require Θ(n) time per operation in the worst case. A fully dynamic deterministic algorithm for 2-edge connectivity running in O( √ n) time is given by Eppstein et al. [7] , and an O( √ n log n) time algorithm for fully dynamic 2-vertex connectivity is given by Rauch [27] . (Again, m is the maximum number of edges and n the maximum number of vertices.) Thus, there is a substantial gap in deterministic time complexity between the incremental and fully dynamic problems.
1 A tantalizing question is whether we can obtain much better time bounds than those for the fully dynamic problems by putting restrictions on the deletions of edges. A natural and useful restriction is to limit deletions to a backtracking Undo, which removes the most recently added edge not yet removed.
Dynamic backtracking problems appear to be an important research area for several reasons. The backtracking operation Undo is a common feature of interactive software systems. Also, backtracking search is a common search strategy in many logic and artificial intelligence applications. For example, maintaining 2-vertex-connected components (with backtracking) has been proposed as a way to improve search in Prolog [25] . Furthermore, dynamic graphs with backtracking suffice for many interactive system applications like, e.g., CAD/CAM systems and VLSI layout. Maintaining 2-vertex-connected components could potentially be used for problems in reliable network design, or for designing VLSI layouts.
Previous work on backtracking addressed the Union-Find problem, in which the standard disjoint set operations of Union and Find are augmented by the backtracking operation Deunion. (A Deunion undoes the most recent Union that has not been undone.) Union-Find with backtracking is a central problem in the implementation of unification and backtracking search in the logic programming language Prolog. Mannila and Ukkonen [23] , [24] first formalized and studied this problem and proposed several algorithms which Westbrook and Tarjan [32] subsequently analyzed: each operation can be performed in Θ(log n/ log log n) amortized time. Blum [3] gave a data structure for Union-Find without backtracking that runs in Θ(log n/ log log n) worst-case time per operation. As observed in [32] , Blum's data structure can be adapted to handle Deunions in the same time bound. Variants and extensions of this problem are studied in [11] , [14] .
In [30] it is observed that backtracking graph connectivity could be solved in Θ(log n/ log log n) time by a straightforward application of the backtracking UnionFind algorithm (as incremental graph connectivity can be solved by straightforwardly applying standard Union-Find). Tamassia [29] gave an algorithm for a hierarchical embedding problem related to VLSI design that is essentially an algorithm with Undo operations for maintaining an embedded planar st-orientable graph (such a graph is 2-connected if one edge (s, t) is added) under a restricted set of modifications; it thus gives a better time complexity than its fully dynamic counterpart for general, unrestricted embedded planar graphs [16] but only by a factor log n.
In this paper, we consider maintaining the 2-edge and 2-vertex connectivity relations in dynamic graphs with backtracking, i.e., graphs subject to the modifications Insert Vertex (), which adds a new, isolated vertex to the graph; Insert Edge(u, v), which inserts a new edge between vertices u and v; and Undo, which undoes the effects of the most recent insertion not yet undone. We give algorithms and data structures that maintain a decomposition of a dynamic backtracking graph into its 2-edge and 2-vertex-connected components throughout any sequence of backtracking operations. Using our data structure we can answer Test(u, v) queries, which ask whether vertices u and v belong to the same 2-connected component, in Θ(log n) worst-case time. Our algorithms run in worst-case time Θ(log n) per operation and use Θ(n) space, where n is the current number of vertices ("existing") in the graph.
To our knowledge, the algorithms in this paper are the first nontrivial results for dynamic backtracking graph problems that yield a substantial improvement in time complexity over their fully dynamic counterparts. Our algorithms also solve the corresponding incremental problems in logarithmic worst-case time, improving the Θ(n) worst-case bounds on the algorithms given in [18] , [33] . In fact, we present our results by first describing new incremental algorithms and then augmenting them to support backtracking.
For comparison, we mention several alternate approaches to solving the backtracking problem. The simplest one is to push each edge on a stack as it is added, popping the stack for each Undo. A test query is answered by copying the edges on the stack, constructing the graph, and running a standard biconnectivity algorithm [4] . Updates require Θ(1) time in the worst case, queries take Θ(m) time, and the space required is Θ(m), where m is the maximum number of edges ever in the graph.
Another possibility is to use the techniques of persistence [6] . A normal data structure is ephemeral in the sense that after an update the old version is destroyed and replaced by the updated version. Using the techniques of Driscoll et al. [6] , a pointer-based data structure in which all nodes have constant bounded in-degree and out-degree can be made fully persistent. In a fully persistent data structure all versions of the data structure can be accessed, and any old version can be updated to yield a new version. The amortized time per operation of the persistent data structure is equal to the worst-case time per operation of the underlying ephemeral data structure, and the space requirement of the persistent data structure is equal to the total number of pointer changes made in all versions of the ephemeral data structure. Applying persistence to a data structure for the incremental 2 connectivity problem gives a solution to the backtracking problem. The data structures of [19] , [33] do not have constant bounded in-degree, and the worst-case time per operation is Θ(n). When we replace nodes with high in-degree with balanced binary trees, persistent versions of these data structures give a backtracking algorithm that runs in Θ(n log n) amortized time per operation and requires Θ(M n) space, where M is the total number of edge insertion operations. Applying persistence to the incremental data structures developed in this paper gives less dismal results: Θ(log n) 2 amortized time per operation and Θ(n + M log n) space. (The additional factor of log n again arises from replacing nodes with high in-degree by balanced binary trees.) In contrast, our direct solution to the backtracking problem gives Θ(log n) time in the worst-case and only Θ(n) space. This paper is organized as follows. In section 3, we present a solution for 2-edge connectivity that runs in Θ(log n) time per operation and Θ(n) space. Although obtaining these bounds for 2-edge connectivity is relatively simple, obtaining O(log n) bounds for 2-vertex connectivity requires rather more sophisticated data structuring and accounting. These are presented in section 4. There we first give an intermediate and simpler solution that runs in Θ(log 2 n/ log log n) time per operation and then present the Θ(log n) solution.
Preliminaries.
2.1. Terminology. In this paper, we use the standard graph terminology in Harary [15] .
Let G = (V, E) be a graph. A path is a sequence of vertices v 0 , v 1 , . . . , v k such that {v i , v i+1 } ∈ E, 0 ≤ i < k. Vertices v 0 and v k are endpoints of the path; the remaining vertices are internal. Two vertices in V are connected if there exists a path between them. The connected components of G are the maximal subgraphs of mutually connected vertices.
Let {u, v} be an edge of graph G whose removal disconnects the graph. Such an edge is called a bridge. The 2-edge-connected components of G are the connected components that remain after all bridges are removed. Two vertices are 2-edge connected if they belong to the same 2-edge-connected component. If u and v are 2-edge connected, then there are at least two edge disjoint paths between them.
Let u be a vertex whose removal disconnects G. Such a vertex is called a cutpoint. Two edges are called 2-vertex connected if they lie on a common simple cycle. Thus, 2-vertex connectivity is an equivalence relation on the edge set. The 2-vertexconnected components or blocks of G are the subgraphs of G induced by the edges in an equivalence class plus their end nodes. Two vertices are 2-vertex connected if they belong to the same 2-vertex-connected component. Thus, two vertices are 2-vertex connected if and only if there are at least two vertex-disjoint paths between them, and any two 2-vertex-connected components intersect at most at one cutpoint.
Recall from [33] that for the 2-edge and the 2-vertex connectivity relation, Θ(n) 2-connected components may be merged in case of an edge insertion, and, similarly, Θ(n) new components may arise in case of an U ndo operation. Thus, it is possible to construct a sequence of operations in which each operation changes the number of 2-connected components by Θ(n). This is in contrast with connected components, where only two components may be joined or separated by an insertion or Undo operation.
Dynamic trees.
In [28] , Sleator and Tarjan presented their dynamic tree data structure. For later reference, we briefly describe the main features of this data structure.
The data structure maintains a rooted tree with costs on each edge or, alternatively, on each vertex. It performs the following operations (among others) in Θ(log n) worst-case time:
find root(u), which returns the root of the tree in which node u is contained; parent(u), which returns the parent of node u in the tree (if any); find min(u), which returns the edge of minimum cost on the path from u to the root; add cost(u, x), which adds value x to the cost of all edges on the path from u to the root; cut(u), which creates two trees from one by cutting the edge from u to its parent; link(u, v, x), which combines two trees into one by making u a child of v (it presumes that u is the root of a tree distinct from the tree containing v), where edge (u, v) has cost x;
and evert(u), which reroots the tree containing u at u. If costs are associated with nodes, add cost(u, x) adds value x to the cost of all nodes on the path from u to the root, and find min(u) returns the node of minimal cost on the path from u to the root.
As observed in [30] , maintaining the connectivity relation with backtracking can be performed in Θ(log / log log n) time per operation and Θ(n) space by using a UnionFind structure with backtracking. We remark that the connectivity relation can also be maintained using dynamic trees in Θ(log n) time per operation. For each component we maintain a spanning tree in the obvious way and test whether u and v are in the same component by find root operations for u and v. We will not make the maintenance of the connectivity relation explicit in our algorithms for 2-edge and 2-vertex connectivity.
3. 2-edge connectivity. In this section, we describe algorithms and data structures for maintaining the 2-edge connectivity relation in dynamic graphs with backtracking. We first describe a data structure that performs 2-edge connectivity queries and edge insertions in Θ(log n) worst-case time, and we then extend this algorithm to handle backtracking.
Let T be a spanning tree of a graph G. An edge e ∈ T is covered if it lies on the fundamental cycle (with respect to T ) of some nontree edge f ∈ G.
Lemma 3.1 (see [10] ). Two vertices are in the same 2-edge-connected component of G if and only if all edges on the path in T between u and v are covered.
Using this lemma, it is easy to solve the incremental 2-edge connectivity problem in worst-case Θ(log n) time per operation, using the variant of the dynamic tree data structure in which cost is attached to the tree edges. A spanning tree is maintained for each component of G and used for testing 2-edge connectivity. Each edge of G is classified as either a spanning tree edge, an essential nontree edge, or a nonessential nontree edge. The edge is a spanning tree edge if at the time of insertion it connected two previously unconnected components. The edge is an essential edge if at the time of insertion it reduced the number of 2-edge-connected components. Otherwise it is nonessential. At any time, let G ′ be the subgraph of G consisting of all vertices of G, all spanning tree edges, and all essential nontree edges. Thus, G and G ′ have the same 2-edge-connected components. The size of G ′ is 2(n − 1) because each edge in G ′ is either a spanning tree edge or an edge that reduced the number of 2-edge-connected components by 1, which can happen at most n−1 times. The cost of a tree edge e will be the number of nonspanning tree edges in G ′ covering tree edge e. The operations on G defined in the introduction are implemented as follows.
Insert Vertex (): Create a new single-node tree and return a pointer to the new node.
Test(u, v):
If u and v are in different components, return "no." Otherwise perform evert(v) followed by find min(u). If the minimum value is zero, return "no," otherwise "yes."
Insert Edge(u, v): If u and v are in different components, do evert(u) and perform link(u, v, 0), creating a new tree edge e with cost 0. Otherwise, compute Test(u, v). If the result is "no," then evert(v) and add cost(u, 1). Otherwise do nothing.
The correctness of these routines is easily seen by induction on the number of requests. The crucial observation is that the cost of an edge is exactly equal to the number of covering edges in the graph G ′ , and that if there is an edge in G covering edge e, then there is an edge in G ′ covering e. Each operation runs in worst-case time Θ(log n), since each performs a constant number of dynamic tree operations.
So far, we have a data structure for the incremental problem. To support Undo, we utilize a backtrack stack. If an Insert Edge(u, v) or Insert Vertex () operation changes the number of components or 2-edge-connected components, then it is essential and G ′ is augmented accordingly; a new record is pushed on the backtrack stack. The record contains the type of operation performed, the endpoints of the new edge in the case of an edge insertion, the name of the new vertex in the case of a vertex insertion, and a counter initialized to zero. This counter contains the number of nonessential, not yet undone insertions performed after the one described in the record (which is an essential one), and before the essential insertion described in the next record (if any). Thus, if an Insert Edge(u, v) operation adds an edge between two vertices that are already in the same 2-edge-connected component, the counter in the top stack-record is simply incremented.
To perform Undo, proceed as follows. Examine the counter in the top record on the stack. If it is greater than zero, decrement the counter and terminate. Otherwise pop the top record. If the operation stored in this record is an Insert Vertex (), then delete the appropriate vertex. If the operation is Insert Edge(u, v), then do evert(v) and add cost(u, −1). Perform find min(u). If it returns an edge e of cost −1 (meaning e is an edge that, when inserted, connected two previously unconnected components), then cut(u) is performed, while e is deleted. We obtain the following theorem. Theorem 3.2. A sequence of Test(u, v), Insert Vertex(), Insert Edge(u, v), and Undo operations can be performed in Θ(log n) worst-case time per operation and in Θ(n) space, where n is the current number of nodes.
Proof. It is readily seen that the relation between G and G ′ is maintained. To show the correctness of the backtracking procedure, it suffices to confirm that an Undo performed immediately after an insertion restores the data structure to its condition prior to the insertion. The time bound follows from [28] . The space complexity follows since the size of the stack (i.e., the number of records in it) is bounded by the size of G ′ .
2-vertex connectivity.
In this section, we describe algorithms and data structures for maintaining the 2-vertex connectivity relation in dynamic graphs with backtracking. As in the previous section, we begin by describing a data structure that performs only 2-vertex test queries and edge insertions in O((log n) 2 / log log n) worst-case time. This then serves as a basis for a backtracking algorithm with this time complexity. Subsequently, we present data structures and algorithms to achieve O(log n) time per operation.
As in the case of 2-edge connectivity, our approach is to maintain a spanning tree of the graph and store information with the vertices and edges of the spanning tree that can be used efficiently to answer test queries. In the case of 2-vertex connectivity, however, there is no simple covering lemma, and our algorithms and data structures are consequently more complex. Our approach to 2-vertex connectivity is based on the following lemma.
Lemma 4.1. Let T be a spanning tree of graph G. Two nodes are in the same block of G if and only if all tree edges on the path P between u and v are in the same block.
Proof. If all edges on P are in the same block, then u and v are in the same block, since if an edge is in block B so are its endpoints. Conversely, assume u and v are in the same block B. Any simple path between u and v (such as P ) must be entirely contained inside B. Otherwise, it must pass out of B through some cutpoint, and by definition of a cutpoint it cannot return into B without going through the same cutpoint, contradicting the assumption that P is simple.
To use the lemma we must find an efficient way to test 2-vertex connectivity along tree paths. We will use the dynamic tree data structure of Sleator and Tarjan with cost related to nodes as a basis. By itself, however, this data structure is insufficient for our needs. We augment the data structure to solve 2-vertex connectivity with backtracking.
4.1. The dynamic tree data structure of Sleator and Tarjan. The fundamental principle behind the data structure is a partitioning of tree edges into vertexdisjoint paths, called a path decomposition. An edge within a path is called solid, while a nonpath edge is called dashed. Dynamic tree operations are performed by manipulating the path partition so as to place relevant vertices in the same path. Each path p has two endnodes head(p) and tail(p), which are the nodes on p that are farthest from and nearest to the root, respectively.
Let T be a tree rooted at r. There is a unique path decomposition of T defined by its heavy edges. Denote by s(v) the number of descendants of node v, and denote by p(v) the parent of v. Let u, v denote a tree edge with v = p(u). Call edge u, v heavy if 2s(u) > s(v), otherwise light. Removal of light edges leaves a collection of disjoint paths. There are O(log n) light edges on any path to the root.
The solid path decomposition maintained by the Sleator-Tarjan dynamic tree data structure is exactly the heavy path decomposition, except possibly during the execution of one of the dynamic tree operations. At the conclusion of each operation, however, the correspondence between solid paths and the unique heavy path decomposition is restored.
The costs of nodes are examined and changed using only two functions: find-minon-path and add-cost-to-path. The former operation finds the minimum cost node on a solid path, and the latter increases the cost of all nodes on a single solid path. To perform a find min(u) operation, for example, the path from u to the root r must be turned into a single solid path to which find-min-on-path is applied. After the minimum is found, the heavy path decomposition is restored. Each solid path p is stored in a binary search tree D p , where the leaves of the tree correspond to the nodes on the path so that in order on the tree corresponds to path order from head to tail. Each internal node of D p has a "partial" cost. The cost of the solid path node v stored at leaf l of D p is the sum of all the partial costs stored with the internal nodes on the path from the root of D p down to the leaf node l. Thus, the cost of all nodes on the solid path p can be changed by ∆ by adding ∆ to the partial cost of the root of D p . By maintaining minima of subtrees in D p , the minimum on path p can be found in time linear in the depth of D p . Using the binary tree data structure, a path p can be split at node v to give three new paths, p 1 , v, and p 2 , with p 1 containing the former head of p and p 2 containing the former tail. After the split, the cost of v can be determined in O(1) time. The inverse of splitting is a concatenation, which produces a single path p consisting of p 1 , followed by v, followed by p 2 .
The path decomposition is manipulated by means of three functions: expose, conceal, and reverse [28] . An expose creates a solid path starting at a specified node v and ending at the root. The new path may not necessarily contain only heavy edges. A conceal takes a solid path p containing the root and possibly some light edges and modifies the collection of solid paths so that every edge incident with a node of p is solid if and only if it is heavy. A reverse operation reverses the direction of tree edges in a solid path ending at the root. Thus, for example, an evert at v is implemented by an expose of v, a reverse of the resulting path, and a conceal of the path now rooted at v.
Let P be the path from node v to the root of T . The expose(v) operation turns all the dashed edges on P into solid edges and simultaneously turns all the solid edges incident to but not on P into dashed edges. Let x, y be a dashed edge on P (y = p(x)), and let z, y be the solid edge containing a sibling z of x. If y has no heavy child, there is no such edge. The process of making x, y into a solid edge and z, y into a dashed edge is called a splice, denoted splice(x). At the time of the splice, let p x be the solid path containing x as its tail. A splice involves splitting the solid path p containing y into p 1 , y, p 2 (both p 1 and p 2 may be empty) and concatenating p x , y, p 2 . While y is a singleton, its cost can be obtained or updated in O(1) time. The expose operation performs the necessary splices in order from v to the root. The solid path initially containing v is split as necessary so that v has no descendant solid edge.
The conceal operation is the inverse of expose. Given a solid path P containing the root, with head v, a conceal turns all the light edges on P into dashed edges, and all the heavy edges incident to but not on P into solid edges. It thus restores the heavy path decomposition. Conceal processes P from its tail down. Let x, y be a solid light edge on P and let z, y be the dashed heavy edge incident on y. If y has no heavy child z, there is no such edge. The process of making
4.2.
A dynamic tree data structure for 2-vertex connectivity. We use the Sleator-Tarjan data structure as a basis for our data structure.
Let T be a tree rooted at r. Given a path decomposition for T , we categorize the tree edges incident on a node v in three ways. Edge v, w is a parent edge if w = p(v) with respect to the current tree root. (The parent edge may be either solid or dashed.) Edge u, v is a solid child edge if it belongs to a solid path and v = p(u). All other edges are dashed child edges. A solid edge can change to a parent edge, and vice versa, via a reverse. A solid child edge can change to a dashed child edge, or vice versa, via an expose or conceal. No single operation, however, can change an edge incident on v from being a parent to being a dashed child.
With each node v we associate an integer counter value c(v) that, roughly speaking, takes the place of the cost value maintained by the basic dynamic tree structure. The counter value differs from the cost value, however, in that it depends on both the current 2-connected components of G and the current path decomposition of the spanning tree T . The counter values satisfy the following:
(i) if v has both a solid child edge and a parent edge, then c(v) is zero if these two edges are in different blocks of G, and positive (including ∞) otherwise;
(ii) if v has no solid child edge or no parent edge, then c(v) = +∞. The counter condition implies that two edges belonging to the same solid path are in the same block if and only if all intervening path vertices have value greater than zero. Solid paths are implemented in the same manner as in the standard Sleator-Tarjan data structure, and counter values can be examined or set using the find-min-on-path and add-cost-to-path functions. The symbol +∞ indicates a positive number that cannot be changed by add-cost-to-path. (Below, we explain this further.)
The counter value of node v says nothing about the relationship between dashed edges incident on v nor between dashed edges and solid edges incident upon v. An additional data structure handles these relationships. For each vertex v we maintain a block partition, B v , of the edges {e 1 , e 2 , . . . , e k } adjacent to v. Let B v (e i ) denote the set of B v containing edge e i . Let y be the solid child edge, if any, of v, and let z be the parent edge, if any, of v. At all times, edges e i and e j belong to the same 2-vertex-connected component (block) of G if and only if at least one of the following holds:
, and c(v) > 0. 3. As in 2, but with e i and e j exchanged. The block partition is subject to Unions, Finds, and eventually Deunions. For each tree edge e = u, v there is a record containing the names of its endpoints and pointers to two representatives, one for B u and one for B v . We denote these representatives by e v,u (u) and e u,v (v), respectively. The two representatives of e contain back pointers to the record for e. This edge data structure is created and initialized when a new tree edge connecting two previously unconnected components is added.
To implement edge insertions, we use the standard dynamic tree operations such as evert and link. Each of these operations is in turn implemented with O(1) invocations of the primitives reverse, expose, and conceal. We will also call these primitives directly in our implementations. As these primitives are executed, the block partitions and counter values must be modified to preserve the needed invariants.
If the counter values and block partitions are valid prior to a reverse operation, they remain valid after a reverse. The other two primitives change the solid path decomposition, however, and hence may cause changes in our counter values and block partitions. The expose primitive uses the function splice, which makes a light dashed edge solid and a heavy solid edge dashed. The conceal primitive uses the function slice, which makes a light solid edge dashed and a heavy dashed edge solid. It is straightforward to verify by case analysis that these algorithms correctly maintain the counter values and block partitions through any sequence of queries and edge insertions. To facilitate access to the representatives for edges y and z in the above algorithms, each tree node v is augmented with pointers to the representatives in B v of the solid edges incident to v, or the dashed edge from v to its parent, as appropriate. These pointers can be updated as part of the extended splice and slice in O(1) time. Proof. Each operation uses O(1) calls to the primitives add-cost-to-path, find-minon-path, expose, conceal, and reverse. By the discussion from the previous section, these operations are correct.
Consider the Test(u, v) operation.
Step 1 is trivially correct. Steps 2-4 construct a new path decomposition in which u and v are in the same solid path and u is the root of the tree. The primitives expose, conceal, and reverse construct correct counter values and block partitions, as defined in the previous section, for the new path decomposition. The endpoints of the path to which find-min-on-path is applied always have counter value +∞. Hence the find-min-on-path operation determines whether there is a zero on a node internal to the path, which in turn determines whether u and v are in the same 2-connected component.
Step 6 restores the original path decomposition.
The correctness of Insert Edge(u, v) follows from a similar argument.
Step 3 increases all counter values along the path, so there is no longer a node of zero cost separating u and v. The final conceal will possibly change the path partition but will correctly construct new counter values and block partitions.
Lemma 4.3. The above implementations of Test(u, v) and Insert Edge(u, v) run in Θ((log n) 2 / log log n) worst-case time per operation. Proof. The implementations of add-cost-to-path, find-min-on-path, expose, conceal, and reverse given by Sleator and Tarjan run in Θ(log n) time in the worst case. In addition, the number of splices and slices performed per expose or conceal is Θ(log n) in the worst case. Node counter values can be obtained or set to a particular value in O(1) time when paths are split and concatenated during splices and slices. (We defer explaining how to implement +∞ for the moment.) There are O(1) Union and Find operations on block partitions during a splice or slice. Unions and Finds can be done in Θ(log n/ log log n) worst-case time per operation using Blum's data structure [3] .
Hence, an incremental algorithm that runs in Θ((log n) 2 / log log n) worst-case time per operation is the result of this section.
The Undo operation.
The algorithms for 2-vertex connectivity are more complicated than those for 2-edge connectivity, and the Undo operation is correspondingly more complex. Correct backtracking can be guaranteed by logging every change to a pointer or data field done in the course of an operation. By unwinding the log, each change can be exactly undone and the exact previous state of the data structure restored. This approach is space intensive, however. Our goal is to store a minimal amount of backtracking information. This means that the Undo will not restore the exact state of the data structure prior to the operation being undone. In particular, an Undo will restore the exact previous path decomposition, block partitions, counter values, and backtracking stack, but it will not necessarily restore the previous states of the data structures used to implement the solid paths and block partitions. There is no conceptual problem, since several different data structure states may represent the same solid path or block partition.
To prove the correctness of our implementation of backtracking, it suffices to show that by using the information stored on the backtracking stack during an update operation, the update operation can be immediately undone. That is, no matter what the states of the data structures implementing the solid paths and block partitions, the previous path decomposition, block partitions, counter values, and backtracking stack can be restored. The correctness of the whole algorithm then follows by induction on the number of operations, since the answers to biconnectivity queries are determined only by these attributes.
The implementation of Test(u, v) given in subsection 4.3 may change the block partition, since it executes expose and conceal operations. It is most convenient to undo these changes immediately after the test operation is completed. This can be done in a brute-force fashion by logging each change to any pointer or data field and by storing the location of the field and the previous value. The old values can be restored by going backward through the log. Since Test(u, v) runs in O((log n) 2 / log log n) time in the worst-case, the total size of the log and the time to restore the previous values is O((log n) 2 / log log n). A better approach is to observe that the implementation of Test(u, v) is almost the same as the implementation of Insert Edge(u, v). Hence we may use the Undo algorithm for Insert Edge(u, v) developed below with only minor modification.
Each time an essential edge is inserted, a record is pushed onto the backtracking stack. As in the algorithm for 2-edge connectivity, an edge is essential only if its insertion reduces the number of components or 2-vertex components. Each record contains a counter that indicates the number of not-yet-undone nonessential edge insertions performed after the essential one described in the record. Upon an insertion of a nonessential edge, the only change to the data structure is to increment the counter in the top record. Upon an Undo, the counter in the top record is examined. If greater than zero, it is simply decremented. This suffices to restore the state of the data structure prior to the most recent insertion.
If the insertion is essential, a new record with a zero counter is pushed on the stack. The record describes the operation performed and the effect: either a decrease in the number of components or a decrease in the number of blocks. The record also describes each of the O(1) "suboperations," expose, reverse, conceal, and add-cost-topath, that were done.
A reverse can be undone by another reverse on the same path. The effect of incrementing counters by add-cost-to-path can be undone by using add-cost-to-path to add −1 to the same path.
Undoing the effects of an expose or conceal is more complicated. For each such operation, the main backtracking record contains a substack of subrecords. This substack will record changes to the block partitions that occur during the operation.
Suppose we expose v and we want to immediately undo the expose. The heavy path decomposition that existed prior to the expose can be restored by an immediate conceal. Since the heavy path decomposition is unique, each splice occurring in the expose will be exactly undone by a slice in the conceal. The conceal algorithm processes each sliced edge in the reverse order that it was spliced by the expose. Similarly, a conceal operation, which travels down a solid path turning light edges on the path into dashed edges, can be immediately undone by an expose starting at the last vertex on the solid path traversed by the conceal. Each slice done by the conceal is exactly undone by a splice in the expose.
To restore the counter values and block partitions, it suffices to show how to modify splice to undo the effects of an immediately preceding slice and vice versa. The function splice makes a heavy solid child dashed, if there is one, and then makes a light dashed child solid. The function slice makes a light solid child dashed, and then makes a heavy dashed child solid, if there is one. With respect to the counter and block partition, it does not matter whether the edges are heavy or light. Hence it suffices to show how to undo the effect of turning a dashed edge solid and how to undo the effect of turning a solid edge dashed.
The block partitions are managed by an algorithm for set Union with backtracking that supports the operations Find, Union, and Deunion. As described in section 1, these operations can be implemented in Θ(log n/ log log n) time, either worst case or amortized.
Let y = u, v be solid child edge of v which must be made dashed as part of a normal edge insertion. By inspecting these routines, one may verify that after a normal solid-to-dashed operation, an immediate dashed-to-solid operation in Undo mode will correctly restore the previous block partition and counter value. Similarly, after a normal dashedto-solid operation, an immediate solid-to-dashed operation in Undo mode correctly restores the previous state. Recall that to make a dashed child solid, v can have no other solid child, and hence c(v) = +∞. Theorem 4.4. A sequence of m Test(u, v), Insert Vertex(), Insert Edge(u, v), and Undo operations can be performed in Θ((log n) 2 / log log n) worst-case time per operation and in Θ(n) space.
Proof. As discussed above, the correctness of the Undo algorithm follows by induction, since sufficient information is stored on the backtrack stack to allow each function that changes the path decomposition or counter values to be immediately undone. The running time of an Undo is order of the running time of the operation being undone, which is Θ((log n) 2 / log log n) in both cases. Next we consider the space utilization. After O(n) essential edge insertions, all edges are in the same 2-vertex component. Since O(1) records are only pushed on the backtrack stack if components or blocks are joined, and O(1) subrecords are only pushed on a substack if sets in the block partitions are united, the total space required on the backtrack stack is O(n) main records plus O(n) total subrecords. Obviously, Ω(n) space is required just to store the vertices.
We use +∞ to ease designing and analyzing the algorithm. It ensures that the endpoints of a path always have positive counter value and so cannot interfere with the operation find-min-on-path. If v is internal to a solid path, and both incident solid edges belong to the same set of the block partition, then c(v) is also +∞. This is an easy way to ensure that no amount of counter decrements performed during Undos will accidentally reduce c(v) to zero, thereby violating the counter condition. For theoretical purposes, there is no difficulty in assuming that the arithmetic operations of the target machine are augmented to handle +∞. For actual implementations, we can dispose of +∞ as follows. Say that the value of c(v) is equivalent to +∞ if it is greater than the number of not-yet-undone counter increments that have been applied to v. Since this number is at least zero, a value equivalent to +∞ is always positive. Modify the algorithms so that wherever a counter was previously set to +∞ it is now set to one more than the current size of the backtrack stack. One may show the correctness of this modified algorithm by imagining that the original and modified algorithms are run side by side on the same input and verifying by induction that a counter in the modified algorithm is equivalent to +∞ exactly when the corresponding counter in the original algorithm is equal to +∞.
4.
5. An Θ(log n) algorithm for 2-vertex connectivity. We improve the worst-case running time to Θ(log n) per operation by using globally biased binary search trees [2] , [28] to implement the block partitions. In the Sleator-Tarjan data structure, the solid paths are already implemented by globally biased trees.
In a biased binary tree, A, each node has a specified weight w(x). Let A v be the subtree of A rooted at v; the size of a biased-tree node, s(v), is defined as s(v) = u∈Av w(u). Define the rank of node v, r(v), as log s(v). We use r(A) to denote the rank of the root of biased binary tree A.
The biased binary tree data structure has the following properties. Thus, splitting a tree A into A 1 , v, A 2 by split(v) can be undone by concatenating A 1 , v, and A 2 both within the same time bound O(r(A) − r(v)) and vice versa.
Recall that each tree edge u, v has two representatives, one each in the block partitions for u and v. Denote these by e v,u (u) and e u,v (v), respectively. If u, v is a dashed child edge of v, define w(e u,v (v)) to be the number of descendants of u in the spanning tree T . If u, v is a parent or solid edge of v, define w(e u,v (v)) to be zero. These weights are already explicitly maintained in the standard Sleator-Tarjan data structure and can be accessed in O(1) time when needed by our modified algorithms.
Each block partition set B ∈ B v is implemented by a header that contains pointers to one or two biased binary trees. The binary trees contain the dashed child edges of v, using the weights given above. Each tree root contains a back pointer to the set header. Set B may be stored in two trees if it contains both the parent and solid child edges of v, and it is stored in one tree otherwise. In case of two trees, one of them precedes the other as indicated by the pointers (distinguished as a left and a right pointer). We usually indicate this order by using indices with the trees, e.g., X 1 ,X 2 . Furthermore, each parent or solid child edge e contains a pointer to the set header of B v (e). Hence testing whether B v (e 1 ) = B v (e 2 ) can be done by obtaining and comparing the corresponding set header for e 1 and e 2 , either by using a direct pointer to a set header in case of a parent or solid child or by traversing the root path and using the pointer from the root to the set header in the case of a dashed child.
For biased binary tree A, we denote by h(A) the node in A with maximum weight. In the case of a tie, the node with largest index is taken. (We assume that nodes have unique names 1, . . . , n). The following invariant is maintained.
If B ∈ B v contains neither a parent nor a solid edge, then the (single) biased tree A for set B satisfies right(A) = h(A).
If the counter values and block partitions are valid prior to a reverse operation, they remain valid after the path reversal. This is because the block partition and counter values are modified only when a dashed child turns into a solid child. The primitives expose and conceal, however, may cause changes to counter values and block partitions via the functions splice and slice. Recall from sections 4.2 and 4.4 that it suffices to show how to turn a solid edge dashed, how to turn a dashed edge solid, and how to undo each of these actions.
We first examine how the block partition and counter values change when a solid edge y = u, v is made dashed. We assume that v is not the root, and that the parent edge of v is z. If v is the root, execute the following algorithm as if z exists but forms a singleton block, i.e., B v (z) = {z}. We will use x, y, and z to denote both edges incident on v and their representatives in the block partition trees of v. We need to augment the biased tree data structure to allow us to search for the maximum weighted node h(Y ′ ) in step 3. This can be done in a standard fashion, storing at each internal node of the biased tree the maximum weight/index pair of any descendant. Using this information, node h(Y ′ ) can be found in time proportional to its depth, which is O(r(Y ′ ) − r(h(Y ′ ))). Next we examine how the block partition and counter values change when a dashed edge x = u, v is made solid. As before, if v is the root, execute the following algorithm as if z exists but forms a singleton block, i.e., B v (z) = {z}.
1. Let X be the biased tree of B v (x). Perform split(x), giving X 1 , x, X 2 . (Possibly X 2 = ∅.)
2. If B v (x) = B v (z), then set c(v) = 0, execute concat(X 2 , X 1 ), and store a pointer to the result in the header for B v (x).
3. If B v (x) = B v (z), then set c(v) = +∞ and store pointers to X 1 , X 2 in that order.
4. If x is being made dashed as part of an Undo, then examine the top subrecord on the substack. If it is labeled "v," then pop the subrecord. Set c(v) equal to the value stored in it. Undo the Union indicated by the subrecord creating two headers for B v (x) and B v (z), respectively. Make X 1 the tree for B v (x) and X 2 the tree for B v (z).
One may easily verify that these routines maintain valid counters and block partitions if no Undo operations are performed. We defer for the moment a discussion of in Θ(n) space.
Proof. The running time follows from Lemma 4.6 and the previously established running time for the Sleator-Tarjan data structure. The space bound follows from the proof of Theorem 4.4.
5.
Remarks. The only lower bound known for backtracking problems is one of Ω(log n/ log log n) for a disjoint set union with backtracking [32] . This bound can be applied to any class of algorithms for backtracking graph problems that keep disjoint data structures for distinct components of the graph. Our algorithms fall into that class. Hence there remains a gap of Θ(log log n) between the known upper and lower bounds for 2-connectivity with backtracking. Note that in one operation, Ω(n) 2-connected components may be joined (or unjoined), which makes the problem apparently harder disjoint set union, where only two sets can be joined by a single step.
Other interesting open problems are backtracking algorithms for 3-connectivity and general planarity testing. The latter has as an application, e.g., VLSI design, amongst others. We anticipate that our algorithms herein provide a basis for efficient solutions of these problems.
