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To my family. 
Abstract 
Thread annular flow is a model used to study the surgical technique of thread injection of 
medical implants. It consists of an axial pressure-gradient-driven flow between two cylin-
ders, the smaller of which moves with a constant axial velocity. The nonlinear stability 
of the basic flow in the case of concentric cylinders is analysed theoretically at asymptoti-
cally large Reynolds number. We find that an axisymmetric, finite-amplitude neutral mode 
disturbance structure exists for a range thread radii and velocities. 
Considering the situation in which the moving core is no longer concentric with the 
outer cylinder the linear stability of the flow is investigated with an infinitesimal eccentric-
ity and comparisons made with the concentric case. The general trend is towards a lower 
critical Reynolds number which is progress towards explaining the discrepancies between 
theoretical and experimental results. A weakly nonlinear disturbance to the eccentric model 
is also considered and the results are less encouraging since the critical Reynolds number 
tends to increase as the amplitude of the disturbance increases. A possible method for 
analysis of the flow when there is a finite eccentricity is also described. 
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Chapter 1 
Introduction 
Thread-annular flow is a model created to investigate mathematically the surgical technique 
of thread injection of medical implants. The process is designed as as minimally invasive 
way of introducing a thread into a body, thus reducing surgical trauma. The thread is 
stored on a spool which is unwound by a motor at a constant rate and injected within a 
fluid by applying an axial pressure gradient to the cylindrical container holding the liquid 
and the thread (figure 1.1). The model consists of the flow between a pair of concentric 
cylinders with the smaller central cylinder moving with constant velocity parallel to the axis 
of symmetry and a constant axial pressure gradient is applied, as in figure 1.2. In a delicate 
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Figure 1.1: The thread injection process: fluid is forced out of the container and along the 
pipe; simultaneously, the thread is injected using a motor attached to the spool. The thread 
forms a porous tangle in the desired location within the body. Reproduced with thanks to 
A.G.Walton 
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Figure 1.2: Pictorial representation of flow between two cylinders. 
surgical application a great deal of control will be required, so it is important that the flow 
is stable meaning that the movement of the thread remains predictable. We investigate the 
stability of the flow, sometimes referred to as circular Poiseuille-Couette flow, for a range 
of thread radii and velocities in an attempt to find the most stable combinations. This model 
has some obvious limitations resulting from the assumptions made, these include that the 
cylinders are infinite when in practice the needle would be quite short and that the basic 
flow is fully developed. The method could also have applications in other fields where 
using the two cylinder model could be appropriate such as piston motion or oil drilling. 
1.1 Background 
Ever since Reynolds' original experiment, Reynolds (1883), investigating the stability of 
fully developed flow through a straight pipe, the problem has been of interest to many who 
have used analytical, numerical and experimental methods to try and explain the results. 
It is currently widely accepted that Hagen-Poiseuille flow is stable to infinitesimal distur-
bances although this remains unproved. Reynolds described two critical values of a ratio 
t*), where v is the kinematic viscosity, U is the mean flow velocity and D is the pipe diam-
eter; we now refer to the inverse of this non-dimensional ratio as the Reynolds number, R. 
The first of these critical ratios translates to R = 2260; this is the lower critical Reynolds 
number below which all disturbances decay. Secondly there is the upper critical Reynolds 
number for the transition to turbulence, calculated to be R = 12000. However it was noted 
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that below this critical Reynolds number unless great care is taken when experimenting, 
such as allowing sufficient time for the fluid reservoir to settle, the observations were not 
repeatable implying the flow is susceptible to finite-amplitude disturbances. Repeats of this 
experiment and many others like it over the years have continued to place the lower critical 
Reynolds number around R = 2000, for example see Wygnanski & Champagne (1973) or 
more recently Darbyshire & Mullin (1995) which considers constant mass flow as opposed 
to a traditional pressure driven flow. However with increasingly careful and accurate exper-
iments the upper critical value has been increased, Pfenniger (1961) observed R > 100000. 
Reynolds' apparatus remains in the Engineering Department at Manchester University but 
the original upper critical value is no longer repeatable because of vibrations due to the 
current, greatly increased, traffic levels on the streets, Acheson (1990), this is a measure of 
the sensitivity of such experiments. 
The theoretical analysis of pipe flow, looking for an explanation for the experimental 
results, began with an examination of the development of small perturbations to the flow. 
First Rayleigh (1892) concluded that Hagen-Poiseuille flow is inviscidly, linearly stable 
and then Sexl (1927) introduced viscosity, finding linear stability for axisymmetric dis-
turbances at high Reynolds number. Sexl's work is analogous to that of On (1907) and 
Sommerfeld (1908) who independently extended Rayleigh's work, from the same paper, 
on the plane parallel flow between two flat plates to include viscous terms. They originally 
studied Couette flow, where one of the flat plates moves parallel to the other, but what we 
now know as the On-Sommerfeld equation is valid for any steady unidirectional solution 
of the Navier-Stokes Equations. Among those who have used this style of axisymmetric 
disturbance and concluded but not proved that the flow is linearly stable are Gill (1965), 
Davey & Drazin (1969) and Salwen & Grosch (1972). 
The next step was to introduce a more general asymmetric disturbance but unlike the 
simpler axisymmetric case the eigenvalue problem cannot be reduced to a single differential 
equation. Again the consensus was that the flow is linearly stable, Lessen et al (1968), 
Garg & Rouleau (1972), Salwen et al (1980) and more recently 
Meseguer & Trefethen (2003). It is believed that the least-damped modes at high Reynolds 
number are those with azimuthal wavenumber N = 0 (axisymmetric) and N = 1. 
Progressing on from this in the 1990s the transient growth of the various linear dis- 
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turbance modes was considered by looking at the decay rates and how the disturbance 
evolves. It was found, Schmid & Henningson (1994), that modes with N = 1 have the 
largest amplification before vanishing since the flow is linearly stable 
The first to introduce non-linearity were Smith & Bodonyi (1982) who investigated 
pipe flow at asymptotically large Reynolds number values by using the critical layer the-
ory from plane parallel flow of Benney & Bergeron (1969). Walton (2002) links linear 
and nonlinear disturbances by showing that linear neutral modes in an impulsively started 
circular pipe flow can evolve into the nonlinear critical layer structure found in the fully 
developed Hagen-Poiseuille flow. 
Recently progress has been made in finding other exact solutions of the Navier-Stokes 
equations for flow in a pipe, this includes Wedin & Kerswell (2004) who, among others, 
have found travelling wave solutions. Other avenues of pipe flow that have been and are 
being explored include flow in elliptical pipes and non-smooth pipe walls to model imper-
fections in the manufacture of equipment for the experiments. 
The study of thread annular flow began with Mott & Joseph (1968) considering the flow 
in a cylindrical annulus where the central cylinder was stationary and axisymmetric distur-
bances were used. They discovered linear instability and generated neutral curves in the 
Reynolds number-axial wavenumber plane. Much later a numerical study by 
Sadeghi & Higgins (1991), which included the axial motion of the central cylinder, pre-
dicted a unique neutral curve for every combination of parameters they investigated for 
both axisymmetric and asymmetric disturbances. This contradicts the asymptotic study 
of Cowley & Smith (1985) and numerical work of Walton, mentioned in Walton (2004), 
which suggest multiple neutral curves in axisymmetry for non-zero cylinder velocity. Fur-
ther confirmation came with numerical work by Gittler (1993) who found the existence of 
two neutral curves. There has also been experimental work by 
Frei, Lfischer & Wintermantel (2000) and the introduction of nonlinear disturbances by 
Walton (2003) which we will look at later. 
Annular Poiseuille flow, stationary central cylinder, continues to be of interest today 
(Heaton (2008)) because it connects two important pressure driven flows one in a channel 
and the other in a pipe. In the limit where the inner cylinder is relatively large and the hence 
the gap is small, plane Poiseuille flow is recovered and when the gap is wide the limiting 
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process recovers Hagen-Poiseuille flow. 
Alongside this there has been related work on the flow of two immiscible fluids in the 
same pipe referred to as core-annular flow, modeling the flow of a heavy oil lubricated by 
water, examples include Preziosi, Chen & Joseph (1989). 
1.2 	Governing Equations 
The equations of motion for viscous fluids were first described by Navier and indepen-
dently by Stokes. For an incompressible flow with constant viscosity the Navier-Stokes 
momentum equation in vector form is 
au 
p 	at  + u.vr)= —V p + µ02u + f 	 (1.1) 
and the conservation of mass or continuity equation is 
V.0 = 0, 	 (1.2) 
where u is the velocity vector and p is the pressure. The constants p and it are the density 
and viscosity of the incompressible fluid. We will also use the kinematic viscosity defined 
as v = Throughout this thesis we will be assuming that there are no external body forces 
f. 
If we use cylindrical polar coordinates (x*, r*, 0) and suppose that the radius of the 
outer cylinder is a*, the non-dimensional coordinates (x, r, 0) are such that (x*, r*, 0) = 
(a* x , a* r, 0). The radius of the outer cylinder is now 1 and we let the inner cylinder have 
radius 8, 0 < 8 < 1. We define the non-dimensional velocity components (u, v, w) by 
(u*, v*, w*) = (g±-  ) (u, v, w) and let V be the non-dimensional axial velocity of the inner 
pipe. p* and V are the density and kinematic viscosity of the incompressible fluid and 
—4g* is the constant axial pressure gradient. The pressure is defined by p* = 	 
and time is t* = ( g*  )t. We can now write down the unsteady Navier-Stokes equations in 
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non-dimensional form 
au av v law —+—+-+--=0 ax 	ar rr ao 
au 	au au w au 
at + u ax + v + rae = 
ap 	1 fa2u a2u Ian 1 a2tt 
ax ar2 r 	r2 ao2 ) 
av 	av 	av w av w2 
at + uax + v + 	= 
ap 	1 fa2v a2v lay 1 a2v v 	2 aw 
R 	ar2 r ar r2 ao2 r2 r2 De ) 
aw 	aw aw w aw vw 
at '	+ ± r = 
lap 	1(a2w a2w law 1 a2w w 2 Dv 
r :68 R ax2 ar2 r ar r2 ao2 r2 r2 DO ) 
where R is the Reynolds number, R = 9 a*3 u.2 • 
1.3 	Linear Stability 
Linear stability theory is the natural first step used when considering how a system will 
react to change. An infinitesimal disturbance is added to an exact solution of a problem 
such as the equation of an interface or a velocity profile and the growth or decay of the 
disturbance is analysed for the various parameters of the model. As the disturbance is in-
finitesimal this means all terms in an equation which are products of the small perturbation 
may be neglected. If we consider a small travelling wave disturbance 
Aei(kx—cvt) 	 (1.7) 
there are two approaches that could be taken. Requiring the wavenumber k to be real and 
writing c&) = wR + iw1  we have 
AeCJI tei(kX—WRt). 	 (1.8) 
If W I > 0 the amplitude of the disturbance will grow exponentially with increasing time 
and the flow is described as unstable, equally if wI < 0 the flow is linearly stable as the 
(1.3) 
(1.4) 
(1.5) 
(1.6) 
Chapter 1. Introduction 	 15 
wavenumber 
A 
stable 
-upper branch 
unstable 
lower branch 
stable 
Reynolds number 
Figure 1.3: Typical Neutral Curve 
amplitude decays. If cvi = 0 this is referred to as neutral stability, the disturbance neither 
grows nor decays. This is called a temporal approach since we investigate the effect of 
time on the disturbance, we could instead take a spatial approach and look at the effect 
of the distance from the source of a disturbance by requiring the wavenumber w to be 
real. It is common in linear theory to plot the neutral stability curve in the wavenumber-
Reynolds number plane, dividing the stable and unstable regions along lines where the flow 
is neutrally stable, fig 1.3 is a typical example of the shape that is seen for thread annular 
flow, Walton (2005a), and that we will see later for an eccentric thread. 
1.4 Nonlinear Stability 
Perturbing the basic thread-annular flow solution at high Reynolds number with a non-
axisymmetric disturbance is considered by Walton (2003). Nonlinear neutral wave insta-
bility structures are sought where the critical layer, the region where the basic flow ve-
locity is equal to the disturbance wavespeed, is of the nonlinear inviscid type and is sited 
away from the walls. Critical layers of this type were first investigated by Lin (1955), 
Benney & Bergeron (1969) and Haberman (1972) and we will discuss the various 
approaches later. When the thread velocity is small Walton (2003) finds that the modes can 
be described by multi-tiered asymptotic structures similar to that found for boundary layer 
and channel flows Smith (1979), featuring regions where the fluid is treated as inviscid, 
viscous wall layers and critical layers. The modes can usually be described as one of two 
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types, upper branch or lower branch, referring to the position of the mode on the neutral sta-
bility curve for the flow. Lower branch modes are modelled using three layers as the critical 
layer is sufficiently close to a wall to be absorbed into one of the two viscous layers. For up-
per branch modes the critical layer, while remaining close to one of the walls, is far enough 
away to be considered separately from the viscous wall layer. Hence the model has five re-
gions, two viscous wall layers, two inviscid regions and the critical layer. Here we will be 
looking at a variation of this structure for axisymmetric disturbances with the critical layer 
away from the wall. Such a structure was first formulated by Smith & Bodonyi (1982) for 
Hagen-Poiseuille flow through a circular pipe subject to nonsymmetric disturbances. 
The critical layer has special significance as there is often a singularity in the perturbed 
velocity solutions at this point which must be resolved for a valid solution. This can be 
approached in two ways either by restoring the effects of viscosity, the linear approach 
as considered by Lin, or by reintroducing the nonlinear terms, Benney & Bergeron. Lin 
described the Tollmien method of solving the Rayleigh equation, 
(U0 — c)(0" — a20) — UP = 0, 	 (1.9) 
using Frobenius solutions about the critical point ze, defined by Uo(z,) = c. Here, Uo is the 
unperturbed velocity of a flow, for example, in a channel z1 < z < z2 and the streamfunc- 
tion of the perturbation is rtp(x, z, t) 	0(z)ei.(x_co Then assuming that Ugze) 4  0, the 
solution is a linear combination of 
= (z — zc) + a2(z — zc)2 + a3(z — zc)3 + . . . , 
Os 	= 1 + (z — ze) + b2(z — zc)2  ± • .. UO(ze)  A 	f Y'A 	k z — zc), N(z,) 
(1.10) 
(1.11) 
which is only valid for z > z, because of the logarithm. The important question that arises 
from this is how the solution is continued across the critical layer i.e. how is ln (z — zc) 
evaluated for z < ze? Lin suggests that the appropriate continuation is ln (z, — z) — 
provided Ugzc) > 0. This is referred to as a —or phase shift. Alternatively if Ugzc) < 0, 
we would use ln (ze — z) + inr. A detailed derivation of this condition can be found in 
Stuart (1963). Benney & Bergeron (1969) suggest a different approach involving removing 
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the singularity by reintroducing nonlinearity and they concluded that in this case there is a 
zero phase shift across the critical layer. Haberman (1972) presents a link between these 
two theories using both viscous and nonlinear terms suggesting that the phase shift can vary 
between —7r and 0 depending on a local vertical (perpendicular to basic flow) Reynolds 
number, defined using the vertical velocity in the critical layer. So now In (z — z,) for 
z < z, is replaced by In (z, — z) — i0 when crossing the critical layer and e will be 
determined by matching of solutions in different regions of the flow in particular using the 
phase shifts induced by the viscous wall layers. 
Much work has been done in this area including the Smith & Bodonyi (1982) study of 
neutral modes in Hagen-Poiseuille flow through a circular pipe which introduced the scal-
ings for each of the layers considered in the flow and formed the basis of the Walton (2002) 
investigation of temporal evolution of neutral modes and making connections to nonlinear 
stability. The method was extended to thread-annular flow by the introduction of the solid 
moving core and the associated second viscous wall layer in Walton (2003) considering 
general non-axisymmetric disturbances. 
1.5 	Thesis Chapters 
In Chapter 2 we take a slightly different approach to Walton (2003) and look for a nonlinear 
instability structure for axisymmetric disturbances in thread annular flow. 
Our next step was to begin investigating the effect of eccentricity of the thread on the 
stability of the flow. Initially we tried to find a general model by applying a transformation 
so as to replicate the concentric setup in a new coordinate system. However this quickly 
became very long and complicated and some details can be found in Appendix A. 
Chapter 3 takes a step backwards, simplifying the eccentric model by moving the thread 
only an infinitesimal distance away from the centre of the pipe and considering a linear 
disturbance. 
Further developing this idea, Chapter 4 looks at the equations when we use a weakly 
nonlinear perturbation to the infinitesimal eccentricity model. 
To conclude there is a brief summary of the findings and suggestions for future work. 
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Chapter 2 
Nonlinear Stability 
We will begin by examining the nonlinear instability of thread-annular flow but considering 
only axisymmetric disturbances with the aim of comparing to the more general asymmetric 
case seen in Walton (2003). He numerically solved a Rayleigh equation using a Runge-
Kutta scheme to find the critical layer location re. He was unable to apply his method to 
axisymmetry as it can be shown analytically that there was no solution of the Rayleigh 
problem when the azimuthal wavenumber was set to zero. We must develop a slightly 
different approach so as a basis for the study we have used section IV of Walton (2005b) 
which considers a similar, but unsteady flow, through a single pipe. We hope to show 
qualitatively similar results to the asymmetric case but on previous evidence in pipe flow 
studies it might be expected that the first azimuthal wavenumber mode would dominate. 
2.1 Governing Equations and Scalings 
Since we are now working in axisymmetry we can remove the azimuthal velocity and all 
dependence on 0 from the Navier-Stokes equations (1.3)- (1.6) to leave 
au av v —ax + —Or + -r 
au au au 
u ax v ar 
av av av 
at u  
= o, 
aP = ax + R v2u 
(
2 
Cr 
vl 
r2) 
(2.1) 
(2.2) 
(2.3) 
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where V2= a  + 127  + r ar . Before we go on to investigate each of the layers and regions 
which will develop when the flow is perturbed let us complete another scaling operation to 
remove the Reynolds number from the governing equations by letting 
a R-1 a a - R- 
	
az 	xi' at 
u = 	+ , v = 	 + 
and p 	— 	+ 	 + • • • , (2.4) 
where the 	term represents the constant pressure gradient. Substituting into the non- 
dimensional form of the axisymmetric Navier-Stokes Equations (2.1)-(2.3) gives 
au aii i-i 
._, + — + 	= 0, 	 (2.5) 
ax ar r 
&a_ail _ail 	aia a2 it 1 au
4T i . + u 7,-..-f- v -6-r- = 4 - ax . , + ar2  + r Or ' -- 	 (2.6) 
aii 4-7 .+ u ..._,..+ va715- 	..._. 	= - az--i D  -N 	.± r 1-5R 19217 1 .947 + 	+ -- - —. 	(2.7) ar 	ar2 r ar r2 
We require our solution to have no-slip and no penetration of fluid at the solid walls, mean- 
ing the boundary conditions imposed are: 
= V, i)-(5,Y,t) = 	=F1(1,Y,i) = 0 	 (2.8) 
The set of equations (2.5)-(2.7) is considered easier to solve than (2.1)-(2.3) in particular 
because (2.7) uncouples from (2.5) & (2.6) and need only be considered if the higher order 
pressure term 15R is required. 
We seek disturbances proportional to eie and 27r-periodic in ---where e= a(x— ct). The 
wavenumber a >> 1, will be our large parameter for the asymptotic study to follow now that 
the Reynolds number has been scaled out of the equations. By seeking long-wavelength, 
(R) say, disturbances on this x scaling, in the x scaling the wavelength would be 
0(1). Also the disturbance amplitude of 0(1=r1 ) is suitable as work done theoretically 
and numerically by Waleffe (2001) & Waleffe (2003) and Wedin & Kerswell (2004) and 
experimentally by Hof et al (2003) indicates that the threshold amplitude for transition of 
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Figure 2.1: Plots of flow between two cylinders. Colour spectrum represents the magnitude 
of the axial velocity where purple is zero through to the maximum represented as red. The 
cylinder radii are 0.1 and 1 with thread velocity 0.02. 
other flows in channels and pipes is 0(fr) where < —1. 
We are in a position to solve for the basic unperturbed flow which is anticipated to be 
steady and unidirectional, so we substitute into the non-dimensional equations u = Uo(r), 
•-1-1 = 0 and /5 = 0. This results in a second order ordinary differential equation 
Ug (r) + 
1  
—
r 	
= —4 
	
(2.9) 
and we know that for no-slip boundary conditions to hold U0(6) = V and U0(1) = 0. 
Hence the solution is 
-1+ 
Up(r) 	r2 	
17( 	
ln82) lnr, 	< r < 1, (2.10) 
for some sample plots see figures 2.1 and 2.2. 
When the flow is perturbed we expect two viscous wall layers and an inviscid core re-
gion which will contain a nonlinear critical layer to develop. The critical layer will develop 
around r = re where U0(re) = c. We are assuming through out the following work that 
there is a re such that 6 < r, < 1 and that there is only one critical layer. We consider small 
0.1 
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Figure 2.2: Cross-section plots of flow between two cylinders. The left hand plot shows 
flow between cylinders of radii of 0.4 and 1 with a range of thread velocities 0 (red), 0.2 
(blue) and 0.4 (green). On the right the thread velocity is 0.2 with a range of inner radii 0.2 
(red), 0.4 (blue) and 0.6 (green). 
values of V since Walton (2003) shows there is a theoretical maximum thread velocity of 
V = 1 — 82. From Walton (2005b) we anticipate that the pressure perturbation, /5, has am-
plitude 0 (a-O) and is independent of r at leading order so the first term in the expansion 
will be equal to 6-1/3240ei , where Ao is a constant. Also across the nonlinear critical layer 
a small phase shift of O(a-1/2) is expected to occur and since the expected wavespeed is 
0(1) we write c = co + 0(6-1/2 ). We begin our individual studies of the different layers, 
see figure 2.3, with the inviscid core region which forms the majority of the flow structure. 
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Figure 2.3: Layer structure with a nonlinear critical layer including cat's eye streamlines 
which will be described later 
2.2 Inviscid Core Region 
In the inviscid core region the flow will be treated as being inviscid, which simplifies the 
governing equations greatly. We expand the flow as follows 
= Uo(r) + Auim(r) + ciu2(r, Y,T) + . . . 
+a—i/ 2 Eitt5(r (2.11) 
= E2v2(r 	+ • • • + a-1/262v5(r,z6±..., (2.12) 
= E F52 (Y, 	± • — a--ii2EF),(Y,T)+ (2.13) 
where c = -6-1/3 << 1, uim is the mean flow distortion which will be important when 
we come to match the nonlinear critical layer with the core and A, el and E2 are to be 
determined. We have used some hindsight to omit the terms that will not be relevant, they 
are represented by the first set of dots in each expansion. From Smith & Bodonyi (1982) 
we know that if the disturbance is OW then the mean flow distortion is 0(c1/2) leading 
us to conclude that A = a-1/6. Let the disturbances (:121  v2, p2) take the form of the real 
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parts of Ao (F2(r), iG2(r), 1) 	F2(r) and G2(r) are real functions. Substituting these 
expansions into the Navier-Stokes Equations (2.5)-(2.7) and taking the leading order terms 
in (2.5) gives 
e1F2(r)a + 62 (G2(r)  + G2(r))  = 0, 	 (2.14) 
implying the balance E2 = -del . A similar balancing operation using (2.6) results in 
	
El (F2(r)(Uo(r) — co) + G2(r)UO(r)) = — E, 	 (2.15) 
and hence e = el . In summary El = Ei-1/3 and E2 = &2/3, meaning the expansions (2.11)-
(2.13) can be written as 
Uo(r) + Ei-116u1m(r) + 61-113u2(r,Y + . . . 
+a-516 u5(r,i,T) + . . . , 	 (2.16) 
= 	52/3v2(r, x, t) + 	+ a1/6v5(r, 	+ . . . , 	 (2.17) 
= 	a-1/3152(i, + • • • + a-516155 (Y,1) + • • • 	 (2.18) 
and the equations for F2 (r) and G2 (r) are 
F2(r) + G2(r) + G2(r)r 	= 0, 	 (2.19) 
F2(r)(Uo(r) — co ) + G2(r)N(r) = —1. 	 (2.20) 
By eliminating F2(r) we have the following equation for G2(r), 
G2 — (Uo(r) — co) (G2(r) + 	
r(r))  + G2(r)N(r) = —1, 
which can also be written as 
drG2 (r)  
dr 	(Uo(r) — co)} 	(Uo(r) — co)2.  
(2.21) 
(2.22) 
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Using the inviscid boundary conditions G2(6) = G2(1) = 0, since there must be zero 
normal velocity at the walls, and integrating gives 
(  rG2(r) 	=_ f; 	'' S wo(s) _,0)2ds for r < rc 
Uo(r) — co 	fr 	S 
J1 (uo (s)—c0)2 ds for r > re 
(2.23) 
where r, is such that Uo(re) = co. We need to integrate across the singularity to solve the 
problem so we try removing the singularity using factors of (s — re ), rewriting the integral 
as 
r 	 r 	1 	r  s(s _ rc)
2 
 1 
1 wow
s 
cor ds = 
f 5 (s — r,)2  [(Ws) _ co)2.1 
ds. 
Now, expanding the term in square brackets as a series about s = re: 
(2.24) 
SS — rcr 	rc 	1 	rcUArc 
Wo((S) )0 )2 	(U (rc))2 
+ GU6(re )) 2 	(U4(re ))3
)  
(s — re ) 	... (2.25) 
The first few terms can now be integrated and using (2.23) for r < r,, 
rG 2(r) [  1  V 
(Uo(r) — co) 	(U6(
r,  
re )) 2 [ s — re  
reUg(re)) 
+ 	(U6(re )) 2 	(U4( re ))3  
1 [ln (r, — s)]s + 	, 	(2.26) 
and so 
G2 (r) 
rc uo —  co 	+ 1  
r (U4(re))2 [ r — r, 6 — re 
 
  
 
(
1 	r,UAr,) 	( re —  
(U4(r,))2 	(U4(re ))3 ) 
(2.27) 
— 6 ) 
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Taking the limit as r —> re— , 
1 	r — r, 1 
G2 (r) ^-, U6 (r,) + 5 — r, U6(r,) 
Cr —rcre )  u6(1rc) (r re ) (Ugre ))2 
u"°  (r,)  ) ln (re — re — .5 
To 
r c 	(27). 
TO   
To)  
re — (5 2 	
(r, 	r) ln re 	r +..., — +  
where 
1 
° To = —r,U4(r,) and T
i = 2 —r2U"(r ). 
Knowing the limit of G2 means using (2.20), we can write down 
(2.28) 
(2.29) 
(2.30) 
F2 (r) 2TiTo 
+ To )  ln 	
re — 	as r 	re — . 2 
(2.31) 
The jump across the critical layer involves a phase shift of o(a-1/2) therefore we assume 
that In (re — r) cos E. terms are replaced by In (r — re ) cos E — a-112 sin  where l• is an 
0(1) constant. To denote the jump in a quantity across the critical layer the notation 
[ ]!= rwe+  lim ( ) — lr im 	 (2.32) 
is used and where necessary FP indicates finite part, for definitions and examples of finite 
part integrals see Monegato (2008). Recall that 
= RefAoiG2(r)ezq 	 (2.33) 
= 	—A0G2(r) sin E, 	 (2.34) 
and using G2 (r) as in (2.29), 
r, (2TiTo 
	 re 
 
/72(r) — —A0 (—
To + 
	2 
To)  (re r) In re — (5 	sin E. 	(2.35) 
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as r 	re —. Then using the jump condition, as r -+ rc+ 
7c-2 (r ) 
rc — —A0 — sine + 
To 
(2.36) 
(2Ti 	+2 To) — —A0 	 (re r) (in (rc 	r) sine + —1/243 cos  
re — 
The extra term in this limit is 0 (a-1/2) and as such its effect is first seen on the terms 
(u5, v5 , ii5) in the expansion. If we let these terms take the form 
A0(F5(r) sin e, G5 (r) cos e, Q5 sin e), 	 (2.37) 
then the following equation for G5 is obtained by substitution of the extended expansions 
into (2.5) and (2.6) and elimination of F5, 
C5 (r) + 
	
1 	Ui)(r) 	( 	Q5  
(r 	Uo(r) — co) —5 r`i 	Uo(r) — Co' 
with boundary conditions: 
G5(8) = gr, G5(1) = gs, 
(2.38) 
(2.39) 
representing the displacement effect due to the viscous wall layers. The constants gr  and 
gs will be determined when the wall layers are investigated later. We can now write down 
the jump conditions on G2 (r) and G5 (r): 
( 	 
FP 	G2 (r)  =. 1G5(r) 	27-1 + To , 2 ) ['re — r 	Lrc r _ 	To (2.40) 
following from (2.35) and (2.36). When combined with the solution for G2 (2.23) we have 
a condition, 
1 
FP 	  
(Uo(r) — c0)2dr = 
0, 	 (2.41) 
71(27-1 + To) Uo(5) — co 	Uo(1) — Co (  
To  3 69r  
71(27-1 	
( 
To) V — co 
+ gs 
Tp 3 (5gr 	9s  
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which will be used later to determine the leading-order wavespeed co. Manipulation of the 
ODE for G5(r) (2.38) leads to 
d 	rG5(r) rQ5 
dr 	Uo(r) — co 	(Uo(r) — co)2' 
and integrating we once again find two alternative forms in different regions 
(2.42) 
rG5(r) 	6g, 	_ r 	s 
Uo(r) — co U0(8) — Co 	Q5 1 (Uo(s) — Cor 
ds for r < re, 	(2.43) 
rG5(r) 	gs r 
= Q5 1 (Uo(s)
s
— co)2
ds for r > rc• 	(2.44) Uo(r) — co U0(1) — co 
Taking the limit as r re from above and below then 
[G5 (r)1  
Lre — j_ 
Ogr 	9s 	U4(re)  (2.45) 
U0(6) — co U0(1) — co) re 
To( 8.gr  (2.46) 
1/0(5) — co U0(1) — co) 
Now we can write down an equation for cl) using (2.40) 
(2.47) 
(2.48) 
For 4) to be fully determined we must now examine the wall layers to find gr and g8. 
2.3 	Viscous Wall Layer near r = 1 
We introduce the scaling r = 1 — OZ where Z is 0(1) and /3 is determined from the 
Oz 	07-2 requirement that the pressure and viscous terms balance. This means that --19 
02 
,  — i.e. 
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a 	*. Using r = 1 - --6-112z we now write the velocity and pressure as 
= U0(1 - a-112z) + • • - + -y1,40Re {u(Z)e9 + • • • 7 
	
--6-112u,;(1)z + • • • + -y1A0Re fu(Z)e9 + . . . , 	(2.49) 
(2.50) = 'Y2/10/ie 	+ 
= 	EA0 cos 	. 7 	 (2.51) 
where c = a-1/3. Substituting into the N-S equations, (2.5) and (2.6) become 
ft + = 0, -icon = 	ft", 	 (2.52) 
respectively, with the scalings 	= c and -y2 = -a1/271. Solving the second order ODE 
for ft(Z) with the solution satisfying no-slip on the wall (ii(0) = 0) and fi(Z) remains finite 
as Z oo, 
= —
1
(1 — 
co 
(2.53) 
where m1 = 	co1/2e-ii. Now by integration and applying the no flow through the 
wall condition V(0) = 0: 
1 ( 1 	1 
= - 	_ __e-rniz - Z 
Co Tit1 m1 
(2.54) 
We can now match to find gs by letting Z -+ co in the above inviscid core solution solution 
and r 	1 in the core. In the wall layer 
{ 1 
(1 + i  (1 - Cmlz ) - Z) 717 = -6116 AoRe i co .N/Yc, } (2.55) 
SO 
{ 76 	 ) -- - ii116  AoRe 	i Z 	1 - i  + 	,, e%„ +... as Z 	oo. 
Co 	.c(3), - 
(2.56) 
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In the inviscid core region 
= a-2/3Re{AoiG2(r)eiq + • - • + ali6A0G5(r) cos 
29 
(2.57) 
We need to know how G2 behaves as r —> 1. Since G2 —› 0 let us say that G2 C1(1 —
r) + ... where C1  is a constant to be determined. Changing the variable from r to Z and 
using (2.23) for r > rc , 
(1 — a-1,2z)(a_1/2c1z) 
—2 ds co 	 1 	co 
(2.58) 
and then by equating leading order terms C1  = o. Substituting this limit and G5(1) = gs 
into the equation for ii, (2.57), gives 
a1/6 A0Re (—iZ 
co 
 + gs) 	+ 
Comparison of the coefficients of cos() in the two limits for i; results in 
1 
gs = 	3/2 
-\/C0 
(2.59) 
(2.60) 
In order to complete the expression for the phase shift (1. we must now find gr by repeating 
the above calculations in the wall layer near r = 6. 
2.4 	Viscous Wall Layer near r = 6 
As we are now interested in the region of the flow close to r = 8 let the scaling be r = 
S + a-1/2y where Y ti  0(1) and the expansions be 
= U0(6) + a-0(40w+ ••• + a-1/3A0Re tri(Z)eiq + . . 	(2.61) 
= -61/6A0Re {if)(Z)eiq + . , 	 (2.62) 
= 	-ce-113A0  cos E+ 	 (2.63) 
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The ODEs for ft and v are 
+ V' = 0, i(V — co)V, = 	 (2.64) 
with a no slip boundary condition at Y=0. Solving as in the outer wall layer we find 
 
= 	1 (e—m2Y 1) V — co 
v= = , 	1 (1.  (e—m2Y — 1) + Y) , V — 	m2 
(2.65) 
(2.66) 
   
where m2 = N/V — coei"/ 4. From the wall layer equations we can substitute in our solution 
for 0 to find the normal velocity 
i)-- (-51/6A0Re i  { 	1 	1  — i 	(e,2y  - 1) + Y ei  + . . . , 	(2.67) 
(V — CO) V2(V — co) 
thus 
-6116  AoRe {(i 	
1 — i 	
) + . . . as Y 	oo. 	(2.68) 
(V — co) 	— C0)3/2 
From the core region solution we can 
G5(6) = gr , the normal velocity is 
a1/6A0Re 
and we can conclude from the coefficients 
gr = 
Using the gr and gs as calculated above 
3 
= 
find that 	G2 	av 1/ 2  Y 	S, with 
(2.69) 
(2.70) 
(2.71) 
since 	-4 	-co 	as r 	together 
iY + gr ) 	+ (V 	co) 
of cos(') that 
1 
v-2-(v — co)3/2 .  
we are now able to write the phase shift 
1 + 
r(27-1  + To) ( 	A/(V — CO)512 	.\/C(5)/2  
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from (2.48) and all the quantities on the right hand side are now known, once co is found 
from (2.41). 
2.5 	Nonlinear Critical Layer 
We begin our study of the strongly nonlinear critical layer, with the aim of relating the 
disturbance amplitude and phase shift, by writing r = re + 7S where S = 0(1). To find 
the appropriate scaling let us consider the power series expansion of the radial velocity near 
r, for a given x and Tand transform into the new S variable, 
= 	Uo(r,) + (r — rc) + A2 (r — re)2 + . . . 	 (2.72) 
= co + AlyS + O(y2), 	 (2.73) 
where Ai and A2 are 0(1) constants. Comparing this to the inviscid expansion (2.16) and 
matching the order of the second terms implies 7 = a--1/6. This is a different scaling than 
that considered in previous weakly nonlinear critical layer studies for pipe and channel 
flows where the power was -1/3 because of the more complicated basic flow. We now write 
expansions for it, v and /3in the critical layer as: 
+ a-1/6u1(s,E) + • • • + U2 ( 	+ • • • + 	1  / 2 Cri U5 ( 	+ • • • ,(2.74) 
= a2/3v1(s, e) + 	+ 0-2v2(s,6+ • • + a-1/20-2v5(s, + 	(2.75) 
/3 = 	 + • • • + cr3P2(6 + • • + a-1/2a3P5(e), 	 (2.76) 
where the scalings of V1 and P1 were determined by matching to the inviscid core region 
as above for U1. 
Substitution of the expansions into (2.5) leads to 
o = 
a5/6 au,  4_ 	±ao_i au2 
(2.77) 
1-5/6 avi 	 1/6 8v2 	1 	1-coi3vi 	a2v2 + + 	 + a *** a a2 s a • • • a 	r r, 
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and separating these into individual equations at each order of Et gives, 
aUl av„ + — = 0, as 
aU2 av2 —v1 
8E as rc 
(2.78) 
(2.79) 
and the result that al = ar1/3 and u2 = al/2. Similarly using (2.6): 
 
 
au, 	au, 	aPi u,, + v, = 
N . 	as 	a-E' ' 
au2 au2 au, aP2  u1 ,+v, 	+v2 	 = 
N . 	as 	as 	a--' ' 
(2.80) 
(2.81) 
and a3 = a-1/2. 
To proceed further some boundary conditions will be required, so let us return to the 
inviscid core region (2.16) and substitute in for u2, 
is = Uo(r) + EC-1/6u1m(r) + a-1/3A0F2(r) cos 	 (2.82) 
Expanding U0 and ttim as series around r = r, and taking the limit as r 	re using (2.31) 
gives, 
1 is = c0 + (r — rc )U0V,) + 2(r — rc )2110"(re ) + • • • + 
a-1/6 [ttim(rc) + (r rc)uim(rc) + • • .1 + 
2Ti  TO 
a If' 
A0 
	 ln rc 	r cos 	+.... 
rc — 6 
(2.83) 
(2.84) 
(2.85) 
On transformation from r) to (e, S) and comparison with the u expansion in the critical 
layer (2.74), as S -+ ±oo, we find, 
U1 	-- n + ttimfre), 	 (2.86) 
re 
(2T1 +  
U2 	T1 —2 S2 + Stilim(rc±) 110 	 TO I 2 	lnIS1 cos e. 	(2.87) To 
= TO --S + tlim(rc), 
rc 
V1 = 
(2.91) 
(2.92) 
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Similarly a comparison of the radial velocity components gives 
V1 	—0sin 6as S --> ±co, 
where 
Aor, 
= 	 To 
33 
(2.88) 
(2.89) 
Now let us return to the equations for U 1, VI and P1  where we assume that the main pressure 
disturbance retains the same form as elsewhere in the flow and can write, 
Ao cos 6. 	 (2.90) 
As in Benney & Bergeron (1969) it can be shown that the asymptotic forms (2.86) and 
(2.88) which ensure the solution will match the core region are in fact valid solutions 
throughout the critical layer, and therefore: 
Next we consider the equations (2.79) and (2.81) for U2, V2 and P2. Differentiating (2.81) 
with respect to S eliminates P2 giving, 
r 	 Dos 
	
+ uim(rc)] 3_2112  	To au2 	1^92 U2 To 3V2  
re a6--- 
,0 sin 
6 as2 	rc as 
= 0' 
	
(2.93) 
Equation (2.79) can now be used to eliminate V2, resulting in 
2\ 	a 2u2 ---a U2 A 0 sin 6  [ To --o 	uim(red  	sin 6 	 re aliasOS2 	re 
(2.94) 
To continue with the solution of this second order partial differential equation we make a 
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change of variables 	S) 	77) as in Walton (2005b) with 
To = re 
(0 — —uim(7-,)) 2 ± 	COS 
To 
In the new notation the partial differential equation for f2, - (2.94) becomes 
1/2 2T0 	 (au-2 	Ao sin  (—rc ) (7) — :(3cos 4)1/2 a 	 
as 
and integrating gives 
1/2  
re 
au2 	(2T0) (77 — COS ')112 + as  
(2.95) 
(2.96) 
(2.97) 
where ic is an arbitrary function of 77. This is subject to the boundary condition (2.87) as 
S -+ +co which after differentiation is 
aU2 2T1  —s + Ulm (rc±), 
as 71 
or in terms of 3, 
OU2 	2T1 (27.,1 1/2 ti —I/ 	as 77 oo. 
as 7', To 
We can now write down an asymptotic condition on our arbitrary function tc(77): 
21/2 
3/2 3/2 (21-1 + TO) 711/2 
	77  as 	00. 
c To 
(2.98) 
(2.99) 
(2.100) 
As described in Walton (2005b), the next terms of the 	ii, /7) expansions in the critical 
layer that we need to consider are those with subscript 5. At this order the governing 
equation for U5 can be written in the form 
(270 ) 1/2 	
— cos 1/2 	
(au5 = a3u2 ‘0,,  (2.101) 0 
re 	 as3 
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where '0' represents the contribution of terms which are odd about e = 7. By differen-
tiating 14s2, from (2.98) twice, substituting in and then integrating from 0 to 271- in we 
obtain 
27r 	1/2 	 27r 	 2 
[S5 	
23-0  
] = (--r-c-) 	(WO)) f (7/ - cos q)1/ do) . (2.102) 
We require that our disturbances are 27-periodic in e(§2.1), meaning the left hand side of 
(2.102) is zero. If we define the function I (71) by 
=  f
27r 	 )1/2 
— 	cos q 	dq, 
then (2.102) can be written as: 
0 = 	(K/(,-0.1-( -7-1---)) or KV7))/(71) = constant, Cij > 
(2.103) 
(2.104) 
The streamlines in the critical layer are of cat's eye form and when ij < /3 this translates to 
the interior of an eye where the vorticity is constant and the constant in (2.104) is zero. We 
find the value of the constant by letting rj -+ oo, we can easily see that 
27Fil/2, 	 (2.105) 
and by differentiating (2.100) to find n'(7/), after substitution: 
21/27(ro 2T1)  constant = 3/2 1/2 	• rc To 
(2.106) 
As in Walton (2005b) the streamlines in the non-linear critical layer are of Kelvin cat's eye 
form, where the interior is defined by 77-  < 6. Inside the cat's eye the constant is zero, as a 
result of the Prandtl-Batchelor theorem which requires uniform vorticity, for further details 
see Brown & Stewartson (1978). 
We are aiming to find the phase shift and to continue the calculation we consider the 
( = 1/2 FP r+co  
27-0 ) 	J— 00 
f2,T au5  sin 
7r Jo (7  )j-COS 
dF, .)1/2 d71, 
	(2.109) 
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quantity q5 defined by 
—1 
 f
2ir 
(FP[U5] -+= sin 0 d
o 
1 +00 = 	—FP f (f 27r _au, sin -E--d-E--) dS. 
7r _co 0 as 
Alternatively in the (, 7i) variables, 
(2.107) 
(2.108) 
which when integrated by parts becomes, 
( rc 7r 	) FP 1/2 
	 f -Fa° f 27r 2 	1/2 a 
aE' 
(au
as5 
 
\ 2To / 	 - cos 6) ) c16 	(2.110) —00 o p  
Substituting for a(W) from (2.101) we have, 
re 	FP 
+00 [ 2" a3u2 = — 
	
7I3To f co J 0 .9S3 	161' 
which can also be written, in (-, S), as 
= 	
FP 
f +' [ 27 3 U2 
 (S — —rcUim(rc)) dS. 
7/3 <Lc° 	8S3 	To 
If we now integrate by parts and use (2.98), we obtain 
71_1,4 fo 27r Fp [aaUs21 
2 
(u'im (rc+) — 	(re— )) 
(2.112) 
(2.113) 
(2.114) 
By relating the finite parts of the jumps in 9_ and n(i7) using (2.97) and (2.98), we find 
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that 
FP [—
au 
as 
2] = u, (r ±) - 	(r -) = FP [neli)]t . im 	im 
Hence, we can write Or in terms of n(71), 
= 	[tc(ii)] 
2 	, f 
= 	 c 
-00 
and substituting in re(ij) from (2.104), 
4 (21/2743-0 27-1))  FP 	1 ds r g/27. 12 	 I(s) (s)  
together with a change of variables s = )4z, 
(2.115) 
(2.116) 
(2.117) 
(2.118) 
1 	0372 dq dz , 
4 (21/270-0 2T1))  —1/2Fp f (x) 
fo (z — cos 4/27.d/2 1 	27r 	
(2.119) 
c(1)(To 2T1)  
4/9/2Tii/2 	
(2.120) 
where C(1) is a constant (as in Smith & Bodonyi (1982) and Walton (2005b)) defined by 
`") 	1 	 1 
 	dz + -
1 ] 	
(2.121) C(1) = -25/27
[fl (27rVi 1027r (z - cosq)112dq 
-5.516. 	 (2.122) 
By using the definition of )3 (2.89), we find a relation between q  and Ao, 
C(1) (7-0 + 271)  
= 
71A0312 • 
(2.123) 
Now let us consider a different approach to finding the quantity q. The definition of -0: 
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includes FP[U5]+ which can also be written as Ao [F5]+ sin e, when we consider that the 
solution must match to the inviscid core region. We were able to write down [C2] + and 
[G5]+ (2.40) using the condition on logarithmic terms across the critical layer and we can 
similarly say, 
(2.124) 
and therefore, 
2ir 1 
= 	— Ao [F5]1- f sin2 
71 	0 
= 
( To  +  2Ti 
o 	 2 
TO 
(2.125) 
(2.126) 
Equating the two equations for c, (2.123) and (2.126), we obtain a link between 1 and Ao, 
2 
C(1) ( TO ) '0 
 3/2 
• 
rc 
Combining this with (2.71) from the wall layer calculations, 
(2.127) 
[F5 ]-__F = -41 To + 2T1 
C(1) TO + 271. 	1 	 (2.128) 
TO 	
.V--c1  g/2 	,/(v.!c o)5/2 
2.6 	Numerical method for evaluating finite-part integral 
Now that we have derived equations for the phase shift and amplitude, to investigate these 
values for ranges of d and V we require re (from which co can be calculated). Returning to 
Equation (2.41), which we referred to as determining co, define 
/ = FP 	dr. 
Uo — co 
(2.129) 
Since the critical velocity co is defined as Uo (re), we expect a singularity in the integrand 
within the limits of integration 6 and 1. Integrating by parts three times, the details of which 
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can be seen in Appendix B, gives an alternative form 
d1r 	 dK 
I 	[ 	
1 2 
L (
K()
r — r)  + Ink' rd 	((r rc) in lr rel (r re)) 	
1 
dr dr2 s 
1 
H-FP I ((r — r,) In lr — re l — (r — re)) 
d r3 
K 
dr. 	 (2.130) 
s  
where 
K(r) 
	r(r — r,)  
Al 7.) 	(Uo — co)2.  
(2.131) 
Now we must implement a numerical method to solve I = 0 and find r, for a given V 
and S combination. This involves evaluating the integral on the right hand side of (2.130) 
for a given value of r,. Unfortunately when computed by MAPLE the third derivative of 
K(r) is not a non-singular function as hoped but numerical errors cause problems close to 
r = rc. To overcome this, the integrand can be expanded as a series about r = re which 
when simplified has a finite value. Then when the integral is computed the range is split 
into sections and the series expansion is used in a small region around r = re. Now a 
procedure using interval bisection to approach the root and stopping after ten iterations can 
be executed for a variety of V and J. 
We have considered small V and mid range values for 6 (0.5 < S < 0.75) hoping to see 
interesting characteristics, since it is expected that for small 6 the flow will be very similar 
to pipe flow and for large S the flow is likely to resemble channel flow. 
2.7 Conclusions 
A plot of r, calculated using the above method against the velocity of the core, V, for 
different values of the core radius, 6, can be seen in Figure 2.4. From this we can see that 
as the velocity increases the value of re decreases, moving away from its original position 
close to the outer wall towards the inner wall. As S increases the r, decreases faster. 
Once the solution of the integral equation has been found it is straightforward to substitute 
the values into the equations (2.127) and (2.128) to find F and Ao. Plots of these values for 
three different values of S can be seen in Figures 2.5 and 2.6. The results show that there is 
 u, 
ti ri ti 6 	6 6 6 IC; E3 
K., 10 IV 10 	IV K., 10 
• 
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a solution for a range of values of V which increases in width as 6 increases. There were 
no solutions found for 6 < 0.6 but the exact cut off point has yet to be determined. At each 
end of this range of V where solutions are present 1 	0 and Ao -+ oo suggesting that the 
model or assumptions are beginning to breakdown. 
There are a number of avenues which could be explored from this point. Firstly it would be 
natural to continue using this method to analyse a wider range of 6 and V and specifically 
to look for the cut off value of 6 mentioned above. Further investigation of this problem 
could be made by returning to the derivation of the governing equations of the flow (§2.1) 
and rather than scaling out the Reynolds number (2.4) it could be kept in. While remaining 
in axisymmetry (N = 0), the condition a >> 1 which can be thought of as the double limit 
aR >> 1 and a —> 0 implying R —> oo, could be replaced by R —> oo but with a remaining 
finite instead of a. 
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Chapter 3 
Linear stability of eccentric 
thread-annular flow 
It is difficult in a practical scenario to maintain a thread in the centre of the pipe so it is 
reasonable to expect that the thread may wander off centre and we hope that this probably 
in combination with many other factors would explain the discrepancies between analytic 
and experimental results. The first and very simple step towards an understanding of the 
effect of the position and possible movement of the thread on the stability of the flow is to 
investigate the situation where the centre of the thread is fixed a small distance away from 
the centre of the pipe, we shall refer to this as eccentric thread-annular flow. 
3.1 The model and unperturbed flow 
We begin our study of the stability of eccentric thread-annular flow by discussing the model 
we will use, see also Labadin & Walton (2005). As before cylinders of non-dimensional 
radii 1 and 6 are used for the pipe and thread except now the centres are separated by a small 
distance E in the cross-section. The cylindrical polar coordinate axes are centred on the pipe 
and the thread centre lies on the 0 = 0 line, see figure 3.1. The inner cylinder is moving with 
non-dimensional velocity V in the axial direction. Before we can introduce a perturbation 
to this flow we must consider the appropriate steady, unidirectional basic flow solution of 
the Navier-Stokes equations (1.3)- (1.6). After substitution of (u, v, 	= (U(r, 0), 0, 0) 
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Figure 3.1: Cross-section of the model 
and a constant pressure gradient, a = 	the non-dimensional equations reduce to 
82u + 1 au + 1 82u 
art 	r ar r2 802 = —4. (3.1) 
To meet the no slip on the walls criteria the first boundary condition is 
U(1, 0) = 0, (0 < 0 < 27). 	 (3.2) 
Let the surface of the thread in a cross-section be defined as a function rth(0), then we 
require 
U (rth(0), 0) = V, (0 < 0 < 27). 	 (3.3) 
Applying the cosine rule to the triangle formed by the centres of the two cylinders and a 
point on the inner cylinder, see figure 3.2, we obtain an equation for rth(0), 
6-2 	th  62 — arm cos(0). 	 (3.4) 
Solving the quadratic equation using the standard formula gives 
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Figure 3.2: Detail of inner cylinder 
< 1. 
(3.5) 
(3.6) 
62  (cos(28) — 1) + r th(0) = E cos(0) 	\ 	+ 
then we can expand the square root in a series to give 
E
2 
rth(0) = 6 + f cos(0) + 	(cos2 (0) — 1) + . . . for 
262 ' 
e2(cos(20) — 1) 
262 
To begin looking for the solution, we need to expand U(r, 0) as a power series in E. A 
possibility would be 
00 
U (r , 0) 	U j  (r) (6 cos(0))3 	 (3.7) 
j=o 
but there is insufficient flexibility in this series to allow for anything but a trivial solution 
at 0(62 ). Instead we let there be two separate functions of r at 0(62), a harmonic part 
multiplied by cos(29) and a mean part, and write the series as 
U (r , 9) = Uoo(r) + EU0i(r) cos (0) + 62 (Uo2(r) cos (20) + Uni(r)) + O(E3 ). 	(3.8) 
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Substituting this into (3.1) gives a set of ordinary differential equations for the various U. (r) 
after we equate the powers of f and cosine modes. To find the accompanying boundary 
condition let us Taylor expand U(r, 0) around r = 
a 
U(r, 0) = U 0) + (r — (5)
u
o
(5 0) + —2(r — 6)2 2u 
 0) + . . . , 	(3.9) pv2 
and let r = rth (0) so that (3.3) becomes 
U(6, 0) + 	cos(0) + TE: (cos2 (0) — 1) + . . .) au (6, 0) 
1 	 2 
v2  
u 
+-2 
(6 cos(0) + 	)2 —((5, 0) . . . = V. 	(3.10) 
Now using the power series for U(r, 0) (3.8) and equating powers of epsilon, the first two 
boundary conditions on the thread are U00(8) = V and U01(6) = —qo(8). Solving the first 
ordinary differential equation 
Ugo(r) + 7:1 NO M = —4, 
U00(1) = 0 and U00(6) =V, 	 (3.11) 
gives 
No(r) = 1  — r2 + V 
— + 
ln() 
 62  ln(r). 	 (3.12) 
Next the equation for the first correction term comes from the coefficients of e cos(0) and 
is found to be 
1 	1 
(VIM + —r N i(r) + (101(r) = 0, 
U01(1) = 0 and U01(6) = — No(6), (3.13) 
with solution 
262 	V — 1 + 62  Uoi (r) = (;1  — r) (1 	_ 6-2 	(1  62) 1n(6") ) • (3.14) 
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The harmonic part of the 0(E2 ) terms together with the corresponding boundary conditions 
is 
U 12 (7') + 27, U2(r) — 
4
UO2(r) = 0, 
1 	1 	1 UO2 (1) = 0 and Uo2(6) = —2U1(6) — 71(4(8) — 71(5 N(6) 
and the mean part is 
(3.15) 
U;Tc(r) + -1:U",(r) = 0, 
Um(1) = 0 and U,,,,(8) = — Uf(j) — 711 U1)1 (5) + ,T5.1  N(J) 	(3.16) 
Solving these gives 
	 ( 2 	( V 	62 	
282 ) and 	(3.17) U°2(r) 	(1 — 1 82)2 '1'. 	r2) 	21n(6) 	1 + 82 
Un,,(r) = 	
ln(r)(1  + 82 V — 1 + 62 
(1 — 82 ) ln(J) 	 ln(8) 	) 	 (3.18)  
An example of what this flow would look like can be seen in figure 3.3. 
3.2 	Linear perturbation 
The disturbance represented by the hatted terms is superimposed on the flow, 
(u, v, w, p) = (U (r, 0) + ft, v, w, — Rx + 13) , 	 (3.19) 
and we must consider what form it should take. Let us start with a travelling-wave 
	
11, = Au11(r)ei'( )  cos(0) + c.c., 	 (3.20) 
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Figure 3.3: Plots of flow between two cylinders. Top row S = 0.1 centres offset by 0.1, 
V = 0.1. Second row left (5 = 0.1, e = 0.2, V = 0.1. Second row right 6 = 0.7,E = 0.1, 
V = 0.1. 
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where the linearization parameter A < any power of E. Through interaction with the basic 
flow this will generate terms at the next orders proportional to 
eAei'('-d) cos(20) and EAei'( ) 	 (3.21) 
followed by 
E20ei'('-ct) cos(0) and E2Aeia(x-ct) cos(30), 	 (3.22) 
the first of which is of interest because it reinforces the original disturbance . This suggests 
the disturbance expansion should be 
ft(r, 0) = Ae
ico-co un(r) cos(0) + e(u20(r) + u22(r) cos(20)) 
(3.23) 
+€2(u31(r) cos(0) + u33(r) cos(*) + 
Similar expansions are used for 0 and /3, while 717 differs with the cosine replaced by sine 
and there is no 0-independent term, 
"i)(r, 19) 
71)(r, 0)  
and P(r, 0) 
eic, 
= 	
. 
4a. 	k 
= 	Aei0(x_,t)  
= De 
vn(r) cos(0) + e(v20(r) + v22(r) cos(20)) ) 
+E2(v31(r) cos(0) + v33(r) cos(30)) + ... 
( wn (r) sin(0) + Ew22(r) sin(20) 
+E2(w31(r) sin(0) + w33 (r) sin(30)) + ... ) 
( P11 (r) cos(0) + 420(r) + p22(r) cos(20)) ) 
+62(v31(r) cos(0) + 1733 (r) cos(30)) + .. . 
, (3.24) 
(3.25) 
. (3.26) 
It can be shown that if a swirl term w20 (r) were included the only possible solution would 
be w20(r) = 0. To complete the expansions required let 
a = ao E2a2 + . .. and 	 (3.27) 
C 
Co E2C2 	 (3.28) 
the O(€) terms are omitted since the equating of coefficients which is described below 
requires al and c1  to be zero if there is to be a non trivial solution for uii (r). The governing 
equations are very long once these substitutions have been made so here we will describe 
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a typical term from the axial momentum equation (1.4), vt.f. Since this is a linear study 
any terms of 0(A2 ) or above are ignored leaving this term represented by t. (r, 0)f)(r, 0). 
After using the expansions and collecting together similar terms, this term becomes 
Aeia(x-ct) 
/ No(r)v11(r)cos(0) 
1/60(r)v20(r) + IJ-In (r)vii(r) 
-1--6 
+ (1/60(r)v22(r) + - I/"('il (r)vii(r)) cos(20) 
( 	U-1)0(r)v3i(r)± 
U01 (r) (v20 (r) + v22(r)) + 	cos(0)+ 
+62 vii(r) (W,;2(r) + (r)) 
(r)v33 (r) + 2 Uo1(r)v22(r)+ cos(30) 
(Oyu. (r) 
. 	(3.29) 
At leading order the equations are identical to those in the concentric case and we shall call 
it the 11-problem. An example from the system is 
iao(Uoo(r) — co)un (r) + Uoto(r)vii(r) = 
, 	„ , , 	1 	„ 	1 	2 —iaoPii(r) + 	unlr) + , ( r) + as  ) un (0) (3.30) 
which comes from the axial momentum equation, for the full system see §C.1. 
The wavespeed c is allowed to be complex and the axial wavenumber a is required to 
be real, this is called a temporal approach to stability. If c is found to have a positive 
imaginary part then the disturbance will grow in time and is described as unstable. We are 
particularly interested in finding the neutrally stable combinations of Reynolds Number R 
and wavenumber, these are the disturbances that neither grow nor decay in time where e 
is real. These are plotted in the a — R plane for a given S and V as a neutral stability 
curve and we are interested in finding out how this curve is affected by the introduction 
of eccentricity. The solution for c proceeds by forming a generalized eigenvalue problem 
using a Chebyshev collocation method. First of all, to use Chebyshev polynomials the 
range must be [-1, 1] as opposed to [5, 1] that we have currently, so let us introduce a 
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change of coordinates 
r = —
2 
((1 + + (1 — 	. 	 (3.31) 
Each of the disturbance functions u11, v11, w11 and pli are expanded in a series of Cheby-
shev polynomials Tn, e.g. 
U11 = a Tn() • 
n=0 
(3.32) 
To solve for the 4(M + 1) unknown coefficients of the series we evaluate the equations at 
the interior Gauss points = cos (V), i = 1, . , M — 1 and the final 8 equations come 
from the boundary conditions. If we make the vector a(11), of length 4(M + 1), from the 
coefficients of each of the 11 disturbance functions, we can then express the equations in 
matrix form 
(B11 — con a(11) = 0 	 (3.33) 
and this can be solved by a package such as MatLab. The square matrices B11 and C of 
dimension 4(M + 1) contain derivatives of the Chebyshev polynomials and are dependent 
upon ao, R, 8 and V. There will be some spurious eigenvalues corresponding to the rows 
in the matrix which were formed using boundary conditions but these are easy to eliminate 
due to their large magnitude real parts. Of the remaining eigenvalues we can now look for 
the one with the most positive imaginary part as it will define the stability of the flow for 
this ao — R combination. Once a neutrally stable point has been found the stability curve 
can be extrapolated. 
Having found the eigenvalue required we can take the matching eigenvector, which 
has been re-scaled to make the first element 1, and uses the values as coefficients in the 
Chebyshev polynomial series to look at the functions ull(r), v11 (r), w11(r) and p1 1(r). 
Figure 3.4 is a typical example of the plots of these functions from the range of parameters 
we investigate in this chapter. Also shown on the plots are the location of the critical radii 
r, where U00(r,) = co which as seen previously are important regions in the flow and we 
see a correlation between these points and peaks in the disturbance velocities. Figures 3.5-
3.7 show that the shapes of the curves remain largely unaltered as we explore the parameter 
space the differences coming with the magnitude of the peaks and slight variations in their 
position. One notable exception comes in figure 3.6 where the curves in the V = 0.1 case 
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Figure 3.4: Plots of disturbance velocities also showing re where Uoo(re) = co. 
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Figure 3.6: Plots of disturbance velocities for a range of thread velocities. 
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Figure 3.7: Plots of disturbance velocities for a range of thread radii. 
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are almost mirror images of those from the other thread velocities. We will see later that 
small changes in thread velocity have large effects so it is likely that there is a continuous 
transition process in the range between V = 0.01 and 0.1. 
Progressing on to the next order terms, O(E2 ), from the governing equations there are 
two distinct groups allowing a split, those independent of 0 become the 20-problem and the 
coefficients of cos(20) the 22-problem. The 20-problem features only 3 equations for u20, 
v20 and p20 and they are forced by 11-components and the first correction term, U01, of the 
basic flow e.g. 
ia0 ((Uoo(r) — co)u20(r) + 
2 
U01(r)uu (r)) 
1 	 1  
±Uof 0(01;20 (7") 	ill  
T 
2" (r)vii(r) — 2r Uo1(r) w11(r) 
1 	1 
= 	—iaop2o(r) + R 	20 u" (7') + —r u'2o(r) 4u20(r) 
(3.34) 
from the axial momentum equation. For the complete system see §C.2. Using the Cheby-
shev polynomial series expansion technique we convert the system to an easily solvable 
matrix equation 
B20.(20) = d(20), 	 (3.35) 
where d(20 contains the forcing and a(20) the coefficients of the u20, v20 and P20 series. An 
example of what these functions look like can be found in figure 3.8.The 22-problem is 
forced in the same way and the only difference in the method of solution compared with 
the 20-problem is that there is a 4th equation, see §C.3, the matrix equation is written as 
B22a(22) = d(22), 	 (3.36) 
where a(22) contains the coefficients of the u22, v22, w22 and p22 series, see figure 3.9 for an 
example. 
Going back to the governing equations for a final time and considering the 0(E3) terms, 
we see again that the problem can be divided according to the 0 dependence. To close the 
problem it is sufficient to consider what we will call the 31-problem which is found by 
equating the coefficients of cos(0). These equations are forced by components from all our 
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previous problems, including perturbations due to a2 and c2, and the O(E2 ) correction to 
the basic flow. The relevant terms from the axial momentum equation make this equation, 
( (U00(r) — co)u31(r) + Uoi(r)(u20(r) + u22(r)) 
+ia2(Uoo(r) — co)uii(r) No(r)v3i(r) + UL(r)(v20(r) + 2v22(r)) 
+vii(r)(2 UO2(r) + 	(r) — —r 
( —2 Uoi(r)w22(r) + UO2(r)wii(r)) 
-iaop3i(r) - ia2pii (r) 
„ 	1 	1 
+—R u3i(r) + -ru131(r) - 
	+ 	tt31(r) - 2a0a2u11(r)) , 
for the rest of the system see §C.4. The matrix equation takes the form 
(3.37) 
(B11  — coC) a(31) = d31 	 (3.38) 
where B11 — coC is identical to the 1 1-problem. A solution to this nonhomogeneous equa-
tion is only possible if 
(d(31))T (s)* = 0 
	
(3.39) 
where s satisfies the equation adjoint to (3.33), namely 
((B11 — co Cr )T  (s) = 0 , 	 (3.40) 
the superscript asterisk denotes complex conjugation. Multiplying out (3.39) gives an equa-
tion of the form 
(124.1 + CA2 + 4)3 = 	 (3.41) 
where all the coefficients (Di are complex numbers which can be calculated. Since a2 is 
required to be real and for neutral stability c2 is also real, we have two unknowns and can 
iao 
(r)(W02(r) + Um(r)) +un 	 — ezun(r) 
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Figure 3.10 : Neutral curves for various V s with 6 = 0.4 and E = 0.003.
create two equations by separating real and imaginary parts allowing the solution
<P IR<P31 - <P 1I<P3R (3.42)C2
<P1I<P2R - <P I R<P2I
- <P3R - C2<P2R (3.43)0:2
<P1R
to be found, where subscripts R and I denote real and imaginary parts.
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3.3 Results 
Considering first a fixed thread radius, S = 0.4, we examine a range of thread veloci-
ties, see figure 3.10. We see good agreement between these curves and those found by 
Webber (2008) for asymmetric disturbances, exp(ia(x — ct) + iN0), of mode N = 1, the 
most unstable mode. The effect of the eccentricity in general is to raise the upper branch 
and reduce the height of the lower branch of the neutral curve with a greater change occur-
ring to the upper branch thus slightly increasing the range of unstable wavelengths. It is 
difficult to get reliable results close to the nose of the neutral curve but from the shape of 
the curves it appears that the critical Reynolds number would be slightly reduced. The ex-
ception is that for the largest value of V the reverse changes occur to the neutral curve and 
the new combined ao + 62a2 curve closes up at a higher R increasing the critical Reynolds 
number. For V = 0.01 the neutral curve is formed of two loops. The formation of the 
top loop begins with a stable intrusion that grows from right to left as the thread velocity 
increases until it meets the neutral curve's upper branch close to the nose. As V increases 
the critical Reynolds number continues to grow and both loops retreat to infinity with the 
top loop receding at a greater rate. 
Next we examine a selection of radii for a stationary thread and see similarities with the 
neutral curves found in the axisymmetric, concentric case by Walton (2003). The main dif-
ference being a decreased critical Reynolds number as would be expected when asymmetry 
is introduced. We observe the same effects on the neutral curves as for the smaller thread 
velocities above with greater displacement of the branches as S increases, see figure 3.11. 
The difficulty in calculating a2 close to the neutral curve nose is more obvious for the larger 
thread radii making it difficult to predict what is happening to the critical Reynolds number 
although as we have not seen the branches intersect as for V = 0.1 this may indicate a 
likely decrease. Although our calculations have had some effect on the region of stability 
we have made only small progress in reducing the critical Reynolds number, the smallest 
seen above is approximately 2 x 105, from that predicted analytically previously towards 
that seen in experiments, Frei, Liischer & Wintermantel (2000). From Walton (2005a) we 
see that in terms of our non-dimensionalization Frei, Liischer & Wintermantel (2000) re-
ported instability at R = 3 x 104. So we take the next logical step forward and consider a 
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weakly nonlinear situation by allowing the perturbation to be large enough that we have to 
include the interactions it has with itself. 
64 
Chapter 4 
Weakly nonlinear stability of eccentric 
thread-annular flow 
4.1 Weakly nonlinear perturbation 
Weakly nonlinear theory is another small amplitude perturbation technique used in hy-
drodynamic stability. Here the small parameter, A, is large enough that, unlike in linear 
theory, the terms which are quadratic in the disturbance cannot be discarded. This means 
that there will be interaction between the perturbation terms and where it has previously 
been sufficient to ignore the complex conjugate this must now be included. We begin with 
a perturbation of the following form 
ft = AAiiii(r)ei'('-et) cos (9) + AA*f41(r)e-ia(x-ct) cos (0) 
	
(4.1) 
and similar for f), t1) and f), where * denotes complex conjugate. On substitution into the 
Navier-Stokes axial-momentum equation we find the nonlinear part (fi, f), tb).V (it, f),16) 
has produced two distinct groups of terms that we will need to include in the disturbance. 
First at 0(A6) there are terms such as 
A f (r)ei'('') cos(0) and A* f * (r)e—i"(') cos(9) 	 (4.2) 
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and at 0(A2 ) 
A2g(r)e2ia(x-ct) (r)e-2ia(x-et) cos2 (0)  cos2 (0), (A*) 2 g* 	 and h(r)AA* cos2 (0). 	(4.3) 
This suggests that up to 0(A2 ), the fundamental disturbance plus the forced response takes 
the form 
= 	A (Aftii  (r)eic(x-ct) ( )e- ic'(x-ct)) cos(0) 
Oita, (r) x-et ) A*,t60(r)e-i00-et)) 
+EA 
(.A.4122(r)eta(x-ct) 	A*1•42 ( ‘r e- ) 	ja(x—ct)) cos(20) 
+A2 	(A21-120(r)e22a(x—ct) (A*)2f40(06-
2ia(x—et) AA*2120A(T)) 
(A2ft22(r)e2ja(x—ct) 	(A* )2q2(06-22:c(x—et) AA*ft22A(r)) cos(20) 
Once again we use substitution into one of the Navier-Stokes equations to look for the 
likely terms at the next order and find ones of 0(E2A), 0(€A2 ) and 0(A3) suggesting 
U 	A (Aiiii  (r)eiCt(X-Ct) + A* iiIi (r  ,)e_ ia('')) cos(0) 
( (Ait 20(r)e( x-d) + A*i40(r)e-ja(x-c0 ) + (Aam (r)eico-ct) + A*ft;2(r)e-ja(x-ct)) cos (20) 
(+02 	(A2ii- 20(r)e2i'('-') + (A*)2q0(r)e-
2ia(x-ct) + AA*u20A(r)) + 
+00 	(241131(r)e
ta(s-ct) ▪ AkitI (r)e-ict(x-co) cos(0)+ 
(+EA2 	
(A2ft3i(r)e2ic (x-ct) + (A*)2f.41(r)e-2i'(x-et) + AA*%1A(r)) cos(0)+ 
( 	A3,1131(r)esia(x-ct) ± ( A*)3,1741(r)e-3ia(x-co+  
cos(0)+ 
A2A*fi31A(r)eia(x-ct) + A(A* )2q1A(r)e-ia(x-ct)  +A3 A3,133 (r)e3ia(x-ct) + ( A*)3q3(r)e-3ia(x-co ± ( 
cos(30) 
. 	(4.5) 
A2A*71133A(r )eic(x-ct) + A(A*)2i1,3A(r)e-ia(x-ct) 
(4.4) 
+€A 
(A2U22(r)e2ia(x-ct) 	( A* )2 f42(r)e- 	 -C-1..E1* (4,22A k 	cos(2e) 2icx(x—ct) 	d d 	,,,e(041 
(Aft33(r)eioe(x-ct) ▪ A*,i43 f r e- ( ) 	ja(')) cos(30) 
(A2u33(r)e2i'(x-ct) + (A*)21133(r )e-22:0(x-ct) + d d .1 .L.1 i* u33A(r)) cos(30) 
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We are now in a position to choose a relationship between the two small parameters in our 
problem so as to have the maximum effect upon the fundamental mode, proportional to 
exp(ia(x — ct)), of the disturbance. Therefore to combine the terms that would reinforce 
the fundamental, let e = A and we can rewrite our perturbation expansion more succinctly 
as 
ft = e (Aiiii(r)eia(x-co  + c.c.) cos(0) + 
(Aft20(r)eta(x—ct)  + c.c. + 01122(r)eia(x-ct) + c.c.) cos(20)+ 
+ 	(4.6) 
(A2ft22(r) e2ia(x—ct)  + C.C. + AA*Et22A (r)) cos(20) 
E2 	A2u20(r)e2j'a(x-ct) + c.c. + AA*ft20A(r)+ 
7 (Aft31(r)ei'(x-ct) + c.c.) cos(0) + ( (Ait33(r)eta(x-ct) + c.c.) cos(39)+ 
(A2ft3i(r)e2i'( ) + c.c. + AA*u31A(r)) cos(0)+ 
(A2u33(r)e2ta(x-et) + c.c. + AA*f.t33A (r)) cos(30)+ 
03,1 31 (0 e3icx(x—ct) 
\ 	 + C.C.) COS(0) + (A32133(r)e'( x-ct) + c.c.) cos(39) j 
As in the linear case the expansions of t) and /5 have the same form as for it but for the az-
imuthal perturbation is the cosine is replaced by sine and 0 independent terms are omitted. 
Returning to the Navier-Stokes axial momentum equation, 
au 	au au w au_ap 1 ( a2u 02u lau 1 a2u1 
at ± u az + ar + r aoaz + ii..az2 + ar2 + r ar r2 a92 	(4.7) 
E3 
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let us consider an example term from the left hand side, u2. Beginning with the partial 
derivative we have 
= 	i(ao + e2a2 + 	) [e(Ait ii (r)eia( x-ct) — c.c.) cos(0) 
/ AU20(r)cia(x-et) 	c.c. 
+ (Aii22(r)eico- - c.c.) cos(20) 
Azi-120 e2ic(x-ct) - c.c. 
+2 (r )e co-co _ +(A2U22 zi 	c.c.) cos(20) 
(Aft3i(r)e'('-ct) - c.c.) cos(9) 
+0463 ( r )eia(x-- - c.c.) cos(30) 
(A2u3i(r)e2ico-co - c.c.) cos(9) 
+f3 +2 +02,a33(r)e2ice(x-ct) 	c.c.) COS(30) 
+3 	
03,a 31( r ) e3icE(x- - c.c.) cos(9) 
\ 	+03%3 (r)e3ia(x-ct) - c.c.) cos(39) 
+ 
au 
ax 
+62 
(4.8) 
cos(9) 
+c.c. 
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and then multiplying out 
au 
u— = ciao  (Uoo(r)  (AiliiHei' (x-co  c.c) cos(0)) 
Aft2o(r)eicqx-co + . A.2,17120 (r)e2ice (x-ct) —c.c. 
U00(r) 
+ (A7122(r)eia(x—ct) + 2A2i22 (r )e2ico-co _ c.c.) cos(29) 
+U01 (r)(Ailii (r)eio(x-ct) - c.c) cos2(0) 
±(Aiiii(r)eia(x-°t) + c.c)(AiLli(r)eia(x-ct) - c.c) cos2(0) 
/ 	iiii3i (r )eico-co + 2A2u3i(r)e2ict(x-ct) 	 \ 
cos(0) +3A32t31(r)c3i.(.-ct) - c.c.  
Ait33(r)Cia(x ct) + 2A2u33(r)e2icqx-co+ 
+ 
3A3
cos(30) 
i \ 	
sia(x-co - 
2332o(r)e 
	
+ 2A27712o 
c.c. 
( 	
(r)eia(x-co 
+2A2U,22(r)e2ic0-e0 - c.c. 
cos(20) 
(r)e2ia(x-co - c.c. 
) + 
eia(s-co +Uoi(r) cos(9) Aft22(r) 
+ (UO2 (r) cos(20) + Um (r)) (Aiiii(r)eia(x-co - c.c.) cos(0) 
/ Afi2o(r)eia(x-ct) 
+2A2u20(r)e2ja(x-ct) — C.C.+ 
( Aii22 (r)eicqx-co+ 
2A2u22(r)e2ja(x-co cos(20) 
-c.c. 
( 	(r)ei"(x-ct )  
+€2iao 
+e3icto 
Uoo(r) 
/ Ali20(r)eicx(x-ct) 
 
+2A2712o(r)e2ict(x-ct) 
+c.c./  +22(r)  AAe*if:Ar ( )+ 
Ail 	x-
c 
t
)
+ 
2A2U22(r)e2iol(x-ct) 
+c.c. 
+AA*u22A(r) 
cos(20) 
—c.c. 
cos(0) 
+63ia2 Woo(r) (Alin (r)eict(x-ct) 	c.c.) cos(9)) . (4.9) 
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The process is then repeated for all the rest of the left hand side. The right hand side is 
much more straight forward in the absence of nonlinear terms and is simply a matter of 
taking partial derivatives. We can now divide the equation up into smaller problems by 
equating the coefficients of the different exponentials and cosines at each power of e. At 
0(e) there is only one exponential, ignoring complex conjugates, and one cosine mode so 
equating the coefficients of EAeia(') cos(0) gives 
iao (Uoo(r) - co) fin (r) + U0'0(r)vii(r) = 
1 „„ 	1 	 1 
-ia0/311(r) + —R un(r) + 'ail (r) 	+ 	fin (r) • (4.10) 
Unsurprisingly, this is identical to the equivalent equation in the linear 11-problem. Next at 
0(62 ) we find two different exponentials, eia(') and e2ia(x-ct) ignoring complex conju-
gates, and some terms independent of x and t, each has some 0 independent terms and some 
multiplied by cos(20). The coefficients of Aeia(') after they have been separated ac-
cording to 0 dependence give two equations which are the same as their counterparts in the 
linear 20 and 22 problems. Those which are independent, i.e. coefficients of E2Aeia(x-co, 
give 
iao  (Uoo(r)  - co) it20 (r )  + 	+ uoio(r) u2w)  icto2  
1 	 1 
+ -
2
Uo'l (r)1.41(r) - —
2r
U01(7)71)11(0 
,„ 
= 	-iao/32o(r) + —R ( u2o(r) + Tu2o(r) a(2)1120(r) 
and the coefficients of 	cos(20) provide 
iao (Uoo(r)  - co) u22(r) + —ia2° Uoi (Olin (r) U,!)0(r)f)22(r) 
1 	 1 
±-141  (r)iiii(r) + —
2r
Uoi(r)tbil (r) 
2 
= 	-iao1322(r) + R ( u22 (r) + r u22(r) (ao + 4) 
u22 (r)) 
(4.11) 
(4.12) 
-ftil(r)tbil(r) } 
4 
72ft22A(r)) (4.16) 
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Similarly the terms featuring A2e2ia(x—ct)  result in two equations, the coefficients of 
62A2e2icx(x-ct) lead to 
2iao (U00(r) 	 ice() 
	
+ 	(r) + No(r)V20(r) 2 
1 	 1 
+2un(r)i)ii(r) - —2rull(r)/bii(r) 
\ 	, 
ft2"0(r) ± -rft'20y) - 44E20(r) = -2iaoho(r)± —R 
A2e2ia(x-co and those of 	 cos(20) result in 
\ 
2iao WOO (r) — el:Of/22(r) + 
iao 
2 
„,^2 f,„)	U Tr (r)  
(4.13) 
+ 
2
—i n (r)011(r) + 
1 
—2rft11(r)thll(r) 
 
= -2ice02522(r) (11 	
1 1 ( it22(r) -u22,r) 2 - 4 ao + —12 1-122(r)) 	(4.14) 
we shall call these the 20bar and 22bar problems. Finally at this quadratic power of 6 the 
terms which do not feature exponentials give two equations, the first coming from the 0 
independent multipliers of E2AA* 
,, 
Uoio(r)V2oA(r) 	 - -n*11(0'6)11(0} 
(4.15) 
No(r)V22A(r) 	{1-'4'1(0141(r) 
1 -11 (r —
R 
(tt22A‘•
) 
 --22A ( r ) — r 
1 	 1 
IfoA I R (u2kri -u2oA(r)) 
the 20Abar problem, and the second from the coefficients of E2 AA* cos(28) 
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the 22Abar problem. We can once again close the problem at the next order, O(E3 ), and we 
will only require the coefficients of 63 	cos(0) which give the equation 
I (Uoo(r) — co)161(r) — c2ft11 (0+ 
Uoi (r) (1120(r) + .11122(0) + 
jao 	OUO2 (r) + Um (r)) it il (r)+ 
AA* 
	
	
iii1(Oft2o(r) + ii11 (r)ii20A(r)+ 
(iiii(r)f122(r) + 141(0f/22AM) 
+ia2  (Uoo(r) — co) u11(r) 
+U0'0(01)31(r) + UL(r)  (1)20(r) + —2 f)22(0) + (1  UO2(r) + Um(r)) i)11 (r) 
r (Uoi2(r) w22k.r) + Uo2(r)tbii(r)) 
1 	  
/ fil*, (r) (f)20(r) + 2v22(r)) + 2lil 0720,1(r) + 2V22A(r)) + 
+AA* 	vii(r) W2o(r) + '17.1,'22(r)) + f)ii(r) W2oA(r) + ."11/22A(r)) 
1 	lili (r)/122(r) + ibli(r)U22A(r)± 
r 	2 (141(071)22H + iii1(r)tb22A(r)) 
= 	— iao/331(r) — ice2/511 (r) + 
(,„ 
, r) + 1 
	 1 
umA	—
r1 
 u31 (r) — 1 ao + —
r2J 
u31 ( r ) — 2acia2iii1(r)) (4.17) 
I 
This contains all the terms which appear in the linear 31-problem axial equation (3.37) but 
there is also now extra terms all of which are multiplied by AA*. These are the results of 
interactions between fundamental and quadratic terms of the perturbation and are all cubic 
in the amplitude, A1Al2. 
The solution proceeds as in the linear case with the 20bar, 22bar, 20Abar and 22Abar-
problems being solved in exactly the same way as the 20-problem, for the full equations 
for all these systems see Appendix D. Plots of these disturbance velocities for the same 
parameters as those shown in chapter 3 can be seen in figures 4.1 - 4.3. The 20Abar 
problem is slightly different since the continuity equation features only f)20,1(r) and its 
derivatives and hence can be solved directly, V20A (r) = 0. Since we do not require /520A (r) 
only the equation formed from the radial momentum components need to be solved by the 
Chebyshev polynomial method, hence only one plot appears in figure 4.3. The 22Abar 
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Figure 4.1: Plots of the 20bar disturbance velocities also showing r, where U00(r,) = co. 
problem is as normal but curves for V22A (r), fv22A(r) and .2522A(r) have not been included 
here. 
The weakly nonlinear equivalent to the equation 3.41 is 
a24:D1  c2(D2 + 4)3 ± AA* 4)4 = 0, 	 (4.18) 
where all the coefficients (11.3 are complex numbers which can be calculated and hence we 
can solve for real o2 and c2 for a given disturbance amplitude A. 
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Figure 4.2: Plots of the 22bar disturbance velocities also showing r, where U00(r,) = co. 
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4.2 Results 
Considering first a range of thread velocities for a fixed S = 0.4 we set AA* = 1/2 and 
1. The effects on the neutral curve can be seen in figure 4.4, the case where AA* = 0 
is equivalent to the linear perturbation seen in Chapter 3. The difficulties in calculation 
near to the nose of the neutral curve seen in the linear situation continue here but the trend 
would indicate an increase in critical Reynolds number as we see the branches intersecting 
at a higher value of R as AA* increases. In the case where V = 0.1 the data indicates 
that the intersection of the branches has occurred above the range of Reynolds numbers 
investigated. For the smaller thread velocities, at the upper end of the Reynolds number 
range the width of the band of unstable wavelengths grows as AA* increases. The effect 
on the upper branch is particularly large considering the small sizes of V and E. This 
large movement of the upper branch can also be seen on the top loop of the V = 0.01 
but the height of the upper branch on the lower loop is reduced. Combining this with a 
small increase in height of the top loops lower branch the gap between the loops grows for 
larger AA*. Turning our attention to a selection of stationary threads of different radii, the 
neutral curve plots can be seen in figure 4.5. The first thing to note again is that the critical 
Reynolds number is increased as AA* grows. We had hoped that we might see continue 
to see a decrease in critical Reynolds number continuing the small progress we made with 
a linear disturbance in bridging the gap between theory and experiment. The next step 
could be to consider a fully nonlinear scenario or perhaps return to the work mentioned 
previously for a non-infinitesimal eccentricity. 
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Figure 4.5: Neutral curves for various (Ss with V — 0 and c — 0.003. 
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Chapter 5 
Conclusions and Further Work 
We have shown the existence of axisymmetric finite-amplitude neutral modes for a range 
of thread radii and velocities in concentric thread-annular flow. However the indications 
are that the model and associated assumptions are breaking down as we reach the ends of 
these ranges. It may be that one critical layer is insufficient for these other radii and thread 
velocities or that the critical layer is so close to the wall that it is inappropriate to place an 
inviscid layer between the viscous wall layer and critical layer in the model. There is much 
more to be done in this area as the parameter space has not been fully explored and there 
are many adjustments that could be made during the derivation of the equations particularly 
with the aim of retaining the Reynolds number. 
With regard to eccentric thread annular flow we have made a promising start showing 
that there is a calculable effect of introducing an infinitesimal displacement of the thread. 
Results for linear disturbances indicate that there is a small decrease in the critical Reynolds 
number at low thread velocity. This is a step in the right direction towards explaining the 
differences between the critical values calculated in previous theoretical studies and those 
much lower values observed experimentally. The parameter spaces have not been fully 
explored and it would be interesting to see how the results compare to previous studies in 
certain limits, for example as the thread radius increases towards 1 the flow will increas-
ingly resemble shear flow in a channel and in the opposite direction as 6 -+ 0 and V -+ 1 
we would be looking at pipe flow. 
For a weakly nonlinear perturbation in the eccentric thread model the results have not 
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been so promising since they have shown a trend towards an increase in critical Reynolds 
number with increasing disturbance amplitude size. We had hoped that this would continue 
the progress we made with linear disturbance in decreasing the critical value. We would 
hope that a fully nonlinear study or a finite thread displacement, a model for which we have 
described but not as yet calculated any values for, might show progress towards this aim. 
Finite thread displacement would be interesting considering what a large effect the very 
small values of e we have used so far have had. 
Previous linear studies of thread annular flow, including Walton (2004), have shown 
that thin threads were the most stable configuration regardless of thread velocity and also 
that large threads were more stable than those in between. An investigation of nonlinear 
instability, Walton (2003), indicated that a relatively thick thread moving at the highest 
possible velocity would be optimal for the medical application. While we have not investi-
gated any particularly small values of 6 in the eccentric linear and weakly nonlinear cases 
the neutral curves, as displayed in figures 4.4 and 4.5, do show a tendency towards greater 
stability with the critical Reynolds number retreating to the right as the thread radius and 
velocity grow. In the cases where our method has allowed us to see the nose of the neutral 
curve we see that increasing the amplitude of the disturbance, i.e. larger values of AA*, 
increases the critical Reynolds number. Although the degree of eccentricity has no effect 
on the direction in which the neutral curve is shifted it does control by how much. This 
means that where we have seen the intersection point of the neutral curve branches moved 
to the right, a greater value of c would result in an even higher critical Reynolds number. 
Similarly where we have predicted a lower critical Reynolds number increasing the thread 
displacement would suggest a further shift to the left. 
There are many avenues of exploration that remain uninvestigated for thread-annular 
flow continuing with the eccentric theme. Currently the assumption is that the thread is 
fixed at a constant displacement from the centre but there is no reason to be believe this is 
any more likely than the concentric case. Therefore the possibility of variable thread posi-
tion could be considered, maybe the thread position would be a sinusoidal function. Other 
possibilities would include the thread being made of a porous material or consideration of 
the finite nature of the length scale in the application and the associated complications such 
as non-fully developed basic flow. 
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Appendix A 
Finite Eccentricity 
Elsewhere in this thesis we have considered infinitesimally small displacement of the thread 
from the centre of the pipe. In order to consider finite values of the displacement, e, we 
need to take a different approach. Previously when studying concentric thread annular 
flow, in order to use Chebyshev polynomials, a coordinate transformation is made from the 
radial range [8, 1] on to a new variable with values in [-1, 1]. With the introduction of 
eccentricity the radial range is dependent on the azimuthal angle, r is in [6+E cos(0), 1], and 
therefore the new variable, is dependent on both r and 0. Let us introduce a coordinate 
transformation from (r, 0) to 	0) that satisfies the requirements using the following 
1 
r = —
2 
 (1 + 6 + € cos IP) — (1 — — € cos 	and 
e = 
(A.1)  
(A.2)  
To proceed from here we will also need to transform the partial differential operators that 
appear in the Navier-Stokes Equations. Let us begin with the partial derivative with respect 
to r, 
a 	a a ao a 
ar ar 
—2 	a 
(A.3)  
 
(1 — 6 — E COS 0) 
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and similarly for the other first order derivative 
a _ —6(1 + 6) sin 0  a 	a 
ae 	(1 — (5 — E cos IP) ae + a7p• 
There are also two second order derivative operators that will be needed 
(A.4) 
52 
= 
51'2 
52 
= 
592 
4 
	  52 and 	 (A.5) (1 — 6 — 6 cos 0)2 ae2 
(  E(1 + 6) sin 0 )2 52 	26(1 + 6) sin 0 a2 	52 
(1 — 6 — E cos 0)) 32 (i. — 8 — E cos 0) a6a0
± 
 ao2 
+(1 — 6 €(1 + 6)OS 1P)2 (26(1 — cos2 0) — cos ?Xi — 6" — E cos V))) 	. (A.6) E C 	 a6 
We proceed as in Chapter 3 to examine a linear disturbance of the flow by first considering 
what form the unidirectional solution, u = (U(6, 0), 0, 0), would take when a constant 
pressure gradient is applied. In this new coordinate system the reduced Navier-Stokes 
equation (3.1) takes the form, 
2 
) 
1±6±ECOSIP 	 2 
± (E(1 + 6) sin 0) —(1 — 8 — E COS 06 	 - 
a2u 
52 
)  
, 	a2u —26(1 + 6) sin 0(1 — 8 — E cos '0) 800 
a 2U +(1 — 6 — E COS 02 802 
I 	0 + e) 	20 — cos 2 71)) 	) 	\ 
— cos 00. — (5 — E COS to au 
+ 
2  
1+8+6cos0 ) 
(1 — 8 — Ecos 0 
—(1— S — E cos 0)6 	
l ae 
— E COS 
= —4( 1+8+6cos7,b ) 
(5 	06 	
(1 — .5 — E cos 02 , 
—(1 —  
(a( 
2 
(A.7) 
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with the boundary conditions 
U ( -1, V)) = 0 for 0 < ?b < 27 and 
	
(A.8) 
U(1, 	= v for 0 <z/) < 27. 	 (A.9) 
A suggested expansion to begin the process of solution would be 
u(, 	= 	U1(6) cos(11P) , 	 (A.10) 
1=0 
where number of terms, L, is to be decided upon. Let us now introduce a perturbation 
u = 	(U(6, 0), 0, 0) + A(F(e, 0), G(e, 0), II 10)eia( s-ct) and 
	
(A.11) 
P = 	
4 ± AK(, 7,b)ei"(x—ct) 
	
(A.12) 
where A << I. Beginning with the simplest of the governing equations, the continuity 
equation, we substitute in the perturbed flow and after some rearrangement, 
0 	ia (1 + 6 + € cos — (1 — 6 — e cos V ,)e) (1 — 6 — E cos F 
+2(1 	E cos IP)G(e, 
—2 (1 + + E COS IP — (1 — 6 e cos /0) 
De 
 (64) 
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(A.13) 
F(6,0 = 
G(, = 
= 
Fn (6) cos(nO), 
n=0 
G n (6) cos(nO) and 
n=0 
En-n() cos(nO), 
rz=0 
+2 (1 	— e cos 0)
H 
(6, — e(1 + sin 1P 8±-1(,0)) a 	 a6 
Introducing similar expansions for the disturbances 
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we can then equate cosine modes and use Chebyshev polynomial expansions for each of 
the Fri, G„ and lin to form an eigenvalue problem. The equations have not been included 
here as they are very long and quickly get complicated. 
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Appendix B 
Details of Integration by Parts 
Let us write 
I = FP  
1 1 ir(r — rc)21 
dr 
r' (r  — rc)2 [(U0 — co)2] 
where the term in square brackets should be free of singularities in the required range. We 
define 
KM = 	 
(U0 — c)r 
and proceed using integration by parts once to give 
I = 
1 
6 
1  
+ FP 
fo 
1 	dK 
dr [ 	
(r —
1 
 rc)
K(r) ] 
(r — rc) dr 	' 
and again 
/ = 	r K(r) + In Ir. 	dr re l diC ] 1 + 
FP f
i 
 In 	re l
d
d
2
r
K
2 dr. 	(BA) 
L (r — rc) 	 a 	6 
(B.1) 
(B.2)  
(B.3)  
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A third and final integration by parts results in 
K(r) 	 d2111 
I 	1 L	(7. re)  + ln 1r rcl
d
: 	((r re) in 1r rel 	(r re )) dr2 6  
+FP 
 f
1 
((r —re ) In 1r — rc l — (r — re)) d3 d r3
K dr. 
6  
(B.5) 
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Appendix C 
Linear Stability Appendix 
C.1 11-problem 
(r) vii(r) 	wiir iceoull (r) + r + vi i (r) + 	= 0 (C.1)  
iao(Uoo(r) — co)un (r) + No(r)vii(r) = 
—ictoPii(r) + .i-i (41(0 + 7 141(r) — (iT, + ctg) un (0) 1  (C.2)  
iao(Uoo(r) — co)vii(r) 
= —Pii(r) + -/. (vn 	r (r) + len (r) — (-7-!-2- +a(2)) vii (r) — --r wil (r)) (C.3) 
iao(Uoo(r) — co)wii(r) 
= 	7[.-Pn(r) + .i  (wn(r) + ;:7-vii(r) — (71 + 4) wii(r) — -7 vn. (0) (C.4) 
un (1) = vii (1) = wii (1) = 0, 
u11(8) = vn(8) = wil.(6) = 0, 
A1(1) = .(v''i(1) + ell(1)) 
Ai(5)= -,1-, (t/A(8)±.vii,(8)) 
(C.5)  
(C.6)  
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C.2 20-problem 
	
iaou20(r) + v20(r)  + t 20(r) = 0 
	 (C.7) 
ia0 ((Uoo(r) — co)u20(r) + -2LUoi 	(r)) 
+No(r)v2o(r) + 2U4i (r)vii (r) — 21r-Uoi (Own. (r) 
= — iaop2o(r) + 	(40(r) + -r u'20(r) — a,!)u2o(r)) 
	
(C.8) 
um (1) 
Pim (1) 
u20 (6) 
v20(6) 
120(0 
ia0 ((Uoo(r) — co )v20(r) + 	(r)vii (r)) 
= —Ao(r) + (4o(r) + 7:/2o(r) (ctO + ) v20(0) 
v20(1) = 0 
Tigo(1) v2o(1)) 
u'll (6)  
2 
vii (S)  
2 
,,(40(8)+,e20(.5)+ 
(C.9) 
(C.10)  
(C.11)  
(C.12)  
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C.3 22-problem 
v22(r) 	2w22 (r) 
iaou22(r) + r + v122(r) + 	r 	= 0 (C.15) 
iao (Woo(r) — co)u22(r) + Uoi(r)flii(r)) 
+No (r)v22 (r) + U4i(r)vn(r) + Efoi(r)wii (r) 
= —iaop22(r) + (42(r) + 	— 	+ 4) u22(r)) 	(C.16) 
iao ((Uoo(r) — co)v22(r) + 2Uoi(r)vii(r)) 
„ „ 	1 ,  
= -/22(r) + —R v22V r 
	
) + —v22(r) — (4 + 	v22(r) — 2 w22(r)) (C.17) 
iao ((U00(r) — co)w22(r) + 1/01(r)wii(r)) 
7.1322(r) + 	(421r) + .'w/22(r) — 
5 
+ r2 
4 , 
w22(r) (C.18) 
u22(1) 
p22(1) 
U22 (J) 
v22(5) 
U)22 (5) 
P122 (S) 
v22(1) = w22(1) = 0 
Tig2(1) + /22(1)) 
u'1(J)  
2 
en(J)  
2 
wil (J)  
2 
v 2 ( 5 ) +/ 2 2 ( ) + - 	+ 	((5) 	1/3.1(o) 	(5)) 
- -2/410.) 	
(C.24) 
(C.19)  
(C.20)  
(C.21)  
(C.22)  
(C.23)  
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C.4 31-problem 
, 	V31 (r) ia2un(r) + iao/t3i(r) + 	+ v31(r) zu3i(r) = 0 	(C.25) 
+un (r)(1UO2(r) Um(r)) — c2u11 (r) 
±ia2 (No  (r) — co)uu(r) (40(r)v31 (r) N1(r)(v20(r) + v22(r)) 
+v11 (r) (-2 UO2(r) + Um(r))
1  
 — —r —2 Uoi(r)w22(r) + UO2 (r)tvii (r)) 
(1 1 , 
= 4 —,ctoP3i(r) — ja2Pii(r) 
1 	 1 , 
+—R  (u3 (r) 	—ru3i(r) — 
1 ao) U31(r) — 2a0a2u11 (r)) 	(C.26) 
iao ((NO M — co)v31(r) + Uoi (r) (v20(r) v22(2
r) 
 ) 	2 
UO2(r)  + Um(r)) vii(r)) 
+ia2(Uoo(r) — co)vii(r) — iceoc2vii(r) 
—/31(r) + (C.27) 
1 „ 1 	2 2 	 2 —R 	v 31 + —r e31(r) — (ce + 	v31(r) — 2ceoce2vii(r) — r2 (r)) 
 
ice° ((Uoo(r) — co)w3i(r) + Uoi(r)w22(r) + (Um(r) U°2(r) ) 2 	2 	wii \ r/) 
+ict2(U00(r) — co)wii(r) — icE0c2w11(r) 
1 
—p31(r) ± 7" 
R (w3i( , ) r '31 )
—  (-41) r2) u-,31 ( r) — zacia2wil 	— .v310-)) T2 
1 	1 	 2 	 2 „„II 	4,1 ,2 + 	„„ 
icto ( 
(U00(r) — co)2231(r) + Uoi(r)(u20(r) + 2u22(r)) 
(C.28) 
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u31(1) 
131( 1 ) 
u31( 6 ) 
v31(J) 
w310) 
v31(1) = w31(1) = 0 
w(41(1) 41(1)) 
1 	3 	 1 
grii(0) gui i(8) u20(.5) '//,22(5) 
1 	3 	 1 
8Svi1((5) 	v2o(J) 2v/22(S) 
3 	1 	1 
875u/11(j) gwil'1(6) — 2w/22(8)  
4 	41( 8 ) + v20(8) + 	+ 	(0+ 
	
('?41( 6 ) + 40( 6 ) + 42( 8 ) + 	— 
* ( 2142(0 + 78-41( 6 ) + w22( 8 ) + 	(5)) + 
+ 1.wM(5)) 
(1)/0(S) ++ 4/n05)-141(6)) 2 	8(5 
(C.29)  
(C.30)  
(C.31)  
(C.32)  
(C.33)  
P'31(8) = 
 
 
(C.34)  
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Appendix D 
Weakly Nonlinear Stability Appendix 
D.1 20bar-problem 
2zao  (U00(r) — co) u2o(r) + ic,.111.1(r) + No(r)v20(r) 
1 	1 
+2'C41(01)11(0 — —2r7111(0thii(r) 
= —2zaoP2o(r) + 1=1 (40(r) + -.-7,-u/20(r) — 4c4u20(r)) (D.1) 
2iao (Uoo(r) — co) V20(r) + 7fiii(r)`Ni(r) 
1 
(Olin (r) 	i)11(r)Ibil (r) 
(= +/20(r) + 	q(r) + 7:e20(r) — (44 ± 
V2O (r)  
2iaofz20(r) + V20(r) + 	= 0  
v20(r)) (D.2)  
(D.3)  
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U20 ( ) 
120 ( 1 ) 
(15 ) 
120(15 ) 
V20(1) = 0 
1 
= R(3' (1) + f4o(1)) 
= v20(8) = 0 
(40(8) + 1;r 
(D.4)  
(D.5)  
(D.6)  
(D.7)  
D.2 22bar-problem 
2iao (Uoo(r) — co) u22(r) —i 2%211
(r) Uo'o(r)f)22(r) 
, 
+-2ull(r)iiii(r) + —2run (r)inn(r) 
1 	1 	 1 
= 	—2iao/522(r) — (42(r) + -U22 (r) 2 
	
— 4 ao 	u22(r) (D.8) 
2iao (Uoo(r) — co) V22(r) + —2
io ii ii (r)fhi (r) 
,, 	1 	 1 „ 
+-2 v11(0141(0 + —2r'Ni(r)tbii(r) + —2r'thii(r) 
(_„ 
= 	-p22( r ) + —R v22 (r) + —r V2' 2(r) — 4cEo2 + 7,2 ) V22 (r) — 
4, 
r  W22 V)) (D.9) 
iao 2iao (Uoo(r) — co) w22(r) -2 ull(r)evii(r) 
1 
+-2tilii(r)f)ii(r) + r'1)11(r)tbil(r) — —1:6 2 (r) 2r 11  
2 , 1 	1 	 5 
= 	—rP22lr) R (w22(r) —,w22(r) 	-T- 	w22(r) — 4 —v22 (r)) 2 	(D.10) J  
2 2iaoft22(r) 142(r) V2(r)  + —r'th-22(r) = 0 (D.11) 
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2/22 ( 1 ) 	2,22 ( 1) = w22(1) = 
1 
P22(1) 	R (x22(1) + fl22 ( 1)) 
u22(6) 	v22(6) = w22(6) = 0 
P22( 6 ) 	(42( 6 ) + 112 6  
D.3 20Abar-problem 
UI;o(r)V2oA(r) + {14:1 (r)f/ii (r) — 17'1=41(0'6)n (r) 
1 	1 	\ 
= 	VtLA(r) + —f4oA(r)) 
(D.12)  
(D.13)  
(D.14)  
(D.15)  
(D.16)  
(r) + iYiKi(r)C(r) - ;f4i(r)thii(r) — r wil (r)1/41 (r) 
1 	1 
A 	20A 	20A - p20A(r) + R  — (f)20 (r) + (r) r2  — .f) (r)) 	(D.17) 
V20A (r) = 0  
'D20A (r) + r 
u20A(1) 	v20A(1) = 0 
1 
1520A( 1 ) 	—R (f4oA( 1 ) + V20,4(1)) 
i)20A(6) = 0 
( ,1„
2
0A(6.) 
-1- 
 ii20A(6) 
R  	) 
U20A ( 6 ) 
15420A( 6 ) 
(D.18)  
(D.19)  
(D.20)  
(D.21)  
(D.22)  
D.4 22Abar-problem 
No(r)t)22A(r) + {u7.1(r)vii(r) + .iiIi(r)71)11(r)} 
= 	1:1 (42A (r) + ../t122A(r) 4u22A (r)) 
	
(D.23) 
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jaoftiii)11(r) { 
	
	
1 	 1 
+ 141(01'41M + —6ii(r)11)11(r) + — r r 'thil (r)wIi(r) = 
, 	, 	, 	4 
- p22A(r ) + —R 17)2112A (r) + —f)2' 2A(r) — --2-V22A(r) — —2 9D22A(r) 	(D.24) r r 
{ 	
1 	 1 
R 	iaoitiltbil (r) + 141 (r)tbi l (r) — r r —(41(06)11(r) + --thii(r)f/L(r) 
—P22A(r) + -
R 
Lu 2 2A l' ) + -11121 2A(r) - --7,2 tD22A(r) - -2
V22A(r) 	(D.25) \ 	(,,„-,, I „,\ r 
	, 
V22A(r) ▪ w22A(r)  
42A(r) + 	 = 0 r 	r 
17t22A ( 1 ) 
	
f)22A (1) = 1.1)22A (1) = 0 
/522A ( 1 = —R (v22A( 1 ) + i/22A(1)) 
1122A (6) 
	
/22A(8) = W22A(6) = 0 
1522A( 6 ) = —R V22A 
(_„ 	(A.) _4_ 42A (5) 	
 
) 
(D.26)  
(D.27)  
(D.28)  
(D.29)  
(D.30)  
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D.5 New 31-problem 
(Uoo(r) — co) u31(r) — c2fi11(r) + Uoi(r) (U20(0 + - i222(r)) + 
iao 	(W32 (r) + Um(r)) iiii(r)+ ( 
AA* OIL (r)?-q2o(r) + fi11(r)fi2oA(r) + a  (ill (r)ii22(r) + fin (r)fi22A(r))) 
+ia2 (Uoo(r) — co) fin (r) 
+1/',0 (r)1/31(r) + UL (r) ()NH + —2i/22(r)) + (-12 UO2(r) + Um(r)) vii (r) 
1 ( Uoi(r) ., w r 	2 	22(r) + Uo2(r)evii(r)) 
(fiii(r) (v2o(r) + P22(r)) + 'ail (v2oA(r) + 1/22A(r)) + 
+AA* 	//TM (V20(r) + ic22(r)) “ii(r) (fil2oA(r) + `FL/22A(r)) 
—:7; (if/I1(r)/C22(r) + ib11(r)ft22A(r) + a  (ici*i (0022 (r) + fin (r)7b-22A(r))) / 
= —iaohi(r) — ia2/511(r) + 
fi" ( ) +  iiin(r) — a g +  R 	31 r 	— r r 	it31 (r) — 2aoct2fi11(r) I 
	(D.31) 
(Uoo(r) — CO) f)31(r) — c2f/ii(r) + Uoi(r) (020(r) + '1)22(r)) + 
aUO2(r) + Um(r)) (r)+ 
AA* 	
2'14 i (r) (D2o(r) + V22(r)) — 4)1(r) (a2o(r) + -17t 22(r)) + 
f)11(r) (ft20A(r) + ft22A(r)) 
+ia2 (Uoo(r) — co) v11(r) 
+AA* vil (r) (4
0(r) + f) 2(r)) + vi(r)  (f/20(r) + 1V22(r)) + 
vii(r) (v2oA(r) + '1722A(r)) + 	(r) (v2oA(r) + ''F/22A(r)) 
iao 
I 
(
AA* 	tbii(r)f)22(r) + 21)1*1(r)ti.)22(r) + 71)n (r)V22A(r)+ 
r 	lf)11(r)II/22A(r) + fifl1(r)zv22(r) + ivii(r)i-v22A(r) 
—V31(r) + —R 
( 
v (r) + —V31 (r) — (a(2) + —) f/31(r) — 	/31(r) — 2a0 
3„1 	
, 
2 r2 cv2fi. (r) 
(D.32) 
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i (Uoo(r) — co) l'us 31(r) — c2ti7ii(r) + lUoi (r)i)22(r) 
— (2Uo2(r) — Um(r)) zi)n. (r)+ 
AA* ( /1i1(r)w22(r) — 741  (r) (ft2o(r) — 2fi,22(r)) + 
+ict2 (Uoo(r) — co) zbii(r) 
+AA* ( i)'Il(r)tf42(r) + 	(V2o(r) — 21
22(r)) 
2111(r)g/22A(r) + 	(V2oA(r) — 2122,4(r)) 
AA* 	1 (ivI(r) 1T1(r))f.022(r) + 1(ibi1(r) + 111(0)ff/22AM+ (D.33) 
r 	• 	tbil (r) (V2o(r) — V22 (0) + ` thil(r) (f)2oA(r) — i)22A(r)) 
1 1 	1 	 2 
—rAi(r) —R w31(r) —esi(r) — cvO + -- r 2-  w31(r) — 
2
V31 (r) — 2a0a2ii11(r) 
	
7)31 (r) 	'6)31 (r)  iaoii3i(r) + 	(7') + '141 (r) + 	 = 0 	(D.34) r 	r 
1131(1) = f)31(1) = w31(1) = 0 	 (D.35) 
1 
A1(1) = Ti(1)1(1) + 1/31(1)) 	 (D.36) 
1 	3 	 1 
/131(8) 	87ftin (6) — giii i(8) — /120(6) — fi22((5) 	 (D.37) 
1 	3 	 1 
1)31(6) = 8751/1(6) — gf/lii ( 8 ) — 1Y2o( 6 ) — 122(6) 	 (D.38) 
3 	1 	1 
w31(6) = ell(6) — gziiii(6) — 2z1/22(6) 	 (D.39) 
i 	'41(6) + flO(8) + 11)1(6) + Pivi(8)+ 
Is (1)31 ( 6 ) + IVO + 1.)2((5 ) + 4111( 6 )) — 
-1.. (2i42(6) + 'i111( 6 ) +11/22( 6 ) + 1141( 6 )) + 
b (1i1(8)+ '1:111((5)) 	I 
(g0(6)+ -
1 
2 	814 (6) + -13  11/" 	88/51  (6) — 	 " (6)) 2 1 	
(D.40) 
\ 
jai) 
tbil(r) (ft2oA(r) — '/-122A(r)) 
13'31 ( 6) = T? 
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