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LE TEXT MINING ET XML 
Nicole MUNY ANA 
SOMMAIRE 
L'extraction des termes complexes est une étape de prétraitement importante pour des 
opérations informatiques ou d'informatique linguistique complexes comme: la 
terminologie, le résumé automatique, mais aussi le text-mining et la classification 
textuelle. Nous présentons dans ce mémoire un filtre linguistique pour l'extraction des 
termes complexes. Ce filtre linguistique est fondé sur un modèle catégoriel: la 
Grammaire Catégoriel Combinatoire Applicative. 
C'est grâce à ce modèle catégoriel que nous avons pu identifier les termes complexes à 
partir d'une liste des termes candidats. Une analyse syntaxique des formes phénotypiques 
qui est obtenue par un calcul sur les types syntaxiques, nous a permis de vérifier si un 
terme candidat est du groupe nominal. Ce sont les termes candidats ayant comme 
catégorie le groupe nominal qui sont préservés par notre filtre linguistique. Les termes 
candidats n'ayant pas comme catégorie le groupe nominal sont rejetés. L'expression 
applicative obtenue après l'analyse syntaxique a donné après réduction des combinateurs 
la forme normale du terme complexe. Les résultats du traitement des termes complexes 
sont stockés dans une base de données XML. XML offre des possibilités intéressantes 
pour des manipulations ultérieures de ces résultats par des requêtes XQuery. 
Notre filtre linguistique est différent de la plupart des autres filtres linguistiques 
d'identification des termes complexes, parce qu'il tend à être multilingue. Avec la 
croissance du Web et des bases de données textuelles multilingues, cet aspect est 
significatif. Tout ce que nous avons besoin pour adapter l'approche à une nouvelle langue 
est un dictionnaire des types catégoriels avec les entrées lexicologiques de cette langue. 
L'approche théorique a été implémentée en C++ pour un corpus important du français. 
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L'extraction des termes complexes est une étape de prétraitement importante pour des 
opérations informatiques ou d'informatique linguistique complexes comme: la 
terminologie, le résumé automatique, mais aussi le text-mining et la classification 
textuelle. Ces dernières années, un certain nombre d'outils permettant d'identifier des 
termes complexes ont été développé et proposé dans la littérature scientifique. Ces outils 
acceptent en entrée un texte ou un corpus, l'un ou l'autre prétraité (étiqueté par exemple) 
ou non, et produisent automatiquement une liste de termes candidats, souvent par 
l'intermédiaire d'une approche statistique (bayésienne) ou d'une approche linguistique. 
Les approches statistiques peuvent être multilingues, mais elles sont cependant bruyantes. 
Les approches linguistiques sont moins bruyantes, cependant elles ne peuvent pas traiter 
les corpus multilingues ou certains néologismes dans des domaines spécifiques. Ces 
approches semblent adaptées aux textes bien stéréotypés. 
Le multilinguisme est devenu, avec la montée du Web, l'une des contraintes les plus 
significatives dans le développement des outils pour le traitement des langues naturelles. 
Il est donc important de considérer les approches qui tiennent compte de cet aspect. 
Notre approche a des possibilités d'être multilingue. Nous employons un filtre 
linguistique informatique peu coûteux à appliquer. Ce filtre est favorable au traitement 
d'autres langues que le français et l'anglais bien que le français soit la seule langue 
considérée dans ce travail. 
Nous proposons, pour l'extraction des termes complexes une approche multilingue. Nous 
utilisons un filtre linguistique fondé sur un modèle catégoriel: la Grammaire Catégorielle 
Combinatoire Applicative de Biskri (1995). L'entrée de ce filtre est une liste de termes 
candidats à valider. 
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Par ailleurs, les Bases de données relationnelles traditionnelles reposent sur une 
structuration formelle solide mais aussi manquant de flexibilité. Aussi l'utilisation de 
telles bases de données pour recueillir des termes complexes diminue les possibilités de 
manipulation de ces derniers dans des applications ultérieures. XML (Extensible Markup 
Language) semble permettre une flexibilité intéressante pour le stockage de ces termes. 
C'est pour cette raison que nous avons préféré stocker les termes complexes validés par 
notre filtre linguistique dans une base de données XML. 
Nous avons organisé ce mémoire en huit chapitres (dont l'introduction pour le premier 
chapitre). 
Nous présentons au deuxième chapitre les Grammaires Catégorielles. Nous suivons les 
étapes chronologiques depuis les fondements philosophiques de Husserl jusqu'à la 
Grammaire Catégorielle Combinatoire de Steedman. 
Le troisième chapitre est consacré à la Grammaire Applicative Universelle de Shaumyan 
(1965, 1977, 1987) et à sa version étendue, la Grammaire Applicative et Cognitive 
(Desclés, 1990). 
Nous consacrons le quatrième chapitre au modèle de la Grammaire Catégorielle 
Combinatoire Applicative de Biskri (1995). 
Ce modèle d'analyse concrétise deux objectifs pnnCIpaux: l'analyse syntaxique des 
textes et la construction d'une interprétation sémantique fonctionnelle. A travers ces deux 
objectifs l'idée est de matérialiser le passage d'une structure phrastique linéaire 
concaténée à une structure opérateur/opérande prédicative. 
Le cinquième chapitre est consacré à notre recherche théorique. Nous présentons dans ce 
chapitre les détails théoriques d'un filtre linguistique dont le but est l'identification et la 
validation des termes complexes. Ce filtre linguistique est fondé sur le modèle de la 
Grammaire Catégorielle Combinatoire Applicative. Ce filtre prend en entrée une liste de 
termes candidats. Ce filtre linguistique : 
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reconnaît les termes candidats syntaxiquement corrects par un calcul sur les types 
syntaxiques. 
engendre une structure opérateur/opérande prédicative représentant 
l'interprétation sémantique fonctionnelle du terme candidat. La construction de 
cette structure prédicative se fera au moyen des combinateurs de la logique 
combinatoire introduits progressivement. 
Dans un premier temps nous présenterons tous les résultats théoriques auxquels nous 
avons abouti. Nous illustrerons ces résultats dans un second temps par des exemples. 
Nous exposerons enfin des solutions à des problèmes posés par certaines constructions, 
en particulier des termes avec modifieurs arrières, un agencement des mots tel que 
« Nom - Nom ». 
Le sixième chapitre sera consacré à l'implantation informatique du filtre linguistique. 
L'objectif principal de cette implémentation est de prouver que nous pouvons concevoir 
un programme informatique qui met en pratique les résultats théoriques auxquels nous 
sommes arrivés. 
Nous présentons au septième chapitre, les résultats d'analyse de cent termes candidats. 
Nous proposons aussi un traitement complet de quelques termes candidats. 
Le huitième et dernier chapitre est réservé à la conclusion de notre travail. 
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CHAPITRE 2 
ÉTAT DE L'ART 
Ce chapitre présente un panorama des Grammaires catégorielles. Il expose tout d'abord 
leurs origines philosophiques et logiques. Il décrit ensuite les systèmes d'Ajdukiewicz 
(1935), de Bar-Hillel (1953), et enfin le calcul de Lambek (1958,1961). 
La dernière partie de ce chapitre est consacrée à la présentation de la Grammaire 
Catégorielle Combinatoire de Steedman (1982, 1987, 1989). 
2.1 Origines philosophiques et logiques des Grammaires Catégorielles 
Les origines philosophiques des Grammaires catégorielles sont issues des travaux du 
philosophe Husserl (1913). Ce dernier, reprend une opposition traditionnelle depuis les 
Grecs et distingue les expressions catégorématiques des expressions 
syncatégorématiques. 
Les expressions catégorématiques sont celles qui sont pourvues d'un sens, elles 
apparaissent sous formes de syntagmes nominaux ou d'énoncés. Les expressions qui ne 
sont pas pourvues d'un sens complet sont les expressions syncatégorématiques. Avec ces 
expressions une signification complète n'est perçue que conjointement avec les 
significations partielles d'autres parties du discours. 
La conception des catégories sémantiques du logicien Lesniewski (1922) reprend la 
tradition des catégories aristotéliciennes, celle des parties du discours de la grammaire 
traditionnelle et celle enfin des catégories de signification développée par Husserl. Il a 
retenu deux sortes d'expressions: les noms et les propositions. 
En dehors de ces deux sortes de catégories fondamentales, les autres expressions du 
langage seront des syncatégorèmes. 
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Cette classification permet de constater que les expressIOns syncatégorématiques 
fonctionnent comme des opérateurs qui contribuent à constituer des expressions 
catégorématiques. 
En reprenant cette classification, Ajdukiewicz puis Bar-Rillel et enfin Lambek ont 
proposé différents systèmes formels pour vérifier la bonne connexion syntaxique des 
langues naturelles. Ces systèmes formels ont pour nom: les Grammaires Catégorielles. 
2.2 Le Modèle de Kazimierz Ajdukiewicz 
Ajdukiewicz (1935) propose un modèle qui comporte un ensemble de catégories divisées 
en deux classes: les catégories de base et les catégories opérateurs. 
Les catégories de base sont aux nombres de deux : les catégories syntagmes nominaux et 
les catégories phrases, qui sont représentées respectivement par les notations N ('noun') 
et S ('sentence'). 
Les catégories opérateurs sont récursivement obtenues à partir des catégories de base et 
d'un symbole d'application. 
Toutes les catégories de ce modèle sont récursivement obtenues à travers l'application 
des règles suivantes : 
1. Les catégories de base du modèle sont des catégories du modèle. 
2. Si X et Y sont des catégories du modèle alors X est une catégorie du modèle. y 
X " c: 
- est une categone loncteur. y 
La barre de fraction symbolise l'application. 
Le dénominateur symbolise le type de l'argument. 
Le numérateur symbolise le type du résultat de l'application du foncteur de type X à 
Y 
l'argument de type Y. 
Nous constatons qu'à partir du triplet < S, N, - >, nous pouvons générer un ensemble 
infini de catégories. 
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Partant de cela, l'idée de Ajdukiewicz est d'associer aux mots et aux expressions, en 
fonction des rapports qu'ils entretiennent entre eux dans la phrase, des types qui vont 
indiquer quelles expressions données peuvent se combiner entre elles. Il restera après à 
établir quand une suite de mots est correctement formée d'un point de vue syntaxique. 
Les deux règles de réduction suivantes vont permettre de vérifier cette connexion 
syntaxique. 
Règles de réduction 
X y X ---> 
Y 
Y X X ---> 
Y 





En appliquant les règles de réduction, on obtient: (Jean marche) avec le type S. 
Ajdukiewicz dit que si au bout d'un nombre fini d'applications des règles de réduction 
nous obtenons une expression qui a pour type l'une des deux catégories de base, alors 
nous pouvons conclure que l'expression en question est bien formée. 
2.3 Le modèle de Yeoshua Bar-Hillel 
Le modèle de Bar-Hillel (1953) ne présente que des règles de réduction (règles 
d'application). Ce modèle bidirectionnelle contient les deux notions de division-droite et 
division-gauche. Ces deux notions impliquent l'idée que les réductions se font dans les 
deux sens selon l'ordre dans lequel un opérateur attend ses arguments. 
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Ainsi dans le système de Bar-Hillel il y a : 
- Deux catégories de base S et N. 
- Deux règles de formation des catégories complexes: 
- Les catégories de base sont des catégories. 
- Si X et Y sont des catégories alors X/Y (respectivement X\ Y) sont des 
catégories. 
X/Y est la catégorie d'un opérateur ayant comme argument un opérande de type Y 
positionné à droite. X\Y est la catégorie d'un opérateur ayant comme argument un 
opérande de type X positionné à gauche. 
- Deux règles de réduction des types: 
Règle de réduction droite: 
X/Y Y ---> X 
Règle de réduction gauche: 
Y Y\x ---> X 









En appliquant la règle droite suivie de la règle gauche nous obtenons le résultat: 
(Jean regarde Marie) de type S 
Ce qui signifie que la phrase est syntaxiquement bien construite. 
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2.4 Le Calcul de Lambek 
Le calcul de Lambek sur les types des grammaires catégorielles est apparu dans deux 
articles de Lambek en 1958 et 1961. Dans son formalisme Lambek introduit des types 
fonctionnels X/Y et X\Y qui représentent des types d'opérateurs appliqués à des 
opérandes à droite ou à gauche. 
Dans le calcul de Lambek, on peut à partir d'un ensemble fini des types primitifs, définir 
un ensemble infini de types complexes à l'aide des règles récursives suivantes: 
1. Tout type primitif est un type syntaxique. 
2. Si X et Y sont des types syntaxiques alors X/y et X\ y sont des types syntaxiques. 
Nous introduisons aussi une relation, notée '->' qui est appelée relation de 
réduction; on écrira 'X -> Y' pour signifier que "le type X se réduit au type Y". 
La relation 'X <-> Y' signifie que l'on a à la fois 'X -> Y' et 'Y -> X'. 
Le système formel du calcul de Lambek peut être donc considéré comme un calcul 
syntaxique généré par: 
• Un ensemble fini de types syntaxiques primitifs. 
• Un symbole de concaténation '-'. 
Définitions : 
1. Si 'ul' et 'u2' sont des expressions, la concaténation de 'ul' et 'u2' est notée 
'u l-u2'. 'u l-u2' est une expression. 
2. Si une expression 'ul' a pour type X, et une expression 'u2' a pour type Y alors 
l'expression 'ul-u2' a pour type X-Y. 
• La division à droite' /' . 
• La division à gauche '\'. 
• La relation de réduction '->'. 
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2.5 La Grammaire CatégorieJJe Combinatoire 
La Grammaire Catégorielle Combinatoire (Steedman 1987, 1989) est une généralisation 
combinatoire des Grammaires Catégorielles de Ajdukiewicz et de Bar-Hillel. Cette 
généralisation partage d'une part avec les Grammaires Catégorielles l'idée que les 
catégories des langues naturelles comprennent des catégories foncteurs et des catégories 
arguments; et permet d'autre part à des opérations autres que l'application fonctionnelle 
de combiner des catégories des langues naturelles. 
Les opérations décrites plus loin sont: 
- La composition fonctionnelle et le changement de type issus des travaux de Lambek 
(1958,1961) et Geach (1972). 
- La substitution fonctionnelle proposée par Szabo1csi (1987). 
Ces nouvelles opérations permettent d'analyser des énoncés d'une façon incrémentale. 
L'idée intuitive de cette approche est que notre compréhension des phrases est 
incrémentale, en ce sens que chaque terme successif contribue à l'accumulation graduelle 
du sens. La stratégie d'analyse incrémentale se présente comme une solution pratique au 
problème de la pseudo ambiguïté. Ce problème 'réside dans le fait que plusieurs analyses 
syntaxiques d'une phrase sont possibles, toutefois, ils ne correspondent qu'à une seule 
interprétation sémantique. 
2.5.1 Analyse catégorielle combinatoire 
Jusqu'à présent nous n'avons présenté que deux catégories de base S et N. Steedman 
(1987, 1989) introduit d'autres catégories dans ces travaux: 
- Une catégorie "syntagme nominal" notée par NP. 
- Une catégorie "syntagme verbal" notée VP. 
- Une catégorie "groupe prépositionnel" notée PP. 
etc. 
" 
Les catégories complexes sont récursivement produites à partir de ces catégories de base 
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et des opérateurs de division à gauche et à droite. 
Des éléments comme les verbes par exemple sont associés à une catégorie syntaxique qui 
leur attribue le statut de foncteur. Par exemple aimer se voit associer le type syntaxique 
(S\NP)/NP, où NP est le type des arguments du foncteur aimer. En effet, aimer opère sur 
un syntagme nominal en position objet pour produire un syntagme verbal qui à son tour 
va s'appliquer à un syntagme nominal en position sujet pour former la phrase (Steedman, 
1989). 
Certains auteurs préconisent des catégories qui soient à la fois des objets syntaxiques et 
sémantiques. D'ailleurs, ils les représentent par une structure de donnée informatique 
unique dans le but de réaliser une implémentation d'un analyseur, basée sur l'unification 
(Zeevat, Klein, Calder, 1986) ; (Pareschi, Steedman, 1987). 
Dans cette optique la catégorie étendue du verbe aimer est la suivante: 
(S:aimer' np2 npl\NP:npI)/NP:np2 
Avec cette notation de Steedman (1989), les types syntaxiques sont en lettres majuscules, 
les constantes sémantiques portent des symboles ('), Les lettres minuscules sont des 
variables sémantiques. 
Remarque: 
L'expression (aimer' np2 npI) est équivalente à l'expression ((aimer' np2) npI). 
Cette nouvelle approche a des répercussions sur l'utilisation des règles d'application1 qui 
sont les règles de base dans le cadre des Grammaires Catégorielles Combinatoires. 
XlY Y -> X 
Y X\Y -> X 
(» 
«) 
application fonctionnelle avant 
application fonctionnelle arrière 
Chaque règle est en même temps syntaxique et sémantique. Cela se traduit pour l'analyse 
de la phrase Jean--aime--Marie par: 
IL'utilisation des règles d'application fonctionnelle est identique à l'utilisation des règles de réduction de 
Bar-Hilleldécrites au paragraphe 2.3. Pour reprendre les notations de Steedman, l'application fonctionnelle 
avant est symbolisée par> et l'application fonctionnelle arrière est symbolisée par <. 
Il 
Jean- aime- Marie 
NP: Jean' (S: aime'np2 npl\NP: npt)/NP: np2 NP: Marie' 
----------------------------------------------------------------- (») 
S: aime' Marie' npt\NP: npl 
-------------------------------------------------- (~) 
S:aime' Marie' Jean' 
Ainsi, dans un premier temps, on associe à chaque unité linguistique un type syntaxique 
et une interprétation sémantique. Dans un deuxième temps, on effectue une réduction sur 
les types, complétée par l'unification nécessaire pour retrouver la bonne interprétation 
sémantique des "variables sémantiques" npl et np2. 
Pour appliquer la règle (») aux catégories (S: aime' np2 npl \NP: npt)/NP: np2 et NP: 
Marie', il est nécessaire que la variable np2 s'unifie avec la constante Marie'. Dès lors le 
résultat de l'application de la règle (») est représenté par la catégorie S: aime' 
Marie' npl\NP: npl. L'application de la règle (~) aux catégories NP: Jean' et S: aime' 
Marie' np 1 \NP: np 1, unifie np 1 avec Jean' et donne la catégorie résultat S: aime' Marie' 
Jean'. La dérivation construit ainsi une interprétation composée qu'on considère comme 
structure standard de la phrase Jean-aime-Marie. 
2.5.2 Les règles combinatoires 
Pour enrichir le système des grammaires catégorielles, Steedman propose: 
Des règles de composition fonctionnelle. 
Des règles de changement de type. 
Des règles de substitution fonctionnelle. 
Dans chaque règle proposée par Steedman, les types syntaxiques sont associés à des 
interprétations sémantiques qui permettent de rendre compte de l'aspect fonctionnel des 
énoncés. Dans les paragraphes qui suivent, Steedman propose une approche basée sur le 
lambda-calcul et l'unification pour construire l'interprétation sémantique. 
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2.5.2.1 La composition fonctionnelle 
Le principe de la composition fonctionnelle est simple, on l'interprète par: 
Une fonction de Y dans X, de type syntaxique X/Y ou X\ y et d'interprétation sémantique 
F, peut être combinée avec une fonction de Z dans Y de type syntaxique Y /Z ou Y\Z et 
d'interprétation G. Le résultat de cette opération est une fonction composée de Z dans X, 
de type X/Z ou X\Z et d'interprétation sémantique Àx(F(Gx)). 
Ce principe donne lieu à la production des quatre règles combinatoires dites règles de 
composition fonctionnelle2. 
1) X/Y:F-Y/Z:G -> XlZ:Àx(F(Gx)) (>B) 
2) X/Y: F-Y\Z: G -> X\Z: Àx(F(Gx)) (>Bx) 
3) Y\Z: G-X\Y: F -> X\Z: Àx(F(Gx)) «B) 
4) Y/Z: G-X\Y: F -> X/Z: Àx(F(Gx)) «Bx) 
Avec ces règles de composition fonctionnelle nous pouvons combiner par exemple les 
catégories des verbes peut et faire dans la. phrase Jean-peut-faire-ce-travail, via 
l'unification des catégories (S: pred np}\NP: np}) et (S: faire' np2 np3\NP: np3). Le 
résultat de l'unification est traduit par le remplacement de "pred" par ''faire' npi' et de 
"np3" par "npl ", ce que nous donnons avec la figure suivante: 
peut- faire 
(S: peut/ (pred np})\NP: np})/(S: pred npl \NP: np}) (Sfaire' np2 np3\NP:np3)INP:np2 
----------------------------------------------------------------------------------------------------->B 
(S:peut/ (faire' np2 npI)\NP:npI)INP:np2 
2Le symbole (-) désigne ici aussi la concaténation. 'Remarquons que Steedman ne représente la 
concaténation dans ses règles par aucun symbole. Nous voulons par l'introduction de ce symbole faciliter la 
lecture de ce document et donc éviter au lecteur de confondre une structure concaténée et une structure 
applicative. 
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2.5.2.2 Le changement de type 
Le changement de type permet à des arguments de devenir des fonctions. Il permet ainsi à 
ces entités de composer avec d'autres fonctions. 
Quatre règles de changement de type sont proposées par Steedman (1989): 
5) X:x -> Y/(Y\X): ÂF(Fx) (>T) 
6) X:x -> Y/(YIX): ÂF(Fx) (>Tx) 
7) X:x -> Y\(YIX): ÂF(Fx) «T) 
8) X:x -> Y\(Y\X): ÂF(Fx) «Tx) 
Pour illustrer l'intérêt des règles de changement par un exemple, donnons pour la phrase 
Jean-aime-Marie l'analyse suivante: 
Jean- aime- Marie 
N:Jean' (S:aime' np2 np1\NP:np1)INP:np2 NP:Marie' 
--------->T 
S:pred Jean'/(S:pred Jean\NP:Jean') 
-------------------------------------------------------------------------------------->11 
S:aime' np2 Jean'INP:np2 
-------------------------------------------------------------------------------------------------> 
S:aime' Marie' Jean' 
L'effet immédiat de la règle de changement de type est de permettre à la catégorie 
opérateur obtenue à partir de la catégorie de l'argument Jean de composer avec la 
catégorie du prédicat aime via une opération d'unification. 
2.5.2.3 La substitution fonctionnelle 
Le principe de la substitution fonctionnelle est interprété par : 
Une fonction principale de second ordre de type (XlY)/Z, (XlY)\Z, (X\ Y)/Z ou (X\ Y)\Z 
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et d'interprétation F peut se combiner avec une fonction de premier ordre dans Y de 
catégorie Y/Z ou Y\Z et d'interprétation G. Le résultat est une fonction X/Z ou X/Z de Z 
dans X avec une interprétation Â.x(Fx(Gx)). 
Ce principe donne lieu à la production des quatre règles combinatoires dites règles de 
substitution fonctionnelle. 
9) (X/Y)/Z:F -y /Z:G -> X/Z: Â.x(Fx(Gx)) (>8) 
10) (X/Y)\Z:F-Y\Z:G -> X\Z: Â.x(Fx(Gx)) (>8x) 
Il) Y\Z:G-(X\ Y)\Z:F -> X\Z: Â.x(Fx(Gx)) «8) 
12) Y/Z:G-(X\Y)/Z:F -> X/Z: Â.x(Fx(Gx)) «8x) 
2.5.3 Analyse incrémentale 
L'analyse syntaxique présente un problème majeur dans le cadre des grammaues 
catégorielles: la pseudo ambiguïté. Un énoncé simple non ambiguë peut avoir plusieurs 
analyses syntaxiques possibles qui ne correspondent qu'à une seule interprétation 
sémantique. 
Prenons l'exemple de la phrase jean-regarde-marie. Plusieurs analyses syntaxiques sont 
possibles. La première étant celle qui consiste à appliquer la catégorie du verbe à celle de 
l'objet puis appliquer la catégorie du prédicat complexe obtenu à celle du sujet: 
Jean- regarde- Marie 






La deuxième consiste à appliquer un changement de type à la catégorie du sujet puis à 
opérer une composition fonctionnelle sur la catégorie résultant du changement de type et 













D'autres analyses sont encore possibles. L'interprétation sémantique associée à toutes les 
analyses syntaxiques est unique, elle est sous la fonne applicative suivante : 
((regarde' Marie) Jean). 
Pour résoudre ce problème Haddock (1987), Pareschi (1987) et Steedman (1987, 1989) 
proposèrent une stratégie d'analyse syntaxique incrémentale de gauche à droite. Cette 
stratégie favorise une seule analyse syntaxique et donc élimine les autres analyses. Dans 
le cas de la phrase Jean-regarde-Marie, c'est la deuxième analyse proposée ci dessus qui 
est retenue. 
2.6 Conclusion 
Nous venons à travers ce chapitre d'apprécier les étapes fondamentales qui nous ont 
permis de passer de concepts purement philosophiques à une réalité nettement concrète et 
relativement puissante pour l'analyse syntaxique des langues. Ce que nous appelons 
réalité se trouve matérialisée dans l'approche de la Grammaire Catégorielle 
Combinatoire. 
Les travaux de Ajdukiewicz, de Bar-Hillel, de Lambek et de Steedman ont grandement 
contribué à la mise au point de ces grammaires. 
16 
Les travaux d'autres chercheurs ont beaucoup contribué au développement des 
Grammaires Catégorielles. Nous pouvons citer le modèle de Biskri (1995). C'est un 
modèle quasi-incrémentale basé essentiellement sur l'utilisation des Grammaires 
Catégorielle Combinatoire de Steedman. Ce modèle sera présenté en détail au 
chapitre 4. D'autres travaux n'ont pas été cités dans ce chapitre car ils n'ont pas une 
influence directe sur notre travail. 
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CHAPITRE 3 
LES GRAMMAIRES APPLICATIVES. 
Nous consacrons ce chapitre à la Grammaire Applicative Universelle de Shaumyan 
(1965, 1977, 1987) et à son extension la Grammaire Applicative et Cognitive (Desclés, 
1990). Ainsi, nous aborderons ce qui motive l'utilisation d'une représentation prédicative 
fonctionnelle construite autour de l'emploi du principe applicatif ainsi que des 
combinateurs de la logique combinatoire de H.B. Curry (1958). 
Sebastian Konstantinovitch Shaumyan a présenté en 1965 la Grammaire Applicative 
qu'il voulait "universelle". Selon Desclés (1990), le terme universel est pris dans un 
double sens: 
1. d'une part il vise à caractériser les invariants du langage et à établir des formulations 
universelles des catégories grammaticales, 
2. d'autre part, il vise à représenter d'une manière idéale le langage sous-jacent aux 
langues naturelles et à établir un morphisme du langage génotype vers les langues 
phénotypes. 
Si nous reprenons Biskri (1995), Shaumyan veut prouver, à travers le modèle de la 
Grammaire Applicative, que les relations syntaxiques ne sont pas fonctions de leurs 
représentations en ordre linéaire. Il montre aussi que la structure grammaticale d'une 
langue est indépendante de la manière dont elle est représentée à travers les expressions. 
Il parle enfin de deux niveaux pour la grammaire: 
1. L'étude de la structure grammaticale elle-même. 
2. L'étude de la manière dont la structure grammaticale est représentée dans les 
expressions. 
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Cette distinction laisse place à un langage abstrait dont Shaumyan dit qu'il est par 
hypothèse un système de déduction universeP, autrement dit, qu'il représente un calcul 
déductif sur les types possibles des structures d'une langue. 
Shaumyan distingue deux niveaux de base dans sa théorie : 
- Le niveau des observables. 
- Le niveau des construits. 
Il finit ensuite par conclure que sa théorie distingue deux niveaux: 
- Le niveau phénotypique ou phénotype. 
- Le niveau génotypique ou génotype. 
Le niveau phénotypique est un niveau concret, contrairement au niveau génotypique qui 
est abstrait. 
Nous allons dans ce qui suit présenter le modèle de la Grammaire Applicative 
Universelle de Shaumyan, les outils qu'elle utilise, et enfin sa version étendue : la 
Grammaire Applicative et Cognitive (Desclés, 1990). 
3.1 Le Modèle de la Grammaire Applicative universelle 
Le modèle de la Grammaire Applicative Universelle s'articule autour de deux niveaux de 
représentation des langues naturelles: 
1. Le niveau phénotypique. 
2. Le niveau génotypique. 
Le niveau phénotypique est représenté par les langues phénotypiques qui sont les langues 
naturelles telles que nous pouvons les observer. Le niveau génotypique est représenté par 
un langage abstrait qui va permettre de décrire les langues phénotypiques. Ce langage qui 
n'appartient à aucune langue naturelle a ses propres règles de calcul qui sont assez 
3 On entend par "système de déduction universel", un système indépendant de la représentation concaténée 
des termes. 
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générales pour servir à la description de toutes les langues phénotypiques4. Il est basé sur 
le principe "opérateur/opérande". Il est organisé autour de l'utilisation des outils de la 
logique combinatoire de Curry (1958). On l'appelle langage génotypique. 
Pour abstraire toutes les entités du langage génotypique, Shaumyan distingue trois 
classes d'expressions linguistiques essentielles: 
- Les noms des objets qui sont appelés "termes" (terms). 
- Les noms des situations qui sont appelés "phrases" (sentences). 
- Les moyens nécessaires pour construire les noms des objets et les noms des situations, 
qui sont appelés "opérateurs". 
Un opérateur s'applique à une ou plusieurs expression(s) appelée(s) opérande(s) pour 
produire un "résultat". Il agit sur un opérande par l'opération "application". 
L'application d'un opérateur "f' à un opérande "x" est notée par la simple juxtaposition 
"f x". L'application est associative à gauche, "f x y" est équivalente à "((f x) y)". Par 
conséquent il est possible de réécrire des fonctions n-aires en plusieurs fonctions unaires 
construites progressivement. 
Exemples: 
- f(x,y,z) est équivalente à ((fx)y)z). 
- aime (Marie, Jean) est équivalente à ((aime Marie) Jean) 
L'opération applicative est utilisée pour construire toutes les expressions du génotype. 
C'est d'ailleurs pour cela que la grammaire du génotype est appelée Grammaire 
Applicative. Par conséquent, le langage génotypique est un langage applicatif. 
La construction récursive des types syntaxiques à partir des types de base est obtenue par 
les règles récursives suivantes: 
1. Les types de base sont des types; s (sentences) et t (terms) sont des types de base. 
2. Si x et y sont des types alors F xy est un type. 
F est un opérateur pour la simplification des types, Fxy est un type fonctionnel, il 
représente le type de toutes les fonctions allant de x vers y. 
4C'est d'ailleurs la raison principale qui fait que l'approche de la Grammaire Applicative est supposée être 
universelle. 
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Pour «aime Marie) Jean), le type de Marie et de Jean est t, le type du verbe transitif aime 
est FtFts. 
La simplification des types est obtenue avec la règle applicative suivante : 
Fxy x 
y 
Nous dirons que x est le type de l'opérande et que Fxy est le type de l'opérateur et le type 
de l'application de l'opérateur à l'opérande est y. 
3.2 La Grammaire Applicative et Cognitive 
La Grammaire Applicative et Cognitive est issue des travaux de Jean Pierre Desclés et 
ses collaborateurs. Elle est une version étendue de la grammaire applicative universelle 
de Shaumyan. 
Cette version reprend les niveaux de représentation des langues naturelles, que sont le 
phénotype et le génotype. Elle introduit un troisième niveau où seront représentées les 
significations des prédicats par des schèmes qui sont les générateurs des représentations 
sémantiques des phrases: le niveau cognitif (Desclés, 1990). 
Le système génotype englobe un langage génotype basé sur la notion d'application, une 
règle de simplification et des combinateurs de la logique combinatoire. 
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3.2.1 La logique combinatoire 
La notion de combinateur est introduite pour la première fois par Schonfinkel (1924), 
elle est reprise par Curry et Feys (1958). La logique combinatoire a été développée dans 
le but de trouver une solution logico-mathématique à des paradoxes logiques tels que 
celui de Russell. Elle est aussi en rapport avec le À-calcul de Church (1941). Ces deux 
systèmes d'ailleurs sont les moyens utilisés par les informaticiens pour analyser les 
propriétés sémantiques des langages de programmation de haut niveau. 
Les combinateurs sont des opérateurs abstraits qui permettent de construire, à partir 
d'opérateurs, des opérateurs de plus en plus complexes. L'action d'un combinateur sur un 
argument est définie par une règle spécifique appelée Il-réduction. Cette règle établit une 
relation entre une expression avec un combinateur et une expression équivalente sans 
combinateur. 
Shaumyan dit que les combinateurs ont une fonction purement syntaxique. Ils forment 
des combinaisons complexes d'opérateurs indépendamment de leurs significations. 
Desclés (1990) prétend que les combinateurs introduisent aussi une sémantique 
intrinsèque à cause de la p-réduction qui définit en quelque sorte la signification du 
combinateur. 
3.2.1.1 Le combinateur "B" de composition 
Soient deux opérateurs complexes f et g. Le combinateur B leur associe un opérateur 
complexe B f g tel que pour un argument x on ait la règle de réductionS suivante: 
B f g x ~ f (g x). 
Le combinateur B est représenté dans le À -calcul par la À -expression: À x y z x (y z). 
S ~-réduction. 
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3.2.1.2 Le combinateur "S"de substitution 
Le principe de l'action du combinateur S est le suivant: soient f et g deux opérateurs, f est 
binaire et g est unaire. Le combinateur S leur associe un opérateur complexe S f g. 
L'action de cet opérateur à un opérande x est spécifiée par la règle de p-réduction 
suivante: 
S f g x 2: f x (g x) 
La représentation dans le À-calcul du combinateur S est donnée par la À-expression 
suivante: À x y z x z (x z) 
3.2.1.3 Le combinateur "C*" de changement de type 
La notion de changement de type introduite au chapitre précèdent est représentée dans la 
logique combinatoire par le combinateur C*. L'action de ce combinateur est définie par la 
p-réduction suivante: 
Le combinateur C* a pour but de changer le statut de l'opérateur et d'en faire un 
opérande. Ainsi, si X est un opérateur ayant pour opérande Y alors X devient opérande de 
l'opérateur (C* Y). 
Le combinateur C* correspond à la À-expression suivante: À x y y x. 
3.2.1.4 Le Combinateur "c" de permutation 
Ce combinateur associe à un opérateur f un opérateur complexe C f telle que si f agit 
sur les opérandes x et y pris dans cet ordre, C f agira sur les opérandes y et x pris dans cet 
autre ordre. L'action du combinateur C est définie par la p-réduction suivante: 
Cfyx2:fxy 
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Le combinateur C est représentée par la Â-expression suivante: Â x y z x z y. 
3.2.1.5 Les combinateurs complexes 
Outre les combinateurs élémentaires que nous venons de voir, il existe des combinateurs 
complexes construits à partir des combinateurs élémentaires. Nous avons par exemple: 
BCC 
L'action de ces combinateurs est déterminée par l'application enchaînée des 
combinateurs élémentaires à partir du combinateur élémentaire le plus à gauche. 
Prenons l'expression B B C*xyz. On peut considérer que la réduction du combinateur B 
B C* est exprimée à travers la réduction de B puis de B puis de C*. 
B B C* x yz 
2 B (C* x) y z élimination-B 
3 (C* x) (y z) élimination-B 
4 yzx élimination- C * 
3.2.2 Calcul sur les types 
La Grammaire Applicative et Cognitive, comme sa devancière la Grammaire Applicative 
Universelle, combine le calcul des Grammaires Catégorielles avec le calcul des 
combinateurs développé par Curry dans la logique combinatoire (Curry, Feys, 1958). Elle 
reprend les types de base s et t. 
La construction des types complexes est faite récursivement par les règles: 
- s et t sont des types. 
- Si x et y sont des types alors Fxy est un type. 
Nous pouvons ainsi construire les types suivants: 
Ftt : type des déterminants. 
Fts : type des verbes intransitifs. 
FtFts : type des verbes transitifs. 
Etc ... 
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L'opération de base pour la réduction des types est l'opération applicative que nous 
noterons de la manière suivante: 
Fxy x 
y 
Le numérateur représente les types en entrée, autrement dit le type de l'opérateur (Fxy) et 
le type de l'opérande (x). Le dénominateur représente le type résultant de l'opération 
d'application. 
Prenons un exemple: 
Soit la notation préfixée applicative de la phrase Jean-aime-Marie : aime Marie Jean. 
Au prédicat aime nous associons le type FtFts. A Marie et à Jean nous associons 
le type t. 
La réduction des types pour la structure "aime Marie Jean" se fait de la manière 
suivante: 
aime Marie Jean 
FtFts t t 
Fts 
s 
3.3 Formes normales 
3.3.1 Définitions 
Prenons les trois expressions suivantes: 
l.BCabcd 
2. B B C* abc 
3.a(bc) 
25 
Les expressions 1 et 2 peuvent être réduites car elles contiennent des combinateurs. 
L'expression 3 ne peut pas être réduite car elle ne contient pas de combinateurs. 
Définition 1 : 
Une expression est dite sous forme normale lorsqu'elle ne peut plus être réduite. 
Ainsi l'expression 3 est sous forme normale. Les expressions 1 et 2 ne sont pas sous 
forme normale. 
Définition 2: 
Soit E' une expression sous forme normale. Soit E une expression qui n/est pas sous 
forme normale. Si E est réduite à E' alors nous dirons que E' est laforme normale de E. 
Pour les expressions 1 et 2 les formes normales sont respectivement: 
abdc et bca 
3.3.2 Théorème de Church-Rosser 6 
Si une expression combinatoire X se réduit en une expression combinatoire Yj et si X se 
réduit en une autre expression combinatoire Y2 alors il existe une expression 
combinatoire Z tel que Yj et Y2 se réduisent en Z 
6 Pour la démonstration de ce théorème se reporter à celle de Martin-LM et de Tait dans (Hindley, Seldin, 
1986). 
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Ce théorème révèle le fait que la logique combinatoire possède la propriété de Church-
Rosser pour les relations transitives. 
L'intérêt de ce théorème est dans ses corollaires 7• 
Corollaire 1: Une expression combinatoire a au plus une seule forme normale. 
Corollaire 2 : Si X= y alors il existe un Z tel que X-> Z et Y-> Z. 
Corollaire 3: Si X = Yet Y est uneforme normale, alors X-> y 
Corollaire 4 : Si X = Y alors soit X et Y n'ont pas de forme normale, soit X et Yont la 
même forme normale. 
Corollaire 5 : Si X et Y sont deux expressions combinatoires ayant des formes normales 
différentes alors X f. Y 
Nous pouvons donc résumer la signification du théorème de Church-Rosser par : 
Si une expression combinatoire donnée peut se réduire en une expression sous forme 
normale, alors cette expression est unique. 
3.4 Conclusion 
Nous avons présenté dans ce chapitre la Grammaire Applicative Universelle de 
Shaumyan et son extension la Grammaire Applicative et Cognitive (Desclés, 1990). Le 
modèle de la Grammaire Applicative Universelle distingue deux niveaux de 
représentation des langues naturelles : le niveau phénotypique et le niveau génotypique. 
Avec sa Grammaire Applicative et Cognitive, Desclés ajoute un troisième niveau: le 
niveau cognitif. 
La Grammaire Applicative Universelle combine le calcul des Grammaires Catégorielles 
avec le calcul des combinateurs développé par Curry dans la logique combinatoire. Les 
7Ces corollaires sont pris dans (Desclés, 1990). 
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combinateurs sont des opérateurs abstraits qui permettent la construction des opérateurs 
plus complexes. Chaque combinateur est associé à une règle de p-réduction. Cette règle 
établit une relation entre une expression avec un combinateur et une expression 
équivalente sans combinateur. 
Nous présenterons au prochain chapitre une méthode qui nous permet de relier des 
expressions concaténées du niveau phénotypique aux expressions prédicatives du niveau 
génotypique. Cela suppose évidemment une analyse syntaxique des formes 
phénotypiques. 
CHAPITRE 4 
LA GRAMMAIRE CATÉGORIELLE COMBINATOIRE 
APPLICATIVE. 
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Nous présentons dans ce chapitre un modèle d'analyse quasi-incrémentale : la Grammaire 
Catégorielle Combinatoire Applicative de Biskri (1995). Ce modèle qui établit une 
association canonique entre les règles catégorielles combinatoires de Steedman 
(1987,1989) et les combinateurs de la logique combinatoire de Curry (1958), évolue dans 
le cadre des Grammaires Applicatives et Cognitives de Desclés (1990). 
La Grammaire Catégorielle Combinatoire Applicative relie explicitement les expressions 
du phénotype à leurs représentations fondamentales dans le génotype. 
Au niveau du phénotype, les caractéristiques particulières des langages naturels sont 
exprimées ( morphologie, syntaxe, etc .... ). Les expressions linguistiques de ce niveau 
sont des unités linguistiques concaténées selon les règles syntagmatiques de la langue. 
Nous écrirons la représentation de concaténation dans le phénotype des unités 
linguistiques u1, u2, u3, u4, comme suit: u1-u2-u3-u4. En appliquant des règles 
combinatoires à des unités concaténées, nous construisons une structure applicative 
renfermant des combinateurs. Cette structure applicative appartient au génotype. 
Au niveau du génotype, des invariants grammaticaux et structures qui sont fondamentales 
aux phrases du niveau du phénotype sont exprimés. Le niveau du génotype utilise un 
langage formel appelé « le langage génotype». Dans ce niveau, des interprétations 
sémantiques fonctionnelles sont exprimées au moyen des combinateurs. 
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Une analyse fondée sur la Grammaire Catégorielle combinatoire Applicative s'effectue 
en deux grandes étapes : 
1. La première étape consiste à une vérification de la bonne connexion syntaxique 
des unités linguistiques et la construction des structures applicatives avec 
l'introduction progressive des combinateurs. L'expression obtenue appartient au 
langage génotype. 
2. La deuxième étape consiste à utiliser les règles de ~-réduction de la logique 
combinatoire de façon à construire une structure applicative en éliminant 
successivement les combinateurs introduits à la première étape. L'expression 
obtenue constitue « la forme normale». Cette dernière exprime l'interprétation 
sémantique fonctionnelle. Ce dernier calcul s'effectue entièrement dans le 
génotype. 
La construction de l'interprétation sémantique fonctionnelle se fait dans la continuité du 
calcul syntaxique avec le passage du phénotype au génotype. Ce passage du phénotype au 


















(Structure applicative fonctionnelle) 
Phrase 
elles Combinatoires Applicatives 
Interprétation sémantique fonctionnelle 
Figure 4.1 : Le passage du phénotype au génotype. 
8 Prise dans Biskri et Desclés, 1997 
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4.1 Les types d'unités linguistiques 
La notion de type dans le cadre de la Grammaire Catégorielle Combinatoire Applicative 
reste sensiblement la même que pour les modèles de Ajdukiewicz, Bar-Hillel, Lambek et 
Steedman. 
Les Grammaires Catégorielles comportent un ensemble des catégories divisées en deux 
classes : les catégories de base et les catégories opérateurs. Les Grammaires Catégorielles 
assignent des catégories aux unités linguistiques. La bonne connexion syntaxique est 
vérifiée en simplifiant successivement les catégories. Une phrase est une unité 
linguistique ayant une bonne connexion syntaxique qui se simplifie en une catégorie de 
phrases. Une Grammaire Catégorielle est donc définie pour la donnée d'une assignation 
des catégories à ses unités linguistiques. La simplification des catégories revient à 
effectuer un calcul inférentiel sur les catégories et non pas sur les unités linguistiques. On 
conceptualise donc les Grammaires Catégorielles comme des systèmes inférentiels de 
types en considérant chaque catégorie comme un type. 
Une Grammaire Catégorielle est donc déterminée par différents types d'unités 
linguistiques. Toute l'information pour vérifier la bonne connexion des syntagmes est 
donnée par les types assignés aux unités linguistiques de la grammaire. 
A partir des types de base et de symboles opératoires "/" et "\", on peut construire les 
types complexes. 
- Le type X/Y désigne les fonctions de Y vers X sachant que l'opérande de type Y est 
placé à droite de l'opérateur de type X/Y. Ainsi, un foncteur de type X/y a l'argument de 
type Y positionné à droite du foncteur et l'application du foncteur à l'argument donne 
une unité de type X. 
- Le type X\ y désigne les fonctions de Y vers X sachant que l'opérande de type Y est 
placé à gauche de l'opérateur de type X\Y. Ainsi, un foncteur de type X\Y a l'argument 
de type Y, positionné à gauche du foncteur et l'application du foncteur à l'argument 
donne une unité de type X. 
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Ainsi, dans la notation du type d'un foncteur, le type de l'argument est toujours à droite 
du symbole opératoire "/" ou "\". Le type de l'application du foncteur à l'argument se 
trouve quant à lui toujours positionné à gauche du symbole opératoire. 
Dans le système de Biskri (1995), les types de base sont au nombre de deux: 'S' pour 
sentence qui est le terme anglais pour désigner une phrase et 'N' pour noun qui est le 
terme anglais pour désigner un nom. On peut donc construire des types complexes à 
partir de ces deux types de base et de symboles opératoires "/" et "\". 
Voici quelques types syntaxiques: 
N :Syntagme nominal 
S :Phrase 
NIN :Article ou adjectif 
N\N :Complément de nom 
S\N : Verbe intransitif 
(S\N)/N :Verbe transitif 
4.2 Les règles de la Grammaire Catégorielle Combinatoire Applicative 
a. Les règles d'application: 
Les règles d'application représentent le concept de base des grammaires catégorielles. 
Ces règles sont présentées comme suit: 
[YIX : ul]-[X : uZ] 
------------------------;> 
[Y: (ul u2)] 
[X: ul]-[Y\X : u2] 
-----------------------~ 
[Y: (u2 uI)] 
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Les lettres en majuscule représentent les types syntaxiques et les lettres en minuscule 
l'interprétation sémantique fonctionnelle. Les prémisses dans chaque règle sont des 
expressions concaténées typées considérées comme étant des opérateurs ou des 
opérandes, le résultat de chaque règle est une expression applicative typée. 
b. Les règles combinatoires applicatives 9: 
Les règles combinatoires applicatives introduisent les combinateurs B, S, C, C*. 
Les règles de composition fonctionnelle: 
[X/Y : ull-[Y/Z : u2] 
----------------------------;>IJ 
[X/Z : (IJ U} u2)] 
[XlY : uI1-[Y\Z : u2] 
----------------------------;>IJ" 
[X\Z : (IJ Ul u2)] 
[Y\Z : U}]-[X\Y : u2] 
---------------------------«IJ 
[X\Z : (IJ U2 U} )] 
[Y/Z : U}]-[X\Y : u2] 
----------------------------«IJ" 
[XiZ : (IJ U2 u})] 
Les règles de composition distributive: 
[(X/Y)/Z : u}]-[Y/Z : u2] 
--------------------------------;>51 
[XlZ: (51 U} u2)] 
[X/Y)\Z : U}]-[Y\Z : u2] 
-------------------------------;>51" 
[X\Z: (51 U} u2)] 
[Y\Z : U}]-[(X\Y)\Z : u2] 
--------------------------------«51 
[X\Z : (51 U2 u})] 
9 Présentées par Biskri et Desclés (1997) 
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[Y/Z : ul]-[(X\Y)/Z : u2] 
--------------------------------~5Ix 
[X/Z : (51 u2 un] 
Les règles de permutation: 
[(X\Y)/Z: u] 
----------------------------:><: 
[(X/Z)\Y: (<: u)] 
[(X/Y)/Z : u] 
----------------------------:><:x 
[(X/Z)/Y : (<: u)] 
[(X/Y)\Z : u] 
---------------------------~<: 
[(X\Z)/Y: (<: u)] 
[(X\Y)\Z : u] 
----------------------------~<:x 
[(X\Z)\Y: (<: u)] 
c-Les règles de changement de type: 
[X: u] 
-----------------------:>1L 
[Y/(Y\X) : (<:* u)] 
[X: u] 
----------------------:>1Lx 
[Y/(Y/X) : (<:* u)] 
[X: u] 
----------------------~1L 
[Y\(Y/X) : (<:* u)] 
[X: u] 
----------------------~1Lx 
[Y\(Y\X) : (<:* u)] 
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Les règles combinatoires applicatives font apparaître des combinateurs. La permutation 
d'une unité u introduit le combinateur C; le changement de type d'une unité u introduit le 
combinateur C* ; la composition fonctionnelle de deux unités concaténées introduit le 
combinateur B et enfin la composition distributive de deux unités concaténées introduit le 
combinateur S. Ces règles permettent de construire une structure applicative faisant 
apparaître des combinateurs. 
Au fur et à mesure de son déroulement, l'analyse syntaxique construit une structure 
applicative où les combinateurs ont le rôle de manipuler les unités linguistiques, de les 
composer entre elles et de décomposer les résultats intermédiaires auxquels on peut 
arriver. Le résultat de cette analyse est une structure applicative qui après réduction des 
combinateurs donne la forme normale de l'énoncé initiale. Cette forme normale constitue 
l'interprétation sémantique fonctionnelle de l'énoncé initiale. Avec les règles 
combinatoires et les règles d'application, nous pouvons analyser une phrase au moyen 
d'une stratégie quasi incrémentale de gauche à droite. 
Prenons l'exemple: Jean aime Marie. 
Jean aime Marie 
[N:Jean] [(S\N)IN:aime] [N:Marie] étape 0 
------->T 
[S/(S\N):(C* Jean)] étapel 
--------------------------------------------->B 
[SIN:(B (C* Jean) aime)] étape 2 
-----------------------------------------------------------> 
[S:((B (C* Jean) aime) Marie)] étape 3 
Al' étape 0 les unités linguistiques sont associées aux types syntaxiques qui leur 
conviennent. Al' étape l, la règle(> T) appliquée à l'unité typée [N: Jean] transforme 
l'opérande en opérateur et génère l'expression ( C* Jean) ayant pour type S/(S\N). La 
composition avant ( >B) est appliquée à ( C* Jean) et aime à l'étape 2. Ceci donne 
comme résultat une structure applicative (B( C * Jean) aime) ayant pour type SIN. A la 
troisième étape, l'application avant(» s'applique aux entités (B( C* Jean) aime) et 
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Marie et construit l'expression applicative finale (B( C* Jean) aime) Marie) de type S. 
Le type S indique que l'énoncé est syntaxiquement correct. Les combinateurs de 
l'expression applicative finale seront réduits pour donner la forme normale de l'énoncé. 
Cette dernière représente l'interprétation sémantique de l'énoncé initiale. C'est ce que 
nous présentons avec la suite de réduction suivante: 
[S:«B (C* Jean) aime) Marie)] 
[S:«C* Jean) (aime Marie))] 
[S:«aime Marie) Jean)] 
B 
Nous pouvons présenter ce passage du système concaténationnel au système applicatif 
d'une autre manière. Avec cette présentation le passage du phénotype au génotype est 
plus clairement mis en avant. 
[N:Jean ]-[(S\N)/N:aime ]-[N:Marie] 
2 [S/(S\N):(C* Jean)]-[(S\N)/N:aime]-[N:Marie] 
3 [S/N:(B (C* Jean) aime)]-[N:Marie] 
4 [S:«B (C* Jean) aime) Marie)] 
5 [S : «B (C* Jean) aime) Marie)] 
6 [S : «C* Jean) (aime Marie»] (B) 
7 [S : «aime Marie) Jean)] (C*) 




Structure applicative typée du génotype 
Forme normale du génotype 
Al' étape 1 nous nous situons dans le phénotype et au fur et à mesure que nous 
appliquons les règles combinatoires applicatives, nous nous rapprochons du génotype. À 
l'étape 5 nous entrons dans le génotype. La réduction des combinateurs s'effectue dans 
les deux dernières étapes. Elle donne l'interprétation sémantique de l'énoncé initiale. 
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4.3 Modifieurs arrières et réorganisation structurelle. 
L'analyse syntaxique « de gauche à droite» soulève le problème de non-déterminisme 
introduit par la présence dans la langue, de modifieurs arrières. Ces derniers sont des 
opérateurs qui s'appliquent à l'ensemble ou à une partie d'une structure préalablement 
construite. Nous avons dans la phrase Jean- frappa-marie-hier, un modifieur arrière hier 
qui opère sur l'ensemble de la phrase Jean-frappa-Marie de type S. Le modifieur arrière 
hier se voit attribuer le type S\S, on peut donc poursuivre l'analyse syntaxique par une 
règle d'application arrière. 
Pour la phrase Jean-aime-Marie-tendrement l'analyseur produit dans un premier temps le 
"faux constituant" [S : ((B (C* Jean) aime) Marie)]. Le type S de ce faux constituant ne 
couvre pas tout l'énoncé et n'est pas combinable avec le type de tendrement. L'adverbe 
tendrement porte le type (S\N)\(S\N). En effet, tendrement est un opérateur ayant comme 
opérande (aime Marie) positionné à sa gauche. Une analyse quasi incrémentale de gauche 
à droite favorise l'application d'une règle combinatoire dès que possible. Ce facteur a 
pour conséquence directe de « noyer» certains constituants ( en particulier ceux qui 
doivent être opérande du modifieur arrière) dans d'autre constituant. Dans notre exemple 
aime et Marie sont noyés dans ((B (C* Jean) aime) Marie), ce qui évidemment ne nous 
permet pas de construire directement l'opérande (aime Marie). 
Le problème posé revient à la possibilité d'un retour arrière. Mais ce retour en arrière est 
de nature à accroître le coût « computationnel » (mémoire et temps d'exécution) d'une 
analyse syntaxique. Pour résoudre ce problème, Biskri (1995) propose un retour en arrière 
qui permet de réduire considérablement ce coût computationnel en construisant des 
analyses sémantiques correctes et en éliminant les pseudo-ambiguités. Un tel retour en 
arrière décomposera le constituant déjà construit en deux entités dont une se combine 
forcément avec le modifieur arrière. Cette opération proposée par Biskri est la 
réorganisation structurelle. Elle s'effectue en deux étapes successives suivantes: 
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a. La réorganisation du constituant déjà construit isole deux entités, et teste si le 
modifieur arrière se combine à gauche avec l'une de ces deux entités. Si le test est 
négatif, on procède à la réduction des combinateurs jusqu'à ce que le test donne 
une valeur positive. À la fin du processus, on récupère une nouvelle structure 
équivalente à la première. 
Exemple : Dans le cas de l'énoncé Jean aime Marie tendrement, les étapes de la 
réorganisation sont: 
Le constituant construit: [S : ((B (C* Jean) aime) Marie)] 
Les deux sous-catégories sont: [SIN: (B (C* Jean) aime)] ; [N : Marie] 
Test: [SIN: (B (C* Jean) aime)] ne se combine pas à gauche avec 
[(S\N)\(S\N) : tendrement] 
[N : Marie] ne se combine pas à gauche avec [(S\N)\(S\N) : tendrement] 
Réduction du combinateur B : [S : ((C* Jean) (aime Marie))] 
Les deux sous-catégories sont : [S/(S\N) : (C* Jean)] ; [S\N : (aime Marie)] 
Test: [S/(S\N): (C* Jean)] ne se combine pas à gauche avec 
[(S\N)\(S\N) : tendrement] 
[S\N: (aime Marie)] se combine à gauche avec 
[(S\N)\(S\N) : tendrement] 
Arrêt du processus de réduction des combinateurs. Nous récupérons en sortie la 
catégorie: 
[S : ((C* Jean) (aime Marie))]. 
b. La décomposition réalisée grâce aux deux règles: 
[X: (UI U2)] [X: (ui u2)] 
------------------------->d ec -------------------------<d ec 
[x/Y : UI]-[Y : u2] [Y: U2]-[X\Y : uI] 
Nous lisons ces règles comme suit: 
- Pour (>dec): Si nous avons une structure applicative (ul u2) de type X, avec UI 
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de type X/Y et U2 de type Y, alors nous pouvons construire une nouvelle 
expression concaténée fonnée des deux catégories [X/Y: uI] et [Y : u2]. 
- Pour «dec): Si nous avons une structure applicative (ui u2) de type X, avec U} 
de type X\Y et U2 de type Y, alors nous pouvons construire une nouvelle 
expression concaténée formée des deux catégories [Y : u2] et [X\ Y : U}]. 
Ces deux règles nous pennettent de reconstruire un nouvel agencement 
concaténé de la structure opérateur/opérande issue de la réorganisation. 
Pour la phrase Jean aime Marie tendrement la décomposition est appliquée à la 
structure qui résulte de la réorganisation : 
[S : ((C* Jean) (aime Marie»] 
Avec la règle (>dec), nous produisons l'agencement concaténé: 
[S/(S\N) : (C* Jean)] - [S\N : (aime Marie)]. 
Le passage entre un système concaténationnel et un système applicatif pour la phrase 
Jean-aime-Marie-tendrement se présente comme suit: 
[N : Jean]-[(S\N)/N : aime]-[N : Marie]-[(S\N)\(S\N) : tendrement] 





[8: «C* Jean) (aime Marie»]-[(8\N)\(S\N) : tendrement] 
[8/(8\N) : (C* Jean)]-[8\N : (aime Marie)]-[(8\N)\(8\N) : tendrement] 
[S/(S\N) : (C* Jean)]-[S\N : (tendrement (aime Marie»] 





9 [8: «C* Jean) (tendrement (aime Marie»)] Niveau génotypique 
10 [8 : «(tendrement (aime Marie» Jean)] 
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Les deux étapes de la réorganisation structurelle entrent dans l'analyse complète de la 
phrase Jean-aime-Marie-tendrement (étape 5 de l'analyse précédente pour la 
réorganisation et l'étape 6 pour la décomposition). 
4.4 La coordination. 
La Grammaire Catégorielle Combinatoire Applicative s'est aussi intéressée à la 
coordination. La coordination est l'action de joindre deux mots ou deux expressions du 
même genre ou ayant la même fonction. Le but du travail que nous allons présenter au 
prochain chapitre n'est pas d'analyser la coordination, c'est pourquoi nous ne nous 
attarderons pas à en parler en détail 1 o. 
4.5 Les métarègles. 
Le formalisme de la Grammaire Catégorielle Combinatoire est enrichi par différentes 
métarègles qui contrôlent le changement de type. Ces métarègles d'une part définissent 
les situations d'application des règles de changement de type, et d'autre part choisissent 
la bonne règle de changement de type à appliquer. 
Nous n'allons pas non plus présenter en détailles métarègles. Nous avons opté à ne pas 
utiliser les règles de changement de type dans notre travail pour des raisons que nous 
allons clarifier au chapitre suivant. 
4.6 Conclusion 
Nous avons présenté dans ce chapitre un modèle d'analyse: la Grammaire Catégorielle 
Combinatoire Applicative. Ce modèle évolue dans le cadre des Grammaires Applicatives 
10 Pour en savoir plus consultez: Biskri, La Grammaire Catégorielle Combinatoire Applicative dans le 
cadre des Grammaires Applicatives et cognitives, 1995 
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et Cognitives de Desclés. Il est basé sur l'utilisation des Grammaires Catégorielles 
Combinatoires de Steedman et des combinateurs de Curry. 
La Grammaire Catégorielle Combinatoire Applicative relie un énoncé du mveau 
phénotypique à une analyse applicative sous-jacente exprimée dans le génotype. Ce 
traitement s'effectue en deux grandes étapes: 
1. La vérification de la bonne connexion syntaxique et la construction de structures 
applicatives avec l'introduction progressive des combinateurs à certaines 
positions de la chaîne syntagmatique. 
2. L'utilisation des règles de ~-réduction pour construire une autre structure 
applicative en éliminant successivement les combinateurs introduits à la première 
étape. 
L'objectif du travail que nous présenterons au prochain chapitre est d'extraire les termes 
complexes d'une liste des termes candidats. Pour y parvenir nous utilisons un filtre 
linguistique fondé sur la Grammaire Catégorielle combinatoire Applicative. Les résultats 
théoriques auxquels nous aboutissons sont appliqués au français. 
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CHAPITRE 5 
EXTRACTION DES TERMES COMPLEXES. 
Nous allons consacrer ce chapitre à la présentation d'un filtre linguistique dont le rôle est 
l'extraction des termes complexes. 
Contrairement au terme simple qui est formé d'un seul mot (par exemple, base), un 
terme complexe comprend deux ou plusieurs mots séparés par des espaces blancs (par 
exemple, base de données). Dans notre travail nous définissons un terme complexe 
comme étant une unité linguistique qui a une bonne connexion syntaxique qui se 
simplifie en une catégorie groupe nominal. 
Notre filtre linguistique qui est fondé sur la Grammaire Catégorielle Combinatoire 
Applicative va permettre de : 
Identifier à partir d'une liste des termes candidats, les termes dont la catégorie 
grammaticale est du groupe nominal. 
Préserver ces termes. 
Rejeter les termes n'ayant pas comme catégorie grammaticale le groupe nominal. 
L'identification des termes complexes consiste à trouver dans un corpus les termes 
candidats dont la catégorie grammaticale est du g'roupe nominal. 
L'analyse que nous proposons pour identifier les termes complexes consiste à appliquer 
les règles combinatoires aux unités concaténées. Cela a pour conséquence la construction 
d'une structure applicative renfermant des combinateurs. Dans cette optique deux parties 
se dégagent: 
1. La partie qui consiste à analyser syntaxiquement les termes candidats et 
qui est obtenue par un calcul sur les types syntaxiques. 
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2. La partie qUI consiste à construire l'interprétation sémantique 
fonctionnelle et qui est réalisée grâce premièrement à la génération de 
structures applicatives renfermant des combinateurs puis à la réduction des 
combinateurs. 
Dans ce qui suit, et dans un premier temps, nous présentons les règles combinatoires 
applicatives que nous allons utiliser dans notre système. Dans un deuxième temps nous 
présentons le traitement qui nous permet d'identifier les termes complexe à partir d'une 
liste des termes candidats. 
Avant d'aborder cela, nous introduisons la notion de type dans le cadre de notre projet. 
La Grammaire Catégorielle Combinatoire Applicative assigne des catégories à chaque 
unité linguistique. La bonne connexion syntaxique est vérifiée en simplifiant 
successivement les catégories. Les catégories syntaxiques sont les types orientés, 
développés à partir des types de base et de deux symboles opératoires" / "et "\". 
Une unité linguistique "u "avec le type ,fonctionnel X/y est considérée comme 
opérateur (ou fonction) à qui l'opérande de type Y est placé à sa droite. 
Une unité linguistique " v " avec le type fonctionnel X\ y est considérée comme 
opérateur (ou fonction) à qui l'opérande de type Y est placé à sa gauche. 
Au vu de ce que nous avons présenté dans les chapitres précédents, le lecteur aura 
compris que l'idée de base des Grammaires Catégorielles est de penser les mots comme 
des fonctions. Cette idée de fonction est symbolisée par les types syntaxiques qui sont 
présentés pour décrire les différentes relations qu'une catégorie syntaxique donnée peut 
entretenir avec les autres catégories. 
Nous rencontrons dans la Grammaire Catégorielle Combinatoire Applicative deux 
catégories de base: 'S' pour les catégories phrases et 'N' pour les catégories des unités 
nominales. Puisque le but de notre travail est de trouver dans des corpus les termes 
complexes (groupes nominaux), il n'est pas utile de considérer les catégories phrases. 
Nous aurons donc dans les traitements que nous allons effectuer le type de base 'N' pour 
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les catégories des unités nominales. Nous introduisons un autre type de base 'T' pour les 
catégories quelconques. 
5.1 Les règles combinatoires applicatives utilisées 
La vérification de la connexion syntaxique appropriée du terme candidat est obtenue par 
le calcul sur les types syntaxiques. Ce calcul est basé sur l'utilisation des règles 
catégorielles combinatoires. Les règles11 que nous allons utiliser pour analyser les termes 
candidats sont les règles d'application, les règles de composition fonctionnelle et les 
règles de permutation. La composition fonctionnelle de deux unités concaténées introduit 
le combinateur B ; la permutation d'une unité introduit le combinateur C. Rappelons que 
les combinateurs sont des opérateurs abstraits qui permettent la construction des 
opérateurs plus complexes. Chaque combinateur est associé à une règle de ~-réduction. 
Par exemple, nous présentons les combinateurs B, C avec les règles suivantes (VI, V2, 
V3 sont des expressions applicatives typées) : 
((B VI V2) V3)-> (VI (V2 V3)) 
((C VI) V2) V3)-> ((VI V3) V2) 
Nous avons opté de ne pas utiliser les règles de yhangement de type dans notre travail car 
elles nécessitent toute une série des métarègles pour leurs utilisations. Nous avons par 
contre préféré l'utilisation de la règle de permutation. En effet, cette règle n'exige 
aucune métarègle d'une part, d'autre part, elle permet une analyse logique avec une 
stratégie de gauche à droite. En plus du point de vue technique, le combinateur C, qui est 
introduit dans l'expression syntagmatique par la règle de permutation, peut être 
équivalent à une combinaison des combinateurs C* et B, respectivement introduits dans 
l'expression syntagmatique par le changement de type et par les règles de composition 
fonctionnelle. En fait, les expressions combinatoires (a) et (b) suivantes sont équivalentes 
selon le théorème de Church-Rosser. 
Il Ces règles sont exposées au paragraphe 4.2 du chapitre précèdent 
a) (((C X) Y) Z) 
b) (((B (C* Y)) X) Z) 
En effet, 
Le procédé de ~ -réduction de (a) est 
(((C X) Y) Z) 
((X Z) Y) 
L e procédé de ~ -réduction de (b) est 
(((B (C* Y)) X) Z) 
((C* Y) (X Z)) 
((X Z) Y) 
44 
La forme normale de (a) est identique à la forme normale de (b). Selon le théorème de 
Church-Rosser. Les expressions combinatoires (a) et (b) sont alors équivalentes. 
En appliquant les règles que nous venons de présenter nous pouvons analyser des termes 
candidats au moyen d'une stratégie quasi-incrémentale de gauche à droite. 
1. Traitons le premier exemple suivant: 
Théorie complexe 
l. [N: Théorie] - [N\N: complexe] 
2. [N: (complexe Théorie)] «) 
3. (complexe Théorie) 
A la première étape, nous attribuons les types aux unités linguistiques, N pour Théorie et 
N\N pour complexe. La règle d'application arrière à la deuxième étape nous donne 
l'expression (complexe Théorie) de type N. Le type N est celui qu'il faut pour que le 
terme candidat soit validé. Donc nous pouvons conclure que le terme candidat Théorie 
complexe est un terme complexe. L'expression à l'étape 3 représente la forme normale du 
terme complexe validé. 
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5.2 Identification des termes complexes. 
Cette section est consacrée à l'analyse des termes candidats. Comme nous l'avons 
mentionné au début de ce chapitre, le traitement que nous proposons est basé sur la 
Grammaire Catégorielle Combinatoire Applicative. 
Une analyse syntaxique des formes phénotypiques qui est obtenue par un calcul sur les 
types syntaxiques va nous permettre de vérifier si un terme candidat est un groupe 
nominal. Ce calcul est basé sur l'application des règles combinatoires. 
L'expression applicative avec combinateurs obtenue après cette analyse syntaxique va 
donner, après réduction des combinateurs, la forme normale du terme candidat. Ce calcul 
s'effectue dans le génotype. 
















Figure 5.1 : Traitement pour identifier les termes complexes. 
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Le traitement permettant d'identifier les termes complexes va donc s'effectuer en trois 
étapes principales suivantes: 
1. La première étape consiste à attribuer des catégories aux unités linguistiques. 
2. La deuxième étape est illustrée par la vérification de la connexion syntaxique 
appropriée. Dans le cas qui nous concerne, nous vérifions si le terme candidat est 
un groupe nominal. 
3. La troisième étape consiste à construire la forme normale. 






[N: Théorie]-[(N\N)/T: de]-[T: nombre] 
[N: Théorie ]-[ (N/T)\N : (C de) ]-[ T: nombres] 
[(NIT: « C de) Théorie)]-[T: nombres] 
[N : «(C de) Théorie) nombres)] 
«( C de) Théorie) nombres) 
« de nombres) Théorie) (C) 






Structure applicative typée du génotype 
Forme normale du génotype 
Pour cet exemple, l'étape 1 assigne les types cat~goriels aux unités linguistiques. Puisque 
le type de Théorie ne peut pas se composer avec le type de de, ce dernier subit dans 
l'étape 2, une opération de permutation qui introduit le combinateur C. Les étapes 3 et 4 
respectivement actionnent les règles d'application arrière et avant pour donner 
l'expression (((C de) Théorie) nombres) de type N. À l'étape 5 nous entrons dans le 
génotype. La réduction du combinateur C à l'étape 6, construit la forme normale du 
terme candidat: ((de nombres) Théorie). 
5.2.1 Le modifieur arrière. 
L'analyse syntaxique « de gauche à droite» soulève le problème de non-déterminisme 
introduit par la présence dans la langue, de modifieurs arrières qui se tiennent comme 
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des opérateurs appliqués à la totalité ou à une partie d'une structure préalablement 
construite. Comme nous l'avons présenté au chapitre précèdent, il y a des situations où la 
présence du modifieur arrière ne pose pas de problèmes. Cependant, il existe d'autres 
situations où l'analyse "bloque". Pour résoudre ce problème, nous faisons appel à la 
réorganisation structurelle. 
Deux étapes successives caractérisent cette réorganisation structurelle: 
La réorganisation du faux constituant. 
La décomposition. 
La réorganisation du constituant déjà construite isole à chaque fois deux sous-catégories 
et teste si le modifieur arrière peut être combiné à gauche ou pas avec un de ces deux 
sous-catégories. Si aucune des sous-catégories ne se combine avec le modifieur arrière, 
le terme candidat est considéré comme syntaxiquement incorrecte et il sera rejeté. Dans le 
cas qui nous concerne nous n'aurons pas besoin de réduction de combinateurs. A la fin de 
la réorganisation une nouvelle structure applicative typée équivalente à la première est 
récupérée. 
La décomposition permet de reconstruire un nouvel agencement concaténé de la structure 
opérateur/opérande issu de la réorganisation. 
Traitons deux exemples qui illustrent les propos exposés ci-dessus: 
Exemple 1 : Théorie de nombres complexes 
l. [N: Théorie] - [(N\N)/T: de] - [T: nombres] - [T\T: complexes] 
2. [N: Théorie] - [(N/T)\N: (C de)] - [T: nombres] - [T\T: .complexes] (>C) 
3. [(NIT) : «C de) Théorie)] - [T: nombres] - [T\T: complexes] «) 
4. [N: «C de) Théorie) nombres)] - [nT: complexes] (» 
5. [(NIT) : «C de) Théorie)] - [T: nombres] - [T\T: complexes] (Réorganisation structurale) 
6. [(NIT) :.«C de) Théorie)] - [T: complexes nombres)] «) 
7. [N: «(C de) Théorie) (complexes nombres))] (» 
8. «(C de) Théorie) (complexes nombres)) Niveau génotypique 
9. «de (complexes nombres)) Théorie) C 
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Après avoir attribué les types aux unités linguistiques à l'étape 1, nous construisons par la 
permutation suivie de l'application arrière et avant, l'expression 
((C de) Théorie) nombres) de type N. À l'étape 5 l'analyse « bloque ». Pour un terme 
comme Théorie de nombres complexes l'analyseur crée au début le faux constituant 
Théorie de nombres. Ce constituant n'est pas combinable avec complexes, puisque le 
type de complexes est T\ T tandis que le type de Théorie de nombres est N et aucune règle 
catégorielle ne peut par conséquent être appliquée. En fait, complexes est un opérateur 
ayant comme opérande nombres qui se tient à sa gauche. C'est pourquoi nous faisons 
appel à la réorganisation structurelle. La décomposition est appliquée à la structure qui 
résulte de la réorganisation de [N: ((C de) Théorie) nombres)]. Avec la règle de 
décomposition (>dec), nous produisons la commande concaténée 
[(NIT) : ((C de) Théorie)] - [T: nombres]. Nous pouvons maintenant continuer l'analyse. 
En utilisant les règles d'application arrière et avant aux étapes 6 et 7 nous construisons 
l'expression typée [N: (((C de) Théorie) (complexes nombres))]. Les étapes 8 et 9 du 
génotype nous mènent à la forme normale ((de (complexes nombres)) Théorie) après 
réduction du combinateur C. 
Exemple 2 : Base de la théorie des nombres 
l. [N: Base] - [(N\N)IN: de] - [NIT: la] - [T: théorie] - [(T\T)IT: des] - [T: nombres] 
2. [N: Base] - [(NIN)\N: (C de)] - [N/T: la] - [T: théorie] - [(T\T)IT: des] - [T: nombres] (>C) 
3. [(NIN) : «C de) Base)] - [N/T: la] - [T: théorie] - [(T\T)/T: des] - [T: nombres] «) 
4. [(N/T) : (B «C de) Base) la)] - [T: théorie] - [(T\T)/T: des] - [T: nombres] (>B) 
5. [N: «B «C de) Base) la) théorie)] - [(T\T)IT: des] - [T: nombres] (» 
6. [(NIT) : (B «C de) Base) la)] - [T: théorie] - [(T\T)/T: des] - [T: nombres] 
7. [(NIT) : (B «C de) Base) la)] - [T: théorie] - [(T/T)\T: (C des)] - [T: nombres] 
8. [(N/T) : (B «C de) Base) la)] - [(TIT) : «C des) théorie)] - [T: nombres] 
9. [(NIT) : (B (B «C de) Base) la) «C des) théorie))] - [T: nombres] 
10. [N: «B (B «C de) Base) la) «C des) théorie)) nombres)] 
11. «B (B «C de) Base) la) «C des) théorie)) nombres) 
12. «B «C de) Base) la) «(C des) théorie) nombres)) 
13. «(C de) Base) (la «(C des) théorie) nombres))) 
14. «de (la «(C des) théorie) nombres))) Base) 












Nous rencontrons à l'exemple 2le processus observé à l'exemple précédent. On ne peut 
pas continuer l'analyse du terme candidat Base de la théorie des nombres à l'étape 6. En 
effet, le constituant «H «C de) Base) la) théorie) est faux puisque théorie est opérande 
du modificateur des nombres. Nous faisons appel à la réorganisation structurelle comme 
dans l'exemple précédent pour pouvoir continuer l'analyse. Nous aboutissons à l'étape 10 
à l'expression typée [N: «H (H «C de) Base) la) «C des) théorie)) nombres)]. Nous 
entrons dans le génotype à l'étape Il. La réduction des combinateurs dans les quatre 
dernières étapes nous permet d'obtenir la forme normale «de (la «des nombres) 
théorie))) Base). 
5.2.2 Commentaires 
Dans nos exemples nous avons procédé aux analyses incrémentales de gauche à droite. 
Ces genres d'analyses éliminent le phénomène de pseudo-ambiguïté qui consiste à 
construire plusieurs arbres de la dérivation syntaxique correspondant seulement à une 
interprétation sémantique. Ces analyses syntaxiques nous ont permis de constater que 
tous les termes candidats analysés jusqu'à présent dans ce chapitre sont de la catégorie N 
(groupe nominal). C'est cette catégorie dont a besoin un terme candidat pour être validé. 
Les quatre termes candidats : 
1. Théorie complexe. 
2. Théorie de nombres. 
3. Théorie de nombres complexes. 
4. Base de la théorie des nombres. 
Sont de la catégorie N. Ils sont identifiés comme étant des termes complexes, ils sont 
donc préservés par le filtre linguistique. 
Ces termes candidats analysés suivent certains modèles français décrits dans (Daille, 
1994), (Sta, 1998) : 
Adjectif de nom (1). 
Nom « de» Nom (2). 
Nom « de » l'adjectif du nom (3). 
Nom « de » « la» Nom « des» Nom ( 4). 
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5.2.3 Sont-ils à préserver ou à rejeter? 
L'usage de la langue française permet un agencement des mots tel que «Nom - Nom ». 
L'analyse d'un terme candidat comprenant un tel agencement pose problème car aucune 
règle combinatoire ne peut combiner deux unités linguistiques de type N juxtaposées. 
Clarifions cela par un exemple. 
Considérons les termes candidats suivants 
Fonction membre virtuelle. 
Liens hypertextes. 
Nous attribuons les types aux unités linguistiques du terme Fonction membre virtuelle de 
la manière suivante: 
[N: Fonction]-[N: membre]- [NIN: virtuelle] 
L'analyse de ce terme va « bloquer» dès le début du traitement, car il n y a aucune règle 
combinatoire qui peut combiner [N: Fonction] et [N: membre]. Dans cette situation le 
terme candidat: Fonction membre virtuelle sera rejeté car il est considéré comme 
syntaxiquement incorrect. 
Si nous considérons membre comme modifieur de Fonction, nous aurons le traitement 
suivant: 
1 [N: Fonction] - [ N\N : membre] - [NIN: virtuelle] 
2 [N: (membre Fonction)] - [ N\N: virtuelle] 
3 [N: (virtuelle( membre Fonction))] 
4 (virtuelle( membre Fonction)) 
«) 
«) 
Cette deuxième situation nous permet de procéder à l'analyse complète du terme 
candidat. Après avoir attribuer les types aux unités linguistiques à l'étape 1, nous 
utilisons deux fois la règle d'application arrière aux étapes 2 et 3 et nous obtenons une 
expression typée [N: (virtuelle( membre Fonction))]. N est le type qu'il faut pour que le 
terme candidat soit préservé par le filtre linguistique. Ainsi donc Fonction membre 
virtuelle est un terme complexe. Nous procédons de la même façon pour l'autre exemple. 
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Nous ne pouvons pas procéder à une analyse complète du terme candidat: Liens 
hypertextes que si nous considérons hypertextes comme modifieur de Liens. Dans ce cas 
nous aurons le traitement qui suit: 
1. [N: Liens] - [N\N: hypertextes] 
2. [N: (hypertextes Liens)] «) 
3. (hypertextes Liens) 
A l'étape 1, nous attribuons les types syntaxiques aux unités linguistiques. Nous 
construisons une expression typée [N: (hypertextes Liens)] à l'étape 2 par l'utilisation de 
la règle d'application arrière. L'étape 3 nous donne la forme normale du terme analysé. 
Liens hypertextes est de type N. C'est donc un terme complexe. 
5.3. Conclusion 
Nous avons présenté dans ce chapitre les détails théoriques d'un filtre linguistique dont le 
but est l'identification des termes complexes. Ce filtre linguistique est fondé sur un 
modèle de Grammaire Catégorielle Combinatoire Applicative. Ce dernier prend la forme 
d'une compilation. La construction de l'interprétation sémantique fonctionnelle se fait 
dans la continuité du calcul syntaxique avec le passage du phénotype au génotype. C'est 
grâce à ce modèle catégoriel que nous avons pu identifier les termes complexes à partir 
d'une liste des termes candidats. Une analyse syntaxique des formes phénotypiques qui 
est obtenue par un calcul sur les types syntaxiques nous a permis de vérifier si un terme 
candidat est du groupe nominal. Ce sont les termes candidats ayant comme catégorie le 
groupe nominal qui sont préservés par notre filtre linguistique. 
L'expression applicative obtenue après l'analyse syntaxique nous a donné après 
réduction des combinateurs la forme normale du terme complexe. 
Un problème s'est posé concernant l'analyse des termes candidats ayant la forme: 
"nom - nom". Dans cette situation, le deuxième terme ne se combine pas avec le premier 
parce qu'aucune règle combinatoire applicative ne peut être utilisée. Nous avons résolu le 
52 
problème en considérant le deuxième terme comme modifieur du premier, ce qUI a 
permis à l'analyse de continuer en utilisant une règle d'application. 
Nous allons consacrer le chapitre suivant à l'implémentation d'un prototype permettant 




Ce chapitre est consacré à l'implémentation d'un filtre linguistique dont le but est 
l'identification des termes complexes. Ce filtre linguistique est fondé sur un modèle de 
Grammaire Catégorielle Combinatoire Applicative. 
L'objectif principal que nous visons à travers cette implémentation est de prouver que 
nous pouvons concevoir un programme informatique qui met en pratique les résultats 
théoriques auxquels nous sommes arrivés. 
L'implémentation a été faite en C++. Nous avons choisi le langage C++ parce qu'il 
permet la programmation orientée objet. Nous souhaitons profiter de toutes sortes 
d'avantages qu'offre ce genre de paradigme de programmation. Il nous offre la possibilité 
de définir nos propres types de données pour les variables qui vont rentrer en jeu dans 
l'implémentation de notre projet. 
6.1 Le langage C++ 
Le C++ est un langage de programmation. Ce langage permet la programmation sous de 
multiples paradigmes comme, par exemple, la programmation procédurale, la 
programmation générique et la programmation orientée objet. 
La programmation orientée objet a pour ambition, en particulier de faciliter l'activité de 
programmation, elle permet notamment: 
Le développement des composants réutilisables. 
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L'abstraction entre l'implémentation des modules et leur utilisation, apportant 
ainsi un plus grand confort dans la programmation. Elle s'intègre donc 
parfaitement dans le cadre de la modularité. 
L'encapsulation des données pour une meilleure protection et donc une plus 
grande fiabilité des programmes. 
La définition des types de données par l'utilisateur: les classes. 
Les classes constituent une sorte de type de données pour lesquelles l'accès aux 
informations n'est possible que via cette classe. Dans une classe se trouve associées à la 
fois des données (on parle des membres donnés) et des fonctions (on parle de fonctions 
membres ou de méthodes). 
Un objet est un ensemble de données sur lesquelles des méthodes peuvent être 
appliquées. Les objets d'une classe sont des instances de cette classe. La classe définit 
donc la structure de données, appelées champs ou variables d'instances, que les objets 
correspondants auront, ainsi que les méthodes de l'objet. À chaque instanciation, une 
allocation de mémoire est faite pour les données du nouvel objet créé. L'initialisation de 
l'objet nouvellement créé est faite par une méthode spéciale, le constructeur. Lorsque 
l'objet est détruit, une autre méthode est appelée: le destructeur. L'utilisateur peut 
définir ses propres constructeurs et destructeurs d'objets. 
Les données des objets peuvent être protégées: c'est-à-dire que seules les méthodes de 
l'objet peuvent y accéder. Ce n'est pas une obligation, mais cela accroît la fiabilité des 
programmes. Si une erreur se produit, seules les méthodes de l'objet doivent être 
vérifiées. Cette notion de protection des données et de masquage de l'implémentation 
interne aux utilisateurs de l'objet constitue ce que l'on appelle l'encapsulation. 
Un programme C++ se compose d'un ensemble de fichiers contenant des textes source 
compilés séparément. Un fichier peut contenir des définitions des classes, des fonctions et 
des variables. 
55 
Nous ne nous étalerons pas sur la présentation du langage C++. Il existe plusieurs 
ouvrages qui permettent aux lecteurs intéressés d'approfondir leur culture du C++. 
6.2 Les éléments de l'implémentation 
L'implémentation d'un filtre linguistique nécessite un certain nombre d'éléments en 
particulier le choix des structures de données pour les variables qui vont nécessairement 
rentrer enjeu. 
Nous attachons plus d'importance à celles qui ont un rôle incontournable dans notre 
implémentation. Les principales données que nous véhiculons entre les différentes classes 
du programme sont de deux genres : 
Le premier genre de données correspond à la représentation des types 
syntaxiques. 
Le deuxième genre de données correspond à la représentation des constructions 
prédicatives. 
6.2.1 Structure de données pour les types syntaxiques. 
Nous rencontrons dans une analyse syntaxique deux sortes de types syntaxiques: des 
types syntaxiques foncteurs et des types syntaxiques de base. Dans cette section nous 
allons voir comment organiser les structures de données pour les uns et les autres. La 
structure de données qui a été choisie est l'arbre binaire car nous estimons qu'elle nous 
offre la facilité de représenter les deux types syntaxiques. 
La structure de données "arbre binaire" : 
En informatique, un arbre binaire est une structure de données qui peut se représenter 
sous la forme d'une hiérarchie dont chaque élément est appelé nœud, le nœud initial étant 
appelé racine. Dans un arbre binaire, chaque élément possède au plus deux éléments fils 
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au niveau inférieur, habituellement appelés gauche et droit. Du point de vue de ces 
éléments fils, l'élément dont ils sont issus au niveau supérieur est appelé père. 
Au niveau le plus élevé, il y a donc un nœud racine. Au niveau directement inférieur, il y 
a au plus deux nœuds fils. En continuant à descendre aux niveaux inférieurs, on peut 
avoir quatre, puis huit, puis seize, etc. C'est-à-dire la suite des puissances de deux. 
L'ensemble des nœuds situé à gauche de la racine forme le sous arbre binaire gauche et 
celui situé à droite de la racine· constitue le sous arbre binaire droit. Un nœud n'ayant 
aucun fils est appelé feuille. Le nombre de niveaux total, autrement dit la distance entre la 
feuille la plus éloignée et la racine, est appelé hauteur de l'arbre. Le niveau d'un nœud est 
appelé profondeur. La figure 6.1 illustre le vocabulaire qui vient d'être décrit. 
racine 
feuille noeud 1-2 
feuille 1 feuille 2 
Figure 6.1 : Arbre binaire. 12 
6.2.1.1 Les types de base 
Les types de base n'introduisent aucun symbole d'opération et donc aucun opérande. 
Nous avons choisi de les représenter par une seule lettre: 
12 Tiré de : http://www.dailly.info/algorithmes-de-tri/abr.php 
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'N' pour les syntagmes nominaux. 
'T' pour les unités linguistiques quelconques. 
Pour représenter un type de base nous concevons un arbre binaire contenant un seul 
nœud (racine). Chaque élément du nœud est un caractère. Nous aurons: 
• Dans le cas d'un syntagme nominal, le type syntaxique: 
arbre l->racine->element = 'N' 
• Dans le cas d'une unité linguistique quelconque, le type syntaxique: 
arbre2-> racine->element = 'T'. 
6.2.1.2 Les types foncteurs 
Les types foncteurs sont représentés en Grammaire Catégorielle Combinatoire 
Applicative par X/y et X\ y. 
Nous représentons ces types foncteurs par un arbre binaire. 
Si nous représentons 
La racine de l'arbre binaire par R, 
le sous arbre binaire gauche par SG, 
le sous arbre binaire droit par SD. 
Le type syntaxique X/Y peut être représenté par SG R SD. Avec une représentation en 
arbre généalogique nous aurons: 
Le type syntaxique X\Y peut être représente par SG R SD. Avec une représentation en 
arbre généalogique nous aurons : 
R correspondant à la racine de l'arbre représente le symbole opératoire, 
SD correspondant au sous arbre droit représente le type de l'opérande, 
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SG correspondant au sous arbre gauche représente le type du résultat de l'application de 
l'opérateur à l'opérande. 
Donnons quelques exemples concrets: 
Prenons les unités concaténées typées suivantes: 
[N: Théorie]-[(N\N)/T : de]-[T : nombres]-[T\T : complexes] 




L'instruction suivante nous permet d'accéder à l'élément R et de ce fait, connaître sa 
valeur: arbre2-> racine-> element13 ; pour cet exemple la valeur retournée est '/'. 
Nous accédons à l'élément SD, par l'instruction: arbre2->racine->filsd14. La valeur 
retournée est 'T'. 
Nous accédons à l'élément SG, par l'instruction: arbre2->racine->filsg I5 . La valeur 
retournée est N\N. 
6.2.2 Structure de données pour les constructions prédicatives 
Nous avons eu l'occasion dans les chapitres précédents, de présenter deux aspects 
principaux qui caractérisent les expressions applicatives : 
13 Nous donnerons la définition de l'arbre binaire de notre programme dans les paragraphes suivants 
14 filsd : pointe vers le sous arbre situé à droite de la racine de l'arbre 
15 filsg : pointe vers le sous arbre situé à gauche de la racine de l'arbre 
Le rapport opérateur/opérande que peuvent entretenir les unités linguistiques l6 . 
L'utilisation des combinateurs 17. 
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Dans notre programme, nous avons représenté ces deux aspects par des chaînes de 
caractères. Nous représentons le facteur opérateur/opérande par la concaténation de deux 
chaînes de caractères. Nous nous servons de l'opération de concaténation pour les chaînes 
de caractères de la classe Cstring qui est le signe " + ". 
L'expression applicative (x y) est une chaîne de caractères résultant de la concaténation 
de l'opérateur x à l'opérande y : "x "+ "y" ; 
Nous procédons de la même manière pour rendre compte de la portée des combinateurs. 
Nous concaténons le combinateur aux autres éléments; les opérateurs qui sont soumis à 
l'action du combinateur pour former l'opérateur complexe. 
• Pour le combinateur B, nous concaténons le combinateur B à x et y sur lesquels il agit 
pour former l'opérateur complexe (B x y) : 'B' + "x" + "y"; Cette instruction nous donne 
une chaîne de caractères "B x y" que nous mettons entre parenthèses pour obtenir 
l'opérateur complexe (B x y). 
• Pour le combinateur C, nous concaténons le combinateur C à x sur lequel il agit pour 
former l'opérateur complexe (C x ). L'instruction 'C' + "x" ; nous donne une chaîne de 
caractères "Cx", que nous mettons entre parenthèses pour former l'opérateur complexe 
(C x). 
6.3 Les classes du programme 
Il n'est peut être pas utile de le rappeler, mais un programme en informatique doit être 
construit de façon modulaire, chaque module ayant un rôle bien établi à remplir. 
16Rappelons que le rapport opérateur/opérande est introduit par les deux règles d'application fonctionnelle. 
Les expressions applicatives sous forme normale adoptent un rapport opérateur/opérande strict. Elles 
n'utilisent pas de combinateurs. 
17Rappelons que des combinateurs sont introduit au niveau des expressions applicatives lorsque dans 
l'analyse syntaxique, on applique une règle combinatoire autre que les règles d'application fonctionnelle. 
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Nous avons défini plusieurs classes (types de donnée) afin de représenter certaines 
variables importantes de notre programme. Dans une classe se trouvent associées à la fois 
des données et des méthodes. Seules les méthodes de la classe peuvent accéder aux 
données de l'objet. La notion de classe s'intègre donc dans le cadre de la modularité car 
il y a aussi une abstraction entre l'implémentation d'une classe et son utilisation. Nous 
exposons dans ce paragraphe les différentes classes de notre programme. Elles sont 
utilisées par certaines classes de notre programme et par le programme principal. Notons 
toutefois que nous ne présentons que les classes les plus importantes. 
6.3.1 Lecture des termes candidats et enregistrement des termes complexes 
La classe CFichier : 
Les méthodes définies dans cette classe nous permettent de : 
Sélectionner un fichier contenant des termes candidats. 
Ouvrir ce fichier. 
Lire les données. 
Dans la même classe nous définissons la méthode qui permet de sauvegarder les termes 
complexes résultats de l'analyse syntaxique dans une base de données XML. 
6.3.2 Définition de la structure des données pour les types syntaxiques 
La classe Cnoeud : 
Comme nous l'avons mentionné plus haut, nous utilisons les arbres binaires pour 
représenter les types syntaxiques. La classe Cnoeud définit une structure de données 
arbre binaire. Elle définit les données membres suivantes: 
char element ; 
Cnoeud * filsg; 
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Cnoeud * filsd; 
Cnoeud définit donc un élément de type caractère et deux pointeurs: 
filsg: un pointeur vers une donnée de type Cnoeud située à gauche du nœud 
element 
filsd: un pointeur vers une donnée de type Cnoeud située à droite du nœud 
element 
Nous représentons schématiquement à la figure 6.2 les données de la classe Cnoeud 
de la manière suivante: 
element3 element4 elementS element6 
Figure 6.2 : Arbre schématisant la structure de la classe Cnoeud. 
6.3.3 Insertions d'éléments dans l'arbre et parcours de l'arbre 
La classe Carbre : 
Les données membres de cette classe sont les suivantes: 
Cnoeud * racine ; 
Cnoeud * courant; 
int nbr_noeud; 
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La donnée racine est un pointeur vers la racine de l'arbre, courant est un pointeur vers le 
nœud courant enfin nbr _nœud est un entier qui nous renseigne sur le nombre d'éléments 
contenus dans l'arbre. 
Les fonctions membres importantes sont: 
Les fonctions qui permettent d'insérer des éléments dans l'arbre. 
Les fonctions pour parcourir l'arbre 
o Se positionner à la racine. 
o Se positionner à gaucher du nœud courant. 
o Se positionner à droite du nœud courant. 
La fonction pour détruire l'arbre. 
6.3.4 Conversion des types syntaxiques chaînes de caractères en arbres binaires 
La classe Ctype : 
Les types syntaxiques sont attribués manuellement aux unités lexicales. Ils sont saisis un 
par un. Pour faciliter la saisie des types syntaxiques à un utilisateur donné, nous avons 
préféré que la variable qui les représente soit organisée en chaîne de caractères. La classe 
Ctype définit des méthodes qui sont appliquées aux types syntaxiques chaînes de 
caractères pour les convertir en types syntaxiques arbres binaires. La plus importante de 
ces méthodes est la méthode Type_en_arbre. 
Exemple: le type syntaxique (X\ Y)\Z est représenté comme tel à la saisie. La méthode 
Type_en _arbre va le convertir en arbre binaire pour donner l'arbre binaire X\ Y\Z. 
6.3.5. Les règles combinatoires applicatives. 
La classe CRegle 
Cette classe implémente les règles combinatoires applicatives que nous avons présentées 
au chapitre précédent. La classe CRegle définit les règles d'application fonctionnelle, les 
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règles de composition et les règles de permutation. Nous reviendrons sur 
l'implémentation de règles combinatoires applicatives au prochain paragraphe. 
Toutefois, nous présentons ci-dessous les fonctions qui implémentent les règles 
suivantes: 
• y -X\y==> X, 
• X/Y-Y/Z==>~z, 
• (X\Y)/Z==> (X/Z)\Y. 
Rappelons que les types syntaxiques sont organisés en arbre binaire. 
La règle Y - X\ Y==> X 
Les règles d'application mettent en rapport un opérateur avec son opérande. 
Nous devons déclarer deux variables en paramètre au minimum pour construire la règle 
y -X\Y==> X: 
Un arbre binaire qui représente un type syntaxique foncteur. 
Un arbre binaire qui représente l'opérande. 
y est représenté par arbrel et X\ y par arbre2 
Si arbre2~ racine~ element = = '\\' 
et Si arbre! ~racine = =arbre2~racine~filsd alors 
retourner arbre2->racine->filsg 
Exemple: T - N\T 
arbre! = T ; arbre2 = N \ T 
test: 
et 
arbre2~racine~élément = = '\\' 
arbre! ~racine = = T 
arbre2 ~racine~filsd = = T 
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Retourner Arbre2->racine->filsg c à d N pour cet exemple. 
La règle XN -Y IZ==> X/Z 
Les règles de composition sont différentes des règles d'application en ce sens que les 
règles d'application mettent en rapport un opérateur avec son opérande alors que les 
règles de composition mettent en rapport deux opérateurs, le résultat de l'application d'un 
des deux opérateurs à son opérande donne l'argument du deuxième opérateur. Rappelons 
toutefois que l'opérateur complexe construit par la composition héritera d'un type 
opérateur construit à partir des types des opérateurs initiaux. 
Nous avons parmI les variables définies pour construire les règles de composition 
fonctionnelle : 
Un arbre binaire arbre1 pour représenter le premier type syntaxique foncteur. 
Un arbre binaire arbre2 pour le deuxième type syntaxique foncteur. 
Un arbre binaire arbreRes pour représenter l'opérateur complexe construit par la 
composition 
XN est représenté par arbre1 et Y/Z par arbre2 
Si arbre! ~racine~element = = 'l' 
et Si arbre27racine7element = = 'l' 
et Si arbrel ~racine7filsd = =arbre27racine7filsg alors 
arbreRes7racine7element = '1' ; 
arbreRes7racine7filsg = arbrel7racine7filsg ; 
arbreRes~racine7filsd = arbre2~racine~filsd ; 
Exemple: N/T- TIN 
Test: 
Arbre! ~ NIT; arbre2 = TIN 
et 
et 
arbrel ~racine~element = = 'l' 
arbre2~racine~element = = 'l' 
arbrel ~racine~filsd = = T 
et arbre2~racine~filsg = = T 
Retourner: arbreRes = NIN 
La règle (X\ Y)/Z==> (XlZ)\ y 
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Les règles de permutation sont caractérisées par la permutation des positions des 
opérandes. Nous définissons la variable l'arbre binaire arbre1 pour pouvoir construire 
cette règle. 
(X\ Y)/Z est représenté par arbre1 
Si arbre! ~racine~element = = '1' 
et Si arbrel ~racine~filsg->element= = '\\' alors 
arbrel ~racine~element = '\\' ; 
arbrel ~racine~filsg->element = 'l' ; et 
Nous permutons les noeuds Arbre! ~racine~filsg~filsd et 
arbre! ~racine~filsd 
Exemple : (N\N)/T 
test: 
arbrel == N\N/T 
arbre! ~racine~element = = 'l' 
et arbre! ~racine~filsg->element = = '\\' 
Resultat: Arbre 1 = N/T\N 
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6.3.6 Réduction des combinateurs. 
La classe CCombinateur 
C'est la classe CCombinateur qUI définit les méthodes permettant de construire les 
formes normales. 
La première méthode teste la présence d'un combinateur dans la structure applicative 
générée par l'analyse syntaxique. Si un combinateur est détecté, la deuxième méthode de 
la classe vérifie si c'est le combinateur "C" engendré par l'application de la permutation 
ou le combinateur "B" engendré par l'application de la composition fonctionnelle. Si le 
combinateur détecté est C, la méthode Reduire _ C qui implémente la règle de ~-réduction 
pour éliminer le combinateur C de la structure applicative est appelée. Par contre si c'est 
le combinateur B qui est détecté, c'est la méthode Reduire _ B qui implémente la règle de 
~-réduction pour éliminer le combinateur B de la structure applicative qui est appelée. 
6.4 Programme principal. 
Notre programme est une application de type "Dialogue" en Visual C++. Le programme 
principal est donc une classe qui dérive de la classe CDialog. CDialog fait partie des 
classes de Microsoft Foundation Class (MFC) qui est un ensemble des classes prédéfinies 
de Visual C++. Nous allons présenter dans cette section les méthodes importantes du 
programme principal. Ces méthodes sont classifiées dans les catégories suivantes: 
Lecture des données. 
Attribution des types. 
Analyse syntaxique. 
Affichage des termes complexes. 
Présentation des termes complexes dans un document XML ( ou base de données 
XML). 
Nous présentons les principales méthodes dans la figure 6.3. Cette figure donne une idée 
générale sur le déroulement de notre programme principale. 
Lecture des termes candidats 
Ouverture du fichier contenant les termes candidats 
Segmentation des termes candidats en unités lexicales 
Unités lexicales + types en chaînes de caractères 
Attribution des types 
Conversion des types en arbres binaires 









Génération des structures 
Structure prédicative avec combinateurs 
Réduction des combinateurs 
Formes normales 
Affichage des termes complexes 
Les termes complexes 
Présentation des termes complexes en documents XML 
Documents XML 
Sauvegarde des documents XML 
Figure 6.3 : Structure générale du programme principal. 
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6.4.1 Lecture des données 
Nous avons classé dans cette catégorie les méthodes qui pennettent la lecture des tennes 
candidats et des types syntaxiques des unités lexicales qui fonnent ces termes candidats. 
Pour analyser les tennes candidats, il faut au préalable les lire. Grâce aux fonctions 
membres de la classe Cfichier nous pouvons sélectionner le fichier contenant les tennes 
candidats, l'ouvrir et l'afficher dans une boîte de dialogue. Chaque tenne candidat est 
découpé en mots permettant ainsi de fonner les unités lexicales auxquelles nous allons 
attribuer un type syntaxique. Les types syntaxiques sont attribués manuellement. Ils sont 
SaiSIS un par un. 
Exemple: 
Le terme candidat Théorie de nombres complexes est découpé en mots (unités lexicales). 
Ces mots sont rangés dans un List Box représenté par la variable m _listmots. On associe à 
chaque mot sélectionné dans la liste son type syntaxique comme l'illustre le tableau 6.1. 
Chaque mot et son type sont rangés dans un List Control représenté par la variable : 
ListMotType 





Tableau 6.1 : La variable ListMotType. 
Le premier élément de la première colonne représente le type syntaxique du premier 
élément de la deuxième colonne, le deuxième élément de la première colonne représente 
le type syntaxique du deuxième élément de la deuxième colonne, etc. 
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Dans notre implémentation, nous réservons la variable m-type à la SaiSIe des types 
syntaxiques. 
6.4.2 L'attribution des types 
Nous avons construit à partir de la List Control ListMotType la variable Terme et la 
variable arbre. La variable Terme est le tableau 6.2 contenant des chaînes de caractères. 
Ce tableau contient les unités lexicales de l'énoncé à analyser. La valeur attribuée à 
l'indice du tableau nous permet d'accéder à chaque terme de l'énoncé. L'élément à 
l'indice 0 correspond au premier terme de l'énoncé, l'élément à l'indice 1 correspond au 
deuxième terme, etc .... 
Comme mentionné précédemment le types syntaxiques sont organisés en chaîne de 
caractères. La procédure Type_En _Arbre de conversion transforme la chaîne de 
caractères en arbre binaire. La variable "arbre" est le tableau 6.3 d'arbres binaires qui 
représentent les types syntaxiques des unités lexicales à analyser. Nous nous servons de 
la valeur de l'indice du tableau pour accéder à chaque type syntaxique. 
Pour associer une unité lexicale à son type syntaxique, autrement dit pour forme le couple 
(unité lexicale, type syntaxique) nous associons un élément du tableau Terme à un 
élément du tableau arbre ayant le même indice. 
Exemple: 
Le tableau Terme 
0 1 2 
Théorie de nombres 
Le tableau 6.2. 
Le tableau arbre 
0 1 2 
N N\NIN N 
Tableau 6.3. 
L'élément "arbre" à l'indice 0 est le type syntaxique de l'élément "Terme" à l'indice 0 
L'élément "arbre" à l'indice 1 est le type syntaxique de l'élément "Terme" à l'indice 1 
L'élément "arbre" à l'indice 2 est le type syntaxique de l'élément "Terme" à l'indice 2 
6.4.3 L'analyse syntaxique 
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[ N : Théorie] 
[N\NIN : de] 
[N :nombres] 
Nous avons déjà mentionné dans les chapitres précédents que l'analyse que nous 
effectuons pour identifier les termes complexes est basée sur l'utilisation des règles 
combinatoires applicatives. 
Pour commencer l'analyse nous entrons d'abord le nombre de termes que nous 
souhaitons avoir par termes complexes à la fin de l'analyse. 
Exemple: si pour le terme candidat Théorie de nombres complexes nous souhaitons que 
notre terme complexe soit composé de trois term.es nous aurons le traitement suivant: 
Première étape: 
[N: Théorie]-[(N\N)IN : de]-[N: nombres] 
[N : Théorie H (NIN)\N : (C de) H N: nombres] 
[(NIN: CC C de) Théorie)]-[N: nombres] 
[N : «(C de) Théorie) nombres)] 
«( C de) Théorie) nombres) 





Deuxième étapes : 
1. [(N\N)/N: de] - [N: nombres] - [N\N: complexes] 
2. [N\N : ( de nombres) ] - [N\N: complexes] 




Pour cet exemple nous analysons trois termes de gauche à droite pour chaque étape. A 
la première étape nous commençons par le premier terme à gauche. A la deuxième étape 
nous commençons par le deuxième terme. Il n'y a pas de troisième étape parce que si 
nous commençons par le troisième terme en allant vers la droite nous constatons qu'il 
nous reste que deux termes alors que pour cet exemple il faut traiter trois termes à chaque 
étape. 
Nous obtenons à la première étape une expression applicative typée, [N: (((C de) 
Théorie) nombres). Le type N (groupe nominal) est le type qu'il faut pour que le terme 
soit préservé. À la deuxième étape nous obtenons une expression de type N\N. Cette 
dernière sera rejetée car il n'est pas de la catégorie N. 
Après avoir entrer le nombre des termes que nous souhaitions avoir, nous passons à 
l'analyse syntaxique des termes candidats. Pour construire l'analyseur syntaxique nous 
devons déclarer quelques variables importantes. 
En appliquant des règles combinatoires à des unités concaténées nous construisons une 
structure applicative typée par un calcul sur les types syntaxiques. Nous devons donc 
déclarer les variables qui représentent: 
les unités concaténées, 
les types syntaxiques. 
L'analyse syntaxique que nous effectuons est incrémentale; cela fait que un résultat 
intermédiaire obtenu à une étape peut servir à construire un autre résultat à l'étape 
suivante. D'une façon concrète, l'application au niveau syntaxique d'une règle 
combinatoire génère une structure applicative typée. Or cette structure applicative est 
considérée comme étant une représentation applicative partielle de l'énoncé que nous 
voulons analyser. Partant de là cette représentation partielle constitue l'un des deux 
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éléments qui seront soumis à l'action d'une des règles combinatoires. Nous avons donc 
déclaré d'autres variables pour représenter: 
La structure applicative (représentant un résultat intermédiaire). 
Le type syntaxique de cette structure applicative. 
Avant de présenter les variables citées ci-dessus telles qu'elles sont implémentées dans 
notre programme, nous présentons d'abord les variables: nCount et la variable n. La 
variable nCount représente le nombre d'unités lexicales que contient l'énoncé à analyser. 
nCount constitue alors la dimension des tableaux Terme et arbre que nous avons 
présentés dans la section précédente. On peut attribuer à la variable n (indice des tableaux 
Terme et arbre) une valeur qui varie de 0 à nCount-l. La valeur attribuée à n nous 
permet d'accéder aux différents éléments des tableaux Terme et arbre. 
Nous présentons ci-dessous les variables importantes déclarées pour construire un 
analyseur: 
• Terme[n] pour représenter l'élément courant. Cet élément est une unité lexicale. 
• arbre[n] pour représenter le type syntaxique du constituant courant. 
• Terme[n+ 1] pour représenter le constituant suivant. Ce constituant est une unité 
lexicale. 
• arbre[n+ 1] pour représenter le type syntaxique du constituant suivant. 
• Resultat_interm pour représenter le résultat intermédiaire de l'application d'une règle 
combinatoire. Ce résultat est une structure applicative. 
• arbreRes pour représenter le type syntaxique du résultat intermédiaire. 
Nous illustrons notre propos par un exemple. 
A l'étape 1 de l'analyse du terme candidat Théorie des nombres, nous sommes dans la 
situation suivante: 
Terme[n] = "Théorie" 
Arbre [n] = N 
Tenne[ n+ 1] == "des" 
Arbre [ n+ 1] = N\N/T 
La deuxième étape nous donne la situation suivante: 
Tenne[n] = "Théorie" 
Arbre [n] =N 
Terme [ n+ 1] = " (C des) " 
Arbre [ n+ 1] = N/T\N 
La variable n est incrémentée. 
L'utilisation de la règle d'application nous amène à la situation suivante: 
Resultat_interm = " ( (C des) Théorie) " 
arbreRes = NIT 
Terme[n+ 1] = "nombres" 
arbre[n+l] =T 
La variable n est incrémentée. 
Enfin l'utilisation de la règle d'application nous donne: 
Resultat_intenn = " (( (C des) Théorie) nombres) " 
arbreRes = N 
Tenne[n+ 1] = "" 
arbre [ n+ 1] = NULL 
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Les variables "Resultat intenn" et "arbreRes" nous permettent de stocker 
momentanément les différents résultats partiels de l'analyse puis d'une façon définitive le 
résultat final. Ces six variables nous pennettent de représenter les règles combinatoires 
applicatives de la manière suivante: 
Pour la première étape 
[arbre[n]: Terme[n]]- [arbre[n+l]: Terme[n+l]] 
1. 
[arbreRes : Resultatjnterm ] 
[arbre[n] : Terme[n] ] [arbre [ n+ 1] : Terme [ n+ 1] ] 
2. 
---------------------------- ou ---------------------------------
[arbre[n] : Terme[n] ] [arbre[n+l] : Terme[n+l]] 
Pour les étapes suivantes 
[arbreRes: Resultat_interm] - [arbre[n+l] : Terme[n+l]] 
1. 
[arbreRes : Resultatjnterm] 
[arbreRes : Resultat_interm] [arbre [ n+ 1] : Terme [ n+ 1] ] 
2. 
--------------------------------- ou 
[arbreRes : Resultat_interm] [arbre[n+l] : Terme[n+l]] 
Les règles en 1. sont réservées au cas de composition et d'application. 
Les règles en 2. sont réservées au cas de permutation. 
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Avec un test appliqué aux valeurs des variables "arbre[n] ", "arbre[n+ 1]" et "arbreRes" 
nous arrivons à savoir quelle règle combinatoire déclencher parmi les règles d'application 
fonctionnelle et de composition fonctionnelle. 
6.4.3.1 Règles d'application et de composition fonctionnelle. 
Les règles d'application 
La règle Y - XI Y==> X 
Si arbre[n+ 1 ]-> racine-> element = = '\\' 
et Si arbre [ n ]->racine = = arbre [ n+ 1 ]->racine->filsd alors 
Appeler la fonction "Application_arr" qui implémente la règleY-X\Y==>X 
Pour l'application de la règle Y-X\Y==> X, il faut qu'arbre[n]->racine = =Y et 
arbre[n+l]->racine = = X\Y. 
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Le test arbre [ n+ 1 ]-> racine-> element = = '\' est fait pour savoir si l'élément 
Terme[n+ 1J compose par l'application à gauche. arbre[n]->racine = = arbre[n+ 1]-> 
racine->filsd vérifie que Terme[nJ a le type de l'opérande de Terme[n+ 1]. Le type du 
résultat de l'application de Terme[n+ 1J à son opérande est donné par le sous arbre 
gauche de l'arbre[n+l]. C'est ce type que nous récupérons puis affectons à la 
variable arbreRes. La construction de la structure applicative est simple : l'opérateur est 
placé à gauche de l'opérande. Ce qui se traduit par: 
Resultat interm = (Terme[n+ 1] + Terme[n] ). 
La règle XIY- Y==> X 
Si arbre[n]->racine->element = = '/' 
et Si arbre [ n ]->racine->filsd = = arbre [ n+ 1 ]->racine alors 
Appeler la fonction "Application_av" qui implémente la règle 
X/Y-Y==>X 
La règle X/Y-Y==>X est déclenchée si le type de Terme[nJ est un opérateur s'appliquant 
à un opérande placé à droite. Cela est vérifié par le test 
arbre[n]->racine->élément = = 'l'. Autrement dit arbre[n] = = X/Y et arbre[n+l] = = Y. 
Le deuxième test arbre [ n ]->racine-> filsd = = arbre [ n+ 1 ]->racine vérifie si l'élément 
suivant a le type de l'opérande de l'élément courant. 
La fonction afficher (arbre[n]->racine-> filsg) nous permet de récupérer la valeur du sous 
arbre gauche. Cette dernière est le type de l'application de Terme[nJ à son opérande 
Terme[n+ 1}. Le type obtenu est affecté à la variable arbreRes. L'instruction 
Resultat_interm = (Terme[n] +Terme[n+l]) construit l'expression applicative. 
Présentons deux exemples: 
Exemple1 : la règle Y-XlY==>X 
[N : Base] - [N\N : fondamentale] 
arbre [n] == N ; arbre[n+ 1] == N \ N; 
Terme[n]== "Base"; Terme[n+1] == "fondamentale "; 
arbreRes->racine == arbre[n+ 1 ]->racine->filsg == N; 
Resultat_interm == (Terme[n+ 1] +Terme[n]) =" (fondamentale Base) " ; 
Exemple 2 : la règle .JJY-Y====>X 
[NIN: La] - [N : base] 
arbre[n] == NIN; arbre[n+ 1] = N; 
Terme[n]== "la"; Terme[n+1] ==" base "; 
arbreRes->racine == arbre[n]->racine->filsg == N; 
Resultat_interm == (Terme[n] +Terme[n+ 1] ) == " (La base) " ; 
Les règles de composition fonctionnelle 
La règle XIY-Y/Z====>XlZ 
Si arbre [ n ]->racine->element == == 'l' 
et Si arbre [ n+ 1 ]->racine->element == == 'l' 
et Si arbre [ n ]->racine->filsd == ==arbre[ n+ 1 ]->racine->filsg alors 
Appeler la fonction "Comp_FonctAvB" qui implémente la règle 
X/Y -y IZ====> X/Z 
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L'application de la règle X/Y -Y /Z====> XlZ, nécessite la situation où arbre [ n] == X /Y 
et arbre[n+ 1] == Y/Z. Les tests arbre[ n ]->racine->element == == 'l'et 
arbre[n+ 1] ->racine->element == == 'l' vérifient que Terme[nJ et Terme[n+ IJ composent 
par l'application à droite. Le test arbre [ n ]->racine->filsd = == arbre [ n+ 1 ]>racine->filsg 
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permet de savoir si l'application de Terme[n+ il à son opérande construit une expression 
ayant le type de l'opérande de Terme[nj. 
Les règles de composition mettent en rapport deux opérateurs. Le résultat de l'application 
d'un des deux opérateurs à son opérande donne l'argument du deuxième opérateur. 
L'opérateur complexe construit par la composition héritera d'un type opérateur construit à 
partir des types des opérateurs initiaux. Dans le cas de la règle X/Y -Y /Z==> X/Z cet 
opérateur complexe prend un opérande qui est placé à sa droite. 
Les affectations suivantes permettent de construire le type de l'opérateur complexe: 
arbreRes->racine->element = '/' ; 
arbreRes->racine->filsg = arbre[n]->racine->filsg ; 
arbreRes->racine->filsd = arbre [n+ 1 ]->racine->filsd ; 
L'expression applicative obtenue contient le combinateur B. Nous la construisons par 
l'instruction: Resultat_interm = ('B' +Terme[n]+ Terme[n+1] ). 
La règle XIY-YlZ==> X\Z 
Si arbre[n]->racine->element = = 'l' 
et Si arbre[n+ l]->racine->element = = '\\' 
et Si arbre [ n ]->racine->filsd = =arbre[ n+ 1 ]->racine->filsg alors 
Appeler la fonction "Comp_FonctAvBx" qui implémente la règle 
X/Y -Y\Z==> X\Z 
L'application de la règle X/y -Y\Z==> X\Z est possible si arbre [ n] = == X/y et arbre [ n+ 1] 
= = Y\Z. Il faut aussi vérifier que Terme[nl compose par l'application à droite et 
Terme[n+ il compose par l'application à gauche, avec les tests arbre[n]->racine-> 
element = = '/' et arbre[n+ 1]-> racine->element == == '\\'. Le dernier test est de prouver 
par le test arbre [ n ]->racine-> filsd = = arbre [ n+ 1 ]->racine->filsg si l'application de 
Terme[n+ i] à son argument construit une expression ayant le type de l'argument de 
Terme[n]. 
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Cette règle X/Y -Y\Z ==> X\Z de composition présente les mêmes caractéristiques que la 
règle précédente. Cependant, l'opérateur complexe obtenu lorsque la première est 
déclenchée prendra un opérande placé à sa gauche. Nous construisons le type de 
l'opérateur complexe arbreRes avec les instructions suivantes: 
arbreRes-> racine->element = '\\' ; 
arbreRes->racine->filsg = arbre [ n] ->racine->filsg ; 
arbreRes->racine->filsd = arbre [ n + 1] ->racine->filsd ; 
L'instruction Resultat interm = CB' + Terme[n]+Terme[N+l]) construit l'expression 
applicative. 
La règle YlZ-XlY==>XlZ 
Si arbre[n]->racine->element = = '\\' 
et Si arbre[n+ 1] ->racine->element = = '\\' 
et Si arbre[n] ->racine->filsg = =arbre[n+ 1] ->racine->filsd alors 
Appeler la fonction "Comp_FonctArrB" qui implémente la règle 
Y\Z-X\Y==>X\Z 
Nous appliquons la règle Y\Z-X\Y==>X\Z quand arbre[n] = = Y\Z et arbre[n+l] 
= = X\Y. Ainsi, les tests arbre[n] ->racine->element = = '\\' et arbre[n+l] = = '\\ ' 
vérifient que Terme[n] et Terme[n+ 1] composent par l'application à gauche. Le test 
arbre [ n] ->racine->filsg = arbre [ n+ 1] ->racine->filsd indique que le type de 
l'application de Terme[n] à son argument doit produire une expression ayant un type 
identique à celui de l'argument de Terme[n+ 1]. 
L'opérateur complexe obtenu par composition dans le cas de la règle Y\Z-X\Y==>X\Z 
prendra un opérande qui sera placé à sa gauche. Ce qui s'exprime par l'instruction 
arbreRes->racine->element = '\ \'; 
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Avec les instructions: 
arbreRes->racine->filsg = arbre [ n+ 1] ->racine->filsg ; 
arbreRes->racine->filsd=arbre[n] ->racine->filsd; nous récupérons respectivement: 
- le type résultat de l'application de l'opérateur complexe à son opérande qui est celui de 
l'application du deuxième opérateur initial à son argument (c'est à dire le type X), 
- et le type de l'argument de l'opérateur complexe qui est celui de l'argument du premier 
opérateur initial (c'est à dire le type Z). 
L'expression applicative est obtenue par l'instruction: Resultat interm 
terme[n+ 1] + terme[n] ) 
La règle Y/Z-X\Y==>X!Z 
Si arbre [n] ->racine->element = == '1' 
et Si arbre[n+l] ->racine->element = == '\\' 
et Si arbre [ n] ->racine->filsg = =arbre[ n+ 1] ->racine->filsd alors 
Appeler la fonction "Comp_FonctArrBx" qui implémente la règle 
y /Z-X\ y ==> XlZ 
('B'+ 
Pour appliquer la règle Y/Z-X\Y====>XlZ il faut qu'arbre[n] = == Y/Z et arbre[n+ 1] 
= = X\Y. Autrement dit Terme[n] compose par l'application à droite et Terme[n+1] 
compose par l'application à gauche. Ceci justifie les deux tests arbre [n] ->racine-> 
element = = '/' et arbre [ n+ 1] ->racine->element = = '\\.'. Le test arbre [ n] -> racine->filsg 
= =arbre[n+l] ->racine->filsd indique que le type de l'application de Terme[n] à son 
argument doit produire une expression ayant un type identique à celui de l'argument de 
Terme[n+ 1]. 
Comp_FonctArrBx, s'exprime avec: 
arbreRes->racine->element = '1' ; 
arbreRes->racine->filsg = arbre[n+ 1] ->racine->filsg ; 
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arbreRes->racine->filsd = arbre [ n] ->racÏne->filsd ; 
Resultat_interm =( 'B' + terme[n+ 1]+ terme[n] ) ; 
Cette règle présente les même caractéristiques que la règle précédente. Cependant pour 
la règle précédente, l'opérateur complexe construit a un opérande placé à sa gauche alors 
que pour ce cas-ci l'opérateur prend un opérande placé à sa droite. 
Nous présentons deux exemples: 
Exemple1 .' la règle X/Y-Y/Z==>X/Z 
[NIN: la] - [NIN : fondamentale] 
arbre [ n] = NIN ; arbre [ n+ 1]= NIN; 
Terme[n]= "la"; Terme[n+l] = "fondamentale "; 
arbreRes->racine->element = 'j' ; 
arbreRes->racine->filsg = N ; 
arbreRes->racine->filsd = N ; 
arbreRes = NIN; 
Resultat_interm = " (B lafondamentale) " ; 
Exemple2 : la règle Y\Z-XlY==> XlZ 
[N\N: relationnelles] - [N\N : hiérarchiques] 
arbre[n] = N\N ; arbre[n+ 1]= N\N; 
Terme[n] = " relationnelles "; Terme[n+l] =" hiérarchiques "; 
arbreRes->racine->element = '\\' ; 
arbreRes->racine->filsg = N ; 
arbreRes->racine->filsd = N ; 
arbreRes = N\N; 
Resultat_interm= " (B hiérarchiques relationnelles) " ; 
Par ailleurs si aucun des tests présentés n'est valide, nous orientons notre analyse 
vers la permutation. 
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6.4.3.2 Les règles de permutation 
Ces règles sont caractérisées par la permutation des positions des opérandes et par 
l'introduction du combinateur C dans l'expression applicative qui est construite 
lorsqu'une règle de permutation est appliquée. Avant de déclencher les règles de 
permutation nous posons la question suivante: 
Si nous permutons les opérandes d'un opérateur cela va-t-il nous permettre d'utiliser les 
règles d'application ou de composition fonctionnelle à la prochaine étape de l'analyse? 
Nous présenterons ces règles de permutation en deux parties: la première concernera des 
tests appliqués aux variables arbre [n J et arbre [n+ l]. Ces tests nous renseignent sur les 
situations de déclenchement des règles de permutation et sur les règles (application ou 
composition) à utiliser directement après cette permutation. La deuxième concernera des 
modifications apportées aux valeurs des variables arbre[nJ, arbre[n+ IJ, Terme[nJ, 
terme[ n+ IJ, arbreRes, et Resultat _interm. 
il. 
La règle (XIlJ IZ==> (XIZ)/Y 
Nous avons trois situations où cette règle peut être déclenchée: 
I.Si arbre[n] = = X/Y\Z et arbre[n+ 1] = = y 
et Si arbre[n]->racine->filsg->element = = 'l' 
et Si arbre [ n] ->racine->filsg->filsd= = arbre [ n+ 1] ->racine alors 
Appeler la fonction "Permutation _ ArrC" qui implémente la règle 
(X/Y)\Z==> (X\Z)/Y. 
L'appel de cette fonction nous permet de construire le type syntaxique X\Z/Y et de 
produire l'expression applicative (C Terme[n]). Ceci nous mène à une situation où: 
arbre[n] = = X\Z/Y, arbre[n+ 1] = = y et Terme[n] = = ( C Terme[n] ). Nous pouvons 
alors appliquer la règle d'application à la prochaine étape d'analyse. Le résultat obtenu 
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X\Z est affecté à la variable arbreRes. L'instruction, Resultat_interm = (('C'+Terme[n] ) 
+Terme[n+ 1] ) construit l'expression applicative. 
2. Si arbre[n] = = X/Y\Z et arbre[n+ 1] = = Y\Z 
et Si arbre[n]->racine->filsg->element = = 'l' 
et Si arbre [ n+ 1] ->racine->elemen t= = '\\' 
et Si arbre [ n] ->racine->filsg->filsd = = arbre [ n+ 1] ->racine->filsg alors 
Appeler la fonction "Permutation _ ArrC" qui implémente la règle 
(X/Y)\Z==> (X\Z)/Y. 
Le type syntaxique X\Z/Y retourné par la fonction "Permutation _ ArrC" est affecté à 
arbre[n]. Avec arbre[n] = = X\Z/Y et arbre [n+ 1] = = Y\Z nous utilisons la règle de 
composition (X/Y -Y\Z==> X\Z) comme présenté au paragraphe précédent. L'opérateur 
complexe X\Z\Z obtenu est affecté à la variable arbreRes. L'expression applicative 
('B'+('C'+ Terme [n])+Terme [n+ 1]) construite est affectée à la variable Resultat interm. 
3. Si arbre[n] = = X/Y\Z et arbre[n+ 1] = = Y/Z 
et Si arbre[n]->racine->filsg->element = = 'l' 
et Si arbre [ n+ 1 ]->racine->element = = 'l' 
et Si arbre [ n] ->racine->filsg->filsd = = arbre [ n+ 1] ->racine->filsg alors 
Appeler la fonction "Permutation _ ArrC" qui implémente la règle 
(XlY)\Z==> (X\Z)/Y. 
Nous affectons le type syntaxique X\Z/Y retourné par la fonction "Permutation_ArrC" à 
arbre[n]. Nous obtenons une situation qui nous permet d'utiliser la règle de composition 
(X/Y -y IZ===> X/Z) car arbre [ n] = = X\Z/Y et arbre [ n+ 1] = = y IZ. Le résultat de 
l'application de cette règle est affecté à la variable arbreRes. Ainsi arbreRes = = X\Z/Z et 
l'expression applicative produite est ('B' +('C'+ Terme[n])+Terme[n+l]). 
La règle (X/Y)/Z==>(X/Z)/Y 
Nous avons deux situations où cette règle peut être déclenchée: 
1. Si arbre[n] = = X/Y/Z et arbre[n+ 1] = = y 
et Si arbre[n]->racine->element = = 'l' 
et Si arbre [ n] ->racine->filsg->filsd = = arbre [ n+ 1] ->racine alors 
Appeler la fonction "Permutation _ A vCx" qui implémente la règle 
(X/Y)/Z==> (X/Z)/Y. 
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Cette fonction retourne le type syntaxique que nous affectons à arbre[n]. Nous nous 
retrouvons avec arbre[n]= = X/Z/Y et arbre[n+1] = = Y, ce qui nous permet d'appliquer 
une règle d'application (XlY-Y==>X) à la prochaine étape de l'analyse. Nous obtenons 
le type XlZ et une expression applicative (('C' + Terme[n] )+ Terme[n+ 1]). X/Z est 
affecté à la variable arbreRes et l'expression applicative est affectée à la variable 
Resultat interm. 
2. Si arbre[n] = = X/Y/Z et arbre[n+ 1] = = Y/Z 
et Si arbre[n]->racine-->element = = 'l' 
et Si arbre [ n+ 1 ]->racine->element= = 'l' 
et Si arbre [ n] ->racine->filsg->filsd = = arbre [ n+ 1] ->racine->filsg alors 
Appeler la fonction "Permutation _A vCx" qui implémente la règle 
(XlY)/Z==> (X/Z)/Y. 
Le type syntaxique retourné par la fonction "Permutation _A vCx" est affecté à la variable 
arbre[n]. Nous avons ainsi arbre[n] = = X/Z/Y et arbre[n+1] = = Y/Z, ce qui nous permet 
d'utiliser la règle de composition (X/Y-Y/Z ==>XlZ) à l'étape suivante de l'analyse. 
X/Z/Y-Y/Z==>X/Z/Z. Nous affectons X/Z/Z à arbreRes. L'expression applicative 
('B'+('C'+ Terme[n]) + Terme[n+ 1]) produite est affectée à la variable Resultat_interm. 
La règle (XI }J/Z==> (XIZ) \ y 
Trois situations où cette règle peut être déclenchée: 
1. Si arbre[n] = =Y et arbre[n+ 1] = = X\Y/Z 
et Si arbre[n+ 1]->racine->filsg->element = = '\\' 
et Si arbre[n] ->racine= = arbre[n+ 1] ->racine->filsg->filsd alors 
Appeler la fonction "Permutation_AvC" qui implémente la règle 
(X\ Y)/Z==> (XlZ)\ y. 
84 
L'appel de cette fonction nous permet de construire le type syntaxique (XlZ)\Y et de 
produire l'expression applicative (C Terme[n+ ID. Ceci nous mène à une situation où: 
arbre[n] = = y et arbre[n+l] = = XlZ\Y Nous pouvons alors appliquer à l'étape suivante 
de l'analyse la règle d'application(Y- X\Y==> X). Le résultat obtenu X/Z est affecté à la 
variable arbreRes. L'instruction Resultat interm = (('C'+Terme[n+ ID+Terme[nD 
construit l'expression applicative. 
2. Si arbre[n] = = Y/Z et arbre[n+ 1] = = X\Y/Z 
et Si arbre[n+ 1]->racine->filsg->element = = '\\' 
et Si arbre[n]->racine->élément = = 'l' 
et Si arbre [ n] ->racine->filsg = = arbre [ n+ 1] ->racine->filsg->filsd alors 
Appeler la fonction "Permutation_AvC" qui implémente la règle 
(X\Y)/Z==> (X/Z)\Y. 
Le type syntaxique X/Z\Y retourné par la fonction "Permutation_AvC" est affecté à 
arbre [ n+ 1]. Avec arbre [ n] = = y /Z et arbre [n+ 1] = = X/Z\ y nous utilisons la règle de 
composition (Y/Z-X\Y==>XlZ) comme présenté au paragraphe précédent. L'opérateur 
complexe X/Z/Z obtenu est affecté à la variable arbreRes. L'expression applicative 
('B'+('C'+ Terme[n+lD+Terme[nD construite est affectée à la variable Resultat interm. 
3. Si arbre[n] = = Y\Z et arbre[n+ 1] = = X\Y/Z 
et Si arbre[n]->racine->element = = '\\' 
et Si arbre[n+ 1]->racine->filsg->element = = '\\' 
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et Si arbre [ n] ->racine->filsg = = arbre [ n+ 1] ->racine->filsg->filsd alors 
Appeler la fonction "Permutation_AvC" qui implémente la règle 
(X\Y)/Z==> (XlZ)\Y. 
Nous affectons le type syntaxique X/Z\Y retourné par la fonction "Permutation_AvC" à 
arbre[n+ 1]. Nous obtenons une situation qui nous permet d'utiliser la règle de 
composition (Y\Z-X\Y==>X\Z) Car arbre[n] = = Y\Z et arbre[n+l] = = XlZ\Y. Le 
résultat de l'application de cette règle ( XlZ\Z ) est affecté à la variable arbreRes et 
l'expression applicative ('B'+('C'+Terme[n+l])+Terme[n]) produite est affectée à la 
variable Resultat interm. 
La règle (Xl 11 \Z==>(Xl~ \ y 
Deux situations où cette règle peut être déclenchée : 
1. Si arbre[n] = =Y et arbre[n+ 1] = = X\Y\Z 
et Si arbre[n+l]->racine->element = = '\\' 
et Si arbre[n] ->racine= = arbre[n+ 1] ->racine->filsg->filsd alors 
Appeler la fonction "Permutation_ArrCx" qui implémente la règle 
(X\ Y)\Z==> (X\Z)\ y. 
Cette fonction retourne le type syntaxique que nous affectons à arbre[n+ 1]. Nous nous 
retrouvons avec arbre[n] = = y et arbre[n+l] = = X\Z\Y, ce qui nous permet d'appliquer 
une règle d'application ( Y-X\Y==>X) à la prochaine étape de l'analyse. Nous obtenons 
le type X\Z et une expression applicative (('C'+ Terme[n+ 1] )+ Terme [n]). X\Z est 
affecté à la variable arbreRes et l'expression applicative est affectée à la variable 
Resultat interm. 
2. Si arbre[n] = = Y\Z et arbre[n+ 1] = = X\Y\Z 
et Si arbre[n]->racine->element = = '\\' 
et Si arbre[n+ l]->racine->element= = '\\' 
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et Si arbre [ n] ->racine->filsg = = arbre [ n+ 1] ->racine->filsg->filsd alors 
Appeler la fonction "Permutation_ArrCx" qui implémente la règle 
(X\Y)\Z==> (X\Z)\Y. 
Le type syntaxique retourné par la fonction "Permutation_ ArrCx" est affecté à la 
variable arbre[n+1]. Nous avons ainsi arbre[n] = = Y\Z et arbre[n+1] = = X\Z\Y, ce qui 
nous permet d'utiliser la règle de composition (Y\Z- X\Y ==>X\Z) à l'étape suivante de 
l'analyse. Y\Z-X\Z\Y==>X\Z\Z. Nous affectons X\Z\Z à arbreRes. L'expression 
applicative ('B'+('C'+ Terme[n+ 1]) + Terme[n]) produite est affectée à la variable 
Resultat interm. 
Nous présentons deux exemples qui illustrent l'utilisation de la règle 
(X\ Y)/Z==> (XlZ)\ y 
Exemple] 
[N: Base] - [(N\N)/T: de] 
arbre[n] =N; arbre[n+1]=N\N/T; 
Terme[n] = "Base"; Terme[n+ 1] = "de" ; 
Étape: 1 
Nous appliquons la règle de permutation (X\Y)/Z==> (X/Z)\Y 
Arbre[n] =N; arbre[n+1] =N/T\N 
Terme[n] = "Base"; Terme[n+ 1] = " (C de) " ; 
Étape :2 
L'utilisation de la règle d'application (Y-X\Y==>X) nous permet d'obtenir 
ArbreRes = NIT; 
Resultat_interm= " ((C de) Base) " ; 
Exemple 2 
[N\N: relationnelle] - [(N\N)/T : de] 
arbre [ n] = N\N ; arbre [ n+ 1]= N\N/T; 
Terme[n] = "relationnelle"; Terme[n+1] = "de" ; 
Étape: 1 
Nous appliquons la règle de permutation (X\ Y)/Z==> (X/Z)\ y 
Arbre[n] = N\N ; arbre[n+ 1] = N/T\N 
Terme[n] = "relationnelle"; Terme[n+ 1] = " (C de) " ; 
Étape :2 
Nous utilisons la règle de composition (Y\Z-X\ Y==> X\Z) pour d'obtenir 
ArbreRes = N/T\N; 
Resultat_interm= " (B (C de) relationnelle) " ; 
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Si aucune des règles combinatoires applicatives ne peut être appliquée, nous orientons 
notre analyse vers la réorganisation structurelle. 
6.4.3.3 La réorganisation structurelle 
Deux étapes successives caractérisent la réorganisation structurelle 18 : 
La réorganisation du faux constituant. 
La décomposition. 
D'un point de vue pratique la réorganisation structurelle présente un certain nombre de 
contraintes. Nous avons introduit des nouvelles variables qui vont nous aider à limiter le 
poids de ces contraintes. 
Au départ nous avons un tableau de chaînes de caractères Terme où sont répertoriées les 
unités lexicales formant l'énoncé et un tableau d'arbre binaire arbre qui contient les 
types syntaxiques de ces unités lexicales. La variable n est un entier qui représente 
l'indice de ces deux tableaux. Nous avons déclaré trois nouvelles variables. Un tableau 
de chaînes de caractères Tab3, un tableau d'arbre binaire arbre2, un entier k. On retrouve 
dans Tab3 des expressions applicatives construites pendant l'analyse. Arbre2 renferme 
18 Lire le paragraphe 5.2.1 du chapitre précèdent 
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les types syntaxiques de ces structures applicatives. La variable k est l'indice des 
tableaux Tab3 et arbre2. Elle varie de 0 au nombre d'expressions applicatives moins un. 
Nous présentons ces variables par un exemple: 
Prenons le terme candidat: Base de données 
[N : Base]-[(N\N)/T : de]-[T :données] 
arbre 
N Est type syntaxique de 
N\N/T 
T 
Figure 6.4 : Les vanables arbre et Terme. 
La variable n varie de 0 à 2 
[N : Base]-[(N\N)/T: de]-[T :données] 
[(NIT) : «C de) Base)] - [T: données] 
[N: «(C de) Base) données)] 
«) 
(» 
Nous avons les expressions applicatives typées suivants: 
[(NIT) : «C de) Base)] 
[N: «(Cde) Base) données)] 
arbre2 Est type syntaxique de 
NIT 
N 
Figure 6.5 : Les vanables arbre2 et Tab3. 






((C de) Base) 
«(C de) Base) données) 
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La réorganisation du constituant isole à chaque fois deux sous-catégories. La valeur 
attribuée à k va nous permettre d'accéder à l'une des sous-catégories c.à.d l'expression 
applicative et son type syntaxique. Pour trouver l'autre sous-catégorie (l'opérande) nous 
allons recourir à la valeur de n. Nous pouvons alors tester si l'un ou l'autre des sous-
catégories se combine avec le modifieur arrière. Si aucune de deux sous-catégories ne se 
combine à gauche avec le modifieur arrière, le terme candidat à analyser est considéré 
comme syntaxiquement incorrect. Si ce n'est pas le cas, nous appliquons une règle 
combinatoire applicative. Le résultat obtenu est combiné avec l'autre sous-catégorie. 
Nous pouvons ainsi reprendre l'analyse par l'application d'une règle combinatoire à 
l'élément suivant et l'élément à droite obtenue après la réorganisation structurelle. 
Exemple: Dans le cas du terme candidat Base de données relationnelles l'analyseur 
produit le constituant [N: (((C de) Base) données)]. Ce dernier ne se combine pas avec 
[T\T :relationnelles]. A ce niveau n = 3 et k = 1. Nous le représentons par le schéma 






a. La valeur de n. 
Arbre2 Tab3[k] 
NIT k=l~ 
b. La valeur de k. 
Figure 6.6 : La valeur de n et la valeur de k quand l'analyse« bloque» 
Le constituant construit; [N: (((C de) Base) données)] 
Les deux sous catégories sont: [NIT: ((C de) Base)] ; [T : données]. Avec arbre2[k-l] et 
Tab3[k-l] nous récupérons la première sous catégorie [NIT: ((C de) Base)] et avec 
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arbre[n-l] et Terme[n-l] nous récupérons le deuxième sous-catégorie [T: données]. 
Nous pouvons maintenant tester si l'une ou l'autre de ces sous-catégories se combine 
avec [T\T: relationnelles]. [T :données] se combine à gauche avec [T\T: relationnelles]. 
Le résultat obtenu [T : (relationnelles données)] est combiné avec l'autre sous-catégorie 
issue de la réorganisation [NIT: ((C de) Base)]. Nous obtenons [N: (((C de) Base) 
(relationnelles données))]. 
6.4.4 La construction de la forme normale 
Nous construisons la forme normale en éliminant les combinateurs d'une structure 
applicative. Rappelons que c'est la classe CCombinateur qui définit les fonctions 
implémentant la réduction des combinateurs. Lorsque la fonction Reduire_comb est 
appelée dans le programme principal, elle prend en entrée une structure applicative avec 
combinateurs, générée par l'analyseur syntaxique. Cette fonction applique la ~-réduction 
adéquate au premier combinateur détecté. La ~-rédution est appliquée directement à la 
variable qui contient la structure applicative. 
Les instructions suivantes sont itérées jusqu'à ce qu'il ne reste plus de combinateurs dans 
la structure applicative : 
appel de la fonction Comb test qui détecte le combinateur B ou C, 
appel de la fonction Reduire _ B si le combinateur détecté est B, 
appel de la fonction Reduire C si le combinateur détecté est C. 
La réduction du combinateur B: ((B x y) z) ==> (x (y z)) 
Nous construisons le membre de droite (x ( y z)) à partir du membre de gauche ((B x y) z) 
de la manière suivante : 
1. Nous éliminons la lettre B, la parenthèse ouvrante qui la précède et la parenthèse 
fermante correspondante. Nous obtenons (x y z ). 
2. Nous mettons y z entre parenthèses. Ce qui nous donne (x (y z) ). 
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La réduction du combinateur C: «( C x) y) z) ==> ( (x z) y) 
Nous construisons le membre de droite ( (x z) y) à partir du membre de gauche «( C x) 
y ) z) de la manière suivante : 
1. Nous éliminons la lettre C, la parenthèse ouvrante qui la précède et la parenthèse 
fermante correspondante. Ce qui nous donne ( ( x y ) z ). 
2. Nous permutons y et z pour obtenir « x z) y). 
6.4.5 Affichage des termes complexes 
A l'issue de l'analyse syntaxique des termes candidats, nous obtenons des structures 
applicatives des termes validés (les termes complexes). Certaines de ces structures 
applicatives peuvent être sous la forme normale, et d'autres peuvent contenir des 
combinateurs. Ces dernières structures applicatives subissent la réduction des 
combinateurs pour construire les formes normales. Nous affectons ces formes normales à 
la variable m_LesTermes. Celle-ci est une variable Cstring qui est associée à une boîte de 
dialogue. Ce qui permet d'afficher ces termes complexes (formes normales) dans une 
boîte de dialogue. 
Les termes complexes auxquels nous aboutissons à la fin du traitement des termes 
candidats sont aussi affichés sous forme de document XML ou base de données XML. 
Avant de donner les détails de cet affichage, nous exposons quelques concepts de base de 
XML qui sont utilisés dans notre travail. 
6.4.5.1 Quelques concepts de base XML 
XML est un métalangage permettant de représenter des documents sous forme d'éléments 
balisés imbriqués. Nous en décrivons les concepts de base dans cette section. 
Un document XML, est constitué de deux parties principales: le prologue et l'élément 
document; ce dernier est également connu sous la désignation d'élément racine. 
Exemple de document XML. 
<?xml version="1.0" enconding="UTF-8" standalone="no"?> 
<LESMOTS> 
<ENREGISTREMENT> 
<NUMERO> 1 </NUMERO> 









Le prologue de XML est une instruction de traitement servant à identifier la version du 
langage XML et doit se trouver obligatoirement tout en haut du document XML. 
Cette instruction est utilisée également pour déclarer le jeu de caractères d'encodage du 
document XML. Enfin, elle permet de spécifier si le document est autonome 
(standalone="yes") ou s'il dépend, pour son fonctionnement, d'autres fichiers ou de toutes 
autres ressources externes (standalone="no"). 
Exemple: 
< ?xml version="l.O" encoding="UTF-8" standalone="no"?> 
L'instruction XML spécifie la version 1.0 de XML avec un encodage Unicode compressé 
et requiert des documents externes. 
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L'élément document 
Les éléments indiquent la structure logique du document et contiennent l'information de 
celui-ci. 
Un élément type comprend un marqueur d'ouverture, le contenu de l'élément et le 
marqueur de fermeture. Le contenu de l'élément peut être constitué de données 
caractères, d'autres éléments (imbriqués) ou d'une combinaison des deux. 
Dans notre exemple de document, l'élément document est LESMOTS. Son marqueur 
d'ouverture est <LESMOTS>, son marqueur de fermeture est </LESMOTS> 
et son contenu est constitué de deux éléments ENREGISTREMENT. 
<ENREGISTREMENT> 
<NUMERO> 1 </NUMERO> 
<EXPRESSION>Base de la th&#233;orie</EXPRESSION> 
</ENREGISTREMENT> 
Chaque élément ENREGISTREMENT, à son tour, contient deux éléments emboîtés 
NUMERO et EXPRESSION. 
Chacun des éléments insérés dans l'élément ENREGISTREMENT, comme l'élément 
EXPRESSION, ne contient que des données caractères (figure 6.7). 
Type 
1 
<hXPRESSIoL>Base de la th&#233;Orie</hxPRESSIoJ> 
1 1 1 1 1 1 
M 1 Id' M 1 arqueur contenu onnees textes arqueur 
D'ouverture de fermeture 
Figure 6.7 : L'élément EXPRESSION. 
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Affichage du document XML 
Un document XML peut être ouvert directement dans Internet Explorer. Si le document 
XML ne contient pas de lien à une feuille de styles, Internet Explorer se contente 
d'afficher le code source du document, y compris son marquage et les données caractères. 
Cependant, si le document XML contient un lien vers une feuille de styles, Internet 
Explorer n'affichera que les données caractères des éléments du document, et il formatera 
ces données selon les règles spécifiées dans la feuille de styles. On peut utiliser soit une 
feuille de styles en cascade (une feuille de styles CSS- la même feuille de styles utilisée 
pour les pages HTML) ou une feuille de styles XSL (Extensible Stylesheet Language), 
c'est-à-dire, un type de feuille de styles plus puissant employant la syntaxe XML. 
Affichage de document XML à l'aide de feuilles de styles XSL19 
Pour l'affichage XML, une feuille de styles XSL est considérablement plus puissante et 
souple qu'une feuille de styles CSS. En effet, cette dernière permet simplement de 
définir le formatage de chaque élément XML, tandis qu'une feuille de styles XSL offre 
un contrôle complet du rendu. XSL permet de sélectionner précisément les données XML 
qu'on veut afficher, pour les présenter dans l'ordre ou l'arrangement souhaité et pour 
modifier ou ajouter de l'information. XSL donne un accès à tous les composants XML 
(tels que les éléments, les attributs, les commentaires et les instructions de traitement), 
permet de trier et de filtrer aisément les données XML, autorise à inclure des scripts dans 
la feuille de styles et fournit un jeu de méthodes utiles pour manipuler l'information. 
Le langage XSL, par une série de règles de transformation, remplace les éléments XML 
et leurs attributs en balisage HTML (HyperText Markup Language) ou en d'autres 
marqueurs XML. 
19 A part la feuille de style "XsIGCCA.xsl", cette section est prise dans YOUNG, M.J., XML étape par 
étape, 201,337-344. 
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Utilisation d'une feuille de styles XSL : 
Les principes de base 
L'utilisation d'une feuille de styles XSL pour afficher un document XML comporte deux 
étapes: 
1. La création de la feuille de styles XSL. XSL est une application XML. Autrement 
dit, une feuille de styles XSL est un document XML bien formé (qui satisfait un 
minimum de critères de conformité XML) qui se conforme aux règles de XSL. 
Comme tout document XML, une feuille de styles XSL est en mode texte. On 
peut la créer à l'aide d'un éditeur de texte. 
2. La liaison de la feuille de styles XSL au document XML. Bien que XML soit 
utilisé pour créer à la fois le document XML et la feuille de styles XSL, le 
document et la feuille de styles doivent se trouver dans des fichiers séparés: un 
fichier pour le document XML (avec l'extension.xml ) et un fichier pour la feuille 
de styles XSL (avec l'extension.xsl). On relie la feuille de styles XSL au 
document XML en incorporant, dans ce document, une instruction de traitement 
xml-stylesheet, qui a la forme générale suivante: 
<?xml-stylesheet type="textlxsl" href="XSLFichierChemin "?> 
Ici XSLFichierChemin est une URL entre guillemets, indiquant l'emplacement du 
fichier de la feuille de styles. 
On ajoute normalement l'instruction de traitement xml-stylesheet dans le prologue 
du document XML, à la suite de la déclaration XML. 
Si on lie une feuille de styles XSL à un document XML, on peut l'ouvrir directement 
dans Internet Explorer; le navigateur affichera le document XML à l'aide des instructions 
de transformation de la feuille de styles. 
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Utilisation d'un template XSL unique 
Une feuille de styles XSL contient un ou plusieurs templates (modèles), chacun 
renfermant l'information pour l'affichage d'une branche particulière des éléments du 
document XML. Dans cette section, nous présentons une simple feuille de styles XSL qui 
inclut uniquement un seul template. Ce template contient l'information pour l'affichage 
du document entier 
La feuille de style "XsIGCCA.xsl" 
<?xml version=" 1.0"?> 
<!--Nom de fichier: XsIGCCA.xsl--> 
<xsl:stylesheet xmlns:xsl=''http://www.w3.org/TR/WD-xsl''> 
<xsl:template match="/"> 
<H2>Les termes complexes.</H2> 
<TABLE BORDER=" 1 " CELLPADDING="5"> 
<THEAD> 
<TH>Numéro</TH> 















Chaque feuille de styles XSL doit comporter un élément document illustré 
ci-dessous. 
<xsl: stylesheet xmlns:xsl="http://www.w3.org/TR/WD-xsl"> 
<!--un ou plusieurs éléments de modèles ... --> 
</xsl: stylesheet> 
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L'élément document xsl:stylesheet ne sert pas seulement à recueillir les autres éléments, 
mais il identifie également le document comme feuille de styles XSL. C'est l'un des 
éléments XSL multifonctions utilisés dans une feuille de styles. L'ensemble des éléments 
XSL appartient à l'espace de noms xsl et celui-ci est placé dans le marqueur d'ouverture 
de l'élément xsl:stylesheet, comme ceci : 
xmlns:xsl="http://www.w3.org/TR/WO-xsl" 
Cette définition permet d'utiliser l'espace de noms dans n'importe quel élément d'une 
feuille de styles. 
Le template 
<xsl:template match="/"> 
<!--éléments enfants ... --> 
</xsl:template> 
Le navigateur utilise un modèle pour afficher une branche particulière de la hiérarchie de 
l'élément dans le document XML auquel la feuille de styles est liée. L'attribut match 
indique la branche spécifique. La valeur de l'attribut match est connue sous le nom de 
pattern. Le pattern dans cet exemple ("/") représente la racine du document XML entier. 
Ce modèle particulier contient ainsi des instructions pour l'affichage du document XML 
complet. 
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Une template contient deux sortes d'élément XML: 
1. Des éléments représentant le marquage HTML. 
Voici un exemple de ce type d'élément XML, tirés de la feuille de styles 
précédente : 
<H2>Les termes complexes.</H2> 
affiche un titre de second niveau. 
2. Des éléments XSL. 
L'élément XSL value-of ajoute le contenu texte de l'élément XML spécifié - et 
de tous les éléments de sa filiation - à la sortie HTML, rendue affichée par le 
navigateur. On spécifie l'élément XML particulier via le pattern affecté à 
l'attribut select de l'élément XSL value-of.. Dans l'exemple précédent, on accède 
à chacun des éléments de la filiation de ENREGISTREMENT par un pattern 
contenant le nom de l'élément comme dans cet exemple: 
<xsl:value-of select="NUMERO"/> 
L'élément for-each fournit une sortie à partir du bloc d'éléments contenu dans 
l'élément for-each qui se répète une fois pour chaque élément XML du document 
correspondant au pattern, associé à l'attribut select de l'élément for-each. Dans 
cet exemple la boucle répète la procédure une fois pour chaque élément 












En résumé, une feuille de styles XSL indique au navigateur comment afficher un 
document XML. 
6.4.5.2 Affichage du document XML de base 
La fonction AfficheXMLDeBase de la classe Cfichier implémente la présentation des 
termes complexes dans un document XML. Ce document ne renferme pas des 
instructions de formatage c'est pourquoi à l'ouverture de celui-ci Internet Exporer ne va 
qu'afficher le code source du document. AfficheXMLDeBase prend en entrée la liste des 
termes complexes et donne en sortie un document XML de base. Ce dernier est affecté à 
la variable m_fichierXMLDeBase qui va permettre son affichage dans une boîte de 
dialogue. 
Exemple: l'analyse syntaxique du terme candidat Base de données relationnelles, nous 
donne la forme normale ((de (relationnelles données)) base). Ce dernier est présenté dans 
un document XML de la manière suivante: 
<?xml version=" 1.0"?> 
<LESMOTS> 
<ENREGISTREMENT> 
<NUMERO> 1 </NUMERO> 




6.4.5.3 Affichage du document XML avec un lien à un document XSL 
Les termes complexes sont aussi présentés dans un document XML ayant un lien à une 
feuille de style XSL. Cette dernière va nous permettre d'afficher les termes complexes 
selon les instructions de formatage spécifiées. En ce qui nous concerne les termes sont 
affichés dans un tableau. 
Exemple: prenons encore le terme candidat Base de données relationnelles. Après 
l'analyse nous avons le terme complexe «de(relationnelles données)) base). A l'ouverture 
du fichier XML qui est lié à la feuille de style "xsIGCCA", nous obtenons le tableau 6.4 
suivant ayant le titre: "Les Termes Complexes" 
Les termes complexes 
Numéros Les Termes 
1 «de (relationnelles données)) base) 
Tableau 6.4 : Affichage du terme complexe dans un fichier XML lié à une feuille de style. 
C'est la fonction AfficherXML de la classe Cfichier qui implémente le document XML 
ayant les instructions de formatage. Cette fonction prend en entrée la liste des termes 
complexes et donne en sortie un document XML ayant dans son prologue une instruction 
de traitement qui le lie au fichier XSL "xsIGCCA". Le document est ensuite affecté à la 
variable m_monfichier qui permet son affichage dans une boîte de dialogue. 
Le document XML qui nous a permis d'afficher le tableau 6.4 est le suivant: 
<?xml version=" 1.0"?> 
<?xml-stylesheet type="textlxsl" href="XsIGCCA.xsl"?> 
<LESMOTS> 
<ENREGISTREMENT> 
<NUMERO> 1 </NUMERO> 




Ce document est lié à la feuille de styles "XsIGCCA.xsl" présentée dans ce chapitre. 
6.4.6 Sauvegarde des documents XML ou base de données XML 
La fonction SauverFichier de la classe Cfichier implémente la sauvegarde des données 
dans un fichier. Cette fonction est appelée dans le programme principal, pour permettre la 
sauvegarde de deux documents XML dans des fichiers XML. 
Le fichier XML ayant un lien à une feuille de styles doit être dans le même dossier que le 
fichier XSL "xsIGCCA". 
6.5 Traitement des termes candidats 
Traitons les deux termes candidats suivants: 
1. base de la théorie des nombres; 
2. langage de définition de modèles de processus d'affaire. 
Le terme candidat à analyser est sélectionné dans une liste des termes candidats. Si le 
terme est préservé par le filtre linguistique, sa forme normale est affichée dans une boîte 
de dialogue. Cette forme normale est ensuite présentée dans des documents XML ou base 
de données XML. Les documents XML sont sauvegardés et forment des fichiers XML. 
Nous présentons dans la figure 6.8 (a) et (b) le traitement du premier terme: base de la 
théorie des nombres. 
(a) 
Le fichier qui contient les 
termes candidats à Traiter 
Unités linguistiques (mots) 
formant le terme à traiter. 
base 
base de données 
base de données relationnelles 
unités linguistiques concaténées 
tompilation d'un programme 
commentaire de fin de ligne 
base de la théorie des nombres 
urbanisation des systèmes d'information modernes 
modélisation multidimensionnelle des données 
I.ngage d'écriture de feuille de style 
c.lcul déductif des termes candid.ts 
modèle de gr .mm.lre catégorielle combinatoire .pp 
fonction membre d'une dasse 
nombreuses versions d'une fonction 
déd.r .tion du destructeur de la dasse de base 
augmentation de 1. valeur d'une varl.ble 
utilis.tion des nombreuses bibliothèQues existantes 
pointeur d'instance de la d.sse dérivée 
nouvelles inst.nces du processus 
,<, 
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La liste des termes candidats. 
Le terme: base de la théorie des nombres 
est sélectionné. 
,?uvrir Fichier 1 Segmenter fichier vider la Ust~ des mots 
I-TRAITEMENT -"~-" --,-" , , 
, 
Type 
Saisie des types 
syntaxiques 
Le mot et son type 
Bouton associé à la 
fonction qui affiche le mot 
et son type 
Unités Iinguistiques(mots) associées à 
leurs types syntaxiques 
(b) 
Saisie du nombre des 
La forme normale du terme candidat analysé. Le terme a été 
préservé par le filtre linguistique. C'est donc un terme complexe 
termes 
/ Les termes complexes 
«de (la «des nombres) théorie))J'base) 





<EXPRESSION>«de (la «des nombres) th&#233;orie))) base)<!EXPRESSION> 
<!ENREGISTREMENT> 
Afficher le fichier XML de~ Sauvegarder le fichier XML ,de base 
r
<?xml version="1 ,O"?> 
<?xml-stylesheet type="text!xsl" href="XsIGCCA, xsl"? > 
<LESMOTS> 
<ENREGISTREMENT> 
<NUMERO> 1 <!NUMERO> 
.: <EXPRESSION>«de (la «des nombres) th&#233;orie))) base)<!EXPRE55ION> 
Afficher le fichier XML avec liaison à une feuille de style Sauvegarder le fichier XML 
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v 
Document XML Document XML avec les informations de 
liaison à une feuille de style XSL 
Figure 6.8 : Traitement du terme candidat: base de la théorie des nombres. 
(a) sélection du terme candidat et attribution des types aux termes. 
(b) Affichage des résultats. 
Lorsque nous ouvrons le fichier XML, Internet Exporer affiche le code source du 
document XML présentant le terme complexe. Le terme complexe est donc enregistré 
dans une base de données XML, comme le montre la figure 6.9. 
fi C:\Documents and Settings\ClientlBureau\terme ~omplexe.xml - Microsoft Internet Explorer 
File Edit View Favorites Tools Help 
Favorites • Media e 
_ "YI ___ . -,~ . r;['" .. ____ r~~Cherch~r-Fn,-~=.~Slgnets ... attempting to retrieve buttons From Vahoo!., , 
Addre~$J~ ~\Documents and Settings\Client\Bureau\terme complexe ,xml 




<EXPRESSION>«de (la «des nombres) théorie») base)</EXPRESSION> 
</ENREGISTREMENT> 
</LESMOTS> 
Figure 6.9 : Fichier XML contenant le premier terme validé par notre filtre. 
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Al' ouverture du fichier XML lié à une feuille de styles XSL, Internet Exporer affiche un 
document selon les règles spécifiées dans la feuille de styles (figure 6.10). Dans le cas qui 
nous concerne, les termes complexes sont affichés dans un tableau. 
~ C:\Documents and Settings\Client\Bureau\lesTermes\terme complexe.xml - Microsoft Internet Explorer 
File Edit View Favorites Taols Help 
liack ' Favorites • Media e 1 
1 
"YI ~-. ~ y ~iJ ~echercher 1 y 11l!l!!"Y! SigC1et~ ... attempting ta retrieve buttons From Vahoo!" , 
Addr~,diii~j~~~~ents and Settings\Client\Bureau\LesTermes\terme complexe. xml 
Les termes complexes. 
Les Termes 
il' «de (la «des nombres) théorie))) base) , 
Figure 6.10 : Fichier XML lié à une feuille de styles XSL et contenant le premier terme validé. 
Nous présentons à la figure 6.11 le traitement du deuxième terme candidat: langage de 
définition de modèles de processus d'affaire. 
fiB Pro jetMait rise 
Le fichier 
base relationnelle 
base de données 
base de données relationnelles 
unités linguistiques concaténées 
compilation d'un programme 
commentaire de fin de ligne 
base de la théorie des nombres 
urbanisation des systèmes d1nformation modernes 
modélisation multidimensionnelle des données 
langage d'écriture de feuHIe cie style 
calcul déductif des termes candidats 
modèle de grammaire catégorielle combinatoire app 
fonction membre d'une classe 
nombreuses versions d'une fonction 
déclaration du destructeur de la classe de base 
augmentation de la valeur d'une variable 
utilisation cles nombreuses bibliothèques existantes 
pointeur d1nstance de la classe dérivée 
nouvelles instances du processus 
Segmenter fichier 
Afficher le mot et son type 
vider la liste des mots et types 
~ Le nombre des termes 





<NUMERO> 1 <INUMERO> 
Les termes candidats 
d1nstance de la classe dérivée 
s instances du processus 
o,ition relative de la zone de l'écran 
n aoe de définition de modèles de rl)ce"us d'aff,9Ire 
liste de prinCipaux types de nœuds 
principales classes d'un parseur 
protocole universel d1nvocations des fonctions distantes 
, Segmenter les termes 
vider la liste des mots 






Les termes complexe. 
<EXPRESSION>((de ((de ((d affaire) processus» mod&#232;les» ((de d&#233;finitlon) langage»<(EXPRESSION > 
</ENREGISTREMENT> 
Sauvegarder le fichier XML de base 
n,c.cP''',,':ll mod&#232;les)) «de d&#233;finition) langage))</E ~i 
Afficher le fichier XML avec liaison à une feuille de style Sauvegarder le fichier XML 
Figure 6.11 : Traitement du terme: langage de définition de modèles de processus d'affaire. 
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v 
Le terme complexe est affiché dans la base de données XML (figure 6.12) 
'li C:IDocuments and Settings\ClienlIDureau\Les termes complexes.xml - Microsoft Internet Explorer 
File Edit Vlew Favorites Tools Help 
Address 




Favorites • Media e; 
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<EXPRESSION>«de «de «d affaire) processus» modèles» «de définition) langage»</EXPRESSION> 
</ENREGISTREMENT> 
</LESMOTS> 
Figure 6.12 : Fichier XML contenant le deuxième terme validé par notre filtre. 
Le terme complexe est affiché dans la base de données lié à une feuille de styles 
(figure 6.13). 
?J-c;\lli,;;um;nt~ and Settings\Client\Bureau\l..esTermes\l..es termes complexes.xml Microsoft Internet Explorer 
File Edit View Favorites Tools Help 
1 !fJ!!~ YI Signets ... attempting to retrieve buttons from Yahoo! ... 
r~ .... ~ ... _ ....... , ...... _ ...... _ ..... _ .. __ ... ,., --.• , .... ". 
Address l~LC: \[)~c.ume..n.!s...~!:l~.~~t.ti~.gs\~U.~n_t.\B~~e~':l~~_e~Ter.ITl.':~\~_e.~_.t~~.~~~~.':'1pJ~~~s.:x_ITl!_._. __ .• ___ . ____ .. . .... _ . __ ~~ ___ ..___ __ .... 
Les termes complexes. 
Les Tennes 
cc de CC d affaire) processus)) modèles)) CC de définition) langage)) 
Figure 6.13 : Fichier XML lié à une feuille de styles XSL et contenant le deuxième terme validé. 
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6.6 Conclusion 
Nous sommes arrivés à travers ce chapitre, à présenter l'implémentation d'un filtre 
linguistique dont le but est l'identification des termes complexes. A travers cette 
implémentation, nous avons pu prouver qu'il était possible de concevoir un programme 
informatique qui mettait en pratique les résultats théoriques présentés au chapitre 
précèdent. 
L'implémentation a été faite en C++. Ce langage permet la programmation orientée objet. 
Nous avons défini plusieurs classes afin de représenter certaines variables importantes de 
notre programme. Ces classes sont utilisées par d'autres classes du programme et par le 
programme principal. Les principales données soumises à notre filtre linguistique sont de 
deux genres: les types syntaxiques et les constructions prédicatives. Les types 
syntaxiques sont organisés en arbre binaire et les constructions prédicatives sont 
représentées par des chaînes de caractères. 
Le programme principal de notre application est une classe qui dérive de la classe 
CDialog. Les méthodes du programme principal permettent de lire les données, 
d'attribuer les types syntaxiques aux mots qui composent le terme candidat à analyser, de 
procéder à l'analyse syntaxique des termes candidats et d'afficher le résultat de cette 
analyse. 
Les résultats de l'analyse syntaxique sont des structures applicatives des termes validés. 
Ces structures applicatives subissent la réduction des combinateurs pour construire les 
formes normales. Ces dernières sont affichées dans une boîte de dialogue. Les termes 
complexes (formes normales) sont aussi affichés sous forme de document XML et sous 
forme de document XML ayant un lien à une feuille de style XSL. Les documents XML 
sont ensuite stockés dans des fichiers XML, car XML offre des possibilités intéressantes 




Nous avons effectué une évaluation de 100 termes candidats. Nous présentons dans ce 
chapitre les résultats de cette évaluation. 
Nous présentons dans chaque tableau dont le titre est "les termes candidats à traiter" les 
termes candidats ayant le même modèle. Les unités lexicales d'une colonne ont le même 
type syntaxique placé sur la première ligne de la colonne. Par exemple, l'unité lexicale 
base appartenant à la première colonne est de type N, et relationnelle de la deuxième 
colonne est de type N\N. Nous avons ainsi les unités typées concaténées [N : base]-
[N\N: relationnelle]. Les tableaux que nous désignons par "Les termes complexes" 
affichent les résultats du traitement des termes candidats. Les formes normales des termes 
qui ont été préservés par notre filtre linguistique sont dans la colonne "Les termes". Ce 
tableau contient aussi une colonne des prédicats et une colonne des arguments des termes 
complexes. 
7.1 Traitement des termes candidats 
Nous présentons les 100 termes candidats à traiter en plusieurs groupes. 
7.1.1 Les termes validés 
Premier groupe 
Ce groupe comprend les termes candidats composés de deux termes que nous 
représentons de la manière suivante: N : termel- N\N : terme2. Chaque termel de type N 
est concaténé au terme2 correspondant de type N\N. Les termes! font parti de la 
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première colonne du tableau 7.1 et les termes2 font parti de la deuxième colonne. 















Tableau 7.1 : Premier groupe: N: termel-N\N : terme2. 
Résultats: Tous les termes candidats de ce groupe sont validés par notre filtre 
linguistique. Le tableau 7.2 présente la structure applicative de chaque terme complexe 
dans la colonne "Les termes". Il présente également le prédicat et l'argument de chaque 
terme complexe. 
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Les termes complexes. 
lN~méro -,. Les Termes . .... Prédicats 1 Arguments 
r;~ ______ ~tionnell~ ba~e) "' Ir~l~"tio~~ll~ . ., base 
;1 ~"".I .(coIll~I~~~~?Illbre) .J"C?IllPlexe. ."""",'l--n-o-m-b'-re'---------------I 
.r:-- '1 ·1 il il3 j (linguis~iqu:s_u~~~) . j "~n"~~istiq~:~~__ j-:-:-Ull ____ ité;...:S=:...:c...='-'-"--'-'---':...::...::...::...:c...:...:'-'-'--__ 1 
14 .. J (n~rmalef?rIll:)"" il~?rIll~~e" irl.:..fo;.;;;rm-'-.'-e_:...::...:-'--'--'_'_;.;;;.:..-"--_________ , 
15 ,1 (a~plicativ:structur~) ....... ~.[~p~licati~e ~ ... __ . __ .. i,...IS;,..;.t.:..;.ru . __ C...;tur-,-._e __ . _________________ 1 
16 1 (catégorielle grammaire)"~.J catégori:lle_" ~... il grammaire 
I~--... --~~édurale programmation) .1 procéd~rale 't'-Ip-r-o-g-ra-m-m--'-at-io-n----------- I 
~ ,1 (virtuellesfonctions~ ,1 virtuelles ..1 fonctions 
191 (publiquesméthodes) . Jpubliq~e~ .. ;'Im--"ét'--h-o-de-s-.-c....-.---------I 
r 101 (standard bibliothèque) .[ standard 1 bibliothèque 
~-r (multiniveaux architectures) :1 multiniveaux ri a--r-ch-i-te-c-tu'-r-e-s----------
~--IcUnique processus) 1 unique 1 processus 
r-1-3--~~ire arb~e) " .. " .1 binaire ....,t'-l-a'-rb-r-e-.---------------
Tableau 7.2 : Résultats du traitement des termes candidats du premier groupe. 
Deuxième groupe 
Nous présentons dans ce groupe (tableau 7.3) les tennes candidats à trois tennes. Nous 
les représentons de la manière suivantes: N : tennel- N\N : tenne2 - N\N : terme3 
Exemple: N : unités - N\N : linguistiques - N\N : concaténées. 
Les termes candidats à traiter 
N N\N N\N 
unités linguistiques concaténées 
règles combinatoires applicatives 
type catégoriel spécifique 
Tableau 7.3 : Deuxième groupe: N: terme 1- N\N: terme2 - N\N: terme3. 
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Résultats: les 3 termes candidats présentés dans ce groupe sont préservés par notre filtre 
linguistique. Nous exposons le résultat des traitements dans le tableau 7.4. 
J..es termescomplexes~ 
~~mé~~I ... n ..... 
Les Termes :1 Prédicats '1 Arguments 
Il 12-------
(concaténées (linguistiques unités» !I~oncaténée.sl (linguistiques unités) 
r(-a--pp-l-ic-a-'-ti'-y'-es'-( ..... c-om-b-in-'a"'-to"""ir--e-s -rè-g-'le'--s"-) ----" Ir'a'-p-p-li-ca-t-iy-e-S -, (combinatoires règles) 
r; 1 (spécifique (catégoriel type»ISPéCifique 1 (catégoriel type) 
"'--'-=.:.._---'----
1 
Tableau 7.4 : Résultats du traitement des termes candidats du deuxième groupe. 
Troisième groupe 
Nous présentons dans le tableau 7.5 deux termes candidats ayant la forme: 
N : terme 1 - N\N : terme2 - (N\N)/N : terme3 - N : terme4 
Exemple: N : modélisation - N\N : multidimensionnelle - (N\N)/N : de - N : données 
Les termes candidats à traiter 
N N\N (N\N)/N N 




Tableau 7.5: Troisième groupe: N: terme! - N\N: terme2 - (N\N)/N : terme3 - N: terme4 
Résultats: Nous présentons les résultats du traitement dans le tableau 7.6. 
Les termes complex ..e ... s. .... ... ............... .. .. ~ ..... _ .. ~....... . . . . ....... . ........ . ~ ~ -"""',,~-~ ~~'" ~ C~~O,~"'~ ~ "' ~'"'' ~~ "~""" - ~-"~-,~,-"" , ~ ~ ~-~ 
~uD1~r~ ... , ... Les Termes l Prédicats 1 Arguments 
--- .-
.~ «do, donn',,) (multidimon,ionncllo modéli~tion» _ I(de,_dOnné,,) (multidimensionnelle 
modélisation) 
12···---- «de fonctionnement) (typique scénario» 
, .............. ......•.............. . .................. 
: 1 (de fonctionnement) 
••••••• 1 ••••••• • •••••• 
1 (typique scénario) 
Tableau 7.6: Résultats du traitement des termes candidats du troisième groupe 
Quatrième groupe 
Les termes candidats du tableau 7.7 sont représentés comme suit: 
N : terme 1 - (N\N)/T : terme2 - T /T : terme3 - T : terme4 
Exemple: N : déclaration - (N\N)/T : de - T/T : la - T : classe 
Les termes candidats à traiter 
N (N\N)/T TIT T 
déclaration d' une notation 
compilation d' un programme 
déclaration de la classe 
valeur d' une variable 
affichage de l' objet 
structure de l' élément 
Tableau 7.7: Quatrième groupe: N: termel - (N\N)/T : terme2 - TIT : terme3 - T : terme4 
Résultats: Notre filtre a validé les 6 termes traités, les résultats sont affichés dans le 
tableau 7.8 . 
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. Les terl!!es~~mplexes. 
fNuméro ~·-'-";";;"'-C.--L-e-s-T-er-m"";.e';".~'-----'';''';''--'J Prédicats 1 Arguments 
.~·-.... -.. I((d (une notation)) déclaration) ",I(d (u~e~otation)) ,1 déclaratio~ 
fi: '[<ëdcun program~~;; c~~Pilat~~n) j~d(~nprogra~~))1 compilation 
'13 1 ((de (la classe)) déclaration) 1 (de (la~lass:)) 1 déclaration 
14 ((d (une variable)) valeur) Ir-(-'d....:..(-'un...:::e=v'-'-a:...;ri'-"ab'-'l-'-e)-)----"'--'--....:...:-I valeur 
r 5 F(de (1 objet)) affichage) 1 (de (1 objet)) --l' -af-fi-ch-a-g-e----- I 
~--.----.. -lcë;-Ô élément)) structure) 1 (de (1 élément)) 1 structure 
Tableau 7.8 : Résultats du traitement des termes candidats du quatrième groupe. 
Cinquième groupe 
Le tableau 7.9 renferme les termes candidats que nous représentons comme suit: 
N : Terme1 - (N\N)/N :terme2 - N : terme3 
Exemple: N : Base - (N\N)/N : de - N : données 























































Tableau 7.9: Cinquième groupe: N: termel - (N\N)/N :terme2 - N: terme3. 
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Résultats: Les 26 termes traités par notre filtre sont validés. Nous présentons dans le 
tableau 7.10 leurs structures applicatives, leurs prédicats et leurs arguments. 
Les termes colIlplexes 
~~I" . ~ '" ~-~-,~~ , Les Termes ,1 Prédicats 
... . 
Base) Illcë de données) 
izl(deperrnutat 
~ ,,~~ 
"'" ~ , ~""" 
.. I~de don~~es) 
ion) Règle) 
, ~,_. . .. 
mation) langage) 1 «dep;~~ram 
~--'--I «de données) type) 
r;------~.fonct ion) 
e) fonction) 1'6-.. -. -. -. -... ~ «der:cher~h 
[ 7 1 ~ destructe ur) déclaration) 
[s"'j Ic'( de~~x~:~ti~ "w _"~,"~,,,,,, "",,-, ns) gestion) 







1 (de permutation) 
" ,~v,,'~ "'" '''' ,,' "" ~ 




.. - w,~" , , 
1. (de tri) 
'"',,"" ~ " 
-~ereCherC~e). 




I~ d.:sop~r~tions) ., . 19 ... i 1.« ~e~~pér~ti.o 
-jtO .1«dinCréme~t 
11-;---.-. -]«de noms) es ~'" ~ " ~, 
..J (d in~rémentati~n) 
paces) 
11-;-.. ---. « d instance) pointeur) 
Il: «de développ 









\t~-. ---I«&~~ "~-,-,._------gies) revue) 
I(de noms) 
_ [( dinstance) 




1 (de système) 
1 (de technologies) 
[18--==[ «d~~~anges) spécifications) ... ,.1.( d échanges) 
.. ' ~~ "'~"'~, " 
119 . . J(~~eS~~plic~t ions) connexion) I( des .~p~l~cati~~s) 
""'~"""~"'~M " ~,,~ " ",e''''" .. 
""'" 
120 jl(~~ebas:).t:~ hniques) j(~e~.~se) 
" "~m_~~,"" ""~,,~"'~ '''~'"~~ 
1121 . !I«~.a~~ch~~e~ zone) :! ( da~~~hage). ' 
""''''''''' 
W,,~"',_~,_"~,~ ~ '" """ -,""" 
122 .. «d affaire)pr 
p-I «daffaireS)~ 
ocessus) ·I~ d affai,r:) 
~'" 
ansaction) 1 (d affaires) 
































1 Numéro 1" Les Termes il. Prédicats Arguments 
f25--~~·1 « d information) recherche) 1 (~ iniorlll~tiOn)" 1 recherche 
26 [cëde collaboration) schéma) ·""1 (=d'-e-C-?I';;;'la'::;;'b="or-a-ti-'-'on::":)-"---'-'-1 schéma 
.~~~~~~-~--~~~~~~~~-~~--~~--------~ 
Tableau 7.10 : Résultats du traitement des termes candidats du cinquième groupe. 
Sixième groupe 
Les termes candidats de ce groupe (tableau 7.11) ont la forme: 
N : terme 1- (N\N)/T : terme2 - T : terme3 - T\ T : terme4 
Exemple: N : Base - (N\N)/T : de - T : données - T\T : relationnelles 
Les termes candidats à traiter 
N (N\N)/T T T\T 
Base de données relationnelles 
Théorie de nombres complexes 
Validation de termes complexes 
Traitement des langues naturelles 
Règles d' application fonctionnelle 
Mécanisme des méthodes virtuelles 
Téléchargement - d' applications portables 
Exécution du code applicatif 
Ensemble d' action atomique 
Format de données riches 
Assignation de variables globales 
Valeurs d' attributs légales 
Nombre de caractéristiques - optionnelles 
Création des programmes spécialisées 
Tableau 7.11 : Sixième groupe: N : termel- (N\N)/T : terme2 - T : terme3 - T\T : terme4. 
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Résultats: Le tableau 7.12 affiche les structures applicatives, les prédicats ainsi que les 
arguments des termes candidats précédents qui sont tous préservés par notre filtre. 
Les termes complexes 
~;r----- Les Termes 
«de (relationnelles données» Base) 
'--, ,-n~1 Prédicats Arguments 
,ri (-d-e '-(r'-e-la---ti--onn-" ,'-e-ll-es-d-o-nn-ée-S-) --1 Base 
J;-__ ~ rl(-(d-e'-5':"';"~!:'c'~~-'-p-'-l-ex'-,e!:.C.",~'-,,,~'-"~:;";,~-b-'-re-s.'-»-T---,,,~.!.'-,,~,..!.Cor-"-ie-',~-'_ -'--'-'--''--'-''-.. _J [(~~( c?~?lex~s no~~r~s» , .. ' ri T-h-é-o-ri-e ---1 
'r-13:..;;.~ __ . .c..(;.:...( d..;;.e;;;...(..;;.co,--m;..;.p.c..l.::.ex.c.;e.;..;s=te.::;;;r_m...c.e;;c.;s ).;;.;.) =V=a=lid",-a:.-ti_o-,-n )--:;;=, ';';;':";.;:;' .-,-,,: 1 (d:~~omplexes terme~» f\r alidation 
rI4:....;.-'--'..c..;.;:;_[«~eS (naturelles langues» Traitement) JI(~~s_(~aturell~s l~ngues» 1 Traitement 
1 5 F(=( d:""::"":(fi'-on'-c';;';ti'-o'-nn-'-e=ll=e'-a:;;:'pp-l"""ic""'a;:;'tio=n=)'-) c;.;R-'èg-"'l""es.::.).::.;;::.:::;.....;;;.;, .• I. (~_~~~~ctio~elle_~pplication» . .1 Règles 
1r-6:.::.·,-'-· • .;.... --"- «des (v!rtuelles mét~o~es» ~é~anism~! ___ .. il (~_e~~irtu:lles méthodes» .r-I M-.-éc-a-n-is-m-e-- I 
17 l «d (portables application~» T.~lécha~~:ment) 5(~(porta_b~~s applications» 1 Téléchargement 
~~ «du (applicatif code» Exécution) ,\ (du.~applicatif code» 1 Exécution 
r;--;[«d (atomique actiO~»~~Sem~le)1 (d (atom~queactio_~» 1 Ensemble 
[10 «de (riches données» F,,-~rmat)l~~e(richesdonnées»1 Format 
1 11-- «de (globales variableS)')::': A..c..;.;:;ss:....;ig:.::.n-a.:..:.tio:.::.n'-)-'--'..c..;.;:;~.1 (de (globalesvariables» r[ A-ss-ig-n-at-'-io-n-- I 
r-;2--·-./ «d (légales attributs» Valeurs) (d (légales attributs» / Valeurs 
~F'II" e,,"etéd,t;qu,,» Nombre) ~,!:,~~::~~~:~:;) ri N-o-m-br-e--- I 
:114 ! «des (spécialisées programmes» Création) (des (spécialisées programmes» [Création 
Tableau 7.12: Résultats du traitement des termes candidats du sixième groupe. 
Septième groupe 
Nous représentons les termes candidats de ce groupe (Tableau7.13) comme suit: 
N : terme 1 - (N\N)/T : terme2 - T : terme3 - (T\ T)/T : terme4 - T : terme5 Exemple: 
N : commentaire - (N\N)/T : de - T : fin - (T\T)/T : de - T : ligne 
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Les termes candidats à traiter 
N (N\N)/T T (T\T)/T - T 
Commentaire de fin de ligne 
Langage de description de données 
Langage d' échange de données 
Langage de transformation des documents 
Langage d' orchestration de services 
Évaluation des expressions de chemin 
Séquences de processus d' affaire 
Support de modèles de transaction 
Activité de production de message 
Définition de flux de contrôle 
Tableau 7.13 : Septième groupe: N : termel - (N\N)/T : terme2 - T : terme3 - (T\T)/T : terme4 - T : termeS. 
Résultats: Tous les termes candidats du septième groupe sont validés par notre filtre. 
Les résultats du traitement sont affichés dans le tableau 7.14 
.. Les t~r.lIl~s c~lIlpl~!e~s~ 
;1 Numéro l~ Les Termes :1 Prédicats 1 Arguments 
.~ ~ J((de ((de!~i~~e)fi~»)coll1ll1entair:) ~ . il (~e((deligne) fin»1 commentaire 
12 ((de ((de données)~:scription»)!angage) u: (de ((de données) description» 1 langage 
r /((d((de ~~nnées)échange)!!~ngage) J (d ((~~ dOnnées) échange» 1 langage 
~.. I.((de .. ((d ...es documen.t. s) transformation» langage) : (de ((des documents) --1 langage --l "1 i transformation» 
15---- ((d ((de services) orchestration» langage) (d ((de services) orchestration» /langage 
((de chemin) expressions» évaluation) ((de chemin) expressions» 
affaire) processus» séquences) (de ((d affaire) processus» --Fnces 
((de ((de transaction) modèles» support) (de ((de transaction) modèles)) 1 support 
«de «(de message) production» activité) (de «de message) production» 
((de ((de contrôle) flux» définition) définition 
Tableau 7 .14 : Résultats du traitement des termes candidats du septième groupe. 
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Huitième groupe 
Les trois termes candidats de ce groupe ( tableau 7.15 ) sont représentés comme suit: 
N : terme1- (N\N)/N : terme2 - NIT: terme3 - T: terme4 - (T\T)/T: termeS - T : terme6 
Exemple: N : base - (N\N)/N : de - NIT: la - T : théorie - (T\ T)/T : des - T : nombres 
Les termes candidats à traiter 
N (N\N)/N - NIT T (T\T)/T - T 
base de - la théorie - des nombres 
utilisation de la règle de permutation 
largeur de - la zone d' affichage 
Tableau 7.15: Huitième groupe: N: termel- (N\N)/N: terme2 - NIT: terme3 - T: terme4 - (T\T)/T: 
termeS - T: terme6. 
Résultats: Les trois termes sont validés par notre filtre. Les résultats du traitement sont 
présentés dans le tableau 7.16 : 
Les termes complexes. 
~ __ ~~~~._ •. ___ c~~c ___ .~~~_~ __ ~ 
Les Termes Prédicats Arguments 
«des nombres) théorie») base) (de (la «des nombres) théorie») Ibase 
'(:::...:( d-e-(-'la=(=( d"'::'e:":::p-'-erm-'-=u::'='ta:":::t=io=n):"':':r'-è"'::gl"'::e );;'::»'-'-u=t=':"ih::'" sa:.c:.t-'io-"n-'-) =;! r "'-( d-'-'e;;'::';(=la=(::':'( d:c.::e:c.::p"-e--'-'rm"':'u:c.::ta;;'::';t"-io-'-n"-) r'-è-g-le-»--'.) 1 utilisation 
~.---~~ «de (la «d affichage) zone») largeur) n_ •• l(d~(la«d affi(:h~ge) zone») 1 largeur 
Tableau 7.16 : Résultats du traitement des termes candidats du huitième groupe. 
Neuvième groupe 
Le tableau 7.17 renferme les termes candidats à 6 termes que nous représentons comme 
suit: N: terme! - (N\N)/T : terme2 - T : terme3 - (T\T)/T : terme4 - T : termeS T\T: 
terme6. 
Exemple: N : urbanisation - (N\N)/T : des - T :système - (T\T)/T : d - T :information 
T\T: moderne 
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Les termes candidats à traiter 












Coordination de - processus d' - affaires co llaboratifs 
Tableau 7.17: Neuvième groupe: N: terme1 - (N\N)/T: terme2 - T: terme3 - (T\T)/T: terme4 - T: 
terme5 - T\T : terme6. 
Résultats : Les 4 termes candidats sont préservés par notre filtre linguistique, les résultats 
du traitement sont affichés dans le tableau 7.18 : 
Les termes complexes. 
~ " 
1 Numéro 1 Les Termes .~ Prédicats 1 Arguments 
~--[.«deS «d (modernes informations)) systèmes)) (des «d (modernes urbanisation 
urbanlsatlOn) informations» systèmes» 
~'~'"<"" "'" ~~u_~_~~~""'"""""" 
'-2-. -... ~~ J «de «de (dynamiques pages)) gènération)) • (de «de (dynamiques pages» technologies 
technologies) · génération» 
... 
13 · F-«de «d (significatifs éléments» types» variété) (de «d (significatifs éléments» types» ...... ....... .... 
«de «d (collaboratifs affaires» processus» «d (collaboratifs affaires» coordination 
coordination) P' ,,'< 
Tableau 7.18: Résultats du traitement des termes candidats du neuvième groupe 
Dixième Groupe 
Les 15 termes candidats de ce groupe sont formés d'unités lexicales typées. Aucun terme 
candidat de ce groupe n'a la forme des termes candidats présentés dans les tableaux 
précédents. Ces 15 termes ont été préservés par notre filtre linguistique. Les résultats du 
traitement sont affichés dans le tableau 7.19. 
1. [N :langage]-[(N\N)/N :d]-[N :écriture]-[(N\N)/T :de]-[T :feuille]-[(T\T)/T :de]-[T :style] 
2. [N :calcul]-[N\N : déductif]-[(N\N)/T :des]-[T :tennes]-[T\T : candidats] 
3. [N :modèle]-[(N\N)/N :de]-[N :grammaire]-[N\N : catégorielle]-[N\N : combinatoire]-
[N\N :applicative] 
4. [N/N :nombreuses]-[N : versions]-[(N\N)/N : d]-[N/N :une]-[N :fonction] 
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5. [N :déclaration]-[(N\N)/N :du]-[N :destructeur]-[(N\N)/N :de]-[N/T :la]-[T :classe]-[(T\T)/T :de]-
[T :base] 
6. [N :augmentation]-[(N\N)/N :de]-[N/N :la]-[N :valeur]-[(N\N)/T :d]-[T/T :une]-[T :variable] 
7. [N :utilisation]-[(N\N)IN :des]-[NIN :nombreuses]-[N :bibliothèques]-[N\N :existantes] 
8. [N :pointeur]-[(N\N)IN :d]-[N :instance]-[(N\N)/T :de]-[T/T :la]-[T :classe]-[T\T :dérivée] 
9. [NIN :nouvelles]-[N :instances]-[(N\N)IN :du]-[N :processus] 
10. [N :position]-[N\N :relative]-[(N\N)IN :de]-[N/T :la]-[T :zone]-[(T\T)/T :de]-[T/T :l]-[T :écran] 
Il. [N :langage]-[(N\N)IN :de]-[N :définition]-[(N\N)/T :de]-[T :modèles]-[(T\T)/T :de]-
[T :processus]-[(T\T)/T :d]-[T :affaire] 
12. [N :liste]-[(N\N)IN :de]-[N/T :principaux]-[T :types]-[(T\T)/T :d]-[T :éléments] 
13. [NIN :principales]-[N :classes]-[(N\N)IN :d]-[NIN :un]-[N :parseur] 
14. [N :protocole]-[N\N :universel]-[(N\N)/T :d]-[T :invocation]-[(T\T)/T :des]-[T :fonctions]-
[T\T :distantes]. 
15. [N :ensemble]-[(N\N)IN :de]-[N :déclarations]-[(N\N)/T :d]-[T :espace]-[(T\T)/T :de]-[T: noms] 
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Tableau 7.19 : Résultats du traitement des termes candidats du dixième groupe 
7.1.2 Les termes candidats rejetés 
Les termes candidats suivants ont été rejetés par notre filtre linguistique: 
fonction membre d'une classe, 
fonction membre virtuelle, 
interface utilisateur, 































1. [N: fonction] - [N : membre] - [(N\N)IN: d] - [NIN: une] - [N : classe] 
2. [N: fonction] - [N : membre] - [N\N : virtuelle] 
3. [N: interface]- [N : utilisateur] 
4. [N: liens] - [N : hypertextes] - [N\N : multivalués] 
Nous retrouvons dans ces quatre termes l'agencement "Nom - Nom". Notre filtre 
linguistique n'est pas capable de reconnaître ce genre de structure parce que, dans cette 
situation, aucune règle combinatoire ne peut être appliquée. Toutefois si nous considérons 
le deuxième terme "Nom" comme modifieur du premier terme, cela nous permettra 
d'appliquer la règle d'application arrière ( N- N\N ) et de continuer l'analyse. Dans ce 
cas les quatre termes seront acceptés. 
7.1.3 Constatation 
Nous avons soumis à notre filtre linguistique 100 termes candidats à traiter. 
96 termes candidats ont été validés par notre filtre et 4 termes ont été rejetés. Nous avons 
alors: 96 % de termes candidats préservés par notre filtre et 4% de termes candidats 
rejetés. 
Le taux des termes qui 
auraient dû être rejetés = 
Le taux des termes qui 
auraient dû être acceptés = 
Termes qui auraient dû être rejetés 
Termes préservés 










Nous avons dans notre corpus quatre termes candidats qui sont rejetés alors qu'ils 
auraient dû être acceptés. Notre filtre ne reconnaît pas l'agencement "Nom - Nom", car 
notre analyseur considère les termes ayant cet agencement comme syntaxiquement 
incorrects. Pour que ces termes soient validés nous considérons le deuxième terme 
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"Nom" comme modifieur du premier terme. Nous aurons dans ce cas un agencement 
"Nom - adjectif' qui est accepter par notre filtre. 
7.2 Traitement complet des termes candidats 
Nous présentons un traitement détaillé des termes suivants: 
1. commentaire de fin de ligne, 
2. utilisation de la règle de permutation, 
3. protocole universel d'invocation des fonctions distantes, 
4. position relative de la zone de l'écran, 
5. langage de définition de modèles de processus d'affaire. 
Analyse du terme 1 
[N : "commentaire"] - [N\N/T : "de"] - [T : "fin"] - [T\T/T : "de"] - [T : "ligne"] 
[N : "commentaire"] - [N/T\T : " (C de) " ] - [T : "fin"] - [T\T/T : "de"] - [T : "ligne"] 
[NIT: " «C de) commentaire) " ] - [T : "fin"] - [T\T/T : "de" ] -[T : "ligne"] 
[N : " «(Cde) commentaire) fin) "] - [T\T/T : " de"] - [ T : "ligne"] 
[NIT: "«C de) commentaire)"] - [T: "fin"] - [T\T/T: "de"] - [T: "ligne"] 
[NIT: " «C de) commentaire) " ] - [T : "fin"] - [T/T\T : " (C de) " ] - [T : "ligne"] 
[NIT: " «C de) commentaire) " ] - [T/T : " «C de) fin) " ] - [T : "ligne"] 
[NIT: " (B «C de) commentaire) «C de) fin)) " ] - [T ":ligne"] 
[N: " «B «C de) commentaire) «C de) fin)) ligne) " ] 
Réduction des combinateurs 
"«B «C de) commentaire) «(C de) fin) ligne)" 
"«(C de) commentaire) «(C de) fin) ligne))" 
"«de «(C de) fm) ligne)) commentaire)" 
"«de «de ligne) fm)) commentaire)" 
Le terme candidat est accepté par notre filtre linguistique. Nous aboutissons à la fin de 
l'analyse syntaxique à l'expression applicative de type N. N est le type qu'il faut pour 
qu'un terme soit validé. Nous obtenons, après la réduction des combinateurs, la forme 
normale: "((de ((de ligne) fin» commentaire)" 
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Analyse du terme 2 
[N : "utilisation"] - [N\NIN : "de"] - [NIT: "la"] - [T : "règle" ] - [T\T/T : "de"] - [T : " permutation"] 
[N: "utilisation"] - [NIN\N : " (C de) " ] - [NIT: "la"] - [T : "règle"] - [T\T/T : "de"] - [T : " permutation"] 
[NIN: " «C de)utilisation) " ] - [NIT: "la"] - [T : "règle"] - [T\T/T : "de"] - [T : "permutation"] 
[NIT: " (B «C de)utilisation) la) " ] - [T : "règle"] - [T\TIT : "de"] - [T : " permutation"] 
[N : " «B «C de)utilisation) la) règle) " ] - [T\T/T : "de"] - [T : "permutation"] 
[NIT: " (B «C de)utilisation) la) " ] - [T : "règle"] - [T\T/T : "de"] - [T : "permutation"] 
[NIT: " (B «C de)utilisation) la) " ] - [T : "règle"] - [TIT\T : " (C de) " ] - [T : "permutation"] 
[NIT: " (B «C de)utilisation) la) " ] - [T/T : " «C de) règle) "] - [T : " permutation"] 
[NIT: " (B (B «C de)utilisation) la) «C de) règle» " ] - [T : "permutation"] 
[N: " «B (B «C de)utilisation) la) «C de) règle» permutation) "] 
Réduction des combinateurs 
"«B (B «C de) utilisation) la) «C de) règle» permutation)" 
"«B «C de) utilisation) la) «(C de) règle) permutation»" 
"«(C de) utilisation) (la «(C de) règle) permutation»)" 
"«de (la «(C de) règle) permutation») utilisation)" 
"«de (la «de permutation) règle») utilisation)" 
Le terme candidat traité est validé par le filtre car nous avons, à la fin de l'analyse 
syntaxique, une expression applicative de type N. Nous obtenons après la réduction des 
combinateurs la forme normale: "((de (la ((de permutation) règle») utilisation)" 
Analyse du terme 3 
[N : "protocole"] - [ N\N : "universel"] - [ N\N/T : "d"] - [T : "invocation"] - [T\T/T : "des"] -
[T : "fonctions"] - [T\T : "distantes"] 
[N: " (universel protocole) " ] - [N\N/T: "d" ] - [T : "invocation"] - [T\TIT : "des"] - [T : "fonctions"] -
[T\T: "distantes"] 
[N : " (universel protocole) " ] - [N/TIN : " (C d ) " ] - [T : "invocation" ] - [T\T/T : "des"] -
[T; "fonctions"] - [T\T : "distantes"] 
[NIT: " «C d)(universel protocole» " ] - [T : "invocation" ] - [T\T/T : "des"] - [T : "fonctions" ] -
[T\T : "distantes"] 
[N: " «(C d)(universel protocole» invocation) " ] - [T\T/T : "des"] - [T : "fonctions"] -
[T\T: "distantes"] 
[NIT: " «C d)(universel protocole» " ] - [T : "invocation"] - [T\T/T : "des"] - [T : "fonctions" ] -
[T\T : "distantes"] 
[NIT: " «C d)(universel protocole» " ] - fT : "invocation"] - [T/T\T : " (C des) " ] - [T : "fonctions"] -
[T\T : "distantes"] 
[NIT: " «C d)(universel protocole» " ] - [T/T : " «C des) invocation)"] - [T : "fonctions"] -
[T\T : "distantes"] 
[NIT: " (B CCC d)(universel protocole)) CCC des) invocation))"] - [T : "fonctions"] -
[T\T : "distantes"] 
[N: " «B «C d)(universel protocole» «C des) invocation» fonctions) " ] - [T\T : "distantes"] 
[NIT: " (B «C d)(universel protocole)) «C des) invocation»"] - [T : "fonctions"] -
[T\T : "distantes"] 
[NIT: " (B CCC d)(universel protocole» «C des) invocation»"] - [T : " (distantes fonctions) " ] 
[N: " «B «C d)(universel protocole» CCC des) invocation» (distantes fonctions» " ] 
Réduction des combinateurs 
"((B ((C d) (universel protocole» ((C des) invocations» (distantes fonctions»" 
"(((C d) (universel protocole» (((C des) invocations) (distantes fonctions»)" 
"((d (((C des) invocations) (distantes fonctions») (universel protocole»" 
"((d ((des (distantes fonctions» invocations» (universel protocole»" 
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Le troisième tenne analysé est du groupe nominal, il est donc préservé par notre filtre. La 
réduction des combinateurs nous donne la forme nonnale : 
"((d ((des (distantes fonctions)) invocations)) (universel protocole))" 
Analyse du terme 4 
[N : "position"] - [N\N : "relative"] - [N\NIN : " de"] - [NIT: "la"] - [T : "zone"] -[T\T/T : "de"] -
[T/T : "1 "] - [T : "écran"] 
[N : " (relative position) " ] - [N\NIN : "de"] - [NIT: "la" ] - [T : " zone"] - [T\T/T : "de"] - [T/T : "1"] -
[T : "écran"] 
[N : " (relative position) " ] - [NIN\N : " (C de) " ] - [NIT: "la"] - [T : "zone"] - [T\T/T : "de"] -
[T/T : "1"] - [T : "écran"] 
[NIN: " ((C de) (relative position» " ] - [NIT: "la"] - [T : "zone"] - [T\T/T : "de"] - [T/T : "1" ] -
[T : "écran"] 
[NIT: " (B ((C de) (relative position» la) " ] - [T : "zone"] - [T\TIT : "de"] - [T/T : "1 "] - [T : "écran"] 
[N: " (B ((C de) (relative position» la) zone) " ] - [T\T/T : "de"] - [T/T : "1"] - [T : "écran"] 
[NIT: " (B ((C de) (relative position» la) " ] - [T : "zone"] - [T\T/T : "de"] - [T/T : "1" ] - [T : "écran"] 
[NIT: " (B ((C de) (relative position» la) " ] -[T : "zone" ] - [T/T\T : " (C de) " ] - [T/T : " 1"] -
[T : "écran"] 
[NIT: " (B ((C de) (relative position» la) " ] - [T/T:" ((C de)zone) " ] - [TIT : "1"] - [T : " écran"] 
[NIT: " (B (B ((C de) (relative position» la) ((C de)zone» " ] - [T/T : "1"] - [T : "écran"] 
[NIT: " (B (B (B ((C de) (relative position» la) ((C de)zone» 1) " ] - [T : "écran"] 
[N : " ((B (B (B ((C de) (relative position» la) ((C de)zone» 1) écran) " ] 
Réduction des combinateurs 
"((B (B (B ((C de) (relative position» la) ((C de) zone» 1) écran)" 
"((B (B ((C de) (relative position» la) ((C de) zone» (1 écran»" 
"((B ((C de) (relative position» la) (((C de) zone) (1 écran»)" 
"(((C de) (relative position» (la (((C de) zone) (1 écran»»" 
"((de (la (((C de) zone) (1 écran»» (relative position»" 
"((de (la ((de (1 écran» zone») (relative position»" 
Ce terme candidat formé de huit termes est aussi validé par notre filtre car l'analyse 
syntaxique nous donne une expression applicative de type N. Après réduction des 
combinateurs, nous aboutissons à cette forme normale : 
"((de (la ((de (l écran)) zone))) (relative position))" 
Analyse du terme 5 
[N : "langage"] - [N\NIN : "de"] - [N : "définition"] - [N\N/T : "de"] - [T : "modèles"] - [T\T/T : "de" ] -
[T : "processus" ] - [T\T/T : "d" ] -[T : "affaire"] 
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[N: "langage"] - [NIN\N : " (C de) "] - [N : "définition"] - [N\N/T : "de"] - [T : "modèles"] - [T\T/T : "de"] 
- [T : "processus"] - [T\T/T : "d" ] - [T : "affaire"] 
[NIN: " ((C de) langage) " ] - [N : "définition" ] - [N\N/T : "de"] - [T : "modèles"] - [T\T/T : "de"] -
[T: "processus"] - [T\T/T : "d"] - [T : "affaire"] 
[N: " (((C de) langage) définition) " ] - [N\N/T : "de"] - [T : "modèles"] - [T\T/T : "de"] - [T : "processus"] -
[T\T/T: "d" ] - [T : "affaire"] 
[N: " (((C de) langage) définition) " ] - [N/T\N : " (C de) " ] - [T : "modèles"] - [T\T/T : "de"] -
[T : "processus"] - [T\T/T : "d"] - [T : "affaire"] 
[NIT: " ((C de) (((C de) langage) définition» " ] - [T : "modèles"] - [T\T/T : "de"] - [T : "processus"] -
[T\T/T : "d"] - [T : "affaire"] 
[N: " ((C de) (((C de) langage) définition» modèles) " ] - [T\T/T : "de"] - [ T : "processus"] -
[T\T/T : "d"] - [T : "affaire"] 
[NIT: " ((C de) (((C de) langage) définition» " ] - [T : "modèles"] - [T\T/T : "de"] - [T : "processus" ] -
[T\T/T : "d" ] - [T : "affaire"] 
[NIT: " ((C de) (((C de) langage) défmition» " ] - [T : " modèles"] - [T/T\T : " (C de) " ] -
[T : "processus"] - [T\T/T : "d"] - [T : " affaire"] 
[NIT: " ((C de) (((C de) langage) définition» " ] - [T/T: " ((C de)modèles) " ] - [T : "processus"] -
[T\T/T : "d "] - [T : "affaire"] 
[NIT: " (8 ((C de) (((C de) langage) définition» ((C de)modèles» " ] - [T : "processus"] - [T\T/T : "d"] -
[T : "affaire"] 
[N: " ((8 ((C de) (((C de) langage) définition» ((C de)modèles» processus) " ] - [T\T/T : "d"] -
[T : "affaire"] 
[NIT: " (8 ((C de) (((C de) langage) définition» ((C de)modèles» " ] - [T : "processus"] - [T/T\T : " (C d) "] 
- [T : "affaire"] 
[NIT: " (8 ((C de) (((C de) langage) définition» ((C de)modèles» " ] - [T/T : " ((C d) processus) " ] -
[T : "affaire"] 
[NIT: " (8 (8 ((C de) (((C de) langage) définition» ((C de)modèles» ((C d) processus» " ] - [T : "affaire"] 
[N: " ((8 (8 ((C de) (((C de) langage) définition» ((C de)modèles» ((C d) processus» affaire)"] 
Réduction des combinateurs 
"((8 (8 ((C de) (((C de) langage) définition» ((C de) modèles» ((C d) processus» affaire)" 
"((8 ((C de) (((C de) langage) définition» ((C de) modèles» (((C d) processus) affaire»" 
"(((C de) (((C de) langage) définition» (((C de) modèles) (((C d) processus) affaire»)" 
"((de (((C de) modèles) (((C d) processus) affaire») (((C de) langage) définition»" 
"((de ((de (((C d) processus) affaire» modèles» (((C de) langage) définition»" 
"((de ((de ((d affaire) processus» modèles» (((C de) langage) définition»" 
"((de ((de ((d affaire) processus» modèles» ((de définition) langage»" 
Les plus longs termes candidats que nous avons traités tout au long de notre travail 
étaient composés de neuf termes. Ce terme traité ci-dessus en est un. Il est validé par 
notre filtre. Nous arrivons à la fin de l'analyse syntaxique à l'expression applicative : 
[N: " ((B (B ((C de) (((C de) langage) définition)) ((C de)modèles)) ((C d) processus)) 
affaire) " ]. 
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Après la réduction des combinateur nous obtenons la structure: 
"((de ((de ((d affaire) processus)) modèles)) ((de définition) langage))". 
7.3 Conclusion 
Nous venons de présenter à travers ce chapitre les résultats d'analyse de termes candidats 
de notre corpus. Nous avons effectué une évaluation sur 1 00 termes candidats. 96 % des 
termes candidats ont été analysés avec succès; ils ont été validés par notre filtre 
linguistique. 4 % des termes ont été rejetés. Les termes rejetés sont ceux ayant 
l'agencement de type "Nom - Nom". Notre analyseur syntaxique considère ces termes 
comme syntaxiquement incorrects et les rejette. Pour remédier à ce genre de problème, 
nous avons considéré le deuxième terme comme modifieur du premier. Ce qui nous a 
donné l'agencement "Nom - adjectif' qui est accepté par notre analyseur syntaxique. 




Nous avons présenté un filtre linguistique dont le but est l'identification des termes 
complexes. Ce filtre linguistique est fondé sur un modèle de Grammaire Catégorielle 
Combinatoire Applicative. C'est grâce à ce modèle catégoriel que nous avons pu 
identifier les termes complexes à partir d'une liste des termes candidats. Une analyse 
syntaxique des formes phénotypiques qui est obtenue par un calcul sur les types 
syntaxiques, nous a permis de vérifier si un terme candidat est du groupe nominal. Ce 
sont les termes candidats ayant comme catégorie le groupe nominal qui sont préservés par 
notre filtre linguistique. L'expression applicative obtenue après l'analyse syntaxique 
nous a donné après réduction des combinateurs la forme normale du terme complexe. 
Les résultats du traitement des termes complexes sont stockés dans une base de données 
XML. XML offre des possibilités intéressantes pour des manipulations ultérieures de ces 
résultats par des requêtes XQuery (XML Query). 
Cette approche théorique a été implémentée en C++ pour un corpus important du 
français. Notre but est théorique. Nous voulons seulement prouver que toutes les règles 
que nous proposons sont efficaces et peuvent être implémentées dans un langage de 
programmation. 
Nous avons effectué une évaluation sur 100 termes candidats. 96% des termes candidats 
ont été analysés avec succès; ils ont été validés par notre filtre linguistique. 4% des 
termes ont été rejetés par notre filtre linguistique. La langue française permet 
l'agencement des termes: "Nom - Nom". Notre analyseur syntaxique considère ces 
termes comme syntaxiquement incorrects et les rejette. Nous avons résolu ce problème en 
considérant le deuxième terme comme modifieur du premier. Une autre possibilité pour 
résoudre ce genre de problème est de coupler la Grammaire Catégorielle Combinatoire 
Applicative avec une approche statistique. Cette dernière serait capable de reconnaître les 
structures de type "Nom - Nom". 
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Le plus significatif dans nos résultats est incorporé, non seulement dans la validation des 
termes complexes mais particulièrement dans leur structure fonctionnelle. Celle-ci permet 
de construire l'environnement de l'utilisation d'un concept de base représenté par un mot. 
Dans les exemples suivants analysés: 
Théorie complexe. 
Théorie des nombres. 
Théorie des nombres complexes. 
Le mot Théorie est vue modifié par plusieurs expressions qui agissent en tant qu'adjectif 
et qui déterminent le contexte de son utilisation. Nous pouvons, de cette façon, 
systématiser, par exemple, l'extraction des relations qui pourraient généraliser le concept 
d'hyperonymie ou d'hyponymie. Avec cette intention, la gestion complète d'un 
graphique sémantique devient nécessaire. Dans un tel graphique les nœuds peuvent 
représenter des mots et les bords peuvent contenir des dispositifs pour classer les relations 
entre les nœuds. 
Notre filtre linguistique est différent de la plupart des autres filtres linguistiques 
d'identification des termes complexes, parce que: 
Il tend à être multilingue. Avec la croissance du Web et des bases de données 
textuelles multilingues, cet aspect est significatif. Tout ce que nous avons besoin 
pour adapter l'approche à une nouvelle langue est un dictionnaire des types 
catégoriels avec les entrées lexicologiques de cette langue. 
Une théorie logique et linguistique solide soutient l'approche. Cette théorie est 
particulièrement flexible. Dans certains cas, les termes complexes peuvent être 
ceux ayant la catégorie grammaticale de l'expression verbale. Il serait assez alors 
de considérer que les termes complexes à valider ont les types catégoriels 
spécifiques aux expressions verbales 
A vant de terminer nous tenons à informer le lecteur que notre travail a été présenté à la 
conférence internationale de Melbourne Beach, Floride, et a été apprécié par les 
participants. Il a aussi été publié en 2006: "BJSKRI, J., MUNYANA, N., & 
HAMROUNI, B. 2006, "Annotation of the complex terms in multilingual corpora", in 




1. base relationnelle 
2. base de données 
3. base de données relationnelles 
4. nombre complexe 
5. théorie de nombres complexes 
6. base de la théorie des nombres 
7. validation de termes complexes 
8. calcul déductif des termes candidats 
9. unités linguistiques 
10. unités linguistiques concaténées 
Il. traitement de langue naturel 
12. forme normale 
13. règle de permutation 
14. utilisation de la règle de permutation 
15. règles combinatoires applicatives 
16. règles d'application fonctionnelle 
17. structure applicative 
18. grammaire catégorielle 
19. modèle de grammaire catégorielle combinatoire applicative 
20. type catégoriel spécifique 
21. langage de programmation 
22. programmation procédurale 
23. Déclaration d'une notation 
24. compilation d'un programme 
25. type de données 
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26. fonctions virtuelles 
27. fonction membre virtuelle 
28. fonction de tri 
29. fonction de recherche 
30. fonction membre d'une classe 
31. nombreuses versions d'une fonction 
32. mécanisme des méthodes virtuelles 
33. méthodes publiques 
34. déclaration du destructeur 
35. déclaration de la classe 
36. déclaration du destructeur de la classe de base 
37. gestion des exceptions 
38. valeurs d'attributs légales 
39. valeur d'une variable 
40. augmentation de la valeur d'une variable 
41. surcharge des opérations 
42. opérateur d'incrémentation 
43. utilisation des nombreuses bibliothèques existantes 
44. bibliothèque standard 
45. commentaire de fin de ligne 
46. espaces de noms 
47. pointeur d'instance 
48. pointeur d'instance de la classe dérivée 
49. environnements de développement 
50. chaînes de caractère 
51. intégration de données 
52. urbanisation des systèmes d'information modernes 
53. architecture multiniveaux 
54. architecture de système 
55. revue de technologies 
56. technologies de génération de pages dynamiques 
57. modélisation multidimensionnelle des données 
58. spécifications d'échanges 
59. connexion des applications 
60. téléchargement d'application portable 
61. interface utilisateur 
62. exécution du code applicatif 
63. techniques de base 
64. scénario typique de fonctionnement 
65. position relative de la zone de l'écran 
66. zone d'affichage 
67. affichage de l'objet 
68. largeur de la zone d'affichage 
69. langage de description de données 
70. langage d'échange de données 
71. langage d'écriture de feuille de style 
72. langage de transformation des documents 
73. langage d'orchestration de services 
74. langage de définition de modèles de processus d'affaire 
75. nombre de caractéristiques optionnelles 
76. variété de types d'éléments significatifs 
77. liste de principaux types de nœuds 
78. principales classes d'un parseur 
79. évaluation des expressions de chemin 
80. ensemble de déclaration d'espace de noms 
81. protocole universel d'invocations des fonctions distantes 
82. liens hypertextes multivalués 
83. processus unique 
84. processus d'affaire 
85. nouvelles instances du processus 
86. séquences de processus d'affaire 
87. coordination de processus d'affaires collaboratifs 
133 
88. transaction d'affaires 
89. création des programmes spécialisés 
90. support de modèles de transaction 
91. ensemble d'action atomique 
92. problème de fiabilité 
93. format de données riche 
94. recherche d'information 
95. arbre binaire 
96. activité de production de message 
97. assignation de variables globales 
98. définition de flux de contrôle 
99. structure de l'élément 
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