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GENERALIZED OSCILLATOR REPRESENTATIONS OF
THE TWISTED HEISENBERG-VIRASORO ALGEBRA
RENCAI LU¨ AND KAIMING ZHAO
Abstract. In this paper, we first obtain a general result on suf-
ficient conditions for tensor product modules to be simple over
an arbitrary Lie algebra. We classify simple modules with a nice
property over the infinite-dimensional Heisenberg algebra H, and
then obtain a lot of simple modules over the twisted Heisenberg-
Virasoro algebra V˜ from generalized oscillator representations of V˜
by extending these H-modules. We give the necessary and suffi-
cient conditions for Whittaker modules over V˜ (in the more general
setting) to be simple. We use the “shifting technique” to determine
the necessary and sufficient conditions for the tensor products of
highest weight modules and modules of intermediate series over V˜
to be simple. At last we establish the “embedding trick” to obtain
a lot more simple V˜-modules.
Keywords: Heisenberg algebra, Virasoro algebra, Whittaker module,
simple module
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1. Introduction
We denote by Z, Z+, N, and C the sets of all integers, nonnegative
integers, positive integers, and complex numbers, respectively. For a
Lie algebra L we denote by U(L) the universal enveloping algebra of
L.
The twisted Heisenberg-Virasoro algebra V˜ is the universal central
extension of the Lie algebra {f(t) d
dt
+ g(t)|f, g ∈ C[t, t−1]} of differen-
tial operators of order at most one on the Laurent polynomial algebra
C[t, t−1], see [ACKP]. More precisely, the twisted Heisenbeg-Virasoro
algebra V˜ is a Lie algebra over C with the basis
{tn+1
d
dt
, tn, z1, z2, z3|n ∈ Z}
and subject to the Lie brackets given by
(1.1) [tn+1
d
dt
, tm+1
d
dt
] = (m− n)tm+n+1
d
dt
+ δn,−m
n3 − n
12
z1,
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(1.2) [tn+1
d
dt
, tm] = mtm+n + δn,−m(n
2 + n)z2,
(1.3) [tn, tm] = nδn,−mz3,
(1.4) [V˜, z1] = [V˜, z2] = [V˜, z3] = 0.
The center of V˜ is spanned by z1, z2, z3, and t
0. We define dn = t
n+1 d
dt
,
Ii = t
i, and both symbols will be used according to contexts. The Lie
algebra V˜ has a natural Z-gradation with respect to ad(d0):
(1.5) V˜n = Cdn + CIn, ∀n ∈ Z \ {0},
(1.6) V˜0 = Cd0 + CI0 + Cz1 + Cz2 + Cz3.
The Lie algebra V˜ has a Witt subalgebra W = C[t] d
dt
, a Virasoro
subalgebra V with basis {di, z1|i ∈ Z}, and a Heisenberg subalgebra H
with basis {Ii, z3|i ∈ Z}.
The twisted Heisenberg-Virasoro algebra V˜ has been studied by
Arbarello, De Concini, Kac, and Procesi in [ACKP], where a connection
is established between the second cohomology of certain moduli spaces
of curves and the second cohomology of the Lie algebra of differential
operators of order at most one. They also proved that when the central
element of the Heisenberg subalgebra acts in a non-zero way, a simple
highest weight module for V˜ is isomorphic to the tensor product of a
simple module for the Virasoro algebra and a simple module for the
infinite-dimensional Heisenberg algebra. For a more general result, see
Theorem 12.
To introduce our results in this paper, we will first recall and define
some concepts.
For λ ∈ C, s, r ∈ Z+, we define the following subalgebras and quo-
tient algebras of V˜:
(1.7) W = Der(C[t]) = span{di|i ≥ −1}, W˜ = C[t]
d
dt
+ C[t],
(1.8) a = span{di|i ≥ 0}, a˜ = span{di, Ii|i ≥ 0},
(1.9) V(r) = span{di|i ≥ r}, V˜
(r,s) = span{tr+i, ds+i|i ≥ 0},
(1.10) ar = a/V
(r+1), a˜r,s = a˜/V˜
(r,s),
(1.11) V[λ] = C[t, t−1](t− λ)
d
dt
+ Cz,
(1.12) V˜[λ] = span{ti, ti(t− λ)
d
dt
, z1, z2, z3|i ∈ Z}.
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For any Z-graded Lie algebra L = ⊕Li (which can be any of the
above algebras), denote by OL the category of all L-modules V satis-
fying
Condition A: For any v ∈ V , there exists a positive integer n
(depending on v) such that Liv = 0 for all i ≥ n.
Let V be a module over a Lie algebra L. We say that V is trivial if
LV = 0. Denote by SocL(V ) the socle of the L-module V , i.e., SocL(V )
is the sum of the minimal nonzero submodules of V .
Recall that a module V over a Lie algebra L is called locally finite
provided that any v ∈ V belongs to a finite dimensional L-submodule.
The module is called locally nilpotent provided that for any v ∈ V there
exists an n ∈ N such that a1a2 · · · an(v) = 0 for all a1, a2, . . . , an ∈ L.
When V is a simple module over L, where L is one of V˜,V, W˜,W,
the following lemma gives some equivalent conditions for Condition A.
eq-condition Lemma 1. Let L be one of V˜,V, W˜,W, and V be a simple L-module.
Denote L(k) =
∑
i≥k Li. Then the following conditions are equivalent:
1.1 (a) V ∈ OL.
1.2 (b) There exists some 0 6= v ∈ V and s ∈ N such that L(s)v = 0.
1.3 (c) There exists k ∈ N such that V is a locally finite L(k)-module.
1.4 (d) There exists m ∈ N such that V is a locally nilpotent L(m)-module.
Proof. (a) ⇒ (b) is trivial. And using PBW Theorem, we can easily
deduce (b)⇒ (a), (c), (d).
(c) ⇒ (b). Let 0 6= v0 ∈ V . Then W = U(L
(k))v0 is a finite dimen-
sional L(k) module. Hence L(k)/ annL(k)(W ) is finite dimensional. By
similar arguments as in Section 3.3 in [MZ], we obtain dk1 ∈ annL(k)(W )
for some k1 > k, hence L
(n) ⊂ annL(k)(W ) for some n > k + k1. Thus
L(k)/ annL(k)(W ) is solvable. Hence L
(k) has a common eigenvector
v ∈ W . However there exists some s ∈ N such that L(s) ⊂ [L(k), L(k)],
which implies L(s)v = 0.
(d) ⇒ (b). Let 0 6= v ∈ V . There exists some n ∈ N with
a1a2 · · · anv = 0 for all a1, a2, . . . , an ∈ L
(m). It is straightforward
to verify that there exists some s ∈ N such that
L(s) ⊂ span{a1a2 · · ·an|ai ∈ L
(m)} ⊂ U(L(m)),
which completes the proof. 
The simple modules in OW are studied in [LZ3].
char-O(w) Lemma 2. [LZ3] (a). Suppose that A ∈ Oa is simple and nontrivial.
Then there exists some r ∈ Z+ such that drA = 0, ∀i > r and dr
acts bijectively on A. Consequently, A is a simple ar-module for some
r ∈ N.
(b). Let A ∈ Oa, W,W1 ∈ OW be all nontrivial simple modules.
(1) The W-module IndWa (A) is simple in OW ;
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(2) The a-module Soca(W ) ∈ Oa is simple, and an essential a-
submodule ofW , i.e. the intersection of all nonzero a-submodules
of V ;
(3) We have W ∼= IndWa Soca(W ) and A = Soca(Ind
W
a A);
(4) We have W ∼= W1 if and only if Soca(W ) ∼= Soca(W1).
Consequently, W is the induced module from a simple ar-module for
some r ∈ N.
Let us recall some results for Whittaker modules over V studied in
[OW1] and [LGZ].
For any nonnegative integer m ∈ Z+, let ψm : V
(m) + Cz1 → C
be a Lie algebra homomorphism. Then we have the one dimensional
module Cψm = Cwψm over V
(m) +Cz1 with x ·wψm = ψm(x)wψm , ∀x ∈
V(m) + Cz1. The induced V-module
whittaker-1 (1.13) Wψm = Ind
V
V(m)+Cz1
Cψm
is called the universal Whittaker module with respect to ψm.
Lemma 3. [LGZ] For any m ≥ 1, Wψm is simple if and only if
(ψ(d2m), ψ(d2m−1)) 6= (0, 0).
Let us recall a result on Whittaker modules over H from [C]. Suppose
that θ : C[t] + Cz3 → C is a linear map. Then Cwθ becomes a one
dimensional C[t] + Cz3 module defined by xwθ = θ(x)wθ for all x ∈
C[t] + Cz3. The induced H-module Wθ = Ind
H
C[t]+Cz3
Cwθ is called a
Whittaker module with respect to θ.
H-whittaker Lemma 4. [C] The H-module Wθ is simple if and only if θ(z3) 6= 0.
The simple modules in OV are studied in [MZ]. From Lemma 1 and
Theorem 2 in [MZ], we have
Lemma 5. [MZ] Let V ∈ OV be simple.char-O(v)
(1) The a-module Soca(V ) is simple, which is an essential a-submodule
of V , i.e. the intersection of all nonzero a-submodule of V ;
(2) If V is not a highest weight module, then V ∼= IndVa+Cz Soca(V ),
where the action of z is a scalar;
(3) Suppose V, V1 ∈ OV . Then V ∼= V1 if and only if Soca(V ) ∼=
Soca(V1) and z acts on V , V1 as the same scalar.
This paper is organized as follows. In Sect.2, we obtain a general
result on sufficient conditions for tensor product modules to be sim-
ple over an arbitrary Lie algebra. This result can be applied to many
known cases and several cases in this paper. In Sect.3, we first classify
simple modules in OH, and then construct generalized oscillator rep-
resentations of V˜ by extending the the H-module structure on simple
modules in OH. Many simple modules in OV˜ with nonzero action of
z3 are proved to be decomposed into a tensor product of an oscillator
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representation of V˜ and a simple V-module. Then we apply this theory
to completely determine conditions for Whittaker modules over V˜ (in
the more general setting as in [BM]) to be simple. In Sect.4, we use
the “shifting technique” to determine the necessary and sufficient con-
ditions for the tensor products of highest weight modules and modules
of intermediate series over V˜ to be simple. In Sect.5, we first clas-
sify simple modules in O
W˜
, and then establish the “embedding trick”
to make these simple W ∈ O
W˜
into simple V˜-modules W [λ] for any
λ ∈ C∗. By taking tensor product, we obtain more simple V˜-modules.
2. Simplicity of tensor product modules
In this section, we will prove some general results for tensor product
modules, which will be frequently used later.
Let V be a module over a Lie algebra L. For any v ∈ V , the anni-
hilator of v is defined as annL(v) = {g ∈ L|gv = 0}. For any S ⊂ V ,
define
annL(S) = ∩v∈S annL(v).
density Lemma 6. Let L be a Lie algebra over C with a countable basis, and
V be a simple L-module. For any n ∈ Z+ and any linearly independent
subset {v1, v2, . . . vn} ⊂ V , and any subset {v
′
1, . . . , v
′
n} ⊂ V , there
exists some u ∈ U(L), such that
uvi = v
′
i, ∀i = 1, 2, . . . , n.
Proof. Denote R = U(L)/ annU(L)(V ). Then R is an associative alge-
bra with countable basis. It is well known that any endomorphism of
a simple module over a countably generated associative C-algebra is a
scalar (Proposition 2.6.5 in [D]). Thus HomR(V, V ) ∼= C. Note that V
is a faithful and simple R-module. From the Jacobson Density Theo-
rem (Page 197, [J]), we know that R is isomorphic to a dense ring of
endomorphisms of the C-vector space V . The Lemma follows. 
Now we can give some useful sufficient conditions for a tensor product
module to be simple.
thm1 Theorem 7. Let L be a Lie algebra over C with a countable basis, and
V1, V2 be L-modules. Suppose that one of the following conditions holds:
(1) The module V1 is simple and annL(v) + annL(S) = L for all
v ∈ V1 and all finite subsets S ⊂ V2;
(2) For any finite subset S ⊂ V2, V1 is a simple annL(S)-module.
Then
(a) Any submodule of V1 ⊗ V2 is of the form V1 ⊗ V
′
2 , for a submodule
V ′2 of V2;
(b) If V1, V2 are simple, then V1 ⊗ V2 is simple.
6 RENCAI LU¨ AND KAIMING ZHAO
Proof. (1) ⇒ (2). Suppose that Condition 1 holds. For any nonzero
v ∈ V1 and a finite subset S in V2, we have
V1 = U(L)v = U(annL(v) + annL(S))v
= U(annL(S))U(annL(v))v = (U(annL(S))v,
So V1 is simple as annL(S)-module. Thus Condition 2 holds.
Now we suppose that Condition 2 holds.
(a) Let M be a nonzero submodule of V1 ⊗ V2. For any nonzero
X ∈ M , write X =
∑s
i=1 v1,i ⊗ v2,i ∈ M with minimal s. Then
{v1,1, . . . , v1,s} and {v2,1, . . . , v2,s} are linearly independent sets.
Denote L2 = annL({v2,j|j = 1, 2 . . . , s}). Then V1 is a simple L2-
module. Now from Lemma 6, there exists some u0 ∈ U(L2) such that
u0v1,1 = v1,1, and u0v1,i = 0 for i = 2, . . . , s. So
u0X = u0(
s∑
i=1
v1,i ⊗ v2,i) =
s∑
i=1
(u0v1,i ⊗ v2,i) = v1,1 ⊗ v2,1 ∈M.
For any u ∈ U(L2), we have (uv1,1) ⊗ v2,1 = u(v1,1 ⊗ v2,i) ∈ M. Thus
V1 ⊗ v2,1 = (U(L2)v1,1)⊗ v2,1 ⊂M . Similarly we have
(2.1) V1 ⊗ v2,i ⊂M, ∀i = 1, 2, . . . , s.
We have proved that
(2.2) M = V1 ⊗ V
′
2 ,
where V ′2 = {v2 ∈ V2|V1 ⊗ v2 ⊆ M}. For any v1 ∈ V1, v2 ∈ V
′
2 , and for
all g ∈ L, we have v1 ⊗ gv2 = g(v1 ⊗ v2) − gv1 ⊗ v2 ∈ M . So V
′
2 is an
L-submodule of V2.
Part (b) follows from (a). 
Example 1. Theorems 3.3 and 3.4 in [GZ] can follow from our The-
orem 7. For other applications, see Theorems 11, 13, 33.
induced Lemma 8. Let W be a module over a Lie algebra L, g be a subalgebra
of L, and B be a g-module. Then the L-module homomorphism τ :
IndLg (W⊗B)→W⊗Ind
L
g (B) induced from the inclusion mapW⊗B →
W ⊗ IndLg (B) is an L-module isomorphism.
Proof. Take a subspace V ⊂ L such that L = g ⊕ V . Let {li|i ∈ I},
{bj |j ∈ J1}, {wj|j ∈ J2} be bases of V , B and W , respectively. Denote
S = {lk1i1 l
k2
i2
· · · lkmim |i1 ≺ i2 ≺ · · · ≺ km}, where ≺ is a total order on I,
and Un = span{l
k1
i1
lk2i2 · · · l
km
im
∈ S | k1 + . . .+ km = n}. Then
T1 = {x(ws ⊗ bt) | x ∈ S, s ∈ J1, t ∈ J2},
T2 = {ws ⊗ (xbt) | x ∈ S, s ∈ J1, t ∈ J2}
are bases of IndLg (W ⊗B) and W ⊗ Ind
L
g (B), respectively.
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For any x = lk1i1 l
k2
i2
· · · lkmim ∈ S, by induction on n =
∑m
i=1 ki we can
prove that
(2.3) τ(x(ws ⊗ bt)) ∈ ws ⊗ (xbt) +W ⊗
∑
i<n
(UiB),
from which we may easy deduce that τ is bijective. 
3. Generalized oscillator representations of V˜
In this section we will first classify simple modules in OH, and then
construct generalized oscillator representations of V˜ by extending the
the H-module structure on simple modules in OH. Since the repre-
sentation space is in general not the Fock space, we call the resulting
representation as generalized oscillator representations of V˜. When the
representation space is indeed the Fock space, we actually obtain the
usual oscillator representations of V˜. This generalizes the construction
in Sect.2.3 of [KR].
3.1. Simple modules in OH. For any m ∈ N, we define
Tm = span{Ii, z3|i = −m,−m+ 1, . . . , m},
Hm = span{Ii, z3|i ≥ −m, i ∈ Z}.
Proposition 9. Let B, B′ be simple modules over Tm for some m ∈ N
with nonzero action of z3.
(a). The H-module IndHHm B is simple, where B is regarded as Hm-
module by IiB = 0, ∀i > m. Moreover, all nontrivial simple modules
in OH can be obtained in this way.
(b). As H-modules, IndHHm B
∼= IndHHm B
′ if and only if B ∼= B′ as
Tm-modules.
Proof. Let Km = span{I−m−j |j ∈ N}.
(a). Using PBW Theorem and nonzero action of z3, we can easily
prove that the H-module IndHHm B = U(Km)B is simple.
Now suppose that V ∈ OH is simple and nontrivial. Take a nonzero
v ∈ V such that m ∈ N is minimal with Im+jv = 0 for all j ∈ Z+.
Claim 1. U(Hm)v is a simple Hm-module.
Since V = U(Km)U(Hm)v = U(Km)U(Tm)v is nontrivial, we see
that U(Tm)v 6⊆ Cv, hence the action of z3 is nonzero. We can deduce
that V is a free U(Km)-module on U(Hm)v. Since V is a simple H-
module, we deduce that B = U(Hm)v is a simple Hm-module.
Thus V = IndHHm B.
(b). Noting that B and B′ are the socles of Hm-modules Ind
H
Hm
B
and IndHHm B
′ respectively, we see that, if IndHHm B
∼= IndHHm B
′ as Hm-
modules, hence B ∼= B′ as Tm-modules. The converse is trivial. 
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From the above theorem, to classify all simple modules over H is
equivalent to classifying all simple modules over the finite-dimensional
Heisenberg algebras Tm for all m ∈ N, which is equivalent to classi-
fying all simple modules over the rank m Weyl algebras Am. Such a
classification is only known for m = 1, see [Bl].
Example 2. Take m = 1, make Cv into a module over b = CI0 +
CI−1+Cz3 by I0v = I˙0v, I−1v = av, z3v = z˙3v for a, I˙0, z˙3 ∈ C with z˙3 6=
0. We have the simple T1-module B = Ind
T1
b Cv. Then we obtain the
simple weight H-module IndHHm B which has all nonzero weight spaces
infinite-dimensional. In this manner similar to Sect.3.1 in [BBFK],
one can construct a lot of simple weight modules in OH.
Example 3. Let B = C[t, t−1] be a simple T1-module defined by I−1t
n =
tn+1, I1t
n = tn−1(α+ n), I0t
n = atn, z3t
n = tn for α ∈ C \Z and a ∈ C.
Then we obtain the simple H-module IndHHm B. In this manner using
simple modules over the Weyl algebra as in [Bl], one can construct a
lot of simple modules in OH.
3.2. Generalized oscillator representations of V˜. In this subsec-
tion, we prove that for any z˙2 ∈ C, a simple representation H ∈ OH
with nonzero action of z3 can always be extended to a representation
of V˜ with z2 acting as scalar z˙2. Here we will use oscillator-like repre-
sentations on H .
Let σ be an endomorphism of some Lie algebra L, and V be any
module of L. We can make V into another L-module, by defining the
new action of L on V as
(3.1) x ◦ v = σ(x)v, ∀x ∈ L, v ∈ V.
We will call the new module as the twisted module of V by σ, and
denote it by V σ. Two L-modules V and W are said to be equivalent if
there exists some automorphism σ of L such that V =W σ.
For any
(3.2) α =
∑
i∈Z
ait
i ∈ C[t, t−1], b ∈ C,
we have the σ = σα,b ∈ Aut(V˜) defined as
σ(dn) = dn + t
n(α + nb)− (n+ 1)a−nz2
(3.3) − (
∑
i aia−n−i
2
+ a−nnb)z3 + δn,0b(z2 +
b
2
z3)
(3.4) σ(tn) = tn + δn,0bz3 − a−nz3, σ(z1) = z1 − 24bz2 − 12b
2z3,
(3.5) σ(z2) = z2 + bz3, σ(z3) = z3.
For more details, see [LGZ].
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Theorem 10. Let z˙2, z˙3 ∈ C with z˙3 6= 0. Let H ∈ OH be a simple
module with z3 acting as a scalar z˙3. Then the H-module structure on
H can be extended to an V˜-module by
(3.6) z1 = 1−
12z˙2
2
z˙3
, z2 = z˙2, z3 = z˙3,
dk (3.7) dk = −
1
2z˙3
∑
i∈Z
: I−iIi+k : +
(k + 1)z˙2
z˙3
Ik, ∀k ∈ Z.
where, for all i, j ∈ Z, the normal order is defined as
: IiIj :=
{
IiIj , if i < j,
IjIi, otherwise.
The resulting V˜-module structure on H will be denoted by H(z˙2).
Proof. Let b = z˙2
z˙3
. Note that the righthand side in (3.7) is well defined
as an operator on H , i.e., − 1
2z˙3
∑
i∈Z : I−iIi+k : v + b(k + 1)Ikv makes
sense for any v ∈ H since there are only finitely many nonzero terms.
It is straightforward to check that H(z˙2) = H(0)
σb,b.
So we only need to verify that H(0) is a V˜ module. The proof is
similar to the arguments in Section 2.3 of [KR]. The verifications are
tedious but straightforward. We omit the details. 
We see that (3.7) is the oscillator-like actions on H . So we call the
V˜-module H(z˙2) as a generalized oscillator representation of V˜.
Note that for any v ∈ H ∈ OH with z3 6= 0 and z˙2 ∈ C, if Iiv =
0, ∀i ≥ n for some n ∈ N, then in H(z˙2), we have
(3.8) div = 0, ∀i ≥ 2n.
We see that as an V-module, H(z˙2) ∈ OV which will not give new
simple V-modules.
IfH is a weight H-module, then H(λ) is a weight module. When H is
a highest weight module over H, the V-module H(z˙2) was constructed
in Sect.3.4 of [KR]. For any λ ∈ C, the V˜-module H(λ) is simple if and
only if H is simple as H-module.
Note that the action of z1 on H(z˙2) is determined by z2 and z3. In
the next subsection we will give a method so that the action z1 can be
arbitrary.
Example 4. Let H be the simple H-module IndHH1 B constructed in
Examples 2 and 3. Using Theorem 10 we can obtain simple V˜-modules
H(z˙2). From the simple weight modules H defined in Example 2, we
obtain simple weight modules over V˜ whose nonzero weight spaces are
infinite-dimensional.
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Example 5. Let z˙2, z˙3, I˙0, a ∈ C. Define θ(z3) = z˙3 6= 0, θ(I0) =
I˙0, θ(I1) = a, θ(Ii) = 0 for i > 1. Then we have the simple H-module
H = Wθ in Lemma 4. From Theorem 10 we have the simple V˜-module
H(z˙2) which is a Whittaker module defined in [LWZ]. Unlike Corollary
4.5 in [LWZ], the V˜-module H(z˙2) is not free over U(V˜
−).
3.3. Simple modules from tensor product. Let V be a V-module.
Then we can regard V as V˜-module by defining (Cz2 + H)V = 0. The
resulting V˜-module will be denoted by V V˜ .
thm-10 Theorem 11. Suppose that λ, µ ∈ C, V,W are V-modules, and H,K ∈
OH are simple with nonzero action of z3.
(1) Any V˜-submodule of V V˜ ⊗H(λ) are of the form (V ′)V˜ ⊗H(λ)
for a V-submodule V ′ of V . In particular, V V˜ ⊗H(λ) is simple
as V˜-module if and only if V is a simple V-module.
(2) V V˜ ⊗ H(λ) ∼= W V˜ ⊗ K(µ) if and only if λ = µ, V ∼= W , and
H ∼= K.
Proof. (1) Note that H ⊂ ann
V˜
(V ), and H(λ) is a simple H-module.
Thus the theorem follows from Theorem 7.
(2) The sufficiency is trivial. Now suppose that ψ : V V˜ ⊗ H(λ) →
W V˜ ⊗K(µ) is a V˜-module isomorphism. By comparing the action of
z2, we have λ = µ. Now for any nonzero element x ∈ V
V˜ ⊗ H(λ), it
is clear that U(H)x ∼= H as H-module. Similarly we have U(H)y ∼= K
for any 0 6= y ∈ W V˜ ⊗ K(µ). Thus H ∼= K as H-module. Without
lose of generality, we may assume that H = K. Then ψ becomes an
V˜-module isomorphism from V V˜ ⊗H(λ) to W V˜ ⊗H(λ). Now for any
nonzero v ∈ V, h ∈ H , write ψ(v ⊗ h) =
∑s
i=1wi ⊗ ki with minimal
k. Then by Lemma 6, there exists some u ∈ U(H) such that uki =
δ1,iki, i = 1, 2, . . . , s. Therefore ϕ(v ⊗ uh) = ϕ(u(v ⊗ h)) = w1 ⊗ k1.
Now write ϕ(v ⊗ h) = w1 ⊗ τv(h). Then it is easy to check that
τv : H → H is a U(H)-module automorphism for any v ∈ V . Recall
that any endomorphism of a simple module over a countably generated
associative C-algebra is a scalar. Hence there exists a linear map ν :
V → W such that ϕ(v ⊗ h) = ν(v) ⊗ h for all v ∈ V, h ∈ H . Now
from dnϕ(v ⊗ h) = ϕ(dn(v ⊗ h)), we have dnν(v) ⊗ h = ν(dnv) ⊗ h,
∀v ∈ V, h ∈ H. Hence dnν(v) = ν(dn(v)). So ν : V →W is a V-module
isomorphism. 
Theorem 12. Let V ∈ O
V˜
be simple with nonzero action of z3. If V
contains a simple H-submodule H, then V ∼= H(z˙2)⊗U
V˜ as V˜-modules
for some z˙2 ∈ C and some simple module U ∈ OV .
Proof. Suppose that I0, z1, z2, z3 act on V as scalars I˙0, z˙1, z˙2, z˙3, where
we have assumed that z˙3 6= 0. Let 0 6= v ∈ H and n1, n2 ∈ N with
div = 0, for all i ≥ n1 and Ijv = 0, for all j ≥ n2. Denote n =
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max{n1, 2n2}. It is not hard to show that H is a simple module over
L = span{di, Ij , z1, z2, z3|i ≥ n, j ∈ Z}. Define the one dimensional
L-module Cv0 by di, Ij, z2, z3 acting as zero for all i ≥ n, j ∈ Z, and z1
acting as z˙1 +
12z˙22
z˙3
− 1. It is clear that H ∼= H(z˙2)⊗Cv0 as L-module.
Now from Lemma 8, we have
IndV˜L(H)
∼= IndL(H(z˙2)⊗ Cv0) ∼= H(z˙2)⊗ Ind
V˜
L Cv0.
Note that IndV˜L Cv0 ∈ OV , and that V is a simple quotient module over
IndV˜L(H). Now the theorem follows from Theorem 11. 
Open Problem: It will be interesting to classify all simple modules
in O
V˜
.
3.4. Whittaker modules over V˜. Now we will focus on the so called
Whittaker modules over V˜.
For any m ∈ Z+, recall V˜
(0,m) = span{dm+i, t
i|i ∈ Z+}. Let ϕm :
V˜(0,m)+
∑3
i=1Czi → C be a Lie algebra homomorphism. Then we have
the one dimensional module Cϕm = Cwϕm over V˜
(0,m) +
∑3
i=1Czi with
x · wϕm = ϕm(x)wϕm, ∀x ∈ V˜
(0,m) +
∑3
i=1Czi. The induced V˜-module
whittaker (3.9) W˜ϕm = Ind
V˜
V˜(0,m)+
∑3
i=1 Czi
Cϕm
will be called the universal Whittaker module with respect to ϕm. And
any nonzero quotient of W˜ϕm will be called a Whittaker module with
respect to ϕm.
Note that ϕm([V˜
(0,m), V˜(0,m)]) = 0. Then we have
ϕm(d2m+j) = ϕm(Im+j) = 0, ∀j ∈ N.
And if m = 0, W˜ϕm will be a highest weight module.
For the above ϕm, we define a new Lie algebra homomorphism ϕ
′
m :
V(m) + Cz1 → C as follows
ϕ′m(z1) = ϕm(z1)− 1 + 12
ϕm(z2)
2
ϕm(z3)
,
ϕ′m(dk) = 0, ∀k ≥ 2m+ 1,
ϕ′m(dk) = ϕm(dk) +
(
∑k
i=0 ϕm(Ii)ϕm(Ik−i))− 2(m+ 1)ϕm(Im)ϕm(z2)
2ϕm(z3)
,
for all k = m,m + 1, . . . , 2m. Then we have the universal whittaker
V-module Wϕ′m :
whittaker (3.10) Wϕ′m = Ind
V˜
V(m)+Cz1
Cwϕ′m
where x · wϕ′m = ϕ
′
m(x)wϕ′m , ∀x ∈ V
(m) + Cz1.
thm-whittaker-1 Theorem 13. Suppose that m ∈ Z+, and ϕm and ϕ
′
m are given above
with ϕm(z3) 6= 0. Let H = U(H)wϕm in Wϕm.
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(1) We have W˜ϕm
∼= H(ϕm(z2))⊗W
V˜
ϕ′m
. Consequently, each simple
whittaker module with respect to ϕm is isomorphic to H(ϕm(z2))⊗
T V˜ for a simple quotient T of Wϕ′m.
(2) The V˜-module W˜ϕm is simple if and only if Wϕ′m is a simple
V-module. Consequently, if m ∈ N, then W˜ϕm is simple if and
only if (ϕ′m(d2m−1), ϕ
′
m(d2m)) 6= (0, 0), i.e.,
2ϕm(d2m)ϕm(z3) + ϕm(Im)
2 − 2(m+ 1)ϕm(Im)ϕm(z2) 6= 0, or
ϕm(d2m−1)ϕm(z3) + ϕm(Im)ϕm(Im−1)− (m+ 1)ϕm(Im)ϕm(z2) 6= 0.
(3) Let T1, T2 be simple quotients of Wϕ′m. Then H(ϕm(z2))⊗T
V˜
1
∼=
H(ϕm(z2))⊗ T
V˜
2 if and only if T1
∼= T2.
Proof. From Lemma 4, we know that H is a simple H-module.
(1) Define L = span{dm+i, Ij, z1, z2, z3|i ∈ Z+, j ∈ Z}. From simple
computations we see that
H ∼= IndL
V˜(0,m)+
∑3
i=1 Czi
Cwϕm
∼= H(z˙2)⊗ Cwϕ′m
as L-modules, where the action of L on Cwϕ′m is given by (H+ Cz2 +
Cz3)wϕ′m = 0, xwϕ′m = ϕ
′
m(x)wϕ′m for all x ∈ V
(m) + Cz1. Therefore
from Lemma 8, we have
W˜ϕm
∼= IndV˜L(Ind
L
V˜(0,m)+
∑3
i=1 Czi
Cwϕm)
∼= IndV˜L(H(z˙2)⊗ Cwϕ′m)
∼= H(z˙2)⊗ Ind
V˜
L Cwϕ′m)
∼= H(z˙2)⊗W
V˜
ϕ′m
.
Parts (2) and (3) follows from Theorem 11 and some easy computa-
tions. 
Next we consider W˜ϕm for ϕ(z3) = 0.
thm-whittaker-2 Theorem 14. Suppose that m ≥ 1 and the Lie algebra homomorphism
ϕm : V˜
(0,m) +
∑3
i=1Czi → C is with ϕm(z3) = 0. Then the universal
Whittaker module W˜ϕm is simple if and only if ϕm(Im) 6= 0.
Proof. Case 1. ϕm(Im) 6= 0.
Since ϕm(d2m+j) = ϕm(Im+j) = 0 for all j ∈ N, we may choose some
α =
∑−1
i=−m ait
i ∈ C[t, t−1] such that
0 = ϕm(dn) + ϕm(t
nα), ∀n = m+ 1, m+ 2, . . . , 2m.
Then W˜
σα,0
ϕm becomes a new Whittaker module with the new action
dk ◦ wϕm = 0 for all k > m. Since ϕ(z3) = 0, the action of H on W˜ϕm
is unchanged. Without lose of generality, we may assume that
(3.11) ϕm(dk) = 0, ∀k > m.
Denote B = IndV˜
(0)
V˜(0,m)
Cwϕm . Then {d
im−1
m−1 · · · d
i0
0 wϕm |(im−1, . . . , i0) ∈
Zm+} is a basis of B. It is straightforward to check that Ik acts injectively
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on B, and B is simple as V˜(0,0)-module. Now from Theorem 1 in [CG]
(for d = 0 there), we see that Wϕm
∼= IndV˜
V˜(0,0)+
∑3
i=1 Czi
B is simple.
Case 2. ϕm(Im) = 0.
Let
w = (
m−1∑
i=0
aidi +
m+1∑
i=1
biI−i + cI−1I−1)wϕm ∈ W˜ϕm ,
where a0, . . . , am−1, b1, . . . , bm+1, c ∈ C will be determined. We will
make w into a Whittaker vector. From dm+iw = ϕm(dm+i)w and
I1+iw = ϕm(I1+i)w for i = 0, 1, ..., m, we obtain the following homoge-
nous linear system with 2m + 2 variables a0, . . . , am−1, b1, . . . , bm+1, c
and 2m+ 1 equations:
m−1∑
i=0
aiϕm([Ik, di]) = 0, k = 1, . . . , m− 1;
(−m− 1)bm+1 + 2cϕm([dm, I−1]) = 0,
m−1∑
i=0
aiϕm([dm, di]) +
m∑
i=1
biϕm([dm, I−i]) = 0,
m−1∑
i=0
aiϕm([dm+l, di]) +
m+1∑
i=1
biϕm([dm+l, I−i]) = 0, l = 1, 2 . . . , m.
It is clear that the homogenous linear system has a nonzero solution
since the number of equations is less than the number of variables.
Thus w generates a nonzero proper submodule of W˜ϕm . So we have
proved that W˜ϕm is not simple in this case. 
Now we summarize the established results of this subsection into the
following main theorem.
Theorem 15. Let m ∈ N and ϕm : V˜
(0,m) +
∑3
i=1Czi → C be a Lie
algebra homomorphism.
(1) Suppose ϕm(z3) 6= 0. Then the Whittaker module W˜ϕm is simple
if and only if
2ϕm(d2m)ϕm(z3) + ϕm(Im)
2 − 2(m+ 1)ϕm(Im)ϕm(z2) 6= 0, or
ϕm(d2m−1)ϕm(z3) + ϕm(Im)ϕm(Im−1)− (m+ 1)ϕm(Im)ϕm(z2) 6= 0.
(2) Suppose ϕm(z3) = 0. Then the Whittaker module W˜ϕm is simple
if and only if ϕm(Im) 6= 0.
4. Tensor products of highest weight modules and
modules of intermediate series
In this section, we will determine the necessary and sufficient condi-
tions for the tensor products of highest weight modules and modules
of intermediate series over V˜ to be simple.
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Let (I˙0, d˙0, z˙1, z˙2, z˙3) ∈ C
5, I be the left ideal in U(V˜) generated
by {dn, In, d0 − d˙0, I0 − I˙0, z1 − z˙1, z2 − z˙2, z2 − z˙3|n ∈ N}. Then
M(I˙0, d˙0, z˙1, z˙2, z˙3) = U(H)/I is a Verma module which is a free U(V˜
−)
module generated by the highest weight vector w = 1 + I. It has a
unique maximal submodule J(I˙0, d˙0, z˙1, z˙2, z˙3), and the quotient mod-
ule V (I˙0, d˙0, z˙1, z˙2, z˙3) = M(I˙0, d˙0, z˙1, z˙2, z˙3)/J(I˙0, d˙0, z˙1, z˙2, z˙3) is sim-
ple. We will denote the image of w by w¯. These modules are studied
in [ACKP, B].
Now we recall the modules of intermediate series from [LZ1]. For
any a, b, F ∈ C, A(a, b;F ) = C[x, x−1] is a V˜-module with the action
(4.1) z1 = z2 = z3 = 0,
(4.2) dnx
m = (α +m+ nb)xm+1,
(4.3) Inx
m = Fxm+n, ∀m,n ∈ Z.
It is well known that A(a, b;F ) is not simple if and only if a ∈
Z, b ∈ {0, 1} and F = 0. Denote by A′(a, b;F ) the unique nontrivial
simple sub-quotient of A(a, b;F ). Recall that A′(a, b, F ) ∼= A′(0, 0, 0)
if A(a, b;F ) is not simple.
It has been shown in [LZ1] that an simple V˜-module with finite-
dimensional weight spaces is either a highest (or lowest) weight module,
or isomorphic to some A′(a, b;F ).
0-0-0 Lemma 16. (1) Suppose z˙3 6= 0. Then V (I˙0, d˙0, z˙1, z˙2, z˙3)⊗ A
′(a, b; 0)
is simple if and only if V (d˙0 +
1
2z˙3
I˙0
2
− z˙2
z˙3
I˙0, z˙1− 1+
12z˙22
z˙3
)⊗A′(a, b) is
a simple V-module (which is determined in [CGZ]).
(2) If F 6= 0, then A(a, b;F )⊗ V (d˙0, z˙1)
V˜ is simple.
Proof. (1). Denote by H the highest weight H-module with I0 = I˙0
and z3 = z˙3. From Theorem 13 or [ACKP] we know that
V (I˙0, d˙0, z˙1, z˙2, z˙3) ∼= H(z˙2)⊗ V (d˙0 +
1
2z˙3
I˙0
2
−
z˙2
z˙3
I˙0, z˙1 − 1 +
12z˙2
2
z˙3
)V˜ ,
V (I˙0, d˙0, z˙1, z˙2, z˙3)⊗ A
′(a, b; 0)
∼= H(z˙2)⊗(V (d˙0+
1
2z˙3
I˙0
2
−
z˙2
z˙3
I˙0, z˙1−1+
12z˙2
2
z˙3
)⊗A′(a, b))V˜ .
Therefore the result follows from Theorem 11.
(2) Note that for any finite subset S ⊂ V (d˙0, z˙1), there exists some
r such that V(r) +H+Cz2 ⊂ annV˜(S). However A(a, b;F ) is simple as
V(r) + H+ Cz2 module. Thus the result follows from Theorem 7. 
Verma-nonsimple Lemma 17. The moduleM(I˙0, d˙0, z˙1, z˙2, z˙3)⊗A
′(a, b;F ) is not simple.
GENERALIZED OSCILLATOR REPRESENTATIONS 15
Proof. Let w be the highest weight vector of M(I˙0, d˙0, z˙1, z˙2, z˙3). Sup-
pose that xk, xk+1 6= 0 in A′(a, b;F ). The lemma is clear from the
following claim.
Claim. We have w ⊗ xk /∈ U(V˜)(w ⊗ xk+1).
Note that
U(V˜)(w ⊗ xk+1) = U(V˜−)U(V˜+)(w ⊗ xk+1) ⊂
∑
i∈Z+
U(V˜−)(w ⊗ xk+1+i).
Using the PBW Basis of U(V˜−), it is easy to verify that w⊗xk can not
be written as
∑r
i=1 u−i(w ⊗ x
k+i), where u−i ∈ U(V˜
−)−i with u−r 6= 0,
since the term u−rw ⊗ x
k+r in the expression of
∑r
i=1 u−i(w ⊗ x
k+i)
cannot be canceled. 
simplicity-00 Corollary 18. If I˙0 6= 0, then V (I˙0, d˙0, z˙1, 0, 0) ⊗ A
′(a, b;F ) is not
simple.
Proof. From Theorem 1 in [CG], we have
V (I˙0, d˙0, z˙1, 0, 0) =M(I˙0, d˙0, z˙1, 0, 0)
if I˙0 6= 0. The result follows from Lemma 17. 
lemma-19 Lemma 19. Suppose that F 6= 0. Then any nonzero submodule M of
V (I˙0, d˙0, z˙1, z˙2, z˙3)⊗ A(a, b;F ) contains w¯ ⊗ x
k for some k.
Proof. Take a nonzero β =
∑s
i=0 v−i⊗x
k+i ∈M , where v−i ∈ U(V˜
−)−iw¯.
Replacing β with uβ for some u ∈ U(V˜+) if necessary, we may assume
that v0 = w¯. Choose n such that djv−i = Ijv−i = 0, ∀j ≥ n, i =
1, 2, . . . , s. Note that A(a, b;F ) is simple as V(n) + H + Cz2 module.
Therefore from Lemma 6, we may choose some u ∈ U(V(n) +H+Cz2)
with uxk+i = δ0,ix
0 for all j = 1, 2, . . . , s. Rewrite u =
∑
i uiu
′
i with
ui ∈ U(H) and u
′
i ∈ U(V
(n)). Note that
IjIiX = FIi+jX, ∀i, j ∈ Z, X ∈ A(a, b;F ).
For sufficient large l, replacing IjIi with FIi+j in Ilu, we obtain u
′ ∈
U(V˜(n,n)) with u′xk+i = tluxk+i = Fδ0,ix
l, ∀i = 0, 1, . . . , s. Now 0 6=
u′β = Fw¯ ⊗ xl ∈M . 
Now we use the “shifting technique”. We will denote vk ⊗ x
i as
vk ⊗ y
i+k for all i, k ∈ Z, where vk ∈ V (I˙0, d˙0, z˙1, z˙2, z˙3) with d0vk =
(d˙0 + k)vk. Then
M(I˙0, d˙0, z˙1, z˙2, z˙3)⊗ A(a, b;F ) =M(I˙0, d˙0, z˙1, z˙2, z˙3)⊗ C[y, y
−1]
with the actions
shift-1 (4.4) dn(ukw ⊗ y
i) = ((dn − k + a+ i+ nb)ukw)⊗ y
n+i,
shift-2 (4.5) In(ukw ⊗ y
i) = ((In + F )ukw)⊗ y
i+n,
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for all uk ∈ U(V˜)k. For simplicity we define
W (k) =
∑
i∈Z+
U(V˜)(w ⊗ yk+i) ⊂M(I˙0, d˙0, z˙1, z˙2, z˙3)⊗A(a, b;F ),
W (k)n =W
(k) ∩ (M(I˙0, d˙0, z˙1, z˙2, z˙3)⊗ y
n), ∀n ∈ Z.
lemma-20 Lemma 20. (1) W (k) =
∑
i∈Z+
U(V˜−)(w ⊗ yk+i).
(2) W (k) ⊃ ⊕i≥kM(I˙0, d˙0, z˙1, z˙2, z˙3)⊗ y
i.
(3) M(I˙0, d˙0, z˙1, z˙2, z˙3)⊗ y
k−1 = W
(k)
k−1 ⊕ C(w ⊗ y
k−1).
(4) Suppose that P is a weight vector in U(V˜−) such that
Pw ⊗ yk−1 ∈ W
(k)
k−1 ⊂M(I˙0, d˙0, z˙1, z˙2, z˙3)⊗ A(a, b;F ),
then (U(V˜−)Pw)⊗ yk−1 ⊂W
(k)
k−1.
Proof. (1). It follows from U(V˜)(w⊗yi) = U(V˜−)U(V˜++V˜0)(w⊗yi) ⊂∑
j∈Z+
U(V˜−)(w ⊗ yi+j).
(2). Using (1), (4.4) and (4.5), by induction on s+m it is straight-
forward to prove that I−j1 . . . I−jsd−l1 · · · d−lmw⊗y
i ∈ W (k) for all i ≥ k
and j1, . . . , js, l1, . . . , lm ∈ N.
(3). This follows from (2) and the proof of Lemma 17.
(4). Suppose that P ∈ U(V˜−)m. From (2), (4.4) and (4.5), we have
(4.6)
(d−iPw)⊗ y
k−1 =d−i(Pw ⊗ y
k+i−1))
− (a−m+ k − 1− ib)(Pw)⊗ yk−1 ∈ W
(k)
k−1,
(4.7)
(I−iPw)⊗ y
k−1 =I−i(Pw ⊗ y
k+i−1))
− FPw ⊗ yk−1 ∈ W
(k)
k−1, ∀i ∈ N.
Therefore we may prove (4) by induction on m. 
For any n ∈ N, from Lemma 20 (3), similar to ϕn defined in [CGZ]
we may define the linear map ρn : U(V˜
−)→ C inductively as follows
rho-1 (4.8) ρn(1) = 1,
rho-2 (4.9) ρn(I−iu) = −Fρn(u),
rho-3 (4.10) ρn(d−iu) = −(a + k + i+ n− ib)ρn(u), ∀u ∈ U(V˜
−)−k.
Remark 21. It is clear that ρn depends only on a, b, F, n.
24 Lemma 22. Let P ∈ U(V˜−). Then
(1) Pw ⊗ tn ≡ ρn(P )w ⊗ t
n ( mod W (n+1));
(2) Pw ⊗ tn ∈ W (n+1) if and only if ρn(P ) = 0.
Proof. The proof for (1) is similar to that of Lemma 8 in [CGZ] but
one has also to consider I−k. Part (2) follows from (1). 
GENERALIZED OSCILLATOR REPRESENTATIONS 17
Let us recall some results from [B].
Theorem 23. [B] Let (I˙0, d˙0, z˙1, z˙2, z˙3) ∈ C
5 with z˙3 = 0.billig
(1) If I˙0
z˙2
/∈ Z or I˙0
z˙2
= 1, then M(I˙0, d˙0, z˙1, z˙2, 0) is simple.
(2) If 1− I˙0
z˙2
∈ N, thenM(I˙0, d˙0, z˙1, z˙2, 0) possesses a singular weight
vector Qw ∈ (d−p + U(V˜
−)H−)w and the quotient module
M(I˙0, d˙0, z˙1, z˙2, 0)/U(V˜
−)Qw is simple.
(3) If I˙0
z˙2
−1 ∈ N, thenM(I˙0, d˙0, z˙1, z˙2, 0) possesses a singular weight
vector Qw ∈ U(H−)H− and the quotient module
M(I˙0, d˙0, z˙1, z˙2, 0)/U(V˜
−)Qw is simple.
Remark 24. (1) Let M(d˙0, z˙1) be the Verma module over V. Then
it is well-known that (see [FF], for example), there exist two weight
vectors Q1w
′, Q2w
′ such that U(V−)Q1w
′+U(V−)Q2w
′ is the maximal
proper submodule of M(d˙0, z˙1), where Q1, Q2 ∈ U(V
−) may be zero or
be equal and w′ is the highest weight vector in M(d˙0, z˙1).
(2) If z˙3 = z˙2 = 0 and I˙0 6= 0, from [ACKP] or Theorem 1 in [CG]
we know that M(I˙0, d˙0, z˙1, z˙2, z˙3) is simple.
(3) If z˙3 6= 0, denote by H the highest weight H-module with I0 = I˙0
and z3 = z˙3. From Theorem 13 or [ACKP] we know that
M(I˙0, d˙0, z˙1, z˙2, z˙3) ∼= H(z˙2)⊗M(d˙0 +
1
2z˙3
I˙0
2
−
z˙2
z˙3
I˙0, z˙1 − 1 +
12z˙2
2
z˙3
)V˜ .
Let J = U(V−)Q1w2 + U(V
−)Q2w2 be the maximal proper submodule
of M(d˙0+
1
2z˙3
I˙0
2
− z˙2
z˙3
I˙0, z˙1−1+
12z˙22
z˙3
) where Q1, Q2 ∈ U(V
−) and w2 is
a highest weight vector. From Theorem 13 we know that U(V˜−)(w1 ⊗
Q1w2) + U(V˜
−)(w1 ⊗ Q2w2) is the unique maximal proper submodule
of H(z˙2) ⊗ M(d˙0 +
1
2z˙3
I˙0
2
− z˙2
z˙3
I˙0, z˙1 − 1 +
12z˙22
z˙3
)V˜ , where w1, w2 are
highest weight vectors of H(z˙2) and M(d˙0+
1
2z˙3
I˙0
2
− z˙2
z˙3
I˙0, z˙1−1+
12z˙22
z˙3
)
respectively. So we have proved that the maximal proper V˜-submodule of
M(I˙0, d˙0, z˙1, z˙2, z˙3) can also be generated by at most two weight singular
vectors.
Suppose that (I˙0, z˙2, z˙3) 6= (0, 0, 0), from the remark above, we always
have weight vectors (or zero) Q˜1, Q˜2 ∈ U(V˜
−) such that the maximal
proper V˜-submodule of M(I˙0, d˙0, z˙1, z˙2, z˙3) is generated by Q˜1w, Q˜2w
as U(V˜−) modules.
lemma-24 Lemma 25. Suppose that (I˙0, z˙2, z˙3) 6= (0, 0, 0) and V (I˙0, d˙0, z˙1, z˙2, z˙3)⊗
A′(a, b;F ) satisfies
Condition B: For any nonzero submodule V1 of V (I˙0, d˙0, z˙1, z˙2, z˙3)⊗
A′(a, b, F ), there exists some k (depending on V1), such that w¯⊗x
k+i ∈
V1 for all i ∈ Z+.
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(1) Suppose that A(a, b;F ) is simple. Then V (I˙0, d˙0, z˙1, z˙2, z˙3) ⊗
A(a, b;F ) is simple if and only if (ρn(Q˜1), ρn(Q˜2)) 6= (0, 0) for
all n ∈ Z.
(2) If (a, b, F ) = (0, 0, 0), then V (I˙0, d˙0, z˙1, z˙2, z˙3) ⊗ A
′(0, 0, 0) is
simple if and only if (ρn(Q˜1), ρn(Q˜2)) 6= (0, 0) for all n ∈ Z\{0}.
Proof. Denote by J = U(V˜−)Q˜1w + U(V˜
−)Q˜2w the maximal proper
submodule of M(I˙0, d˙0, z˙1, z˙2, z˙3).
(1) From condition B and Lemmas 20, 22, it is clear that the module
V (I˙0, d˙0, z˙1, z˙2, z˙3)⊗A(a, b;F ) is simple if and only if J⊗y
n+W
(n+1)
n =
M(I˙0, d˙0, z˙1, z˙2, z˙3) ⊗ y
n for all n ∈ Z if and only if (U(V˜−)Q˜1w +
U(V˜−)Q˜2w)⊗y
n 6⊂W
(n+1)
n for all n ∈ Z if and only if {Q1w⊗y
n, Q2w⊗
yn} 6⊂ W
(n+1)
n for all n ∈ Z if and only if (ρn(Q˜1), ρn(Q˜2)) 6= (0, 0) for
all n ∈ Z.
(2) The proof is similar to that of Part (1). The only difference is
that we don’t need (ρ0(Q1), ρ0(Q2)) 6= (0, 0) since the image of v ⊗ y
0
is zero in V (I˙0, d˙0, z˙1, z˙2, z˙3)⊗ A
′(0, 0, 0). 
Now we summarize the established results into the following main
result in this section.
Theorem 26. Let a, b, F, I˙0, d˙0, z˙1, z˙2, z˙3 ∈ C.
(1) If F 6= 0, then V (0, d˙0, z˙1, 0, 0)⊗ A
′(a, b;F ) is simple.
(2) V (0, d˙0, z˙1, 0, 0)⊗A
′(a, b; 0) is simple if and only if V (d˙0, z˙1)⊗
A′(a, b) is a simple V-module, which is determined in [CGZ].
(3) Suppose that (I˙0, z˙2, z˙3) 6= (0, 0, 0) and A(a, b;F ) is simple.
Then V (I˙0, d˙0, z˙1, z˙2, z˙3) ⊗ A(a, b;F ) is simple if and only if
(ρn(Q˜1), ρn(Q˜2)) 6= (0, 0) for all n ∈ Z.
(4) Suppose that (I˙0, z˙2, z˙3) 6= (0, 0, 0) and (a, b, F ) = (0, 0, 0). Then
V (I˙0, d˙0, z˙1, z˙2, z˙3)⊗A
′(0, 0, 0) is simple if and only if the pairs
(ρn(Q˜1), ρn(Q˜2)) 6= (0, 0) for all n ∈ Z\{0}.
Proof. (1) is from Lemma 16. (2) is trivial. If z˙3 = z˙2 = 0 and I˙0 6= 0,
we have the theorem from Corollary 18. If F = 0 and z˙3 6= 0, the
theorem follows from Lemma 16. For other case, we need to check the
Condition B in Lemma 25. If F 6= 0, we have Condition B hold from
Lemma 19. If F = z˙3 = 0 and z˙2 6= 0, we have Condition B hold from
the proof of Theorem 45 in [R]. 
The simplicity of the tensor product A′(a, b; 0)⊗V (I˙0, d˙0, z˙1, z˙2, 0) is
obtained in [R]. Let us recover it as an example.
Theorem 27. [R] Suppose that z˙3 = 0 and z˙2 6= 0.R
(1) For 1 − I˙0
z˙2
= p ∈ N, the module A′(a, b; 0) ⊗ V (I˙0, d˙0, z˙1, z˙2, 0)
is simple if and only if a− pb /∈ Z.
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(2) For I˙0
z˙2
− 1 ∈ N, the module A′(a, b; 0)⊗V (I˙0, d˙0, z˙1, z˙2, 0) is not
simple.
(3) The module A′(a, b;F ) ⊗ V (0, 0, z˙1, z˙2, 0) is simple if and only
if a− b /∈ Z.
Proof. Suppose that F = 0. Using Lemma 23, from easy computations
we see that ρn(Q) = 0 if
I˙0
z˙2
− 1 ∈ N, and ρn(Q) = ρn(d−p) = −(a+ p+
n− pb) if 1− I˙0
z˙2
= p ∈ N, which imply (1) and (2).
Now suppose that (I˙0, d˙0, z˙1, z˙2, z˙3) = (0, 0, z˙1, z˙2, 0), then it is straight-
forward to see that Q = d−1. And we have ρn(Q) = ρn(d−1) =
−(a + 1 + n− b), which implies (3). 
Example 6. Suppose that z˙3 6= 0 and F 6= 0. Let H be the highest
weight module over H with I0 = I˙0 and z3 = z˙3. Then M(I˙0,−
I˙0
2
˙2z3
+
I˙0z˙2
z˙3
, 2 − 12z˙2
2
z˙3
, z˙2, z˙3) ∼= H(z˙2) ⊗M(0, 1). The maximal submodule of
M(0, 1) is generated by the weight vector of weight −1. It is straight-
forward to obtain that Q˜1 = Q˜2 = d−1 +
I˙0
z˙3
I−1.
We know that ρn(Q˜1) = −(a+1+n−b)−
I˙0
z˙3
F . Therefore V (I˙0,−
I˙0
2
˙2z3
+
I˙0z˙2
z˙3
, 2− 12z˙2
2
z˙3
, z˙2, z˙3)⊗A(a, b, F ) is simple if and only if b−a−
I˙0
z˙3
F /∈ Z.
If n = b−a−1− I˙0
z˙3
F ∈ Z. So U(V˜) · (w¯⊗ yn+1) is the unique minimal
submodule of V (I˙0,−
I˙0
2
˙2z3
+ I˙0z˙2
z˙3
, 2 − 12z˙2
2
z˙3
, z˙2, z˙3) ⊗ A(a, b;F ), which is
simple and the quotient
V (I˙0,−
I˙0
2
˙2z3
+
I˙0z˙2
z˙3
, 2−
12z˙2
2
z˙3
, z˙2, z˙3)⊗ A(a, b;F )/(U(V˜) · (w¯ ⊗ y
n+1))
is a highest weight module with the highest weight vector w¯⊗yn+U(V˜)·
(w¯ ⊗ yn+1).
5. Simple V˜-modules from O
W˜
We will use the algebras defined in Sect.1: W˜ , a˜, V˜(r,s) and V˜ [λ].
In this section we will first classify all simple modules in O
W˜
, then
use the “embedding trick” to make these simple W˜-modules into simple
V˜-modules.
5.1. Simple modules in O
W˜
. For any B ∈ Oa˜ and 0 6= v ∈ B, define
orda˜(v), the order of v, to be the minimal nonnegative integer r with
Ir+iv = 0 for all i ≥ 0. And orda˜(B), the order of B, is defined to be
the maximal order of all its elements or ∞ if it doesn’t exist.
char-O(b) Lemma 28. Suppose that B ∈ Oa˜ is simple.
(1) We have orda˜(B) = orda˜(v) for all 0 6= v ∈ B. And there exists
some (r, s) ∈ Z2+ such that V˜
(r,s)B = 0, i.e., B can be regarded
as a simple module over a˜r,s.
20 RENCAI LU¨ AND KAIMING ZHAO
(2) If orda˜(B) = 0, then B is a simple a-module.
(3) If r = orda˜(B) > 0, then the action of Ir−1 on B is bijective.
Proof. For any nonzero v, v′ ∈ B, since B is simple, there exists some
u ∈ U(a˜), such that v′ = uv. It is straightforward to check that
Iiv
′ = Iiuv = 0, ∀i ≥ orda˜(v). So orda˜(v) ≥ orda˜(v
′). Similarly we
have orda˜(v
′) ≥ orda˜(v). Thus orda˜(v
′) = orda˜(v). Now suppose that
div = 0, ∀i ≥ k. Then take s = max{k, r}. It is easy to verify that
V˜(r,s)B = 0. So we have proved (1). Part (2) is trivial.
Now suppose that r = orda˜(B) > 0. Consider the subspace X =
{v ∈ B|Ir−1v = 0} which is a proper subspace of B. Then X and Ir−1B
are a˜-submodules of B. Since B is simple, X 6= B and Ir−1B 6= 0, we
deduce that X = 0 and Ir−1B = B, i.e., Ir−1B is bijective. Part (3)
follows. 
char-O(ww) Lemma 29. Let B ∈ Oa˜, W,W1 ∈ OW˜ be nontrivial simple modules.
(1) The module IndW˜a˜ (B) is simple in OW˜ ;
(2) The module Soca˜(W ) is a simple a˜-module, and an essential
a˜-submodule of W ;
(3) We have W ∼= IndW˜a˜ Soca˜(W ), B = Soca˜(Ind
W˜
a˜ B);
(4) We have W ∼= W1 if and only if Soca˜(W ) ∼= Soca˜(W1).
Proof. (1). LetM be any nonzero submodule of IndW˜a˜ (B) = C[d−1]⊗B.
Choose 0 6= v =
∑s
i=0 d
i
−1 ⊗ vi ∈ M with minimal s, where vi ∈ B.
Denote r = orda˜(B). If r = 0, the result follows from Lemma 2. Thus
we assume that r > 0. If s > 0, then
0 6= Irv ∈ −srd
s−1
−1 ⊗ Ir−1vs +
s−2∑
i=0
di−1 ⊗ B ⊂M,
which contradicts to the minimality of s. So s = 0, i.e., v ∈ 1 ⊗ B.
Therefore M = IndW˜a˜ (B), and Ind
W˜
a˜ (B) is simple.
(2). Fix some 0 6= w ∈ W with minimal orda˜w = r. LetM = U(a˜)w.
Then orda˜M = r, and W = C[d−1]M . If r = 0, the result follows from
Lemma 2. Thus we assume that r > 0. For any v =
∑s
i=0 d
i
−1wi ∈ W
with ws 6= 0 and wi ∈M for i = 0, . . . , s, we have
essential (5.1) 0 6= Ir+s−1v = (−1)
s(r + s− 1)(r + s) · · · rIr−1ws ∈M,
(5.2) Ir+iv = 0, ∀i ≥ s.
Thus orda˜(v) = r+ s. So W = C[d−1]⊗M and W ∼= Ind
W˜
a˜ M , thus M
is simple as a˜-module, and it is essential from (5.1).
Part (3) is an obvious consequence of (1) and (2). Part (4) follows
from (3). 
exmp-kappa Example 7. Consider some r ∈ N and set
µ = (µr, µr+1, . . . , µ2r), κ = (κ0, κ1, κ2, . . . , κr) ∈ C
r+1.
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Define the one dimensional V˜(0,r)-module Cvµ,κ with the action
d2r+ivµ,κ = Ii+rvµ,κ = 0, ∀i ∈ N,
Iivµ,κ = κivµ,κ, dr+ivµ,κ = µr+ivµ,κ, ∀k = 0, 1, . . . , r.
Then we have the induced W˜-module Wµ,κ = Ind
W˜
V˜(0,r)
Cvµ,κ.
Lemma 30. The W˜-moduleWµ,κ is simple if and only if (µ2r, µ2r−1, κr) 6=
(0, 0, 0).
Proof. If (µ2r, µ2r−1) 6= (0, 0), then from [MZ] or [LGZ], we know that
Wµ,κ is a simple W-module, hence a simple W˜-module. Now sup-
pose that (µ2r, µ2r−1) = (0, 0) and κr 6= 0. We make Cvµ,κ to be a
V˜(0,r)+
∑3
i=1Czi module by z1 = z2 = 0, z3 = 1. Then by Theorem 13,
IndV˜
V˜(0,r)+
∑3
i=1 Czi
Cvµ,κ is a simple V˜-module. Thus Ind
W˜+
∑3
i=1 Czi
V˜(0,r)+
∑3
i=1 Czi
Cvµ,κ
is a simple W˜ +
∑3
i=1Czi module, that is, Wµ,κ is a simple W˜-module.
On the other hand, if (µ2r, µ2r−1, κr) = (0, 0, 0), then it is straightfor-
ward to verify that dr−1vµ,κ generates a proper W˜ submodule. 
5.2. The “embedding trick”. Let W ∈ O
W˜
. Then W can be nat-
urally regarded as a module over C[[t]] d
dt
+ C[[t]]. Regard C[t, (t +
λ)−1] d
dt
+C[t, (t+ λ)−1] as a subalgebra of C[[t]] d
dt
+C[[t]]. We will use
the expression
(t + λ)m =
∞∑
i=0
(
m
i
)
λm−iti ∈ C[[t]], ∀m ∈ Z, λ ∈ C∗,
where
(
m
i
)
= m·(m−1)···(m−i+1)
i!
. Let
σλ : V˜ → C[t, (t + λ)
−1]
d
dt
+ C[t, (t+ λ)−1]
be the epimorphism of Lie algebras defined by σλ(f(t)
d
dt
) = f(t+ λ) d
dt
and σλ(zi) = 0, i = 1, 2, 3. So we have the V˜-module W [λ] = W with
the action
(5.3) zi ◦ w = 0, i = 1, 2, 3,
(5.4) (f(t)
d
dt
) ◦ w = σλ(f(t)
d
dt
)v = (f(t+ λ)
d
dt
)v,
(5.5) f(t) ◦ w = σλ(f(t))v = f(t+ λ)v, ∀ f(t) ∈ C[t, t
−1], w ∈ W.
We call the above method to make W˜-module W into V˜-module W [λ]
the “embedding trick”.
WW equivalent Remark 31. Note that σλ|W˜ is a Lie algebra automorphism. Hence
for any W ∈ O
W˜
, W [λ] is equivalent to W as W˜-modules. It is easy
to see that W [λ] /∈ O
V˜
for any λ ∈ C∗ unless W is trivial.
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thm10 Proposition 32. Suppose thatW,W ′ ∈ O
W˜
are simple and nontrivial,
λ, λ′ ∈ C∗.
(a) The module W [λ] is a simple V˜-module.
(b) We haveW [λ] ∼= IndV˜
V˜[λ]
Soca˜(W ) = C[d0]⊗Soca˜(W ), where Soca˜(W )
is considered as a V˜ [λ]-module.
(c) We have W [λ] ∼= W ′[λ′] as V˜-modules if and only if λ = λ′ and
W ∼= W ′ as W˜-modules.
Proof. Part (a) follows from Remark 31.
(b). For any w ∈ Soca˜(W ), any n ∈ Z, we have
(tn) ◦ w = (t + λ)nw =
∞∑
i=0
(
n
i
)
λm−itiw,
((t− λ)tn
d
dt
) ◦ w = (t(t+ λ)n
d
dt
)w =
∞∑
i=1
(
n
i
)
λm−i(ti+1
d
dt
)w.
So Soca˜(W ) is a V˜[λ]-module. The rest follows from the definition of
W [λ] and Lemma 29.
The sufficiency of Part (c) is trivial. Now suppose that ψ : W [λ]→
W ′[λ′] is a W˜-module isomorphism. Suppose that λ 6= λ′. For any
0 6= v ∈ W [λ], there exists some k ∈ N such that (C[t, t−1](t− λ)k d
dt
+
C[t, t−1](t− λ)k + Cz1 + Cz2 + Cz2) ◦ v = 0. Hence
e1 (5.6) (C[t, t−1](t− λ)k
d
dt
+ C[t, t−1](t− λ)k +
3∑
i=1
Czi) ◦ ψ(v) = 0.
And also there exists some k′ ∈ N, such that
e2 (5.7) (C[t, t−1](t− λ′)k
′ d
dt
+ C[t, t−1](t− λ′)k
′
+
3∑
i=1
Czi) ◦ ψ(v) = 0.
From (5.6) and (5.7), we have V˜ ◦ψ(v) = 0, a contradiction. So λ = λ′.
For any f(t) d
dt
+ g(t) ∈ W and v ∈ W , we have
ψ((f(t)
d
dt
+ g(t))v) = ψ((f(t− λ)
d
dt
+ g(t− λ)) ◦ v)
= (f(t− λ)
d
dt
+ g(t− λ)) ◦ ψ(v) = (f(t)
d
dt
+ g(t))ψ(v) ∈ W ′.
Thus ψ :W →W ′ is a W-module isomorphism. 
examp-Omega Example 8. Let A(b1, b2) be the Verma module over W˜ with the high-
est weight vector vb1,b2 of highest weight (b1, b2) ∈ C
2, i.e., d0vb1,b2 =
b1vb1,b2, I0vb1,b2 = b2vb1,b2, and Iivb1,b2 = divb1,b2 = 0 for all i > 0. De-
note Ω(λ; b1, b2) = A(b1, b2)[λ]. Then Ω(λ; b1, b2) is simple if and only
if (b1, b2) 6= (0, 0).
GENERALIZED OSCILLATOR REPRESENTATIONS 23
For any λ ∈ C∗, the action of V˜ on Ω(λ; b1, b2) = C[d0] ◦ vb1,b2 is
z1 = z2 = z3 = 0,
dm ◦ (d
i
0 ◦ vb1,b2) =(d0 −m)
i ◦ (dm ◦ vb1,b2)
=(d0 −m)
i ◦ (((t+ λ)m+1
d
dt
)vb1,b2)
=(d0 −m)
i ◦ (λm+1d−1 + (m+ 1)λ
md0)vb1,b2)
=(d0 −m)
i ◦ ((mλmd0 + λ
m(d0 + λd−1)vb1,b2)
=λm((d0 −m)
i(mb1 + d0)) ◦ vb1,b2 , ∀f(t) ∈ C[t],
Im ◦ (d
i
0 ◦ vb1,b2) =(d0 −m)
i ◦ (Im ◦ vb1,b2)
=(d0 −m)
i ◦ (((t+ λ)m+1)vb1,b2)
=(λm+1b2)(d0 −m)
i ◦ vb1,b2 , ∀i ∈ Z.
We see that, as V-modules, Ω(λ; b1, b2) is isomorphic to Ω(λ, b1 + 1)
defined in [LZ2].
examp-1 Example 9. Let Wµ,κ be as defined in Example 7 with r = 1. Then
Wµ,κ[λ] = C[d0, d−1]vµ,κ is simple if and only if µ 6= 0 or κ1 6= 0. Take
{di0 ◦ (d
j
0vµ,κ)|i, j ∈ Z+}
as a basis of Wµ,κ[λ]. Then action of V˜ on this basis is
z1 = z2 = z3 = 0,
dm ◦ (d
i
0 ◦ (d
j
0vµ,κ))
=λm((d0 −m)
id0) ◦ (d
j
0vµ,κ) +mλ
m(d0 −m)
i ◦ (dj+10 vµ,κ)
+
m2 +m
2
λm−1µ1(d0 −m)
i ◦ ((d0 − 1)
jvµ,κ)
+
m3 −m
6
λm−2µ2(d0 −m)
i ◦ (d0 − 2)
jvµ,κ),
Im ◦ (d
i
0 ◦ (d
j
0vµ,κ))
=(d0 −m)
i ◦ ((λmκ0d
j
0 +mλ
m−1(d0 − 1)
jκ1)vµ,κ).
5.3. Simplicity of tensor product modules. In this subsection we
will use Theorem 7 to construct more simple V˜-modules by taking
tensor product of simple modules constructed in this paper.
lemma-13 Lemma 33. Let W1,W2, . . . ,Wn ∈ OW˜ be simple and nontrivial, and
λ1, λ2, . . . , λn ∈ C
∗ pairwise distinct. Then the V˜-module
W1[λ1]⊗W2[λ2]⊗ · · · ⊗Wn[λn]
is simple.
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Proof. We will prove the lemma by induction on n. It is obvious for
n = 1. Now suppose that n > 1. Denote V1 =W1[λ1]⊗W2[λ2]⊗ · · · ⊗
Wn−1[λn−1] and V2 =Wn[λn].
From the inductive hypothesis, V1 is simple.
Take p(t) = (t− λ1) . . . (t − λn−1). From the definition of W [λ], we
see that for any finite subset v1 ∈ V1, and S2 ⊂ V2, there exists some
k0 ∈ N such that
(C[t, t−1]p(t)k0
d
dt
+ C[t, t−1]p(t)k0 + Cz1 + Cz2 + Cz2) ◦ v1 = 0,
(C[t, t−1](t− λn)
k0
d
dt
+C[t, t−1](t− λn)
k0 +Cz1 +Cz2 +Cz2) ◦ S2 = 0.
Note that C[t, t−1]p(t)k0 +C[t, t−1](t−λn)
k0 = C[t, t−1]. From Theorem
7, we know that V1⊗V2 =W1[λ1]⊗W2[λ2]⊗· · ·⊗Wn[λn] is simple. 
nonweight-tensor Theorem 34. Let W1,W2, . . . ,Wn ∈ OW˜ be simple and nontrivial,
V ∈ O
V˜
be simple, and λ1, λ2, . . . , λn ∈ C
∗ be pairwise distinct. Then
the V˜-module
V ⊗W1[λ1]⊗W2[λ2]⊗ · · · ⊗Wn[λn]
is simple.
Proof. Denote V1 = V and V2 =W1[λ1]⊗W2[λ2]⊗ · · ·⊗Wn[λn]. From
Lemma 33, V2 is simple. Take p(x) = (t−λ1) . . . (t−λn). Then see that
for any finite subsets v ⊂ V1, and S2 ⊂ V2, there exists some k0 > 0
such that
(C[t]tk0
d
dt
+ C[t]tk0
d
dt
)v = 0,
(C[t, t−1]p(t)k0
d
dt
+ C[t, t−1]p(t)k0 + Cz1 + Cz2 + Cz2) ◦ S2 = 0.
Clearly, (C[t]tk0 + (C[t, t−1]p(t)k0 = C[t, t−1]. By Theorem 7, we know
V1 ⊗ V2 = V ⊗W1[λ1]⊗W2[λ2]⊗ · · · ⊗Wn[λn] is simple. 
Example 10. Let λ1, . . . , λn ∈ C
∗ are pairwise distinct, a1, . . . , an, b1,
. . . , bn ∈ C, and V ∈ OV˜ is simple. From Example 8 and using Theorem
34, we obtain the simple module Ω(λ1; a1, b1) ⊗ Ω(λ2; a1, b2) ⊗ · · · ⊗
Ω(λn; an, bn)⊗ V if each (ai, bi) 6= (0, 0). Further, if we take bi = 0 for
all i, and V ∈ OV , then Ω(λ1; a1, 0)⊗Ω(λ2; a1, 0)⊗· · ·⊗Ω(λn; an, 0)⊗V
is also a simple V-module since H acts trivially. Such a simple V-
module is obtained in [TZ1, TZ2].
5.4. Isomorphism classes. In this subsection we will determine the
isomorphism classes of the simple tensor product V˜-modules discussed
in Theorem 34.
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Theorem 35. Suppose that W1[λ1] ⊗W2[λ2] ⊗ · · · ⊗Wn[λn] ⊗ V and
W ′1[λ
′
1]⊗W
′
2[λ
′
2]⊗· · ·⊗W
′
m[λ
′
m]⊗V
′ are isomorphic simple V˜-modules
as in Theorem 34. Then m = n, V ∼= V ′, λi = λ
′
i, Wi
∼= W ′i for
i = 1, 2, . . . , n after re-indexing the modules W ′m[λ
′
m].
Proof. For any v ∈ V or V ′, there is an l ∈ N such that(
C[t]tl
d
dt
+ C[t]tl
)
v = 0.
Let p1(t) = (t− λ1) . . . (t − λn) and p2(t) = (t− λ
′
1) . . . (t− λ
′
n). From
the given isomorphism, we know that, for any nonzero
X = w1 ⊗ · · · ⊗ wn ⊗ v ∈ W1[λ1]⊗W2[λ2]⊗ · · · ⊗Wn[λn]⊗ V,
there exists k0 ∈ N such that
(5.8)
(
C[t](p1(t)t)
k0
d
dt
+ C[t](p1(t)t)
k0
)
◦ wi = 0, i = 1, 2, . . . , n
(5.9)
(
C[t](p1(t)t)
k0
d
dt
+ C[t](p1(t)t)
k0
)
v = 0, and
p2 (5.10)
(
C[t](p2(t)t)
k0
d
dt
+ C[t](p2(t)t)
k0
)
X = 0.
If p1(t) ∤ p2(t), without lose of generality, we may assume that (t−λ1) ∤
p2(t). Let p(t) = p1(t)p2(t)/(t− λ1). Then(
C[t](p(t)t)k0
d
dt
+ C[t](p(t)t)k0
)
(w2 ⊗ · · · ⊗ wn ⊗ v) = 0.
Combining with (5.10), we know that
annw1 (5.11)
(
C[t](p(t)t)k0
d
dt
+ C[t](p(t)t)k0
)
◦ w1 = 0.
Note that there exists some k ∈ Z such that
annw2 (5.12)
(
C[t, t−1](t− λ1)
k d
dt
+ C[t, t−1](t− λ1)
k +
3∑
i=1
Czi
)
◦w1 = 0.
From (5.11) and (5.12), we have V˜ ◦ w1 = 0, which is a contradiction.
Thus p1(t)|p2(t), and similarly p2(t)|p1(t), to give p1(t) = p2(t). So we
have m = n, and we may assume that λi = λ
′
i for i = 1, 2, . . . , n.
Let ψ : W1[λ1]⊗ · · · ⊗Wn[λn]⊗ V → W
′
1[λ1]⊗ · · · ⊗W
′
n[λn]⊗ V
′ be
a V˜-module isomorphism. Fix some nonzero
X = w1 ⊗ . . . wn ⊗ v ∈ W1[λ1]⊗W2[λ2]⊗ · · · ⊗Wn[λn]⊗ V.
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Write ψ(X) =
∑s
i=1w
′
1,i⊗Yi with minimal s, where w
′
1,i ∈ W
′
1[λ
′
1], Yi ∈
W ′2[λ2]⊗· · ·⊗W
′
n[λn]⊗V
′. We know that Yi’s are linearly independent.
Denote p(t) = t(t− λ2) . . . (t− λn), then there exists k1 ∈ N such that(
C[t]p(t)k1
d
dt
+ C[t]p(t)k1
)
Yi = 0, ∀i = 1, 2, . . . , s,
(
C[t]p(t)k1
d
dt
+ C[t]p(t)k1
)
(w2 ⊗ · · · ⊗ wn ⊗ v) = 0.
Denote L = C[t]p(t)k1 d
dt
+ C[t]p(t)k1 . Then for any w ∈ W1[λ], w
′ ∈
W ′1[λ], it is straightforward to check that
annw_1 (5.13) ann
V˜
(w) + L = ann
V˜
(w′) + L = V˜.
For any w ∈ W1, we have W1[λ1] = U(V˜) ◦w = U(annL(w) +L) ◦w =
U(L)U(annL(w)) ◦w = U(L) ◦w, that is, W1[λ1] is a simple L-module.
Similarly we haveW ′1[λ1] is also simple as L-module. Now from Lemma
6, there exists some u0 ∈ U(L) such that u0 ◦ w
′
1,i = δi,1w
′
1,1. Then
ψ((u0 ◦ w1)⊗ (w2 ⊗ · · ·wn ⊗ v)) = w
′
1,1 ⊗ Y1.
And
ψ((uu0) ◦ w1)⊗ (w2 ⊗ · · ·wn ⊗ v))) = (u ◦ w
′
1,1)⊗ Y1, ∀u ∈ U(L).
Recall that W1[λ1],W
′
1[λ1] are simple V˜ -module. Therefore we have
the well-defined linear map ϕ : W1[λ1] → W2[λ2] defined by ϕ(u ◦
(u0 ◦ w1)) = u ◦ w
′
1,1 for all u ∈ U(L), which is obvious a L-module
isomorphism. Now we only need to show that it is also a V˜-module
homomorphism. Now for any w ∈ W1[λ], it is easy to check that
L + (ann
V˜
(w) ∩ ann
V˜
ϕ(w)) = V˜. Then for any x ∈ V˜, we may write
x = x1 + x2 with x1 ∈ L and x2 ∈ annV˜(w) ∩ annV˜ ϕ(w). Now
ϕ(x ◦ w) = ϕ(x1 ◦ w) = x1 ◦ ϕ(w) = x ◦ ϕ(w),
i.e., ϕ is a V˜-module isomorphism.
Similarly, we have Wi[λi] ∼= W
′
i [λi] for i = 2, 3, . . . , n, and V
∼= V ′.
Now the theorem follows from Proposition 32 (c). 
It is easy to see that the simple modules for m ≥ 1 in Theorem 34
are not isomorphic to any generalized oscillator representations.
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