Abstract-In this paper, we carry out null space analysis for Class-Specific Discriminant Analysis (CSDA) and formulate a number of solutions based on the analysis. We analyze both theoretically and experimentally the significance of each algorithmic step. The innate subspace dimensionality resulting from the proposed solutions is typically quite high and we discuss how the need for further dimensionality reduction changes the situation. Experimental evaluation of the proposed solutions shows that the straightforward extension of null space analysis approaches to the class-specific setting can outperform the standard CSDA method. Furthermore, by exploiting a recently proposed outof-class scatter definition encoding the multi-modality of the negative class naturally appearing in class-specific problems, null space projections can lead to a performance comparable to or outperforming the most recent CSDA methods.
I. INTRODUCTION
Class-specific discrimination finds application in problems where the objective is to discriminate a class of interest from any other possibility. One of the most notable examples of class-specific problems is person identification, e.g., through face or motion analysis [1] , [2] . Different from person recognition, which is a multi-class classification problem defined on a pre-defined set of identity classes, person identification discriminates a person of interest from all the other people, i.e., is a binary problem. The application of Linear Discriminant Analysis (LDA) [3] , [4] , [5] in such binary problems leads to one-dimensional discriminant subspace due to the rank of the adopted between-class scatter matrix. Class-Specific Discriminant Analysis (CSDA) [1] , [6] , [7] , [8] , [9] , [10] allows discriminant subspaces of higher dimensionality by defining suitable intra-class and out-of-class scatter matrices. This leads to better class discrimination in such binary problems compared to LDA [6] , [8] , [9] .
Existing methods for CSDA typically operate on nonsingular scatter matrices and seek for discriminant directions in the span of the positive training data. In the case where the data dimensionality is higher than the cardinality of the training set, the scatter matrices are singular and regularization is applied to address computational stability problems. However, experience c 2019 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted component of this work in other works. from multi-class discriminant analysis approaches dealing with this small sample size problem [11] indicates that null space directions contain high discrimination power [12] , [13] , [14] . Interestingly, one-class discrimination approaches based on null space analysis have been also recently proposed [15] , [16] . However, the latter ones are in fact designed by following a multi-class setting and cannot be directly extended for classspecific discrimination.
In this paper, we provide a null space analysis for CSDA. We then formulate straightforward class-specific variants of Null space Linear Discriminant Analysis (NLDA) [12] , [11] , and closely related Uncorrelated Linear Discriminant Analysis (ULDA) [17] , [18] , [19] , Orthogonal Linear Discriminant Analysis (OLDA) [20] , and Regularized Orthogonal Linear Discriminant Analysis (ROLDA) [13] methods. We carry out a detailed evaluation of the significance of each algorithmic step both theoretically and experimentally and discuss different implementation strategies. Furthermore, we combine the concepts of null space analysis with a recently proposed out-of-class scatter definition encoding the multi-modality of the negative class naturally appearing in class-specific problems [21] and propose heterogeneous extensions of the class-specific null space algorithms. Our experimental evaluation of the proposed methods shows that the straightforward extensions can outperform the baseline CSDA algorithm, while the heterogeneous extensions can achieve a performance comparable to or outperforming the most recent CSDA extensions.
The rest of the paper is organized as follows. In Section II, we give the generic problem statement for class-specific subspace learning. In Section III, we introduce the standard CSDA algorithm as well as recent extensions. The main contributions of this paper are described in Section IV, where we provide the null space analysis and propose a number of CSDA extensions exploiting the analysis. We give our experimental results in Section V and conclude the paper in Section VI.
II. PROBLEM STATEMENT
Let us denote by x i ∈ R D , i = 1, . . . , N the training vectors, each followed by a binary label l i ∈ {1, −1}, where a label l i = 1 indicates that sample i belongs to the class of interest, or the positive class, while a label l i = −1 indicates that sample i belongs to the negative class. In practice, the latter case corresponds to a sample belonging to one of the subclasses forming the negative class, the labels of which are not available during training either because these subclasses are not sampled adequately well or because they are expensive to annotate. We want to map the training vectors to a lowerdimensional feature space, i.e., x i ∈ R D → z i ∈ R d , d ≤ D, so that the discrimination of the positive class to the negative class is increased.
A basic assumption in class-specific learning is that the two classes are not linearly separable, but the negative samples lay in multiple directions around the samples of the class of interest. Therefore, class-specific methods typically rely on non-linear approaches. To non-linearly map x i ∈ R D to z i ∈ R d , traditional kernel-based learning methods map the training vectors to an intermediate feature space F using a function φ(·), i.e., x i ∈ R D → φ(x i ) ∈ F . Then, linear class-specific projections are defined by exploiting the Representer theorem and the non-linear mapping is implicitly performed using the kernel function encoding dot products in the feature space, i.e., κ(x i , x j ) = φ(x i ) T φ(x j ) [22] . In this way, a non-linear projection from R D to R d is expressed as a linear transformation of the kernel matrix K ∈ R N ×N having as elements the pair-wise dot products of the training data representations in F calculated using the kernel function κ(., .).
One can also exploit the Nonlinear Projection Trick (NPT) [23] and apply first an explicit non-linear mapping
. This is achieved 
). In the cases, where the size of training set is prohibitive for applying NPT, approximate methods for kernel subspace learning can be used, like the one in [24] . After applying NPT, a linear projection z i = G T φ i , where G ∈ R r×d , corresponds to a nonlinear mapping from R D to R d . In the rest of this paper, we assume that the data has been preprocessed with NPT, which allows to obtain nonlinear mappings with linear formulations.
III. CLASS-SPECIFIC DISCRIMINANT ANALYSIS
CSDA [6] defines the optimal projection matrix G as the one projecting the data representations of the positive class as close as possible to the positive class mean while at the same time maximizing the scatter of the negative class data from the positive class mean. This objective is achieved by calculating the out-of-class and intra-class scatter matrices w.r.t. the positive class meanφ p ∈ R r :
The optimal G is the one maximizing the following criterion:
where tr(·) is the trace operator. G is obtained by solving the generalized eigenproblem S n g = λS p g and keeping the eigenvectors in the row the space of both scatter matrices corresponding to the d largest eigenvalues [25] , where d ≤ min(N p − 1, D) with the assumption that N p ≤ N n . By defining the total scatter matrix as
we can easily see that S t = S p +S n and we get two equivalent optimization criteria for CSDA:
While the scatter matrices are symmetric (and also the inverse of a symmetric matrix is symmetric), their product is typically not symmetric, which means that the eigenvectors of (S −1 p )S n used as the solution of CSDA are not guaranteed to be orthogonal. Furthermore, when the data dimensionality leads to rank deficient scatter matrices, the inverse of S −1 p cannot be directly computed. This is known as the small sample size problem [11] .
A long line of research has considered these issues for LDA and Kernel Discriminant Analysis (KDA) including variants such as regularized LDA [26] , pseudo-inverse LDA [27] , NLDA [12] , [11] , ULDA [17] , [18] , [19] , OLDA [20] , and ROLDA [13] . However, the problems induced by the small sample size problem and the scatter matrix singularity have not received much attention in connection with CSDA. A common approach is to follow the approach of regularized LDA and solve for the eigenvectors of (S p + µI) −1 S n , where µ is a small positive value and I is an identity matrix. The drawback of this approach is the additional hyperparameter µ, the value of which may have a significant impact on the results and is usually determined by following a cross-validation process.
A Spectral Regression [28] based solution of (1) was proposed in [8] , [9] . It has been shown in [29] that the spectral regression based solution of (1) can be efficiently calculated by exploiting the labeling information of the training vectors. The equivalence of (1) to a low-rank regression problem in which the target vectors can be determined by exploiting the labeling information of the training vectors was proposed in [30] . Finally, a probabilistic framework for class-specific subspace learning was recently proposed in [21] , encapsulating criterion (1) as a special case.
IV. NULL SPACE ANALYSIS FOR CSDA
In the rest of the paper, we assume that the data is centered to the positive class mean. This can always be done by setting φ i −φ p → φ i . Then, the total, intra-class, and out-of-class scatter matrices are given as
, and S n = Φ n Φ T n , where Φ p ∈ R r×Np and Φ n ∈ R r×Nn with N p +N n = N are matrices having as columns the positive and negative training data, respectively. For linearly independent training samples φ i , i = 1, . . . , N , we have rank(S p ) = min (N p − 1, r), rank(S n ) = min (N n , r) and rank(S t ) = min (N − 1, r). When N p − 1 ≥ r and N n ≥ r, all scatter matrices are full rank and the corresponding null spaces are empty. As the null spaces are the main focus of this paper, we concentrate on cases, where N − 1 ≤ r. Thus, we have rank(S t ) = N − 1 = rank(S n ) + rank(S p ).
Here, we should note that linear independence of training vectors x i , i = 1, . . . , N does not necessarily imply linear independence of φ i , i = 1, . . . , N for any given kernel function. However, for widely used kernel functions, like the Radial Basis Function (RBF) and linear kernels, this connection exists. For data representations in R r obtained by applying NPT, we have S t with full rank. This is because the dimensions corresponding to the zero eigenvalues of K have been discarded and because S t and K are symmetrizable matrix products (K = Φ T Φ and S t = ΦΦ T ) meaning that they share the same eigenvalues [31] . We have r = N − 1, whenever the training vectors x i , i = 1, . . . , N are linearly independent and D ≥ N − 1.
To define discriminant directions for our null space CSDA, we will follow ideas similar to those in Null Foley-Sammon transform [32] . That is, the projection matrix G is formed by the projection directions satisfying
The vectors satisfying the above expressions are called null projections and, since J (G) → ∞, lead to the best separability of the positive and negative classes. As S t = S p + S n , the projections satisfying both (2) and (3) satisfy
In order to further analyze the null space projections g, we denote by S x any of the above-defined scatter matrices and define the null and orthogonal complement spaces of a matrix S x as follows:
x is the row space of S x (and as S x is symmetric it is also equal to the column space). From the above equations, we see that
Moreover, g is a null projection of S t , i.e., g T S t g = 0, only if g T S p g = 0 and g T S n g = 0, since S t = S p + S n and all three matrices are positive semi-definite. Thus, we have shown that
When S t is full rank, we have N t = ∅, which means that N p = N ⊥ n , i.e., the directions satisfying (3) (or equivalently (4)) also satisfy (2) . This implies also that nullity(S p ) = rank(S n ) (and nullity(S n ) = rank(S p )). When N t = ∅ does not hold, it can be achieved by mapping the data to the row space of S t .
The eigenvectors corresponding to zero eigenvalues span the null space of a matrix, while the eigenvectors corresponding to non-zero eigenvalues do not necessarily span the whole row space. However, since we are dealing with symmetric matrices having orthogonal eigenvectors the whole space is spanned. Furthermore, when N t = ∅, the eigenvalues of S t are the positive eigenvalues of S p and S n , i.e., (6) where S t ∈ R d×d , λ 1 , ..., λ d are the eigenvalues of S t , ρ 1 , ..., ρ rank(Sp) are the non-zero eigenvalues of S p , and ν 1 , ..., ν rank(Sn) are the non-zero eigenvalues of S n . This is because for the non-zero eigenvalues of S n , we have S n w = (S t −S p )w = S t w +0 = ρw and in a similar manner the non-zero eigenvalues of S p are eigenvalues of S t . As rank(S t ) = rank(S p ) + rank(S n ), the non-zero eigenvalues of S p and S n form the full set of eigenvalues of S t . However, we observed experimentally that for most datasets S t is quite ill-conditioned (i.e., it has a large ratio of largest to smallest eigenvalues). We also observed numerical instability occurring especially in computations involving eigenvalues of S n . (6) typically does not hold accurately and the null space of S p and the row space of S n are not properly aligned.
Now we proceed to formulate CSDA extensions based on the null space analysis. We will analyze the significance of each algorithmic step and also discuss the consequences of the above-mentioned numerical instability.
A. Null Space Class-Specific Discriminant Analysis
In this section, we propose Null space Class-Specific Discriminant Analysis (NCSDA), where we exploit similar steps as proposed for the original NLDA [12] and its extensions [11] , [13] . We aim at exploiting the discriminant information available in the null space of intra-class scatter matrix S p by maximizing the following constrained criterion:
As for NLDA, the main idea is to first remove the null space of S t to ensure N p = N ⊥ n , then map the data to the remaining null space of S p , and finally maximize S n there. A major difference w.r.t. NLDA is the final subspace dimensionality innately following from the algorithm. After removing the null space of S t , nullity(S p ) = rank(S n ) and, in the same way, nullity(S w ) = rank(S b ) for NLDA. The rank of the between-class scatter matrix S b used in NLDA is limited by the number of classes. Thus, the innate subspace dimensionality is low and the NLDA methods do not apply any further dimensionality reduction. However, the innate NCSDA dimensionality is typically much higher equaling to rank(S n ) = N n and, therefore, it becomes a desired property that the algorithm can, in addition to mapping data to the N p , also provide an optimal ranking for the projection vectors so that only some of them can be selected to obtain lowerdimensional final representations. The pseudo-code of the proposed NCSDA is given in Algorithm 1 and each step is analyzed below.
Steps 1-2 remove the null space of S t to obtain N p = N ⊥ n (due to (5)). We follow [13] and use Singular Value Decom-
% Map data to row space of S t and form scatter matrices used in Step 3
Step 3 (x) 2 is recommended with (11) or (13) in Step 3 position (SVD) to get Φ = UΣV T , where U and V are orthogonal,
t×t is a diagonal matrix with positive diagonal elements in decreasing order and t = rank(S t ). Therefore,
contains the eigenvectors of S t corresponding to non-zero eigenvalues, U t⊥ ∈ R r×(r−t) contains the eigenvectors corresponding to zero eigenvalues, and Σ 2 r contains the non-zero eigenvalues. The reduced SVD of Φ can be now given as
Step 2 projects the data to the subspace spanned by the columns of U t to remove the null space of S t . We denote the scatter matrices of projected data asS t ,S p , andS n . We note that Step 2 corresponds to applying uncentered Principal Component Analysis (PCA) on the data centered to the positive class mean with the dimensionality set to t = rank(S t ). As discussed above, for data matrix Φ obtained by applying NPT, S t is full rank, i.e., N t = ∅. In this case, Steps 1 and 2 are not needed, but we keep them in the algorithm to ensure that N p = N ⊥ n for any input data. In Step 3, the null space ofS p is computed. It is the most critical step in NCSDA. Following the approach of [11] , [32] , the null space can be found by solving the eigenproblem
and forming the projection matrix W from the eigenvectors corresponding to the zero eigenvalues. AsS p is symmetric, the resulting projection vectors will be orthogonal. While these projection vectors span the null space ofS p , the zero eigenvalues do not provide any additional information for ranking the vectors when an additional dimensionality reduction is desired.
Output: projection matrix G % Find row space of S t using reduced SVD as in (8) 
% Form the projection matrix R 2: UCSDA and OCSDA:
% Map data to row space of S t and form scatter matrices used in Step 4
% Find W spanning row space ofS n 4: Compute W via (17), (18), or (12) % Combine projection matrices
n , we can turn our attention toS n and solve the eigenproblemS n w = λw (10) to find the vectors spanning the row space ofS n (i.e, select the eigenvectors corresponding to non-zero eigenvalues). Also this approach results in orthogonal projection vectors and it allows to rank them according to their ability to maximize tr G T S n G in J N (7). However, our experiments show that the projection vectors obtained by solving (10) fail to span the null space ofS p due to the numerical instability discussed above. This makes the classification performance poor.
Therefore, we also investigate the use of the following generalized eigenproblems in Step 3 to analyze their ability to provide null projections forS p and to rank the projection vectors for further dimensionality reduction:
where µ is a small positive value and I is an identity matrix. To obtain the projection vectors, we select the eigenvectors corresponding to the zero eigenvalues for (11) , but the eigenvectors corresponding to the non-zero eigenvalues for (12) and (13) .
Other possible generalized eigenproblems to consider could beS p w =S t λw andS t w = S p + µI λw. However, we leave them out, because the analysis for the former combines the elements (drawbacks) of those for (11) and (13), while the latter gives exactly the same results as (12) when selecting the eigenvalues smaller than one. The projection vectors resulting from the generalized eigenproblems are no longer guaranteed to be orthogonal. However, for symmetric matrices A and B and for a positive definite B, the generalized eigenproblem Aw = Bλw has real eigenvalues and the eigenvectors are linearly independent and B-orthogonal, i.e., w T i Bw j = 0 for i = j [33] . All the scatter matrices are symmetric and positive semi-definite. After removing the null space of S t ,S t is full rank and, therefore, positive definite. Furthermore, the regularization applied in (11) and (12) preserves the symmetry, while makingS n and S p positive definite. Thus, (11) , (12) , and (13) will haveS northogonal,S p -orthogonal, andS t -orthogonal eigenvectors, respectively. For (12) and (13), the linear independence of the eigenvectors is important to maintain the assumption that the eigenvectors corresponding to the non-zero eigenvalues span the row space ofS n and, thus, the null space ofS p due to (5) . For (12), we have W T S p + µI W = I. Since we select only the eigenvectors spanning the row space ofS n to form W and assume that they are null projections forS p , we get
e., the projection vectors are orthogonal.
Considering the usefulness of (11)- (13) for projection vector ranking, the eigenvectors corresponding to zero eigenvalues are used in (11) and, therefore, the eigenvalues do not offer ranking information. Furthermore, after mapping the data to the row space of S t all the non-zero generalized eigenvalues computed with respect toS t as in (13) are equal to one and, thus, they are also useless for ranking. Only for (12) we have non-zero eigenvalues which can be directly used for ranking the projection vectors. We also note that (12) corresponds to applying the standard CSDA in the row space of S t , which results in orthogonal projection vectors. In our experiments, the projection vectors solved from (11)-(13) span the null space ofS p with same accuracy as the solution of (9).
Step 4 aims at finding a mapping M that maximizesS n in the null space ofS p . The mapping can be formed by solving the eigenproblem W TS n Wm = λm and taking the eigenvectors corresponding to non-zero eigenvalues. A corresponding step was a part of the original NLDA [12] . However, it was considered unnecessary in [11] sinceS n , or S b in the case of NLDA, has no null space to remove (S n should be full rank after removing the null space of S t and mapping to null space ofS p ) and it was proved in [13] that the projection M has now effect in the algorithm. This is because for any orthogonal matrix A, tr(A T BA) = tr(B). We know that M is orthogonal because W TS n W is symmetric. Therefore,
T t S n U t W and M has no effect in maximizing (7) . However, these arguments against Step 4 do not take into account the need for ranking the projection vectors for further dimensionality reduction, while it offers another approach for evaluating the usefulness of the vectors.
Our experiments confirm that Step 4 improves the results when combined with using (9) in Step 3 and the subspace dimension is cut to 1-25. With (10) and (12), the vectors have been already ranked to maximize (7) and Step 4 does not change the results. For (11) and (13),S n /S t -orthogonality of Step 4 will be equal to one and no further ranking information is gained.
In
Step 5, the separate projection matrices are combined to form G. Finally, we add an optional step to orthogonalize G. This Step 6 compensates for the lack of orthogonality following from using (11) or (13) in Step 3. When (9), (10), or (12) is used, the projection vectors are already orthogonal and Step 6 has no effect.
B. Orthogonal CSDA
Next, we formulate three modified optimization criteria as straightforward class-specific versions of those originally used for (generalized) ULDA [20] , OLDA [20] , and ROLDA [13] . The criterion for the proposed Uncorrelated Class-Specific Discriminant Analysis (UCSDA) is
where () + denotes the pseudo-inverse and d = rank(S n ) is the subspace dimensionality. The projection vectors are required to be S t -orthogonal, which guarantees that the vectors mapped to the projection space are mutually uncorrelated. The criterion for the proposed Orthogonal Class-Specific Discriminant Analysis (OCSDA) is almost the same, but the constraint now requires standard orthogonality:
Finally, the criterion for Regularized Orthogonal ClassSpecific Discriminant Analysis (ROCSDA) regularizes the total scatter matrix in J O (G):
Let us consider the criterion in J U (G) and J O (G) without taking the constraints into account first. We have
where d is the subspace dimensionality, the first equality follows from S t = S p + S n and basic properties of trace, the second equality follows from tr(A + A) = rank(A) for all square matrices, and the inequality is due to
for the positive semi-definite S p . Thus, the criterion gets its maximum value for a given d ifS t is full rank and G is a null projection for S p . Therefore, NCSDA maximizes the criterion for d = rank(S n ) if N p = N ⊥ n . From our null space analysis, we know that this can be obtained by removing the null space of S t if rank(S t ) = rank(S p ) + rank(S n ). As we consider in this paper only cases where N −1 ≤ r, the solution of NCSDA always maximizes the criterion and provides a solution to UCSDA/OCSDA whenever the constraints are satisfied. In Section IV-A, we presented solutions which are either S torthogonal, orthogonal, or both.
The original solutions to generalized ULDA [20] and OLDA [20] were derived using simultaneous diagonalization of the three scatter matrices. This solution does not require rank(S t ) = rank(S p ) + rank(S n ) to hold. It can be shown that G simultaneously diagonalizes S t , S p , and S n and is a solution to J U (G) for d = rank(S n ) (see [20] , [19] 
where P q is orthogonal and contains the eigenvectors ofS n corresponding to the non-zero eigenvectors. Thus, W spans the row space ofS n . We now provide a pseudo-code for the proposed UCSDA, OCSDA, and ROCSDA based on the above derivation in Algorithm 2. While Steps 1-2 in Algorithm 1 apply uncentered PCA on the data, Steps 1-3 in Algorithm 2 apply uncentered PCA whitening. In our NCSDA experiments, we observed a discrepancy between the vectors spanning the null space of S p (as solved from (9)) and vectors spanning the row space ofS n (as solved from (10)), which we believe to be related with the ill-conditioned total scatter matrixS t . The whitening operation gives S t -orthogonal projection vectors and, after mapping, all the eigenvalues ofS t will be ones. Thus,S t is no longer ill-conditioned. Indeed, we observe the whitening to cure the discrepancy and the projection vectors solved using (10) become able to satisfy the null constraint for S p .
However, due to (6), all the non-zero eigenvalues ofS n andS t will be also ones. This removes the ability of the non-zero eigenvalues to rank the projection vectors for dimensionality reduction. Applying ROCSDA provides a compromise between the ill-conditioned total scatter matrix and losing the ranking ability due to equalized eigenvalues. The regularized whitening leads to stable eigenvalues close to one, but leaves some variability to use for ranking the projection vectors, which significantly improves the performance. While ROCSDA can also prevent numerical errors due to division with very small numbers, this is not relevant for our implementation, because typically a threshold ǫ > 0 (e.g., ǫ = 10 −6 ) is used to decide whether an eigenvalue equals to zero and setting values of α smaller than ǫ brings the same improvement. We believe that the whitening applied in UCSDA and OCSDA prevents numerical errors of NCSDA, while the main contribution of ROCSDA is to improve the projection vector ranking.
Step 4 finds vectors spanning the row space ofS n . We know from our null space analysis that due to (5) this corresponds to finding the vectors spanning the null space ofS p . In fact, we could use any of the eigenproblems used in Step 3 of Algorithm 1 also here. However, we now confine ourselves to the best performing eigenproblem (12) along with (17) and a similar SVD approach forΦ p given as
where we select as our projection vectors the columns of P q⊥ , which correspond to the zero singular values in the full SVD.
C. Heterogeneous Null Space CSDA and Heterogeneous Orthogonal CSDA
Up to this point, we have aimed at maximizing S n following the standard CSDA assumption, i.e., the negative samples are evenly spread out around the positive class. However, this is typically not the case, but the negative class actually consist of more than one distinct classes. While in class-specific approaches, we assume not to know labels for such classes, we can still cluster the negative data and reformulate the solution so that we allow the clusters of similar items to stay close to each other and concentrate on maximizing the distance of these clusters to the positive class mean. Such an approach has been recently proposed in [21] and here we combine the heterogeneous formulation for the negative class with the concepts based on our null space analysis.
We now assume the negative class to be formed of K clusters. The centroid of the k th cluster can be computed
where N k is the number of items in the cluster and φ kj is the j th sample in the cluster. The out-of-class scatter was earlier defined as
Let us define the negative class within-cluster scatter S nw and the between-cluster scatter S nb as
We can show that S n = S nw + S nb as follows
where the zero comes from
We now proceed to propose optimization criteria for two heterogeneous CSDA variants exploiting the null space analysis, namely Heterogeneous Null space Class-Specific Discriminant Analysis (HNCSDA) and Heterogeneous Orthogonal Class-Specific Discriminant Analysis (HOCSDA). The 
and for HOCSDA
Maximizing tr G T S nb G instead of tr G T S n G will try to push the clusters of the negative class far away from the positive class mean while allowing the samples within the clusters be close to each other. This in many cases describes the negative class in a more natural way. Furthermore, we can see that rank(S nw ) = N n − K, rank(S nb ) = K, and rank(S w ) = rank(S nb ) + rank(S nb ) for linearly independent samples. Thus, the innate dimensionality of the proposed heterogeneous methods will be limited by the number of clusters in the negative class, which is low enough to be used as the final subspace dimensionality. The pseudo-code for the proposed HNCSDA is presented in Algorithm 3 and the pseudo-code for the proposed HOCSDA in Algorithm 4.
For
Step 3 in HNCSDA, we select the generalized eigenproblemS p w = S n + µI λw (11). For NCSDA, it demonstrated a good ability to produce null projections forS p also for the test samples. In HOCSDA, we do not apply further dimensionality reduction and, therefore, we do not use the regularized whitening of ROCSDA. We perform the clustering of the negative samples using the K-means algorithm, where the number of clusters, K, is determined via cross-validation.
Following an analysis similar to one presented in Section IV, we can show that N n = N nw N nb and that the non- 
zero eigenvalues ν i of S n are equal to the non-zero eigenvalues of S nw and S nb :
where ν 1 , ..., ν rank(Sn) are the positive eigenvalues of S n , θ 1 , ..., θ rank(Snw) are the non-zero eigenvalues of S nw , and γ 1 , ..., γ rank(S nb ) are the non-zero eigenvalues of S nb . In the proposed heterogeneous approaches, the non-zero eigenvalues of S n will be equal to one either due to mapping to the row space of S n (HNCSDA) or due to whitening the data (HOCSDA). However, this is no longer a problem as we do not need to rank the projection vectors for further dimensionality reduction after solving for M in Step 7 in HNCSDA and Step 5 in HOCSDA. Moreover, we see that the direction maximizing S nb are in the null space of S nw . Thus, the proposed HNCSDA method optimizes also a more tightly constrained criterion
Now considering the case K = 1, we get
where S w * and S b * are the within-class and between-class scatter matrices for the binary LDA (with the difference of a scaling factor) and the proposed method is equal to the NLDA. On the other hand, setting K = N n we get
This shows that the parameter K in the proposed HNCSDA in fact acts as a decision parameter to select between NLDA and NCSDA. V. EXPERIMENTS
A. Datasets
We run our experiments on the following publicly available widely used datasets: JAFFE [34] , Cohn-Kanade [35] , and BU [36] , ORL [37] , AR [38] , and Extended Yale-B [39] , and 15 scenes [40] . JAFFE, Cohn-Kanade, and BU are facial expression datasets having seven different expression classes: angry, disgusted, afraid, happy, sad, surprised, and neutral. JAFFE depicts ten Japanese females each with three images for each expression. Cohn-Kanade depicts 210 persons of age between 18 and 50. We use 35 randomly selected images for each expression class. BU depicts over 100 persons. All expression classes except neutral have four different intensity levels. In our experiments, we use mainly images with the most expressive intensity level. For the first six datasets, we use 70 % of the samples for training (further divided for 80% training and 20% validation sets in 5-fold cross-validation when needed) and the remaining 30% for testing. For 15 scenes dataset, we use only 10% of the samples for training to maintain the small sample set condition. The original feature dimension, the number of samples and classes used is our experiments, and the percentage of images used for training for each dataset are listed in Table I . Note that due to the applied NPT mapping the methods are run on training vectors having the dimensionality N − 1, where N is the number of training samples. 
B. Experimental Setup
The CSDA methods are feature reduction methods that map the feature vectors to a lower and more discriminant feature space. Any classifier, such as Support Vector Machine (SVM), could be applied on the mapped features to evaluate their discrimination power. However, a common approach with class-specific disriminant methods is to determine the classspecific feature space and compute the positive class centroid,φ p , during training. The test samples are then mapped to the determined feature space and their similarity toφ p is measured. Test samples are ranked according to their similarities and the performance of the algorithms is evaluated using Average Precision (AP) as for a retrieval method. We also followed this approach and report the 11-point interpolated AP values [41] .
We preprocessed the data vectors by mapping them to a kernel space using the NPT approach as described in Section II. Here we use the RBF kernel with σ =
where N is the number of training samples and φ ij is the j th element of the i th training vector. Whenever we applied regularization on a scatter matrix (i.e., S * x = S x + µ * I), we set µ = 10 −4 . In finding zero/non-zero eigenvalues, we considered values smaller than ǫ = 10 −6 to be zero. We set the regularization parameter of α in ROCSDA to 10 −7 in order to demonstrate that a value smaller than ǫ works well. The hyperparameters d and K were set by 5-fold crossvalidation, where we considered values 1-25 for d and K was selected from {1, 2, 3, 5, 10}. For clustering, we applied the K-means algorithm. Each time, we ran K-means for 10 times and selected the clustering that resulted in the lowest sum of distances between the items and the corresponding centroids.
We repeated the experiments considering each class in turn as the positive class. The samples belonging to all the other classes were considered as negative. For each positive class, we repeated the whole experiment for five times and the reported results are averages over all the classes and all the repetitions. While the methods themselves do not have random elements, differences arise from the random splitting of the data into train and test sets and the use of the K-means clustering. Nevertheless, all the methods were evaluated with the same splittings. All the experiments were run on Matlab R2017a and the codes will be made publicly available upon publication.
C. Experimental Results

1) Experiments on Null space CSDA:
We concentrate first on NCSDA discussed in Section IV-A. We compared different eigenproblems for Step 3 in Algorithm 1 both with full dimensionality, i.e., d = rank(S n ), and with a reduced dimensionality, where the best dimensionality within 1-25 was determined by cross-validation as explained above. We also evaluated the optional steps 4 and 6 of Algorithm 1 in each setup. The classification results are given in Table II. To gain further insight, we also experimented on the constraint and criterion values for J N (7). In Table III , we report how well the different eigenproblems satisfied the null constraint G T S p G = 0 (we give the sum of the matrix elements, i.e, A = i j [G T S p G] ij ) and the corresponding criterion value (B = tr(G T S n G)), when the orthogonalized projection vectors (i.e., the NCSDA variant with Step 6) were used. For this experiment, we set the subspace dimensionality to 10. We show the results for the BU dataset as an example, while the results on other datasets behave in a similar manner.
We first see that the full dimensionality results of (10) (S n w = λw) are clearly inferior to all the other variants. Table III shows that, when (10) was used in Step 3, the resulting projection vectors failed to satisfy the null constraint A. Furthermore, when we solved this eigenproblem to obtain vectors spanning the null space ofS n , we observed that these vectors are not truly orthogonal to the vectors spanning the null space ofS p solved from (9) (i.e., N T p N n = 0, where N p and N n are matrices containing as their columns the vectors spanning N p and N n ). As a result, the row space ofS n solved from (10) is not accurately aligned with the null space ofS p and the ability of the solution to satisfy the constraint of J N suffers making the classification performance worse as well. We will come back to this discrepancy in the next Section V-C2 and now concentrate on other variants of NCSDA.
When we took full NCSDA dimensionality as our final subspace dimensionality and orthogonalized the projection matrices (i.e., the full D w/ St. 6), the results for the other eigenproblems for Step 3 were almost equal. Table III shows that all these approaches manage to approximately satisfy the constraint A and result in similar values for the criterion B confirming that the projection matrices span approximately the same subspace. Furthermore, we see from Table II that orthogonality of the projection vectors is indeed beneficial. The results for the originally unorthogonal projection vectors resulting from (11) and (13) (i.e., the full D Basic) were clearly improved by orthogonalization.
Since the innate NCSDA dimensionality is typically too high, we are more interested in the results with dimensionality reduced to 1-25. Therefore, we have highlighted in Table II the best result with a reduced dimensionality for each dataset. The results for the Basic variant confirm our theoretical evaluation on the ability of (12) to rank the projection vectors for dimensionality reduction better than the other eigenproblems. As expected, the low-dimensional results obtained with (11) and (13) are much worse. Interestingly, the eigenproblem (9) showed a better ability to rank vectors than (11) or (13) . While only eigenvectors corresponding to zero eigenvalues are selected for (9) , in practice, all the eigenvalues are not exactly 
zero but values of order 10 −16 . Clearly, ranking these values also provides some useful information for ranking while not as much as (12) .
In accordance with (IV-A),
Step 4 had no effect on the full dimensionality performance. As expected, it could improve the low-dimensional results of (9). It could not help with (11) and (13) due to the eigenvalue equalization resulting from theS n /S t -orthogonality. The projection vectors resulting from (10) and (12) were already ranked according to their ability to maximize B and Step 4 had no effect.
Step 6 did not affect the already orthogonal projection vectors resulting from (9), (10) , and (12), but it improved the results when applied with (11) and (13) . Table III shows that (11) and (13) satisfied the null constraint A well, but they failed to rank projection vectors for dimensionality reduction leading to very small values of criterion B. The eigenproblem (12) maximized B much better, while (10) produced even higher values for B but with the cost of failing to satisfy the null constraint A. These results also generalized well for the unseen test samples.
As a conclusion, we select as our representative NCSDA method for the following comparative experiments to be the approach where (12) is used in Step 3, while the optional Steps 4 and 6 are avoided. This approach is consistently among the top performing variants.
Here, we want to point out that for our analysis of NCSDA it is important to exploit the symmetry of the scatter matrices in the implementation of eigenanalysis of Step 3. IfS p orS n are not exactly symmetric for (9) or (10) (i.e, they have numerical errors of order 10 −20 ), Matlab's eig-function does not produce real eigenvalues and orthogonal eigenvectors. This, in turn, makes the classification performance dramatically worse. We observe that while Matlab ensures that A * A' is exactly symmetric, this is not the case for expressions like A(:, inds) * A(:, inds)'. Therefore, it is important to create separate matrices for the positive and negative samples and not just index the total data matrix when forming the corresponding scatter matrices. For (11)- (13) , an eigenanalysis algorithm preserving the symmetry properties should be used. While QZ-algorithm [42] is numerically more stable, it does not exploit the symmetric structure of the matrices, which typically results in complex eigenvalues and vectors. Cholesky method [43] is specifically meant for symmetric matrices and ensures the properties discussed above.
2) Experiments on Uncorrelated, Orthogonal, and Regularized Orthogonal CSDA: We now turn our attention to UCSDA, OCSDA, and ROCSDA discussed in Section IV-B. In Table IV , we give Average Precisions for UCSDA, OCSDA, and ROCSDA with different ways to solve Step 4 in Algorithm 2. For comparison, we also applied an algorithm similar to UCSDA but not involving whitening (w/o wh.). Note, that the resulting algorithm gives orthogonal projection vectors without needing the orthogonalizing of Step 6. Furthermore, we carried out an evaluation on the null constraint A and criterion B as in Table III for OCSDA and ROCSDA. These results are given in Table V. The version with no whitening is equivalent to Basic NCSDA. The variant using (12) is exactly NCSDA using (12), while the variants using (17) and (18) are almost identical to NCSDA using (10) and (9), respectively. The only difference is that the former use SVD to solve the eigenproblems in (10) and (9) . We see that the full dimensional results are equal and, for (17)/(10), the results with dimensionality reduction are also the same. For (18)/(9), the results with reduced dimensionality have some variation, which is reasonable as the projection vectors correspond to zero eigenvalues having no particular ranking.
For the version without whitening (as for NCSDA), the results based purely on the eigenvectors ofS n are clearly worse than the results obtained with the other two variants. With UCSDA, the results for all the variants are equalized but also clearly deteriorated. This can be partially explained by the unorthogonal projection vectors, as the results with full dimensionality are clearly better for OCSDA, where the only difference to UCSDA is the orthogonalization applied at the end. However, also for OCSDA the results after dimensionality reduction are poor. As explained in Section IV-B, S torthogonality following from the whitening makes the eigenvalues useless for ranking the vectors. This can be cured by regularization of the PCA whitening introduced in ROCSDA. With the tiny value of 10 −7 added to the eigenvalues of S t in the whitening, the difference in the results with the dimensionality reduction is dramatic. In fact, it turns out that the projection vector ranking of ROCSDA outperforms all the approaches considered with NCSDA. Now the results are also equal for (17) and (12) as they theoretically should be. We believe this is achieved by the whitening step which can prevent the numerical errors caused by the previously illconditioned S t matrix. ROCSDA did not help with (18) using the eigenvectors corresponding to zero eigenvalues, which cannot be ranked in any case.
Table V supports our conclusions: With whitening applied, the eigenvectors spanning the row space ofS n obtained from (17) can also satisfy the null constraint A. OCSDA cannot rank the projection vectors, which is demonstrated by the low values of criterion B for the solution with reduced dimensionality. ROCSDA can significantly improve the criterion value, when (17) or (12) is used in Step 4.
3) Comparative experiments: At last, we compared the proposed methods against standard CSDA as well as the most recent variants. Table VI shows the results of CSDA [6] , Class-Specific Spectral Regression (CSSR) [8] , [9] , CSSR using Cholesky decomposition [30] , Probabilistic CSDA [21] along with the results for the proposed methods NCSDA (from Table II ), ROCSDA (from Table IV ), HNCSDA, and HOCSDA.
Here, it should be noted that we have used for CSDA a standard implementation using QZ-method for eigenanalysis. For a full rank S t matrix (as is the case with NPT), NCSDA using 12 in Step 3 and further dimensionality reduction actually reduces to the standard CSDA. If we make sure that the scatter matrices are exactly symmetric and use Cholesky method for eigenanalysis, there is no difference between CSDA and the selected NCSDA version. ROCSDA, however, can further improve these results on most datasets.
The recent CSDA variants exploiting Spectral Regression and the probabilistic formulation clearly outperform the standard CSDA and its straightforward extensions. Nevertheless, the when the concepts of null space analysis are combined with the heterogeneous formulation for the negative class as in HNCSDA and HOCSDA, the results are comparable to or even outperform these recent CSDA variants.
VI. CONCLUSIONS
In this paper, we present a null space analysis for ClassSpecific Discriminant Analysis and present a number of extensions exploiting the concepts. We provide a theoretical and experimental analysis on the significance of each algorithmic step and show that a proper exploitation of the null space concepts can lead to improved results on the baseline CSDA. Furthermore, we propose to combine the null space concepts with a recently proposed multi-modal formulation for the negative class scatter and show that this approach can produce results that are comparable to or even outperform the most recent CSDA variants. 
