The distribution of total claims payable by an insurer is considered when the frequency of claims is a mixed Poisson random variable. It is shown how in many cases the total claims density can be evaluated numerically using simple recursive formulae (discrete or continuous).
It is of interest to obtain the probability distribution of the claims payable by an insurer. To formulate the problem, it is assumed that these total claims on a portfolio of business may be represented as (1.1)
Y = Xi -F X2-F " " " -I-XN
where N is a counting random variable representing the number of claims payable by the insurer and {Xk; k = 1, 2, 3,... } is a sequence of independent and identically distributed non-negative random variables (independent of N) representing the size of the single claims. 
Lx(s) = E(e-'Xo.
Similarly, for the random variable Y, let
G(y)=Pr{Y~y}, y~O
(1.6) and (1.7)
It is well known
Ly(s) = E(e-'Y).

co (1.8) Ly(s)= E p,[Lx(s)]"= P[Lx(s)].
n=O To this point, no assumption has been made as to the support of Xk (and hence of T). Two possible cases are considered.
(a) Case 1--Xk has discrete support
In this situation Xk is assumed to be a counting random variable with probabihties (1.9) fx=Pr{Xk=x}, x=0, 1,2,... Clearly, Y is also a counting random variable and so let (1.10) gy=Pr{Y=y}, y=0, 1,2,... It is obvious that in this case the relation (1.8) holds if L(. ) is interpreted to be the probability generating function of Y and the Xk.
( b ) Case 2--Xk has rmxed support
Here it is assumed that Xk is absolutely continuous on (0, c¢) but with a (possible) spike at 0. Thus let 
= Ly(s) -go.
Two choices of support for Xk are made in order to obtain recursive computational formulae for the density g(y) or the probability function gy for discrete, mixed, and continuous claim amounts. In both cases, the support of Xk is the same as that of Y. This allows for repeated application of the recursive formulae, and thus for extension of the results to contagious type distributions with pgf's of the form Q, [Q2(z) ] where Qi and Q2 are pgf's. From (1.8), Lr(s) = Ql [Lz(s) ] where Lz(s) = Q2 [Lx(s) ] so that, in general, the support of Xk and Y should be the same for repeated application. The contin~ous case can easily be handled by assuming that f0 = 0 in the mixed support case.
Separate notation for discrete and continuous portions of the distribution is used rather than a generalized density in order to prevent notational difficifities (e.g., limy~o g(y) ~ go). In keeping with this philosophy of ease of interpretation, only discrete sums and Riemann integrals are used.
Computational techniques are (m general) necessary because analytic expressions for compound random variables are only obtainable in the simplest of cases. An important class of frequency distributions is that for which
Recurslve formulae for the total claim distributions with frequency probabiliites satisfying (1.17) were derived by SUNDT and JEWELt. (1981) and WILLMOT and PANJER (1985) . They showed that if Xk has discrete support, then gx = hx + ~ k~.ygx-y, x = 1, 2, 3,... In the mixed support case,
and ax + by
These relations, together with (1.24) go = P(fo), enable one to obtain the distribution of total claims recursively for the class of frequency distributions satifying (1.17). The results are easily extended to more complicated contagious distributions (see WlLLMOT and PAmER, 1985) through repeated applications (a fimte number of times). Equation (1.21) is a Volterra integral equation of the second kind and (1.18) the discrete analogue. BAKER (1977) gives a good description of the numerical solution of (1.21) for g (x) . STROTER (1984) considers these recursions in an insurance situation. Many of the computational formulae of this paper are of the form (1.18) or (1.21).
Some common distributions satisfying (1.17) include the Poisson, negative binomial, binomial, geometric, and the logarithmic series. An additional member of the class of &stributions satisfying (1.17) will be introduced in Section 3.
Many authors have looked at claim frequency distributions which satisfy difference equations in order to derive computational formulae for the total claims distribution. PANJER (1981) , SUNDT and JEWELL (1981) , WILLMOT and PANJER (1985) , and others have used this approach The purpose of this paper ~s to present an alternative class of frequency distributions for which recursive techmques are obtainable. Consider the class of mixed Poisson distributions with probabilities
where U(.) is the cdf of a non-negative random variable. These distributions have often been used to model insurance claim numbers m the collective risk theory (BUHLMANfl, 1969) . LUNDBERG (1940) 
P(z)=ff(l-z).
If U(" ) is a discrete counting distribution, then P(z) = Q(e ~-~) where Q is a pgf.
These discrete mixtures correspond to contagious or compound random variables and will not be dealt with here. See ORD (1972 ) or DOUGLAS (1980 for a discussion of the relationship between mixing and compounding. There is one particular relationship between mixing and compounding which is of interest, however. Suppose U(.) is the cdf of an infinitely divisible distribution. Then (MACEDA, 1948 ) the mixed Poisson distribution (1.25) is also infinitely divisible. See BUHLMANN and Bozzl (1970) also. This implies (FELLER, 1968) that (1.25) also defines a compound Poisson distribution and so (2.3) may be written as 
r(c~)
The Laplace transform of this distribution is 
which is a logarithmic series pgf. For some other mixing distributions, similar results can (and will) be obtained.
It is easy to show that Poisson mixtures are identifiable (see DOUGLAS, 1980) . This means that I e*(Z-') dU,(A)= f e*(z-t) dU2 (A) implies that Ut(A ) = U2(A). Thus, in discussing Poisson mixtures, one can discuss the (unique) mixing function.
The convolution of two mixed Poisson distributions is again a mixed Poisson distribution with mixing distribution which is the convolution of the two component mixing distributions. This is obvious from (2.3), since
can arise by convoluting two mixed Poissons, or by mixing over a convolution. Thus, mixed Poisson distributions are closed under convolution.
If U(A ) is absolutely continuous with unimodal density, then the corresponding mixed Poisson distribution (1.25) is also unimodal (HOLGATE, 1970) .
Many relations are easily obtainable from (2.1). Clearly, In particular,
Thus, mtxed Poisson random variables have variance exceeding the mean (unlike the Poisson). For a thorough discussion of mixed Poisson distributions, see DOUGLAS (1980) , HAIGHT (1967), or JOHNSON and KOTZ (1969) . Some particular choices of U(') are now considered.
SICHEL'S MIXED POISSON DISTRIBUTIONS
An alternative to the gamma distribution as a mixing distribution is the generalized inverse Gaussian distribution given by
iz-XX•-I e-(,~2+~2)1213x
where KA(" ) is the modified Bessel function of the third kind with index A. This distribution is discussed in great detail by J0rgensen (1982) . The Laplace transform of ( 3 1) is
EMBRECHTS (1983) considers ruin probabilities for GIG claim severities. SICHEL (1971) and ATKINSON and LAM YEH (1982) consider the Poisson mixed over this distribution with pgf (from 2.3)
The probabilities are given by
The factorial moments are
kK~+k(I.~13-') E[N(N-1)...(N-k+I)]=/z
KA(/zfl_t) using (2.6) and JORGENSEN (1982, p. 13) .
In general, it is much more convenient if A is a half integer, in other words, If A = m +~ where m is a (positive or negative) integer. In this case (JORGENSEN, 1982, p. 170) ,
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WlLLMOT and so considerable simplification in the above formulae is thus possible. A recursive formula for the total claims distribution with claim frequency distnbution given by (3.4) was derived by WILLMOT and PANJER (1985) using (3.5). However, it is not convenient unless the claim severity distribution admits a certain form. A more general technique which places few restrictions on the claim severity distribution and works when h is a half integer will be derived. If h ~s not of this form the distribution (3.4) is more difficult to deal with in any event.
Before deriving this recursive algorithm, however, it is expedient to consider This distribution, which is important in its own the special case when h =-2. right, was introduced by HOLLA (1967) and studied extensively by SICHEL (1971) .
Known as the Pmsson-lnverse Gauss~an distribution, it is a Poisson mixture with mixing distribution
Formula (3.8) and subsequent formulae are obtainable by substituting h =-½ into the previous formulae and using JORGENSEN (1982, pp. 170-171) . The Laplace transform of (3.8) is (3.9) ffff(s) = e -<"/~)1°+2~s)'/2-~1 and the pgf of the resulting Poisson mixture is (3.10)
P(z) = e -(~/È)~t~-2~-~>~'~-~.
The explicit formula (3.11) is not particularly useful, however, since (3.5) becomes
and so the probabilities may be calculated using (3.13) together with (3.12) and (3.14)
The mean and variance are $67
This distribution, like the negative binomial, has 2 parameters. The skewness of the negative binomial distribution, in terms of the mean/z and variance 0 2, may be expressed as o--3{30 .2-2~ +2p.-*(o "2-to.)2}. The corresponding quantity for the Poisson-lnverse Gaussian distribution is 0"-3{30. 2 -2/z + 3/.z-~(o "2 -/.z) 2} which exceeds that of the negative binomial. Thus, this distribution has a thicker right tail and may be more suitable for modelling claim frequencies as a result. Also, like the negative binomial, it has a convolutive property. If N, has pgf (3.10) with parameters/3 and/z, and Nt, N2,-.., N v are independent, then ~v=, N, has pgf (3.10) with parameters/3 and ~v= l/.t,. Hence it is closed under convolution. Rewriting (3.10) as it is easy to see that (2.18)
and so the Poisson-Inverse Gaussian has a limiting Poisson form obtained when /3~0.
It is clear from (3.9) that the inverse Gaussian distribution is infimtely divisible and so (3.10) may be put in the form
Imposing the condition that Q(0)= 0, it is clear that 
The pgf Q(z) is that of an extended truncated neganve binomial distribution as defined by ENGEN (1974) . The coefficient of z" in (3.21) is
The distribution (3.22) sausfies (1.17) with a=2fl(l+2/3) -~ and b= -3/3(1+2/3)-'. To derive a recursive formula for the total claims distribution with claim frequency distribution given by (3.11) one can use the relation (3.13) or, more generally (3.5), as was mentioned earlier. A more general technique is to note that, from (3.19) and (1.8), one can write WILLMOT and PANJER (1985) is more efficient than the one proposed here, needing only one application of (1.18) or (1.21) in these cases. Otherwise, it ts normally less convenient. Hence, one can obtain the total claims distribution for the claim frequency distribution (3.4) in the special case h = -½. This may be used to derive a recursive formula in the case when h is a half integer. From (1.8), define the total claims distribution (for fixed A) by To compute the distribution for h = n+½ where n is a non-negative integer, one could use the above technique to obtain the distribution when h =-n-½, then note that, if h > 0,
The first term on the right hand side is a compound negative binomial transform whose associated distribution can be computed using (1.18) or (1.21). Denoting this distribution by ~gx or g~(x) and the distribution with transform Lv(s,-h) by 2gx or g2(x), the required distribution can be computed from (4.19) or (4.20).
Hence one can compute the total claims distribution for h = n+½ for any integral n. Clearly, the closer h is to -½ the better, and the technique is not practical for [a,[ large. However, the result does not depend on the severity distribution to as great an extent as that of WILLMOT and PANJER (1985) .
POISSON-BETA, POISSON-UNIFORM, AND THE NEYMAN CLASS
Consider the distribution obtained when the Poisson mean is mixed over the beta distribution given by and is discussed by Ko-rz (1969, p. 227) and BEALL and RESCIA (1953) . A more general beta mixture was discussed by WILLMOT and PANJER (1985) . However, the recursion obtained is not very convenient for some severity distributions. The above mixture is useful in obtaining results for more general severity distributions for certain choices of ft. These results are quite simple to apply to get computational formulae for the Neyman class of frequency distributions, and for the Poisson-uniform mixture (/3 = 1 in (4.2)). The formulae place little restriction on the severity distribution. From (4.2), the pgf is 
LR(s) = R[ Lx(s)], LQ(s)= Q[ Lx(s)]), (4.8)
Q'(1)LR(s) = Q'(1)LR(S)Lx(s) + 1 --Lo(s).
~,R(s)[Q'(1)(l-fo)]= Q'(I)Rgof(s)--~,o(s)+Q'(1)f(s)~,R(S )
which may be inverted to yield
Q'(1)Rg°f(x)-go(x)Q'(1)(1-fo)
1 Io ~ (4.12)
gR(X)-+1--~o f(y)gg(X--y) dy
which is of the form (1.21). Again the subscripts on the g(.) functions refer to the underlying frequency distribution m each case. The importance of these results hes in the abtlity to obtain the total claims distribution with claim frequencms {rn, n=0,1,2,...} form the total claims distribution with claim frequencies {q,; n =0, 1, 2,... }.
These results are now used to obtain recursive formulae for the total claims distribution with claim frequencies pgf(4.3). It is easily shown from (4.4) that A more general situation corresponding to (4.2) occurs when the range of values of A is (o-, o-+~). In this case, it is easily seen that (4 3) (4.2) and (4.17) to be the special case of (4.17) when/3 = 1. Thus the technique just described and formulae (4.19) and (4.20) are applicable.
There are clearly situations when the above technique is not useful (e.g., if/3 is large). However, in some situations (the two examples, for instance) the recursive technique may be appropriate and the exact distribution may be obtainable with just a few recursive computations. 
I=1
The expression (5.2) is clearly of the same form as (4.18) or (3.31), and so, if n is not too large, the distribution can be obtained by convoluting two at a time using (4.19) or (4.20).
EXAMPLE 5.1. Non-Central Chi-Squared. The Laplace transform of a noncentral chi-square distribution with m degrees of freedom and non-centrality parameter A is (see JOHNSON and KOTZ, 1970b) (5.3)
ff(s)=(l + 2s)-m/2 exp (~[(l + 2s)-l-1]}.
This is clearly the convolution of a gamma and a compound Poisson distribution. Hence, the pgf of a Poisson mixed over this distribution is Clearly, the total claims distribution can be obtained as the convolution of a compound negative binomial and a compound Poisson (with "severity" distribution itself a compound geometric). Since the non-central chi-squared is infinitely divisible, it follows that P(z) can be put in the form (2.4) with 
2s\-'/2 2s
which is the Laplace transform of the convolution of a gamma and an inverse Gaussian distribution. The pgf of a Poisson mixed over this distribution is which is the convolution of a negative binomial and Poisson-inverse Gaussian distribution (Section 3). The total claims distribution is thus the convolution of a compound negative binomial and a compound Poisson-inverse Gaussian distribution.
VOWER MIXTURES
In this section a more general set of mixed Poisson distributions is derived, when the mixing distribution is from a class of power mixtures. The pgf of a mixed Poisson distribution over this distribution will be derived, and in some cases the total claims distribution can be calculated fairly simply. (6.6) = e-~ohTCs~.
It is of interest to derive a useful form for the pgf of a Poisson random variable mixed over the density (6.3). Rather than simply replace s by 1 -z in (6.6), it is of use to examine the form of the functions hm(s) in (6.2). By assumption, x~ can take on any positive value, so that it is clear from (6.2) that fm (xmlxm-,) defines an infinitely divisible density (assume true for m = 1 also). Hence if a Poisson mean is mixed over this density, the resulting distribution is compound Poisson (Section 2). Thus, noting that /.xX is infinitely divisible if X is, setting xm-~ = 1, and using (6.2) and (2.3), it is clear that there exist Am(p.) and Q., (z, ~) such that The pgf of the Poisson mixture will be expressed in terms of (6.8) and (6.9), rather than hm(" ). Again, for simplicity, let ,,(z, It) is defined by (6.9). Substituting l-z for s in (6.6) yields the required pgf. It is (6.12) p(z) 
From (6.12), the mixed Poisson random variable is also a compound Poisson random variable, as it must be. However, the functions A~* and Q~*(z) are obtainable recursively using (6.10) and (6.11) from each of the component mixing distributions. Thus, for a given power-mixed density of the form (6.3), one can obtain h,,(s) from (6.2) for each m, then Am(it) and Q,,(z, t.~) from (6.8) and (6.9), and finally At* and Ql*(z) from (6.10) and (6.11) recursively. The usefulness of this approach is most evident when Qm(z, It) admits a simple parametric representation. This is often the case, as is now demonstrated for the following distributions. (6.14) h.,(s) = log (1 +~) 
Comparison of (6.20) with (3.21) and (3.22) shows that the distribution with pgf(6.20) satisfies the recursion (1.17)
Similar results may be obtained for other distributions, such as mixtures over linear combinations like the non-central chi-squared distribution.
The advantages of the above approach are two-fold. First, it allows for explicit identification of the pgf for some complicated mixing distributions. Secondly, if (6.12) is the pgf of the claim frequency distribution, then from (1.8) the total claim transform is of the form Here At(/x) is given by (6.15), Q, (z, it) Consider the negative binomial distribution from example 2.1 where a has a distribution with cdf U(c~). Then the pgf of the mixture is fo (7.1)
P(z) = e al°gO+O)tQ,(z)-ll dU(ol) = e or°,")-'1 dU,(a)
where Ql(Z) is the logarithmic series pgf from example 2.1 and U(a) is the cdf of a log (1 +/3). Hence all results for Poisson mixing apply if the mixing random variable is multiplied by the constant log (1 +/3) (which involves merely a change in parameters of the mixing distribution for all situations described in this paper) and Lx(s) is replaced by
Lx(S)]
I°g [1-1+13 KLEINROCK, 1975) , the pgf of the number in the system at the departure instants when equilibrium has been reached is given by
(1-p)(1-z)R(z) (8.1)
P(z) -R(z)-z
where R(z) = if{All -Q(z)]} in (8.1) is easily recognized as being that of a mixed compound Poisson distribution of the type discussed in this paper and p = -AQ'(I)ff'(0). The service distribution is the mixing distribution in this case, and as in section 7, the presence of the factor A causes little difficulty. Hence, any of the mixing distributions discussed in this paper can be interpreted as service distributions and the coefficients {r~; x = 0, 1, 2 .... } defined by 
