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Abstract 
The present study investigated the relative contribution of 
four characteristics to attractiveness of the female body: 
waist-to-hip ratio (WHR), breasts, buttocks and thighs. Using 
a program for computer animation (DAZ 3D) 81 female 
figures were generated. Figures were created as combinations 
of 4 characteristics  3 equidistant sizes (small, medium and 
large). Participants (N=260) of both genders rated the figures 
on 5-step attractiveness scale. Multiple regression analyses 
have shown that WHR and breast size are significant partial 
predictors of attractiveness for both male and female 
participants: the smaller the WHR and the larger the breasts, 
the higher the attractiveness ratings.  
Keywords: female body; attractiveness; gender; WHR; 
breasts; buttocks; thighs 
Introduction 
Evolutionary psychologists suggest that specific body fat 
accumulations on the gluteofemoral region (hips, buttocks 
and thighs) and breasts are honest signals of female’s 
genetic quality, health, fertility and availability of resources 
to sustain pregnancy and lactation (Barber, 1994; Buss, 
2003; Gangestad & Scheyd, 2005; Grammer, Fink, Møller, 
& Thornhill, 2003; Lassek & Gaulin, 2006, 2008; Singh, 
2002; Weeden & Sabini, 2005). According to the mate 
selection theory these signals are relevant for both genders 
(Buss, 1992). Male's preference for specific female body 
shape is based on judgment of sexual attractiveness, and 
female's preference for female body is based on 
identification with possible competitors in mate process (i.e. 
women are able to judge their own attractiveness and 
position relative to other female competitors in mate 
process). Some studies showed no gender differences in 
ratings of female body attractiveness, which is consistent 
with the mate selection theory (Tovee & Corenlissen, 2001), 
while some studies indicated that men and women are not so 
successful in judgments of what other males and females 
find attractive (Cohn & Adler, 1992; Fallon & Rozin, 1985). 
In the present paper we focus on four bodily 
characteristics which were mentioned in literature as 
particularly important for judgment of women’s physical 
attractiveness: waist-to-hip ratio (relationship between 
circumferences of waist and hip), breast size, buttocks size 
and thigh size.  
Many studies suggested that WHR is a crucial objective 
feature of female physical attractiveness: men find the low 
WHR (i.e. hourglass-like body figure) most attractive 
(Furnham, Tan & McManus, 1997; Henss, 1995, 2000; 
Marlowe & Wetsman, 2001; Singh, 1993; Singh & Luis, 
1995; Singh & Randall 2007; Singh & Young, 1995; 
Wetsman & Marlowe, 1999). Studies of preference for other 
female bodily characteristics revealed great individual, 
cultural and ethnic differences, such as the preference for 
protruding gluteofemoral region (buttocks and thighs) in 
women (Cunningham et al., 1995; Marlowe, Apicella & 
Reed, 2005; Thompson, Sargent & Kemper, 1996). 
Similarly, studies of female breasts’ attractiveness revealed 
contradictory results. Some studies found the preference for 
larger breasts (Singh & Young, 1995; Zelazniewicz & 
Pawlowski, 2011), other studies found the preference for 
smaller breasts (Furnham, Swami & Shah, 2006), whereas 
some studies have shown that medium sized breasts are 
preferred (Wiggins, Wiggins & Conger, 1968).  
Experiment 
The purpose of the present study was to specify relative 
contribution of four mentioned bodily characteristics to 
judgment of women’s physical attractiveness. According to 
the consistent findings of previous studies, we expected the 
greatest effect of WHR (e.g. Furnham, Tan & McManus, 
1997; Henss, 1995; Marlowe & Wetsman, 2001; Singh, 
1993). In addition, according to the mate selection theory 
we expected similar structure of effects in both groups of 
participants, males and females (Buss, 1992; Tovee & 
Corenlissen, 2001). This theory supposes that both genders 
are aesthetically sensitive for same female physical 
characteristics, but this sensitivity is differently motivated: 
men prefer more feminine female bodies (smaller WFR, 
larger breasts, buttocks, etc.) because they are judged as 
more sexually attractive, whereas women prefer same 
bodies because they are judged as desirable identification 
model.  
Method 
Participants: 260 students (118 males and 142 females) 
from the University of Belgrade (age M = 22.66, SD = 4.8). 
Stimuli: Using a program for computer animation (DAZ 
3D) 81 female figures were generated. Figures were created 
as combinations of 4 characteristics x 3 equidistant sizes 
(small, medium and large). Small and large sizes were 
specified in a preliminary study. 
Procedure: Experiment was conducted using online 
software Qualtrics. Figures were presented in pseudo-
random order. Participants worked individually. They rated 
the figures on 5-step attractiveness scale. 
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Results 
Multiple regression analyses were performed for male and 
female participants. These analyses tested the relative 
contribution of four bodily characteristics (predictors) to 
attractiveness ratings (dependent variable). Multiple 
regression coefficients were significant for both males R2 =
.448, F4,80 = 15,42, p<.001 and females R2 = .299, F4,80 = 
8,12, p<.001. Significant partial contributions of WHR and 
breasts size were obtained in both groups of participants 
(breasts size was marginally significant in female group): 
the smaller the WHR and the larger the breasts, the higher 
the attractiveness ratings (Table1).  
Male participants Beta t p 
WHR .537 6.31 .000 
Breasts .397 4.54 .000 
Buttocks .019 .22 n. s. 
Thighs .096 1.13 n. s. 
    
Female participants Beta t p 
WHR .515 5.37 .000 
Breasts .180 4.54 .065 
Buttocks -.014 -.14 n. s. 
Thighs .039 .41 n. s. 
Table 1: Results of multiple regression analyses for male 
and female participants 
Further regression analysis with three additional 
predictors – gender, WHR x gender and breast size x gender 
– revealed no significant interactions between gender and 
WHR nor gender and breast size. In addition, direct 
correlation between male and female ratings was high and 
significant, R=.956 (p < 0.001), which suggested that both 
genders have very similar criteria in preference for female 
body. However, simple linear regressions revealed gender 
difference in the case of breast size. Breast size significantly 
predicted men’s ratings, R2 = .149, F4,80 = 13,88, p < 0.001, 
but not women’s ratings, WHR was significant predictor for 
both men’ ratings, R2 = .289, F4,80 = 32,09, p < 0.001 and 
women’s ratings, R2 = .265, F4,80 = 28,54, p < 0.001. Other 
bodily characteristics were not significant predictors of both 
gender ratings. 
Conclusion  
Results of the present study have shown that WHR is the 
best predictor of female physical attractiveness: the smaller 
the WHR, the greater the attractiveness. This finding is 
consistent with results of previous studies and theoretical 
explanations: small WHR is preferred because it is signal of 
female genetic quality (e.g. Furnham, Tan & McManus, 
1997; Henss, 1995; Marlowe & Wetsman, 2001; Singh, 
1993; Singh & Young, 1995).  
Our results indicated that the second good predictor is 
breast size: the larger the breasts, the greater the 
attractiveness. Preference for larger breasts is consistent 
with previous findings (Singh & Young, 1995). Finally, 
buttocks and thigh size were not significant predictors of 
female physical attractiveness. This finding is not in line 
with previous study which revealed that men prefer larger 
buttocks to larger breasts (Dagnino, Navajas & Sigman, 
2012). However, other studies suggest that breast vs. 
buttocks ‘competition’ depends on various individual and 
socio-cultural factors (e.g. Cunningham et al., 1995).   
Generally similar pattern of contributions of four bodily 
characteristics to female attractiveness was obtained in both 
groups of participants. This similarity, particularly the 
greatest importance of WHR for both males and females is 
consistent with the mate selection theory which held that 
both gender should be sensitive to the same bodily 
characteristics (cf. Buss, 1992; Tovee & Corenlissen, 2001).  
However, our findings are not completely in line with the 
mate selection theory because some gender differences were 
obtained. First, general prediction of four bodily 
characteristics (multiple R2) in male group is about 15% 
better than in female group. This suggests that, compared to 
women, men are more focused on physical bodily 
characteristics when they judge female attractiveness. 
Similar tendency of men to judge physical attractiveness as 
very important and women’s tendency to judge it as 
desirable but not crucial was obtained in previous study 
Buss et al., 2001).  
Second gender difference refers to the importance of 
breast size: men found breast size more important for 
attractiveness rating than women. This finding is very 
interesting and intriguing, but existing theories don’t 
provide satisfying explanation for it. Further studies should 
investigate the effects of wider spectrum of constraints 
(including socio-cultural factors) which could play a role in 
gender differences of breast attractiveness ratings. 
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Research has suggested that observers, when looking at 
scenes with multiple illumination levels, tend to avoid 
shadowed regions in the images. This result was obtained in 
experiments using psychophysics and when using eye-
tracking methodology. However, in such demonstrations 
participants were asked to estimate color properties. In the 
present study, we introduced cognitive tasks applied to 
images partially covered with a shadow. Participants, while 
looking at the photographed faces, judged age, beauty and 
profession of the depicted people. The eye movement 
measures (first fixation location, number of fixations, and 
dwell time) showed that even under such high-level cognitive 
tasks, the visual system has a preference for non-shadow 
regions. 
Keywords: lightness; eye-movements; judgments. 
Introduction 
The human visual system shows the remarkable ability to 
accurately extract information of a visual scene while 
discarding influences of the light source that illuminates it. 
One demonstration of this ability is color constancy, 
reflecting the visual systems' ability to recognize colors 
despite ever-changing viewing conditions. (Arend & 
Reeves, 1986; Kraft & Brainard, 1999). The relevant 
conditions in the case of color recognition are orientation 
and distance to the light source, the illuminant’s spectral 
qualities, the illumination level, and the gradients as well as 
cast illumination (i.e. shadows and spotlights). In most 
cases, color constancy can be achieved effortlessly and with 
negligible errors. However, color constancy seems to 
dramatically fail in laboratory settings when tested in a 
classical “constancy experiment”. In such lab situations, a 
target matched in a spotlight produces significantly lighter 
matches than the same target shown in a shadow. Hence, in 
laboratory settings perception is determined by the 
momentary viewing conditions, while in everyday situations 
familiarity seems to be more important. This discrepancy 
suggests that in everyday conditions, perception strongly 
relies on cognitive factors.  
Psychophysical studies showed that the lightness matches 
appear to be more strongly influenced by the illuminated 
region of a scene or an object (Zdravković, Economou, & 
Gilchrist, 2006). Recent studies have shown that the overall 
shade of an object is dictated by the portion presented in the 
higher illumination (Golz, 2010; Toscani, Valsecchi, & 
Gegenfurtner, 2013a, 2013b). These studies also show that 
observers tend to spend more time gazing the part in the 
higher illumination. 
Finally, it has been shown that even when gazing at 
natural scenes observers tend to avoid shadows (Tatler, 
Baddeley, & Gilchrist, 2005). Latter eye tracking studies, 
however, did not control for other aspects of the shaded 
areas and tended to low-level features while ignoring the 
interpretation of scenes in terms of light sources and cast 
shadows. 
In contrast, the present study introduces shadows into 
meaningful images and employs tasks that are unrelated to 
lightness or color perception. We used human faces partially 
covered with a cast shadow and we probed into high-level 
cognitive aspects of the stimuli, distracting participants 
away from low-level features of the images. In particular, 
we asked participants to judge the age, beauty and 
profession of the photographed people.  
Faces were used as stimuli for our study, because it is 
known that observers looking at faces produce a fixed 
fixation pattern (Althoff & Cohen, 1999). For example, 
studies have suggested that observers tend to direct their 
first eye movement to just below the eyes (Hsiao & Cottrell, 
2008), although individual differences can be found 
(Peterson & Eckstein, 2013).  
Participants saw three versions of each image: one image 
with a shadow on the left side of the face, one image with a 
shadow on the right and one image without a shadow. The 
main manipulation (shadow on one side of the image) 
should demonstrate whether participants tend to avoid 
looking at shadowed regions. The image without the 
shadow will serve as a baseline. 
Methods 
Participants  
Twenty-one female students from the University of 
Aberdeen (aged between 16 and 25 years) participated in 
return for course credit or without receiving reimbursement. 
Participants reported normal or corrected to normal vision. 
All participants signed an informed consent. 
Apparatus  
Stimuli were presented on a Dell 19 inch flat screen, 
placed at a distance of 77 cm from the observers, set to a 
spatial resolution of 1024 by 768 pixels and a 60 Hz refresh 
rate. Stimulus presentation was controlled by a Dell 
Optiplex PC. The camera of an Eyelink 1000 desk-mount 
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system was placed below the screen at a distance of 66cm 
from the chin and forehead rest. 
Eye movement data collection was controlled by a second 
PC (LanBox Lite). Participants held their forehead against 
the forehead rest, and sat with their head slightly above the 
chin rest, so that verbal responses were possible.  
Stimuli  
Each trial started with a drift correction target, presented 
on the vertical midline, 6.50 deg above or below the center 
of the display (randomly chosen). A face stimulus was 
presented in the middle of the screen after the experimenter 
confirmed fixation of the drift correction target.  
Face stimuli consisted of 22 male and 22 female black 
and white photographs (Color Ebner database; Ebner, 2008). 
The photographs were all scaled back to 8.02 deg by 13.0 
deg of visual angle. A darker region covering one half of the 
photograph was added using Photoshop, creating an 
appearance of a cast shadow, covering half of the scene (and 
half of the face on the photograph). Each photograph was 
presented in three different versions: without a shadow, with 
a shadow on the left half of the image, or with a shadow on 
the right half. Non-shadow regions had an average 
luminance of 31.6 cd/m2, while shadow regions were an 
average of 7.56 cd/m2. The stimuli were presented on a gray 
background (color code: 204/204/204; 81.1 cd/ m2). 
Design  
Each participant went through 3 blocks of trials (4 
practice and 44 experimental), one for each task (age, 
beauty and profession judgment). Within a block, each 
photograph was presented only once; half of the presented 
photographs contained female faces (the other half male 
faces); finally, one third of the presented photographs had a 
left shadow, another third had a right shadow and the last 
third had no shadow. The order of blocks was counter-
balanced, and the order of the trials within each block was 
randomized for each participant. 
Data Analysis  
The Eyelink’s parser, applying the standard 30 deg/sec 
and 8,000 deg2/sec velocity and acceleration thresholds for 
cognitive research, was used to convert the horizontal and 
vertical recorded eye position into fixations and saccades. 
The fixations were then analyzed for the presentation 
duration of the face stimulus until the end of the last fixation 
before the participant pressed the spacebar to end the trial. 
For statistical comparisons, we used univariate analyses of 
variance (ANOVAs), applying a Greenhouse-Geisser 
correction where appropriate, and pairwise t-tests. 
Results 
Task 
Participants performed three tasks and the differences 
between the tasks were tested with a repeated-measures 
ANOVA. The total viewing time differed significantly 
across tasks (F= 18.60, p < 0.001), with profession 
judgment talking the longest time and beauty judgment the 
shortest. Bonferroni corrected pairwise t-tests showed that 
this was due to significant differences between all three 
tasks (all p-values smaller than or equal to 0.001). The 
number of fixations was significantly different across tasks 
(F = 39.82, p < 0.001): most fixations were found for the 
profession judgments, and fewest for the beauty judgments. 
Pairwise t-tests showed that there were significant 
differences between each of the tasks (all p-values smaller 
than 0.001). 
Shadow 
To examine the influence of the shadows, three measures 
were compared across conditions with the shadow on the 
left, the shadow on the right, and images without shadows. 
If participants sample more often from the illuminated 
section of the image, it would be expected that this area of 
the image would be sampled earlier and more frequently 
than the shadow section.  
First fixation: The first measure, indicating the proportion 
of first fixations towards the left section of the image, is 
plotted in Figures 1a across all three tasks. The first fixation 
is less often on the left section of the image when the 
shadow is on the left side and more often towards the left 
when the shadow is on the right (all data: F 2,40 = 55.03, p < 
0.001), suggesting that participants avoid starting their 
inspection of the part of the image in the shadow. There was 
no interaction between the task and the shadow position (F 
= 0.68, p = 0.50) and there was no main effect of the task (F 
= 0.49, p = 0.55) in a three by three ANOVA testing the 
effects of task and shadow location. This result suggests that 
participants would avoid shadow irrespective of the shadow 
region task. 
Dwell time: The second measure considered is the overall 
dwell-time on the left and right side of the image across the 
different shadow conditions. Figure 1b shows that across the 
entire trial, participants’ gaze direction is biased towards the 
side of the image not containing a shadow and a highly 
significant effect of shadow location on dwell time is found 
(F2,40 = 86.25, p <0.001). The interaction between task and 
shadow location on dwell time does not reach significance 
in a three by three ANOVA (F = 2.34, p = 0.094).  
Number of fixations: While dwell time suggested that the 
first fixation towards the section outside the shadow is not 
compensated by longer fixations towards the other side, this 
does not exclude the possibility of a compensation in terms 
of the number of fixations. Figure 1c shows a very similar 
pattern as for the other two measures considered. The 
number of fixations shows an almost identical pattern of 
results, with a significant effect of task (F2,40 = 4.44, p < 
0.018) and a highly significant effect of shadow location (F 
= 116.52, p < 0.001). 
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Figure 1: a) First fixation location for left shadow, right 
shadow and no-shadow conditions. b) Dwell-time on the left 
side of the image as a percentage of the overall dwell time 
on the image for the three shadow conditions. c) Number of 
fixations on the left of the image as a percentage of the 
overall number of fixations on the image. In all three plots, 
the error bars represent the standard error of the mean across 
participants and the horizontal red lines, the 50% point. 
Discussion 
Our results show that, by placing cast shadows in our 
images, we could influence participants’ eye movements 
away from the shadowed region. This effect was apparent 
for all three measures (the first fixation, the overall dwell 
time, and the number of fixations) and it was independent of 
the task.  
Our results are in line with previous observations that 
focused on tasks involving lightness perception (Toscani et 
al., 2013a, 2013b), studies of eye movements in natural 
scenes (Tatler et al., 2005) and assumptions made by 
saliency models (Itti & Koch, 2000). 
Our results also make sense intuitively: regions that fall 
inside a shadow have a lower contrast, and therefore it may 
be beneficial to instead focus on sections of the image that 
do not contain a shadow, presumably because more 
information may be extracted from these regions. However, 
while participants’ eye movement were significantly 
influenced by the presence of cast shadows, the influence of 
the shadows was small in magnitude, clearly showing that 
observers do not avoid darker regions all together.  
In the present study, we focused on black and white 
images and on lightness. Future studies could examine the 
role of lightness in colored images, and determine whether 
similar direct influences of other color dimensions can be 
found. 
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Abstract 
Most non primate mammals are known to possess 
dichromatic color vision based on short-wavelength-sensitive 
(S) and medium/long-wavelength-sensitive (ML) cone 
photoreceptors. However, the neural pathways carrying 
signals underlying the primitive “blue–yellow” axis of color 
vision are largely unexplored in these animals. We have 
recently characterized a population of color opponent blue-
ON cells in electrophysiological single-cell recordings from 
the dorsal lateral geniculate nucleus (LGN) of anaesthetized 
cats. We found remarkable similarities to previous 
descriptions of primate blue-ON cells in terms of receptive 
field size and structure and the relative weight of functional 
inputs from the opponent cone classes. Moreover, cat blue-
ON cells were found in the same layers as W-cells, which are 
thought to be homologous to the primate koniocellular 
system. The temporal frequency optimum of cat blue-ON 
cells was around 3 Hz, about one-third of that found in 
achromatic cells. Based on these data, we suggest that cat 
blue-ON cells are part of a "blue-yellow" color opponent 
system that is the evolutionary homologue of the blue-ON 
division of the koniocellular pathway in primates. 
Keywords: color vision, neurophysiology, lateral geniculate 
nucleus. 
Introduction 
Trichromatic color vision found in most humans and 
many other primate species is based on the activity of three 
cone photoreceptor types with maximum sensitivity in the 
short (S or “blue”), medium (M or “green”) and long (L or 
“red”) wavelength bands of the visible spectrum. 
Trichromacy is, however, rather the exception than the rule 
among mammalian species (Jacobs, 1993; Nathans, 1999) 
because most mammals express S-cones and a single cone 
type in the medium-long (ML) wavelength band (Ahnelt & 
Kolb, 2000; Szél, Lukáts, Fekete, Szepessy, & Röhlich, 
2000), and can make only dichromatic spectral 
discriminations (Jacobs, Fenwick, & Williams, 2001; Loop 
& Bruce, 1978; van Arsdel & Loop, 2004). The purpose of 
this paper is to review the results of our investigations on 
color-opponent blue-ON cells in cats and to compare their 
properties to achromatic neurons of the same species as well 
as to “blue-yellow” and “red-green” opponent neurons of 
trichromatic primates. Some of this research has been 
published before (Buzás et al., 2013). 
Materials and Methods 
Spike responses of achromatic and color opponent cells 
were recorded from the lateral geniculate nucleus of seven 
anaesthetized, paralyzed and artificially ventilated cats. 
Stimuli were calibrated so as to modulate either both cone 
types together (achromatic stimuli) or S-cones or ML-cones 
alone (cone isolating stimuli). Cone-contrast of the stimuli 
was usually modulated sinusoidally and the first harmonic 
Fourier component of the instantaneous action potential rate 
was used as response measure. 
On each recorded cell, a battery of tests was performed in 
order to measure contrast sensitivity, the relative weights of 
S- and ML-cone inputs, spatial and temporal frequency 
tuning and receptive field size. 
Results 
Over 200 recording sites were tested for the presence of 
S-cone driven responses. Blue-ON cells (n = 14) were 
identified on the basis of their contrast gain being higher to 
S-cone isolating than to achromatic stimuli. The rest of the 
neurons were more sensitive to achromatic stimulation and 
they were assigned to the group of achromatic cells (n= 31). 
Blue-ON cells were localized in the deep layers (C, C1, C2) 
of the LGN whereas achromatic cells were found 
throughout all layers. 
Figure 1: Peristimulus time histograms of spike responses 
of representative achromatic and blue-ON cells from the cat 
LGN. Stimuli were increments (ON) followed by 
decrements (OFF) of achromatic, ML- and S-cone isolating 
contrast as shown by the labels. Percent values indicate cone 
contrast. 
In subsequent tests, blue-ON cells showed a number of 
functional properties distinguishing them as a separate 
population. Figure 1 illustrates responses of a typical 
achromatic cell and a blue-ON cell. In the achromatic cell, 
changes of achromatic contrast elicited transient ON and 
OFF responses. Modulating ML-cones in isolation evoked 
similar responses whereas the S-cone-isolating stimulus had 
no detectable effect on the spike rate. This suggests that the 
achromatic response was in fact due to stimulation of ML-
cones alone. In the blue-ON cell, the achromatic stimulus 
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evoked only a feeble response. However, the same cell 
showed tonic OFF response to the ML-cone isolating 
stimulus and tonic ON response to the S-cone isolating 
stimulus. These are signatures of cone-opponent 
interactions. 
We measured the relative weights of S- and ML-cone 
inputs for the recorded neurons using the “color circle” 
method described by Sun, Smithson, Zaidi, and Lee (2006). 
Achromatic cells showed only weak S-cone input (S-cone 
weight around 10%). Blue-ON cells however, received 
inputs from the two cone classes that were of equal 
magnitude but of opposite sign (S-cone weight around 
50%). This balanced opponent interaction explains their low 
sensitivity to achromatic stimuli. 
Spatial frequency tuning curves were obtained using cone 
isolating sine-wave gratings. A Gaussian receptive field 
model was fitted to the data in order to assess the size of 
each receptive field center. We found a significant 
correlation (r=0.75) between the radii of S- and ML-cone 
driven receptive field regions suggesting that the opponent 
receptive field regions are co-extensive. When compared to 
achromatic cells, the receptive field centers of blue-ON cells 
were about 2.7 times greater at any eccentricity. 
The temporal properties of blue-ON cell responses gave 
further support to their specialization for signaling color. 
Firstly, the temporal frequency tuning curves of S- and ML-
cone inputs were very similar to each other in all blue-ON 
cells suggesting that the chromatic signal is preserved at all 
stimulus frequencies to which the cells can respond. They 
were, nevertheless tuned to fairly low frequencies around 3 
Hz for both S- and ML-cones, when compared to 
achromatic cells (around 10 Hz). Secondly, response 
latencies of blue-ON cells to visual stimulation were found 
to be similar for both cone types. Achromatic cells, 
however, had significantly lower latencies. These findings 
also support the idea that the S-cone system in cats is more 
sluggish than the luminance system. 
Discussion 
The properties of cat blue-ON cells highlight them as a 
functionally coherent population specialized for color 
vision. Our data also reveal remarkable similarities between 
blue-ON cells of cats and primates. These can be 
summarized as follows: 
1. Prevalence of ON-type response to S-cone contrast (de 
Monasterio, 1979; Szmajda, Buzás, Fitzgibbon, & 
Martin, 2006; Tailby, Solomon, & Lennie, 2008) Blue-
OFF cells may still exist in the cat LGN but they must 
be rare or very difficult to record from; 
2. Nearly linear contrast dependence (Tailby, Solomon, et 
al., 2008; Tailby, Szmajda, Buzás, Lee, & Martin, 2008); 
3. Spatially coextensive S- and ML-cone inputs (Crook et 
al., 2009; Wiesel & Hubel, 1966); 
4. Relatively large receptive field size compared to cells 
carrying luminance signals (Solomon, Lee, White, 
Rüttiger, & Martin, 2005; Tailby, Szmajda, et al., 2008); 
5. Anatomical localization in the "third visual channel" that 
is represented by W-cells in non-primates (Cleland, 
Levick, Morstyn, & Wagner, 1976) and by the 
koniocellular system in primates (White, Wilder, 
Goodchild, Sefton, & Martin, 1998). 
The preference of the chromatic channel in cats for low 
temporal frequencies is also paralleled by the well-known 
temporal low-pass characteristic of human color vision (De 
Lange, 1958). 
Taken together, our data support the idea that the two 
opponent channels of trichromatic color vision have 
different phylogenetic origins. A primordial color system 
(Mollon, 1989) representing the "blue-yellow" chromatic 
axis that is linked to the W- or koniocellular system  appears 
to be present in all modern mammals suggesting their 
common ancestry. This system is dedicated to color vision. 
The "red-green" axis on the other hand, is linked to the 
parvocellular system in trichromatic primates, which also 
transmits signals of luminance based high acuity spatial 
vision. Indeed, parvocellular neurons in the retina and LGN 
include an entire spectrum ranging from purely "red-green" 
opponent neurons through mixed luminance and color 
sensitive cells to purely luminance sensitive ones (Buzás, 
Blessing, Szmajda, & Martin, 2006). This is consistent with 
the idea that "red-green" opponency emerged on the basis of 
a pre-existing achromatic circuit after the splitting of the 
ML-cone population into distinct M- and L-cone classes in 
the course of primate evolution (Jacobs, 2009). 
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