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Abstract. While determining information systems archi- 
tectures (ISA), business ystems planning (BSP) is a well- 
known method to join processes and data classes to sub- 
systems. BSP matrices have generally been rearranged 
without describing the underlying methods. Meanwhile, 
various techniques have been developed for solving the 
ISA problem. Since exact optimization methods often fail 
to provide results for large ISA problems, different heur- 
istics have been applied. A new heuristic for solving the 
ISA problem is the application of genetic algorithms (GA). 
This paper examines the application of a simple GA to the 
ISA problem and compares the results of applying the GA 
with those obtained by exact methods. 
Zusammenfassung. Zur Entwicklung yon Architekturen 
von Informationssystemen (ISA) wird vielfach das Bu- 
siness-Systems-Planning-(B SP)-Konzept vorgeschlagen. 
Ein Teilproblem dieses Planungskonzepts besteht darin, 
unter Berticksichtigung yon Optimalitfitskriterien U ter- 
nehmensprozesse und Datenbestfinde zu mOglichst von- 
einander unabh~ngigen Teilsystemen zusammenzufassen. 
Da die Leistungsgrenzen von exakten Optimierungsver- 
fahren ftir dieses Problem rasch erreicht werden, interes- 
siert der Einsatz von heuristischen Verfahren. Zunfichst 
werden das BSP-Problem und die Vorgehensweise g ne- 
tischer Algorithmen kurz erlfiutert. Danach wird die An- 
wendung eines einfachen genetischen Algorithmus auf das 
B SP-Problem beschrieben. Ein Vergleich mit Ergebnissen 
exakter Verfahren bildet einen weiteren wichtigen Be- 
standteil der Untersuchung. 
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1. Introduction 
Determining information systems architectures (ISA) to 
support the competitiveness of enterprises has gained 
much attention in recent years. Determining an ISA also 
aims at considering the strategic relevance of data as a cor- 
porate resource and improving data quality [cf. 15, 23, 26, 
29]. A strategic planning approach isof special importance 
in designing distributed information systems (IS) and is 
regarded as the number one of among the ten most criti- 
cal IS management issues [cf. 19]. 
The best-known method supporting this strategic task 
is IBM's business ystem planning (BSP) [cf. e.g. 1, 8, 26]. 
BSP is a structured approach which assists an organiza- 
tion in planning its short- and long-term IS requirements. 
The main purpose of BSP is to support he translation of 
business trategy into IS strategy by analyzing business 
information eeds and structuring them into several dis- 
tinct subsystems according to the principle of modularity. 
The BSP framework proposes 13 steps for conducting the 
study [8]: 
9 Gaining executive commitment 
9 Preparing for the study 
9 Kickoff meeting 
9 Defining business processes 
9 Defining data classes 
9 Analyzing current systems upport 
9 Determining the executive perspective 
9 Defining findings and conclusions 
9 Defining the information architecture 
9 Determining architectural priorities 
9 Reviewing information resource management 
9 Developing recommendations and an action plan 
9 Reporting results. 
The definition of an information architecture uses an as- 
sociation matrix, hereafter referred to as BSP matrix, to 
define connections between processes and data classes. 
Cross reference matrices which show the relationship 
between various types of objects are in general an impor- 
tant component of ISA and are implemented in CASE tools 
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Fig. 1. a BSP matrix in original form [20]. b BSP matrix in rear- 
ranged form for a given sequence of processes 
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like e.g. KEY (formally named ADW and IEW) for stra- 
tegic IS planning [cf. e.g. 10, 12, 26]. Not-null elements 
of the B SP matrix contain the symbol C for processes creat- 
ing and U for those using data classes. While defining the 
information architecture it is important to determine sub- 
systems which enclose as many of these symbols as pos- 
sible. This determination is usually preceded by rearrang- 
ing rows and columns of the BSP matrix. The rearrange- 
ment of given matrices intends to identify business areas 
or subsystems tobe allocated to certain servers in a Client/ 
Server architecture without generating too many inter- 
faces. Thus, the goals to be achieved with the procedures 
described encompass 
9 Complexity reduction by defining appropriate sub- 
systems 
9 Identification of different applications areas e.g. for de- 
fining development priorities of building work packets for 
Year2000 conversion 
9 Top-down framework for IS development with bottom- 
up implementation 
9 Determining a blueprint for distributed IS 
9 Reduction of number of interfaces and telecommunica- 
tion costs. 
Figure 1 gives an example of a BSP matrix in original and 
in rearranged form. The resulting subsystems and the data 
flows between them form an ISA. 
2. Methods for restructuring BSP matrices 
One step of defining an ISA is to determine subsystems 
where almost all symbols are positioned within the sub- 
matrices at the main diagonal of a restructured BSP ma- 
trix. All C-entries must reside within those submatrices to
guarantee the assignment of a data class to the process 
creating it. Early publications [8, 18] provide examples of 
restructuring BSP matrices without describing the under- 
lying procedures. Methods like ISMOD (Information 
System Model and Architecture Generator) define an af- 
finity index to determine an appropriate sequence of pro- 
cesses for a given sequence of data classes [6, 9, 28] and 
were implemented in special tools which have been used 
until 1990 in more than 450 studies [10]. Later on, clus- 
tering techniques have been applied to this problem [11, 
21]. 
Recently, different exact as well as heuristic approaches 
have been considered for two-dimensional restructuring 
of BSP matrices. One possible exact approach is to de- 
velop a quadratic assignment model in which each row and 
each column of a BSP matrix have to be assigned to a sub- 
system. After linearization of the quadratic model one may 
apply mixed-integer programming techniques [13, 14]. 
Branch-and-bound algorithms (BB) considering the small- 
est set of all feasible solutions have also been adapted to 
this type of problem [24]. Experiences with these exact 
methods how that they cannot be applied to large prob- 
lems owing to limited computational resources (cf. 
Sect. 4). 
Another possible approach to the ISA problem is the 
application of heuristics which usually provide good so- 
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lutions within a manageable amount of time but do not 
necessarily find the optimal solution. As generally appli- 
cable heuristics, genetic algorithms (GA) have been ap- 
plied for cluster analysis [16] and for solving the quadratic 
assignment problem [2] with promising results. 
This paper proposes GA as a further approach for solv- 
ing the ISA problem. We briefly review the main princi- 
ples of GA, introduce a problem simplication by prepro- 
cessing the cluster identification algorithm [17], describe 
the bit string representation a d the underlying objective 
function of the ISA problem and finally compare the re- 
sults of the GA with results provided by applying exact 
optimization procedures. Thereby we also contribute to 
overcome the scientifically unsatisfying situation that 
most GA applications have never been compared with ex- 
act optimization methods at least for problems of small 
and medium complexity. 
3. The application of a simple genetic algorithm 
to the ISA problem 
IS architecture 49 
iterated algorithm which draws in step 1 a horizontal line 
through the first row and then draws in step 2 vertical lines 
through all C-entries in this row. For each C-entry inter- 
sected by the vertical ine, a new horizontal line is drawn 
in step 3. Steps 2 and 3 are repeated until no crossed-once 
C-entries are left. All rows and columns of crossed-twice 
C-entries eventually form a cluster or a so-called base- 
block [cf. 25]. For the next iteration this baseblock is re- 
moved and the CIA continues with step 1 until there are 
no more C-entries left in the BSP matrix. These subma- 
trices are called baseblocks because they represent an in- 
itial solution to the original problem with the largest num- 
ber of feasible subsystems. The subsystems of the solu- 
tions either equal a single baseblock or are combined of 
several baseblocks. Referring to the original BSP matrix 
of Fig. la, we graphically emphasize in Fig. 2a the rows 
and columns clustered by the third CIA iteration. In Fig. 
2b we show the corresponding transformed matrix after 
completing all CIA iterations. In the following, the result 
of applying the CIA sets the basis for further improve- 
ments of the ISA. 
3.1. Principles of genetic algorithms 
Genetic algorithms base on mechanisms of natural repro- 
duction with are, according to Darwin, characterized by 
the adoption of advantageous modifications and the dis- 
card of disadvantageous ones through selection. This ev- 
olutionary principle is regarded as powerful and efficient 
in nature, being probably the best compromise between 
determination and chance, and has therefore been trans- 
ferred to construct algorithms for solving complex opti- 
mization problems [cf. e.g. 4]. 
The basic principle of GA is to pass on advantageous 
genetic information from one generation to the next while 
ignoring inferior information. In nature the genetic infor- 
mation is carried by a chromosome, in GA usually by a bit 
string. A set of bit strings forms a population where each 
bit string represents a possible solution to an optimization 
problem. An objective function evaluates the quality of 
each bit string with respect to the underlying optimization 
problem. The probability for selecting the best bit strings 
for recombination is proportional to their performance. 
The most important recombination perators are crossover 
and mutation. The former exchanges randomly selected 
portions of bits between two bit strings of the subsequent 
generation. The latter is designed to invert bits by chance 
and prevents a premature loss of possibly useful solutions. 
After applying the recombination operators to a bit string 
population, a new generation evolves which is expected to 
consist of some superior bit strings. This procedure of eval- 
uation, selection and recombination is continuously re- 
peated until a user defined condition causes the GA to stop. 
3.2. Preprocessing the ISA problem 
The ISA problem can be simplified by applying the clus- 
ter identification algorithm (CIA) [17] to identify the set 
of submatrices fulfilling the constraint that all C-entries 
must reside within the created subsystems. The CIA is an 
3.3. Bit string representation f the ISA problem 
In the following we discuss the application of a GA to an 
easier example. Fig. 3a depicts the original BSP matrix 
and Fig. 3b shows the BSP matrix after applying the CIA 
with n = 5 baseblocks. 
To apply a GA to the ISA problem, each feasible com- 
bination of baseblocks must be represented by a bit string 
which can be manipulated by the GA operators. In order 
to explain the chosen representation, a bit matrix is intro- 
duced which contains the bit representation f a possible 
solution to the ISA problem. The element mii~ {0,1 } of 
the quadratic bit matrix states whether the two baseblocks 
indexes with i and j are joined (mij= 1) or not (mij=O). 
Fig. 4 gives an example of a bit matrix for the above ISA 
problem. The matrix expresses in binary terms that the 
baseblocks with the indices 1, 3 and 5 are joined and that 
the two residual blocks 2 and 4 remain unclustered and 
form subsystems on their own. Elements at the diagonal 
of this bit matrix are irrelevant and those beneath it are re- 
dundant. 
The transformation i to the bit string can be easily 
understood when scanning the matrix elements column- 
wise. Referring to the matrix in Fig. 4, the corresponding 
bit string is 0'10'000'1010. The length 1 of the resulting 
bit string depends on the number of baseblocks n with 
l=n.(n- 1)/2. Hence, with increasing number of base- 
blocks, the bit string length grows with O(n2). This may 
well affect the performance of the GA in terms of time 
consumption and its abilities to provide good solutions. A
further problem that arises in connection with the above 
representation is that there exist strings which do not rep- 
resent feasible solutions. Assume that he evolution creates 
the string 0'10"011'0000 which implies that block 1 is 
joined to block 3 and blocks 2 and 3 are combined with 
block 4. Consequently, block 1 has also to be joined with 
blocks 2 and 4 but the respective bits have not been set. 
We cope with this inconsistency by applying a 'filling-in' 
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Fig. 3. a Original BSP matrix, b BSP matrix after application of the 
CIA (initial solution) 
Block 1 Block 2 Block 3 Block 4 Block 5 
Block 1 0 1 0 1 
Block 2 ] 0 0 0 
Block 3 0 1 
Block 4 .l_ 0 
Block 5 
Fig. 4. Example of a bit matrix expressing that baseblocks 1,3 and 
5 are combined 
strategy that switches all inconsistent bits from 0 to 1; in 
the above example the bit string 1'11'111'0000 results. 
A further drawback of this representation is that the 
schema theorem [4] might not work properly. It states that 
the ratio of schemata with short defining length, with low 
order and with exceptionally good fitness increases expo- 
nentially in subsequent generations. This theorem requires 
an efficient bit string representation which meets wo de- 
mands. First, the smallest possible alphabet should be used 
to code the string in order to make it as short as possible. 
Second, the representation should be chosen such that 
short and compact schemata can be identified, i.e., parts 
of a chromosome which represent closely related informa- 
tion should not be dispersed in the bit string. These two 
recommendations are not satisfied by the above represen- 
tation of the ISA problem. Nevertheless, this representa- 
tion was implemented as it is presumably the only mean- 
ingful one that allows to use GENESIS 5.0 (Genetic Search 
Implementation System), a generally available GA pro- 
gram library. GENESIS is task independent and allows to 
perform all the fundamental GA operations including se- 
lection, recombination (mutation and crossover) and eval- 
uation [5]. 
Fig. 2. a The third CIA iteration applied to the original BSP matrix. 
b BSP matrix after preprocessing by the CIA 
3.4. Calculating the objective function value 
After preprocessing, the ISA problem is reduced to find 
suitable combinations of baseblocks and positions of the 
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B~ock 1 Block 2 [ Block 3 Block 4 Block 5 
Block 1 - 0,5 0.1 0.1 - 1.8 
Block 2 -0 .9  -0 .9  0.1 
Block 3 - 0.6 - 0.9 
Block 4 I - 0.9 
Block 5 I 
Fig. 5. Corresponding delta matrix 
resulting subsystems (S) which result in as few interac- 
tions as possible between them. Two subsystems interact 
if there is a U-entry in position kis or krj of the BSP matrix 
with i,je S 1 and 1;se S 2. Thus, the objective function (in 
terms of GA: fitness) is defined to incorporate as many U- 
entries as possible within the subsystems. However, the 
objective function should also prevent hat all baseblocks 
are put together to one or a very small number of big sub- 
systems containing all or too many rows and columns of 
the original problem as this obviously contradicts the plan- 
ning intentions. Therefore, we decided to use an objective 
function that considers this trade-off: joining two base- 
blocks is evaluated in such a way that each new U-entry 
in the subsystems i  rewarded one point and each new null 
entry is penalized with p points. The objective is to max- 
imize the fitness, measured by the sum of points: 
Objective function value (fitness) = u -p .  b ~ max! (1) 
where lA = number of U-entries in the subsystems 
p = penalty value 
b = number of null entries in the subsystems 
For our comparisons we fixed the coefficient to p = 0.3 be- 
cause this value provided reasonable compromises in solv- 
ing some pretest problems. Effects of employing different 
values of p are described in [25]. We use the parameter 
value 0.3 also for further explaining the proposed proce- 
dure. 
A delta matrix, consisting of exactly the same structure 
as the bit matrix, is introduced for calculating the objec- 
tive function value. The elements of the delta matrix, also 
referred to as delta factors, represent the absolute changes 
of the fitness when two baseblocks are joined. Applying 
the objective function to the initial solution, the delta fac- 
tors of all possible combinations of baseblocks can be cal- 
culated and stored in this matrix. 
Figure 5 gives an example of a delta matrix resulting 
from the initial solution of the corresponding problem 
shown in Fig. 3b. If  e.g. blocks 1 and 2 are joined, the new 
subsystem will include five blanks which are penalized 
with 0.3 points each, and one additional U-entry, scored 
with 1 point; the resulting delta factor is d12= 1-0 .3 .5  = 
-0.5. 
The change of fitness as a result of combining base- 
blocks can be easily computed using the bit matrix and the 
delta matrix according to formula (2). 
Change of fitness = ~ ~ d,:j. m,:/ (2) 
i j 
where mzj = element of the bit matrix 
dij = element of the delta matrix 
i =1 ..... n -1  
j = i+1 ..... n. 
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The change of the fitness is the sum of all relevant delta 
factors. A delta factor is relevant if the two corresponding 
baseblocks are joined which is indicated by the respective 
bit set in the bit matrix. The algorithm starts with an in- 
itial solution, consisting of n baseblocks, which provides 
the initial fitness, defined as the sum of all scored blanks 
and U-entries in the baseblocks: 
Initial fitness = u b -p .  b b (3) 
where u b = total number of U-entr ies in the baseblocks 
b b = total number of blank entries in the baseblocks. 
To compute an absolute fitness instead of one relative to 
the initial solution, the initial fitness is added to the accu- 
mulated value of all the changes derived from overlapping 
the delta matrix with the bit matrix: 
Fitness = 1A b -- p . b b + ~.  ~.  d o 9 rrl(j. (4) 
t j 
Referring to our example, if the GA selects the string 
0"00"100"0100, the accumulated change of the fitness is 
calculated and added to the initial fitness according to (4), 
resulting in: Fitness = 2 -0 .3 .0  + 1.0.1 + 1.0.1 = 2.2. Thus, 
joining the baseblocks 1and 4 as well as 2 and 5 improves 
the initial solution. 
4. Results of computational tests 
The GA and other optimization methods are compared 
with respect o the quality of the solutions obtained and 
the consumed computing time for ISA problems of differ- 
ent complexity. The algorithms were run on an IBM RS 
60000-320H. Details of the comparisons are given in 
Table 1. 
The GA was run 30 times on each ISA problem. The 
preliminary number of trials per experiment was intui- 
tively set for each problem and stepwise increased if fur- 
ther improvements of the fitness could be expected. The 
standard parameter settings of GENESIS (population 
size = 100; crossover rate = 0.6; mutation rate = 0.001; gen- 
eration gap= 1.0) were used. 
In order to compare the GA with exact optimization al- 
gorithms, a specialized branch-and-bound algorithm [7, 
24] and mixed-integer programming (MIP) using IBM's 
OSL, Release 2 [13] were also applied to the same ISA 
problems. One difficulty in the comparison is that several 
equivalent MIP formulations exist which may obtain the 
same solution with different computational resources. The 
computational effort is also influenced in a rather unpre- 
dictable way by fixing the number of subsystems and their 
minimal size [13]. Another problem of the comparison is 
that in MIP the number of subsystems, the minimum num- 
ber of columns per subsystem and the minimum number 
of rows per subsystem have been fixed whereas the GA 
selects suitable values for these parameters by itself. For 
a fair comparison, the best parameter values found by the 
GA were used to fix the accompanying parameters of the 
MIP models. 
Under these preliminaries, the 7 cases regarded in Ta- 
ble 1 may be clustered in 3 groups. In the first 2 cases, the 
MIP-model and the BB were able to find solutions in rea- 
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Table 1. Results of tests 
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ISA Genetic algorithm MIP-OSL d Specialized 
problem a (30 experiments per case) branch-and-bound e 
Dim of Number Number of Best Average Best fitness Average Input- Objective CPU-s Objective CPU-s 
matrix of base- trials per fitness fitness found in % CPU-s b parameters function function 
blocks experiment of exper. (n,c,r) c value value 
17 x 10 9 4000 6.80 6.80 100 1.00 6.80 180 6.80 0.08 
12x07 10 10000 14.00 10.37 27 5.10 14.00 45 14.00 0.06 
3,3,3 
3,1,1 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
16x28 12 4000 12.00 11.80 37 1.60 6,2,1 11.60 f 12.00 0.22 
19x 12 16 6000 21.60 21.28 63 4.80 6,1,1 21.60 212400 21.60 0.28 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  , . . . . . . . . . . . . . . . .  
28x18 24 15000 30.90 29.97 16 31.00 5,2,1 29.60 f 22.30 h 
27x36 26 15000 36.40 33.29 3 32.00 7,1,1 27.40 f 15.10 h 
37x24 28 25000 32.60 31.11 3 65.70 8,1,1 22.50 g 10.10 h 
a Sources of problems olved: 17x10, 37x24: [18]; 12x7: [22]; 
16x28: [3]; 19x12: [11]; 28x18: [20]; 27x36: [27] 
b Average CPU-s for all trials of one experiment. To obtain the to- 
tal CPU-time used for the GA, the numbers in this column have to 
be multiplied by the number of experiments, i.e., by 30 
c Parameters determining the structure of the resulting matrix: 
n = number of subsystems, c = minimum number of columns per sub- 
system, r=minimum number of rows per subsystem 
d Mixed-integer p ogramming using IBM's OSL [13] 
e Cf [24] 
r Interrupted after several days (exceeding running time limit) 
g Interrupted after severaldays (exceeding running time limit). [131 
shows 6 different solutions to this problem for (n,c,r)= (5,3,3); the 
best objective function value obtained equals 26.2 (without proof of 
optimality). However, this value cannot be compared to the GA-so- 
lution due to different parameters (n,c,r) 
h Interrupted due to memory overflow after an approximate CPU- 
time of 120 s 
sonable time. However, the BB algorithm needed far less 
CPU-t ime than the OSL. For the first case, the total time 
taken for performing 30 experiments by the GA lay 
between the CPU-t imes of the BB and MIP whereas for 
case 2 the GA took the most time of all three procedures 
compared. 
For the cases 3 and 4 which constitute group 2 the MIP- 
formulation run several days; only in one of the two cases 
it found the optimal solution within the given time limit. 
The BB again needed only fractions of one CPU-second 
to obtain the optimal solution! The GA took less than 3 
minutes in both cases. With respect o the optimal objec- 
tive function value, the GA found the optimal solution in 
every case which could be solved by exact optimization 
methods. 
Group 3 consists of the cases 5 to 7 in which both ex- 
act optimization procedures fai led either due to memory 
overf lows (BB) or excessive running time (MIP). The op- 
t imal solutions of the problems in class 3 are still unknown. 
Both the BB and the MIP provided non-optimal solutions 
before stopping. However, the GA obtained in 2 of the 3 
cases remarkably better solutions; in all three cases the GA 
needed far less computat ional  time than the MIP. Taking 
the 27 x 36 matrix presented in [27], the BB reached the 
memory l imit after 120 CPU seconds and was interrupted 
at a best objective function value of  15.10, the OSL was 
stopped after more than 4 days of calculation with a tem- 
porary best of 27.40 and the GA proposed a fitness value 
of 36.40 within 16 minutes (taken by all 30 experiments). 
Although the best fitness was only found in one experi- 
ment, the average value per experiment of 33.29 indicates 
that the GA is far better suited for complex problems than 
the exact methods. 
The figures state also that the more complex the ISA 
problem, i.e., the more baseblocks and hence the larger the 
length of  the bit string, the lower the probabi l i ty of  find- 
ing the optimal fitness in one experiment. In cases 6 and 
7 the GA found the best solutions only in 1 of 30 experi-  
ments although we chose a comparat ively arge number of 
trials per experiment. Each experiment with the GA leads 
the search into different solutions areas which may pro- 
mote or restrain the evolution towards the global optimum. 
In conclusion, the GA possesses a high potential for 
quickly converging towards good solutions for large ISA 
problems for which optimization methods fail. In our study 
the best fitness is usually not found in each GA experi-  
ment, but the average value over a series of 30 experiments 
is always fairly close to the best fitness and superior to the 
temporary best results del ivered by exact methods. 
5. Conclusion and outlook 
This paper examines the application of a genetic algorithm 
to a clustering problem emerging from planning an infor- 
mation systems architecture. To solve this problem one has 
to rearrange the rows and columns of a BSP matrix with 
respect o several optimization criteria. Since exact meth- 
ods fail to provide results for large ISA problems, the ap- 
pl icabi l i ty of a GA is studied. This paper describes how a 
GA can be appl ied to the ISA problem and presents com- 
putational experiences with optimization techniques and 
a GA. 
In conclusion, the results and the performance achieved 
with the GA are surprisingly good. The GA seems to be a 
genuine alternative to the application of exact methods for 
solving complex problems. It provides optimal solutions 
for those ISA problems which could be solved by exact 
methods and it determines feasible solutions for large 
problems which were not tractable by these procedures. 
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Furthermore, GA always provide solutions whereas the 
optimization methods may fail to deliver at least a non- 
optimal solution when stopped ue to the lack of compu- 
tational resources. 
All automatically applied procedures are challenged by 
the speculation that a human decision maker may find bet- 
ter solutions, especially if he is supported by a decision 
support system. Therefore, an alternative tothe procedures 
described for solving the ISA problem are online decisions 
on combining different baseblocks. Generally, only few 
results are available in which the performance of heuris- 
tics and of human decision-makers are compared in a sci- 
entifically sound setting. As in many other applications, 
experiments of such performance comparisons for deter- 
mining IS architectures look promising but are fairly dif- 
ficult to realize. Therefore, this comparison has not been 
considered in the present study. 
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