The combination of the SAE Time Triggered Ethernet (TTEthernet) standard with the Integrated Modular Avionics (IMA) architectures supports the design, deployment and integration of mixed-critical avionic applications. In order to cope with the complexity of these tasks, we advocate for a model-driven engineering methodology. The key element of such methodology is the modeling language, which enables producing relevant models of the system. In this paper, we present a metamodel, which captures the main features and concepts defined in the SAE TTEthernet standard. We discuss how a combination of the TTEthernet metamodel with an IMA metamodel can be used to extend the AADL modeling language to model avionic applications deployed a TTEthernet-networked IMA platform. Finally, we present a case study to illustrate our approach.
to interface it with suitable formal analysis techniques to verify safety and performance properties of the system.
In this paper, we present and discuss a metamodel that the captures the concepts and main features of TTEthernet as described in the SAE AS6802 standard [2] . We show how we leverage this TTEthernet metamodel to define an extension of the Architecture Analysis & Design Language (AADL) to support the modeling of the concepts and constraints relevant for TTEthernet standard. We discuss the implementation of this extension and illustrate it with a concrete example.
This paper is organized as follows: In Section 2, we present an overview of the main features and concepts of TTEthernet standard. We present and discuss in Section 3 our proposed metamodel to capture the concepts of TTEthernet. We discuss in Section 4 how the proposed metamodel can be used to support the modeling of avionic applications. In Section 5, we show how we leverage the TTEthernet metamodel to extend the AADL modeling language to model avionic applications deployed on TTEthernet-networked IMA platform. We illustrate our approach an illustrative example in Section 6. In Section 7, we succinctly review the most close related research works to ours. Finally, we conclude the paper and outline our ongoing and future research work in Section 8.
Overview of the Time-Triggered Ethernet Standard
TTEthernet provides time-triggered services on top of the basic Ethernet features in order to allow synchronous communication with constant latency, tight jitter (μsec) and determinism requirements. TTEthernet integrates three types of data flow: Time-Triggered (TT) data flow which is the highest priority traffic; Rate Constrained (RC) traffic, which is equivalent to AFDX traffic, and finally Best Effort (BE) traffic. As a consequence, TTEthernet supports mixed-criticality applications where highly critical functions cohabit with less critical functions.
TT frame represents a frame that should be transmitted at specific time instants. A synchronized global time is established allowing to compute an off-line schedule, which specifies the dispatch frame point in time and temporal characteristics for intervals used for asynchronous traffic such as RC and BE.
The temporal properties of TT frame fi are specified by equation (1):
The period and length of frame are the off-line configured parameters of system, and the offset is assigned by scheduler. The offset for a frame F on a link L in the network is: F L .offset.
The dispatch point in time of a TT frame fi, on communication link [vx, vy] , is denoted by: fi [v x, vy ] is identified by the period and offset of frame where fi [v x, vy ] represents frame fi transferred as TT on a communication link [vx, vy] .
The RC traffic, which corresponds to the AFDX traffic [1] , guarantees bounded latency in complex network. This is achieved through a sharing of the network bandwidth between functionalities of system and maintaining the predictability of the communication [3] . The characteristics of an RC frame are max transmission rate and its length, described by equation (2):
The RC frame should always respect its transmission rate limit. In the case where an RC frame exceeds its transmission rate, a traffic policing function implemented in the TTEthernet switch (e.g. leaky bucket) drops this frame. The traffic policing function measures the time between two frame receptions to monitor the transmission rate.
Finally, the best effort (BE) traffic represents the classic Ethernet approach, where no guarantee exists for the transmission time, reception at the recipient location and delays. In fact BE frame uses the remaining bandwidth of the network.
TT traffics must be free of any conflict. To do so, schedule of the frames transmission with respect to the synchronized global time should be established off-line. This is a fundamental constraint of TTEthernet network called contention-freedom. It ensures the mutual exclusion of the frames transmitted in the same dataflow link, which means that within a given dataflow link; only one frame can be transmitted at a certain time. Off-line schedule planned at the system design time, is responsible for prohibiting runtime conflict. Therefore in the schedule, TT frame has higher priority than RC and BE. Once a TT frame and a RC frame arrive in same outgoing port, the TT frame takes priority over the RC frame. In fact RC traffics are dispatched if TT traffic is not pending. Therefore when TT traffic arrives, should be immediately transmitted. To insure the immediate transmission, switch must confirm freedom of network.
TTEthernet is a transparent synchronization protocol because of coexisting of different traffic types on the same physical communication network. In fact, this synchronization protocol permits transparent integration of time-triggered services on top of standard Ethernet infrastructure.
TTEthernet introduces a fault-tolerant algorithm which detects failures and disorders in the network. In particular, these fault-tolerant algorithms set up the send order of synchronization message (i.e. PCFs) in order to ensure synchronization of local clocks in a distributed system. Protocol Control Frame (PCF) is a dedicated Ethernet frame which carries TTEthernet protocol control frame for the reason of local clock synchronization. Toward that reason, a multitude of TTEthernet End-Systems generate PCFs and distribute them with TTEthernet switches.
Fault-tolerant algorithms use multiple redundant paths established by TTEthernet network, in order to tolerate failure of a single path without affecting the entire application of system. This is vital for safety-critical system that is achieved by the fault-tolerant algorithms, where multiple redundancies causes that multiple faults are tolerated.
As previously mentioned, TTEthernet provides local clock synchronization in distributed systems. To do so, a synchronization approach is planned. The main elements of synchronization approach are:
The components of system can be selected as SM and CM based on the requirements on the system architecture. Once the system designer decided about the configuration of SM and CM, the remaining components are configured as SC.
The synchronization approach of TTEthernet is organized in two steps. In the first step SMs send PCFs to the CMs. Then after new calculation a new PCF is sent out from CMs to SMs and SCs as second steps of approach. The new PCF contains an averaging value of arrival times of dispatched PCFs in first step.
Synchronization topology is established in different level of the system architecture. The lowest level of this topology composed of End-Systems and switches which are configured as SM, CM and SC. The next level presents the concept of cluster where single synchronization domain and synchronization priority is considered.
TTEthernet introduces different synchronization domains and synchronization priorities in order to native support of system-of-system communication. Synchronization domains specify independent TTEthernet systems inside of a system-of system with respect to their synchronization priorities. It is important to mention that two components belong to different synchronization domains will never synchronize their local clocks. That means the Communication between two components of different synchronization domains is only possible with non-time-triggered traffic classes.
The concept of cluster is defined in TTEthernet to permit running in isolation different clusters in a large TTEthernet network. A cluster is organized as a set of End-Systems and switches that are connected together using communication redundancy channel. The communication channel at least contains one switch.
Several clusters build a multi cluster in next level of synchronization topology where one synchronization domain and many synchronization priorities are introduced. A multi cluster system supports a master-slave paradigm, which try to synchronize all devices in system toward the highest synchronization priority.
Finally, network level composed of several multi cluster, different synchronization domains and synchronization priorities.
This is important to mention that dataflow between two TTEthernet clusters in different synchronization domains is supported by RC or BE traffic.
Metamodel for TTEthernet
In this section, we describe the main concepts of the metamodel we propose to support modeling distributed systems using TTEthernet as a communication infrastructure. These concepts correspond to the main features of TTEthernet defined in the SAE TTEthernet standard, AS6802 [2] . This metamodel is designed to support building a set of tools to perform the design and analysis of TTEthernet-based distributed architectures. The overall view of our TTEthernet metamodel is depicted in Fig.1 . Remember that a cluster is composed of at least two computing resources that communicate together through a networking resource. In fact, the only missing part for modeling a cluster is, how the networking Resources and computing Resources are connected together. This is covered in Fig. 3 , where we present the concept of virtual link. Briefly, virtual link is a logical link connection from one source End System to one or more destination End Systems. We explain it more in details later on this paper.
The Synchronization Domain class of TTEthernet metamodel provides a specific domain of synchronization for a cluster. Every synchronization domains have its unique priority presented by the Synchronization Priority class of the metamodel. Cluster supports only one synchronization Priority and one Synchronization Domain. A multi cluster that is composed of at least two clusters, presents one Synchronization Domain and multiple Synchronization Priorities. It is supported by EReference between cluster class and Synchronization Domain of the metamodel. Finally, the TTEthernet network is supported by TTEthernet MetaModel class, where it can have multiple Synchronization Domains and multiple Synchronization Priorities.
After presenting the main elements of TTEthernet metamodel, in following we take a deeper look at other essential elements of the metamodel. Fig. 3 illustrates the Schedulable Resources of TTEthernet network that represents all the elements that related to scheduler. These resources are: End System, Frame, channel and virtual link. End-Systems are the nodes of distributed system that perform the functionality of system. To do so, every End-System hosts at least one Functionality of system. This is supported by EReference between End-System class and Functionality class of the metamodel. In case that End-System hosts multiple Functionalities, the strict isolation between them is required. The maximum number of Functionality that could be dedicated to an End-System, is determined by resource allocation function. Frames are the data unit that traveled through the network. Virtual Link is a logical connection that builds communication tree between one End-System as source and multiple End-Systems as destination.
Each Frame belongs to one Virtual Link, where Virtual Link carries many Frames. This is shown by EReference between Frame class and Virtual Link class of metamodel. Each Functionality must have only one Virtual Link as its source and one or many as its destination. This is supported by bi-directional EReference between Functionality class and Virtual Link class.
Channel is a logical connection defined within the scope of a cluster or multi cluster. In fact Channel is provided to elaborate the communication between clusters and multi clusters. Frames belong exclusively to one channel, but the End-Systems and its dedicated Functionalities could use one or more channel. As it is mentioned in background section, TTEthernet presents three types of frame with different priority depicted in Figure 4 . The attributes of each class of the metamodel in this figure, present the characteristics of corresponding to frame type (e.g. TTEthernet class has offset). PCF class which is a frame type too, supports requirements of Synchronization protocol of TTEthernet. A description of the temporal communication behavior of frame is provided by Schedule. Scheduler is a tool that produces Schedule, which should respect specific constraints in order to support TTEthernet communication paradigm. Figure 5 illustrates Schedule and Scheduler classes of metamodel including enumeration list of presented constraints. These constraints that have been reported in [4] 
Using the TTEthernet Metamodel to Support IMA-Based Avionic Systems
The Integrated Modular Avionics (IMA) is a distributed architecture which is designed to support resource sharing between functionalities while ensuring their isolation in order to prevent interference between them [5] . Consequently, this reduces the cost of large volume of wiring and equipment and keeps up with strict safety requirements. IMA architecture supports the space and time partitioning using of ARINC 653-compliant real-time operating system [6] . The partitioned environment of IMA allows hosting different avionics functions with different criticality levels (e.g. control functions and comfort functions) on the same platform.
The IMA architecture is composed of End-Systems (ES) called modules and switches (SW) connected together through the communication links. The communication network of IMA architecture can be either ARINC 664 [1] or the TTEthernet [2] . TTEthernet has a higher determinism level and suites better the requirements of safety-critical systems. This is because TTEthernet supports cohabiting high critical functions with less critical ones on the same physical platform. In this section, we discuss how the TTEthernet metamodel described in the previous section support the modeling TTEthernet-networked IMA-bases avionic systems. Therefore, we discuss in the following a particular profile of the TTEthernet metamodel which integrates the concepts relevant for IMA architecture.
The two main components of IMA architecture are End-System (ES) also called modules in ARINC 653 [7] and the switches (SW). The modules are functional execution units of IMA architecture. The communication between the modules is performed by switches and communication links. The partitioned environment of IMA is supported by the partitions deployed on modules. A partition has a strict access to processing resources and memory. The physical links of the network connect the modules through a set of switches and support the concept of data flow link. A sequence of directed data flow link performs a data flow path. Fig. 6 depicts the metamodel of IMA architecture. Table 1 demonstrates how IMA metamodel presented in Figure 6 can be mapped to TTEthernet metamodel concepts. The TTEthernet metamodel provides the concepts which correspond to the main components of IMA metamodel and then provides a model that represents IMA architecture using TTEthernet. 
TTEthernet Metamodel Application: Extending AADL
AADL is a standard architecture description language developed by SAE AS5506 [1] , [8] for the formal specification of the hardware and software architecture of embedded computer systems. It is used for the modeling of software system architectures and supports the analysis and verification non-functional properties of modeled system. The AADL modeling language can be extended through two built-in extensibility mechanisms. The first mechanism is a construct for property set definition. This construct enables defining or modifying AADL properties. The second extensibility means is an annex extension mechanism, which enables to specify sub-languages that will be processed within an AADL model. Some AADL annexes are now standardized including for example is the Error Modeling Annex [9] , which allows specification of error models to be associated with core components supporting safety and dependability modeling. We use the second approach to extend the AADL modeling language with the features defined in the TTEthernet metamodel. In order to do so, we first define a concrete textual syntax for the TTEthernet metamodel which will be used by the system engineer to describe its model. The sublanguage defined by the TTEthernet metamodel is then included into the AADL as annex subclause. The complier of this TTEthernet sublanguage concrete syntax is then integrated with the OSATE2 tool environment using its extension points. This integration is shown in Fig.7 . More details on this implementation can be found in [10] . 
Case Study
Our purpose in this section is to illustrate the proposed approach with a representative example of an avionic system. We have modeled this system using the AADL extension described in the previous section. The system shown in Figure 8 is composed of eight modules and four switches (SWs). The modules host different number of partitions as follows:
 The module ES1 hosts the partitions Nose Landing Gear (NLG), Gauging Channel A (GCA) and Fuel
Mass (FM) . Fuel Gauging provides the measurement method for the physical characteristics of the fuel such as temperature, density and permittivity. Using these data the system computes the volume and the mass of fuel available in each fuel tank. Table 2 gives the properties of VLs, which are mainly the source and destination partition, BAG and the max size of frames. For the sake of simplicity, we present some of these VLs partially. The model of the presented case study using our AADL extension is given in Fig. 9 . 
Related Work
We present in this section a review of the main related research work to our work presented in this paper. An extension to the OMNeT++ INET framework is developed to support simulation of TTEthernet by [11] . Authors of [12] introduce and develop a TTEthernet model using SystemC/TLM in order to facilitate the design and integration of Cyber Physical System (CPS). Moreover, [13] introduces a TTEthernet simulation environment based on OPNET for generic building blocks such as switches and systems. The research reported in [14] , [15] and [16] propose a modeling approach, which describes different levels of detail of IMA execution platform interconnected with AFDX. . In [15] authors define a modeling approach based on AADL and SystemC, which aims at the design and dynamic simulation of an IMA-based avionics platform. This is component-based approach, which can be used to dimension the architecture taking into consideration the application to be deployed while achieving early platform validation.
Lauer et al. [17] propose a modeling approach that computes worst case traversal time (WCTT) for an IMA architecture interconnected with AFDX. They produce functional analysis using model-checking verification approach. The authors develop in [18] worst case temporal consistency, latency and freshness analysis for IMA platform with different evaluation method such as tagged signal model and Integer Linear Programming (ILP). Lauer et al. [19] focus on IMA architecture using TTEthernet to present a cost optimal strategy for the integration of multi-critical function in IMA architecture. This work also used binary integer problem formalization using off-the-self solver. Several AADL extensions based its built-in extension mechanisms are now standardized as official annexes. These include the Data modeling annex, ARINC653 annex, the AADL Behavior Annex [7] , and Error Model Annex [9] . In addition, some research work have focused on extending the language using these extension mechanisms or investigating alternative ways. The most close research works to ours from this perspective are reported in [20] and [21] . Delange et al. [20] , present an approach based on AADL, which covers the modeling, verification and implementation of ARINC653 systems. The authors describe in the work the modeling guidelines elaborated in the ARINC653 annex of the AADL standard. This approach is supported by a tool chain composed of Ocarina AADL tool suite, AADL/ARINC653 runtime POK and Cheddar scheduling tool. The authors of [21] present an implementation of the AADL behavior annex as an extension plug-in to the OSATE 2. We have implemented our AADL TTEthernet extension using similar techniques. De Niz and Fieler discuss in [22] how to extend the AADL language to include new features for the separation of concerns (i.e. Aspects). Based on this research work, it seems that the AADL extension mechanisms do not support the separation of concerns and new aspect-like constructs and mechanisms are then investigated. Brau et al. [3] present a model of a subsystem of Flight Management System using AADL and show how to establish important parameters in the AADL model including the virtual links characteristics for instance.
Conclusion
The aim of this work is to support the modeling of mixed-criticality avionic application, which are deployed a platform composed of a distributed IMA architecture with TTEthernet as a networking infrastructure. This modeling support would help in coping with the inherent complexity of such engineering task. This can be achieved with a model-driven engineering methodology. As a building bloc of this methodology, we presented in this paper the design of the TTEthernet metamodel. We have used this metamodel with a mapping to the IMA components to extend the AADL modeling language to support the aforementioned goal.
