In this paper, we prove that under mild stochastic assumptions, work-conserving disciplines are asymptotic optimal for minimizing total completion time.
Introduction
Minimizing the (weighted) total completion time, one of the most basic performance metric in scheduling theory, has been extensively studied since the 1990s [19] , and the earliest study can be traced back to 1950s [22] . Formally, we are given a set of n jobs N = {1, 2, . . . , n}, each job has a workload of p j . Let C j denote the completion time of job j, the goal is to find a schedule that minimizes the total (weighted) completion time j∈[n] C j .
The most basic problem in this context is the single machine model with batch arrivals, (i.e., 1|| j C j in the standard 3-field notation introduced by Graham et al. [14] ), which can be exactly solved by the shortest processing time first (SPT). There are numerous generalizations of this classic formulation, including the setting with multiple machines, precedence constraints and release dates [6] . Almost all but a few relatively simple variants under consideration are NP-hard, for which various efficient offline approximation algorithms are available [6, 7] . Particularly, recently there is a line of work on improving the approximation guarantee for total weighted completion time objective [4, 16, 21, 18] . The corresponding online setting is also an active area of research, in which jobs arrive online and each job becomes known to the algorithm only after its arrival. For instance, Anderson and Potts [1] considered the problem of minimizing weighted completion time in the non-preemptive single machine model, and proved that a simple modification of shortest weighted processing time rule achieves the optimal competitive ratio of two. Shmoys et al. [20] showed how to obtain a 2ρ-competitive online non-clairvoyant algorithm from an offline ρ-approximation algorithm. In a similar favor, Hall et al. [15] presented a technique for converting a ρ-approximation algorithm of the maximum scheduled weighted problem to a 4ρ-competitive algorithm for completion minimization.
To compare the performance of different disciplines, deterministic models always consider the worst possible input, which does not correspond any inherent properties of input. Besides the aforementioned results in deterministic setting, there are also considerate amount of work on stochastic models, which helps to explain the empirical performance. Specifically, there is a line of work that utilizes asymptotic analysis to evaluate system performance in a large scale, often with certain stochastic assumptions on the input data. Chou et al. [9] studied the weighted completion time minimization problem with release dates in single machine model, and proved that the expected weighted completion time under nonpreemptive weighted shortest expected processing time among available jobs (WSEPTA) algorithm is asymptotically optimal when the number of jobs increases to infinity, if job workload and weights are bounded and job workload are mutually independent random variables. Kaminsky and Simchi-Levi [17] proved the asymptotic optimality of the Shortest Processing Time (SPT) algorithm for the total completion time objective in flow shop model, where each job must be sequentially processed on the machines and every job has the same routing.
It is observed that the measure metric of completion time is more robust with respect to various changes in the input instance [3] , compared with the objective of flow time. In addition, from all the mentioned results above, we can see that though the suggested approaches for completion time optimization are ad-hoc, various different scheduling disciplines all admit desirable performance guarantee. For example, the seminal list-scheduling algorithm [13] achieves a constant gap of two to the optimal, even in the worst case scenario, which is usually overly pessimistic, while WSEPTA and SPT are asymptotically optimal in the stochastic model. Collectively, these observations lead to the question that, whether there is a unifying characterization or explanation on the excellent performance of a certain class of scheduling disciplines in different settings.
Our result answers this question in affirmative, which is formally stated in Theorem 4, and can be summarized in words as,
As long as machines are kept busy whenever possible, the total job completion time are optimum when the number of jobs is sufficiently large.
The most relevant to our work is [8] , which shows the optimality condition when the job workloads are upper bounded by a constant, together with the additional assumption that job workload and interarrival time are i.i.d distributed. However, it is natural to expect the maximum job length to be unbounded when the number of jobs increases to infinity. Moreover, the input data cannot assumed to be identical distributed in every situation. Beyond providing a deeper understanding on the completion time metric, a unifying result with weak assumption is potentially useful to identify disciplines that are both effective and easy to implement.
Model and main result
In this paper, we consider minimizing the objective of completion time in multiple machines environment. There are n jobs and a set of m identical machines in the system. Each job i is assigned a processing time p i and arrival time r i , and we use ∆r i = r i − r i−1 to denote the interarrival time between job i − 1 and i. We focus on work-conserving disciplines, which never idles machines when there exists at least one feasible job or task awaiting the execution in the system. We let Π W denote the class of work-conserving disciplines.
Our result in this paper holds in both preemptive and non-preemptive model. In preemptive model, the job that is running can be interrupted and later continued on any machines, while the system must follow the "run to completion" rule in the non-preemptive setting. Besides this basic models, our result can be further applied in the following settings.
• Constant number of interjob precedence phase. Interjob precedence constraint i → j implies that job i must be finished before we start to process job j. We assume that there are constant number of such precedence constraints.
• Multitask job with arbitrary intertask precedence constraint. Each job consists of multiple tasks, the job is considered to be completed until all its tasks are finished. The precedence constraints between tasks within the same job can be arbitrary.
For any scheduling discipline π, we compare it with an oblivious adversary, i.e., the optimal offline algorithm, for which there are no restrictions, it can have full knowledge of the input sequence in advance, together with the choices of π.
Let CR π denote the competitive ratio of discipline π, it is defined as
where we use G π (I) to denote the objective value under discipline π and instance I.
Assumptions. In this paper we use µ
r to denote the expected value and variance of the k-th job workload and interarrival time respectively. The assumptions utilized in this paper are stated as following.
are independently distributed, the (2 + ǫ)-th moment of job workload and the second moment of interarrival time is finite.
Assumption 3. The stochastic system driven by the arrival and service processes is stable and one of the following conditions holds,
• The mean values of interarrival time are almost identical, i.e., |µ
A special case is when the mean values of interarrival time are identical, i.e., there exists µ r such that µ
Main result. The appeal of our result is that the assumptions are fundamentally natural and general, we does not assume any specific distributions on the input.
Theorem 4.
Under assumption 1, together with assumption 2 or 3, any work conserving algorithm π is almost surely asymptotically optimal for online completion time minimization, i.e.,
holds almost surely for any input instance.
Tight competitive ratio upper bound on flow time
Let B = p max /p min be the ratio of the maximum job processing time and minimum job processing time, we establish a tight characterization on the performance of work-conserving disciplines on flow time in this section.
Theorem 5. The competitive ratio of any work-conserving scheduling discipline is no more than 2B.
Proof: In the following proof, we use W π (t) to represent the remaining workload under discipline π at time t, and let π * denote the optimal scheduling discipline. The main idea of our proof is to relate n π (t), the number of jobs alive under π to that under optimal discipline π * , which is achieved by comparing the amount of unfinished workload under these two disciplines. The bounded job size ratio parameter allows us to convert the relation between remaining workload to that between number of unfinished jobs.
To start with, observe that
where the last inequality is due to the fact that n π * (t) ≥ W π * (t) pmax . In the following we let
be the set of non-trivial time slots, i.e., in which unfinished jobs exist either under π or π * , and T ♯ π denotes the collection of time slots in which idle machines exist under discipline π. We argue that W π (t) is no more than (m−1)·p max for ∀t ∈ T ♯ π . To show this fact, note that π is a work-conserving algorithm, which implies that there are less than m unfinished jobs at time t due to the existence of idle machines. As a consequence, we have
which follows from the non-negativity of W π * (t). On the other hand, we claim that bound (3) still holds for t ∈ T \ T ♯ π , i.e., when all the machines are busy under π. To see this fact, for each t ∈ T \ T ♯ π , we define its related time slot in T ♯ π as,
we next claim that for ∀t ≥ 0,
This is because that the remaining workload under π deceases at the maximum speed of m during time interval (t ♯ , t], hence the difference of remaining workload between π and π * must be nonincreasing in (t ♯ , t]. Combining (2) and (4), we have
Now we are ready to bound the total flow time of π as following,
where (a) follows from inequality (5); (b) is based on the fact that F π * = t∈T n π * (t)dt ≥ t∈T\T ♯ π n π * (t)dt;
According to the fact that n π (t) ≥ m when t ∈ T \ T ♯ π , we know that t∈T ♯ π n π (t)dt + m · t∈T\T ♯ π dt is a lower bound of F π * , hence (c) holds. The proof is complete.
Moreover, in the following proposition, we will see that our performance upper bound is indeed tight, up to a constant gap that is no more than 4. Proposition 6. There exists a work-conserving scheduling algorithm π with competitive ratio CR π ≥ B/2.
Proof: It is known that SRPT achieves good performance guarantee with respect to flow time, hence it is natural to turn to the opposite direction, the longest remaining processing time first (LRPT) discipline, when considering upper bound side of competitive ratio.
In particular, consider a system consisting of m large jobs with size B and mn small jobs with unit size. All the large jobs arrive at time t = 0 and m small jobs arrive at the beginning of every time slot t ∈ [0, n − 1]. It is clear to see that the total flow time under LRPT is equal to
while the total flow time under SRPT is
Hence the competitive ratio of LRPT is no less than
As LRPT is work-conserving, the proof is complete. Now we are ready to establish the competitive ratio supremum on the class of work-conserving disciplines.
Theorem 7. The supremum of competitive ratios of work-conserving scheduling disciplines satisfies that sup π∈Π W CR π = Θ(B).
Specifically, we have B/2 ≤ sup π∈Π W CR π ≤ 2B.
Proof: Combining Theorem 5 and Proposition 6, the proof is complete.
Remark. In the above, for a clean presentation, we present our results in the context of the fundamental model of P m|pmtn, r j | F j and P m|r j | F j . However, it is worth pointing out that our upper bound and its tightness holds under several more general conditions, including examples showing below. We first note that under a more general setting, the correctness of Proposition 6 can be easily verified, as the worst gap between LRPT and the optimal algorithm is non-decreasing with respect to the input instance set. Hence it remains to discuss the correctness of Theorem 5 for the following scenarios.
• Multitask job with arbitrary intertask precedence constraint. It can be seen that Theorem 7 still holds under arbitrary precedence constraint between tasks within the same job. This is because that precedence constraint on tasks will not change the fact that the number of jobs alive at t ∈ T ♯ π is less than m, which is shown in equation (3).
• Constant number of interjob precedence phase [12, Section 4.6] . With the appearance of interjob precedence, the number of jobs alive is not necessary equal to the the number of feasible jobs. Hence the existence of idle machines does not imply a lower bound of m − 1 on the number of jobs alive, as jobs may be waiting for service due to the precedence constraint. However, if there are constant number of precedence phases, we are able to conclude that the W π (t) = O((m − 1) · p max ). As a consequence, the RHS of (5) and (6) 
Optimality in stochastic online completion time minimization
In this section, we show the asymptotic optimality condition, utilizing our tight characterization on the worst case performance of work conserving algorithms with respect to the metric of flow time. We first state the following fact that will be useful for establishing Theorem 4. 
According to Borel-Cantelli Lemma [10] , we know that lim sup X i i 1/r = 0 (10) holds almost surely. We next show the following lower bound on the limit superior of sequence
where the first equality holds due to fact that X i are identically distributed. On the other hand, when 
in which the second inequality follows from Markov inequality, i.e., È( X i n 1/r > ε) = È(X r+ǫ > n 1+ǫ/r · ε r+ǫ ) ≤ (X r+ǫ ) n 1+ǫ/r ·ε r+ǫ . The proof of the general case is complete.
We next make the following observation. 
for which we know that lim n→+∞
Consequently we know that lim n→+∞ i∈[n] r i = Ω(n 2 ), and the following equality holds if the total flow time under the optimal algorithm π * is in the order of o(n 2 /B (n) ),
In other words, the completion time is indeed dominated by the total arrival time. The proof is complete.
Remark.
The Ω(n 2 ) lower bound on optimal total completion time still holds without any assumptions on the arrival process, if there is a lower bound ∆ = Θ(1) on job workload. To see this fact, we re-index the jobs by their completion time order as for any ǫ > 0, if
Lower bound on the optimal flow time
Proof: In this proof, we let W k denotes the waiting time of the k-th arriving job under first come first serve (FCFS) discipline. For general input job workload and arrival time distributions, we have the following recursion according to Lindley equation [2] ,
r for ∀k ∈ [n] and x + = max{x, 0} for ∀x ∈ Ê.
Solving the recursive equation, it can be shown that [2] ,
). Hence the total waiting time under FCFS is,
Note that
Applying the Chebyshev inequality, we know that for any ε > 0,
where the last inequality holds as sup n {σ
Hence lim n→∞ Σ 1 n 3/2 = 0 almost surely. On the other hand, we have the following inequality for λ = Θ(n 1/2+ǫ ),
is non-decreasing with respect to the index k, we further have
where the last inequality follows from Kolmogorov's inequality [10] . Hence Σ 2 n 3/2 also converges to 0 almost surely. Combined with (17), we have
The minimum total flow time is no more than that incurred by FCFS, i.e.,
The proof is complete. Proposition 11. If the single server system is stable, i.e., È(lim n→∞ W n < ∞) = 1, then
Proof: Note that for t ∈ [r k , r k+1 ), the remaining workload under any work-conserving algorithm satisfies the Lindley equation [2] ,
in which W (r k ) = W k equals to the waiting time of the k-th arriving job under FCFS discipline. Similar as the proof of Lemma 10, we have
when condition (19) does not hold, which implies that È(lim t→∞ W (t) = ∞) = 1. Indeed we have
We remark that it suffices to consider work-conserving disciplines, as it always incur the minimum possible remaining workload when there is a single server. The proof is complete. 
Proof: We consider a single server system Σ * with the same input distributions of interarrival and service time, while the server is m times as fast as that in the multiple server system Σ (m) . We remark that the remaining workload in this single server system is always no more than that in Σ (m) , since the the server in Σ ( * ) always reduces the workload at the same rate as the case when all the m servers in Σ (m) are busy, while the newly arriving jobs in these two systems are identical. Hence if the remaining workload in Σ * goes to infinity, then the remaining workload in Σ (m) is also unbounded, thus condition (20) follows from Proposition 11.
Lemma 13. For any input instance, the optimal flow time satisfies that
under Assumption 1, together with Assumption 2 or 3.
Proof:
To show the analytic bound on the optimal flow time, in the following we reduce the problem to the case m = 1, by utilizing the first come first serve (FCFS) rule as the benchmark algorithm to obtain suitable upper bounds in the single server system. Specifically, consider the simple cyclic job allocation scheme, in which the j-th arriving job goes to server σ j ≡ j ( mod m). Let A i denote the set of jobs allocated to server i and n i denote the size of A i , i.e., n i = |A i | ∈ {⌊ n m ⌋, ⌊ n m ⌋ + 1} = Θ(n) and i∈[m] n i = n. Then jobs arrives at server i with interarrival time {∆r
∆r (j−1)m+i+s ,∆r
where we denote ∆r k = 0 for k < 0.
We first show that for ∀i ∈ [m],
for which it suffices to prove that k∈[n] (µ
where δ(·) represents the Dirac delta function and f (·) denotes the probability density function in the original system Σ. Then the total flow time under any algorithm π in system Σ is no more than that in Σ ′ , i.e., F π ≤ F ′ π (∀π), and F π * ≤ F π * ′ ≤ F ′ π * ′ . Combined with Theorem 5, we have
where B (n) ′ = p max /∆ satisfies that lim n→∞ B (n) ′ n 1/2−ǫ = lim n→∞ max i∈[n] p i ∆ · n 1/2−ǫ = 0, w.p.1,
according to Lemma 8. In addition, the α-th moment of the job size in system Σ ′ is also finite,
p ′ α f ′ (p ′ )dp ′ ≤ ∆ α + [p α ] < ∞, ∀α > 0, and the job workload distributions are indepedent, which implies that È(F ′ π * ′ = o(n 3/2+ǫ )) = 1.
Combining with Observation 9, the proof is complete.
Discussions
Generalization to weighted completion time. Indeed for the more general problem of minimizing weighted total completion time, the asymptotic optimality of work-conserving algorithms still hold, which can be proved via the same arguments as the unit weight case.
Proposition 14.
Any work conserving algorithm π is almost surely asymptotically optimal for minimizing weighted total completion time under Assumption 1 or 2, and the interarrival time, job workload and weight {ω k } k∈[n] defined on [1, +∞) are independent with
• finite second, α-th and β-th moments respectively, where 1/α + 1/β = 1 − ǫ.
• finite second, (2 + ǫ)-th moments and finite generating function (i.e., [e ǫω k ] < ∞ ∀k ∈ [n]) respectively. Proof: We finish the proof by similar arguments as the unit weight case. Specifically, we first remark that the weighted arrival time is also in the order of i∈[n] ω i · r i = Ω(n 2 ), as {ω i · r i } i∈ [n] is a sequence of independent random variables with bounded mean value and variance, Based on lemma 8, we know that ω (n) max = max k∈[n] ω k = o(n 1/α ) and the weighted flow time satisfies that i∈[n] 
