Abstract
Definitions and results
We consider the class of functions satisfying the following axioms.
(A1) Euler product. Let A = {A p } p , with p prime, be a sequence of complex square matrices of order d, with monic characteristic polynomial P p (x) = P A p (x) ∈ C[x] and roots α j ( p) = α A j ( p). We define the general L-function L(s, A ) as satisfy the functional equation
L(s,
By definition, the main parameter of L(s, A ) is the quantity
1 + |µ j | .
(A5) Tensor product. There exists a finite, possibly empty set of primes P A , the exceptional set, and complex numbers γ i ( p), δ i ( p) ∈ C for i = 1, . . . , d 2 
then L(s, A ⊗Ā ) satisfies axioms (A1) -(A4). By abuse of notation, we denote by R A ⊗Ā the main parameter of L(s, A ⊗Ā ), and we assume that
log R A ⊗Ā log R A .
It is important to remark that we do not assume anything about the size of the eigenvalues α j ; in particular, the Ramanujan hypothesis is not assumed. This is the only difference from a class of functions introduced and widely studied in E. Carletti, G. Monti Bragadin, and A. Perelli [3] , so we refer to that paper for the basic properties of the functions L(s, A ) and for comments about the axioms; here we recall only that the exceptional set P A of axiom (A5) is related to the existence of ramified primes.
Remark. For well-known classes of L-functions, the main parameter R A captures, although in a quite rough form, most of the algebraic information about L(s, A ): for example, for the Dirichlet L(s, χ)-functions, R q, that is, the modulus of χ ; for Hecke L-functions related to holomorphic cuspidal forms, R k N , that is, the product of the level N and the weight k; for Maass L-functions, R λN , that is, the product of the level N and the eigenvalue λ; and in general, for the L-functions associated with cuspidal automorphic representations of the groups GL(d), R is of the order of the analytic conductor introduced by H. Iwaniec and P. Sarnak in [13] . For this reason, our results are uniform in the R-aspect but depend on all other parameters appearing in axioms. It is useful, therefore, to introduce the following notation: let D A be the set
that is, D A contains the order of pole m A , the number of gamma factors r A , the degree d A , and the λ j coefficients both of L(s, A ) and of L(s, A ⊗Ā ). In this way we say our results are R A -independent and D A -dependent.
The aim of this paper is to prove an upper bound for L(1, A ) and, more generally, for
Such estimates are an essential tool for a general Siegel-type estimate, as we see in Section 2. Obtaining these estimates is quite easy when the Ramanujan hypothesis is assumed (see [3] ). However, this hypothesis has been proved only for a limited class of functions (the Hecke L-functions, the Artin L-functions, and the L-functions coming from the cuspidal holomorphic forms for congruence groups; see P. Deligne [4] ), although it is generally believed that all the L-functions appearing in number theory should satisfy the Ramanujan hypothesis. For example, it is conjectured to hold for the L-functions associated with cuspidal automorphic representations. In general, only partial and rather poor estimates for the coefficients are at our disposal; hence it is interesting to consider the possibility of obtaining (3) without the Ramanujan hypothesis.
For Maass forms (d = 2), this was done first by Iwaniec [12] (in the Q-aspect, in that paper). He remarks that a preliminary estimate for S(x) = n≤x |a n |/n of the form S(x) Q c x for some constant c and for every > 0 can be proved in a standard way. Then the multiplicative properties of the coefficients of these functions can be employed to obtain an estimate for S(x) 2 in terms of S(x 2 ). By iterating this relation, the fundamental estimate S(x) (Qx) is deduced, and the claim easily follows. This method has also been used by J. Hoffstein and P. Lockhart [10] to get an analogous estimate in the case of the symmetric square L-functions (d = 3) associated with Maass forms.
We modify Iwaniec's idea in such a way as to obtain the required estimate for functions of any degree d; in this sense the most original part of our work is Section 2, where the basic Proposition 1 is proved.
We introduce the following notation: s j ( p) denotes the jth elementary symmetric function of the roots
, and let R(d) be the completely multiplicative function generated by R( p). PROPOSITION 
1
We have Remark. When d = 1, the estimate (4) is reduced to the trivial |a n a m | ≤ |a nm |.
Obviously, some hypothesis about the size of the coefficients has to be assumed in order to prove (3). We assume the following.
HYPOTHESIS (R)
There exists ρ > 0 such that |α j ( p)| ≤ p 1−ρ for every prime p and the estimate
holds.
Remark. The first part of the hypothesis means that the local components are convergent when σ > 1 − ρ. Moreover, the estimate on the elementary symmetric functions is satisfied in an obvious way when the estimate a n n 1/2 holds, uniformly on R. Nevertheless, Hypothesis (R) does not assume anything about the first symmetric function s 1 ( p); in this way Hypothesis (R) is satisfied as well in some cases where the global estimate a n n 1/2 is not known. It is also interesting to remark that the quality of the estimate assumed in (R) does not depend on the degree d, as a consideration of similar situations might suggest.
Our main result is the following. Remark. Under the same hypotheses and with some minor change to the proof of this theorem, we can obtain upper bounds of similar type for the values of L(s, A ) when s is centered at a different point of the line σ = 1; for example, for θ = 0 we have
It is interesting to remark that this more general result is already included in Theo-
For the applications it is important to know estimate (3) for the generic tensor product function
as well; to deal with this function, axiom (A5) has to be modified in the following way.
(A5 ) There exists a finite, possibly empty set of primes P A ,B and complex
such that if we define
satisfies axioms (A1) -(A4). As before, by abuse of notation we denote by R A ⊗B the main parameter of L(s, A ⊗ B), and we assume that
Remark. Under hypotheses (7) and (8), the estimate
holds, so that any upper bound of type (3) , that is, the validity of (A1) -(A4) for L(s, A ⊗Ā ⊗ B ⊗B). This fact agrees with well-known conjectures, but it is not proved in general; hence it is important for applications to obtain an upper bound for L(s, A ⊗ B) under a different set of hypotheses. Theorems 2 and 3 achieve this purpose.
THEOREM 2 Assume that both L(s, A ) and L(s, B) satisfy axioms (A1) -(A5) and (A5 ). Moreover, assume that both L(s, A ⊗Ā ) and L(s, B ⊗B) satisfy Hypothesis (R) and that
Nevertheless, there are cases where (R) is not proved for L(s, A ⊗Ā ) but the following stronger hypothesis about L(s, A ) holds.
HYPOTHESIS (R )
holds.
We can prove upper bounds for L(s, A ⊗ B) under this hypothesis as well. Moreover, H. Kim and F. Shahidi [15] proved that p −5/34 < |α( p)| < p 5/34 . The square-symmetric L-function L(s, sym 2 f ) associated with f satisfies axioms (A1)-(A5) by the works of G. Shimura [20] , S. Gelbart and H. Jacquet [5] , and C. Moeglin and J. Waldspurger [17] . It has an Euler product of degree 3, and it has α 2 ( p), 1, and α −2 ( p) as coefficients; thus s 3 ( p) = 1 and |s 2 
THEOREM 3 Assume that both L(s, A ) and L(s, B) satisfy axioms (A1) -(A5) and (A5 ). Moreover, assume that both L(s, A ) and L(s, B) satisfy Hypothesis (R ) and that
Hence (R) is satisfied and the estimate L(1, sym 2 f ) R holds by Theorem 1. This has been proved by Hoffstein and Lockhart [10] .
It is easy to verify that the estimate of Kim and Shahidi for the coefficients of a Maass form is sufficiently strong to prove that L(s, sym 2 f ⊗ sym 2 f ) satisfies (R), so by Theorem 2 it follows that res s=1 L(s, sym 2 f ⊗ sym 2 f ) R , again a result proved in [10] . (In that paper the upper bound for res s=1 L(s, sym 2 f ⊗ sym 2 f ) was not deduced by Theorem 2 but by a specific version of Theorem 3 because only the weaker estimate p −1/5 < α( p) < p 1/5 was known at that time.)
Finally, Maass functions are examples of Langlands L-functions, a general and extremely important class of functions. This theory associates an L-function, L(s, π), to every automorphic cuspidal representation π of GL(d, A K ), where A K is the Adèle ring of a global field K (see [6] ). These functions satisfy axioms (A1) -(A5) by the work of many authors (see [7] , [19] , and [17] ); by W. Luo, Z. Rudnick, and Sarnak [16] , the local coefficients of these functions satisfy
hence all the hypotheses of Theorem 1 are satisfied (but it is interesting to remark that the old result of Jacquet and J. Shalika [14] asserting the bound |α j ( p)| < p 1/2 is sufficient for this purpose), so the next corollary immediately follows.
(For the sake of simplicity, we ignore here uniformity on the order j.) An unconditional and general statement corresponding to Theorem 2 or 3 is not possible for the Rankin-Selberg convolution L(s, π ⊗π ) since it is not known if this function satisfies axiom (A5) or if L(s, π) satisfies Hypothesis (R ).
Siegel-type lower bounds
Upper bounds of Theorems 1-3 are necessary ingredients for the proof of Siegel-type theorems, that is, for the proof of lower bounds of the form
the importance of such a result justifies the previous researches about lower bounds for L-functions whose coefficients are not known to satisfy Ramanujan hypothesis. A careful analysis of Siegel-type lower bounds is carried out in [18] , where the results of E. Golubeva and O. Fomenko [8] , [9] on a lower bound for holomorphic cusp forms, the well-known estimate (11) for symmetric square power of a Maass form proved by Hoffstein and Lockhart [10] , and similar results are deduced as consequences of a coherent and axiomatic approach. In [18] new results are deduced as well; in the following we show how some of these results, that is, estimates (12) - (14), can be proved.
Let f ∈ S 0 ( 0 (N ), ψ); that is, let f be a Maass cusp form for the Hecke congruence subgroup of level N with the real character ψ modulus N as multiplier. As we have shown in previous examples, both L(s, f ) and L(s, sym 2 f ) satisfy (R ). Moreover, let χ and χ be different real primitive and nonprincipal characters modulo q and q , respectively. It is known that
are entire functions satisfying axioms (A1) -(A5) (by [17] ) and that
the same is true for R χ⊗sym 2 f and R f χ ⊗sym 2 f . We consider
This function has a representation as a Dirichlet series with positive coefficients since it can be verified by considering its logarithmic derivative. It has a double pole at s = 1 and is divisible by L χ (s, f ⊗sym 2 f )L χ (s, f ⊗sym 2 f ) with multiplicity two. By Theorems 1-3, upper bounds of the form f, (qq ) follow for the derivatives of every order of any function appearing into F(s). Therefore, by the standard approach to Siegel-type theorems (see [8] , for example), we prove that
is the Lfunction investigated by Kim and Shahidi [15] , we deduce that
In a similar way we can prove that
for f and g both Maass forms, f = g. We recall that β A , the largest real zero of L(s, A ), is called the Siegel zero of L(s, A ) if 1 − β A 1/ log R A and that (11) is equivalent to
W. Banks [1] and Hoffstein and D. Ramakrishnan [11] have proved that L-functions related to automorphic cuspidal representations π of GL(2) and GL(3) have no Siegel zero, so that for these functions the stronger estimate
holds. However, estimates (12)- (14) , involving functions conjecturally related to automorphic representations of GL(4), GL(6), and GL(9), are nontrivial.
Algebraic relations

Local relations
Let {b h } ∞ h=0 be a sequence with b 0 = 1, extended to h < 0 by setting b h = 0 in this range. We assume that the sequence b h verifies the relation
where d ≥ 1 is a fixed integer, the degree of the sequence, and {x u } d u=2 are nonnegative real parameters.
Remark. When d = 1, the relation is reduced to b
With these assumptions we prove the following. PROPOSITION 
Moreover, if we assume P 0,0 = 1 and P u,l = 0 in the cases when u < 0, l < 0, u > dl, or u = 1, such polynomials satisfy the recursion
Proof
We introduce the variables x 0 and x 1 since in this way we can write
x u u b h+1−u and recover relation (15) by setting x 1 = 0. We prove the claim recursively on l. By (15), it is true when l = 1, for every h. Assume now the claim for the values less than or equal to l and for every h; we verify it for l + 1, for every h again. We have
Comparing these identities, we get
where δ γ ≤dl is 1 or 0 according to whether or not γ ≤ dl. The existence of the polynomials P u,l+1 follows from (18) , completing the proof of (16). Moreover,
where the assumption x 1 = 0 has been introduced. Since P u,l = 0 for u < 0, d < 0, or u > dl, (19) implies (17) .
The particular form of (17) suggests the analysis of the polynomials D l,h = P u,l − P u,l−1 ; we get the following proposition. PROPOSITION 
3
The polynomial sequence D u,l = P u,l − P u,l−1 verifies the recursion 
Proof
The recursive relation (20) is deduced from (17) . The other claim is an easy consequence of (20) .
We need another property of the sequence D u,l . PROPOSITION 
We prove the claim recursively on u; it is true when u = 0 or u = 1, for every l > 0. We suppose the claim to hold up for u, and we prove it for u + 1. Let l ≥ u + 1 + d. By the identity
the claim is the same as proving that every D u+1−g,l−ρ is zero. The inductive hypothesis assures it if l − ρ ≥ u + 1 − g + d, and this inequality holds since we assumed l ≥ u + 1 + d and ρ < g.
Remark. Let l 0 (u) be the smallest value such that D u,l = 0 when l ≥ l 0 (u). Proposition 4 states that l 0 (u) ≤ u + d, but it is easy to verify that the inequality is not sharp. Nevertheless, the exact value of l 0 (u) is not necessary here.
Every D u,l (x) ∈ N[x]; therefore P u,l 1 (x) ≤ P u,l 2 (x) when l 1 ≤ l 2 (recall that we assume x i ∈ R + ) since P u,l = l g=0 D u,g ; nevertheless, the sequence P u,l is bounded on l since by Proposition 4 the following series is finite:
The existence of the polynomials P u giving an upper bound for P u,l , uniform on l, is an essential fact; we summarize their principal properties in the following proposition.
PROPOSITION 5
The sequence P u (x) satisfies the recurrence 
and is homogeneous with degree u because the same properties hold for every D u,l . The recursive relation (22) is recovered from (20) . In order to prove (23), we first remark that if set
then f M (y) ≤ 1 when y i ∈ R + for every i; we prove this fact inductively over M. It is true for M = 1. By the inductive hypothesis f M−1 (y 1 , . . . , y M−1 ) ≤ 1, we get
Now we can prove (23), once again by induction. It is true when u = 0, and it is trivial when u < 0. By the recursive law (22), we have
where we have used the inequality g−1 ≤ 2 g/2 and the previous estimate f M (y) ≤ 1.
Remark. Since every D u,l is homogeneous, P u,l is homogeneous too (as directly verified by (17) ). This immediately implies that there exists a constant c = c(l) such that
shows that c(l) is actually independent of l.
Euler product: Proof of Proposition 1
Now we use the results of the previous section for the study of the coefficients of an Euler product. Let {α j } d j=1 be complex numbers, and let {b h } ∞ h=0 be the sequence generated by the relation
Let {s j } d j=1 be the elementary symmetric polynomials of the variables α j ; then the sequence b h satisfies the recursion
But s 1 = b 1 , so the recursive relation can be formulated as
Comparing this relation with (15) , by (16), (21), and (23) we get
Proposition 1 follows from this estimate by multiplicativity.
A useful proposition
For the proof of the theorems we need the following proposition establishing an inequality between the coefficients of the series L(s, A ) and those of the convolution series L(s, A ⊗Ā ).
The identity L(s, A ⊗Ā ) = ζ (2s) ∞ n=1 |a n | 2 n −s holds when the degree is 2 by a formula of Ramanujan, and in this case the statement easily follows by this fact because ζ (2s) is a Dirichlet series with nonnegative coefficients. For larger degrees, the relation L(s, A ⊗Ā ) = F(s) ∞ n=1 |a n | 2 n −s again holds for a suitable Dirichlet series F(s), but in this case the coefficients of F(s) can be negative, so that the general inequality of Proposition 6 cannot be proved in this way.
Proof Both L(s, A ) and L(s, A ⊗Ā ) have a representation as an Euler product; thus it is sufficient to prove the claim for the local components, that is, to verify that if
where we have set
Therefore, the following recursions hold:
(24) These relations prove that for every h ≥ 0 there exists a polynomial
therefore, proving A h ≥ |a h | 2 is the same as showing that
Finally, we observe that
since if we set τ l = 1 for every l, then the recursion (24) 
Remark. Proposition 6 also follows from Littlewood's lemma quoted in Section 3.3, but we believe our proof is conceptually easier.
Proof of theorems
Proof of Theorem 4
Let S be a finite set of primes, independent of R, which we choose later on. We follow the notation of the axioms, and we consider the quantity
|a n | n .
Step 1. We prove that there exists a constant
By the Stirling asymptotic formula, when λ > 0, µ ≥ 0, and s = σ + it with σ < 0, we get
uniformly on t and µ. This upper bound, axioms (A1)-(A4), and the Lindelöf principle imply that the function L(s, A ) has a polynomial growth in the Rt-aspect on every vertical strip, that is, that the estimate
holds when a < σ < b, for some constant
a similar estimate holds for L(s, A ⊗Ā ), and by assumptions (1) and (2) about the exceptional set P A , the same estimate holds for L(s, A ⊗Ā ); that is,
Therefore,
where r = r (c 1 ) is a large parameter assuring the convergence of the integral; by (29) we get
By Proposition 6 we have |a n | ≤ 1 + |a n | 2 ≤ 1 + A n , so that S S (x) ≤ n≤x (1 + A n )/n, and (27) immediately follows from (30).
Step 2. Iwaniec's work suggests that we proceed by showing next that
infinite product is always convergent if a convenient set S is assumed, for example,
With this choice of S the estimate becomes *
and (31) is proved in the stronger form S 2 S (x) D log c 6 +1 x S S (x 2 ).
Step 3. By iterating (31) and using (27), we obtain, for every M > 0,
hence, taking the 2 M th root with a suitable
Since the local factors are convergent for σ > 1 − ρ by (R), the series ∞ h=0 |a p h |/ p h converges for every p and is bounded by a constant independent of R. Hence, from (33) we have
,D (Rx) .
Proof of Theorem 1
Theorem 1 is deduced from Theorem 4 in the following way. From (33) we get
uniformly on j. Let I ( j) (x) be defined by
with r = r (D), independent of j and sufficiently large to assure the convergence of the integral. We remark that
with P j,m (x, y) a polynomial bounded by m j+1 ( j + 1)x m y j , uniformly on m and j. a(n 1 , . . . , n d A −1 )b(n 1 , . . . , n d A , 1, . . . , 1)A(n d A ) (n 1 n 2 2 · · · n 
Proof of Theorem 2
In this case we assume that L(s, A ⊗Ā ) and L(s, B ⊗B) satisfy (R); hence we can prove that 
uniformly on j. We define
The function L(s, A ⊗B) has a polynomial behavior on the strip 1−1/(2d) < σ < 2, and the same holds for with r = r (D A , D B ) independent of j and suffciently large to assure the convergence of the integral. As for Theorem 1, from (37) and (41) we get
uniformly on j. Moving the integration line to σ = −1/2d, we have
for some positive constant c 1 = c 1 (D A , D B ) . Choosing x = (R A R B ) 2d(c 1 +1) , the claim follows by (42), (43), and some easy algebraic manipulations.
