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Abstract We investigate the geometry of the empirical risk minimization
problem for k-layer neural networks. We will provide examples showing that
for the classical activation functions σ(x) = 1/
(
1 + exp(−x)
)
and σ(x) =
tanh(x), there exists a positive-measured subset of target functions that do not
have best approximations by a fixed number of layers of neural networks. In
addition, we study in detail the properties of shallow networks, classifying cases
when a best k-layer neural network approximation always exists or does not
exist for the ReLU activation σ = max(0, x). We also determine the dimensions
of shallow ReLU-activated networks.
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1 Introduction
Let αi : R
ni → Rni+1 , x 7→ Aix + bi be an affine function with Ai ∈ Rni+1×ni
and bi ∈ Rni+1 , i = 1, . . . , k. Given any fixed activation function σ : R → R,
we will abuse notation slightly by also writing σ : Rn → Rn for the function
where σ is applied coordinatewise, i.e., σ(x1, . . . , xn) = (σ(x1), . . . , σ(xn)), for
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any n ∈ N. Consider a k-layer neural network f : Rp → Rq,
f = σ ◦ αk ◦ σ ◦ αk−1 ◦ · · · ◦ σ ◦ α2 ◦ σ ◦ α1, (1)
obtained from alternately composing σ with an affine function k times, with
n1 = p and nk = q. Note that such a function f is parameterized (and com-
pletely determined) by its weights θ := (Ak, bk, . . . , A1, b1) in
(Rnk+1×nk × Rnk+1)× · · · × (Rn2×n1 × Rn2) ∼= Rm
where m :=
∏k
i=1(ni + 1)ni+1. Therefore we will write fθ for a k-layer neural
network parameterized by θ ∈ Rm.
Let s1, . . . , sn ∈ Rp be a sample of n independent, identically distributed
observations with corresponding target values t1, . . . , tn ∈ Rq. The main com-
putational problem in supervised learning with neural networks is the empirical
risk minimization problem, i.e., to fit the training set {(si, ti) ∈ Rp × Rq : i =
1, . . . , n} with a function fθ so that
ti ≈ fθ(si), i = 1, . . . , n,
usually in the least-squares sense
inf
θ∈Rm
n∑
i=1
‖ti − fθ(si)‖
2
2. (2)
Let s1, . . . , sn ∈ Rp and t = (t1, . . . , tn) ∈ (Rq)n ∼= Rd, d := nq, be arbitrary
but fixed. We define the map F : Rm → Rd by
F (θ) =
(
fθ(s1), . . . , fθ(sn)
)
.
The best k-layer neural network approximation problem with activation func-
tion σ is (2) rewritten as
inf
θ∈Rm
‖t− F (θ)‖2, (3)
i.e., finding a point in a subset F (Rm) = {F (θ) ∈ Rd : θ ∈ Rm} nearest to a
given point t ∈ Rd. The trouble with such approximation problems is that
(i) a nearest point may not exist since the set F (Rm) may not be a closed
subset of Rd, i.e., the infimum in (3) may not be attainable;
(ii) even if it exists, the nearest point may not be unique, i.e., the infimum
in (3) may be attained by two or more points in Rm.
In other words, such problems are in general ill-posed, lacking existence and
uniqueness guarantees. For neural networks, the nonexistence issue (i) is very
well-known, dating back to the classic paper [2].
In this article we present examples showing that for many networks the
problem is ill-posed with positive probability for the classical activation func-
tions σ(x) = 1/
(
1 + exp(−x)
)
and σ(x) = tanh(x). Precisely, there exists an
open set U ⊂ Rm such that for any x ∈ U there is no nearest point from
F (Rm). Similar phenomenon is known for real tensors by [1]. Further, we
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study in detail properties of short networks, classifying the cases when the
nearest point always exists or does not have to exist for σ = max(0, x). We
provide relations to the geometry of the secant varieties and prove formulas
for dimension of F (Rm) in special cases.
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2 Shallow neural networks
In this section we study topological properties of shallow neural networks. We
start with the network Rp
α1−→ R
max(0,·)
−−−−−→ R. Let s1, . . . , sn ∈ Rp and letM ′ be
the n× p matrix with the i-th row equal to sTi . Define M to be the augmented
matrix [M ′|1], where 1 ∈ Rn is the vector whose entries are all 1, i.e.,M is the
matrix formed by adding a column of 1’s to M ′. The coordinate application
of max(0, ·) function will be called a max-projection. It is a projection when
restricted to any orthant.
Lemma 1 Using the notation above, the set F (Rm) is always a closed, pos-
sibly nonconvex, cone (i.e. is invariant under scaling by positive scalars) with
dimension rankM .
Explicitly, it is a max-projection of a linear subspace in Rn that contains
the vector 1 := (1, . . . , 1)T. Conversely, any such projection may be realized as
F (Rm) for some choice of si’s.
Proof Fixing si’s the map F is given by
R
m = R1×p × R ∋ (A1, b1) 7→M(A1, b1)
T ∈ Rn,
composed with the coordinate-wise max-projection Rn → Rn. The image of
the first map is a linear space L, containing 1, of dimension rankM . The
maximum function, is a projection on each quadrant, thus cannot increase
the dimension. On the other hand, as 1 ∈ L, we know that L intersects the
interior of the positive quadrant on which max is the identity, thus preserves
dimension. The image is a cone, as on each quadrant max is a linear projection.
To realize a max-projection of a given subspace L as the set F (Rm) it is
enough to define the matrix M , with image equal to L.
The set F (Rm) from Lemma 1 will be denoted by Cp;s, where s = (s1, . . . , sn).
Remark 1 If we allow only linear maps for α1, then the dimension from Lemma
1 would be equal to rankM ′.
Example 1 For other activation functions σ Lemma 1 may fail drastically.
First of all F (Rm) does not have to be a cone. As it turns out it may be not
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closed and there may exist a set of positive measure of points that do not have
the best approximation by an element from F (Rm). Indeed, let us consider
σ(x) = 11+exp(−x) , p = 1 and s1 = 1. We have F (A1, b1) =
1
1+exp(−A1−b1)
. The
image equals (0, 1). Clearly 1 belongs to the closure of the image but not to
the image. Further, any x ≥ 1 or x ≤ 0 does not have the best approximation.
The same argument holds for σ(x) = tanh(x) or, more generally, when the
range of σ is a proper, open interval. This distinguishes max(0, ·) from other
commonly used activation functions.
Further, the claim remains true for neural networks of arbitrary length, as
long as they finish with σ : R→ R.
Moreover, the following example shows for the activation function σ(x) =
tanh(x) we can find a positive measured subset of points which do not have
best approximations in F (Rm).
Example 2 For the network
R
α1−→ R
σ
−→ R
α2−→ R,
let s1 = 0, s2 = 1, s3 = 2, and σ(x) = tanh(x). For t1 = 0, t2 = 2, t3 = 1, and
a small δ > 0, let
U = {(t′1, t
′
2, t
′
3)
T ∈ R3 | |t1 − t
′
1| ≤ δ, |t2 − t
′
2| ≤ δ, |t3 − t
′
3| ≤ δ}.
Then for any (t′1, t
′
2, t
′
3)
T ∈ U , it does not have a best approximation in F (R4).
Proof In fact, any best approximation of (0, 2, 1)T in the closure of F (R4) is
of the form (0, q, q)T, where 1 ≤ q ≤ 2. On the other hand, (0, q, q)T /∈ F (R4),
which illustrates that (0, 2, 1) does not have a best approximation in F (R4).
Similarly, for small δ and (t′1, t
′
2, t
′
3)
T ∈ U , a best approximation of (t′1, t
′
2, t
′
3)
T
in the closure of F (R4) has the form (t′1, q, q)
T, where t′3 ≤ q ≤ t
′
2. Besides,
(t′1, q, q)
T /∈ F (R4). Thus we can conclude the existence of a nonempty open
subset of points (t′1, t
′
2, t
′
3)
T which do not have best approximations in F (R4).
In the following, we will focus on a careful analysis of shallow networks
where the activation function is σ(x) = max(0, x).
Lemma 2 For any s1, . . . , sn for the short network
R
p α1−→ Rq
max(0,·)
−−−−−→ Rq
The set F (Rm) ⊂ Rqn is the Cartesian product C×qp;s . In particular, it is a
closed cone of dimension q times rankM .
Proof Each row of the matrix α1 can be identified with the affine map defined
in Lemma 1. Then the conclusion follows by Lemma 1.
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The following example shows the image F (Rm) may not be closed. This
type of examples distinguishes from the one proposed in [2], since here the
data are discrete and we consider the closedness of the finite dimensional
space F (Rm) where the activation function is σ(x) = max(0, x), as opposed
to the closedness of the function space where the activation function is σ(x) =
1
1+exp(−x) .
Example 3 For the network
R
2 α1−→ R2
σ
−→ R2
α2−→ R2
let si = (i − 3, 0) for i = 1, . . . , 5, s6 = (1, 1) and σ(x) = max(0, x). Then the
set F (R12) is not closed.
Proof We claim that the point
(2, 0; 1, 0; 0, 0;−2, 0;−4, 0; 0, 1)
is in the closure of the image but not in the image. (Above, in order to simplify
the notation, we have separated points corresponding to different si by the
semicolon — formally all semicolons should be colons.)
We first prove that it is in the closure of the image. We fix a sequence of
affine transformations α1,n, such that α1(si) = (i − 3)(−1, 1) for i = 1, . . . , 5
and α1,n(s6) = (2n, n). Define α2,n(x, y) = (x− 2y,
1
n
y). The composition has
the desired property.
It remains to show that the point is not in the image. For contradiction, let
us assume it is for fixed α1, α2. As images of si are affinely independent α2 has
to be an isomorphism. Hence, σ(α1(si)) have to lie on a line for i = 1, . . . , 5.
Also α1(si) belong to one line for i = 1, . . . , 5, however with different affine
distribution. We claim that σ cannot turn five points on a line, with equal
consecutive distances, to five points with consecutive distances d, d, 2d, 2d.
The map σ has the property that: it is identity in the first quadrant, pro-
jection to the y axis in the second, projection to 0 in the third and projection
to x in the fourth. The claim is a direct check, e.g. by proving that there
cannot be 2 points in any quadrant, before we apply σ.
We next show that for k = 2 the set F (Rm) has always the structure of
the secant locus.
Proposition 1 For the 2-layer network
R
n1 α1−→ Rn2
max(0,·)
−−−−−→ Rn2
α2−→ R, (4)
the set F (Rm) is the n2-th secant locus
σ◦n2(Cn1;s) :=
⋃
p1,...,pn2∈Cn1;s
span{p1, . . . , pn2} ⊂ R
n
plus the linear one dimensional subspace spanned by 1 ∈ Rn.
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Proof Let α1(z) = A1z + b, where
A1 =


aT1
...
aTn2

 ∈ Rn2×n1 and b =


b1
...
bn2

 ∈ Rn2 .
Let α2(z) = A
T
2z + λ, where A
T
2 = (c1, . . . , cn2). Then x = (x1, . . . , xn)
T ∈
F (Rm) if and only if


x1 = c1σ(s
T
1a1 + b1) + · · ·+ cn2σ(s
T
1an2 + bn2) + λ
...
xn = c1σ(s
T
na1 + b1) + · · ·+ cn2σ(s
T
nan2 + bn2) + λ
. (5)
For i = 1, . . . , n2, define pi = (σ(s
T
1ai + bi), . . . , σ(s
T
nai + bi))
T, which belongs
to Cn1;s by Lemma 2. Thus, Equation (5) is equivalent to
x = c1p1 + · · ·+ cn2pn2 + λ1 (6)
for some c1, . . . , cn2 . By definition of the secant locus, Equation (6) is equiva-
lent to x ∈ σ◦n2(Cn1;s) + λ1, which completes the proof.
Corollary 1 For the 2-layer network (4), the dimension of the set F (Rm) is
at most n2(rankM) + 1. In particular, it is at most n2(min(n1, n) + 1) + 1.
Clearly, it is also at most n1n.
It is worth mentioning that although Proposition 1 gives us a geometric
description, it is usually still not easy to obtain the dimension of F (Rm) for
every network (4). Corollary 1 provides us an upper bound for this dimension.
On the other hand, when n is sufficiently large and the observations s1, . . . , sn
are general enough, we can have a more precise description of dimF (Rm).
Before elaborating our results, let us introduce several new notations. Given
a subset I ⊆ [n], let
RI = {x ∈ R
n | xi = 0 if i /∈ I and xj > 0 if j ∈ I}
and FI = Cn1;s ∩ RI . Then Cn1;s can be written in the form
Cn1;s = FI1 ∪ · · · ∪ FIl , (7)
where l is minimum. In particular, F∅ = {0} and 1 ∈ F[n].
Lemma 3 Given a general u ∈ Rn, for any j ∈ [n], there are a subset I ⊆ [n]
and a real number λ such that the cardinality of I is j and σ(λ1+ u) ∈ RI .
Proof Without loss of generality, for u = (u1, . . . , un)
T, we may assume u1 <
· · · < un. Let u0 = −∞. For any j ∈ [n], choose λ so that un−j < λ < un−j+1.
Then σ(u− λ1) ∈ R{n−j+1,...,n}.
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Lemma 4 When n ≥ n1 + 1, there is a nonempty open subset of vectors
u1, . . . , un1 ∈ R
n, such that for any j ∈ {n1 + 1, . . . , n}, there are a subset
I ⊆ [n] and real numbers λ1, . . . , λn1 , µ satisfying the cardinality of I is j and
σ(λ11+u1), . . . , σ(λn11+un1), σ(µ1+u1) are in RI and linearly independent.
Proof For each i ∈ [n1], choose a vector ui = (ui,1, . . . , ui,n)
T ∈ Rn so that
ui,1 < · · · < ui,n.
Then for any fixed j ∈ {n1+1, . . . , n}, by Lemma 3, we can find λ1, . . . , λn1 , µ
such that σ(ui − λi1) ∈ R{n−j+1,...,n}, where i ∈ [n], and σ(u1 − µ1) ∈
R{n−j+1,...,n}. In addition, due to the generality of the choice of ui’s, the
vectors σ(u1 − λ11), . . . , σ(un1 − λn11), σ(u1 − µ1) are linearly independent.
Proposition 2 If n ≥ n2(n1 + 1) + 1, there is a nonempty open subset of
observations s1, . . . , sn such that for the 2-layer network (4), the dimension of
the set F (Rm) is n2(n1 + 1) + 1.
Proof Recall the matrix M ′ is the n× n1 matrix whose ith row is sTi . Denote
the column vectors of M ′ by u1, . . . , un1 . For each ui, let ui = (ui,1, . . . , ui,n)
T
be its coordinates. Consider the nonempty open subset
U := {M ′ = [u1, . . . , un1 ] ∈ R
n×n1 | ui,1 < · · · < ui,n for each i ∈ [n1]}. (8)
For i ∈ [n2], define
Ji = {n− i(n1 + 1) + 1, . . . , n}.
By Lemma 4, when i ∈ [n2], dimFJi = rankM = n1 + 1. When M
′ ∈ U is
general enough,
span{FJ1}+ · · ·+ span{FJn2} = span{FJ1} ⊕ · · · ⊕ span{FJn2}. (9)
On the other hand, given any I ⊆ [n] so that FI 6= ∅, for x, y ∈ FI and
µ, ν > 0, µx+ νy ∈ FI , which implies
dimFI = dim span{FI} = dimσ
◦
r (FI) (10)
for any positive integer r. Since
σ◦n2(Cn1 ;s) =
⋃
1≤i1≤···≤in2≤l
Join(FIi1 , . . . , FIin2 )
by (7), where
Join(FIi1 , . . . , FIin2 )
:=
⋃
p1∈FIi1
,...,pn2∈FIin2
span{p1, . . . , pn2},
and
dim Join(FJ1 , . . . , FJn2 ) =
∑
i∈[n2]
dimFJi
by (9) and (10), then
dim σ◦n2(Cn1;s) = dimJoin(FJ1 , . . . , FJn2 ) + dim span{1} = n2(rankM) + 1.
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Now we can give a precise formula for dimF (Rm) fo general observations
s1, . . . , sn when n is sufficiently large.
Corollary 2 If n≫ n1n2, for general observations s1, . . . , sn, the dimension
of the set F (Rm) associated with the 2-layer network (4) is n2(n1 + 1) + 1.
Proof Let us use the notations in Proposition 2. When n is sufficiently large,
we can find a subset
I = {i1, . . . , in2(n1+1)+1} ⊆ [n]
such that either uj,i1 < · · · < uj,in2(n1+1)+1 or uj,i1 > · · · > uj,in2(n1+1)+1 for
each j ∈ [n1]. Then the conclusion follows by Proposition 2.
Remark 2 We note that for longer networks one may have m ≫ dimF (Rm)
even for n ≫ 0. If we consider n1 = · · · = nk+1 = 1 then for any s1 ≤ · · · ≤
sn ∈ R the image F (Rm) may be described as follows. We have (x1, . . . , xn) ∈
F (Rm) if x1 = · · · = xl ≤ · · · ≤ xl+l′ = · · · = xn and xl+1, . . . , xl+l′−1 is the
affine image of sl+1, . . . , sl+l′−1. In particular, as soon as k ≥ 3 the image does
not change and the dimension remains constant for any n ≥ 6.
Proposition 3 For the network
R
n1 α1−→ Rn2
max(0,·)
−−−−−→ Rn2
α2−→ Rn3 (11)
the set F (Rm) ⊂ (Rn)n3 is a subset of the Cartesiean product (λ1+σon2(Cn1;s))
n3 .
Explicitly, let pii : (R
n)n3 → Rn be the projection to the i-th factor. We
have x ∈ F (Rm) if and only if there exist q1, . . . , qn2 ∈ Cn1;s such that for
each i we have pii(x) = λi1+
∑n2
j=1 ai,jqj for some λi, ai,j ∈ R.
Proof Let x = (x1, . . . , xn3) ∈ F (R
m) ⊂ (Rn)n3 . Suppose that α2 is an affine
map defined by the matrix (a1, . . . , an3) ∈ (R
n2)n3 and a vector (λ1, . . . , λn3) ∈
Rn3 . Each xi is realized as in Proposition 1.
Corollary 3 The dimension of F (Rm) for the network from Proposition 3 is
at most (n3 + rankM)n2 + n3.
Corollary 4 If n is sufficiently large, for general observations s1, . . . , sn, the
dimension of F (Rm) associated with the network (11) is (n1+n3+1)n2+n3.
Proof Follows by Proposition 3 and Corollary 2.
3 Concluding remarks
We recall that by Stone-Weierstrass theorem any continuous function on a
closed interval may be uniformly approximated by polynomials. In principle,
one could set σ to be a polynomial function, which would allow from one side
to apply more algebraic methods to study F (Rm) and from the other side to
extend the field from R to C. In this case, by the results of [3], any point,
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with probability one, would have a unique best approximation by an element
of F (Cm).
A natural question arises if a similar result holds over R for the activation
funciton max(0, ·).
Question 1 Can one provide an example of a network and a Euclidean open
ball B, such that for no point in B there is no best approximation in F (Rm)
for σ(x) = max(0, x)?
We finish our article by proposing the following directions of research.
1. Determine a formula for the dimension of F (Rm) for arbitrary networks.
Cases of special interests are general s1, . . . , sn where n≫ 0.
2. When is F (Rm) a dense set?
3. What are the topological properties of F (Rm)?
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