We consider the number of partitions of n whose Young diagrams fit inside an m × rectangle; equivalently, we study the coefficients of the q-binomial coefficient m+ m q
Introduction
A partition λ of n is a sequence of weakly decreasing nonnegative integers λ = (λ 1 ≥ λ 2 ≥ . . .) whose sum |λ| = λ 1 + λ 2 + · · · is equal to n. The study of integer partitions is a classic subject with applications ranging from number theory to representation theory and combinatorics. Integer partitions with various restrictions on properties, such as part sizes or number of parts, occupies the field of partition theory [And76] . The generating functions for integer partitions play a role in number theory and the theory of modular forms. In representation theory, integer partitions index the conjugacy classes and irreducible representations of the symmetric group S n ; they are the signatures of the irreducible polynomial representation of GL n . Partitions also give a basis for the ring of symmetric functions. More recently, partitions have appeared in the study of interacting particle systems and other statistical mechanics models.
The number of partitions of n, typically denoted by p(n) but here unconventionally 1 by N n , was implicitly determined by Euler via the generating function
There is no exact explicit formula for the numbers N n . The asymptotic formula
obtained by Hardy and Ramanujan [HR18] , is considered to be the beginning of the use of complex variable methods for asymptotic enumeration of partitions (the so-called circle method).
Our goal is to obtain asymptotic formulas similar to (1) for the number of partitions λ of n whose Young diagram fits inside an m × rectangle, denoted N n ( , m) := #{λ n : λ 1 ≤ , length(λ) ≤ m} .
These numbers are also the coefficients in the expansion of the q-binomial coefficient
N n ( , m)q n .
The q-binomial coefficients are themselves central to enumerative and algebraic combinatorics. They are the generating functions for lattice paths restricted to rectangles and taking only north and east steps under the area statistic, given by the parameter n. They are also the number of -dimensional subspaces of F +m q and appear in many other generating functions as the q-analogue generalization of the ubiquitous binomial coefficients. Notably, the numbers N n ( , m) form a symmetric unimodal sequence [Syl78] . One hundred forty years later, no previous asymptotic methods have been able to prove this unimodality.
Our main result is an asymptotic formula for N n ( , m) in the regime /m → A and n/m 2 → B for any fixed A > B > 0. This is the regime in which a limit shape of the partitions exists: /m → A implies the aspect ratio has a limit and n/m 2 → B ∈ (0, A) implies the portion of the m × rectangle that is filled approaches a value that is neither zero nor 1. The existence of a limit shape was not previously verified for this regime but follows from our methods (see Section 3 below). By "asymptotic formula" we mean a formula giving N n ( , m) up to a factor of 1 + o(1); such asymptotic equivalence is denoted with the symbol ∼. By the obvious symmetry N n ( , m) = N m −n ( , m) it suffices to consider only the case A ≥ 2B > 0.
To state our results, given A ≥ 2B > 0 we define three quantities c, d and ∆. The quantities c and d are the unique positive real solutions (see Lemma 7) to the simultaneous equations
where we recall the dilogarithm function
for |x − 1| < 1. The quantity ∆, which will be seen to be strictly positive, is defined by
Theorem 1. Given m, and n, let A := /m and B := n/m 2 and define c, d and ∆ as above. Let K be any compact subset of {(x, y) : x ≥ 2y > 0}. As m → ∞ with and n varying so that (A, B) remains in K,
where c and d vary in a Lipschitz manner with (A, B) ∈ K.
Remark. In the special case B = A/2, the parameters take on the elementary values
In this case we understand the exponent and leading constant to be their limits as d → 0, giving
In the special case when A → ∞, so that N n ( , m) = N n (m) and the restriction on partition sizes is removed, one has c = 0 and d is a solution to an explicit equation given in Lemma 7. In this case the result matches the one obtained by Romik [Rom05] via similar methods.
To explain Theorem 1 we consider the special case B = A/2, when the Young diagram fills half the area of the rectangle. Takács [Tak86] observed that for typical partitions of this type, the gaps between part sizes behave like independent geometric random variables with mean A. Counting the partitions is therefore equivalent (as further explained below) to computing the probability that these m + 1 geometric random variables will sum to precisely and that the area of the ensuing Young diagram will be precisely n. A local central limit theorem immediately yields a sharp asymptotic estimate. With further work, Takács obtained bounds on the relative error that are of order (m + ) −3 . These error bounds are meaningful for n differing from m /2 by up to a few multiples of log(m + ) standard deviations. If = θ(m), this means that |B − A/2|m 2 = Θ(m 3/2 log m). When |B − A/2| m −1/2 log m, the error is much bigger than the main term of the Gaussian estimate provided by the LCLT.
We circumvent this limitation on the use of the LCLT using a technique from the theory of large deviations. Specifically, we employ a so-called tilted measure for which maximum likelihood occurs at any desired pair (A, B) . The tilted measure replaces the IID geometric random variables by independent but not identically distributed geometric random variables, where the parameter 1 − p i for the ith variable varies in a log-linear manner. This requires extending a two-variable lattice LCLT to handle non-identically distributed summands. While this result, Lemma 4, is completely predictable, we could not find it in the literature, hence we include a proof in the Appendix.
Previous results on N n (m) and N n ( , m)
There are numerous previous results on N n (m), the number of partitions of n with part sizes bounded by m. Erdös and Lehner [EL41] showed N n (m) ∼ Mann and Whitney [MW47] showed, through the study of an equivalent statistical problem, that the size of a uniform random partition in the × m rectangle satisfies a normal distribution. As previously noted, Takács [Tak86] used a local central limit theorem to show that
2 /2 / √ 2π, and K is a positive constant; see also [AA91] . Figure 1 shows the predicted exponential growth of Takács compared to the actual exponential growth of partitions outside the valid asymptotic region.
The results of Erdös and Lehner [EL41] imply that the expected maximal part (and thus also number of parts) in a partition of size n is typically f n log(f n ), where f n := . If, in fact, √ 6n π 1 4 + ε log n < , m < √ 6n log n π for some ε > 0, then the distributions defined by and m are independent and equal, and Szekeres' formula simplifies to
The Szekeres circle method has more recently been applied to the study of partitions by Richmond [Ric18] . In [JW18] , the authors, independently and concurrently with our paper, used the generating function for q-binomial coefficients and a saddle point analysis to derive the asymptotics for N n (m, ) in the cases when m, ≥ 4 √ n, corresponding to B ≤ min{1, A 2 }/16 in our notation. Those authors express their result using the root of a hypergeometric identity similar to (3), however their methods give weaker error bounds and consequently cannot answer questions of unimodality.
Unimodality
Sylvester's proof of unimodality of N n ( , m) in n [Syl78] , and most subsequent proofs [Sta84, Sta85, Pro82] , are algebraic, viewing N n ( , m) as dimensions of certain vector spaces, or their differences as multiplicities of representations. While there are also purely combinatorial proofs of unimodality, notably O'Hara's [O'H90] and the more abstract one in [PR86] , they do not give the desired symmetric chain decomposition of the subposet of the partition lattice. These methods do not give ways of estimating the asymptotic size of the coefficients or their difference. It is now known that N n ( , m) is strictly unimodal [PP13] , and the following lower bound on the consecutive difference was obtained in [PP17, Theorem 1.2] using a connection between integer partitions and Kronecker coefficients:
where n ≤ m/2 and s = min{2n, 2 , m 2 }. In particular, when = m we have s = 2n.
Any sharp asymptotics of the difference appears to be out of reach of these algebraic methods, however as a consequence of Theorem 1 we obtain the following estimate.
Theorem 2. Given m, and n, let A := /m and B := n/m 2 and define d as above. Suppose m, and n go to infinity so that (A, B) remains in a compact subset of {(x, y) : x ≥ 2y > 0} and
Remark. The condition m −1 |n − lm/2| → ∞ is equivalent to m |A − B/2| → ∞ and also to d / ∈ O(m −1 ). It is automatically satisfied whenever K is a compact subset of {(x, y) : x > 2y > 0}.
A discretized analogue to Theorem 1

Large deviations heuristic
Although we do not need to invoke any results from the theory of large deviations, it might be helpful to know the LD origins of the probability model by which the proof of Theorem 1 is reduced to a local central limit theorem. The proof of Takács' result may be summarized as follows. Let {λ j : 1 ≤ j ≤ m} denote the parts, in decreasing size, of a partition of n into at most m parts of size at most , padded with zeros at the end if necessary. Defining λ 0 := and λ m+1 := 0, the numbers x j := λ j − λ j+1 satisfy the following two identities (see Figure 2 ),
Figure 2: The total area n of a partition is composed of rectangles of area jx j By the reduced geometric distribution with parameter p we mean one less than a geometric with mean 1/p; that is, X has this distribution if P(X = k) = p · q k where q := 1 − p. Let {X j : 0 ≤ j ≤ m} be a collection of independent reduced geometric random variables with parameter p = 1/2. This distribution has the crucial property that for any set of values x 0 , . . . , x m , the probability P(X j = x j : j = 0, . . . , m) depends only on the sum := m j=1 x j and is equal to p m+1 q . Let P ( ) denote the sum of P(X = x) over all (m + 1)-vectors x with coordinate sum . If N ( ) denotes the number of such vectors summing to , we see immediately
In fact, this inequality is good because P ( ) is not all that small: it is of order m −1/2 . Now let N ( , n) count those vectors satisfying both identities in (8) and P ( , n) be the probability that the geometric variables lie in this set. Takács gave a sharp asymptotic estimate of
Central limit theorems do not provide a sharp estimate when |n − m 2 /2| m 3/2 . However, because the constraints on the vectors counted by N ( , n) are linear, the theory of large deviations [DZ98] implies that P ( , n) is well estimated by "tilting" the independent laws of the {X j } so that one is in the central limit regime of the tilted laws. Having solved for the correct tilt, we may dispense with the LD theory and prove the estimates directly. Tilting preserves the reduced geometric family, altering only the parameters; it turns out that the correct tilt makes q j := 1 − p j log-linear.
Statement of discretized result
With c m , d m to be specified later, let q j := e −cm−jdm/m , let p j := 1 − q j and let
Let P m be a probability law making the random variables {X j : 0 ≤ j ≤ m} independent reduced geometrics with respective parameters p j . Define random variables S m and T m by
corresponding to the unique partition λ satisfying X j = λ j − λ j+1 . We first prove a result similar to Theorem 1, except that the parameters c and d that solve integral Equations (2) and (3) are replaced by c m and d m satisfying the discrete summation Equations (10) and (11) below. These equations say that ES m = and ET m = m. Writing this out, using
Let M m denote the covariance matrix for (S m , T m ). The entries may be computed from the basic identity Var (X j ) = q j /p 
Proof of discretized result
The atomic probabilities P m (X = x) depend only on S m and T m as
In particular, for any x satisfying (8),
These three things are equivalent: (i) the vector X satisfies the identities (8); (ii) the pair (S m , T m ) is equal to ( , n); (iii) the partition λ = (λ 1 , . . . , λ m ) defined by λ j − λ j+1 = X j for 2 ≤ j ≤ m − 1, together with λ 1 = − X 0 and λ m = X m , is a partition of n fitting inside a m × rectangle. Thus,
Comparing (15) to (17), the proof is completed by an application of the following LCLT, for which a proof is given in the Appendix. This result is stated for an arbitrary sequence of parameters p 0 , . . . , p m bounded away from 0 and 1, though we need it only for
T the corresponding quadratic form. 
The following consequence will be used to prove Theorem 2. 
Limit shape
Using the independent random variables X i we can derive the limit shape for the partitions of n inside a rectangle; i.e., the curve which approximates most Young diagrams of λ n. The existence of the limit curve follows from the easy fact that the maximum discrepancy max j≤m j i=0 (X i − 1/p i ) , conditional on m i=0 X i = , is o(m) in probability. We now discuss how to compute the limit shape function
Limit curve of (A, B) = (1, 1/3) and random partitions of size 120, 201 and 300. Let λ be a partition defined by X 0 , X 1 , . . . in our setup. Then λ i = − (X 0 + X 1 + · · · + X i−1 ) and hence
(1/p j − 1). Using the integral approximation, setting i := xm we have that
and the limit curve of partitions scaled to the 1×A rectangle is given by points (x, y) satisfying this equation. It can be rewritten, after expressing c in terms of d, as 
Existence and Uniqueness of c, d
We now show that for any A ≥ 2B > 0 there exists unique positive constants c and d satisfying Equations (2) and (3). If A = B/2 then d = 0 and c can be determined uniquely, so we may assume A > 2B > 0. The following lemma will be used to show uniqueness. and let E ρ denote expectation with respect to ρ. Then
and
where Var σ [t] denotes the variance of t with respect to the normalized measure σ = ρ/E ρ [1]. In particular, det J is positive, and bounded above and below when c and d are bounded away from 0, implying the stated results on Lipshitz continuity. As J is real and symmetric, it has real eigenvalues. Since the trace of J is negative while its determinant is positive, the eigenvalues of J have negative sum and positive product, meaning both are strictly negative and J is negative definite for any c, d > 0.
Lemma 7. For any A > 0 and B ∈ (0, A/2) there exist unique c, d > 0 satisfying Equations (2) and (3). Moreover, for a fixed A, when B decreases from A/2 to 0 then d increases strictly from 0 to ∞ and c decreases strictly from log A+1 A to 1. When B > 0 is fixed and A goes to ∞ then c goes to 0 and d goes to the root of
Proof. Solving Equation (2) for c (assuming
Substituting this into Equation (3) gives an explicit expression for B in terms of A and d, and shows that for fixed A > 0 as d goes from 0 to infinity B goes from A/2 to 0. By continuity, this implies the existence of the desired c and d. It also shows that, for a fixed A, c is a decreasing function of d with the given maximal and minimal values as d goes from 0 to ∞.
To prove uniqueness, we note that for x, y ∈ R 2 Stokes' theorem implies 
For the last part, the explicit formula for c in terms of A and d shows that c → 0. Substitution in Equation (3) gives the desired equation. 
Proof of Theorem 1 from the discretized result
of the sum L m in terms of c m and d m . Assume that there is an asymptotic expansion
as m → ∞, where u and v are constants depending only on A and B. Under such an assumption, substitution of Equations (21) and (22) into Equation (20) implies
Substituting Equations (21)- (23) into Equation (15) of Theorem 3 and taking the limit as m → ∞ then gives Theorem 1, as
It remains to show the expansions in Equations (21) and (22). For x, y > 0, define
Another application of the Euler-MacLaurin summation formula implies 
A Taylor expansion around the point (c, d) gives
where Equations (24) and (25) were used to approximate the Jacobian of ψ m : (x, y) → S m (x, y), T m (x, y) with respect to x and y.
The map ψ m is Lipschitz for a similar reason as its continuous analogue. Namely, consider the partial derivatives
Let ρ m be a discrete finite measure on R m := {0, 1/m, 2/m, . . . , 1} with density e −x−yt /(1 − e −x−yt ) for t ∈ R m and 0 otherwise, and let E ρm be the expectation with respect to ρ m . Then
where σ m is the probability function ρ m /E ρm [1]. For any fixed m and (x, y) in a compact neighborhood of (A, B), both the variance and the expectation are finite and bounded away from 0, as is the Jacobian determinant. Moreover, the trace
is bounded away from 0 and infinity, so the Jacobian is negative definite with locally bounded eigenvalues, and hence ψ m is locally Lipschitz. Since the norm of the Jacobian is bounded away from 0 and infinity, we have that the inverse map ψ 
for some constant C, so that the expansions (21) and (22) hold.
Proof of Theorem 2
We will prove Theorem 2 from Equation (17) and Corollary 5. Let 
To lighten notation, we now write
We now bound each of these summands.
• • By Corollary 5,
where Q m is the inverse of the covariance matrix of (S m , T m ). Thus, the quantity on line (31) is
• Let
As p m ( , n + 1) = p m ( , n) + O(m −4 ), it follows that the quantity on line (32) is
Putting everything together, Lemma 8. The constants α, β, γ and ∆ are bounded below and above by positive constants depending only on δ.
Proof: Upper and lower bounds on α, β and γ are elementary:
3δ 2 . The upper bound on ∆ follows from these.
For the lower bound on ∆, letM = α n β n β n γ n denote M without the factors of m. We show ∆ is bounded from below by the positive constant (4 − √ 13)δ/6. A lower bound for the determinant ∆ ofM is |λ| 2 where λ is the least modulus eigenvalue ofM ; note that |λ| 2 = inf θM (cos θ, sin θ). We computẽ
This is at least 4 − √ 13 6 δ for all θ, proving the lemma.
Lemma 9. Let X p denote a reduced geometric with parameter p. For every δ ∈ (0, 1/2) there is a K such that simultaneously for all p ∈ [δ, 1 − δ],
Proof: For fixed p this is Taylor's remainder theorem together with the fact that the characteristic function φ p (λ) of X p is thrice differentiable. The constant K(p) one obtains this way is continuous in p on the interval (0, 1), therefore bounded on any compact sub-interval.
Proof of the LCLT: The proof of Lemma 4 comes from expressing the probability as an integral of the characteristic function, via the inversion formula, and then estimating the integrand in various regions. 
Following the proof of the univariate LCLT for IID variables found in [Dur10] , we observe that
Hence, comparing this to (33) and observing that e −is(a−µ)−it(b−ν) has unit modulus, the absolute difference between p(a, b) and the left-hand side of (34) is bounded above by
Fix positive constants L and ε to be specified later and decompose the region R := [−π, π] 2 as the disjoint union R 1 + R 2 + R 3 , where
see Figure 4 for details.
As R c 2 e −(1/2)M (s,t) ds dt decays exponentially with m, it suffices to obtain the following estimates
By independence of {X j },
log Ee i(s+jt)(Xj −µj ) .
Using Lemma 9 with p = p j gives
The sum of (q j /p 2 j )(s + jt) 2 is M (s, t), therefore summing the previous equation over j gives
On R 1 we have the upper bound |s + jt| ≤ |s| + m|t| ≤ 2Lm −1/2 . Thus, To bound the integral on R 2 , we define the sub-regions 
Combining (40)- (42) gives (37).
Finally, for (38), we claim there is a positive constant c for which | φ(s, t)| ≤ e −cm on R 3 . To see this, observe (see [Dur10, p. 144] ) that for each p there is an η > 0 such that |φ p (λ)| < 1−η on [−π, π]\[−ε/2, ε/2]. Again, by continuity, we may choose one such η valid for all p ∈ [δ, 1 − δ]. It suffices to show that when either |s| or m|t| is at least ε, then at least m/3 of the summands log Ee i(s+jt)(Xj −µj ) have real part at most −η. Suppose s ≥ ε (the argument is the same for s ≤ −ε). Interpreting s + jt modulo 2π always to lie in [−π, π], the number of j ∈ [0, m] for which s + jt ∈ [−ε/2, ε/2] is at most twice the number for which s + jt ∈ [ε/2, ε], hence at most twice the number for which s + jt / ∈ [−ε/2, ε/2]; thus at least m/3 of the m + 1 values of s + jt lie outside [−ε/2, ε/2] and these have real part of log Ee i(s+jt)(Xj −µj ) ≤ −η by choice of η. Lastly, if instead one assumes π ≥ t ≥ ε/m, then at most half of the values of s + jt modulo 2π can fall inside any interval of length ε/2. Choosing η such that the real part of log Ee i(s+jt)(Xj −µj ) is at most −η outside of [−ε/4, ε/4] finishes the proof of (38) and the LCLT.
Proof of Corollary 5. In order to estimate the error terms in the approximation of p(a, b) we will consider the partial differences and repeat the approximation arguments above. Changing b to b + 1 in Equations (33) 1 − e −it φ(s, t) − e −1/2M (s,t) dsdt.
For (s, t) ∈ R 3 , the proof of the LCLT shows that the integral in Equation (43) decays exponentially with m. As 1 − e −it = 2 − 2 cos(t) ≤ |t| = O(m −3/2 ) for (s, t) ∈ R 1 , the proof of the LCLT shows that the integral in Equation (43) for (s, t) ∈ S k following the proof of the LCLT shows that 
