ABSTRACT Video smoke detection is a promising method for early fire prevention. However, it is still a challenging task for application of video smoke detection in real-world detection systems, as the limitations of smoke image samples for training and lack of efficient detection algorithm. This paper proposes a method based on two state-of-the-art fast detectors, a single-shot multi-box detector, and a multi-scale deep convolutional neural network, for smoke detection using synthetic smoke image samples. The virtual data can automatically offer rich samples with ground truth annotations. However, the learning of smoke representation in the detectors will be restricted by the appearance gap between real and synthetic smoke samples, which will cause a significant performance drop. To train a strong detector with synthetic smoke samples, we incorporate the domain adaptation into the fast detectors. A series of branches with the same structure as the detection branches are integrated into the fast detectors for domain adaptation. We design an adversarial training strategy to optimize the model of the adapted detectors, to learn a domain-invariant representation for smoke detection. The domain discrimination, domain confusion, and detection are combined in the iterative training procedure. The performance of the proposed approach surpasses the original baseline in our experiments.
I. INTRODUCTION
Smoke detection is a challenging problem that has attracted massive attention in the intelligent video surveillance for fire prevention. As the fact that smoke spreads faster and in most cases will occur much faster than flame in the field of view of the cameras [1] , smoke detection provides earlier fire alarms than flame detection. Yuan [2] proposed a double mapping framework to extract multi-scale partitions features for smoke detection. A higher order linear dynamical system (h-LDS) descriptor [3] was applied to smoke detection based on the higher order decomposition of the multidimensional smoke image data. Gubbi et al. [4] used wavelets and support vector machines to characterize smoke. Tian et al. [5] proposed an image formation model based on the atmospheric scattering model to separate smoke from a single image frame.
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Since the deep convolutional neural networks (CNNs) have demonstrated excellent performance on many computer vision tasks, such as object detection, video tracking, etc., some researches proposed to apply the CNN to smoke detection. Muhammad et al. [6] proposed a cost-effective fire detection CNN architecture for surveillance videos. Yin et al. [7] proposed a deep normalization and convolutional neural network for smoke classification. Luo et al. [8] combined the motion characteristic and convolutional neural networks for smoke detection. Our former work [9] designed a deep CNN based on domain adaptation for smoke classification using synthetic smoke images.
Great process has been made in general object detection tasks, e.g. pedestrian detection. The advances in object detection produced powerful baseline systems. One problem with applying these detectors to smoke detection is the lack of abundant samples. As the available smoke samples are limited in scale and diversity for training the detectors, we apply the synthetic smoke samples with annotations of bounding box to the detection task. Inspired by recent progress in computer graphics, it is more available to use synthetic images [10] - [13] to probe the ability of the detectors. Referring to the synthetic smoke plume generation work [14] , we synthesized the smoke samples using the renderer Mitsuba [15] , which integrates advanced media rendering algorithms for rendering smoke. In this way, there are annotated synthetic smoke samples rich in scale and diversity, and annotated real smoke samples in our dataset. However, due to the gap between the synthetic and real smoke data, training on synthetic smoke data hinders the power of the state-of-theart detectors. As the different representations between real and synthetic smoke samples, the model trained on synthetic smoke samples performs not well when applied to real scenes.
In this paper, we propose an end-to-end trainable framework based on two state-of-the-art fast detectors, single shot multi-box detector (SSD) and multi-scale deep convolutional neural network (MSCNN), to combine domain adaptation and detection for smoke detection, using the annotated synthetic smoke images. An adversarial training strategy is designed to adapt the model of the detector trained on synthetic smoke images to the real scenes. Similar to the structure in [16] for combining pose estimation and detection at the same level using the convolutional layers, a series of convolutional branches (we call them domain branches in the next) are added to follow the feature layers in fast detector for domain adaptation. The structures of domain branches are the same as the convolutional predictors for detection (we call them detection branches in the next). The detection branches in the fast detectors predict the category scores and box offsets for a fixed set of default bounding boxes. Each predicted box is generated with category scores which indicate the probabilities that corresponding box belongs to categories (smoke or non-smoke). The domain branch predicts domain category scores which indicate the probabilities that corresponding box belongs to domain categories (synthesis or reality). In this way, there are several prediction branches in each scale convolutional feature layer in the adapted detector.
After the step of matching and hard negative mining through confidence loss sorts in the detection loss layer, each predicted box owns location, category (smoke or nonsmoke) scores and domain (synthesis or reality) category scores. To minimize the domain shift between synthesis and reality, we apply an adversarial training strategy to train the adapted detectors, inspired by the ideas from the method proposed by [17] . In the adapted detector, the three objectives -detection (location and classification), domain discrimination, domain confusion are optimized iteratively using the adversarial strategy. Under the premise of ensuring the accuracy of detection, the representations for detection are confused between the two domain (synthesis and reality). Our ultimate objective is to get a precise detection and confusion on domain category for the final prediction in the fast detectors.
The structural design and training procedures are different between the two baselines (SSD and MSCNN), and the details are stated in Section III and Section IV. In addition, we also incorporated the discrepancy adaptation into the fast detector as a comparison. Experiments and ablation study are given in Section V. The conclusion is stated in Section VI.
II. RELATED WORK A. FAST DETECTOR
Current state-of-the-art object detectors consist of one-stage detectors and two-stage detectors [18] . In two-stage detectors, the first stage generates a sparse set of candidate proposals that should contain all objects while filtering out the majority of negative locations, and the second stage classifies the proposals into foreground classes and background. Recent two-stage detectors are mainly based on region proposal network (RPN), such as Faster R-CNN [19] , FPN [20] , R-FCN [21] . Differently, MSCNN [22] performs object proposal with multiple convolutional layers instead of RPN to ease the inconsistency between the sizes of objects and receptive fields, and runs faster. One-stage detectors are applied over a regular, dense sampling of object locations, scales, and aspect ratios, based on deep networks, such as YOLO [23] , SSD [24] .
SSD and MSCNN perform well on detection accuracy and speed. Specially, SSD has a wide range of applications in the field of object detection. These two detectors have the similar architectures of multi-scale feature maps for detection using convolutional predictors. Our method is specially designed for this kind of detector. The fast detectors SSD and MSCNN are chosen as the baselines of our method for smoke detection. Their architectures will be introduced in Section III.
B. DOMAIN ADAPTATION
Domain adaptation aims to shift the model trained from source domain to the target domain, for extracting domain-invariant representation for image recognition. In our case, the synthetic smoke dataset is the source domain and the real smoke dataset is the target domain. In brain decoding studies, a sparse-coded cross-domain adaptation approach [25] was proposed to transfer the knowledge learned from visual domain to brain domain. The work [26] investigated the possibility of automatically ranking source CNNs prior to utilizing them in the given target task. In order to learn domain-invariant features, Lu et al. [27] developed a two-dimensional subspace alignment approach based on 2D principal component analysis to adapt convolutional activations. Ganin and Lempitsky [28] proposed a gradient reversal layer for a domain mixer, which acts an identity transform during the forward propagation and multiplies the gradient from the subsequent level by a negative during the back propagation. Tzeng et al. [29] set a bottleneck layer for adaptation to learn a representation that minimizes the distance between the source and target distributions.
Different from those works, such as our former work [9] on smoke classification, we focus on the object detection task for smoke detection, which is more challenging as both object location and category need to be predicted. Kalogeiton et al. [30] showed the domain shift factors including spatial location accuracy, appearance diversity, image quality and aspect distribution affect the performance of the detectors. As it is impossible to eliminate these factors between synthetic and real data, domain adaptation is indispensable to the detector learning from synthetic data. Recently, there has been some works on combining domain adaptation and object detection task, such as pedestrian detection [31] - [34] , in which the domain bias, such as the gap between synthetic and real data will degrade the performance of the detector. The work [32] firstly demonstrated adaptation of virtual and real worlds for developing an pedestrian detector. They used the pyramidal sliding window to obtain positives and negatives from the source domain (synthesis) and target domain (reality), and trained a domain adapted pedestrian classifier from the samples to operate in the target domain. The works in [35] and [36] focused on optimizing the domain-invariant representation for the classification network with the extracted object region as input.
There are also some works incorporating the domain adaptation into an end-to-end trainable detector. Chen et al. [37] set an image-level domain classifier on the top of convolutional base-network in region based detector Faster R-CNN for domain adaptation through gradient reversal layer [28] . Based on an end-to-end pedestrian detector [38] without any precomputed region proposals needed, Liu et al. [34] transformed the last fully connected layer into two sub-layers including an element-wise multiply layer and a sum layer. They incorporated the MMD [39] adaptation into the element-wise layer, and the weights contained in the layers can be adjusted under the unsupervised regularizer. Our work focuses on incorporating the domain adaptation into the fast detectors using an adversarial training strategy, the details are stated in Section IV.
III. OVERVIEW OF THE BASELINE
In this section, we review the architectures of SSD and MSCNN, which are chosen as the baselines of our method for smoke detection.
A. SINGLE SHOT MULTIBOX DETECTOR
SSD [24] uses a single feed-forward convolutional network to directly predict categories and anchor offsets without requiring a second stage per-proposal classification operation. SSD adds convolutional feature layers to the end of the base network. These layers decrease in size progressively and allow predictions of detections at multiple scales. Based on the multi-scale feature layers, convolutional predictors produce detection predictions using a set of convolutional filters. All the predictions produced by each detection branch will be integrated together for sampling (matching step and negative sampling).
B. MULTI-SCALE CNN DETECTOR
MSCNN [22] consists of an object proposal sub-network and an accurate detection sub-network. Similar to SSD, the proposal sub-network detects objects through several convolutional detection branches. Different from SSD, the predictions produced by each detection branch are fed to sampling independently, and the branches are set at the base network. The results by all detection branches are declared as the final proposal detections. The proposal network could work as a detector itself. To increase detection accuracy, the detection sub-network benefits proposal generation from proposal sub-network, to cover object well.
IV. DOMAIN ADAPTATION FOR THE DETECTOR
To demonstrate the simplicity and effectiveness of our methods, as shown in Figure 1 , we incorporate the domain adaptation to the original baseline of SSD and MSCNN and use the adversarial training strategy for learning the domain-invariant representation in the adapted detector. Meanwhile, we also incorporate the discrepancy adaptation into the fast detector as a comparison.
A. ADVERSARIAL ADAPTATION
As shown in Figure 2 , domain branch is added to follow the feature layer in fast detector for domain adaptation. The structure of domain branch are the same as the detection branch. It should be noted that the detection branches in SSD and MSCNN are different. The detection branch in SSD consists of a convolutional layer with 3×3 filter, a permute layer, a flatten layer. The detection branch in MSCNN consists of two convolutional layers with 5 × 5 filter and 7 × 7 filter respectively, while only a convolutional layer with 5 × 5 filter in the last feature layer. The predictions share locations for all categories in SSD, while there are two branches for location and category prediction respectively in each feature layer. Conversely, MSCNN predicts location individually between categories, while there is one branch for location and category prediction together in each feature layer. We will share domain prediction by adding a series of branches to follow each scale feature layer, as the weights of domain branch are used for the domain discriminator. In the general classification task, the domain discriminator is used to identify whether the training sample originates from the source or target domain based on the feature representation. In our detector, the domain discriminator need to identify the detection results (image region containing smoke) which domain it comes from. Meanwhile, to minimize the domain shift between synthesis and reality, we also need that the detector with strong domain discriminator cannot identify the domain category of the detection results well. We train the detectors with the tasks of the detection (classification and location), domain discrimination and domain confusion using an adversarial training strategy. The overall objective of our approach is to learn a domain-invariant representation of the fast detector for smoke detection. VOLUME 7, 2019 FIGURE 1. The overview of adapted detectors SSD and MSCNN. The input of adapted detector during training is the concatenation of synthetic and real smoke samples with annotations. The part in red dotted box belongs to the Multi-scale CNN. The part of bottom belongs to the single shot multibox detector. The prediction branches are all based on the multi-scale feature maps in the backbone network. The sampling means the matching step and hard negative mining. It needs to be noted that the prediction branches are independent from each other in the proposal sub-network of MSCNN, which is different from that in SSD. In the matching strategy of SSD, an anchor bounding box is labeled as positive with overlay higher than 0.5 and negative with overlay lower than 0.5. Different from SSD, an anchor bounding box is labeled as negative with overlay lower than 0.2. FIGURE 2. An overview of the adversarial adaptation components. The domain branch and detection branch have the same structures, such as a convolutional layer with 3 × 3 filter, a permute layer, a flatten layer in SSD, and two convolutional layers with 5 × 5 filter and 7 × 7 filter respectively in MSCNN (branch only contains a convolutional layer with 5 × 5 filter in the last feature layer).
1) ADVERSARIAL ADAPTATION FOR SSD
The base network of the basic SSD can be set ZFNet [40] or VGG16 [41] . In our method, we incorporate a series of domain branches same as the detection branches into the baseline SSD by adding a convolutional layer with 3 × 3 filter to follow each feature layer (conv2 in ZFNet /conv4_3 in VGG16, fc7(conv7), conv6_2, conv7_2, conv8_2, conv9_2) to transform each feature map to predict domain category. In our case, each scale feature layer predict category scores, location offsets, and domain category scores. The accuracy of each task is based on the trustworthiness of the others. As shown in Figure 2 , we firstly train the baseline SSD with the synthetic annotated samples {X syn , Y syn } for learning the mapping function M backbone in backbone network, namely the parameters θ base of base network, the parameters θ add of added feature layers, as well as θ lc (the parameters of detection branch). In our task, the detection objective is always optimized as following,
where N is the number of matched default boxes, x is an indicator for matching the default box to the ground box, c is the confidence score, α is a trade-off coefficient, l and g are the location coordinates of predicted box and ground-truth box. The loss function L conf and L loc keep the same as that of the basic SSD. In the next training stage, L multibox always keep be optimized to guarantee detection performance.
Training the detector on the synthetic annotated samples led to overfitting to the synthesis distribution, causing reduced performance when recognizing the real domain. The domain distribution shift exists in the whole detector, including the backbone network and detection branches. But the detector could work well on the real domain while the real data and synthetic data have similar representation in the detector. This detection problem can be viewed as learning a posterior P( B, C| R), where R is the representation of the input data in the detector, B is the bounding-box of the predicted region and C is the category (smoke or non-smoke). The joint distribution of input data for smoke detection is denoted as P(B, C, R),
Different from the classification problem, we need to make P(B, C|R) and P(R) all domain-invariant. Namely, the representations in backbone network and detection branch all need to be domain-invariant. Next, we will update the parameters of the adapted detector to make the joint distribution domaininvariant.
Then we use the pre-trained weights θ base , θ add and θ lc of the basic detector to initialize the model of adapted detector. The optimization is split into three objectives, including detection, domain discrimination and domain confusion. And the parameter updates depend on the next two objectives. For training the adapted detector, the input data are
Like training GANs, it is typical to train the generator with the standard loss function with inverted labels [42] , namely encourage a common feature space M backbone (X d ) through an adversarial objective with respect to the domain discriminator. The domain discriminator can be learned by the objective,
where θ domain is the parameters of domain branch, namely domain discriminator. K (·) represents the sampling (matching step and hard negative mining). R is the empirical estimate of expected value of the probability. During the training of this domain discriminator, θ add is fixed, while θ base , θ lc and θ domain are trainable. In our experiments, we found that training is more stable and loss tends to converge under this set. When the objective L dc converges to its optimum, the domain discriminator can simply flip the sign of its prediction in response. To learn a domain-invariant representation M backbone (X d ), we fix the θ domain , and train the adapted detector with inverted labels of ground truth domain category. In this way, the backbone network is equivalent to playing the role of generator in GAN. Then the domain discriminator should be fooled and can't distinguish the actual domain category well, namely working for domain confusion.
Ideally, we need to simultaneously minimize Equations (1), (3) and (4) 
with L multibox is always optimized. Namely, θ add and θ domain are updated iteratively, while θ base and θ lc are always updated. Together, these updates ensure that the joint distribution of the input data is domain-invariant. In our experiments, the model of basic SSD is trained for 20000 iterations, with a learning rate of 0.00001. The model of adapted SSD is trained for 60000 iterations. The domain discrimination objective and domain confusion objective are optimized for 6000 iterations in each time of adversarial training step, also with a learning rate of 0.00001. Namely, the adversarial training is carried out 10 times.
2) ADVERSARIAL ADAPTATION FOR MSCNN
The original training of MSCNN is a two-stage procedure. The basic MSCNN is based on VGG16. The first stage is to train the proposal sub-network. The resulting model is used to initialize the second stage, the detection sub-network is trained with the proposal generated from the proposal sub-network. Similar to adapted SSD, in the proposal subnetwork, we add a series of domain branches with the same structure as the detection branches by adding two convolutional layers with 5 × 5 kernel and 7 × 7 kernel respectively to each scale feature layer (conv4_3, conv5_3, conv6_1) and 5 × 5 kernel to the last feature layer pool6 to predict domain category. The original training procedure is modified as the following two-stage. The first stage is used to train the adapted proposal sub-network using the adversarial training strategy, like the procedure in training adapted SSD. Namely, the objectives for domain discrimination and domain confusion are optimized iteratively. Differently, there is no added feature layers in proposal sub-network. After the first stage, we can get a domain-invariant model of proposal subnetwork. In fact, the adapted proposal network can work as a detector itself. The loss of each detection layer combines the classification and bounding box regression,
where p(X ) = (p 0 (X ), p 1 (X )) means probability distribution over non-smoke and smoke categories. y = 1 indicates the predicted box of smoke. b andb indicate the predicted box and regressed bounding box. λ is a trade-off coefficient. The loss function L cls and L loc keep the same as that of the basic MSCNN.
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The second stage keep the same as the basic MSCNN, as the detection sub-network is used to improve the detection. Different from the proposal sub-network, fully connected layer is used to predict detection based on the proposal generation from the proposal sub-network. The resulting model in first stage is used to initialize the detection sub-network, the total detection loss of the whole network,
where M is the number of detection branches in proposal sub-network, α m is the weight of loss l m , M + 1 means the detection sub-network, θ dt is its parameter.
In this experiments, the model of basic MSCNN is trained for 10000 iterations, with a learning rate of 0.00005. In the first stage of adapted MSCNN, θ lc are always updated. The parameters of layers from conv1_1 to conv4_3 are fixed while the parameters of other layers in base network and θ domain are trainable during the training for domain discrimination. The all parameters θ base of base network are trainable while θ domain is fixed during the training for domain confusion. The adversarial training procedure in the first stage is similar to that of adapted SSD. The learning rate of the first stage is 0.00005, and the adversarial training is carried out 10 times. In the second stage, the parameters of first stage are used to initialize the model of detection sub-network and keep trainable during the training for second stage. The second stage is trained for 25000 iterations, with a learning rate of 0.0005. In our experiment, the parameters of θ base and θ lc are fixed while the loss is difficult to converge and unstable with trainable θ base and θ lc in our experiment.
B. DISCREPANCY ADAPTATION
Except for the adversarial loss for domain adaptation mentioned above, the discrepancy adaptation methods based on domain distance minimization are widely used as well, such as the state-of-the-art method CORAL (correlation alignment) [43] The CORAL adaptation aims to align the second-order statistics of the source and target distributions with a linear transformation.
Obviously, compared to the methods based on adversarial loss [17] , [28] , as an unsupervised method, CORAL adaptation don't need the additional branches for domain prediction. As a comparison to the adversarial adaptation, we incorporate the discrepancy adaptation methods of CORAL into the basic detector. In the adapted detector, we set category prediction as the representation for adaptation, similar to [34] . In general classification network, the feature dimension keep the same between the two domains for the distance measurement. However, the number of predicted boxes after sampling step from the two domains in the detector are different from each other. To solve this problem, we take the litter number of predicted boxes of positives from the two domains as the common number. (e.g. the numbers of predicted boxes of positives in synthesis and reality domains are 100 and 150 respectively, the top 100 positives with sorted confidence score in real domain are picked. Of course, the number of negatives is 300 as the ratio between the negatives and positives is 3.).
V. EXPERIMENTS ON SMOKE DETECTION
We performed experiments on the synthetic and real datasets. The synthetic dataset contains 30000 images and real dataset contain 2549 images. The test set contains 1029 real images. The images in our dataset are shown in Figure 3 . The synthetic smoke images are produced by the renderer Mitsuba [15] . The real smoke images are captured from our experiments. We implemented our approach using Caffe [44] toolbox. Compared with the general objects, smoke does not have a regular shape, as both the local and the whole can be regarded as the category attribute of smoke. When the detector runs on the test set, there may be predicted boxes with high confidence scores in various parts of single smoke. So we used a measurement that based on the segmented region of smoke as follows.
A. EVALUATION
In general metrics, resulting detections are measured based on the area of overlap with ground truth bounding boxes. In our case, as shown in Figure 4 , we define the mean location accuracy (mLA in short) as:
B i (9) where, N is the scale of test set. B GT n is the ground truth segmented region of smoke in n th test image, B i is the predicted box with confidence score above threshold and m is number of B i in n th test image.
According to the evaluation of pedestrian detection [45] , we measure the location accuracy over the value of False Positive Per Image. For each predicted box B i , its overlap with the ground truth segmented region B GT is,
We define the prediction box B i with α i < 0.001 as false positive. For a certain confidence threshold, the number of false positives in each image in test set are counted to calculate the value of False Positive Per Image. For error analysis, we define two types of error. The confusing detection error (CD for short) is define as,
The missing detection error (MD for short) is define as the proportion of the test image without predicted box with confidence score above the threshold. With the confidence threshold ranging from 0.05 to 0.70, the false positives per image and mean location accuracy for each model get the corresponding values. In the next figures, when the confidence threshold is low, the FPPI is much high, and the large value of FPPI is truncated.
In our experiments, we used the baselines of SSD based on ZFNet, SSD based on VGGNet, and MSCNN based on VGGNet as the authors of MSCNN only offer this version.
As shown in Figure 5 , the performances of the adapted detectors trained on the synthesis and reality datasets surpass the original detectors trained on real smoke datasets (both SSD and MSCNN). Table 1 represents the mean location accuracy of the adapted detectors and original detectors with the confidence threshold of 0.2. Basically, the performances of these model achieve the best with the confidence threshold of 0.2. Obviously, the model directly trained on the mixed dataset of real and synthetic smoke images performs better than the model trained on synthetic smoke images, and the model trained on synthetic smoke images performs better than the model trained on real smoke images. In contrast, the performances of the detectors are significantly improved with adaptation, which confirms the effectiveness of our approach. In addition, the performance of the approach based on discrepancy adaptation CORAL is shown in Figure 7 . As shown in Table 1 , the parameter numbers and computational costs of the added domain branches are much small than the baseline. Furthermore, to verify the effectiveness of the proposed approach, we compared our method with the method proposed by Yuan [2] . As the existing smoke detection algorithms are mostly based on the classification of smoke images or patches [8] , [46] , [47] or the region 
TABLE 1.
The mean location accuracy (%) on the test set. The adapted model are trained using the synthetic smoke image set as source domain and real smoke image set as target domain. The original detectors are trained using the real smoke image set, synthetic smoke image set, and the mixed image set respectively. The input size of the adapted detector keep the same as the size in the original work of baseline. Meanwhile, the parameter numbers and computational costs of baselines and added domain branches are calculated. As the architecture of the adapted detector is the same as that of the baseline during the test procedure, the time cost of adapted model also remains the same as the original model. An NVIDIA GTX 1080 was used for the computations in test procedure. extraction using motion features [8] , our method and Yuan's method [2] are working for the localization of smoke from an single image without using motion features. Compared to our method based on CNN, the method of Yuan [2] based on the shape-invariant features performed not well on the location accuracy. However, the speed of fast detector is slower than the method of Yuan [2] even using the NVIDIA GTX 1080. The acceleration of the detector depends on the promotion of GPU hardware or lightweight basic architecture.
B. ABLATION STUDY
From the experiment results, the performances of the adapted detectors surpass the basic detector. In this section, we set ablation experiments to analyze the mechanism of adaptation for the detectors SSD and MSCNN.
1) ERROR ANALYSIS
To further examine the performance differences between the models of basic detectors and adapted detectors, we look at the confusing and missing detection error of the model of basic SSD_ZF, SSD_VGG16, MSCNN and adapted SSD_ZF, adapted SSD_VGG16, adapted MSCNN as shown in Figure 6 . Obviously, the adapted SSD_ZF model and adapted MSCNN model cause fewer confusing detection error than the basic SSD_ZF model and basic MSCNN model respectively, while the SSD_VGG16 model causes more confusing detection error than the basic SSD_VGG16, although the confusing detection error of basic SSD_VGG16 model and adapted SSD_VGG16 model are closer. Meanwhile, the missing detection error of the adapted SSD_ZF model is much higher than that of basic SSD_ZF model, and the From the perspective of different base network, our approach for SSD based on small network ZFNet is more rigorous to detect smoke which cause the high missing detection error but little confusing detection error. In contrast, our approach for SSD based on deeper network VGG16 is basically the same as the basic SSD in terms of detection error. In this way, our approach does not cause more errors while increasing the detection accuracy.
2) SHOULD NEGATIVE SAMPLES BE DISCARDED?
In general, the state-of-the-art detectors control the sampling of positive (smoke) and negative (background) predicted box during the inference. The positives are chosen through the matching with the high overlap between defaulted box and ground truth box, while the negatives (low overlap) are selected by hard negative mining strategy. In order to avoid the imbalance between the positives and negatives, SSD and MS-CNN adopt the sampling strategy to compensate for this imbalance to control the proportion (3 in the basic SSD) of positives and negatives. In general classification task based on domain adaptation, there is a relative balance of samples for each category. The imbalance between positives and negatives (two classes for detection) may influences the performance of our approach. To study this issue, we carry out the experiments with two sampling alternatives about whether to discard negative samples for the loss calculation of domain discriminator in the adapted detectors. Figure 7 represents the confusing detection error, missing detection error and mean location accuracy of the results with adversarial adaptation and CORAL adaptation. It can be seen that the mean location accuracy of the results of the three adapted detectors with remaining negatives based on adversarial adaptation are slightly higher than that of the results with discarding negatives. The confusing and missing detection errors of the adapted SSD_VGG16 and adapted MSCNN with remaining negatives are very close to that with discarding negatives. The confusing and missing detection errors of the adapted SSD_ZF with remaining negatives are lower than that with discarding negatives.
In contrast, things are different for the adapted detectors as shown in the bottom of Figure 7 . The mean location accuracy of the adapted SSD_ZF and adapted MSCNN with discarding negatives are higher than that with remaining negatives. The mean location accuracy of the adapted SSD_VGG16 with discarding negatives is close to that with remaining negatives. The confusion and missing errors of the adapted SSD_ZF and SSD_VGG16 with discarding negatives are close to that with remaining negatives, while the confusion and missing errors of the adapted MSCNN with discarding negatives are lower than that with remaining negatives.
From the comparison of the results based on the two adaptation methods, it is better to remain negatives for adversarial adaptation and discard negatives for CORAL adaptation. According to our analysis, the imbalance between the positive (smoke) and negative (background) prevents the aligning of the second-order statistics of the source and target distributions. And for adversarial adaptation, as the structure of the domain branch is the same as that of the detection branch, remaining the negatives will play the role that the certain ratio between the negatives and positives can VOLUME 7, 2019 lead to faster optimization and more stable training, which is mentioned in SSD [24] . It needs to be noted that the negatives are remained for the domain discriminator in the other experiments. Compared to the proposed method with adversarial adaptation, the model of the adapted detectors with discrepancy adaptation performed not well, as the peak location accuracy of the adapted SSD_ZF, SSD_VGG, MSCNN are 0.447, 0.597, 0.429. Moreover, the values of false positive per image of the adapted detectors with discrepancy adaptation are much higher than that of the detectors with adversarial adaptation while the confidence threshold is high.
3) MULTI-LAYER ADAPTATION FOR FEATURE LAYERS
As deep features eventually transition from general to specific along the network, the feature transferability drops significantly in higher layers with increasing domain discrepancy. In this way, the last layer are tailored to the task is adapted in general CNNs for learning domain-invariant representation. However, in the fast detector, the multiple detection layers based on the convolutional kernels perform detection tasks in multiple scale. It is equivalent that there are multiple task layers in the detectors. Reference [48] proposed a network with all the layers corresponding to task-specially feature adapted instead of only one layer, since adapting a single layer cannot undo the dataset bias between the source and target.
According to [48] , we add the domain branches to follow the convolutional feature layers at the end of the based network of the detectors. We progressively add branches and compare the results with mean location accuracy, confusing detection error, and missing detection error. As shown in Table 2, Table 3 , and Table4, every time we add a domain branch to the baseline for a fair comparison. Different from the other branches, the branch located in lower layers Conv2 and Conv4_3 use the L2 normalization technique to scale the feature norm in SSD_ZF and SSD_VGG16 respectively, and the branch located in Conv4_3 use a buffer convolutional layer in MSCNN. We always set domain branch at Conv2 in adapted SSD_ZF, Conv4_3 in adapted SSD_VGG16 and adapted MSCNN. Like the comparison in the work of SSD [24] and MSCNN [22] , the combination of detection from each scale feature layers achieves the best performance. Table 2, Table 3, and Table 4 show the models of adapted detectors trained with the domain branches following all the feature layers achieve the highest mean location accuracy. The reason might be that the detection branch in each feature layer gives the prediction in the corresponding scale, and we need to adjust the overall representation in the backbone network for domain-invariant prediction in each scale. Only part of the feature layers are followed with domain branch will cause the adaptation unstable during the training procedure, which will cause the worse performance, such as the case that the domain branches follow the layers from Conv2 to Conv7_2 in SSD_ZF or the case that the domain branches follow the layers from Conv4_3 to Conv6_2 in SSD_VGG16. Meanwhile, as mentioned in error analysis, the adaptation in SSD_ZF and MSCNN will cause more missing detection error and litter confusion detection error, which may explain that the model of the adapted SSD_ZF and MSCNN with the domain branches following all feature layers obtain the lowest confusion detection error and highest missing detection error. Overall, the multiple layer adaptation in the adapted detectors makes each detection layer transferable and jointly adapting the representation layer in the backbone network.
VI. CONCLUSION
We have proposed an end-to-end trainable framework based on fast detector SSD and MSCNN for smoke detection. As the real smoke samples are limited in scale and diversity for training, abundant annotated synthetic smoke samples are produced. To minimize the domain shift between synthetic and real smoke samples for smoke detection, we incorporate the domain adaptation into the state-of-the-art fast detector (SSD and MSCNN). An adversarial training strategy is proposed to train the domain-invariant representation in detector for smoke detection. The architecture of the adapted detector is the same as that of the baseline during the test procedure. The performance of our methods showed significant improvement over the original baseline. Our study provides a new method for smoke detection incorporating domain adaptation into fast detector. In the future work, we will expand our method to the smoke detection based on video. 
