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Introduction
More than eighty percent of the world's current primary energy demand is met by fossil fuels (see Energy Information Administration, 2004) . Their use yields carbon dioxide -CO 2 -as a joint product, which once released into the atmosphere contributes to climatic change with potentially irreversible negative impacts on the world economy. A key issue in environmental economics is to project these man-made CO 2 emissions for a given scenario describing inter alia population growth and technological progress.
This issue closely relates to the 'environmental Kuznets curve' (EKC) discussion, which investigates the quantitative relation between per capita emissions of some pollutants and economic activity. In this paper we focus on carbon dioxide emissions, hence we address this relation as the 'carbon Kuznets curve' (CKC). Our discussion of theoretical and econometric problems, however, applies to other pollutants as well.
The CKC hypothesis refers to an inverse U-shaped relationship between economic activity, usually measured in terms of per capita GDP, and per capita CO 2 emissions. Thus, it conjectures emissions to first rise with growing GDP, to pass through a peak at a certain income level and to decline afterwards with income increasing further, for example because the willingness to pay for environmental quality increases with income. The reference to Kuznets is reminiscent of Simon Kuznets (1955) , who postulated an inverse U-shaped relationship between the level of economic development and the degree of income inequality in his presidential address to the American Economic Association in 1954. This paper contributes to the CKC discussion by critically reviewing two main strands of analyzing the GDP-CO 2 emissions relationship in the economic literature. These are the computable general equilibrium (CGE) approach on the one hand and the econometric approach on the other. Of course, both approaches overlap to a certain extent, but for the sake of illustration we essentially separate the discussion in two sections. 1 The CGE approach consists of a fully specified general equilibrium model which is calibrated on economic data of the real-world economy under consideration. Adding a carbon cycle model and climate change impact model results in an Integrated Assessment Model (IAM) which can account for the feed-back effects of CO 2 emissions on economic activity and 1 For example McKibbin, Ross, Shackleton and Wilcoxen (1999) present a CGE model where some key elasticities are estimated from time series. In this sense, they combine econometric analysis and CGE modelling. For a recent survey on the relationship between economic growth and the environment see Brock and Taylor (2004) , who present several theoretical models as well as empirical evidence.
welfare. Section 2 discusses key choices when setting up an IAM. These include the choice between a bottom-up or top-down approach and choices with respect to equilibrium concepts, functional specifications and calibration. We show that equally reasonable assumptions concerning the discount rate or the rate of technological change lead to substantially different conclusions concerning the CKC hypothesis. Thus, the CGE approach is seen to be subject to large uncertainties that are usually not discussed in the corresponding literature.
We continue by using our prototype IAM to generate data on which we 'estimate' a CKC. In one of the scenarios we find an inverse U-shaped relationship between emissions and GDP. However, this effect is solely driven by exogenous technical progress underlying that scenario; it is not due to increasing willingness to pay for environmental quality at higher income levels. This illustrates the pitfalls that arise when attaching structural interpretations to reduced form relationships and also illustrates the danger associated with CGE models in general: confabulation. This term refers to the fact that CGE model results are often interpreted in ways that do not correspond to the mechanisms present in the model.
In section 3 we focus on the single-equation econometric approach to estimate the CKC relationship. There is a huge literature applying time series and panel data techniques to estimate the relationship between pollutants and GDP. 2 Surprisingly, several important econometric problems have largely gone unnoticed in the empirical literature. The most fundamental problems relate to nonlinear transformations of nonstationary regressors, and in a panel context additionally to the effects of cross-sectional dependence. The implications of these major problems and some additional minor problems are discussed in detail. The companion paper Wagner and Müller-Fürstenberger (2004) contains a detailed discussion of as well as a potential solution to some important econometric problems arising in EKC analysis when using time series or panel data. In this paper we merely want to highlight the problems and want to indicate that a more thoughtful application of standard econometric techniques should lead researchers to be more cautious about their findings than what is commonly observed. Section 4 briefly concludes and summarizes the paper.
A CGE Simulation of the Carbon Kuznets Curve
Historically, CGE models in climate change economics originate from detailed energy technology assessment models, like ETA-Macro (see Manne, 1977) , which were designed to analyze energy-economy interactions. Assigning carbon content coefficients to different types of fossil fuels allows these models to simulate carbon emissions along economic growth and structural change paths. 'Integrated Assessment Models' go one step ahead by adding two sub-models.
These are a carbon cycle model and a climate change impact model. The carbon cycle model computes the atmospheric concentration path of CO 2 in parts per million by volume (ppmv) along a global CO 2 emission path. The climate change impact model -which often reduces to a single 'damage function' -translates atmospheric carbon concentrations via changes of mean surface temperatures into economic damages. The two sub-models establish a feedback loop from carbon emissions to economic damages. Due to the long-term nature of the climate problem, Integrated Assessment Models typically involve time-horizons of more than hundred years.
The CGE based integrated assessment was pioneered by Nordhaus (1992) with the DICE model and by Manne, Mendelsohn and Richels (1995) with MERGE. Variations and extensions of these and related type of models define the current state of art in CGE based climate economics.
The purpose of such models is threefold. First, they can identify optimal carbon emission paths by weighting the benefits of avoided climate damages against abatement costs. Second, they serve to define a baseline scenario, which projects future atmospheric carbon concentrations under business-as-usual (BAU) assumptions. In the BAU case, climate change is a negative externality which unfolds without policy intervention. Third, these models are used to quantify costs and benefits of climate policy interventions. The BAU case is of prime importance since it serves as yard stick to measure costs and benefits of policy interventions.
Moreover, the relation between GDP and CO 2 emissions in the BAU scenario is closely related to the CKC issue and the related question whether the climate change problem relaxes when the world economy gets richer. For these reasons, our focus in this paper is on BAU scenario simulation.
Defining a BAU scenario requires a considerable number of assumptions which reflect the modelers' expectations about the future evolution of the economy. Key assumptions include population growth rates and rates of technological progress. The choices necessary to define the BAU case are generally recognized as a key issue in CGE modelling, see Intergovernmental Panel on Climate Change (2001). Nevertheless, there are large and arbitrary variations among different models and no consensus seems to be reached.
We show in the discussion below that different assumptions concerning the rate of technological progress lead to the presence, respectively absence of an inverse U-shaped relationship between CO 2 emissions and GDP for our model. When it occurs, the inverse U-shape is driven by exogenous technological improvements and technology diffusion. In the model the inverse U-shape is not at all due to increased willingness to pay for environmental quality at higher income levels and therefore growth enhancing policies do not lead to decreasing per capita emissions (due to exogenous carbon intensities).
Some general remarks on the CGE approach
There are two fundamental decisions at the outset of any CGE study. The first decision is about the level of aggregation, the second about the model dynamics. Let us start with the level of aggregation. Highly aggregated models are usually termed top-down models. They assume a highly aggregated macroeconomic production function with a single consumptioninvestment commodity as output at the top of the production structure. Additional structure is added by nesting production sub-sets into the macro production function. The case in point for a top-down approach is the DICE model.
The bottom-up approach starts from a detailed description of the economy, in particular with respect to production sectors and energy transformation technologies. Examples are IGSM of Prinn et al. (1998) , GEMINI-E3 of Bernard and Vielle (1998) or WIAGEM of Kemfert (2002) . The detailed modelling of sectoral production structures and the engineering based descriptions of key technologies qualifies these down-to-earth models to assess the structural change and choice-of-technology impacts of environmental policies. Both approaches, however, overlap as it is possible to endow production sub-sets in a top-down approach with a detailed and technically backed fundament.
Thus, by construction the top-down approach is not suitable for analyzing substitution effects between competing technologies and intersectoral adjustments. These issues can only be addressed by custom-made bottom-up models. Therefore, the choice between the approaches is dictated by the specific question at hand.
The second choice is about model dynamics, in particular with respect to intertemporal decision making. This issue often directly relates to the aggregation issue since there is a trade-off between a low level of aggregation and a sophisticated intertemporal decision and equilibrium concept. To keep highly disaggregated models computationally tractable, bottom-up approaches are usually not formulated as perfect foresight or rational expectations models but as a sequence of temporary equilibria where growth is driven by a fixed saving rate, for example. Hence they cannot be used to solve for optimal capital accumulation paths or for the optimal timing of environmental expenditures and adaptation measures.
Top-down models explicitly model capital accumulation and climate policy as results of maximizing intertemporal welfare. Tractability of the dynamic problem necessitates a high degree of aggregation in usually fewer regions and with a smaller number of sectors than in bottom-up models. A prime example is the version of MERGE published by Manne (1999) .
IAMs produce a large amount of output whose correct interpretation requires a profound understanding of the underlying model. Such model results are therefore vulnerable to confabulation 3 , which means that CGE modelers tend to provide 'economic' intuitions for their model results which are completely unrelated to what actually happens in the model. In the sequel we present a scenario where an inverse U-shape occurs in the simulated data. However, as already mentioned, it would not be consistent with the model to attribute this to increasing willingness to pay for environmental quality as income grows.
Next, we present a prototypical top-down model to highlight the most important decisions in such a modelling process by a concrete example. Illustrating the problems with a small scale model corresponds to focusing on single-equation econometric analysis of the CKC in section 3. It is important to note that similar problems as discussed in this paper for topdown models and single-equation econometric analysis are even more prevalent in bottom-up modelling or when econometrically specifying systems of equations to study the nonlinear relationships between pollutants and economic activity.
A simple top-down model
For simplicity we consider only two regions, which we call North and South, indexed i = N, S, and assume discrete time t = 0, 1, . . . , ∞. For the numerical implementation, North is thought of as comprising all members of the OECD in 1990. South covers the remaining countries of the 107 countries listed in table 4 in the appendix. 4 The world economy is set up as a one-good two-region Ramsey-type growth model. This simplification allows to simulate a fully dynamic model.
It is assumed that the production decisions are carried out under perfect competition.
Consumption and investment decisions are considered as if a representative agent maximizes intertemporal utility, given a complete set of present value prices for the consumption/investment good and factor prices. Such a complete system of markets is a fiction with respect to real world economies, even for the most industrialized countries in what we call North. This strong assumption with respect to the completeness and competitiveness of the market system is generally not questioned in dynamic CGE modelling. The problem in this respect is that theories of incomplete markets (see Magill and Quinzii, 1996) are not yet developed sufficiently to allow for implementation within CGE models. Limitations in this direction are a clear lacuna in dynamic CGE modelling.
To transform a general equilibrium model into a computable one, it is necessary to specify functional forms for production, utility etc. With respect to production it is common to adopt a constant elasticity of substitution (CES) function; it is easily calibrated, see below, and it comprises both the Cobb-Douglas and the Leontief production functions as special cases. In our example, we describe regional production by a nested CES aggregator f i , with physical capital k it , labor l it , and energy g it as production factors:
where a 1 i and a 2 i are factor productivities, ϑ i is a technical parameter determining the value share of labor in value addition, and τ i relates to the elasticity of substitution between value added and energy. This formulation implies that there are no endogenous changes in the production technology, which would be the case if the factor productivities a i were subject to endogenous technological progress. It is thus assumed impossible to foster technological progress by policy intervention.
Production output is spent either on consumption, investment, energy production or to fix climate damages:
We denote gross output by y it , consumption by c it and investments by i it . The marginal costs of energy supply are constant and normalized to one. Climate damages in terms of % losses of gross output are given by θ it , specified below in equation (6).
Note that by rearranging (8) (
climate damages can be interpreted as negatively affecting total factor productivity. This is common practice in the literature, for example in the MERGE and DICE models. This rests, however, on several implicit assumptions; for example that climate damages have no impact upon the marginal rate of substitution between production factors.
Capital accumulates according to
with δ as the depreciation rate, and ω as the linear production coefficient in the investment technology. Concerning the accumulation of atmospheric carbon we rely upon the widely used Nordhaus (1991) equation
where φ 1 and φ 2 are climate system parameters. φ 2 is the natural decay rate of atmospheric carbon dioxide and φ 1 is estimated in Nordhaus (1991) by OLS regression and provides a good fit of historic data. The coefficients η it are emissions coefficients describing the emission intensity of energy production. It must be kept in mind, however, that the Nordhaus equation
violates physical and chemical principles, which matters in case of large perturbations of the climate system, see Joos, Mueller and Stephan (1999) . The accuracy of the approximation deteriorates rapidly when the actual carbon emission path deviates substantially from the one generating the data on which the parameter φ 1 is estimated. This means that both the BAU as well as the policy intervention paths have to be in the vicinity of the Nordhaus (1991) path. For emission paths that deviate by a large amount from this reference, the results may be highly misleading, since the carbon accumulation and hence climate damage paths are modelled with potentially large biases. A more detailed and robust but still tractable carbon cycle model may be important for integrated assessment modelling, in particular for cases where emissions keep growing rapidly.
Accumulated atmospheric carbon S t translates into damages according to a so called damage function. A common formulation is given by
where Ω i is a key parameter whose calibration is a highly debated issue. In our model these numbers are calibrated as follows: we assume 2% GDP loss in the OECD (i.e. in our North) and 5% loss of GDP for the less developed countries at twice the pre-industrial level in developed countries, i.e. at 560 ppmv. 5 Inserting in (6) and assuming no damages at the current level S 0 = 360 ppmv gives Ω N = 1979.9 ppmv and Ω S = 1252.2 ppmv.
The damage estimates given above submerge several and very heterogeneous types of damages into a single number: these are agricultural damages and benefits (in areas where due to warming agricultural conditions improve), land-losses and associated damages in coastal areas, drinking water availability, species loss, increased necessity of air conditioning, migration due to environmental catastrophes. Some potentially important damages are hardly accessible, like increasing human mortality and morbidity. To account for a possible underestimation of climate damages, some authors assume higher damage estimates that amount to up to 4%
at double pre-industrial carbon concentrations for industrialized countries, see Kopp (2004) .
Without further investigations into the nature and composition of damages, however, any such number remains to a large extent arbitrary. Obtaining more reliable damage estimates is thus of prime importance.
Finally, the quadratic form of the damage function is chosen solely for computational simplicity; it results in linear marginal damage functions, which simplifies the solution of the
The model is completed by specifying the objective functions of the regional benevolent central planners and the solution concept. The objective functions are given by
with β denoting the time discount rate. Note that in the model described here β is calibrated to replicate the global average GDP growth rate of the base year. Thus, calibration against the growth rate observed in the base year uniquely determines the utility discount rate of the central planner over the entire future.
In the BAU case the decision makers maximize utility neglecting the endogenous impact of fossil fuel use upon accumulated atmospheric carbon. This assumption reflects the global common pool character of the climate system. However, in equilibrium they anticipate future total factor productivities correctly, which includes a correct assessment of climate damages.
This assumption accounts for correct anticipation of the future and hence guarantees timeconsistency. This is quite a difference to an optimal policy case, where regional decision makers do not take the sequences θ it as exogenously given but take into account their endogenous nature, being the result of fossil fuel use g it (via equations 5 and 6). In the BAU equilibrium the emissions paths have to be such that the associated concentrations according to (5) yield the equilibrium paths of regional damages. Hence, solving for the BAU path involves two nonlinear optimal control problems as well as one global equilibrium (or consistency)
condition. It is this combination of maximization and consistency conditions which is usually not tractable in bottom-up models. Note that the optimal policy case is more easily solved since it can be modelled as a joint maximization problem taking equations (5) and (6) into account.
To sum up, our BAU scenario rests on one particularly important assumption: it is based on a non-cooperative solution concept, hence implies -by construction -that no mitigation policy occurs. Potential global gains from a mitigation policy can be identified in an alternative scenario of global cooperation where global welfare is maximized by a single global central planner and climate damages are internalized. From a computational point of view, the cooperative equilibrium is much easier to simulate. To illustrate the numerical differences between our BAU scenario and a cooperative policy approach, we present results from corresponding computational experiment below (with the corresponding scenarios labelled 'Cooperative'). Which scenario qualifies as reference, however, cannot be answered solely on theoretical grounds. Note that the two scenarios represent fundamentally different views about global cooperation in climate policy. An assessment concerning which is more likely is subjective and therefore it is important to highlight the differences between non-cooperative and cooperative solutions in a sensitivity analysis.
As we have already mentioned, CGE modelling requires parameter calibration. The usual approach (compare Shoven and Whalley, 1992) is to calibrate the model such that it replicates a given set of benchmark data of the base year. The stringent assumptions put on the model structure allow to determine several parameters easily, namely all parameters of the production function except for the substitution elasticities τ i .
To be more specific, the first order conditions for profit maximization under perfect competition in combination with the income data in table 1 uniquely determine a 1 i , a 2 i and ϑ i . As is common, the elasticities τ i = −0.5 are taken from the literature (from Manne, Mendelsohn and Richels, 1995) . However, not only the values for τ i are taken from the literature, also other parameters are set to specific values, as opposed to being e.g. estimated for the data set at hand. These include the depreciation rate δ, the investment technology parameter ω and also the carbon contents of energy η it .
The calibration procedure as outlined suffers from two problems. First, the models are generally under-determined, i.e. some of the parameters have to be 'taken from the literature' or are subject to 'educated guesses'. This introduces a certain arbitrariness in the modelling approach, that can have, as will become clear later, important impacts on the results. Second, the calibration of the model economy to a specific base year makes the results potentially vulnerable to particularities of the chosen year. The growth rate of the economy, for example, which determines the utility discount rate, varies over time as discussed above.
Static calibration with respect to a single time slice of the economy is a clear short-coming of the current practice. In our data set the annual average growth rate varies between 1.4% and 4.6%, thus the choice of any single base year and the associated growth rate appears arbitrary. Furthermore, the usual calibration approach also necessitates to assume identical discount rates for all regions, despite clear interregional growth differences. Notwithstanding its clear drawbacks static calibration is common practice to date.
To assess the effects of choices concerning parameters that are not determined by calibration, we focus on two scenarios concerning the carbon content of energy, i.e. on the parameters η it . These two scenarios are additionally used later to illustrate the potential pitfalls in attaching a structural interpretation to reduced form relationships (at the end of section 2.3).
In the scenario no technical progress (labelled 'NTP') we assume that the carbon content of energy remains constant in both North and South, reflecting base-year data. Thus, any initial technology differentials persist as these parameters are assumed to be constant and hence no decarbonization occurs.
However, assuming no technological progress and no diffusion of technology might be con- (2000 -2015) .015 .025 Emission coefficient η 9.04 10.88 Exogenous decarbonization of energy ('NTP') (2000 -2015) 0 0 Exogenous decarbonization of energy ('TP') (2000 -2015) . and 'Cooperation' we observe, especially in the South, only minor differences. This is due to the short time span. However, the choice of the discount rate has major implications on the shape and location of the inverse U-shaped relationship between GDP and CO 2 emissions.
In our model this arises because of the exogenous rate of decarbonization. Thus, a higher growth rate leads to (at any point time) larger CO 2 emissions due to exogenously given carbon intensity. Therefore, higher growth leads to higher total emissions and to a turning point at a higher income level. Current practice of calibrating CGE results with respect to a benchmark year is thus seen to be a critical issue. It is unfortunately not clear how to overcome this clear technical, but also conceptual, limitation of CGE modelling.
'Estimating' the CKC for the CGE results
In this sub-section we 'estimate' a usual quadratic Carbon Kuznets curve (CKC) to show that an inverse U-shaped pattern can emerge that is driven entirely by exogenous decarbonization; since as discussed before it is not due to a causal link between GDP and CO 2 emissions via e.g. increased willingness to pay at higher income levels. Before doing so, however, we start with a brief discussion concerning the usual single-equation approach to the EKC.
The most prominent single-equation approach to the EKC is to estimate a polynomial relationship (up to degree three) between emissions (as the dependent variable) and GDP on cross-section, time series or panel data. This approach dates back at least to the seminal Simulation results for the GDP-CO 2 relation with technical progress (TP). Scenario BAU is taken from figure 2. Scenario 'Cooperation' assumes maximization of global welfare under internalization of climate damages. 'Cooperation (Slow Growth)' assumes a smaller discount rate such that initial world per capita GDP growth is equal to 1.4% and scenario 'Cooperation (High Growth)' is chosen to replicate initial world per capita GDP growth rate of 4.6%.
work of Grossman and Krueger (1991 ,1993 
where e it and y it denote per capita emissions and GDP in region i and period t, respectively, and u it denotes a stochastic error term. 8 The error terms are in general allowed to be serially correlated. Time series like GDP are often modelled as so-called integrated processes. A stochastic process is called integrated (or 'has a unit root'), if it is not stationary itself but its first difference is. An important assumption necessary for many methods for panels containing integrated variables is that both the errors u it and the regressor ln y it are cross-sectionally independent. This implies that if (8) corresponds to the data generating process, also the e it are cross-sectionally independent, up to random θ t . These independence assumptions, needed for so-called first generation panel unit root and cointegration analysis, are rather strong, and it is not granted at all that they hold in practice. In an increasingly interdependent world with large trade volumes it is e.g. not clear why the individual countries' GDP series should be independent. The issue of cross-sectional dependence and its implications for econometric analysis in a nonstationary environment is discussed in detail in section 3.
The general formulation as displayed in (8) includes also country specific effects, α i , and time effects, θ t . 9 We model the country and time effects as fixed effects in this paper, whereas of course also random effects specifications are prominent in the literature. The shape of the functional relation is determined by β 1 and β 2 , which depend neither on a specific region nor date. This homogeneity assumption is central to the standard panel analysis of the EKC:
apart from the fixed effects α i , and a stochastic error term u it , all regions exhibit the same GDP-emission pattern. 10 In particular, they all share the same turning point (if β 2 < 0), though the peak emission levels may differ across countries (see figure 3 ) via different country
7 To be precise, Grossman and Krueger actually used a third order polynomial in GDP, whereas the quadratic specification seems to have been initiated by Holtz-Eakin and Selden (1995) . 8 In the literature also equations in levels instead of logarithms are popular. Note that all econometric problems discussed here apply equally to both formulations, in levels and in logarithms.
9 In our implementation in the subsequent section, as is common in the panel unit root literature, we also investigate specifications including individual specific linear time trends.
10 A fully homogeneous EKC supposes αi = α and identical distributions of uit for all i. ) is equal among all regions.
The first econometric analysis of the CKC is due to Holtz-Eakin and Selden (1995) , who use an annual panel of 130 countries over the period 1951-1986 and estimate their equation in levels as opposed to log-levels as illustrated in equation (8). They find support for an inverse U-shape, but the turning point is out of sample. Schmalensee, Stoker and Judson (1998) extend the data of Holtz-Eakin and Selden (1995) and use a 10-segment linear spline formulation and also find an inversely U-shaped relation. In the context of a small open economy, Friedl and Getzner (2003) estimate the CKC for Austria. They reject a quadratic formulation but find that an N-shaped cubic formulation proves to be an adequate choice for Austria. The problem is that the discussion in section 3 will clarify that all these studies are subject to several important econometric problems that have up to now gone largely unnoticed in the EKC literature.
Before discussing these problems, we first 'estimate' the CKC for the data generated by the scenario 'TP', which clearly exhibits an inverse U-shape. We perform panel estimation of a quadratic CKC in both level and log-level terms. 11 This gives the following results in 11 Obviously this is just intended for illustrative purposes, as the data used for estimation are in fact deterministically generated from the calibrated model. The misspecification of the equation would be immediately visible from looking at the residualsûit (which exhibit quadratic shape over time). From the deterministic behavior of the data it is also clear that the meaning of significance is nothing but a mere statement that standard t-values suggest significance. Of course, they are conceptually wrong.
levels:
e it =α i + 1.786y it − 0.030y 2 it +û it (0.747) (0.013)
withα N = −14.220 andα S = −0.620 and 'standard errors' in brackets. Thus, estimation in levels generates an inverse U-shape, even with 'significant' coefficients. The fitted curve is depicted in figure 1 as a solid line. Estimation in log-levels, however, results in a U-shape with 'significant' coefficients:
ln(e it ) =α i − 0.749 ln(y it ) + 0.132(ln(y it )) 2 +û it (0.245) (0.048) (10) withα N = 3.546 andα S = 1.062 and 'standard errors' in brackets.
Note for completeness that the inclusion of time effects θ t leads to 'significant' coefficients with proper signs (β 1 > 0, β 2 < 0) in both the level specification and the logarithm specification. Thus, despite the clear evidence for an inverse U-shape in the 'TP' scenario (compare figure 1), pooled estimation of a homogeneous CKC is very sensitive to the specification of the relationship. This sensitivity obviously generalizes to real world econometric analysis.
If the estimated relationship (given that the underlying model, i.e. the data generating process, is generally unknown) is interpreted in the spirit of the Kuznets hypothesis, i.e. as a causal relationship between economic development and environmental quality, then inappropriate policy recommendations may be drawn from such a reduced form relationship. In our example, where the inverse U-shape occurs because of exogenous decarbonization at a certain rate, growth enhancing policies in order to 'pass the peak' of the CKC can eventually lead to higher emission paths. In order to see this consider e.g. a permanent increase in labor productivity in South. This increases the marginal product of both capital and energy.
Hence, for a CES production function this increases the input of energy and thus emissions in each period in South. Therefore, this policy -based on the Kuznets curve observation -is seen to be counter-productive.
Problems in the Econometric Analysis of the Environmental Kuznets Curve Hypothesis
In this section we turn to a discussion of major issues and problems arising in the econometric analysis of the environmental Kuznets hypothesis. Up to now most empirical studies, including those mentioned in section 2.3, suffer from serious methodological short-comings, many of which arise in particular in the presence of unit root type nonstationarity. Two main problems in this respect are: First, regressions involving integrated regressors and nonlinear transformations thereof (like (the logarithm of) per capita GDP and its square) require different asymptotic theory than the 'usual' asymptotic theory provided by the standard unit root and cointegration theory. Second, in a nonstationary panel context the unit root and cointegration methods applied so far (which, see item one, are not appropriate due to the nonlinear transformation) are all designed for cross-sectionally independent panels. Although such methods for cross-sectionally independent panels (so called first generation methods) are easy to use, also due to their increased availability in software packages, hardly any panel of economic data satisfies the cross-sectional independence assumption. This assumption, which requires GDP and emissions series to be independent across countries, is of course highly restrictive and unlikely to hold (compare the discussion in section 2.3). Thus, the mentioned major problems lead us to question a large part of the existing literature. For a detailed discussion of these problems and one possible solution see Wagner and Müller-Fürstenberger (2004) . 12
In the present paper our goal is a bit more modest: We want to show that a careful application of 'standard' methods should lead a cautious researcher to question her findings and to become aware of potential problems. For our empirical illustrations of these problems we use the same data set as used in section 2 for the CGE model, the difference being that we now do not aggregate the 107 countries into two groups and that we use all 13 years of observations. 13 Before we discuss the two main econometric issues in detail in sections 3.3 and 3.4 we discuss for completeness in section 3.1 the issue of parameter homogeneity and in section 3.2 we discuss parametric versus non-parametric analysis. Also note here that all problems discussed in this section in general occur jointly in an empirical application. Thus, we separate the different problems here only to facilitate the discussion, whereas they have to be addressed jointly in empirical practice. Note that in empirical analysis also further problems may occur, e.g. structural stability of the data generating process or of estimated relationships may not be given. Such problems are in principle well understood and do not add anything to our discussion. For an investigation of structural breaks in the context of carbon emission and GDP series see e.g. Heil and Selden (1999) .
12 There are of course other solutions to these problems. E.g. Bradford, Fender, Shore and Wagner (2005) overcome these two main problems by using a formulation that only uses period averages of income and thus circumvents nonstationarity issues altogether.
13 The example is only performed for illustrative purposes and is not intended to be a fully fledged econometric CKC analysis, since for e.g. the problem of parameter homogeneity as discussed in subsection 3.1 is neglected.
Homogeneity across countries
Let us first turn to the homogeneity assumption, which refers to β 1 and β 2 in equation (8) being identical for all countries. These parameters determine the shape of the EKC, which is identical for all countries contained in the panel if these two parameters are homogeneous. In specification (8) country specific elements of the EKC are only modelled by fixed or random effects and potentially by individual specific linear time trends, whereas the potential turning point is identical across countries. Dijkgraaf and Vollebergh (2001) test this assumption with reference to the results by Schmalensee, Stoker and Judson (1998) . They restrict their panel to only 24 OECD countries from 1960-1997 with GDP measured in $(1995) purchasing power parities. Even a cursory comparison of GDP-CO 2 plots for Japan and the USA, they argue, casts serious doubts on the homogeneity assumption. They use a cubic extension of (8) and test the null hypothesis that the linear and quadratic coefficients are the same for all countries, i.e. β ik = β k , for k = 1, 2 and for all i. Like Schmalensee, Stoker and Judson (1998) they find within-sample turning points for all nations in their panel. An F-test, however, rejects the null hypothesis of equal coefficients at a 99% level of significance. This holds true even for most sub-panels. (They checked 380,000 combinations). The homogeneity assumption is decisively rejected, raising doubts on both the homogeneous polynomial (8) and the spline version. The conclusion of their work is that homogeneous panel estimates of the CKC may be inappropriate. However, when estimating the CKC for each country separately, they find support for the CKC hypothesis for 11 out of the 24 countries in their sample. This shows that a careful composition of the panel and a careful investigation of the homogeneity assumption by means of a specification search analysis are both important for empirical analysis.
Non-parametric approaches
The second, 'lesser' methodological critique of the EKC concerns the parametric approach. Millimet, List and Stengos (2003) compare several modelling strategies, including semiparametric techniques. In particular, they contrast the standard parametric framework with the more flexible semi-parametric approach for EKCs of nitrogen oxide and sulphur dioxide emissions in the United States. They clearly reject the parametric EKC approach for both pollutants. Especially in the case of sulphur dioxide, they find significant differences between parametric and semi-parametric estimates. Bertinelli and Stroble (2004) employ a semi-parametric estimator in a cross-country analysis for sulphur dioxide and CO 2 emissions.
Their panel comprises 108 countries over the period 1950-1990 on an annual basis. They show that emissions increase monotonically at low levels of per capita GDP. On higher levels, the relation is almost flat, i.e. it does not exhibit a turning point. They contrast their results with a parametric regression based on (8), which indicates for their sample again an inverse U-shape. This result, however, is mainly driven by data for the very poorest countries. Hence they conclude that historical evidence about an inverse U-shaped EKC is not robust.
These examples show that the restriction to a simple polynomial relationship should be subjected to specification analysis more thoroughly than what appears to be common practice.
Note already here, however, that the fundamental problems discussed in the following two subsections are equally relevant for both parametric and non-parametric approaches and are not resolved in either case.
Unit roots, cointegration and nonlinear transformations of integrated regressors
Environmental Kuznets curves involve a potentially integrated variable (like GDP or its logarithm) and its square as regressors, compare (8). This implies that if e.g. ln y it is a unit root nonstationary process its square is not an integrated process. This can be seen most easily as follows: Let x t = t j=1 ε j , where ε t is for simplicity an i.i.d. white noise process. Hence, x t is the simplest I(1) process, a random walk and by construction ∆x t = ε t . What about the first difference of x 2 t ? Straightforward computations give that ∆x 2 t = ∆ t j=1 ε j 2 is equal to ∆x 2 t = ε 2 t + 2ε t t−1 j=1 ε j , where ∆ denotes the first difference operator. This shows that the first difference of the square of an integrated process is not stationary and hence the square of an I(1) process is not an I(1) process.
The relationship of the above example to the EKC (8) is clear: Both the logarithm of per capita GDP and its square are contained as regressors. However, as has been illustrated, at most one of them can be an integrated process. This fact has been overlooked in the EKC literature up to now. Several authors, e.g. Perman and Stern (2003) , nevertheless present unit root test results on log per capita GDP and its square. Furthermore, they even present 'cointegration' test results and estimates of the EKC. 14 This, of course, does not have a sound econometric basis. Consistent panel estimation techniques for this type of estimation problem have to be established first, as well as tests that are appropriate for such a 'nonlinear' cointegration problem.
Only recently there has been a series of papers by Peter Phillips and coauthors that addresses this problem for time series observations. This literature shows that the asymptotic theory required, as well as the asymptotic properties obtained, generally differ fundamentally from the standard integrated case. 15 Thus, in both a time series or panel context, the presence of nonstationary GDP or its logarithm (where it can be shown that again at most one of the two can be an I (1) process) invalidates the use of standard unit root and cointegration techniques. Consequently, the findings obtained in studies applying such techniques are highly questionable.
Unit roots, cointegration and cross-sectional dependence
If variables are integrated but stochastically independent, the so-called 'spurious regression problem' occurs, when they are regressed on each other. Seemingly significant (with respect to standard t-statistics) coefficients may emerge from regressions of stochastically independent variables on each other, hence the name 'spurious'. This phenomenon was first observed by Yule (1926) , and analyzed analytically in Phillips (1986) . In order to obtain meaningful regression results from a regression containing integrated variables, it is necessary that these variables are cointegrated, i.e. share a common stochastic trend. Thus, the first step in a cointegration analysis is to test for unit root type nonstationarity and, if this is confirmed, a cointegration test will be the second step. Note for later reference that the problem discussed in the previous subsection, namely the nonlinear transformation of the regressor, will reappear later in this subsection in the cointegration testing step.
The short time span of our data with only 13 years necessitates the application of panel unit root tests. Let x it denote the variable we want to test for a unit root (in our case this are the logarithm of per capita emissions and the logarithm of per capita GDP) in an equation of the following form
where u it is a stationary process. 16 All so-called 'first generation tests' used in the EKC litera-ture up to now assume cross-sectional independence of u it . This is an unrealistic assumption,
given the large degree of economic interactions across countries. 17 The null hypothesis of the panel unit root tests is given by H 0 : ρ i = 1 for all i, against either the homogeneous alternative for some cross-section members to be integrated also under the alternative and second it does not restrict the serial correlation coefficient to be identical under the alternative. For heterogeneous panels this alternative may be more relevant, hence we apply in this paper the two tests against the heterogeneous alternative developed by Shin (1997, 2003) .
One of these two tests is essentially the group-mean of individual ADF t-statistics (labelled IPS) and the other is a group-mean Lagrange multiplier test (labelled IPS-LM). Group-mean refers here to the fact that for such tests unit root test statistics are computed for each individual cross-section member (i.e. country) which are afterwards combined appropriately.
Both IPS tests are asymptotically standard normally distributed.
In addition to potential cross-sectional dependence there is another problem: The short time span of the panels may render asymptotic inference a bad guide for panel unit root testing (see Hlouskova and Wagner, 2005 , for ample simulation evidence in this respect).
Therefore we resort here to bootstrap inference and in particular we use the non-parametric bootstrap described next.
Denote with x it ∈ R the panel data observed for i = 1, . . . , N and t = 1, . . . , T (i.e. both the logarithms of per capita GDP and emissions). Then for each country the following equation is estimated by OLS:
The lag lengths p i are allowed to vary across the individual countries in order to whiten 
UNIT ROOT TESTING
We generate 5000 bootstrap replications of the data to obtain the bootstrap distribution (and hence critical values) of the test statistics by computing the test statistics for each bootstrap sample.
As mentioned above, resorting to the non-parametric bootstrap not only mitigates the problems with small sample inference based on asymptotic critical values (when all assumptions are fulfilled), it also makes inference robust with respect to contemporaneous short-run cross-sectional correlation due to re-sampling with an identical scheme for all cross-section members. 18
The unit root test results in Let us, however, for the moment continue with a 'standard' analysis and let us therefore (given the occurrence of non-rejections of the unit root hypothesis in some cases) proceed to panel cointegration testing, not without noting again that the discussion in the previous subsection has shown that doing so lacks theoretical foundations in the quadratic formulation (8).
We perform here two group-mean tests developed by Pedroni (2004) , which we apply to the quadratic formulation (8) but also (to avoid the nonlinear transformation problem) on the equation without the squared logarithm of per capita GDP (which we refer to as linear specification). These tests are residual based cointegration tests, i.e. unit root tests performed on the residuals of (8) (respectively the linear specification) estimated by some appropriate method. If the variables are cointegrated, the residuals are stationary (hence the unit root hypothesis is to be rejected) and if they are not cointegrated the residuals are integrated (hence the unit root hypothesis is not to be rejected). Thus, the null hypothesis of these tests is that of no cointegration.
The two group-mean tests we report are the test based on the estimated first order serial correlation coefficient ρ (labelled P G ρ ) with serial correlation correction factors and the test where the serial correlation correction is performed by an augmented Dickey-Fuller type correction (labelled P G df ). 19 As for the unit root tests again the non-parametric bootstrap is implemented. Here the data are generated similarly as described above, with the difference that now bivariate bootstrap data vectors comprising the logarithms of per capita GDP and of CO 2 emissions are generated. 20 The number of replications is again 5000.
The results contained in table 3 are subject to the cross-sectional dependence problem 19 P G is used simply as shorthand notation for Pedroni group-mean. 20 For details see appendix B of Wagner and Müller-Fürstenberger (2004) . and in the quadratic formulation in addition subject to the nonlinear transformation problem.
COINTEGRATION TEST
At first sight, the evidence for a CKC might appear strong, since in both formulations both tests do reject the null hypothesis of no cointegration. However, the bootstrap critical values are now very far from the asymptotic critical values. Such large differences, especially with the quadratic formulation, are a rather clear indication that the behavior of the test statistic is not at all according to the theory. One reason for that can be misspecification, which is present by construction in the quadratic formulation. However, even when unaware of the mentioned fundamental econometric problems, these large differences should clearly alert researchers.
Note for completeness that estimation of the CKC on the present data set by using panel cointegration estimators (which are not suitable due to cross-sectional dependence and the nonlinear transformation problem, for the same reasons as discussed for the panel unit root and cointegration tests) show that any result can be supported by 'strategic' choice of the estimation procedure. Thus, also these results should lead to some doubts about the findings.
As mentioned, Wagner and Müller-Fürstenberger (2004) find strong evidence for crosssectional dependence in the form of nonstationary common factors. They furthermore find that the de-factored per capita GDP series are stationary and thus can perform a CKC regression on the de-factored observations that is not subject to the main problems discussed in this paper. 21 Their results do not support the CKC hypothesis.
Summary and Conclusions
The paper has highlighted several important problems that arise in both the theoretical and the econometric modelling of EKCs. Our discussion has been exemplified using CO 2 emissions, which is the most important pollutant on a global scale. However, the problems arise similarly for other pollutants as well.
With respect to the theoretical modelling approach we have identified several important problems arising in the dominant CGE approach, which we have exemplified within a small prototypical top-down model: First, computational tractability necessitates strong assumptions concerning functional forms, market structure and equilibrium concept. Often, in dynamic CGE models perfect competition is assumed. Of course, this assumption is highly unrealistic especially when modelling less developed countries. Second, the usual calibration procedures put a high weight on the observations of a single base-year. We have shown with our model that the results differ fundamentally when using different base-years (or to be precise different growth rates observed in different years in the data). Given the long-range projections based on results of such models this appears to be a major limitation of current practice. In general a more thorough understanding of the critical choices and the associated uncertainties in CGE modelling (e.g. with respect to damage estimates) should rank high on the research agenda of the community. In this respect, we see the clear need for combining CGE modelling with (structural) econometric analysis to allow for a (likelihood based) model specification and uncertainty analysis.
In the discussion of the (single-equation) econometric problems arising in estimating EKCs, we have discussed in detail two (related) major problems that plague the bulk of the existing literature. First, the literature up to now ignores the econometric implications of the fact that Kuznets curve regressions involve nonlinear transformation of integrated regressors (GDP or the logarithm of GDP). This necessitates a different asymptotic theory than in the standard linear unit root and cointegration case, which has by and large gone unnoticed in the literature. Second, in case of panels the applied methods in addition ignore the fact that almost all panels of economic time series are cross-sectionally dependent. This invalidates the use of so called first generation panel unit root and cointegration methods that rely upon cross-sectional independence and have been used in the EKC literature up to now. These two problems together imply that much of the existing literature to date has to be regarded as questionable. In this paper we try to show that a careful and thoughtful application of standard tools should lead cautious researchers to be more skeptical about their findings than is commonly observed, which might have sufficed to avoid some pitfalls. In the companion paper Wagner and Müller-Fürstenberger (2004) we present an econometric analysis that takes into account the two mentioned major problems and find no support for a CKC (using the same data as here).
Summing up we conclude that both on the theoretical as well as on the econometric side many problems remain unresolved in EKC modelling. Given the importance of understanding GDP-emissions relationships this clearly indicates the need for research to overcome present limitations.
