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In this paper we take q to be a complex number instead of a formal
variable, unless otherwise pointed out explicitly. For any complex numbers
q and λ and any integers r and s we use the notation
λq =
qλ − q−λ
q− q−1 

rq! =
r∏
s=1
sq

[
r
s
]
q
= rq!sq!r − sq!

 r ≥ s
and we set 0q! = 1.
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1. INTRODUCTION AND SOME BASIC FACTS
In recent years, the representation theory of quantum afﬁne algebras
has been well developed. In a series of papers [1–3], Chari and Pressley
establish the ﬁnite dimensional representation theory when q is not a root
of unity and in Ref. [4] they classify a certain category of irreducible ﬁnite
dimensional representations of the so-called restricted quantum afﬁne alge-
bras at roots of unity. On the other hand, the case of non-restricted quan-
tum afﬁne algebras has been dealt with by Kac and Beck [5]. In this paper,
we will consider some non-standard representations, whose meaning will
become clear as we proceed, of the simplest quantum afﬁne algebra Uqslˆ2,
in the non-generic case. Most unexpectedly we are able to derive some poly-
nomial identities from the representation theory.
Let us now list some basic facts about Uqslˆ2 and ﬁx notation. For details
we refer the readers to Ref. [6].
Deﬁnition 1.1. The quantum afﬁne algebra Uqslˆ2 is the associative
algebra over C with generators ei
 fi
Ki, and K
−1
i i = 0
 1 and the follow-
ing relations:
KiK
−1
i = K−1i Ki = 1

K0K1 = K1K0

KieiK
−1
i = q2ei
 KifiK−1i = q−2fi

KiejK
−1
i = q−2ej
 KifjK−1i = q2fj
 i 
= j

ei
 fi =
Ki −K−1i
q− q−1 

e0
 f1 = e1
 f0 = 0

e3i ej − 3qe2i ejei + 3qeieje2i − eje3i = 0

f 3i fj − 3qf 2i fjfi + 3qfifjf 2i − fjf 3i = 0 i 
= j
Moreover, Uqslˆ2 is a Hopf algebra over C with the comultiplication
ei = ei ⊗Ki + 1⊗ ei

fi = fi ⊗ 1+K−1i ⊗ fi

Ki = Ki ⊗Ki
 K−1i  = K−1i ⊗K−1i 

and the antipode
SKi = K−1i 
 SK−1i  = Ki

Sei = −eiK−1i 
 Sfi = −Kifi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Deﬁnition 1.2. The quantum algebra Uqsl2 is the associative algebra
over C with generators e
 f
K, and K−1 and the relations
KK−1 = K−1K = 1

KeK−1 = q2e
 KfK−1 = q−2f

e
 f  = K −K
−1
q− q−1 
It is a Hopf algebra over C with the following comultiplication  and
antipode S:
e = e⊗K + 1⊗ e

f = f ⊗ 1+K−1 ⊗ f

K = K ⊗K
 K−1 = K−1 ⊗K−1

SK = K−1
 SK−1 = K

Se = −eK−1
 Sf  = −Kf
There is an associative algebra homomorphism, known as evaluation
map, from Uqslˆ2 to Uqsl2 [7].
Deﬁnition 1.3. For any x ∈ C\0, the evaluation map evx from
Uqslˆ2 to Uqsl2 is an associative algebra homomorphism such that
evxe0 = q−1xf
 evxe1 = e

evxf0 = qx−1e
 evxf1 = f

evxK0 = K−1
 evxK1 = K
It is clear that modules of Uqslˆ2 can be obtained by pulling back modules
of Uqsl2 by the homomorphism evx. We denote by V x the pull back
module of Uqslˆ2 of a module V of Uqsl2 by the evaluation map evx.
Deﬁnition 1.4. Let V and W be two modules of Uqsl2. The Uqslˆ2
module W y ⊗ V x is the vector space W ⊗ V with the module structure
deﬁned through the following action
gw⊗ v =evy ⊗ evxgw⊗ v
 ∀ g ∈ Uqslˆ2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2. STRUCTURE OF Vλ1x ⊗ Vλ2y
This section is devoted to the study of tensor product representations of
Uqslˆ2 arising from non-standard representations of Uqsl2 when q is a
root of unity. From now on we take q to be a root of unity. Let p be the
smallest positive integer such that qp = 1. For simplicity, we assume that p
is odd.
It is best known that for any complex number λ there is a p-dimensional
Uqsl2 module V = spanvii = 0
 1
 2
    
 p− 1 such that
Kvi = qλ−2ivi
 K−1vi = q−λ−2ivi
 i = 0
 1
    
 p− 1

fvi = i+ 1qvi+1
 fvp−1 = 0
 i 
= p− 1

evi = λ+ 1− iqvi−1
 ev0 = 0
 i 
= 0
Obviously, if
λ+ 1− iq 
= 0
 i = 1
 2
    
 p− 1
this representation is irreducible. We denote it by Vλ and call the basis
satisfying the above equations a normal basis.
Let λ1 and λ2 be two complex numbers. We will investigate the structure
of Vλ1x ⊗ Vλ2y. For convenience we introduce the following notions
concerning this representation.
Condition 1.
λj + 1− iq 
= 0
 i = 0
 1
 2
    
 p
 j = 1
 2

λ1 + λ2 − 2j + 1− iq 
= 0
 i = 0
 1
 2
    
 p
 j = 0
 1
    
 p− 1
Condition 2. y/x 
= qλ1+λ2−2l−1
 l = 1
 2
    
 p− 1.
Condition 3. y/x 
= q−λ1+λ2−2l−1
 l = 1
 2
    
 p− 1.
We will need the following elementary result.
Lemma 2.1. Let V be a Uqsl2 module. If ω is a highest weight vector of
weight λ and ω′ is a lowest weight vector of weight λ′, we have
ef nω = nqλ− n+ 1qf n−1ω
fenω′ = −nqλ′ + n− 1qen−1ω′
Remark. Here we need to explain the concept of weight vector. In all
of the representations of Uqsl2 considered in this paper, the element K
can be represented as qH where H is a diagonal matrix and satisﬁes the
relations H
 e = 2e
 H
 f  = −2f . We call the eigenvector of H corre-
sponding to an eigenvalue λ the weight vector of weight λ.
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We denote by vii = 0
 1
    
 p − 1 and wii = 0
 1
    
 p − 1 the
normal bases of Vλ1 and Vλ2 , respectively, and for each l ∈ 0
 1
    
 p− 1
deﬁne
l =
l∑
i=0
ci
 l−ivi ⊗wl−i

l =
p−1∑
i=l
di
 l+p−1−ivi ⊗wl+p−1−i
 0 ≤ l ≤ p− 1

where
ci
 l−i = −1iqi2l−i−λ2−1
i∏
j=0
λ2 − l + jq
λ1 − j + 1q


di
 l+p−1−i = −1i−lqi−lλ1−i−l−1
i∏
j=l+1
jq
l + p− jq

 i ≥ l + 1

dl
 p−1 = lq

when they make sense.
Lemma 2.2. Under Condition 1, the ll = 0
 1
    
 p− 1 are the only
highest weight vectors of Uqsl2 (up to scalar multiples) in Vλ1 ⊗ Vλ2 and
the l are the only lowest weight vectors.
Proof. Condition 1 guarantees their well-deﬁnedness. The fact that they
are highest weight and lowest weight vectors respectively and the unique-
ness can be easily established by direct calculation.
Lemma 2.3. Presuppose Condition 1. Let k be the smallest positive integer
such that f kl = 0 but f k−1l 
= 0. We have k = p.
Proof. That k cannot be smaller than p follows from Lemma 2.1. On the
other hand, if k were larger than p
 fpl would be a highest weight vector.
Again from Lemma 2.1 this would imply λ1 + λ2 − 2l − 2p− 2p− 1 is a
weight. But this contradicts the fact that the lowest weight in Vλ1 ⊗ Vλ2 is
λ1 + λ2 − 4p− 1.
Proposition 2.1. If Condition 1 is satisﬁed, Vλ1x ⊗ Vλ2y, as the
Uqsl2 module, has the decomposition
Vλ1x ⊗ Vλ2y =
p−1∑
j=0
⊕Vλ1+λ2−2j 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Proof. From Lemma 2.3 the submodule Uqsl2l is spanned by
f ili = 0
 1
    
 p − 1 and hence has dimension p. Lemma 2.1 says
this submodule is isomorphic to Vλ1+λ2−2l. On the other hand, one can eas-
ily prove, by means of the raising operator e, that vectors from different
Uqsl2l are linearly independent. Now the proposition follows as a result
of simple dimension counting.
From now on we will presuppose Condition 1. So we can use Proposition
2.1 freely. As a matter of fact, Theorem 2.1, Theorem 4.1, Theorem 5.1,
and Theorem 5.2 are derived under Condition 1.
According to Lemmas 2.2 and 2.3, for each l
 f p−1l must be a scalar
multiple of l. We will denote this scalar by αl  fp−1l = αll.
To establish the main theorem of this section we need more lemmas. The
following two lemmas can be veriﬁed by direct calculation.
Lemma 2.4.
f0l = qλ2 − lq−x−1q−λ2+2l−2 + y−1qλ1l−1

e0l = q−3lqxq−λ2 − yqλ1−2ll+1
Lemma 2.5.
e2e0l = q−12qλ2 − lqxqλ1 − yq−λ2+2l−2l−1

f 2f0l = 2qlq−x−1qλ1−2l−1 + y−1q−λ2−1l+1
Here in stating these lemmas we have tacitly adopted the convention
−1 = p = 0. Thanks to Lemma 2.5 and Proposition 2.1 we can write
down
e0l = βl
 l−1f 2l−1 + βl
 lfl + βl
 l+1l+1

f0l = γl
l+1e2l+1 + γl
lel + γl
l−1l−1

where the coefﬁcients are some complex numbers. Before proceeding let
us introduce another notation: for an arbitrary complex number z,
zq =
qz + q−z
q− q−1 
Now for two complex numbers z1
 z2, and an integer l deﬁne
Alz1
 z2 = z1 + 1qz1 + z2 − 2l + 1q − 1qz2 + 1q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Lemma 2.6.
βl
 l−1 =
q−1λ2 − lqxqλ1 − yq−λ2+2l−2
λ1 + λ2 − 2l + 1qλ1 + λ2 − 2l + 2q


βl
 l =
xq−1Alλ1
 λ2 + yq−1Alλ2
 λ1
λ1 + λ2 − 2lqλ1 + λ2 − 2l + 2q


βl
 l+1 = −
l + 1qλ2 − lqλ1 − lqλ1 + λ2 − l + 1q
λ1 + λ2 − 2lqλ1 + λ2 − 2l + 1qλ2 − l + 1q
×xq−λ1 − yqλ2−2lq−1

β0
0 =
q−1
λ1 + λ2q
xλ1q + yλ2q

β0
1 =
q−1λ1qλ2q
λ1 + λ2qλ2 − 1q
−xq−λ1 + yqλ2
Proof. βl
 l−1 can be determined easily by using the ﬁrst equation of
Lemma 2.5. βl
 l can be derived in a similar way. Finally βl
 l+1 can be
obtained from them by direct calculation.
Similarly we can prove the following
Lemma 2.7.
γl
l+1 =
q−1lq−x−1qλ1−2l + y−1q−λ2
λ1 + λ2 − 2lqλ1 + λ2 − 2l + 1q


γl
l =
xqAlλ1
 λ2 + yqAlλ2
 λ1
λ1 + λ2 − 2lqλ1 + λ2 − 2l + 2q


γl
l−1 = −
lqλ2 − l + 1qλ1 − l + 1qλ1 + λ2 − l + 2q
l − 1qλ1 + λ2 − 2l + 1qλ1 + λ2 − 2l + 2q
×−x−1q−λ1+2l + y−1qλ2+2q

γp−1
p−1 =
q
λ1 + λ2 + 4q
x−1λ1 + 2q + y−1λ2 + 2q

γp−1
p−2 =
q3λ1 + 2qλ2 + 2q
λ1 + λ2 + 3q2q
x−1q−λ1−4 − y−1qλ2
Proposition 2.2. For each 1 ≤ l ≤ p − 1, when y/x = qλ1+λ2−2l−1,∑p−1
j=l ⊕Vλ1+λ2−2j is a Uqslˆ2 submodule of Vλ1x ⊗ Vλ2y; when y/x =
q−λ1+λ2−2l−1,
∑l−1
j=0⊕Vλ1+λ2−2j is a Uqslˆ2 submodule of Vλ1x ⊗ Vλ2y.
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Proof. We notice that Vλ1+λ2 can be generated by l or l. With this
fact in mind one easily sees that this proposition follows directly from
Lemmas 2.4, 2.6, and 2.7.
In a similar way one can prove the following
Proposition 2.3. If Condition 2 is satisﬁed by Vλ1x ⊗ Vλ2y, it has no
submodule not containing the highest weight vector 0, and if Condition 3 is
satisﬁed it has no proper submodule containing 0.
We are now ﬁnally in a position to prove the following main result of
this section.
Theorem 2.1. Vλ1x ⊗ Vλ2y is irreducible as a Uqslˆ2 module if and
only if Condition 2 and Condition 3 are satisﬁed.
Proof. The “if” part is an easy consequence of the observation that
under the condition of this theorem, Vλ1x ⊗ Vλ2y has no proper sub-
module, owing to Proposition 2.3. The “only if” part is just another version
of Proposition 2.2.
3. AN IDENTITY
This section is devoted to establishing some identities. The trick is simple:
we determine the coefﬁcient αl in two different ways and then equate the
results.
For any positive integer k we have
fk =
k∑
j=0
q−jk−j
[
k
j
]
q
K−jf k−j ⊗ f j
Using this formula, after some elementary calculation, we get the following
coefﬁcient of the term vp−l ⊗wl in fp−1l:
l∑
j=0
q−jλ1−j+1
p− 1q!2lq!
jq!2l − jq!p− 1− jq!
cj
 l−j 
On the other hand, the coefﬁcient of the same term in l is
dp−1
 l = −1p−1−llqqll+1qλ1p−1−l
It follows that
αl = −1l−p+1q−ll+1q−λ1p−1−ll − 1q!
×
l∑
j=0
q−jλ1−j+1
p− 1q!2
jq!2l − jq!p− 1− jq!
cj
 l−j 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Now let us turn to another way of determining αl. Since for each l ∈
0
 1
    
 p− 1
 f pl = 0 we have the equation
e0f
p−1l = βl
 l+1fp−1l+1

it then follows from the second equation of Lemma 2.4 and Lemma 2.6
that
αl+1/αl = q−3lqxq−λ2 − yqλ1−2l/βl
 l+1
= −qλ1−λ2−2 lqλ2 − l − 1qλ1 + λ2 − 2lqλ1 + λ2 − 2l + 1ql + 1qλ2 − lqλ1 − lqλ1 + λ2 − l + 1q


α1
α0
= −qλ1−λ2−2 λ2 − 1qλ1 + λ2qλ2qλ1q

Now αl can be determined as
αl = α0
αl
α0
= α0
l∏
j=1
αj
αj−1
= −1p+l+1q−p−1λ1qλ1−λ2−2l l − 1q!λ2 − lqp− 1q!lq!λ1 + 1qλ1 − l + 1q
×
∏2l−1
j=0 λ1 + λ2 − 2l + j + 2q∏l−1
j=1λ1 + λ2 − l + j + 1qλ1 − l + j + 1q

Here we have used
α0 = −−1pq−p−1λ1
p− 1q!λ2q
λ1 + 1q

Equating this result and the previous one and simplifying the equation,
we arrive at the following conclusion: for each l ≤ p− 1
qlλ2
l∑
j=0
q−jλ1+λ2q2jlq−2j
[
l
j
]
q
j∏
i=1
λ2 − l + iq
l−j∏
i=1
λ1 − l + iq
= qll−1
l−1∏
i=0
λ1 + λ2 − 2l + j + 2q
Here we set
0∏
i=1
λ2 − l + iq =
0∏
i=1
λ1 − l + iq = 1
Examining the process we know that this equation is subject to the
restraints qp = 1
 l ≤ p − 1, and Condition 1. But it is only specious.
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Indeed the restraints can be lifted easily by the following argument. Regard-
ing both sides as continuous functions of λ1 and λ2 we can legally discard
Condition 1. Especially the equation is true when λ1 and λ2 are integers.
Now by specializing λ1 and λ2 to some integers we think of the equation
as a polynomial equation in indeterminate q. Then if a complex number z
satisﬁes the conditions zp = 1
 p odd, and p ≥ l, it is a root of the equa-
tion. There are obviously inﬁnitely many such complex numbers. Therefore,
the equation must be a polynomial identity. To sum up we have proved the
following
Theorem 3.1. Let q
 z1, and z2 be arbitrary complex numbers. Then for
each positive number l
qlz2
l∑
j=0
q−jz1+z2q2jlq−2j
[
l
j
]
q
j∏
i=1
z2 − l + iq
l−j∏
i=1
z1 − l + iq
= qll−1
l−1∏
j=0
z1 + z2 − 2l + j + 2q
Corollary 1. Keep the same notation as in Theorem 3.1. We have
qlz2
l∑
j=0
q−jz1+z2q2jlq−2j
[
l
j
]
q
j∏
i=1
z2 − l + iq
l−j∏
i=1
z1 − l + iq
= q−lz2q2ll+1
l∑
j=0
qjz1+z2q−2jlq2j
[
l
j
]
q
j∏
i=1
z2 − l + iq
l−j∏
i=1
z1 − l + iq
Proof. The right hand side of the above equation is symmetric with
respect to z1 and z2, so the left hand side should be also. The corollary
follows from this observation directly.
If we take z1 and z2 to be natural numbers larger than or equal to l,
Theorem 3.1 can be rewritten in the following form.
Corollary 2. Let m
n, and l be natural numbers. Assume m
n ≥ l.
Then
l∑
j=0
q−jm+nq2jl−1
m− l + jq!n− jq!
jq!l − jq!
= qll−n−1 m− lq!n− lq!m+ n− l + 1q!lq!m+ n− 2l + 1q!

Corollary 3. Let m
n, and l be as in the last corollary. We have
l∑
j=0
m− l + j!n− j!
j!l − j! =
m− l!n− l!m+ n− l + 1!
l!m+ n− 2l + 1! 
Proof. This is the classical limit of Corollary 2.
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4. ISOMORPHISM THEOREM
In this section we will prove an isomorphism theorem between
Vλ1x ⊗ Vλ2y and Vλ2y ⊗ Vλ1x. To simplify the subsequent dis-
cussion let us make a notational convention: if s is a symbol standing for
something concerning Vλ1x ⊗ Vλ2y
 s′ will be used to denote its coun-
terpart concerning Vλ2y ⊗ Vλ1x. For example, we denote by ′l the
counterpart of l. According to this convention, the expression of s′ can be
obtained from that of s by interchanging λ1 and λ2
 x and y, and vi and wi
simultaneously.
From Proposition 2.1 there is a Uqsl2 module isomorphism between
Vλ1x ⊗ Vλ2y and Vλ2y ⊗ Vλ1x such that l is sent to its counterpart,
namely, ′l. We denote this isomorphism by I and denote by Pl the projec-
tion from Vλ1x ⊗ Vλ2y onto its subspace Vλ1+λ2−2l. Now deﬁne
Rˇ =
p−l∑
l=0
clI · Pl

where
cl =
l∏
j=0
λ2 − jqxqλ1 − yq−λ2+2j−2
λ1 − jq−xq−λ1+2j−2 + yqλ2

It is evident that if Conditions 2 and 3 are all satisﬁed, Rˇ is a well deﬁned
nonzero mapping from Vλ1x ⊗ Vλ2y to Vλ2y ⊗ Vλ1x. Actually it turns
out to be an isomorphism under these conditions.
Let us ﬁrst prove that it is an intertwiner. To establish the equation
Rˇe0 = e0Rˇ, one needs only to check the equation
Rˇe0l = e0Rˇl
because Rˇ is a Uqsl2 module homomorphism. This equation is equivalent
to the equations
cl−1βl
 l−1 = clβ′l
 l−1
 βl
 l = β′l
 l

cl+1βl
 l+1 = clβ′l
 l+1

which can be veriﬁed directly.
Next we consider the equation Rˇf0 = f0Rˇ. This time it is enough to verify
Rˇf0l = f0Rˇl, which boils down to
cl+1
cl
= α
′
l
α′l+1
αl+1
αl
γ′l
 l+1
γl
 l+1

 γl
 l = γ′l
 l

cl
cl−1
= α
′
l−1
α′l
αl
αl−1
γl
 l−1
γ′l
 l−1

One can check these equations without any difﬁculty.
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We have proved that Rˇ is a Uqslˆ2 module homomorphism. In fact it
is an isomorphism when Conditions 2 and 3 are satisﬁed. This is because
under these conditions both Vλ1x ⊗ Vλ2y and Vλ2y ⊗ Vλ1x are irre-
ducible. Thus the “if” part of the following theorem is established.
Theorem 4.1. The Uqslˆ2 modules Vλ1x ⊗ Vλ2y and Vλ2y ⊗ Vλ1x
are isomorphic if and only if Conditions 2 and 3 are satisﬁed.
Proof. Only the “only if” part remains to be proved. It follows from
Condition 1 that if Condition 2 is violated by Vλ1x ⊗ Vλ2y, it is satisﬁed
by Vλ2y ⊗ Vλ1x. Thus according to Proposition 2.3 in that case they
cannot be isomorphic. A similar argument proves that if Condition 3 is
violated they cannot be isomorphic either. This completes the proof of the
theorem.
5. A NEW BASIS
In this section we will establish a new basis of Vλ1x ⊗ Vλ2y under
some condition. Let j
 l be two non-negative integers and j
 l ≤ p− 1. We
introduce the notation
φl
 j = el−j0 f j0
and deﬁne the sets
l = φl
 jj = 0
 1
    
 l
 l = 0
 1
    
 p− 1
Obviously, elements from different l are linearly independent as they
belong to different weight spaces. We will prove for each l ∈ 0
 1
    

p− 1, l is a linearly independent set under some condition. To this end,
we will calculate explicitly the determinant of the coefﬁcient matrix of l
with respect to the linearly independent set vi ⊗wji+ j = l.
Let
φl
 j =
l∑
i=0
γ
i
 l−i
l
 j vi ⊗wl−i
We denote by l the l+ 1 by l+ 1 coefﬁcient matrix γi
 l−il
 j  whose row is
marked by j and column by i
 l − i and denote by l the corresponding
determinant.
Lemma 5.1.
l+1 =
λ2q
λ1 + 1q
q−
l+1l+2
2
l+1∏
j=1
jq!
l∏
j=0
(
y − xq−λ1−λ2+2j)l+1−j 
Proof. Repeat the proof verbatim of Proposition 3.1 in Ref. [8] with m
replaced by λ1 and n replaced by λ2.
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Let us proceed to prepare another lemma. For each l ∈ 0
 1
    
 p− 1

we deﬁne
,l =
{
e
p−1−i
0 f
i+10i = 0
 1
    
 p− 1− l
}

For convenience we denote ep−1−i0 f
i+10 by ϕl
 i. Then we have ϕl+1
 i =
fϕl
 i.
Lemma 5.2. If Condition 3 is satisﬁed, then for each l ∈ 0
 1
    
 p− 1,
both l and ,l are linearly independent sets.
Proof. That l is a linearly independent set follows directly from
Lemma 5.1. To prove that ,l is also such a set we use induction on l.
By deﬁnition ,0 = p−1. So when l = 0 there is nothing to be proved.
Suppose ,j is a linearly independent set. We consider ,j+1. We have
,j+1 = ϕj+1
 ii = 0
 1
    
 p− 1− j − 1
If it were not a linearly independent set, there would exist some complex
numbers cii = 0
 1
    
 p− 1− j + 1, at least one of which is nonzero,
such that
p−1−j+1∑
i=0
ciϕj+1
 i = 0
This means
f
p−1−j+1∑
i=0
ciϕj
 i = 0
Now considering fϕj
p−1−j = 0 one can easily convince oneself that∑p−1−j+1
i=0 ciϕj
 i must be a scalar multiple of ϕj
p−1−j when Condition 1
is satisﬁed. But this is impossible because ,j is a linearly independent set.
The induction step is thus completed and the lemma proved.
Theorem 5.1. The set ei0f j0i
 j = 0
 1
    
 p − 1 is a basis of
Vλ1 ⊗ Vλ2 if and only if Condition 3 is satisﬁed.
Proof. Lemma 5.1 implies the “only if” part. The “if” part follows from
Lemma 5.2 since the set ei0f j0i
 j = 0
 1
    
 p− 1 is none other than⋃p−1
l=0 l
⋃
,l.
Dually we have the following
Theorem 5.2. The set f i0ej0i
 j = 0
 1
    
 p − 1 is a basis of
Vλ1 ⊗ Vλ2 if and only if Condition 2 is satisﬁed.
We omit the details.
14 xufeng liu
6. CONCLUDING REMARKS
In this paper, we have investigated the structure of the module Vλ1x ⊗
Vλ2y along the same lines as developed by Chari and Pressley in the
generic case. Especially, we derive some identities from the structure of
Vλ1x ⊗ Vλ2y. To the best knowledge of the author, this is indeed a new
aspect of ﬁnite dimensional representations of Uqslˆ2. By the way, we point
out that some identities concerning quantum 6j symbols can be established
by studying the decomposition of the tensor product representations of the
quantum algebra Uqsl2 [9].
We can ﬁnd some interesting applications for the identities derived in
Section 3. For example, if we take n = l
 m = l + k in Corollary 3 to
Theorem 3.1, then we obtain the equation
l∑
j=0
j + 1j + 2 · · · j + k = l + 1l + 2 · · · l + k+ 1
k+ 1 

where k is a positive integer. From this equation, by direct calculation we
can obtain an explicit formula for the sum
∑l
j=1 j
k.
The results presented in this paper concerning the module Vλ1x ⊗
Vλ2y can be generalized to the case that p is even, if only we deﬁne p
to be the smallest positive integer that satisﬁes pq = 0. On the other
hand, in Ref. [10], based on Theorem 4.1 of this paper a necessary and
sufﬁcient condition for the irreducibility of the arbitrary tensor product
Vλ1x1 ⊗ Vλ2x2 ⊗ · · · ⊗ Vλnxn has been established. But the irreducible
representations of type Vλ1x1 ⊗ Vλ2x2 ⊗ · · · ⊗ Vλnxn do not exhaust
the ﬁnite dimensional irreducible representations of Uqslˆ2 in the root
of unity case. This is in contrast to the situation in the generic case. We
brieﬂy describe the reason why this is the case as follows. In the repre-
sentation Vλ1x1 ⊗ Vλ2x2 ⊗ · · · ⊗ Vλnxn, the central element K0K−11 is
represented as the identity operator, but when q is a root of unity, there
exist ﬁnite dimensional irreducible representations of Uqslˆ2 in which the
element K0K
−1
1 is not represented as identity operator. For example, if
q4 = 1
Uqslˆ2 has the following 4-dimensional representation,
K0 =


qλ 0 0 0
0 −qλ 0 0
0 0 −qλ 0
0 0 0 qλ

 
 K1 =


q−µ 0 0 0
0 −q−µ 0 0
0 0 −q−µ 0
0 0 0 q−µ

 

e0 =


0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0

 
 e1 =


0 −µq 0 0
0 0 0 0
0 0 0 µq
0 0 0 0

 
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f0 =


0 0 −λq 0
0 0 0 λq
0 0 0 0
0 0 0 0

 
 f1 =


0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0

 

where λ and µ are arbitrary complex numbers. It is easily proved that when
λq and µq are not equal to zero this representation is irreducible. On
the other hand, it is clearly seen that if λ 
= µ
K0K−11 = qλ−µ is not an
identity operator.
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