We study inventory optimization for locally controlled, continuous-review distribution systems with stochastic customer demands. Each node follows a base-stock policy and a first-come, firstserved allocation policy. We develop two heuristics, the recursive optimization (RO) heuristic and the decomposition-aggregation (DA) heuristic, to approximate the optimal base-stock levels of all the locations in the system. The RO heuristic applies a bottom-up approach that sequentially solves single-variable, convex problems for each location. The DA heuristic decomposes the distribution system into multiple serial systems, solves for the base-stock levels of these systems using the newsvendor heuristic of Shang & Song (2003) , and then aggregates the serial systems back into the distribution system using a procedure we call "backorder matching." A key advantage of the DA heuristic is that it does not require any evaluation of the cost function (a computationally costly operation that requires numerical convolution). We show that, for both RO and DA, changing some of the parameters, such as leadtime, unit backordering cost, and demand rate, of a location has an impact only on its own local base-stock level and its upstream locations' local base-stock levels. An extensive numerical study shows that both heuristics perform well, with the RO heuristic providing more accurate results and the DA heuristic consuming less computation time. Finally, we show that both RO and DA are asymptotically optimal along multiple dimensions for two-echelon distribution systems.
The backorder matching procedure sets the local base-stock level of a given location in the distribution network so that its expected backorder level is equal to the sum of the expected backorder levels in all of its counterparts in the decomposed serial systems. One key advantage of the DA heuristic is that it does not require any evaluation of the cost function (a computationally costly operation) when determining the base-stock levels. The cost function only needs to be calculated after the heuristic completes its operation if the user wants to know the expected cost of the solution.
Two heuristics for OWMR systems have used the same decomposition procedure as ours (but different aggregation procedures). It was first used in the direct search method by Gallego et al. (2007) to set the maximal echelon base-stock level at the warehouse for OWMR systems with a central control scheme. For OWMR systems with service level constraints, Özer & Xiong (2008) propose a newsvendor heuristic that sets the warehouses base-stock level equal to the sum of the warehouse's base-stock levels in all of the decomposed serial systems. We call this aggregation procedure "basestock level matching". Özer & Xiong (2008) point out that their newsvendor heuristic produces high percentage errors compared to the optimal solution. Our DA heuristic addresses this problem by recognizing that backorders are the main bottleneck connecting different echelons. By matching the backorders, our DA heuristic generates sufficient protection for downstream locations to receive goods on time and reduces inventory holding costs at the same time. (See Section 3.2 for further discussion.)
In our numerical study, we compare our two heuristics with two other approaches. The first is the current state-of-the-art OWMR heuristic, namely, the restriction-decomposition (RD) heuristic proposed by Gallego et al. (2007) , or more specifically, its extension to distribution networks as discussed byÖzer & Xiong (2008) . The second is a modification of the projection method that assumes unimodality of the cost function at non-leaf locations, and thus executes more quickly (but possibly with some loss of optimality) than the classical projection method. The former approach represents the best heuristic, balancing accuracy and computation time, for distribution networks that is currently available, while the second is a reasonable heuristic based on an exact method, and therefore is worthwhile as a benchmark. We refer the reader to Axsäter (1993) and Gallego et al. (2007) for extensive reviews of algorithms introduced before the RD heuristic. The RD heuristic consists of three subheuristics: cross-docking, zero-safety-stock and stock-pooling. It selects the solution with minimal cost among the three subheuristics. The cross-docking and stock-pooling solutions are two extremes, with minimal and maximal base-stock levels at non-leaf locations, respectively, while the zero-safety-stock solution sets the corresponding base-stock levels to the average demand during the leadtime. In our RO heuristic, the base-stock level of each node i is optimal for node i in the subgraph rooted at i, given that the base-stock levels of all of its downstream locations are fixed. The DA heuristic aggregates the information from the decomposed serial systems to set the base-stock levels in the distribution network. Both the RO and DA heuristics make explicit use of the cost parameters to set base-stock levels at non-leaf locations. In contrast, although RD as a whole accounts for the cost parameters by switching among the subheuristics, the base-stock levels of non-leaf locations are independent of the cost parameters in the cross-docking and zero-safety-stock subheuristics, and set to their maximal levels in the stock-pooling subheuristic.
For OWMR systems, we prove that RO is asymptotically optimal as i) the unit holding cost at the warehouse goes to zero, ii) the number of retailers goes to infinity, or iii) the warehouse leadtime goes to infinity. In addition, we prove that DA is asymptotically optimal as the unit holding cost at the warehouse goes to zero. Moreover, our comprehensive numerical experiments indicate that both of our heuristics provide better solutions, on average, than the RD heuristic for general distribution networks. Both RO and DA are faster than the modified projection method, and DA is faster than the RD heuristic.
Our heuristics also have the potential to be extended to even more general supply chain settings.
To give an example of this, we consider OWMR systems with a fixed ordering cost at the warehouse, leading to an (r, q) inventory policy at the warehouse. Extensions of the RO and DA heuristics for this case still provide compelling performance in terms of both computation times and optimality gaps. Thus, both methods shed new light on the inventory mechanics of distribution systems by suggesting that solution methods for serial supply chains can be translated to distribution networks, although not as neatly or as accurately as can be for serial and assembly systems (Rosling 1989) . The connection between distribution networks and serial supply chains may help researchers to improve their understanding of more generalized systems, such as acyclic supply chains (e.g. Billington et al. 2004 , Graves & Willems 2003 , Shi & Zhao 2010 .
The structure of this paper is as follows. We introduce our notation in Section 2. In Section 3, we discuss both the RO and DA heuristics. We present computation results in Section 4. The extension of our heuristics to OWMR systems with a fixed ordering cost at the warehouse is discussed in Section 5. Conclusions and directions for future work are provided in Section 6.
Preliminaries
Before discussing the details of our heuristics, we introduce the notation used throughout the paper.
Initially, we provide the notation required to define the distribution network itself. Then, we provide the inventory-related notation. This section ends with the expressions that clarify the relationships among the state variables and the expression for the expected cost.
Let T = (V, E) represent a directed tree, i.e., a distribution network. V is the set of all locations and E is the set of all directed edges. There are N + 1 locations in V , with 0 representing the root location. Representing the edge from location i to location j by ⟨i, j⟩, we define P(i) := {j ∈ V : ⟨j, i⟩ ∈ E} and S(i) := {j ∈ V : ⟨i, j⟩ ∈ E} to be the single predecessor of location i and the set of successors of location i, respectively. We define P(0) as the external supplier, which is assumed to have infinite supply. We can always arrange the indices of nodes such that
In addition, we define L := {i ∈ V : S(i) = ∅} as the set of all leaves and T (i) := {j ∈ V : ∃ a directed path from i to j} as the subtree rooted at location i consisting of location i and all downstream locations.
We assume that all items initially proceed from the external supplier to the root location. The root location supplies its successors, who in turn supply their successors, and so on until the items reach the leaf locations, where the customer demands occur. Demands are Poisson processes with rate λ i at leaf location i and rate λ i := ∑ j∈S(i) λ j at non-leaf location i. The transportation leadtimes between all the locations are deterministic, though waiting times are stochastic due to stockouts. L i represents the leadtime between P(i) and i, and D i represents the leadtime demand at location i.
Unsatisfied demands at each location are backordered, but only the leaf locations pay penalty costs for unsatisfied demands, with the unit backorder cost at location i given by b i > 0. All locations are allowed to carry inventory, and they incur holding costs for doing so. The unit local holding cost at location i is h i . The echelon holding cost is calculated by
Since downstream holding costs are typically greater than upstream ones, we assume that H i ≥ 0 for all i. Moreover, we assume that holding costs are charged on items in transit. We assume local control, which means that each location observes its own inventory level and places orders with its predecessor. The assumptions in this paragraph are consistent with much of the literature on multi-echelon inventory theory, e.g., Axsäter (1990) and Zipkin (2000) , though some of the notation is different.
In Section 3 and 4, we assume that there is no fixed cost at any location and that a continuous-review base-stock policy is employed by all locations. The decision variables are s := (s i ) N i=0 , where s i is the local base-stock level at location i. We can obtain the echelon base-stock level at location i
be the vector of echelon base-stock levels. (In Section 5, we consider OWMR systems with a fixed ordering cost at the warehouse.)
We define I i (s) and B i (s) as the on-hand inventory level and backorder level at location i for a given s, respectively. Let Bin(K, p) denote a binomial random variable with parameters K (total number) and p (probability). B P(i) (s) (the total backorder level at P(i)) and B P(i),i (s) (the backorders at P(i) due to demands from i) are related as
Dist
= denotes that two random variables have the same probability distribution and θ i := λ i /λ P(i) is the demand rate proportion of location i at its predecessor P(i). Moreover, B P(i),i (s) and D i are independent (Zipkin 2000) .
Let x + = max {0, x} and x − = max {0, −x}. For any s i , i ∈ V , the relationships among the limiting probabilities of the state and decision variables can be described by the following expressions (Zipkin 2000) :
where B P(0),0 ≡ 0. We denote IT i as the inventory in-transit to location i. Under both local and echelon base-stock policies, we have E[
denotes the expectation of a random variable. Using the system dynamic equations (1), we can evaluate the long-run expected cost per unit time for any given s as follows:
The first sum is the expected cost of holding inventory at the non-leaf locations and in transit. The second sum is the total holding and penalty cost at the leaf locations. Note that the in-transit costs are not affected by the local base-stock levels. We include the in-transit costs in (2) because (2) is equivalent to the cost evaluation under the echelon base-stock levels introduced in Section 3.1. We omit the in-transit costs when we perform numerical studies in Section 4. A summary of all notation is provided in Appendix A.
Heuristics
As mentioned above, Graves (1985) and Axsäter (1990) develop the projection method to obtain the optimal base-stock levels for an OWMR system. For a given warehouse base-stock level, this method finds the optimal base-stock levels at the retailers and evaluates the corresponding total
cost. An exhaustive search needs to be performed to find the optimal warehouse base-stock level because the cost is not a convex function of the warehouse base-stock level (and the corresponding optimal retailer base-stock levels). This is computationally time consuming, specifically because each objective function evaluation requires numerical convolutions. Using the same idea, the projection method can be extended to solve distribution systems with more than two echelons. However, its implementation is even harder in this case since enumeration is required to find the optimal basestock levels of all the non-leaf locations. This is why we propose the following heuristic procedures to approximate the base-stock levels of all locations in a distribution system.
The Recursive Optimization (RO) Heuristic
The recursive algorithm by Clark & Scarf (1960) , with subsequent studies by Chen & Zheng (1994) , Gallego & Zipkin (1999) , is used for evaluation and optimization of base-stock levels in serial systems.
They find the optimal base-stock levels by starting from the location closest to customers and solving a set of recursive equations. This approach is called a "bottom-up approach." Inspired by this algorithm, in this section, we propose a similar approach for distribution systems.
The key enabler of the bottom-up optimization approach for serial systems is the existence of two equivalent cost evaluation procedures, one using local and the other using echelon base-stock levels. Using the echelon base-stock policy, the cost function of serial supply chains is constructed recursively. This recursion enables sequential optimization of the cost by solving only single-variable, convex minimization problems. The development of the RO heuristic relies on the same idea. Below, we define cost functions based on echelon base-stock levels that are equivalent to the local-quantity cost function (2) and which enable a recursive evaluation of the cost in distribution networks.
For a given echelon base-stock level vector S, we define ℓ i (S) to be the corresponding local base-
Next we define the following functions to facilitate the cost calculations based on the echelon base-stock levels. First, for i ∈ L, we define an auxiliary location attached to leaf node i as S(i). Then, for
Next, we define the following recursive functions:
The existence of two equivalent cost evaluations, one based on local and the other on echelon base-stock levels, is a well known result (Zipkin 2000, page 340) . We further extend this result by providing a recursive evaluation procedure using echelon base-stock levels and, with the following proposition, we prove that resulting cost is equal to the cost based on local base-stock levels. 
Recursive Optimization (RO) Heuristic
Step 1: Compute S r0 i as follows:
1 All proofs are in Appendix B.
Step 2 
The RO heuristic optimizes the base-stock levels recursively, starting from downstream. In order to obtain S r0 i , it first decomposes the subgraph downstream from location i into |S(i)| independent subtrees. In this sense, the RO heuristic shares the same bottom-up idea as the approaches for distribution systems proposed by Clark & Scarf (1960) . After the base-stock levels for all locations in those systems have been determined, this procedure searches for S r0 i by finding the y that minimizes C i (y) (step 1). Then, in step 2, it updates the leaf locations' base-stock levels by optimizing their costs when all the non-leaf locations' base-stock levels are fixed to the values obtained in step 1. We update the base-stock levels for leaf locations only, since these locations provide direct protection against costly customer backorders, and since inventories at these locations have a large impact on improving the fill rate (Shang & Song 2006) , and therefore the expected cost. With the following proposition, we prove the convexity of C i (·) and C i (·) for all i. This property is the main reason for the efficiency of the RO heuristic.
Proposition 2. For all i, C i (·) and C i (·) are convex.
Note that the convexity of C i (y) is well known in the literature for i ∈ L. Proposition 2 shows that such convexity is maintained in the upstream portion of the distribution network, too, when the downstream base-stock levels are set using the first step of RO. (In contrast, the upstream cost function is not convex in the projection method.)
Unlike the method by Clark & Scarf (1960) for serial systems, the RO heuristic is not guaranteed to find the optimal solution for distribution systems since we solve for the base-stock levels of the successors of a location assuming the successors are completely independent. This ignores the fact that the base-stock level of one successor of i is affected by the base-stock level of the other successors of i. For example, increasing base-stock level at one successor of i reduces the need to hold inventory at node i. As a result, the base-stock levels at the other successors of i may also need to increase.
In other words, the distribution system cannot be perfectly decomposed into subsystems without considering their interactions.
Although RO is not guaranteed to find the optimal solution, it is asymptotically optimal in multiple ways. The following theorem summarizes our asymptotic results.
Theorem 3. Suppose that h
1. Let c r (h 0 ) and c * (h 0 ) denote the cost of RO and the optimal cost (respectively) for given h 0 under the OWMR system. Then we have
Let c r (N ) and c * (N ) denote the cost of RO and the optimal cost (respectively) for the OWMR system with N retailers. Suppose that there exists
δ > 0 such that h 0 < h i − δ for all i. Then we have lim N →∞ c r (N ) c * (N ) = 1. 3. Let c r (L 0 ) and c * (L 0 ) denote
the cost of RO and the optimal cost (respectively) for the OWMR system with warehouse leadtime L 0 . Suppose that there exists
Next, we provide another result which states that the impact of the unit backordering cost, demand rate and leadtime of node j is only limited to nodes that have direct paths to node j.
As discussed above, RO is not guaranteed to provide the optimal base-stock levels, because the decomposition is not exact. Proposition 4 shows that the decomposition procedure of RO decouples certain connections in the distribution network. However, Theorem 3 and the numerical studies for general distribution networks in Section 4 indicate that the optimality loss due to this decoupling is limited.
The Decomposition-Aggregation Heuristic
As can be seen in the numerical study in Section 4, RO performs very well, indicating that the bottomup decomposition approach can be effective for distribution systems. However, it still involves an optimization step that can be cumbersome in practice. Therefore, in this section we propose another heuristic procedure in which, instead of decomposing the system at each location one at a time (as in the RO heuristic), we go a bit further and use a single decomposition step to decompose the entire distribution system into serial systems. Then, we approximate the base-stock levels of all the locations in all the decomposed serial systems with the newsvendor heuristic introduced by Shang & Song (2003) . The question is then how to set the base-stock levels when we re-aggregate the serial systems back into the original distribution system so that we can use the results for serial systems and approximate the true optimal base-stock levels of the distribution system as closely as possible.
We propose to aggregate the serial systems back into the distribution system using an approach we call "backorder matching." The backorder matching procedure is motivated by the recognition that backorders (or, equivalently, service levels) are the key driver in the cost and, therefore, performance of the system. In particular, as is evident from (1), only the backorders of location i affect the system state of its successors. Hence, it is logical to use backorders to drive the aggregated base-stock levels, rather than simply summing the serial-system base-stock levels. After discussing the details of the decomposition-aggregation (DA) heuristic, we elaborate on other possibilities for the aggregation step.
Description of DA
Initially, we decompose the distribution system into |L| individual serial systems. For each leaf, we obtain a serial system that consists of the unique path from the root location to this leaf. Hence, given that k is the leaf location of a given serial system w, serial system w consists of locations
The demand rate at each location of this system is λ w := λ k . The cost parameters and the leadtimes between the locations are exactly the same as in the distribution system. Define W as the set of serial systems. Then we have |W| = |L|, and after the decomposition, there are |T (i) ∩ L| serial systems containing location i. If i ∈ w, then we refer to the copy of location i in serial system w as location i w .
The analysis of serial systems was initiated by Clark & Scarf (1960) . They prove that echelon base-stock policies are optimal and show that the optimal base-stock levels can be obtained by a recursive minimization of one-dimensional convex cost functions. Subsequently, Federgruen & Zipkin (1984a) , Chen & Zheng (1994) , and Huh & Janakiraman (2008) refined the findings of Clark & Scarf (1960) . The research on serial systems has also been extended in multiple ways, including such factors as non-stationary demand (Shang 2012) , lost sales , capacity constraints ) and supply disruptions (DeCroix 2013). However, the solution procedures are typically cumbersome. Thus, studies initiated by Shang & Song (2003) and followed by Gallego & Ozer (2005) propose newsvendor heuristics to provide closed-form expressions for the echelon basestock levels in serial systems. In this paper, we adapt the main newsvendor heuristics proposed in Shang & Song (2003) . In particular, we use s a i to denote the local base-stock level at location i based on the DA heuristic, and use s d iw [S d iw ] to denote the local [echelon] base-stock level at location i in the decomposed serial system w. The echelon base-stock levels obtained by the heuristic by Shang & Song (2003) are
Here, A(i, j) is the set of locations in the directed path from i to j. Adapting Shang & Song's notation, D iw is the total leadtime demand in the subsystem of serial system w consisting of locations i to the leaf node of w, which we denote ℓ w .D iw is a Poisson random variable with rate λ w ∑ j∈A(i,ℓw) L j . F −1 is the inverse Poisson cumulative distribution function. For non-leaf locations, instead of using F −1 , we opt instead to use G −1 , the inverse function of an approximate Poisson CDF. Let ⌈x⌉ and ⌊x⌋ be the smallest integer no less than x and the largest integer no greater than x, respectively.
We define this approximate CDF of a Poisson random variable D to be the following continuous, piecewise linear function:
The primary advantage of using this revised CDF is that it is continuous and not a step function, and therefore it allows the resulting base-stock levels for the decomposed serial systems to be non-integer. To see why this is useful, consider an OWMR system. (The explanation for general distribution systems is similar.) In some cases, the base-stock level determined by (6) using F −1 instead of G −1 at the warehouse may equal 0 for every copy of the warehouse in the decomposed serial systems. This may happen, for example, if the demand rates are small, the leadtimes are short, or the echelon holding costs at the retailers are small. These zero base-stock levels provide little information about inventory requirements at the warehouse to the aggregation step. On the other hand, if the base-stock levels may be non-integer, then the warehouse base-stock levels may be set to something positive (but small), which provides more information to the aggregation step.
(Note, however, that in the aggregated system, all base-stock levels will be integer.)
Next, we obtain the local base-stock level
Given the local base-stock levels of all the locations in all serial systems, we can approximate the expected backorders at each location i w in serial system w assuming that i w has a supplier with infinite supply.
where D iw is the leadtime demand rate of location i, a Poisson random variable with rate λ w L i , and Q D (x) is the loss function of the Poisson random variable D. This expression is approximate because it ignores the portion of the serial system that is upstream from i.
We now discuss how to aggregate the serial systems back into the distribution system. Since we approximate the expected backorders at location i due to the demand of its successors in serial system w by (7), we can approximate the total expected backorders at location i by
Then, for each i ∈ V , we search for a local base-stock level s i that generates an expected backorder level which is smaller than but as close as possible to E[B i ]. We call this procedure "backorder matching." Specifically, the backorder matching procedure sets s a i , the base-stock level at location i equal to the smallest integer s i such that
In other words,
where Q −1 D (y) is defined as min{s ∈ Z : Q D (s) ≤ y}. Similar to Theorem 3 for RO, we now prove the asymptotic optimality of DA as h 0 goes to 0. 
Theorem 5. Suppose that h
In addition, similar to Proposition 4 for RO, the impact of the unit backordering cost, demand rate and leadtime of node j is only limited to nodes that have direct paths to node j.
Other Aggregation Procedures
The DA heuristic can accommodate aggregation procedures other than backorder matching. For example, matching can be performed in terms of the base-stock and on-hand inventory.
Base-stock level matching is proposed byÖzer & Xiong (2008) by approximating the base-stock level of a location with the sum of the base-stock levels in all of its counterparts in the decomposed serial systems. As the following proposition indicates, the aggregated local base-stock level under base-stock level matching is greater than that under backorder matching.
Since a high demand at one of the successors of a location is sometimes compensated by a low demand at another successor of the same location, backorder matching can maintain the same expected backorders as the sum of the decomposed systems with less investment in inventory compared to base-stock level matching-in other words, it can take advantage of the risk-pooling effect (Eppen 1979 ). Thus, base-stock level matching leads to higher costs than backorder matching. 2
On-hand inventory matching implies finding the largest integer s i such that the inequality
holds. In other words, the purpose of on-hand inventory matching is to equate the inventory level of a location to the sum of the inventory levels in all of its counterparts in the decomposed serial systems. However, the true benefit of aggregating serial systems lies in reducing the inventory rather than in keeping it constant. On the other hand, by utilizing the identity x + − x − = x, the on-hand inventory matching procedure is equivalent to finding the largest integer s i such that the inequality
holds. This inequality suggests that on-hand inventory matching can be treated as a hybrid of base-
Since base-stock level matching does not provide better performance than backorder matching in general, this hybrid of the two does not offer better performance than backorder matching alone.
We use the data set in Section 4, consisting of 240 instances, to test the effectiveness of the three matching methods discussed here. The average percentage errors are 16.24, 13.70 and 1.76 for base-stock level, on-hand inventory and backorder matching, respectively. Clearly, base-stock level matching and on-hand inventory matching perform significantly worse than backorder matching.
Numerical Analysis
In this section, we test the performance of RO and DA by comparing them with two other heuristics: the restriction-decomposition (RD) heuristic and the projection method assuming unimodality (PMU). The RD heuristic consists of three subheuristics: cross-docking, zero-safety-stock and stockpooling. It selects the solution with minimal cost among the three subheuristics. We refer the interested reader to Gallego et al. (2007 ) andÖzer & Xiong (2008 for the details of RD. The former paper studies OWMR systems only, while the latter discusses RD's extension to distribution networks. The expected cost of the subtree rooted at a non-leaf location i is not unimodal in the local base-stock level s i when its predecessors' local base-stock levels (i.e., locations in A(0, P(i))) are fixed. However, one can still assume that it is unimodal and apply a bisection search on s i rather than enumerating all possible values of s i as is done in the projection method (PM). We call this method the projection method assuming unimodality (PMU). The PMU is a heuristic rather than an exact algorithm; however, it nearly always finds the optimal solution (Zipkin 2000, page 334) . ∈L log 2 (ŝ i )). RD needs to evaluate the average cost three times. Thus, its computation time is O(α). Therefore, for α ≫ β, we can sort the computation times as:
Given that c is the expected cost of the solution suggested by one of the methods and c * is the expected cost of the solution obtained using PMU, we calculate the percentage cost error (or gap) by ϵ = 100 c−c * c * . Note that we exclude the in-transit inventory costs in our numerical analysis so that the percentage errors reflect the controllable portions of the expected cost.
We consider systems with 2, 3, 4 and 5 echelons. In all the systems, each location except the leaves has two successors. An example three-echelon distribution network is shown in Figure 1 . For
We consider three different scenarios that describe how the local holding cost coefficients increase as one moves downstream in the system. In particular, the scenarios assume the costs increase in a linear, concave, and convex manner-essentially, whether the total holding cost is evenly distributed These functional shapes describe how the unit local holding costs change with the echelon number.)
For the linear case, we set the local holding cost of location i equal to
, where J is the total number of echelons. Here, ⌈log 2 (i + 2)⌉ identifies the echelon that location i belongs to.
Using Figure 1 as an example, location 0 belongs to the first echelon, whose local holding cost is 1 3 ; locations 1 and 2 belong to the second echelon, whose local holding cost is Table 1 .
Running PM for distribution networks with many echelons is very time consuming. Therefore, we use PMU as a benchmark. However, it is evident from Table 1 that even PMU's computation time is sharply increasing in the number of echelons. Thus, the computation time difference between PMU and the other heuristics increases in the number of echelons. Table 1 suggests that the performance of the heuristics depends on the structure of the unit local holding costs. RO and DA perform the best for convex unit local holding costs and their performance deteriorate as the unit holding costs become linear and then concave. The way we set the unit local holding costs suggests that as we move from the convex structure to the concave structure, the relative value added by the leaves decreases. Both RO and RD perform the best when the value added by the leaves is relatively more than the value added by the non-leaf locations. In fact, we prove with Theorem 3 and Theorem 5 that, for OWMR systems, both RO and DA are asymptotically optimal for small values of h 0 . Our numerical observations are in line with these results. In contrast to RO and DA, the performance of RD improves when the unit local holding costs move from the convex to the concave structure.
When the number of echelons increases, the performance of RO, DA and RD deteriorates, in general, since the number of upstream locations increases in the number of echelons. RO's performance under the convex holding cost structure is the least affected by the number of echelons. This is because, in our experimental setting, the ratios of the leaves' echelon holding costs to their local holding costs (under the convex local holding cost structure) remain 0.5 regardless of the number of echelons. Note that, with Theorem 3, we prove that RO is asymptotically optimal for OWMR systems with a large number of leaf locations. Both the ratio and asymptotic optimality contribute to the good performance of RO under the convex holding cost structure regardless of the number of echelons. On the other hand, the ratios of the leaves' echelon holding costs to their local holding costs decrease under the linear and concave local holding cost structures. Therefore, the relative value added by the leaf locations decreases. Although the number of leaves does not have a significant impact on RO, the performance of RO is affected by the decreasing value added at leaves as the number of echelons increases under both the linear and concave holding cost settings. Table 1 suggests, as expected, that DA has the shortest computation times and is the least affected by the scale of the distribution networks. RD has the second shortest computation time, followed by RO. As the number of echelons increases, the ratio of the computation times for RD and RO stays more or less the same, while the ratio of the computation times for RD and DA increases.
RD requires calculation of the expected cost for each subheuristic, while no cost calculations are necessary for DA. Since the time required to calculate the expected cost for distribution networks is more sensitive to the number of echelons than the time to calculate the approximate Poisson inverse function, compared to RD, DA runs much faster as the number of echelons increases.
Extension: Fixed Ordering Cost at Warehouse
The RO and DA methods can serve as a starting point for heuristics for other types of distribution systems than those considered in this paper. In this section, we give one example of this by considering an extension of RO and DA for an OWMR system with a fixed ordering cost, ξ, at the warehouse. We assume that the warehouse follows an (r, q) ordering policy and that the retailers follow a base-stock policy. Making a slight change from the notation used in Section 2, we define s = [s 1 , s 2 , ..., s N ] to be the vector of retailers' base-stock levels (that is, we exclude s 0 , the base-stock level of the warehouse, from the vector). We use π(r, q, s) to denote the cost of this policy. Then π(r, q, s) can be evaluated as follows (Zipkin 2000, pg. 338) :
π(r, q, s) is a convex function in s. Therefore, in order to obtain the optimal values of r, q and s, PM can be used by finding the best s for fixed r and q and then enumerating all possible r and q combinations. This method is computationally intensive but we will use it to provide a benchmark for our heuristics.
Next, we introduce the revised RO heuristic. For i ∈ L, we define an auxiliary location attached
Recursive Optimization (RO) Heuristic for OWMR with Fixed Cost at Warehouse
Step 1: Compute S r0 i for retailer i as follows:
Step 2: Compute (r r , q r ) for the warehouse as follows:
(r r , q r ) = arg min r,q Π 0 (r, q)
Step 3: Calculate s r for the retailers as follows:
The properties suggested by the following proposition make the modified RO heuristic computationally efficient.
Proposition 8.
Π 0 (r, q) is convex in r;
2. Let r * (q) be the smallest optimal solution to min r Π 0 (r, q). Then r * (q) is a decreasing function.
Next, we explain how to customize DA for the case with a fixed ordering cost in the warehouse.
The decomposition procedure from the OWMR system to serial supply chains remains the same. We use the procedure in Shang (2008) (the order quantity) for the warehouse in the decomposed serial supply chain containing retailer i. In particular,
is obtained by solving the following problem
where
Given these, the expected backorder at the warehouse can be calculated as We approximate the order quantity at the warehouse using the EOQ model with backorders (e.g., Zipkin 2000) . In particular:
In Table 2 , we provide numerical results to examine the impact of a fixed ordering cost on the performance of the heuristics. The results suggest that the cost gap of RO is negligible. We use Zheng (1992) and Axsäter (1996) show that the EOQ with backorders is a good approximation for the order quantity of a continuous (r, q) policy at a single location. As the results in Table 2 related to DA suggest, the EOQ with backorders is a good approximation for our problem as well.
DA is more than 1000 times faster than both PM and RO.
Conclusions
In this paper, we introduce the RO and DA heuristics to approximate the base-stock levels for all locations in a distribution system with a standard setting. By comparing our heuristic with the RD heuristic (Gallego et al. 2007 ), we find that RO performs the best, on average, followed by DA, and then RD. At the same time, DA is the least computationally intensive heuristic, followed by RD, and then RO.
Our RO and DA heuristics have the potential to be extended to other problems related to distribution systems. We study one such example, consisting of an OWMR system with a fixed order cost at the warehouse. Our extensions of RO and DA are able to extend to an (r, q) policy in warehouse. Both heuristics generate compelling cost gaps, with a much shorter computation time than PM. Future work can extend the DA and RO heuristics to other variants of distribution networks. T directed tree for a distribution system with location set V and edge set E ⟨i, j⟩ edge from location i to location j echelon base-stock level (Shang & Song (2003) ) at location i in serial system w s SS iw local base-stock level (Shang & Song (2003) ) at location i in serial system w 
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Appendix B: Proofs

Proof of Proposition 1
We first define C k (s) as the cost of a subtree T (k) with the local base-stock level vector s in the following manner:
where I k i (s) and B k i (s) are defined as
Compared to expressions (1), it is easy to see that I 0 i (s) = I i (s) and B 0 i (s) = B i (s). Therefore, we only need to show C 0 (ℓ(S)) = C 0 (S 0 |S).
We use mathematical induction to prove this proposition. For all n ∈ L, we have C n (ℓ(S)) = C n (S n |S). Next, we assume that, for all n ∈ S(k), C n (ℓ(S)) = C n (S n |S) holds. Then we need to
Then, one can verify that, for all n ∈ S(k) and i ∈ T (k) \ {k}, we have
for
The first equality can directly be obtained using the recursive functions (3). The second equality is due to the induction hypothesis. The third equality utilizes expressions (14). The fourth equality follows from the use of the echelon base-stock policy. Finally, the last equality is due to the definition of the unit echelon holding cost.
Proof of Proposition 2
Our proof uses the following lemma from Shaked & Shanthikumar (1994, Example 6.A.2) .
Lemma 9. Let β(i, n, p) represent the binomial probability mass function of i units drawn from n units with each unit picked with probability p.
If f (i) is increasing in i, then G(n) is increasing in n.
We apply mathematical induction on the echelon, starting from the leaves. Certainly for i ∈ L,
Next, we show that
Then by the preservation of convexity under expectation, we can infer the convexity of C i (·). Define
.
In order to show that
is convex in y. We have
is decreasing convex in y since C j (n) is increasing convex for n ≥ 0 by the inductive hypothesis.
Since A j (y, d) is a decreasing function and A j (y,
Therefore, the convexity is also satisfied at y = d i + ∑ j∈S (i) . Furthermore, C i (·) is convex since linear transformation preserves convexity.
Proof of Theorem 3 Part 1:
We first show the asymptotic result for RO. Let c i (
the single-stage cost function for location i. Let s u i be the minimizer of c i (s i ). From Proposition 1 in Gallego et al. (2007) , we know that (4) and (5), we know that c r (
is a finite number. Let B 0i be the backorder level at the warehouse due to demands from retailer i. Then we have
The first inequality is due to the fact that
since B 0i ≥ 0. The second inequality is due to the fact that
The last inequality is due to the distribution-free upper bound developed by Gallego & Moon (1993) .
It is easy to see that lim
Now we show the asymptotic result for DA. For sufficiently small h 0 , we have
. From the previous part of the proof, we know that
To show the asymptotic result for DA, we only need to show that
goes to 0 when h 0 goes to zero. 
To show that lim
where the second inequality follows (6). Assume that the CDF ofD 0 i is the G(·)
is the optimal solution to the problem
By the distribution-free upper bound developed by Gallego & Moon (1993) , we know that
From RO in (4), we can see that S r0 i is the minimizer of
ignores the echelon holding cost due to the warehouse's holding cost and the additional retailer costs due to warehouse backorders. Using (4) and (5), we know that c r (N ) ≤ min y C 0 (y|S r0 1 (h 0 ), S r0 2 (h 0 ), ..., S r0 N (h 0 )) Therefore, we only need to show
approaches 1 as N increases.
From the proof of asymptotic optimality of RO as h 0 → 0, we know that
. Then we can get the following relationship:
The last inequality is due to the fact that ω
for all ω and ψ.
Then we define a random variable R where R = 0 with probability 0.5 and R = 2 ∑ i>0 S r0 i with probability 0.5. Then we have
Therefore,
Since there exists δ > 0 such that h 0 < h i − δ for all i and b i , λ i < ∞, it follows that the S r0 i are bounded above by a finite number and c is strictly positive. Then we have
It is clear that, when N approaches ∞, the method is asymptotically optimal.
Part 3:
First we show that
The first inequality is due to the equality E[λ i L i +B 0i Next, we provide a bound for c r (L 0 ).
The first inequality is due to the fact that step 2 of RO has not been implemented and that in-transit inventory has been excluded. The second inequality is due to the fact that B 0i + ( 
Proof of Proposition 4
The result follows directly from the construction of the RO heuristic, i.e., the base-stock levels are calculated recursively from the leaf nodes to the root node. where the second inequality follows (6). Assume that the CDF ofD 0 i is the G(·)
Proof of Theorem
