Abstract. We show that the classical techniques in numerical integration (namely the Darboux sums method, the compound trapezoidal and Simpson's rules and the Gauss-Legendre formulae) can be implemented in an exact real arithmetic framework in which the numerical value of an integral of an elementary function is obtained up to any desired accuracy without any round-off errors. Any exact framework which provides a library of algorithms for computing elementary functions with an arbitrary accuracy is suitable for such an implementation; we have used an exact real arithmetic framework based on linear fractional transformations and have thereby implemented these numerical integration techniques. We also show that Euler's and Runge-Kutta methods for solving the initial value problem of an ordinary differential equation can be implemented using an exact framework which will guarantee the convergence of the approximation to the actual solution of the differential equation as the step size in the partition of the interval in question tends to zero.
Introduction
In numerical methods for integration of a real-valued function, such as in the Darboux sums method, the trapezoidal method, Simpson's rule or the GaussLegendre formulae, the value of an integral If = b a f (x)dx is approximated by a sum Q n f = n i=0 c i f (x i ), where the x i 's are the integration nodes and the c i 's are the corresponding integration weights. In each method, an upper bound for the error can be obtained in terms of the number n of the integration nodes and an upper bound for a higher derivative of the integrand. Mathematically, this error always tends to zero as n tends to infinity. However, when any of these methods is implemented in floating point, one obtains an extra round-off error in the computation of Q n f and, as n tends to infinity, the computed values of Q n f may fail to converge to the value of the integral [4] . This same problem occurs in the floating point implementation of the Euler's and Runge-Kutta methods for the numerical computation of the solution of an initial value problem for an ordinary differential equation.
This undesirable situation can be overcome in exact real arithmetic. Simpson [21] has developed a theoretical setting for the exact computation of integrals using higher order functions. However, the resulting algorithms are intractable. This is even more so in the earlier work of Edalat and Escardó [7] which defines integration in an extension of the theoretical language PCF.
We show here that one can use any of the above methods of integration to obtain the numerical value of the integral of any elementary function up to any desired accuracy , provided that we have: (i) a set of algorithms for the computation of elementary functions with arbitrary accuracy, and, (ii) an upper bound for the corresponding higher derivative of the integrand. This is achieved by first writing = m + r with m , r > 0. Then, for a given integration method, we determine the number of nodes such that Q n f differs from the integral by at most m ; finally Q n f is evaluated using the exact real arithmetic framework up to precision r , which means the result differs from the integral by at most as desired. We also show that by using such an exact framework, one can obtain a convergent sequence of approximations with the Euler's and Runge-Kutta methods as the number of nodes tends to infinity.
We actually use the exact real arithmetic framework based on linear fractional transformations (LFTs) as developed by Edalat and Potts [8, 6, 20] [13] for computing elementary functions in the LFT framework, we obtain, as an example, the complexity of integrating the exponential function in the Darboux sums method, the trapezoidal method and in Simpson's rule in this framework. A number of examples for numerical integration using the above different methods and for the initial value problem using the Euler's and Runge-Kutta methods are presented.
Numerical Integration
We will deal with the numerical integration of a real-valued bounded function f over a finite closed interval [a, b] :
The simplest way to approximate the value If is by a linear combination Q n f of the values of f :
Some integration methods are employed on specific intervals (e.g. GaussLegendre formula is given for the interval [−1, 1]). In order to apply such methods on another interval, we have to transform an integral over an arbitrary interval [a, b] to an integral over [−1, 1] :
