Machine comprehension, answering a question depending on a given context paragraph is a typical task of Natural Language Understanding. It requires to model complex dependencies existing between the question and the context paragraph. There are many neural network models attempting to solve the problem of question answering. One of the best models have been selected, studied and compared with each other. All the selected models are based on the neural attention mechanism concept. Additionally, studies on a SQuAD dataset were performed. The subsets of queries were extracted and then each model was analyzed how it deals with specific group of queries. The ensemble model based on Mnemonic Reader, BiDAF and QANet was created and tested on SQuAD dataset. It outperforms the best Mnemonic Reader model.
I. INTRODUCTION
Our main goal is to check how without retraining using existing models is possible to improve machine comprehension architectures. In presented implementation ensemble approach based on dataset analysis was used. At the first stage one of the best three models were chosen for studying their accuracy in different types of queries. These are Bidirectional Attention Flow (BiDAF) [1] , QANet [10] model and Mnemonic Reader [11] . All of them are deep learning models [3] , [4] incorporated with different types of attention mechanisms. Error analysis shows that each model obtains better results on different type of questions. Therefore, the models could be combined together in order to produce a better outcome for all questions of any kind. One of the most obvious approach is to build ensemble model. The main goal is to avoid weaknesses and use all strengths of analyzed architectures. The idea of building ensemble model is to combine predictions from different, well performing and separately trained models and calculate the actual prediction as the average or weighted predictions [12] , [13] . In presented work an answer comparison mechanism has been defined and implemented, to obtain a final answer based on separated answers given by chosen models. Before building the ensemble model comparative studies were performed between models. The SQuAD dataset This study was conducted under a research project funded by a statutory grant of the AGH University of Science and Technology in Krakow for maintaining research potential. was used to train and evaluate the models. The proposed ensemble mechanism brings an improvement in prediction accuracy. In a literature we can find ensemble approaches used in machine comprehension task [17] , [18] , [19] . Most of them use retraining. Presented ensemble approach is fast because doesn't need retraining process but only some training data analysis and models evaluation on this data.
Our ensemble model is based on three following architecture: BiDAF, Mnemonic Reader, QANet. Bi-Directional Attention Flow network [1] is a hierarchical multi-stage architecture for a QA task. It allows for modeling the vector representation of the context paragraph at different structural levels: character-level, word-level and contextual-level. The architecture is based on the bidirectional attention flow mechanism. The main aim for introducing the QANet model was to create an architecture that delivers strong results on the SQuAD dataset, while being fast in training and inference. Models proposed before QANet achieve satisfying results but take a long time to train, as they use a RNN component to process sequential inputs. In QANet, RNNs has been removed from the architecture and replaced by convolution and self-attention mechanisms in the encoder [8] . Reinforced Mnemonic Reader architecture [11] introduces two novel concepts to approach the reading comprehension task. First, authors present a reattention mechanism. Second, they show a dynamic-critical reinforced learning approach to training models. It is worth mentioning that attention mechanism was present in many earlier models used in natural language tasks especially in question answering problem [6] , [7] , [5] .
II. SQUAD DATASET ANALYSIS
Stanford Question Answering Dataset (SQuAD) is a reading comprehension dataset. It consists of questions on a set of Wikipedia articles. The answer to every question is a segment of text from the corresponding reading passage. The section presents a statistical analysis of the SQuAD questions as well as an analysis of the results obtained by three standalone architectures with regard to the question classes. It shows how the SQuAD data set been split in order to perform experiments. It presents the process of cross-referencing three standalone architectures, including assigning weights and resolving con- flicts between the possible answers, in order to obtain the final prediction. Fourteen question classes have been extracted based on thirteen types of question phrases (see Table I ). If no question phrase matches the question, the question is labeled as undefined. Questions of the undefined type are 19.5% and 17.6% of the training and evaluation set respectively. Table I shows a detailed distribution of SQuAD questions evaluation set over the defined question classes. Almost 53% of all the questions present in SQuAD have been defined as what questions. The only exception is the what time class, that has been considered as a separate type.
Initially, there was also a separate class which (5% of the whole dataset). However, which and what can be used as an alternative to each other in most cases. Therefore which and what classes are merged to what. Merging these two classes of questions together has no influence on the final results.
Performing the experiment required a dataset for evaluating the base models against different question classes, to obtain class-specific weights for the voting mechanism of the ensemble model. For this purpose, the original training set has been split into two parts: 95% of the training set remains the training data, and 5% of the training set becomes a pre-evaluation dataset. The base models are trained using the remaining 95% of data. Once the models are trained, they are evaluated against the pre-evaluation dataset. That allows to observe how accurate the models are for different question classes. Based on this observation, the ensemble model is constructed.
When deciding on how to construct the pre-evaluation dataset, two factors must have been taken into account. First, the more examples are in the pre-evaluation set, the more accurate the pre-evaluation process itself is. However, the larger the pre-evaluation set is, the smaller the remaining training set becomes. Splitting factor 0.05 (resulting in 95% remaining for training, 5% for pre-evaluation) is the smallest one that, when performing a random split, produces a preevaluation set where questions are distributed over classes similarly to the full SQuAD dataset distribution At the same time, reducing the size of the training set by 5% does not weaken the training process significantly. Splitting factor 0.01 and 0.1 have been tested and resulted in the worse general result.
III. ENSEMBLE APPROACH
The implementations are based on three existing repositories [14] - [16] , with some bug fixes, minor changes and performance tuning. Each training contains of 30 epochs and had the batch size set to 32. Figure 1 and Table II present EM and F1 metrics gained by the standalone architectures. These results are the reference point for the results obtained by the ensemble model at a later stage. Data presented in Figure 1 confirms, that different models perform better for different types of questions. One globally best model does not have to be the best performing model for all types of questions. QANet achieves higher F1 for how are, what time and whom than Mnemonic Reader. BiDAF gains higher F1 for date-specific and how old questions. At the same time, Mnemonic Reader outperforms QANet and BiDAF in general. In order to verify, how similar to each other the predictions given by each pair of models are, the following analysis was performed. For each class of questions from the evaluation set the number of equal predictions (equal F1, equal EM per prediction) for each pair of models were calculated. The higher the similarity between all the predictions is, the smaller the chance of the ensemble model to succeed is.
Presented ensemble model is based on a class-specific weighted voting. Algorithm 1 presents, how the class-specific weights are obtained. It is an average F1 metric obtained after evaluation of the model on all questions from specific class. Algorithm 2 describes how the voting mechanism works. It gathers all candidate answers from all models and if at least two models give duplicate answer their weights are added. Finally, the candidate answer is this one with highest weight or returned by globally best model (in specific class) when no duplicated answer exists. If the best model in specific class is significantly better than others (difference in F1 higher than 10.0) then all answers in this class are represented by this model. For the purpose of verifying, if the classification and having class-specific weights are beneficial at all the algorithm that ignores question classes was set up. IV. RESULTS Table IV shows the F1 and EM metrics achieved by the ensemble model when testing against the SQuAD evaluation data set. The class-aware ensemble model outperforms Mnemonic reader by 0.39 percentage point in F1 score and by 0.52 percentage point in EM score. At the same time, it outperforms the non class-aware ensemble in F1 and EM by 0.1 percentage point and 0.05 percentage point respectively. As expected, it resulted in worse ensemble results than the class-aware ensemble achieves. Based on the results presented above, the voting weights are obtained. For example, for datespecific questions QANet's answers have the highest weight, as the average F1 of QANet's pre-evaluation answers is higher than Mnemonic's and BiDAF's answers. Due to this fact, for date-specific questions in the evaluation set the ensemble returns the answer produced by QANet (as long as there are no duplicated candidate answers).
Algorithm 1 Obtaining class-specific voting weights
Pre-evaluation data: 5% of the SQuAD training set 1: Each pretrained model is pre-evaluated against the preevaluation data. 2: Class-specific weights for each model are obtained. The class-specific weight is an average F1 obtained by the model when pre-evaluating on all the questions of that class.
Algorithm 2 Weighted class-specific voting ensemble
Evaluation data: full SQuAD evaluation data set 1: For each evaluation question, a question class is identified. 2 : Each candidate answer gets a weight that corresponds to the question class and the answering model. 3: if class is different from undefined then 4: if difference between highest F1 and second one is more than given threshold then 5: if one candidate answer is a duplicate of another one then 6: Their weights are added together 7: The ensemble returns the candidate answer that has the highest weight. The candidate answer produced by the globally best model is returned 10: else 11: The candidate answer produced by the globally best model is returned Some interesting observations can be made here. For example, for date-specific question, the ensemble model achieves higher F1 and EM than the best performing standalone model (QANet). The reason is, that there are some date-specific questions in the evaluation data, for which QANet returns an incorrect prediction, while both Mnemonic Reader and BiDAF return the correct one. In this case, weights of Mnemonic and BiDAF are added together and result in a higher weight than the QANet's weight. Another interesting behaviour can be noted for the how old questions. The ensemble model performs here worse than BiDAF, that has the highest voting weight. However, when BiDAF returns the correct answer while Mnemonic and QANet return an incorrect but equal prediction, their weights are added together and the incorrect prediction is returned. In case of the how old questions it would be better not to add the weights of equal predictions together, but to only take the maximum of them. However, this approach was tested globally in all classes but adding weights of equal answers together gives better results. Next tested approach was modifications of Algorithm 2 with no if-else block to distinguish between undefined questions and other question classes. It resulted in a different ensemble behaviour for the undefined questions. The Undefined class requires weighted voting as other classes did. It had a negative impact on the ensemble results. Another possible modification is to use average EM instead of average F1 to obtain class weights. However, it results in worse ensemble results, both in F1 and EM score.
In order to test, if any other classification criteria can perform better for the voting ensemble, we have tested some alternative classification methods. We performed questions classification based on their length, where length is the number of words in a question. It does not matter how dense the criteria is, it brings no improvement. No relation between the question's length and the model's performance has been demonstrated in here. It resulted in the ensemble model achieving the same results as the best performing standalone model.
V. CONCLUSIONS
The presented results show that ensemble algorithm based on deep learning models with different architectures can improve the results in natural language question answering problem. The deeper analysis of input data was required to achieve better results than best deep learning model. The further improvements will concentrate on further analysis with fine tuning and retraining process.
