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Abstract
This thesis presents a two-part study of Photosystem II. The first, is a spectroscopic study pri-
marily based on a novel low temperature FTIR system. The second is a series of computational
studies on carboxylate-ligated transition metal complexes, culminating in a direct study of the
vibrational frequencies associated with the first-shell carboxylate ligands of the Water Oxidising
Complex. The findings of this thesis are summarised in the following:
 Low temperature (10 K) illuminations on ZnSe cryostat windows induces transient and
stable FTIR difference signals. The kinetic properties of these signals are highly reminis-
cent of the TyrZ “split signals” observed in EPR studies.
 The FTIR analogue to the visible illumination-induced, transient S1 TyrZ “split signal”
was observed. Some characteristic features of the Q –A /QA signal was observed, but fea-
tures of the donor(s) could not be extracted from the data.
 The 10 K and 80 K TyrD◦/TyrD difference signals were obtained using multiple signal
subtractions. Small spectral differences, possibly caused by electrostatic effects, were
found between these signals. The possibility of TyrD◦ forming an imidazolium interme-
diate at 10 K was found to be unlikely, however.
 Deprotonation was found to suppress carboxylate ligand vibrational frequency shifts asso-
ciated with manganese-centred oxidation. This appears to be a general feature of redox-
active transition metals, as the same effect was also observed in vanadium, chromium,
iron and cobalt complexes.
 Charge conservation via simultaneous anionic ligand substitution with metal centre oxi-
dation also suppresses carboxylate ligand frequency shifts. Solvent polarisation also has
a similar effect. It was concluded that carboxylate ligand frequency shifts are primar-
ily driven by electrostatic effects, i.e. the increased polarisation between the carboxylate
ligand and metal centre, as the metal centre undergoes oxidation.
 Water or hydroxyl ligand deprotonation is most likely the reason for the sparsity of fre-
quency shifts observed in mutagenic studies of the PSII Water Oxidising Complex (WOC).
Frequency shift suppression via deprotonation appears to be most effective in clusters that
are neutrally charged, possess a mean Mn oxidation of 3 in the S1 state, and have water
and hydroxyl ligands in the O5 and W2 positions, respectively. Further, it is shown that
Mn2 is likely to be oxidised in the S1/S2 transition, on the basis of the IR frequency shifts
assigned to D1-Ala344.
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Chapter 1
An Introduction to Oxygenic
Photosynthesis
1.1 An Abridged History
Oxygenic photosynthesis is a biochemical process in which energy from the Sun is used to fix
CO2 from the atmosphere and transform it into sugars. Water is used a as source of electrons and
protons, while oxygen is released as a byproduct. Sugars derived from the process serve as the
primary source of chemical energy for the majority of life on Earth, while the oxygen byproduct
in turn enables aerobic respiration, a highly efficient method of metabolising the sugars derived
from photosynthesis.1,2
Oxygenic photosynthesis evolved approximately 3 billion years ago in cyanobacteria, when the
Earth’s atmosphere was thought to be mildly reducing and rich in methane (CH4), a potent
greenhouse gas.3–6 When oxygenic photosynthesis first evolved, most of the oxygen produced
by the process would be quickly removed by reduced minerals, such as iron deposits on the
planet’s surface. However, as cyanobacteria proliferated, oxygen sinks on the surface of the
planet were eventually overwhelmed, leading to the rapid accumulation of free oxygen in the
atmosphere.
1
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This rapid accumulation is known as the Great Oxygenation Event, but also known to some as
the Oxygen Catastrophe. Although it would still be approximately 2 billion years before oxygen
levels approached the present atmospheric level, the increased level of oxygenation rendered the
atmosphere toxic to most organisms of the period, including methanogenic bacteria that main-
tained CH4 levels in the atmosphere.7 The elimination of these bacteria, combined with free
oxygen reacting with CH4 to produce CO2 (which is less effective than CH4 as a greenhouse
gas), caused a rapid decrease in global temperatures. This decrease in temperature was so dras-
tic that the entire surface became covered in ice, and the planet was plunged into a Snowball
Earth episode that lasted 300-400 million years.8–10 This resulted in one of the most significant
extinction events in Earth’s history.
The availability of free oxygen in the atmosphere, allowed its usage as an electron acceptor
for aerobic respiration, which greatly outstripped its anaerobic predecessor, fermentation, in
efficiency. As the oceans warmed and organisms evolved the ability to respire aerobically, life
diversified rapidly and eventually evolved into multicellular forms.11 UV radiation was absorbed
by atmospheric oxygen to generate the ozone layer, which shields life from the most deleterious
effects of the Sun’s radiation. Life has now colonised almost every imaginable environment and
niche on the planet; oxygenic photosynthesis had come full circle, and now serves as the driving
force for the vast majority of life on Earth.
1.2 How does Oxygenic Photosynthesis Work?
All organisms that perform oxygenic photosynthesis today use the same catalyst and cellular
blueprint, which is remarkable considering the innumerable niches and adaptations that life has
encountered on this planet over the last 3 billion years. It is thought that oxygenic photosyn-
thesis evolved only once, in cyanobacteria; algae and plant cells acquired the ability to perform
oxygenic photosynthesis by engulfing cyanobacteria, which eventually became incorporated in
plant and algae cells as chloroplasts via endosymbiosis.12
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Oxygenic photosynthesis involves light-driven processes and light-independent, dark processes.
In the light-driven processes, water is broken down into molecular oxygen and protons. The
latter are used to assemble high energy compounds such as ADP (adenosine 5’-triphosphate)
and NADPH (nicotinamide adenine dinucleotide phosphate, reduced form). The dark processes
involve the fixation of CO2 into carbohydrates, using the energetic compounds derived from the
light-driven processes. In this thesis, we focus only on aspects of the light-driven processes.
The light-driven processes of oxygenic photosynthesis rely on 4 enzymes in particular: Photo-
systems I and II, Cytochrome b6f and ATP Synthase, which are contained within the bi-lipid
layer of the thylakoid membrane, a closed membrane vesicle located inside cyanobacteria and
chloroplasts. The interior region is known as the lumen, while the exterior region is known as
the stroma (see Figure 1.1).
FIGURE 1.1: A schematic representation of the light-dependent processes in photosynthesis; the blue and
red arrows in the figure describe the flow of electrons and protons, respectively. This figure was adapted
from the book, Plant Physiology, by L. Taiz and E. Zeiger.
Light energy from the sun is captured by antenna complexes, which transfers excitation energy
to the P680 pigment system in Photosystem II (PSII). P680 then undergoes charge separation,
releasing an electron. This electron is ultimately donated to cytochrome b6f, via a membrane-
bound plastoquinone (PQ) pool. The P700 pigment system in Photosystem I (PS I) too, under-
goes light-induced charge separation, and transfers an electron to NADP to form NADPH. The
electron from PSII eventually reaches PS I via cytochrome b6f and plastocyanin (PC) to reduce
P700+ back to P700, thus resetting the electron transfer cycle.
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PSII ultimately obtains its electrons from water, a seemingly unlikely source given that water
is very chemically stable, with a Gibbs free energy of -237 KJ mol−1. In spite of this stability,
the Water Oxidising Complex (WOC) in combination with the oxidising potential of P680 is
able to split water into its constituent parts: protons, water and electrons. The electrons from
water reduce P680+ back to P680, while protons are accumulated in the lumen, thus generating
a proton gradient across the thylakoid membrane. ATP synthase utilises this proton gradient
to convert ADP to ATP, and the enzyme pumps excess protons out of the lumen and into the
stroma.
1.3 Photosystem II
1.3.1 Overview of Photosystem II
PSII exists in vivo in thylakoid membranes as a homodimer, with each monomer containing at
least 20 protein subunits and nearly 60 organic and inorganic cofactors, including 35 Chl a, 11
carotenoids, two pheophytins and two plastoquinones.13 The primary protein subunits of the
monomer include the membrane spanning polypeptides CP47 (56 kDa), CP43 (52 kDa), D2 (39
kDa) and D1 (38 kDa), and the extrinsic polypeptide PsbO (26.8 kDa, also known as the Mn-
stabilising protein); the total molecular mass of each monomer unit is 350 kDa, thus giving PSII
a total molecular mass of 700 kDa.2,13–17 All of the cofactors participating in electron-transfer
and water-splitting are associated with the pseudo-symmetrical dimer composed of the D1 and
D2 proteins, also known as the PSII core complex.
Most of the features associated with the PSII core complex are conserved amongst all organ-
isms performing oxygenic photosynthesis, as inter-organism differences in PSII structure lie
primarily in the light harvesting antennas and also some of the extrinsic, lumenal side pro-
tein subunits.18 The main light-harvesting antenna of higher-plant PSII consists of membrane-
intrinsic trimers of LHCII protein complexes, whereas a light-harvesting system consisting of
membrane-bound phycobilisomes that do not contain chlorophylls is found in cyanobacteria and
red algae.19–21 In green algae and higher plant PSII, the lumenal side protein subunits are PsbO,
PsbP (23 kDa) and PsbQ (16 kDa). The lumenal subunits of cyanobacterial PSII on the other
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hand are PsbO, and CyanoP and CyanoQ, which are homologous to PsbP and PsbQ. In addi-
tion, cyanobacterial PSII also contains PsbU (12 kDa) and PsbV on the lumenal side, with PsbV
being a redox-active heme group that is also known as cyt c550. The precise role of cyt c550 is
still somewhat uncertain, although it is known that it enhances PSII activity by promoting the
binding of PsbO, PsbU, Ca2+ and Cl– .22–28
FIGURE 1.2: A diagrammatic representation of the PSII Core Complex. The flow of electrons within
PSII is indicated by small red arrows.
As previously mentioned, P680 accepts excitation energy from the antenna complexes and un-
dergoes charge separation; this forms a Pheo◦−P680◦+ charge pair. The separated charges are
then stabilised by electron transfer from Pheo◦− to QA, and the rapid reduction of P680
◦+ by
TyrZ, one of the two redox-active tyrosine residues in PSII. This is then followed by proton-
coupled electron transfer from Q –A to QB, and electron donation by the WOC to TyrZ
◦.QB
converts into a plastoquinol after two such charge separation events, and exchanges into a
membrane-bound plastoquinol pool, thus transporting electrons to cytochrome b6f and protons
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to the lumen.
The WOC can be damaged using a high light flux under physiological conditions, or artificially
removed via chemical treatments. In such cases, it is no longer available as an electron donor,
so secondary electron donors such as TyrD (the second redox-active tyrosine, situated in D2),
the carotenoids (CarD1 and CarD2) chlorophylls (ChlZD1 and ChlZD2) and cytochrome b559 (Cyt
b559) act as electron donors to P680+ instead. The rapid reduction of the P680+ radical is
important, as it has the highest known oxidative potential in nature (∼1.2V) and would cause
damage to the enzyme otherwise.29
1.3.2 The Water Oxidising Complex
The WOC is embedded within a pocket formed by residues of D1 and CP43 in the lumenal sur-
face of thylakoid membrane.17 The catalytic centre of the WOC is an organometallic Mn4CaO5
cluster, composed of a distorted cubane core made up of three Mn ions (Mn1 – Mn3), four oxy-
gen atoms (O1 – O3 and O5) and a Ca2+ ion, with a fourth “dangling” Mn ion (Mn4) connected
to the core by two µ-oxo-bridges, O4 and O5. The recently-obtained 1.95 A˚ resolution X-ray
diffraction (XRD) structure of the WOC is shown in Figure 1.3.30 All oxo groups and metal
centres of the WOC becomes resolved, and the femtosecond X-ray free electron laser (XFEL)
technique used in obtaining this structure also precludes the possibility of X-ray-induced pho-
toreduction of the Mn ions.30,31
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FIGURE 1.3: The 1.95 A˚ X-ray diffraction (XRD) structure of the WOC, Protein Data Bank (PDB) ID
4UB8.30 The atoms are coloured Mn: purple, Ca: green, C: dark grey, O: red, N: blue. The carboxylate
ligands were contracted to acetates, while all oxygen atoms that do not directly bind to metal centres were
omitted for clarity.
The first-shell amino acid cofactors to the Mn and Ca ions of the WOC are six carboxylates
(D1-D170, CP43-E354, D1-E333, D1-E189, D1-D342, D1-A344) and one histidine residue
(D1-His332), while four terminal waters bind to Mn4 (W1, W2) and the Ca2+ ion (W3, W4).
TyrZ (not shown) lies within the second shell of ligands to the WOC and weakly hydrogen bonds
one of the Ca-ligating waters (W4). Many of the remaining second-shell residues (and beyond)
participate in extended hydrogen bond networks; it is known that there are at least three such
networks that extend from the WOC into the lumen, and are thus likely to serve as water and/or
proton channels.32,33 In some proposals, TyrZ is also thought to participate in a proton egress
pathway from the WOC.34,35
The water oxidation reaction itself is a 4-electron process, in which two water molecules are
simultaneously oxidised and split into molecular oxygen and protons. To couple the single-
electron processes of PSII to the 4-electron water-splitting reaction, the WOC undergoes step-
wise oxidation, and cycles through 5 different oxidation states dubbed S0, S1, S2, S3 and S4,
i.e. S-States, where the subscript denotes the oxidative equivalents stored by the WOC. When
the WOC reaches the S4 state, the oxidative splitting of two water molecules with the release
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of dioxygen occurs in a single concerted step, and the WOC undergoes a 4-electron reduction
to revert to the S0 state. To maintain the redox potential of the Mn4CaO5 cluster throughout
the S-state cycle, such that it does not prevent subsequent oxidation by TyrZ◦, proton release
to prevent an accumulation of charge is necessary. Photothermal beam deflection (PBD) and
Fourier-transform infrared (FTIR) spectroscopy experiments strongly suggest that throughout
the S-state cycle, electron transfer and proton removal occur in strictly alternating steps, with
the S1 to S2 transition being the only step not accompanied by proton release.36,37 The S-state
cycle including electron and proton removal steps from the WOC is shown in Figure 1.4.
FIGURE 1.4: The extended S-state cycle from the work by Klauss and coworkers.36 A classical Kok
model is shown in the inner circle, while the extended model that includes S-state intermediate states as
well as electron and proton removal kinetics is shown on the outer circle.
The water splitting reaction in the WOC utilises an oxidative potential very close to the ther-
modynamic limit required to oxidise water.38 This feature also avoids the generation of reactive
intermediates such as hydrogen peroxide. While a broad understanding of the WOC’s function
has been attained, the underlying mechanism by which water is split remains unresolved, as
there are currently no known techniques that are able to probe the transient S4 state in vivo.
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1.3.2.1 Ambiguities in the Geometry and Electronic State of the Water Oxidising Com-
plex
In dark-adapted PSII, the S1 state is the natural resting state of the WOC. Thus, the 1.95 A˚ XRD
structure shown in Figure 1.3 was assumed to correspond to the S1 state.30,31 However, some of
the Mn-Mn distances in the XRD structure, particularly the Mn3–Mn4 vector, are longer than
those indicated by extended X-ray absorption fine structure (EXAFS) experiments on samples
poised in the S1 state.39–42 To explain this discrepancy, Askerka et al. have suggested that the
XRD structure represents a mixture of S0 and S1, whereas Petrie et al. proposed that the WOC
undergoes a tautomerisation that is able to explain both sets of observed Mn-Mn distances.40,41
This apparent contradiction also fuels a long-running debate on the two plausible electronic state
configurations for the WOC, that is, whether the WOC has a mean Mn oxidation state of 3.5 or
3 in the S1 state – these are the so-called “high” and “low” oxidation paradigms.2,43–46
A related point of contention is the protonation state of O5. This oxygen occupies a central
location within the Mn4CaO5 cluster, and exhibits abnormally long Mn-O distances in the XRD
structure; these elongated bonds are likely, the direct cause of the discrepancy between XRD
and EXAFS data. While electron spin echo envelope modulation (ESEEM) and electron nu-
clear double resonance (ENDOR) data suggest that O5 is fully deprotonated in S1 (indirectly
via studies on the S2 multiline – the lack of deprotonation in the S1 to S2 transition implies
that O5 is already deprotonated in S1),42,47 computational models consistent with EXAFS data
that incorporate O5 as a fully-deprotonated oxo-bridge in the S1 state are generally unable to
reproduce the Mn-O distances observed in the XRD structure.41,48–50 As previously mentioned,
it has been suggested that the XRD structure is a superposition of S0 and S1; following that,
it was also proposed that O5 is a hydroxide in S0 that undergoes deprotonation in the S0 to S1
transition. This would explain the long O5 bonding distances observed in the XRD structure.
The opposing viewpoint is that O5 is not fully deprotonated in S1. Suga et al. have proposed that
O5 is a hydroxide in S1, while Petrie et al. argue that O5 could either be a water or hydroxide,
depending on the tautomeric state of the WOC.30,41,51 This particular viewpoint is supported
by a recent QM/MM study by Saito et al. suggesting that the deprotonation of O5 in the S0 to
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S1 transition is unlikely, because O4 has a “pre-organised” proton transfer chain that makes it
the more likely candidate for deprotonation.42 If that is indeed the case, then any superposition
of S0 and S1 in the XRD structure may not cause a significant elongation of O5 bond lengths
relative to the “true” S1 bonding distances.
The electronic state of the WOC and the protonation state of O5 are but two of the many issues
that must be resolved for an accurate portrayal of the water splitting mechanism within the
WOC. In this thesis, these issues are indirectly touched upon by IR frequency calculations on
model complexes based on the WOC. We have found that the results of these calculations were
dependent on the electronic state of the WOC, as well as the protonation state of O5.
1.4 The Aims of this Thesis
Spectroscopic and computational approaches were applied in investigations of the redox-active
tyrosines (TyrZ and TyrD) and the WOC, respectively. We sought to study the redox reactions
of TyrZ and TyrD using a new FTIR-based approach at cryogenic temperatures, to provide com-
plementary data to current studies that are primarily based on EPR spectroscopy. As a second
component, using computational chemistry, we calculated the vibrational frequencies and en-
ergies of various model Mn complexes based on the WOC, with and without deprotonation of
water/hydroxo ligands, to help explain key aspects of the FTIR data in the literature. This com-
putational study was also extended to examine the effects of simultaneous deprotonation with
oxidation in metal complexes based on other first-row transition metals.
1.4.1 Studying Tyrosine Oxidation at Cryogenic Temperatures using FTIR
PSII contains two redox active tyrosines called TyrZ and TyrD, that occupy homologous posi-
tions in D1 and D2, respectively. TyrZ and TyrD share a number of structural similarities, as
they are equally situated relative to the two central chlorophylls, PD1 and PD2 and form hydro-
gen bonding pairs with a histidine residue (TyrZ with D1-His190 and TyrD with D2-His189, in
cyanobacteria).52,53 Yet, the TyrZ◦ radical has a lifetime in the range of 20 to 250 ns, depending
An Introduction to Oxygenic Photosynthesis 11
on the S-state of the WOC, while the TyrD◦ radical is stable for hours.53 This difference in ki-
netics is necessary for the role that each tyrosine plays in PSII, as the fast redox kinetics of TyrZ
are necessary to enable rapid electron transfer between P680+ and the WOC, while it has been
proposed that the stable TyrD◦ radical may increase the potential of P680+ through electrostatic
effects.54,55
Given that tyrosines function as electron transfer intermediates in a wide range of biological
enzymes, it would be of great utility to learn how the protein environment in PSII modulates the
kinetic properties of TyrD and TyrZ; such knowledge may one day be applied in the design of
artificial photosynthetic systems.
1.4.1.1 TyrD
The paramagnetic signal arising from the TyrD◦ state was one of the first EPR signals ever
detected from chloroplasts;56 consequently, it is one of the most thoroughly studied systems
within PSII. This is enabled by the stability of the TyrD◦ state, which only decays slowly via
electron donation from the WOC in the S0 state.54,57 TyrD appears to play a regulatory role in
the oxidation state of the WOC, as S3 and S2 may be reduced by TyrD to S2 and S1 respectively,
while overreduced states (e.g. S−1) can be oxidised by TyrD◦.58,59 This feature of TyrD may be
relevant in the oxidative assembly of the Mn4CaO5 cluster.
60 However, TyrD does not appear to
be essential for PSII function, as the redox reactions of PSII are not affected by the replacement
of TyrD with Phe.57,61 A notable reduction in the rate and quantum efficiency of WOC assembly
was observed, nonetheless.60
The oxidation of TyrD by P680+ involves the concomitant loss of a proton (i.e. proton-coupled
electron transfer (PCET)), which leads to TyrD◦ a neutral oxidation product.62 TyrD oxidation
is also strongly pH dependent; it occurs with t1/2 >150 µs at pH 6.5, but becomes much faster
at pH 8.5, with a t1/2 of ∼190 ns.52 This pH-dependent behaviour titrates with a pKa of 7.7,
suggesting that the kinetics of TyrD oxidation are governed by the protonation state of TyrD
or some neighbouring residue. FTIR studies however, indicate that it is not TyrD or its histi-
dine partner, D2-His189 that is deprotonated at high pH.63 It was also discovered that at high
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pH, TyrD was able to undergo oxidation at liquid helium temperatures, which came as a surprise
since it was commonly assumed that electron transfer from the tyrosines was thermally inhibited
at ∼250 K.64 Furthermore, it was found that the TyrD◦ radical formed at liquid helium temper-
atures is highly electropositive and undergoes thermal relaxation at 77 K and above, suggesting
that some intermediate TyrD◦ state is formed at ultralow temperatures.65
Saito et al. have proposed that the oxidation of TyrD occurs through proton transfer from TyrD
to D2-Arg180, via a mobile water that functions as a proton carrier; the proton that was removed
from TyrD then travels along a chain of hydrogen-bonded waters to D2-His61, and that the chain
may continue further into bulk water.66 This is supported by a recent FTIR study by Nakamura
et al., who have found that a proton is indeed, released into the bulk upon TyrD oxidation.67
While the QM/MM study by Saito et al. has not been fully extended to cover the high pH sce-
nario, the authors proposed that it is the mobile water that undergoes deprotonation, which leads
to TyrD donating a H-bond to D2-His189 instead of the mobile water; this is a reversal of the
low pH scenario, where TyrD accepts a H-bond from D2-His189.66 The resulting configuration
is then similar to that observed for the TyrZ system, where a strong H-bond also exists between
TyrZ and D1-His190.35,53 The proton egress pathway for TyrD in the high pH configuration is
remains uncertain.
As for the highly-electropositive TyrD◦ radical that is formed at liquid helium temperatures,
O’Malley and Hart have proposed that it is an imidazolium complex, having found a good fit
between QM/MM simulations of an imidazolium complex and the experimental EPR data.68
Ultralow temperature FTIR experiments would enable a comparison to be made between the in-
termediate and relaxed states of the TyrD◦ radical. It would be easy to verify whether the inter-
mediate is indeed, an imidazolium complex, as they exhibit substantial IR absorption differences
compared to imidazole complexes.69 It would also be interesting to observe the TyrD◦/TyrD IR
difference spectra at cryogenic temperatures, since all protein and water movements are ther-
mally inhibited – in particular, the water proposed to act as a mobile proton carrier for TyrD
should be immobilised. The resulting difference spectrum is therefore likely to be different
from the well-known room temperature signal, thus providing an opportunity for novel research
on the TyrD system.
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1.4.1.2 TyrZ
TyrZ has the fastest proton coupled electron transfer that occurs in photosynthesis, with the pro-
ton shifting within the hydrogen bond in ∼20 ns.53,70 The reduction of TyrZ◦ by the WOC is
somewhat slower and occurs in the microseconds to milliseconds time scale, but nevertheless,
the very fast kinetics of TyrZ make it a difficult system to study. TyrZ redox reactions are gen-
erally slower in the absence of the Mn4CaO5 cluster, but this also alters the bonding of TyrZ,
causing it to interact with several hydrogen bond acceptors instead of having only one well de-
fined hydrogen bond to D1-His190.53
TyrZ oxidation by P680+ is multiphasic, occurring dominantly with nanosecond kinetics but
having an additional microsecond component in intact systems.53,70,71 Oxidation is fastest in
the S0 and S1 states, where the dominant fast kinetic phase has a half time of ∼20 ns. Like
TyrD, TyrZ oxidation kinetics are also pH-dependent, as the fast phase decreases both in rate
and amplitude under acidic conditions (pKa of 4.5-5.3), but is essentially constant from pH 5.5
to 8.0.72,73 In the absence of the Mn4CaO5 cluster, TyrZ oxidation becomes even more strongly
pH dependent; the electron donation from TyrZ rate increases at high pH with a pKa 6.9-8.3,
and is reduced a hundred-fold at low pH.74–77 The currently preferred mechanism of PCET at
TyrZ is a so-called “ proton-rocking” model, where the phenolic proton of TyrZ is transferred to
D1-His190 upon its oxidation by P680+ via a strong H-bond, and transferred back upon TyrZ
reduction by the WOC.35,53
Following the discovery of cryogenic TyrD oxidation, it was soon shown that TyrZ could also
be undergo oxidation at liquid helium temperatures.78,79 Under these conditions, the TyrZ◦ dis-
plays illumination-dependent kinetics; if it is induced using visible light (400-700 nm), the
TyrZ◦ radical decays within minutes. However, if it is induced using near-infrared light (720-
780 nm) in samples poised in higher S-states (S2 and S3), it becomes indefinitely stable.80–82 It
is then possible to study TyrZ◦ in intact systems using “slower” spectroscopies such as EPR and
FTIR. Currently, all ultralow temperature studies have been performed exclusively using EPR.
These studies have shown that the TyrZ◦ radical interact magnetically with the WOC, creating
so-called EPR “split signals”, whose shape and magnetic properties vary with the S-state.83,84
An Introduction to Oxygenic Photosynthesis 14
Parallel FTIR experiments at ultralow temperatures may provide further information on the in-
teraction between the WOC and TyrZ, and perhaps by proxy, structural information on the WOC.
1.4.2 Interpreting WOC FTIR Data through Model Complex Calculations
FTIR difference spectroscopy has been extensively employed to probe the S-states of the WOC,
beginning as early as 1992.85 By 2001, complete sets of mid-frequency (1000 – 2000 cm−1)
Sn+1-minus-Sn FTIR difference spectra had been reported. These spectra contained a wealth of
spectral features; on the basis of samples labeled with 13C or 15N, a number of features between
1500 and 1700 cm−1 were assigned to amide I and amide II modes, with the remaining modes
being assigned to asymmetric carboxylate stretches. Features appearing between 1300 and 1450
cm−1 were assigned to symmetric carboxylate stretches.13,86 Samples grown with 13C-alanine
resulted in shifts in the carboxylate symmetric stretching region of the S2/S1 difference spec-
trum, and enabled the assignment of these shifted features to D1-Ala344, a carboxylate residue
that binds Mn2 of the WOC (see Figure 1.3).87 A feature near 1113–1114 cm−1 was also as-
signed to the C-N stretching mode of the Mn1-ligating histidine, D1-His332. This feature is
positive in S1/S0, negative in S2/S1 and S3/S2 spectra, and absent from the S0/S3 spectrum – it
was thus concluded the vibrational mode changes that occur during the S0 to S1 transition are
reversed during the S1 to S2 and S2 to S3 transitions.13,88
Based on the 1.9 A˚ and 1.95 A˚ X-ray structures (PDB ID 3ARC and 4BU8, respectively), the
WOC has six direct (first-shell) carboxylate ligands, namely D1-Asp170, CP43-Glu354, D1-
Glu189, D1-Glu333, D1-Asp342 and D1-Ala344 (see Figure 6.1).30,34 In an effort to assign the
difference signals of the remaining carboxylate ligands of the WOC, a number of PSII mutants
with mutated WOC ligands have been studied with FTIR difference spectroscopy. Unexpect-
edly, many mutations to first-shell ligands produced S-State difference spectra that were all but
identical to the wildtype within the mid-frequency region (1000 — 2000 cm−1), with the ex-
ception of CP43-Glu354, leading to some confusion whether the ligands targeted for mutation
were bound to the WOC at all.13,89 However, low-frequency (300 – 700 cm−1) FTIR studies
have shown that the target amino acids do bind to the WOC, as the core Mn-O vibrations were
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altered by the mutations.90–92
To explain these predominantly null results, one suggestion is that the deprotonation of water
or hydroxo ligands suppresses oxidation-driven shifts in the carboxylate stretching modes of the
WOC’s first-shell ligands, rendering these shifts too difficult to detect in conventional FTIR ex-
periments. In this thesis, we study the vibrational frequency changes of a number of manganese
and transition metal complexes with carboxylate ligation upon simultaneous deprotonation with
oxidation. In the final chapter of this thesis, we report the vibrational frequencies of WOC
models proposed by various authors, and monitored the effect of deprotonation on the WOC’s
carboxylate ligand frequencies.
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Chapter 2
Materials and Methods
In this chapter, we describe some aspects of the experimental methods and materials used in the
research conducted for this thesis, particularly those concerning the spectroscopic study of PSII.
A brief theoretical background on the spectroscopic and computational methods employed in
this thesis is also given here.
2.1 PSII Samples
The spectroscopic studies in this thesis were performed on purified PSII core and membrane
samples, isolated from spinach or cyanobacteria (T.vulcanus). The preparation of these samples
is a highly demanding task in itself, and I would like to sincerely express my gratitude to Dr.
Paul Smith and Professor Jian-Ren Shen, for providing the spinach and T.vulcanus PSII cores
used in this study. Some of the PSII membrane material used in this study were prepared by
myself. The isolation procedure for PSII membranes is described below.
2.1.1 Isolation of PSII Membranes from Spinach
The isolation procedure used in this work is from the PhD thesis of Dr. Paul Smith, which is a
modified version of the BBY procedure,1 and is also briefly outlined in the work by Smith et al.2
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The spinach used for this preparation was obtained from local markets. On the night prior to
the isolation of PSII membranes, the plants were kept in the dark and at 4 – 5◦C. This causes
the plant to consume the starch that is stored in the leaves, and reduces the amount of starch
contaminating the PSII sample. The major vein along the abaxial surface of the leaf was also re-
moved, as it makes it more difficult to blend the leaves. The de-veined leaves were then washed
in double-distilled water, and wrapped in fresh paper towels wetted with distilled water to main-
tain leaf turgor.
Five different buffers were used in this procedure, the compositions of which are detailed below:
1. Buffer 1, blending buffer, pH 7.5: 0.1 M sucrose, 0.05 M KH2PO4, 0.05 M Na2HPO4, 0.2
M NaCl, Bovine Serum Albumin (BSA) added to a content of 2 g L−1
2. Buffer 2, wash/incubation buffer, pH 6.0: 0.4 M sucrose, 0.015 M NaCl, 0.005 M MgCl2,
0.05 M 2-[N-Morpholino] ethane sulfonic acid (MES), 0.005 M ethylenediaminetetraacetic
acid (EDTA) 0.005 M, BSA added to a content of 2.5 g L−1
3. Buffer 3, solubilisation buffer, pH 6.0: The same composition of Buffer 2, with 0.2 kg
L−1 of Triton X-100 detergent.
4. Buffer 4, post-detergent wash buffer, pH 6.0: 0.05 M NaCl, 0.005 M MgSO4, 0.05 M
MES
5. Buffer 5, storage buffer, pH 6.0: 0.4 M sucrose, 0.015 M NaCl, 0.01 M MgCl2, 0.02 M
MES
The preparation method described is based on a 100 g sample of spinach leaves.
1. Sets of de-veined, washed leaves were shredded by hand and loaded into a blender, in 50 g
sets. 100 mL of Buffer 1 was added for each 50 g set, and the leaves were blended at high
speed for ∼15 seconds. The homogenate was loaded onto filtration material, consisting
of one layer of cheesecloth and 4 layers of muslin. After the blending the second 50 g
set of leaves, 50 mL of Buffer 1 was added to rinse excess homogenate, and this was also
loaded onto the filtration material.
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2. The filter material was parceled around the homogenate and squeezed by hand, to facilitate
drainage of the homogenate (very little of the homogenate drains without mechanical
assistance). The filtrate was then centrifuged at 6500 rpm (5000 x g) in an SS34 rotor for
10 minutes.
3. The supernatant was decanted and discarded, the pellet homogenised in Buffer 2. The
homogenised pellet was centrifuged at 6500 rpm in an SS34 rotor again, for 10 minutes.
4. The supernatant was discarded once more, and the pellet was homogenised in Buffer 2
again to obtain a concentration of approximately 4 mg Chl mL−1. The homogenate was
left in the dark on ice for an hour, to allow the thylakoid membrains to undergo stacking
and lateral segregation into granal (PSII containing) and stromal regions, without any
mechanical agitation. Note that steps 1 to 4 (up to the beginning of dark incubation) were
undertaken quickly (within 75 minutes) to minimise degradation of the PSII material.
5. After the period of dark incubation, Buffer 3 was added to obtain a Triton X-100 detergent
to ratio of 20:1 w:w. The solubilised thylakoid suspension was rapidly stirred to enhance
mixing and centrifuged at 18300 rpm (35000 x g) for 30 minutes. The contact time of
Triton X-100 in the thylakoid suspension is typically less than 2 minutes. The detergent
solubilises the single membrane layer (stromal) regions and the outer membrane of the
granal multi-lamellar regions. The granal membranes reseal, forming inverted thylakoidal
micelles.
6. The supernatant was discarded, leaving a pellet containing the granal membrane regions
and starch from within the thylakoid. The pellet was re-homogenised in Buffer 4 and
centrifuged at 9000 rpm (9700 x g) for 1 minute; the resulting pellet, which consists of ≥
90% starch was discarded. The supernatant was transferred to a clean centrifuge tube and
centrifuged at 18300 rpm for 30 minutes.
7. The supernatant following the final centrifugation was discarded, and the pellet suspended
and partially homogenised in the centrifuge tube using minimal amounts of Buffer 5 (typi-
cally∼ 0.5 mL). The concentration of the homogenate is redetermined, typically yielding
a concentration of ∼15 – 18 mg Chl mL−1. It is important to maintain a high concentra-
tion of PSII, if the membrane sample is to be used for the isolation of PSII core samples.
This is the final PSII suspension, which is then stored in a -80◦C freezer until use.
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2.2 Infrared Spectroscopy
2.2.1 Principles of Infrared Spectroscopy
Since molecules are never at rest relative to each other, this gives rise, in a general sense, to vi-
brational modes. A non-linear molecule with N atoms has 3N-6 degrees of freedom, which gives
the number of ways that the atoms may vibrate, i.e. the number of vibrational modes. At room
temperatures, a vibration may be approximated as a harmonic oscillator, with a characteristic
frequency, vi. The vibrational energy states, Viv may then be described by the equation:
Viv = hvi(νi +
1
2
) (2.1)
where h is Planck’s constant, vi the characteristic frequency of the mode, and νi the vibrational
quantum number of the ith mode (νi=0,1,2,...). The energy difference between the ground state
(νi=0) and the first excited state (νi=1) usually corresponds to the energy of radiation in the
mid-infrared, 400-4000 cm−1 range. However, a vibrational mode is only infrared-active (i.e.
being able to absorb light) if the dipole moment of the molecule changes during the vibration,
as the absorption strength of a vibrational mode is proportional to the change in dipole moment.
In many cases however, vibrational motions are not strictly harmonic, and must be described by
an anharmonic potential function instead. Equation 2.1 then becomes:
Viv = hvi(νi +
1
2
) + hvixi(νi +
1
2
)2 (2.2)
where xi is the anharmonicity constant. xi is dimensionless and may vary between -0.001 and
-0.02, depending on the mode. The effect of anharmonicity is to allow absorption bands other
than those that correspond to fundemental transitions (∆νi=1), such as overtone (∆νi=2,3,...)
and combination (∆νi=1;∆νj=1, where j represents a different mode) bands. These bands tend
to absorb more weakly in the mid-infrared spectrum, compared to fundamental bands. Addi-
tionally, Fermi resonance may occur if two vibrational bands have nearly the same energy and
importantly, have the same symmetry. Fermi resonance often occurs between a fundamental
Materials and Methods 31
vibration together with an overtone or combination band. The effect of this interaction is that
the band intensities are “equalised”, and the energy (i.e. frequency) splitting between the two
bands increases. In this way, overtone or combination bands can also show significant intensity
in IR spectra.
While vibrational motions in principle, involve all atoms of a molecule, many modes only give
rise to large displacements in a few atoms while leaving the rest of the molecule almost sta-
tionary, and may thus be approximated as ‘local’ modes that arise due to the vibrations of some
functional group. This allows for correlations to be drawn between infrared spectra and the
presence of certain chemical groups, e.g. the carbonyl C=O stretching vibration absorbs in the
1665-1760 cm−1 region. Extensive spectra-structure correlation tables (often known as Colthup
charts) have been developed to allow the absorption bands in a given infrared spectrum to be
assigned to vibrational mode(s) associated with a certain functional group.
Stretching vibrations arising from polar groups, e.g. C=O, are the strongest absorbing modes
in the mid-infrared region. Assuming that the vibration is mostly harmonic, the frequency of a
stretching mode, ν, is given by:
ν =
1
2pic
√
k(m1 +m2)
m1m2
(2.3)
where k is the force constant of the molecular bond, withm1 andm2 the masses of the two atoms
participating in the stretching vibrations. Consequently, a vibrational frequency is a direct mea-
sure of the molecular bond strength, k, which is in turn sensitive to the chemical environment in
which the group lies in. It may be altered by electrostatic effects, hydrogen bonding interactions,
or molecular orbital effects, e.g. electron back-donation from a metal centre into anti-bonding
orbitals. The vibrational frequency also depends on the atomic masses of the participant atoms,
so it is possible to chemically alter a vibrational frequency through isotopic labeling. For in-
stance, replacing 12C with 13C induces a 30-50 cm−1 shift in C=O stretching modes.3 This is
very useful for assigning vibrational modes to specific functional groups.
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2.2.2 The Effect of Environmental Interactions on IR Absorptions
In the following section, the effects of environmental interactions commonly found in proteins
on vibrational mode frequencies are briefly discussed.
2.2.2.1 Hydrogen Bonding
Hydrogen bonds are ubiquitous in proteins, and play important roles in catalytic reactions and
the stabilisation of protein structure. These bonds have binding energies that range from 4 to
50 kJ mol−1, much weaker than a covalent bond, but stronger than most other intermolecular
forces.4 Disordered and extended networks of hydrogen bonds form in liquids such as water and
alcohol, which gives rise to many of these liquids’ unique chemical and physical properties.
In the context of mid-IR spectroscopy, hydrogen bonding usually causes frequency downshifts in
stretching modes, often accompanied by substantial spectral broadening, as well as an increase
in absorption intensity. The downshift (typically ∼20 cm−1 for a single hydrogen bond to a CO
group5) is due to the weakening of covalent bonds associated with the hydrogen-bonded atom,
and increased vibrational mode anharmonicity.4 The downshift generally reflects on the hydro-
gen bonding strength.6,7 Hydrogen bond-induced spectral broadening has a number of likely
causes, such as anharmonic coupling of the high-frequency stretching mode to low-frequency
modes, Fermi resonances with overtone and combination tone levels of fingerprint modes, vibra-
tional dephasing, and inhomogenous broadening due to different hydrogen bonding geometries
in the molecular ensemble. The increased absorption intensity is caused by changes in the elec-
tronic structure.4
In contrast to stretching modes, bending modes are slightly up-shifted upon hydrogen bonding,
usually without significant changes in the lineshape.4 This is due to the hydrogen bond providing
an additional restoring force to the bending vibration.5
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2.2.2.2 Electrostatic Effects
Electrostatic effects arise in IR spectroscopy due to the anharmonicity in molecular vibrations,
which typically causes a molecular bond to lengthen slightly upon IR excitation from the ground
state to the first excited state.8 The first excited state then has a slightly different dipole mo-
ment to the ground state. In the presence of an external electric field, these two states are
(de)stabilised differentially as a result, which consequently shifts the IR absorption frequency.
The sensitivity of some IR absorption to electric fields is directly proportional to the dipole mo-
ment difference between the ground and excited states, and is referred to as the Stark tuning rate.
Strongly polarised functional groups such as CO typically display high Stark tuning rates (∼1
cm−1/(MV/cm)),9 and thus have IR absorptions that are strongly affected by local electric fields.
In the context of PSII, light-induced charge separation readily induces strong local electric fields
within the protein. In purple bacteria, some vibrational mode shifts corresponding to the reduc-
tion of QA have been assigned to the electrostatic response of the 10a-ester CO of the bacterio-
pheophytin acceptor.10 It is highly plausible that analogous vibrational mode shifts also occur
in PSII. However, as it is difficult to conclusively assign a vibrational mode shift to electro-
static effects, few such assignments have been made for PSII, despite extensive IR studies on
the system.
2.2.3 IR Spectroscopy in PSII - Difference Spectroscopy
A conventional IR absorbance spectrum of PSII yields very little useful information, as the en-
zyme encompasses thousands of atoms, resulting in a large number of vibrational modes that
overlap with each other in frequency. For that reason, illumination-induced difference spec-
troscopy is typically employed in PSII instead. This method relies on two highly accurate mea-
surements, one taken before the illumination and one after. Subtracting the second measurement
from the first measurement then yields the absorption differences of the molecular vibrational
frequencies that were shifted by some response in the system. Since all molecular motions in the
system are probed simultaneously, the resulting difference spectra is very rich in information,
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but also enormously complex to decipher. For this reason, FTIR difference spectroscopy is usu-
ally combined with isotopic labeling and mutation studies to assign particular difference signals.
As previously mentioned, isotopic labeling, e.g. 12C-to-13C substitution, causes shifts (usually
downshifts) for vibrations involving the substituted atoms.3 Isotopic labeling may be applied
globally, replacing all carbons or nitrogens with slightly heavier isotopic counterparts, or only
to specific amino acids, by growing the PSII-carrying organism in a medium containing the
isotopically-labeled version of a particular amino acid. Mutation studies on the other hand,
involve genetically replacing an amino acid in some position within the organism (typically
cyanobacteria) with an alternate amino acid.10,11 The IR contributions of the original amino acid
are then replaced by those of the substituted residue, in the ideal case. This method often causes
disruptions in the original protein structure however, which can cause a loss of functionality
and/or structural alterations that give rise to large and unwanted changes in IR difference spectra.
2.2.4 Infrared Instrumentation
2.2.4.1 Dispersive Instruments
In dispersive instruments, infrared radiation passes through a monochromator that selects the
wavelength component of the source radiation, so that a monochromatic beam passes through the
sample, with the signal throughput being monitored by a detector. This is the one of the simplest
ways to perform an IR experiment, but dispersive instruments have largely been superseded
by Fourier Transform infrared (FTIR) spectrometers, due to several advantages that the FTIR
technique holds over the simple dispersive method. However, dispersive instruments are capable
of better time resolution than FTIR spectrometers in single wavelength measurements, and thus
are retained for this and other specialised applications.
2.2.4.2 Interferometric Instruments
Fourier Transform spectroscopy relies on interferometry, with most commercial FTIR spectrom-
eters employing a Michelson-type interferometer. In this type of interferometer, a stationary
mirror and a moving mirror are arranged at 45 degree angles to a beam-splitter, which splits
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the source beam 50:50, ideally. The split beams reflect off the mirrors and interfere when they
meet at the beamsplitter again; as the position of the moving mirror changes, the interference
changes depending on the relative phases of the meeting beams (see Figure 2.1). A helium-neon
laser beam also runs coaxially to the infrared beam, generating a sinusoidal wave from which
the movable mirror’s position can be accurately determined.
FIGURE 2.1: Michelson Interferometer. The median ray is shown by the solid line, and the extremes
of the collimated beam are shown by the dashed line. Figure adapted from Griffiths, P.R.; de Haseth, J.
Fourier Transform Infrared Spectroscopy, 2nd ed.; Wiley: New York, 2007
The optical path difference between the beams traveling to the fixed and movable mirrors, 2(OM
– OF) is called the retardation, δ. Given some beam component with frequency ν0 and a source
intensity of I(ν0), the intensity, I(δ), at the detector depends on the retardation, such that:
I ′(δ) = 0.5I(ν0)(1 + cos(2piν0δ)) (2.4)
I ′(δ) has a constant component equal to 0.5I(ν0) and a modulated component equal to 0.5I(ν0)cos(piν0δ).
Only the modulated component is important for spectroscopic measurements, and it is generally
referred to as the interferogram, I(δ). Since the interferogram is related to I(ν0) by a cosine,
the frequency of I(ν0) may then be derived from the measured interferogram by performing
a Fourier transform; this transform is trivial for a monochromatic source, as the period of the
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interferogram is directly related to the wavelength of the source. For a continuum source, the
Fourier transform of the interferogram into a spectrum is represented by the integral:
I(ν) =
∫ +∞
0
I(δ)cos(2piνδ)dδ (2.5)
Since the interferogram generated by continuum sources is highly complex, the Fourier trans-
form to obtain the corresponding IR spectrum is performed by a computer. Equation 2.5 shows
that in theory, the complete spectrum could be measured at infinitely high resolution, but that
would also require the moving mirror of the interferometer to scan over an infinite distance;
the effect of measuring the signal over a limited retardation is to limit the resolution of the in-
strument. The maximum resolution, ∆ν that could be obtained using an interferometer with
a maximum retardation of δmax is then ∆ν = (∆δmax)−1. In practice, for some given scan
time, an increase in resolution is accompanied by a reduction in signal-to-noise ratio (SNR). A
resolution of 4 cm−1 is employed in most PSII FTIR experiments, as a compromise. This is
discussed in further detail in Section 2.2.5.1.
FTIR spectrometers hold three principal advantages over dispersive instruments:
1. Firstly, the throughput or Jacquinot’s advantage. In dispersive instruments, the resolution
is determined by the width of the slit; the higher the resolution, the narrower the slit. This
places a limit on the throughput energy and therein the signal. FTIR instruments have no
resolution-related restrictions on aperture size, and thus have higher throughput for some
given level of resolution.
2. Secondly, the multiplex or Fellgett’s advantage. All spectral regions are recorded simul-
taneously in FTIR experiments, which allows for much faster acquisition of IR spectra
compared to dispersive instruments.
3. Thirdly, the wavelength accuracy or Connes’ advantage. FTIR spectrometers typically
incorporate a helium-neon laser (usually 632.8 nm) coaxial to the infrared beam as a ref-
erence, from which the exact retardation can be determined by monitoring the waveform
of the laser through the interferometer. This also allows for the collection of multiple in-
terferograms and signal averaging, which further improves the SNR of FTIR experiments.
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The speed, accuracy and SNR advantages of the FTIR technique over the dispersive method are
vital for difference spectroscopy experiments. As a result, almost all contemporary IR studies
on PSII are performed using FTIR spectrometers.
2.2.5 Experimental Setup
All FTIR spectra in this thesis were collected using a modified Bruker IFS66 FTIR spectrometer,
equipped with a D316 mercury cadmium telluride (MCT) detector. The sample compartment
was modified to accommodate an Oxford CF204 continuous flow liquid helium cryostat, and a
window was also installed in the detection chamber, to allow illumination via external sources.
Continuous illuminations were enabled by the installation of a green ring LED illuminator in-
side the sample chamber. A schematic of the FTIR apparatus is shown in Figure 2.2
FIGURE 2.2: A schematic display of the FTIR apparatus.
The deuterated triglycine sulfate (DTGS) detector has since been removed from the detection
chamber. By selecting the “DTGS” illumination option in Bruker’s OPUS control software, the
moving mirror rotates by 90◦ in the counter-clockwise direction and enables illumination of the
sample via an external source. The external illuminators that were used in this research include
a tungsten lamp source filtered by 10 cm of water and other optical filters, and a Verdi G laser-
pumped Ti:Sapphire laser. The green ring LED illuminator used for continuous illuminations
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has an internal diameter of 30 mm, a power of 100 mW and was obtained from eBay.
A schematic of the Oxford CF204 is shown in Figure 2.3. BaF2 and ZnSe windows have been
installed on the outer and inner window ports, respectively, so as to enable FTIR measurements.
An additional sealed sample lock was also installed on top of the sample access port, so that
the sample may be dark-adapted or illuminated before being cooled to cryogenic temperatures.
Evacuation of the cryostat was maintained throughout cryogenic temperature experiments by an
Edwards T-Station 75 turbomolecular pump. Temperature control was achieved using an Oxford
ITC-502 temperature controller unit. Helium was used as the exchange gas in the cryostat.
FIGURE 2.3: A schematic of the FTIR cryostat, adapted from an Oxford Cryogenics brochure.
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2.2.5.1 Optimising the Signal-to-Noise Ratio of FTIR Measurements
The signal-to-noise ratio (SNR) of an FTIR measurement is given by
SNR =
Signal
Noise
=
Uv(T )	∆ν˜t1/2ξ
NEP
(2.6)
where Uv(T ) is the spectral brightness of the source as a function of temperature, T, 	 and ξ
the throughput and efficiency, respectively, of the detector, ∆ν˜ the resolution in wavenumbers,
t the acquisition time and NEP, the noise equivalent power of the detector.12 Therefore, SNR
increases proportionately to the photon flux, varies as the square root of the acquisition time and
is linear with detection bandwidth. The resolution of all FTIR measurements was standardised
to 4 cm−1, which was adequate to resolve features in the spectra.
A 5000 nm long pass filter from Spectrogon was installed to eliminate photon flux beyond 2000
cm−1. By doing so, we were able to utilise the full photon flux of the IR globar source within
the < 2000 cm−1 region without saturating the MCT detector. We note that the noise in high
absorbance regions (e.g. Amide I) was substantially decreased compared to spectra taken with
a previous configuration which utilised a 1000 nm long pass filter. When using the 5000 nm
long pass filter, the maximum peak-to-peak noise in the 1600-1700 cm−1 Amide I region for a
difference spectrum obtained over 2 minutes was only ∼2 x 10−5 absorbance units. Note that
this does not include the time required for a ‘background’ scan, which is then subtracted from
the subsequent ‘sample’ scan to produce a difference spectrum. This is because a single back-
ground scan can be re-used to produce multiple difference spectra. The stochastic noise for a
standard difference spectrum is shown in Figure 2.4.
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FIGURE 2.4: The stochastic noise in a typical PSII difference spectrum, measured over 2 minutes. This
spectrum was obtained from four dark-minus-dark difference spectra. A dark-minus-dark measurement
was subtracted from another, to eliminate systematic time-dependent absorption changes (i.e. baseline
drift). This was repeated for another pair of dark-minus-dark spectra, and the results were averaged to
compensate for the artificial increase in stochastic noise caused by the spectral subtraction.
The primary advantage of performing FTIR measurements at cryogenic temperatures is the (rel-
ative) stability of PSII redox configurations at these temperatures. This enables longer sample
acquisition times. However, measurements still remain limited by instrument or sample-related
absorption changes over time (unrelated to photochemical reactions), i.e. baseline drift. These
absorption changes are further exacerbated by any shift in temperature, such that it is extremely
difficult to obtain useful FTIR difference measurements for background and sample scans taken
at different temperatures. To minimise baseline drift, the sample was allowed to settle at the
experiment temperature for an extended period of time (at least 30 minutes).
After the sample temperature has stabilised, there is still a residual level of baseline drift, which
limits extended sample acquisition times. To circumvent this limitation, a scheme was devel-
oped to correct for the baseline drift. Ten 2-minute ‘dark-minus-dark’ scans were taken prior to
illumination of the sample. After five 2-minute ‘illuminated-minus-dark’ scans were taken, an-
other ten sets of ‘dark-minus-dark’ scans were taken. All recombination processes at cryogenic
temperatures were assumed to have completed within the first ten minutes after illumination,
which may not be strictly true, but no changes above the residual baseline drift were observed in
the difference signals after this point. The ’dark-minus-dark’ scans were then averaged to give
the drift over a 2 minute period, which was then subtracted from the ’illuminated-minus-dark’
scans. This correction method also accounts for changes in the baseline drift over time, since the
’dark-minus-dark’ scans were taken before and after the ’illuminated-minus-dark’ scans. The
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effects of this correction procedure are shown in Figure 2.5.
FIGURE 2.5: Five illuminated-minus-dark measurements overlaid upon each other, with (blue) and with-
out (red) baseline correction. A measurement of the baseline drift averaged over twenty 2-minute scans
(black) is also shown. These difference spectra were obtained at 10 K, and the illumination was performed
using a Ti:Sapphire laser set to 820 nm, for 30 seconds.
One area of concern however, is that this correction procedure will increase the overall noise
level of a difference signal, as each subtraction additively increases the noise of the difference
signal. This noise increase remains within acceptable limits however, as the noise added by five
subtractions (to correct for 10 minutes of baseline drift) is only 5√
20
= 1.11 times the noise of a
single 2-minute difference spectrum measurement, according to Equation 2.2.5.1.
2.2.5.2 Theoretical Sensitivity of FTIR Difference Spectroscopy
The concentration of a typical FTIR PSII membrane sample is∼15 mg Chl mL−1. Since spinach
PSII membrane samples have ∼ 200 chlorophylls per reaction centre, the concentration of re-
action centres is ∼8 x 10−5 mol mL−1, or 0.08 M.13 Given a sample thickness of ∼1 micron,
a single PSII absorbance with an extinction coefficient of 100 M−1 cm−1 would then have an
absorbance of ∼8 x 10−4.
If a shift in this absorbance occurred in every reaction centre within a PSII sample, the maxi-
mum peak-to-peak amplitude of the resulting difference feature would be 1.6 x 10−3 absorbance
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units, thus yielding a minimum SNR of 80 in the 1600-1700 cm−1 region. In practice however,
the largest difference features (within the 1000-2000 cm−1 region) are only ∼4 x 10−4 ab-
sorbance units, yielding a more moderate SNR of 20. Nevertheless, this is sufficient sensitivity
to probe vibrational frequency shifts in PSII, and the SNR of FTIR measurements can be fur-
ther improved through averaging of spectra. An illuminated-minus-dark difference spectrum is
compared to its noise in Figure 2.6.
FIGURE 2.6: A light-minus-dark measurement over 4 minutes (blue), compared to a noise measurement
(red) obtained with the same scan time, from the same sample. This sample was illuminated using a ring
LED illuminator for 10 seconds at 80 K.
2.2.6 FTIR Sample Preparation
FTIR samples are usually dessicated partially so as to reduce water content, because water ab-
sorbs strongly in the mid-IR spectrum. For PSII membranes samples, pellet samples were ob-
tained by centrifugation of the sample at 14000 rpm for 25 minutes. This procedure decreases
the samples’ water content by “squeezing” the buffer out of the sample, and thus avoids com-
plications associated with other drying procedures, such as increased sucrose concentrations
that in turn, absorb strongly within the mid-IR region. The T.vulcanus samples provided by
Professor Jian-Ren Shen have a concentration of ∼10 mg Chl mL−1, which was found to be
sufficiently concentrated for FTIR experiments without any further water-reduction treatments.
Spinach PSII core samples were concentrated up to a concentration of ∼7 mg Chl mL−1 using
Eppendorf centrifugal concentrators, prior to use in FTIR experiments.
The preparation of FTIR samples is as follows:
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1. A small amount of sample is placed in the centre of the IR window (13 mm x 2mm
CaF2, BaF2 or multispectral ZnS), either with a spatula for PSII membrane pellets, or a
microlitre pipette for cores (∼3 µl)
2. A second window is placed gently on top of the sample. The two windows were then
rotated in opposite directions, so as to evenly spread the sample across the windows.
3. The plates were gently pressed against each other, to reduce the pathlength of the sample.
These samples were prepared under a dim red light, so that the uniformity and thickness of the
sample could be estimated based on visually observing the transmission of red light through the
sample. However, samples with reduced TyrD were prepared in complete darkness with the aid
of Night Owl NOBG1 night vision goggles.
2.3 Electron Paramagnetic Resonance
Electron paramagnetic resonance (EPR) spectroscopy is a method for probing systems contain-
ing unpaired electrons. Generally, this method involves placing a sample in a magnetic field,
while microwave radiation is applied monochromatically. In most instruments, the frequency
of the electromagnetic radiation is held constant, while the magnetic field is varied in order to
obtain a spectrum.
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FIGURE 2.7: Block diagram representing a typical EPR spectrometer.
A block diagram representing a typical EPR spectrometer is shown in Figure 2.7. The radiation
source is a klystron or in modern machines a Gunn diode. These are devices capable of gener-
ating microwave radiation with high power, high stability and low noise. The sample cavity is
designed so that it is resonant with the incident radiation. For X-band (9-10 Ghz) frequencies,
the wavelength of the electromagnetic wave is ∼3 cm, so the cavity has dimensions of ∼3 cm.
The sample is then placed in a location that allows maximum absorption of the electromagnetic
radiation, typically the centre of the cavity. At the start of a measurement, the EPR cavity is
tuned such that the cavity with the sample is critically coupled with the microwave radiation.
This means that the cavity is at resonance with the microwave, and stores its energy; in this
case, no microwaves are reflected back to the detector. If the sample absorbs microwave energy
during the measurement, then the cavity is no longer critically coupled, resulting in microwaves
being reflected back to the detector, thus yielding an EPR signal.
EPR spectrometers typically employ phase-sensitive detection, by varying the magnetic field
sinusoidally at some set modulation frequency and amplitude. If there is an EPR signal, the
microwaves reflected from the cavity have the same frequency as the magnetic field. Provided
that the EPR signal is approximately linear over an interval as wide as the modulation amplitude
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of the applied magnetic field, the reflected microwaves then have an amplitude that is propor-
tional to the slope of the EPR signal. Thus, it is the first derivative of the EPR signal that is
measured. This detection method significantly enhances the sensitivity of the spectrometer, and
also diminishes the influence of noise from the detection diode and baseline instabilities due to
the drift in DC electronics, as it is only the amplitude-modulated signal that is measured.
FIGURE 2.8: Schematic representation of phase-sensitive detection in an EPR spectrometer. The modu-
lation frequency of B, the applied magnetic field is commonly at 100 kHz. The oscillation between Bm1
and Bm2 creates a detector output that varies between i1 and i2, and this output is proportional to the slope
of the absorption curve. Consequently, the EPR signal is measured as a first derivative of the absorption
curve. Figure adapted from Eaton, G.R.; Eaton, S.S.; Barr, D.P.; Weber, R.T. Quantitative EPR; Springer:
New York, 2010.
In this thesis, EPR spectroscopy was primarily used as a means to validate data obtained using
FTIR spectroscopy. The instrument used was a Bruker ESP300E, provided by the Research
School of Chemistry. A brief theoretical exposition of the EPR technique is given in the sections
below.
2.3.1 A Single Unpaired Electron in a Magnetic Field
The single, isolated electron is the simplest system that may be studied using EPR spectroscopy.
The magnetic moment of an electron, µe is given by
µe = geµBS (2.7)
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where ge is the electron g-factor, µB the Bohr magneton and S the electron spin. The Bohr mag-
neton gives the magnetic moment of a free electron, and has the value µB = µe = e~2me , where
me is the mass of an electron. Given that S has a magnitude of 1/2, then the electron g-factor,
ge, must equal to 2. However, the true value of ge is 2.0023, due to relativistic effects.
In the presence of an external magnetic field B, a torque, given by τ = µe × B causes the
magnetic moment of an electron to align itself either parallel or anti-parallel to the field. Due to
the Zeeman effect, the parallel alignment becomes lower in energy as the magnetic field strength
increases, while the anti-parallel alignment becomes higher in energy. The energy difference
between the two states is then given by ∆E ∝ |B|. Here, the direction of the magnetic field is
defined as the Z-axis, so B is simply expressed as the magnetic field strength,B0. The projection
of S along the Z axis is then defined as ms. ms may take values of ms = +12 or ms = −12 , with
the energy of each configuration being given by:
E = msgeµBB0 (2.8)
The energy difference between the two configurations is
∆E = geµBB0 (2.9)
If the resonance condition, hv = geµBB0 is met, an incident microwave photon is absorbed and
an electron in the ms = −12 state is excited into the ms = +12 state.
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FIGURE 2.9: Splitting of spin states by an externally applied magnetic field.
The population ratio, N+/N− of the two states is given by the Boltzmann formula
N+
N−
= exp(−∆E/kBT ) = exp(−geµBB0/kBT ) (2.10)
where kB is the Boltzmann constant. At room temperature (300 K) and assuming an applied
B0 of 1 T, N+/N− ≈ 0.996, giving a 0.4 % net excess of spins in the more stable ms = −12
orientation. To improve the SNR of the EPR spectrometer, it is often necessary to perform EPR
experiments at cryogenic temperatures (77 K and below).
2.3.2 An Unpaired Electron in a Molecule - Spin-Orbit Coupling and the g-factor
In the isolated case shown above, an electron possesses only an intrinsic spin angular momentum
(S). An electron in a molecule has, in general, orbital angular momentum (L), so the total
magnetic moment of the electron now depends on the total angular momentum, J. The total
magnetic moment, µJ is related to the spin (µS) and orbital (µL) angular momenta by:
µS = SgSµB
µL = LgLµB
µJ = µL + µS
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where gL = 1 and gS = ge =∼ 2. Only the g-value associated with the total angular momentum
is observed in EPR experiments, and it is given by the Lande´ formula:
g ' 3
2
+
S(S + 1)− L(L+ 1)
2J(J + 1)
(2.11)
An alternate way of viewing the process is to place a virtual observer at the electron. In this case,
the nuclei appears to be a positive charge orbiting the electron, producing a second magnetic
field, δB at the electron. The resonance condition (∆E = hv) then becomes:
hv = geµB(B0 + δB) (2.12)
However, only the value of B0 (the field due to the spectrometer) is known. The equation is
re-written so that:
hv = (ge + δg)µBB0 = gµBB0 (2.13)
The g-factor contains chemical information regarding the electronic structure of the molecule.
For organic free radicals with only C, H, O, and N atoms, δg is small, resulting in an overall
g-factor very close to ge. Metals that have unpaired electrons in orbitals with significant angular
momentum (e.g. d-orbitals) may give rise to g-factors significantly different from ge. Whereas
an isolated spin has an isotropic g-value, the inclusion of orbital angular momentum leads to the
g-value depending on the orientation of the applied magnetic field, and thus the g-value becomes
a tensor quantity rather than a scalar.
2.3.3 A Quantum Mechanical Formulation of EPR - The Spin Hamiltonian
A more detailed description of the interactions between the unpaired electron spin and its en-
vironment (e.g. the applied magnetic field, nuclear spins and other electronic spins) can be
described in using a restricted Hamiltonian referred to as the “Spin Hamiltonian”, where only
the terms whose components are applicable to the magnetic moments or spin functions of the
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atomic or molecular system are included. The total electron spin Hamiltonian is
HSpin = HEZI +HZFS +HHFI +HESSI (2.14)
with the terms being:
1. HEZI , Electron Zeeman Interaction (EZI) of the electron spin with the external field, B
2. HZFS , Zero-Field Splitting (ZFS) in systems with total spin, S, greater or equal to 1.
3. HHFI , Hyperfine Interaction (HFI) between electron and nuclear spins
4. HESSI , Electron Spin-Spin Interaction (EEI) between electron spins on different nuclei
2.3.3.1 Electron Zeeman Interaction
The general interaction between an electron spin with spin vector, S and an external magnetic
field, B is given by
HEZI = µBBg˜S = µB
(
Bx By Bz
)

gxx gxy gxz
gyx gyy gyz
gzx gzy gzz


Sx
Sy
Sz
 (2.15)
As discussed above, g˜ is a tensor quantity. Using a suitable frame of reference, g˜ can be trans-
formed into its diagonal form
g˜diag =

gxx 0 0
0 gyy 0
0 0 gzz
 (2.16)
where gxx, gyy and gzz then become the three principle values of the g-matrix. In an isotropic
case with no orbital angular momentum such as the free electron system shown above, ge =
gx = gy = gz . In the presence of spin-orbit coupling however, g˜ becomes
g˜diag = geI˜ + 2λA˜ (2.17)
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where I˜ is the identity matrix, while the elements of the A˜ matrix are given by
Aij =
∑
n>0
〈ψ0|Li |ψn〉 〈ψn|Lj |ψ0〉
E0 − En (2.18)
where ψ0 and E0 are the ground state wavefunction and energy, while ψn and En represent
excited state wavefunctions and energies; Li and Lj are orbital angular momentum operators.
The departure of the g-values from the free electron value is due to the contribution of orbital
angular momentum to the total magnetic moment through spin-orbit coupling; the smaller the
energy difference,E0−En, the larger the mixing and subsequent deviation from ge. The gxx, gyy
and gzz values may become quite different from one another, resulting in a strongly anistropic g
value. Cyt b559 in PSII for instance, exhibits three distinct g values: gz ' 3, gy ' 2.2, and gx '
1.4 – 1.5.14
2.3.3.2 Zero-Field Interaction
In systems containing more than one unpaired electron, i.e. S ≥ 1, the unpaired electrons mag-
netically interact with each other. This causes a splitting in the energies of the multiplet states
even in the absence of an applied magnetic field, which is called the zero-field interaction.
The term that describes the zero-field interaction is:
HZFS = ST D˜S =
(
Sx Sy Sz
)

Dx 0 0
0 Dy 0
0 0 Dz


Sx
Sy
Sz

(2.19)
where D is the zero-field interaction parameter. The three Di values are related, such that D2x +
D2y +D
2
z = 0. The Dx,y,z values may then be reduced to two independent parameters:
D =
3Dz
2
(2.20)
Materials and Methods 51
E =
Dx −Dy
2
(2.21)
As the E parameter gives the difference between Dx and Dy, it is a measure of the zero-field
interaction rhombicity. Formally, rhombicity is defined as:
η =
E
D
, 0 ≤ η ≤ 1
3
(2.22)
In S ≥ 1 systems, the sub levels of a multiplet will group in pairs. For example, a S = 5/2
system forms three doublets with ms = ±1/2,±3/2,±5/2, while a S = 2 system would have
doublets with ms = ±1,±2 and a singlet state with ms = 0. The effect of the D parameter
is to induce an energy splitting between the different sub levels – in transition metal systems,
this splitting is often larger than the Zeeman splitting range used in X-band spectrometers. The
effects of zero-field splitting in systems where D  Zeeman splitting is shown in Figure 2.10.
Note that E in the half-integer case is not shown here, as it depends on ms, and alters the
effective g values. The relationship between E (in the form of η = E/D) and the effective g
values is usually represented in two-dimensional graphs called rhombograms. Figure 2.11 is a
rhombogram for an S = 5/2 system.
FIGURE 2.10: Zero-field splitting effects in a S = 5/2 and S = 2 systems where the D parameter is
large compared to the microwave frequency. The intra-doublet zero-field splitting in integer spin cases
depends on rhombicity, and is larger at low ms values.
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FIGURE 2.11: Rhombogram for an S = 5/2 system. Effective g-values of the three intradoublet
transitions have been plotted as a function of the rhombicity η = E/D, assuming that gz = 2.00 for
ms = ±1/2 at E/D = 0, and that the zero-field interaction is much stronger than the Zeeman splitting.
Figure adapted from Hagen, W.R., Biomolecular EPR Spectroscopy, CRC Press, 2009.
Non-integer and integer spin systems display distinctly different magnetic behaviour due to odd
electron systems retaining degeneracy in the absence of an applied magnetic field. The former
are known as Kramers’ systems, while the latter are non-Kramers’ systems. In conventional X-
band perpendicular mode EPR experiments, where the magnetic field and microwave radiation
are perpendicular to each other, EPR signals are readily observed in Kramers’ systems, as the
doublets effectively act like separate “S = 1/2” systems, each with different effective g values.
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Intra and inter-doublet EPR transitions are fully allowed here – while intra-doublet transitions
at high ms values may appear to violate the |∆ms| = 1 selection rule, the spin energy sublevels
are in reality, a linear combination of ms which includes lower ms values. An ms = ±3/2 sys-
tem for instance, also has ms = ±1/2 character, and is able to undergo intra-doublet transitions
between ms = +3/2 and ms = −3/2.
In non-Kramers’ systems however, intra-doublet transitions are forbidden by the |∆ms| = 1 se-
lection rule. In some cases, the intra-doublet zero-field splittings may also exceed the energy of
the incident microwave radiation. It is challenging to obtain an EPR signal from such systems,
and the usage of parallel mode EPR (which changes the selection rule to |∆ms| = 2) or su-
perconducting electromagnets with higher magnetic fields and corresponding higher frequency
microwaves (Q band and W band) is often required.
2.3.3.3 Hyperfine Interactions
Hyperfine interactions occur between an unpaired electron spin and a nearby nuclear spin. Anal-
ogous to the magnetic moment of an electron, the nuclear magnetic moment, µI is related to its
spin by
µI = gNµN I, µN =
e~
2mp
(2.23)
where gN is the nuclear g-factor, mp the mass of a proton, µN the nuclear magneton, and I the
nuclear spin.
There are two types of magnetic interaction between electron and magnetic spins, the first being
direct dipolar interaction, and the second being the Fermi contact interaction. The dipolar in-
teraction is simply an interaction between the nuclear and electron magnetic moments, and the
Hamiltonian describing the dipolar interaction is
HDipolar = −
(
µ0µBµNgegN
4pir3
)[
S · I− 3(S · r)(r · I)
r2
]
(2.24)
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where r is the vector from the nucleus to the electron, and r the magnitude of r. If the elec-
tron and nuclear spins are strongly aligned to the external magnetic field so that only the z-
components contribute, the expression simplifies to
HDipolar = −
(
µ0µBµNgegN
~24pir3
)(
1− 3 cos2 θ)SzIz (2.25)
where θ is the angle between the applied field and the radius vector between the nucleus and the
electron. Dipolar interactions have the effect of splitting the ms energies by the multiplicity of
the nuclear magnetic spins, given by 2I+ 1. Note that for spherical functions such as s-orbitals,
an angular integration over the 1−3 cos2 θ component goes to zero, so only electrons occupying
non-spherical orbitals contribute to dipolar interactions.
Electrons in s-orbitals do however, contribute to Fermi contact interactions, which is given by
HFermi =
2
3~2
µ0µNµBgNge|ψ(0)|2 (2.26)
where |ψ(0)| is the probability of finding the electron at the nucleus. s-orbitals have electron
density at the nucleus, whereas orbitals with higher angular momentum (p, d, f) do not.
In the case of the PSII WOC which is composed of 4 manganese ions, hyperfine splittings due
to dipolar interactions are most prominent in the paramagnetic states of the WOC (S0 and S2).
Each manganese nucleus has I = 5/2, and each manganese atom has a number of unpaired
d-orbital electrons depending on its valence.
2.3.3.4 Electron Spin-Spin Interactions
Electron spin-spin interactions refer to interactions between closely interacting paramagnetic
centres. Two types of interaction occur here, one of these is dipolar interaction mentioned
above, whilst the other is a Coulombic effect known as the Heisenberg exchange interaction.
The Hamiltonian describing electron spin-spin interactions is
HESSI =
µiµj
|r|3 −
3(µi · rij)(µj · rij)
|r|5 − 2JijSi · Sj (2.27)
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where µi and µj are the magnetic moments of paramagnets i and j, r the distance between the
two paramagnets, J the integral describing the exchange interaction between electron spins Si
and Sj . The first two terms describe the dipolar interaction, which has the effect of reducing
the lifetime of excited ms states through energy transfer between paramagnets. The third term
describes the Heisenberg exchange interaction.
The exchange integral, Jij is
Jij =
∫ ∫
ψA(ri)ψB(rj)
e2
rij
ψA(rj)ψB(ri)dτidτj (2.28)
where ψA and ψB are the orbital wavefunctions containing electrons i and j. ri and rj are the
electrons’ positions, and rij the distance between the electrons. This integral gives the overlap
of the wavefunctions ψA and ψB , and consequently falls off very rapidly with distance. In the
strong exchange limit however, the exchange interaction leads to a combined spin value, S, such
that
|Si − Sj | ≤ S ≤ |Si + Sj | (2.29)
The value of the combined spin value depends on the strength of the exchange interaction. This
combined spin system also has its own “effective” g value and hyperfine interaction.
Using the PSII WOC as an example once more, it is known that the four manganese centres
in the PSII WOC interact with each other. There are significant exchange interactions between
nearest neighbour metal centres within the WOC cluster and the overall magnetic moment of
the cluster is a complex balance between these interactions. The manganese centres of the WOC
may be individually paramagnetic or diamagnetic and the residual effective magnetic moment
of the cluster depends on both the S-state and the particular form of the S-state. For example,
the total spin value of the WOC in the S1 state is thought to be S = 0, but the S2 state has both
S = 1/2 and S = 5/2 forms depending on how the S-state is created.15
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2.4 Computational Quantum Chemistry
Computational quantum chemistry is a very useful tool for modeling physical systems that are
difficult to probe experimentally. Much of the computational work on PSII, especially for stud-
ies based on ab initio methods, has focused on finding WOC models that are consistent with
explicit structural data from XAS/EXAFS and X-ray crystallography. The focus of this thesis
however, is to find model complexes that are also able to explain FTIR data obtained from PSII.
The quantum chemistry methods used for electronic structure theory calculations can be cat-
egorised into two types, that is, wavefunction-based methods and density functional methods.
Broadly speaking, wavefunction-based methods derive the energy of a system by solving the ap-
propriate many-electron time-independent Schro¨dinger equation HΨ = EΨ, while density func-
tional methods solve for the electron probability density of a system to obtain its total energy. A
brief theoretical background adapted from the book, Molecular Quantum Mechanics by Atkins
and Friedman, is given below.16
2.4.1 The Hartree-Fock Self-Consistent Field Method
2.4.1.1 Simplifying the Electronic Schro¨dinger Equation
A wavefunction-based method always begins with computation of the Hartree-Fock (HF) ground
state wavefunction. We begin by invoking the Born-Oppenheimer approximation, where nuclei
are regarded to be fixed in position. The electronic Schro¨dinger equation is then given by:
Hψ(r;R) = E(R)ψ(r;R) (2.30)
for a fixed set of locations R of the nuclei. The electronic wavefunction ψ depends on the
electronic coordinates r and parametrically on R, and E(R) gives the energy. The Hamiltonian
is:
H = − ~
2
2me
∑
i
52i −
∑
i
∑
I
ZIe
2
4piε0rIi
+
1
2
∑
i 6=j
e2
4piε0rij
(2.31)
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where i and j refer to electrons while I refers to nuclei, in some arbitrary molecular system. The
first term gives the kinetic energy, the second term the nucleus-electron potential energy, and the
third term the electron-electron repulsion. The nucleus-nucleus repulsion term is not included,
as it is typically added as a term at the end of the calculation.
Solving for the wavefunction, ψ is no trivial task, seeing that systems larger than a hydrogen
atom cannot be solved analytically. In this case, the Schro¨dinger equation is simplified by
ignoring the electron-electron term, for now, and the resulting wavefunction is called ψo. This
wavefunction can be expressed as a linear combination of electron wavefunctions, such that
Hoψo = Eoψo, Ho =
n∑
i=1
hi (2.32)
where hi is the core Hamiltonian for each electron i. This is defined as:
hi = − ~
2
2me
∑
i
52i −
∑
i
∑
I
ZIe
2
4piε0rIi
(2.33)
Each electron now has a one-electron wavefunction (orbital) of the form ψoa(ri;R). To simplify
the notation, the orbital a occupied by electron i with coordinate ri parametrically depending on
R is written as ψoa(i). We then have:
hiψ
o
a(i) = E
o
aψ
o
a(i), ψ
o = ψoa(1)ψ
o
b (2)...ψ
o
z(n) (2.34)
where Eoa is the energy of each electron in orbital a. The overall wavefunction ψ
o is a product
of one-electron wavefunctions, and the overall energy Eo is the sum of one-electron energies.
To account for electron spin, let σ(s) represent the spin state of the electron, where s is the spin;
α denotes the state with ms = +1/2 and β denotes the state with ms = -1/2. A spin orbital of
orbital a, φa can then be written as:
φa(xi) = ψoa(i)σ(s) (2.35)
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where xi represents the joint spin-space coordinates of electron i.
To ensure that Pauli’s principle is obeyed, i.e. electron wavefunctions must be anti-symmetric,
the overall wavefunction is written as a Slater determinant:
ψo(x;R) = (n!)−1/2det|φa(1)φb(2)...φz(n)| (2.36)
The spin orbitals φu with u = a,b,..., are orthonormal and the label u now incorporates the spin
state as well as the spatial state.
2.4.1.2 The Hartree-Fock Approach
The electron-electron repulsion term is “re-introduced” through the Fock operator, fi, where
i = 1, 2, ...n so that there are n coupled Hartree-Fock equations. The Hartree-Fock equation for
some arbitrary electron 1 is then:
f1φa(1) = εaφa(1), f1 = h1 +
∑
u
{Ju(1) +Ku(1)} (2.37)
where h1 is the previously defined core Hamiltonian for electron 1, εa the spin orbital energy,
Ju is the Coulomb operator, and Ku the exchange operator. These are defined as follows:
Ju(1)φa(1) =
e2
4piεo
{∫
φ∗u(2)
1
r12
φu(2)dx2
}
φa(1) (2.38)
Ku(1)φa(1) =
e2
4piεo
{∫
φ∗u(2)
1
r12
φa(2)dx2
}
φu(1) (2.39)
The Coulomb operator accounts for the Coulombic repulsion between electrons, while the ex-
change operator represents the effect of spin-spin interactions on the total energy (due to the
Pauli exclusion principle). By summing over all φu, the Fock operator averages the potential
energy of electron 1 due to the presence of the other n − 1 electrons. Paradoxically however,
to calculate f1, we are required to have a solution for all electrons in the system; we are thus
required to “guess” at solutions until a self-consistent solution is found. Hence, this approach is
named the self-consistent field (SCF).
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2.4.1.3 The Roothaan-Hall Equations
Although the HF-SCF procedure significantly simplifies the electron-electron repulsion term,
the computation of spin orbitals for molecular systems remains complex – while it is possible
to guess at suitable solutions for atomic wavefunctions, using the spherical symmetry of an
atom, it is nearly impossible to do so for molecular systems. In 1951, C. C. J. Roothaan and
G. G. Hall independently suggested using a known set of basis functions to expand the spin
orbitals (specifically the spatial part), so that a reasonable “starting point” may be obtained
for the calculation of molecules.17,18 Each spatial wavefunction, ψi in equation (2.36) is now
expressed in terms of a set of M basis functions θj :
ψi =
M∑
j=1
cijθj (2.40)
where cij are as yet unknown coefficients. The Fock operator expressed in terms of the spatial
wavefunctions for some electron (1), is then:
f1 = h1 +
∑
u
{2Ju(1)−Ku(1)}, f1ψa = εaψa (2.41)
Application of the Fock operator on equation (2.40) then gives:
f1
M∑
j=1
cjaθj(1) = εa
M∑
j=1
cjaθj(1) (2.42)
Multiplication of both sides of the equation by θ∗i (1) and integration over r1 (i.e. integration
over the space of electron (1)) yields:
M∑
j=1
cja
∫
θ∗i (1)f1θj(1)dr1 = εa
M∑
j=1
cja
∫
θ∗i (1)θj(1)dr1 (2.43)
The equation can then be reformulated as elements within a matrix, such that:
Sij =
∫
θ∗i (1)θj(1)dr1 (2.44)
Fij =
∫
θ∗i (1)f1θj(1)dr1 (2.45)
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where Sij represents elements within the overlap matrix, S, while Fij represents elements within
the Fock matrix, F. Equation (2.43) then becomes
M∑
j=1
Fijcja = εa
M∑
j=1
Sijcja (2.46)
This expression is one in a set of M simultaneous equations (one for each value of i) that are
known as the Roothaan-Hall equations. Finally, this can be written as a single matrix equation
Fc = Scε (2.47)
where c is an M x M matrix composed of elements cja and ε is an M x M diagonal matrix
of the orbital energies εa. The Roothaan-Hall equations only have a non-trivial solution if the
following secular equation is satisfied:
det|F− εaS| = 0 (2.48)
Just as before, the equation cannot be solved directly because the Fock operator is still involved
in the Fock matrix, and contains Coulomb and exchange operators that depend on the spatial
wavefunctions of the other n− 1 electrons. An iterative SCF approach is then adopted to obtain
with each iteration, a new set of coefficients cja, until some convergence criterion is reached.
2.4.1.4 Selection of Basis Sets and Electron Correlation
In principle, an infinite number of basis functions is required to represent spin orbitals exactly,
but given that computational effort formally scales on the order of M4 in HF calculations (M2
or M3 in practice),19 basis sets must be selected carefully to minimise errors due to basis set
truncation without making the calculation impractically expensive.
Even with an infinite number of basis functions, the HF method cannot give the exact energy
of the ground state, because all electron-electron interactions are “smeared” into an average in
a HF calculation, so instantaneous electron-electron interactions are ignored, as well as quan-
tum mechanical effects on electron distributions.20 Therefore, electron-electron interactions,
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i.e. electron correlation, is not properly accounted for by the HF method. The HF wavefunc-
tion however, remains a useful first-approximation, thus all wavefunction-based methods that
account for electron correlation are built on reference HF wavefunctions.
2.4.2 Post-Hartree-Fock Methods
Methods that improve on the Hartree-Fock wavefunction by taking electron correlation into
account are broadly known as post-Hartree-Fock methods. Two such methods were used in
this thesis, namely second-order Møller-Plesset perturbation theory (MP2) and coupled-cluster
with singles and doubles excitation (CCSD). MP2 and CCSD formally scale as M5 and M6,
respectively.21 We are thus constrained to apply these methods in relatively small molecules
only (∼20 atoms).
2.4.2.1 Møller-Plesset Perturbation Theory
The Møller-Plesset procedure treats the true many-electron Hamiltonian of a system, H , as the
HF Hamiltonian, H0 plus a small perturbation.22 We take H0 as the sum of 1-electron Fock
operators, so that
H = H0 + λV =
∑
i
fi + λV (2.49)
where λ is a dimensionless paramater with a value between 0 and 1, fi the Fock operators and
V the perturbation. If λ is taken to be zero, equation (2.49) reduces to the zeroth order equation
H0Ψ
(0) = E(0)Ψ(0) (2.50)
E(0) is simply the HF energy. As λ increases, a perturbation is introduced to both the energy
and the wavefunction. The perturbation can then be written in terms of an expansion in powers
of λ
Ψλ = ψ
(0) + λψ(1) + λ2ψ(2) + ... (2.51)
Eλ = E
(0) + λE(1) + λ2E(2) + ... (2.52)
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Møller-Plesset perturbation theories of various levels are obtained by termination of these series
and setting λ = 1. The second-order Møller-Plesset (MP2) energy is then
EMP2 = E
(0) + E(1) + E(2) (2.53)
E(1) is always zero. The first correction to the HF energy comes from the second order pertur-
bation, which has the form
E(2) =
∑
a>b
∑
i>j
| 〈Ψ|V |Ψijab〉 |2
a + b − i − j (2.54)
where Ψ is the HF wavefunction (e.g. Ψ(0) in equation (2.50)), and Ψijab a doubly-excited de-
terminant, with electrons formerly occupying orbitals a and b that have been excited into un-
occupied orbitals i and j, whose energies are given by a, b, i and j . As the MP2 energy
calculation explicitly depends on the HF wavefunction, the accuracy of MP2 depends on how
well the HF wavefunction approximates the true wavefunction. This is often an issue with
molecules that have orbital near-degeneracies, e.g. transition metal d-orbitals. If the differences
between HOMO and LUMO energies are small, the second order correction to the energy may
be large relative to the HF energy. If the HF energy is not a good approximation of the true
energy, it follows that the HF wavefunction is a poor approximation of the true wavefunction.
For more information on MPx methods, the reader is referred to a review by Pople et al.23
2.4.2.2 Coupled-Cluster Theory
Like Møller-Plesset perturbation theory, coupled-cluster theory uses the HF wavefunction, Ψ0 as
a zeroth-order reference. All of the possible electron-electron interactions and the corresponding
interaction functions are then obtained through the cluster expansion, yielding terms that are
effectively a Taylor series expansion of an exponential function.24 Thus, the coupled-cluster
wavefunction, ΨCC can be expressed as a so-called exponential ansatz, given by
ΨCC = e
TΨ0 (2.55)
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where T is the cluster operator, which can be further separated into cluster terms, such that
T = T1 + T2 + T3 + ... (2.56)
If the spin orbitals comprising Ψ0 form a complete basis set (which is never the case in practice),
the coupled-cluster wavefunction corresponds to the exact wavefunction of the system. In the
coupled-cluster singles and doubles (CCSD) approach, only the first two cluster terms, T1 and
T2 are considered. The exponential operator, eT , when expanded only in these terms is
eT = 1 + T1 + T2 +
1
2
T 21 + T1T2 +
1
2
T 22 + ... (2.57)
Although this series is finite in practice, the number of terms that need to be computed is still
very large. CCSD is more accurate than MP2, but is often too computationally expensive for the
systems studied in this thesis, as even calculations on ∼20 atom molecules with a double-zeta
basis set may take weeks to months on modern computers. For more information on coupled-
cluster methods, please refer to the reviews written by Bartlett.24,25
2.4.3 Density Functional Theory
The basic idea underpinning density functional theory, is that the energy of an electronic system
can be written solely in terms of its electron probability density, ρ. This is a consequence of
the first Hohenberg-Kohn theorem,26 which states that the ground state electron density, ρ(r)
minimises the energy functional
E[ρ(r)] = F [ρ(r)] +
∫
v(r)ρ(r)dr (2.58)
where F [ρ(r)] is a universal functional. This is an exact result, which means that in principle,
all of the ground state properties of an electronic system may be found through variational min-
imisation of E[ρ(r)]. The proof given by the theorem is not constructive however, thus the form
of F [ρ(r)] is still unknown.
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As a starting point, we may write a functional based on the form of the Schro¨dinger equation,
as a sum of terms from the nuclear potential, v(r), the kinetic energy, T and electron-electron
interactions, Vee:
E[ρ] =
∫
v(r)ρ(r)dr + T [ρ] + Vee[ρ] (2.59)
F [ρ(r)] is then a sum of the functionals describing the kinetic energy and electron-electron
interactions of an electron gas. W. Kohn and L. J. Sham introduced a fictitious reference system
of non-interacting electrons residing in N orbitals, ψi, so that the kinetic energy and electron
density of this fictitious system are known exactly from the so-called Kohn-Sham orbitals.27
Ts[ρ] = −1
2
N∑
i
〈ψi| 52 |ψi〉 , ρ(r) =
N∑
i
|ψi|2 (2.60)
The classic Couloumb interaction between electrons can then be written from the electron den-
sity.
J [ρ] =
1
2
∫
ρ(r1)ρ(r2)
|r1 − r2| dr1dr2 (2.61)
The energy functional is now
E[ρ] =
∫
v(r)ρ(r)dr + Ts[ρ] + J [ρ] + (T [ρ]− Ts[ρ]) + (Vee[ρ]− J [ρ]) (2.62)
where (T [ρ] − Ts[ρ]) and (Vee[ρ] − J [ρ]) are the difference between the fictional system and
the true system in terms of kinetic energy and electron-electron interactions, respectively. These
terms are usually represented by the so-called exchange-correlation energy functional, EXC [ρ].
The true form of EXC is still unknown, and must be approximated – therein lies the difference
between the numerous DFT methods available today.
To obtain the Kohn-Sham orbitals, ψi, we solve the Kohn-Sham (KS) equations by applying the
variational principle to the electronic energy E[ρ], which gives equations of the form:
[
v(r)− 1
2
52 +
∫
ρ(r′)
|r− r′|dr
′ +
δEXC [ρ]
δρ
]
ψi = iψi (2.63)
where i are the KS orbital energies. This equation depends explicitly on ψi, and can only be
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solved through iterations, similar to the HF method. It is important to note that unlike HF or-
bitals, KS orbitals do not generally correspond to physical orbitals, although the energy of the
highest occupied KS orbital does in fact, give a good approximation of the ionisation energy of
a system.28
The computational effort for a DFT calculation formally scales as the third power of the num-
ber of basis functions. Specially parameterised DFT methods, such as the M06L, M11L and
ωB97XD functionals are often more accurate for calculating the properties of transition metal
systems than purely HF-based methods, such as MP2 (ωB97XD is a DFT-HF hybrid functional,
however).29
2.4.4 Overview of Computational Methodology Used in Thesis
In Chapter 4, a wide range of computational methods were used to establish the chemical effect
of concurrent deprotonation with oxidation. These methods included HF, MP2, M06L (DFT)
and CCSD, with the 6-31G(d,p) and SDD+6-31G(d,p) basis sets. As these methods covered
a large range of computational methodologies (wavefunction-based and density functionals),
errors or artifacts arising from computational inadequacies, i.e. over-delocalisation in DFT or
HF/MP2 inaccuracies in near-degenerate systems, may then be identified and excluded from
the results. Since this thesis seeks to explain experimental findings from Photosystem II, the
geometries investigated here were based on the Mn4 region of the WOC. Mononuclear Mn-
carboxylate-water complexes, as well as Mn-Ca and Mn-Mn bridged complexes were thus ex-
plored here.
In Chapter 5, the study was extended beyond manganese complexes to include V, Cr, Fe and
Co complexes. Since DFT methods are generally known to be more accurate than conventional
MP2 for transition metals, a range of DFT methods including ωB97XD, M06L and M11L were
used here. Exploratory calculations using the CASSCF method were also performed by Dr.
Terry Frankcombe, to test for the significance of multi-reference effects. Since the complexes
were relatively small, and expensive wavefunction-based methods (e.g. MP2 and CCSD) were
no longer being used, the triple-zeta Def2-TZVP basis set was used here instead of the smaller
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double-zeta basis sets from the previous chapter. Some of the structural models from the pre-
vious chapter were retained, with modifications made to ensure convergence. Spin-effects were
also investigated, using CN-ligation to produce complexes in the low-spin state – the Co and Fe
complexes were exclusively low-spin however, as high-spin complexes of these metals tended
to have method-dependent spin ground states. The effects of introducing a solvent or an anionic
substitution were also tested, to make an investigation of the mechanism that drives carboxy-
late frequency shifts. Toluene was chosen as one of the solvents, as its dielectric constant was
close to that found in hydrophobic regions of proteins, while water was chosen to mimic the hy-
drophilic extreme; these would reduce the strength of electrostatic effects relative to gas phase
calculations. The anionic substituents, F, Cl, and CN were chosen for the range they covered in
the spectrochemical series (from low field to high field) – if the carboxylate frequencies were
sensitive to molecular orbital effects, the different substituents should have resulted in large vari-
ations in the carboxylate frequencies.
Chapter 6 studies the effect of deprotonation in Mn4Ca clusters resembling the physiological
WOC. For this study, the M06L functional with the 6-31G(d,p) basis set was the method of
choice, as Chapter 4 had established the reliability of this method for manganese complexes.
The Mn4Ca clusters studied here were based on the XRD structure of the WOC, obtained in
2011 by Umena et al..30,31 These were varied in terms of protonation and electronic state, to test
as many of the proposed S1 state configurations in the literature as was possible. One particular
cluster yielded results that were highly reminiscent of those from experimental FTIR studies on
the WOC. Calculations using the ωB97XD, M11L, B3LYP-D3 and PBE0-D3 functionals were
then performed on that cluster, to test for method-dependence. The spin-state dependence of
that result was also tested by setting the cluster to an anti-ferromagnetic low spin state.
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Chapter 3
Cryogenic FTIR study of Tyrosine
Oxidation in PSII
3.1 Introduction
In this chapter, we look at the results obtained from cryogenic FTIR studies on tyrosine oxidation
in PSII. We also discuss some of the difficulties in obtaining FTIR difference spectra at cryo-
genic temperatures. We also briefly describe the electron transfer reactions of PSII once more,
so that the redox-active tyrosines of PSII, TyrD and TyrZ, may be discussed in the appropriate
context.
3.2 The Redox-Active Tyrosines of PSII, TyrD and TyrZ
PSII performs the light-driven oxidation of water in oxygenic photosynthesis, with the water ox-
idation reaction occurring at the Water Oxidising Complex (WOC), a Mn4O5Ca organometallic
complex. The driving force for the reaction is provided by P680, the heart of the PSII reac-
tion centre.1–4 Following P680 photo-oxidation (with electron transfer to the primary acceptor,
PheoD1), the resulting P680
+ cationic group is re-reduced by an electron sourced from the WOC.
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FIGURE 3.1: The PSII Core Complex.
The electron transfer from the WOC to P680+ occurs through an electron transfer intermedi-
ate, which is the redox-active tyrosine named TyrZ. TyrZ lies in the D1 subunit, between the
WOC and P680. When P680 is photo-excited and oxidized, TyrZ rapidly donates an electron
to P680+. The oxidized TyrZ is quickly re-reduced by abstracting an electron from the WOC,
which ultimately obtains its electrons from water, after four oxidizing equivalents are stored in
the metal cluster.5–10
A second redox-active tyrosine, TyrD lies in D2, in a position homologous to TyrZ in D1. Unlike
TyrZ, TyrD serves no clear catalytic purpose in PSII, since TyrD removal via mutagenesis does
not appear to affect PSII function.11,12 It has been postulated that TyrD may tune electron trans-
fer in PSII through electrostatic effects, or provide photoprotection under heavy light stress.12,13
Electron transfer from TyrD is significantly slower than from TyrZ, and the TyrD◦ radical can
persist for minutes to hours, whereas the TyrZ◦ radical decays within microseconds.10,14 The
contrasting electron transfer and kinetic properties of TyrZ and TyrD have been a subject of
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keen interest for many years, as tyrosines also serve key roles in many other biologically impor-
tant processes.15
TyrD has been extensively studied in the literature, owing to the stability of its radical form. In
2001, it was determined by Faller and coworkers that the electron transfer properties of TyrD
are modulated by the bulk pH of the sample; at high pH, the electron transfer rate of TyrD ap-
proaches that of TyrZ, and TyrD also becomes capable of efficient electron transfer to P680+
even at liquid helium temperatures.16,17 In 2003, high field EPR (HFEPR) studies also deter-
mined that the low-temperature (4 K) illumination-induced TyrD◦ radical is in a highly elec-
tropositive intermediate state.18
TyrZ is also capable of electron transfer at liquid helium temperatures.19,20 The lifetime of the
TyrZ◦ radical at these temperatures of order minutes, allowing for much more detailed spec-
troscopic analysis, compared to room temperature studies. Petrouleas and coworkers further
showed that far red illumination at ∼10 K in the S2 or S3 states induces a TyrZ◦ radical that
persists for hours, via electron transfer to the WOC.21–23 The resulting EPR “split signals” gen-
erated by the TyrZ radical offered a new window to study the WOC, through magnetic coupling
between the radical and the WOC in various spin states.24–26
To this date, all studies of tyrosine oxidation at cryogenic temperatures have been performed
utilizing EPR techniques, whereas all previous FTIR studies were performed at 250 K and
above.9,15,27,28 Using a liquid helium flow cryostat modified for FTIR operation, we investi-
gated TyrD and TyrZ oxidation in the 4 K to 80 K range, so as to study the low temperature
TyrD intermediate and to obtain IR information on low temperature TyrZ oxidation.
3.3 Materials and Methods
PSII membrane and core complexes were prepared from spinach, according to the method of
Smith et al.29 T.vulcanus core complexes were generously provided by Professor Jian-Ren Shen.
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Spinach PSII membrane samples were stored in a pH 6 buffer containing 0.4 M sucrose, 10 mM
NaCl, 15 mM MgCl2 and 20 mM 2-(N-morpholino)ethanesulfonic acid (MES), while spinach
PSII core samples were stored in a pH 6.5 buffer containing 0.4 M sucrose, 20 mM MgCl2, 10
mM MgSO4, 5 mM CaCl2, 0.3 mg/mL β-d-DDM and 20 mM Bis-Tris. T.vulcanus core samples
were stored in a pH 6.5 buffer containing 20 mM MES, 20 mM NaCl and 3 mM CaCl2.
To measure TyrD oxidation, some spinach PSII membrane samples were resuspended in a pH
8.5 buffer containing 0.4 M sucrose, 10 mM NaCl, 15 mM MgCl, 20 mM tricine, and 10 mM
ferrocyanide to reduce the TyrD◦ radical to neutral TyrD. Other samples were chemically treated
with ascorbate, ferricyanide, or a combination of ferricyanide and silicomolybdate to facilitate
spectral subtractions. These treatments are detailed in Table 3.1 in the Results section. No fur-
ther treatments were applied in samples used for the measurement of TyrZ oxidation.
Spinach PSII membrane FTIR samples were prepared through centrifugation of the membranes
at 15000 g for 25 minutes. This produced a pellet, which was then sandwiched between a pair
of 13 mm x 2 mm FTIR windows, made of CaF2, BaF2 or multispectral ZnS. PSII core complex
and T.vulcanus core complex FTIR samples were created via a concentrated preparation (∼10
mg ChI/mL), by sandwiching 3 µL of the stock between a pair of FTIR windows. A pair of
Night Owl Optics NOBG1 night vision goggles with a built-in 785 nm LED illuminator was
used during sample preparation, to avoid generation of any significant reaction centre photo-
chemistry.
All FTIR measurements were performed using a Bruker IFS66 FTIR spectrometer equipped
with an MCT detector (D316), and also utilised an Oxford Instruments CF204 continuous flow
cryostat. The cryostat used ZnSe cold windows and BaF2 outer windows. A Spectrogon LP-
5000 long pass filter was used to block all spectral radiation above 2000 cm−1, which signifi-
cantly improved the signal-to-noise ratio (SNR) of the system compared to conventional 1 µm
germanium long pass filters. This allowed significantly more light within the spectral region of
interest, without saturating the detector. All measurements were performed over 2 minute blocks
of time; the baseline drift was obtained by measuring the drift 10 times before illumination, and
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another 10 times after 5 light-minus-dark difference spectra had been measured. These 20 mea-
surements were then averaged, and subtracted from the light-minus-dark difference spectra.
Green light illuminations for illuminated-minus-dark measurements in FTIR were performed
using a 250 W tungsten source, equipped with a 10 cm water filter to remove heat, with a pair
of blue and yellow filters that transmitted green light in the 550 nm region. NIR illuminations
were performed with the same source and heat filter, but with a 720 nm long pass filter instead
of the blue-yellow filter. Green illumination for continuous illumination measurements were
performed using a ring LED illuminator. Monochromatic illuminations were performed using
radiation from a tunable, Verdi G laser-pumped Ti:Sapphire laser.
The protocol for obtaining the 10 K NIR-induced signal on samples pre-illuminated at 200 K
in FTIR is as follows: The FTIR sample was set to 200 K in the FTIR cryostat, and measured
in the dark. The sample was then illuminated with green light, and a 1 minute measurement of
the 200 K illumination-induced difference signal was taken. The sample was then cooled to 10
K over ∼30 minutes in the cryostat. After sample measurements were carried out in the dark
to correct for baseline drift, the sample was illuminated with NIR light for 1 minute, and the
NIR-induced difference signal was measured for 10 minutes, in 2 minute periods.
Transient illumination-induced signals were measured by taking continuous measurements dur-
ing illumination, over a 2 minute period. Measurements were taken after illumination for 10
minutes (over five 2 minute blocks), and the transient signal was obtained by subtracting the
post-illumination measurement from the continuous measurement.
X-band EPR measurements were carried out on a Bruker ESP300E spectrometer. The PSII core
samples used for EPR measurements contained 40% ethylene-glycol as a glassing agent and
cryoprotectant. Samples were illuminated using the same tungsten source/filter system as used
in FTIR measurements.
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3.4 Results
3.4.1 An Unexpected Result: The Light-induced ZnSe FTIR Difference Signal
At liquid helium temperatures, we ultimately discovered, quite unexpectedly, that the ZnSe
windows used in the cryostat responded to illumination at 10 K and gave a pronounced FTIR
difference signal. The ZnSe signal has an illumination-dependent kinetic behavior – green il-
luminations at 10 K would induce a transient signal that decays over ∼10 minutes (as well as
a stable component), while 200 K green illumination combined with 10 K near-infrared illu-
mination induced a stable ZnSe signal. These are shown in Figure 3.2.The 200 K green + 10
K NIR illumination regime was initially designed to induce stable oxidation of TyrZ via the
transfer of an electron hole from the WOC in the S2 state, while a 10 K green illumination was
expected to induce a transient TyrZ◦ signal. The ZnSe signal was thus, for some time, assumed
to correspond to that of TyrZ oxidation.
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FIGURE 3.2: FTIR difference signals from 10 K Illumination on the cryostat, using NIR light (A) and
green light (B). The NIR illumination was for 1 minute, and the difference spectrum was taken immedi-
ately after illumination.
Subsequent experiments were designed to investigate the temperature dependence of the signal.
10 K NIR illumination without pre-illumination at 80 K or above would induce the stable ZnSe
signal only if longer illuminations were undertaken (2 minutes or more), and the signal could
not be induced at 80 K, either by NIR or green light. Furthermore, we found that the ZnSe signal
could be induced by light up to wavelengths as long as 820 nm, which was the long wavelength
limit of the Ti:Sapphire laser in its current configuration. These spurious signals interfered with
all PSII experiments performed at 10 K (examples shown in Figure 3.3), thus necessitating the
pre-illumination of samples using NIR light to saturate the ZnSe signal.
Cryogenic FTIR study of Tyrosine Oxidation in PSII 78
FIGURE 3.3: Stable light-induced signals in dark-adapted T.vulcanus and spinach PSII membranes, in-
duced by green light (A) and 6 minutes of NIR illumination (B) at 10 K. The labeled peaks in (A) are
characteristic of the ZnSe signal. NIR illumination also induced P700+/P700 signals (labeled peaks in
(B)), due to substantial PSI contamination in spinach PSII membrane samples.30
3.4.2 TyrD Oxidation at Cryogenic Temperatures
TyrD oxidation was measured in pH 8.5 spinach PSII membrane samples, at 77 K and 10 K in
FTIR, and 7.5 K in EPR. Spinach PSII membranes were used for this set of experiments, as our
spinach PSII core samples were largely inactive following high pH treatment, and T.vulcanus
samples were only available in small quantities. EPR measurements indicate that TyrD is largely
reduced in pH 8.5 membrane samples prepared in total darkness. Subsequent illumination at 7.5
K produces the TyrD◦ radical signal (see Figure 3.4). This EPR result confirms that TyrD◦ is
photo-generated under the given sample and illumination conditions, in subsequent FTIR exper-
iments.
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FIGURE 3.4: EPR measurements of the TyrD radical, before and after 3s white illumination at 7.5 K, in
PSII membranes poised at pH 8.5. EPR parameters: Microwave frequency 9.42 GHz, microwave power
5 µW, modulation amplitude 2 G.
One of the more challenging aspects of FTIR studies at cryogenic temperature, is that illumina-
tion at these temperatures always results in electron donation from a range of secondary donors,
making it very difficult to extract the signal of one specific redox species out of these differ-
ence spectra.31,32 Although it is not possible to fully prevent oxidation in multiple secondary
donors, the preferred secondary donor species can still be manipulated to an extent using chemi-
cal treatments. For this purpose, we generated the (green) light-minus-dark spectra of 4 different
samples, denoted A – D, to perform spectral subtractions, so as to obtain a “clean” TyrD◦/TyrD
FTIR difference signal.
Prior to 10 K illuminations, the samples were pre-illuminated for 6 minutes with NIR light so as
to pre-oxidise P700, and saturate the ZnSe signals. This allowed for better spectral subtractions.
The treatments used in each sample are detailed in Table 1. The treatments used in each sample
are detailed in Table 3.1.
Illuminations of samples A to C were performed for 3 seconds, while illuminations on sample
D were limited to 1 second to avoid electron donation from ChlZ, which occurs upon longer
illuminations under highly oxidising conditions.34 The difference spectra obtained from these
samples are shown in Figure 3.5.
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Sample Treatment pH Redox Species formed by Illumination
A 10 mM Ferrocyanide 8.5 TyrD◦, Car+, Q –A
B 5 mM ferricyanide, then washed 6 Car+, Q –A
C 20 mM Ascorbate 6 Q –A *
D 40 mM Ferricyanide, 0.6 mM SiMo 6 Car+
TABLE 3.1: The spectra collected in order to obtain the TyrD◦/TyrD difference signal via spectral sub-
tractions. *Cyt b559 would be expected to donate under these conditions, but the resultant difference
signal was very similar to Q –A /QA obtained at 200 K.
33
FIGURE 3.5: Light-minus-Dark difference spectra obtained from sample A, B, C and D at 80 K and 10
K. Illumination was performed with green light for 30 s, and each difference spectrum is an average from
3 samples, for a total scan time of 30 minutes (8085 scans). All 10 K difference spectra were corrected
using the Rubberband Baseline correction function, to correct for the residual baseline slope that comes
from illumination of the ZnSe windows. The difference spectrum of D was only collected at 80 K,
because B-minus-C double-difference spectra were identical at 80 K and 10 K (not shown), implying that
Car+/Car did not change between 80 K and 10 K.
Two different spectral subtractions were used to obtain the TyrD◦/TyrD signal. These spectral
subtractions were performed by scaling and matching the characteristic features of some given
redox species, to remove all spectral contributions arising from that redox species and to isolate
those of TyrD◦/TyrD. For instance, the most prominent Car+/Car features are the peaks at 1465
cm−1, 1440 cm−1 and 1147 cm−1, while the characteristic Q –A /QA feature is a peak at ∼1480
cm−1. The two different subtraction pathways allow for TyrD◦/TyrD features to be separated
from those that are merely artifacts arising from multiple spectral subtractions; features that truly
arise from TyrD oxidation should be similar in both resultant spectra. In the first subtraction
pathway, the carotenoid signals of sample B and sample A were matched, and B was subtracted
from A. The remaining Q –A /QA signal would then be subtracted using the signals of sample C.
In the second subtraction pathway, the Q –A /QA signals of sample B were matched with sample
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A, with B subtracted from A again. This would over-subtract the carotenoid features, so the
signals of sample D were (fractionally) added to compensate for the over-subtraction.
Both subtraction methods resulted in largely similar TyrD◦/TyrD difference signals (see Figure
3.6), albeit with a few notable differences. The intensity of the positive 1653 cm−1 peak tends
to be stronger in Subtraction 1, while a 1480 cm−1 positive feature in the 10 K spectrum only
appears in Subtraction 2. Some features also appear at slightly different frequencies, e.g. 1739
cm−1 vs 1737 cm−1.
FIGURE 3.6: TyrD◦/TyrD at 80 K and 10 K, obtained using two different spectral subtractions. Subtrac-
tion 1 (Red): A – B – C, Subtraction 2 (Black): A – B + D. The peaks that are present in both spectra are
labeled in blue, while the features unique to each spectra are labeled in their respective colours.
A double subtraction between the 80 K and 10 K TyrD◦/TyrD signals revealed many small,
sharp difference features, with larger changes occurring in the 1600 – 1700 cm−1 region (see
Figure 3.7). The smaller features are not due to noise since they appear consistently in a number
of double-difference spectra.
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FIGURE 3.7: 10 K TyrD◦/TyrD minus 80 K TyrD◦/TyrD, with (a) obtained via A – B – C, and (b)
obtained via A – B + D. The subtractions were optimised for the disappearance of peaks at 1653 cm−1
and 1559 cm−1, as these were the two most distinct features in low temperature TyrD◦/TyrD difference
spectra.
3.4.3 TyrZ Oxidation at Liquid Helium Temperatures
As previously mentioned, NIR illumination on PSII samples poised in S2 was expected to trans-
fer of an electron hole from the WOC to TyrZ, thus resulting in a S2TyrZ/S1TyrZ◦ difference
spectrum. PSII samples were poised in the S2 state via illumination at 200 K for spinach PSII
membranes and T.vulcanus cores, and 235 K for spinach PSII core; we chose to illuminate our
spinach PSII cores at 235 K as we have previously observed that 200 K resulted in carotenoid
oxidation in those samples, implying that S2 formation was less efficient under those conditions.
The resulting difference signals are shown in Figure 3.8.
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FIGURE 3.8: S2Q –A /S1QA difference signals from green illumination at 200 K and 235 K, on T.vulcanus
PSII core samples, spinach PSII membrane pellet samples and spinach PSII core samples. The spinach
PSII core signals are weaker because those samples were relatively dilute.
However, it is demonstrated that no NIR-induced signals could be detected in PSII core samples
poised in S2, other than those attributable to the ZnSe windows. The 10 K NIR illumination dif-
ference spectra obtained from PSII cores are shown in Figure 3.9, and the double-difference with
the ZnSe signal revealed no underlying features that can be attributed to PSII. The equivalent
NIR-induced difference signal from PSII membranes is shown in Figure 3.3, but was excluded
here since that signal contains strong contributions from P700+/P700.
FIGURE 3.9: FTIR difference signals from NIR illumination at 10 K, on PSII core samples poised in
S2. (A) NIR-induced signal from spinach PSII cores, (B) NIR-induced signal from T.vulcanus cores, (C)
spinach PSII cores signal minus ZnSe signal, (D) T.vulcanus cores signal minus ZnSe signal. The features
observed in the T.vulcanus signal are water bands that arise due to small amounts of water condensation
on the cryostat.
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In Figure 3.10, it is shown that green illumination on dark-adapted samples at 10 K induced a
transient PSII signal that decayed over time; T.vulcanus PSII core samples produced a signifi-
cantly stronger FTIR difference signal than spinach PSII membrane samples, but this signal has
largely the same difference features. The signal could be repeatedly re-induced by illumination,
and may correspond to the FTIR signature of the EPR S1TyrZ◦ split signal. A positive feature at
∼1480 cm−1 characteristic of QA reduction was also observed. An equivalent difference signal
from spinach PSII cores is not shown here, due to the relatively weak difference signal that had
been obtained from those samples thus far.
FIGURE 3.10: Transient signals from PSII induced by 10 K continuous green illumination, in spinach
PSII membranes and T.vulcanus PSII cores (A). The decay of the transient signal in a T.vulcanus sample
is shown in (B). To avoid contributions from the ZnSe signal, only the region above 1400 cm−1 was ex-
amined. These signals were also corrected for the illumination-induced baseline shift using the Concave
Rubberband baseline correction method. In (A), the T.vulcanus PSII core signal was averaged over six
120 s scans, while the spinach PSII membrane signal was averaged over twelve 120 s scans.
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The transient signal from T.vulcanus samples and the signal generated from sample C in the pre-
vious section are compared in Figure 3.11. The differential feature at 1756(+)/1749(-) cm−1 is
much more prominent in the transient signal than the nominal “Q –A /QA” signal from C. Differ-
ences in the intensity of the 1719(+) cm−1, 1700(+) cm−1, 1660(+) cm−1, 1649 cm−1, 1556(+)
cm−1 and 1541(+) cm−1 features were also observed, amongst other more subtle differences.
However, note that the baseline slope caused by ZnSe photosensitivity may not be completely
removed by the rubberband baseline correction method in the T.vulcanus signal, which can af-
fect the apparent intensity of the difference signal features.
While a double-difference between these signals would, in theory, reveal the difference features
of the transient donor, distortions due to subtle inter-organism differences are likely to interfere
with the signal, and we do not have a 10 K Q –A /QA difference spectrum from T.vulcanus due
to the limited amount of T.vulcanus sample available. The transient signal from spinach PSII
membranes on the other hand, is comparatively weak and has low SNR; a double-difference
using this signal would be dominated by noise.
FIGURE 3.11: The transient signal from T.vulcanus compared to the “Q –A /QA” signal observed in sample
C, which was treated with 20 mM Asc. The signal from C was scaled down so that the Q –A /QA feature
at ∼1480 cm−1 in both spectra were matched in amplitude.
EPR experiments showed that a well-known split signal was indeed, induced in spinach PSII
cores by the illumination protocols used in FTIR, as shown in Figure 3.12.20,22,24,25,35 The de-
crease in the S2 multiline signal following NIR illumination are in-line with observations made
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by Petrouleas et al.22 It is not immediately clear as to why a corresponding FTIR difference sig-
nal was not observed. We do note however, that the NIR illumination in the EPR experiment was
30 minutes as opposed to 1 minute in the FTIR experiment, as it was necessary to compensate
for the substantial increase in sample thickness.
FIGURE 3.12: The stable and transient split signals, measured in spinach core samples using EPR. The
NIR illumination was performed over 30 minutes, and the signal induced by continuous green illumina-
tion was allowed to decay for 10 minutes prior to the “after illumination” measurement. (A) The split
signals in the 3090 – 3595 G region. (B) The split signal in the 2450 – 4250 G region, which shows that
the amplitude of the S2 multiline signal was decreased by NIR illumination. EPR parameters: Microwave
frequency 9.44 Ghz, modulation amplitude 10 G, microwave power 5 mW.
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3.5 Discussion
3.5.1 The Light-Induced ZnSe FTIR Signal
ZnSe is a group II-VI compound semiconductor, with a band gap that ranges from ∼2.7 eV
at room temperature, to ∼2.8 eV at 4.2 K.36 ZnSe is also known to show photoluminescence,
with emission bands at 500-700 nm and 400-450 nm. ZnSe photoluminescence is strongly
temperature-dependent, as the broad 500-700 nm emission band dominates at room tempera-
ture, while 400-450 nm bands dominate at 4.2 K.36 These emission bands have been assigned
to charge recombinations between donor and acceptor pairs within the crystal lattice.37
It may be possible that at ∼10 K, illumination of ZnSe creates electron acceptor-donor pairs
that can be observed using FTIR difference spectroscopy; green illumination creates pairs that
recombine in minutes and also pairs that are metastable at 10 K, while far-red illumination cre-
ates metastable pairs. The current FTIR setup has not been configured for continuous far-red
illumination while scanning the sample, so it is uncertain whether transient acceptor-donor pairs
are also created by far-red illumination. It is not clear as to why ZnSe is sensitive to these illumi-
nations, given that the band gap of ZnSe at 10 K corresponds to ∼440 nm. This would suggest
that neither green (495 nm – 570 nm) nor far-red illuminations have sufficient energy to excite
an electron across the band gap.
It is known however, that the band gap is sensitive to impurities and point defects. A number
of impurities may be present in these ZnSe windows, depending on the process used to create
the material.38 For example, cobalt impurities can give rise to absorptions in the near-infrared
region.39 Also, the highest phonon modes of ZnSe are only ∼250 cm−1, thus prohibiting any
phonon absorption of visible light.40,41 The IR difference features we have observed are then
likely to be due to photochemistry involving ZnSe impurities.
In future experiments, these ZnSe windows will need to be replaced with IR-transparent materi-
als that are not photo-active, such as BaF2. Low temperature photoactivity in IR windows does
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not appear to be a general occurrence, as we have not observed any photoactivity in multispectral
ZnS, CaF2 and BaF2 sample windows under the same experimental conditions.
3.5.2 Cryogenic TyrD◦ FTIR Signals
Through multiple spectral subtractions, including two different subtraction pathways to enable
the identification of spectral subtraction artifacts, we have isolated a difference signal that should
correspond to the TyrD◦/TyrD signal at 80 K and 10 K; EPR control experiments have confirmed
that TyrD oxidation does occur under the given sample conditions. The intensity of the 1653
cm−1 feature appears to be consistently stronger in the first subtraction pathway. We suspect
that it is because Cyt b559 is partially reduced in sample C, since it contains 10 mM ascorbate.
Although the Cyt b+559/Cyt b559 difference signal has not been fully characterised in PSII, the
double-difference between the high and low potential forms of Cyt b559 has a strong differential
feature at 1661(+)/1655(-).42 If a fraction of Cyt b559 acts as a donor in C, then this differential
feature could cause a spurious enhancement of the 1653(+) cm−1 band.
The TyrD◦/TyrD signals at 80 K and 10 K are similar to each other, but are quite different from
the room temperature TyrD◦/TyrD signal. This is somewhat unexpected, as the EPR signal of
the TyrD◦ radical at 80 K is the same as that at room temperature, whereas the 10 K TyrD◦ rad-
ical is highly electropositive, and has been postulated to be in a different protonation state.18,43
Furthermore, large temperature-dependent changes in PSII cofactor difference signals is not a
general occurrence, as the Q−A/QA signal obtained at 10 K is only slightly changed from the
room temperature signal.33 In the 80 K signal, the ∼1737(+) cm−1, 1717(+) cm−1, 1703(-)
cm−1, ∼1697(+) cm−1, 1676(+) cm−1, 1653(+) cm−1, 1643(-) cm−1, 1631(+) cm−1, 1559(+)
cm−1, 1543(+) cm−1, 1282(-) cm−1,∼1251 cm−1 and 1226 cm−1 bands appear to be related to
room temperature bands, albeit with shifted frequencies (up to +12 cm−1 for the 1543(+) cm−1
feature, if it is indeed related to the 1532(+) cm−1 band) and also different band shapes.15,28,44
However, the bands at 1662(-) cm−1, 1621(+) cm−1,∼1478 cm−1 and almost all of the features
from 1000 cm−1 up to 1400 cm−1 (except 1282(-) cm−1, ∼1251 cm−1 and 1226 cm−1), do not
appear to be related to room temperature features. The characteristic 1503(+) cm−1 feature in
the room temperature signal is also changed at 80 K, and appears to be split into two peaks at
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1511(+) cm−1 and 1501(+) cm−1.
In the room temperature TyrD◦/TyrD difference signal, the modes that are shifted in frequency
upon selective tyrosine labeling are 1503(+) cm−1, 1280(-) cm−1, 1250 cm−1 and 1220 cm−1,
with the (1280(-) cm−1 and 1220 cm−1) bands only appearing at high pH.15 The 1503(+) cm−1
feature is assigned to the ν(C-O) mode, while 1280(-) cm−1, 1250(-) cm−1 and 1200 cm−1 have
been assigned to vibrations involving the phenolic C-O bond of TyrD, possibly a δ(COH) mode.
If the 1511(+), 1501(+), 1282(-), ∼1255(-) and 1226(-) modes correspond to the same room
temperature difference features, then the 1282(-), ∼1255(-) and 1226(-) modes are collectively
upshifted compared to their room temperature counterparts. One possible cause is an increase in
hydrogen bonding strength to TyrD (all negative features belong to TyrD, while positive features
belong to TyrD◦), since bending modes upshift with hydrogen bonding.45 The splitting of the
1503(+) cm−1 feature into 1511(+) and 1501(+) bands is also consistent with a change in hydro-
gen bonding to the phenolic CO group. The 1511 cm−1 mode is remarkably similar in frequency
to the ν(C-O) mode of TyrZ◦, and it is thought that the higher ν(CO) frequency is indicative of
stronger hydrogen bonding in TyrZ to its His partner (D1-His190), compared to TyrD.9 This
change in the ν(CO) mode is not induced by high pH treatments at room temperature, but at
80 K and below, TyrD◦ may be prevented from relaxing to the room temperature conformation,
as some proton transfers are likely to be inhibited at cryogenic temperatures. The assignments
of these features to TyrD◦/TyrD remain tentative, until experiments using isotopically labeled
tyrosine can be performed to positively identify these signals.
The strong absorptions from 1600 cm−1 and above do not shift in frequency with isotopic la-
beling, and most likely arise from peptide C=O and carboxylate asymmetric stretching modes
or water bending modes (His189 only contributes weakly in this region).28 These difference
features may be caused either by the electrostatic interaction between TyrD◦ and its environ-
ment, or changes in the hydrogen bonding network responsible for proton egress from TyrD.
The D2-His189Gln mutation strongly alters these bands, and induces features at 1659(-) cm−1
and 1623(+) cm−1, amongst other observed differences to the wildtype. Interestingly, the 80
K difference signal has similar features at 1662(-) cm−1 and 1621(+) cm−1. It is known from
ENDOR and ESEEM that the TyrD◦ radical formed in the mutant is not hydrogen bonded,
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which would almost certainly affect proton egress from the TyrD pocket.46 It is then possible
that cryogenic temperatures may inhibit proton transfer from TyrD in a manner similar to the
D2-His189Gln mutation.
The similarity of the 10 K and 80 K signals suggests that there are no temperature-related
changes in the bonding of TyrD◦, but there are still some small differences that can be ob-
served in the double-difference spectrum (shown in Figure 3.7). These differences seem to be
caused by small frequency shifts of only a few wavenumbers, as the differential features are quite
small and sharp. This is consistent with electrostatic effects, which are expected to shift infrared
modes by several wavenumbers, depending on the magnitude of the modes’ dipole moment and
its alignment relative to the charge.47 Furthermore, C=O stretching modes (which are highly
sensitive to electrostatic effects) tend to absorb in the∼1600-1700 cm−1 region, where the most
prominent features of the 10 K-minus-80 K double-difference spectrum are observed. Thus,
the FTIR result is generally in-keeping with the increased TyrD◦ electropositivity observed in
EPR.18
The origin of this increased TyrD◦ electropositivity at 10 K remains uncertain. While proton
transfer from TyrD is most likely, being further retarded at 10 K compared to 80 K, it is uncer-
tain as to where the proton is trapped. One possible explanation is that the mobile water that
serves as a proton carrier for TyrD plays some role in PCET even at high pH.48,49 If this water ac-
cepts a proton from TyrD, but is completely immobilised at 10 K, this could cause the observed
increase in TyrD◦ electropositivity. Warming the sample to 80 K could be sufficient to enable
thermal relaxation, which in turn relieves electrostatic strain in the system. This may be tested
in future experiments using deuterated samples, as the 10 K-minus-80 K double-difference, es-
pecially in the 1600-1700 cm−1 region, is likely to contain features derived from water modes
if this were the case.
We note that these results do not agree with the proposal by O’Malley et al., that an imida-
zolium intermediate is formed upon TyrD oxidation at 10 K.43 Based on FTIR studies on 4-
methylimidazole radicals, the imidazolium form would have strong absorptions in the C=O
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region that are not present for the imidazole, amongst other differences.50 No positive features
of the appropriate magnitude (∆A ∼10−4) were observed in the 10 K-minus-80 K double-
difference spectrum.
3.5.3 TyrZ Oxidation at Liquid Helium Temperatures
Based on EPR studies, TyrZ undergoes photo-oxidation at liquid helium temperatures, with the
resulting TyrZ◦ showing illumination wavelength-dependent kinetics. Visible light illumina-
tion would induce a TyrZ◦ radical that decayed in minutes, while NIR illumination on samples
poised in S2 or S3 would result in a stable TyrZ◦ radical. Unfortunately, both of these illumi-
nation regimes induced a ZnSe FTIR difference signal with very similar decay kinetics, which
hindered analysis of the TyrZ◦/TyrZ difference signal. We were only able to isolate a PSII-
related signal from samples continuously illuminated with green light. The features of QA/Q
–
A
could not be eliminated through signal subtraction in this instance, as there was insufficient time
to obtain a “clean” QA/Q
–
A from T.vulcanus PSII cores, after we had identified the ZnSe signal
effects interfering with observation of PSII-related signals.
Nevertheless, it is uncertain as to why NIR illumination on samples poised in S2 did not give
rise to a signal that can be associated with PSII, despite parallel EPR experiments showing that
a PSII signal is induced using this illumination protocol, albeit with differences in illumination
time owing to the optical thickness of the EPR sample compared to the FTIR sample. TyrZ
oxidation in this case is thought to involve direct NIR excitation of the WOC, leading to electron
transfer from TyrZ to the WOC.51,52 Considering that, some possible explanations for this null
result are:
1. The NIR-induced difference signal is inherently weak, and was completely obscured by
the ZnSe signal.
2. The NIR illumination used in the FTIR case was not long or strong enough to induce TyrZ
photo-oxidation.
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3. NIR illumination at 10 K does not cause an electron hole to transfer from the WOC in S2
to TyrZ. Instead, some change not detectable using FTIR spectroscopy has occurred.
In the first case, the issue is easily resolved by using non-photoactive IR windows, since FTIR
is able to identify absorption changes as small as 10−5 absorption units. As for the second case,
it is plausible that the illumination used in these experiments was not sufficiently strong, since
optical absorption at the WOC is ∼1000 times lower than that of the surrounding chlorophylls
in PSII.53 The third case has a precedent. Onoda et al. have shown that the NIR-induced S2
multi-line to g4.1 conversion produces no observable FTIR difference signals.54 While there is
no evidence indicating that the NIR-induced EPR signal is due to a WOC spin-state conversion,
the formation of a TyrZ◦ radical is expected to cause structural changes measurable by FTIR
difference spectroscopy.
The most obvious avenue to expand this study in terms of cryogenic FTIR experiments, would
be to study PSII samples poised in the S3 state, since it is similarly sensitive to NIR illumina-
tion.23–25,51 Furthermore, it may also be useful to probe the transient, green-induced signal for
samples poised in various S-states, since any differences observed between these signals may
relate to structural changes within the WOC.
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Chapter 4
The Effect of Deprotonation in
Manganese-Carboxylate Complexes
4.1 Introduction
Manganese complexes containing water and hydroxo ligands are known to exhibit interesting
behavior with respect to the effect of oxidation.1–6 In particular, deprotonation of a ligand re-
duces the redox potential required to oxidise the complex, equalises the redox potential between
successive oxidation steps and suppresses vibrational frequency changes in carboxylates also
ligated to the Mn centre. For example, the carboxylate-bridged Mn dimer complexes studied
by Eilers et al. clearly deprotonate deuterated water during oxidation, but the frequencies of
carboxylate stretches remain unchanged.1 This is in contrast to the oxidation of manganese
complexes with no deprotonable groups, which results in carboxylate stretching frequencies
changing by up to 100 cm−1.7
These properties may be relevant in photosystem II (PSII), as the WOC is known to be com-
posed of four redox-active manganese ions, a calcium ion, five oxo-bridges, several terminal
waters, one histidine and six carboxylates ligands.8,9 The 1.9 A˚ resolution XRD structure is
shown in Figure 4.1. FTIR difference spectroscopy on functional PSII preparations, coupled
with site directed mutagenesis, has been extensively applied by several groups to determine
which amino acid ligands show changes in vibrational modes on specific S-state advancements.
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FIGURE 4.1: The Water Oxidising Complex, based on the 1.9 A˚ XRD structure.8 The atoms are coloured
Mn: purple; C: green; O: red; Ca: yellow.
Frequency changes, particularly in carboxylate stretches (in the vicinity of 1300 – 1400 cm−1
and 1600 cm−1), are expected to occur if the ligated metal undergoes oxidation. Although Mn
XANES measurements clearly show progressive oxidation of the Mn cluster with each S-state
turnover up to S3, the FTIR data have proved surprisingly opaque.10 FTIR signals associated
with the vibrations of carboxylates not ligated to the Mn4Ca core show that these carboxy-
lates change vibrational frequency as the catalytic oxidation cycle progresses,11–13 consistent
with the influence of changes in the hydrogen bonding network and liberated protons and elec-
trons.10,14,15 Among the six carboxylates directly ligated to the Mn4Ca core,8,9 the stretching
vibrations of D1-Ala344 and CP43-Glu354 change measurably through the S-state cycle.16–21
Confusingly, mutations to D1-Asp170, D1-Glu333, D1-Asp342 and D1-Glu189 have produced
no significant changes in any of the Sn+1-minus-Sn FTIR difference spectra within the mid-
frequency region (1000-2000 cm−1),16,17,22–25 although the D1-Asp170His and D1-Glu189Gln
mutations have induced clear changes in the low frequency region (350-650 cm−1) where metal-
metal and metal-oxo bonds absorb.24,26
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One conclusion that could be drawn from the predominantly negative FTIR results (i.e., the
equivalence of wild type and mutant turnover difference spectra to within 5 cm−1) is that none
of these Mn centres (Mn1, Mn3, Mn4) undergo any redox change throughout the S-state cycle.
Such an unlikely scenario conflicts with a range of other data,27 suggesting other factors must
be influencing the FTIR turnover results. As proton loss from the WOC throughout the catalytic
cycle (one proton per electron) is well documented,10 the effects of coligand deprotonation is
one possible explanation.
It is thus proposed that the suppression of changes in the vibrational frequencies of carboxylate
ligands by deprotonation of water/hydroxo coligands is a general feature of Mn complexes.
The apparent lack of FTIR sensitivity of WOC ligated carboxylates might then be explained,
although this is difficult to test in detail for a system of the complexity of the WOC. In this
chapter, the chemistry of this idea is tested by investigating a set of model clusters containing
carboxylate and water ligands, using ab initio electronic structure theory methods.
4.2 Methods
Clusters containing at least one manganese atom with one formate and various water and hy-
droxo ligands were constructed, and the total energies of these clusters were calculated at various
levels of theory using the Gaussian 09 package.28 Frequency calculations were performed af-
ter geometry optimisation. Calculations were performed at the Hartree-Fock (HF), perturbation
theory (MP2) and coupled-cluster (CCSD) levels of theory, as well as using density functional
theory with the M06L functional. Results listed as “HF” are from restricted open-shell Hartree-
Fock (ROHF) calculations, unless convergence difficulties forced the use of the unrestricted
Hartree-Fock (UHF) method, as noted. The 6-31G(d,p) and 6-31G(d,p) (C, H, O) + SDD (Mn,
Ca) mixed basis sets were used for M06L, HF and MP2 calculations, while only the 6-31G(d,p)
basis set was used for CCSD calculations.
Three model clusters were selected to investigate a range of carboxylate ligand bonding modes.
Specifically, the three clusters exhibited unidentate Mn ligation, Mn – Mn bridging and Mn-Ca
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bridging. These are labeled clusters A, B and C, respectively. Waters and hydroxo ligands were
added consistent with the environment found in the WOC, and the structures of these clusters
are shown in Figures 4.2 – 4.4. A has a 1- charge in its “initial” Mn(II) state, while B and C
have 1+ charges in their respective “initial” states.
FIGURE 4.2: Geometries of cluster A, Mn(H2O)2(OH)2(HCOO). Geometries shown for Mn(II)(top),
Mn(III)(middle), and Mn(IV)(bottom) complexes, with (right) and without (left) coupled deprotonation.
Protons to be removed for oxidation with deprotonation are circled.
FIGURE 4.3: Geometries of cluster B, Mn2O(H2O)4(HCOO). Geometries shown for Mn(II)-Mn(II)(top),
Mn(II)-Mn(III)(middle), and Mn(III)-Mn(III)(bottom) complexes, with (right) and without (left) coupled
deprotonation. Protons to be removed for oxidation with deprotonation are circled.
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FIGURE 4.4: Geometries of cluster C, MnCa(H2O)2(OH)2(HCOO). Geometries shown for Mn(II)(top),
Mn(III)(middle), and Mn(IV)(bottom) complexes, with (right) and without (left) coupled deprotonation.
Protons to be removed for oxidation with deprotonation are circled.
The clusters were assumed to have fully closed-shell ligands with the manganese centre(s) in
the high-spin state. To model “direct oxidation”, an electron was removed from the cluster,
whereas an electron and a proton would be removed for “oxidation with deprotonation”. For
cases where multiple deprotonable groups exist, the deprotonation that led to the lowest redox
potential and manganese centre oxidation was selected. The oxidation state of the metal centres
and that of ligands was assessed by examining the calculated Mulliken charges and, in particular,
the Mulliken spin density. The carboxylate symmetric and asymmetric stretching normal modes
were identified by inspection.
The redox potential of the clusters were calculated as
Eredox = Eoxidised + nEH − Einitial (4.1)
whereEinitial,EH andEoxidised are the energies calculated for the cluster before oxidisation, the
hydrogen atom and the oxidised cluster, respectively, and n is the number of protons removed
(n = 0 or 1).
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4.3 Results
The frequency shifts in the carboxylate ligand on oxidation of A, B and C are given in Tables
4.1, 4.2 and 4.3, respectively. A missing entry in these tables indicates that the corresponding
calculation could not be converged. This occurred exclusively for MP2 and CCSD calculations,
simulating direct oxidation. Even when the available combination of algorithms allowed the
electronic wave functions to converge in these cases, the electronic structure was not of the
required oxidation state of the Mn centres. Rather, the converged state was of a lower Mn oxi-
dation state with oxidation occurring in the ligands.
As shown in Table 4.1, the direct oxidation of A resulted in frequency changes of 45 – 196
cm−1 in the symmetric mode (uniformly negative) and up to 57 cm−1 in the asymmetric mode.
Oxidation with deprotonation generally gave substantially smaller changes in both the symmet-
ric and asymmetric modes, though some calculated changes in the frequencies would be easily
observable in difference spectra (maximum of 56 cm−1 in the III/IV transition, calculated with
the HF/6-31G(d,p) method).
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Method Transition With deprotonation Direct Oxidation
Symm Asymm Symm Asymm
HF/SDD+6-31G(d,p) II / III +7 -13 -71 +54
III / IV -43 +11 -46 -57
HF/6-31G(d,p) II / III +3 -7 -72 + 56
III / IV -56 +14 -45 -70
MP2/SDD+6-31G(d,p) II / III +12 -13 -78 +20
III / IV -7 +8 – –
MP2/6-31G(d,p) II / III +5 -8 -75 +24
III / IV -13 +4 – –
M06L/SDD+6-31G(d,p) II / III +13 -21 -75 +24
III / IV -34 +2 -196 -10
M06l/6-31G(d,p) II / III 14 -11 -78 +35
III / IV -38 +4 -179 -35
CCSD/6-31G(d,p) II / III +5 -9 -76 +37
III / IV -45 +1 – –
TABLE 4.1: Frequency shifts of the carboxylate stretching modes of A upon oxidation (cm−1)
For the cases that could be converged on direct oxidation of the dinuclear complex B, much
larger frequency changes were observed than for the corresponding oxidations with deproto-
nation (Table 4.2). Convergence of the wave functions for oxidation with deprotonation was
straightforward for all methods up to the second oxidation. However, even with deprotonation,
B could only be oxidised up to the Mn(III)-Mn(III) state when using the MP2 method, irrespec-
tive of which ligands were further deprotonated.
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Method Transition With Deprotonation Direct Oxidation
Symm Asymm Symm Asymm
HF/SDD+6-31G(d,p) II,II / II,III -7 +4 -64 +23
II,III / III,III +21 -15 +62 -108
HF/6-31G(d,p) II,II / II,III +11 +4 -61 +20
II,III / III,III +4 -15 – –
MP2/SDD+6-31G(d,p) II,II / II,III +9 +10 – –
II,III / III,III +13 -18 – –
MP2/6-31G(d,p) II,II / II,III +8 +8 – –
II,III / III,III +13 0 – –
M06L/SDD+6-31G(d,p) II,II / II,III +6 -22 -56 -30
II,III / III,III +3 +1 +12 -110
M06L/6-31G(d,p) II,II / II,III +9 +2 -41 -12
II,III / III,III -3 -20 +7 -102
CCSD/6-31G(d,p) II,II / II,III +7 +6 – –
II,III / III,III +11 -2 – –
TABLE 4.2: Frequency shifts of the carboxylate stretching modes of B upon oxidation (cm−1)
Structure C is a model of carboxylate bridging between Mn and Ca ions. The results given in
Table 4.3 once more indicate that oxidation with deprotonation generally caused much smaller
frequency changes than direct oxidation, with no method giving an oxidation with deprotona-
tion frequency change greater than 15 cm−1 (MP2/SDD+6-31G(d,p), II/III transition). In the
Mn(III)/Mn(IV) transition, oxidation with deprotonation of a water ligand led to ligand oxida-
tion and some convergence difficulties in MP2 calculations, whereas oxidation with deproto-
nation of a hydroxo bridge led to manganese oxidation, with minimal carboxylate frequency
changes.
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Method Transition With Deprotonation Direct Oxidation
Symm Asymm Symm Asymm
HF/SDD+6-31G(d,p)1 II / III +8 -3 0 -23
III / IV -4 -11 -277 +72
HF/6-31G(d,p)1 II / III +9 -2 +2 -15
III / IV -1 -9 -277 +91
MP2/SDD+6-31G(d,p) II / III -4 -15 -13 -47
III / IV +11 +1 – –
MP2/6-31G(d,p) II / III -2 -12 -55 -42
III / IV +5 0 – –
M06L/SDD+6-31G(d,p) II / III -6 -10 -35 -22
III / IV -5 -13 -286 +57
M06L/6-31G(d,p) II / III -3 -9 -83 -51
III / IV -2 -8 -250 +96
CCSD/6-31G(d,p) II / III -7 -11 -68 -36
III / IV +4 -11 – –
1Mn(II) HF results were calculated using UHF, due to difficulties in converging
the ROHF calculation.
TABLE 4.3: Frequency shifts of the carboxylate stretching modes of C upon oxidation (cm−1)
As can be seen in Tables 4.1 – 4.3, there was not a substantial difference between the changes
to the vibrational frequency calculated using the Mn and Ca SDD basis sets and those calcu-
lated using the 6-31G(d,p) basis set throughout. In particular, the frequencies calculated with
the 6-31G(d,p) basis set conformed the pattern of large changes (up to ∼280 cm−1) for direct
oxidation and substantially smaller changes (at most 22 cm−1 and 15 cm−1 for clusters B and C,
respectively) for oxidation with deprotonation. The results thus do not appear to be particularly
sensitive to the basis set used for the metal centers.
Exploratory ligand length calculations on cluster B were performed using the M06L method
(Table 4.4), and it was found that propanoate and acetate ligands yielded very similar results to
formate ligands. It was on the basis of this result that formate ligands were used throughout, to
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minimise computational costs.
Ligand Transition With Deprotonation Direct Oxidation
Symm Asymm Symm Asymm
Formate II,II / II,III +9 +2 -41 +12
II,III / III,III +3 -3 +7 -102
Acetate II,II / II,III -2 -11 -90 +7
II,III / III,III +7 -14 -11 -171
Propanoate II,II / II,III 0 -10 -180, -99 +8
II,III / III,III +3, +1 -13 +7, +2 -168
TABLE 4.4: Frequency shifts of B upon oxidation (cm−1) with formate, acetate and propanoate ligands,
calculated using the M06L method.
Representative redox potential are shown in Table 4.5. This table demonstrates a dramatic
oxidation energy balancing effect when the clusters were oxidised with deprotonation. The
Mn(II)/Mn(III) and Mn(III)/Mn(IV) redox couples were within ∼1 eV of each other with de-
protonation, while a much larger difference was observed in the direct oxidation case. Deproto-
nation also significantly reduced the oxidation energy of B and C, though the oxidation energy
of the Mn(II)/Mn(III) couple in A increased by about 1 eV for the coupled deprotonation.
Cluster First oxidation1 Second oxidation2
Deprotonated Direct Ox. Deprotonated Direct Ox
A 2.87 1.81 2.95 7.71
B 2.61 9.32 3.00 15.13
C 3.25 10.44 3.96 16.18
1 II / III for A and C, II,II / II,III for B
2 III / IV for A and C, II,III / III,III for B
TABLE 4.5: The redox potential (eV) of all three clusters with and without deprotonation, calculated
using the M06L method.
The Effect of Deprotonation in Manganese-Carboxylate Complexes 109
4.4 Discussion
It is shown that the deprotonation of water/hydroxo ligands has a significant damping effect
on oxidation-related frequency changes in carboxylate coligand stretching vibrations. Direct
oxidation causes frequency changes much larger than the “oxidation with deprotonation” case
in which ligand protons are removed simultaneously with the oxidation. Bridging carboxylate
ligands, in particular, the Mn – Ca bridged C, have small enough frequency shifts on oxida-
tion with deprotonation to potentially evade experimental detection (<∼10 cm−1). This result,
together with the available experimental evidence,1,7 supports this as a general feature of Mn-
carboxylate-water complexes.
Deprotonation of a hydroxo group was explored in this work with a Mn-Ca bridging motif, C.
The deprotonable hydroxo bridge in C somewhat resembles the O5 centre in the PSII crystal
structures.8,29 The results suggest that there are no significant differences between water and
hydroxo group deprotonation, both in the frequency change suppressing effect and the main-
tenance of redox potentials associated with concurrent deprotonation and oxidation. Hydroxo
bridges are thus, plausible sites for deprotonation in the WOC; this may be mechanistically rele-
vant for substrate water location.30 We note that C is very small compared to the Mn4Ca core of
the PSII WOC, but since CCSD frequency calculations are only performed numerically in Gaus-
sian09 (as opposed to much faster analytical calculations), each frequency calculation on a fully
optimised geometry of C took approximately a month of wallclock time with the 6-31G(d,p)
basis set (excluding the time spent in queue), and at least twice the amount of time with the
SDD+6-31G(d,p) mixed basis sets. The latter calculations often produced erroneous results for
unknown reasons, e.g. all calculated vibrations having imaginary frequencies, despite using ge-
ometries optimised at the same level of theory. Hence, this study was limited to relatively small
models.
Water deprotonation is known to reduce the redox potential of manganese complexes,2,3 which
is consistent with the findings in this study. The sole exception where concurrent deprotonation
and oxidation results in a higher potential than direct oxidation is A in the II/III transition (Table
4.5). Since A is negatively charged in the Mn(II) state, it would appear that a return to charge
The Effect of Deprotonation in Manganese-Carboxylate Complexes 110
neutrality via direct oxidation is more thermodynamically favourable than charge-conserving
proton-coupled oxidation. However, further charge increases into the positively charged regime
is unfavourable, as indicated by the sharp increase in redox potential for the second consecu-
tive direct oxidation. We observed that the redox potentials calculated here are generally much
higher than those that must operate in biological systems such as PSII,4 but it is important to
note that the present calculations are for complexes in the gas phase without corrections for
environmental dielectric, conformational and vibrational effects.31,32 The computational results
nevertheless, highlight the importance of ligand deprotonation in maintaining near-constant re-
dox potentials over multiple oxidation states in these manganese complexes.
Substantial difficulties were encountered in attempting to calculate electronic wave functions
corresponding to many of the direct oxidation scenarios, particularly with wavefunction-based
methods such as HF, MP2 and CCSD. No such difficulties were encountered when a ligand was
deprotonated simultaneously. This suggests that the deprotonation of a HnO ligand has a com-
pensatory effect on the electronic and chemical changes wrought by oxidation of the manganese
ion, consistent with minimal changes to the carboxylate ligand stretching frequencies.
The calculated frequency changes with deprotonation for cluster C were smaller and more con-
sistent than those calculated for clusters A and B. It is notable that the conformation of C barely
changed when this cluster was oxidised with deprotonation. Cluster A, and to a lesser extent
cluster B, underwent a greater degree of ligand position modification on oxidation than cluster
C (Figures 4.2 – 4.4). One may speculate that at least some of the slightly larger frequency
change for clusters A and B on oxidation with deprotonation can be attributed to ligand rear-
rangement in these unconstrained, gas phase models. If one considers these gas phase models
to be representative of a small part of a larger, condensed system, then one would expect that
ligand rearrangement would be somewhat restricted by the surrounding environment, which,
in biological systems, would include the covalent tethering of the carboxylates to polypeptide
backbones. If so, this would further reduce the observable frequency change for the carboxylate
stretches under the influence of coupled oxidation and ligand deprotonation.
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This study was motivated by FTIR spectroscopy of the WOC of PSII. It has been suggested that
electronic charges in the WOC are inherently delocalised over the Mn centres,33–38 which is
not explicitly examinable through our model clusters beyond two metal centres. It is not then
immediately obvious how these results relate to the FTIR spectroscopy of PSII. However, it is
known that no proton is released from the WOC in the S2/S1 transition.39 This would suggest
that a frequency difference in the carboxylate modes would be most readily observed there.
In summary, these calculations show that:-
1. Oxidative shifts in carboxylate stretching frequencies are significantly smaller when ac-
companied by deprotonation of water/hydroxo coligands, in manganese-water-carboxylate
complexes.
2. The dampening of changes in the frequencies of ligated carboxylate vibrations depends
on the coordination mode of the carboxylate. It appears to be more effective for bridging
carboxylates than unidentate carboxylates in our gas phase model clusters. This suggests
that deprotonation of adjacent ligands (water, hydroxides) dampens frequency changes in
at least bridging carboxylate ligands, to the point where they may not be reliably detected
at the level of resolution used in conventional FTIR difference spectroscopy experiments.
3. Deprotonation of water and/or hydroxo ligands maintains the redox energies of man-
ganese complexes, allowing for successive oxidations by a near constant potential.
4. On oxidation, deprotonation of water and/or hydroxo ligands yields a thermodynamically
more stable product (in the gas phase) in most cases.
5. For certain states of the tested hydroxo-bridged metal dimer cluster, deprotonation of a
hydroxo bridge was required to achieve metal-centre oxidation in the model cluster.
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Chapter 5
Deprotonation of water ligands in V,
Cr, Mn, Fe and Co Complexes Reduces
Oxidation-driven Carboxylate Ligand
Frequency Shifts
5.1 Introduction
Carboxylate ligation is a common theme in the organometallic cores of metalloenzymes, many
of which are capable of catalysing thermodynamically demanding chemical reactions with re-
markable efficiency and throughput. The water oxidising complex of Photosystem II (PSII-
WOC), a Mn4CaO5 metallorganic cluster ligated by six bridging carboxylate ligands, is one
such instance.1,2 Carboxylate ligation is similarly utilized in a class of enzymes containing non-
heme diiron cores, with examples including ribonucleotide reductase, methane monooxygenase
and many others.3–7 It is thought that the flexibility of the bridging carboxylate motif in accom-
modating a wide range of metal-metal distances allows for these closely related structures to
have such versatility in function.8
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One of the classic methods for studying carboxylate ligands is infrared spectroscopy. The value
of the separation between the carboxylate asymmetric and symmetric stretching modes is of-
ten used to differentiate between the various metal-carboxylate binding modes.9–12 However,
there is no clear correlation between a metal centre’s oxidation state and the vibrational frequen-
cies of the carboxylate ligand. One possible explanation is that concurrent deprotonation with
oxidation reduces frequency shifts associated with oxidation, thus preventing any correlation
between carboxylate frequencies and metal oxidation state. This has been shown to occur in
manganese-water-carboxylate complexes, through experimental studies by and also the compu-
tational results shown in the previous chapter.13–15
However, it is not known whether the frequency shift suppressing effect of deprotonation gener-
ally applies to other redox-active metals. To fill this gap in knowledge, we investigated the effect
of deprotonation in the oxidation of carboxylate-ligated, mononuclear and binuclear complexes
of vanadium, chromium, manganese, iron and cobalt, using a range of DFT methods.
The mechanism responsible for driving carboxylate ligand frequency shifts was also investigated
in this study: are the frequency shifts driven by molecular orbital interactions, or by electrostatic
effects? Continuum solvent simulation calculations using water (=78.35) and toluene (=2.37)
were performed to test solvent effects on oxidation-induced frequency shifts, with and without
deprotonation. The influence of electrostatic effects is expected to decrease as the solvent di-
electric increases (gas <toleune <water). Toluene was chosen as it has a dielectric constant
reminiscent of hydrophobic regions within proteins, whereas water would represent the oppos-
ing extreme, in highly hydrophilic protein regions.
To further examine whether molecular orbital effects play a role in curbing electrostatic shifts
via deprotonation, we performed anionic ligand substitutions in lieu of deprotonation. These
substituent ligands ranged from high field (CN−) to low field (Cl−) ligands. If molecular orbital
effects were the primary driver of carboxylate shifts, we would expect anionic ligand substitu-
tion not to suppress frequency shifts, since these high and low field anionic substituents have a
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significantly different effect on molecular orbitals, compared to a hydroxide. However, if elec-
trostatic effects were the primary driver of carboxylate shifts instead, then simply curbing charge
increases associated with metal centre oxidation via substitution of a neutral ligand (water) with
some anion, should have an effect similar to that of water deprotonation.
5.2 Methods
Complexes containing chromium, vanadium, manganese, iron and cobalt with formate and var-
ious oxo, hydroxo, water and cyanide ligands were constructed, for the purpose of observing
the response of unidentate and bridging carboxylate ligand frequencies to oxidation of the metal
center(s), with and without water ligand deprotonation. The geometry of these complexes are
largely based on the Mn complexes we used in our previous work, which were in turn derived
from parts of the Water Oxidising Complex in Photosystem II.15 Further modifications to the
geometry were made to ensure that the desired redox behavior (metal-centered oxidation) was
obtained.
The complexes are generally labeled nX , where n is the number of metal atoms and X is the
metal element symbol (e.g. 1V refers to the mononuclear vanadium complex, while 2V refers to
the binuclear vanadium complex). In addition CN-ligated complexes are appended with a ‘·CN’
suffix, e.g. 2V·CN refers to the binuclear, CN-ligated vanadium complex. The geometries of the
tested complexes in their lowest oxidation state are shown in Figure 5.1. Cyanide ligands were
used in Fe and Co complexes to ensure that the low spin state is the electronic ground state, as
it was found that calculations on Fe and Co complexes purely ligated by water/hydroxo/formate
ligands resulted in method-dependent electronic ground states. The V, Cr and Mn complexes
ligated only by water, formates and hydroxides were set to the high spin state, while the CN-
ligated versions of these complexes were set to the low spin state. Oxidations that resulted in
changes to formate binding (e.g. the formate ligand forming a hydrogen-bond to a water ligand)
were excluded from the results, as this would induce significant frequency shifts and distort
comparisons between the effect of direct oxidation and that with deprotonation. Note that for-
mate binding changes exclusively occurred in mononuclear complexes during direct oxidations.
Oxidations that led to ligand-centred oxidation were also excluded, as this study focuses only
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FIGURE 5.1: The complexes in their initial state. The atoms’ colours are as follows, C: Orange, H:
White, O: Red, N: Light blue, V: Yellow, Cr: Green, Mn: Purple, Fe: Light brown, Co: Silver.
on the effects related to metal centre oxidation.
The total energies of these complexes were calculated using the M06L, ωB97XD and M11L
methods using the Gaussian09 package.16 The Def2TZVP basis set was used throughout. Fre-
quency calculations were performed after geometry optimization. Solvent simulations were
undertaken by using coordinates of complexes previously relaxed in the gas phase and then in-
troducing a solvent, using the PCM method (also in the Gaussian09 package).17 Exploratory
CASSCF calculations with the cc-pVDZ basis set were performed by Dr. Terry Frankcombe on
two of the vanadium complexes, using the Molpro computational package.18
The complexes were oxidised by manipulating the charge and multiplicity. For a complex un-
dergoing oxidation with deprotonation, the overall charge is conserved, and the multiplicity is
adjusted to reflect the new oxidation state of the metal centre. For example, for the 1Mn com-
plex, high-spin Mn(II) has a multiplicity of 6 for the complex, while high-spin Mn(III) in the
complex has a multiplicity of 5. The charge of a complex that undergoes oxidation without
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FIGURE 5.2: Oxidation of a binuclear manganese complex (2Mn). The black circles indicate the proton
that is removed during deprotonation.
deprotonation is increased by 1 with a corresponding change in multiplicity. The oxidation of a
binuclear Mn complex, which is representative of oxidation steps in other complexes, is shown
in Figure 5.2.
Anionic substitution calculations were exclusively performed using binuclear complexes (Fig-
ure 5.1). The deprotonated water in the first oxidation with deprotonation (Figure 5.2) was
replaced with either a CN, Cl or F anion. All solvent and anionic substitution calculations were
performed using the ωB97XD/Def2TZVP method.
The carboxylate symmetric and asymmetric modes were identified by inspection, and the redox
potential of each complex was calculated as:
Eredox = Eoxidised + nEH − Einitial (5.1)
where Einitial, EH and Eoxidised are the energies calculated for the complex before oxidation,
the hydrogen atom and the complex after oxidation respectively, and n is the number of protons
removed (n = 0 or 1).
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5.3 Results
All of the computational methods used in this study resulted in qualitatively similar results for
the complexes reported here, with respect to the differences between oxidation with and without
deprotonation. To minimize clutter, only the results obtained using the ωB97XD method were
presented. Results from the other functionals used, as well as exploratory CASSCF calculations
on the 1V and 2V complexes can be found in the Appendix.
The frequency shifts in the carboxylate ligand and redox potentials for all the complexes inves-
tigated in this study are shown in Table 5.1. Note that in this and subsequent Tables, the changes
reported on the second (and subsequent) oxidation relate to changes compared to the next low-
est oxidation state (e.g. following the first oxidation) rather than, e.g., compared to the lowest
oxidation state.
Generally, it was found that deprotonation reduced the carboxylate frequency shift, and main-
tained redox potentials to within 1 eV for successive oxidations, regardless of the identity of the
metal, its ligation or its spin state. In all cases, a large increase in redox potential was observed
when a second successive oxidation occurred without deprotonation. The maximum carboxy-
late frequency shift with deprotonation was -46 cm−1 in the symmetric mode (1Mn) and +21
cm−1 in the asymmetric mode (1Fe·CN), whereas the maximum shifts without deprotonation
were -184 cm−1 (1Mn·CN) and -96 cm−1 (2Mn) for the symmetric and asymmetric modes, re-
spectively.
Mononuclear complexes do however, tend to exhibit larger frequency shifts than their binuclear
counterparts, especially in the symmetric mode. With deprotonation, the largest shifts were -20
cm−1 for binuclear complexes (2Cr asymmetric mode) and -46 cm−1 for mononuclear com-
plexes (1Mn symmetric mode). It is possible that this is due to a relative lack of structural
constraints in mononuclear complexes, but we have observed notable exceptions, such as the
1Cr complex. The weakly bound water in the Cr(II) state binds strongly as a hydroxide anion
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FIGURE 5.3: Oxidation of 1Cr from Cr(II) to Cr(III), with deprotonation. The black circle indicates the
proton that is removed during deprotonation.
in the Cr(III) state following oxidation with deprotonation, effectively increasing the metal co-
ordination from 4 to 5 (shown in Figure 5.3), and yet this change in geometry only resulted in
relatively small carboxylate frequency shifts (<10 cm−1).
We further observe that in binuclear complexes, a moderate shift in both the symmetric and
asymmetric modes always occurs in the first direct oxidation step, while the second direct oxida-
tion step results in a smaller change in the symmetric mode, but a larger shift in the asymmetric
mode. No recognizable pattern in the frequency shifts were observed if these complexes were
oxidised with simultaneous deprotonation, however.
TABLE 5.1: The oxidation-driven carboxylate frequency shifts and redox potentials of V, Cr, Mn, Fe
and Co complexes. Oxidations performed with deprotonation of a water ligand conserve charge, whereas
oxidations without deprotonation are bolded in the table. ∆Symm and ∆Asymm refer to frequency shifts
in the symmetric and asymmetric stretching modes of the carboxylate ligand, respectively.
N(Metal) Charge Oxidation ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
1V 1- 2
0 3 -55 +39 1.08
1- 3 -41 -1 1.59
1- 4 +14 -12 2.69
2V 1+ 2, 2
2+ 2, 3 -20 -29 8.43
3+ 3, 3 -3 -80 14.03
1+ 2, 3 +2 -14 1.81
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1+ 3, 3 -1 -6 2.37
1+ 3, 4 +2 -15 2.92
1+ 4, 4 -10 -9 3.11
1V·CN 1- 2
0 3 -117 +56 1.52
1- 3 -35 +7 1.75
1- 4 -20 +1 2.77
2V·CN 1- 2, 2
0 2, 3 +2 -41 1.31
1+ 3, 3 -13 -42 6.73
1- 2, 3 +2 -7 1.38
1- 3, 3 +2 -7 1.62
1Cr 1- 2
0 3 -61 +51 2.32
1+ 4 -150 +20 7.44
1- 3 -6 -8 2.52
1- 4 -3 -3 2.97
2Cr 1+ 2, 2
2+ 2, 3 -16 -43 9.72
3+ 3, 3 -10 -72 15.48
1+ 2, 3 -2 -16 2.99
1+ 3, 3 -1 -20 3.36
1Cr·CN 1- 2
0 3 -72 +44 1.28
1- 3 -5 +5 1.27
1- 4 -5 -13 3.41
2Cr·CN 1- 2, 2
0 2, 3 -5 -32 1.19
1+ 3, 3 -2 -25 5.74
1- 2, 3 +16 +1 0.91
1- 3, 3 +3 -3 1.45
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1Mn 0 2
1+ 3 -112 +40 7.04
0 3 -46 -5 3.20
0 4 -10 +19 4.25
2Mn 1+ 2, 2
2+ 2, 3 -33 -5 9.67
3+ 3, 3 +13 -96 15.46
1+ 2, 3 +8 -6 3.09
1+ 3, 3 +7 -3 3.51
1Mn·CN 1- 2
0 3 -83 +45 1.37
1+ 4 -184 2 7.53
1- 3 -11 -9 1.63
1- 4 -18 +4 2.04
2Mn·CN 1- 2, 2
0 2, 3 -12 -20 2.45
1+ 3, 3 +1 -60 6.72
1- 2, 3 -2 -4 2.16
1- 3, 3 +5 -7 2.13
1Fe·CN 1- 2
0 3 -98 +54 2.56
1- 3 -26 -4 2.71
1- 4 +1 +21 3.68
2Fe·CN 1- 2, 2
0 2, 3 +3 -16 2.25
1+ 3, 3 -24 -55 7.72
1- 2, 3 +3 -6 2.47
1- 3, 3 +1 -10 3.01
1Co·CN 1- 2
0 3 -56 +47 3.46
1- 3 -11 -15 3.55
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1- 4 -5 +6 4.19
2Co·CN 1- 2, 2
0 2, 3 -34 -5 3.69
1+ 3, 3 +4 -42 8.32
1- 2, 3 +4 +1 3.62
1- 3, 3 +11 +4 4.08
We also examined the geometry-related effects of oxidation, with and without deprotonation,
for complexes calculated with the ωB97XD functional (see Table 5.2). In oxidations without
deprotonation, metal-carboxylate (M-O) distances and carboxylate O-C-O angles decrease, al-
though an increase in the O-C-O angle was observed for binuclear Fe and Co complexes in the
second consecutive oxidation without deprotonation. The carboxylate C-O bond on the side that
bonds a metal centre undergoing oxidation increases in length, while the C-O bond on the other
side shortens instead. This was observed for both mononuclear and binuclear complexes.
Deprotonation generally reduces most of the aforementioned effects. Metal-carboxylate dis-
tances do not generally decrease when oxidised with deprotonation and sometimes increased
slightly instead, as shown by the mononuclear vanadium and chromium complexes, and a few
other scattered examples. The decrease in the O-C-O angle usually is lesser with deprotonation,
with the sole exception being the 1V complex, where a slightly larger decrease in the O-C-O
angle was noted when deprotonation has occurred. Oxidation-associated changes in the car-
boxylate C-O bond distances are always reduced by deprotonation, for both metal-bonding and
non-ligating C-O groups.
Although oxidation-associated changes to the O-C-O angle were usually reduced by deproto-
nation, no obvious pattern was observed in the metal-metal (M-M) distances. For example,
without deprotonation, the M-M distance of the 2Mn complex increases in the first oxidation
and decreases slightly in the second. With deprotonation, the M-M distance increases in both
consecutive oxidations.
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TABLE 5.2: Geometry effects associated with oxidation, with and without deprotonation, for complexes
calculated with the ωB97XD functional. Oxidations without deprotonation are bolded. “M-O” refers
to the metal-carboxylate oxo bond, “C-O” refers to the carboxylate C-O bond and “M-M” refers to the
metal-metal distance. ∠O-C-O refers to the carboxylate O-C-O angle. The most oxidised metal centre
is always on the left, e.g. M-O (1) for a binuclear complex in the (3,2) oxidation state refers to the M-O
bond associated with the metal centre in the 3+ state.
Complex Charge Ox. ∠O-C-O M-O (1) M-O (2) C-O (1) C-O (2) M-M
State (◦) (A˚) (A˚) (A˚) (A˚) (A˚)
1V 1- 2 127.31 2.07 1.277 1.22
0 3 125.49 1.96 1.302 1.203
1- 3 125.38 1.98 1.295 1.214
1- 4 125.75 2.05 1.288 1.219
1V·CN 1- 2 126.54 2.09 1.284 1.217
0 3 123.89 1.87 1.325 1.195
1- 3 125.39 1.93 1.296 1.212
1- 4 125.34 1.94 1.299 1.211
2V 1+ 2, 2 126.6 2.06 2.06 1.254 1.251 3.22
2+ 3, 2 125.08 1.95 2.05 1.272 1.243 3.23
3+ 3, 3 124.59 1.93 1.93 1.263 1.263 3.23
1+ 3, 2 126.06 1.98 2.06 1.258 1.250 3.22
1+ 3, 3 126.42 2.00 1.997 1.254 1.254 3.19
1+ 4, 3 125.96 1.93 1.98 1.253 1.258 3.19
1+ 4, 4 125.97 1.94 1.92 1.248 1.265 3.27
2V·CN 1- 2, 2 127.53 2.11 2.1 1.25 1.25 3.19
0 3, 2 126.49 2.00 2.05 1.253 1.254 2.99
1+ 3, 3 124.79 1.96 1.92 1.248 1.268 2.97
1- 3, 2 127.63 2.03 2.09 1.248 1.253 3.23
1- 3, 3 127.66 2.01 2.02 1.251 1.251 3.21
1Cr 1- 2 126.88 1.99 1.281 1.218
0 3 125.62 1.92 1.303 1.202
1+ 4 122.14 1.80 1.354 1.182
1- 3 126.12 1.97 1.286 1.218
1- 4 125.64 2.04 1.288 1.219
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1Cr·CN 1- 2 126.22 2.01 1.288 1.215
0 3 124.56 1.90 1.315 1.200
1- 3 126.01 1.96 1.289 1.213
1- 4 125.23 2.05 1.291 1.215
2Cr 1+ 2, 2 126.67 2.01 2.01 1.252 1.252 3.30
2+ 3, 2 125.46 1.93 1.986 1.266 1.244 3.30
3+ 3, 3 124.06 1.89 1.90 1.262 1.259 3.28
1+ 3, 2 126.45 1.97 1.99 1.25 1.255 3.26
1+ 3, 3 126.07 1.95 1.95 1.254 1.254 3.21
2Cr·CN 1- 2, 2 127.67 2.08 2.09 1.255 1.245 2.88
0 3, 2 126.39 2.00 2.02 1.262 1.242 2.80
1+ 3, 3 126.02 2.00 1.90 1.25 1.26 2.91
1- 3, 2 127.64 2.04 2.07 1.249 1.249 2.92
1- 3, 3 127.82 2.06 2.02 1.249 1.249 2.98
1Mn 0 2 125.53 1.97 1.301 1.205
1+ 3 123.19 1.83 1.338 1.187
0 3 123.97 1.89 1.314 1.203
0 4 124.02 1.86 1.317 1.197
1Mn·CN 1- 2 126.1 1.99 1.289 1.215
0 3 124.05 1.84 1.32 1.196
1- 3 125.15 1.97 1.295 1.215
1- 4 124.68 1.92 1.299 1.212
2Mn 1+ 2, 2 126.88 2.10 2.10 1.253 1.253 3.13
2+ 3, 2 126.05 1.89 2.06 1.28 1.234 3.33
3+ 3, 3 125.42 1.87 1.87 1.26 1.26 3.30
1+ 3, 2 126.87 2.00 2.05 1.257 1.25 3.24
1+ 3, 3 126.64 1.97 1.97 1.252 1.252 3.28
2Mn·CN 1- 2, 2 127.82 2.06 2.14 1.245 1.253 2.89
0 3, 2 126.77 1.98 2.12 1.275 1.243 2.84
1+ 3, 3 126.46 1.98 1.90 1.249 1.263 2.83
1- 3, 2 129.1 1.94 2.10 1.258 1.242 2.92
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1- 3, 3 128.88 1.98 1.98 1.249 1.249 2.97
1Fe·CN 1- 2 126.48 1.98 1.284 1.217
0 3 123.91 1.84 1.32 1.196
1- 3 125.03 1.95 1.294 1.215
1- 4 124.58 1.93 1.295 1.214
2Fe·CN 1- 2, 2 127.65 2.02 2.02 1.25 1.246 2.80
0 3, 2 126.75 2.00 1.98 1.242 1.257 2.79
1+ 3, 3 126.92 1.88 1.97 1.264 1.245 2.81
1- 3, 2 127.85 2.06 2.01 1.248 1.249 2.83
1- 3, 3 127.86 2.03 2.02 1.253 1.244 2.85
1Co·CN 1- 2 125.89 1.92 1.29 1.213
0 3 124.35 1.86 1.312 1.198
1- 3 124.74 1.87 1.293 1.216
1- 4 124.44 1.91 1.295 1.214
2Co·CN 1- 2, 2 128.21 2.24 1.99 1.244 1.252 2.84
0 3, 2 126.95 1.92 2.19 1.276 1.229 2.78
1+ 3, 3 127.75 1.83 1.95 1.268 1.242 2.77
1- 3, 2 128.29 1.99 1.96 1.244 1.253 2.83
1- 3, 3 127.9 1.99 2.00 1.248 1.248 2.86
In order to test whether carboxylate ligand frequency shifts were primarily driven by molecular
orbital interactions or electrostatic effects, anionic ligand substitution was studied in lieu of de-
protonation. The results of this study are shown in Table 5.3. We selected only one binuclear
complex from each metal for this portion of the study; we preferred binuclear complexes as they
were less prone to large changes in geometry, which may be important since each substituted
ligand is sterically different to a hydroxide.
We observe that shifts in the symmetric stretch of binuclear complexes are always relatively
small with deprotonation or anionic ligand substitution, with the largest shift observed amongst
the tested clusters being only +8 cm−1 in the 2Mn complex, following water deprotonation. The
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asymmetric stretch appears to be more dependent on the mode of charge conservation, as water
deprotonation resulted in the smallest shift in the asymmetric mode in most cases, followed by
F– substitution.
TABLE 5.3: The oxidation-driven carboxylate frequency shifts, with anionic substitution of a water lig-
and in lieu of deprotonation. The lack of a substituent indicates “direct oxidation”, and OH– substitution
is equivalent to deprotonation (c.f. Table 5.1). Direct oxidations are also bolded.
Complex H2O ∆Symm ∆Asymm
Substituent (cm−1) (cm−1)
2V - -20 -29
OH– +2 -14
CN– -1 -24
Cl– 0 -19
F– 0 -16
2Cr - -16 -43
OH– -2 -16
CN– -3 -29
Cl– -1 -25
F– -1 -20
2Mn - -33 -5
OH– +8 -6
CN– +3 -14
Cl– +3 -15
F– +4 -8
2Fe·CN - +3 -16
OH– +3 -6
CN– 0 -20
Cl– +1 -13
F– +1 -10
2Co·CN - -34 -5
OH– +4 +1
CN– +6 -7
Cl– +4 -3
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F– +5 0
The effect of solvents on carboxylate frequency shifts and redox potentials was investigated
through PCM calculations. Toluene and water were selected as solvents, with dielectric con-
stants of 2.37 and 78.36 respectively. We expect that the influence of electrostatic effects will
decrease as the solvent dielectric increases. These results are shown in Table 5.4.
The frequency shifts associated with direct oxidation in gas phase noticeably decreased with
application of a dielectric medium, with water having a more pronounced effect than toluene.
The frequency shifts that occur upon oxidation with deprotonation do not appear to correlate
strongly with the increase in dielectric constant, with some decreasing or increasing (slightly)
while displaying no obvious trend.
The redox potentials were also affected by application of a solvent, particularly in direct oxi-
dations with no deprotonation. We observed an increase in redox potential for complexes that
initially carry a 1- charge, whereas the redox potential decreased for neutral or positively charged
complexes. Again, no obvious solvent effect was observed for oxidations with deprotonation,
as the associated redox potentials increased or decreased slightly as the dielectric constant in-
creased, with no clear pattern or consistency.
TABLE 5.4: Solvent effects on oxidation-driven carboxylate frequency shifts and redox potentials. All
oxidations without deprotonation are bolded.
Complex, Charge Oxidation ∆Symm ∆Asymm ∆E
Solvent State (cm−1) (cm−1) (eV)
2V, Gas 2+ 2, 3 -20 -29 8.43
3+ 3, 3 -3 -80 14.03
1+ 2, 3 +2 -14 1.81
1+ 3, 3 -1 -6 2.37
1+ 3, 4 +2 -15 2.92
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1+ 4, 4 -10 -9 3.11
2V, Toluene 2+ 2, 3 -13 -18 5.39
3+ 3, 3 +14 -48 8.65
1+ 2, 3 -2 -12 1.76
1+ 3, 3 +8 -1 2.25
1+ 3, 4 0 -19 2.94
1+ 4, 4 -14 -15 3.24
2V, Water 2+ 2, 3 -5 -4 3.09
3+ 3, 3 +14 -22 4.78
1+ 2, 3 -4 -9 1.63
1+ 3, 3 +10 -2 2.08
1+ 3, 4 -4 -15 2.97
1+ 4, 4 -7 -21 3.45
2Cr, Gas 2+ 2, 3 -16 -43 9.72
3+ 3, 3 -10 -72 15.48
1+ 2, 3 -2 -16 2.99
1+ 3, 3 -1 -20 3.36
2Cr, Toluene 2+ 2, 3 -5 -28 6.59
3+ 3, 3 -2 -42 9.91
1+ 2, 3 +3 -11 2.79
1+ 3, 3 -2 -14 3.29
2Cr, Water 2+ 2, 3 +3 -10 4.28
3+ 3, 3 +2 -23 5.56
1 2, 3 +5 -4 2.61
1 3, 3 +1 -10 3.06
2Mn, Gas 2+ 2, 3 -33 -5 9.67
3+ 3, 3 +13 -96 15.46
1+ 2, 3 +8 -6 3.09
1+ 3, 3 +7 -3 3.51
2Mn, Toluene 2+ 2, 3 -23 +4 6.63
3+ 3, 3 +24 -72 9.99
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1+ 2, 3 +9 +1 2.99
1+ 3, 3 +9 -5 3.49
2Mn, Water 2+ 2, 3 -20 +5 4.57
3+ 3, 3 +15 -59 6.01
1+ 2, 3 0 -2 3.01
1+ 3, 3 +12 -9 3.41
2Fe·CN, Gas 0 2, 3 +3 -16 2.25
1+ 3, 3 -24 -55 7.72
1- 2, 3 +3 -6 2.47
1- 3, 3 +1 -10 3.01
2Fe·CN, Toluene 0 2, 3 -9 -26 3.35
1+ 3, 3 -10 -31 6.32
1- 2, 3 +3 -8 2.52
1- 3, 3 -1 -13 3.13
2Fe·CN, Water 0 2, 3 -21 -5 4.07
1+ 3, 3 0 -32 5.40
1- 2, 3 0 -11 2.35
1- 3, 3 -2 -12 3.59
2Co·CN, Gas 0 2, 3 -34 -5 3.69
1+ 3, 3 +4 -42 8.32
1- 2, 3 -1 -7 3.72
1- 3, 3 +11 +4 4.08
2Co·CN, Toluene 0 2, 3 -32 0 4.42
1+ 3, 3 +7 -40 7.07
1- 2, 3 -2 -11 3.72
1- 3, 3 +9 0 4.06
2Co·CN, Water 0 2, 3 -18 +3 4.91
1+ 3, 3 +10 -25 6.06
1- 2, 3 +4 -15 3.76
1- 3, 3 +7 -5 3.99
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5.4 Discussions and Conclusions
Based on Table 5.1, V, Cr, Mn, Fe and Co complexes are all able to reduce oxidation-driven car-
boxylate frequency shifts and equalize redox potentials between successive oxidations, through
deprotonation. This holds true even when changes in metal coordination were observed, as pre-
viously shown for the 1Cr complex (see Figure 5.3); the small frequency shifts (<10 cm−1)
suggest that carboxylate frequencies are not sensitive to metal centre coordination. These re-
sults were found to be independent of the computational method used, and we conclude that
the effect of deprotonation on carboxylate frequency shifts and redox potentials is generally ap-
plicable to redox-active first-row transition metal complexes. Some metals do appear to show
better efficacy in dampening carboxylate frequency shifts through deprotonation however, at
least amongst the mononuclear complexes; the 1Cr and 1Cr·CN complexes have the smallest
frequency shifts (with deprotonation) of all the mononuclear complexes, while 1Cr simultane-
ously displayed the second largest shift for all the calculated complexes, in its second direct
oxidation. Only minor differences were observed between the binuclear complexes. Having
said that, the geometries included in this study are by no means exhaustive, and the dampening
of carboxylate frequency shifts through deprotonation is not fully independent of geometry.
Substitution of a water ligand with an anionic ligand also suppressed oxidation-driven frequency
shifts; the shifts in the symmetric mode in particular, are strongly suppressed in most cases, by
all of the tested anionic substituents. The introduction of solvents via PCM calculations also
partially suppressed carboxylate frequency shifts associated with oxidations without deprotona-
tion. If the metal-carboxylate pair can be visualized as an electric dipole, then deprotonation and
anionic ligand substitution most likely suppresses frequency shifts at the carboxylate by trans-
ferring electron density to the metal centre undergoing oxidation, thus countering an increase in
the polarization of the dipole. Computational studies on metal ion monohydroxides by Tracht-
man et al. have found that hydroxide ions do transfer a significant amount of electron density to
the bound metal ion.19 Similarly, in the presence of a solvent, the increased metal-carboxylate
polarization caused by oxidation without deprotonation is counteracted by polarization of the
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solvent, and this effect is most pronounced in the presence of water (see Table 5.4). Thus, elec-
trostatic effects are most likely the primary driver of carboxylate frequency shifts when a metal
centre undergoes oxidation. However, we do note that minor differences do exist between the
anionic substituents, with the magnitude of the total shift (defined as | ∆Symm| + | ∆Asymm|)
generally going as OH– < F– < Cl– < CN– , with minor deviations. F– is very close to OH–
in the spectrochemical series and produced nearly the same total shifts, which suggests a minor
role for molecular orbital interactions in determining carboxylate frequencies.
The redox potentials related to direct oxidation were also strongly affected by the presence of
solvents. It is increased if the complex has an initial charge of 1-, but is decreased if the complex
has a neutral or positive initial charge. We attribute this to the stabilization effect that solvents
have on charged species in general, and this is known to increase with the dielectric constant
of the solvent.20 This differential stabilization of charged and neutral species, and the fact that
complex energy generally increases with oxidation state and charge, results in an increase in the
energetic difference between complexes in the 1- state and the neutral state, and decreases that
difference between the 1+ state and neutral state. Furthermore, the differential stabilization of
charges appears to scale with the charge of the complex, as the reduction of the redox potential
is larger in the second direct oxidation than the first. For 2Cr, the gas phase redox potential as-
sociated with the first direct oxidation is decreased by 5.44 eV in water, and the corresponding
reduction for the second direct oxidation was 9.92 eV (see Table 5.4).
Finally, an analysis of the geometric effects associated with oxidation (see Table 5.2), revealed
that deprotonation reduces changes to the carboxylate O-C-O angle and C-O bond lengths, and
prevents the shortening of metal-carboxylate bonds, even lengthening it slightly in a number of
cases. No correlation was noted between deprotonation (and thus, the suppression of O-C-O
angle changes) with metal-metal distances, which may simply reflect on the inherent flexibility
provided by carboxylate bridging ligation. The correlation between the reduction in O-C-O an-
gle and C-O bond length changes with the reduction in carboxylate frequency shifts is consistent
with a recent ab initio study by Sutton and coworkers, who have suggested that frequency shifts
are strongly correlated with these geometric quantities.21 This subtle reduction of carboxylate
geometry changes through deprotonation may further reduce the Gibbs energy cost associated
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with oxidation-induced perturbations to carboxylate geometry and binding, and could play some
role in fine-tuning metalloenzymes such as the PSII-WOC.
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Chapter 6
Vibrational Frequency Calculations on
Models of the Water-Oxidising
Complex
6.1 Introduction
Chapters 4 and 5 have established that deprotonation substantially reduces carboxylate fre-
quency shifts induced by metal centre oxidation, and that the origin of these frequency shifts
is mainly electrostatic.1,2 This has also been demonstrated experimentally, in the studies of Eil-
ers et al., where deuterated Mn dimers are clearly deprotonated concurrently with oxidation,
without visible change in the carboxylate frequencies.3 In this chapter, the effects of deproto-
nation are investigated in Mn4Ca clusters that resemble the WOC in PSII, to establish whether
coligand deprotonation may render carboxylate ligand frequency shifts undetectable in experi-
mental FTIR studies on the WOC.
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FIGURE 6.1: The 1.95 A˚ X-ray diffraction (XRD) structure of the WOC, Protein Data Bank (PDB) ID
4UB8.4 The atoms are coloured Mn: purple, Ca: green, C: dark grey, O: red, N: blue. The carboxylate
ligands were contracted to acetates, while all oxygen atoms that do not directly bind to metal centres were
omitted for clarity.
The structure and ligation of the Mn4Ca core of the WOC is shown in Figure 6.1. As previously
discussed in Chapter 1, the exact mechanism of water oxidation at the WOC is still a contentious
topic, due to the wide range of possible interpretations of the spectroscopic data.5–9 However,
the protein ligation of the WOC is well-established,4,10,11 as is the fact that S0 and S2 have odd
total Mn electron spin, while S1 and S3 are even spin.9,12–14 While a number of WOC mecha-
nisms have been proposed in the literature, the experimental FTIR data on the first-shell ligands
of the WOC are not taken into consideration in many of these models. This is because they
generally appear to be “null” results, with the majority of point mutations to first-shell carboxy-
lates (D1-Asp170, D1-Glu333, D1-Asp342, D1-Glu189) not yielding significant differences in
S-state FTIR difference spectra.15,16 These results are very strange, as these carboxylates ligate
all Mn ions of the WOC, and these must undergo oxidation during the S-state cycle. Only the
features of Ala344 have been definitively assigned in S-state difference spectra (S2-minus-S1,
specifically) via 13C isotopic labeling,17,18 in which the symmetric mode of Ala344 downshifts
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from ∼1354 cm−1 in the S1 state to ∼1338 cm−1 or ∼1320 cm−1 in the S2 state.
It is known that a proton is released from the WOC in each S-state transition, except S1 to
S2.19 Since deprotonation has been shown to suppress oxidation-induced frequency shifts for
carboxylate ligands in mononuclear and binuclear transition metal complexes, it follows that the
proton release at the WOC may also lead to the suppression of carboxylate frequency shifts. It is
not certain whether this would lead to carboxylate shifts that cannot be detected experimentally
however, as the frequency shifts with deprotonation observed in the mononuclear and binuclear
complexes from the previous chapters usually range between 5-40 cm−1, and some of these may
easily be detected in FTIR experiments that typically have a resolution of 4 cm−1.
In this chapter, the effects of oxidation with deprotonation are tested in several Mn4Ca clusters
resembling the WOC. This assesses whether the findings from previous chapters can be scaled
to WOC-like clusters, which may be made complicated by the likelihood of resonances between
multiple carboxylate and water bending vibrations, and also the possibility of charge delocali-
sation in clusters having four redox-active Mn centres. The frequency shift data here may also
be compared directly to experimental FTIR data on the WOC, which could yield interesting in-
sights. Several WOC configurations (based on proposals in the literature)20–23 were tested here,
with the protonations of W2, O3 and O5 being varied and the nominal “S1” state having a mean
Mn oxidation state of +3 or +3.5.
Based on the findings in this chapter, it is suggested that the deprotonation of water/hydroxyl
ligands is indeed, responsible for the absence of oxidation-induced difference features in the car-
boxylate modes of the WOC’s first-shell carboxylate ligands. It is also shown that the frequency
shifts that still remain following oxidation with deprotonation are not independent of geome-
try or electronic state; thus, the effective suppression of oxidation-driven carboxylate frequency
shifts through deprotonation may be a requirement for accurate models of the WOC.
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FIGURE 6.2: Geometry of the Mn4O5Ca cluster in the 1.9 A˚ XRD structure of the WOC, rendered using
the MOLDEN software package.11 The atoms are coloured Mn: purple, Ca: yellow, C: green, O: red, N:
light blue. The carboxylate ligands are shown as acetates, while all water molecules that do not directly
bind to manganese centres are omitted for clarity.
6.2 Methods
The Mn4O5Ca clusters were constructed based on the 1.9 A˚ XRD structure by Umena et al.,11
with the first-shell carboxylate ligands of the WOC being modeled by formate ligands (Fig-
ure 6.2). Only the core metal centers and the direct ligands to the Mn-centers were included,
with each model encompassing ∼50 atoms. The initial oxidation states of the Mn ions within
the clusters were selected to give an average of 3+ or 3.5+, to investigate both oxidation state
schemes proposed for the S1 state of the WOC.5,20,21,23–34 While the lower oxidation scheme
has been argued against by Cox and coworkers,31 it is quantitatively consistent with all pub-
lished high resolution crystal structures of the S1 state, including the most recent at 1.95 A˚. The
nomenclature used in this study to refer to particular manganese and oxygen sites is the same as
that used by Umena et al. in describing the 1.9 A˚ XRD structure of the WOC, and is illustrated
in Figure 6.2.
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Geometry optimisation and harmonic vibrational frequency calculations were performed in gas
phase, using the M06L/6-31G(d,p) method in Gaussian09.35 All clusters were assigned a high
spin state to ease convergence, and the oxidation states were controlled by specifying the charge
and electronic spin multiplicity of the cluster in question. The converged oxidation state of the
metal centers and that of ligands was obtained from the calculated Mulliken spin density. We
probed a number of oxidation pathways from the initial dark stable “S1” state of the cluster for
up to three consecutive oxidations, with and without deprotonation (for up to two consecutive
deprotonations). The sequence of oxidations is shown in Figure 6.4; direct oxidations were not
performed after oxidations with deprotonation, as the S-state transition that most likely under-
goes “direct oxidation” is the S2/S1 transition since no proton is released on this step, i.e. the
very first oxidation step for these clusters, whereas all subsequent S-state transitions are known
to involve proton release.36 Oxidations that result in significant distortions of the geometry were
considered unrepresentative of the WOC (most commonly, O5 becoming dissociated from Mn3,
followed by large re-arrangements in the cluster geometry), and thus were excluded from the re-
sults.
The use of formate ligands and M06L/6-31G(d,p) method were justified by results obtained
from our previous study; increasing ligand chain length had very little effect on the response of
carboxylate frequencies to oxidation, and M06L produced results similar to those obtained using
CCSD, in terms of geometries, frequency shifts and redox potentials; that use of the 6-31G(d,p)
basis set produced results similar to the larger SDD (Ca,Mn) + 6-31G(d,p) (C,O,N,H) mixed ba-
sis set regardless of the method employed.1 We also note that M06L has excellent performance
in calculating transition metal vibrational frequencies,37,38 and has a harmonic frequency scal-
ing factor of ∼0.99 for most basis sets.39
The carboxylate symmetric and asymmetric stretching modes were identified by inspection. The
formate protons were deuterated to prevent non-physical coupling of C-H wag vibrations with
the carboxylate symmetric stretches.
The redox potential for an oxidation step is given by Equation 5.2. However, as before, please
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Cluster Initial Ox. Charge Multiplicity O5 W2 O3
State (2S+1)
A 3, 4, 3, 2 0 17 H2O H2O O
2 –
B 3, 3, 3, 3 0 17 H2O OH
– OH–
C 3, 4, 3, 2 -1 17 OH– H2O O
2 –
D 3, 3, 4, 2 0 17 OH– H2O OH
–
E 3, 4, 4, 3 0 15 O2 – H2O O
2 –
F 3, 4, 4, 3 0 15 O2 – OH– OH–
TABLE 6.1: The oxidation state, formal charge, multiplicity and the identity of O5, W2 and O3 in each
of the clusters investigated in this study, in their initial state.
note that the redox potentials are not directly comparable with the physiological system and are
meant for relative comparisons within this study only.
6.3 Results
The six clusters selected in this study to model a range of initial protonations at O3, O5 and
W2 in different metal oxidation states (as proposed by various authors20,22,34), are shown in
Figure 6.3. The protonation and electronic configuration of the clusters in their initial state are
described in Table 6.1; calculations on E and F did not converge when their mean oxidations
were set to 3+ (with an overall charge of 2-). Note that clusters A through D possess a mean
oxidation of 3.5+ after two oxidations, albeit with an overall charge of 2+ if directly oxidised.
These clusters are reduced representations of the S1 state of the WOC; see Figure 6.1 for the
comparable 1.9 A˚ XRD structure. In Figure 6.3, these are arranged according to the protonation
state of O5: O5 as H2O in the first row, OH− in the second row and O2− in the 3rd row. Clusters
A and E are tautomers to B and F respectievly, having a proton from W2 transferred to O3.
This follows a suggestion by Gatt et al.,20 that a proton transfer involving W2 and O3 could
rationalise the difference between the ‘short’ Mn-Mn distances seen in EXAFS (∼ 2.7 A˚) and
those seen in XRD (∼ 2.8 – 2.9 A˚), both for the nominal S1 state. D is not a tautomer of C,
but is closely related as it has almost the same protonation pattern as C, except for an additional
proton at O3. Setting W2 as OH in D caused the geometry to distort strongly. We found that A,
B and C have relatively long Mn-O5 distances (∼ 2.4 – 2.5 A˚), similar to those observed in the
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FIGURE 6.3: Optimised structures of the model Mn4O5Ca clusters investigated in this study, in their
initial state. These clusters were obtained by performing geometry optimisations on the Mn4O5Ca core
of the 1.9 A˚ XRD structure, with varied protonation and oxidation states. The atoms are coloured Mn:
purple, Ca: yellow, C: green, O: red, N: light blue, H: grey. The oxidation state of each Mn center is
labeled in roman numerals. See Figure 6.1 for the corresponding XRD structure.
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1.9 A˚ XRD structure, which are largely retained in the latest 1.95 A˚ XRD structure.4,10,11
The models here resemble some of the S1 state models proposed by various authors, although it
must be noted that these were never intended to represent fully mechanistic models of the WOC.
A and B are similar to the models presented by Gatt et al., while C and D are reminiscent of the
models proposed by Petrie and Shoji, with a hydroxide in the O5 position.21,40 Clusters E and F,
which have an average Mn oxidation of 3.5+ and a fully deprotonated O5 oxo-bridge, resemble
the models of Amin, Pantazis and Siegbahn.23,41,42 F in particular has a protonation pattern that
is similar to the models found most compatible with EPR/ENDOR and EXAFS spectroscopic
properties by Ames and coworkers, as W2 was also modeled as a hydroxide ligand.26
Nevertheless, the goal of this study is to evaluate the effectiveness of deprotonation in suppress-
ing carboxylate frequency shifts, and how they depend on the geometry and electronic state of
the model clusters. It is not to evaluate the accuracy of the aforementioned models in the litera-
ture, as we make no investigation on the precise mechanism of water oxidation with these small
models.
The relative energy levels of each cluster on oxidation, both direct and with deprotonation, are
shown in Figure 6.4. The manganese oxidation states are also indicated. In all clusters except
C, which is negatively charged in its initial state, deprotonation lowers the redox potential of the
cluster. Deprotonation also maintains the redox potential of successive oxidations to be within 1
eV of each other, whereas oxidising the clusters without deprotonation causes rapid increases in
the redox potential. However, we note that the redox potentials associated with oxidation with
deprotonation are ∼3 eV, which is too high compared to the likely potential of P680+.43–45
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FIGURE 6.4: The oxidations undertaken by each cluster, shown with the Mn oxidation states, depro-
tonated species and relative energies. This figure was produced by Dr. Terry Frankcombe. The lower
X-axis gives the number of relative oxidations, while the upper X-axis gives the mean Mn oxidation. The
oxidation state is given in the order of Mn1 – Mn4, while the types of oxidation are differentiated by
the colour of the lines – note that the Mn centre undergoing oxidation in each step has its oxidation state
increased by 1. Single and repeated oxidation with deprotonation are indicated by blue and red lines,
respectively, while direct oxidations are indicated by black lines. The species deprotonated in each step
is shown in brackets, in the order in which the deprotonations were undertaken.
Figures 6.5 and 6.6 summarise the gross effect of deprotonation on carboxylate frequency shifts.
When the mean Mn oxidation is 3+ (Figure 6.5), the deprotonation of W1 and W2 significantly
suppresses frequency shifts in all clusters compared to oxidation without deprotonation, except
the negatively charged C whose average shift does not appear to vary, regardless of deprotona-
tion. O3 deprotonation significantly suppresses shifts for B, but is less effective for D, whose
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FIGURE 6.5: The averaged frequency shifts versus the deprotonated species, for all clusters with an
initial mean Mn oxidation of 3+.
FIGURE 6.6: The averaged frequency shifts versus the deprotonated species, for all clusters with an
initial mean Mn oxidation of 3.5+.
shifts with O3 deprotonation are twice those recorded with W1 or W2 deprotonation. O5 de-
protonation with oxidation, however, causes large shifts comparable to those caused by direct
oxidation.
When the mean Mn oxidation level is 3.5+ (Figure 6.6), the deprotonation of W1 suppresses
oxidation-related frequency shifts, with the exception of E. O3 deprotonation, on the other hand,
was generally ineffective, except for the neutrally charged F. At this level of mean oxidation,
oxidation with W2 deprotonation consistently resulted in Mn1 being oxidised instead of Mn4
(which W2 ligates), and resulted in relatively large frequency shifts. Note that this figure in-
cludes data from clusters E and F which have an initial mean Mn oxidation of 3.5+, as well as
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the doubly-oxidised clusters A – D.
Tables 6.2 – 6.5 describe the frequency shifts associated with manganese-centred oxidation,
from Mn1 to Mn4, respectively. The charge column describes the initial and final charge states
of the clusters; oxidation with deprotonation of a water or hydroxyl ligand conserves the charge,
while direct oxidation increases the positive charge on the cluster. The multiplicity is tied to the
oxidation state of the cluster since each Mn centre is assumed to be high spin. The oxidation
state is written in the order of (Mn1, Mn2, Mn3, Mn4). Some carboxylate stretching modes
are strongly coupled to each other and cannot be resolved by inspection, so these ligands would
appear to have two frequencies for some vibrational mode. The shifts of these coupled modes
are separated by a comma in the tables. The species deprotonated in each step is shown in the
order of deprotonations undertaken.
Mn1 oxidation (Table 6.2) usually occurs only in the higher oxidation states (see Figure 6.4).
For example, in A, B and D, Mn1 is oxidised on the third oxidation step following two direct
oxidations. The lowest (initial) mean Mn oxidation state in which Mn1 oxidation was observed
was 3.25+, which occurred for B and C, in the (O3, O5) and (O5, W2) steps, respectively.
The direct oxidation of Mn1 causes moderate to large shifts at all ligands, in at least one of
the two stretching modes. The largest of these shifts tend to occur at Glu189 and Asp342,
which ligate Mn1. The deprotonation of W2 and W1 do not have a clear cut effect on these
shifts, with some shifts decreasing slightly and others increasing. O5 deprotonation also does
not suppress Mn1 oxidation-induced shifts, and the largest frequency shift observed in this study
(-96 cm−1, -101 cm−1 at Glu189) was accompanied by O5 deprotonation in B. O3 deprotonation
suppresses frequency shifts in F, as most of the shifts are reduced relative to direct oxidation
for that cluster; the Glu189 symmetric shift in particular, is decreased by a factor of 3. It is not
certain whether O3 deprotonation has the same effect in B and D, as large shifts are still observed
at Glu189, Asp342 and also Ala344 for D, and the corresponding direct oxidation (resulting in
Mn1 oxidation) has not been observed in this study.
Mn2 oxidation (Table 6.3) occurs in B and D, which have Mn2 as Mn(III) in their initial states.
In B, the direct oxidation of Mn2 downshifts the symmetric stretch of Ala344 by 51 cm−1, and
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Charge Final Ox. Final Mul. Deprot. Asp170 Glu354 Glu189 Glu333 Asp342 Ala344
(i/f) State (2S+1) Species Sym Asym Sym Asym Sym Asym Sym Asym Sym Asym Sym Asym
A 2+ / 3+ 4, 4, 4, 3 14 - -26 +3 -29 -28 -29 -57 -3 -21 -68 +4 -37 -3
2+ / 2+ 4, 4, 4, 3 14 W2 -32 -10 +3 -34 -32 -36 +5 +5 -58 +25 -13 +1
2+ / 2+ 4, 4, 4, 3 14 O5 -22 +1 +8 -51 -31 +17 -1 +10 -31 +8 -12 +2
B 0 / 0 4, 4, 3, 3 15 O3, O5 -10 +1 0 -5 -53 +67 +6 0 -22 -8 -27 -7
2+ / 2+ 4, 4, 4, 3 14 O3 -12 -3 -13 -17 -31 -49 +6 +1 -58 +28 +12 -6
2+ / 2+ 4, 4, 4, 3 14 O5 -8, 0 +4 -47 -96, +60 0 +7 -39 +3 -29 +8
-13 -101
C 1- / 1- 4, 4, 3, 3 15 O5, W2 +10 -5 +7 -15 -16 -9 +2 +7 -8 -19 -7 -2
1+ / 1+ 4, 4, 4, 3 14 W2 +19 +1 +2 -20 -36 0 +6 -6 -34 -22 -13 -2
1+ / 2+ 4, 4, 4, 3 14 - -25 -5 -17 -31 -49 -6 -13 -20 -38 -35 -30 -8
D 2+ / 2+ 4, 4, 4, 3 14 O3 -10 +19 -25 +3 -13 -11 -9 +8 -43 -30 +18 -39
E 0 / 1+ 4, 4, 4, 3 14 - -24 -3 -5 -15 -21 -12 +1 -20 -4 -68 -25 -2
0 / 0 4, 4, 4, 3 14 W2 -57 -48 -4 +2 -22 +20 -4 -18 +4 -51 -21 +2
F 0 / 0 4, 4, 4, 3 14 O3 -8 +2 +4 -3 -37 +6 -3 -2 -3 0 +23 -3
1+ / 2+ 4, 4, 4, 4 13 - -25 -2 -14 -34 -90 +23 -7 -24 -50 -26 -28 -14
1+ / 1+ 4, 4, 4, 4 13 W1 +2 -11 -9 -15 -64 +26 +9 +2 -25 -16 -12 -10
1+ / 1+ 4, 4, 4, 4 13 O3 -6 -4 -4 +1 -31 +14 -4 +9 -34 -7 +23 -21
TABLE 6.2: Frequency changes associated with oxidation of Mn1.
Charge Final Ox. Final Mul. Deprot. Asp170 Glu354 Glu189 Glu333 Asp342 Ala344
(i/f) State (2S+1) Species Sym Asym Sym Asym Sym Asym Sym Asym Sym Asym Sym Asym
B 0 / 1+ 3, 4, 3, 3 16 - -5 +5 +3 -30 -11 -4 -2 -10 +1 -17 -51 +4
0 / 0 3, 4, 3, 3 16 O3 -2 -2 -12 -1 -1 +1 -4 -5 -4 0 -12 0
0 / 0 3, 4, 3, 4 15 W1, O3 -1 -3 -12 -14 0 +9 -2 -6 -3 -1 -10 +3
D 0 / 0 3, 4, 4, 2 16 O3 +6 -12 +5 +7 -2 -20 -1 -2 -4 +2 -28 +32
0 / 0 3, 4, 4, 3 15 O5, W2 -24 -32 +1 -9 -3 +28 +7 -17 -7 -11 -50 +29
0 / 0 3, 4, 4, 3 15 O5, O3 +2 -32 +6 -9 -4 +28 -1 -17 -1 -11 -28 +29
0 / 0 3, 4, 4, 3 15 W2, O3 +6 -5 +3 +1 -1 -3 -2 -4 -4 -1 -28 +9
1+ / 2+ 3, 4, 4, 3 15 - -15 -20 +17 -41 -37 +5 +1 -33 +2 +16 -87 +52
1+ / 1+ 3, 4, 4, 3 15 O3 +10 -3 +13 -23 -3 -2 +1 -3 -4 +21 -38 +21
1+ / 1+ 3, 4, 4, 3 15 W2 +11 -18 +17 -39 -9 -6 +4 +3 -9 +5 -73 +51
1+ / 1+ 3, 4, 4, 3 15 O5 -1 -29 +12 -54 +22 -46 +5 -11 -19 -6 -58 +42
TABLE 6.3: Frequency changes associated with oxidation of Mn2.
mildly downshifts the asymmetric stretches of Glu354, Glu333 and Asp342 (10-30 cm−1). The
symmetric modes (excepting Ala344) are largely unaffected, with the maximum shift being only
11 cm−1 for Glu189. As for D, large shifts are observed at Ala344, as well as moderate shifts
at most ligands. O3 deprotonation appears to be effective in suppressing these shifts, for both B
and D. The remaining shifts for B are generally very low, with the largest being ∼10 at Glu354
and Ala344. In D, the remaining shift depends on the charge, and also the protonation state
of W2 and O5. The shifts at Glu354, Asp342 and Ala344 increase as the charge increases (a
reduction of the Glu189 shift is observed, however), whereas prior O5 deprotonation (i.e. (O5,
O3)) moderately increases the shifts at Asp170, Glu189 and Asp342. The shifts following (W2,
O3) are clearly lower across the board than those following O3 deprotonation alone, in D.
Mn3 oxidation occurs for A, B and C (Table 6.4). The direct oxidation of Mn3 causes pro-
nounced shifts at Glu354, Glu333 and Asp342 in A, all carboxylates of B, and Glu354, Glu333
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Charge Final Ox. Final Mul. Deprot. Asp170 Glu354 Glu189 Glu333 Asp342 Ala344
(i/f) State (2S+1) Species Sym Asym Sym Asym Sym Asym Sym Asym Sym Asym Sym Asym
A 1+ / 2+ 3, 4, 4, 3 15 - -7 -3 -48 +3 +3 +1 -3 -30 -8 -55 -12 -13
1+ / 1+ 3, 4, 4, 3 15 O5 +6 -5 -15 -15 +1 +43 +2 -7 -10 -13 +3 -7
1+ / 1+ 3, 4, 4, 3 15 W2 +24 -7 -31 +6 +2 +12 -2 +4 -7 -35 +3 -5
B 0 / 0 3, 3, 4, 3 16 O5 -25 +6 -22 -14 -25 +77 +1 -4 -3 -2 -12 -18
0 / 0 3, 3, 4, 4 15 W1, O5 +4 -4 -27 -46 +5 +17 0 +4 -7 +10 0 0
1+ / 2+ 3, 4, 4, 3 15 - -41 -7 -44 -22 +15 -16 -12 -39 -5 -29 -19 -7
1+ / 1+ 3, 4, 4, 3 15 O3 -9 -6 -42 -3 +15 -5 -9 -24 -3 -6 +22 -12
1+ / 1+ 3, 4, 4, 3 15 O5 -36 -2 -27 -36 -22 +72 -2 -10 -11 +7 -36 -7
C 0 / 0 3, 4, 4, 3 15 O5 +15 +41 -8 -38 +15 -40 -6 +4 -9 +4 -7 -2
0 / 0 3, 4, 4, 3 15 W2 +2 +27 -4 -28 -1 +8 +1 -17 -5 +6 -9 0
0 / 1+ 3, 4, 4, 3 15 - +2 -2 -13 -45 0 -9 0 -31 -4 -8 -19 -11
TABLE 6.4: Frequency changes associated with oxidation of Mn3.
and Ala344 for C. W2 deprotonation (A and C) has little effect on these shifts, besides increas-
ing the shift at Asp170. O5 deprotonation somewhat decreases the shifts in A, especially at
Glu354, Glu333 and Asp342, but increases the Glu189 asymmetric shift significantly (+1 cm−1
increased to +43 cm−1). For B, some shifts are slightly decreased (Asp170, Glu333, Asp342)
but others are increased (Glu189, Ala344). As for C, the shifts of Asp170 and Glu189 are
sharply increased by O5 deprotonation relative to direct oxidation, and decreases were observed
for Glu354, Glu333 and Ala344. Mn3 oxidation accompanied by O3 deprotonation occurs only
in B with a charge of 1+. Here, almost all shifts are decreased across the board, albeit only
slightly for Glu354, and a slight increase in shifts was observed for Ala344.
Mn4 oxidation occurs more frequently than that of any other Mn centre (Table 6.5). The direct
oxidation of Mn4 usually causes a large shift at Asp170 (∼50 cm−1 or larger), and moderate
shifts at Glu333, Glu189 and Glu354 (∼20-40 cm−1), and a smaller shift at Ala344 in the order
of ∼10 cm−1. For C however, only a moderate shift in the asymmetric mode of Glu354 (-29
cm−1) was observed. Mn4 oxidation with W2 deprotonation occurs in A, C and D; for A and D,
the Asp170 shift is somewhat reduced (e.g. -41 cm−1 to -20 cm−1 in the symmetric mode, for
A), but in C, the asymmetric frequency shift is large (+61 cm−1). Mn4 oxidation accompanied
by W1 deprotonation occurs in all six clusters, and is effective in reducing shifts for A, B, D,
and F, but is ineffective when C is in the 1- charge state, and also in E, except the (W2,W1) case
in which W2 was deprotonated prior to W1 deprotonation. Similar to Table 6.3, the frequency
shifts following W1 deprotonation (most visibly at Asp170) depend on the cluster charge, and
the protonation at W2 and O5. In A and B, the shift increases with the charge, and also increases
if O5 is deprotonated in advance, i.e. (O5, W1). It is decreased if W2 is first deprotonated, i.e.
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Charge Final Ox. Mul. Deprot. Asp170 Glu354 Glu189 Glu333 Asp342 Ala344
(i/f) State (2S+1) Species Sym Asym Sym Asym Sym Asym Sym Asym Sym Asym Sym Asym
A 0 / +1 3, 4, 3, 3 16 - -41 +15 +8 -36 +4 -58 -12 -49 +1 -3 -10 -16
0 / 0 3, 4, 3, 3 16 W2 -20 -10 +5 +1 0 +10 -3 -30 +1 +1 +5 -3
0 / 0 3, 4, 3, 3 16 W1 0 -14 +6 -9 -1 -15 0 -22 +1 -10 +1 0
0 / 0 3, 4, 3, 3 16 O5 +24 +35 +5 -4 -21 +28 6 -7 -6 -6 -12 -12
0 / 0 3, 4, 3, 4 15 W2, W1 -6 -4 +2 -9 +3 -19 -4 -9 +1 -13 0 -1
0 / 0 3, 4, 3, 4 15 W1, W2 -26 0 1 +1 4 +6 -7 -17 +1 -2 +4 -4
0 / 0 3, 4, 3, 4 15 O5, W1 -17 +4 +9 -4 -3 -8 +1 -13 -5 -3 +2 +7
0 / 0 3, 4, 3, 4 15 W1, O5 -73 -35 -1 -5 -17 -2 -10 -27 -6 -6 -13 +19
1+ / 1+ 3, 4, 3, 4 15 W1 -37 -3 -1 -3 -1 -7 -11 -7 -10 -5 +4 +1
2+ / 2+ 3, 4, 4, 4 14 W1 -44 -1 -12 -2 0 -10 -8 -8 0 -8 -5 +1
B 0 / 0 3, 3, 3, 4 16 W1 -1 0 +1 +2 +1 +5 -7 -9 +1 +1 +1 -4
0 / 0 3, 4, 3, 4 15 O3, W1 -1 -1 +1 -1 +3 +4 -6 -10 +2 +1 +3 -1
0 / 0 3, 3, 4, 4 15 O5, W1 -16 -2 -2 -2, -2 0 -6 -6 -2 +2 -2, -2 +1 -2
2+ / 2+ 3, 4, 4, 4 14 W1 -8 -11 +9 +9 +4 +3, -4 -2 -10 +3, +11 -5
-3 -3
C 1- / 1- 3, 4, 3, 3 16 W2 +5 +61 +8 -11 -8 +5 +1 +23 -6 -3 0 +3
1- / 1- 3, 4, 3, 3 16 O5 -21 +31 +1 +1 -1 +14 +2 -2 -4 -1 -3 +21
1- / 0 3, 4, 3, 3 16 - +2 -1 +9 -29 -4 +14 +3 +2 +2 -22 -1 -13
0 / 0 3, 4, 3, 4 15 W1 -17 +1 0 0 0 +1 -12 -33 +2 +8 -3 0
0 / 0 3, 4, 4, 4 14 W2, W1 -12 +34 +2 -1 -2 -14 +2 -3 +4 0 -2 +2
1+ / 1+ 3, 4, 4, 4 14 W1 -19 +1 -6 -5 0 -1 -8 -17 +1 -2 -1 -1
D 0 / 1+ 3, 3, 4, 3 16 - -72 +10 -21 +6 0 -22 -5 -31 +2 -39 -11 -20
0 / 0 3, 3, 4, 3 16 W2 -47 -22 0 0 -12 +1 +2 -16 0 0 -1 +1
0 / 0 3, 3, 4, 3 16 W1 -16 -11 -1 -4 -4 -6 -9 -3 +1 -3 -2 -7
0 / 0 3, 3, 4, 3 16 O5 -9 +4 -6 -14 +18 -56 -1 -4 -8 -12 -1 -1
0 / 0 3, 3, 4, 4 15 W2, W1 -22 +3 -3 -2 +1 -3 -4 -3 +2 -3 +1 -6
0 / 0 3, 4, 4, 3 15 O3, W1 -18 -12 +1 -8 -3 -1 -11 -2 +3 -6 -5 -3
0 / 0 3, 4, 4, 3 15 O3, W2 -27 -4 -2 -6 -3 +17 +1 -14 0 -4 0 -23
0 / 0 3, 3, 4, 4 15 O5, W1 -40 -9 +7 +1 +2 +10 -4 -13 0 0 +4 -1
2+ / 2+ 3, 4, 4, 4 14 W1 -39 -1 -6 -3 -4 0 -4 -3 0 -4 -1 -2
2+ / 2+ 3, 4, 4, 4 14 O5 -52 +17 -5 -18 +24 -18 -12 +6 -8 -27 +5 -19
E 0 / 0 3, 4, 4, 4 14 W1 -102 -40 -1 -4 +20 -18 -16 -27 +8 -10 -11 +9
0 / 0 4, 4, 4, 4 13 W2, W1 -42 +1 +3 -18 -5 +1 +3 -2 -8 +22 0 +1
1+ / 1+ 4, 4, 4, 4 13 W1 -102 -30 -2 -22 -2 0 -16 -25 -8 +20 -9 +12
1+ / 2+ 4, 4, 4, 4 13 - -55 +6 -12 -35 -28 -7 -27 -6 -33 +10 -15 -2
F 0 / 1+ 3, 4, 4, 4 14 - -68 +11 +1 -16 -33 +5 -13 -26 +6 -11 -10 -3
0 / 0 3, 4, 4, 4 14 W1 -36 +3 +1 +4 -8 +5 -1 -3 +3 +2 +6 0
0 / 0 4, 4, 4, 4 13 O3, W1 -24 0 -1 +2 -4 -3 +2 -2 -7 -4 +1 -2
TABLE 6.5: Frequency changes associated with oxidation of Mn4.
(W2, W1), as observed in clusters A, D and E. The shifts of B and F, where W2 is a hydroxide,
are strongly suppressed by W1 deprotonation, with the shifts of B generally being 10 cm−1 or
less in the neutral state. Mn4 oxidation with O5 deprotonation occurs for A, C and D. For A,
this is accompanied by moderate shifts at Asp170 and Glu189 (∼20-30 cm−1), whereas in C,
the shifts are moderate at Asp170, Ala344 and somewhat smaller at Glu189. For D, the shifts
are primarily concentrated at Glu189, but small for most other ligands (maximum of∼10 cm−1).
The M06L/6-31G(d,p) method was compared to other popular DFT methods in describing the
WOC-like clusters in Table 6.6. Exploratory calculations on cluster B were performed, using
ωB97XD, M11L, B3LYP-D3, PBE0-D3 and M06L, with the larger SDD (Ca,Mn) + 6-31G(d,p)
(C,O,N,H) mixed basis set. Cluster B was selected as it displays the lowest frequency shifts for
concurrent oxidation and deprotonation in this study, and was thus an ideal testing ground for
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Method Charge Final Ox. Mul. Deprot. Asp170 Glu354 Glu189 Glu333 Asp342 Ala344
(i/f) State (2S+1) Species Sym Asym Sym Asym Sym Asym Sym Asym Sym Asym Sym Asym
ωB97XD 0/1+ 3, 4, 3, 3 16 - -12 -1 -6 -20 -3 -12 +1 +1 6 -16 -44 -1
0/0 3, 3, 3, 4 16 W1 -3 +2 +2 -4 +6 0 -4 -5 0 -1 -1 0
0/0 3, 4, 3, 3 16 O3 +4 -8 -10 +1 -1 -3 0 -2 -1 +2 -5 -6
0/0 3, 3, 4, 3 16 O5 -12 -12 -13 -28 -26 +51 -1 +6 +1 +18 -6 -3
0/0 3, 4, 3, 4 15 O3, W1 -5 +3 +1 -3 +2 -1 -3 -5 0 -4 0 0
M11L 0/1+ 3, 4, 3, 3 16 - -16 -11 -13 -18 -4 -15 -4 -14 +6 -20 -45 -7
0/0 3, 3, 3, 4 16 W1 +7 -4 +2 +1 +4 -2 -8 -15 +2 -6 0 -3
0/0 3, 4, 3, 3 16 O3 +6 -14 -11 +13 -2 +9 -1 -10 0 +6 -5 +2
0/0 3, 3, 4, 3 16 O5 -14 -8 -17 -19 -30 +41 0 0 +1 +16 -7 -8
B3LYP-D3 0/1+ 3, 4, 3, 3 16 - +3 -4 +6 -14 -11 -10 0 -9 +2 -16 -45 -3
0/0 3, 3, 3, 4 16 W1 -1 0 +1 +5 +8 +1 -5 -15 0 -1 0 -2
0/0 3, 4, 3, 3 16 O3 +9 -9 -11 +9 0 -3 -1 -10 -2 +1 -5 -7
0/0 3, 3, 4, 3 16 O5 -10 -12 -14 -17 -28 +51 +1 0 +1 +17 -6 -4
PBE0-D3 0/1+ 3, 4, 3, 3 16 - +6 -18 +5 -15 -11 -12 +1 -8 +3 -17 -43 +9
0/0 3, 3, 3, 4 16 W1 +2 0 +2 +6 +6 +3 -8 -12 +3 +2 0 0
0/0 3, 4, 3, 3 16 O3 +7 -17 +25 +21 0 -8 -6 -9 -2 +2 -8 -6
0/0 3, 3, 4, 3 16 O5 -12 -16 -15 -17 -29 +49 +1 -1 +1 +19 -5 +1
M06L 0/1+ 3, 4, 3, 3 16 - -5 +1 +3 -19 -11 -9 -2 -13 +1 -20 -51 +5
0/0 3, 3, 3, 4 16 W1 -1 -2 +1 -2 +1 -3 -7 -10 +1 -5 +1 -3
0/0 3, 4, 3, 3 16 O3 -2 -4 -12 +4 -1 0 -4 -6 -4 +1 -12 0
0/0 3, 3, 4, 3 16 O5 -25 +4 -22 -26 -25 +56 +1 -5 -3 +14 -12 -17
0/1+ 3, 4, 3, 3 2 - -9 -5 -3 -19 -5 -14 -2 -17 +1 -19 -51 +1
0/0 3, 3, 3, 4 2 W1 +3 -4 0 -2 +2 -3 -7 -12 +1 -4 0 -3
0/0 3, 4, 3, 3 2 O3 +5 -9 -8 +5 +2 -4 0 -8 -6 +4 -12 -2
0/0 3, 3, 4, 3 2 O5 -17 -4 -19 -22 -28 +49 -2 -3 -5 +16 -9 -8
TABLE 6.6: Frequency changes associated with oxidation of cluster B, probed using a range of DFT
methods.
establishing whether the suppression of frequency shifts via deprotonation was in some way,
method-dependent. We also briefly examined the effect of setting the cluster in a low spin state
(using the M06L method). No obvious differences in the frequency shifts could be observed
when other DFT methods were used, or when the cluster was set to the low spin state. The qual-
itative trends observed for the calculated frequency shifts are thus, independent of the selected
(DFT) method or spin state.
6.4 Discussion and Conclusion
In summary, deprotonation can be effective in reducing frequency shifts in WOC-like clusters,
as shown in Figures 6.5 and 6.6. However, this frequency shift-suppressing effect depends on
the Mn centre that undergoes oxidation, and various other electronic and geometric factors. Mn1
and Mn3 oxidation cause widespread frequency shifts that are not easily suppressed by depro-
tonation, whereas those shifts associated with Mn2 and Mn4 oxidation can be suppressed by
deprotonations at O3 and W1/W2, respectively. O5 deprotonation does not usually reduce fre-
quency shifts associated with oxidation of any Mn centre, except for one case of Mn4 oxidation
in D) (Table 6.5). Even then, this results in easily detectable frequency shifts at Glu189. In many
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cases, O5 deprotonation instead, induces larger shifts than the corresponding direct oxidation.
We attribute the inefficacy of O5 deprotonation in suppressing shifts to its central location in
the cluster; a change to the protonation of O5 affects the cluster as a whole, not just the Mn
centre undergoing oxidation. We also note that only deprotonation of coligands ligating the Mn
centre undergoing oxidation effectively suppresses frequency shifts. In light of the results from
Chapter 5, where it was concluded that carboxylate shifts are primarily driven by electrostatic
effects, this is likely because only deprotonations at the centre of oxidation can appropriately
compensate for the local increase in charge.
The clusters’ overall charge was also an important factor. The observed frequency shifts fol-
lowing deprotonation (henceforth defined as “residual shifts”) are universally lower when the
clusters are neutrally charged – any shift towards the negative or positive regimes resulted in
larger residual shifts. The negatively charged cluster, C, displays lower frequency shifts when
oxidised directly from 1- to neutral, than the corresponding oxidation with deprotonation. After
C has achieved a neutral charge however, the results obtained from that cluster are generally
consistent with other neutrally charged clusters. The clusters’ shifts following direct oxidation
into the positively charge regime always gives larger residual shifts than with the neutral cluster.
We observed that carboxylate ligand binding distances (not shown) decrease by∼0.02-0.2 A˚ for
each (positive) increase in cluster charge; this would increase the electric field strength at the
ligand, perhaps causing larger oxidation-induced frequency shifts, such that they cannot be fully
suppressed by deprotonation.
We also found that the protonation state of W2 and O5 affected the residual shifts, as observed in
Tables 6.3 and 6.5. The residual shifts are always lower if W2 is a hydroxide group rather than a
water, and when O5 was maximally protonated (i.e. O5 being a water); any loss of protonation
at O5 caused a marked deterioration in the frequency shift-suppressing effect associated with
deprotonation. A and B, which have O5 as a water, generally displayed lower residual shifts
than all other clusters in this study. This correlation between frequency shifts and O5 protona-
tion may be related to a need for flexibility in the cluster to effectively suppress frequency shifts
via deprotonation, as a hydroxide or oxo group in the O5 position causes the cluster to bind
more rigidly. As for W2 protonation, it is unclear as to why this has such a significant effect on
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the residual shifts, but it is clear that having W2 as a hydroxide always enhances the frequency
shift-suppressing effect of deprotonation, regardless of the oxidation state of the cluster, or even
the site that is deprotonated – the double deprotonations, (W2, O3) and (W2, W1) always result
in lower shifts than deprotonations at O3 and W1 alone, respectively (Tables 6.3 and 6.5). Cu-
riously, Ames and coworkers also found that modeling W2 as a hydroxide ligand gives the best
match with experimental data, albeit in the S2 state.26
Consistent with the findings from previous chapters (Chapters 4 and 5) and experimental studies
elsewhere,1,46,47 deprotonation coupled with oxidation generally reduces the redox potential in
neutral or positively charged clusters, and maintains it to within 1 eV for successive oxidations
(see Figure 6.4). We note that oxidation with O5 deprotonation appears to be very thermody-
namically favourable, and is slightly more so than oxidation with W2 or W1 deprotonation. As
previously mentioned, the dielectric and conformational effects of protein ligation have not been
accounted for in these gas-phase calculations, which will affect these redox potential calcula-
tions.48,49 In particular, the hydrogen bond network that surrounds the WOC could favour the
deprotonation of the terminal waters over the deprotonation of O5, as W1 and W2 are directly
linked to this network.10,11,16,50 A recent study by Saito and coworkers has also shown that a
corresponding hydrogen bond network is absent for O5 in the S1 state, which greatly increases
the activation barrier for O5 deprotonation.51
The experimental FTIR data15,16 would dictate that only oxidation reactions resulting in minimal
frequency shifts (10 cm−1 or less), with the exception of Ala344 and perhaps Glu354,17,18,52 are
physiologically relevant. If we assume that the qualitative correlation between Mn centre oxida-
tion and carboxylate frequency shifts in these clusters holds true in the physiological WOC, then
oxidations occurring at Mn1 and Mn3 are unlikely to occur, at least in the S1/S2 transition, if not
the S2/S3 transition as well. The model clusters in this study have demonstrated that Mn1 and
Mn3 oxidations always induce widespread carboxylate ligand frequency shifts that are not easily
suppressed by deprotonation, which should give rise to S-state FTIR difference spectra that are
more noticeably affected by point mutations to the first shell ligands. However, this suggestion
is clearly in conflict with mechanistic WOC models suggesting an initial mean Mn oxidation
of 3.5+, as the S3 state must have all Mn centres in the Mn(IV) state, thus necessitating Mn1
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oxidation at some stage (Mn3 is already in the Mn(IV) state in S1, in these models).22,23,26,41,42
A combined high-field EPR and computational study by Cox et al. has also concluded that in
S3, all Mn centres of the WOC are in the Mn(IV) state.31 That study was based on the Siegbahn
model of the WOC, which requires the binding of a substrate water (called Wx) at Mn1 in the S3
state.23 However, water exchange studies have shown that a substrate water cannot bind to the
WOC from the bulk during the S2 to S3 transition, as both the fast and slow exchanging waters
are already bound in S2.53 Furthermore, mutations that change Glu189 to Gln, Lys and Arg (all
amino acids with differently charged side chains) appear to have little effect on WOC function,
which appears counterintuitive if Mn1 is redox-active.15,54,55 On the other hand, a recent com-
putational work has shown that W2 may “rotate” towards the O5 position in S3, which allows
O5 to exclusively bind Mn1 and act as Wx, without necessitating further water binding from the
bulk.56 As the conclusion to this matter remains to be seen, it would be highly presumptuous to
conclude based on these results, that Mn1 oxidation does not occur in the S-state cycle. Note
that despite the similarity in protonation between F and the Siegbahn model (fully deprotonated
O5 bridge and W2 as a hydroxide), these models are not identical, as we could not reproduce
the so-called ‘open’ and ‘closed’ forms of the S2 state,42 having truncated the protein matrix
that envelopes the WOC. It is then possible that frequency calculations on the exact Siegbahn
model may yield different results. For instance, deprotonating Wx could result in smaller Mn1
oxidation-induced carboxylate frequency shifts than those observed with O5 or O3 deprotona-
tion.
In this study, B has shown the lowest residual shifts by far, and uniquely, the only case where
direct oxidation results in a large frequency shift at one ligand, but relatively small shifts at
other ligands (Table 6.6). The shifts here are usually less than 10 cm−1 when deprotonation
has occurred at the centre of oxidation (e.g. O3 deprotonation when Mn2 is oxidised, and W1
deprotonation when Mn4 is oxidised). The largest shifts were only 12 cm−1 at Glu354 and
Ala344 with O3 deprotonation. If we take the frequency shifts of our gas phase clusters to
be representative of what might be expected in PSII, then these shifts are small enough that
they may be obscured by the minor changes that occur in the protein backbone due to ligand
mutation. The Mn4 oxidation-induced shifts at Asp170 in particular, are almost completely
nullified by W1 deprotonation. This result indicates that any oxidation-driven frequency shift
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in Asp170 carboxylate modes would be very difficult to observe in mid-frequency FTIR differ-
ence spectra, which would explain the experimental results obtained from Asp170 mutants.57
Furthermore, it is also known that no deprotonation occurs in the S1/S2 transition,36,58,59 and
a 17–36 cm−1 downshift has been experimentally assigned to Ala344 in that transition.16–18 In
this study, Ala344 is shifted by -51 cm−1 and -12 cm− when B is oxidised without deproto-
nation and with O3 deprotonation, respectively (see Table 6.3). The experimentally observed
shifts then appear to fit within that calculated range of frequency shifts (17–36 cm−1 versus
12–51 cm−1). The next largest symmetric mode shift in the direct oxidation of B was only -11
cm−1 for Glu189, which is compatible with the difficulty in assigning FTIR difference features
to other first-shell ligands in that transition experimentally. On the basis of FTIR data alone, B
appears to be the cluster that is most similar to the physiological WOC. We also note that the
asymmetric mode of Glu354 has downshifted by 30 cm−1 upon direct oxidation of B, which
may be detected in future experiments, provided a suitable FTIR methodology can be found.
To our knowledge, the only computational investigation on the IR frequencies of the WOC that
has been performed prior to this study, was by Sproviero et al. in 2008.60 As the 1.9 A˚ resolu-
tion XRD structure was not available at the time, those calculations were based on very different
models of the Mn4Ca core than those used in this study. The differences included Ala344 being
modeled as a monodentate or bidentate ligand to the Ca ion (instead of a bridging ligand between
Ca and Mn2), and Glu333 being assumed to bridge Mn2 and Mn3 (instead of Mn3 and Mn4).
They reported that their preliminary calculations had found carboxylate ligand frequencies in-
sensitive to manganese oxidation, unless a carboxylate was ligated along the Jahn-Teller axis of
a Mn(III) centre. Our results are clearly inconsistent with those findings, which does not come
as a surprise since IR frequencies are highly sensitive to changes in geometry and molecular
binding. We found that large frequency shifts are easily induced in all carboxylate ligands of the
WOC-like clusters, and similarly, Berggren et al. also found that carboxylate frequency shifts
are easily observed for carboxylates that do not ligate a Jahn-Teller axis, in synthetic manganese
dimers.61 We thus conclude that deprotonation is the mechanism responsible for suppressing
frequency shifts in first-shell carboxylate ligands of the WOC, rather than an inherent insensi-
tivity of the ligand frequencies towards Mn oxidation.
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Chapter 7
Conclusions
The central theme of this thesis relates to FTIR data pertaining PSII. The thesis is divided into
two distinct components, one experimental, and the other, computational. The experimental por-
tion of this thesis examines the redox-active tyrosines of PSII using a unique cryogenic FTIR
facility, while the computational portion focuses on explaining existing FTIR data from S-state
turnover studies. This concluding chapter re-examines these studies, discussing the strengths
and weaknesses of the methods used as well, suggesting possible future directions for research
in this area.
7.1 Cryogenic FTIR Study on the Redox-Active Tyrosines of PSII
Prior to this work, no FTIR study has ever been performed on PSII samples at temperatures
as low as 10 K. The ability to make measurement at temperatures below 80 K opened up new
possibilities. In particular, the TyrD◦/TyrD difference signal at both 80 K and 10 K were ob-
tained, using a set of chemically treated samples and multiple spectral subtractions. These 80 K
and 10 K signals were seen to be very similar, showing only small differences, consistent with
minimal changes in the electric field distribution around the TyrD site. This result is however,
inconsistent with formation of an imidazolium intermediate at 10 K, as proposed by O’Malley
et al.1 Given that the most intense features in the 10 K-minus-80 K double-difference spectrum
were found in the 1600-1700 cm−1 region, where water bending modes typically absorb, it was
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proposed that thermal relaxation of a mobile water near TyrD (occurring at 80 K but not 10 K)
may be responsible for these double-difference features, and also the increased electropositivity
of TyrD that was shown in prior EPR studies.2 Furthermore, the cryogenic TyrD◦/TyrD signals
are very different from the room temperature difference signal,3,4 implying that TyrD oxidation
at room temperature is followed by several proton or water movements that are inhibited at cryo-
genic temperatures, as this temperature-induced change in the FTIR difference signal is not a
general feature of PSII cofactor signals.
Our attempt to study TyrZ was largely unsuccessful. While TyrZ is known to undergo oxidation
either via visible light or near-IR illumination (on samples poised in S2 or S3),5–7 only the FTIR
signals arising from visible light illumination was obtained. The overall FTIR signal contained
significant contributions from Q−A/QA processes. We were unable to remove these via spectral
subtraction. We found no FTIR signals which could be associated with PSII upon near-IR illu-
mination on samples poised in S2. This result could be explained by the proposal that near-IR
illumination in this case does not change the state of TyrZ, but rather changes the WOC spin-
state. However, this proposal contradicts the interpretation of a significant body of EPR data in
the literature. Our inability to obtain a clean TyrZ◦/TyrZ signal was in part caused by photo-
activity at 10 K in the ZnSe windows. This ZnSe-related signature shows features below 1400
cm−1 and obscures other difference signals within that region. Furthermore, the kinetics of the
ZnSe signal are similar to those shown for TyrZ oxidation at 10 K. This led to the ZnSe signal
to be attributed to a TyrZ◦/TyrZ process for a very long time. The ZnSe signal is due to defects
and/or contaminants in the window material as ZnSe has no phonon modes absorbing above 250
cm−1 at any temperature.8,9 As the origin and the behaviour of this unexpected signature has
not been determined, it would be more fruitful to seek a window material that did not interfere
with illumination-induced measurements.
As 10 K cryogenic studies on TyrD and TyrZ are indeed without precedent, the methods for
obtaining low temperature TyrD or TyrZ oxidation-induced difference signals have not been
previously established. The primary difficulty was that IR contributions from other PSII cofac-
tors (i.e. those induced by QA reduction and oxidation of other secondary donors) could not
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be removed easily using external reductants or oxidants, as a number of electron transfer reac-
tions become inhibited at 80 K and below. We were thus constrained to use multiple spectral
subtractions in obtaining the TyrD◦/TyrD signal. This approach required very high SNR in our
difference spectra. This was enabled by the introduction of a 2000 cm−1 longpass filter which
allowed the full utilisation of the light flux of our IR source, without saturating the detector.
Two subtraction pathways were developed, so that any spectral subtraction artifacts could then
be identified by comparing the two sets of resulting difference spectra. Nevertheless, some spec-
tral subtraction artifacts may still lie undetected if they are indeed shared by both subtraction
pathways. We were also unable to obtain PSII samples that were grown with isotopically-labeled
tyrosines. Such a procedure would help confirm that these signals are indeed due to TyrD oxi-
dation.
In future studies, the TyrZ◦/TyrZ signal at 10 K (and also 80 K) could be obtained from the
transient signal that occurs with visible light illumination, using subtractions. The signals due
to Q−A/QA can be subtracted using the light-induced difference spectra of ascorbate treated sam-
ples, which is nominally equivalent to Q−A/QA in cryogenic experiments. Further studies would
also be required to ascertain whether TyrZ oxidation via electron transfer to the WOC can or
cannot be triggered by near-IR illumination. Such a determination could enable future FTIR-
based studies on WOC structure, by probing the S’x−1TyrZ◦/SxTyrZ signals (x = 2,3).
The first step that needs to be undertaken in future cryogenic TyrD studies is to confirm the as-
signment of these 80 K and 10 K signals as due to TyrD oxidation, via tyrosine labeling studies.
Then, a study using deuterated samples will be sufficient to test whether the 10 K-minus-80 K
double difference features are related to water movements. One other avenue for future FTIR
studies on TyrD is to investigate its proton egress pathway, particularly in the high pH case. It
may be possible to obtain a room temperature TyrD◦/TyrD difference signal similar to that ob-
tained at cryogenic temperatures, with the appropriate point mutations to impede proton transfer
from the TyrD site. We have already noted the presence of similarities between the TyrD◦/TyrD
signal obtained at cryogenic temperatures and that obtained from the D2-His189Gln mutant at
room temperatures.3 A proton egress pathway from TyrD has been proposed in the computa-
tional studies of Saito et al.,10 but it remains uncertain whether the same proton transfer pathway
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applies to high pH samples.
7.2 The Effect of Deprotonation on Metal Oxidation-Induced Car-
boxylate Frequency Shifts
The purpose of computational studies was to investigate whether ligand deprotonation would
suppress manganese oxidation-induced frequency shifts in carboxylate coligands. This seems
a plausible suggestion as to why point mutations on carboxylates known to directly ligate the
WOC do not generally induce significant changes in S-state turnover difference spectra, since
oxidation of the WOC is followed by proton release in all transitions except S1 to S2.11–13
The computational studies presented in Chapters 4 and 5 indicate that deprotonation reduces
oxidation-induced frequency shifts for manganese complexes and also for a range of transition
metal complexes (V, Cr, Fe, Co), relative to metal centre oxidations that do not conserve charge,
i.e. direct oxidation. It was also shown that deprotonation generally maintained a constant re-
dox potential in consecutive oxidations, and reduced the redox potential of neutral or positively
charged complexes. Furthermore, it was shown that the mechanism driving carboxylate fre-
quency shifts is primarily electrostatic, as these oxidation-induced frequency shifts were also
suppressed by increasing the dielectric constant of the medium, and by substituting a neutral
ligand (water) with anionic ligands (CN−, Cl−, F−). The effect of deprotonation was however,
dependent on the geometry of the complexes, as the frequency shift that remained following
oxidation with deprotonation (residual shifts) were generally smaller for bridging carboxylates
than unidentate carboxylates.
In Chapter 6, the effect of deprotonation in a range of clusters resembling the Mn4Ca core of
the WOC was investigated. In most cases, direct oxidation caused widespread frequency shifts
in all ligands, whereas concomitant oxidation and deprotonation, assuming that coligand depro-
tonation occurred at the Mn centre undergoing oxidation, resulted in relatively small frequency
shifts. The residual shifts depended on certain key elements: the particular Mn undergoing
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oxidation, the cluster charge, and the protonation state of W2 and O5. With the appropriate
deprotonations, Mn2 and Mn4 oxidations do not result in large frequency shifts, whereas Mn1
and Mn3 oxidations result in large, widespread shifts, regardless of whether deprotonation has
occurred. The residual shifts were also smallest for those clusters that were neutrally charged,
with deviations into either negative or positively charged regimes leading to larger shifts. Fi-
nally, in order to optimise suppression of oxidation-induced frequency shifts, we found that it
was important for W2 to be a hydroxide, and O5 to be a water. These optimisations worked
independently of each other, as having W2 as a hydroxide always resulted in lower residual
shifts, and having O5 as anything but a water increased residual shifts. All of these geometric
and charge requirements were met in one particular cluster labeled B, and it displayed residual
shifts that were generally lower than 10 cm−1. The experimentally determined frequency shift
at Ala344 in the S1 to S2 transition was also reproduced in model B,14 when allowing direct ox-
idation of the cluster. Furthermore, this cluster is unique in that only relatively small frequency
shifts in the vibrational modes of the remaining carboxylate ligands were calculated following
direct oxidation. Thus deprotonation is calculated to suppress frequency shifts associated with
the first-shell carboxylate ligands of the WOC, and this effect is able to account for much of the
experimental FTIR data on S-state turnovers.
The results of this study are however, in disagreement with some computational studies on the
WOC. In particular, our modelings would preclude Mn1 oxidation due to the large, widespread
frequency shifts this induces. We note however, that the models studied here are small, and
have truncated much of the protein matrix surrounding the WOC. No cluster used in our mod-
eling has reproduced the proposed “open” and “closed” forms proposed for the S2 state.15–18
Furthermore, we have not included a Wx water, which putatively binds to Mn1 in the S2 state
and becomes deprotonated upon oxidation to S3.15,17 This could potentially suppress the fre-
quency shifts associated with Mn1 oxidation. The Sproviero et al. study in 2008 suggested that
carboxylate frequency shifts only occur for ligands along the Jahn-Teller axis of a manganese
centre. This is also in clear disagreement with our modeling here, as frequency shifts are easily
induced in all carboxylate ligands of the WOC.19 However, we note that the models used in that
study did not have the correct WOC ligation, as shown in the more recent high resolution XRD
structures.20–22 Furthermore, it has been experimentally shown in synthetic Mn dimers that Mn
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oxidation induces frequency shifts in all carboxylate ligands, including those that do not ligate
along a Jahn-Teller axis.23
This work has covered a wide range of geometries and metals (Chapter 5), and applied high-
level wavefunction-based methods (Chapter 4), with multi-reference calculations provided by
Dr. Terry Frankcombe. The mechanism driving carboxylate shifts has also been investigated,
showing that carboxylate frequency shifts are primarily driven by electrostatic effects, and ad-
ditionally may be suppressed by anionic ligand substitution in lieu of deprotonation. The con-
clusion, with respect to the suppression of metal oxidation-induced frequency shifts by depro-
tonation, is therefore quite robust. One weakness of this study is that the models used were
generally quite small and minimalistic, especially in Chapter 4. This was justified however, by
the extreme cost of CCSD calculations. Nevertheless, it is established that the effects of de-
protonation hold for model complexes having up to 4 redox-active metal centres. While much
of the protein matrix surrounding the WOC has not been included for the models in Chapter 6,
the effect of deprotonation is mainly local, as evidenced by the importance of having deproto-
nation occurring at the centre undergoing oxidation. The qualitative trends established here are
unlikely to change with inclusion of the remaining protein matrix.
The next step in this research is to evaluate mechanistic models of the WOC, using the experi-
mental FTIR data as a constraint. The majority of computational studies on the WOC thus far
have largely ignored the FTIR data, as no compelling explanation for the predominantly “null”
results had been provided up to this point. As we have found that vibrational frequency calcu-
lations generally take less time than geometry optimisations in this study (for DFT methods),
frequency calculations for (larger) QM-MM systems used in other WOC studies should remain
computationally accessible.
One other direction in which this research may take, in relation with the experimental study
performed in this thesis, is to simulate S’x−1TyrZ◦/SxTyrZ difference spectra. Since TyrZ is in
the second shell of WOC-ligating residues, this remains computationally feasible, although it
would be necessary to invoke a QM-MM approach and much larger models of the WOC. Such
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an approach would help us predict whether TyrZ oxidation induced via NIR illumination on
S2 or S3 poised samples should indeed give rise to easily observable FTIR difference features.
Also, if the S’x−1TyrZ◦/SxTyrZ difference signal is obtained experimentally in the future, a
computational study would provide a very useful reference in assigning the difference features.
This approach has been applied to assign the difference features of A−1 /A1 in Photosystem I.
24
A work of this nature for Photosystem II comes with considerable challenges and may be made
limited by current uncertainties regarding the precise structure(s) of the WOC in various S-states.
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Appendix A
Appendix for Chapter 5
TABLE A.1: All calculations on the 1V complex. All direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1- 4 2
0 3 3 -55 +39 1.08
1- 3 3 -41 -1 1.59
1- 2 4 +14 -12 2.70
M11L 1- 4 2
0 3 3 -49 +27 1.13
1- 3 3 -40 -11 1.90
1- 2 4 +15 -11 2.63
M06L 1- 4 2
0 3 3 -52 +40 0.94
1- 3 3 -47 -7 1.55
1- 2 4 +28 -9 2.01
CASSCF 1- 4 2
0 3 3 -68 +55 1.11
1- 3 3 -9 +8 0.97
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TABLE A.2: All calculations on the 2V complex. All direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1+ 7 2, 2
2+ 6 2, 3 -20 -29 8.43
3+ 5 3, 3 -3 -80 14.03
1+ 6 2, 3 +2 -14 1.81
1+ 5 3, 3 -1 -6 2.37
1+ 4 3, 4 +2 -15 2.92
1+ 3 4, 4 -10 -9 3.11
M11L 1+ 7 2, 2
2+ 6 2, 3 -14 -44 8.61
3+ 5 3, 3 -1 -68 14.08
1+ 6 2, 3 0 -22 1.95
1+ 5 3, 3 +5 +9 2.45
1+ 4 3, 4 -1 -24 2.91
1+ 3 4, 4 -4 -24 3.10
M06L 1+ 7 2, 2
2+ 6 2, 3 +8 -50 8.55
3+ 5 3, 3 -11 -40 13.89
1+ 6 2, 3 +13 -12 1.76
1+ 5 3, 3 -6 +4 2.10
1+ 4 3, 4 -7 -35 2.42
1+ 3 4, 4 +5 -17 2.58
CASSCF 1+ 7 2, 2
2+ 6 2, 3 -8 -36 8.47
3+ 5 3, 3 -16 -84 13.99
1+ 6 2, 3 0 -16 2.16
1+ 5 3, 3 -1 -33 2.77
TABLE A.3: All calculations on the 1V·CN complex. All direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1- 4 2
0 3 3 -117 +56 1.52
1- 3 3 -35 +7 1.75
1- 2 4 -20 +1 2.77
M11L 1- 4 2
0 3 3 -112 +42 1.53
1- 3 3 -31 +1 1.97
1- 2 4 -14 -12 2.83
M06L 1- 4 2
0 3 3 -122 +57 1.36
1- 3 3 -33 +5 1.64
1- 2 4 -5 -10 2.24
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TABLE A.4: All calculations on the 2V·CN complex. All direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1- 7 2, 2
0 6 2, 3 +2 -41 1.31
1+ 5 3, 3 -13 -42 6.73
1- 6 2, 3 +2 -7 1.38
1- 5 3, 3 +2 -7 1.62
M11L 1- 7 2, 2
0 6 2, 3 +25 -41 1.30
1+ 5 3, 3 -11 -50 6.66
1- 6 2, 3 +23 0 1.55
1- 5 3, 3 +8 -3 1.79
M06L 1- 7 2, 2
0 6 2, 3 +13 -36 1.29
1+ 5 2, 4 +14 -24 6.33
1- 6 2, 3 +16 -8 1.00
1- 5 3, 3 +8 +5 1.90
TABLE A.5: All calculations on the 1Cr complex, direct oxidations are bolded. M06L and MP2 calcula-
tions on directly oxidised complexs resulted in ligand oxidation.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1- 5 2
0 4 3 -61 +51 2.32
1+ 3 4 -150 +20 7.44
1- 4 3 -6 -8 2.52
1- 3 4 -3 -3 2.97
M11L 1- 5 2
0 4 3 -63 +50 1.47
1+ 3 4 -133 -16 7.37
1- 4 3 -4 -9 1.91
1- 3 4 -2 -5 2.88
M06L 1- 5 2
0 4 3 -67 +43 2.02
1+ 3 4 -302 +40 7.00
1- 4 3 -10 -6 2.14
1- 3 4 +1 -1 2.36
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TABLE A.6: All calculations on the 2Cr complex, direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1+ 9 2, 2
2+ 8 2, 3 -16 -43 9.72
3+ 7 3, 3 -10 -72 15.48
1+ 8 2, 3 -2 -16 2.92
1+ 7 3, 3 -1 -20 3.36
M11L 1+ 9 2, 2
2+ 8 2, 3 -5 -63 9.48
3+ 7 3, 3 -12 -51 14.78
1+ 8 2, 3 +3 -15 2.60
1+ 7 3, 3 +2 -15 2.86
M06L 1+ 9 2, 2
2+ 8 2.5, 2.5 +3 -54 9.26
3+ 7 3, 3 -41 -76 15.30
1+ 8 2, 3 +1 -19 2.57
1+ 7 3, 3 0 -23 3.01
TABLE A.7: All calculations on the 1Cr·CN complex, direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1- 3 2
0 4 3 -72 +44 2.32
1- 4 3 -5 +5 2.52
1- 3 4 -5 -13 2.97
M11L 1- 3 2
0 4 3 -62 +38 1.47
1- 4 3 +2 +6 1.91
1- 3 4 -7 -11 2.88
M06L 1- 3 2
0 4 3 -70 +47 2.02
1+ 3 4 -290 +37 7.00
1- 4 3 -17 +9 2.14
1- 3 4 +14 -15 2.36
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TABLE A.8: All calculations on the 2Cr·CN complex, direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1- 5 2, 2
0 6 2, 3 +5 -32 1.19
1+ 7 3, 3 -2 -25 5.74
1- 6 2, 3 +16 +1 0.91
1- 7 3, 3 +3 -3 1.45
M11L 1- 5 2, 2
0 6 2.5, 2.5 +10 -48 1.27
1+ 7 3, 3 -8 -7 6.20
1- 6 2, 3 +7 -15 1.44
1- 7 3, 3 +13 +22 1.82
M06L 1- 5 2, 2
0 6 2.5, 2.5 +43 -38 0.60
1+ 7 3, 3 -9 -5 5.56
1- 6 2, 3 +28 -12 0.51
1- 7 3, 3 +26 +22 0.92
TABLE A.9: All calculations on the 1Mn complex, direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 0 6 2
1+ 5 3 -112 +40 7.04
0 5 3 -46 -5 3.18
0 4 4 -10 +19 4.25
M11L 0 6 2
1+ 5 3 -108 +17 6.41
0 5 3 -55 -16 2.57
0 4 4 -7 +12 3.28
M06L 0 6 2
1+ 5 3 -125 +9 6.78
0 5 3 -60 -15 2.83
0 4 4 -29 +8 3.57
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TABLE A.10: All calculations on the 2Mn complex, direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1+ 11 2, 2
2+ 10 2, 3 -33 -5 9.67
3+ 9 3, 3 +13 -96 15.46
1+ 10 2, 3 +8 -6 3.09
1+ 9 3, 3 +7 -3 3.51
M11L 1+ 11 2, 2
2+ 10 2, 3 -41 -16 9.10
3+ 9 3, 3 +21 -86 14.67
1+ 10 2, 3 +6 -5 2.41
1+ 9 3, 3 +8 -3 2.65
M06L 1+ 11 2, 2
2+ 10 2, 3 -48 -20 9.38
3+ 9 3, 3 +4 -91 15.03
1+ 10 2, 3 +2 -13 2.66
1+ 9 3, 3 +4 -4 3.00
TABLE A.11: All calculations on the 1Mn·CN complex, direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1- 2 2
0 3 3 -80 +49 1.85
1- 3 3 -15 -5 2.12
1- 4 4 -16 +6 2.95
M11L 1- 2 2
0 3 3 -87 +34 2.11
1- 3 3 -22 -15 2.62
1- 4 4 -24 +3 3.11
M06L 1- 2 2
0 3 3 -83 +45 1.37
1+ 4 4 -184 +2 7.53
1- 3 3 -11 -9 1.63
1- 4 4 -18 +4 2.04
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TABLE A.12: All calculations on the 2Mn·CN complex, direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1- 3 2, 2
0 4 2, 3 -12 -20 2.45
1+ 5 3, 3 +1 -60 6.72
1- 4 2, 3 -2 -4 2.16
1- 5 3, 3 +5 -7 2.13
M11L 1- 3 2, 2
0 4 2, 3 +19 -52 2.47
1+ 5 3, 3 -25 -24 7.15
1- 4 2, 3 +6 -10 2.39
1- 5 3, 3 +2 +9 2.72
M06L 1- 3 2, 2
0 4 2.5, 2.5 -4 -30 1.71
1+ 5 3, 3 -40 -43 6.56
1- 4 2, 3 +5 -11 1.54
1- 5 3, 3 -3 +7 1.81
TABLE A.13: All calculations on the 1Fe·CN complex, direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1- 1 2
0 2 3 -98 +54 2.56
1- 2 3 -26 -4 2.71
1- 3 4 +1 +21 3.68
M11L 1- 1 2
0 2 3 -90 +34 2.75
1+ 3 4 -355 -136 9.21
1- 2 3 -29 -16 3.27
1- 3 4 -21 -3 3.89
M06L 1- 1 2
0 2 3 -99 +45 2.17
1+ 3 4 -249 +8 8.20
1- 2 3 -22 -8 2.35
1- 3 4 +5 +19 2.91
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TABLE A.14: All calculations on the 2Fe·CN complex, direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1- 1 2, 2
0 2 2, 3 +3 -16 2.25
1+ 3 3, 3 -24 -55 7.72
1- 2 2, 3 +3 -6 2.47
1- 3 3, 3 +1 -10 3.01
M11L 1- 1 2, 2
0 2 2.5, 2.5 +22 -47 2.84
1+ 3 3, 3 -27 -25 7.94
1- 2 2, 3 +9 -5 3.17
1- 3 3, 3 +5 -8 3.42
M06L 1- 1 2, 2
0 2 2.5, 2.5 +26 -23 2.04
1+ 3 3, 3 -34 -18 7.58
1- 2 2, 3 +15 0 2.21
1- 3 3, 3 +1 -3 2.73
TABLE A.15: All calculations on the 1Co·CN complex, direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1- 2 2
0 1 3 -56 +47 3.46
1- 1 3 -11 -15 3.55
1- 2 4 -5 +6 4.19
M11L 1- 2 2
0 1 3 -45 +35 2.35
1- 1 3 -5 -24 2.62
1- 2 4 -10 +5 4.36
M06L 1- 2 2
0 1 3 -52 +38 2.85
1- 1 3 -5 -21 2.93
1- 2 4 -1 +4 3.52
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TABLE A.16: All calculations on the 2Co·CN complex, direct oxidations are bolded.
Method Charge Multiplicity Ox. ∆Symm ∆Asymm ∆E
State (cm−1) (cm−1) (eV)
ωB97XD 1- 3 2, 2
0 2 2, 3 -34 -5 3.69
1+ 1 3, 3 +4 -42 8.32
1- 2 2, 3 +4 +1 3.62
1- 1 3, 3 +6 -4 4.08
M11L 1- 3 2, 2
0 2 2, 3 -31 -20 2.70
1+ 1 3, 3 +8 -26 7.23
1- 2 2, 3 +9 +6 3.04
1- 1 3, 3 +1 -7 3.15
M06L 1- 3 2, 2
0 2 2, 3 -5 -36 3.11
1+ 1 3, 3 -37 -13 7.80
1- 2 2, 3 +2 -5 3.17
1- 1 3, 3 +5 -1 3.43

