Introduction and statement of results.
In this paper we study the problem of extending holomorphic functions from a regular subvariety of an analytic polyhedron. More precisely, we present some results that can be deduced from explicit extension formulas constructed along the lines in Berndtsson [4] . The estimation follows the ideas in [2] and [5] .
A similar extension formula on a subvariety of an analytic polyhedron was also studied by Hatziafratis [7] .
Henkin [8] introduced methods of integral representations in order to obtain bounded extensions of holomorphic functions from submanifolds to strongly pseudoconvex domains. Since then, many works on regularity problems of extension functions have been done in various function spaces. In particular, Beatrous [3] obtained L p extensions of holomorphic functions from submanifolds to strongly pseudoconvex domains, and Cumenge [6] and Amar [1] obtained H p extensions on strongly pseudoconvex domains.
A bounded domain Ω ⊂ C n is an analytic polyhedron with defining functions φ j if Ω = {z ∈ C n ; |φ j (z) of ∂Ω. We say that Ω is non-degenerate if ∂φ I 1 ∧ · · · ∧ ∂φ I k = 0 on σ I for every multiindex I = {I 1 , . . . , I k } such that |I| = k ≤ n. In particular, then
is nonvanishing on σ I for |I| = n, and hence σ I is a submanifold of real codimension n which we can orientate by the form (1.1). We say that the analytic polyhedron Ω is strongly non-degenerate if ∂φ I 1 ∧ · · · ∧ ∂φ I k = 0 on σ I for all multiindices I. In particular this means that not more than n of the functions φ j can have modulii 1 at the same point. The polydisk D n in C n is a strongly non-degenerate analytic polyhedron with n defining functions and its skeleton is the torus T n . It is easy to see that Ω being strongly non-degenerate is equivalent to that Ω is locally biholomorphic to a part of the polydisk D n .
Let V be a regular subvariety of Ω of codimension m given as
where h j ∈ O( Ω), and
If we impose the transversal assumption that
for every multiindex I such that |I| = k ≤ n−m, then V is a non-degenerate analytic polyhedron on the manifold V . If we assume that (1.2) holds for any I, then V is a strongly non-degenerate polyhedron on V .
If Ω is a strongly non-degenerate polyhedron, then also Ω = {z ∈ Ω; |φ j (z)| ≤ 1 − , j = 1, . . . , N} is, for all small enough . Let σ be the skeleton of Ω . For a strongly non-degenerate polyhedron Ω we can define the Hardy spaces 
Construction of the extension formula.
To make the extension formulas more transparent, let us first briefly discuss some known representation formulas for holomorphic functions in an analytic 
(the sum is over increasing multiindices) for f that are holomorphic in a neighborhood of Ω, see [2] . If Ω is non-degenerate we can let r → 0 and get the classical Weil formula
If Ω is strongly non-degenerate and Cf (z) denotes the holomorphic function obtained by plugging in an arbitrary function f ∈ L p (σ), 1 < p < ∞, in the integral in (2.1), then Cf is in H p , see [5] .
The extension formulas that we will discuss below are such Weil formulas for the polyhedron V = Ω ∩ V , with the extra property that they provide extensions of holomorphic functions to the ambient domain Ω.
Let h 1 , . . . , h m be holomorphic in Ω as before, and choose Hefer functions 
is a (m, m)-current whose coefficients are measures supported on V , and which depending holomorphically on z ∈ Ω. 
to Ω, where
We write V in the integral in (2.2) to emphasize that the integration is performed only over V , even though it would be more correct to write Ω, since the kernel is a (n, n)-current.
Proof. Let Q(ζ, z) be an n-tuple of functions defined in Ω × Ω which are holomorphic in z, and suppose that G(λ) is holomorphic on the image of Q j , ζ − z and that G(0) = 1. As in [2] or [5] , it follows from [4] that we have a representation F (z) = Ω F (ζ)P (ζ, z) for F that are holomorphic in some neighborhood of Ω for r > 0, if
Following [5] , pages 409-411, we choose G(λ) = λ m and
and let → 0. Then the terms in (2.4) that correspond to |α| = n − m, tend to P r in the theorem, whereas the other terms tend to an integrable kernel that vanishes for z ∈ V . Therefore, F (z) = V F (ζ)P r (ζ, z) for z ∈ V if F is holomorphic in a neighborhood of Ω. However, since any f that is holomorphic in a neighborhood of V in V is the restriction to V of such an F , the theorem is proved. 
L
for functions f that are holomorphic in a neighborhood of V in V .
Once we have this proposition, we can apply it to the smaller polyhedra Ω = {|φ j | < 1 − }. Then we get, for each > 0, an extension F in Ω of f . It will be clear from the proof of Proposition 3.1 that the constant in is uniform in , and hence Theorem 1.1 follows by a normal family argument.
Proof of Proposition 3.1. Since
in Ω × Ω, we get the estimate
Let P r α denote the term in the expression (2.3) for the kernel P r that corresponds to the multiindex α.
We begin with the L 1 estimate. Since for all j,
uniformly for ζ ∈ V and z in any compact subset of Ω, it is sufficient to find a neighborhood U z 0 ⊂ Ω to each point z 0 ∈ ∂Ω and each α such that (3.1)
With no loss of generality we may assume that α = (1, . . . , n − m). We may also assume that there is a k (possibly k = n − m) such that |φ j (z 0 )| < 1 for k < j ≤ n − m and |φ j (z 0 )| = 1 for 1 ≤ j ≤ k. By the assumption on Ω, ∂φ 1 ∧ · · · ∧ ∂φ k = 0 at z 0 . Therefore, we can choose a local holomorphic coordinate system w at z 0 such that w j = φ j for 1 ≤ j ≤ k. For w in a small neighborhood U z 0 of z 0 , and ζ ∈ V we then have the estimate
Since the Lebesgue measure with respect to w is equivalent to the volume measure in Ω, it follows by a standard estimate, see e.g. [3] , that
from which (3.1) follows. This concludes the proof of the case p = 1. Notice that no assumption on the intersection of V and ∂Ω is needed.
For the L p estimate we have to localize also in the ζ variable. For each pair of points z 0 ∈ ∂Ω and ζ 0 ∈ ∂V we must find neighborhoods U z 0 ⊂ Ω and
To this end, again assume that α = (1, . . . , n − m) and moreover, that both |φ j (z 0 )| = 1 and |φ j (ζ 0 )| = 1 for 1 ≤ j ≤ k and either |φ j (z 0 )| < 1 or
At z 0 we can choose local coordinates w as before. By assumption,
For small enough neighborhoods U ζ 0 and U z 0 we thus have that
Notice that the Lebesgue measure with respect to ξ is equivalent to the surface measure dS on V . The desired estimate (3.2) now follows by standard technique, see e.g. [2] .
H p estimates for the extension function.
To handle the H ∞ and H p estimates, it is natural to let r → 0 in (2.2), in order to get a formula similar to Weil's formula (2.1).
Proposition 4.1. If (1.2) holds for all I of length ≤ n − m, then one can let r → 0 in (2.2) and obtain the extension formula
for f holomorphic in some neighborhood of V in V , where ω α are (n − m, 0)-forms in dζ which are smooth in a neighborhood of σ α × Ω and holomorphic in z ∈ Ω. Here σ α refers to the polyhedron
Proof. We consider a fixed term P r α in (2.3). Again we may assume that α = (1, . . . , n − m). Recall that so far, strictly speaking, P r α is a (n, n)-current, supported on V ; more precisely it is a smooth form times the surface measure dS. Let ζ 0 be a fixed point on V . We may assume that |φ j (ζ 0 )| = 1 for say j ≤ k and |φ j (ζ 0 )| < 1 for k < j ≤ n − m. Then, by assumption,
and hence there is a smooth (n
for all test functions χ with support near ζ 0 . Therefore,
when r → 0. If ζ 0 is outside σ α , then (4.2) tends to zero when r → 0. The various (n − m, 0) forms ω, corresponding to points on σ α can be pieced together to a global form ω α defined in a neighborhood of σ α , and thus P r α f tends to the term P α f corresponding to α in (4.1). Hence the proposition is proved.
Notice that so far we have only assumed that (1.2) holds for all I of length ≤ n − m. Therefore it might happen that σ α ∩ supp χ is a proper subset of
Proof of Theorem 1.2. Since now (1.2) holds for all I, the skeleton of V is stable under small perturbations. Therefore, it is enough to prove an a priori estimate for functions f that are holomorphic in a neighborhood of V in the manifold V .
We concentrate on the case p = ∞. The H p -estimate is obtained in a similar way. Consider a fixed P α . It is enough to prove that for each pair of points z 0 ∈ Ω and ζ 0 ∈ σ α , we can find neighborhoods U z 0 and U ζ 0 such that if χ is a smooth cutoff function with support in U ζ 0 , then the estimate
holds uniformly for all z ∈ U z 0 ∩ Ω and all f which are holomorphic in any neighborhood of V . (For the H p -estimate, one has to show instead that the function on the left hand side of (4.3) is in L p on the skeleton of Ω near z 0 .) As usual, we assume that α = (1, . . . , n − m) and that |φ j (z 0 )| = 1 for
. . , w k = φ k are part of a local coordinate system w 1 , . . . , w n and moreover ξ 1 = φ 1 , . . . , ξ n−m = φ n−m are local coordinates near ζ 0 . Here, we made use of the strong transversality condition. In these coordinates, the integral to estimate is (4.4)
Knowing that f is holomorphic in some fixed neighborhood U of ζ 0 in D n−m (and ω is smooth on T n−m in this neighborhood), we have to show that if χ is chosen with sufficiently small support, then (4.4) is bounded by a constant times f H ∞ (U ) . However, since we are in a genuine product situation, this estimate follows immediately from the following one variable lemma. Thus Theorem 1.2 is proved for p = ∞. The corresponding H p version of this lemma is also true, and follows immediately from the fact that the Cauchy integral is bounded on L p . From this the case p < ∞ of Theorem 1.2 follows. Proof. If the support of χ is small, then one can replace T by a closed curve γ that is contained in U and which coincides with T on the support of χ. It is enough to consider w inside this curve, since when w is outside, then the kernel is bounded. Let ψ = ωχ. Then the integral is equal to
The first term is bounded since the integrand is bounded, and the constant only depends on (the size of γ and) the sup norm of ψ and its first order derivatives. The second integral is just ψ(w)f (w) by virtue of Cauchy's formula. there may be some extra restriction because of some additional functions φ . However, this corresponds to multiplying the integrand with a characteristic function, and since, for the H p -estimate, we only need that the integrand is in L p (T k ), the desired estimate still holds. This means that Theorem 1.2 is true for the case p < ∞ under this weaker transversality condition, provided that H p is given a reasonable definition.
