Explicit expressions for three-dimensional boundary integrals in linear elasticity  by Nintcheu Fata, S.
Journal of Computational and Applied Mathematics 235 (2011) 4480–4495
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Explicit expressions for three-dimensional boundary integrals in
linear elasticity✩
S. Nintcheu Fata
Computer Science and Mathematics Division, Oak Ridge National Laboratory, P.O. Box 2008, MS 6367, Oak Ridge, TN 37831-6367, USA
a r t i c l e i n f o
Article history:
Received 21 September 2010
Received in revised form 15 February 2011
MSC:
35J25
45E99
65N38
65R20
Keywords:
Analytical integration
Singular integrals
Boundary element method
Elastostatics
a b s t r a c t
On employing isoparametric, piecewise linear shape functions over a flat triangle, exact
formulae are derived for all surface potentials involved in the numerical treatment of
three-dimensional singular and hyper-singular boundary integral equations in linear
elasticity. These formulae are valid for an arbitrary source point in space and are
represented as analytical expressions along the edges of the integration triangle. They can
be employed to solve integral equations defined on triangulated surfaces via a collocation
method or may be utilized as analytical expressions for the inner integrals in a Galerkin
technique. A numerical example involving a unit triangle and a source point located at
various distances above it, as well as sample problems solved by a collocation boundary
element method for the Lamé equation are included to validate the proposed formulae.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The computational treatment of the three-dimensional Lamé equation in linear elasticity via a boundary integral equation
(BIE) method often involves singular BIEs [1,2]. In a technique for discretizing BIEs known as the boundary element method
(BEM), these singular BIEs are constructed with the aid of elastic surface potentials that are usually defined over a flat
triangle. For a successful BEM algorithm, it is required to accurately and efficiently evaluate these elastic surface potentials
at any point in space.
To this end, several numerical approaches have been proposed in the literature to deal with singular boundary integrals
in elasticity [3–5]. For the general treatment of elastic surface potentials, analytical integration techniques have also been
developed to deal with singular and quasi-singular integrals defined over a flat triangle [6–10]. Indeed, these analytical
methods provide exact expressions to calculate various potentials in a coordinate system that is local with respect to the
integration triangle. Although very effective for collocation BEM, the use of existing analytical formulae to evaluate the inner
integral in a Galerkin BEM is still tedious and fraught with difficulties.
Spurred by the efficacy of the explicit formulae developed for potential problems [11] that have been successfully
employed in a Galerkin approximation [12–14], a set of exact expressions representing various surface potentials with
linear density, defined over a flat triangle and commonly found in the numerical treatment of three-dimensional singular
and hyper-singular BIEs in linear elasticity, is proposed. These analytical formulae are valid for an arbitrary source point in
space and are expressed as recursive formulae associatedwith each edge of the integration triangle. Moreover, it is expected
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that the recursive format of the proposed formulae will alleviate the difficulties encountered in a BIE treatment of the Lamé
equation by a Galerkin scheme.
Details of the derivation and numerical examples to validate the proposed formulae are included.
2. Problem formulation
LetΩ ⊂ R3 represent a bounded domain with Lipschitz boundary Γ housing an isotropic uniformly elastic solid that is
characterized by the elasticity tensor C = λ I2 ⊗ I2 + 2µ I4, where Ik denotes the symmetric k-th order identity tensor on
R3. Here λ and µ are the Lamé parameters of the solid. Now, consider the numerical treatment of the Lamé equation
Lu ≡ µ∇2u+ (λ+ µ)∇∇ · u = 0 (1)
in Ω with appropriate boundary conditions via a BIE method, where u ∈ R3 is the displacement vector field. To solve the
foregoing problem, let n be the unit normal to Γ directed towards the exterior of Ω and denote by t = n · C : ∇u the
traction vector on Γ associated with the displacement vector u. In addition, let Ω = Ω ∪ Γ , and let xε ∈ R3 \ Ω be an
exterior point toΩ .
On employing the Somigliana identity for u [1], the displacement u ∈ R3 and traction t ∈ R3 on Γ can be obtained by
solving the singular BIE
lim
xε→x∈Γ
∫
Γ
U(xε, y) · t(y) dΓy −
∫
Γ
T (xε, y) · u(y) dΓy

= 0, (2)
where the weakly singular kernel U is expressed as
U(x, y) = 1
16π(1− ν)µ
1
‖x− y‖
[
(3− 4ν) I2 + (x− y)⊗ (x− y)‖x− y‖2
]
, x, y ∈ R3, x ≠ y, (3)
and the strongly singular kernel T is given by
T (x, y) =T (x, y; n(y)) x, y ∈ R3, x ≠ y. (4)
The generic kernelT is specified as
T (x, y; s) = −1
8π(1− ν)
1
‖x− y‖2

(1− 2ν)
[
(x− y)⊗ s
‖x− y‖ −
s⊗ (x− y)
‖x− y‖
]
− (x− y) · s‖x− y‖
[
(1− 2ν) I2 + 3 (x− y)⊗ (x− y)‖x− y‖2
]
, x, y ∈ R3, x ≠ y, (5)
where s is an arbitrary unit vector in R3. In (3)–(5), the elastic constant ν = λ/(2(λ+ µ)) is called the Poisson ratio of the
solidΩ , andµ is the shear modulus of the solidΩ; the variable x ∈ R3 is the source point and y ∈ R3 is the receiver or field
point. The kernelU ∈ R3×3 is the fundamental solution of the Lamé operator L or the full-space displacement Green’s tensor
due to Kelvin [15,16]. The kernel T ∈ R3×3 defined as T (x, y) = n(y) ·C : ∇yU(x, y) is the traction Green’s tensor. Note that
the numerical treatment presented in this study is applicable regardless of the types of boundary conditions, i.e., Dirichlet,
Neumann or mixed boundary conditions.
2.1. Collocation approximation
With reference to a global Cartesian frame {0; i1, i2, i3} characterized by the canonical basis vectors i1 = (1, 0, 0)T, i2 =
(0, 1, 0)T and i3 = (0, 0, 1)T, let displacement vector be given as u = (u1, u2, u3)T and the traction vector be specified
as t = (t1, t2, t3)T, where the superscript ‘‘T’’ denotes the transpose symbol. Further, let {0; x1, x2, x3} denotes the global
Cartesian coordinate system associatedwith {0; i1, i2, i3}. To deal with (2) via a collocation BIEmethod, assume thatΓ is the
surface a polyhedron and consider a triangulation of Γ = Eq into closed and non-overlapping surface elements such that
Eq is an open, oriented and flat triangle (see, e.g. Fig. 1). Now, let NE be the total number of triangles (boundary elements)
on Γ . Moreover, expand the boundary displacement u and traction t in terms of respective nodal vectors and basis shape
functions ψj at discrete points y j on Γ as
u(y) =
N−
j=1
u(y j) ψj(y), t(y) =
N−
j=1
t(y j) ψj(y), y j, y ∈ Γ , (6)
where N is the total number of boundary nodes on Γ .
4482 S. Nintcheu Fata / Journal of Computational and Applied Mathematics 235 (2011) 4480–4495
Fig. 1. Left: Discretization of a standard cube utilizing 768 triangles with 486 nodes. Right: Triangulation of a unit sphere employing 376 triangles with
190 nodes.
With these premises, a collocation method for solving (2) requires that the singular BIE be satisfied exactly at a set of
collocation points {xi}Ni=1 resting onΓ . This requirement and the decomposition (6) lead to a dense systemof linear equations
in terms of the surface displacements u(y j) and tractions t(y j) as
N−
j=1
Gij · t(y j) =
N−
j=1
Hij · u(y j), i = 1, 2, . . . ,N, (7)
where the local contributions Gij ∈ R3×3 and Hij ∈ R3×3 are expressed as
Gij =
NEj−
q=1
lim
xε→xi
∫
Eq
U(xε, y) ψj(y) dΓy, Hij =
NEj−
q=1
lim
xε→xi
∫
Eq
T (xε, y) ψj(y) dΓy, xi ∈ Γ . (8)
In (8), the triangle Eq ∈ supp(ψj) and NEj is the number of triangles in supp(ψj). In the Cartesian reference {0; i1, i2, i3}, the
linear system of algebraic equations (7) is often written in a matrix–vector form as
G{t} = H{u}, (9)
where {u} ∈ R3N and {t} ∈ R3N are vectors containing nodal displacements u(y j) and tractions t(y j) respectively; G and H
are the influence matrices assembled using the contributions Gij and Hij respectively.
Upon prescribing the boundary conditions for the specific boundary-value problem associated with the Lamé equation
(1), the dense linear system (9) can be recast as
A{z} = {f }, (10)
where all unknown quantities on the boundary Γ have been collected in {z} ∈ R3N , and {f } ∈ R3N is a vector whose entries
are obtained from known boundary data.
2.2. Elastic surface potentials
In view of the local contributions (8), it is instructive to introduce the single-layer potential
Gqj (x) =
∫
Eq
U(x, y) ψj(y) dΓy, x ∈ R3, (11)
and the double-layer potential
H qj (x) =
∫
Eq
T (x, y) ψj(y) dΓy, x ∈ R3 (12)
over a generic triangle Eq for an arbitrary source point x ∈ R3. In addition, consider the adjoint double-layer potential
S qj (x) = −
∫
Eq
T (x, y; n(x)) ψj(y) dΓy, x ∈ R3, (13)
and the quadruple-layer potential
D qj (x) =
∫
Eq
D(x, y) ψj(y) dΓy, x ∈ R3 (14)
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Fig. 2. Local coordinate system associated with a generic triangle Eq .
over Eq, where the hyper-singular kernel is expressed as
D(x, y) = µ
4π(1− ν)
1
‖x− y‖3

(1− 2ν)n(x) · n(y) I2 + n(x)⊗ n(y)− (1− 4ν)n(y)⊗ n(x)
+ 3(1− 2ν)
[
(x− y) · n(y) (x− y)⊗ n(x)‖x− y‖2 + (x− y) · n(x)
n(y)⊗ (x− y)
‖x− y‖2
]
+ 3ν
[
(x− y) · n(y)n(x)⊗ (x− y)‖x− y‖2 + (x− y) · n(x)
(x− y)⊗ n(y)
‖x− y‖2
]
+ 3ν
[
n(x) · n(y) (x− y)⊗ (x− y)‖x− y‖2 +

(x− y) · n(y)(x− y) · n(x) I2‖x− y‖2
]
− 15(x− y) · n(y)(x− y) · n(x) (x− y)⊗ (x− y)‖x− y‖4

, x, y ∈ R3, x ≠ y. (15)
Note that for an arbitrary source point x ∈ R3, potentials G qj (x),H qj (x), S qj (x), D qj (x) ∈ R3×3. Moreover, surface potentials
(13) and (14) appear in the treatment of the Lamé equation via a hyper-singular Galerkin BIE method over triangulated
boundaries as part of the inner integrals of the local contributions to the influencematrices. Given the necessity to accurately
evaluate surface potentials (11)–(14) in a boundary integral analysis in linear elasticity, the aim of this study is to extend the
analytical integration technique developed in [11] for potential problems to effectively deal with elastic surface potentials
in solid mechanics. To this end, explicit formulae will be provided in this article to calculate the elastic surface potentials
(11)–(14) when ψj is a linear shape function defined over a flat triangle Eq.
3. Analytical treatment of elastic surface potentials
To exactly integrate surface potentials (11)–(14), it is convenient to operate in local coordinate systems associated with
the flat triangle Eq, and convert the results to the global Cartesian reference system using tensor transformation rules. To
this end, let the generic flat triangle Eq be selected and fixed in R3, and let L = ∂Eq denote the boundary of Eq. With
reference to Fig. 2, let {y1, y2, y3} ⊂ R3 be the position vectors of the vertices of Eq and define the oriented segments
L1 =

y1, y2

, L2 =

y2, y3

, L3 =

y3, y1

so that L = L1 ∪ L2 ∪ L3. Now, let {x; e1, e2, e3} be a local orthonormal
companion reference ofR3 such that (i) the unit vector e1 is parallel to L1 and points in the direction of L1, (ii) the unit vector
e2 is selected on the plane of Eq as dictated by the orientation of Eq (see Fig. 2), and (iii) e3 = e1×e2. Since Eq is a flat triangle,
the vectors ei (i = 1, 2, 3) are constant unit vectors associated with Eq. In particular,
e3 = n(y), y ∈ Eq. (16)
Next, let PEq be the plane of Eq spanned by {e1, e2}. Furthermore, let x∼ ∈ PEq be the orthogonal projection of the source point
x on PEq in the direction e3. In this setting, {x∼; e1, e2} is the induced reference on PEq .
These definitions introduce in R3 a local coordinate system {x; ξ, ζ , η} associated with Eq. In {x; e1, e2, e3}, the position
vector r of an arbitrary field point y ∈ PEq can be expressed as
r = y − x = ξ e1 + ζ e2 + η e3. (17)
In particular, the position vectors r j of the respective vertices y j of Eq are calculated as
r j = y j − x = ξj e1 + ζj e2 + η e3, j = 1, 2, 3. (18)
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By construction, ζ1 = ζ2. Moreover, the parameter η represents the relative distance between the source point x ∈ R3 and
the plane of Eq. In addition, in the local coordinate system {x; ξ, ζ , η}, the distance between the field point y ∈ PEq and the
source point x ∈ R3 can be written as
r = ‖y − x‖ =

ξ 2 + ζ 2 + η2. (19)
Furthermore, the linear shape functions ψj defined on Eq admit the representation
ψj(y) ≡ ψj(ξ , ζ ) = aj ξ + bj ζ + cj, j = 1, 2, 3, y ∈ Eq, (20)
where the coefficients aj and bj (j = 1, 2, 3) do not depend on x and take the form
a1 = − 1
ξ2 − ξ1 , a2 =
1
ξ2 − ξ1 , a3 = 0;
b1 = ξ3 − ξ2
(ξ2 − ξ1)(ζ3 − ζ1) , b2 =
ξ1 − ξ3
(ξ2 − ξ1)(ζ3 − ζ1) , b3 =
1
ζ3 − ζ1 .
The free terms cj (j = 1, 2, 3) in (20) depend on the source point x, i.e. cj = cj(x), and are given as
c1 = ξ2 ζ3 − ξ3 ζ2
(ξ2 − ξ1)(ζ3 − ζ1) , c2 =
ξ3 ζ1 − ξ1 ζ3
(ξ2 − ξ1)(ζ3 − ζ1) , c3 = −
ζ1
ζ3 − ζ1 .
Finally, the second-order identity tensor I2 can be expressed in {x; e1, e2, e3} as
I2 = e1 ⊗ e1 + e2 ⊗ e2 + e3 ⊗ e3. (21)
3.1. Generic integrals
To effectively deal with the foregoing elastic surface potentials, let G qj ,H
q
j ,S
q
j and D
q
j represent respectively the
potentials G qj ,H
q
j , S
q
j and D
q
j introduced in (11)–(14), but expressed exclusively in the tensor basis ei ⊗ ej (j = 1, 2, 3)
associated with Eq. With these notations, it is also useful to initially demonstrate the decomposition of these potentials into
some generic integrals that can be carried out exactly. To this end, one can employ (16), (17), (19) and (21) to first rewrite the
displacement Green’s tensor (3) and the tractionGreen’s tensor (4)with respect to the local basis ei⊗ej. Then, by substituting
the local representation of the displacement Green’s tensor U and the shape functions (20) into (11), one can establish that
the elastic single-layer potential G qj takes the form
G
q
j (x) =
1
16π(1− ν)µ

aj I
ξ
U + bj IζU + cj IU

, x ∈ R3, (22)
where the contributions IU , I
ξ
U and I
ζ
U are given as
IU =

(3− 4ν) I1 + Iξξ3

e1 ⊗ e1 + Iξζ3 e1 ⊗ e2 + η Iξ3 e1 ⊗ e3
+ Iξζ3 e2 ⊗ e1 +

(3− 4ν) I1 + Iζ ζ3

e2 ⊗ e2 + η Iζ3 e2 ⊗ e3
+ η Iξ3 e3 ⊗ e1 + η Iζ3 e3 ⊗ e2 +

(3− 4ν) I1 + η2I3

e3 ⊗ e3 (23)
and
IξU =

(3− 4ν) Iξ1 + Iξξξ3

e1 ⊗ e1 + Iξξζ3 e1 ⊗ e2 + η Iξξ3 e1 ⊗ e3
+ Iξξζ3 e2 ⊗ e1 +

(3− 4ν) Iξ1 + Iξζ ζ3

e2 ⊗ e2 + η Iξζ3 e2 ⊗ e3
+ η Iξξ3 e3 ⊗ e1 + η Iξζ3 e3 ⊗ e2 +

(3− 4ν) Iξ1 + η2Iξ3

e3 ⊗ e3 (24)
and
IζU =

(3− 4ν) Iζ1 + Iξξζ3

e1 ⊗ e1 + Iξζ ζ3 e1 ⊗ e2 + η Iξζ3 e1 ⊗ e3
+ Iξζ ζ3 e2 ⊗ e1 +

(3− 4ν) Iζ1 + Iζ ζ ζ3

e2 ⊗ e2 + η Iζ ζ3 e2 ⊗ e3
+ η Iξζ3 e3 ⊗ e1 + η Iζ ζ3 e3 ⊗ e2 +

(3− 4ν) Iζ1 + η2Iζ3

e3 ⊗ e3. (25)
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Similarly, on employing the local representation of the traction Green’s tensor T and the shape functions (20) into (12), one
can show that the elastic double-layer potential H qj is expressible as
H
q
j (x) =
1
8π(1− ν)

aj I
ξ
T + bj IζT + cj IT

, x ∈ R3, (26)
where the contributions IT , I
ξ
T and I
ζ
T are specified as
IT = −η

(1− 2ν) I3 + 3Iξξ5

e1 ⊗ e1 − 3η Iξζ5 e1 ⊗ e2 +

(1− 2ν) Iξ3 − 3η2Iξ5

e1 ⊗ e3
− 3η Iξζ5 e2 ⊗ e1 − η

(1− 2ν) I3 + 3Iζ ζ5

e2 ⊗ e2 +

(1− 2ν) Iζ3 − 3η2Iζ5

e2 ⊗ e3
−

(1− 2ν) Iξ3 + 3η2Iξ5

e3 ⊗ e1 −

(1− 2ν) Iζ3 + 3η2Iζ5

e3 ⊗ e2 − η

(1− 2ν) I3 + 3η2I5

e3 ⊗ e3 (27)
and
IξT = −η

(1− 2ν) Iξ3 + 3Iξξξ5

e1 ⊗ e1 − 3η Iξξζ5 e1 ⊗ e2 +

(1− 2ν) Iξξ3 − 3η2Iξξ5

e1 ⊗ e3
− 3η Iξξζ5 e2 ⊗ e1 − η

(1− 2ν) Iξ3 + 3Iξζ ζ5

e2 ⊗ e2 +

(1− 2ν) Iξζ3 − 3η2Iξζ5

e2 ⊗ e3
−

(1− 2ν) Iξξ3 + 3η2Iξξ5

e3 ⊗ e1 −

(1− 2ν) Iξζ3 + 3η2Iξζ5

e3 ⊗ e2 − η

(1− 2ν) Iξ3 + 3η2Iξ5

e3 ⊗ e3 (28)
and
IζT = −η

(1− 2ν) Iζ3 + 3Iξξζ5

e1 ⊗ e1 − 3η Iξζ ζ5 e1 ⊗ e2 +

(1− 2ν) Iξζ3 − 3η2Iξζ5

e1 ⊗ e3
− 3η Iξζ ζ5 e2 ⊗ e1 − η

(1− 2ν) Iζ3 + 3Iζ ζ ζ5

e2 ⊗ e2 +

(1− 2ν) Iζ ζ3 − 3η2Iζ ζ5

e2 ⊗ e3
−

(1− 2ν) Iξζ3 + 3η2Iξζ5

e3 ⊗ e1 −

(1− 2ν) Iζ ζ3 + 3η2Iζ ζ5

e3 ⊗ e2 − η

(1− 2ν) Iζ3 + 3η2Iζ5

e3 ⊗ e3. (29)
Formulae (23)–(25) and (27)–(29) are defined in terms of the generic integrals
Il =
∫
Eq
1
r l
ds, Iξl =
∫
Eq
ξ
r l
ds, Iζl =
∫
Eq
ζ
r l
ds, l = 1, 3, 5,
Iξξk =
∫
Eq
ξ 2
rk
ds, Iξζk =
∫
Eq
ξζ
rk
ds, Iζ ζk =
∫
Eq
ζ 2
rk
ds, k = 3, 5, (30)
and
Iξξξk =
∫
Eq
ξ 3
rk
ds, Iξξζk =
∫
Eq
ξ 2ζ
rk
ds, Iξζ ζk =
∫
Eq
ξζ 2
rk
ds, Iζ ζ ζk =
∫
Eq
ζ 3
rk
ds, k = 3, 5. (31)
In an analogous manner, the adjoint double-layer potential S qj and quadruple-layer potential D
q
j can be successfully
evaluated by means of (30) (except when l = 1) and (31), and the following generic integrals
I7 =
∫
Eq
1
r7
ds, Iξ7 =
∫
Eq
ξ
r7
ds, Iζ7 =
∫
Eq
ζ
r7
ds,
Iξξ7 =
∫
Eq
ξ 2
r7
ds, Iξζ7 =
∫
Eq
ξζ
r7
ds, Iζ ζ7 =
∫
Eq
ζ 2
r7
ds,
Iξξξ7 =
∫
Eq
ξ 3
r7
ds, Iξξζ7 =
∫
Eq
ξ 2ζ
r7
ds, Iξζ ζ7 =
∫
Eq
ξζ 2
r7
ds, Iζ ζ ζ7 =
∫
Eq
ζ 3
r7
ds, (32)
and
Iξξξξk =
∫
Eq
ξ 4
rk
ds, Iξξξζk =
∫
Eq
ξ 3ζ
rk
ds, Iξξζ ζk =
∫
Eq
ξ 2ζ 2
rk
ds,
Iξζ ζ ζk =
∫
Eq
ξζ 3
rk
ds, Iζ ζ ζ ζk =
∫
Eq
ζ 4
rk
ds, k = 5, 7. (33)
The dependence of the contributions IU , I
ξ
U , I
ζ
U , IT , I
ξ
T , I
ζ
T , and the generic integrals (30)–(33) on the source point x ∈ R3 is
omitted here for brevity.
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Now, let the global Cartesian basis {i1, i2, i3} and the local companion basis {e1, e2, e3} associated with Eq be related as
ej = X1j i1 + X2j i2 + X3j i3, j = 1, 2, 3. (34)
With the coefficients Xij, one can construct a transition matrix X ∈ R3×3 from the global Cartesian basis {i1, i2, i3} to the
local companion basis {e1, e2, e3} as
X =
X11 X12 X13
X21 X22 X23
X31 X32 X33

. (35)
In view of (23)–(25), the coefficients of (22) with respect to the tensor basis ei⊗ ej (j = 1, 2, 3) can be used to form amatrix
G
q
j (x) ∈ R3×3 which represents the elastic single-layer potential in the local basis {e1, e2, e3}. Similarly, on employing
(27)–(29), the coordinates of (26) in the tensor basis ei ⊗ ej can be utilized to generate a matrix H qj (x) ∈ R3×3 which
characterizes the elastic double-layer potential in the local basis {e1, e2, e3}. Then,
G qj (x) = X G qj (x)XT, H qj (x) = X H qj (x)XT, (36)
where the superscript ‘‘T’’ denotes the transpose symbol. In (36), G qj (x) ∈ R3×3 and H qj (x) ∈ R3×3 are viewed as matrices
whose components represent respectively the elastic single-layer potential (11) and the elastic double-layer potential (12)
in the global Cartesian basis {i1, i2, i3}.
3.2. Exact expressions for the generic integrals
With reference to Fig. 2, let θi ∈ (0, π) be the inclusion angle at vertex y i (i = 1, 2, 3) of Eq such that θ1 + θ2 + θ3 = π .
Moreover, let
α1 ≡ 0, α2 = π − θ2, α3 = π + θ1. (37)
By use of (37), one can introduce three local orthonormal companion references of R3 with origin at the source point
x, {x; epi , eqi , e3}, such that epi is parallel to Li (i = 1, 2, 3) and points in the direction of Li, and e3 is perpendicular to
Eq. References {x; epi , eqi , e3} induce local coordinate systems {x; pi, qi, η} associated with each edge Li of Eq in R3 such that
pi = ξ cosαi + ζ sinαi
qi = −ξ sinαi + ζ cosαi. (38)
In addition, {x∼; pi, qi} are local coordinate systems on PEq . Now, denote by (p
j
i, q
j
i, η)
T the coordinates in {x; epi , eqi , e3} of
the j-th vertex r j of Eq. With these definitions and (18), the distance between the source point x and the vertex y j can be
calculated as
ρj =

(pji)2 + (qji)2 + η2. (39)
In the local coordinate systems {x; pi, qi, η} defined for each side Li (i = 1, 2, 3) of Eq, one can write
q11 = q21 ≡ q1, q22 = q32 ≡ q2, q33 = q13 ≡ q3. (40)
To shorten the formulae for the generic integrals, let di = (qi)2 + η2 (i = 1, 2, 3) and introduce the following functions for
every oriented edge Li =

y i, y i+1

, i = 1, 2, 3, of Eq as
ρ˜i(x) = ρi − ρi+1, φi(x) = pii ρi − pi+1i ρi+1, χi(x) = ln

pii + ρi
− ln pi+1i + ρi+1 , (41)
and
δi(x) = p
i
i
ρi
− p
i+1
i
ρi+1
, Li(x) = 1
ρi
− 1
ρi+1
, Di(x) = p
i
i
(ρi)3
− p
i+1
i
(ρi+1)3
, Λi(x) = 1
(ρi)3
− 1
(ρi+1)3
,
γi(x) = arctan
 −2 pii qi η ρi
(qi)2 (ρi)2 − (pii)2 η2

− arctan

−2 pi+1i qi η ρi+1
(qi)2 (ρi+1)2 − (pi+1i )2 η2

, (42)
where the subscript or superscript ‘‘4’’ should be replaced by ‘‘1’’. Note that pji = pji(x), qi = qi(x), η = η(x), ρi = ρi(x),
di = di(x). This dependence of pji, qi, η, ρi, di on the source point x ∈ R3 is omitted in this article for brevity. Finally, define
the function
θ(x) =

1
2
3−
k=1
γk(x)+ θo(x), if η > 0
1
2
3−
k=1
γk(x)− θo(x), if η ≤ 0
(43)
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when evaluating the displacement and traction vectors on the boundary Γ , and
θ(x) =

1
2
3−
i=1
γi(x)+ θo(x), if η ≥ 0
1
2
3−
i=1
γi(x)− θo(x), if η < 0
(44)
when calculating the displacement u at interior points of the domainΩ . In (43) and (44),
θo(x) =

0, if x∼ ∈ PEq \ Eq
θi, if x∼ = y i, i = 1, 2, 3
π, if x∼ ∈ ∂Eq \ {y1, y2, y3}
2π, if x∼ ∈ Eq.
(45)
On the basis of these definitions, all the generic integrals introduced in (30)–(33) can be represented exactly in terms
of recursive formulae associated with each edge Li (i = 1, 2, 3) of the flat triangle Eq. Explicit expressions for the generic
integrals (30), as well as details on their derivation, can be found in [11]. These formulae will be repeated in this article for
completeness of the foregoing study. A complete list of exact formulae for all the generic integrals (30)–(33) are given in
Appendix.
3.3. Details of the analytical integration
In view of the recursive representation (A.1)–(A.15) for the generic integrals (30)–(33), one can state the following:
Theorem 3.1. In local coordinate systems {x; pi, qi, η}, parallel to the sides Li (i = 1, 2, 3) of a flat triangle Eq with origin at a
source point x ∈ R3, every generic integral appearing in (30)–(33) can be expressed exactly as a sum of analytical formulae along
the edges Li of Eq.
Remark 1. The proof of this theorem is analogous to that of Theorem 3.1 presented in [11], where the details on the
derivation of exact formulae (A.1)–(A.5) for the integrals (30) are clarified. For the generic integrals (31)–(33), it is important
to note that the treatment of I7 is identical to that of I3 given in [11]. Namely a recursive formula for I7 is obtained via careful
application of Green’s theorem (Stokes’ theorem) [17,18] resulting in contour integrals along the edges Li (i = 1, 2, 3) of Eq.
For another set of generic integrals, it is useful to employ the following relations
Iξξζ ζ5 = Jξξζ ζ5 − η2Iξξ5 , Iζ ζ7 = Jζ ζ7 +
4
5
I5 − η2I7, Iξξζ ζ7 =
1
5
Jξξζ ζ7 +
2
5
Iξξ5 − η2Iξξ7 , (46)
and introduce the integrals
Jξξζ ζ5 =
∫
Eq
ξ 2

ζ 2 + η2
r5
ds, Jζ ζ7 =
1
5
∫
Eq
ζ 2 + η2 − 4 ξ 2
r7
ds, Jξξζ ζ7 =
∫
Eq
ξ 2

3 ζ 2 + 3 η2 − 2 ξ 2
r7
ds. (47)
Formulae (46) can be easily verified by use of (19), (47), and the definitions of Iξξζ ζ5 , I
ζ ζ
7 and I
ξξζ ζ
5 expressed in (31)–(33).
With these observations, integrals Iξζ ζ3 , I
ξξζ
3 , I
ξζ ζ
5 , I
ξξζ
5 , I
ξζ ζ ζ
5 , J
ξξζ ζ
5 , I
ξ
7 , I
ζ
7 , I
ξζ
7 , J
ζ ζ
7 , I
ξζ ζ
7 , I
ξξζ
7 , I
ξζ ζ ζ
7 , J
ξξζ ζ
7 can be carried out
exactly by (i) utilizing a brute force analytical integration scheme over Eq, and (ii) converting the results using the coordinate
transformation (38). Next, exact expressions for the remaining generic integrals can be obtained fromexisting formulae, (46)
and the ensuing relations
Iξξ7 = I5 − η2I7 − Iζ ζ7 , (48)
and
Iξξξk = Iξk−2 − η2Iξk − Iξζ ζk , Iζ ζ ζk = Iζk−2 − η2Iζk − Iξξζk , k = 3, 5, 7, (49)
and
Iξξξζk = Iξζk−2 − η2Iξζk − Iξζ ζ ζk , Iξξξξk = Iξξk−2 − η2Iξξk − Iξξζ ζk , Iζ ζ ζ ζk = Iζ ζk−2 − η2Iζ ζk − Iξξζ ζk , k = 5, 7. (50)
Formulae (48)–(50) can also be readily established by use of (19) and the definitions (31)–(33).
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Fig. 3. Geometric parameters of the flat triangle Eq: b= base of Eq, a= height of Eq .
4. Algorithm for computing the generic integrals
With reference to the global Cartesian frame {0; i1, i2, i3} introduced in Section 2.1, let again the position vectors of the
vertices of the generic flat triangle Eq be given by the oriented triplet {y1, y2, y3} in R3. By use of these vertices, define as
before the oriented segments L1 =

y1, y2

, L2 =

y2, y3

and L3 =

y3, y1

characterizing the edges (sides) of Eq as
depicted in Fig. 2. In addition, introduce the coefficient
σ = (y
3 − y1) · (y2 − y1)
‖y2 − y1‖2 . (51)
With these settings, the orthonormal companion basis {e1, e2, e3} ⊂ R3 associated with Eq can be specified as
e1 = y
2 − y1
‖y2 − y1‖ , e2 =
(y3 − y1)− σ (y2 − y1)
‖(y3 − y1)− σ (y2 − y1)‖ , e3 = e1 × e2. (52)
With the aid the local companion basis {e1, e2, e3}, one can calculate three geometric parameters of Eq as
b = (y2 − y1) · e1, a = (y3 − y1) · e2, c = (y3 − y1) · e1, (53)
where R ∋ b > 0 is the base of Eq or the length of the edge L1; R ∋ a > 0 is the height of Eq as shown in Fig. 3, and c ∈ R is
the relative position of vertex y3 in {y1; e1, e2}. On employing these geometric parameters, one can compute the inclusion
angle θi ∈ (0, π) at vertex y i (i = 1, 2, 3) of Eq (see Fig. 2) by use of the cosine formula as
θ1 = arccos

c√
c2 + a2

, θ2 = arccos

b− c
(b− c)2 + a2

, θ3 = π − (θ1 + θ2). (54)
Now, let the source point x be selected and fixed in R3. By virtue of (18) and the local companion basis {e1, e2, e3}, one
can write
ξ1 = (y1 − x) · e1, ζ1 = (y1 − x) · e2, η = (y1 − x) · e3. (55)
With these preliminaries, the auxiliary angles αi (i = 1, 2, 3) given by (37), the transformation (38) and the relations (40),
one can finally express the coordinates (pji, q
j
i, η)
T of the j-th vertex of Eq that is also an endpoint of the oriented edge
Li (i = 1, 2, 3) as
p11 = ξ1; p21 = b+ ξ1
q1 = ζ1 (56)
for the endpoints y1 and y2 of edge L1, and
p22 = (b+ ξ1) cosα2 + ζ1 sinα2; p32 = (c + ξ1) cosα2 + (a+ ζ1) sinα2
q2 = −(b+ ξ1) sinα2 + ζ1 cosα2 (57)
for the endpoints y2 and y3 of edge L2, and
p33 = (c + ξ1) cosα3 + (a+ ζ1) sinα3; p13 = ξ1 cosα3 + ζ1 sinα3
q3 = −ξ1 sinα3 + ζ1 cosα3 (58)
for the endpoints y3 and y1 of edge L3.
Given an arbitrary source point x ∈ R3 and the vertices {y1, y2, y3} ⊂ R3 of a generic flat triangle Eq in the global
Cartesian reference {0; i1, i2, i3}, the following pseudocode describes an algorithm for computing the generic integrals listed
in Appendix:
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Table 1
Analytical formulae vs. numerical integration employing 126-point symmetric quadrature rule on triangles.
(1, 0, 0.3)T (0.3, 0.3, 0.7)T
Analytical Numerical Analytical Numerical
Iξξξ3 −0.258667090385223 −0.258667090277567 0.009436113728438 0.009436113727910
Iζ ζ ζ3 0.046896016485698 0.046896016410944 0.009436113728438 0.009436113727910
Iξξξ5 −0.434319425165776 −0.434319419053234 0.012393974998411 0.012393974992464
Iζ ζ ζ5 0.065920964224484 0.065920957061895 0.012393974998412 0.012393974992464
Iξξξζ5 −0.101083544584649 −0.101083544539350 −0.003385437494166 −0.003385437494292
Iξξξξ5 0.262733251901404 0.262733251613621 0.009130686031012 0.009130686028982
Iζ ζ ζ ζ5 0.028496250968907 0.028496251518955 0.009130686031012 0.009130686028982
I7 64.5580514773481 64.5580482393252 3.47682764335457 3.47682764318777
Iξξξ7 −1.08743779098847 −1.08743766418397 0.016585480056439 0.016585480013422
Iζ ζ ζ7 0.149081321778538 0.149081106360840 0.016585480056439 0.016585480013422
Iξξξζ7 −0.181129791962216 −0.181129765022676 −0.004449097930777 −0.004449097927912
Iξξξξ7 0.503586120096465 0.503586095529577 0.012915378587758 0.012915378568662
Iζ ζ ζ ζ7 0.046008165094475 0.046008151031135 0.012915378587758 0.012915378568662
Algorithm 1. Read the Cartesian coordinates of the source point x and the vertices {y1, y2, y3} of Eq.
Compute the orthonormal companion basis {e1, e2, e3} using (51) and (52).
Compute the geometric parameters (a, b, c) of Eq using (53).
Compute the inclusion angles θi (i = 1, 2, 3) using (54).
Compute the auxiliary angles αi (i = 1, 2, 3) using (37).
Compute the local coordinates (pji, q
j
i, η)
T of the vertices of Eq for each edge Li according to (55)–(58).
Compute the desired generic integrals given in Appendix using the functions (39) and (41)–(44).
5. Results
Exact expressions (A.1)–(A.5) have already been utilized and their performance demonstrated in the context of potential
theory [11–13]. To verify the correctness of the recursive formulae (A.6)–(A.15) and therefore validate the proposed
analytical treatment of the elastic surface potentials (11)–(14), a numerical test involving a unit triangle and a source point
located at various distances above it has been performed. In this example, the generic integrals are evaluated analytically
and compared with those obtained using standard quadrature rules [19,20].
To validate the recursive formulae (A.1)–(A.15) within the framework of linear elasticity, several numerical examples
dealing with the BIE treatment of a complete boundary-value problem for the Lamé equation have also been performed. In
these examples, the limit to the polygonal boundary Γ can now be readily taken according to (8) via the analytical formulae
for the generic integrals (30) and (31). In particular, the transition to the plane of the boundary element Eq, i.e. when η→ 0,
can be easily accomplished with the use of the proposed explicit expressions. Moreover, test problems with available exact
solutions are employed for comparison purposes. In the tables, NE is the total number of boundary elements on Γ , andM is
the total number of unknowns on Γ . Further, eu = ‖{u}−{ue}‖/‖{ue}‖ is the relative error on the surface displacement and
et = ‖{t}−{te}‖/‖{te}‖ is the relative error on the boundary traction,where {u} ∈ RM and {t} ∈ RM are vectors representing
respectively the computed displacement u and traction t at all collocation points onΓ ; {ue} ∈ RM and {te} ∈ RM are vectors
describing respectively the exact displacement and traction also evaluated at all collocation points on Γ ; ‖ · ‖ is the usual
Euclidean vector norm in RM . With these errors, one can provide an experimental rate of convergence of the proposed
scheme as β = 2 ln(e2/e1)/ ln(M1/M2), where e1 and e2 are the relative errors between two consecutive discretizations
of the surface Γ with corresponding number of unknowns M1 and M2 respectively. In addition, the dense linear system
(10) is solved iteratively using the BiCGSTAB(3) [21] and a general-purpose sparse preconditioner for BEM [14]. The relative
tolerance on the iterative solver is set to 10−7.
5.1. Standard simplex and source points
With reference to a Cartesian coordinate system {0; x1, x2, x3}, consider the standard two-dimensional simplex in R3
with vertices given as y1 = (0, 0, 0)T, y2 = (1, 0, 0)T, y3 = (0, 1, 0)T, where the superscript ‘‘T’’ represents the transpose
symbol. In addition, the vertices of the source points used in this example are specified as (1, 0, 0.3)T and (0.3, 0.3, 0.7)T.
In view of (49) and (50), Table 1 shows the comparison between the proposed analytical formulae and a straightforward
numerical integration rule on the evaluation of some generic integrals. This direct numerical integration scheme, developed
in [20], is exact for polynomials up to order 25 and employs 126-point symmetric quadrature rule on triangles. It is evident
from the table that the proposed recursive formulae are accurate.
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Fig. 4. Axially loaded cube.
Table 2
Uniaxial tension test on a standard cube using piecewise constant approximations.
NE M eu βu et βt
768 2304 9.745× 10−3 – 1.490× 10−2 –
4800 14400 3.973× 10−3 0.979 9.674× 10−3 0.471
10092 30276 2.760× 10−3 0.980 8.123× 10−3 0.470
13872 41616 2.361× 10−3 0.982 7.535× 10−3 0.472
19200 57600 2.013× 10−3 0.981 6.976× 10−3 0.474
27648 82944 1.682× 10−3 0.985 6.397× 10−3 0.475
5.2. Uniaxial tension test on a standard cube
With reference to Fig. 4, consider a standard cubeΩ = {(x1, x2, x3) ∈ R3 : 0 < x1, x2, x3 < 1} that is axially loaded in
the x1-direction. The applied load p and the shear modulus µ of the cube are prescribed so that p/µ = 1/80. The Poisson
ratio of the cube is ν = 0.3. The boundary conditions of this mixed boundary-value problem for the Lamé equation (1) are
u1 = 0, t2 = 0, t3 = 0, on the face x1 = 0
t1 = p, t2 = 0, t3 = 0, on the face x1 = 1
t1 = 0, u2 = 0, t3 = 0, on the face x2 = 0
t1 = 0, t2 = 0, t3 = 0, on the face x2 = 1
t1 = 0, t2 = 0, u3 = 0, on the face x3 = 0
t1 = 0, t2 = 0, t3 = 0, on the face x3 = 1
(59)
where ui and ti (i = 1, 2, 3) are respectively the components of the displacement and traction vectors in the reference
Cartesian frame {0; x1, x2, x3}. The exact solution of this problem satisfying (59) is
u1 = 1E p x1; u2 = −
ν
E
p x2; u3 = −νE p x3, (60)
where E = 2(1+ ν)µ is the Young modulus of the cube.
To deal with this uniaxial tension problem numerically, a piecewise constant collocation approximation of the singular
BIE (2) is set up using the contributions (23) and (27), and the analytical formulae (A.1) and (A.3)–(A.5). Indeed, assuming
that the displacement and traction are constant on each boundary element, results of thismixed problem are given in Table 2
for several discretizations of the surface of the cube, whereM = 3NE . A typical boundary discretization of the cube is shown
on Fig. 1(Left). In the table, the relative error on the surface displacement (eu) and the relative error on the boundary traction
(et ) reveal that the proposed method is convergent. In addition, Table 2 provides an empirical rate of convergence for the
surface displacement (βu) and that for the surface traction (βt ).
5.3. Interior Dirichlet problem on a unit sphere
Consider an interior Dirichlet problem for the Lamé equation (1) on a unit sphere centred at (0, 0, 0) such that
Ω = {(x1, x2, x3) ∈ R3 : x21 + x22 + x23 < 1}. Everywhere on Γ = {(x1, x2, x3) ∈ R3 : x21 + x22 + x23 = 1}, the displacement is
prescribed using a known profile as
u1 = p
µ
x1; u2 = p
µ
x2; u3 = p
µ
x3, (61)
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Table 3
Interior Dirichlet problem on a unit sphere employing piecewise linear approximations.
NE M et βt
94 147 3.558× 10−2 –
376 570 3.027× 10−2 0.239
1504 2262 1.694× 10−2 0.842
6016 9030 8.763× 10−3 0.952
24064 36102 4.451× 10−3 0.978
where the applied load p and the shear modulus µ of the sphere are specified so that p/µ = 1/80. The Poisson ratio of the
sphere is ν = 0.3. The sought surface traction can be shown to admit the form
t1 = 2 1+ ν1− 2ν p x1; t2 = 2
1+ ν
1− 2ν p x2; t3 = 2
1+ ν
1− 2ν p x3. (62)
On employing a piecewise linear collocation approximation together with the analytical formulae (A.1)–(A.7) to discretize
the singular BIE (2), results of this problem are shown in Table 3 for several mesh refinements, where M = 3N with
N denoting the total number of boundary nodes on Γ . An example of a triangulation of the unit sphere is depicted on
Fig. 1(Right). As can be seen from the table, the relative error on the boundary traction (et ) again indicates that the proposed
technique is convergent. Moreover, an approximate convergence rate for the surface traction (βt ) is also given in Table 3.
6. Conclusions
In this paper, a set of exact formulae has been derived for all surface potentials with linear density, defined over a flat
triangle, that appear in the computational treatment of three-dimensional singular and hyper-singular boundary integral
equations in elastostatics. These analytical expressions are valid for an arbitrary source point in space and are represented
as recursive formulae associated with each edge of the triangle over which they are defined. Moreover, these recursive
expressions greatly simplify an implementation of the boundary element code. Sample problems solved by a collocation
boundary element method for the Lamé equation have shown that the proposed expressions are accurate and stable.
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Appendix. Explicit formulae for the generic integrals
On employing the preliminary tools (37)–(45), the generic integrals (30) can be expressed as
I1 =
3−
i=1
qi χi(x)− η θ(x), I3 = 1
η
θ(x), I5 = 13η2
3−
i=1
qi
di
δi(x)+ 13η3 θ(x), (A.1)
and
Iξ1 =
1
2
3−
i=1

qi ρ˜i(x) cosαi − di χi(x) sinαi

, Iζ1 =
1
2
3−
i=1

qi ρ˜i(x) sinαi + di χi(x) cosαi

, (A.2)
and
Iξ3 =
3−
i=1
χi(x) sinαi, I
ζ
3 = −
3−
i=1
χi(x) cosαi,
Iξ5 =
1
3
3−
i=1
δi(x)
di
sinαi, I
ζ
5 = −
1
3
3−
i=1
δi(x)
di
cosαi, (A.3)
and
Iξξ3 =
3−
i=1

qi χi(x) cosαi + ρ˜i(x) sinαi

cosαi − η θ(x),
Iζ ζ3 =
3−
i=1

qi χi(x) sinαi − ρ˜i(x) cosαi

sinαi − η θ(x),
Iξζ3 =
3−
i=1

qi χi(x) cosαi + ρ˜i(x) sinαi

sinαi, (A.4)
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and
Iξξ5 = −
1
3
3−
i=1

Li(x) cosαi + qidi δi(x) sinαi

sinαi + 13η θ(x),
Iζ ζ5 =
1
3
3−
i=1

Li(x) sinαi − qidi δi(x) cosαi

cosαi + 13η θ(x),
Iξζ5 = −
1
3
3−
i=1

Li(x) sinαi − qidi δi(x) cosαi

sinαi. (A.5)
As to the integrals (31), it can be established using (37)–(45) that
Iξξξ3 = −
1
2
3−
i=1

sin3 αi φi(x)− cosαi

1− 4 sin2 αi

qi ρ˜i(x)+ sinαi

3 di cos2 αi + 2 η2 sin2 αi

χi(x)

,
Iζ ζ ζ3 =
1
2
3−
i=1

cos3 αi φi(x)+ sinαi

1− 4 cos2 αi

qi ρ˜i(x)+ cosαi

3 di sin2 αi + 2 η2 cos2 αi

χi(x)

,
Iξξζ3 = −
1
2
3−
i=1

cos2 αi φi(x)− 4 sinαi cosαi qi ρ˜i(x)+

2 (qi)2 sin2 αi − di cos2 αi

χi(x)

cosαi,
Iξζ ζ3 =
1
2
3−
i=1

sin2 αi φi(x)+ 4 sinαi cosαi qi ρ˜i(x)+

2 (qi)2 cos2 αi − di sin2 αi

χi(x)

sinαi, (A.6)
and
Iξξξ5 =
1
3
3−
i=1

(qi)2
di
sin2 αi − cos2 αi

δi(x)+ 2 sinαi cosαi qiLi(x)+

3− sin2 αi

χi(x)

sinαi,
Iζ ζ ζ5 = −
1
3
3−
i=1

(qi)2
di
cos2 αi − sin2 αi

δi(x)− 2 sinαi cosαi qiLi(x)+

3− cos2 αi

χi(x)

cosαi,
Iξξζ5 = −
1
3
3−
i=1

(qi)2
di
sin2 αi − cos2 αi

δi(x)+ 2 sinαi cosαi qiLi(x)+ cos2 αi χi(x)

cosαi,
Iξζ ζ5 =
1
3
3−
i=1

(qi)2
di
cos2 αi − sin2 αi

δi(x)− 2 sinαi cosαi qiLi(x)+ sin2 αi χi(x)

sinαi. (A.7)
Similarly, the generic integrals (32) can be shown to admit the representation
I7 = 115η2
3−
i=1
qi
di

Di(x)+ 2di δi(x)

+ 1
5η4
3−
i=1
qi
di
δi(x)+ 15η5 θ(x),
Iξ7 =
1
15
3−
i=1
1
di

Di(x)+ 2di δi(x)

sinαi, I
ζ
7 = −
1
15
3−
i=1
1
di

Di(x)+ 2di δi(x)

cosαi, (A.8)
and
Iξξ7 = −
1
15
3−
i=1

cosαiΛi(x)+ sinαi qidi

Di(x)+ 2di δi(x)

sinαi + 115η2
3−
i=1
qi
di
δi(x)+ 115η3 θ(x),
Iζ ζ7 =
1
15
3−
i=1

sinαiΛi(x)− cosαi qidi

Di(x)+ 2di δi(x)

cosαi + 115η2
3−
i=1
qi
di
δi(x)+ 115η3 θ(x),
Iξζ7 = −
1
15
3−
i=1

sinαiΛi(x)− cosαi qidi

Di(x)+ 2di δi(x)

sinαi, (A.9)
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and
Iξξξ7 =
1
15
3−
i=1

(qi)2
di
sin2 αi − cos2 αi

Di(x)+ 2 sinαi cosαi qiΛi(x)
+ 1
di

3− sin2 αi + 2 (qi)
2
di
sin2 αi

δi(x)

sinαi,
Iζ ζ ζ7 = −
1
15
3−
i=1

(qi)2
di
cos2 αi − sin2 αi

Di(x)− 2 sinαi cosαi qiΛi(x)
+ 1
di

3− cos2 αi + 2 (qi)
2
di
cos2 αi

δi(x)

cosαi, (A.10)
and
Iξξζ7 = −
1
15
3−
i=1

(qi)2
di
sin2 αi − cos2 αi

Di(x)+ 2 sinαi cosαi qiΛi(x)
+ 1
di

cos2 αi + 2 (qi)
2
di
sin2 αi

δi(x)

cosαi,
Iξζ ζ7 =
1
15
3−
i=1

(qi)2
di
cos2 αi − sin2 αi

Di(x)− 2 sinαi cosαi qiΛi(x)
+ 1
di

sin2 αi + 2 (qi)
2
di
cos2 αi

δi(x)

sinαi. (A.11)
Moreover, exact expressions for the generic integrals Iξξζ ζ5 , I
ξξξξ
5 , I
ζ ζ ζ ζ
5 , I
ξζ ζ ζ
5 and I
ξξξζ
5 defined in (33) can be given as
Iξξζ ζ5 = −
1
3
3−
i=1

cos3 αi ρ˜i(x)+ sinαi

(qi)2
di
cos2 αi + 3 cos2 αi − 1

qi δi(x)
+ cosαi

(1− 4 sin2 αi)(qi)2 − sin2 αi η2

Li(x)− 3 sinαi cos2 αi qi χi(x)

sinαi − 13 η θ(x),
Iξξξξ5 =
1
3
3−
i=1

cosαi

3+ cos2 αi

ρ˜i(x)− sinαi

(qi)2
di
sin2 αi − 3 cos2 αi

qi δi(x)
+ cosαi

(1− 4 sin2 αi)(qi)2 + cos2 αi η2

Li(x)

sinαi + 3 cos4 αi qi χi(x)

− η θ(x),
Iζ ζ ζ ζ5 = −
1
3
3−
i=1

cosαi

3− cos2 αi

ρ˜i(x)− cosαi

(1− 4 sin2 αi)(qi)2 − (1+ sin2 αi) η2

Li(x)
− 3 sin3 αi qi χi(x)

sinαi +

(qi)2
di
cos4 αi + sin2 αi(2− 3 cos2 αi)− 1

qi δi(x)

− η θ(x) (A.12)
and
Iξζ ζ ζ5 =
1
3
3−
i=1

sin3 αi ρ˜i(x)+ cosαi

(qi)2
di
cos2 αi − 3 sin2 αi

qi δi(x)
− sinαi

(3− 4 sin2 αi)(qi)2 − sin2 αi η2

Li(x)+ 3 sin2 αi cosαi qi χi(x)

sinαi,
Iξξξζ5 =
1
3
3−
i=1

sinαi

2+ cos2 αi

ρ˜i(x)+ cosαi

(qi)2
di
sin2 αi + 3 sin2 αi − 1

qi δi(x)
+ sinαi

(3− 4 sin2 αi)(qi)2 + cos2 αi η2

Li(x)+ 3 cos3 αi qi χi(x)

sinαi. (A.13)
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Lastly, explicit formulae for the generic integrals Iξζ ζ ζ7 , I
ξξξζ
7 , I
ξξζ ζ
7 , I
ξξξξ
7 and I
ζ ζ ζ ζ
7 introduced in (33) can be written as
Iξζ ζ ζ7 =
1
15
3−
i=1

cosαi

(qi)2
di
cos2 αi − 3 sin2 αi

qiDi(x)+ cosαi

2+ sin2 αi − 2 η
2
di
cos2 αi

qi
di
δi(x)
− sinαi

(3− 4 sin2 αi)(qi)2 − sin2 αi η2

Λi(x)− 3 sin3 αiLi(x)

sinαi,
Iξξξζ7 =
1
15
3−
i=1

cosαi

(qi)2
di
sin2 αi + 3 sin2 αi − 1

qiDi(x)+ cosαi

2+ cos2 αi − 2 η
2
di
sin2 αi

qi
di
δi(x)
+ sinαi

(3− 4 sin2 αi)(qi)2 + cos2 αi η2

Λi(x)− sinαi

5− 3 sin2 αi

Li(x)

sinαi, (A.14)
and
Iξξζ ζ7 =
1
15
3−
i=1

sin2 αi cos2 αi

1+ 2 η
2
di

− 1

qi
di
δi(x)−

sinαi

(qi)2
di
cos2 αi + 3 cos2 αi − 1

qiDi(x)
+ cosαi

(1− 4 sin2 αi)(qi)2 − sin2 αi η2

Λi(x)− cosαi

1− 3 sin2 αi

Li(x)

sinαi

+ 1
15η
θ(x),
Iξξξξ7 = −
1
15
3−
i=1

sinαi

(qi)2
di
sin2 αi − 3 cos2 αi

qiDi(x)+ sinαi

5+ cos2 αi − 2 η
2
di
sin2 αi

qi
di
δi(x)
− cosαi

(1− 4 sin2 αi)(qi)2 + cos2 αi η2

Λi(x)+ 3 cosαi

1+ cos2 αi

Li(x)

sinαi + 15η θ(x),
Iζ ζ ζ ζ7 =
1
15
3−
i=1

sinαi

(1− 4 sin2 αi)(qi)2 − (1+ sin2 αi) η2

Λi(x)+ sinαi

4+ 3 sin2 αi

Li(x)
− cosαi

5+ sin2 αi − 2 η
2
di
cos2 αi

qi
di
δi(x)

cosαi
+

1− sin2 αi

2− 3 cos2 αi
− (qi)2
di
cos4 αi

qiDi(x)

+ 1
5η
θ(x). (A.15)
In formulae (A.1)–(A.15), the summation is performed over the sides Li (i = 1, 2, 3) of Eq and the source point x is arbitrary
in R3.
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