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NERVES, MINORS, AND PIERCING NUMBERS
ANDREAS F. HOLMSEN, MINKI KIM, AND SEUNGHUN LEE
ABSTRACT. We make the first step towards a “nerve theorem” for graphs. LetG be a simple
graph and let F be a family of induced subgraphs of G such that the intersection of any
members of F is either empty or connected. We show that if the nerve complex of F has
non-vanishing homology in dimension three, then G contains the complete graph on five
vertices as a minor. As a consequence we confirm a conjecture of Goaoc concerning an
extension of the planar (p, q) theorem due to Alon and Kleitman: Let F be a finite family
of open connected sets in the plane such that the intersection of any members of F is either
empty or connected. If among any p ≥ 3 members of F there are some three that intersect,
then there is a set of C points which intersects every member of F , where C is a constant
depending only on p.
1. INTRODUCTION
1.1. Connected covers in graphs. Given a family of non-empty sets F = {S1, . . . , Sn}
we may associate with it an abstract simplicial complex on the vertex set [n] = {1, . . . , n}
defined as
N(F) = {σ ⊂ [n] :
⋂
i∈σSi 6= ∅}.
The complex N(F) is called the nerve of the family F . Nerve complexes occur frequently
in topological combinatorics, typically when F = {K1, . . . , Kn} is a family of simplicial
complexes. In this situation, an indispensable tool is a “nerve theorem” which allows us to
relate the topology of N(F) to that of
⋃
i∈[n]Ki.
Informally speaking, a nerve theorem asserts that if Kσ =
⋂
i∈σKi is sufficiently con-
nected (in terms of homotopy [8] or homology [31]) for every σ ∈ N(F), then N(F) ad-
equately reflects the topology of
⋃
i∈[n]Ki (in terms of isomorphisms of certain homotopy
or homology groups). A classical example is Borsuk’s nerve theorem [9] which states that
if Kσ is contractible for every σ ∈ N(F), then N(F) is homotopy equivalent to
⋃
i∈[n]Ki.
(See [10, 18, 20, 33] for recent variations of nerve theorems and [7] for applications in com-
binatorics.)
The focus of this paper will be on the situation when F = {G1, . . . , Gn} is a family of
graphs. (All graphs considered here are finite, simple, and undirected.) By viewing graphs
as 1-dimensional simplicial complexes, we may apply one of the standard nerve theorems to
obtain information about the homotopy type or the cycle space of the graph G =
⋃
i∈[n]Gi,
provided the intersection Gσ =
⋂
i∈σ Gi is a tree for every σ ∈ N(F). Unfortunately, this
condition is quite restrictive and the conclusion gives us rather limited structural information
about the graph.
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Recall that a graph H is a minor of a graph G if there exists pairwise disjoint connected
subgraphs Gv ⊂ G, one for each vertex v of H , such that for any pair of adjacent vertices u
and v in H , there is an edge in G connecting a vertex in Gu to a vertex in Gv [32]. When H
is a minor of G we denote this by H ≺ G.
One of our main goals is to show that the homology of the nerve of F can reveal informa-
tion about minors in the graph G =
⋃
i∈[n]Gi. In order to make this work it is necessary to
relax the condition that intersections are contractible, and instead require only that they are
connected. This motivates one of the key concepts of this paper.
Definition 1.1. A connected cover in a graph G is a finite family F = {G1, . . . , Gn} of
induced subgraphs of G such that Gσ =
⋂
i∈σ Gi is connected for every σ ∈ N(F).
In general we should not expect that the nerve of an arbitrary connected cover will tell us
much about the structure of the graph. Indeed, one can obtain rather trivial simplicial com-
plexes in this way. For instance, if F consists of either pairwise disjoint induced subgraphs
of G, or of many copies of the same induced subgraph of G, then N(F) is either a set of
isolated vertices, or a simplex.
On the other hand, the structure of the graph may be reflected in the nerves of certain
connected covers. To see this, suppose that Kd+2, the complete graph on d+ 2 vertices, is a
minor ofG for some d ≥ 1. We may assume thatG is connected, or else we just consider the
connected component containingKd+2 as a minor. Then there is a partition of the vertex set
V = V (G) into d+2 parts V1, . . . , Vd+2 such that the induced subgraphsG[Vi] are connected
for every i, and such that for every i 6= j there exists an edge of G connecting a vertex in
Vi to a vertex in Vj . If we let Gi = G[V \ Vi], then the family F = {G1, . . . , Gd+2} is
a connected cover in G. Furthermore, N(F) is the boundary of the (d + 1)-dimensional
simplex. This shows that ifKd+2 ≺ G, then there exists a connected cover inG whose nerve
has non-vanishing homology in dimension d.
1.2. The homological dimension of a graph. For a simplicial complexK let H˜i(K) denote
the i-th reduced homology group of K with coefficients in Z2. A simple measure of the
“complexity” of a connected cover is the greatest dimension for which the homology of its
nerve is non-vanishing. Taking the maximum over all connected covers in a graph gives us
the following graph invariant.
Definition 1.2. The homological dimension of a graph G, denoted by γ(G), is the greatest
integer d such that H˜d(N(F)) 6= 0 for some connected cover F in G. For the single vertex
graphK1 we define γ(K1) = −1.
Note that the homological dimension is well-defined for any finite graph G, and that
γ(G) ≥ 0 for any graph G with at least two vertices. It is also not difficult to show that the
homological dimension is minor-monotone in the sense that if H ≺ G, then γ(H) ≤ γ(G).
We argued above that if Kd+2 ≺ G, then γ(G) ≥ d. One of our main results is that the
converse holds for small values of d.
Theorem 1.3. For any graph G the following hold.
(1) K3 ≺ G ⇐⇒ γ(G) ≥ 1.
(2) K4 ≺ G ⇐⇒ γ(G) ≥ 2.
(3) K5 ≺ G ⇐⇒ γ(G) ≥ 3.
Part (1) of Theorem 1.3 is an easy consequence of Borsuk’s nerve theorem and can be ar-
gued as follows. SupposeK3 is not a minor of G. Then G is a forest, and for any connected
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cover F = {G1, . . . , Gn} inG it follows thatGσ is contractible for every σ ∈ N(F). There-
fore Borsuk’s nerve theorem implies that N(F) is homotopy equivalent to
⋃
i∈[n]Gi which
is either contractible, or a disjoint union of contractible sets. This shows that H˜i(N(F)) = 0
for all i ≥ 1.
Parts (2) and (3) of Theorem 1.3 rely on well-known structure theorems for graphs without
K4 orK5 minors, due to Wagner [38] (see also e.g. [11, chapter 7.3]). These results describe
how such graphs can be constructed by clique-sum operations. This is useful in our situation
because if G is a clique-sum of graphs G1 and G2, we can show that
γ(G) = max{γ(G1), γ(G2)},
by application of the Mayer–Vietoris exact sequence. The crucial step towards establishing
part (3) is Theorem 2.10, which states that γ(G) ≤ 2 for any planar graph G. This is our
most technical result and the proof relies heavily on a certain combinatorial identity (Lemma
3.7) which is where the choice of homology with Z2-coefficients plays the most crucial role.
The basic properties of the homological dimension outlined above will be stated precisely
and proven in Section 2. They suggest a close relationship between the homological di-
mension and other minor-monotone graph invariants [14, 23, 35], in particular the invariant
discussed in [23, section 5] and [35, section 18]. Our results show that K3, K4, and K5
minors in a graph are perfectly detected by its homological dimension. Despite this limited
evidence, we are tempted to conjecture that this holds for all complete minors.
Conjecture 1.4. For every positive integer d and graph G,
Kd+2 ≺ G ⇐⇒ γ(G) ≥ d.
Remark 1.5 (Restriction to connected graphs). We will throughout restrict our attention to
connected graphs. The main reason for this restriction is to avoid certain trivial exceptional
cases in some of our statements and proofs. This restriction does not lead to any loss of gen-
erality, because if F is a connected cover of a disconnected graph G, then N(F) is entirely
determined by the restriction of F to each individual component of G. As a consequence,
for any graph G with at least one edge, we have
γ(G) = max
H
γ(H)
where H ranges over all connected components of G.
Remark 1.6 (The induced subgraph condition). It is possible to relax the assumption that
the members of a connected cover are induced subgraphs, but this does not lead to greater
generality. To see this, consider a family F = {G1, . . . , Gn} of subgraphs of G (not nec-
essarily induced) such that Gσ is connected for every σ ∈ N(F). If we define the family
F ′ = {G′1, . . . , G
′
n}, where G
′
i is the subgraph induced by the vertices of Gi, it is obvious
that F ′ is also a connected cover of G and that the nerves N(F) and N(F ′) are isomorphic.
1.3. Piercing problems. Another area in which nerve complexes play a prominent role is
in the study of Helly-type theorems [12, 22] and the intersection patterns of convex sets
[37]. This follows from the fact that every non-empty convex set is contractible and that
intersections of convex sets are convex. Therefore Borsuk’s nerve theorem implies that the
nerve of a family of convex sets is homotopy equivalent to the union of the members of the
family. This viewpoint has uncovered many deep results which reach far beyond the setting
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of convexity [10, 13, 17, 24, 26, 27]. In fact, our notion of connected covers was motivated
by such an application.
For positive integers p ≥ q, a family of sets F has the (p, q) property if among any p
members of F there are some q that are intersecting, that is, q members whose intersection
is non-empty. The piercing number of F is the minimal number k such that F can be
partitioned into k intersecting subfamilies. As an application of connected covers we prove
the following result conjectured by Xavier Goaoc (personal communication).
Theorem 1.7. For any integers p ≥ q ≥ 3 there exists an integer C = C(p, q) such that
the following holds. Let F be a finite family of open connected sets in the plane satisfying
the condition that the intersection of any members of F is empty or connected. If F has the
(p, q) property, then the piercing number of F is at most C.
In the special case when the members of F are convex sets, Theorem 1.7 reduces to the
planar version of the celebrated (p, q) theorem due to Alon and Kleitman [4]. In this case
we have C(3, 3) = 1, which is just Helly’s theorem in the plane. Already the case p = 4
and q = 3 is much more difficult (the first absolute bound came from the Alon–Kleitman
theorem) and the best known bounds are 3 ≤ C(4, 3) ≤ 13 [30].
In the more general setting of Theorem 1.7, simple examples show that C(3, 3) > 1, but
we are not aware of any examples which show that C(4, 3) > 3.
Our proof of Theorem 1.7 is based on a generalization of the (p, q) theorem concerning
nerve complexes, due to Alon et al. [3]. More precisely, they show that the assertion of the
(p, q) theorem holds for all families F which satisfy a certain “fractional Helly property”.
The connection between this fractional Helly property and nerve complexes is based on
combinatorial results due to Kalai [24, 25] concerning the f -vectors of simplicial complexes
whose induced subcomplexes have vanishing homology in sufficiently high dimensions.
This is where our results on connected covers come into play. It is easy to show that
any family of open sets as described in Theorem 1.7 can be approximated by a connected
cover in a planar graph, in the sense that their nerves are isomorphic. Since planar graphs
do not have K5 as a minor, Theorem 1.3 implies that the nerve has vanishing homology in
all dimensions greater or equal to 3. Therefore the results of Kalai imply that we have the
required fractional Helly property. (Strictly speaking, Kalai’s results only give us Theorem
1.7 for p ≥ q ≥ 4, but an additional combinatorial argument allows us to reduce the 4 to a
3.)
The rest of the paper is organized as follows. In Section 2 we establish several basic prop-
erties of the homological dimension. In particular, we show that γ(G) is minor-monotone
(Theorem 2.1) and well-behaved under cliques-sums (Theorem 2.5). Section 3 contains the
proof that γ(G) ≤ 2 for any planar graph G, which is the most crucial step in the proof
of Theorem 1.3. The proof of Theorem 1.7 is given in Section 4, where we also establish
some additional Helly-type theorems for connected covers in graphs, in particular a frac-
tional Helly theorem (Theorem 4.3). Some final remarks are given in Section 5.
2. PROPERTIES OF THE HOMOLOGICAL DIMENSION
2.1. Monotonicity. A simple but important observation is that the homological dimension
of a graph is monotone with respect to the minor relation.
Theorem 2.1. If H is a minor of G, then γ(H) ≤ γ(G).
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Proof. Suppose H ≺ G. Then there exists a family {Vw}w∈V (H) of pairwise disjoint subsets
of V (G) such that the induced subgraph G[Vw] is connected for every w ∈ V (H) and such
that for every edge uw inH there is an edge in G connecting a vertex in Vu to a vertex in Vw.
This induces a map from the subsets of V (H) to the subsets of V (G) which sends a subset
W ⊂ V (H) to the subset VW =
⋃
w∈W Vw ⊂ V (G) and which satisfies the property that
G[VW ] is connected whenever H [W ] is connected. Applying this map to the members of a
connected cover F in H gives us a connected cover F ′ in G such that N(F) and N(F ′) are
isomorphic, and the claim follows. 
LetK be a simplicial complex and let x be a vertex inK. We denote byK−x the induced
subcomplex ofK obtained by deleting the vertex x, that is,
K − x = {σ ∈ K : x /∈ σ}.
The star of x, denoted by stK(x), is the subcomplex ofK defined as
stK(x) = {σ ∈ K : σ ∪ {x} ∈ K}.
Finally, the link of x, denoted by lkK(x), is the subcomplex ofK defined as
lkK(x) = {σ ∈ K : x /∈ σ, σ ∪ {x} ∈ K} = stK(x)− x.
Note that we have the identities
K = stK(x) ∪ (K − x) and lkK(x) = stK(x) ∩ (K − x).
By applying the Mayer–Vietoris exact sequence to the pair stK(x) and K − x, and noting
that stK(x) is contractible, we obtain the exact sequence
(1) · · · → H˜j(lkK(x))→ H˜j(K − x)→ H˜j(K)→ H˜j−1(lkK(x))→ · · · .
As an application of (1) we have the following.
Proposition 2.2. Let G be a graph with γ(G) ≥ 0. For every 0 ≤ j ≤ γ(G) there exists a
connected cover F in G such that H˜j(N(F)) 6= 0.
Proof. For γ(G) = 0 there is nothing to show, so let F be a connected cover in G and
suppose H˜j(N(F)) 6= 0 for some 0 < j ≤ γ(G). We will construct a connected cover Fx in
G such that H˜j−1(N(Fx)) 6= 0.
By deleting members from F (if necessary) we may assume thatF isminimal in the sense
that H˜j(N(F
′)) = 0 for every proper subfamily F ′ ⊂ F . Let K = N(F) and fix a vertex x
inK corresponding to the member Gx ∈ F . Now define the family
Fx = {Gi ∩Gx : Gi ∈ F \ {Gx}, Gi ∩Gx 6= ∅},
and note that Fx is a connected cover in Gx and therefore also a connected cover in G. We
observe that
K − x = N(F \ {Gx}) and lkK(x) = N(Fx),
and that H˜j(K − x) = 0 by the minimality of F . Therefore the exact sequence (1) implies
that there is an injection from H˜j(K) to H˜j−1(lkK(x)), and so H˜j−1(N(Fx)) 6= 0. 
By applying the exact sequence (1) as in the proof of Proposition 2.2, one can prove the
following. (We leave the details to the reader.)
Corollary 2.3. Let F be a connected cover in G and suppose H˜j(N(F)) 6= 0 for some
j ≥ 0. If F is minimal in the sense that H˜j(N(F
′)) = 0 for every proper subfamily F ′ ⊂ F ,
then γ(Gx) ≥ j − 1 for every member Gx ∈ F .
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In some situations we can apply Corollary 2.3 to determine the homological dimension of
a given graph. We will give several examples throughout this section, starting here with the
complete graphs.
Example 2.4. Let Kn denote the complete graph on n vertices. We then have
γ(Kn) = n− 2.
For n = 1 this is by definition. For n ≥ 2, the family of all induced subgraphs on n − 1
vertices is a connected cover ofKn and its nerve is the boundary of the (n− 1)-dimensional
simplex, and so γ(Kn) ≥ n− 2.
The upper bound follows by induction on n. Consider a minimal size connected cover F
inKn realizing γ(Kn), in the sense that H˜d(N(F)) 6= 0 for d = γ(Kn). Then every member
of F must be a proper induced subgraph ofKn (or else N(F) is contractible). By induction
we have γ(Gx) ≤ n− 3 for every member Gx ∈ F , and so d ≤ n− 2 by Corollary 2.3.
2.2. Clique-sums. Let G be a graph on the vertex set V and let V1 and V2 be subsets of V
such that V1 ∪ V2 = V and V1 ∩ V2 6= ∅. If the induced subgraph G[V1 ∩ V2] is a clique
(complete subgraph) and there is no edge in G connecting a vertex in V1 \ V2 to a vertex in
V2 \ V1, then G is called a clique-sum of the graphs G[V1] and G[V2].
1
Theorem 2.5. If G is a clique-sum of graphs A and B, then γ(G) = max{γ(A), γ(B)}.
Proof. The statement is clearly true in the case when G is a tree. So assume γ(G) =
d ≥ 1. We will show that there exists connected covers FA in A and FB in B such that
H˜d(N(FA))⊕ H˜d(N(FB)) 6= 0. This implies that γ(G) ≤ max{γ(A), γ(B)}, which com-
pletes the proof since γ(G) ≥ max{γ(A), γ(B)} by Theorem 2.1.
Let F be a connected cover in G such that H˜d(N(F)) 6= 0. Recall that each member in
F is an induced subgraph of G. Consider families FA and FB of induced subgraphs of G
defined as
FA = {Gi ∩ A : Gi ∈ F , Gi ∩A 6= ∅} and FB = {Gi ∩ B : Gi ∈ F , Gi ∩ B 6= ∅}.
We claim thatFA andFB are connected covers inA andB, respectively. To see this, consider
a pair of vertices u and v in Gσ ∩ A. Since F is a connected cover, there exists a uv-path π
in Gσ. If π is contained in A we are done. Otherwise, let x be the first vertex of π contained
in B (as we traverse π from u to v) and let y be the last vertex of π contained in B. Clearly
x and y are contained in A ∩ B which is a clique. Therefore x and y are adjacent and we
can reroute the path π to find a uv-path in Gσ ∩ A. The same argument shows that FB is a
connected cover in B.
Let K = N(F), KA = N(FA), and KB = N(FB). Since there are obvious inclusions
from FA and FB into F we may regardKA andKB as subcomplexes ofK. Clearly we have
K = KA ∪KB , so by applying the Mayer-Vietoris exact sequence with the pairKA andKB
we obtain
(2) 0→ H˜d(KA ∩KB)→ H˜d(KA)⊕ H˜d(KB)→ H˜d(K)→ H˜d−1(KA ∩KB)→ · · · .
1Some sources allow for the deletion of edges from the clique in the clique-sum operation, but we do not
admit this in our definition. Also we include the condition V1∩V2 6= ∅ since we are dealing only with connected
graphs.
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Note that if H˜d(KA ∩KB) 6= 0, then (2) implies that H˜d(KA) ⊕ H˜d(KB) 6= 0, and we are
done. So we may assume H˜d(KA ∩ KB) = 0. Observe also that if H˜d−1(KA ∩ KB) = 0,
then (2) implies that H˜d(KA) ⊕ H˜d(KB) surjects onto H˜d(K), and again we are done. So
we may assume H˜d−1(KA ∩KB) 6= 0.
Let Gx be the clique A ∩ B. Note that if a vertex i appears both in KA and KB, then
the corresponding graph Gi ∈ F must contain a vertex of Gx. It therefore follows that
Gx /∈ F , or elseKA ∩KB would be a cone with apex x, which is contractible, contradicting
H˜d−1(KA ∩ KB) 6= 0. Now we will find new connected covers F
′
A and F
′
B in A and B,
respectively, such that H˜d(N(F
′
A))⊕ H˜d(N(F
′
B)) 6= 0. Consider the connected cover F
′ in
G defined as
F ′ = F ∪ {Gx}.
Let K ′ = N(F ′) and note that there is an obvious inclusionK ⊂ K ′. If we let x denote the
vertex in K ′ which represents Gx, we then have
K ′ = K ∪ stK ′(x) and lkK ′(x) = K ∩ stK ′(x) = KA ∩KB.
Applying the exact sequence (1) with the pair stK ′(x) and K
′ − x = K, it follows from the
assumption H˜d(KA∩KB) = 0 that there is an injection from H˜d(K) to H˜d(K
′). So we have
H˜d(K
′) 6= 0.
As above, by restricting F ′ to A and B, we get connected covers F ′A and F
′
B in A and B,
respectively, defined as
F ′A = FA ∪ {Gx} and F
′
B = FB ∪ {Gx}.
Let K ′A = N(F
′
A) and K
′
B = N(F
′
B) which can be regarded as subcomplexes of K
′. We
then have
K ′ = K ′A ∪K
′
B and stK ′(x) = K
′
A ∩K
′
B,
which implies that K ′A ∩K
′
B is contractible. Applying the exact sequence (2) with the pair
K ′A andK
′
B then implies that H˜d(K
′) and H˜d(K
′
A)⊕ H˜d(K
′
B) are isomorphic. 
We can now prove part (2) of Theorem 1.3.
Corollary 2.6. Let G be a graph with γ(G) ≥ 2. Then K4 ≺ G.
Proof. Suppose G does not have a K4-minor. In this case, it is well-known that G is a
subgraph of a graph obtained by repeated clique-sums ofK3 (see e.g. [11, Theorem 7.3.1]).
By Example 2.4 we have γ(K3) = 1, and so Theorem 2.5 implies that γ(G) ≤ 1. 
Example 2.7. Let t1 ≥ · · · ≥ tr be positive integers and let Kt1,...,tr denote the complete
multipartite graph on vertex classes V1, . . . , Vr where |Vi| = ti. Denote bymt1,...,tr the order
of the largest complete minor inKt1,...,tr , that is,
mt1,...,tr = max{s : Ks ≺ Kt1,...,tr}.
Here we show that for the complete multipartite graph Kt1,...,tr we have
γ(Kt1,...,tr) = mt1,...,tr − 2.
Since γ(Kn) = n − 2, it follows from Theorem 2.1 that γ(Kt1,...,tr) ≥ mt1,...,tr − 2. For
the upper bound we proceed by induction on t = t2+ · · ·+ tr. The base case of the induction
is when ti = 1 for all i ≥ 2. In this caseKt1,...,tr is a clique-sum ofKr’s, so by Theorem 2.5
we have γ(Kt1,...,tr) = r − 2 = mt1,...,tr − 2.
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Now suppose t2 > 1 and let F be a connected cover in Kt1,...,tr of minimal size which
realizes γ(Kt1,...,tr). We claim there is a pair of adjancent vertices u, v ∈ Kt1,...,tr and a
member Gx ∈ F such that Gx ⊂ Kt1,...,tr − {u, v}. To see this, first note that for every
vertex v there is a member of F which misses v (or else N(F) is contractible). Now, if
every member in F which misses a vertex in V2∪· · ·∪Vr only misses non-adjacent vertices,
then the intersection of all such members is the vertex class V1, which is disconnected. This
establishes the claim, and it follows that there exists a subgraph Ks1,...,sq , obtained from
Kt1,...,tr by deleting a pair of adjacent vertices, which contains a member Gx ∈ F . So by
Corollary 2.3 and Theorem 2.1 we have
γ(Kt1,...,tr) ≤ γ(Gx) + 1 ≤ γ(Ks1,...,sq) + 1.
The final observation (which we leave to the reader) is that if Ks1,...,sq is obtained from
Kt1,...,tr by deleting a pair of adjacent vertices, then
s2 + · · ·+ sq < t2 + · · ·+ tr and ms1,...,sq < mt1,...,tr .
Therefore, by induction we have γ(Kt1,...,tr) ≤ ms1,...,sq − 1 ≤ mt1,...,tr − 2.
Example 2.8. The Wagner graph W8 is the non-planar graph obtained from the cycle on 8
vertices by joining each antipodal pair of vertices by an edge. (See Figure 1.) Here we show
that
γ(W8) = 2.
FIGURE 1. The Wagner graphW8.
Since W8 contains K4 as a minor, we have γ(W8) ≥ 2. To show the reverse inequality,
observe that the only proper induced subgraphs ofW8 which containK4 as a minor are those
on 7 vertices. If γ(W8) > 2, then Proposition 2.2 implies that there exists a connected cover
F in W8 such that H˜3(N(F)) 6= 0. We may assume F is minimal with this property, so
by Corollary 2.3 we have γ(Gi) ≥ 2 for every Gi ∈ F . Therefore Corollary 2.6 implies
that every member of F has aK4 minor, which means that every member of F is an induced
subgraph on 7 vertices. But then the intersection of any 5 members inF is non-empty, and so
the 4-skeleton of N(F) is complete, implying that H˜3(N(F)) = 0. Therefore γ(W8) = 2.
Remark 2.9. We can give a reformulation of Conjecture 1.4 in terms forbidden minors as
follows. Given a positive integer d, let Γd be the set of graphs defined as
Γd = {G : γ(G) < d}.
Theorem 2.1 implies that Γd is minor-closed, meaning that if G ∈ Γd and H ≺ G, then
H ∈ Γd. The celebrated graph minor theorem of Robertson and Seymour [34] implies that
Γd is characterized by a finite list of forbidden minors Fd, and Conjecture 1.4 is equivalent
to the statement Fd = {Kd+2} for all d ≥ 1.
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2.3. Proof of Theorem 1.3. Part (1) follows from Borsuk’s nerve theorem and the argument
was given in Section 1 (immediately after the statement of Theorem 1.3), while part (2) was
established in Corollary 2.6. For part (3) we need the following crucial result which we prove
in the next section.
Theorem 2.10. For any planar graph G we have γ(G) ≤ 2.
To complete the proof of Theorem 1.3, suppose G does not contain K5 as a minor. By a
well-known theorem of Wagner [38] (see also [11, Theorem 7.3.4]), then G is a subgraph of
a graph obtained by repeated clique-sums of planar graphs and the Wagner graphW8. Since
the homological dimensions of these graphs are at most 2 (Example 2.8 and Theorem 2.10),
Theorem 2.5 implies that γ(G) ≤ 2.
3. CONNECTED COVERS IN PLANAR GRAPHS
Here we give a proof of Theorem 2.10. By Proposition 2.2 it suffices focus on the homol-
ogy in dimension 3, and so our goal is to show the following.
Theorem 3.1. Let F be a connected cover in a planar graph G. Then H˜3(N(F)) = 0.
Let us briefly describe the strategy of the proof. Without loss of generality we may assume
G =
⋃
Gi∈F
Gi. The basic idea is to add vertices from G to some fixed member Gx ∈ F
in a systematic manner, while maintaining the property of being a connected cover. This
will affect the nerve of F , but we will show that if the 3-dimensional homology of N(F) is
non-zero, then it does not vanish during this process. On the other hand, the process can be
carried out until Gx = G, in which case the nerve is contractible (it is a cone with apex x)
and its reduced homology is zero in all dimensions.
3.1. Connectedness. It is convenient to assume that G and the members of F are suffi-
ciently connected. We say that a connected cover F in G is 2-connected if G and every
member ofF are 2-connected. (This guarantees that faces in an embedding ofG are bounded
by cycles in G.)
Lemma 3.2. Let F be a connected cover in a connected planar graph G. Then there exists
a 2-connected cover F ′ in a planar graph G′ such that G ≺ G′ and N(F) ∼= N(F ′).
Proof. We first construct G′. Fix a planar embedding of G where the vertices are points
in general position and the edges are straight line segments. (This is possible by Fa´ry’s
theorem [16].) For every vertex v, draw a circle Sv of radius ǫ > 0 centered at v. We choose
ǫ sufficiently small such that no three circles can be intersected by a line. In particular any
two circles are pairwise disjoint. For each edge e incident to the vertex v, choose a closed arc
A(v,e) ⊂ Sv whose interior intersects e, such that A(v,e) ∩ A(v,e′) = ∅ for any pair of distinct
edges e and e′.
The vertex set of G′ will consist of the endpoints of the arcs A(v,e). In this way, a vertex
in G of degree k gives rise to a set of 2k vertices in G′. The edge set of G′ is constructed
as follows. Put edges between the vertices on the circle Sv such that they form a cycle
according to their cyclic order on Sv (or just a single edge if the circle contains only a single
arc corresponding to a vertex of degree one in G). Finally, for an edge e = vw in G which
intersects the arcs A(v,e) ⊂ Sv and A(w,e) ⊂ Sw, we add two more edges to G
′ by matching
up the endpoints of the arcs by a pair of non-crossing segments. (See Figure 2.)
It is easy to see that G ≺ G′. There is a natural partition of the vertices of G′ according
to which circle Sv a vertex in G
′ belongs to. By construction, the subgraph induced by
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FIGURE 2. Thickening a graph to make it 2-connected.
the vertices on a fixed circle is connected, and for any edge e = vw in G there is an edge
connecting a vertex in Sv to a vertex in Sw. This remains true even if we delete an arbitrary
vertex from G′, or in other words, G ≺ G′ − v for any vertex v ∈ G′. Since G is connected,
it follows that G′ is 2-connected.
Given a connected cover F in G, we can embed F into G′ as in the proof of Theorem
2.1 to obtain a connected cover F ′ of G′. Thus, for a member of Gx = G[Vx] ∈ F , the
corresponding member of F ′ is the subgraph of G′ induced by the set of vertices belonging
to the circles {Sv : v ∈ Vx}. The same argument as before shows that each member of F
′ is
2-connected. 
3.2. Filling faces. Let G be a 2-connected planar graph with a fixed embedding in S2 and
let H = G[W ] be a 2-connected induced subgraph of G. (Note that this fixes an embedding
ofH as well.) Consider a face f ofH and let U denote the subset of vertices ofG which are
contained in the interior of f . (IfH is a cycle, then just choose one of the two faces bounded
by f ). Observe that f is also a face of G if and only if U = ∅.
Define the graph H ′ to be the induced subgraph obtained by adding the vertices of U to
H , that is,
H ′ = G[W ∪ U ].
We say that H ′ is obtained from H by filling the facef .
Lemma 3.3. Let G be a 2-connected planar graph embedded in S2 and let H be a 2-
connected induced subgraph of G. If H ′ is obtained from H by filling a face, then H ′ is
2-connected.
Proof. We need to show that for any distinct vertices u, v, w in H ′ there is a uv-path in H ′
which does not pass through w. If u and v both belong to H , then this follows from the
2-connectedness of H . Now consider the case when u is a vertex in the interior of the face
f of H which is being filled. By the 2-connectedness of G, there exists a uv-path π (in G)
which avoids w. If π is contained in the interior of f , then we are done. Otherwise, let u′
be the first vertex of π which is not in the interior of the face f . It follows that u′ is a vertex
in the cycle of G bounding the face f and therefore u′ belongs to H . Let π1 be the initial
part of π connecting u to u′. Note that π1 is in H
′. If v is a vertex of H , then we are done
by concatenating π1 with a u
′v-path in H which avoids w. If v is in the interior of f , by the
same argument as before, there is path in H ′ avoiding w, connecting v to a vertex v′ in the
cycle bounding f . Now, u′ and v′ can be connected by a path inH avoiding w. 
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Consider a 2-connected cover F in G. Fix a member Gx ∈ F and let G
′
x be the graph
obtained from Gx by filling a face. Replacing Gx by G
′
x, we obtain a new family
F ′ = (F \ {Gx}) ∪ {G
′
x}.
We say F ′ is obtained from F by filling a face. Note that there is an obvious inclusion
N(F) ⊂ N(F ′).
Lemma 3.4. Let F be a 2-connected cover in a planar graph G embedded in S2. If F ′ is
obtained from F by filling a face, then F ′ is a 2-connected cover of G.
Proof. Let f be the face of Gx = G[Vx] ∈ F that is being filled and let U be the set of
vertices in G contained in the interior of f . We may assume U 6= ∅, or else F = F ′ and we
are done. As above, we define G′x = G[Vx ∪ U ] and F
′ = (F \ {Gx}) ∪ {G
′
x}. By Lemma
3.3 we know that G′x is 2-connected, so it suffices to show that F
′ is a connected cover of G.
Consider a simplex σ ∈ N(F) − x and suppose Gσ ∩ G
′
x 6= ∅. We need to show that
Gσ ∩G
′
x is connected. If Gσ ∩ U = ∅, then Gσ ∩ G
′
x = Gσ ∩ Gx which is connected since
F is a connected cover. If Gσ ∩ Gx = ∅, then the vertices of Gσ are contained in U and
Gσ ∩ G
′
x = Gσ which is connected. It remains to consider the case when Gσ ∩ U 6= ∅ and
Gσ∩Gx 6= ∅. SinceGσ∩Gx is connected it suffices to show that each connected component
of Gσ ∩G[U ] is connected to Gσ ∩Gx by some edge in G. But this is obvious, because Gσ
is connected and any path from a vertex in U to a vertex which is not in U must pass through
a vertex in the cycle which bounds the face f , which is contained in Gx. 
3.3. Critical cycles. LetK be a simplicial complex and let Cd(K) denote group of d-chains
ofK. Denote by Zd(K) the group of d-cycles, and by Bd(K) the group of d-boundaries.
Given a vertex x ∈ K and a subcomplex L ⊂ K − x, letK(x,L) be the simplicial complex
defined as
K(x,L) = K ∪ {σ ∪ {x} : σ ∈ L}.
(In other words, K(x,L) is the union ofK and the cone over L with apex x.)
By inclusion, every d-chain α =
∑
σi ∈ Cd(L) can be regarded as a d-chain in Cd(K)
and in Cd(K(x,L)). Moreover, we may form a (d+1)-chain [x, α] ∈ Cd+1(K(x,L)) defined as
[x, α] =
{∑
(σj ∪ {x}) , for α 6= 0,
0, for α = 0.
A d-cycle γ ∈ Zd(K) is called (x,L)-critical if γ 6∈ Bd(K) and γ ∈ Bd(K(x,L)). In other
words, γ is (x, L)-critical if γ does not vanish in H˜d(K) while γ vanishes in H˜d(K(x,L)).
Lemma 3.5. Every (x, L)-critical d-cycle in Zd(K) is homologous to a d-cycle of the form
γ = ∂[x, β],
where
(1) β =
∑
σi ∈ Cd(L),
(2) σi ∪ {x} ∈ K(x,L) \K for all i, and
(3) [x, ∂β] ∈ Cd(K).
Proof. Suppose γ0 ∈ Zd(K) is (x, L)-critical. Since γ0 ∈ Bd(K(x,L)), we may write γ0 =
∂β0, where β0 ∈ Cd+1(K(x,L)). Partition the simplices in β0 as
β0 = βinK + βnot inK ,
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where the simplices of βinK belong to K and the simplices of βnot inK belong to K(x,L) \K.
Then
γ = γ0 + ∂βinK = ∂βnot inK
is an (x, L)-critical cycle homologous to γ0. By definition, any (d + 1)-simplex which is in
K(x,L) \K is of the form σ ∪ {x} where σ is a d-simplex in L. We may therefore write
βnot inK = [x, β],
where β =
∑
σi ∈ Cd(L) and σi ∪ {x} ∈ K(x,L) \ K for all i. Finally, observe that the
boundary operator satisfies the “product rule”
∂[x, β] = β + [x, ∂β].
Since γ = ∂[x, β] ∈ Zd(K) ⊂ Cd(K) and β ∈ Cd(L) ⊂ Cd(K), it follows that [x, ∂β] ∈
Cd(K). 
3.4. A combinatorial identity. Let τ =
∑
τi be a simplicial 2-cycle and suppose we are
given a linear ordering of the simplices in τ , say,
τ1 ≺ τ2 ≺ · · · ≺ τn.
For any ordered sequence τi ≺ τj ≺ τk ≺ τl, we define
η(τi≺τj≺τk≺τl) =
{
(τi ∩ τk) ∪ (τj ∩ τl), when |(τi ∩ τk) ∪ (τj ∩ τl)| = 4,
0, otherwise.
Note that if η(τi≺τj≺τk≺τl) 6= 0, then |τi ∩ τk| = |τj ∩ τl| = 2 and (τi ∩ τk)∩ (τj ∩ τl) = ∅. We
may therefore regard η(τi≺τj≺τk≺τl) as a 3-simplex obtained as the join of the disjoint pair of
1-simplices τi ∩ τk and τj ∩ τl. By doing so, we can form a simplicial 3-chain T(τ,≺), defined
as
T(τ,≺) =
∑
η(τi≺τj≺τk≺τl),
where the sum is over all ordered sequences τi ≺ τj ≺ τk ≺ τl of simplices in τ .
Remark 3.6. Observe that the 3-chain T(τ,≺) only depends on the separation relation induced
by≺. In other words, any two linear orderings that induce the same (or reverse) cyclic orders
will produce the same 3-chain. This observation gives us a natural geometric interpretation
which will be convenient later on. Represent the 2-simplices in τ by a set of distinct points in
on a circle consistent with the cyclic order induced by ≺. Connect two points by a segment
if the corresponding 2-simplices have a 1-simplex in common and label this segment by
the common 1-simplex. If the labels of a pair of crossing segments correspond to a pair of
disjoint 1-simplices, then the join of these 1-simplices is a 3-simplex which contributes to
T(τ,≺). (See Figure 3.)
Lemma 3.7. Let τ be a simplicial 2-cycle and ≺ a linear ordering of the simplices in τ .
Then ∂T(τ,≺) = τ .
Proof. We first show that ∂T(τ,≺) is ≺-invariant. In other words, for any two linear orderings
≺1 and ≺2 we want to show that ∂(T(τ,≺1) + T(τ,≺2)) = 0. It is sufficient to show this in
the case when ≺1 and ≺2 differ by a simple transposition of a pair consecutive simplices
τ1 and τ2. Observe that if η∗ is a 3-simplex in T(τ,≺1) + T(τ,≺2), then η∗ must be the join
of a 1-simplex from τ1 and a 1-simplex from τ2, because τ1 and τ2 are consecutive in ≺1
and ≺2 (but in opposite order). We claim that the converse also holds; for any τi and τj
such that τ1 ∩ τi and τ2 ∩ τj are a pair of disjoint 1-simplices, their join η∗ = (τ1 ∩ τi) ∪
NERVES, MINORS, AND PIERCING NUMBERS 13
1
2
3
4
5
{1, 2, 3}
{2, 4, 5}
{3, 4, 5}
{1, 3, 4}
{2, 3, 5}
{1, 2, 4}
≺1
{1, 2, 3}
{2, 4, 5}
{3, 4, 5}
{1, 3, 4}
{2, 3, 5}
{1, 2, 4}
≺2
1
3
4
5
1
2
4
5
1
2
3
5
T(τ,≺1) = + +
4
3
5
2
1
2
4
3
T(τ,≺2) = +
FIGURE 3. Two distinct orderings, ≺1 and ≺2, of the 2-simplices of a trian-
gulation of the 2-sphere, and the resulting 3-chains, T(τ,≺1) and T(τ,≺2).
(τ2 ∩ τj) is in either T(τ,≺1) or T(τ,≺2), but not in both. This is easily seen by considering the
geometric interpretation given in Remark 3.6; if two segments cross, then they do not cross
after transposing a pair of consecutive endpoints (and vice versa). We now distinguish cases
according to the cardinality of τ1 ∪ τ2.
Case 1: |τ1 ∪ τ2| = 4. For convenience we assume τ1 = {1, 2, 3} and τ2 = {2, 3, 4}. In this
case, the only 3-simplex η∗ that can arise as the join of a 1-simplex from τ1 and a 1-simplex
from τ2, is the 3-simplex {1, 2, 3, 4}. It can arise in two possible ways:
η∗ = {1, 2} ∪ {3, 4} or η∗ = {1, 3} ∪ {2, 4}.
Since τ is a 2-cycle, we have an odd number of 2-simplices τi = {1, 2, x} (x 6= 3) and an odd
number of 2-simplices τj = {3, 4, y} (y 6= 2). Since every possible combination contributes
to T(τ,≺1) + T(τ,≺2), the number of contributions of the form {1, 2}∪ {3, 4} is odd. The same
argument shows that the number of contributions of the form {1, 3} ∪ {2, 4} is also odd.
In total we get an even number of contributions of the 3-simplex {1, 2, 3, 4}. This means
T(τ,≺1) + T(τ,≺2) = 0 and in particular ∂(T(τ,≺1) + T(τ,≺2)) = 0.
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Case 2: |τ1 ∪ τ2| = 5. We may assume that τ1 = {1, 2, 3} and τ2 = {3, 4, 5}. In this case,
there are five distinct pairs of disjoint 1-simplices whose joins contribute to T(τ,≺1) + T(τ,≺2).
These are
{1, 2} ∪ {3, 4} , {1, 2} ∪ {3, 5} , {1, 2} ∪ {4, 5} , {1, 3} ∪ {4, 5} , {2, 3} ∪ {4, 5}.
Since τ is a 2-cycle, the same argument as in Case 1, shows that the number of contributions
to T(τ,≺1) + T(τ,≺2) is odd, for each of these 3-simplices. Therefore T(τ,≺1) + T(τ,≺2) equals
the sum of the 3-simplices listed above, and it is straightforward to check that ∂(T(τ,≺1) +
T(τ,≺2)) = 0.
Case 3: |τ1 ∪ τ2| = 6. In this case, τ1 and τ2 are disjoint, and the join of any 1-simplex from
τ1 and any 1-simplex from τ2 will contribute an odd number of times to T(τ,≺1) + T(τ,≺2)
(again by the assumption that τ is a 2-cycle). Thus, T(τ,≺1) + T(τ,≺2) is the sum of all 3-
simplices in the join of ∂τ1 and ∂τ2 (which is homeomorphic to S
3), and again we see that
∂(T(τ,≺1) + T(τ,≺2)) = 0.
It remains to show that ∂T(τ,≺) = τ for every linear order≺ of the 2-simplices in τ . By the
≺-invariance, it is sufficient to find for each triple {a, b, c} of 0-simplices an order ≺′ such
that {a, b, c} is contained in an odd number of 3-simplices in T(τ,≺′) if and only if {a, b, c} is a
2-simplex in τ . To do this, we label and order the 0-simplices by the positive integers so that
{a, b, c} = {1, 2, 3}, and let≺lex denote the lexicographic order on the triples of 0-simplices.
This induces a linear ordering of the 2-simplices in τ . We will show that the triple {1, 2, 3}
is contained in an odd number of 3-simplices in T(τ,≺lex) if and only if {1, 2, 3} is a 2-simplex
in τ .
We first show that if there is a 3-simplex {1, 2, 3, k} in T(τ,≺lex) for some k > 3, then
{1, 2, 3} and {1, 2, k} are 2-simplices in τ . To see this, we observe that there must exist
2-simplices τ1 ≺lex τ2 ≺lex τ3 ≺lex τ4 in τ such that
(τ1 ∩ τ3) ∪ (τ2 ∩ τ4) = {1, 2, 3, k}.
The 3-simplex {1, 2, 3, k} could arise as a join of 1-simplices in the following three combi-
nations,
{1, 2} ∪ {3, k} , {1, 3} ∪ {2, k} , {1, k} ∪ {2, 3}.
However, a straight-forward case analysis (left to the reader) shows that the only combination
which can be consistent with the ordering ≺lex is if we have
τ1 ∩ τ3 = {1, 3} and τ2 ∩ τ4 = {2, k},
and consequently we must have
τ1 = {1, 2, 3}, τ2 = {1, 2, k}, τ3 = {1, 3, l}, τ4 = {2, k,m},
for some k, l > 3 and m ≥ 3. This proves the claim that {1, 2, 3} and {1, 2, k} are both
2-simplices in τ . Note that this also implies that if {1, 2, 3} is not a 2-simplex in τ , then
there are no 3-simplices in T(τ,≺) which contain the triple {1, 2, 3}.
Conversely, for fixed k > 3, we claim that if {1, 2, 3} and {1, 2, k} are 2-simplices in
τ , then the 3-simplex {1, 2, 3, k} appears an odd number of times in T(τ,≺lex). Since τ is a
2-cycle, we have an even number of 2-simplices which contain the pair {1, 3}, and an odd
number of them have the form {1, 3, l} with l > 3. For the same reason, we have an odd
number of 2-simplices which have the form {2, k,m} withm ≥ 3, and the claim follows.
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Finally, suppose {1, 2, 3} is a 2-simplex in τ . Since τ is a 2-cycle, we have an odd number
of 2-simplices of the form {1, 2, k} with k > 3. Therefore we find an odd number of distinct
integers k > 3 such that the 3-simplex {1, 2, 3, k} is in T(τ,≺lex). 
3.5. Proof of Theorem 3.1. Suppose there exists a counterexample, that is, a connected
cover F of a planar graph G such that H˜3(N(F)) 6= 0. By Lemma 3.2 we may assume that
F is a 2-connected cover of G. Clearly we must have |F| ≥ 5, and we will assume that |F|
is minimal in the following sense: ifH is a connected cover of a planar graph and |H| < |F|,
then H˜3(N(H)) = 0. (Note that |F| does not change when we apply Lemma 3.2.)
Fix an embedding of G in S2 and consider a member Gx ∈ F . If every face of Gx is a
face of G, then Gx = G. But this would imply that N(F) is a cone, which is contractible.
We may therefore assume that Gx has a face f which is not a face in G. Now we fill the
face f in Gx to obtain a new family F
′. It follows by definition that |F ′| = |F|, and by
Lemma 3.4 that F ′ is a 2-connected cover of G. Our goal is to show that H˜3(N(F
′)) 6= 0,
and consequently, that F ′ is also a minimal counterexample.
This will complete the proof, because we may continue the process of filling faces of Gx
while maintaining the property of being a minimal counterexample. At each step Gx will
have more vertices than before, and the process terminates when there are no more faces of
Gx to fill, in which caseGx = G. But then the nerve is contractible, giving us a contradiction.
Now to show that H˜3(N(F
′)) 6= 0, let U be the subset of vertices of G which are in the
interior of f and recall that there is an inclusion N(F) ⊂ N(F ′). Observe that a simplex σ′
is in N(F ′) \ N(F) if and only if σ′ = σ ∪ {x} and the vertices of Gσ are contained in U .
Consequently, we have σ ∈ N(F)− x. We define the subset
∆ = {σ ∈ N(F) : V (Gσ) ⊂ U},
which is a subset of simplices of N(F) − x. Closing ∆ downwards we obtain a simplicial
complex
L = {τ : τ ⊂ σ ∈ ∆} ⊂ N(F)− x,
and if we let K = N(F), then we have N(F ′) = K(x,L).
Now suppose H˜3(K(x,L)) = 0. Then there exists an (x, L)-critical 3-cycle γ, and by
Lemma 3.5 we may assume γ = β + [x, ∂β] where
(1) β =
∑
σi ∈ C3(L) ⊂ C3(K − x),
(2) σi ∪ {x} ∈ K(x,L) \K for all i, and
(3) [x, ∂β] ∈ C3(K).
Let us interpret these conditions in terms of the connected cover. Conditions (1) and (2)
imply that for every 3-simplex σi in β, the vertices of Gσi are contained in U . Condition (3)
implies that for every 2-simplex τi in ∂β, we haveGτi ∩Gx 6= ∅, and therefore the graph Gτi
must contain vertices in U and vertices in Gx.
SinceGx is 2-connected, the face f is bounded by a cycle S. Therefore, for any 2-simplex
τi in ∂β, the connected graph Gτi contains at least one vertex of S. So for every τi in ∂β we
may assign a vertex vτi ∈ S ∩Gτi (chosen arbitrarily). Note that distinct 2-simplices τi and
τj could be assigned to the same vertex of S.
By orienting the cycle S, we may define a linear ordering ≺ on the 2-simplices of ∂β as
follows. Choose an arbitrary “starting vertex” and an orientation of the cycle S to obtain a
linear ordering ≺S of the vertices in S. The linear ordering ≺S induces a partial ordering ≺
′
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of the 2-simplices of ∂β by setting τi ≺
′ τj if and only if vτi ≺S vτj . Finally, let ≺ be an
arbitrary linear extension of ≺′.
Since ∂β is a simplicial 2-cycle with a linear ordering ≺ of its simplices, we get a simpli-
cial 3-chain T = T(∂β,≺) as defined in section 3.4. We claim that
(4) T ∈ C3(K − x), and
(5) [x, T ] ∈ C4(K).
Since ∂β ∈ Z2(K − x) it follows by the definition of T(∂β,≺) that none of the simplices in T
contain the vertex x. Therefore statement (4) follows as a consequence of statement (5).
To see why statement (5) holds, consider a 3-simplex σ = {a, b, c, d} ∈ T . We want to
show that σ ∪ {x} ∈ K, or equivalently, Gσ ∩ Gx 6= ∅. The contribution of σ to T comes
from an ordered sequence of 2-simplices in ∂β,
τ1 ≺ τ2 ≺ τ3 ≺ τ4,
where {a, b} ∈ τ1 ∩ τ3 and {c, d} ∈ τ2 ∩ τ4. Suppose some τi and τi+1 are assigned to the
same vertex of S, that is, vτi = vτi+1 (where subindices are taken modulo 4). Since every
vertex of S belongs to Gx and σ ⊂ τi ∪ τi+1, this would imply that Gσ ∩ Gx 6= ∅, in which
case we are done. So we may assume that the τi are assigned to distinct vertices of S.
The vertices vτ1 and vτ3 are both contained in G{a,b,x}. Since F is a connected cover there
exists a path πab connecting vτ1 to vτ3 which is contained in the graph G{a,b,x}. Similarly,
there is a path πcd connecting vτ2 to vτ4 contained in the graph G{c,d,x}. Note that the paths
πab and πcd do not enter the interior of the face f . So due to the ordering of their endpoints
along the cycle S and the planarity of G, the paths πab and πcd must cross at a vertex which
belongs to Gσ ∩Gx. This completes the proof of statement (5). (See Figure 4.)
f
vτ1
vτ2
vτ3
vτ4
piab
picd
FIGURE 4. The paths πab and πcd cross at a vertex in (∩k∈σGk) ∩Gx.
Now we can finish the proof of Theorem 3.1. By Lemma 3.7 we have ∂T = ∂β, so by
statements (1) and (4) we have
β + T ∈ Z3(K − x).
Note that K − x = N(F \ {Gx}), so by the minimality of |F| we have
β = T + ϕ
for some ϕ ∈ B3(K − x) ⊂ B3(K).
By the “product rule” we have
∂[x, T ] = T + [x, ∂T ] = T + [x, ∂β],
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which gives us
γ = β + [x, ∂β] = ∂[x, T ] + ϕ ∈ B3(K),
by statement (5). This contradicts the assumption that γ is an (x, L)-critical 3-cycle and
shows that H˜3(N(F
′)) 6= 0. 
4. HELLY-TYPE THEOREMS FOR CONNECTED COVERS
4.1. Helly’s theorem. Let F = {S1, . . . , Sn} be a family of sets. The Helly number of F
is defined as the greatest integer m = h(F) for which there exists a subfamily G ⊂ F of
cardinalitym such that every proper subfamily of G is intersecting and
⋂
S∈G S = ∅. Helly’s
classical theorem [21] asserts that finite families of convex sets in Rd have Helly number at
most d+ 1.
When we are dealing with connected covers in graphs, the following theorem shows that
the role of the dimension in Helly’s theorem is replaced by the size of the largest complete
minor.
Theorem 4.1. Let F be a connected cover in a graph G. If G does not have a Kr minor,
then h(F) < r.
Proof. Suppose h(F) = m. This means that there exists a subfamily G = {G1, . . . , Gm}
of F such that N(G) is the boundary of the (m − 1)-dimensional simplex. So, for every
(m − 2)-simplex σ1, . . . , σm in N(G), where σi = [m] \ {i}, the graphs Gσ1 , . . . , Gσm are
non-empty, connected, and pairwise disjoint.
For every (m − 3)-simplex σi ∩ σj in N(G), we choose a shortest path πi,j contained in
Gσi∩σj which connects a vertex in Gσi to a vertex in Gσj . Since Gσi and Gσj are pairwise
disjoint, it follows that the path πi,j has at least one edge. By the minimality of πi,j it follows
that only the endpoints of the path are contained in Gσi and Gσj , respectively, while any
interior vertex of the path (if there are any) is contained in Gσi∩σj \ V (Gσi ∪ Gσj ). Note
that for j 6= k, the paths πi,j and πi,k can have at most one vertex in common which must
necessarily be a common endpoint contained inGσi . Moreover, if i, j, k and l are all distinct,
then the paths πi,j and πk,l are pairwise disjoint, otherwise there is a vertex contained in every
member of G. This shows that Km is a minor in G. 
4.2. A (p, q) theorem for connected covers. A far-reaching generalization of Helly’s the-
orem is the celebrated (p, q) theorem, conjectured by Hadwiger and Debrunner [19], and
proved by Alon and Kleitman [4]. This theorem asserts that finite families of convex sets
in Rd which satisfy the (p, q) property2 (for some p ≥ q ≥ d + 1) have piercing number
bounded by a constant which depends only on p, q, and d. There are numerous generaliza-
tions of the (p, q) theorem [2, 3, 6, 20, 36] and the problem of obtaining good estimates on
the piercing number of families of convex sets satisfying the (p, q) property is a major open
problem in discrete geometry.
In [3], Alon et al. generalized the (p, q) theorem to abstract set-systems (hypergraphs)
and showed that any set-system which satisfies an appropriate fractional Helly property will
automatically also satisfy the assertion of the (p, q) theorem as well.
Let F be an arbitrary family of sets, and let β(α) : (0, 1] → (0, 1] be a function. We
say that F satisfies the fractional Helly property for k-tuples with density function β if for
2Recall from the introduction that the (p, q) property means that among any p members some q of them
intersect.
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any finite subfamily G ⊂ F where at least α
(
|G|
k
)
of the k-membered subfamilies of G are
intersecting, there is an intersecting subfamily of G containing at least β(α)|G| members.
The fractional Helly theorem, due to Katchalski and Liu [28] asserts that families of con-
vex sets inRd satisfy the fractional Helly property for (d+1)-tuples for some density function
β(α) where β(α)→ 1 as α→ 1. Later it was shown by Eckhoff [13], and independently by
Kalai [24], that in this case the optimal density function is β(α) = 1− (1− α)1/(d+1).
Let F be a family of sets, and let F∩ = {
⋂
S∈GS : G ⊂ F} denote the family of all
intersections of sets in F . The main result of [3] asserts that if F∩ satisfies the fractional
Helly property for k-tuples, then F also satisfies a (p, q) theorem for all p ≥ q ≥ k. (The
statement we give here is in the union of Theorems 8 and 9 of [3].)
Theorem 4.2 (Alon et al. [3]). Given integers p ≥ q ≥ k ≥ 2 and a function β : (0, 1] →
(0, 1], there exists an integer h = h(p, q, k, β) such that the following holds. Let F be a
family of sets and supposeF∩ satisfies the fractional Helly property for k-tuples with density
function β. If F has the (p, q) property, then the piercing number of F is at most h.
We now turn to the proof of Theorem 1.7. Let C be a finite family of open connected sets
in the plane such that any non-empty intersection of members in C is connected. We may
assume that each member in C is bounded, because one can find a large open disk D such
that N(C) and N(C′) are isomorphic where C′ = {Ci ∩ D : Ci ∈ C}. (Here we are using
the assumption that C is finite.) Since open connected sets in the plane are path-connected,
we can approximate C by a connected cover F in a planar graph in the sense that N(C) and
N(F) are isomorphic. One way to do this is by taking a triangulation of the disk D which
we view as a planar graph G = (V,E), and associate each member Ci in C with the induced
subgraph Gi = G[Ci ∩ V ]. This gives us a family F of induced subgraphs of G. If the edge
lengths of the triangulation are sufficiently small, then F will be a connected cover in G and
N(F) will be isomorphic to N(C).
In order to apply Theorem 4.2 we need to show that F satisfies the fractional Helly prop-
erty for triples. (Note that if F is a connected cover in a graph G, then by definition F∩ is
also a connected cover in G.) In particular we have the following fractional Helly theorem.
Theorem 4.3. For every α ∈ (0, 1] there exists a β = β(α) > 0 such that the following
holds. Let F be a connected cover in a K5 minor-free graph. If at least α
(
|F |
3
)
of the triples
in F are intersecting, then there is an intersecting subfamily in F of size at least β|F|.
Applying Theorem 4.2 we obtain the following corollary which contains Theorem 1.7 as
a special case.
Corollary 4.4. For any positive integers p ≥ q ≥ 3 there exists an integer t = t(p, q) such
that the following holds. Let F be a connected cover in aK5 minor-free graph. If F has the
(p, q) property, then piercing number of F is at most t.
4.3. Proof of the fractional Helly theorem. A simplicial complex K is called d-Leray if
H˜i(L) = 0 for all i ≥ d and every induced subcomplex L ⊂ K. This notion arises naturally
in the study of Helly-type theorems due to the fact that the nerve of a finite family of convex
sets in Rd is d-Leray.
Let fj(K) denote the number of j-dimensional simplices in K. A deep generalization
of the fractional Helly theorem for convex sets is the “upper bound theorem” for d-Leray
complexes due to Kalai [24, 25] (see also [3, Theorem 13]). This theorem gives precise
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upper bounds on fj(K) for d ≤ j < d + r in terms of f0(K) provided fd+r(K) = 0. We
will need the following consequence of Kalai’s upper bound theorem.3
Theorem 4.5 (Kalai [24, 25]). Let K be a d-Leray complex with f0(K) = n. If fd(K) >(
n
d+1
)
−
(
n−r
d+1
)
, then fd+r(K) > 0.
As an immediate consequence of Theorem 4.5 we get that if fd(K) > α
(
n
d+1
)
, then
f⌊βn⌋(K) > 0 where β = 1 − (1 − α)
1/(d+1). Now let F be a connected cover in a K5
minor-free graph G. By Theorem 1.3, N(F) is a 3-Leray complex, which implies the fol-
lowing.
Corollary 4.6. Let F be a connected cover in a K5-minor-free graph G. If the number
of intersecting subfamilies of F of size four is at least α
(
|F|
4
)
, then there is an intersecting
subfamily of F of size at least β|F| where β = 1− (1− α)1/4.
This is almost what we need to prove Theorem 1.7, and by Theorem 4.2 it implies a
(p, q) theorem for all p ≥ q ≥ 4. To complete the proof of Theorem 4.3 we need to show F
satisfies the fractional Helly property for triples. This requires some additional combinatorial
arguments.
The first tool we need is a well-known theorem due to Erdo˝s and Simonovits [15, Corollary
2]. Given integers r ≥ 2 andm1, . . . , mr ≥ 1 letK
(r)
(m1,...,mr)
denote the complete multipartite
r-uniform hypergraph with vertex classes of size m1, . . . , mr. That is, let the vertex set of
K
(r)
(m1,...,mr)
consist of disjoint sets V1, . . . , Vr where |Vi| = mi and let the edges be all r-tuples
which contain exactly one vertex from each Vi. The Erdo˝s–Simonovits theorem asserts that
any dense r-uniform hypergraph contains many distinct copies of K
(r)
(m1,...,mr)
. We state here
only the case that is needed in the proof of Theorem 4.3.
Theorem 4.7 (Erdo˝s–Simonovits). For any c1 > 0 there exists a c2 > 0 such that if a
3-uniform hypergraph H has at least c1n
3 edges, then H contains at least c2n
20 copies of
K
(3)
(5,5,10).
The second tool we need is a “weak colorful Helly theorem” for connected covers. Sup-
pose F is a connected cover in G and suppose each member of F has been colored with one
of three distinct colors such that each color is used sufficiently many times. The assertion of
the “weak colorful Helly theorem” is that if every colorful triple is intersecting (a colorful
triple is one in which each color appears), then either some four members of F intersect,
or G contains a large complete minor. We only state the version needed for the proof of
Theorem 4.3, but more general versions can be obtained by the same proof method. (See the
discussion in section 5.)
Lemma 4.8. Let F be a connected cover in a graph G with |F| = 20. Suppose there is a
partition F = A∪B ∪ C where |A| = |B| = 5 and |C| = 10, and that Ai ∩Bj ∩Ck 6= ∅ for
every transversalAi ∈ A, Bj ∈ B, Ck ∈ C. If there are no four members of F that intersect,
then G has a K5 minor.
Proof. Let A = {A1, . . . , A5}, B = {B1, . . . , B5}, and C = {C1,2, C1,3, . . . , C4,5}. Assum-
ing that no four members in F intersect, we will construct aK5 minor. For every 1 ≤ i ≤ 5,
3Kalai’s upper bound theorem for d-Leray complexes is usually stated for homology with coefficients in Q,
but also holds when using coefficients in Z2 by a standard application of the universal coefficient theorem.
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let Gi be the subgraph defined as
Gi = (Ai ∩ Bi) ∪
(⋃
j>i(Ai ∩ Ci,j)
)
.
We first note that Gi is connected for every i. To see this, observe that Gi is a union of
connected subgraphs, and that (Ai ∩ Bi) ∩ (Ai ∩ Ci,j) = Ai ∩ Bi ∩ Ci,j 6= ∅ for every j.
Therefore Gi is connected. Next, we observe that if Gi ∩Gj 6= ∅ for some i < j, then some
four members of F intersect, so we may assume that the subgraphs G1, . . . , G5 are pairwise
disjoint.
The next step is to modify each subgraph Gi to obtain a new subgraph G
′
i. This will be
done such that the G′i remain pairwise disjoint, and such that for every i < j there is an
edge connecting a vertex in G′i to a vertex in G
′
j , resulting in a K5 minor. The modification
consists of attaching certain paths to each Gi.
For fixed i < j we define a path πi,j as follows. By the assumption that Ak∩Bj ∩Ci,j 6= ∅
for every k, it follows that there is a path contained in Bj ∩ Ci,j which connects a vertex in
Ai ∩ Ci,j to a vertex in Aj ∩ Bj . Therefore there exists a path contained in (Bj ∩ Ci,j) \ Ai
which has one endpoint in Aj ∩ Bj ⊂ Gj and the other endpoint adjacent to a vertex in
Ai ∩ Ci,j ⊂ Gi. Let πi,j be such a path. (Note that it is possible that πi,j consists of a single
vertex.)
We now make two observations concerning the paths πi,j . The first observation is that, if
πi,j ∩ πk,l 6= ∅, then we must have j = l. To see this, note that
πi,j ∩ πk,l ⊂ Bj ∩ Ci,j ∩ Bl ∩ Ck,l,
and so if j 6= l, then there are four members of F that intersect. The second observation
is that Gk ∩ πi,j 6= ∅ if and only if k = j. In one direction, it follows by construction
that Gj ∩ πi,j 6= ∅. For the other direction, suppose k 6= j. Since Gi ⊂ Ai it follows by
construction thatGi∩πi,j = ∅, so we may assume k /∈ {i, j}. But in this case neither Bj nor
Ci,j are involved in the definition ofGk, and again ifGk ∩πi,j 6= ∅, then some four members
of F intersect.
To complete the construction, we define
G′j = Gj ∪
(⋃
i<j πi,j
)
.
By the construction of the paths πi,j and the observations above it follows that the subgraphs
G′1, . . . , G
′
5 are connected, pairwise disjoint, and for every i < j there is an edge connecting
a vertex in G′i to a vertex in G
′
j . 
Proof of Theorem 4.3. Let F be a connected cover in a K5-minor free graph and let n =
|F|. We will show that if there are at least α
(
n
3
)
intersecting triples in F , then the number
of intersecting subfamilies of F of size four is at least α′
(
n
4
)
where α′ > 0 depends only
on α. By Corollary 4.6 there is an intersecting subfamily of F of size at least βn where
β = 1− (1− α′)1/4
Let H denote the 3-uniform hypergraph whose vertices and edges correspond to the ver-
tices and 2-simplices of N(F). Applying the Erdo˝s–Simonovits theorem (Theorem 4.7) to
H we find that there are at least c1n
20 copies of K
(3)
(5,5,10) in H where c1 > 0 depends only
on α. By Lemma 4.8, for every copy of K
(3)
(5,5,10) in H, among the corresponding members
of F there is an intersecting subfamily of size four. Each such intersecting subfamily is con-
tained in at most c2n
16 distinct copies ofK
(3)
(5,5,10) inH for some absolute c2 > 0 (which also
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takes into account the constant number copies of K
(3)
(5,5,10) on a fixed subset of 20 vertices).
Thus there is an α′ > 0, depending only on c1 and c2, such that F contains at least α
′
(
n
4
)
intersecting subfamilies of size four. 
5. CONCLUDING REMARKS
5.1. A general fractional Helly theorem. The “weak colorful Helly theorem” stated as
Lemma 4.8 can be generalized to force arbitrarily large complete minors using an arbitrary
number of color classes. The proof method is the same and yields the following.
Lemma 5.1. Let F be a connected cover in a graph G with |F | = 2r +
(
r
2
)
+ (N − 3) for
someN ≥ 3. Suppose there is a partitionF = A1∪ · · ·∪AN where |AN−2| = |AN−1| = r,
|AN | =
(
r
2
)
and |Ai| = 1 for i < N − 2 such that A1 ∩ · · · ∩ AN 6= ∅ for every transversal
Ai ∈ Ai. If there are no N + 1 members of F that intersect, then G has aKr minor.
By repeated applications of the Erdo˝s–Simonovits theorem in combination with Lemma
5.1 as in the proof of Theorem 4.3, we can show that connected covers in graphs of bounded
homological dimension satisfy the fractional Helly property for triples.
Proposition 5.2. For every α ∈ (0, 1] and positive integer n, there exists a β = β(α, n) > 0
such that the following holds. Let F be a connected cover in a graph G with γ(G) ≤ n. If
at least α
(
|F|
3
)
of the triples in F are intersecting, then there is an intersecting subfamily in
F of size at least β|F|.
5.2. A (p, q) conjecture. We conjecture that Theorem 1.7 admits a generalization to ar-
bitrary surfaces. For instance, if Conjecture 1.4 holds, then Proposition 5.2 together with
Theorem 4.2 will imply the following.
Conjecture 5.3. For any integers p ≥ q ≥ 3 and surface S, there exists an integer C =
C(p, q, S) such that the following holds. Let F be a finite family of open connected subsets
of S satisfying the condition that the intersection of any members ofF is empty or connected.
If F has the (p, q) property, then the piercing number of F is at most C.
5.3. Colorful Helly theorems. The colorful Helly theorem discovered by Lova´sz, and in-
dependently by Ba´ra´ny [5], is another classical generalization of Helly’s theorem. Kalai and
Meshulam [26] showed that this result can be extended to arbitrary d-Leray complexes, and
as a consequence we get the following.
Corollary 5.4. Let F be a connected cover in a K5 minor-free graph, and suppose there
is a partition F = F1 ∪ F2 ∪ F3 ∪ F4 into non-empty parts. If every colorful 4-tuple is
intersecting, then Fi is an intersecting family for some 1 ≤ i ≤ 4.
By the same proof method as in [29], we also get the following colorful variant of the
fractional Helly theorem.
Theorem 5.5. For every α ∈ (0, 1], there exists β = β(α) ∈ (0, 1] tending to 1 as α tends
to 1 such that the following holds. Let F be a connected cover in a K5-minor-free graph,
and suppose there is a partition F = F1 ∪ F2 ∪ F3 ∪ F4 into non-empty parts. If at least
α
∏4
i=1 |Fi| of the colorful 4-tuples are intersecting, then for some 1 ≤ i ≤ 4, Fi contains
an intersecting subfamily of size β|Fi|.
We also note that if Conjecture 1.4 holds, then the statements above will generalize to
connected covers in arbitrary Kr minor-free graphs.
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5.4. Extension to higher dimensions. It is straight-forward to extend the notions intro-
duced in this paper to higher-dimensional simplicial complexes, but so far we have no results
in this direction. As a first step, we conjecture the following generalization of Theorem 2.10.
Conjecture 5.6. There exists an integer d such that the following holds. Let K be a 2-
dimensional simplicial complex, and let F = {K1, . . . , Kn} be subcomplexes of K where
Kσ =
⋂
i∈σKi is simply connected for every σ ∈ N(F). If K is embeddable in R
4, then
N(F) is d-Leray.
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