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Adafruit Empresa con sede en Nueva York que vende kits 
para proyectos de hardware de código abierto. 
 
Bluetooth  Especificación industrial para redes inalámbricas de 
área personal (WPAN) que posibilita la transmisión 
de voz y datos entre diferentes dispositivos mediante 
un enlace por radiofrecuencia en la banda ISM de los 
2,4 GHz. 
 
Callback function  Devolución de llamada o retrollamada (en inglés: 
callback) es una función "A" que se usa como 
argumento de otra función "B". Cuando se llama a 
"B", esta ejecuta "A". 
 
Canonical Ltd. Empresa de software de ordenadores con base en el 
Reino Unido fundada y financiada por el empresario 
sudafricano Mark Shuttleworth para la venta de 
soporte comercial y servicios relacionados con 
Ubuntu y otros proyectos afines. 
 
Centro de masa  Promedio de las masas, factorizadas por sus 
distancias a un punto de referencia. En un plano, es 
como el punto de equilibrio o de pivote de un 




Compilador  Programa informático que traduce un programa 
escrito en un lenguaje de programación a otro 
lenguaje de programación. Usualmente el segundo 
lenguaje es lenguaje de máquina. 
 
Dan Shiffman  Profesor en el Programa de Telecomunicaciones 
Interactivas de la NYU, fue parte del proyecto 
OpenKinect para crear una librería para trabajar con 
el Kinect en Processing. 
 
GLCD  Pantalla plana formada por una matriz de píxeles 
monocromos colocados delante de una fuente de luz 
o reflectora (acrónimo del inglés Graphic liquid crystal 
display). 
 
IR  Tipo de radiación electromagnética y térmica, de 
mayor longitud de onda que la luz visible, pero menor 
que la de las microondas (acrónimo del inglés 
Radiant energy). 
 
Josh Blake  Director técnico del Grupo de Tecnología Avanzada 
InfoStrat y el fundador de la comunidad OpenKinect 
que desarrolla y mantiene el código abierto 
libfreenect controladores para el Kinect. Él es un 
MVP de Microsoft Surface y es el autor de Interfaces 





Librería  Conjunto de implementaciones funcionales, 
codificadas en un lenguaje de programación, que 
ofrece una interfaz bien definida para la funcionalidad 
que se invoca. 
 
Linux Ubuntu   Sistema operativo basado en GNU/Linux y que se 
distribuye como software libre. 
  
NITE  Módulo externo que no está disponible bajo una 
licencia de código abierto. Se trata de un producto 
comercial que pertenece a PrimeSense (acrónimo 
del inglés Natural interaction). 
 
Oliver Kreylos  Científico de la computación en la UC Davis. Su 
trabajo se centra en el uso de la realidad virtual para 
mejorar las interfaces para la visualización de datos 
en la investigación científica. 
 
OpenGL  Especificación estándar que define una API 
multilenguaje y multiplataforma para escribir 
aplicaciones que produzcan gráficos 2D y 3D. 
 
Paquetes de software  Colección de archivos de código fuente o binarios 
con un conjunto de archivos de instrucciones que 
especifican qué hacer con cada uno de ellos. 
 
Periférico de entrada  Dispositivo utilizado para proporcionar datos y 
señales de control a la unidad central de 
procesamiento de una computadora. 
XX 
 
Píxel  La menor unidad homogénea en color que forma 
parte de una imagen digital. 
 
Processing Cuaderno de bocetos de software flexible y un 
lenguaje para aprender a codificar en el contexto de 
las artes visuales. 
 
Puerto  Interfaz a través de la cual se pueden enviar y recibir 
los diferentes tipos de datos. 
 
Puerto serie  Interfaz de comunicaciones de datos digitales, 
frecuentemente utilizado por computadoras y 
periféricos, donde la información es transmitida bit a 
bit, enviando un solo bit a la vez. 
 
RFCOMM  Conjunto simple de protocolos de transporte, 
construido sobre el protocolo L2CAP y que 
proporciona sesenta conexiones simultáneas para 
dispositivos bluetooth emulando puertos serie RS-
232 (término inglés Radio frequency communication). 
 
USB Bus estándar industrial que define los cables, 
conectores y protocolos usados en un bus para 
conectar, comunicar y proveer de alimentación 
eléctrica entre computadoras, periféricos y 
dispositivos electrónicos (término en inglés: Universal 







El presente trabajo de graduación estudia la obtención de datos de la 
cámara de profundidad y de color del Kinect, con el fin de  realizar aplicaciones 
interactivas para el usuario. Para ello se investigaron temas tales como: 
conceptualización y marco histórico del Kinect, los elementos que lo integran, la 
instalación del sistema operativo, las librerías, drivers y el software requerido 
para la captura de datos con el Kinect.  
 
Se detectan y rastrean los movimientos del esqueleto virtual dentro de las 
limitaciones del Kinect, utilizando la capacidad de OpenNI para procesar la 































Trabajar con software libre para la obtención de datos del Kinect del 




1. Implementar los drivers y librerías necesarias para controlar el Kinect del 
XBOX360 en el sistema operativo Linux Ubuntu 14.04 LTS. 
 
2. Gestionar el software de programación para capturar los datos del Kinect 
del XBOX360 en el sistema operativo Linux Ubuntu 14.04LTS. 
 
3. Detectar y rastrear los movimientos de las articulaciones del cuerpo 























El trabajo de graduación tiene como objetivo implementar los drivers, 
librerías, gestionar el software de programación necesario para detectar y 
rastrear las articulaciones del cuerpo humano dentro de las posibilidades y 
limitaciones del Kinect en Linux Ubuntu.  
 
En el primer capítulo se explica: qué es el Kinect; sus antecedentes 
históricos, las generalidades de su funcionamiento y una breve descripción de 
los elementos que lo conforman.  
 
El segundo capítulo trata sobre la instalación del sistema operativo Linux 
Ubuntu 14.04, las librerías, los drivers y el software requerido para llevar a cabo 
la programación necesaria y adquirir los datos del Kinect del XBOX360.  
 
En el tercer capítulo se utilizó la cámara de profundidad del Kinect, que 
captura, por medio de una imagen,  la distancia de los objetos y personas 
delante de él. La imagen capturada corresponde a una imagen de profundidad y 
cada píxel de esta registra la distancia del objeto con respecto al Kinect. 
 
El cuarto capítulo se inicia con una orientación en 3D, posiciones de ejes, 
traslaciones, rotaciones en 3D. Asimismo, la búsqueda y maneras de convertir 
píxeles bidimensionales de la cámara de profundidad en una nube de puntos en 
el espacio tridimensional.  
 
El capítulo final es concluyente y sumamente importante, ya que 
demuestra cómo se  detecta y rastrea el movimiento del esqueleto virtual dentro 
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de las limitaciones del Kinect y utilizando la capacidad de OpenNI para procesar 
la imagen de profundidad. Permite obtener la posición, reconocer a las 
personas y saber dónde se ubican en el espacio. Puede accederse a la 
ubicación de cada parte del cuerpo de un usuario en 3D y obtener la posición 
exacta de las manos, la cabeza, los codos, los pies, entre otros; como también 









Es un dispositivo que posee una cámara de profundidad. Las cámaras 
normales transforman la luz en una imagen y muestran lo que enfocan, en 
cambio, el Kinect con su cámara de profundidad obtiene la distancia de los 
objetos que se encuentran frente a él, esto lo logra mediante la utilización de 
una luz infrarroja, y además registra la ubicación del objeto en el espacio.  
 
El Kinect se conecta y se comunica con la computadora a través del 
puerto USB, al igual que otros dispositivos como los teclados, mouse, entre 
otros. Todos los dispositivos que se comunican por el puerto USB requieren de 
software "drivers" para poder funcionar. Los controladores o drivers de los 
dispositivos son piezas especiales de software que se ejecutan en el equipo y 
que se comunican con un hardware externo. Cuando el driver está instalado en 
la computadora no se necesita de otro software para comunicarse con el 
dispositivo, debido a que su software no necesita conocer la marca en particular 
del dispositivo, porque este tiene un driver que lo hace funcional para todos los 
programas.  
 
Microsoft solo destina el Kinect para trabajar con la consola Xbox 360, por 
lo que no dio a conocer los conductores que permiten a los programas de 
acceso a la Kinect en ordenadores personales normales; pero mediante la 
creación de un controlador de código abierto para el Kinect se logró que este 






1.1. Cómo funciona el Kinect 
 
El Kinect cuenta con un proyector IR, una cámara RGB, una cámara IR, 
cuatro micrófonos, un motor pequeño con una serie de engranes con un límite 
de 30 grados de movimiento para abajo o arriba y un acelerómetro para el 
control del motor. 
 




Fuente: GREG Borenstein. Making Things See. p. 23. 
 
1.1.1. Proyector de luz infrarroja (IR) 
 
El proyector de luz infrarroja o emisor de rayos infrarrojos dispara una 
cuadrícula de puntos infrarrojos sobre todo lo que esté delante de él, estos 
puntos no pueden ser percibidos  por el ojo humano, pero es posible capturar 












Fuente: Gadgetoblog. http://goo.gl/y55rtU. Consulta: 6 de julio de 2015. 
 
1.1.2. Cámara de luz infrarroja (IR) 
 
Los rayos de luz infrarroja o IR emitidos por el proyector son captados 
mediante la reflexión o refracción de la luz, mediante el  sensor de infrarrojos 
que es la cámara IR, también llamada cámara de profundidad debido a que la 
luz captada por esta se convierte en la información necesaria para medir la 
distancia entre los objetos y el Kinect. 
 
Esta información de profundidad es útil para detectar el movimiento de las 











Fuente: elaboración propia. 
 
1.1.3. Cámara de color (RGB) 
 
Es una cámara web pequeña con resolución de 640x480 píxeles. La 
cámara de color sirve para crear exploraciones en 3D o entornos virtuales con 
color realista al combinar su información con la cámara de profundidad, pero 
ello implica una carga más alta de procesamiento de datos, por lo que hay que 
















El Kinect contiene una serie de cuatro micrófonos en fila para capturar los 
sonidos en todas las direcciones. Este tipo de micrófono es capaz de separar 
los sonidos que hay justo adelante del resto de sonidos del entorno. En cada 
uno el sonido llega en diferentes instantes de tiempo, por lo cual se usa para 
localizar el sonido. Debido a las limitaciones de la librería no es posible utilizar 




El motor del Kinect es pequeño y está conectado con una serie de 
engranes, lo cual le proporciona al Kinect un límite de 30 grados de movimiento 
para abajo o arriba, con lo que el Kinect tiene la capacidad de apuntar al punto 




Al igual que con la matriz de micrófonos no se puede hacer uso de este 




El acelerómetro que posee el Kinect sirve para el control del motor. 
 
1.2. Antecedentes históricos 
 
El Kinect es una herramienta producto de muchos años de investigación 
académica realizada tanto por Microsoft (en su división Microsoft Research) y 
en comunidades especializadas en la visión por computadora para usarse en la 
consola de video juegos XBOX y su desarrollo fue tan grande que se ha 
liberado para ser usado en diferentes sistemas operativos como Windows, 
Linux, entre otros. 
 
El Kinect es un periférico de entrada para la consola de videojuegos Xbox 
360 de Microsoft. No obstante Microsoft no construyó el Kinect en su totalidad, 
es el producto de muchos años de investigación de la división Microsoft 
Research de Microsoft Academic Search  y de las comunidades de visión por 
computador. Por ejemplo; Richard Szeliski de Microsoft Research creó un libro 
de texto basado en  los cursos de visión por computador que impartió en la 
Universidad de Washington, el cual abarca muchos de los recientes avances 
que llevaron a la visión por computador. 
 
Una parte del hardware de Kinect fue desarrollado por PrimeSense, una 
compañía israelí que construyó anteriormente otras cámaras de profundidad 
utilizando la misma técnica básica de proyección IR. PrimeSense ha trabajado 
con Microsoft para producir una cámara de profundidad para que funcione con 
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el software de Microsoft, que desarrolló en sus investigaciones. PrimeSense 
licenció el diseño de hardware de Microsoft para crear el Kinect, pero todavía es 
propietaria de la tecnología básica.  
 
Tan pronto como el Kinect fue lanzado, los programadores de todo el 
mundo comenzaron a trabajar en la creación de drivers de código abierto. 
 
Josh Blake, un programador de la Natural User Interfaces, creó la 
comunidad OpenKinect para reunir a personas que trabajan en el proyecto de 
creación de controladores de código abierto en un esfuerzo de colaboración.  
 
Héctor Martín Cantero creó la primera versión pública de un controlador 
que podía acceder a la imagen de profundidad del Kinect y obtuvo el premio de 
Adafruit. Luego se unió al proyecto OpenKinect, el cual continúa trabajando en 
mejorar y mantener los controladores hasta la presente fecha. 
 
Uno de los primeros proyectos interesantes que demostró las 
posibilidades del Kinect, gracias a la creación de controladores de código 
abierto, fue el de Oliver Kreylos, investigador informático en UC Davis. Kreylos 
había trabajado extensamente con la realidad virtual y sistemas de presencia 
remota, por lo que la capacidades de escaneo 3D del Kinect encajaron 
perfectamente con su trabajo y demostró rápidamente las aplicaciones 
sofisticadas que utiliza el Kinect para reconstruir una escena en 3D a color, 
incluyendo la integración de modelos en 3D animados y controles de punto de 
vista. Las demostraciones de Kreylos estimularon la imaginación de muchas 
personas, por lo que dichas demostraciones ocuparon un lugar destacado en la 




Dan Shiffman, profesor de Telecomunicaciones Interactivas de la NYU, 
construyó con base en el proyecto OpenKinect una librería para usar el Kinect 
en Processing, el cual constituye un conjunto de herramientas de software que 
se utiliza para enseñar los fundamentos de programación de computadoras a 
los artistas y diseñadores. 
 
En consideración de todas las implementaciones de drivers, librerías y 
aplicaciones para la utilización del Kinect, PrimeSense lanzó su software para 
trabajar con el Kinect. Además de los drivers que permitían a los 
programadores acceder a la información de la cámara de profundidad del 
Kinect, PrimeSense incluyó un software más sofisticado para procesar la 
imagen de profundidad para detectar usuarios y localizar la posición de las 
articulaciones en tres dimensiones. Llamaron a su sistema OpenNI, por Natural 
Interaction. OpenNI representó un gran avance para la comunidad interesada 
por trabajar con el Kinect. Por primera vez el Kinect se utilizó para la 
construcción de proyectos interactivos debido a que se puso a disposición la 
creación de códigos de proyectos. Lo anterior se logró gracias a que el proyecto 
OpenKinect estimuló el interés en el Kinect y creó muchas de las aplicaciones 
que demostraron las posibilidades del dispositivo. 
 
Los datos de usuario proporcionados por OpenNI proporcionan una 
información precisa de la posición de las articulaciones de los usuarios (cabeza, 
hombros, codos, muñecas, pecho, caderas, rodillas, tobillos y pies) y en todo 
momento mientras estos estén usando la aplicación. Esta información es de 
gran importancia para las aplicaciones interactivas, ya que permite que los 
programadores puedan controlar sus aplicaciones a través de gestos con las 








Este capítulo trata acerca de los pasos para la instalación del sistema 
operativo Linux Ubuntu 14.04 LTS, las librería SimpleOpenNI, OpenNI, NITE, el 
driver SensorKinect y el software de programación Processing para poder 
utilizar el Kinect del XBOX360, en el sistema operativo antes mencionado. 
 
2.1. Licencia GNU general public license 
 
El acrónimo de  GNU es un acrónimo recursivo gnu not unix que significa 
"GNU no es unix". 
 
El proyecto GNU fue iniciado por Richard Stallman con el objetivo de crear 
un sistema operativo completo libre: el sistema GNU. 
 
La licencia pública general de GNU o más conocida por su nombre en 
inglés GNU general public license (o simplemente sus siglas del inglés GNU 
GPL) es la licencia más ampliamente usada en el mundo del software y 
garantiza a los usuarios finales (personas, organizaciones, compañías) la 
libertad de usar, estudiar, compartir (copiar) y modificar el software. Su 
propósito es declarar que el software cubierto por esta licencia es software libre 
y protegerlo de intentos de apropiación que restrinjan esas libertades a los 
usuarios. Esta licencia fue creada originalmente por Richard Stallman, fundador 






2.2. Linux Ubuntu 14.04 LTS 
 
El sistema operativo basado en GNU/Linux se distribuye como software 
libre, tiene su propio escritorio de trabajo denominado Unity, cuyo nombre 
proviene de la ética homónima, en la que se habla de la existencia de uno 
mismo como cooperación de los demás. 
 
Linux Ubuntu está compuesto de múltiples software, los cuales, 
generalmente están licenciados como libres de código abierto. 
 
El patrocinador de Ubuntu es una compañía británica denominada 
Canonical y es propiedad del empresario sudafricano Mark Shuttleworth. El 
ofrece un sistema operativo de manera gratuita y se financia por medio de 
servicios vinculados al sistema operativo y vendiendo soporte técnico. Debido a 
que es sistema es libre y gratuito la empresa aprovecha a toda una comunidad 
global de para mejorar los componentes y extraoficialmente la comunidad de 
desarrolladores brinda soporte para otras derivaciones de Ubuntu que utilizan 
otros entornos gráficos, como KUbuntu, XUbuntu, Ubuntu MATE, EdUbuntu, 
Ubuntu Studio, Mythbuntu, Ubuntu GNOME y LUbuntu.10. 
 
Canonical, además de mantener Ubuntu para computadoras de escritorio 
(Ubuntu Desktop), también provee de una versión orientada a servidores 
(Ubuntu Server), una versión para empresas (Ubuntu Business Desktop Remix), 
una para televisores (Ubuntu TV), una versión para tablets (Ubuntu Tablet 11), 
una para teléfonos inteligentes (Ubuntu Phone) y una para teléfonos con 
Android (Ubuntu for Android). 
 
Hay versiones para computadoras de escritorio denominadas LTS (Long 
Term Support), las cuales son liberadas cada dos años y reciben soporte de 
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A continuación se muestra con capturas de pantalla la instalación del 
Sistema Operativo Linux Ubuntu 14.04 LTS. 
  
















Fuente: elaboración propia. 
 
Figura 7. Paso 3: verificación 
 
 








Fuente: elaboración propia. 
 




Fuente: elaboración propia. 
14 
 




Fuente: elaboración propia. 
 












Fuente: elaboración propia. 
 












Fuente: elaboración propia. 
 












Fuente: elaboración propia. 
 




Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 












Fuente: elaboración propia. 
 




Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 




Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 








Con este paso concluye la instalación del sistema operativo Linux Ubuntu 
14.04 LTS. 
 
2.3. Administrador de archivos (nautilus) 
 
GNOME Files era conocido como nautilus, el cual es el administrador de 
archivos del entorno de escritorio. Su anterior nombre era un juego de palabras, 




En la terminal de comandos debe escribirse el siguiente código para la 
instalación de nautilus: 
 
• sudo apt-get install nautilus-open-terminal 
 
Cuanto la instalación finalice o dé aviso de que se ha instalado debe 
escribirse el comando en la terminal para reiniciar nautilus o pueden reiniciar el 
ordenador: 
 
• killall nautilus && nautilu 
 
2.4. La librería de interacción natural (OpenNI) y el módulo externo 
(NITE) 
 








2.4.1. Instalación de OpenNI y NITE 
 
Debe crearse una nueva carpeta en la carpeta personal de Ubuntu y 
renombrarla como Kinect, descargar y descomprimir OpenNI_NITE_Installer-
Linux64-0.27 en: 
 
• Home/'your username'/Kinect 
 







2.5. El controlador del Kinect (driver sensorKinect) 
 










• Home/'your username'/Kinect/OpenNI_NITE_Installer-Linux64-0.27. 
 
Como resultado, las carpetas que se encuentran en 








2.6. Instalación con terminal parte I 
 
Usando la terminal de comandos de Linux junto con el comando sudo apt-
get install se procede a instalar los siguientes paquetes de software. 
 
2.6.1. La librería de acceso (libusb) 
 
Es una librería de C, cuya función es brindarle acceso a las aplicaciones a 
los dispositivos USB en muchos sistemas operativo, es un proyecto de código 
abierto, el cual está licenciado bajo la licencia pública general GNU versión 2.1 
o posterior. 
 
2.6.1.1. Instalación de libusb 
 
En la terminal de comandos debe escribirse el siguiente código para la 
instalación de libusb: 
 
• sudo apt-get install libusb-1.0-0-dev 
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2.6.2. La librería de creación (freeglut) 
 
Es una alternativa de software libre o de código abierto a la librería 
OpenGL, se utiliza en una amplia variedad de aplicaciones prácticas porque es 
simple, ampliamente disponible y altamente portátil, freeglut se encarga de 
todas las tareas específicas que el sistema requiere para la creación de 
ventanas, la inicialización de contextos OpenGL y de los eventos de entrada. 
 
2.6.2.1. Instalación de freeglut 
 
En la terminal de comandos debe escribirse el siguiente código para la 
instalación de freeglut: 
 
• sudo apt-get install freeglut3-dev 
 
2.6.3. El compilador (G++) 
 
Es un alias tradicional de GNU C++,  el cual es un conjunto gratuito de 
compiladores de C++. 
 
2.6.3.1. Instalación de G++ 
 
En la terminal de comandos debe escribirse el siguiente código para la 
instalación de G++: 
 






2.6.4. El lenguaje de programación (Python) 
 
Es un lenguaje de programación que permite trabajar con mayor rapidez 
para integrar con más eficiencia los programas OpenGL que son 
verdaderamente portátiles. Python se desarrolló bajo una licencia de código 
abierto, por lo que es de libre uso y distribuible, incluso para uso comercial, la 
licencia de Python es administrada por la Python Software Foundation. 
 
2.6.4.1. Instalación de Python 
 
En la terminal de comandos debe escribirse el siguiente código para la 
instalación de Python: 
 
• sudo apt-get install Python 
 
2.7. Instalación en terminal parte II 
 
Usando la terminal de comandos se procede a compilar para finalizar la 
instalación los paquetes de software que se descargarán y descomprimimos 
previamente: 
 
2.7.1. Compilar e instalar la librería de interacción natural 
(OpenNI) 
 
Abrir la carpeta OpenNI_NITE_Installer-Linux64-0.27 desde la terminal por 
lo que se utiliza el comando cd para ello: 
 





Posteriormente se accede a la carpeta OpenNI-Bin-Dev-Linux-x86-
v1.5.4.0 y luego se procede a la instalación de la librería: 
 
• cd OpenNI-Bin-Dev-Linux-x64-v1.5.4.0 
• chmod +x ./install.sh 
• sudo ./install.sh 
 
Cuando finalice la instalación no se debe cerrar la terminal, simplemente 
se procede con la instalación de sensorKinect en el siguiente paso. 
 
2.7.2. Compilar e instalar controlador del Kinect (sensorKinect) 
 
• Primer paso regresar a la carpeta OpenNI_NITE_Installer-Linux64-0.27 
desde la terminal por lo que se usará el comando cd para ello: 
 
o cd .. 
 
• Segundo paso: desde la terminal se accede a la carpeta CreateRedist y 
se instala: 
 
o cd SensorKinect/Platform/Linux/CreateRedist 
o ./RedistMaker 
 
• Tercero paso: acceder a la carpeta redist y preceder con la instalación: 
 
o cd ../Redist/* 
o chmod +x ./install.sh 
o sudo ./install.sh 
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Cuando finalice la instalación no se cierra la terminal; simplemente se 
procede a la instalación de NITE en el siguiente paso. 
 
2.7.3. Compilar e instalar el módulo externo (NITE) 
 
Primero: regresar a la carpeta OpenNI_NITE_Installer-Linux64-0.27 desde 
la terminal por lo que se utilizará el comando cd cinco veces: 
 
• cd .. 
• cd .. 
• cd .. 
• cd .. 
• cd .. 
 
Segundo: acceder  a la carpeta NITE-Bin-Dev-Linux-x64-v1.5.2.21 desde 
la terminal usando el comando cd y se procede a la instalación: 
 
• cd NITE-Bin-Dev-Linux-x64-v1.5.2.21 
• chmod +x ./install.sh 
• sudo ./install.sh 
 
Cuando finaliza la instalación no se debe cerrar la terminal, simplemente 
ejecutar algunos de los ejemplos que vienen cargados por defecto de manera 
que se verifique que la instalación fue satisfactoria. 
 
2.8. Ejecución de ejemplos cargados por defecto 
 
Regresar a la carpeta OpenNI_NITE_Installer-Linux64-0.27 desde la 
terminal, por lo que se usará el comando cd: 
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• cd .. 






Tercero: se utilizará el comando ls para conocer el nombre de los 









En caso de que no funcionara ninguno de los ejemplos o exista un error 
durante o después de finalizada la instalación, se recomienda borrar todas las 
carpetas que se crearon para la instalación y realizar de nuevo la instalación. 
 
2.9. El software de programación (processing) 
 
Es un software flexible con un lenguaje pensado para aprender a codificar 
en el contexto de las artes visuales. Desde 2001 processing ha promovido la 
lectura y escritura de software dentro de las artes visuales y la tecnología visual. 
 
Processing es de código abierto y su descarga es gratuita permite la 
creación de programas interactivos en 2D y 3D, tiene integración con OpenGL 
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para la aceleración, puede instalarse en GNU/Linux, Mac OS X y Windows, 
cuenta con más de 100 bibliotecas que le proporcionan una ampliación al 
software principal y cuenta con documentación y muchos libros disponibles para 




Este es el link de descarga del software: https://processing.org/download/ 
 
Como primer paso se deben descargar, descomprimir y guardar los 
archivos en la  carpeta Kinect: 
 
• Home/'your username'/Kinect 
 
Como segundo paso, utilizando la terminal de comandos de Linux se 
accederá a la carpeta de processing para su instalación empleando el comando 
cd: 
 
• cd ~/Kinect/processing-2.2.1 
 




Como cuarto paso se accede a las preferencias de processing para 
realizar unos cambios: 
 
• Acceder a: File/Preferences. 
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• Seleccionar (increase maximun availabre memory to) y cambiar los 256 
MB de memoria a 2000 (MB). 
• Presionar OK para guardar los cambios. 
• Sin cerrar processing y la terminal de comandos de Linux, proceder con 
la instalación de OpenNI Device Rules. 
 
2.10. Controlador de acceso del Kinect (OpenNI device rules) 
 
Los OpenNI device rules son controladores del Kinect para que se pueda 
trabajar con la librería SimpleOpenNI 1.96 y acceder a las cámaras de dicho 
dispositivo. 
 
En la página que se indica a continuación se encuentran las instrucciones 
para la instalación. Se debe proceder a la instalación de los mismos: 
 
• http://code.google.com/p/simple-openni/wiki/Installation#Linux  
 
2.10.1. Instalación  
 
Primero: para la instalación se siguen los pasos que se indican a 
continuación. Primero: desde la terminal se regresa a la carpeta Kinect con el 
comando cd: 
 
• cd ~/Kinect 
 








Tercero: escribir en la terminal el siguiente código para la instalación 





Cuarto: escribir el comando en la terminal para poder compilar y proceder 
con la instalación de los drivers: 
 
• chmod +x installLinuxRules.sh 
 
Quinto: finalmente se instalan los drivers escribiendo el siguiente comando 
en la terminal: 
 
• sudo ./installLinuxRules.sh 
 
Sin cerrar processing y la terminal de comandos de Linux, proceder con la 
instalación de la librería SimpleOpenNI-1.96. 
 
2.11. Librería de funciones codificadas (SimpleOpenNI-1.96) 
 
Es un conjunto de funciones codificadas en un lenguaje de programación, 








En la página que se indica posteriormente, se descarga la librería y 





Primero: después de finalizada la descarga descomprimir el archivo en la 
carpeta libraries de processing: 
 
• /Home/"User Name"/sketchbook/libraries 
 
Segundo: cerrar processing seguido de la terminal de Linux 
 
Simplemente presionar la “x” para cerrar o finalizar processing y acto 
seguido escribir en la terminal el comando: 
 
• exit 
A continuación verificar la instalación. 
 
2.12. Verificación de instalación y ejecución del software de 
programación (processing) 
 
Primer paso: iniciar processing con los siguientes comandos en la terminal 
de Linux: 
 




En segundo término se verifica la instalación de la librería SimpleOpenNI. 
Para ello, dirigirse al menú de processing y dar clic con el botón izquierdo del 
mouse, en el sketch y posicionar el puntero del mouse en Import Library y 
aparecerá en el menú que se desplegó la librería SimpleOpenNI. Con lo anterior  
se finaliza con todos los requerimientos necesarios para poder acceder a los 









Se usa la cámara de profundidad del Kinect porque esta permite capturar 
la distancia de los objetos y personas frente a él. Debido a que la cámara de 
profundidad proporciona una imagen en escala de grises, processing utiliza 
para calcular las distancias por medio del análisis de los píxeles de dicha 
imagen y así obtener las distancias. 
 
Antes de ver las propiedades de la cámara de profundidad es importante 
comprender que es un píxel, por lo que a continuación se ofrece una breve 
descripción del mismo. 
 
3.1. La unidad de una imagen (píxeles) 
 
Un píxel es la unidad más pequeña de una imagen. Cada píxel constituye 
una unidad de color sólido y mediante la organización de muchas unidades 
pueden crearse imágenes digitales para realizar ilusiones como degradados 
suaves y sutiles matices. Con suficientes píxeles se pueden hacer imágenes lo 
suficientemente suaves, por lo que se obtienen imágenes realistas. 
 
3.1.1. Componentes de la unidad de la imagen 
 
Las componentes de un píxel son rojo, verde y azul, (por sus siglas en 






3.1.2. Valor de la unidad de una imagen 
 
Las imágenes pueden llegar a tener millones de píxeles, pero esto implica 
un incremento en el uso del espacio de memoria de la computadora, por lo que 
se usa un valor estándar, en el número de píxeles, el cual permite crear 
imágenes con una buena resolución y este valor es de 255. A este valor se le 
conoce como image’s bit depth o profundidad de bits de la imagen, por lo tanto 
con 8 bits se pueden almacenar valores de 0 a 255. 
 
Y cada valor del píxel que va desde 0 hasta 255 representa la intensidad 
de color del mismo, en inglés: red, green y blue o RGB que permite la formación 
de colores de la imagen, los degradados y matices. 
 
3.1.3. El ojo humano versus la cámara digital 
 
Para utilizar la cámara de profundidad del Kinect se deben comprender las 
diferencias entre la visión del ojo humano y una cámara digital.  
 
La diferencia entre el ojo humano y una cámara digital reside en el 
procesamiento de datos, en vista de que dicho dispositivo al igual que el 
ordenador no distingue colores como lo hace el ojo humano, solamente puede 
reconocer valores numéricos, que se calculan mediante el procesamiento de 
datos para obtener los valores RGB de los píxeles. 
 
3.2. Propiedades y limitaciones 
 
A continuación se explican las propiedades y limitaciones de la cámara de 
profundidad del Kinect, debido a que es la que proporciona las distancias de las 





La imagen que captura la cámara de profundidad tiene una resolución de 
640 píxeles de ancho por 480 píxeles de alto por lo que cada cuadro de la 
cámara de profundidad tendrá un total de 307,200 píxeles y cada píxel realiza 
una doble función: 
 
• El número de cada píxel entre 0 y 255 representará un color de gris. 
 
• El número de cada píxel entre 0 y 255 representará una distancia en el 
espacio. 
 
3.2.2. Rango mínimo 
 
La cámara de profundidad del Kinect tiene un rango mínimo de 
aproximadamente 20 pulgadas u 508 milímetros. Más cerca de eso, el Kinect no 
puede calcular con precisión las distancias, debido a que no puede entender 
una profundidad exacta y lo tomará como si estuviera simplemente en el infinito 
por lo que la imagen tendrá un color negro y el valor del píxel tendrá un valor de 
profundidad de cero (0). Esto ocurre también para objetos que están a más de 
8000 milímetros de la cámara de profundidad. 
 
3.2.3. Ruido de los bordes 
 
Cuando se observan las fotografías de los ejemplos son notorias manchas 
negras alrededor de los bordes de los objetos que aparecen y desaparecen en 
lugar de mostrar un color gris sólido. Lo anterior se debe a que el Kinect solo 
puede calcular la profundidad donde los puntos del proyector IR se reflejan de 
nuevo a él, y en los bordes de los objetos se reflejan algunos de puntos de luz 
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del proyector en ángulos extraños, por lo que no retornan a la cámara de 
profundidad y aparecen agujeros en los datos y por ende no se puede calcular 
la profundidad del objeto, al igual que en los objetos más cercanos de 20 
pulgadas. 
 
3.2.3.1. Suprimir las manchas o ruido en los bordes 
de los objetos 
 
Para evitar este problema pueden utilizarse los datos de muchas 
imágenes de profundidad en el tiempo para suavizar las brechas de estos 
bordes. Pero este método solo funciona si el objeto no está en movimiento. Por 





Al observar los ejemplos se nota que los espejos, ventanas o cristales a 
pesar de estar en el rango adecuado para que el Kinect detecte su distancia, 
aparecen con un color completamente negro a diferencia de los demás objetos. 
Esto se debe a que son objetos reflectantes y por ello los rayos de luz del 
proyector IR son reflejados por el espacio hasta que llegan a otro objeto no 
reflectante y rebotan de regreso a la cámara de IR, por lo que aparecen de color 
negro como si estuvieran infinitamente lejos del Kinect. 
 
3.2.4.1. Visión de 360 grados 
 
El fenómeno de la reflexión puede ser aprovechado por el Kinect para 
convertir a este en un escáner 3D capaz de realizar exploraciones de 360 
grados sin necesidad de mover de posición al Kinect. 
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Se observan las imágenes de los ejemplos de la cámara de profundidad 
se puede ver una sólida área de negro a detrás de la cabeza. Pero al observar 
la imagen de color, no se aprecia dicha sombra. Esto se debe a que el 
proyector de IR dispara un patrón de puntos IR y cada punto se desplaza hasta 
alcanzar un objeto y entonces regresa al Kinect para ser leído por la cámara. 
Pero con los objetos que están detrás del primero, no tienen puntos de IR ya 
que están atrapados en la sombra del objeto más cercano. Y por ello no hay 
puntos de IR, que los alcancen y el Kinect no recibirá información detallada 
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acerca de ellos y se convertirá en otro espacio negro en los datos de la imagen 
de profundidad. Este problema se llama oclusión. 
 
El Kinect no puede ver a través o alrededor de los objetos, por lo que 
siempre habrá partes en la imagen que estén ocluidos o bloqueados a la vista y 
de los cuales no se tendran datos de profundidad aproximadamente. 
 
3.2.6. Desalineación entre la cámara de color y de profundidad 
 
El Kinect capta imágenes en dos cámaras diferentes, una de profundidad 
y otra de color, estas dos están separadas una de la otra en la parte frontal del 
Kinect por unos centímetros y debido a esta diferencia de posición de las 
cámaras, estas captarán imágenes y ángulos ligeramente diferentes de la 
escena. Esta diferencia es como la diferencia entre los ojos humanos. Al cerrar 
cada uno de los ojos haciendo algunas observaciones cuidadosas, se 
observaran diferencias de ángulo y encuadre de lo que se está observando, 
asimismo esto sucede con ambas cámaras.  
 
3.2.6.1. Alineación de la imagen de color y de 
profundidad 
 
Si se alinean las imágenes de las cámaras de profundidad (IR) y de color 
(RGB) se obtendrán exploraciones realistas en 3D. Pero al hacer esto el 
ordenador tendrá que procesar una gran cantidad de datos, por lo que en el 
proceso se omite intencionalmente la información de varios píxeles para que las 






3.2.7. Distancias con la cámara de color 
 
Las imágenes de color convencionales están fundamentalmente mal 
adaptadas para su procesamiento por medio de los programas de ordenador 
para calcular distancias. Debido a que la imagen de profundidad nos 
proporciona los valores de los componentes de los píxeles (RGB) y estos 
valores varían, dependiendo de la intensidad de la luz, no pueden ser usadas 
para medir. 
 
3.3. Datos de la imagen de profundidad 
 
La distancia real que abarca el Kinect oscila entre 20 pulgadas y 25 pies, y 
los píxeles de la imagen de profundidad tienen valores de brillo que oscilan 
entre 255 y 0. Por lo tanto, los píxeles de la imagen de profundidad tienen un 
brillo de 255 y dicho valor corresponde a los objetos que se encuentran a una 
distancia de 20 pulgadas del Kinect y los píxeles con un valor de 0 se 
encuentran a una distancia de por lo menos 25 pies del Kinect. Por lo que los 
valores intermedios deben representar el rango de distancias de los objetos. 
 
El Kinect tiene una precisión milimétrica, por lo que puede detectar 
distancias de 0 a 8,000 milímetros aproximadamente. Y como los píxeles de 
profundidad tienen un rango de brillo de 0 a 255 habrá agujeros en esos 256 
valores de brillo, debido a que solo se cubrirá una pequeña minoría de los 8,000 
posibles valores de distancia. Para cubrir todos los valores de distancia, sin 
agujeros, se necesita una resolución más alta. Como el Kinect captura la 
información de profundidad con una resolución de 11 bits por píxel, las lecturas 





3.3.1. Escala de grises 
 
El color de un píxel se determina por la diferencia entre sus componentes 
rojo, azul y verde. Pero en la imagen de profundidad es una escala de grises, 
por lo que sus píxeles no tienen color, por lo tanto todos sus componentes son 
iguales. Pero un píxel de escala de grises tiene brillo, por lo que el brillo 
representa la distancia entre el blanco y negro. 
 
3.3.2. Matriz de datos de dos dimensiones (2D) 
 
Como el Kinect es una cámara, los datos que provienen de él son datos 
en dos dimensiones y lo que representan estos valores de profundidad en su 
campo rectangular de vista es una matriz unidimensional, que slo almacena una 
pila de números.  
 
Se inicia con el píxel de la esquina superior izquierda de la imagen. 
Colocándolo en una caja y a continuación se moviliza hacia la derecha a lo 
largo de la fila superior de píxeles, poniendo a cada píxel en un cuadro en la 
parte superior. Al llegar al final de la fila se salta a la parte izquierda de la 
imagen, movilizando una fila hacia abajo y repitiendo el procedimiento anterior 
sin dejar de meter los píxeles en una caja desde la segunda fila en la parte 
superior de la creciente pila que comenzó en la primera. Se continúa con este 
procedimiento para cada fila de píxeles de la imagen hasta llegar al último píxel 
en la parte inferior derecha. Se obtendrá una imagen rectangular que tendrá 











Fuente: GREG Borenstein. Making Things See. p. 56. 
 
La imagen de la cámara de profundidad es de 640 por 480 píxeles, por lo 
que se tendrán 480 filas de píxeles y cada una es de 640 píxeles de ancho y 
por ello se obtendrá una matriz unidimensional de 307,200 (640 x 480) píxeles. 
 
3.4. Alcance de las variables 
 
Cuando se trata del código, el alcance de una variable describe cuánto 
tiempo una variable existe: 
 
• En el interior de un determinado ciclo 
• En una sola función 








Estas permiten rastrear a un usuario en movimiento por la cantidad de 
píxeles que cambian en sus valores, por lo que puede permitir al usuario dibujar 
líneas rectas en una aplicación e ignorar a un usuario que no realiza ningún 
movimiento. 
 
3.5. Ejemplos de la cámara de color (RGB) e infrarroja (IR) 
 
A continuación se proporcionarán ejemplos para entender cómo obtener y 
manipular los datos del Kinect, asimismo, los ejemplos estarán comentados 
para entender de mejor manera su funcionamiento. 
 
3.5.1. Ejemplo 1, cámara de color (RGB) y cámara de profundidad 
(depth) 
 
En este ejemplo se accede a la cámara de color y de profundidad del 
Kinect para empezar la introducción en la librería SimpleOpenNI, como se 











































Fuente: elaboración propia. 
 




Fuente: elaboración propia. 
 




• size(640*2, 480); 
• image(EToledo.rgbImage(), 640, 0); 
 
A continuación se eliminan los comentarios (//) a las siguientes líneas de 
código: 
 
• //size(640, 480*2); 
• //image(EToledo.rgbImage(), 0, 480); 
 
En la figura 32 se observa el cambio en el resultado de la imagen del 
Kinect. 
 




Fuente: elaboración propia. 
 
Como se aprecia, no se visualiza el cuadro completo de la imagen de color 
o RGB, ya que se encuentra fuera de la pantalla porque cuando se cambian las 
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líneas de código se modifican las dimensiones de la ventana de visualización y 
la poción donde se despliega la información de la cámara de profundidad. 
 
3.5.2. Ejemplo 2, cámara de color (RGB) y cámara de profundidad 
(depth) 
 
En este ejemplo se accede a los valores de los píxeles de la cámara de 
color y de profundidad del Kinect para poder visualizar las componentes de los 
píxeles. 
 




Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 








Como se aprecia el píxel situado en la parte superior izquierda de la laptop 
de la imagen de profundidad tiene valores: 
 
• Rojo: 160 
• Verde: 160 
• Azul: 160 
 




Fuente: elaboración propia. 
 
Como se aprecia el píxel situado en la parte superior izquierda de la laptop 
de la imagen de color tiene valores: 
 
• Rojo: 91 
• Verde: 92 




Con lo cual se concluye que las imágenes de color no son útiles para 
obtener las distancias de los objetos frente al Kinect, debido a que estas no 
proporcionan un valor constante en las magnitudes de los píxeles, a diferencia 
de las imágenes de profundidad. 
 
3.5.3. Ejemplo 3, Kinect como metro 
 
En este ejemplo se accede a los valores de los píxeles de la cámara de 
profundidad del Kinect para calcular la distancia de los objetos que se 
encuentran frente al dispositivo. 
 

































Fuente: elaboración propia. 
 
Como se pude apreciar en la imagen, se muestra la distancia aproximada 
a la que se encuentra la parte superior izquierda de la laptop. Siempre debe 





3.5.4. Ejemplo 4, rastreo del objeto más cercano e interfaz en 
tiempo real 
 
En este ejemplo se comparan los valores de los píxeles de la cámara de 
profundidad del Kinect para mostrar en la pantalla, por medio de un punto de 
color verde, en dónde está localizado el píxel más cercano y luego se procede a 
unir el píxel más cercano con el píxel que anteriormente era el más cercano por 
medio de una línea de color azul. Presionando el botón izquierdo del mouse se 
puede limpiar la pantalla, esto solamente funcionará  cuando la variable “x” ya 
no tenga un valor menor de 500. 
 




Fuente: elaboración propia. 
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Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 
Como se aprecia la variable “x” tiene un valor menor de 500 y no puede 
limpiarse la pantalla, ni visualizarse en donde están localizados los píxeles más 
cercanos anteriores. 
 




Fuente: elaboración propia. 
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Como se aprecia en la variable “x” esta tiene un valor menor de 500 y 
puede limpiarse la pantalla y visualizar en dónde se encuentran localizados los 
píxeles más cercanos anteriores. 
 




Fuente: elaboración propia. 
 
Se limpia la pantalla al presionar el botón izquierdo del mouse y la ventana 
de visualización se torna de color negro y se puede visualizar más claramente 













Fuente: elaboración propia. 
 
Al eliminar el comentario en el bloque de código se procede a unir con una 
línea de color  azulada el píxel más cercano presente con el píxel más cercano 
pasado. 
 




Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 
3.5.5. Ejemplo 5, interfaz mejorada y guardado de datos 
 
En este ejemplo se mejora la interfaz gráfica reflejando el eje “x” para que 
los movimientos que realiza el usuario sean acordes a lo que se muestra en la 















Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 
Puede utilizarse el Kinect para dibujar o escribir en la pantalla como si 
fuera una pantalla táctil y guardar lo que se ha realizado.  
 
3.5.6. Ejemplo 6, pantalla táctil (GLCD touchscreen) 640x480 
 
En este ejemplo se utilizará el Kinect como una pantalla GLCD para 
















































































Fuente: elaboración propia. 
 
Como resultado de la programación realizada es posible manipular la 









Hasta este capítulo se ha usado la información de la cámara de 
profundidad como una especie de metadatos sobre una imagen de dos 
dimensiones, por lo que se ha procesado la información de dicha cámara con el 
fin de sacar conclusiones acerca de la imagen. Sin embargo, existe otra manera 
de utilizar los datos que provienen del Kinect. Ya que se puede pensar en él 
como un conjunto de puntos en el espacio tridimensional y al tratar los datos de 
profundidad como puntos tridimensionales, es factible iniciar a mostrarlos en 
3D, con lo que se crea un modelo en 3D para ser observado desde diferentes 
perspectivas interactivas. 
 
Cuando se utiliza processing para la orientación de objetos en 3D, debe 
aprenderse a manipular los ejes respecto a la pantalla, dibujar formas en 3D o 
cargar objetos en 3D; manipular dichas formas en el espacio, entender cómo 
SimpleOpenNI representa los datos de las imágenes como vectores, para 
manipular objetos visualizándolos desde diferentes ángulos y distancias. 
 
A continuación se hace referencia a los conceptos de iluminación y 
texturizado en 3D para la manipulación de los objetos en 3D. 
 
4.1. El eje Z 
 
En los ejemplos con los que se concluye el presente capítulo se 
manipulará la tercera dimensión, que constituye el eje “z”. Si el valor numérico 
del eje “z” es elevado significa que los objetos están más cerca de la pantalla. 
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Si los valores del eje “z” son menores indicará que el objeto se aleja de la 
pantalla, lo que se traduce como la escala del objeto. 
 
4.2. Conjunto de puntos en tres dimensiones (3D) 
 
En el capítulo anterior se utilizó SimpleOpenNI para acceder a los valores 
de profundidad y se usó como un simple arreglo de enteros. Después se tradujo 
esa matriz unidimensional de valores de profundidad en las posiciones “X”, “Y” 
en la pantalla. Pero ahora se utilizarán vectores para trabajar en tres 
dimensiones porque son necesarios tres números para representar cualquier 
punto en el espacio con una coordenada “x”, una coordenada “y” y una 
coordenada “z”, utilizando números enteros, por lo que se necesitan tres 
variables independientes para representar un punto.  
 
4.2.1. La clase vector (PVector) 
 
Processing proporciona una clase vector llamada PVector que permite 
declarar, inicializar y acceder a un vector. 
 




Fuente: GREG, Borenstein. Making Things See. p. 114. 
 
Con lo que puede llenarse la matriz con vectores en lugar de números 
enteros. Por lo tanto, cada elemento de la matriz contendrá los tres datos de las 
coordenadas de cada punto. Se puede simplemente recorrer la matriz de una 
vez en cada punto para obtener las coordenadas “x”, “y” y “z”. 
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La densidad de la nube de puntos se ve limitada por la resolución de la 
cámara de profundidad del Kinect. Porque con los vectores se obtiene una gran 
cantidad de puntos de profundidad, pero no un número infinito de ellos y al igual 
que en la nube de puntos puede visualizarse a través de los espacios entre los 
puntos individuales. 
 
4.3. Los ejes del software de programación (processing) 
 
En processing el origen se encuentra en la esquina superior izquierda de 
la pantalla y valores positivos del eje “y” se mueven hacia la parte inferior. Por lo 
tanto, la nube de puntos aparecerá al contrario. Para resolver este problema 
debe girarse el boceto alrededor del eje “x”. Los valores positivos del eje “x” van 
hacia la derecha y-valores positivos del eje “z” van hacia el fondo. 
 
Cuando se carga un modelo en el boceto de processing con una 
orientación particular este se orienta de tal forma, que su parte superior apunta 
hacia arriba del eje z. En otros programas de modelado 3D, el eje z apunta 
hacia arriba lejos del plano de tierra, que se define por la “x” y “y” ejes. 
 




Fuente: GREG, Borenstein. Making Things See. p. 134. 
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Processing orienta sus ejes de forma diferente a otras herramientas de 
modelado, por lo que debe rotarse modelos 3D importados para conseguir que 
tengan la orientación correcta. 
 
4.4. Nube de puntos a color 
 
Para proporcionarle a la nube de puntos el beneficio de los datos a color 
deben alinearse las imágenes de la cámara de color y de profundidad para que 
ambas imágenes coincidan, por lo que es necesario acceder a los píxeles de la 
imagen de color e investigar qué color tienen para los puntos de profundidad. 
SimpleOpenNI proporciona un método para alinear la cámara de color con la de 
profundidad y dicho método se llama: 
 
• alternativeViewPointDepthToImage  
 
Únicamente debe llamarse a este método al inicio del código en 
processing y se alinearán los datos de profundidad y color. 
 
4.5. Nube de puntos interactiva 
 
Para que los usuarios obtengan una interfaz con la que puedan 
interactuar, controlar y manipular algunos objetos o imágenes, debe contar con 
retroalimentación en la pantalla, acerca  de lo que pueden manipular. Para ello 
deben dibujarse formas, tales como, cubos o esferas en ubicaciones de la 
pantalla donde sea conveniente.Dichas formas deben coexistir con los puntos 
de la nube de puntos y actuar como áreas de espacio donde los usuarios 




También debe investigarse si el usuario está interactuando con estas 
áreas del espacio que se han resaltado. Por ello debe comprobarse cuántos de 
los puntos de la nube de puntos se encuentran dentro del área definida, por lo 
que debe verse su posición en el espacio y aplicar un poco de lógica de Boole 
para considerar si cumplen con los criterios que se establezcan.  
 
A los elementos interactivos en 3D  se les llama “hot points”. 
 
4.5.1. Elementos interactivos (hot points) 
 
Estos elementos interactivos son tal como los botones tradicionales que se 
encuentran comúnmente en las interfaces 2D, para activar un botón 2D se hace 
clic mientras que el ratón está dentro de los límites del botón (área). Pero para 
activar un hot point, debe moverse un número de puntos de la nube de puntos 
en los límites del hot point (volumen).  
 
A diferencia de los botones 2D, cuyo estado es completamente binario (es 
decir, tienen solo dos estados: encendido y apagado), los botones 3D son más 
continuos, ya que puede medirse, no solo si alguna parte de la nube de puntos 
está dentro del botón, sino que se puede saber cuántos de sus puntos se 
encuentran dentro de sus límites. 
 
 Por lo que puede utilizarse este atributo a favor, con puntos calientes para 
dar al usuario el control de los valores continuos, así como el tono de un sonido, 
el brillo de una imagen, entre otros. 
 
Cuando se obtiene el cubo o figura en la pantalla, hay que comprobar si 
un punto de la nube de puntos está dentro de la figura. Al crear la figura se 
conoce su punto inicial y sus dimensiones. Por ello, estos valores se traducen 
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en una serie de límites en el espacio. Si el punto satisface todos estos límites, a 
lo largo de cada una de sus dimensiones, entonces se sabe que está en el 
interior del cubo.  
 




Fuente: GREG Borenstein. Making Things See. p. 134. 
 
4.6. La librería de modelado (OBJLoader) 
 
OBJLoader es una librería de processing, que se puede descargar de la 













Fuente: elaboración propia. 
 
Pueden descargarse los modelos de tres dimensiones que se encuentran 





Al momento de descargar un modelo debe asegurarse que el archivo 
tenga la extensión .obj. Al descargar dicho archivo, también se obtendrá un 






4.7. Ejemplos de la nube de puntos 
 
A continuación se proporcionarán ejemplos para entender la nube de 
puntos, así como la manipulación de objetos en 3D. De igual manera, los 
ejemplos estarán comentados para entender su funcionamiento. 
 
4.7.1. Ejemplo 7, primer objeto en 3D 
 
En este ejemplo se inicia manipulando el eje z del Kinect para mover 
objetos 3D en la pantalla y adicionalmente se usa poca la iluminación y la 
texturizarían para hacer más realistas los objetos. 
 




Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 
Como puede apreciarse, el círculo se mueve sobre el eje “z”, por lo que se 
visualiza como el mismo se aleja y acerca a la pantalla. 
 
4.7.2. Ejemplo 8, acceder y desplegar la nube de puntos 
 
En este ejemplo se utiliza el Kinect para acceder los datos de la imagen de 































Figura 69. Código del ejemplo 8, parte 3 
 
 
Fuente: elaboración propia. 
 








En este se inicia la visualización de los objetos en 3D, visualizándolos 
como una serie de puntos. 
 
4.7.3. Ejemplo 9, traslación y rotación de la nube de puntos 
 
En este ejemplo se utiliza el Kinect con la posición del mouse para 
trasladar y rotar la nube de puntos en el espacio tridimensional. 
 


















































Fuente: elaboración propia. 
 
Cambiando el valor de la variable “y” se obtiene una mejor visualización de 
los objetos que se encuentran frente al Kinect, pero entre menor sea el valor de 
la variable, más procesamiento de datos significará, y por ende, el programa 
será más lento. Adicionalmente se obtendrá una mejor perspectiva 3D de los 




4.7.4. Ejemplo 10, alineación imagen de color y de profundidad 
 
En este ejemplo se usará el Kinect con la posición del mouse para 
trasladar y rotar la nube de puntos en el espacio tridimensional, o dejar este 
movimiento en función de una variable que se incrementa en cada ciclo del 
programa. 
 
 Adicionalmente usará la función alternativeViewPointDepthToImage para 
alinear los datos de la imagen de profundidad y de color para proporcionarle 
color a la nube de puntos. 
 

















































Fuente: elaboración propia. 
 
Al proporcionarle color a la nube de puntos mediante la alineación de la 





4.7.5. Ejemplo 11, traslación y rotación de la nube de puntos 
 
En este ejemplo se usará la posición del mouse para trasladar y rotar la 
nube de puntos en el espacio tridimensional. Acercar o alejar la nube de puntos 
mediante las flechas arriba y abajo del teclado y realizar una captura de pantalla 
al presionar el botón izquierdo del mouse sobre la pantalla y guardar la imagen. 
 
 Se podrán dibujar formas geométricas sobre la pantalla para empezar a 
interactuar con el usuario. 
 


















































Fuente: elaboración propia. 
 
Como se aprecia, cuántos más puntos de la nube de puntos se toquen con 
la mano, más opaco se tornará el cubo, con lo cual pueden realizarse diversas 








4.7.6. Ejemplo 12, objeto en 3D y librería saito.objloader 
 
En este ejemplo se usará la librería saito.objloader para manipular el 
modelo 3D con extensión “.obj” y un fondo de pantalla para darle un mejor 
efecto y controlar el modelo por medio del teclado y el mouse. A continuación 
algunas de las geometrías con las que se forman dichos modelos.  
 
Los modelos pueden realizarse directamente por los usuarios con 
programas de modelado 3D, como Blender o pueden ser descargados de 
diversas páginas de internet que ofrecen modelos e imágenes gratuitas.  
 



































Fuente: elaboración propia. 
 









Como se observa, se controla la rotación y la escala de la nave con el 
botón y la rueda del mouse. 
 




Fuente: elaboración propia. 
 
Obsérvese que al presionar la tecla enter del teclado se aprecia la 
geometría del modelo. La geometría que más se usa en los modelos 3D son los 
triángulos, porque tienen superficie y a partir de ellos se pueden formar 
polígonos. 
 
El fondo de pantalla fue tomado de la página de la NASA 3D Resources y 







4.7.7. Ejemplo 13, objeto en 3D y librería bRigid 
 
En este ejemplo se usa la librería bRigid para manipular el modelo 3D, con 
la diferencia de que, con esta librería puede cargarse el modelo con sus 
respectivos colores y controlarlo por medio del teclado y el mouse. 
 







































Fuente: elaboración propia. 
 
Como se aprecia en la imagen, se manipula el objeto 3D con su respectivo 
color. 
 
El fondo de pantalla fue tomado de la página de la NASA 3D Resources y 
el modelo se obtuvo de la página TF3DM. 
 
4.7.8. Ejemplo 14, objeto en 3D y Kinect 
 
En este ejemplo se usa la librería processing.serial para enviar datos por 
el puerto serial a la launchpad MSP430 de Texas Instruments para escuchar 
una melodía o encender y apagar unos leds bajo el control de los hot point que 




Para poner en funcionamiento este ejemplo se hace una serie de 
configuraciones. 
 
Primero: instalar el gestor de bluetooth de Ubuntu. 
 




Fuente: elaboración propia. 
 
Segundo: cuando se encuentre instalado el gestor de bluetooth se guarda 
el código del microcontrolador MSP430 en el dispositivo y se conecta toda la 
circuitería incluyendo el módulo de bluetooth HC-06, que se debe desconectar y 












Fuente: NEOTEO. www.neoteo.com/módulo-bluetooth-hc-06-android. Consulta: 1 de diciembre 
de 2015. 
 
Tercero: emparejar el módulo de bluetooth del microcontrolador con el 
ordenador, para lo cual se busca un nuevo dispositivo en el gestor de bluetooth. 
Se ingresa la clave de acceso al dispositivo, en la mayoría viene por defecto la 
clave “1234” y con esto, el dispositivo está igualado. Debe recordarse a que 
puerto COM”X” se conectó el módulo. Si el dispositivo está igualado se notará 
que el led de color rojo dejará de parpadear. 
 




Fuente: elaboración propia. 
112 
 




Fuente: elaboración propia. 
 













Fuente: elaboración propia. 
 
Cuarto: abrir el puerto serial, ya que por defecto Linux los tiene cerrados, 
por lo que se escriben unos comandos en la terminal de Linux: 
 
Verificar que exista el dispositivo rfcomm0. 
 
• ls /dev/rfcomm0 
 
Abrir el puerto para el dispositivo rfcomm0 
 
• sudo chown rketoledo /dev/rfcomm0 
 



























































































Fuente: elaboración propia. 
 













Fuente: elaboración propia. 
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Fuente: elaboración propia. 
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Fuente: elaboración propia. 
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Fuente: elaboración propia. 
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Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 















Fuente: elaboración propia. 
 













Fuente: elaboración propia. 
 












Fuente: elaboración propia. 
 
Como se aprecia en la figura 125, se inicia la melodía y los leds del 
microcontrolador por medio de la selección de los cubos de la pantalla y usando 






















A continuación se demuestra cómo seguir al usuario con OpenNI. Para 
realizar proyectos interactivos deben procesarse datos de profundidad para que 
respondan a las acciones de los usuarios. No se conoce la posición del usuario, 
por ello, debe obtenerse por medio de la nube de puntos. Con OpenNI se 
obtiene la capacidad para procesar la imagen de profundidad para detectar y 
rastrear a las personas. Con esto, no es necesario recorrer los puntos de 
profundidad para comprobar la posición, por lo que se accede a la posición de 
cada parte del cuerpo de cada usuario que OpenNI rastrea. Cuando OpenNI ha 
detectado a un usuario indicará la posición de cada articulación del usuario: 
cabeza, cuello, hombros, codos, manos, torso, caderas, rodillas, pies.  
 
OpenNI utiliza el término “articulación” para referirse a todos los puntos en 
el cuerpo de un usuario que la librería es capaz de seguir, para conocer si son o 
no, articulaciones reales. 
 
Por lo que ahora se tendrá la capacidad de implementar interfaces de 
usuario mucho más sofisticadas que antes no podían generarse. Pueden 
utilizarse las interacciones de: gestos, poses globales del cuerpo, realizar un 
seguimiento de los movimientos del cuerpo a través del tiempo, comparar los 
movimientos y  medir las distancias entre las partes del cuerpo. Por lo que el 
trabajo es más complejo que en la imagen de profundidad o en la nube de 
puntos; y sin las capacidades básicas de programación, las matrices y la 
comprensión 3D se dificultaría al usar la librería de OpenNI, porque deben 
usarse nuevos conceptos de programación como: setter methods, callbacks, 
nuevas técnicas matemáticas de cálculos con vectores en tres dimensiones 
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como: vector resta, búsqueda de productos escalares, búsqueda de productos 
cruzados, entre otros. 
 
5.1. Eje Z 
 
No se utilizará el eje Z, porque ya se proyecta en un plano de dos 
dimensiones para alinearlo con la imagen de profundidad y si se mueve se 
perdería su registro con la imagen de profundidad.  
 
En lugar de mover el eje Z, se escalará el tamaño del objeto que se desea 
mover para aportarle la perspectiva, que cuando más cerca está un objeto más 
dimensión tendrá y viceversa.  
 
5.2. Vectores en tres dimensiones (3D) 
 
Los vectores normalmente son usados para representar coordenadas de 
un punto en el espacio de una variable, pero, también pueden describir la 
distancia y la dirección. 
 
5.2.1. La función normalización de vectores (normalize) 
 
Esta función transforma un vector en un vector unitario, lo que significa 













Fuente: GREG Borenstein. Making Things See. p. 221. 
 
5.3. La función de almacenamiento de vectores (PMatrix3D) 
 
Las matrices pueden almacenar vectores en una sola cuadrícula de 
números. En teoría, las matrices pueden contener un número arbitrario de 
vectores, pero en el presente caso PMatrix3D solo almacena cuatro vectores. 
 
PMatrix3D almacena cuatro vectores que pueden representar el sistema 
de coordenadas. Se utilizan tres vectores para representar los ejes “X”, “Y”, y 
“Z” y sus componentes contiene cualquier escala y las operaciones para las 
rotaciones.  
 
El cuarto componente del vector contiene las operaciones para la 
traslación. Este vector afecta a todo el sistema de coordenadas, por lo que se 





Por ello, PMatrix3D almacena un conjunto de transformaciones que 
modifica el sistema de coordenadas inicial para que coincida con la orientación 
de la articulación del usuario. 
 
Hay que calcular la diferencia en el ángulo entre el vector de la mano y el 
ángulo original del modelo. Si se realiza esto, entonces se rotan los argumentos 
correctos y el modelo se coloca en su posición correcta. 
 
5.4. Orientación de modelos en tres dimensiones (3D) 
 
Con OpenNI se puede mover los modelos 3D mediante las orientaciones 
del cuerpo, porque puede transferirse el ángulo y la orientación del cuerpo. 
 
No obstante, los datos de orientación solo están disponibles para las 
articulaciones internas en el esqueleto del usuario, de las articulaciones que 
terminan en extremidades no se puede obtener datos de orientación. 
 
Para orientar el modelo en la dirección correcta hay que calcular la 
diferencia del ángulo entre el vector de la mano y el ángulo inicial del modelo. 
 
5.5. El método del eje y el ángulo (Axis-Angle) 
 
Hay que representar la diferencia entre dos puntos, respecto su distancia y 
dirección. Por ello se puede calcular un solo vector que represente la posición 
relativa del usuario.  
 
Por ello se hace coincidir la posición y el ángulo del modelo para que un 
vector conecte las manos del usuario y a este método se le llama Axis-Angle. 
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Con ello se puede usar la posición y el ángulo relativo de las extremidades del 
usuario. 
 
El método Axis-Angle proporciona el ángulo y el eje necesario para 
describir la rotación relativa entre dos vectores. El método usa dos técnicas 
geométricas: el producto escalar y el producto vectorial. 
 
5.5.1. Producto escalar 
 
El producto escalar indica el ángulo entre vectores 
 
5.5.2. Producto cruz 
 
Proporciona un vector que representa el eje en que está definido el 
ángulo. El vector representa una línea en el espacio y el ángulo describe una 
rotación alrededor de esa línea.  
 
5.6. Interacción natural (OpenNI) 
 
OpenNI puede analizar la escena, seguir la mano del usuario, buscar el 
centro de masa del usuario,  averiguar qué píxeles de la imagen de profundidad 
representan personas y cuáles representan el fondo de la escena. Esta 
información está disponible tan pronto como OpenNI detecta que una persona 
ha entrado en escena. 
 
El algoritmo de OpenNI detecta que una persona está presente y realiza 
un seguimiento continuo mientras este se mueve alrededor de la escena. Por lo 
que se puede diferenciar usuarios. Esta información se proporciona en forma de 
una matriz de números que corresponden a cada píxel de la imagen de 
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profundidad. El valor de esta matriz o mapa para cada píxel será 0 si el píxel es 
parte de la escena y si el píxel es parte del usuario el valor del mapa será uno, 




Para que el algoritmo de OpenNI  rastree las articulaciones de una 
persona, esta necesita estar de pie en una pose conocida. De pie, con los pies 
juntos y los brazos levantados por encima de los hombros a los lados de la 
cabeza. Esta postura es conocida por varios nombres. En la literatura técnica y 
en la propia documentación del PrimeSense es llamada el "Psi" pose. 
 
OpenNI tiene la capacidad de rastrear a los usuarios sin necesidad de una 
calibración, ya que puede grabar los datos de calibración de un solo usuario y 
luego utilizar esa información para otros, pero esta técnica es muy compleja y 
no funciona en la mayor parte de las situaciones. 
 
5.7.1. Proceso de calibración 
 
La calibración es un proceso de inicio y retorno entre el boceto y OpenNI. 
En cada paso OpenNI realizará nuestras funciones de llamado y dentro de esa 
función se realiza una acción para continuar el proceso. Por lo que esta acción 
provoca el siguiente llamado sucesivamente. 
 
Las etapas del seguimiento son: 
 
• La detección básica de usuario 
• Calibración 
• Usuario seguido 
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Cuando el programa inicia, OpenNI no sigue al usuario, porque el proceso 
comienza cuando el usuario entra a la escena, esto se llama función 
onNewUsero. Dentro de ella se inicia el proceso de seguimiento llamando 
startPoseDetection. Esta función le pregunta a OpenNI si el usuario está en la 
posición de la calibración inicial. Después, que el usuario asume la posición 
inicial, OpenNI llama a la función onStartPose, para continuar con el proceso de 
calibración, por lo que se llama a requestCalibrationSkeleton. Esta función inicia 
el proceso de detección del esqueleto de OpenNI, cuando dicho proceso se 
completa, OpenNI llamará a la función onEndCalibration. 
 
La calibración no siempre es exitosa, por lo que OpenNI indicará el estado 
de la calibración, si esta es exitosa se llama a startTrackingSkeleton y en caso 
contrario, deberá comenzarse nuevamente llamando a startPoseDetection. 
 








5.8. Rastreo de la mano (hand tracking) sin calibración 
 
Usa una función avanzada de OpenNI que minimiza el uso de píxeles de 
la imagen de profundidad para adoptar una posición útil en esta aplicación. Este 
sistema se llama NITE y puede detectar cuándo el usuario levanta su mano, 
también usa callback function. 
 
Este sistema permite detectar la presencia de la mano del usuario y seguir 
su movimiento sin que el usuario realice la calibración. Por lo que el tiempo de 
inicio para empezar a interactuar con la aplicación es más rápido y permite el 
seguimiento del usuario a un cuando se encuentre demasiado cerca del Kinect 
 
5.9. Centro de masa (center of mass) sin calibración 
 
Usa una función avanzada de OpenNI que minimiza el uso de píxeles de 
la imagen de profundidad a una posición útil en esta aplicación. Este sistema se 
llama NITE y puede detectar cuándo el usuario levanta su mano, también usa 
callback function. 
 
Esta técnica permite realizar un seguimiento de los usuarios que están 
lejos del Kinect y que no saben que están frente a la cámara. Cuando OpenNI 
detecta a un usuario, este informa sobre el centro de masa del usuario. Con el 
método del centro de masa se puede seguir a varios usuarios, porque es difícil 
que cuatro usuarios encajen en la vista del Kinect en un rango donde se puedan 







5.9.1. La función centro de masa (getCoM) 
 
Es la función que se utiliza para encontrar el centro de masa del usuario, 
esta toma el ID (número de identificación) del usuario y almacena el centro de 
masa en un vector que se utiliza para convertir la posición del centro de masa 
en coordenadas proyectivas, para que coincida con la imagen de profundidad. 
El centro de masa se localiza aproximadamente en el ombligo. 
 
5.10. Acceso a las articulaciones 
 
A continuación se ilustra cómo mostrar las articulaciones y cómo estas 
corresponden con la imagen de profundidad. Para logarlo se deben traducir las 
coordenadas reales que proporciona OpenNI a coordenadas que encajen en la 
imagen bidimensional de profundidad. Para ello se utilizan las funciones de 
SimpleOpenNI. Para conseguir que las articulaciones se alineen con la imagen 
de profundidad hay que convertir la posición conjunta del mundo real en 
coordenadas proyectadas y SimpleOpenNI proporciona una función para 
realizar esta alineación: convertRealWorldToProjective. 
 
Es importante señalar, que acceder a las articulaciones se debe a que 
OpenNI piensa en la orientación de las articulaciones desde el punto de vista de 
la pantalla en lugar de la del usuario.  Lo anterior es porque que el usuario se 
encuentra frente al Kinect, por ello la mano derecha se muestra en el lado 
izquierdo de la pantalla. Esta orientación invertida se mantiene en todas las 







5.11. El esqueleto de la interacción natural (OpenNI) 
 
OpenNI proporciona elipses rojas en las posiciones de las articulaciones y 
líneas negras que conectan a las articulaciones. 
 
El rastreo de las articulaciones y extremidades realizado por OpenNI sirve 
para la creación de aplicaciones interactivas, por lo que el esqueleto no es 
anatómicamente correcto. Las articulaciones que proporciona OpenNI son 
determinadas, por lo que el algoritmo puede detectar, y lo que es útil para los 
programadores.  
 




Fuente: GREG Borenstein. Making Things See. p. 193. 
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OpenNI tiene una variación en las posiciones de las partes reales del 
cuerpo, porque a veces terminan un tanto bajo, demasiado alto o están a un 
lado de la posición real de las articulaciones.  
 
OpenNI puede rastrear 15 articulaciones  y en ocasiones puede rastrear 9 
articulaciones adicionales, las cuales son: WAIST, LEFT ANKLE, RIGHT 
ANKLE, LEFT COLLAR, RIGHT COLLAR, LEFT WRIST, RIGHT WRIST, LEFT 
FINGERTIP y RIGHT FINGERTIP. Pero para OpenNI rastrear estas 
articulaciones puede resultar muy difícil debido a las limitaciones del hardware 
del Kinect, por lo que no se utilizan en el presente trabajo.  
 
5.12. Ejemplos del esqueleto 
 
A continuación se proporcionan ejemplos para entender, detectar y 
rastrear las articulaciones del esqueleto virtual y usar esta información para 
manipular aplicaciones interactivas para el usuario. 
 
5.12.1. Ejemplo 15, articulación 
 
En este ejemplo se manipula la posición y la escala, una elipse y una 




















































Fuente: elaboración propia. 
 




Fuente: elaboración propia. 
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De acuerdo a la figura 133, se cambia la posición y la escala de la elipse y 
la imagen, obteniendo las posiciones de las manos en el plano 3D y 
convirtiéndolo al plano 2D. 
 
5.12.2. Ejemplo 16, distancia de la articulación 
 
En este ejemplo se obtienen las posiciones de las manos y se mide la 
distancia que hay entre ellas y se crea un dibujo con los movimientos de las 
manos. 
 




Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 
Como se aprecia en la imagen, se manipula el color de la línea que une 
las manos  y se obtiene la distancia que hay entre ellas. 
 
5.12.3. Ejemplo 17, orientación de la articulación 
 














Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 




Fuente: elaboración propia. 
 
Como resultado se obtiene la posición de las articulaciones del esqueleto 
virtual con la excepción de aquellas que se encuentran en los extremos debido 
a las limitaciones de OpenNI. 
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5.12.4. Ejemplo 18, objeto 3D y articulación 
 
En este se usa la posición y la orientación de las articulaciones para 
manipular la posición, orientación y la escala de un objeto 3D. 
 




Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 




Fuente: elaboración propia. 
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Como resultado se manipula la posición, la orientación y la escala del 
modelo con el movimiento del codo. 
 
5.12.5. Ejemplo 19, centro de masa sin calibración 
 
Se obtiene el centro de masa del usuario sin necesidad de realizar el 
proceso de calibración del usuario. 
 




Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 
Como resultado se localiza el centro de masa del usuario. La detección y 
rastreo del usuario es más rápida con dicho método y se manipulan las 






5.12.6. Ejemplo 20, objeto 3D y articulación 
 
Finalmente, es posible formar el esqueleto virtual y usar lo visto 
anteriormente para interactuar con el usuario, habrá capacidad de detección y 
rastreo de las articulaciones del esqueleto virtual.  
 




Fuente: elaboración propia. 
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Fuente: elaboración propia. 
 








Como resultado se obtendrá el esqueleto virtual del usuario y con ello se 
manipulan aplicaciones virtuales y de igual manera hardware por medio de los 
movimientos del cuerpo. 
 
5.12.7. Ejemplo 21, objeto 3D y articulación 
 
En el ejemplo se controla el encendido y apagado de unos leds RGB por 
medio de la posición de los brazos del usuario. 
 










































































































































Fuente: elaboración propia. 
 
Como se aprecia en la imagen, es posible controlar el color y el encendido 
y apagado de los leds (hardware), dependiendo del ángulo de los brazos. 
 
El código del microcontrolador msp430 y el resultado del control de los led 
es el mismo que aparece en el ejemplo 14, a excepción de que resulta más 
sencillo para el usuario interactuar con el hardware, debido a que el control está 








1. Cuando se trabaja con el software libre se obtienen datos del Kinect 
con los cuales es posible manipular aplicaciones interactivas y de 
hardware. 
 
2. Es viable implementar y utilizar los drivers y librerías necesarias para 
controlar y obtener datos del Kinect en el sistema operativo Linux 
Ubuntu 14.04LTS. 
 
3. Al gestionar el software de programación processing se obtiene 
información de las cámaras del Kinect  desde el sistema operativo 
Linux Ubuntu 14.04LTS. 
 
4. A pesar de que es posible detectar y rastrear las articulaciones del 
esqueleto que proporciona OpenNI, este no es anatómicamente 
semejante al fisiológico, debido a las limitaciones del software y, a que 
solamente se utiliza una parte de la información del esqueleto 
fisiológico para el desarrollo de aplicaciones interactivas. 
 
5. Si se combinan los datos de la imagen de profundidad y de color, el 
procesamiento de datos se torna complejo, por lo que la interfaz gráfica 
del usuario deja de ser interactiva por la lentitud con la que funciona. 
 
6. OpenNI permite procesar la imagen de profundidad para detectar 
usuarios y localizar la posición de las articulaciones en tres 
dimensiones. Gracias a ello se controlan aplicaciones a través los 
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movimientos del cuerpo, midiendo las distancias y los ángulos de las 
articulaciones virtuales del esqueleto. 
 
7. Las articulaciones que OpenNI puede detectar y rastrear de forma 
correcta son: la cabeza, el cuello, los hombros, los codos, las manos, 
el torso, las caderas, las rodillas y los pies. En cuanto a las demás 
articulaciones no fue posible detectar y rastrear de forma certera 







1. Apoyar el software libre como Ubuntu, OpenNI, Processig, entre otros, 
para seguir trabajando con este y efectuar mejoras en el mismo. 
 
2. Implementar los drivers y librerías para el sistema operativo Linux Ubuntu, 
para obtener datos del Kinect y de esta forma apoyar el uso de software 
libre. 
 
3. Gestionar el software de programación processing  para que sus 
desarrolladores puede mejorar el rastreo y la detección de las 
articulaciones del esqueleto virtual. 
 
4. Informar de las fallas en el software libre y proponer soluciones, ya que es 
posible disminuir las limitaciones del Kinect y mejorar la detección y 
rastreo de los movimientos de las articulaciones del esqueleto virtual. 
 
5. Combinar los datos de la imagen de profundidad y de color cuando se 
pretenda obtener exploraciones realistas en 3D y para que el 
procesamiento de datos no sea extenso. Hay que disminuir el número de 
píxeles que se utilizan de la imagen de profundidad. 
 
6. Atender con especial cuidado la ubicación del Kinect respecto a las 
fuentes de luz natural, ya que estas contienen todas las longitudes de 
onda, incluida la infrarroja, por lo se corre el riesgo de generar información 
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