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Abstract
Recent visualization based neural network interpretation
(Zhou et al. 2016; Selvaraju et al. 2017) algorithms suffer
from lacking semantic-level information, hindering their ap-
plication for tasks like fine-grained recognition. In this pa-
per, we introduce the novel task of interpreting classification
models using textual summarization. Our explanation sen-
tence consists image-level visual attributes most important
for the decision making found by a Bayesian inference al-
gorithm. This process amounts to mimicking humans’ intel-
ligence to summarize the content of an image. Central to our
algorithm is the filter-level attribute probability density func-
tion, learned as a posterior probability with the input images
as latent variables. We generate textual explanation for the
CUB-200-2011 dataset with visual attributes extracted from
image captions. To demonstrate the accuracy of proposed al-
gorithm, we devise two experiments, attribute grounding and
attribute-based image retrieval, and provide qualitative and
quantitative analysis. We further show that our textual sum-
marization can help in understanding network failure pat-
terns and can provide clues for further improvements for fine-
grained recognition. Code will be available upon acceptance.
Introduction
Given a convolutional network, we’re interested in knowing
what features it has learned for making classification deci-
sions. Despite their tremendous success on various computer
vision (Krizhevsky, Sutskever, and Hinton 2012; Simonyan
and Zisserman 2015; He et al. 2016) tasks, deep neural net-
work models are still commonly viewed as black boxes. The
difficulty for neural network understanding mainly lies in
the end-to-end learning of the feature extractor sub-network
and the classifier sub-network, which often contain millions
of parameters. Debugging an over-confident network, which
assigns the wrong class label to an image with high proba-
bility, can be extremely difficult. This is also true when ad-
versarial noise (Goodfellow, Shlens, and Szegedy 2014) is
added to deliberately guide the network to a wrong conclu-
sion. It is therefore desirable to have some textual output ex-
plaining which features were responsible for triggering the
error, just like an intelligent compiler does for a grammar
bug in code. Network interpretation is also crucial for tasks
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Prediction:
Carolina Wren
Ground-Truth:
House Wren
CAM Visualization
This is a Carolina Wren because 
it has brown and black crown, 
white breast, white eyebrow, and 
short beak
This is a House Wren because it 
has brown crown, white 
eyebrow, long tail, and pointy 
and long beak
Textual Summarization
Figure 1: Comparison of visualization-based interpreta-
tion (Zhou et al. 2016) and interpretation by textual-
summarization (the proposed approach). The latter has more
semantic details useful for analyzing incorrect predictions.
involving humans, like autonomous driving and medical im-
age analysis. It is therefore important to distill the knowl-
edge learned by deep models and represent it in an easy-to-
understand way.
Fine-grained recognition concerns the problem of dis-
criminating between visually similar sub-categories like dif-
ferent species of gulls or different versions of BMW 3 cars.
Humans are usually good at tasks like attribute prediction,
keypoint annotation, and image captioning, but we usually
find fine grained recognition to be extremely hard without
proper training. Network interpretation is therefore useful
for fine-grained recognition to find the network’s failure pat-
terns and to educate humans about what the network thinks
as informative features. It is worth noting that the proposed
algorithm is not constrained to fine-grained recognition. It
is equally effective to be applied to general image dataset
given accurate image-level attribute annotations.
Current network interpretation are largely visualization-
based. Algorithms like CAM (Zhou et al. 2016) and Grad-
CAM (Selvaraju et al. 2017) work by highlighting a region
in the image that’s important for decision making. However,
we show in Figure 1 that visualization is often inefficient
in localizing discriminative parts or providing semantic in-
formation for tasks like fine grained recognition. Humans,
on the other hand, can justify their conclusions using nat-
ural language. For instance, a knowledgeable person look-
ing at a photograph of a bird might say, ”I think this is a
Anna’s Hummingbird because it has a straight bill, a rose
pink throat and crown. It’s not a Broad-tailed Humming-
bird because the later lacks the red crown”. This kind of
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textual description carries rich semantic information and is
easily understandable. Natural language is a logical medium
in which to ground the interpretation of deep convolutional
models.
In this paper, we propose the novel task of summarizing
the decision-making process of deep convolutional models
using fine-grained textual descriptions. See Figure 3 for an
example. To be specific, we aim to find a list of visual at-
tributes that the network bases its decision on. Our algorithm
is dependent only on image-level visual attributes, which can
be obtained through ground truth annotation or image cap-
tion decomposition. Central to our algorithm is a method to
associate the final convolutional layer filter with visual at-
tributes that represents its activating patterns. We discover
that in our experiment the model filters don’t necessarily
activate on a narrow beam of patterns. We therefore for-
mulate the relationship of the filter | attribute pair
as conditional multinomial probability distribution. An at-
tribute is more likely to represent a filter if images with this
attribute better activate this filter. Attributes are not directly
involved in the network so we introduce images as hidden
variables. Based on the filter attribute probability density
function (p.d.f.), we rank the attributes by re-weighting each
filter attribute p.d.f. with class specific weights, a step simi-
lar to CAM (Zhou et al. 2016) or Grad-CAM(Selvaraju et al.
2017). Our final textual explanation is a template sentence
with top attributes as supportive evidence.
In order to demonstrate the accuracy of the proposed al-
gorithm, we devise two by-product tasks as sanity checks.
The first task is visual attribute grounding. Specifically, we
localize the sub-region in an image that is related to a query
attribute. Note this task is weakly supervised only by cate-
gory labels. This is achieved by the linear combination of
the final layer feature map according to the filter attribute
p.d.f.. The second experiment is visual attribute based im-
age retrieval. For a query attribute, we obtain a list of candi-
date images containing this attribute. Decent results on these
two tasks serve as a strong indicator that the core algorithm
works properly.
A direct application of the proposed textual explanation
algorithm is to work as a network debugger and gener-
ate error messages when the network prediction is wrong.
We summarize the three major failure patterns for the fine-
grained dataset CUB-200-2011. The first and most common
failure pattern is the network fails to identify true discrimi-
native features. The network is confused by small inter-class
variation and large intra-class variation. The second failure
pattern is the network is not robust to image perturbations,
such as color distortion and low image quality. The last fail-
ure pattern is caused by incorrect human labels. There’re
roughly 4% annotation errors in CUB.
Our main contributions in this paper can be summarized
as follows:
• We propose the novel task of network interpretation using
textual summarization. We identify filter attribute p.d.f.
as our core problem and propose a Bayesian inference
framework to learn it.
• We devise two tasks for automatic quantitative evaluation
red face
yellow belly
Abstract Functional Space
Attribute Space Yellow Crown Yellow Head Orange Crown
Input Image
A
ctivation Strength
(A) (B) (C)
:Filter Function Top Activation Images
Figure 2: (A) The filter-attribute association is to find a map-
ping from the abstract functional space to the semantic at-
tribute space. (B) The composite filter function can be coor-
dinate transformed to be defined on the attribute space. (C)
Top activation images of a filter (a yellow head detector).
of the learned p.d.f.s, demonstrating the accuracy of the
proposed algorithm.
• We employ the proposed framework for network debug-
ging in fine-grained recognition and unveil common fail-
ure patterns useful for further improvement.
Related Works
Network Interpretation There are two main approaches
to network interpretation in the literature: filter-level inter-
pretation (Erhan et al. 2009; Szegedy et al. 2013; Mahen-
dran and Vedaldi 2015; Nguyen, Yosinski, and Clune 2015;
Google ; Nguyen et al. 2016; 2017; Bau et al. 2017; Zhou
et al. 2014; Yosinski et al. 2015; Springenberg et al. 2014;
Zeiler and Fergus 2013) and holistic-level interpretation (Si-
monyan, Vedaldi, and Zisserman 2013; Zhou et al. 2016;
Selvaraju et al. 2017). The goal of filter-level interpretation
is to understand and visualize the features that specific neu-
rons learn. While it’s easy to directly visualize the first con-
volutional layer filter weight to get a sense of the patterns
they detect, it makes little sense to directly visualize deeper
layer filter weights because they act as complex compos-
ite functions of lower layers’ operations. Early examples of
filter-level understanding include finding the maximally ac-
tivated input patches (Zeiler and Fergus 2013) and visualiz-
ing the guided back propagation gradients (Springenberg et
al. 2014). Some works (Nguyen, Yosinski, and Clune 2015)
try to synthesize visually pleasant preferred input image of
each neuron through back-propagation into the image space.
(Nguyen et al. 2016) applies a generator network to gener-
ate images conditioned on maximally activating certain last-
layer neurons. The Plug and Play paper (Nguyen et al. 2017)
further extends (Nguyen et al. 2016) to introduce a general-
ized adversarial learning framework for filter-guided image
generation. Network dissection (Bau et al. 2017) measures
the interpretability of each neuron by annotating them with
predefined attributes like color, texture, part, etc. (Zhang et
al. 2017) proposes represent the image content and structure
by knowledge graph.
Attempts at holistic summarization mainly focus on vi-
sualizing important image subregions by re-weighting fi-
nal convolutional layer feature maps. Examples include
CAM (Zhou et al. 2016) and Grad-CAM (Selvaraju et al.
2017). However, the visualization based method only pro-
A. This is a American Pipit because it has short beak, yellow and white breast, brown crown, and yellow throat.
B. This is a Eared Grebe because it has black crown, long neck, black head, red eye, and white throat.
C. This is a Groove billed Ani because it has black head, thick and pointy and black beak, and black crown.
D. This is a Parakeet Auklet because it has black and red crown, black head, white breast, and black throat.
E. This is a Philadelphia Vireo because it has yellow breast, grey head, yellow throat, short beak, and white eyebrow.
F. This is a Great Grey Shrike because it has white breast, black crown, white throat, black beak, and black cheek patch.
(A) (B) (C) (D) (E) (F)
Figure 3: Textual explanations generated by our method
vides coarse-level information, and it remains hard to intu-
itively know what feature or pattern the network has learned
to detect. More importantly, the holistic heat map represen-
tation is sometimes insufficient to justify why the network
favors certain classes over others when the attentional maps
for different classes overlap heavily. See Figure 1 for exam-
ple.
VQA and Image Caption Other tasks that combine text
generation and visual explanation include image captioning
and visual question answering (VQA). Although it sounds
like a similar task, image captioning (Farhadi et al. 2010)
is fundamentally different from ours. Image captioning is
usually done in a fully supervised manner, with the goal of
generating a caption that describes the general content of an
image. Our textual interpretation task aims to loyally reflects
the knowledge learned by a classification model in an unsu-
pervised way. Visual question answering (Antol et al. 2015)
is a task that requires understanding the image and answer-
ing textual questions. Our task can be viewed as a special
case of unsupervised VQA that focuses more specifically on
questions such as: ”Why does the model think the image be-
longs to class X.” Text grounding (Rohrbach et al. 2015) is
a language to vision task that tries to locate the object in an
image referred to by a given text phrase. We note that (Hen-
dricks et al. 2016) defines a task similar to ours, to explain
and justify a classification model. Their model is learned in
a supervised manner, with explanations generated from an
LSTM network which only implicitly depends on the inter-
nal feature maps. It is essentially an image captioning task
that generates captions with more class-discriminative infor-
mation. Our method is unsupervised and does not rely on
another black-box network to generate descriptions.
Fine Grained Recognition Fine grained recognition aims
to discriminate between subcategories like species of birds,
dogs and different make and model of cars, aircrafts, etc.
The difficulty of fine grained recognition lies in the ex-
tremely large intra-class variance and small inter-class vari-
ance. Representative works include Bilinear Pooling (Lin,
RoyChowdhury, and Maji 2015), which computes the outer
product of the final layer feature maps. Attention based mod-
els (Sermanet, Frome, and Real 2015) works by focusing at-
tention to discriminative parts of an image object. Part based
models (Zhang et al. 2014) works by decomposing the im-
age into part features to be readily compared. Fine grained
recognition is special because it usually performs better than
non-expert humans. It’s therefore interesting to unveil the
knowledge it learns towards decision making.
Bayesian Inference Framework
As a fundamental step toward network interpretation, we’re
interested in representing network filter with its representing
activation patterns in terms of visual attributes. Constructing
a paired filter | attribute dataset is unrealistic, be-
cause the filter (as a composite function) is not a well defined
concept with concrete examples. Instead, we propose lever-
aging off-the-shelf image attribute annotations because they
contain rich textual references to visual concepts. The in-
tuition behind our filter-attribute association is simple: The
model filters can be represented by the images that strongly
activate them. The corresponding image attributes should
have a high probability of representing an activated filter.
The joint consensus of all textual attributes from the whole
dataset can serve as a good indicator of the filter pattern,
provided the network is properly trained.
More formally, the composite filter function takes an im-
age as input and produces a feature map whose strength in-
dicates the existence of certain patterns. The filter interpre-
tation task aims to find a mapping from the abstract func-
tional space to the semantic visual attribute space (Figure 2).
With the help of image-level attributes, we consider a co-
ordinate transformation operation that transforms the input
of filter function from image to image attributes. The filter-
attribute probability distribution obeys multinomial distribu-
tion and can be approximated by the attribute probability
density function, which is a key component of the proposed
algorithm.
Filter Attribute Probability Density Function We de-
note F = {fi|i = 1, ..., n} as the group of model filters. In
this paper, we are only interested in the final convolutional
layer filters, as they are the input to the fully connected layer.
We denote X = {xi|i = 1, ...,m} as the set of input im-
ages. The filter’s output is naturally written as f(x), which
we call a feature map or filter activation. We consider mod-
els (He et al. 2017; Huang et al. 2017) with a global pooling
layer φ and one fully connected layer. The fully connected
layer produces class-label predictions C = {ci|i = 1, ..., o}
with the weight matrix W o×n. A list of textual attributes
T = {ti|i = 1, ..., l} is attached to each image. We loosely
denote ti ∈ x if ti is contained in image x’s attribute list.
We propose a Bayesian inference framework to learn the
probability of visual attributes that can represent filter pat-
terns. We call p(T |F) as the filter attribute probability den-
sity function (p.d.f) and it can be formulated as a posterior
probability:
p(tj |fi) = p(tj) ∗ p(fi|tj) (1)
p(tj) is the prior probability for visual attribute tj . We
consider the relative importance of attributes because they
carry different information entropy. For example, ”small
bird” has less information than ”orange beak” because the
latter appears less in the text corpora and corresponds to a
more important image feature. We employ the normalized
TF/IDF feature as the attribute prior.
p(fi|tj) measures the likelihood of attribute tj activating
filter fi. As attributes are not directly involved in the neural
network, we introduce input images as latent variables:
p(fi|tj) = p(fi|x, tj) ∗ p(x|tj)
=
∑
k
p(fi|xk, tj) ∗ p(xk|tj) (2)
p(fi|xk, tj) measures the likelihood of the image xk and the
attribute tj is the reason for filter fi’s activation. We assume
fi is conditionally independent to tj given xk:
p(fi|xk, tj) ≈ p(fi|xk)
= σ(φ(fi(xk)))
(3)
where σ is the normalization function and φ(fk(xi)) is the
global pooling layer output. The strength of the feature map
measures how likely an image can activate a filter. This ap-
proximation neglects the fact that when an image activates
a filter, the feature map favors certain attributes than oth-
ers. For example, if the fi(xk) highlights the head area of
a bird, attributes related to ”head”, ”beak” or ”eyes” should
be assigned with higher probabilities than attributes related
to ”wings” and ”feet”. This naive approximation though as-
signs equal probability to every visual attribute. This approx-
imation actually works decently, as the joint consensus of
all input images highlights the true attributes and suppresses
false ones. One way to associate the spatial distribution of
the feature map with corresponding visual attribute is to ex-
ploit other forms of annotations like keypoints or part seg-
mentation. If the feature map overlaps highly with certain
part segmentation, higher probability will assigned to the
corresponding visual attributes. This approach is dependent
on additional forms of human annotations and hinders the
generalization of the proposed algorithm, so it’s not used in
this paper.
p(xk|tj) measures the likelihood that tj is an attribute of
image xk. It takes 1 when tj is in the attribute list of xk and
0 otherwise:
p(xk|tj) =
{
1 tj ∈ xk
0 otherwise.
(4)
Aggregating Filter Attribute p.d.f.s for Holistic Descrip-
tion With the help of filter attribute p.d.f., we can figure
out what features the network has learned for image classi-
fication. This problem can be formulated as the probability
of visual attributes given the fact that the network produces
certain class label for certain input image. We introduce final
convolutional layer filters as hidden variables here:
p(tj |xi, cm) = p(tj |f, xi, cm) ∗ p(f |xi, cm)
=
∑
k
p(tj |fk) ∗ p(fk|xi, cm) (5)
where p(tj |xi, cm) is the probability that tj is the reason that
the network predicts xi as class cm. We assume tj is condi-
tionally independent to xi and cm given f . p(tj |fk) is the
filter attribute p.d.f.. p(fk|xi, cm) measures the importance
of a filter fk in the decision making process:
p(fk|xi, cm) = σ(φ(fk(xi)) ∗ wm,k) (6)
where σ is the normalization function, wm,k is the weight
from the classifier weight matrix connecting filter fk to class
prediction cm, and φ(fi(xk)) is the global pooling layer out-
put. We call p(T |X , C) the image-class attribute p.d.f..
We generate a natural sentence to describe the network
decision-making process using the image-class attribute
p.d.f.. Although it’s popular to employ a recurrent model
for sentence generation, our task is to faithfully reflect the
internal features learned by the network and introducing an-
other network could result in more uncertainty. We instead
propose a simple template-based method, which has the fol-
lowing form:
”This is a {class name} because it has {attribute 1},
{attribute 2}, ..., and {attribute n}.”
We consider only the top 5 attributes to make the sentence
shorter and more precise. Steps are taken to merge adjectives
related to the same nouns.
Another important aspect of model interpretation is to
compare the reasons behind certain choices as opposed to
others, i.e. why the network thinks the input x belongs to
class ci instead of cj . We can easily summarize the relation
and the difference between two predictions by comparing
their image-class attribute p.d.f.. For example, while both
birds have long beaks, the class ci favors a green crown
while the class cj tends to have a blue crown. An example is
shown in Figure. 1.
Explain-Away Mechanism The filter attribute p.d.f.
obeys a multinomial distribution. It does not necessarily ac-
tivate on only one narrow beam of features. Instead it may
behaves like a multi-modal Gaussian distribution that acti-
vates on several totally different features. For example, the
filter fi is likely to detect both ”blue head” and ”black head”
with high probability. The interpretability of the filter could
suffer from this multi-modal characteristic. This is espe-
cially true for the image description task because it becomes
hard to know exactly which feature activates the filter.
this bird has a long, black bill, red cheek patches, grey head and black 
spotted feathers.
this bird has a red cheek patch, brown and grey head, grey neck, black 
throat, and light brown coverts with black specks.
a multicolored bird with black spots, a red malar strip, and a long 
pointed bill.
Figure 4: Example of caption annotations on CUB. The ex-
tracted visual attributes are highlighted.
However, we observe that other filters can act in a com-
plimentary way to help explain away the probability of non-
related patterns. For instance, there could be another filter fk
activates for ”blue head”, but not for ”black head”. If both
filters activate, then the probability of ”blue head” is high. If
only the fi activates, then ”black head” is the more proba-
ble pattern. The joint consensus of all the filters makes the
generated explanation reasonable.
Class Level Description Given the filter attribute p.d.f.s,
we are interested in knowing which features are important
for each class. This task can be formulated as the probability
of visual attributes given the fact the network predicting an
image as class cm:
p(tj |cm) = p(tj |f, cm) ∗ p(f |cm)
=
∑
k
p(tj |fk) ∗ p(fk|cm) (7)
where p(tj |fk) is the filter attribute p.d.f. and we again as-
sume tj is conditionally independent to cm given f . p(fk|ci)
measure the importance of a filter for class ci and is simply:
p(fk|cm) = σ(wm,k) (8)
where σ is the normalization function andwm,k is the weight
from the classifier weight matrix connecting filter fk to class
prediction cm.
Different from the image-class attribute p.d.f., class level
description weights attributes based only on the classifier
weight and the filter attribute p.d.f.. For difficult tasks like
fine grained recognition, deep models often perform better
than non-expert users. The knowledge distilled from class
level description could potentially be used to teach users
how to discriminate in challenging domains.
Applications for Textual Summarization
In order to demonstrate the accuracy of the learned p.d.f.s,
we devise two by-product tasks, namely visual attribute
grounding and attribute-based image retrieval, as sanity
checks. Success in these tasks would serve as a strong in-
dicator of the effectiveness of our method. One direct appli-
cation of the proposed textual summarization algorithm is to
understand the network’s failure patterns and provide sug-
gestions for future improvement. We validate the proposed
tasks with experiments and provide qualitative and quantita-
tive analysis in the experiment section. Other potential ap-
plications are left to future work.
0 200 400 600
long orange billlong white necklong neckblack crownwhite necklarge orange beaklong billlong orange beakwhite throatlong yellow bill
0 500 1000 1500
red breastred chestbright red breastblack headred throatblack crownred crownblack beakwhite beakwhite bill
Figure 5: Unnormalized filter attribute p.d.f.s along with the
top activation images.
Visual Attribute Grounding Given a query visual at-
tribute, we would like to know which image region it refers
to. We show how the filter attribute p.d.f. can help with this
task. Suppose ti is a visual attribute associated with image
xj , we formulate the image region of interests (ROI) y as a
linear combination of final convolutional layer feature maps:
y = σ(
n∑
k=1
αk ∗ fk(xj)) (9)
where σ is the normalization function and αk = p(ti|fk). In-
tuitively, we re-weight the filter responses according to filter
attribute p.d.f.. This task is weakly supervised by image la-
bels with no ground truth ROI | phrase pairs to learn from.
If the algorithm fails to learn accurate filter attribute p.d.f.,
we would expect the grounded region to be less accurate.
Attribute Based Image Retrieval We would like to be
able to search a database of images using textual attribute
queries, and return images that match. For example we
would like to find all images of birds with ”white head” and
”black throat”. The image-class attribute p.d.f. provides a
simple method to rank images based on the probability of
containing the desired attributes. Given a query visual at-
tribute, we simply return all the images that contains the
query in the generated textual explanation sentence.
Network Debugging When the network produces a
wrong prediction, we would like to understand the reason.
For the fine-grained dataset CUB-200-2001, we generate
textural summarization for all failure cases to explain why
the network favors the wrong prediction instead of ground
truth prediction. We unveil common failure patterns of the
network that are helpful for network improvement.
Experiments
We demonstrate the effectiveness of our algorithm on the
fine grained dataset CUB-200-2011 (Wah et al. 2011) with
5997 training images and 5797 testing images. Image-level
visual attributes can be obtained directly from binary at-
tribute annotation or by image caption (Reed et al. 2016)
decomposition. We choose the second route because the im-
age captions contain rich and diverse visual attributes better
suited for our purpose. One example is shown in Figure 4.
We use as our convolutional model a ResNet-50 which is
trained on ImageNet (Deng et al. 2009) and fine-tuned on
CUB. We use bounding-box cropped images to reduce back-
ground noise.
White 
Eyebrow
White Head
Black Breast
Yellow Head
Yellow Breast
Figure 6: Attribute Based Image Retrieval. Each row
shows an attribute query on the left, followed by the top-
ranked results, in terms of probability that the image con-
tains the query attributes.
Visual Attribute Extraction We first extract visual at-
tributes from the image captions. We follow the pipeline of
word tokenization, part-of-speech tagging and noun-phrase
chunking. For simplicity, we only consider adjective-noun
type attributes with no recursion. We end up with 9649 in-
dependent attributes. The Term Frequency (TF) of phrase t
is computed as the number of occurrences of t in the same
captioning file. For CUB, each image has a caption file with
5 different captions. The Inverse Document Frequency (IDF)
is log(N/D) where N is the the total number of files and D
in the number of files containing phrase t .
Filter Attribute P.D.F. and Textual Summarization We
show examples of filter attribute p.d.f.s in Figure 5. We see
a clear connection between the top activated images an the
top ranked attributes. This validates our idea of using tex-
tual visual attributes to represent the filter pattern. We show
examples of generated textual explanations for image clas-
sification in Figure 3. We can see that the generated expla-
nations capture the class discriminative information present
in the images.
Visual Attribute Grounding In Figure 7, we show ex-
amples of query attributes and the generated raw heatmaps
indicating what part of the image the visual attribute refers
to. Each column denotes a different visual attribute and the
heatmap (shown as a transparency map) indicates the region
of highest activation within the image. We can see qualita-
tively that the proposed approach is reasonably good at high-
lighting region of interests.
As the visual attributes are highly correlated with key-
points, to quantitatively measure the performance of the pro-
posed visual attribute grounding algorithm, we compare the
generated heatmap max-value location with ground truth
keypoint locations. We present the PCK (percentage of cor-
rect keypoints) score for the top 50 most frequent visual
attributes with corresponding keypoint annotations. α in
PCK@α means the predicted location is within the distance
of α×object size from the ground-truth keypoint. Note that
visual attribute grounding is neither supervised by keypoints
nor optimized for keypoint detection. We compare with two
baseline methods. One is to randomly assign a location for
the attribute. The other baseline is similar to the proposed
method except that the filter attribute p.d.f. is constant for
all attributes. We show in Table 1 that our learned p.d.f. per-
forms better than both baseline methods, demonstrating the
accuracy of the proposed algorithm.
Table 1: PCK@α for attribute grounding
PCK@0.1 PCK@0.2 PCK@0.3
Random 3.1% 12.6% 28.3%
Constant p.d.f. 8.5% 28.1% 47.5%
Proposed 12.2% 38.7% 60.9%
Attribute-based Image Retrieval In Figure 6, three ex-
amples of attribute-based image search using text-based at-
tributes are shown. Images are ranked from high to low using
the probability that the image contains the query attributes.
The results are very encouraging – each image clearly con-
tains the query attributes.
We measure the performance of attribute-based image re-
trieval by comparing it with the ground-truth caption based
retrieval for the top 50 attributes as seen in Table 2. Note
these numbers are only approximations as the ground-truth
caption doesn’t necessarily contain every true attribute in the
image. The fact our method performs better than random re-
trieval demonstrates the accuracy of the underlying image-
class attribute p.d.f..
Figure 7: Examples of text grounding. Each column rep-
resents a different attribute and examples are shown as
heatmaps indicating the region where the attribute is most
present.
Table 2: Image retrieval measurements
Recall True Negative Accuracy
30.9% 92.9% 27.9%
Network Debugging In figure 8, we show three major
patterns of network failure through textual summarization.
In the first example, a Tree Sparrow is incorrectly recog-
nized as a Chipping Sparrow because the network mistak-
enly thinks ”long tail” is a discriminative feature. Failing
to identify effective features for discrimination is the most
common source of errors across the dataset. In fine-grained
classification, the main challenge is to identify discrimina-
American Tree Sparrows (Left) have a rufous stripe through the eye; on Chipping Sparrows (Right) it's black. Tree 
sparrows also have a spot in the middle of the breast and a bicolored bill that Chipping Sparrows don't have.
This is a Chipping Sparrow 
because it has long tail, 
white breast, short beak, 
and brown and red crown.
This is a Tree Sparrow 
because it has black throat, 
white breast, short beak, 
and brown and red crown.
This is a Seaside Sparrow 
because it has brown and 
yellow crown, black throat, 
yellow eyebrow, and short 
beak
This is a Blue Grosbeak 
because it has brown and 
blue crown, black throat, 
short beak, and blue head
This is a Yellow bellied 
Flycatcher because it has 
bright yellow breast, red 
crown, and gray head
This is a Yellow Warbler 
because it has red and 
yellow body, yellow crown, 
yellow head, and yellow 
breast
   Query         Ground-truth Class   Predicted Class          Rationale for Ground-truth            Rationale for Predicted
Figure 8: Analysis of Network Failures (for Network Debugging). Each row represents a network failure – an incorrectly
predicted class label. From left to right, each row shows the query image, canonical images for the ground-truth and incorrectly
predicted classes, and explanations for each of these classes. The box below the first row provides background on differences
between Tree Sparrows and Chipping Sparrows.
tive features for visually similar classes, differences which
are often subtle and localized to small parts.
The second example shows a Seaside Sparrow that has
mistakenly been recognized as a Blue Grosbeak. From the
textual explanations we ascertain that the low image quality
mistakenly activates filters that correspond to blue head and
blue crown. The underlying source of this error is complex
– the generalization ability of the network is limited such
that small perturbations in the image can result in unwanted
filter responses. Such failures imply the critical importance
of improving network robustness.
In the third case, the network predicts the image as a
Yellow Warbler, however the ground-truth label is Yellow-
bellied Flycatcher. According to a bird expert, the network
got this correct – the ground-truth label is an error. The net-
work correctly identifies the yellow crown and yellow head,
both obvious features of the Yellow Warbler. Errors like this
are not surprising because, according to (Van Horn et al.
2015), roughly 4% of the class labels in the CUB dataset
are incorrect. The mistake shown in Figure 1 could also be a
false negative and it indicates the classifier may not learn to
assign correct weights to discriminative features.
To quantitatively measure the accuracy of generated ex-
planations, we compute their sentence BLEU scores, which
measure the similarity of the generated sentence with ground
truth caption annotations. We show in Table 3 that, gen-
erally, explanations are more accurate for correctly classi-
fied images. Our textual explanation isn’t directly optimized
to mimic the image caption annotations, but we would ex-
pect the explanations for incorrectly classified images con-
tain noisy features and thus less accurate.
Table 3: BLUE score
Correct Wrong Overall
0.415 0.381 0.409
Conclusion
In this paper, we propose a novel task for network interpreta-
tion that generates textual summarization justifying the net-
work decision. We use publicly available captioning annota-
tions to learn the filter | attribute relationships in an
unsupervised manner. The approach builds on the intuition
that filter responses are strongly correlated with specific se-
mantic patterns. Leveraging a joint consensus of attributes
across the top-activated images, we can generate the filter-
level attribute p.d.f.. This further enables holistic-level ex-
planations by combining visual attributes into a natural sen-
tence. We demonstrate the accuracy of the proposed algo-
rithm by visual attribute grounding and attribute-based im-
age retrieval. We employ the textual explanation as network
debugging tool and summarize common failure patterns for
fine-grained recognition.
Future work includes experiments on additional models
and datasets. The algorithm can also be generalized to learn-
ing from weaker class-level caption annotations. Word em-
bedding methods such as word2vec (Mikolov et al. 2013)
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Figure 9: Top 100 most frequent noun phrases.
can be utilized for learning to embed and group semantically
similar words together. Keypoint-based annotations can be
used to assign different weights for attributes according to
the spatial distribution of the feature map. Potential applica-
tions include explaining adversarial examples and attribute-
based zero-shot learning.
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