Abstract. This paper is concerned with asymptotical stability of traveling curved fronts to a mean curvature flow with a constant driving force term in the two-dimensional Euclidean space. Our first result shows that, if a suitable bounded perturbation is added to a traveling curved front, it does not recover its shape at any positive time. This fact implies that boundedness of given perturbations is not enough for asymptotical stability. Then we prove that, if a given bounded perturbation decays at infinity, the perturbed traveling curved fronts always recover their shapes as time goes on. This fact holds true for any large perturbation if it decays at infinity.
Introduction.
Pattern formation is one of the most attractive fields in applied mathematics. Since traveling waves play important roles on the pattern formation, many researchers have studied them. Traveling waves in an one-dimensional media or planar traveling fronts in the plane seem to be mainly investigated so far. Fife [6] studied corner layers in the Allen-Cahn dynamics, which gives a first step to study traveling waves with more complicated shapes.
This paper is concerned with the asymptotical stability of traveling curved fronts for a curvature flow with a constant driving force term in R 2 .
Let D(t) be a domain (connected open set) in R 2 . Define r(t) = dD(i). Let 1/ be the normal vector on r(t) pointing from D(t) to D(t)
c . The curvature H is given by H = -divi*. A pair of (JT, 1/) is often called an interface or a phase boundary. We study the traveling curved fronts of the following equation This equation appears in the several fields. For example, this equation describes the phase boundary in in the Belousov-Zhabotinsky reaction ( [1] , [2] , [5] [8]), and also in the Allen-Cahn model in Chemistry ( [6] , [3] , [11] ). It also describes the motion of filamentary vortex of the Ginzburg-Landau model if it is confined in a plane ( [5] ). In this paper we are interested in traveling waves with non-simple shapes, and we study the stability for the simplest one as a first step to study that of more complicated ones.
If r(t) is represented by the graph y = u(x,t) with D(t) = {(x,y) | y < u(x,t)}, (1.1) is rewritten as (1.2) u t = -^+kVlT^x . [2] , [8] , [9] ). We denote the interface defined by <p by TF ± (*;c,aro,ffo):={(a?(«;|c|)+aro,±y(«;|c|)±|c|* + »b) I -0o<0<0o}.
If the traveling front is represented by 'ix(x, t) = (p(x)
In [9, Theorem 1.2], all the traveling waves are classified into the following three types: lines, stationary circles and traveling curved fronts TF ± (£; c,Xo,yo)' This fact suggest that traveling curved fronts play an important role for (1.2).
Hereafter we assume 0 < k < c.
We consider the stability of traveling curved fronts. We study (1.2) with an initial condition
Here ip(x) is a given perturbation. We introduce
If the given perturbation is unbounded at infinity and change the asymptotic lines of y -(p(x)c), then the solution may converges to another traveling curved front y -(p(x; d) with a different speed. For bounded perturbations, it is easily seen that the traveling curved front y = ip{x)-\-cb is stable in L 00 (R). So, we concentrate on the asymptotical stability for bounded perturbations. If ^{x) G BC 1 , then the Cauchy problem (1.2)-(1.6) is well defined and has a unique classical solution up to t = +oo. For the proof see [9] . See also [7] and [4] . Deckelnick, Elliott and Richardson [5] studied the stability problem in the half plane equipped with a boundary condition on the y-axis. Unfortunately only restricted perturbations are studied.
We should study more general perturbations including the ones with non-compact supports, which gives us a difficult problem, that is, what perturbations are admissible for asymptotical stability. This stability problem is not simple. In §4 we present an example where the given perturbation is bounded in BC 1 and the solution u(x,t) does not converges to ip(x] c) + a + ct for any a. So we have to add another condition for ip(x). The following is the main assertion in this paper. That is, the traveling curved front y = ip(x] c) + ct is asymptotically stable for all ^(x) G BC 1 which decay at infinity. This implies the asymptotical stability of y = (p(x] c) + ct globally in space.
We also remark that if
This paper is organized as follows. In §2 we study the asymptotical stability for traveling curved fronts locally in space. In §3 we prove the main theorem. In §4 we present an example where the given perturbation is bounded in L 00 (R), and the solution u(x,t) does not converges to <p(#; c) + a + ct for any a.
2. Asymptotical stability locally in space. Let y = ip(x;c) be the traveling curved front as in Proposition 1.1. Hereafter we denote it simply by y -(p (x) . In this section we study the asymptotical stability of y = ip(x) locally in space.
Define
We search for a supersolution and a subsolution of the following form
with suitable a ± (t) and P±(t).
We begin with several lemmas. LEMMA 
The following properties hold true for <p(x). (i)
The following asymptotic estimates Fig. 1.1 ), where
is strictly monotone increasing in \x\ with 
For a > 1, a~1(p(ax) -ip(x) is strictly monotone increasing in \x\ with
Proof. The first statement (i) is a direct consequence from [9, Proposition 2.5]. For the second statement (ii) we use
and Vxxix) > 0 for a: E M.
See [9] for this proof. Then we have
Using (i) we obtain (ii). Since 1^(^)1 is strictly monotone increasing in |x|, the statement (iii) follows. For a > 0, we have
Then using (ii) we obtain (iv). □ We search for a supersolution and a subsolution of the following type:
1
We set
Then we have
+ wl = ^(zMz) -<p(z)) +c + P t -^z z % -kj\ + ip x {zy
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We define it> ± (:r,i) as follows.
where
¥»(a_(t)a;)+/9_(*) + ct,
We also define
By Lemma 2.1 (ii) and (iii), we have 0<S(7,«)<|6|, lim 2(7,5) = |6|.
7-»-f-0
Then we have the following assertion. 
and
Proof. Substituting a ± (t) and ^±(t) into (2.1) yields
Thus Wj. is a supersolution and a subsolution, respectively. Next we study for
follows. Similarly, we have 3. Asymptotical stability globally in space. In this section, we study the stability of traveling curved fronts for more general initial condition, and prove Theorem 1.1. Define BC^ := \IJJ(X) eC^R)! sup|^(a;)| < 00, sup\ip x (x)\ < 00, lim ^(x) = ol. LEMMA 
For any e > 0 and any ip(x) G BCQ, there exists a constant Si
by Lemma 2.1 (iv). The right-hand side goes to +oo as 6 -> 1 -0 by virtue of
Thus we can choose <Si E (0,1) sufficiently close to 1 such that where it(a;, t) is the solution of (1.2) with n(x, 0) = w{x) + ^(x). By (2.6), we see that there exists T > 0 satisfying (3.2) tz(a:, *) < (p(x) + ct + 2e for x G R, t > T.
This gives an upper estimate for u(x,t).
Next we consider a subsolution, and search for a lower estimate to prove the global attractivity of the traveling curved front. We cannot obtain a lower estimate by a parallel way to get (3.2) unfortunately. We need the help of another subsolution, which contacts the y-axis tangentially. For this purpose, we use the following another traveling curved front. Here 6o is as in Proposition 1.1.
We denote ^*(|aj|;c) simply by <p*(x). Then it is an even function defined for x £ R. The function (p*(x) possesses the following properties (see Fig. 3.1) . 
8->l-0\x\<R2
(i) For x e R, a G (0,1] and a G (0,6*), let G(x, a) be defined by
Glx.a) = -(p* (ax)
. a a
Then it satisfies -lb* -a) (---) < G(x, a 2 ) -G(x y ai) < a (---
for 0 < OL\ < a2 < 1.
Proof. We can easily show (i), (ii), (iii) by Proposition 2.5 in [9] and the argument similar to the proof of Lemma 2.1. For (iv), it suffices to show it for x > 0, because F(x,6) is an even function in x. We have
^F(x,6) = ^-L)2 {(1 -*)*¥£((! -S)x) -^((1 -S)x) + b*}>0
for all x > 0 and 0 < 6 < 1. By (ii), F(x, 6) is strictly increasing in 6. Using This yields (3.5), which completes the proof of (iv).
For (v), we have -G(x,a) = ; oa a -G{x,a) = -^ (<p*(ax) -axip* x (ax) -a).
Integrating over (^1,0^2), we get
G(x,a2) -G(x,ai) = -I -{<P*(OLX) -ax(pl(ax) -a) da.
J a>i ®
Combining this equality and (ii), we obtain (v). □ Since ^*(x) has a singularity in x = 0, the following maximum principle needs a proof. PROPOSITION Then we obtain (3.9) v{x, t) < u{x, t) for |x| > Co, r < t < r'.
Let u be continuously differentiable int>0 and twice contin-
Combining (3.8) and (3.9), we have
v{x, t) < u(x, t) for x G M, r < t < T'.
This contradict the definition of r. This completes the proof. □ Note that u(x,t) given by (1.2)-(1.6) satisfies the assumption in Proposition 3.4 by Theorem 1.4 in [9] . Now we will construct another subsolution as Thus (3.12) follows from Lemma 3.3 (iv) for |x| > ^3. For \x\ < JRS, we have
is as in Lemma 3.3. By (3.5), we have (3.12) for \x\ < R 3 if 6* > 0 is close to 1. Then we choose cr* G (0,6*) so close to 6* that (3.13) is valid. Finally we choose 7* > 0 so small that it satisfies E*(7*, 6*) > a*. We complete the proof. D We fix a subsolution w*(x, t) as in (3.10) associated with a trio (<S*, cr*, 7*) which satisfies (3.11), (3.12) and (3.13) in Lemma 3.5. 
< x^
From this inequality and Lemma 3.3 (i) and the fact b < 0, there exists i^* > 0 that is large enough and independent of t with
for |a;| > R*, t > 0. Taking R4 > R* that is independent of t > 0 and is large enough, we have (3.14)
ip(x) + ct-2e< u(x, t) for all |x| > #4, t > 0.
Taking R4 > 0 larger if necessary we can assume,
Our aim is to show that there exists T > 0 satisfying
and also
which together with (3.2) gives the proof. From now on we assume M > 2e. Choose 7 = 7_ with
E (-'-i)>l«-5-
Set
We fix (cr,7,5) = (<7_,7_,<5_), which enjoys (2.8). We also define w_(x,t) by (2.3) with (cr,7,5) = (cr_,7_,5_). Define w_(x,0) ). We start with
-M < (u(x,t) -(p(x) -ct)\ t= Q for |a;| < R^
which combined with -2e < -M and (3.14) gives
Because w_(x, t) -M is a subsolution with
we obtain
Thus at time t = TQ we start again with a better estimate
If -2e < -M + (m -£), then we use (3.14) and this estimate and obtain a further estimate.
-M + 2(m -e)< {u{x, t) -(p{x) -ct)\ t=2TQ
for x G R, t > 2To.
We can repeat this argument until inf| x |< jR ('u(x, t) -^(x) -ct) becomes larger than -2e. Namely, we have Let £1 > 0 be any given small number. Take R5 > 0 so large that
GG ("o^min^o,!-^} Let Dj(t) be the solution of (1.1) with an initial state £^(0). To prove Theorem 4.1, the following comparison principle is useful. LEMMA 
For allt>0 and all j E N, the following inclusion
We will present the proof of this lemma later. First we prove Theorem 4.1 using this lemma.
Proof of Theorem 4.1. Let rj{t) be the radius of dDj(t). Then it satisfies
We compare r2j-i(t) with S2j-i(t) defined by
Then the distance between dD2j-i(t) and y -k For 0 < t < T2J, we have S2j (t) < r2j (t). Using this inequality, we obtain Thus r(t)n{y < (p(x)-£i+ct} ^ 0 requires at least t > Ar 1 (n(2j) -Sex (l -e -^1 )) for some j £ N.
Combining the arguments stated above, we obtain Theorem 4.1. □ Now we state the proof of Lemma 4.1.
Proof of Lemma 4.1. We only show D2j-i(t) C D(t).
The other inequality can be proved similarly.
Assume the contrary. Then there exists T > 0 such that D2j-x(T) <£ D(T). Let (xo(T),yo{T)) be any one with (xo(T),yo(T)) £ dD 2j -. 1 
(T) and (xo(T),yo(T)) £ D(T).
Define r = inf{T > 0 | there exists (xo(T), 2/0CO)} Taking a subsequence, (xo(T),yo(T)) converges to (xoo.yoo) as T -> r + 0. This is because {9-D2i-i(r)} T <T<r+i is compact. We have (£00,2/00) € dD2j-x(r) n9Z?(r).
Recall that r(^) = 9Z?(t) and D(t) = {y < u(a;,£)}. In some neighborhood of (^00,2/00), D2j-i(t) = {y < ^(^)*)}J where w(x,t) is a solution of (1.2). Then there exist xi and £2 (xi < #00 < #2) with W(XJ 1 T) < U(XJ,T) for j = 1,2. This is because dD2j-i{T) is a circle, while u x (x,t) satisfies sup IwrcO^r)! < +00
x€( -00,00)
from Theorem 1.4 of [9] . There exists r' > r with w(xj,t) < u(xj,t) for t E [r, r'), j = 1, 2
From the definition of r, we have This contradicts the definition of r. We complete the proof of Lemma 4.1. D
