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( 
Inventories in general are subject to budget restrictions by top 
management.   In the wholesale system,  where items are manufactured 
in lots to be sold to wholesalers,   significant dollar savings could be 
achieved by efficient inventory policy determination of each individual 
item.    This is especially true in a wholesale system which deals with 
large volumes of inventory. 
The two fundamental cost factors in a standard inventory system 
is the ordering cost and carrying cost.    In this paper,  an additional 
cost factor is introduced which is the shortage cost.    Shortage will 
occur during the lead time period when the stock is waiting to be re- 
plenished.   In this paper,  different methods are discussed to estab- 
lish the inventory policy for 'n' items under a budget constraint. 
Two different solution procedures are discussed. 
(a) Solution procedures for a set of non-linear equations, 
and 
(b) Search techniques for solving convex programming 
problems. 
A typical problem is solved by the application of lagrange multiplier 
technique.    The objective function under the budget constraint with 
the application of lagrange multiplier is transformed into sets of 
equations by differentiating with respect to the decision variables. 
For minimizing the total variable cost, the equations are 
iv 
equated to zero and solution found by solving the equations simultan- 
eously.    The equations being non-linear,  solution is found by Brown's 
method for three,   six, twelve and twenty-four variables, thus es- 
tablishing a process for 'n' variables.    Two other methods are dis- 
cussed, namely Newton's method and variable metric method. 
Further, two convex programming methods are discussed to solve 
the mathematical programming problem under the budget constraint. 
They are Rosen's gradient projection method and Zoutendijk's 
method.    These two methods are search techniques as opposed to 
the other methods. 
The inventory problem studied was analyzed for its nature 
and convexity established.    It was found that the objective cost func- 
tion has unique solution and is insensitive to the stopping criteria, 
thus establishing a flat bottom. 
v 
INTRODUCTION 
The importance of scientific inventory control has come to be 
increasingly recognized over the past three decades.    Briefly,  the ob- 
jective of inventory control is to have the correct amount,and quality 
of material on hand at the precise time.    It is required with a mini- 
mum expenditure of investment consistent with business expediency. 
For many firms the cost of physically maintaining the inventory re- 
presents a relatively large expenditure much of which may turn out 
to be profitless if inventories are maintained at a level higher than 
is warranted by the business.    Inventory control thus offers a field in 
which unusually large returns can be obtained from a cost reduction 
point of view. 
Several systems of inventory control are in operation depend- 
ing on the management's choice of the operating doctrine.    Many 
companies like the one under study establish an overall service level 
for all items and establish inventory policy for each item based on 
that level.    By so doing they loose the savings that could otherwise 
be achieved by establishing optimum service level of individual items. 
The problem becomes more critical if inventory investment is to be 
maintained under a tight budget constraint. 
Inventories are planned so that good customer service is 
achieved, inventory investment is kept at a minimum and the most 
efficient plant operation results. 
As resources for control are usually limited, whether the sys- 
tem is based on manual computation or is controlled by a computer, 
it is important to determine what part of total inventory should be 
brought within the scope of control.   In other words, we have to find 
a technique for focusing attention on that part of the inventory which 
will lead to the greatest results by being brought within the ambit of 
control.   A useful tool for this purpose is what is generally known 
as the ABC    technique.    In essence this technique helps us to 
separate the most essential item from the less essential item, 
e.g.  75% of dollar investment could be due to 10% of the items,  20% 
of dollar investment could be due to 40% of this item and 5% of 
dollar investment could be due to 50% of the items.   So it is wise 
to focus our attention at the 10% of the item that contribute 75% of 
dollar investment.   It may not be cost effective to control the 
second and third, namely B or C class of items. 
Detailed discussion of this analysis can be found in 
Bibliography #4 or any Standard Production Management Text. 
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In any manufacturing organization where items are produced 
in/ots (like the company studied) the most general form of control is 
called the economic order quantity formula or the Wilson'^ formula 
Q*   =QW  =   f2C°S 
where S is the average demand,  Co the ordering cost,  i the inventory 
carrying charge rate and Cu the unit cost.    Detailed analysis can be 
found in almost every,production management text. 
2 Page 33.  eqn 2-8 from    Analysis of Inventory Systems by G. Hadley & 
T. M. Whitin. 
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The two cost factors associated with the calculation of eco- 
nomic order quantity formula are: 
(i) Ordering Cost 
(ii) Carrying Cost 
Ordering Cost:   If Q is the inventory quantity and S the annual demand, 
S 
number of times ordered is Q .   If the cost of ordering is C0, then the 
Ordering Cost per demand period is CGS 
Q 
Carrying Cost:   The average quantity held at inventory per year is Q/2 
if the order quantity is Q.    The inventory carrying charge rate being 
i and the cost per unit being Cu, the total inventory carrying charge 
rate would be  —  o C    i   . 2 u 
Reserve stock or buffer stock is essential to accommodate 
unexpected delay in receiving shipments or relatively large demand 
during the lead time.    Let us call this stock as B.    Then the buffer 
carrying cost would be B Cu i.   A standard re-order point system 
is as shown in Figure I..    Generally the lead time demand if not 
linear, could be approximated to some standard statistical distri- 
bution function. 
The company under study has a severe problem of inventory 
investment and the need for shipments to be made without delay 
exists heavily.   In this context, we would define the service level 
as follows. 
0£E»£K  ftoitJT 
3       B«»fffc* SiTOck. 
■B^M""*"""^^ 
f/MB 
ft   =    Ruffe*  SnacJC 
Figure 1 
Inventory System with re-order point and buffer stock 
Number of units shipped (without delay) 
Service level   Z   =     Number of units demanded 
The quantity can be measured over a period which may be a month,  a 
year,  or the duration of lead time.    The lead time demand distribution 
is assumed normal given the mean and standard deviation. 
Let us assume that the demand for an item in a period   L_    has 
a distribution P(SL )i "For a given distribution P(SL>,  the mean value 
S T    is given by 
SL   "  J SL • P(SL) . asL 
0 
and the standard deviation is given by: 
^ 
=
       J   <SL-SL>2   P<ST>.   dS '      iWL' *   aDL 0 
Let us introduce a term   M , the co-efficient of variation, given by 
where 0^"   = Standard deviation 
SL   = Average demand during lead time. 
Using the above definition of service level we shall determine the pro- 
bability of shortage and the mean number of shortages and thus derive 
the service level. 
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We consider that,  at the beginning of period L, we. have I units in in- 
ventory, 
I = SL + B where      S,   = Lead time demand 
B =    Buffer stock 
Sj^ = Mean lead time demand 
^1 = Standard deviation 
tj is that value of CTj used for 
buffer   Stock 
If our re-order point is P     then  I = P     at the beginning of the period. 
Thus,    tj   =    p   -SL 
The probability of a shortage in the period is then the probability that 
demands during the period will exceed I. If P (>I) is the probability 
of a shortage occurring, we have: 
CO 
I) =   J F p on  \ p(sL). dsL 
The mean number of units short when I is the inventory at the be- 
ginning of the period is given by: 
CO 
NI   =   ,(<SL-I>.   P<SL)- dSL 
As per our definition of service level above 
, '     S.-W* ... £- 
and the probability of shortage occurring 
POD =   Jz P(SL)   dSL 
The mean number of units short when I is the inventory at the be- 
ginning of the period is given by: 
NI   -      (SL""-   P(SL>   dSL 
So, for any probability distribution. poo 
Service level,    Zi   =   1 -      I      <SL_I)-  p(sL> '  dSL 
The company under study is using normal distribution as the form of 
distribution.    Consequently, 
P<SL> <*L -   ^- ■ e*P ( - -L-2). (SL - SL). 2 dsL 
substituting t = ■—""      ^       'nH^'"J   "y parts yields 
77tcn,       A/z   -    ^T    fr 
where f ^ Cr >    ~   J^L L ^ 
<KU   r      '       ]°l»(-fy)dt 
Jzir % 
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Let us define a term Fj the shortage factor as the number of shortages 
per standard deviation, 
from our definition of service level 
NI 
ZI    = 1 ~ ~= 
SL 
= 1 -^L   Fi 
SL 
-i- f1: i. 
The value of F_ calculated above is for normal distribution of demand. 
Hence /"F   is the fraction of shortages in a lead time if we have an 
inventory I at the beginning of the lead time period.    If our re-order 
point is P = S L + B, then we can evaluate the fraction of shortages during 
a lead time as/Fp.    In a year there are S    lead times and we will be 
Q 
short in each one by an average amount of ft Fp S^   units at a cost of 
C~ per unit short.    Then the total shortage cost 
E      =   MF      S   -    ^ 
Z       r    P   Q   SL CZ 
The total variable cost 
'=-   -T~     +    |QCut   +BCul+/*Fp|sLCz 
3 
The derivation of this equation has been extracted from Bibliography 
#8, page 349, chapter 19. 
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CASE OF LIMITATION SET BY CAPITAL RESTRICTION 
Most inventory systems have to deal with a large number of 
items and there can be many sorts of interaction among them.   An 
upper limit on investment in inventory is one such interaction which im- 
poses a limitation. 
The company under study had serious profit loss problems and 
the middle management was under heavy pressure to reduce inventory 
investment.   As mentioned earlier in my introduction, the company 
presently has a policy of setting service level equally among all items 
and establishing inventory policy of each item from the fixed overall 
service level. 
This lends us to discuss further regarding this case and the 
establishment of the problem. 
Case Study: 
A case study of the inventory management system in a local 
manufacturing company was made to evaluate the problem involved. 
The company is in the top 10% in terms of net worth.    The company1 s 
*>• production of bolts, nuts and fasteners alone account for approxi- 
mately $1. 6 billion.   As per United States Department of Commerce 
Publication, annual survey of manufacturers 1971 the end of the year 
inventory for the industry dealing with bolts, nuts and fasteners, 
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amount of #383. 8 million, and the total production in 1971 was 
$1,656,600,000. 
The manufacture of nuts, bolts and fasteners in this company 
is based on orders received and sales forecast.   About 60 to 70% of 
the production is based on forecasted sales.    The main customers are 
the distributors.   As the market is highly competitive, the main con- 
cern of the company is to ensure a high level of customer service and 
reduce the lead time for supply.    The cost of the inventory of nuts, 
bolts and fasteners is high as compared to other items in the inven- 
tory.    Management's objective is to maximize the fraction of the de- 
mand filled from stock every time an order is received, and reduce 
short falls and backorders.    The company's annual sales of nuts, 
bolts and fasteners was about $70 million and the end-of-the-year 
inventory as for the year 1971 amounted to $19 million.    The inven- 
tory turnover ratio was understood to be generally in the neighbor- 
hood of 3. 6 to 3. 8.    The company's sales of these items to their dis- 
tributors, who are their main customers, amounted to 90% of the 
total sales.   As the company is operating in a very competitive 
market and the loss of customer goodwill is a very real danger, 
the service level as the fraction of demand filled from stock was 
12 
93% in the previous year and the objective was to raise it to 95% in 
the year under consideration. 
The items of inventory mentioned above fulfill the conditions 
for being classified as 'A' items in the ABC classification discussed 
in the earlier chapter.    The demands for the items are independent of 
one another.   As the production of these items is based on future fore- 
cast and they are high valve items, it is required to be brought under 
strict inventory control by the techniques earlier discussed as other- 
wise it may lead to unnecessary tying up of capital in stocking and 
carrying the inventory. 
The company was understood to be basically following a sys- 
tem of inventory control using economic order quantities triggered 
through re-order points.    The present environment under which the 
system is operated is briefly as follows. 
1. The items had demands independent of each other. 
2. The demand distribution is assumed as normal. 
3. Lead time demand was considered independent of 
each other. 
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4. As the plant had enough capacity* scheduling was not 
considered a major problem. 
5. Final decisions as regards the service level to be 
maintained was determined by the constraints imposed 
by the budget available for investment in inventory. 
Management takes a decision in regard to the service level 
desired to be maintained for the year.   The systems department 
simulates the inventory system to be controlled to determine how well 
the proposed measure of service correlates with the present level of 
service. 
The problem can now be formulated together with an analyti- 
cal approach to the solution. 
The Problem 
The main problem is one of evaluating inventory policy of 
each individual item under a budget limitation given the various cost 
parameters. 
Having evaluated the various factors concerned separately, 
we can now use them to define an inventory policy, given the short- 
age costs and the definition of service level.   The environment 
is very similar to Figure 1 with lead time demand conforming 
normal distribution.   Our objective is to evaluate 
14 
the lot size Q and re-order point P which minimize the total variable 
cost under the budget limitation. 
The term for ordering cost remains as before, C0S/Q.   The 
term for holding cost including the buffer stock is * QC  '*•+ BCU$>. 
The shortage cost as evaluated is /( FD   §   3    c        The description /       r   Q     L    Z 
for the terms are as given in the beginning of this discussion. 
The total variable cost now would be 
E
    
=
 '
£W~ +    £  Q °u 1  + BCui + >aFp I ^   CZ- 
If there are n items under a budget limitation D,* then the constraint 
would be 
Analytical Approach to the Solution: 
As we saw above, our objective is to find the value of Q and 
P of every item in the lot quantity under the budget constraint.    The 
variable cost equation amounts to. 
The subscript j is added to each term to denote each individual 
item. 
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The budget constraint being. 
Applying the principle of lagrange multiplier © 4 
f = %^' * i *> % ' + B> ^ < *^ *' jr. Aj' % 
Where 3,  = ? -4, 
All the cost factors being known,    t?he two unknowns of every item 
is the order quantity Qj and re-order point Pj.    The final solution 
should have these two values of each item plus the lagrangian multi- 
plier 0. 
4 An analysis of lagrange multipliers can be found in Bibliography 
#4 Section 2-8. 
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A*v °°    A.' *, 
As calculated earlier, 
where   t -     J __  *~ 
/*% 
-*7k 
Let     Fit')-   fjty*d6 where    ^  = ^ 
2gy   .- 1*^+4 ^-CW- F^flf/:^5-^^ 
~ -txi.' -f- tJL     + FCt) - rc«») 
-   FCt]- FC°°) 
/OO        '2. 
t 
2P 
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where    & "   J    **- 
making partial differentiation with respect to the three 
three unknowns, we have -z~ 
d£ . 0 . -M + JL c,-i■ _ c*^5^6" ^ + 0 cy " f'J 
if 
Let Fj -- % n 
% '- a. 
Subi 3tituting / 
/ [^ f* 6 J -Q 
'il-kl}'"'-^ 
- o 
- c*J 
-° = Qj#4t^2& +CJ1 - c*j 
= ° _c*3 
-f-CJZ ^-o __  £$J 
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So far we have discussed the problem and the solution pro- 
cedure is one of solving simultaneous non-linear equations. 
There are different solution procedures available to solve 
such problem.    Let us investigate some methods.    Before proceed- 
ing with the solution, let us restate our equations. 
E (I) + FP (I)   xF(I)/Q(I)2   - C (I)   *(e*i/2)   =0. 
F (I)/Q (I)   * DFP (I)   + i * C (I)   = 0. 
X C (I)   *Q (I).    - D   = 0. 
As discussed above, the number of equations would be 2 I + 1 for 
I items.   For simplicity, let us state the problem as 
•     •        •        •        •        •      • 
where       *)/-%*! are t*ie unknowns. 
The Problem 
To understand our problem, let us look at the cost curves 
for a single item.    The equation of the function under the budget 
limitation as described earlier is 
The first derivative    ^^ 
-**; 
19 
The second derivative /^      is, 
«/ «/ 
All the variables in any inventory, problem being positive, we can 
safely say that the second derivative is always positive - which re- 
5 
fers to a convex function.      Similarly when we refer it to   n   vari- 
ables, the same definition holds good, i. e. if   Z (Q) is replaced by 
Z (Qj, Qg, Qo • • • Qn )# the definition still applies if Q is replaced 
by (Qp Q2» Q3 .. • Qn)«    Thus, just as a particular value of (x, y) 
is interpreted as point in two-dimensional space,  each possible 
value of ( Q( 9 QLX}" * • ^n   ) may be thought of as a point in n 
dimensional (Euclidean) space. 
To understand it better,  let us draw the cost function for a 
single item. 
I 
1 
^R.t>ERtN6i COST 
For a more complete discussion on convex function refer 
to Appendix 1 & 2, Introduction to Operations Research by F. S. 
Hiller and G. J. Lieberman, pp.  597-608. 
20 
g 
•Definition:   Z (0.,, 0^,' ' * 'QN    ) is a convex function if, for 
each pair of points on the graph of Z(^,,Q.X>- • -&N ), the line seg- 
ment joining these two points lies entirely above or on the graph of 
Z (€^,0^,- • • Q*i  ).   It is a strictly convex function if this line seg- 
ment actually lies entirely above this graph except at the end points 
of the line segment. 
Just as the second derivative can be used to check whether 
a function of a single variable is convex or not, so second partial 
derivatives can be used to check functions of several variables, 
although in a more complicated way.   For example, if there are 
two variables, then Z (   Q-i , Qx   ) is convex if and only if, 
(2)   ^^Al >0 
(3>    a*z<:«..0 ;*D 
for all possible values of (   62,, Q.^ ), assuming that these partial 
derivatives exist everywhere.   Condition (3) is of course a redun- 
dant condition as we might see it is (1) and (2).    The curve is 
strictly convex if   ^   can be replaced by ^  in all three condi- 
tions.   Generalizing Z (3./,Qx** -^M ) is convex if and only if its 
6 Appendix 1, Introduction to Operations Research, p.  599, by 
Hiller & Lieberman. 
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n x n Hessian Matrix is positive for all possible values of 
QfQt — .S.n- 
m 
By our discussion so far, we have seen that the cost curve 
for our problem is one of convex in nature.   So far we have dis- 
cussed some of the properties of convex functions.   It is pertinent 
to mention, however, that some non-convex functions do satisfy 
the conditions for convexity over certain intervals for the respec- 
tive variables.   A function is convex within a neighborhood of a 
specified point if its second derivative (or partial derivatives) 
satisfy the conditions for convexity at that point.   Finally, two 
important properties of convex functions should be mentioned. 
First, if Z (O^G^,* * * ^^ ) is a convex function, then -Z(Ql>Q5L; ^M) 
is a concave function.    Second, the sum of convex functions is a 
convex function. 
The second property is particularly important to our prob- 
lem.    The total cost functions in our problem consists of three 
factors namely, (i) Inventory Carrying Cost, (ii) Inventory Order- 
ing Cost, and (iii) Shortage Cost.   If each individual factors can 
be proved to be convex then the total function is convex.   Our 
problem consists of finding the optimal values of the decision 
variables Q (order quantity) and P (re-order point) minimizing 
the total cost function under the budget constraint. 
22 
If a function has several maxima and minima within the 
function, then the function could be of the form below. 
9/*U M~x 
There will be one global maximum and one global minimum.   In 
a minimization problem, the objective would be to find the global 
minimum.    To find a global minimum [i.e., a solution Q* is to be 
found such that Z (Q*)      Z (Q) for all Q/, it is necessary to com- 
pare the local minima and identify the one which yields the smal- 
lest value of Z (Q).   If this value is less than Z (Q) as 
Q — oo     to+°o   (or at the end points of the function, if it is 
only defined over a finite interval), then this point is a global 
minimum. 
However, if Z (Q) is known to be a convex function, the 
analysis becomes very simple.    Then any solution ^j*, such 
that 
32£&)     = 0 at   Q = Q* is known 
automatically to be a global minimum. 
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The above statement is very important to our problem. 
We have stated above that the second derivative of the function 
with the three cost factors is positive and hence convex.    So,  if 
we can find a method which would find local or global minima for 
'n' variables,  it would be sufficient to solve the problem. 
Let us start looking at from the most classical method - 
the Newtons method to solve our problem.   As stated earlier, our 
problem is to find the solution of 'n' non-linear equations Zi to Z 
simultaneously finding the values of    Q^     Hv*-o     "N 
The concept behind Newtons Method is to expand the 
equations simultaneously through Taylors series and taking the 
second order terms leaving the higher order terms so that we are 
left with linear terms as opposed to non-linear.    Let us start 
with the equations,  Zj through Z  . 
To solve,  a value close to  the expected value is given to all 
unknown values.    Let's call it the initial guesses.    In our prob- 
lem,  the best guess would be the economic order quantity values 
calculated without regard to the demand distribution.   Let us 
call it point 'E*.    Let the next iteration be point /_E + 1/.    The 
values are chosen such that the function at that point is close to 
the final solution which would equate the function to zero. 
24 
1 
I 
I 
I 
I 
H,c«.----*«)' 1 r *z 
^(a,---^* 
1£   i ftl-ftcl 
*2 
«U~ *£ 
where Z  ( Q-)]£+i #   Z„ (SL) E+1   etc. would be the values of the 
function at the (E+l)tn iteration.   The higher order terms refers 
to the second, third and other higher derivatives.    The E.O. Q. 
values if evaluates the functions close to zero, the higher order 
terms in the Taylor series would converge to zero and we can 
equate the right hand side of the above equation to zero.    The only 
unknown is the values of GL, ''  '  '^N , others being linear. 
^ a' Q,   through «n  will be the input to the next iteration.    The 
objective is to make the non-linear function to linear successively 
until the minimum point is evaluated. 
The equation (1) can be re-written in Vector form as 
NE, E, Z (Q) = Z (Q^) + J(Q^ ). (Q -Q^) + H.O.T. 
As per our assumption, we are close enough to the solution so 
that Z (Q)~O , or O — Z (Q n ). (Q - Q n ). The new value 
thus obtained is re-named Z n + * . 
Z   E+1 =   Z =   Z E - J _1 (Q E ).    Z   (Q E) 
25 
Having evaluated the (E+l)™1 iteration, it is expanded similar to 
equation (1) by Taylor series to get the E+2th iteration.    This 
method is nothing more than making the non-linear equation to 
linear through successive iteration until an optimum point is reached 
within specified limit. 
From the assumption in this method, we note that for 
equating the function to zero after the first iteration, the initial 
value should be such that it equates the original function to zero. 
Moreover, for us to inverse the Jacobian J (Z_    ), the matrix 
should be non-singular and well behaved. 
Newton's method in single dimension is nothing more than 
going from point A to   A    through tangent at successive points. 
Most other methods are some form of convergence procedure 
more rapid than this method.   In 'n' dimensional scale this method 
becomes more complicated form of 'n' dimensional space conver- 
gence procedure. 
26 
Davidon-Fletcher-Powell Method/Variable Matrix Method 
We so far discussed the Newtons Method. 
Modified Newtons Methods act upon the inverse Hessian 
(which is needed for the next solution),  or an approximation of it, 
using information gathered as the descent process progresses.    The 
current approximation is then used at each stage to define the next 
descent direction. 
i 
One of the schemes proposed earlier for constructing 
the inverse Hessian (which is needed for the iteration) was pro- 
posed by Davidon and later developed by Fletcher and Powell. 
The most desirable property of this method is that, for a quadratic 
objective,  it simultaneously generates the directions of the conju- 
gate gradient method while constructing the inverse Hessian.    At 
each step the Hessian is updated to find the next iteration. 
For general non-quadratic objective functions the 
7 Davidon-Fletcher-Powell Method seems to offer a combination 
of advantages that make it a very attractive procedure.    First, 
that it requires only that the first order (that is gradient) informa- 
tion be available.   Second,  directions generated are always 
7 
Introduction to Linear and Non-Linear programming by David 
G. Luenberger, pp.  194-200. 
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guaranteed to be directions of descent.   Final solution converge 
to the inverse Hessian.   It has been proven that if the Hessian is 
reset to the original values at n and n +1 steps, global convergence 
could be achieved.   Finally, one important facet of this method 
which is relevant to our example, is the fact that this variable 
metrics method produces rapid convergence whose direction has 
been established to be the best for most problems thus establish- 
ing the optional value in fewer steps. 
In summary, motivation behind quasi-Newton Methods is 
to try to obtain,  at least on the average, the rapid convergence 
associated with Newtons Method without explicitly evaluating the 
inverse Hessian at every step.    This is accomplished by con- 
structing approximations to the inverse Hessian based on infor- 
mation gathered during the descent process. 
Brown's Method 
Newtons Method as described earlier requires expansion 
of all functions through Taylor's series simultaneously after re- 
placing them with initial guesses.    Dr. Brown proposed a local 
method which handles the functions one at a time so that informa- 
tion obtained from working with Z. * can be incorporated when 
working with^     etc.   A. successive substitution scheme is used 
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rather than the simultaneous treatment of the "Z. characteristic 
of Newtons Method.    Brown's Method is derivative free and 
second order convergence has been proven by Brown. 
The method consists of applying the following steps: 
Step 1.    Let Q E denote an approximation to the solution Q* 
of the first equation.    Expand the first function Z(l) in an approxi- 
mate Taylor series expansion about to point Q E .    By approximate, 
we mean an expansion in which the actual (analytic) partial deriva- 
tives are replaced by first difference quotient approximation. 
f-   -55 * p    -L^V 
where ej is the i ^ unit vector and the sealer hE is normally 
chosen such that hE   is of the order of absolute Z (Q    ) 
I 
i. e. we replace the partial derivative with the first difference 
quotient approximation.   As compared to Newton's Method, the 
above equation is equated to zero given the initial value makes 
the function close to zero.   Now the function is a linear one and 
29 
we calculate that value of Q whose approximate partial derivative 
has the largest absolute value.   Having calculated.one value of 
Q, we substitute this value in terms of others and start the itera- 
tion with (n-1) variables. 
As we see, the amount of computation is more in Brown's 
method as opposed to Newton's Method.   However, Dr. Brown 
2 has proved that his method requires only N   /2 + 3N/2 function 
2 
evaluations per interative step as compared with N   + N evalua- 
tions for Newton's Method. 
Computation is stopped under two criteria. 
(i)   A root is accepted if the value of the function at that 
root is within the established limits. 
(ii)   A root is accepted if two successive approximation to 
a given root agree in the established first n significant digits. 
As with Newton's Method, the initial value should be close to the 
actual solution so that the iterated value of the function is close 
to zero which is the assumption.   In geometric explanation. 
Brown's Method approaches the next iterated point through Secant 
5" 
Method as opposed to Newton's tangent at the point in question. 
The inventory problem under study was solved for three, 
six, twelve and twenty-four variables and the results are 
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enumerated below. 
One important aspect to note in the application of Newton's 
Method and Dr. Brown's Method - namely, the problem studied 
being one with a constraint,   the original objective function is com- 
pletely lost by the application of lagrangian multiplier technique. 
If we wish to see the step by step decrease of the function, we will 
not be able to. 
Solutions for the four problems is enumerated below*- B^x*1*1 s 
METHOt> ■ 
Problem 1 
Items 12 3 
Annual Demand    S (I) 1000.0 500.0 2000.0 
Unit Cost      C (I) 20.0 80.0 50.0 
Set-up Cost   Co (I) 50.0 75.0 100.0 
Demand During Lead TimeSL (I) 90. 0 40. 0 160. 0 
The shortage cost CS (I) = C (I). 
Inventory carrying charge = 20% = i. 
As per our discussion above, odd values of I, Q (1), Q (3), 
Q (5) refer to the order quantity.    Even values of I, Q (2),  Q (4), 
Q (6) refer to the re-order point P (1), P (2),  P (3) respectively. 
Q (7) refer to the value of lagrangian multiplier Q.   As mentioned 
earlier, the initial guesses should be as close to the real value 
as possible.    The best way to start will be to calculate the value 
of simple E.O. Q. (Economic Order Quantity) values. 
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In our problem, since we have used the even values of I 
for re-order point and odd values for the order quantity, Q (1) = 160; 
Q (3) = 80; Q (5) = 200 budget limit for the E.O.Q. would be, 
160 x 20 x 80 x 80 + 200 x 50 = $19600 putting the simple E.O.Q. 
values as the starting values under a budgetary constraint of 
$18000, we have the solution as 
Q (1) = 122; Q (2) = 56; Q (3) = 220 
P (1) = 227; P (2) = 102; P (3) = 409 
Average demand during lead time SL (1) = 90; SL (2) = 40; 
SL (3) = 160. 
Buffer stock for item 1,  2 and 3 are 
Bl = Pl ~ SL]l = 227-90 = 137 units. 
B2 = p2 - SL = 102-40 = 62 units. 
B3 = P3 " SL, = 409-160   = 249 units. 
Total system seconds used = 0. 8 
Total CP seconds used = 2.166 sec. 
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Case 2 
For a problem with 6   items 
Annual Demand S (I) 
Unit Cost C (I) 
Set-up Cost Co (I) 
Demand During Lead Time SL(I) 
Shortage Cost CS(I)=C(I) 
1000.00     500.0    2000.0     1500 
20 100 50 75 
50 75 100 60 
90 40 160 100 
20 : 
5 
1800 
40 
40 
115 
40 
LOO 50 
6 
2500 
60 
30 
80 
60 
75 
Carrying charge rate i 
As explained in Case 1,  initial values of order quantity are 
equated to that of simple E.O.Q. values. 
The E.O.Q. for Item 
The E.O.Q. for Item 2 = 
/ 2.1 
1=     J     0. 
J    0 
1000.50       „     160 
2 x 20        ~ 
500.75        ^ 
2 x 100    ~ 
60 
The E.O.Q. for Item 3       ~ 200 
TheE.O. Q. for Item 4 ~        125 
The E.O.Q. for Item 5        ~        125 
The E.O.Q. for Item 6 155. 
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Under a budget constraint of $30, 000 
Final solution Q (1) = 80 Q (4) = 95 
Q(2) = 36 Q(5) = 110 
Q(3) = 144 Q(6) = 100 
Re-order point P (1) = 238 P (4) = 270 
P(2) = 107 P(5) = 324 
P(3) = 427 P(6) = 226 
A fraction of 0. 5 or less is rounded to the lower digit. 
The total system seconds used = 2. 3. 
The CPU seconds used = 6. 342. 
34 
Case 3 
Similar to the other two case problems, simple EOQ values 
are computed and put as the initial values for this 12 variable, 25 
equations 35 unknown problem 
Budget Constraint $72, 000 
Annual Demand S(I) 100 500 750 600 800     1100   1200 
Ordering Cost Co(I) 50    40    30    35    45 25       20 
Average Lead Time Demand 
SL(I) 
Unit Cost C(I) 
Std. Dev. ZL (I) 
90 80 : L25 110 125 100   90 
20 100 75 50 40 60   55 
90 80 : L25 110 125 100   90 
8 9 10 11  12 
1150 1250 1300 1800 2000 
25 20 30 35   40 
95 105 110 90   85 
45 35 70 80   90 
95        105        110 90       85 
Carrying charge rate - 20% 
Final Solution Q (1) = 39 P (1) = 195 
Q(2) = 66 P(2) = 200 
Q(3) = 102 P(3) = 312 
Q(4) = 87 P(4) = 272 
Q(5) = 105 P(5) = 313 
Q(6) = 103 P(6) = 260 
Q(7) = 100 P(7) = 237 
Q(8) = 102 P(8) = 248 
Q(9) = 112 P(9) = 274 
Q(10) = 116 P(10) =287 
Q(ll) = 117 P(ll) = 243 
Q(12) = 117 P(12) = 231 
Total system seconds used = 20. 9 sec. 
Total CP seconds used = 61. 051 sec. 
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Case 4 
Similar to other three cases, 24 item problem was solved 
by Dr. Brown's Method.   EOQ values are computed and put as 
initial value. 
Budget limitation - 144000. 
Annual Demand S(I) 
Ordering Cost Co (I) 
Avg.  Lead Time 
Demand SL(I) 
Unit Cost C(I) 
Std.  Dev.  ZL(I) 
8 
100 500 750 600 800 1100 1200 1150 1250 
50 40  30 35  45 25 20 25 20 
90 80 125 110 125 100 90 95 105 
20 : LOO 75 50 40 60 55 45 35 
90 80 125 110 125 100 90 95 105 
10 11 12 13 14 15 16 
1300 1800 2000 100 500 750 600 
30 35 40 50 40 30 35 
110 90 85 90 80 125 110 
70 80 90 20 100 75 50 
110 90 85 90 80 125 110 
17 18 19 20 21 22 23  24 
800 1100 1200 1150 1250 1300 800 2000 
45 25 20 25 20 30 35  40 
125 100 90 95 105 110 90  85 
40 60 55 45 35 70 80  90 
125 100 90 95 105 110 90  85 
Carrying charge rate - 20% 
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Final Solution Q (1) = 39 Q (13) = 39 
Q(2) = 66 Q(14) = 66 
Q(3) = 102 Q (15) = 102 
Q(4) = 87 Q(16) = 87 
Q(5) = 106 Q(17) - 106 
Q(6) = 103 Q(18) = 103 
Q(7) = 100 Q(19) = 100 
Q(8) = 102 Q(20) = 102 
Q(9) = 112 Q(21) = 112 
Q(IO) = 117 Q(22) = 117 
Q(ll) =117 Q(23) = 117 
Q(12) = 117 Q (24) =-117 
Total system sec = 184. 9 
Total CPU sec = 550. 4 
As indicated earlier, Dr.  Brown's Method of local conver- 
gence was used to evaluate the problem.    The two stopping criteria 
for convergence as we indicated earlier were 
(i)    A root is accepted if the value of the function at that 
root is within the established limits. 
(ii)   A root is accepted if two successive approximation 
to a given root agree in the established first n signi- 
ficant digits. 
Different limit of (i) (say EPS) were tested for a problem 
of six items together with criteria (ii) (NSIG). 
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No. of 
Iterations 
1. For a EPS of 1. 0 E-2 ) Total System Seconds = 2. 3 6 
and NSIG = 2                   ) Total CPU Seconds = 6. 4 
2. For a EPS of 1.0E-8  ) Total System Seconds = 2. 9 8 
and NSIG = 5                   ) Total CPU Seconds = 9. 109 
3. For a EPS of 1.0E-6  ) Total System Seconds = 2. 6 8 
and NSIG = 5                   ) Total CPU Seconds = 7. 971 
4. For a EPS of 1.0E-10) Total System Seconds = 2. 8 9 
and NSIG = 8                   ) Total CPU Seconds = 8.7 
5. For a EPS of 1.0E-2  ) Total System Seconds = 2. 7 7 
and NSIG =12                 ) Total CPU Seconds =7.4 
Even if we tighten the limits of convergence, number of computations 
required naturally increased but a unique solution does exist and the 
final value is insensitive to stopping criteria inttie region investigated. 
The problem that we have at hand being a convex program- 
ing problem, there are other methods which are more rapid in con- 
vergence for such problem.    Brown's Method, in number of itera- 
tion is faster than Newton's Method for general non-linear pro- 
gramming problem.    However, to solve a convex programming 
problem like ours with a linear budget constraint, the following 
two methods need to be mentioned.    They are Rosen's 'gradient 
projection method' and Zoutendijk's 'methods of feasible directions.1 
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Before we discuss the Rosen's Method, let us discuss the 
general gradient optimization method.    Some of the approaches 
place their primary emphasis upon the objective function, parti- 
cularly the 'gradient' of the objective function, when selecting the 
successive solutions.    The gradient of   f- C^C, o^x ?'' '* "*»» '    » 
denoted by^f-fa, 3^ ' ' ' '> "^ /   , is the vector whose elements 
are the respective partial derivatives evaluated at (3^,*^ ^ **-*n    )» 
The significance of the gradient is that the ( inf rvircsimal ) 
change in (^|>^3_>' **•**) which maximizes the rate at which 
f( X|, 2^ • * ' XT%   ) increases is the change which is proportional to 
Vf ( *i > ^ >* "*?*n )•    To express this idea geometrically, the 
"direction" of the gradient,      Vf ( :*,', X^- - • * fa   ), is interpre- 
ted as the direction of the directed line segment (arrow) from the 
origin (o, o, o) to the point (2J-  ,~-?   .--•.-, yj^    )t 
where       /dx: * is evaluated at    X; - X,- .    Therefore it may be 
said that the rate at which f^ij-^V***** ) decreases is maximized 
if (rr\/»Yv%htsima.C       ) changes in (^jX^jXj.   -   - X^       ) are in 
the direction of the gradient, ^F ( X,, atx> "3^ * - • ^ ).   Since the 
objective is to find the feasible solution minimizing f( x*, x_,  ... XJJ) 
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it would seem expedient to attempt to move in the direction of the 
gradient as much as possible. 
Now let us discuss Rosen's "gradient projection method". 
This method requires each successive point to be a feasible point 
that yields a smaller value of f (XfyX^7' • ' ',^-n) than the preceding 
point.   Given a feasible point, ( ZZ, ?X^ y-  • • >*-r\    ), the next 
point is selected in the following way.   The first step is to deter- 
mine the direction in which to move.   Visualize a straight line 
r     / '        . 
extended from (■*, ,** 5 • • • 3^     ) in the direction of the gradient 
t     I -»•' Vf (*i >*z ?   ' ' *■*■**    ).   If it is possible to move a negative dis- 
tance along this line without becoming infeasible, then this is the 
/     t I desired direction.   On the other hand, if (^y'xx>' * * * '*>»   ) is on 
the boundary of the set of feasible solutions and the direction of 
the gradient is away from the set, then some other direction must 
be set.   For our problem,  since the constraint is a linear con- 
straint, the boundary of the set of feasible solutions consists of 
planes (or, more precisely hyperplanes) of the form 
Consider the plane passing through (-X-t t^zy ' %■*»»   ).   Find the 
projection of the straight line described above onto this plane. 
(The projection of a line onto a plane is the locus of points on the 
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plane lying at the foot of a perpendicular from the plane to some 
point on the line).   Thus, this projection is a straight line on this 
plane extending from ( Xf 3XZ ^ • * ^   ).   The direction to move 
is along this line.    Try moving to the farthest feasible point in 
the direction which yields the largest decrease in f ( ^i3*zs* * "J3^). 
This determines the next point.   Repeat for succeeding points until 
the optimum solution is reached.    As we see that Rosen's Method 
is quite applicable to our problem.   Instead of proceeding in the 
direction of tangent from the initial value as in Newton's Method, 
we proceed in the direction of steepest gradient.   Since we look 
for one optimum (local which would be the global minimum as well) 
it would be wise to explore the time taken to arrive at the optimal 
solution. 
Another approach using the gradient is Zoutendijk's methods 
of feasible directions.   Given a feasible solution, (*,,\3* ' *** ) 
these methods find the next solution by variants of the following 
procedure.   As an approximation,  suppose that the gradient 
^7f (^nr^o* **>*■*) at all other solutions is the same as at 
( ae/^y***    ).   This would imply that each        *"^/53Cj      is a 
constant, so that f (-^, ^, • * * xr\     ) would be a linear function whose 
co-efficients are these constants.   In short, we approximate the 
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objective function f ( ac,sa^- • . X^     ) by a linear function, 
So now, having linear objective function and lenier con- 
straint, Simplex Method of linear programming is used to eval- 
uate the result.    The problem with this method is that we have to 
find that initial value whose gradient as at all other solutions is the 
same as at the initial value.   If our EOQ values computed at the 
function follow the format above, then this method would be helpful. 
To elaborate further, let us look at a function bounded by a convex 
set. 
C 
Let the initial value be at point A.    Then the function is expanded 
through Taylor series taking the first order such that the objective 
function becomes linear.   With a linear objective function and 
linear constraint, the problem is solved through linear program- 
ming to get the next iterative point,  say B.   Having established 
the direction A —*- B, this being a feasible direction, the point is 
selected which minimizes the objective function.   Say point C is 
the minimum point on the feasible direction.    Use this value in 
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the original equation to obtain the next set of linear objective func- 
tion.   Again with the linear constraint calculate the next point D, 
through linear programming.   Having established the direction 
C —*-D, find the point E which minimizes the original objective 
function on C D.    The advantage of this method is that we know 
the value of the objective function at every iteration.    The dis- 
advantage of this method is that a simplex method for linear pro- 
gramming is to be computed at every step to find the next direction. 
Suggestion for further Research 
We have discussed so far different methods that could be 
used to solve the inventory problem at hand.   Some methods use the 
gradient approach to find the direction of search and in some, 
iterative method is used to find the direction.   In Zoutendijk1 s 
Method, first the objective function is made linear and linear pro- 
gramming is used to find the direction of search. 
In our problem, since the constraint function is lenier 
giving a hyperplane, the quadratic term in the objective function 
being not complex, it seems worthwhile exploring a combination 
of variable metric method and Rosen's gradient optimization 
method.   Variable metric method has been proven by many ex- 
amples that the direction found by the method is most often very 
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accurate.    The following method is suggested. 
Method:      Let us look at the hyperplane constraint 
Let Ej be the economic order quantity point at initial value.    By 
variable metrix method go to the next iteration and find if the point 
E is a feasible point.   If it is a feasible point go to the next itera- 
tion.   Find if the next point is a feasible point.   If it is not a 
feasible point,  say E2,  drop down on the plane point E so that 
point E is a feasible point.    Now the next direction can be found 
by Rosen's gradient projection method.   Let this point be point D. 
Find out if this point is a feasible point.   If this point is a feasible 
point use variable metric method fromftiat point on.   If not project 
point D to the hyperplane D.   Now try moving farthest along this 
line until the point becomes infeasible or the objective function 
optimized.    Then use variable metric method from that point on 
until it becomes infeasible again.   Likewise, repeat it until the 
objective function is optimized. 
The objective behind this method is that variable metric 
method finds the best direction and should it fail, Rosen's Method 
will pick up the direction by gradient projection. 
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Variable metric method is very powerful to solve problems of non- 
linear equations giving directions of steepest descent.    The search 
being conducted in the feasable region, the computational time 
could be short. 
Summary 
So far in the discussion, three methods have been mentioned 
for solving a set of non-linear equations, namely Newton's Method, 
Brown's Method and Davidon-Fletcher-Powell's Method.    Inventory 
problem in general and the problem studied in particular can be 
formulated such that any one of the above methods can be used for 
solution procedure.    The problem under discussion being one with 
budget constraint, mathematical programming techniques were ex- 
plored.    The objective function was analyzed to determine the na- 
ture of cost function and convexity, was established.    Two convex 
programming techniques were discussed, namely Rosen's gradient 
projection method and Zoutendijk's convergence method.    As a 
topic for further research in inventory problems, a combination 
of Rosen's method and Zoutendijk's method was proposed. 
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Conclusion 
1. Inventory problems in general and the problem 
under study in particular being one of convex function 
has a unique solution. 
2. Since in many inventory situations like the one 
studied, final solution values will be rounded off in 
any case and so the decimal accuracy in the final 
solution is of little use and the method that is fast 
need only be explored. 
3. It is possible to compute solutions for inventory 
management system involving any number of items 
under a budget constraint,  however the computational 
time may be decreased by using solution procedure 
for convex programming as opposed to general non- 
linear programming procedure. 
4. The final values being relatively insensitive to 
stopping criteria indicate the surface bottom of the 
function is rather flat. 
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