Configuration design problems, characterized by the selection and assembly of components into a final desired solution, are common in engineering design. Although a variety of theoretical approaches to solving configuration design problems have been developed, little research has been conducted to observe how humans naturally attempt to solve such problems. This work mines the data from a cognitive study of configuration design to extract helpful design heuristics. The extraction of these heuristics is automated through the application of hidden Markov models. Results show that, for a truss configuration problem, designers proceed through four procedural states in solving configuration design problems, transitioning from topology design to shape and parameter design. High-performing designers are distinguished by their opportunistic tuning of parameters early in the process, enabling a heuristic search process similar to the A* search algorithm.
INTRODUCTION
The selection and assembly of specific components to accomplish a well-defined objective is a familiar task in engineering, commonly referred to as configuration design (Mittal and Frayman, 1989) . Although a variety of theoretical approaches to solving configuration design problems have been developed, little research has been conducted to observe how humans naturally approach such problems. Such descriptive research is a necessary first step before any attempt at a prescriptive methodology can be undertaken. Thus, the overarching goals of this work are (1) to analyze the results of a cognitive study of configuration design to provide a descriptive model, and (2) to extract beneficial prescriptive heuristics by comparing performance-differentiated models. The approach used to extract these heuristics is formal and novel. We mine the cognitive study data using hidden Markov models to automatically create representations of design behavior and process. It is shown that hidden Markov models trained on the data are sensitive enough to discover and clarify the procedural differences between high-and low-performing designers. A comparison of these performance-differentiated models provides insights that constitute heuristics for effective configuration design. This work specifically mines data generated by human participants during a truss design task. In that study, the solving approach used by participants generally conformed to a propose-critique-modify methodology, one frequently identified in configuration design (Chandrasekaran, 1990) . This method begins with an initial solution (propose), evaluates the solution against constraints and objectives (critique), and changes the solution to reduce constraint violations or improve objectives (modify). Propose-critique-modify and other methods (Wielinga and Schreiber, 1997) provide a structured approach to searching the solution space associated with a given configuration problem. However, the solution space for configuration design problems branches in a polynomial fashion (Mittal and Frayman, 1989) , meaning that it tends to be both complex and large. Methods like propose-critique-modify cannot search efficiently unless they are guided by insights about the problem or heuristics that reduce the effective size of the solution space. Through a data-mining approach this work will extract and codify any such beneficial heuristics used by human designers. Other work has examined the patterns of rule-based operations that are used by humans to solve a trusstype configuration problem. The rule-based operations for truss design problems are typically broken into three classes: topology operations (which modify the connectedness of the truss), spatial operations (which change the location of existing joints), and parameter operations (which modify the characteristics of structural members). In a cognitive study, participants were shown to predominantly use topology operations during the early phases of design, and progressively use more spatial and parameter operations in later phases (McComb et al., 2015a) . A comparison of high-and low-performing teams in that study showed that high-performing teams used a smaller proportion of topology operations throughout the study (McComb et al., 2015a) . However, both high-and low-performing teams progressively introduced more parameter and spatial operations at approximately the same rate. Statistical models were used to examine the sequential patterns employed during configuration design (McComb et al., 2016) . It was revealed that sequencing was important for achieving high quality designs. Specifically, topology operations were often applied together with other topology operations, while spatial and parameter operations were applied separately. It has also been noted that strong spatial cognition abilities are correlated to better outcomes in configuration design tasks (Kim et al., 2008) . In the later stages of the design process, designers are known to frequently switch between embodiment and detail design activities (Snider et al., 2014) . Frequent switching between different levels of detail and/or abstraction can be an indication of opportunistic design behavior (Guindon, 1990; Visser, 1994) . Bender and Blessing (2004) linked the concept of opportunism in design to the use of strongly prescriptive methodologies in early conceptual design. Specifically, it was demonstrated that a hierarchical, phase-oriented approach (i.e. a highly structured prescriptive methodology) produced final design solutions with worse quality than those produced with a completely unstructured trial-and-error approach. The best solutions resulted from participants who used a balanced approach that merged an opportunistic approach to solving with a small degree of hierarchical structure (Bender and Blessing, 2004) . In order to direct designers towards effective configuration design procedures, it is necessary to identify heuristics that can be used to reduce the effective size of the solution space. The treatment of designer activity as a hidden Markov process in this work makes it possible to automatically infer process models ICED17 from a log of designer activity, from which heuristics can then be identified. The following sections will provide background on hidden Markov models, introduce the human study data set that is examined in this work, and detail the methodology used to mine heuristics from the data set. Next, hidden Markov models are trained on the entire data set in order to identify aggregate procedural characteristics, and separate hidden Markov models are also trained on high-performing and low-performing segments of the data. A comparison of these performance-differentiated models indicates that there may exist generalizable heuristics that improve human performance on configuration design problems. These heuristics can be provided to designers to increase the efficiency of design space search without choking out the potential for opportunistic processing.
HIDDEN MARKOV MODELS
A hidden Markov model describes a stochastic process in which a system transitions between a finite number of discrete states that cannot be directly observed (Durbin et al., 1998) . Instead, the states probabilistically output tokens that can be observed. Each state is assumed to have a probability distribution over the set of possible output tokens, and one token is emitted from the system at every timestep. Therefore, the sequence of tokens that is produced by a hidden Markov model gives information about the structure of the hidden states. The parameters that define the hidden Markov model are the transition matrix, , and the emission matrix, . The transition matrix contains the probability of transitioning to a future hidden state from the current hidden state, where the value of is the probability of transitioning from state to state . The transition matrix has size × , where is the number of hidden states. The emission matrix contains the probability that a token will be emitted from a given hidden state, where is the probability that state will emit token . The emission matrix has size × , where is the number of tokens and is the number of hidden states. The mathematics describing hidden Markov Models were established by Baum and colleagues (Baum, 1972; Baum et al., 1970; Baum and Eagon, 1967; Baum and Petrie, 1966; Baum and Sell, 1968) . One of the first practical uses of hidden Markov models was for speech recognition (Jelinek et al., 1975) , but they have also been utilized in fields as diverse as protein modeling (Krogh et al., 1994) , economic forecasting (Gonzalez et al., 2005) , team military tactics (White et al., 2009) , and cognitive skill acquisition (Tenison and Anderson, 2016) . 
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In the current work, the tokens emitted by the hidden states are design operations. By treating the design operations as probabilistic representations, the hidden states that constitute the model become the underlying cognitive or procedural states that the designer goes through during the design process.
TRUSS DESIGN DATA SET
In a previously conducted experiment, teams of three senior mechanical engineering students were tasked with the design of a truss structure. The original study was also designed to test teams' responses to dynamic and changing design scenarios, so the problem statement was unexpectedly changed at two points during solving. The initial problem statement asked participants to design a truss to cross two spans and support a load at the middle of each. The first unexpected change instructed participants to consider the possibility that one of the three supports for the truss could fail due to an adversarial attack. Thus, participants were required to make their truss structurally redundant to survive such an attack. The second change introduced an area through which no members could pass, essentially requiring students to design around an obstacle. For each problem statement, participants were given a required factor-ofsafety and a target mass. Every participant was given access to a graphical truss design computer program to facilitate completion of the design task. Through this interface, participants could construct, analyze, and share trusses within their team. The interface was also used to record a full log of the actions and operations of the participants. In constructing their trusses, participants could perform seven distinct design operations: adding a joint, removing a joint, adding a member, removing a member, moving a joint, changing the size of all members simultaneously, and changing the size of a single member. Every participant performed an average of 400-500 such operations. A short example operation sequence is provided in Figure 2 . The truss design problem constitutes a full configuration design problem, per the guidelines provided by Wielinga and Schreiber (1997) . This type of problem is characterized by parametrized components (e.g., size of members, location of joints), the lack of a predefined arrangement, and functional or global requirements and constraints (e.g., factor of safety, mass).
APPROACH AND ANALYSIS
The current work analyzes data from the study in the previous section using Hidden Markov models. This section outlines the specific methodology used in that analysis. The first sub-section outlines the Baum-Welch algorithm. This algorithm provides a means for computing transmission and emission matrices for a hidden Markov model based on an observed sequence of tokens. The Baum-Welch algorithm assumes that the number of hidden states is known, but such information is not known for the current application. For that reason, the second sub-section outlines the procedure used here to estimate the correct number of hidden states. The final sub-section details the procedure used for identifying high-and low-performing designers.
The Baum-Welch Algorithm
If the number of hidden states ( ) is known, a hidden Markov model can be trained using the BaumWelch algorithm (Baum et al., 1970) . This algorithm uses an expectation-maximization approach (Dempster et al., 1977) to provide maximum-likelihood estimates of the transition matrix (which dictates the transition probabilities between hidden states) and the emission matrix (which defines the distribution of token emissions over hidden states). The expectation step of the Baum-Welch algorithm utilizes the forwards-backwards algorithm to compute the probability that every observation in the training data resulted from any state in the model (Stratonovich, 1960) . The maximization step then updates the transmission and emission probabilities of the model so that the likelihood of the observed data (given the model parameters) is maximized. A more detailed account of the algorithm is given in (Durbin et al., 1998) .
Determining the Number of Hidden States
The correct number of hidden states to use for the current application in design is not known. Therefore, it becomes necessary to use the Baum-Welch algorithm to train a number of models with varying values of , and then compare them in some way. In this work we trained several models with values of from one to a maximum of seven, the number of operations associated with the design problem. Higher values of are not necessary because the emission probabilities of the states are no longer linearly independent when the number of hidden states is greater than the number of emission tokens (design operations). For each value of , models were trained using leave-one-out cross-validation (Arlot and Celisse, 2010) . For a data set consisting of samples, this cross-validation approach trains a model with − 1 samples, and then tests the model on the sample that was not used for training. This procedure is repeated until every individual sample has been used for testing. A preferred model was then selected from the set of trained models based on the testing log-likelihood (indicative of the model's ability to represent data that it was not explicitly trained on). Specifically, we selected the simplest model for which the testing log-likelihood was not significantly different from the testing log-likelihood of the most complex model. This selection criterion balances between model parsimony and descriptive accuracy by selecting the model that has the smallest number of hidden states necessary to offer a significantly accurate description of the data.
Comparing High-and Low-performing Designers
A key aspect of this work is the utilization of hidden Markov models to compare the procedures used by high-performing designers and low-performing designers. Of the 48 individuals who took part in the truss design study, 15 individuals (31.25% of the population) were designated as high-performing designers and 15 individuals (31.25% of the population) were designed as low-performing designers based on an evaluation of the final and intermittent design solutions provided by their teams. A detailed account of how high-and low-performing designers were designated is available in (McComb et al., 2015b) . Figure 3 shows the results of training hidden Markov models with varying numbers of hidden states on the data from all participants of the truss design study. Models trained with three or fewer hidden states had testing log-likelihood values that were significantly lower than the most complex model (seven hidden states in this case), indicating that these models offered relatively low accuracy. The first model that is statistically indistinguishable from the highest complexity model in terms of testing log-likelihood is that trained with four hidden states. Therefore, the four-state model is selected as the preferred model in this application.
RESULTS
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Figure 3. Testing log-likelihood on Truss Design Study data for models with increasing number of hidden states (error bars show ±1 S.E.).
Hidden Markov models were also trained separately on the data from the high-performing and lowperforming designers from the study, using four hidden states as chosen based on Figure 3 . A graphbased representation of each of these four-state hidden Markov models is provided in Figure 4 . Circular nodes indicate the hidden states, numbered 1 through 4. These states are numbered according to the ordering with the highest probability, with State 1 being the most likely initial state, and State 4 being the most likely terminal state. Rectangular nodes represent the most probable emissions from each hidden state (and are labeled with the appropriate operation name). The arrows connecting the nodes represent the probability of a transition between hidden states (if the arrow connects two circular nodes) or the probability of a design operation given the current hidden state (if the arrow connects a circular node to a rectangular node). Interestingly, the model trained on the low-performing designers (see Figure 4 (a)) is structurally identical to that trained on all designers (see Figure 4 (b)), although specific probabilities differ slightly. This indicates that the general procedural characteristics encoded in these models were followed by the majority of study participants. In States 1 and 2 of these models, the designer is exclusively concerned with the topology of the truss. State 1 specifically corresponds to construction of a truss topology (through joint addition and member addition operations) while State 2 corresponds to destruction of parts of the truss topology (through joint and member removal operations). There is a greater chance of transitioning from State 2 to State 1 than of the opposite transition (as indicated by the weights of the arrows between the two states). This indicates that the default topology mode of designers during the study was construction (State 1); transitions to the destructive state (State 2) were rare and did not last long before a return to construction. In State 3 the designer performs operations to reposition joints or for modification of the size of all structural members simultaneously. A designer in State 3 has a 78% chance of remaining in that state (indicated by the heavy weight of the border of State 3). However, when they finally leave the state, they have a higher chance of transitioning back to one of the topology states (14%) than transitioning forward to the parameter state (8%). Once a designer reaches State 4 they have a very high probability of remaining in that state (94%, evidenced by the thick black border around the state). In this state, designers apply a single operation that changes the size of a single member at a time. This impacts only one structural member at a time, and is thus indicative of very detailed design that might occur when a solution is nearing completion. The model trained on data from the high-performing designers, shown in Figure 4 (c), shows distinct differences from both the aggregate model and the low-performing model. The primary structural ICED17 difference in the model is that the operation for global resizing of structural members ("Size (All)") moves from State 3 to State 2. This indicates the introduction of a parameter operation to a state that was previously dominated by topology operations (namely, operations for removing elements from the truss), demonstrating that coarse member-sizing operations should be applied early during truss design to better guide the subsequent design operations. A secondary effect of this rearrangement is that State 3 is now devoted entirely to moving joints of the truss, which might indicate the importance of sweeping through a truss design to adjust joint locations (similar to how State 4 indicates a sweep through the design to adjust member size). 
DISCUSSION
A comparison of the hidden Markov models trained on data from high-and low-performing designers is provided in Table 1 . The benefit derived from the differences between these models is likely twofold. First, the devotion of State 3 to a spatial operation indicates that high-performing designers are engaged ICED17 in prolonged phases of spatial activity with no modification of solution parameters. Since a spatial operation can impact multiple portions of the current solution, interweaving parameter operations with spatial operations (as did the low-performing designers) can be premature -moving a joint can make it necessary to re-adjust the size of a member that has already been fine-tuned. A superior strategy, as evidenced by this analysis, is to engage in spatial and parameter optimization separately. Second, the incorporation of a parameter operation in an early state that is otherwise dominated by topology (namely, State 2) indicates that high-performing designers co-evolved solution topology and parameter values. Rather than focusing purely on modifying topology like the low-performing designers did, highperforming designers incorporated parameter tuning operations concurrently with topology operations, which allowed them to more accurately approximate the final performance of their early concepts. This resulted in their ability to select a more effective topology, which in turn led to a higher quality solution.
Initially, early application of parameter operations may appear to be greedy in nature, since the designer appears to be making needlessly granular improvements at an early stage. However, this activity is better described as opportunism, and aligns with other work that has demonstrated opportunistic activity in designer behavior and correlated that opportunism with beneficial design outcomes (Bender and Blessing, 2004; Guindon, 1990; Visser, 1994) . This pattern of activity is also similar (at least analogically) to A* search (Hart et al., 1968) . The A* algorithm is used for finding the minimum cost path between two points (typically represented as nodes in a graph) and follows a best-first search pattern. Search is specifically guided by an estimate of total path cost that is the sum of the cost of the path from the starting node to the current node (committed cost) and a heuristic estimate of the cost of the path from the current node to the goal node (expected cost). In this work, the current performance of a given solution topology is analogous to the committed cost, while the analogical equivalent of the expected cost is estimated differently by the high-and lowperforming designers. Low-performing designers took the current performance as a direct indication of the expected cost heuristic, which resulted in relatively naïve early search. To maintain the search analogy, this could be likened to breadth-first search. In contrast, high-performing designers performed some parameter modifications to early topologies, which allowed them to more accurately estimate an expected cost heuristic. This provided better design performance information to guide early search towards a system topology with a high likelihood of delivering high final performance. To return to the search analogy, high-performing designers departed from the breadth-first style employed by lowperforming designers and achieved a heuristic style that can be likened to the A* algorithm.
CONCLUSION
Configuration design is a common task in engineering, yet few studies have been conducted to examine how humans naturally engage in the task. Such descriptive research is necessary before prescriptive recommendations can be created. Thus, the objectives of this work were (1) to produce a descriptive model of aggregate human behavior in configuration design, and (2) to extract beneficial prescriptive heuristics by comparing models trained on different segments of the design data. Hidden Markov models were utilized as a data-mining technique to fulfill both of these objectives. This work first applied hidden Markov models to the entirety of the data from the cognitive study, producing an aggregate model of designer activity. The best model for the given data contained four ICED17 hidden states. The states in the model aligned with specific activities: the first two states were devoted to topology operations, the third state contained spatial (and other) operations, and the final state was devoted to parameter operations. It is unclear if the number and operation type of the hidden states is due to a general pattern of human cognition, is reflective specifically of the truss design task, or is due to some combination of influences both internal and external to the designer. Next, separate hidden Markov models were trained on the data from high-and low-performing designers. The model trained on the low-performing designers was identical in structure to the model trained on all designers, but the model trained on the high-performing designers showed different patterns of activity. The key structural difference between the models was that high-performing designers incorporated parameter operations in an early state that were otherwise dominated by topology operations. In doing so, high-performing designers could roughly tune the parameters of early design concepts. This in turn allowed them to better estimate the final quality of those early concepts, providing more accurate information to guide their search process. The propensity of high-performing designers to use topology and parameter operations together in the early phases of their process is similar to opportunistic behavior that has been observed and correlated with high performance in other domains (Bender and Blessing, 2004; Guindon, 1990; Visser, 1994) . This process also bears some similarity, at least analogically, to the A* search algorithm. That algorithm is used for path-finding and employs a heuristic estimate of the final path cost (Hart et al., 1968) . That heuristic estimate is similar to the way in which high-performing designers were able to estimate the final quality of solutions by judiciously applying early parameter operations. This work showed that hidden Markov models can be an effective tool for automating the construction of models for design processes. By employing this statistical tool, it was also demonstrated that nuanced early search is crucial to creating high-quality configurations, and that more effective early search can be obtained through the judicious application of parameter operations concurrently with topology design. This approach constitutes a heuristic that can be provided to designers to increase the efficiency of design space search without choking out the potential for opportunistic processing. Future work should apply the methodology used here to other design data sets (both for configuration design and other tasks) to examine the extent to which the results can be generalized. The heuristic of coevolving topology and parameters (and variants of it) should also be experimentally validated as a means of demonstrably improving solution quality.
