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1. INTRODUCTION 
This paper is concerned with the eigenfunction expansions associated with 
the ordinary differential expression M[*] of order 2n given by 
M[y] = w-1 f, (-1)i (p,+y(i))(i). U-1) 
i=O 
The weight function w and coefficients pi are real, defined on a my a < t < CO, 
and satisfy certain additional conditions which we shall detail below. 
We are chiefly concerned with singular operators. However, certain properties 
of regular boundary value problems will be needed and are developed in Section 
5. An example of such a result is demonstrated by the eigenvalue problem 
-y” = Ay, Y(O) = Y(T) = 0, o<t<7r. (1.2) 
The eigenvalues {h,} and eigenfunctions (0,) are easily found to be &, = n2, 
0,(t) = (2/~)l/~ sinnt; n = 1, 2,..., and the following property may be directly 
verified. For y E ~(0, v), the following two statements are equivalent: 
(i) y(O) = y(v) = 0, y is absolutely continuous, y’ E P(O, x); 
(ii) XL, & I(y, 0i)i2 < 00. 
When (i) holds, we may draw additional conclusions about the eigenfunction 
expansion, 
r(t) = f (YY 4) b(t); (1.3) 
i=l 
e.g., the series in (1.3) converges uniformly on [O, m]. These properties for 
(1.2) are extended to arbitrary self-adjoint regular eigenvalue problems associated 
with M[-] by using the results of [8, Chap. 71. 
The main result of this paper develops the corresponding results for self- 
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adjoint operators associated with M[*] in the singular case. An analog of this is 
seen in the singular boundary value problem, 
-Y” =hy+f; Y(O) = 0; y, fE =qo, m); o<t<co. (1.4) 
There are no eigenvalues for this problem, but it does lead to the Fourier 
sine integral. It will be an immediate corollary of Theorem 4 and calculations 
of [7, p. 1401 that the following holds. For y E P(0, co), the following two 
statements are equivalent. 
(i) y(0) =‘O, y is locally absolutely continuous, y’ E P(0, co). 
(ii) JOm X I WI” WY < co, where o(h) = (2/37r)h3i2 and 
+(A) = fm y(t) k112 sin W2t dt. 
‘0 
As with the regular problem (1.2), when (i) holds we may conclude that the 
Fourier sine expansion of y, i.e., 
y(t) = sm +(A) k112 sin XW do(h) 
0 
converges uniformly on compact intervals. 
In the next section we make some definitions, define the boundary value 
problems, and state our hypothese for these problems. In Section 3 we give 
a class of operators M[.] which satisfy the hypotheses of Section 2. In Section 4 
a fundamental matrix for M[y] = Xy is defined and the Green’s matrices are 
constructed. In Section 5 we develop the theory of the regular boundary value 
problem; Section 6 is devoted to the singular problem. Some examples are 
discussed in Section 7. 
The results of this paper develop a direct convergence theory of eigenfunction 
expansions by Hilbert space methods. Much of the direct convergence theory 
for second-order equations is due to Titchmarsh and is found in his book [9]. 
A direct convergence theory for fourth-order operators has been given by 
Chaudhuri and Everitt [l]. Their theory is more general than is developed here 
in the n = 2 case in that they do not require M[.] in (1.1) to be limit-n at co 
and their corresponding operator T may not be self-adjoint. However, the 
theory here is more general in that less restrictive conditions are placed on a 
function to obtain pointwise convergence of the eigenfunction series or integral 
expansion. 
2. THE BOUNDARY VALUE PROBLEMS 
Throughout the coefficients in the differential expansion M[.] are assumed 
to satisfy the conditions: 
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H.l. Each pi , i = 0 ,..., n - 1, is a real, n - i times continuously dif- 
ferentiable function on [a, co); w is continuous; pO(t) > 0 and w(t) > 0 for 
a < t < co; p, is a real, measurable function on [a, co) that is bounded on 
compact intervals; D, denotes a common bound on [u, b] for l/pO, 1 p, I,..., [ p, I. 
We denote by Z2(w; a, c) the Hilbert space of all complex valued, measurable 
functions f such that j-i w 1 f j2 < co; if w = 1, the usual notation S?(a, c) is 
used. The symbol (J denotes the inner product in P(w; a, c); 11 /j is the inner 
product norm (,)l12. For w = 1, we use the subscript 0 on (/ (j and (,). Absolute 
continuity is denoted by AC; the subscript lot denotes a property satisfied on 
all compact subintervals of [a, co). The k x k identity matrix is Ik ; C, is the 
k-dimensional space of complex k-tuples. The superscript T denotes transpose 
and * is conjugate transpose. For a real function f, f-(t) := max{O, -f(t)}. 
If a(X) is a nondecreasing n x n hermitian matrix function on (-co, co), then 
.9(a) denotes the Hilbert space of all complex valued, o-measurable, n-vector 
functions f satisfying JymfT dc$ < co. The inner product in 9(u) is given by 
For sufficiently differentiable functions y define the quasi-derivatives yLzI bg 
y[il = y’i’ 
= poJk’, 
i = o,..., n - 1 
i=n 
= -(yWl)’ + pi-,yW--i), i = n + l,..., 2n. 
l Then M[y] = w-y Lznl and we may put the equation 
WY1 ==AY +.f (2.11 
into the system formulation 
u’ = Au $- Ba, 
v’ = Cu - A% - XI& $- F, WD 
by defining 
u = [y[Ol,..., y[n-ll]T, v = [y-l],..., y’“l]T 
F = [-wf, 0 ,..., OIT, 
(2.3~ 
A,j = 0, j+i+-t, Bij = 0, i # n, j f rz, 
= 1, j=i+l, =-: l/p0 , i = 72, j = n, 
cij = 0, ifj, iqj = w, i = 1, j =: 1, 
= Pa+,-i > i=j, = 0, if l,j# 1. 
Let the linear manifold L3 C gz(w; a, 03) be defined by y Ed if (i) y E Z2 
(w; a, co), (ii) ylil E ACl,,[u, co), i = O,..., 2n - I, and (iii) M[y] E 6p2(w; a, a). 
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Similarly, for a < b < co, let d(b) C LP(w; a, b) be those y E P(w; a, b) such 
that yLil E AC[a, b], i = 0 ,..., 2n - 1, and M[y] E LP(w; a, b). The set 
d&l,(b)) is defined as those y ~d(y E d(b)) which have compact support 
interior to (u, co) ((a, b)). 
The differential expression M[.] is formally symmetric and Green’s formula 
takes the form 
s 
b 
+M[YI - YM[~I$ = [Y, 4w - [Y, 464 (Y, x E w, (2.4) 
a 
where the bilinear form [y, z] may be written as 
[Y, 4(t) = D(Y9 4(t) - WP r>(t) 
and the Dirichlet form D(y, z) is given by 
n-1 
qy, x) zzz c y[il,pn--i-q 
i=O 
(2.5) 
(2.6) 
We have also the finite Dirichlet formula 
which holds for x E d(b) and y E P2(w; a, b) such that yo) E AC[a, b], i = O,..., 
n - 1, and yen) E -Ep2(w; a, b). It may be established by integration by parts. 
The differential expression M[.] is said to be limit-n at cc if the equation 
M[y] = hy, Im X # 0, has exactly n linearly independent solutions in 
g2(w; a, co); by [3] limit-n at co is equivalent to 
hnnit[y, z](b) = 0 (~9 Y E A). 
M[.] is said to be strong limit-n at co if 
hmrt D(y, x)(b) = 0 (z, y E A). 
We say that M[*] satisfies the Dirichlet condition if 
(i) ] pnmi (lj2 y”) E dP2(u, co), i = O,..., 71 (Y E 4 (2.8) 
(ii> jam /to ~.-ia(“Y”)! = --D(Y, .4(u) + j: WYM[~I (z, y E Ji2 9) 
Note that in (2.8) the requirement is for 1 P,-~ 11j2y(i) to be in LP(u, co) and 
not in LP2(w; a, co). Also from (2.7) it follows that the Dirichlet condition 
implies M[.] is strong limit-n at cc and thus Mr.1 is limit-n at co. 
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H.2. Assume A, and A, are n x n matrices such that rank [A, , A,] = n 
and A,A,* = A,AI*. 
Hs.2. Assume M, , M, , M3 and M4 are 2n x n matrices such rank B = 2n 
and B[-g !]B* = 0 where B = [Mr , Ma, Ms , MJ ‘and 
F=[19, -,“I. 
Define the manifold d, C d to be all those y E d satisfying 
444 + 444 = 0, (2.10) 
where (u, n) are given by (2.3); similarly let da consist of ail y E d(b) satisfying 
J+.J(a) + M,+J) + M,u(b) + M,v(b) = 0. (2.11) 
Let TA : d, + Za(w; a, a) and TB : A, --f Z2(w; (I, b) be given by 
TAYI = M[yl (Y E AAh T&I = Mb1 (Y E A& 
the spectrum of TA is denoted by S, and that of TB by Se . 
H.3. Assume there are numbers N > a, 6, > 0, and 0 < 6, < 1 such that 
THEOREM 1. Assume (H,), (H,), and (H,#) hold. Then (i) TB is a self-udjoint 
operator and S, is bounded below, and (ii) if (Ha) holds and M[*] is limit-n at CO, 
T,, is a self-udjoint operator and S, is bounded below. 
Proof. Consider first the question of self-adjointness. For Ts , this is given 
by the criteria in [8, p. 3691. For TA , the condition M[.] is limit-n at cc implies 
the minimal symmetric operator n/l,[.] in .Y2(w; a, oo) generated by Mr.1 has 
deficiency indices (n, n) (M,[*] is the closure of M[.] / A,, cf. [7, Sect. 171). 
We may therefore conclude by the theory of [7] that all self-adjoint extensions 
of M,[*] are obtained by placing n linearly independent conditions of special 
form on the functions y E A. By [7, p. 801 these conditions are of the form 
Fl %y [k-II(a) = 0 (j = I,..., n), (2.12) 
where for j, k == l,..., n, 
5 %01k,2~+l-v = jl aL2n+l--v01kv . (2.13) 
(Note: The subscript 2n + 1 - v in (2.13) is misprinted in [7] as 2n - v. 
The results of [7] are worked out with w = 1; however, the result for general w 
is treated in exactly the same manner.) If we let 0~~~ = (A& and ~l~,~~+r+ = (A& 
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(i,j = I,..., n), then (2.10) is equivalent to (2.12) and A&la* = AsA,* is 
equivalent to (2.13); thus TA is self-adjoint. 
The general theory of [7, Sect. 141 yields that all self-adjoint operators 
generated by M[.] in 9’z(w; a, co) (LP(w; a, b)) are finite extensions, i.e., 
have finite deficiency indices, of the closure of the operator M[.] ) A, (M[.] 1 d,(b)) 
Thus each self-adjoint operator will have spectrum bounded below if the set of 
inner products 
{W[Yl, Y> I Y E do(Y E 44), (Y, Y> = 1> 
is bounded below [7, p. 451. 
(2.14) 
First consider (2.14) for y E d,(b). By [4, p. 831, for i = I,..., n - 1, 
<y(i),y(i));/2 < (y,y)~-i)/27z (yba~,yG))~12n; (2.15) 
thus with (y, y)a = 1, we use (H,) to write 
(M[yl,y) = t jbP.-i lYfi’ I2 
i-0 Cl 
n-1 
> D,‘(y”$ y(“),, - D, c (y’“‘, y(“));‘“. 
i=O 
knee the right-hand side of this inequality tends to infinity as (yen), y(“)) -+ CO, 
a lower bound for (2.14) exists on those y with (y, Y)~ = I. However, the 
continuity of w yields a c > 0 so that (y, Y)~ 3 c(y, y), y E d(b); thus the 
proof is complete for y E d,(b). 
Consider now y E A, . There is analogous to (2.15), a constant D such that 
fori = 1 ,..., n - 1 and y E A, [4, p. 831, 
s 
N 
” 
1 y(i) 12 < D [JON / av 12](liei)'" [IoN \ yrn) \21iine 
(To apply (5) of [4, p. 831, d e fi ne z(t) = y(N - t) for 0 < t < IV - a, z(t) = 0 
for t > N - a and apply (5) to z.) Thus 
(M[y], J’) z jJ jm p,-i 1 yci’ I2 
i=o n 
The argument for d,(b) b a ove may now be repeated to complete the proof. 
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Associated with boundary conditions (2.10) and (2.11) are certain quadratic 
functionals. We follow here the results of [8, pp. 369-3701. Let 
and let H be the E. H. Moore generalized inverse of S,,N*. If N has rank 
d < 2n, let 4 be a 2n x (2n - d) matrix of rank 2n - d such that #*N = 0. 
Define Y to be C,, if rank N = 2n, and otherwise Y is the set of all u E C,, 
such that +!~*Si,u = 0. Let Q == S,, HS,, if rank N < 2n and Q = N-?S,, if 
rank N = 2n. The next lemma is a corollary of Theorem 8.1 of [8, p. 3691. 
(Note that Q is hermitian.) 
LEMMA 1. Assume (H,#). Then the vectors u1 , u2 , vl , and vz in C, satisfy 
M,u, + MP, + MA + Me2 = 0 
ifJ [z] E Y and Q[E;] + [-:I is orthogonal to 9’. 
We will need to consider the special case of (Ha”), 
Ml= “ol, [ 1 M, = A2 [ 1 0 ’ M,= “0, [I %=I”, [ I (2.16) n 
where A, , A, are as in (H,). In this case Lemma 1 can be stated more simply. 
Since 
N = [-oA2 yn], S,,N* = [-A;A2* ;], H = 2 8 , [ 1 
where HI is the generalized inverse of -A1A2*, we may for rank N = d < 2n 
write ** = [#i*, 01, where #i is an n x (2n - d) matrix of rank 2n - d such 
that &*A, = 0. If we let Q1 = A,*H,A, if rank N < 2n, Q = --AilA, if 
rank N = 2n, q = C, when rank N = 2n and otherwise x is the set of all 
u E C, so that #l*A,u = 0, then Lemma 1 may be phrased as follows. 
LEMMA 2. Assume (H,). The n-vectors u1 , v1 in C, satisfy A,u, + Ap, = 0 
28 u1 E q and Q1ul - v1 is orthogonal to z , 
Let g(b) be the set of all y E Z2(w; a, 6) such that yo) E AC[a, b], i = O,..., 
n - 1, ~(~1 E Z2(a, b), and U, E Y, where 
U, = [y(a) ,..., y+l)(u), y(b) ,..., y(“-l)(b)lT 
and Y is as in Lemma 1. Define J on B(b) x B(b) by 
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Let 9 be the set of ally E zP(w; a, co) such thatyu) E ACr,, , i = O,..., n - 1, 
pd;lfJ; I E 22(a, m), i = 0 ,*.., n, and V, E 8 , where 8 is as in 
e 
v, = [y(u),..., y’“-“(a)]‘. 
Define Jl on 9 x 9 by 
LEMMA 3. Ify E 9(b) and E > 0, thm is an x E A, such that ~(~)(a) = y@‘(a), 
x(i)(b) = yci)(b), i = 0 ,..., n - 1, and 
Proof. Choose n vectors or , v2 so that 
QU, + [,:I I 9; e.g., [,:I = -QlJ,. 
By [7, p. 631, there is a zr E A(b) so that $)(a) = Y(~)(U), z?‘(b) = y”)(b), 
i = o,..., n - 1 and ~~~-~](a) = -(v& , z~-~](!I) = (v~)~, i = l,..., n. Hence 
by Lemma 1, z, satisfies (2.11) and zr E A, . By the argument of [4, p. 34-361 
there is a 2n continuously differentiable function .z2 such that $‘(a) = xc’(b) = 0, 
i = o,..., 2n - 1 and 
1 y(i) - .ji) - $’ 12 < <. 
Hence x = x1 + za satisfies the conditions of the lemma. 
LEMMA 4. ,4ssume (H,) and (H,“). If y E 9(b) and z E A, , then 
and J(YT Y> 3 MY, Y>, 
where b, is the smallest eigenvalue in S, . 
Proof. We have from (2.7) that 
J(% r> = uz*_ou, + WY, 3(4 - qy, .3(a) + lb WYW.4. n 
Now by Lemma 1, U, E 9 and QU, + W is orthogonal to 9, where 
W = [-2[2”-11(a) ,..., -z[“l(a), ~[~~-ll(b) ,..., ,~[“l(b)]~. 
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Since U, E 9, this gives by (QU, + W)*lJ, = 0, 
U,*QU, = Uz*Q*U, = -W*U, = D(y, z)(a) - D(y, z)(b); 
hence the proof of the first part is complete. 
If y E A,, we expand M[y] in its eigenfunction expansion, apply the self- 
adjointness of TB and Parseval equality to 
J(Y,Y> = jb WYWYI a 
to obtain J(y, y) > b,(y, y). For y E C@(b), we may apply Lemma 3 to obtain 
a sequence inI in 4 such that J(yk , yk) -+ AY, Y> and (yk , ~2 - (Y, Y> as 
k -+ CO, thus completing the proof. 
The final hypothesis to consider on TA is: 
H.4. If y E 9, there is a sequence {yk} in 9 such that each yk has compact 
support, yf)(a) = Y(~)(U), i = 0 ,..., n- 1, /Iy-yYrI/-+O as k-00, and 
‘illit jm f 1 p,-i 1 1 y({) - yy I2 = 0. 
a i=o 
Since y:)(b) = 0, i = O,..., n - 1 and b sufficiently large, we have yJC E 9(b) 
with B as in (2.16). Thus we see by Lemma 3 that in (H4) it is sufficient for 
Y~EA/, - 
3. A CLASS OF ADMISSIBLE OPERATORS 
Let the two-term operator L be given by 
Jqyl = w-l{(-l)n(pY(nyn) + ny3, 
where w, p, and q satisfy: 
(i) p has n continuous derivatives and p(t) > 0, a < t < co; 
(ii) w has n - 1 continuous derivatives and w(t) > 0, a < t < m; 
(iii) q is real valued and locally bounded on [a, co); 
(iv) t-l(p/w)l@ and (p/~)r’~“[1 p’ l/p + 1 w’ l/w] are O(1) as t + 03; 
(v) I[(w/p)llzn](j) 1 = O[(~/p)(j+l)/~~] as t--f co (n > 1; j = l,..., 71 - 1 
(vi) q == q1 + q2 where -ql(t) < k,w(t) for some k, > 0 and 
1; 
s m 1 q2/w I (W/P)l’2” dt < co. a 
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Clearly (H,) holds. In [3, Theorem 21 it is shown thatl[.] satisfies the Dirichlet 
condition. We will now show thatLJ.1 satisfies (HJ, and if in addition w = p = 1, 
then (Hs) holds. Note that (Ha) is immediate if q2 = 0. 
To establish (HP), let y ~a: Define yr by 
where # is a C” function on [0, co) satisfying 4(t) = 0 for t > 1, r+(O) = 1, 
and $(i)(O) = 0 for i > 0. Then y:)(a) = y(Q(a) for i = O,..., n - 1. 
First we prove that 
s 
m 
w(p/w)+ (y(i) 12 < co, i = o,..., n - 1, (3.1) a 
by using [5, Theorem A]. To employ Theorem A, we transform the system 
Y’ = ry’ + [O,..., y(n)]T, 
where Y = [y, y’,..., y(“-l)]+ and P, = 1 for j = i + 1 and 0 otherwise. 
We use X = MY, where M is the diagonal matrix 
with a! = (2~2 - 1)/2 and g = ~~1~~. Then X satisfies 
X’ = [(g/p’l”“)I’ + M’M-l]X + [O,..., 0, grr-n+1p(21a-1)/4ny(n)]T. 
Now by (iv) above, the elements of (~/w)‘/~~M’M-~ are bounded and y E L@ 
implies that 
s am [g/pl/2n]-l / ga-n+lp(2~-l)/4ny(n) 12 = Iam p ) y(n) 12 < oo; 
hence by [5, Theorem A] 
Iam (g/p’/%“) 1 xi 12 = Iam w(p/w)(f-1)/n 1 y’i-1’ 12 < co 
for i = l,..., n, thus proving (3.1). Also by (iv) above, as t -+ 00, 
PM 
t2’n-i, 
= p(t)‘/” “W=::” p(t)“/* = v O((t2~w)(~-~)hy = O(w(p/w)ih); 
t2(n-r) 
hence from (3.1) we have 
s Co p(t) fai-n) 1 y’“’ 12 < cx), i = O,..., n - 1. a (3.2) 
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Now consider the integral, obtained from Minkowski’s inequality, 
P I Y’“’ 
- YJF’ 12Y2 
< /jaa+kp /y(n) [l - 4 (F)] Iz/1’s 
(3.3) 
Since #11-i) is bounded on [0, 11, there is a constant 4 , independent of k so that 
= q$!‘i-n’ t2wi) / +zpl/2yci, 12; 
thus by (3.2), the right-hand side of this inequality tends to zero as k -+ co 
since it is of the form 
@$(1/k”) Ia’+’ ts 1 f(t) dt, 6 > 0, fE qa, a)* 
Since pljay@) E L?(a, co), a standard argument gives 
Innit J 
atk 
P I y’“‘[l - +((t - 4/W = 0; a 
thus we conclude that 
‘i&t Srn p ] y’“’ - yf’ I2 = 0, 
a 
and also that yk E 9. 
Similarly, ) pi 11’2y E ,fiP2(a, co), i = 1, 2 [3, Theorem 21 implies that 
lmlit Srn I qi I I YP - Nt - 4/W = 0 a 
and we have established (H.J. 
If now p-w==, we may use the Dirichlet condition to conclude 
yen) E P2(a, co), y E A. Thus yu) E LP(a, co), i = 0 ,..., 71. There is a constant 
D [4, p. 831 such that z, z(“) E LP(a, co) implies 
jm 1 z’ I2 < D [I,” 1 z ,2]‘n-1)‘n [jam I ztn) 12]lin 
a 
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Clearly this inequality also holds for any N > a. Choose N so that 
s ; I q2 I < (n/2)D-1'2. 
Then for y E A, y, y’ E g2(a, 00) implies y(x) -+ 0 as .r -+ ~0 and 
IYWI” = Srn CYY’ + iw 3: 
< 2p/z [JsW , y /2](2n-1)‘2n [s,m 1 ycn, ,2]1’2n 
< 2D1'2 [(2n - 1),‘2n lzrn I y I2 + (1/2n) szm Jy(n) 121, 
since bt < br,h -/- P/S for b > 0, c > 0, I/r + I/s = 1. With this inequality, 
we have 
fin q- IY I2 G $: Pv IY I2 + IQ2 I IY I”1 ‘N 
and (Hs) is established. 
4. GREEN'S MATRICES 
Let al(*, A), a(*, A) be the unique matrix solution of the homogeneous case 
of (2.2) 
a’ = Aol -j- B/3, a<t<co, 
/3’ = Ca - A*/3 - h&, 
(4.1) 
with initial values o~l(a, A) = A,*, &(a, X) = -A,*. 
If X & S, and Mr.1 is limit-n at co, then there are at most tl linearly independent 
solutions of M[y] = Ay in Z2(w; a, co). Also, by [7, Corollary 3, p. 421, there 
are at least n such solutions. Hence there are n x 71 matrices OL~(*, A), p2(., A) 
satisfying (4.1) such that the first row of “a consists of 71 linearly independent 
..P(w; a, co) solutions of M[y] = Ay; thus 
s m ‘yz*p, A) K(t) ‘Y2(t, A) dt < 03. a 
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Also h $ S, implies that the matrix 
A,~,(& 4 + A,B,(% 4 = r 
is nonsingular since otherwise h would be an eigenvalue of TA ; thus we may 
take r = I,, . 
LEMMA 5. Assume M[.] is Zimit-n at 00 and (H,) and (Ha) hold. Then for 
h $ S, , a < t < co, and with (ai , /3J, i = 2, 1, dejned as above, 
(i) al*(t, 8 A(t, 4 - /A*(4 4 44 4 = 0, 
(ii) -a2*(4 4 A(4 4 + B2*(4 9 4, 4 = L , 
(iii) al*(t, X) fi2(t, h) - &*(t, X) cd2(t, h) = Z, , 
(iv) -a2*(t, A) B2(4 4 + B2*(4 A) a2(t, 4 = 0. 
Proof. By (2.4), [y, z] is constant for M[y] = hy and M[z] = AZ. For the 
matrix equation (4.1) this may be stated as 
a*(t) p(t) - /3*(t) ii!(t) = constant 
if (CX, fi) is a solution of (4.1) for h = p and (a, 8) is a solution of (4.1) for X = ,%y 
a differentiation also verifies this. 
Setting t = a in (i) and (ii) gives, respectively, 
(A,*)*(-A,*) - (-A,*)*A,* = -A,A,* + A,A,* = 0, 
~,*(a, @A,* + Bz*(t> &% * = [Ap&, A) + A,B,(a, @I* = In . 
Interchanging X and x in (ii) and applying * to both sides yields (iii). 
Since M[.] is limit-n at infinity, [y, z] +O as t+ co for ally, zEd. Since 
the i, jth element of the matrix in (iv) is [y, z] for z = (K& , y = (a& and 
these are in d, the proof of Lemma 5 is complete. 
Define now for h $ S, , 
44 A) %(G 4 
@5(tT h) = [fll(t, A) f12(t, A) * 1 
Then Lemma 5 gives that @ is nonsingular with 
(4.2) 
(4.3) 
For h $ S, andfE z2(w; a, b), there is a unique solutiony of T,[y] = Xy + f. 
The boundary conditions (2.11) may be written as 
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and using the procedure in [Z, p. 205, problem 161, we may construct a Green’s 
matrix for the system (2.2) with boundary conditions (4.4). It is 
-@(x, A) L-l(X) F,@(b, A) qt, A) + qx, A) cl-yt, A), 
9(x, t, A) = a<t<x, 
-@(x, A) L-‘(X) T,@(b, A) aqt, A), x<t<b, 
(4.5) 
whereL(h) = T,@(a, A) + T@(b, A); i.e., for Ji / F 12 < 00, the unique solution 
(IC, V) of (2.2) satisfying (4.4) is given by 
‘(‘, 6 ‘> [& 1 dt- (4.6) 
Using the definition of L(X), 9 may be written as 
qx, A) L-l(X) r,qa, A) @-‘(t, A), 
‘(” ” ‘) = 1 -@(x, h)L-l(X) T,@(b, A) @-l(t, A), 
a<t<x, 
x < t <: b. (4.7) 
Let Gij = %i,j+n and (G& = 9,b+i,j+n for i, j = l,..., n; then (4.6) may be 
written as 
u(x) = lb G(x, t, A) F(t) dt, 
n 
(4.8) 
v(x) = jb G,(x, t, A) F(t) dt. 
a 
Moreover, G satisfies (cf. [8, p. 3851) for all X, t > a and X 6 S, , 
G*(x, t, A) = G(t, x, A). (4.9) 
The unique solution to T,[y] = Ay + f is then seen from (4.8) to be 
Y(X) = --Iab G&G t, 4 w(t) f (t) dt. (4.10) 
For the special case of B in (2.16), we may calculate in (4.7) that 
505/24/2-10 
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This calculation suggests that the Green’s matrix for T,[JJ] = hr + f may be 
found by replacing &‘(b, X) &.(b, h) by 0. If we do this we obtain for X $ S, , 
-%(4 A) Bl*(f, A) 
x(x, tp h) = LBe(x, A) &*(t, X) 
%(X, A) %*(t, A) 
B2(x, A) cQ*(t, X) I ’ a<t<x, 
(4.11) 
Let H,j = %.gfn and (H&i = &+n,j+n for i, j = l,..., n. Note that 
H*(x, t, A) = H(t, x, I). 
LEMMA 6. Suppose X $ S, , M[ .] ’ I’ t 2s mz -n at co, (H,) and (Ha) hold. Then 
the unique solution of TA[y] = Ay + f, f E LZ2(w; a, CO) is given by 
u(x) = jm H(x, t, h)F(t) dt, 
a 
(4.12) 
V(X) = jm H&x, t, A)F(t) dt, 
Q 
where IL, v, andF me given 6y (2.3). 
Proof. Since the first column of c+*(t, A) are elements of s2(w; a, CO), 
the functions U, v may be defined by (4.12). Also 
A+(a) + A,v(a) = jm [A,~,(4 A) + A2k4(a, 41 012*(t, 4 F(t) dt = O 
n 
since or,(a, X) = A2*, pl(a, X) = --A,*; thus (2.10) is satisfied. Let 
d(x) = jz al*(t, ii) F(t) dt; ci2*(t, ii) F(t) dt 
a 
so that (4.12) may be written as 
Differentiating this expression and collecting terms yields 
u’(x) = A(x) u(x) + B(x) V(X) + [oI2(x, 4 %“(X, 9 - %(X, A) 012*(x, &I F(x), 
v’(x) = [C(x) - X(x)] u(x) - A*(x) v(x) 
+ [Pz(x, 4 %*(x, 1) - P&5 4 ~2*(% 41 Q+ 
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By (4.3) we may conclude that 
thus (u, V) is a solution of (2.2). 
The proof will now be complete if we show that the first component y of u 
is in P(w; a, 00). This is immediate from (4.13) if f has compact support. 
From (4.12) we have 
y(x) = - 
s m Hl&, 4 4 w(t) f (t) dt (4.14) a 
is the unique solution to TA[y] = hy + f, where f E P(w; a, co) has compact 
support. Since by the construction of Z, H,, is continuous, this is sufficient 
to establish -HI, as the Green’s function. Thus (4.14) is the unique solution 
of T,[y] = hy + f for all f E Z2(w; a, co). 
The above lemma suggests that perhaps 
ln$t /3Y1(b, h) Pa@, A) = 0, htlS.4, 
in which case H is the limit of G as b-j co, uniformly on compact subsets of 
[a, co) x [a, co). However, this remains an open question. 
5. THE REGULAR PROBLEM 
As is well known, the spectrum S, of T, consists of a sequence of eigenvalues 
(&} increasing to infinity. Let (Oi} be the corresponding sequence of orthonormal 
eigenfunctions; the sequence {ei} is complete in g2(w; a, b). 
THEOREM 2. Assume (H,) and (H2#). Then y E S2(w; a, b) is in g(b) isf 
EL, Ai l(y, Bi)12 < co in which case 
(i) Jr, Y> = Xl hi I(Y~ 4)12, 
(ii) y+l)(x) = xi”=, (y, O,>Ojj-r)(x), uniformZy on [a, b] for j == I,..., n, 
(iii) yfn) = c;, cy, e,)ep) (hit in 2qw, u, b)). 
Proof. This theorem is analogous to a more general result [8, Theorem 11.5, 
p. 3871; however, the more general theorem cannot be applied here because 
of hypothesis jjk: - a’ of [8, p. 3871. 
First let y E 9(b). Define 
yk = i (Y, 0 4. 
i=l 
(5.1) 
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Then yk E d, and by Lemma 4, 
J(Y - Yk ? Y - uk) = j(Y, Y) - 2 Re hk , y) + J(yk , rk) 
= .kh 1’) - 2 Re jb wy”bkl + jb Wyk”bkl 
a (1 
= Jr, Y) - 2 Re lb WY i (y, At% 
‘0 i=l 
= J(Y7 Y) - i 4 ICY, ei)/2 
i=l 
2 hl<Y - Yk > Y - Yk> 
= 4 f KY, Oi)12* 
i=!s+1 
This last inequality yields that 
f hi I()‘, &)I2 < J(Y,Y) < CfJ. 
Assume now 
i=l 
5 hi ICY, Oi)12 < 03. (5.2) 
i=l 
By [8, p. 3851, the functions G, G, satisfy for h 4 S, and a < x < b, 
J&G@, x, 4 + WGo(a, x, A) + M,G(h x, A) + M&&(4 x, 4 = 0. 
This gives GIj(., x, h) E 9(b) for j = l,..., n. From the construction of 9 and 
(4.9), we have for j = 1 ,..., n, 
(aj-l/a&l) Gll(x, t, A) = Gjl(x, t, X) = Clj(t, X, A). (5.3) 
Also T,[B,] = Xei + (Xi - X)8, and (4.10) imply that 
O,(x) = - jb G,,(x, t, A) w(t)@, - ii) O,(t) dt 
n 
from which we obtain for j = l,..., n, 
Op-1)(x) = (ii - Ai) jb Gjl(x, t, A) w(t) O,(t) dt 
a 
= (A - hi) j” clj(t, x, A) w(t) Q,(t) dt. 
a 
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Taking conjugates on both sides of this equation now gives 
(Glj(-, x, A), 0,) = (A - X,)-l of-l’(x). 
Therefore G,,(*, x, A) E B(b) and the above argument yields that 
Now for x # t, 
< J(W*, x, 4, Cd., x> 4). (5.4) 
(Wxn) Gdx, t, 4 = P&Y(G),&, t, 4. (5.5) 
From (5.3) and (5.5) we see that the derivatives are bounded uniformly on 
[a, b] x [a, b]; thus there is a constant B,(h) so that for a < x < b and 
j = l,..., n, 
J(%(., x, 4, f&d., x, 4) < WV. 
Using this inequality in (5.4) we see there is a constant B,(h) such that for 
j = I,..., n and a < x < b, 
g I qyx>l”/l x - h I < B2(4. (5.6) 
Now for Ai > 0 (at most finitely many hi are GO), 
1 gs <y, ei) ez!j-l)(x) 1 < [; A, l(y, eq2 [; &l 1 ey--1yx),y2; i=s i=s 
this inequality together with (5.2) and (5.6) implies uniform convergence of 
~~=, (y, Bi)B:j-r)(x) on a < x < b and hence on a < x < b. Part (ii) of the 
theorem is now immediate. 
With yk as in (5.1), Lemma 4 yields that 
mb, - Y, t Yk - Y,> = ,-’ w(Yk - Y,) @(Yk - Y,) 
a 
= ij+l Ai I(Y, w. (5.7) 
Recalling the definition of J, we see that (5.7) and part (ii) now give that 
{p’l”yr)} is Cauchy in dP2(u, b), say 
g = limit yf’ = f (y, BJ By), 
k-m 
i=l 
(5.8) 
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Since term-by-term integration is permissible in (5.8) 
jaxg = g1 
( y, si)[ea”-“(x) - ej”-‘)(a)] = y(n-l’(x) - y(+‘)(u). 
This establishes yen) E Z2(a, 6) and part (iii) of the theorem. Since each yk 
satisfies (2.11) and y$-l’ converges uniformly to y”-l), j = I,..., n, we now 
conclude that y E .9(b). Setting ys = 0 in (5.7) gives 
J(Yk , Yk) = i hi KY, w2 
i=l 
and letting k -+ cc gives part (i); the proof is now complete. 
6. THE SINGULAR PROBLEM 
Let (hi(b)} and {0,(., b)} be the eigenvalues and orthonormal eigenfunctions 
for TB with B as in (2.16). For aj(., A), we adopt the notation @I(., A) to denote 
the kth row of aj( ., A) (j = 1, 2). Define 
!rqx, 6) = [ec ,..., ej+l)]T cx, 61, yi2cx, 6) = rep-II,..., ekl]T tx, 6). 
Since ei is an eigenfunction, (Y,r , Uiz) satisfy the boundary conditions 
4Yil(~, 6) + -4%2(~, 4 = 0, Yi2(6, 6) = 0. 
The boundary conditions (2.10) are n linearly independent conditions at x = a; 
hence there are 71 linearly independent solutions of M[y] = h,y which satisfy 
them. The first row of 01~(., Xi) consists of n such solutions. Thus there is a 
unique vector o(i)(b) so that 
Y&z, 6) = a,(.%, hJ&‘(b). (6.1) 
If for y E JP(w; u, b) we let 
Gb(y; A) = lb y(t) w(t) $‘(t, 4 dt 
a 
and also let 
-,,,4,,, u’“‘(b) u(i) (b)*, x < 0, 
\ 
Ub(h) = 1’ o’“‘(b) u(i)(b)*, x > 0. 
O<Ai(b,+4 
Then we have from (6.1) and (6.2) 
(6.2) 
(6.3) 
(r, e,(-, 6)) = Jb w(t)y(t) &(t, 6) dt = G&; iif) iiyb) 
a 
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and if y E 9(b), 
J(y, Y> = f hi KY, b(., @)I2 
i=l 
= Ia hGb(y; A) h,(X) GT(y; 4. 
--m (6.4) 
The following result and its proof may be found in [7, Chapter VI]. 
THEOREM 3. Assume (H,), (H,), M[.] is limit-n at co, and {b,) is a sequence 
with b, + CO as n -+ co. Then: 
(i) There is a monotone nondecreasing n x n hermitian matrix function a 
on--co<h<oosuchthat 
at points of continuity of (I. Moreover, if S, is bounded below by a constant d, 
then U(X) is constant for h < d. 
(ii) If y E P(w; a, 03), there exists G, E LP(u) such that 
- Gb(y; 41 d4WW) - WY; 41T = 0, 
and moreover 
.r 
m 
W 
a 
(iii) The correspondence y -+ G, is linear, isometric, and onto. 
(iv) If y E P(w; a, CO), then 
where 
YWW = s, ’ $‘(t, A) do(h) GUT(h). 
For w = 1, this is essentially [7, Theorem 2’, p. 131-1321. It should be noted 
that in formula (62) on p. 132 the tik(x, A) should be %,Jx, A). This was noted 
on p. 114, and in all of the results of [7, Chapter VI] the uk are real, except 
possibly Theorem 2’. In any case if the boundary matrices A, and A, are real, 
then the uk are real. In order to make the expansion formula agree with the series 
case, we have added the operation of conjugation in (6.2). This is why it is 
not needed in the equation for yU,” in part (iv) of Theorem 3. The details of 
302 DON B. HINTON 
[7, Chapter VI] are worked out for w = 1; they may be repeated to yield similar 
conclusions for general w. 
The existence of the number d in part (i) of Theorem 3 is not explicitly 
stated in [7]. It comes from the construction of u(X) (p. 112) and is also implied 
by the results of Corollary 2, p. 121. 
LEMMA 7. Assume (H,), (H,), M[.] is limit-n at 00, and H is as in Lemma 6. 
Then for p $ S, , h real, 
s 
m H=(t, x, /Z) K(t) &(t, h) dt = (,% - h)-l &(x, h). (6.5) a 
Proof. By Lemma 6, the Green’s function for ( TA - p)-l is -HI, ; the 
argument of [7, p. 122-1231 shows that 
I 
m - H&c, t, p) w(t) c$‘(t, h) dt = (h - p)-’ $‘(x, h). W) 
n 
Since H(x, t, CL) = H*(t, x, ,$ this establishes (6.5) for the first row. From 
(4.1 l), H,, has the form 
g1 (41~ (x7 tL)(41~ (t, ia t < x, 
f&(x, 4 CL) = 
t 2 x- 
Using this form for HI, in (6.6) shows that differentiation under the integral 
sign is permissible in (6.6). A K-fold differentiation with respect to x 
1 <K<n- l,yields 
I 
m 
- H,+,,,(x, t, p) w(t) c&, A) dt = (X - p)-’ c@++, X), 
a 
which completes the proof of (6.5). 
THEOREM 4. Assume (H&o-() and &I[.] satis$es the Dirichlet condition. 
Let d be such that o(h) ;S constant for X < d. Let y E Z2(w; a, a~). Then y E 9 a$ 
in which case 
s 
O” AC&i) da(X) G,=(X) < 00, 
d 
(9 MY, Y) = jdm GA4 d4) G,T(4y 
(ii) y’“)(x) = m a?+“(~, A) da(X) G,=(h), 
s 
h = O,..., n - 1, 
d 
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uniformly on compact intervals. 
(iii) l$$ j= p, 1 y’“’ - yP 1’ = 0, 
a 
where 
(y:‘)(x) = j;’ (a”/~%“) a!‘(~, A) da(X) G,‘(h). 
Proof. First let y E A, and have compact support [a, c]. Then for b > c, 
we have y E A, for B as in (2.16) and Gb( y; A) = G,(h); hence by (6.4) 
h(r, Y) = Jr, Y> = jdm A’%(4 d4) GT(4. (6.7) 
Since Jl(y, y) is independent of b and G, is continuous, a standard argument 
yields 
s 
m e,(X) do(A) GUT(A) < co. (6.53) 
d 
(Recall from [I’] that the CJ~ are uniformly of bounded variation on compact 
intervals). Since y E A, , we have that 
<M[YI, 4(., 0 = (TB[YI, b(-, 4) 
= (y, T&4(., WI> = Uy, 4(., 4); 
using this and the Parseval equality gives (for b > c) 
s ’ w I M[yll’ = f IW’[yl, h(-, 4) I2 a i=l 
= gl Xi2 KY, 4(., @>I2 
Thus for ,LL > 0, 
= jm A”(?,@) dub(A) GvT(,\). 
d 
s 
m Ae,(h) do,(h) G,T(X) < /a-l jm X2e,(h) dub(X) G,T(h) 
P u 
-,tL < -1 s c w I Myl12. a 
We may conclude from the convergence of u8, to u that 
(6.9 
knit j’ XG,(X) dub,(X) GVT(A) = j’ XC?&!) du(h) G,T(;\). (6.10) 
d d 
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For E > 0, we have by (6.8), (6.9), and (6.10), that there is a p,, > 0 and b# > c 
such that for b, > b#, 
PO1 s c w I M[Y112 < 43, 0 
s 
m hG&I) do(X) GUT(h) < 43, 
4 
and 
1 j;” G,(4b$) - d+)l GT(4 j -=c 43; 
hence for p 3 ps, we have by (6.7) and 6, >, b#, 
zz 
I.c 
lLo X~v(h)[du,n(A) - da(h)] GUT(X) 
d 
< 2</3 + ,LLO~ jaw 1 M[y]l” < E. 
% 
Part (i) of the theorem is now established for y E A, with compact support. 
Consider y E 9. By (H4) and the remark following (HJ there is a sequence 
(yk} in d, which satisfies the conditions of (HJ. By the above argument, 
h(Yk - Ys > Yk - Ys) = jdm A[&,@) - (%&>] WW,,(h) - G,d(h)l’. 
(6.11) 
By Theorem 3, yk -+y as K - cc implies cW, + (?, as k --+ 03 (in S?(u)). 
From the inequality 
jl(Yk - ys 9 Yk - ys) = jnm go p,-i 1 yt’ - y:’ I2 
< i, [2 j= I Pn-i I [I YP 
i=o a 
- y(a) 12 + ) y(i) _ yf’ 1211, 
condition (HJ, and (6.1 l), we conclude that on h 3 0, X1/2eV&I) -+ Al/“c,(X) 
as K --f co (in LZz(u)). Condition (HJ implies JI(yk , yk) + Jr(y, y) as R + co; 
hence we may let k ---f co in 
to conclude that y E 9 implies part (i) holds. 
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Suppose now for some y E -Ep2(w; a, co), 
.r 
m h&(h) da(X) G,=(h) < 00. 
d 
(6.12) 
The definition of H and H,, gives for a < t < CO, p $ S, , 
A,H(a, t, PC) + A2Ho(ay 4 PI = 0. (6.13) 
Since M[.] satisfies the Dirichlet condition, the definition of H and (6.13) 
shows for TV 6 S, , 
Hli(., t, CL) E 9, i = I,..., II, a<t<co. 
Using the above proof of part (i) and Lemma 7, we have 
J,(H,,(., t> A fU*, t, 3) = ldrn h cp(t A) do(h) P(t A)” ’ ,x-p,: ’ (6.14) 
for i = I,..., n. Consider now the integral 
1 m $‘(t, A) do(h) G,=(h); (6.15) d 
we have by Schwarz’s inequality (p > 0) 
< [.cp A-%&, h) do(X) $‘(t, A)=]“’ [j-@” X&(X) do(X) Gv=(A)]1’2. 
Thus by (6.12) and (6.14) we may conclude that (6.15) converges uniformly 
on compact intervals for i = l,..., n; since the limit (in P(w; a, co) is y(t) for 
i = 1, the integral (6.15) is y(i-l’(t), i = l,..., n. 
If we let 
r,(t) = s, ” c&t, A) do(A) G,=(A), (6.16) 
then the above argument shows yf’ converges uniformly to yo) on compact 
intervals as p + 00 (i = O,..., II - 1). Define G, E A?“(u) by 
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By Theorem 3 and (6.16), y,, E Pz(w; u, CO) and G, = G,, . Also we have, 
from (6.16), 
II 
M[y,] = jdYX$‘(t, A) da(h) GgT(h) 
rzz 
s 
3o Xc$‘(t, A) da(h) GMT(h), 
d 
from which we conclude that M[y,] E s2(w; a, co) and GMlll 1 = /\G, . From 
(6.16) and the definition of a1 we have that y, satisfies the boundary conditions 
(2.10); from this and the Dirichlet condition, we conclude that yU E g. The 
argument of part (i) and G,, = G, yields (p > V) 
Jl(Y, - YY Y Yu - YJ 
z 
s 
’ hG&A) do(h) GUT(h) 
Y 
2 cx?1K,” - jam g1 (Pw-i)- I Yt’ - Ysi) I2 + 1: PO I YF' - YS"' I23 
(6.17) 
where V,,, = [yU - yy ,..., yr-t’ - Y!~-~‘]T (a). Now G,, --+ GW as p + 00 
implies yP -+ y as p --f 00 (in =.Y2( w; a, co)). By (Ha) and the uniform convergence 
of y2’ to y’i’ on [a, N], i = 0 ,..., n - 1, we may conclude from (6.17) that 
(~1,‘~yr)) is Cauchy in Za(u, co). Let g be the limit of this sequence. Since 
integration is a continuous functional on compact intervals, 
s 
e 
gPF2 = limit s 
x yp’ 
a !--co a 
= h$t[ yjl”” (3) - yjln-1) (a)] = y(-) (x) - y(-)(u). 
Thus yen) = gpi”“. Again from (6.17), we may use the uniform convergence 
of yt”’ to y’i’ and (Ha) to conclude that (1 P,-~ 11/2y$‘} is Cauchy in dP2(a, co), 
i=o ,-*., n - I. Thus ) pnei 1112y’i) E ,Ep”(u, co), y E 59, and the proof is complete. 
7. EXAMPLES 
If the spectrum of TA is discrete, then the integral representations in Theorem 
4 reduce to series representations as in Theorem 2. For the two-term operator, 
Jqyl = w-‘{(- 1 )n(PYyn) + 4Y1, 
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the spectrum of TA is discrete if q/w -+ co as t + 00 [4, Sect. 28; 61. The 
second-order operators -y” and -y” + (v” - 1/4)xm2y are discussed in 
[7, p. M-144]. 
We consider here the operator (w = 1) 
L[y] = y(iU), O<t<q 
which by Section 3 satisfies the hypothesis of Theorem 4. We take as boundary 
conditions A, = 0, A, = I, ; i.e., 
y’ii’(()) = 0 = y’iii’(()). 
From ar(O, h) = I, , a(O, h) = 0, a calculation gives the first row $I of 0~~ : 
$“(t, A) = [L tl, h = 0; 
aF’(t, h) = [(cos it + cash ~t)/2, (sin Tt + sinh Tt)/27], h :> 0, 
where 7 = N4. From 
&,(O, 4 + A2/32(0, 4 = /32(0, 4 = 12 , 
another calculation gives the first row of 01~ as (p $ [0, a)) 
“2(t, p) = [~4Gljl;(; ;;;-Plt) ) =exP(M&~(--clf) 1) 
where pi is the first quadrant fourth root of CL. 
By the calculations of [7, Sect. 21.41, the characteristic matrix M(p) is seen to be 
Using Theorem 3 [7, p. 1361, the function cr is calculated to be 
with u(/\) = 0 for X < 0. 
A calculation shows that 
G&V = i s = Y(x)[~ COSX~/~X + exp(--h114X),(2 sinX1/4x - exp(--X1/4x))h-1/4] dx. 
” 
If we write 
4(4 = JoW ( )[ y x cos A1/4x - sin h1/4X + exp(--X1/4X)] dx, 
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the expansion formula for y E LZ2(0, co) reduces to 
y(x) = (l/k-) joa x-sq cos N4x - sin X1/4~ + exp(--hl “x)] 4(h) dA. (7.1) 
Since A, = 0, we have Q1 = 0 and y E 9 iff y, y’ E AC,,,[O, co) and 
y” E P(0, co). 
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