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Evaluation de performances dans l'environnementPandore IIYves MaheoIRISA Campus de Beaulieu35042 Rennes cedexmaheo@irisa.fr1 IntroductionLa programmation des architectures paralleles a memoire distribuee (Apmd) est reputee complexe.Une des solutions proposees est de permettre a l'utilisateur d'exprimer son programme dans un langagesequentiel imperatif et de laisser au compilateur la tâche de produire un code distribue. L'etat del'art actuel ne permet pas d'envisager une distribution entierement automatique, le programmeur doitfaciliter le travail du compilateur en donnant un certain nombre d'indications sur son programme. Cecipeut être fait en speciant le decoupage et la repartition des donnees, le compilateur pouvant en deduireun ensemble de processus communicants. Cette approche, qui vise essentiellement les applicationsnumeriques, a ete adoptee dans le systeme Pandore developpe au sein de l'equipe PAMPA a l'IRISA.La validite de cette technique a ete montree mais l'ecacite des codes obtenus pourrait être amelioree.Nous presentons ici l'environnement Pandore II dans son ensemble et plus particulierement un outilaidant a l'evaluation des performances des codes generes.2 L'environnement Pandore IIL'environnement Pandore II exploite l'approche de la distribution de programmes imperatifs sequen-tiels par distribution des donnees [1]. Il se compose d'un compilateur, d'executifs pour plusieurs Apmdet d'outils d'analyse d'execution.2.1 Le langage sourceLe langage de programmation Pandore II est un sous-ensemble du langage C auquel est ajouteun constructeur, la phase distribuee, permettant de repartir les donnees. Les phases distribueesapparaissent dans le code source comme des procedures (precedees du mot cle dist) pour lesquelles, achaque parametre, est associee une specication de repartition. Le decoupage des tableaux se fait parblocs rectangulaires dont le placement sur les processus peut être regulier ou cyclique. Par exemple,la denition de l'entête de phase distribueedist myphase(float A[N][N] by block(N,1) map wrapped(0,1) mode INOUT)indique que le tableau A est decoupe en colonnes reparties de facon cyclique sur les processus. Lemode indique que A est un parametre d'entree et de sortie de la phase. La gure 1 montre un exemplede programme Pandore II. 1
RenPar5 22.2 Le compilateurA partir du texte source, le compilateur genere un ensemble de processus selon le modele hôte/nuds.Le processus hôte execute le code du programme principal, contrôle l'enchânement des phases dis-tribuees et les entrees/sorties. Les processus nuds eectuent les calculs decrits dans les phasesdistribuees. Le schema de compilation est base sur la regle dite des ecritures locales. Un processusn'execute que les instructions modiant les donnees qu'il possede. Si certaines des variables lues sontplacees sur un autre processus, des communications seront generees. Un autre aspect du schema decompilation est la production d'un code SPMD, c'est-a-dire d'un code identique pour tous les proces-sus mais agissant sur des donnees dierentes. Ainsi, l'aectation A[i] = B[i+ 1] + C[i] ou A, B et Csont des tableaux distribues sera traduite par la sequence d'operations suivante :refresh(ftmp1,tmp2g, fB[i+1],C[i]g, owner(A[i]))exec(owner(A[i]), tmp1+tmp2)free(ftmp1,tmp2g)Lors de l'execution du refresh, les possesseurs de B[i + 1] et C[i] envoient leur valeur et lepossesseur de A[i] les recoit dans les temporaires tmp1 et tmp2. La macro exec assure le masquagede l'aectation A[i] =tmp1+tmp2 qui n'est executee que par le possesseur de A[i]. Lorsque la variableaectee est dupliquee sur tous les processus { c'est le cas pour les scalaires {, les valeurs distantes sontdonc diusees sur le reseau. Ce schema de base ne produit pas en general de bonnes performances ;un schema optimise, base sur l'analyse statique des boucles est actuellement mis en uvre.2.3 L'executifL'executif Pandore II permet l'execution du code produit par le compilateur sur dierentes ar-chitectures cibles. Il met en uvre la generation des processus, les mouvements de donnees, lesmasquages d'instructions et les acces aux tableaux distribues a l'aide des primitives oertes par lesysteme cible. Il est forme d'un ensemble de macros cpp organisees selon deux niveaux. Le premierniveau constitue l'interface avec le compilateur, le code genere ne fait appel qu'aux macros de ce niveau(refresh, exec, : : : ). Le second niveau realise une mise en uvre du modele de machine d'executionsur l'architecture cible. Le modele retenu repose sur un reseau de processeurs completement mailledont l'un joue le rôle du processeur hôte. Les processeurs communiquent par l'intermediaire de canauxbidirectionnels ables et FIFO, les emissions etant non bloquantes et les receptions bloquantes. Lastructuration de l'executif ore une grande souplesse tant du point de vue de la portabilite du sys-teme Pandore II (seul le second niveau est a modier) que du point de vue de l'experimentation denouveaux schemas de compilation. Elle permet egalement de faciliter la mise en place d'une instru-mentation du code genere.3 InstrumentationLes performances du code genere par le systeme Pandore II dependent de l'adequation de la dis-tribution des donnees speciees par l'utilisateur a l'algorithme utilise mais aussi des choix de miseen uvre du compilateur et de l'executif. Il apparât donc qu'une evaluation de l'inuence de cesparametres soit necessaire d'une part pour proposer a l'utilisateur des outils l'aidant a distribuer cor-rectement les donnees de son programme et d'autre part pour guider les choix des concepteurs dusysteme. Une evaluation dynamique des programmes Pandore II { par opposition a une estimationstatique [2, 3] { ore l'avantage de pouvoir s'appliquer a tous les types de programmes et de permettreune bonne precision des resultats.




oat A[N][N], B[N][N], oat V[N];
dist myphase(oat A[N][N] by block(N/P,N) map regular(0,1) mode INOUT,
oat V[N] by block(N/P) map regular(0) mode INOUT)
{
int i,j;
for (i=0; i<N; i++) /* */
for (j=0; j<N; j++) /* Zone d’instrumentation 1 */
V[i] = f(V[i],A[i][j]); /* */
for (j=0; j<N; j++) /* */
for (i=1; i<N-1; i++) /* Zone d’instrumentation 2 */
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Figure 1 : Programme source Pandore I I Figure 2 : Graphes des communicationsinversant les parametres de la fonction block). La gure 2 donne les graphes de communications pourles deux distributions. Les communications n'interviennent que dans la zone 1 pour la distributionpar colonnes et uniquement dans la zone 2 pour la distribution par lignes. Le choix du partionnementpar lignes semble donc preferable. Ceci est conrme par le graphe des temps d'attente sur receptionqui fait apparâtre de fortes synchronisations pour la version distribuee par colonnes.4 ConclusionSi l'approche de la distribution de programmes sequentiels imperatifs par decomposition et repartitiondes donnees est maintenant reconnue, elle pose encore des problemes lies aux performances. Nousavons presente Pandore II, un environnement de programmation suivant cette approche. Un outilintegre a l'environnement et base sur la methode du proling permet l'analyse des performances descodes distribues. Il s'est deja revele utile a l'amelioration du systeme. Neanmoins, pour pouvoir guiderecacement l'utilisateur dans le choix des distributions de donnees, les parametres a mesurer doiventêtre denis plus precisement, l'interpretation des resultats devant imperativement rester a la porteedu programmeur.Bibliographie[1] Francoise Andre, Olivier Cheron, and Jean-Louis Pazat. Compiling Sequential Programs for Dis-tributed Memory Parallel Computers with Pandore II. Technical Report 651, IRISA, April 1992.[2] V. Balasundaram, G. Fox, K. Kennedy, and U. Kremer. A Static Performance Estimator to GuideData Partitioning Decisions. In The Third ACM SIGPLAN Symposium on Principles and Practiceof Parallel Programming, June 1991.[3] T. Fahringer, R. Blasko, and H.P. Zima. Automatic Performance Prediction to Support Paralleliza-tion of Fortran Programs for Massively Parallel Systems. In Proceedings of the '92 InternationalConference on Supercomputing, pages 347{356, ACM press, July 1992.[4] Carl Kesselman. Tools and Techniques for Performance Measurment and Performance Improve-ment in Parallel Programs. PhD thesis, UCLA, July 1991.
