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Abstract
In this paper, it is shown that the Berezin–Toeplitz operator Tg is compact or in the Schatten class Sp of the
Segal–Bargmann space for 1 p < ∞ whenever g˜(s) ∈ C0(Cn) (vanishes at infinity) or g˜(s) ∈ Lp(Cn, dv),
respectively, for some s with 0 < s < 14 , where g˜
(s) is the heat transform of g on Cn. Moreover, we show that
compactness of Tg implies that g˜(s) is in C0(Cn) for all s > 14 and use this to show that, for g ∈ BMO1(Cn),
we have g˜(s) is in C0(Cn) for some s > 0 only if g˜(s) is in C0(Cn) for all s > 0. This “backwards heat flow”
result seems to be unknown for g ∈ BMO1 and even g ∈ L∞. Finally, we show that our compactness and
vanishing “backwards heat flow” results hold in the context of the weighted Bergman space L2a(Bn, dvα),
where the “heat flow” g˜(s) is replaced by the Berezin transform Bα(g) on L2a(Bn, dvα) for α > −1.
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For f in the Segal–Bargmann Hilbert space H 2(Cn, dμ) of Gaussian square-integrable entire
functions on complex n-space, we will be concerned with densely defined operators of the form:
(Tgf )(z) =
∫
Cn
K(z, a)g(a)f (a) dμ(a),
where z · a = z1a¯1 + · · · + zna¯n, |z|2 = z · z and K(z, a) = ez·a/2 is the Bergman kernel function
for H 2(Cn, dμ),
dμ(z) = (2π)−n exp{−|z|2/2}dv(z)
(dv is Lebesgue volume measure), and K(·, z)g(·) is assumed to be in L2(Cn, dμ) for all z in Cn.
We denote by 〈f,g〉 and ‖f ‖ the usual inner product and norm for f , g in the (complex) Hilbert
space L2(Cn, dμ).
Note that the Berezin–Toeplitz operator Tg maps H 2(Cn, dμ) into itself. It is known that
Tg = 0 implies g = 0. Moreover, Tz¯1 = 2∂1 (∂j = ∂∂zj , ∂¯j = ∂∂z¯j ). For f ∈ L2(Cn, dμ), the or-
thogonal projection of f onto the closed subspace H 2(Cn, dμ) is given by
(Pf )(z) =
∫
Cn
ez·a/2f (a)dμ(a).
Thus, for Mg the operator of “multiplication by g” on L2(Cn, dμ), we see that Tg = PMg .
The study of such Toeplitz operators on the Bergman and Hardy spaces of square-integrable
holomorphic functions on bounded domains in Cn has a considerable history. On the Segal–
Bargmann space H 2(Cn, dμ), the map g → Tg is a natural “quantization” and has been studied
by Berezin and others [8–12,21,23].
A natural question in the study of Toeplitz operators Tg is whether the compactness of Tg can
be characterized by the Berezin transform g˜. It was shown in [31] that if g is non-negative, then
Tg is compact on the weighted Bergman space of a bounded symmetric domain Ω if and only if
g˜ tends to zero near ∂Ω . Moreover, if g is non-negative, then we have that Tg is compact on the
Segal–Bargmann space of Cn if and only if g˜ vanishes at infinity [25].
For complex valued g, it was shown in [1] that for bounded g, we have Tg is compact on
the unweighted Bergman space of the unit disk D if and only if g˜ tends to zero near ∂D. Sub-
sequently, [20] proved the same result for Bergman spaces of bounded symmetric domains and
for the Segal–Bargmann space on Cn. The result of [1] was extended to g ∈ BMO1(D) in [35]
(though the extension of the results in both [1] and [35] to the weighted Bergman space of the
unit ball Bn is routine). Moreover, the corresponding result of [20] on the Segal–Bargmann space
was also extended to g ∈ BMO1(Cn) by [18]. Note that by examples in [12], the compactness
of Tg on the Segal–Bargmann space of Cn is in general not equivalent to g˜ vanishing at infin-
ity. For similar results about Toeplitz operators with non-negative symbols on Hilbert spaces of
harmonic and pluriharmonic functions, see [14,13,16,26], and for the case of complex symbols,
see [6,15].
Of course, Tg is only densely defined and can easily be unbounded. In connection with the
analysis of Tg , the heat semigroup
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∫
Cn
g(w) exp
{−|w − a|2/4s}dv(w) (1.1)
plays a natural role. As noted in [12], for g in L2(Cn, dμ) and 0 < s < 1, the integral in (1.1) is
absolutely convergent and g˜(s)(·) is continuous on Cn. For ka(z) = K(z, a)/√K(a,a), we see
that ‖ka‖ = 1 and the Berezin transform T˜g of Tg is given by
T˜g(a) := 〈Tgka, ka〉 = g˜(1/2)(a) := g˜(a).
An easy application of the Cauchy–Schwarz inequality shows that
‖Tg‖
∥∥g˜(1/2)∥∥∞.
Moreover, since the net {ka} converges weakly to 0 as |a| → ∞, another easy application of the
Cauchy–Schwarz inequality shows that g˜(1/2) is in C0(Cn) whenever Tg is compact.
We recall, from [12, p. 566], that the “semigroup property”{
g˜(s)
}˜
(t) = g˜(s+t)
holds for s > 0, t > 0 and t + s < 1. It follows easily from (1.1) that, if g˜(s) is bounded or
vanishing at infinity, then so is g˜(t) for t > s. This suggests the possibility of characterizing the
boundedness or compactness of Tg in terms of the boundedness or vanishing at infinity of g˜(s) for
0 < s < 1. It is known (there are examples in [12]) that s = 12 does not settle the problem except
in special cases. By results of [18], s = 12 suffices for g in BMO1(Cn). In [12], it was shown that
if g˜(s) is bounded for some s with 0 < s < 14 then Tg must be bounded, while boundedness of Tg
implies boundedness of g˜(s) for all s with 1 > s > 14 .
In this paper, we establish the compactness criteria which correspond to the boundedness
criteria of [12]. In particular, we show that if g˜(s) ∈ C0(Cn) for some s < 14 then Tg must be
compact while, if Tg is compact, then g˜(s) must be in C0(Cn) for all s > 14 . Moreover, we show
that Tg is in the Schatten class Sp if g˜(s) ∈ Lp(Cn, dv) for some s < 14 (where here 1 p < ∞).
In the next section, we discuss some preliminary material including the Bargmann isometry
intertwining between Berezin–Toeplitz operators on H 2(Cn, dμ) and the Weyl pseudodiffer-
ential operators on L2(Rn, dv). In the following section, the compactness and Schatten class
criteria are established and extensions of these results are provided when the measure dμ on Cn
is replaced by the general family of measures
dμt(z) = (4πt)−n exp
{−|z|2/4t}dv(z)
(note that dμ = dμ1/2). We frequently use the symbol space:
Tt
(
Cn
) := {f :Cn → C ∣∣ f k(t)a ∈ L2(Cn, dμt) for all a ∈ Cn}
and we write T (Cn) := T 1
2
(Cn). After a discussion of relevant properties and the definition of
BMO1(Cn), the “backward heat flow” result for g ∈ BMO1(Cn) is then obtained by combining
our results with previously known results of [12,18,20]. We then extend this result to the setting
of the unit ball Bn, where the Berezin transform Bα(g) replaces the “heat flow” g˜(s). Finally, in
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of our results when the symbol is not necessarily in BMO1(Cn).
2. Preliminary results
We begin with some standard notation. For z ∈ Cn we write z = x + iξ for ξ and x ∈ Rn.
For ∂xj the usual partial derivative operator, we write ∂αξ ∂
β
x = ∂α1ξ1 · · · ∂
αn
ξn
∂
β1
x1 · · · ∂βnxn and take|α| = α1 + α2 + · · · + αn for αj , βj non-negative integers.
We require some material from [12, pp. 579–581] and [21]. For completeness, we sketch the
needed results. Suppose that σ(z) is a smooth function on Cn. We define the Weyl pseudodiffer-
ential operator with “symbol” σ(z) acting on L2(Rn, dv) by
(Wσf )(x) = (2π)−n
∫
Rn
∫
Rn
σ
(
1
2
(x + y)− iξ
)
ei(x−y)·ξ f (y) dy dξ.
If σ ∈ C2n+1(R2n) with ∂αξ ∂βx σ bounded for |α| + |β|  2n + 1, then it is known (Calderon–
Vaillancourt) that Wσ is bounded on L2(Rn, dv) [21, Theorem 2.73] and for some constant C
independent of σ, one has
‖Wσ‖ C‖σ‖C2n+1
where
‖σ‖C2n+1 ≡
∑
|α|+|β|2n+1
∥∥∂αξ ∂βx σ∥∥∞.
Moreover, compactness criteria for Wσ are known [24, p. 222]. For σ ∈ Ck(Cn) and ∂αξ ∂βx σ ∈
Lp(Cn, dv) with 1 p < ∞ and |α| + |β| k = k(n,p), it is known that Wσ is in the Schatten
class Sp [29]. For a discussion of the Schatten classes, see [22]. These results will be used in
what follows.
Remark. For the compactness criteria in Theorem 1, we will only need the fact that Wσ is com-
pact if ∂αξ ∂
β
x σ ∈ C0(Cn) for |α| + |β| 2n + 1. This follows easily from the classic Calderon–
Vaillancourt theorem as follows: pick ϕ ∈ C∞(Cn) with 0  ϕ  1, ϕ(z) = 0 for |z|  1 and
ϕ(z) = 1 for |z| 2, and let ϕR(z) = ϕ(z/R). Then by Pool’s theorem [28] we have W(1−ϕR)σ is
compact (in fact, Hilbert–Schmidt) and an easy application of the Calderon–Vaillancourt theorem
tells us that
lim
R→∞‖W(1−ϕR)σ −Wσ‖ = limR→∞‖WϕRσ‖ = 0
which gives us that Wσ is compact.
The relation between Wσ and Tg is provided by the Bargmann isometry B, which maps
L2(Rn, dv) onto H 2(Cn, dμ) ([2], [21, p. 40]). If g˜(t) is bounded for some t with 0 < t < 14 ,
[12], Theorem 12 shows that Tg = BWg˜(1/4)B−1 and Tg is bounded.
W. Bauer et al. / Journal of Functional Analysis 259 (2010) 57–78 613. Compactness and Schatten class criteria
We can now establish:
Theorem 1. Let g ∈ T (Cn). Then Tg is compact whenever g˜(s) ∈ C0(Cn) for some s with 0 <
s < 14 . Moreover, we have that Tg ∈ Sp for 1  p < ∞ whenever g˜(s) ∈ Lp(Cn, dv) for some
s ∈ (0, 14 ).
Proof. Let g˜(s) ∈ C0(Cn) for some s ∈ (0, 14 ). Using the semigroup property, we can write
g˜(1/4)(z) = [π(1 − 4s′)]−n ∫
Cn
g˜(s
′)(w) exp
{−|w − z|2/(1 − 4s′)}dv(w)
for 0 < s < s′ < 14 . As the argument of [12, p. 580] shows, we can differentiate “under the
integral” to obtain
∂αξ ∂
β
x g˜
(1/4)(z) = [π(1 − 4s′)]−n ∫
Cn
g˜(s
′)(w)hα,β(z −w) exp
{−|z −w|2/(1 − 4s′)}dv(w)
where hα,β is a polynomial in z and z¯. Since g˜(s) vanishes at infinity, so does g˜(s
′)
. A standard
“2
”-argument now shows that ∂αξ ∂
β
x g˜
(1/4) vanishes at infinity for all α and β , which by the
comments in Section 2, tells us that Wg˜(1/4) is compact.
Now, if g˜(s) ∈ Lp(Cn, dv), then by Hölder’s and Young’s inequalities we have that g˜(s′) ∈
Lp(Cn, dv) ∩ L∞, where 0 < s < s′ < 14 . Another application of Hölder’s inequality, Young’s
inequality, and Lemma 2 of [11] tells us that g˜(s′′) ∈ Lp(Cn, dv) ∩ L∞ and is Lipschitz where
0 < s < s′ < s′′ < 1/4. Thus, we have that
∂αξ ∂
β
x g˜
(1/4)(z) = [π(1 − 4s′′)]−n ∫
Cn
g˜(s
′′)(w)hα,β(z −w) exp
{−|z −w|2/(1 − 4s′′)}dv(w)
= g˜(s′′) ∗Hα,β
where Hα,β(w) = [π(1 − 4s′′)]−nhα,β(w) exp{−|w|2/(1 − 4s′′)}. Another application of
Young’s inequality tells us that ∂αξ ∂
β
x g˜
(1/4) ∈ Lp(Cn, dv) for all α and β , which says that
Wg˜(1/4) ∈ Sp . The identity Tg = BWg˜(1/4)B−1 now completes the proof. 
When g  0, we can say much more.
Corollary 1. For g ∈ T (Cn) s.t. g  0 the following are equivalent:
(a) g˜(s) vanishes at infinity for some s with 0 < s < 1.
(b) g˜(s) vanishes at infinity for all s with 0 < s < 1.
(c) Tg is compact.
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0 < s  s0 that
g˜(s)(a) (s0/s)ng˜(s0)(a).
Thus, g˜(s) must vanish at infinity if g˜(s0) does. For s0  s < 1, an easy argument using the
semigroup property shows that g˜(s) must vanish at infinity if g˜(s0) does.
Taking s = 18 in Theorem 1 shows that (b) ⇒ (c).
Finally, (c) ⇒ (a) follows by taking s = 12 . 
Next, we have the complementary
Theorem 2. Let g ∈ T (Cn). If Tg is compact, then g˜(s) is in C0(Cn) for all s with 1 > s > 14 .
Proof. By Theorem 11 of [12], there are constants C(s) so that for s with 1 > s > 14 ,∥∥g˜(s)∥∥∞  C(s)‖Tg‖.
Let Cc(Cn) denote the space of continuous functions having compact support. By Theorem 9
of [12], operators of the form {Tg: g ∈ Cc(Cn)} are norm-dense in the space of all compact
operators. It follows that there is a sequence {gj }j ⊂ Cc(Cn) so that ‖Tg − Tgj ‖ < 1j for all
positive integers j . We then see that ‖g˜(s) − g˜j (s)‖∞ < 1j C(s) for all s with 1 > s > 14 . Since gj
has compact support, it follows that g˜j (s) is in C0(Cn) and so g˜(s) is in C0(Cn). 
Now we can establish the results corresponding to Theorems 1 and 2 for general dμt with
t > 0. We note that (Utf )(z) ≡ f (z
√
2t ) gives an isometry from L2(Cn, dμt ) onto L2(Cn, dμ)
which restricts to an isometry from H 2(Cn, dμt ) onto H 2(Cn, dμ). For f,g in L2(Cn, dμt ), we
write
〈f,g〉t =
∫
Cn
f (z)g(z) dμt (z)
with ‖f ‖2t = 〈f,f 〉t . We check easily that the normalized reproducing kernel functions for
H 2(Cn, dμt ) are just
k(t)a (z) = exp
{
1
4t
z · a − 1
8t
|a|2
}
and that ‖(Utg)ka‖ = ‖gk(t)
a
√
2t
‖t .
An easy computation gives U∗t TUtgUt = T (t)g for T (t)g the Berezin–Toeplitz operator on
H 2(Cn, dμt ) corresponding to the function g. The Berezin transform of T (t)g is given by
T˜
(t)
g (a) ≡
〈
T (t)g k
(t)
a , k
(t)
a
〉 = g˜(t)(a).
t
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U˜tg
(s)
(a) = g˜(2ts)(a√2t ).
Applying these transformations together with Theorems 1 and 2 it is now easy to check the
following for all t > 0:
Theorem 3. Let g ∈ Tt (Cn). Then T (t)g is compact whenever g˜(s) ∈ C0(Cn) for some s with
0 < s < t2 . Moreover, T
(t)
g ∈ Sp for 1  p < ∞ whenever g˜(s) ∈ Lp(Cn, dv) for some s with
0 < s < t2 .
and
Theorem 4. Let g ∈ Tt (Cn). Then g˜(s) ∈ C0(Cn) for all s with t2 < s < 2t whenever T (t)g is
compact.
In fact, we can recover, by the same means, the dμt -versions of the main results in [12]:
Proposition 1. Let g ∈ Tt (Cn). There is C(t, s) > 0 s.t.
C(t, s)
∥∥g˜(s)∥∥∞  ∥∥T (t)g ∥∥
for all s with 0 < s < t2 . Moreover, there is c(t, s) > 0 with
c(t, s)
∥∥T (t)g ∥∥ ∥∥g˜(s)∥∥∞
for all s with 2t > s > t2 .
The dμt -results will be needed in the next section when we consider g ∈ BMO1(Cn).
4. BMO and backwards heat flow
We will start with the definition of the spaces BMOp(Cn) and discuss some of their properties
that will be needed. First, we define BMOp,t (Cn) as the vector space of locally integrable g on Cn
such that, for τz(w) = z −w,
sup
z∈Cn
∫
Cn
∣∣g ◦ τz − g˜(t)(z)∣∣p dμt < ∞
and we equip BMOp,t (Cn) with the obvious semi-norm, denoted by ‖ · ‖BMOp,t . Note that in
this definition we are implicitly assuming that the function g˜(t) exists. However, we have the
following result (whose proof is almost identical to the corresponding result in [32]. See also [4]
for some similar results on BMO2(Cn)).
Proposition 2. Let 1  p < ∞ and let g be locally integrable on Cn. Then the following are
equivalent:
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(b) g ∈ BMOp,r (Cn) for all r > 0.
(c) g ∈ BApr (Cn)+ BOr (Cn) for all r > 0.
(d) g ∈ BMOp,t (Cn) and g˜(t) exists for all t > 0.
Here we say g ∈ BMOp,r (Cn) if
sup
z∈Cn
1
v(B(z, r))
∫
B(z,r)
|g − gB(z,r)|p dv < ∞
where B(z, r) is a Euclidean ball in Cn with center z and radius r and gB(z,r) denotes the average
of g over B(z, r). Moreover, we say g ∈ BOr (Cn) if
sup
z∈Cn
ω(g)(z) < ∞
where ω(g)(z) = supw∈B(z,r) |g(z) − g(w)| and say g ∈ BApr (Cn) if
sup
z∈Cn
1
v(B(z, r))
∫
B(z,r)
∣∣g(w)∣∣p dv(w) < ∞.
Also, if we equip BMOp,r (Cn) with its canonical semi-norm and equip BApr (Cn) + BOr (Cn)
with the semi-norm ‖ · ‖BApr (Cn)+BOr (Cn) where
‖f ‖X+Y = inf
{‖g‖X + ‖h‖Y s.t. f = g + h, g ∈ X, h ∈ Y}
for any two compatible complete semi-normed spaces (or Banach spaces) X and Y [34, p. 33],
then all of the semi-norms in Proposition 2 are equivalent. Note that if either (b) or (c) is true,
then it is not difficult to see that gk(t)a ∈ Lp(Cn, dμt ) for each a ∈ Cn and all t > 0 which implies
that the function g˜(t) is defined for each t > 0.
Clearly the spaces BMOp,r (Cn),BApr (Cn), and BOr (Cn) are independent of both r and t ,
which says that BMOp,t (Cn) (as a vector space) is independent of t , and so we will write
BMOp(Cn) for BMOp,t (Cn). Moreover, it is not difficult to see that the semi-norms ‖ · ‖BMOp,t
are all equivalent for t > 0 and that for any g ∈ BMOp(Cn) we have
‖Utg‖
BMOp,
1
2
= ‖g‖BMOp,t
for any t > 0. This in particular says that if g ∈ BMOp(Cn), then Utg ∈ BMOp(Cn) for any
t > 0.
Proposition 2 also tells us that g˜(t) is continuous for all t > 0 if g ∈ BMO1(Cn). This can be
seen as follows: if g ∈ BO(Cn), then clearly there is some C > 0 where
∣∣g(z)∣∣ C(1 + |z|)
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of the Lebesgue dominated convergence theorem. If g ∈ BA1(Cn), then by [27, pp. 3135–3136],
we have that the multiplication operator M|g| 12 :H
2(Cn, dμt ) → L2(Cn, dμt ) is bounded, which
implies that |˜g|(t) is bounded. By [11, p. 823], and an easy argument involving the operators Ut ,
we then have that T (t)|g| :H 2(Cn, dμt ) → L2(Cn, dμt ) is bounded, from which it follows easily
that T (t)g :H 2(Cn, dμt ) → L2(Cn, dμt ) is bounded. However, it is easy to see, using Fubini’s
theorem, that PtT (t)g f = T (t)g f for all f ∈ H 2(Cn, dμt ) where Pt is the orthogonal projection
from L2(Cn, dμt ) onto H 2(Cn, dμt ). It now follows from [17] that g˜(t) is continuous (and in fact
Lipschitz) since T (t)g :H 2(Cn, dμt ) → H 2(Cn, dμt ) is bounded. For a more detailed exposition,
see [18].
Finally, note that we have the strict inclusions
L∞
(
Cn
)⊂ BMOp(Cn)⊂ Lp(Cn, dμt), for p  1,
BMOq
(
Cn
)⊂ BMOp(Cn)⊂ BMO1(Cn), for 1 p < q
for each t > 0.
Using Theorems 3 and 4, we can now establish that Corollary 1 holds for BMO1(Cn) func-
tions.
Theorem 5. Let g ∈ BMO1(Cn). Then the following are equivalent:
(a) g˜(t0) ∈ C0(Cn) for some t0 > 0.
(b) g˜(t) ∈ C0(Cn) for all t > 0.
(c) T (t0)g is compact on H 2(Cn, dμt0) for some t0 > 0.
(d) T (t)g is compact on H 2(Cn, dμt ) for all t > 0.
Proof. First, since g ∈ BMO1(Cn), we have that gk(t)z ∈ L1(Cn, dμt ) for each z ∈ Cn. Thus, by
the comments in [12, pp. 583–587], we have that Proposition 1 holds for g ∈ BMO1(Cn), which
tells us that Theorem 4 also holds for g ∈ BMO1(Cn) (one can easily modify the proof of Theo-
rems 6 and 10 in [12] to hold for BMO1-functions). Moreover, by considering the operators Ut
and Theorem 1 in [18], we have that for g ∈ BMO1(Cn), T (t)g is compact on H 2(Cn, dμt ) if and
only if g˜(t) vanishes at infinity. Hence (b) is equivalent to (d).
Trivially (b) implies (a), so assume that (a) is true. As was commented before, we have that
g˜(t) vanishes at infinity for all t > t0, so we may assume that 0 < t < t0. Pick any 0 < 
 < t2 .
Then from (a), we have that T (t0)g is compact on H 2(Cn, dμt0), which using Theorem 4 gives
us that g˜(
t0
2 +
) ∈ C0(Cn). However, this implies that T (
t0
2 +
)
g is compact on H 2(Cn, dμ t0
2 +
),
which again by Theorem 4 implies that g˜(
t0
4 + 
2 +
) ∈ C0(Cn). Thus, by an easy induction, we see
that g˜(s) ∈ C0(Cn) for each s = t02m + 
(1 + 12 + · · · + 12m−1 ). But since 0 < 
 < t2 , we can set m
large enough to get that g˜(t) ∈ C0(Cn), which proves that (a) implies (b).
Now, if (c) is true, then T (t0)g is compact for some t0, which implies that the function
g˜(t0)(·) = 〈T (t0)g k(t0), k(t0)〉(·) (·) t0
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T
(t)
g is compact for each t > 0. Since (d) trivially implies (c), the proof is complete. 
Remark. Jingbo Xia has shown us a direct analytic proof of the equivalence of (a) and (b) in
Theorem 5. Xia’s proof works for all Rn instead of just n even.
For g ∈ BMO1(Cn), we can also prove a similar result when g˜(t0) is bounded for some t0. In
fact, much more can be said in this case.
Theorem 6. Let g ∈ BMO1(Cn). Then the following are equivalent:
(a) g˜(t0) is bounded for some t0 > 0.
(b) g˜(t) is bounded for all t > 0.
(c) T (t0)g is bounded on H 2(Cn, dμt0) for some t0 > 0.
(d) T (t)g is bounded on H 2(Cn, dμt ) for all t > 0.
Moreover, any of the conditions (a)–(d) are equivalent to the corresponding condition where |g|
replaces g.
Proof. Assume that (a) is true. Then by the corollary to Lemma 1 in [18] and an easy argument
involving the operators Ut , we have that |˜g|(t0) is bounded, which tells us that |˜g|(t) is bounded
for all t > 0. Proposition 1 and Theorem 2 of [18], and another easy argument involving the
operators Ut complete the proof. 
Now, if
MO(g)(p,t)(z) :=
∫
Cn
∣∣g ◦ τz − g˜(t)(z)∣∣p dμt ,
then Proposition 2 says that g ∈ BMOp(Cn) if and only if MO(g)(p,t) ∈ L∞ for some (or all)
t > 0. In the case that MO(g)(1,t) ∈ Lp(Cn, dv) instead of g ∈ BMO1(Cn), we have the follow-
ing version of Theorem 6:
Theorem 7. Let 0 < p < ∞ and assume that MO(g)(1,t0) ∈ Lp(Cn, dv) for some t0 > 0. Then
the following are equivalent:
(a) g˜(t0) ∈ Lp(Cn, dv).
(b) |˜g|(t) ∈ Lp(Cn, dv) for all t > 0.
(c) T (t)|g| ∈ Sp for all t > 0.
Proof. Assume that (a) is true. Then we have that
|˜g|(t0)(z) =
∫
n
|g ◦ τz|dμt0 
∫
n
∣∣g ◦ τz − g˜(t0)(z)∣∣dμt0 + ∣∣g˜(t0)(z)∣∣
C C
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Cn
(|˜g|(t0))p dv  2p( ∫
Cn
MO(g)p(1,t0) dv +
∫
Cn
∣∣g˜(t0)∣∣p dv).
But by Theorems 13 and 18 in [25], we have that |˜g|(t0) ∈ Lp(Cn, dv) for some t0 > 0 is equiv-
alent to |˜g|(t) ∈ Lp(Cn, dv) for all t > 0, which says that (b) is true. That (b) ⇔ (c) also follows
from Theorems 13 and 18 in [25]. That (b) ⇒ (a) is trivial. 
Remark. By a straightforward adaption of techniques found in [30, pp. 1388–1391], one can
show that the condition MO(g)(q,t) ∈ Lp(Cn, dv) for 1 q < ∞ and 0 <p < ∞ is independent
of t . In particular, MO(g)(q,t) ∈ Lp(Cn, dv) if and only if∑
ν∈Z2n
(
Jq(f,Q+ ν)
)p
< ∞
where Q = [−1,2)2n and
Jq(f,S) =
(
1
v(S)
∫
S
|f − fS |q
) 1
q
dv
for any Borel set S ⊂ Cn where v(S) > 0.
In Corollary 1, and Theorems 5, 6, and 7, we have proven that certain function spaces that are
invariant under the “forward heat flow” are also invariant under the “backward heat flow”. For a
given symbol f ∈ Tt (Cn) we write Btf := f˜ (t).
Example. With c > 0 consider the space:
Sc :=
{
f :Cn → C ∣∣ f measurable and ∃d > 0 s.t. ∣∣f (z)∣∣ d exp( |z|2
c
)
a.e.
}
. (4.1)
Consider SC2c := {f ∈ C2(Cn) | ∂αf = ∂α11 · · · ∂αnn f ∈ Sc for all α ∈ Nn0 s.t. |α| 2}. We set
SC2 :=
⋂
c>0
SC2c
which is invariant under Bt for all t > 0 (cf. Lemma 15 of [5]). Using partial integration and with
the Laplacian  =∑nj=1 ∂2∂zj ∂zj one can check that Btf = Btf for all f ∈ SC2.
Let SH2 be the subspace of all harmonic functions in SC2. It follows that SH2 is invariant
under Bt for all t > 0. So SH2 is invariant under “forward heat flow”. On the other hand, if Bt0f
with some f ∈ SC2 is harmonic for some t0 > 0, then it follows Bt0f = Bt0f = 0. It is shown
in Lemma 12 of [5] that Bt is one-to-one on (SC2) for all t > 0 and therefore we conclude that
f = 0 which proves that f ∈ SH2. In this sense SH2 is also invariant under “backwards heat
flow”.
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assignment f → Btf is one-to-one and, at least on a formal level, we have
B−1t f =
∞∑
j=0
(I −Bt)jf (4.2)
for f ∈ Bt(F).
Of course, the infinite series on the right-hand side does not converge in general. Here we
specify functions f where in fact (4.2) gives the “inverse heat flow”. The easiest example is
given by f ∈ F := P[z, z] where P[z, z] denotes the space of all polynomials in the complex
variables z = (z1, . . . , zn) and z = (z¯1, . . . , z¯n):
Example. Let p ∈ P[z, z¯] be a polynomial of degree n having the expansion:
p(z, z¯) =
∑
|α|+|β|n
α,β∈Nn0
aα,βz
αz¯β .
It is easy to check that there is a polynomial q of degree < n such that:
[Btp](z) =
∑
|α|+|β|=n
α,β∈Nn0
aα,βz
αz¯β + q(z, z¯).
Therefore (I − Bt)jp = 0 in case of j > n and the infinite series on the right-hand side of (4.2)
reduces to a finite sum which coincides with B−1t p. In particular, Bt :P[z, z¯] → P[z, z¯] is an
isomorphism of vector spaces preserving the degree of polynomials for all t > 0.
Let ‖ · ‖HS denote the Hilbert–Schmidt norm. With g ∈ Tt (Cn) and the Hankel operator
H
(t)
g := (I − Pt)Mg , one has
∥∥H(t)g ∥∥2HS = 2∥∥T (t)g−g˜(t)∥∥2HS + ∥∥H(t)g−g˜(t)∥∥2HS + ∥∥H(t)g˜(t)∥∥2HS
 2
∥∥T (t)
g−g˜(t)
∥∥2
HS +
∥∥H(t)
g−g˜(t)
∥∥2
HS (4.3)
(this was proven in [3] for t = 12 , but it is easy to generalize this for all t > 0. See also [7] for
similar results).
Iterating this inequality, one obtains for  ∈ N:
2
∑
k=1
∥∥T (t)
(I−Bt )kg
∥∥2
HS 
∥∥H(t)g ∥∥2HS. (4.4)
Now, if g ∈ BMO1(Cn), then Proposition 2 tells us that
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∣∣g − g˜(t)∣∣(t)(z) = ∫
Cn
∣∣g ◦ τz − g˜(t)∣∣dμt
is a bounded function of z for all t > 0. It easily follows from this that (I − Bt)g ∈ BMO1(Cn).
Thus, by induction, we have that (I −Bt)g ∈ BMO1(Cn) for each  ∈ N.
Moreover, if H(t)g is of Hilbert–Schmidt type, then it follows from (4.4) and Theorem 6 that
the function (I − Bt)g˜(s) is bounded for all s > 0 and  ∈ N. The comments in Section 2,
together with (4.4), Pool’s theorem [28], and an easy argument involving the operators Ut now
tell us that
2
∑
k=1
∥∥(I −Bt)kg˜(t/2)∥∥2L2(Cn,dv)  (2t)n∥∥H(t)g ∥∥2HS. (4.5)
Remark. From [3] and [30] it follows that if g ∈ Tt (Cn), then “H(t)g is of Hilbert–Schmidt type”
is equivalent to MO(2,t)(g) ∈ L2(Cn, dv) (which is also equivalent to “H(t)g is of Hilbert–Schmidt
type”). As remarked before, this is, in fact, independent of t .
With  ∈ N and g ∈ Tt (Cn) define q(g) :=∑k=0(I −Bt)kg.
Theorem 8. Let g = h˜(s) where h ∈ Tt (Cn) and MO(2,t)(h) ∈ L2(Cn, dv). If s > 3t2 , then {q(g)}
is convergent to h˜(s−t) with respect to the uniform and L2(Cn, dv)-topology.
Proof. With m ∈ N it is easy to see that
qm(g) = Bt
m∑
k=0
(I −Bt)kh˜(s−t) = h˜(s−t) − (I −Bt)m+1h˜(s−t).
From the above remark we conclude that H(t)h is of Hilbert–Schmidt type. Since s − t > t2 it
follows from (4.5) that {q(g)} is Cauchy sequence with respect to the L2(Cn, dv)-topology.
Also, applying Proposition 1 with t2 < s − t gives us some C(s, t) > 0 independent of h and k
such that ∥∥(I −Bt)kh˜(s−t)∥∥∞  C(s, t)∥∥T (t)(I−Bt )kh∥∥ C(s, t)∥∥T (t)(I−Bt )kh∥∥HS (4.6)
which tells us that {q(g)} is a Cauchy sequence in the uniform-topology.
Now let K be the limit. Then:
BtK = lim
m→∞Btqm(g) = limm→∞
{
g − (I −Bt)m+1g
}= g = Bt h˜(s−t).
Since Bt is one-to-one we conclude that K = h˜(s−t). 
Remark. It is known [3] that for h ∈ L2(Cn, dv) we have∥∥H(t)∥∥  (4πt)− n2 ‖h‖L2(Cn,dv) (4.7)h HS
70 W. Bauer et al. / Journal of Functional Analysis 259 (2010) 57–78so that the conclusion of Theorem 8 holds for h ∈ L2(Cn, dv). Moreover, if h ∈ Lp(Cn, dv)
with 1  p  2, then the conclusion of Theorem 8 is also true. This can be seen as follows:
if h ∈ Lp(Cn, dv) with 1  p  2 and s > 3t2 , then from (4.5) and an application of Young’s
inequality, we have
2
∑
k=1
∥∥(I −Bt)kh˜(s−t)∥∥2L2(Cn,dv)  (2t)n∥∥H(t)
h˜
(s− 3t2 )
∥∥2
HS
 (2π)−n
∥∥h˜(s− 3t2 )∥∥2
L2(Cn,dv)
 (2π)−n‖h‖2Lp(Cn,dv)‖Φs− 3t2 ‖
2
Lq(Cn,dv)
where 1
p
+ 1
q
= 32 and Φt is the heat kernel Φt(z) = (4πt)−n exp{−|z|2/4t}.
Similarly, if s′ > 0 where s − s′ > 3t2 , then from (4.4), (4.6), and (4.7) we have that
2
∑
k=1
∥∥(I −Bt)kh˜(s−t)∥∥2∞  2C(s, s′, t)2 ∑
k=1
∥∥T (t)
(I−Bt )k h˜
(s′)∥∥2
HS
 (4πt)−nC
(
s, s′, t
)2‖h‖2Lp(Cn,dv)‖Φs′‖2Lq(Cn,dv)
for some C(s, s′, t) > 0. The rest of the proof is identical to the proof of Theorem 8.
5. Results for the weighted Bergman space of the unit ball
In this section we will use the ideas in Sections 3 and 4 to show that Theorem 5 holds for the
weighted Bergman space L2a(Bn, dvα) of the unit ball Bn in Cn, which is the Hilbert space of all
analytic functions g on Bn where ∫
Bn
∣∣g(z)∣∣2 dvα(z) < ∞.
Here, dvα(z) = cα(1−|z|2)α dv(z) for α > −1 and cα is some constant making dvα a probability
measure.
Now, if gk(t)w ∈ L1(Cn, dμt ) for each w ∈ Cn, then recall that the heat flow g˜(t) is just the
Berezin transform of g for the Segal–Bargmann space H 2(Cn, dμt ). Thus, a natural replacement
for “heat flow” on the unit ball for some g ∈ L1(Bn, dvα) is the Berezin transform Bα(g) of g
for the Bergman space L2a(Bn, dvα) defined by
Bα(g)(w) =
∫
Bn
g(z)
(1 − |w|2)n+1+α
|1 − z ·w|2(n+1+α) dvα(z)
=
∫
g(z)
∣∣kαw(z)∣∣2 dvα(z)Bn
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kαw(z) =
(1 − |w|2) n+1+α2
(1 − z ·w)(n+1+α) =
Kα(z,w)
‖Kα(·,w)‖
is the normalized reproducing kernel for L2a(Bn, dvα) and
Kα(z,w) = 1
(1 − z ·w)n+1+α
is the reproducing kernel for L2a(Bn, dvα). As in the previous sections, we will define the Toeplitz
operator T αg on L2a(Bn, dvα) by
T αg f (z) =
∫
Bn
Kα(z,w)f (w)g(w)dvα(w).
Note that if g ∈ L1(Bn, dvα), then it follows easily that Bα(g) is continuous on Bn.
The result we will prove is the following, where C0(Bn) is the set of all continuous functions
g(z) on Bn that vanish as |z| → 1−:
Theorem 9. Let g ∈ BMO1(Bn). Then the following are equivalent:
(a) Bα(g) ∈ C0(Bn) for some α > −1.
(b) Bα(g) ∈ C0(Bn) for all α > −1.
(c) T αg is compact for some α > −1.
(d) T αg is compact for all α > −1.
To prove this, we will prove the following “Bergman space” version of the trace estimates
found in [12, p. 576]. In particular,
Theorem 10. Let α,α0 > −1 and let α˜ = min{α,α0}. Assume g satisfies:
(1) g ∈ L1(Bn, dvα˜) if α = α0,
(2) g ∈ L1(Bn, log 1(1−|z|2) dvα(z)) if α = α0,
and that T αg is bounded. Then there exists C(α,α0) > 0 where
‖Bα0g‖∞  C(α,α0)
∥∥T αg ∥∥.
Assume for the moment that Theorem 10 has been proved. Then we can prove Theorem 9 as
follows: First, note that we have the decomposition BMO1(Bn) = BA1(Bn)+ BO(Bn) where we
say g ∈ BA1(Bn) if
sup
z∈Bn
1
v(D(z, r))
∫ ∣∣g(z)∣∣dv(z) < ∞
D(z,r)
72 W. Bauer et al. / Journal of Functional Analysis 259 (2010) 57–78for all r > 0 where D(z, r) is a Bergman disk of radius r centered at z, and say g ∈ BO(Bn) if
sup
z∈Bn
ω(g)(z) < ∞
where ω(g)(z) = supw∈D(z,r) |g(z)− g(w)|. Thus, if g ∈ BO(Bn), there is some C > 0 where
∣∣g(z)∣∣ C(1 + log 1
1 − |z|2
)
for all z ∈ Bn. Moreover, g ∈ BA1(Bn) is equivalent to the boundedness of the multiplica-
tion operator M|g| 12 :L
2
a(Bn, dvα) → L2(Bn, dvα) for all α > −1 (see [32, p. 382]). Thus, if
g ∈ BMO1(Bn), then g satisfies hypotheses (1) and (2) of Theorem 10 (for a comprehensive
treatment of BMOp(Bn), see [32]).
Now, by an argument that is identical to the proof of Theorem 9 of [12] (see [19] for the case
n = 1 and α = 0), we have that {T αg | g ∈ Cc(Bn)} is norm-dense in the space of all compact oper-
ators, where Cc(Bn) is the set of all continuous functions on Bn with compact support contained
in Bn. An argument that is identical to the proof of Theorem 2 now tells us that Bα0(g) ∈ C0(Bn)
for all α0 > −1 if g ∈ BMO1(Bn) and T αg is compact for some α > −1. This means that (c)
implies (b) in Theorem 9. That (b) implies (a) is trivial.
That (a) implies (c) (and that (d) is equivalent to (b)) was proven in [35] for the case n = 1
and α = 0, but the extension to general n and α > −1 is routine. This completes the proof of
Theorem 9.
It therefore remains to prove Theorem 10. To do this we will follow the proof of Theorem 11
of [12] closely. As in [12], for a bounded operator X on L2a(Bn, dvα), let
KX(z,w) =
(
X∗Kα(·,w)
)
(z).
The proof of the following is nearly identical to proof of the corresponding result in [12, p. 271].
Theorem 11. Let α,α0 > −1. If g ∈ L1(Bn, dvα˜) and X is bounded on L2a(Bn, dvα) with:
(1) T αg is bounded.
(2) T αg X is trace class.
(3) ∫
Bn
∫
Bn
|g(z)||Kα(w, z)||KX(w,z)|dvα(z) dvα(w) < ∞.
Then
tr
(
T αg X
)= ∫
Bn
g(z)KX(z, z) dvα(z).
For k = 0,1,2, . . . , let (x)k be the usual Pochhammer symbol defined by
(x)k := x(x + 1) · · · (x + k − 1)
and let {eβ} be the standard orthonormal basis of L2(Bn, dvα) given bya
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√
(n+ α + 1)|β|
β! z
β,
where β = (β1, . . . , βn) is a multiindex, |β| = β1 + · · · + βn, β! = β1!β2! · · ·βn!, and zβ =
z
β1
1 · · · zβnn .
Let Pβ be the projection onto the span of eβ , and let
ak := cα0
cα
(α − α0)k
(n+ α + 1)k
where the cα’s are the normalizing constants for dvα . Moreover, let
T
(α0)
0 :=
∞∑
k=0
ak
∑
|β|=k
Pβ, S
(α0)
r :=
r∑
k=0
ak
∑
|β|=k
Pβ
where r ∈ N. We claim that S(α0)r converges in norm to T (α0)0 as r → ∞. If α − α0 =
0,−1,−2, . . . , then this is trivial, so assume that α − α0 = 0,−1,−2, . . . . By Stirling’s formula
we have the asymptotic relation
(a)k
(b)k
∼ ka−b Γ (a)
Γ (b)
(5.1)
as k → ∞ if a, b = 0,−1,−2, . . . , which tells us that
(α − α0)k
(n+ α + 1)k ∼ k
−n−1−α0 Γ (α − α0)
Γ (n+ α + 1)
and clearly says that S(α0)r converges in norm to T (α0)0 since α0 > −1.
However, since
KPβ (z,w) =
(n+ α + 1)|β|
β! z
βwβ (5.2)
the multinomial theorem tells us that
K
S
(α0)
r
(z,w) = cα0
cα
r∑
k=0
∑
|β|=k
(α − α0)k
β! z
βwβ
= cα0
cα
r∑
k=0
(α − α0)k
k!
∑
|β|=k
k!
β!z
βwβ
= cα0
cα
r∑
k=0
(α − α0)k
k! (z ·w)
k.
Thus, the formula
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∞∑
k=0
(α − α0)k
k! (z ·w)
k
and the fact that S(α0)r converges in norm to T (α0)0 gives us that
K
T
(α0)
0
(z,w) = cα0
cα
(1 − z ·w)α0−α.
Next we check that T (α0)0 is trace class. In fact,
∥∥T (α0)0 ∥∥tr = cα0cα
∞∑
k=0
(n)k(α − α0)k
k!(n+ α + 1)k
where (n)k
k! = (k+n−1)!k!(n−1)! is the number of ways of writing k as an ordered sum of n non-negative
integers. Using (5.1), we see that
(n)k(α − α0)k
k!(n+ α + 1)k ∼ k
−α0−2 Γ (n+ α + 1)
Γ (α − α0)Γ (n)
and since α0 > −1, we have that T (α0)0 is trace class.
Finally, let Uαz g = g ◦ ϕzkαz where ϕz is the involutive automorphism of Bn interchanging 0
and z [33, p. 5]. Then it is not difficult to see that Uαz is a self adjoint unitary operator and that
Uαz T
α
g U
α
z := T αg◦ϕz .
Also, let T (α0)z = Uαz T (α0)0 Uαz .
We can now prove
Theorem 12. If g satisfies the hypothesis of Theorem 10, then
tr
(
T αg T
(α0)
z
)= Bα0g(z).
Proof. We first prove this for z = 0. We only need to check hypothesis (3) of Theorem 11. Thus,
we need to estimate
F =
∫
Bn
∫
Bn
∣∣g(z)∣∣ (1 − |z|2)α(1 − |w|2)α|1 − z ·w|n+1+2α−α0 dv(z) dv(w)
=
∫
Bn
( ∫
Bn
(1 − |w|2)α
|1 − z ·w|n+1+2α−α0 dv(w)
)∣∣g(z)∣∣(1 − |z|2)α dv(z).
Moreover, by the Rudin–Forelli estimates [33, p. 15], we have that
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∫
Bn
(1 − |w|2)α
|1 − z ·w|n+1+2α−α0 dv(w)
is a bounded function if α − α0 < 0, and is asymptotic (as |z| → 1−) to:
(a) log 11−|z|2 if α = α0.
(b) 1
(1−|z|2)α−α0 if α − α0 > 0.
However, if g satisfies the hypothesis of Theorem 10, then clearly we have that F < ∞.
Theorem 11 now tells us that
tr
(
T αg T
(α0)
0
)= ∫
Bn
g(z)K
T
(α0)
0
(z, z) dvα(z)
=
∫
Bn
g(z) dvα0(z)
= Bα0g(0).
Finally, we have
tr
(
T αg T
(α0)
z
)= tr(T αg Uαz T (α0)0 Uαz )
= tr(Uαz T αg Uαz T (α0)0 )
= tr(T αg◦ϕzT (α0)0 )
= Bα0(g ◦ ϕz)(0)
= Bα0g(z)
which completes the proof of Theorem 12. 
The proofs of Theorems 9 and 10 now immediately follow from the standard estimate:
‖Bα0g‖∞ 
∥∥T αg ∥∥∥∥T (α0)z ∥∥tr
= ∥∥T αg ∥∥∥∥T (α0)0 ∥∥tr
 C(α,α0)
∥∥T αg ∥∥.
6. Counter-examples and open problems
We provide counter-examples to the unrestricted use of Theorems 5 and 6. As in [18, p. 17],
let f (z) = e( 15 +i 25 )|z|2 so that
f˜ (
1
2 ) =
(
3 + i 4
)
e(−
1
5 +i 25 )|z|2 .5 5
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infinity if 0 < s < 14 (of course, f is not in BMO1(Cn)). Similar examples can be constructed
where f˜ (t0) is bounded for some t0 but f˜ (t) is not bounded for all 0 < t < t0.
Finally, we discuss some interesting open problems related to our results. We first note that
the following conjecture is still open:
Conjecture 1. Tg is bounded if and only if g˜(1/4) is bounded.
We can now state the corresponding conjecture for the compactness of Toeplitz operators:
Conjecture 2. Tg is compact if and only if g˜(1/4) vanishes at infinity.
It would also be interesting to know whether or not any kind of estimate like Theorem 11
in [12] holds with respect to the Lp and Schatten norms for 1 p < ∞.
Question 1. If 1 < t < 14 and g ∈ T1(Cn) (or just g ∈ T (Cn)), then is there some C(s,p) > 0
where ∫
Cn
∣∣g˜(t)∣∣p dv  C(s,p)‖Tg‖pSp?
Moreover, for g ∈ BMO1(Cn) (or even just g ∈ L∞), does one have any kind of Lp backwards
heat flow estimate?
Question 2. Let 1 p < ∞ and g ∈ BMO1(Cn) (or even just g ∈ L∞). Does g˜(t0) ∈ Lp(Cn, dv)
for some t0 > 0 imply that g˜(t) ∈ Lp(Cn, dv) for all t > 0? Does this also hold for all Rn instead
of just n even?
Note that the answer to this question is also in general “no”. In particular, if f is again the
function f (z) = e( 15 +i 25 )|z|2 then f˜ ( 12 ) ∈ Lp(Cn, dv) for all 1  p < ∞, but f˜ (s) is not in any
Lp(Cn, dv) for 0 < s < 14 since if it were, then there would be some 0 < s < s
′ < 14 where f˜
(s′)
vanishes at infinity.
One can also ask the following question:
Question 3. Let 1 p < ∞ and let g ∈ T1(Cn) (or just g ∈ T (Cn)). Does one have that Tg ∈ Sp
if and only if g˜( 14 ) ∈ Lp(Cn, dv)?
Since g ∈ BMO2(Cn) is equivalent to Hg and Hg˜ being bounded [4], it is reasonable to ask:
Question 4. If g = h˜(s) where h ∈ BMO2(Cn) (or just h ∈ L∞) and s > 3t2 , then is {q(g)}
convergent to h˜(s−t) with respect to the uniform-topology where q(g) :=∑k=0(I −Bt)kg?
For Toeplitz operators T αg on the Bergman space L2a(Bn, dvα), it would be interesting to know
if the reverse inequality in Theorem 10 holds. In particular:
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C(α,α0) > 0 where ∥∥T αg ∥∥ C(α,α0)∥∥Bα0(g)∥∥∞.
What about if the L∞ norm is replaced with the Lp norm and the operator norm is replaced by
the Schatten p norm?
One can also reformulate Questions 1–3 in terms of the Bergman space L2a(Bn, dvα), which
we leave for the interested reader to do.
Finally, we note that the following question still appears to be open:
Question. If g ∈ L1(Bn, dvα), then does the vanishing of Bαg(z) as |z| → 1− imply that T αg is
compact?
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