Abstract. This paper addresses the problem of image representation based on a sparse decomposition over a learned dictionary. We propose an improved matching pursuit algorithm for Multiple Measurement Vectors (MMV) and an adaptive algorithm for dictionary learning based on multi-Singular Value Decomposition (SVD), and combine them for image representation. Compared with the traditional K-SVD and orthogonal matching pursuit MMV (OMPMMV) methods, the proposed method runs faster and achieves a higher overall reconstruction accuracy.
Introduction
Signal representation is important for efficient signal processing, data compression, pattern recognition and machine learning. The problem of how to select a set of basis vectors for efficient representation of signals in a given dataset has been extensively investigated in the past [1, 2] . This problem can be described mathematically as follows: given an original signal y in an n-dimensional space and a set of basis vectors, find, within a preset tolerance, a compact representation of y using the subspace spanned by the basis vectors. The development of pursuit algorithms such as orthogonal matching pursuit [5] from compressed sensing [3, 4] , with the capability to find a sparse representation, has offered new approaches for tackling the aforementioned problem. Using an over-complete dictionary D consisting of k basis vectors or atoms, the original signal can be decomposed by solving the following system of linear equations:
In the past, the K-SVD approach has been proposed for dictionary-based learning for a sparse representation [6, 7, 8] . However, this approach has a number of problems in dealing with high-dimensional signals. First, K-SVD depends heavily on a pursuit algorithm to calculate the sparse coefficients. Second, it updates the dictionary atom-by-atom during each iteration. Furthermore, the K-SVD requires large storage because the computed non-zero coefficients reside in different locations.
To overcome the K-SVD disadvantages, we propose a new approach to signal representation that is based on the concept of Multiple Measurement Vectors (MMV) [9] , [10] . MMV aims to find a solution where most nonzero elements are clustered in a few rows. The proposed method requires significantly less storage compared to K-SVD. Furthermore, it allows the simultaneous update of several atoms, which leads to faster convergence and better reconstruction accuracy. Here, the new method is applied to a simulated data and the problem of image representation and its performance is assessed in terms of reconstruction accuracy and convergence speed.
The paper is organized as follows. Section 2 provides background information on compressed sensing and K-SVD algorithm. Section 3 presents the proposed approach based on Multiple Measurement Vectors. Section 4 gives an analysis of the proposed approach in an image representation task. Section 5 presents concluding remarks.
Background
This section reviews the basic concepts of compressed sensing and discusses two existing algorithms, namely orthogonal matching pursuit (OMP) and K-SVD.
Compressed Sensing
Compressed sensing (CS) aims to find a sparse solution to the problem in (1) In SMV, the problem can be formulated as:
where y ∈ R n is an observable (measurement) vector, D ∈ R n×k is a known dictionary containing k basis vectors or atoms, and x 0 denotes the number of nonzero elements in x. This problem can be solved by several approaches, including greedy algorithms such as Orthogonal Matching Pursuit [5] , and nonconvex local optimization such as FOCUSS algorithm [11] .
On the other hand, the aim in MMV is to
where Y ∈ R n×m is a matrix comprising multiple measurement vectors, X is the solution matrix (X ∈ R k×m ), and X 0 denotes the number of non-empty rows in X. A non-empty row has at least one non-zero entry. The OMP technique and its variants developed for SMV have been extended to tackle MMV [9] .
In this paper, we focus on the Orthogonal Matching Pursuit for MMV algorithm (OMPMMV) proposed in [10] . The steps of this iterative algorithm are summarized in Table 1 . In this algorithm, S t denotes the set of selected atoms after the t-th iteration, and R t represents the residual error, obtained by using S t for signal reconstruction.
