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Introduction 
All language is a classification of sorts, as real-world events are represented and 
then represented again in differing contexts. Text mining brings unstructured language 
into the realm of quantitative analysis. Often, though, if the results of text mining are to 
be human-accessible, they need to be returned to the qualitative and inherently subjective 
realms of language once more.  
This research treats a domain of language in which humans summarize and 
classify texts that are themselves summaries of events. Events are subject to multiple 
filters, producing more and more language. Within this wash of language, the question is 
whether further analysis and categorization can help simplify representations of events, 
giving users additional ways to access and analyze these events for their own purposes.   
Background 
 SAS® OpRisk Global Data (Global Data) is produced by a group of three full-
time researchers and one marketing manager. The purpose of Global Data is to 
summarize and classify individual operational risk losses incurred by companies. The 
Global Data group collects and stores this data internally in a relational database. The 
group provides new or updated data from the database to customers in the form of SAS 
data sets on a monthly basis.  
 Most of the data for individual operational risk events is stored in the Datasets1-2 
table in the database. The group generally refers to each record in the Datasets1-2 table as 
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a loss data point, or just data point. The table consists of more than 60 fields. The field 
most crucial to this research is the Description of Event field, which contains full-text 
summaries of the operational risk events. Event descriptions generally consist of around 
3-12 complete sentences each and are by-and-large free of spelling and grammatical 
errors. 
Figure 1. Sample event description from the Datasets1-2 table in the Global Data database.  
 
 
In June 2010, Canada Mortgage and Housing Corp, a Canadian financial 
institution, reported that it lost an estimated $.96M due to mortgage fraud. 
The fraud was committed by Robert Lee, a lawyer, and the two owners of 
Canada Best Homes, Eugene Chamczuk and James Steinhubl. Between 
2000 and 2002, Chamczuk recruited straw buyers with good credit to obtain 
mortgages for buyers who would not be approved for the mortgages 
themselves. The straw buyers received the mortgages for properties owned 
by Canada Best Homes in the Alberta villages of Warburg and Empress. 
The mortgage applications were considered fraudulent because the 
applicants were knowingly obtaining loans for other individuals. 
Furthermore, some straw buyers even claimed they would live in the homes 
even though they never intended to do so. Chamczuk assured the straw 
buyers that the false representations they made to the banks were legal. 
After the straw buyers received the mortgage loans, they were paid 5,000 
CAD, and the loans were allegedly transferred to the other buyers who 
wanted the properties. However, those buyers did not exist, and Canada 
Best Homes was able to profit from the mortgages because the company 
still owned the properties. 
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Figure 2. The main form for the Datasets1-2 table as used by Global Data researchers.   
 
 The Datasets1-2 table includes several standardized classification schemes. North 
American Industry Classification System (http://www.census.gov/eos/www/naics/) and 
Basel Business Line classification (Bank for International Settlements, 2002) are used to 
characterize the companies and business units, respectively, that sustain each operational 
risk loss. Bank for International Settlements (BIS) classification is also used to 
characterize the nature of each operational risk. Risk classification is a three-tiered 
hierarchical scheme that consists of Event Risk Category/Sub-Risk Category/Activity. 
For example, an operational risk event may be characterized as Clients, Products & 
Business Practices/Improper Business or Market Practices/False or incomplete reporting. 
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There are 6 top-level Event Risk categories, 19 middle-level Sub-Risk categories, and 
145 Activity categories. 
 The group uses other attributes in Datasets1-2 to describe the type of financial 
loss resulting from each risk event, geographical information, and the degree of finality 
of the loss, among other factors. The attribute ReferenceIDCode serves as the primary 
key for the table. 
 In addition to the Datasets1-2 table, two other tables in the database are relevant 
to this research. These are the MultipleFirmsImpacted (MFI) and 
SingleEventMultipleLosses (SEML) tables. At times, a single operational event results in 
financial losses to many companies; the corresponding data points in Datasets1-2 receive 
an MFI code. At other times, a single event results in multiple instances of financial loss 
to a single company; the corresponding data points in Datasets1-2 receive an SEML code. 
The primary keys of the two tables are known as MFI Code and SEML Code. Each table 
exists in a one-to-many relationship to Datasets1-2; each SEML or MFI code must apply 
to at least two data points. 
 In addition to the MFI and SEML codes, the MFI and SEML tables include fields 
for briefly describing each event that receives a code; for example, “Losses due to an oil 
spill in the Gulf of Mexico.” Therefore, each data point that belongs to either an MFI or 
an SEML grouping not only has the standard event description field, but is also linked to 
this brief MFI or SEML description. The data points within each SEML or MFI grouping 
often feature similar event descriptions, as analysts cut and paste core event descriptions 
from one data point to the next.  
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Out of the total 23,584 data points in the database as of the June 2010 release of 
Global Data, 7,655 data points had either an SEML or an MFI code. There was a 
combined total of 2,158 SEML and MFI event groupings as of the June 2010 release.  
 In addition to the existing classification schemes and descriptions, Global Data is 
now interested in adding a “keyword” attribute that can apply to operational risk events. 
Such a field would provide an alternative access point to users of the data. A keyword, or 
“key term,” field would provide a means of characterizing the data in ways not covered 
by the existing schemes. At the same time, a single key term could overlap with or re-
combine facets of the existing schemes in new ways based on recurring patterns in the 
event descriptions. For example, there is no way to succinctly label an event an “Oil & 
Gas disaster” using the existing fields in Datasets1-2, although “mining” is an industry 
classification and there is also a “Disasters and Other Events” sub-risk. A phrase like “Oil 
& Gas disaster” might appear in an MFI-SEML description, but then it would only apply 
to those data points within an MFI or SEML grouping, and would not apply to any of the 
single events that comprise the majority of Global Data.  
Purpose 
 The overarching purpose of this research was to investigate the use of automated 
clustering of the full-text descriptions contained in Global Data as a means of identifying 
candidate key terms. A potential advantage of this method was that the key terms would 
be based on the data itself, rather than developed through guesswork or extensive manual 
review. The full-text descriptions, as natural language, are free to include a wealth of 
information not limited to quantitative facts or pre-existing classifications: the hope was 
that mining this language would reveal previously undescribed patterns.  
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 Specifically, this research sought to address the following three questions:  
1) How well do the automatically-generated clusters map to individual data points in 
the database? That is, how relevant are they to the individual data points to which 
they are linked?   
2) To what extent do the automatically derived cluster labels, as translated into 
human accessible key terms, serve as useful key terms for Global Data? 
3) Do the clusters seem to correlate closely with any existing classifications in use 
by Global Data?  
Literature Review 
 In this section, I discuss text mining and clustering in particular as tools for 
unsupervised learning, the challenges associated with clustering, and SAS Text Miner™ 
as a tool for clustering and taxonomy development.  
Text Mining and Clustering 
 Unlike traditional information retrieval, the goal of text mining is to discover 
previously unknown information from text. It is a type of data mining; however, pure 
data mining generally takes structured database fields as input (Hearst, 2003). A well-
cited example of data mining is one in which a grocery store retailer mines customer 
transaction data in order to discover associations among the different types of products 
purchased.  
 Text mining, in contrast, takes unstructured natural language, text, as input. A 
collection of text used as input for natural language processing is known as a corpus. As 
with data mining, the goal of text mining is the discovery of natural groupings or other 
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patterns within the input data. Such patterns might be used to develop a standardized 
taxonomy for a particular domain where none exists, or simply to identify recurrent 
topics in an unexplored corpus. Such knowledge discovery is a type of unsupervised 
learning, in that the raw data “speaks for itself” as input to statistical analysis.  
 Clustering is a typical tool for unsupervised learning; clustering algorithms group 
documents together based on term frequency statistics. Example applications of text 
mining include the automated clustering of documents to help organize a digital library 
(Efron, Marchionini, Elsas, & Zhang, 2004; Krowne & Halbert, 2005), the extraction of 
key terms from text descriptions toward the development of a biomedical ontology 
(Inniss et al., 2006), and the identification of recurring topics from unstructured 
descriptions of software customers’ technical questions (Sanders & DeVault, 2004).  
 Once unsupervised learning has occurred, newly-discovered document clusters 
can be modeled and used to predict the topics of new documents in the corpus. Thus, 
unsupervised learning can lead to supervised learning. Examples include the automatic 
classification of news articles (Calvo et al., 2004; Pope, 2007), the classification of an 
automobile manufacturer’s warranty records (DeVille, 2006), or even the flagging of 
insurance claims for possible fraud (Ellingsworth & Sullivan, 2003). However, this 
research will focus on the unsupervised learning phase as a means of developing an initial 
round of key terms based on descriptions of events.  
Challenges of Automated Clustering 
 Text mining, and the use of clustering algorithms in particular, is fraught with 
difficulty. Given x words occurring in y documents, the number of dimensions for 
analysis quickly becomes huge. Text mining is a resource-intensive task in terms of 
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computing. Unless one is dealing with a small corpus consisting of very few terms, it is 
necessary to reduce the number of dimensions subject to analysis. Even then, the 
resulting clusters may be less than satisfying as reasonable representations of a text.  
 The literature cites several specific problems that tend to occur with automated 
clustering algorithms. Certain clustering algorithms require the user to specify the 
number of desired clusters; however, a user’s need for a relatively few or relatively high 
number of clusters may not correspond to the underlying number of “natural” or 
intelligible clusters in a corpus (Efron et al., 2004). A corpus that contains either very 
heterogeneous documents, or documents with idiosyncratic grammar and spelling 
(Sanders & DeVault, 2004) may result in excessively “noisy” results. In addition, the 
existence of a few large clusters within a corpus can bias classification results and cause 
over-fitting to a model (Pope, 2007; Baoli, Qin, & Shiwen, 2004). And, even when 
document clusters are cohesive and largely accurate, the automatically-derived labels for 
the clusters may seem deceptive or uninformative to users (Krowne & Halbert, 2005). 
 Strategies exist for mitigating some of the problems associated with clustering. 
Efron et al. (2004) found that clusters derived from the human-created keywords that 
accompanied documents in a corpus were preferable to clusters derived from the full-text 
itself or from document titles. Other authors have exploited pre-existing lexical or 
semantic resources such as Wikipedia or the WordNet lexical database in order to map 
clusters to human-accessible cluster labels (Hu et al., 2008; Zhao & He, 2006). DeVille 
(2007) performed pre-classification of a warranty record corpus into 12 top-level clusters 
before subclustering the top-level clusters in order to reduce the dimensionality of each 
clustering input while attaining the large number of total clusters desired. Wallace and 
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Cermack (2004) “tuned” their clustering models for homogeneity through both 
subclustering of certain “catch-all” clusters and merging of different clusters containing 
similar topics.  
SAS Text Miner™ as a Tool for Clustering 
 SAS Text Miner ™ performs clustering of documents based on word frequencies 
within the corpus. This is a multi-step process that includes text parsing, the creation of a 
term-by-document frequency matrix, dimension reduction using single value 
decomposition (SVD), and finally the production of document clusters and cluster labels 
as output. 
 Within this process, there are several opportunities for reducing the massive 
number of features to be analyzed. Early steps include the creation of a stop list, which  
excludes low-information words from analysis, or a synonym list, which can consolidate 
certain terms under a sole parent term. It is possible to iteratively define a stop list by 
sorting terms by weight or frequency after the parsing stage has already occurred, adding 
all terms outside of a certain desired range to the stop list (Sanders & DeVault, 2004). 
Salton’s rule, for instance, states that terms that occur in between 1% and 10% (inclusive) 
of the documents in a corpus function best as discriminators in automated indexing tasks 
(Salton & Yu, 1975). Wallace and Cermack (2004) used a synonym list of 30,000 entries 
when analyzing vehicle call center logs with SAS Text Miner™. Ideally, however, the 
later transformation stage should accomplish much of this term-consolidation work, so 
that the creation of a massive synonym list is unnecessary. The parsing stage also enables 
the exclusion of low-information parts of speech such as articles and prepositions.  
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 Once parsing has occurred, those terms that have not been excluded from further 
analysis are placed in a term-by-document frequency matrix. SAS Text Miner™ includes 
options for both local and global weighting of the terms contained in the term-by-
document frequency matrix. Local weights refer to the occurrence of terms in a single 
document and the options include binary, log or none. “None” in this case means the raw 
frequency itself, “binary” means that the term receives a “1” or a “0” depending on 
whether the term is present in the document at all, while “log” uses the log base 2 of the 
term frequency within the document. Log is recommended for cases in which the corpus 
utilizes a large vocabulary; the log option also tends to mitigate the effect of a single 
word being repeated multiple times within a single document (SAS Institute, 2004).  
 Global term-weighting refers to the presence of terms across all documents and 
the options in SAS Text Miner™ include entropy, inverse document frequency, global 
frequency*inverse document frequency, none, and normal. Entropy is the suggested 
default. Inverse document frequency (IDF) in SAS Text Miner is the same as a term 
frequency*inverse document frequency (TF*IDF) weighting (commonly used in 
information retrieval). Both the entropy and IDF weighting schemes tend to emphasize 
terms that occur in fewer documents in the corpus, though the weighting of such terms is 
not as severe as that of global frequency*IDF (SAS Institute, 2004).  
 Even with pre-transformation dimension reduction tools, the term-by-document 
frequency matrix is still very large. Within this large, multi-dimensional space, the vector 
that represents a single document is very sparse because a single document will include 
only a small sub-set of the total terms in the corpus (Albright, 2004). During the SVD 
transformation stage, SAS Text Miner™ re-characterizes the corpus terms using fewer 
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dimensions than those contained in the original matrix. The optimal number of 
dimensions will have a low root-mean-square deviation (RMS Std.) value, meaning that 
the individual documents in a cluster do not vary much from the cluster itself. A large 
cluster with a large RMS Std. may indicate the need for subclustering, a small cluster 
with a large RMS Std. is most likely spurious, and a tiny cluster with a small RMS Std. 
may need to be merged with a similar cluster (Sanders & DeVault, 2004). SVD 
dimensions between 10 and 250 are recommended, with lower numbers suggested for 
clustering and higher numbers suggested for classification (Albright, 2004; SAS Institute, 
2004). Once the rate of change among single values levels out, then any additional 
dimensions will not add much new information to the clustering algorithm (Albright, 
2004). In addition, a higher number of dimensions requires increased computing 
resources.  
 After defining the number of desired dimensions, there is a choice between 
hierarchical or expectation-maximization (EM) clustering algorithms. EM clustering is a 
partitional method of clustering similar to the frequently-used k-means algorithm (Dy and 
Brodley, 2004). The user can either define the number of clusters, or let the EM 
algorithm select the number. The user can also define the number of descriptive terms 
applied to the clusters. These descriptive terms are based on probabilities and will 
generally not occur in every document within the corresponding cluster. Cerrito (2005) 
and Sanders and DeVault (2004) found that it was useful to use many descriptive terms in 
order to gain a fuller understanding of each cluster.   
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Method 
Summary of Steps 
 This research consisted of the following steps:  
1) Construction of the corpus 
2) Clustering the training set and optimizing settings  
3) Clustering the test set 
4) Evaluation 
a. Expert evaluation of key terms 
b. Alignment with existing classifications 
Construction of the Corpus 
 In this case, the input for text mining did not require extensive pre-processing. 
The contents of the Datasets1-2 table from the Global Data group’s Microsoft Access 
database were imported into a SAS dataset, filtering out unnecessary database fields and 
records that had been deleted since initial publication. For each imported record, the 
following fields were retained: ReferenceIDCode, DescriptionOfEvent, 
EventRiskCategory, Sub-RiskCategory, Activity and Industry. The field 
DescriptionOfEvent served as the main input for clustering. 
 In addition to the event descriptions, the MFIDescription and SEMLDescription 
fields from the MFI and SEML tables were used as separate inputs for clustering.  
These brief descriptions are examples of pre-existing metadata that could potentially 
result in superior clusters than those based on the full-text descriptions of each event 
(Efron et al., 2004). Clustering was performed separately on these combined MFI and 
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SEML descriptions as a comparison to the clusters based on full-length event 
descriptions.  
Clustering the Training Set 
Training Process 
 In clustering the training set, the goal was to develop 40-150 clusters that 
possessed low RMS Std. values. An additional goal was that each cluster based on event 
descriptions contain at least 25 documents, and that all clusters together cover at least 70 
percent of the documents in the training set. I wanted to avoid having cluster sizes that 
would be insignificant in comparison to the overall corpus size. The 70 percent coverage 
goal, while somewhat arbitrary, was intended to reflect Global Data’s longer-range goal 
of developing key terms sufficient to cover all of the data points in the database, with 
some data points ultimately receiving more than one key term.  
 As for the clusters based on MFI and SEML descriptions, it was not necessary 
that these each contain 25 individual MFI-SEML descriptions, particularly given the 
smaller corpus size. Rather, each cluster would merely need to correspond to 25 data 
points. So, for example, a cluster could contain only 10 MFI-SEML descriptions while 
still corresponding to more than 25 data points.  
 Finally, all automatically-derived clusters would need to have corresponding 
cluster descriptions that included possible candidates for human-accessible keywords. 
Individual clusters would need to possess “integrity” and “distinctiveness” (Marchionini, 
Elsas, Zhang, Efron, & Haas, 2005). 
 Clustering was performed on two different types of corpora: the event description 
corpus and the appended MFI-SEML description corpus. Event descriptions were divided 
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into equal-sized training sets and test sets. A similar procedure occurred for the MFI-
SEML descriptions, although this time the training set contained two-thirds of the records 
and the test set contained one-third of the records. Since the corpus of MFI-SEML 
descriptions was fairly small, more documents were dedicated to training in an effort to 
prevent over-fitting. It was expected that the optimal number of clusters and number of 
descriptive terms applied to each cluster would differ between the two corpora, due to 
their differing numbers of records and differing amounts of text per field.      
 There were many variables to assess during the training process. In considering 
the nature of the event descriptions, one question concerned the substantial number of 
data points belonging to either an MFI or SEML grouping. As noted in the background, 
the event descriptions for individual data points within each MFI or SEML grouping are 
often very similar. Such groupings could certainly influence the development of 
document clusters. Therefore, during the training phase, I decided to compare the 
performance of SAS Text Miner™ on the training portions of two slightly different event 
description corpora: one corpus containing the event descriptions of all data points 
(Corpus 1) , and one in which each MFI or SEML grouping was represented by only 
ONE event description (Corpus 2). The latter corpus was intended to contain a lesser 
degree of duplication in the event description field. Finally, Corpus 3 would consist of the 
appended MFI and SEML descriptions.  
Table 1. Summary of the relative sizes of the two event description corpora and the MFI-SEML 
description corpus.  
 Corpus description Total corpus 
size 
Training set 
size 
Test set 
size 
Corpus 1 Event descriptions including  all data points in 
MFI/SEML groupings 
23,584 11,792 11,792 
Corpus 2 Event descriptions including one data point 
only per each MFI/SEML grouping 
19,211 9,606 9,605 
Corpus 3 Appended MFI/SEML  
Descriptions 
2,158 1,511 647 
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System Settings 
 In addition to comparing the two different event description training sets, there 
were many other factors to evaluate during the training phrase. I ran the Text Miner node 
a total of 21 times while tuning its performance on the training sets. The first 13 runs 
used Corpus 1 exclusively as input. This stage helped rule out certain options that seemed 
unlikely to bring any benefit in regard to the other data sets. For example, using Log as 
the local weighting setting consistently brought better results than using Binary or no 
weighting. After the first 13 runs, four more runs each were performed using Corpus 2 
and Corpus 3. Over the course of the tuning process, the following observations were 
noted. 
 Stop list/start list: It was clear that the development of a stop list could be 
extremely cumbersome, requiring multiple iterations and manual additions to the stop list 
data set. Therefore, Salton’s rule was used to greatly reduce the number of terms in the 
event description corpus. Terms that occurred in fewer than 1 percent or greater than 10 
percent of the documents in Corpus 1 were added to the stop list. This resulted in a stop 
list of 28,195 terms. This same stop list was used for Corpus 2, despite the slightly 
smaller document collection for that corpus. For Corpus 3, a separate stop list was 
constructed using Salton’s rule to restrict the terms from the MFI-SEML descriptions. 
This stop list contained 902 terms.  
 Synonym list: After developing an extensive stop list, it was not necessary to 
construct an extensive synonym list. The final synonym list for Corpus 1 and Corpus 2 
consisted of 14 term-parent pairs; most pairs consist of singular-plural formations (for 
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example, “customers” as a child term to “customer”). No synonym list was constructed 
for Corpus 3. 
 Parts of speech included in parsing: Low information terms were excluded 
from analysis. The best clusters of Corpus 1 and Corpus 2 resulted from permitting only 
nouns and adjectives in the term-by-document matrix. Noun phrases were also allowed. 
For Corpus 3, it was preferable to also allow verbs, for greater informativeness of cluster 
labels.  
 Although numbers, letters, and names were excluded from use in all corpora, 
there were a few cases in which single letters (for example, “e”) or monetary numbers 
(for example, “13m”) appeared in the cluster descriptors regardless. These instances were 
ignored when determining candidate key terms based on the descriptors.  
 Whether or not to allow stemming of words: While use of stemming can 
greatly reduce dimensionality, this option was disallowed out of a desire for greater 
precision in the terms used to describe clusters. For example, it was desirable to maintain 
a distinction between the terms “investor” and “investment.”  
 Whether or not to allow the same term as a different part of speech: This 
option was also disallowed out of desire for greater precision in the terms used to 
describe clusters.  
 Maximum number of SVD dimensions: The default setting for the Text Mining 
node is a maximum of 100 SVD dimensions. The default setting was found to work best 
for all corpora. The number of dimensions tended to remain in the 40s for Corpus 1 and 
Corpus 2, although it dropped to the 20s when an exact number of clusters was required. 
For Corpus 3, dimensions were in the 30s.  
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 Local weighting scheme: As noted above, Log clearly resulted in the best 
clusters. This remained true for all three corpora.  
 Global weighting scheme: The two best-performing weighting schemes were 
Entropy (the default) and IDF (TF*IDF). Entropy seemed to perform slightly better than 
IDF for Corpus 3; IDF seemed to perform slightly better than Entropy for Corpora 1 and 
2.  
 Maximum or exact number of clusters: Although it was possible to define the 
exact number of clusters desired, the resulting clusters seemed to be of very inconsistent 
size and had larger RMS Std. numbers. When SAS Text Miner™ was allowed to 
determine the number of clusters, cluster size was more regular and RMS Std. numbers 
remained close to .1. For Corpora 1 and 2, the number of clusters were in the teens. In 
order to develop a greater number of clusters, subclustering of the original clusters was 
performed. The resulting subclusters were of higher quality and had lower RMS Std. than 
those resulting from requiring an exact number of clusters at the outset.  
 For Corpus 3, the number of clusters were in the 20s. These clusters were too 
small to yield useful subclusters.  
 Whether or not to allow some data points to remain unclustered: A “no” 
setting resulted in adequate performance for Corpus 1 and Corpus 2. There was one 
cluster produced during training with unclear descriptors. This cluster was dropped and 
excluded from subclustering; it may have functioned as a sort of “other” cluster, although 
its RMS Std. was fairly low. For Corpus 3, a clear “outlier” or “other” cluster was 
produced regardless of the “yes” or “no” setting for this option.  
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 Number of words used to describe each cluster: The number of words used to 
describe clusters does not affect the composition of clusters themselves. Terms are 
presented in decreasing probability of their occurring in a document within the cluster. 
For Corpus 1 and 2, 10 terms generally provided the best picture of what the cluster 
might be about. However, in developing key term candidates, an effort was made to give 
the highest consideration to the first 5 terms listed. For Corpus 3, any further terms 
beyond the top three ranked terms were not helpful.  
 Expectation-Maximization or Hierarchical; SVD or Roll-up terms: One other 
option was whether to use expectation-maximization or hierarchical clustering methods. 
Since a hierarchically-constrained taxonomy was not desired, only the expectation-
maximization (EM) method was tested.  
 In addition, SAS Text Miner™ gives the option of clustering based on “roll-up 
terms” rather than SVD dimensions; using roll-up terms means that most terms in a 
corpus are eliminated in favor of the very highest-weighted terms. However, since the 
description fields employ a relatively rich vocabulary and a larger number of clusters was 
desired, this option was ignored for Corpora 1 and 2. Roll-up terms were tested for 
Corpus 3, which includes fewer terms and tokens, but to little advantage.  
 Corpus 1 versus Corpus 2: There was not a vast difference in performance 
between the best result from Corpus 1 and the best result from Corpus 2. The best result 
from Corpus 1 consisted of 17 clusters with an average RMS Std. of .1; the best result 
from Corpus 2 had the same characteristics. However, there did appear to be differences 
in the content of the clusters themselves, based on the terms used to describe each cluster. 
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In this sense, Corpus 2 appeared slightly preferable as the cluster descriptors seemed to 
suggest clusters with slightly better integrity (less overlap).  
Training Results 
 The best result from tuning the Text Mining node on Corpus 2 yielded 17 clusters. 
One of these clusters had unclear content and contained 183 documents; this cluster was 
dropped. Out of the remaining 16 clusters, 9 clusters with membership of greater than 
300 documents and RMS Std. of greater than .1 were subclustered. However, one cluster 
that met this criteria was not subclustered as its content appeared to be very clear and 
unified despite the slightly higher RMS Std. (.11).  
 The subclusters had slightly higher RMS Std. than the top-level clusters. Several 
of the subclusters were dropped due to unclear content or small document coverage. In 
addition, a few small-size clusters with seemingly similar content were merged. This 
process ultimately left 46 clusters with a combined document membership of  7,337. This 
outcome met the criteria of developing at least 40 clusters with a coverage of at least 70 
percent of the corpus.  
 Despite some tuning, only 7 out of 19 clusters from Corpus 3 appeared 
acceptable. Other clusters had high RMS Std. numbers, too-small data point coverage, or 
in some cases, the cluster descriptors seemed too specific to possibly apply to as many 
documents as were listed.  
Clustering the Test Set 
 Once the training set was satisfactory, identical strategies were applied to the test 
set. These strategies are summarized below.   
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Table 2. Optimal settings applied to SAS Text Miner™ during clustering.  
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Event Descriptions 
 Clustering the test portion of the event description data set yielded 13 clusters, as 
opposed to the 17 clusters that resulted from clustering the training set. Similar to work 
with the training set, the clusters utilized SVD dimensions numbering in the 40s. The 
average RMS Std. for these clusters was slightly higher than that of the training set, at .11 
as opposed to .1. All 13 clusters were deemed eligible for subclustering.  
 The cluster labels, document coverage, and RMS Std. for the original 13 clusters 
are shown below.  
Table 3. The 13 top-level clusters developed from the test portion of the event description corpus. 
Cluster # Descriptive terms # of 
Documents 
RMS Std. 
1 treatment, medical, services, medicare, health, claims, government, 
hospital, reimbursement, hospitals 
473 0.111 
2 infringement, problems, software, technology, equipment, manufacturer, 
agreement, construction, computer, + system 
824 0.127 
3 directors, accounting, securities, + shares, lawsuits, executives, class 
action lawsuit, investors, shareholders, executive 
697 0.110 
4 medical, negligence, managers, death, former employees, employment, 
workers, hospital, hours, compensation 
629 0.122 
5 + client, securities, + investment, mutual, + fund, + policy, brokerage, 
investors, transactions, life 
1,885 0.129 
6 violations, energy, chemical, hazardous, agency, electricity, protection, 
facility, + regulator, environmental 
690 0.114 
7 contractor, federal government, production, administration, government, 
contracts, equipment, illegal, general, agency 
361 0.102 
8 vehicle, driver, safety, automobile, wife, injuries, car, security, 
transportation, accident 
446 0.107 
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9 manufacturers, antitrust, infringement, cartel, fines, prices, competition, 
pharmaceutical, sales, chemical 
541 0.115 
10 fraudulent, manager, president, bank fraud, documents, banks, + loan, 
credit, mortgage, individuals 
797 0.112 
11 president, + fund, manager, accounts, customer, embezzlement, 
employee, theft, checks, able 
777 0.114 
12 fees, authority, fines, business, office, telecommunications, + consumer, 
practices, services, violations 
1,098 0.130 
13 punitive damages, actual, compensatory damages, damages, punitive, 
compensatory, liable, accident, + property, texas 
387 0.100 
  Total:  
9,605 
Average: 
0.115 
 
 Each of the 13 clusters from the event description data set was subclustered. The 
SVD dimensions utilized in regard to these smaller subclusters also numbered in the 40s. 
As with the subclustering of the training set, the Text Miner settings during subclustering 
of the test set were kept the same as those used during the top-level clustering.   
 Out of the 81 subclusters, 34 subclusters were either dropped from further use or 
merged with other, seemingly similar subclusters. Given the relative evenness of 
subcluster sizes noted earlier, only 3 subclusters were dropped for being too small (<25 
documents). An additional 8 subclusters were combined with other subclusters; in most 
cases, the “base” subcluster and the “merged” subcluster originated from the same top-
level cluster. There was no attempt to strictly combine the descriptive terms of the 
merged subcluster with those of the base subcluster in translating the terms into candidate 
key terms; however, there was generally a fair amount of overlap between the descriptive 
terms of these subclusters. For example, from the top-level cluster 4, the subclusters with 
the following descriptive terms were combined into a Medical negligence subcluster: 
hospital, medical, delivery, hospitals, negligence, negligent, life, hours, liable, unable 
and hospital, medical, injuries, operation, treatment, severe, negligent, weeks, being, 
general. 
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 The remaining 23 dropped subclusters were dropped due to the difficulty of 
determining their content and translating their descriptive terms into candidate phrases. 
Based on the descriptive terms, dropped subclusters often seemed to have some 
ambiguous degree of overlap with other subclusters, but not enough to justify merging 
the subcluster with another subcluster. For example, a cluster with the descriptive terms 
severe, death, maintenance, organization, negligence, injuries, day, life, texas, products 
perhaps should have been merged with the Medical negligence base subcluster, but the 
inclusion of the descriptive terms texas and product made me reluctant to do so. Still, 
these decisions were somewhat subjective in nature. 
Table 4. The number of subclusters dropped and retained from each top-level cluster. 
Cluster 
# 
# of 
Subclusters 
# of 
Subclusters 
retained 
# of 
Subclusters 
dropped  
or merged 
with others 
1 7 4 3 
2 5 3 2 
3 3 3 0 
4 8 5 3 
5 9 6 3 
6 8 5 3 
7 2 1 1 
8 4 2 2 
9 3 2 1 
10 8 5 3 
11 9 3 6 
12 6 4 2 
13 9 4 5 
Totals:  81 47 34 
 
 After determining which subclusters to retain, I assigned candidate key terms to 
each subcluster. Key terms were limited to no more than five words in length. Key terms 
were intended to reflect the automatically-generated cluster labels, but they also needed 
to constitute complete phrases. The process of assigning key terms was subjective. In 
many cases, I tried to use those descriptive terms that seemed least restrictive to the 
content of the subcluster. In some cases, I had to perform significant paraphrasing, or 
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extrapolated the import of the descriptive terms based on my own knowledge of Global 
Data.  
Table 5. Retained subclusters based on event descriptions, with candidate key terms.  
Sub 
Cluster 
# 
Descriptive Terms Candidate Key 
Term 
Source # of 
Documents 
RMS 
Std. 
1 government, medicare, equipment, 
reimbursement, hospital, claims, 
fraudulent, services, improper, 
procedures 
Fraudulent social 
insurance claim 
Cluster 
1 
122 0.122 
2 prices, medicaid, pharmaceutical, 
general, attorney, government, 
restitution, higher, federal government, 
agreement 
Restitution for drug 
mispricing 
Cluster 
1 
60 0.120 
3 safety, problems, being, health, children, 
products, + system, damages, used to, 
employee 
Product safety problem Cluster 
1 
84 0.137 
4 insurers, university, hospitals, medical, 
treatment, + payment, damages, cancer, 
action, lawsuits 
Damage payment by 
health insurer 
Cluster 
1 
113 0.137 
5 union, equipment, production, 
manufacturer, employee, action, several, 
problems, claims, theft 
Manufacturing union Cluster 
2 
294 0.136 
6 infringement, computer, software, 
technology, products, + system, antitrust, 
product, litigation, business 
Infringement of 
technology patent 
Cluster 
2 
240 0.128 
7 customer, data, information, order, error, 
regulations, + investment, + system, 
many, all 
Customer data error Cluster 
2 
87 0.129 
8 energy, brokerage, transactions, sale, 
purchase, + investment, + shares, 
president, year, prices 
Share transaction Cluster 
3 
192 0.134 
9 practices, opportunity, employee, 
accounting, compensation, improper, 
executive, + shares, earnings, + 
investment 
Improper accounting Cluster 
3 
173 0.131 
10 class action lawsuit, lawsuits, action, 
shareholder, investors, statements, 
shareholders, manufacturer, software, 
problems 
Shareholder class 
action lawsuit 
Cluster 
3 
332 0.127 
11 chemical, severe, toxic, accident, 
responsible, petroleum, texas, others, 
records, injury 
Toxic chemicals Cluster 
4 
28 0.134 
12 hospital, medical, delivery, hospitals, 
negligence, negligent, life, hours, liable, 
unable 
Medical negligence Cluster 
4 
115 0.105 
13 women, discrimination, opportunity, men, 
complaint, employment, illegal, products, 
many, complaints 
Gender discrimination Cluster 
4 
56 0.102 
14 opportunity, employment, discrimination, 
manager, employee, + policy, action, 
management, complaint, managers 
Equal Opportunity 
Employment 
Commission 
Cluster 
4 
116 0.124 
15 safety, fines, regulations, violations, 
health, standards, maintenance, serious, 
procedures, equipment 
Fines for safety 
violations 
Cluster 
4 
119 0.130 
16 accounts, + client, arbitration, brokerage, 
+ investment, unauthorized, manager, 
damages, + shares, transactions 
Arbitration involving 
brokerage client 
Cluster 
5 
197 0.119 
17 + regulator, industry, + system, violations, 
customer, disclosure, reports, 
compliance, failures, procedures 
Disclosure violation Cluster 
5 
165 0.120 
18 life, + policy, policyholders, insurance 
companies, insurers, premiums, 
coverage, insurer, general, products 
Life insurance product Cluster 
5 
219 0.118 
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19 theft, customer, data, information, 
security, employee, credit, + client, + 
system, authority 
Theft of customer data Cluster 
5 
107 0.117 
20 executives, bankruptcy, president, 
accounting, executive, director, assets, 
management, + loan, + fund 
Bankruptcy Cluster 
5 
716 0.130 
21 action, class action lawsuit, coverage, 
protection, fees, lawsuits, + payment, 
policyholders, premiums, claims 
Policyholder class 
action lawsuit 
Cluster 
5 
97 0.110 
22 violations, compliance, requirements, 
safety, laws, penalties, environmental, 
protection, + regulator, several 
Environmental 
violations 
Cluster 
6 
178 0.125 
23 agency, protection, environmental, 
manufacturer, toxic, river, use, 
agreement, fines, operations 
Environmental 
Protection Agency 
Cluster 
6 
143 0.127 
24 utility, theft, electricity, e, severe, 
distribution, damages, electrical, all, 
customer 
Utility theft Cluster 
6 
107 0.126 
25 sales, energy, utility, + regulator, prices, 
rates, contracts, services, year, late 
Utility sales Cluster 
6 
125 0.124 
26 area, owners, + property, treatment, 
areas, compensation, restitution, same, 
violation, responsible 
Compensation to 
property owners 
Cluster 
6 
34 0.113 
27 contracts, petroleum, income, firms, 
operations, general, products, federal 
government, penalties, equipment 
Federal government 
contract 
Cluster 
7 
141 0.136 
28 automobile, driver, accident, injuries, car, 
severe, medical, manufacturer, 
responsible, injury 
Transportation accident Cluster 
8 
204 0.139 
29 security, men, theft, robbery, 14m, able, 
connection, individuals, day, manager 
Theft or robbery Cluster 
8 
138 0.129 
30 products, product, class action lawsuit, 
claims, cancer, action, manufacturer, 
marketing, health, general 
Consumer class action 
lawsuit 
Cluster 
9 
290 0.130 
31 authority, cartel, meetings, antitrust, 
competition, prices, violations, fines, 
higher, industry 
Antitrust/competition 
regulator 
Cluster 
9 
239 0.134 
32 manager, general, embezzlement, union, 
alleged fraud, member, firms, credit, 
bureau, managers 
Embezzlement from 
credit union 
Cluster 
10 
75 0.118 
33 buyers, mortgage, + property, inflated, 
documentation, individuals, fraudulent, 
lenders, applications, conspiracy 
Mortgage fraud Cluster 
10 
102 0.116 
34 mortgage, practices, lenders, restitution, 
buyers, + payment, many, bankruptcy, 
information, several 
Restitution for lending 
practices 
Cluster 
10 
92 0.119 
35 directors, president, e, executive, serious, 
l, kickbacks, embezzlement, making, use 
Kickbacks involving 
company 
executive/director 
Cluster 
10 
36 0.118 
36 credit, accounts, bank fraud, various, 
customer, business, security, information, 
president, statements 
Bank fraud Cluster 
10 
297 0.124 
37 theft, security, 14m, investigators, day, 
several, early, employee, crime, 
information 
Employee theft Cluster 
11 
67 0.114 
38 fraudulent, accounts, banks, men, 
individuals, unauthorized, several, 
conspiracy, suspicious, able 
Fraudulent bank 
account 
Cluster 
11 
148 0.133 
39 executive, director, embezzlement, 
directors, cars, prosecutors, operations, 
construction, executives, records 
Embezzlement by 
company 
executive/director 
Cluster 
11 
165 0.126 
40 petroleum, chemical, unit, production, 
refinery, units, day, months, operations, 
used to 
Petroleum/chemical 
manufacturing 
Cluster 
12 
100 0.122 
41 bureau, fines, penalties, lawsuits, 
income, management, office, general, 
fees, attorney 
Attorney General's 
Office 
Cluster 
12 
238 0.132 
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42 t, + regulator, competition, 
telecommunications, telecommunications 
company, authority, communications, 
services, actions, action 
Telecommunications 
regulation 
Cluster 
12 
161 0.120 
43 + consumer, illegal, transactions, 
information, sales, + payment, marketing, 
practices, penalty, violations 
Illegal consumer sales 
or marketing practice 
Cluster 
12 
305 0.131 
44 + payment, + policy, coverage, insurer, 
sale, liability, claims, + client, automobile, 
accident 
Insurance liability Cluster 
13 
70 0.136 
45 compensatory, compensatory damages, 
brokerage, fiduciary duty, duty, 
arbitration, punitive, + client, negligence, 
failure 
Compensatory 
damages 
Cluster 
13 
54 0.127 
46 chemical, liable, + system, death, 
compensation, injuries, car, accident, 
product, manufacturer 
Liability for death or 
injury 
Cluster 
13 
53 0.132 
47 property, utility, report, operations, 
severe, facility, electrical, all, illinois, 
damages 
Utility damage Cluster 
13 
32 0.122 
       Total: 
 7226 
Average: 
0.125 
 
 The 47 subclusters based on event descriptions covered a total of 7,226 
documents, exceeding the goal of a 70 percent coverage of the 9,605-document test set. 
MFI-SEML Descriptions 
 Clustering the test set of MFI-SEML descriptions yielded 26 clusters. The first of 
these clusters appeared to be an outlier or “other” cluster, with 140 documents, an 
inexplicably low RMS Std. of zero, and descriptive terms consisting of damage, 
overstating, robberies. Out of the 26 clusters, 11 were retained. As with the training set, 
the other clusters had high RMS Std., too-small document coverage, or in some cases, the 
cluster descriptors seemed too specific to possibly apply to as many documents as were 
listed. The retained clusters for the MFI-SEML test set are listed below.  
Table 6. Retained clusters based on MFI-SEML descriptions, with candidate key terms. 
Cluster 
# Descriptive Terms Candidate Key Term  
# of 
Documents RMS Std. 
1 overcharging, mutual funds, annuities Overcharging 14 0.06 
2 life insurance policies, insurance, broker Life insurance policies 21 0.08 
3 trading, imposed, practices Trading practices 31 0.12 
4 price, fixing, dram Price fixing 40 0.06 
5 antitrust, oil, violations Antitrust violation 73 0.14 
6 Collapse Firm collapse 6 0 
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7 environmental, pollution, contaminated Environmental pollution 13 0.07 
8 accident, recording, claims Accident claim 23 0.13 
9 improper accounting, cardiac, devices Improper accounting 27 0.1 
10 loan, fraud, loan Loan fraud 10 0.05 
11 explosion, was, plant Plant explosion 20 0.13 
      
Total:  
278 
Average: 
0.086 
 
Evaluation 
Research Questions 1 and 2 
 Researchers have often used the standard information retrieval measures of recall 
and precision to evaluate the success of automatically-generated clustering schemes (Dy 
& Bradley, 2004; Pope, 2007). This involves a comparison of document to cluster 
assignment for accuracy (precision), but also involves measurement of the total 
documents that ought to have been included in each cluster (recall). But it is often 
difficult to employ objective standards for recall and precision when dealing with text. 
The events described in the Global Data are often complex and there is sometimes 
disagreement among the analysts about the correct classification of an event within the 
existing well-used schemes, such as risk activity. In this context, the “relevance” or lack 
thereof of a key term to an event description may in some cases be crystal clear, but in 
other cases may feel more like a subjective assessment. 
 In the case of Global Data, the immediate goal was not to enable automated 
classification, although that could become a later goal. Rather, the immediate goal was to 
develop quality candidate terms for use in a new “key term” field of the database.  
 At the same time, the automated assignment of documents to various clusters 
would certainly need to receive some evaluation, as the generation of clusters was based 
on the automated characterization of those same documents. Therefore, while there was 
no attempt to measure the recall of clusters, experts did conduct assessments of the 
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precision of the clusters. It is important to note that these assessments were still filtered 
through the “translated” cluster labels. This evaluation of the relevance of key terms to 
individual data points spoke to Research Question 1. 
 Evaluation of the Global Data clusters also included a focus on the potential 
usefulness of each candidate phrase as a key term for use in the database. Experts were 
also asked to consider the use value of these key terms regardless of accuracy. In 
focusing on utility, the hope was that the experts were, in a sense, evaluating the 
relevance of the key terms to the Global Data database as a whole, rather than relevance 
to a single data point. This aspect of the evaluation spoke to Research Question 2.  
 In order to address Research Questions 1 and 2, domain experts reviewed 90 
records randomly selected from the event description test set. They also reviewed 10 
records randomly selected from the MFI-SEML description corpus. Records were 
selected using the simple random seed method in SAS Enterprise Guide™.  
Table 7. Document coverage and sample size of the test and evaluation sets.  
Corpus # of Documents Clustered Evaluation Sample Size 
Event descriptions 7,226 90 
MFI-SEML descriptions 278 10 
 
 Two of the three experts are employed as analysts within the Global Data group 
and the third expert serves as the marketing manager for the database. All three judges 
have extensive knowledge of the database and the domain of operational risk events. The 
Institutional Review Board at UNC-Chapel Hill approved the use of human evaluators 
and declared the study to be exempt from further review (Study # 10-1046). 
 Evaluators viewed candidate key terms alongside their corresponding event 
descriptions. In the case of key terms based on MFI-SEML descriptions, each key term 
was joined to a corresponding event description, rather than the brief MFI/SEML 
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description used for clustering. This was intended to make the evaluation of the clusters 
more rigorous, and to reflect the fact that analysts would most likely base any future key 
term classifications on the full event description, rather than the MFI or SEML 
description that is often assigned much later on in the group’s work flow.    
 For each randomly selected record, each of the three domain experts was asked to 
briefly review the event description and candidate key term before selecting one of the 
following options. These options reflect both Research Questions 1 and 2 (relevance and 
use value).  
 1) The candidate phrase has relevance to the event description and could  
  be used as a key term for the data point.    
 2) The candidate phrase has relevance to the event description, but does  
  not seem to me like a very useful key term for the database.   
 3) The candidate phrase does not have relevance to the event description  
  and should not be used as a key term for the data point. However,  
  the candidate phrase might be useful as a key term for other data  
  points in the database.  
 4) The candidate phrase does not have relevance to the event description  
  and should not be used as a key term for the data point. In addition, 
  the candidate phrase does not seem to me like a very useful key  
  term for the database.  
Research Question 3 
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 Quantitative analysis of the clusters themselves was undertaken to identify any 
associations that existed between membership in a cluster and membership in any of the 
main classification schemes already in use. I wanted to know if the key terms appeared to 
overlap with any existing classifications, particularly the hierarchical scheme for 
operational risk event classification. Such overlap could help verify the accuracy of key 
term classifications and could be of assistance if the Global Data group undertakes 
automatic key term classification in the future. At the same time, strict overlap could 
render a key term overly redundant with an existing category. I was also curious as to 
whether any of the key terms appeared to combine different aspects of the existing 
classification schemes.  
 The Association node in SAS Enterprise Miner™ was used to explore possible 
alignments between key terms and existing classifications. The calculation of association 
rules, sometimes termed “Market Basket Analysis,” is a data mining technique that can 
reveal the relationships between different variables in a data set (SAS Institute, 2003; 
MacDougall, 2003). An example would be an association rule stating that customers who 
buy milk are also likely to buy bread. In the case of Global Data, an association rule 
would state that where a data point belongs to x candidate phrase, the data point is also 
likely to belong to y existing category used by the group.  In order to calculate association 
rules, data sets must be transposed into transaction data sets, in which the same unique 
identifier is repeated for multiple “transactions.”  
Figure 3. An example transaction data set using Global Data attributes.  
ReferenceIDCode Attribute 
12376 Theft of customer data [key term] 
12376 Internal fraud [event type] 
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 The Association node produces a data set that includes a rule column; rules are 
stated in the form of “Theft of customer data  Internal fraud.” Other variables in the 
output data set represent the strength of the connection between the rule components. 
Expected confidence represents the percentage of data points for which both “Theft of 
customer data” and “Internal fraud” are attributes, while Confidence represents the 
percentage of times that both attributes occur divided by the number of times that just 
“Theft of customer data” occurs. Support and Count represent the percentage and 
frequency count, respectively, of data points that have both attributes. Finally, Lift 
measures the strength of the rule; that is, how much more likely the occurrence of 
“Internal fraud” is given the occurrence of “Theft of customer data.” Lift is confidence 
divided by expected confidence, and a Lift of greater than 1 denotes a positive 
association.   
 When running the Association node, rules were required to have a minimum 
confidence level of 10%. Association rules were calculated in regard to all three levels 
(Event risk, Sub-risk and Activity) of the operational risk classification for each 
candidate key term. 
Results 
Evaluation of Candidate Key Term Phrases by Judges 
 Random sampling  produced 90 event description-key term pairings which 
included 38 out of 47 candidate key terms. Random sampling produced 10 MFI-SEML 
description-key term pairings which included 6 out of 11 candidate key terms. 
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Summary of Results 
 The judges evaluated the key terms as being both relevant to the corresponding 
event description and useful to the database as a whole in 44 percent of 300 total 
judgments. 
Table 8. Frequency of evaluation options for all judgments, event description judgments, and 
MFI-SEML judgments.  
 Relevant to ED; 
good for 
database 
Relevant to ED; 
not good for 
database 
Not relevant to 
ED; good for 
database 
Not relevant to 
ED; not good for 
database 
All judgments (300) 133 
44% 
24 
8% 
102 
34% 
41 
14% 
Event description key 
term judgments 
114 
42% 
 
24 
9% 
91 
34% 
41 
15% 
MFI-SEML description 
key terms 
19  
63% 
 
0 
0% 
11 
37% 
0 
0% 
 
In addition, the most common type of unanimous judgment for the event 
description key terms was that key terms were both relevant to the event description and 
useful to the database.  
Table 9. Unanimous judgments of the key terms for the four evaluation options.  
 Relevant to ED; 
good for 
database 
Relevant to ED; 
not good for 
database 
Not relevant to 
ED; good for 
database 
Not relevant to 
ED; not good for 
database 
# Total unanimous 
judgements 
30 1 16 1 
# Event description 
unanimous 
judgments 
25 1 14 1 
# MFI-SEML 
unanimous 
judgments 
5 0 2 0 
 
 
Table 10. Majority judgments (2 judges exactly) of the key terms for the four evaluation options. 
 Relevant to ED; 
good for 
database  
Relevant to ED; 
not good for 
database  
Not relevant to 
ED; good for 
database  
Not relevant to 
ED; not good for 
database  
# Total majority 
judgements  
15 5 16 9 
# Event description 
majority judgments 
14 5 14 9 
# MFI-SEML majority 
judgments 
1 0 2 0 
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Table 11. Key terms receiving unanimous evaluation. (Some candidate phrases may have 
received non-unanimous evaluation in respect to other data points included in the samples.) 
Relevant to ED; good for 
database 
Relevant to ED; 
not good for 
database 
Not relevant to ED; 
good for database 
Not relevant 
to ED; not 
good for 
database 
Key terms 
based on event 
descriptions 
Key terms 
based on 
MFI-SEML 
descriptions 
Key terms Based on 
event descriptions 
Key terms 
based on 
event 
descriptions 
Key 
terms 
based on 
MFI-
SEML 
descripti
ons 
Key terms 
based on 
event 
descriptions 
Kickbacks involving 
company 
executive/director 
 
Shareholder class 
action lawsuit (4 
instances) 
 
Embezzlement by 
company  
executive/director 
 
Infringement of 
technology patent 
(4 instances) 
 
Consumer class 
action lawsuit 
 
Fraudulent social 
insurance claim 
 
Transportation 
accident 
 
Gender 
discrimination 
 
Telecommunication
s regulation (5 
instances) 
 
Policyholder class 
action lawsuit 
 
Theft of customer 
data (2 instances) 
 
Environmental 
violations (2 
instances) 
 
Theft or robbery 
 
Price fixing (2 
instances) 
 
Antitrust violation 
 
Firm collapse 
 
Improper 
accounting* 
 
Fraudulent bank account 
Consumer class 
action lawsuit (3 
instances) 
 
Infringement of 
technology patent 
 
Disclosure 
violation 
 
Improper 
accounting* 
 
Illegal consumer 
sales or marketing 
practice 
 
Utility damage 
 
Liability for death 
or injury 
 
Transportation 
accident 
 
Utility theft 
 
Shareholder class 
action lawsuit 
 
Fine for safety 
violation 
 
Telecommunicatio
ns regulation 
 
Antitrust 
violation (2 
instances) 
 
Damage payment 
by health insurer 
 
*Same key term developed separately from event description and MFI-SEML test sets.  
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Table 12. Key terms receiving majority evaluation. (Some candidate phrases may have received 
non-majority evaluation in respect to other data points included in the samples.) 
Relevant to ED; good for 
database 
Relevant to 
ED; not 
good for 
database 
Not relevant to ED; good for 
database 
Not 
relevant to 
ED; not 
good for 
database 
Key terms 
based on 
event 
descriptions 
Key Terms 
Based on 
MFI-SEML 
Descriptions 
Key terms 
based on 
event 
descriptions 
Key terms 
based on event 
descriptions 
Key terms 
based on MFI-
SEML 
descriptions 
Key terms 
based on 
event 
description
s 
 
Share transactions 
 
Fraudulent social 
insurance claim (2 
instances) 
 
Petroleum/chemic
al manufacturing 
 
Federal 
government 
contract (2 
instances) 
 
Improper 
accounting* 
 
Bank fraud 
 
Antitrust/competi
tion regulator (2 
instances) 
 
Mortgage fraud 
 
Bankruptcy 
 
Telecommunicatio
ns regulation 
 
Environmental 
Protection Agency 
 
Improper 
accounting* 
 
 
 
 
Utility sales 
 
Arbitration 
involving  
brokerage client 
 
Restitution for 
lending  
practices 
 
Share transactions 
(2  
instances) 
 
Kickbacks involving 
company 
executive/director 
 
Arbitration involving 
brokerage client 
 
Restitution for drug 
mispricing 
 
Bankruptcy (5 
instances) 
 
Fraudulent bank 
account 
 
Utility theft 
 
Life insurance 
product 
 
Embezzlement from 
credit union (2 
instances) 
 
Antitrust/ 
competition 
regulator 
 
Life insurance 
policies 
 
Overcharging 
 
Attorney 
Generals Office 
(6 instances) 
 
Fraudulent 
bank account 
 
Life insurance 
product 
 
Utility sales 
 
*Same key term developed separately from event description and MFI-SEML test sets.  
Research Question 1 
 Research Question 1 addressed the relevance of the key terms to the event 
descriptions with which they were paired. Judges could select option 1 or option 2 for a 
positive evaluation of relevance. The table below shows positive relevance evaluations 
(options 1 or 2) and negative relevance evaluations (options 3 or 4) for all judgments.  
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Table 13. Frequency of relevance evaluations for all judgments, event description judgments, 
and MFI-SEML judgments.  
 Relevant to ED Not relevant to ED 
All judgments (300) 157 
52% 
143 
48% 
Event description key term judgments 205 
51% 
 
132 
49% 
MFI-SEML description key terms 19  
63% 
 
11 
37% 
 
Table 14. Relevence of key terms. (Some candidate phrases may have received different 
evaluation in respect to other data points included in the samples.) 
 Relevant to ED Not relevant to ED 
Key terms based on 
event descriptions 
Key terms 
based on MFI-
SEML 
descriptions 
Key terms based 
on event 
descriptions 
Key terms 
based on MFI-
SEML 
descriptions 
 
 
 
 
 
Unanimous 
judgment 
Kickbacks involving company 
executive/director 
 
Shareholder class action 
lawsuit (4 instances) 
 
Embezzlement by company 
executive/director 
 
Infringement of technology 
patent (4 instances) 
 
Consumer class action lawsuit 
 
Fraudulent social insurance 
claim 
 
Transportation accident 
 
Gender discrimination 
 
Telecommunications 
regulation (5 instances) 
 
Policyholder class action 
lawsuit 
 
Theft of customer data (2 
instances) 
 
Environmental violations (2 
instances) 
 
Theft or robbery 
 
Fraudulent bank account 
Price fixing (2 
instances) 
 
Antitrust violation 
 
Firm collapse 
 
Improper  
accounting* 
Consumer class action 
lawsuit (3 instances) 
 
Infringement of 
technology patent 
 
Disclosure violation 
 
Improper accounting* 
 
Illegal consumer sales 
or marketing practice 
 
Utility damage 
 
Liability for death or 
injury 
 
Transportation 
accident 
 
Utility theft 
 
Shareholder class 
action lawsuit 
 
Fine for safety 
violation 
 
Telecommunications 
regulation 
 
Damage payment by 
health insurer 
Antitrust violation 
(2 instances) 
 
 
 
 
 
Share transactions (3 
instances) 
 
Fraudulent social insurance 
claim (2 instances) 
Improper 
accounting* 
Kickbacks involving 
company 
executive/director 
 
Arbitration involving 
Life insurance 
policies 
 
Overcharging 
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Majority 
judgment 
 
Petroleum/chemical 
manufacturing 
 
Federal government contract 
(2 instances) 
 
Improper accounting* 
 
Bank fraud 
 
Antitrust/competition 
regulator (2 instances) 
 
Mortgage fraud 
 
Bankruptcy 
 
Telecommunications 
regulation 
 
Environmental Protection 
Agency 
 
Utility sales 
 
Arbitration involving  
brokerage client 
 
Restitution for lending  
Practices 
 
brokerage client 
 
Restitution for drug 
mispricing 
 
Bankruptcy (5 
instances) 
 
Fraudulent bank 
account (2 instances) 
 
Utility theft 
 
Life insurance product 
(2 instances) 
 
Embezzlement from 
credit union (2 
instances) 
 
Antitrust/ competition 
regulator 
 
Attorney Generals 
Office (6 instances) 
 
Utility sales 
 
*Same key term developed separately from event description and MFI-SEML test sets.  
 
Research Question 2 
 Research Question 2 addressed the use value of the key terms to the database as a 
whole. For the evaluation of this research question, judges were asked to respond to the 
“goodness” of the key term as a key term, regardless of the key term’s relevance to the 
event description with which it was paired. Judges could select option 1 or option 3 for a 
positive evaluation of the key terms regardless of relevance. The table below shows 
positive usefulness evaluations (options 1 or 3) and negative usefulness evaluations 
(options 2 or 4) for all judgments. 
Table 15. Frequency of  usefulness evaluations for all judgments, event description judgments, 
and MFI-SEML judgments.  
 Good for 
database 
Not good for 
database 
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All judgments 
(300) 
235 
78% 
65 
22% 
Event description 
key term 
judgments 
138 
76% 
65 
24% 
MFI-SEML 
description key 
terms 
30 
100% 
0 
0% 
 
Table 16. Usefulness of key terms. (Some candidate phrases may have received different 
evaluation in respect to other data points included in the samples.) 
 Good for database Not good for 
database 
Key terms based on 
event descriptions 
Key terms 
based on MFI-
SEML 
descriptions 
Key terms based 
on event 
descriptions 
 
 
 
 
 
Unanimous 
judgment 
Kickbacks involving company 
executive/director 
 
Shareholder class action 
lawsuit (5 instances) 
 
Embezzlement by company 
executive/director 
 
Infringement of technology 
patent (5 instances) 
 
Fraudulent social insurance 
claim 
 
Transportation accident (2 
instances) 
 
Gender discrimination 
 
Telecommunications 
regulation (5 instances) 
 
Policyholder class action 
lawsuit 
 
Theft of customer data (2 
instances) 
 
Environmental violations (2 
instances) 
 
Theft or robbery 
 
Consumer class action lawsuit 
(4 instances) 
 
Disclosure violation 
 
Improper accounting* 
 
Illegal consumer sales or 
marketing practice 
 
Utility damage 
Price fixing (2 
instances) 
 
Firm collapse 
 
Improper 
accounting* 
 
Antitrust violation 
(3instances) 
Fraudulent bank 
account 
 
Damage payment by 
health insurer 
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Liability for death or injury 
 
Utility theft 
 
Fine for safety violation 
 
Telecommunications 
regulation 
 
 
 
 
 
 
Majority 
judgment 
Share transactions 
 
Fraudulent social insurance 
claim (2 instances) 
 
Petroleum/chemical 
manufacturing 
 
Federal government contract 
(2 instances) 
 
Improper accounting* 
 
Bank fraud 
 
Antitrust/ competition 
regulator (2 instances) 
 
Mortgage fraud 
 
Telecommunications 
regulation 
 
Environmental Protection 
Agency 
 
Kickbacks involving company 
executive/director 
 
Arbitration involving 
brokerage client 
 
Restitution for drug 
mispricing 
 
Bankruptcy (6 instances) 
 
Fraudulent bank account 
 
Utility theft 
 
Life insurance product 
 
Embezzlement from credit 
union (2 instances) 
 
Antitrust/competition 
regulator 
 
Improper 
accounting* 
 
Life insurance 
policies 
 
Overcharging 
Utility sales (2 
instances) 
 
Arbitration involving 
brokerage client 
 
Restitution for lending 
practices 
 
Share transactions (2 
instances)  
 
Fraudulent bank 
account 
 
Life insurance product 
 
 
 
 
 
 
 
 
 
 
*Same key term developed separately from event description and MFI-SEML test sets.  
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Associations between Candidate Key Terms and Existing 
Taxonomies 
Research Question 3 
 The following tables show association rules between candidate key terms based 
on event descriptions and existing categories used in Global Data. Where rules are 
reciprocal (for example, both “Internal fraud  Theft of customer data” and “Theft of 
customer data  Internal fraud”), only one rule is shown. The first component of each 
rule is the candidate key term. Only rules with a lift of greater than 1 are shown.  
 Six out of 7 association rules between key terms and event risk categories 
involved the category “Clients, Products & Business Practices.” This is a common 
category as regards operational risk losses due to lawsuits or regulatory fines. The key 
term Bankruptcy is associated both with this category and with the “Internal Fraud” event 
risk category. The associations involving event risk categories have lifts that show 
positive associations, although none of the lifts exceed 2.  
Table 17. Association rules for candidate key terms and event risk categories.   
Rule # Rule Lift 
Expected  
Confidence Confidence Support Count 
1 Antitrust/competition regulator ==>  
Clients, Products & Business Practices 1.96 49.56 97.07 3.21 232 
2 
Shareholder class action lawsuit ==>  
Clients, Products & Business Practices 1.93 9.91 95.48 4.39 317 
3 Bankruptcy ==>  
Internal Fraud 1.69 15.78 26.68 2.64 191 
4 
Infringement of technology patent ==>  
Clients, Products & Business Practices 1.6 49.56 79.17 2.63 190 
5 
Consumer class action lawsuit ==>  
Clients, Products & Business Practices 1.54 49.56 76.21 3.06 221 
6 
Illegal consumer sales or marketing practice ==>  
Clients, Products & Business Practices 1.5 49.56 74.43 3.14 227 
7 Bankruptcy ==>  
Clients, Products & Business Practices 1.03 49.56 51.12 5.07 366 
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As might be expected, a higher number of association rules were generated using 
Sub-Risk categories than using Event Risk categories. In particular, association rule #1 
(“Equal Opportunity Employment Commission  Diversity & Discrimination”) had a 
very high lift. Representing an entity, the key term Equal Opportunity Employment 
Commission is more specific than the sub-risk “Diversity & Discrimination.”  
Table 18. Association rules for candidate key terms and sub-risk categories.  
Rule 
# Rule Lift 
Expected 
confidence Confidence Support Count 
1 Equal Opportunity Employment 
Commission ==>  
Diversity & Discrimination 33.69 2.71 91.38 1.47 106 
2 Environmental Protection Agency 
==>  
Disasters and Other Events 5.68 15.5 88.11 1.74 126 
3 Environmental violations ==>  
Disasters and Other Events 5.47 15.5 84.83 2.09 151 
4 Medical negligence ==>  
Disasters and Other Events 5.44 15.5 84.35 1.34 97 
5 Transportation accident ==>  
Disasters and Other Events 4.84 15.5 75 2.12 153 
6 Embezzlement by company 
executive/director ==>  
Theft and Fraud 4.23 22.18 93.94 2.15 155 
7 Mortgage fraud ==>  
Theft and Fraud 4.02 22.18 89.22 1.26 91 
8 Theft or robbery ==>  
Theft and Fraud 4.02 22.18 89.13 1.7 123 
9 Fraudulent bank account ==>  
Theft and Fraud 3.69 22.18 81.76 1.67 121 
10 Fraudulent social insurance claim 
==>  
Suitability, Disclosure & Fiduciary 3.61 24.05 86.89 1.47 106 
11 Shareholder class action lawsuit 
==>  
Improper Business or Market 
Practices 3.6 24.44 87.95 4.04 292 
12 Bank fraud ==>  
Theft and Fraud 3.49 22.18 77.44 3.18 230 
13 Antitrust/competition regulator 
==>  
Improper Business or Market 
Practices 2.67 24.44 65.27 2.16 156 
14 Life insurance product ==>  
Suitability, Disclosure & Fiduciary 2.47 24.05 59.36 1.8 130 
15 Improper accounting ==>  
Improper Business or Market 
Practices 2.46 24.44 60.12 1.44 104 
16 Infringement of technology 
patent ==>  
Improper Business or Market 
Practices 2.37 24.44 57.92 1.92 139 
17 Consumer class action lawsuit 
==>  
Suitability, Disclosure & Fiduciary 1.94 24.05 46.55 1.87 135 
42 
 
  
18 Illegal consumer sales or 
marketing practice ==>  
Suitability, Disclosure & Fiduciary 1.73 24.05 41.64 1.76 127 
19 Bankruptcy ==>  
Theft and Fraud 1.49 22.18 32.96 3.27 236 
20 Illegal consumer sales or 
marketing practice ==>  
Improper Business or Market 
Practices 1.33 24.44 32.46 1.37 99 
21 Bankruptcy ==> 
 Suitability, Disclosure & Fiduciary 1.07 24.05 25.7 2.55 184 
 
Activity categories had the highest number of associations with key terms, as well 
as the highest lifts. Many of the key terms have only slight differences in import from 
their associated activities, as with the rule “Infringement of technology 
patentCommercial right infringement.”  
Table 19. Association rules for candidate key terms and risk activity categories.  
Rule 
# Rule Lift 
Expected 
confidence Confidence Support Count 
1 
Theft or robbery ==> 
Robbery 40.54 1.72 69.57 1.33 96 
2 
Medical negligence ==> 
Service error 40.11 1.95 78.26 1.25 90 
3 
Equal Opportunity 
Employment Commission 
==> Discrimination 35.81 2.31 82.76 1.33 96 
4 
Gender discrimination ==> 
Discrimination 30.91 2.31 71.43 0.55 40 
5 
Improper accounting ==> 
Improper accounting 
practice 16.9 1.81 30.64 0.73 53 
6 
Infringement of technology 
patent ==> Commercial 
right infringement 16.29 2.53 41.25 1.37 99 
7 
Antitrust/competition 
regulator ==>  
Antitrust violation 15.53 4.55 70.71 2.34 169 
8 
Environmental violations 
==> Environmental 
degradation/hazardous 
material release 14.86 5.63 83.71 2.06 149 
9 
Environmental Protection 
Agency ==> Environmental 
degradation/hazardous 
material release 14.77 5.63 83.22 1.65 119 
10 
Embezzlement by company 
executive/director ==> 
Embezzlement 14 6.1 85.45 1.95 141 
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11 
Shareholder class action 
lawsuit ==>  
Failure in duty to 
shareholders 13.77 4.22 58.13 2.67 193 
12 
Embezzlement from credit 
union ==>  
Credit fraud 13.53 4.14 56 0.58 42 
13 
Restitution for drug 
mispricing ==> 
Overcharging 12.65 6.06 76.67 0.64 46 
14 
Fraudulent social insurance 
claim ==> Overcharging 12.04 6.06 72.95 1.23 89 
15 
Bank fraud ==>  
Credit fraud 7.81 4.14 32.32 1.33 96 
16 
Shareholder class action 
lawsuit ==>  
False or incomplete 
reporting 7.68 2.35 18.07 0.83 60 
17 
Fraudulent bank account 
==> Embezzlement 6.2 6.1 37.84 0.77 56 
18 
Federal government 
contract ==> Overcharging 5.15 6.06 31.21 0.61 44 
19 
Illegal consumer sales or 
marketing practice ==> 
Deception and 
concealment 4.55 2.81 12.79 0.54 39 
20 
Bank fraud ==> 
Embezzlement 3.75 6.1 22.9 0.94 68 
 
Discussion 
 The judges’ evaluations of the candidate key terms gives some reason for 
encouragement. Notably, there was unanimous judgment that key terms were both 
relevant to event description and useful as key terms 30 percent of the time.  
 It was not surprising that the 10 key terms based on MFI-SEML descriptions 
performed better than those based on event descriptions, given that the MFI-SEML 
descriptions were originally intended to function more as key terms than as lengthy 
summaries. Moreover, it was easier to convert these cluster labels to key terms—in most 
cases, I merely had to drop one of the three descriptors to arrive at something 
approaching a key term. In contrast, converting the descriptors of the clusters based on 
event descriptions was a somewhat messy, subjective task. At the same time, the 
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disadvantages of using the MFI-SEML descriptions as input for clustering were that 
clusters were too small for subclustering and that it was difficult to eliminate the 
occurrence of a large outlier or “other” cluster. 
 The results for Research Question 1 (relevance) were the least encouraging. From 
examining these results alone, it is difficult to suggest reasons why some terms performed 
better than others. It does appear that the terms to receive negative relevance evaluations 
did not suffer from the same vagueness that seemed linked to negative usefulness 
evaluations; rather, perhaps I was too specific in translating some of the cluster 
descriptors into key terms, reducing their ability to encapsulate many documents.  
It is also possible that further tuning could improve the results to Research 
Question 1. For example, more time could be spent improving the RMS Std. figures for 
the subclusters, which were slightly higher than those of the top-level figures. Perhaps 
specialized stop lists could be developed in regard to the subcluster data sets, as the top-
level stop list based on Salton’s rule may have been too rigorous or not rigorous enough 
in places for these smaller data sets, contributing to misclassification. If strictly 
automated classification were to occur in the future, the Memory-Based-Reasoning node 
in SAS Enterprise Miner™ could also be employed to improve classification through a 
supervised learning process.   
 The results for Research Question 2 (usefulness as key terms) were clearly 
encouraging. Three of the key terms that were received positively by all three judges had 
to do with class action lawsuits: Shareholder class action lawsuit, Consumer class action 
lawsuit, and Policyholder class action lawsuit. These three key terms are examples of  
45 
 
  
what a new key term field can bring to the database: while a class action lawsuit is a 
common type of operational risk loss, there is no way to denote this in existing 
classification (although there is a field for entering a loss amount due to “legal liability”). 
In addition, there is no existing way to categorize the instigator or plaintiff of a legal loss, 
whether a retail customer or a shareholder. In viewing the association rules regarding risk 
activity, there is an association between the activity “Failure in duty to shareholders” and 
key term Shareholder class action lawsuit, yet the former does not denote class action 
lawsuit as the reason for the loss. Finally, the fact that SAS Text Miner™ treated “class 
action” as a discrete noun phrase made it easier to translate the descriptor into a key term. 
The three class action lawsuit terms also received positive evaluations in terms of 
relevance, suggesting that they strike the right balance between vagueness and 
specificity.  
 Some of the other key terms to receive positive goodness evaluations were very 
close, or even identical, to existing risk activities. Mortgage fraud and Transportation 
accident are both identical to existing activities. Actually, however, there are two 
“Mortgage fraud” activities, separated from each other by different positions within the 
risk hierarchy. It could be useful to have a slightly broader Mortgage fraud key term that 
is applicable to both internal and external fraud sub-risks. While positively received, the 
use of Transportation accident as both an activity and a key term may be questionable; 
such key terms themselves may partially be a testament to the influence of existing 
classifications over me when I was translating the cluster descriptors into key terms. 
 Fraudulent bank account and Damage payment by health insurer received  
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unanimous negative evaluations in terms of use value to the database. My sense is that I 
may have been too hasty or in assigning key terms to the descriptors for these clusters. At 
least in the case of the former, the import of the key term may be unclear. Fraudulent 
bank account does appear in association rules concerning the “Theft and Fraud” sub-risk 
and “Embezzlement” activity; perhaps the key term is an ineffective restatement of these 
existing categories. Vagueness may also be to blame for poor evaluations of terms such 
as Utility sales and Share transactions. 
 While there were only two key terms to receive unanimous negative evaluation in 
terms of goodness, there were several more to receive majority negative evaluations. In 
particular, Attorney Generals Office fell into this category in six different instances. (This 
term also performed very poorly in terms of relevance). It would be tempting to attribute 
this to a poor view of entity keywords; at the same time, however, Environmental 
Protection Agency received at least a majority positive evaluation. (A third entity 
keyword, Equal Opportunity Employment Commission, was not evaluated). It is also 
possible that there were fewer unanimous negative evaluations of usefulness because 
judges were more willing to give the benefit of the doubt to the key terms. It may have 
been easier for judges to give a negative evaluation of relevance than to give a negative 
evaluation of use value.  
 In themselves, the results of Research Question 3 are not subject to 
straightforward evaluation. As there were 47 key terms based on event descriptions, I 
would expect the granularity of the key terms to fall somewhere in between that of the 19 
Sub-risk categories and 145 risk activities. As it was, the most associations with the 
greatest lift occurred between key terms and risk activities. As with “Mortgage fraud”, a 
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few of these risk activities (“Robbery”, “Credit fraud”, “Embezzlement”) actually occur 
at two different positions within the classification hierarchy, so I could argue that their 
occurrence in association rules is not so much evidence of redundancy as evidence of a 
need for broader key terms that could apply to cases of either internal or external fraud.  
Another rule with a very high lift, “Medical negligenceService error”, provides 
some encouragement: I know that analysts in Global Data have come to use “Service 
error” as the activity for cases of Medical negligence; the latter term is much more 
communicative of the event itself. Unfortunately, this term received three divergent 
evaluations when it appeared in the sample. However, the same sort of observation holds 
true for the rules “Restitution for drug mispricing Overcharging” and “Fraudulent 
social insurance claim Overcharging”, which both received majority evaluations of 
being good for the database.  
Conclusion and Future Work 
 While the results of this research are somewhat encouraging, they also show the 
challenges of working with automated categorization. One challenge surrounds 
techniques for developing many key terms while maintaining some degree of precision. A 
new node available in the most recent version of SAS Text Miner™, Text Topic, could 
be helpful in terms of identifying a multiplicity of topics to function as key terms.  
 Because the inclusion of noun phrases in the cluster descriptors proved helpful, it 
might also be useful to focus on the extraction of noun phrases from the corpus in 
conjunction with clustering techniques. In addition, since those MFI-SEML key terms 
that I did retain were received positively, it might be useful to repeat the clustering 
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techniques using the entire MFI-SEML description corpus instead of training set and test 
set partitions.  
 In continuing to develop key terms for the database, it would be helpful for me to 
more closely examine how exactly I translated cluster descriptors into key terms, as well 
as which ones were best received. For example, which sorts of words did I tend to select 
as key term components? Grammatically speaking, what types of key term constructions 
seemed most useful to the judges?  
 The use of association rules gives further opportunity for experimentation. As an 
alternative or supplement to natural language processing, analysis of the correlations 
between existing categories could suggest additional key terms. For example, if data 
points with the event risk of “Business Disruptions and System Failures” also tend to 
have financial losses in the form of “Restitution,” perhaps these could be combined into a 
key term phrase. While it is possible for users of Global Data to combine such facets 
themselves when querying their data sets, once a certain combination becomes common 
or well-defined enough, perhaps it deserves a key term of its own. In this sense, adding 
another layer of categorization over Global Data’s representations of events could 
increase the accessibility of the product.  
It might also be worthwhile to use association rules in conjunction with the 13 
top-level clusters based on the event description corpus. Perhaps association rules could 
help clarify the contents of these clusters, or suggest ways of slicing the top-level clusters 
into smaller clusters.  
 Finally, there are other texts to consider as input to text mining. For example, one 
might cluster publicly-available regulatory press releases and develop a regulatory 
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taxonomy of sorts. Another possibility is to cluster the headlines of news articles or lead 
paragraphs of news articles; such clusters could serve as indicators of any gaps that 
Global Data may need to fill in staying true to the taxonomy of real-world events.   
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