Distortion due to complete loss or perturbation of phase or magnitude information is considered for energy normalized images. With certain statistical assumptions on the image structure, phase information is shown to be more crucial.
I. Introduction
The relative importance of Fourier phase and magnitude in various classes of signals has been recurring topic in signal processing literature for more than a decade 2, 4, 5, 6] . This paper considers the case of energy normalized monochrome images.
Normalization of processed images to a predetermined energy before comparison is a common practice because most important visual features in an image are una ected by moderate changes in its overall brightness. Examples include the positions and orientations of edges, region boundaries, variations in texture, and the relative brightnesses of regions. Indeed, the human visual system adjusts the brightness of its inputs by means of pupil response and other nonlinear adaptation mechanisms 1, 3] . This paper examines distortion in energy normalized images due to perturbation or complete loss of phase or magnitude information. With certain statistical assumptions on the image structure, phase information is shown to be more crucial.
II. Image Representation
This paper will consider images that are Lebesgue measurable nite energy (L 2 ) functions supported in a bounded region of the plane. For notational simplicity in Fourier series expansion, the region of support will be assumed to be contained in the square I 2 (i.e., the two-dimensional complex signal on I 2 with magnitude coe cients c and phase coe cients ). One approach to the question of signi cance of magnitude and phase in normalized images is to consider the relative e ects of small changes in each type of coe cient on the value of the signal. Some care is needed to make the notion of a \small change" in each kind of coe cient precise and meaningfully comparable.
Equation (1) = NF(c; )(x; y) (2) without the representational ambiguity discussed above. Moreover, the mapping (r; ) = e r+i from rectangular to log-polar coordinates has the property that @ @r (r; ) = e r = @ @ (r; ) so that the partial derivatives of a normalized signal with respect to its log-magnitude and phase coe cients are directly comparable.
Consider the normalized two-dimensional signal NF(b; ) with values given by equation (2 In this sense, the expected distortion introduced by a small perturbation of a magnitude coe cient is less the distortion introduced by an equivalently small perturbation of a phase coe cient. Equation (3) shows that the most signi cant distortion results when the phase of a Fourier coe cient having large magnitude is perturbed.
IV. Distortion Due to Loss of Phase or Magnitude Information
In 5], Oppenheim and Lim observed that complete loss of magnitude information is less detrimental to images than complete loss of phase information. The authors do not say whether any normalization was applied to the images before display. An experiment similar to theirs in which energy normalization is used is as follows. ; subjectively, at least, the phase-only image resembles the original image far more than does the magnitude-only image. These empirical results suggest that, in the case of normalized images, magnitude information may be completely lost and replaced by constant value and the image will still be recognizable provided the phase information is retained. On the other hand, if the phase information is lost and then replaced by a constant value, the image becomes unrecognizable even if the magnitude information is preserved.
A. Magnitude loss distortion
Consider an image f on I 2 that is bandlimited in the sense that its Fourier coe cients a m;n are zero for jnj > N and jmj > M. For computational simplicity, it is convenient to assume a m;n 6 = 0 for all jmj M and jnj N. As discussed above, the values of such an image may be written in terms of its phase and magnitude coe cients as f(x; y) = Re (6) for all (x; y) 2 I 2 . Proof: From equations (4) and (5) Nf(x; y) ? Np(x; y) = It is also possible to introduce a probability measure in order to indicate how likely it is that signi cant distortions will be caused by setting all magnitude coe cients c m;n to a constant value. The interaction of nonlinear mechanisms for energy and dynamic range regulation with other common components of signal and image processing systems has received little attention in the literature. One possible reason for this is the deceptive simplicity of important nonlinear mechanisms, such as energy normalization. When a signal f is normalized to unit energy, the e ect is that its values are all multiplied by a single positive normalization constant, jjfjj ?1 . Thus it is tempting to regard normalization of a signal as a simple multiplication by a constant, thereby creating the impression that it should commute with linear signal processing operations, such as spectrum analysis. It is the dependence of the normalization constant on the signal that makes the operation nonlinear and complicates its interaction with linear operations.
When normalization is regarded as an operator N on a normed signal space (e.g., L 2 (I 2 )), its consequences are more apparent. From this perspective, it is evident that N is a nonlinear, many-to-one operator that maps each non-zero signal in the space to a signal of unit norm, e ectively collapsing the space onto its unit sphere.
This means that jjN(f) ? N(g)jj may be less than, greater than, or equal to jjf ? gjj; normalization signi cantly changes which signals are \close together" in the space. This paper shows that normalization interacts with Fourier decomposition in such a way as to accentuate the importance of phase information relative to magnitude information. The underlying assumption that the phase angles are independent and uniformly distributed is clearly an approximation. Histograms of phase coe cients, as depicted in gure 4, and statistical signi cance tests suggest that the uniform distribution is a reasonably good model for the phase coe cients of typical pictures. The independence assumption is more di cult to test. Phase angles along edges and texture boundaries, for example, will certainly be correlated while those from distinct regions of typical images will not. The role of this model in the above results is the subject of ongoing research.
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