Learning causal effects from observational data greatly benefits a variety of domains such as healthcare, education and sociology. For instance, one could estimate the impact of a policy to decrease unemployment rate. The central problem for causal effect inference is dealing with the unobserved counterfactuals and treatment selection bias. The state-of-the-art approaches focus on solving these problems by balancing the treatment and control groups. However, during the learning and balancing process, highly predictive information from the original covariate space might be lost. In order to build more robust estimators, we tackle this information loss problem by presenting a method called Adversarial Balancing-based representation learning for Causal Effect Inference (ABCEI), based on the recent advances in deep learning. ABCEI uses adversarial learning to balance the distributions of treatment and control group in the latent representation space, without any assumption on the form of the treatment selection/assignment function. ABCEI preserves useful information for predicting causal effects under the regularization of a mutual information estimator. We conduct various experiments on several synthetic and real-world datasets. The experimental results show that ABCEI is robust against treatment selection bias, and matches/outperforms the state-of-the-art approaches.
Introduction
Many domains of science require inference of causal effects, including healthcare (Glass et al., 2013; Casucci et al., 2017) , economics and marketing (Chernozhukov et al., 2013; LaLonde, 1986; Smith and Todd, 2005) , sociology (Morgan and Harding, 2006) and education (Zhao and Heffernan, 2017) . For instance, medical scientists must know whether a new medicine is more beneficial for patients; teachers want to know if the teaching plan can be beneficial for students; economists need to evaluate how a policy affects the unemployment rates. Hence, proper causal effect inference is an important task for data mining and machine learning research.
Conducting Randomized Controlled Trials (RCT) can be time-consuming, expensive, or unethical (e.g. for studying the effect of smoking). Therefore, approaches for estimating the causal effects from observational data are needed. The core issue of causal effect inference from observational data is confounding: variables might affect both intervention and treatment outcomes. For example, students who have after-school tutoring are more likely to try the teaching plan that increases the likelihood of success; patients with more personal wealth are in a better position to get the new medicines, increasing the likelihood that they survive. Making causal effect inference without controlling for confounders will lead to errors. Following (Pearl, 2009) , we assume that all the confounders can be observed, so that the effects of confounding variables can be blocked.
Some methods conduct matching of treatment and control units, e.g., based on mutual information (Sun and Nikolaev, 2016) or propensity scores (Dehejia and Wahba, 2002) , to estimate the Average Treatment Effect (ATE) and Average Treatment effect on the Treated (ATT). These methods account for treatment selection bias, and can achieve balance between control and treatment groups. Some methods employ propensity weighing to design unbiased estimators of causal effects (Lunceford and Davidian, 2004) . Due to the existing latent heterogeneity (Pearl, 2017) , there might be some subgroups of the study population for which an intervention is more effective or ineffective; some research focuses on identifying those exceptional subgroups (Bertsimas et al., 2018) . To account for heterogeneity in such subpopulations, articles about Individual Treatment Effects (ITE) have come out recently Lu et al., 2018; Yoon et al., 2018; Louizos et al., 2017; Yao et al., 2018) . These methods are discussed in detail in Sections 2 and 5 of this paper.
We focus on estimating ITE from observational data. The main challenges for this task are two-fold: on the one hand, in observational data, we only know the factual outcome of each unit (treated or untreated), but we will never know the counterfactual outcome; on the other hand, usually the distributions of covariates in treatment and control group are unbalanced (treatment selection bias). If we directly employ the standard supervised learning framework to learn the treatment outcome, we will get a biased model suffering from generalization error, which is similar to the problem of learning from logged bandit feedback (Swaminathan and Joachims, 2015b) .
To overcome these challenges, we propose a Deep Neural Network (DNN) model to encode the input covariates into a latent representation space, and estimate the treatment outcome with those learned representations. There are three components on top of the encoder in our model: (1) mutual information estimation: in this component, a neural network estimator is established to estimate and maximize the mutual information between the representations and the input covariates; (2) adversarial balancing: we build a discriminator to distinguish representations from the treatment group and control group. The encoder will play an adversarial game with the discriminator, trying to fool the discriminator by minimizing the distances between distributions of representations from the treatment and control group; (3) treatment outcome prediction: a neural network predictor is employed to predict the factual and counterfactual outcome given the representation of a unit. By jointly optimizing the three components via back propagation, a well-trained encoder can be gained. The architecture of our model is shown in Figure 1 .
Main Contributions
1. We propose a novel model: Adversarial Balancing-based representation learning for Causal Effect Inference (ABCEI). ABCEI addresses the information loss and selection bias issues in observational data by learning highly informative and balanced representations in the latent space.
2. A neural network encoder is constrained by a mutual information estimator to minimize the information loss between representations and the input covariates, which preserves highly predictive information for causal effect inference.
3. We employ an adversarial learning method to balance the distributions of representations between treatment and control groups, which deals with the selection bias problem without any assumption on the form of the treatment selection function, unlike, e.g., the propensity score method.
4. We conduct various experiments on synthetic and real-world datasets. ABCEI outperforms most of the state-of-the-art baselines on benchmark datasets. The experimental results show that our model is decent and robust. By supporting mini-batch, ABCEI is qualified for large-scale datasets.
Background
Work on causality learning falls into two categories: causal inference and causal discovery (Mooij et al., 2016) . In the branch of causal inference, three kinds of data are used: data from Randomized Controlled Trials (RCT), observational data for which all the (potential) confounders can be observed, and observational data with unobserved confounders. A branch of research with RCT datasets focuses on identification of heterogeneous treatment effects. Both machine learning (Lamont et al., 2018; Taddy et al., 2016) and optimization (Bertsimas et al., 2018) approaches are applied. Due to the difficulties of obtaining RCT datasets, observational studies become an alternative. Removing confounding is a core issue in causal inference with observational data. Some research estimates population causal effects with an instrumental variable (Bareinboim and Pearl, 2012) ; some research uses latent variable models to simultaneously discover hidden confounders and estimate causal effects (Louizos et al., 2017) , which is robust against hidden confounding. We focus on the branch of observational studies with no hidden confounders, which satisfies the strong ignorability assumption (Pearl, 2017 (Pearl, , 2009 Cai et al., 2008) .
Methods from representation learning are used to transform covariates from the original space into a latent representation space (Li and Fu, 2017) . The representations are used as the input of predictors for individual and population causal effect inference. One study reported on use of a single neural network with the concatenation of representations and treatment variable as the input (Johansson et al., 2016) . Separate models were trained for different treatments associated with a probabilistic integral metric to bound the generalization errors in . Hard samples to preserve local similarity during balancing process were used in (Yao et al., 2018) .
ABCEI does not need prior knowledge about treatment assignment. By following the design of Wasserstein GAN (Gulrajani et al., 2017) , our adversarial balancing can make the encoder generate more similar distributions for treatment and control group. Another advantage of our method is that we account for the information loss problem by using a mutual information estimator to regularize the encoder. The mutual information estimator uses a neural network to simultaneously approximate and minimize the information loss, which persuades the encoder to learn representations preserving highly predictive information. Based on those advantages, the two components -mutual information estimator and adversarial balancing -combined together allow us to find the proper predictor for causal effect inference.
Problem Setup
Given an observational dataset {X, T, Y }, with covariate matrix X ∈ R n×k , binary treatment vector T ∈ {0, 1} n , and treatment outcome vector Y ∈ R n . Here, n denotes the number of observed units and k denotes the number of covariates in the dataset. For each unit u, we have k covariates x 1 , . . . , x k , associated with one treatment variable t ∈ {0, 1} and one treatment outcome y. According to the Rubin-Neyman causal model (Rubin, 2005) , two potential outcomes y 0 , y 1 exist for treatments {0, 1}, respectively. When t = 1 is assigned to unit u, we say unit u is treated, with the outcome y 1 ; otherwise, we say unit u is untreated or control, with the outcome y 0 . Respectively, we call y t the factual outcome denoted by y f , and y 1−t the counterfactual outcome denoted by y cf . Assuming there is a joint distribution P (x, t, y 0 , y 1 ), we make the following assumptions:
Assumption 1 Conditioned on x, the potential outcomes y 0 , y 1 are independent of t, which can be stated as: (y 0 , y 1 ) ⊥ ⊥ t|x.
This assumption indicates that all the confounders are observed, i.e., no unmeasured confounder is present.
Assumption 2 For all sets of covariates and for all treatments, the probability of treatment assignment will always be strictly larger than 0 and strictly smaller than 1, which can be expressed as: 0 < P (t|x) < 1, ∀t and ∀x.
Under this assumption, we know that the Individual Treatment Effect (ITE) can be estimated for any x in the covariate space.
Under these assumptions, we can formalize the definition of ITE for our task:
Definition 1 The Individual Treatment Effect (ITE), also known as conditional Average Treatment Effect (CATE), for unit u is:
We can then define the Average Treatment Effect (ATE) and the Average Treatment effect on the Treated (ATT) as:
Because the joint distribution P (x, t, y 0 , y 1 ) is unknown, we can only estimate IT E(u) with the observational data at hand. A function over the covariate space X can be defined as f : X × {0, 1} → Y. The estimate of IT E(u) can now be defined:
Definition 2 Given an observational dataset {X, T, Y } and a function f , for unit u, the estimate of
We employ the Precision in Estimation of Heterogeneous Effect (PEHE) (Hill, 2011) , as a metric for the accuracy of ITE estimation:
In order to properly accomplish the task of ITE estimation, we need to find an optimal function over the covariate space for both systems (t = 1 and t = 0). The most challenging problem for this task is that from the observational dataset, we only know the factual outcomes. If we directly apply the classical supervised learning framework, we will get a biased model, which will suffer from high generalization error (Swaminathan and Joachims, 2015a) . In the next section, we will show how our proposed method overcomes this problem.
Proposed Method
In order to overcome the challenging problems in the task of ITE estimation, we build our model on the recent advances in latent representation learning. We propose to define a function Φ : X → H, and a function Ψ :
Instead of directly estimating the treatment outcome conditioned on covariates, firstly we use a neural network encoder to learn latent representations of covariates. Our aim is to simultaneously learn latent representations and estimate the treatment outcome. However, the function f would still suffer from information loss and treatment selection bias problems, unless we constrain the encoder Φ to let it learn the balanced representations while preserving useful information.
Mutual Information Estimation
Consider the information loss problem when learning the latent representations from original covariates. The non-linear statistical dependencies between variables can be acquired by mutual information (MI) (Kinney and Atwal, 2014) , which can reflect the true dependency. Thus we are going to use MI between the learned representations and the original covariates as a measure to account for information loss:
We denote the joint distribution between covariates and representations by P Xh and the product of marginals by P X ⊗ P h . From the viewpoint of Shannon information theory, the mutual information can be represented as the form of Kullback-Leibler (KL) divergence,
According to Equation (2), it is quite difficult to calculate MI in continuous and high-dimensional spaces. The lower bound of MI is captured based on the Donsker-Varadhan representation of KL-divergence (Donsker and Varadhan, 1983) :
Here C denotes the set of unconstrained functions Ω (detail proof is in supplementary materials). Inspired by Mutual Information Neural Estimation (MINE) (Belghazi et al., 2018) , we propose to establish a neural network estimator for MI. Specifically, let Ω be a function: X × H → R parametrized by a deep neural network, we have:
By distinguishing the joint distribution and the product of marginals, the estimator Ω approximates the MI with arbitrary precision. In practice, as shown in Figure 2 , we concatenate the input covariates X with representations h one by one to create positive samples (as samples from true joint distribution). Then we randomly shuffle X on the batch axis to create fake input covariatesX. Representations h are concatenated with fake inputX to create negative samples (as samples from the product of marginals). Based on Equation (3), we can write down the loss function for the MI estimator:
Information loss is diminished by simultaneously learning the encoder Φ and the MI estimator Ω to minimize L ΦΩ iteratively via gradient descent.
Adversarial Balancing
The representation treatment and control groups are denoted by h(t = 1) and h(t = 0), corresponding to the input covariates groups X(t = 1) and X(t = 0). Even though the information loss has been accounted for by the MI maximization, the discrepancy between distributions of the two groups still exists, which is an urgent problem in need of a solution. To decrease this discrepancy, we propose an adversarial learning method to train the encoder to learn treatment and control representations that are balanced distributions. We build an adversarial game between a discriminator D and the encoder Φ, inspired by the framework of Generative Adversarial Networks (GAN) (Goodfellow et al., 2014) . In the classical GAN framework, a source of noise z ∼ P (z) is mapped to a generated image by a generator G. A discriminator is trained to distinguish whether an input sample is from the true image distribution or synthetic image distribution generated by the generator. The aim of classical GAN is to train a reliable discriminator to distinguish fake and real images, and then to use the discriminator to train the generator to generate images by fooling the discriminator. However, sometimes the training process of classical GAN is unstable.
In our adversarial game: (1) we draw a noise vector z ∼ P (z), where P (z) can be a spherical Gaussian distribution or an Uniform distribution; (2) Representations are separated with regard to treatment assignments and two distributions are formed: P h(t=1) and P h(t=0) ; (3) we concatenate z with representation vectors, to obtain [z, h(t = 1)] and [z, h(t = 0)]; (4) we train a discriminator D to distinguish concatenated vectors from treatment group and control group; (5) we adjust the encoder Φ to try to generate balanced representations to fool the discriminator.
According to the architecture of ABCEI, the encoder is associated with the MI estimator Ω, treatment outcome predictor Ψ and adversarial discriminator D. This means that the training process is iteratively adjusting each of the components. The instability of GAN training will become serious in this context.
To stabilize the training of GAN, we propose to use the framework of Wasserstein GAN with gradient penalty (Gulrajani et al., 2017) . By removing the sigmoid layer and applying the gradient penalty to the data between the distributions of treatment and control groups, we can find a function D which satisfies the 1-Lipschitz inequality:
We can write down the form of our adversarial game:
where P penalty is the distribution acquired by uniformly sampling along the straight lines between pair of samples from P h(t=0) and P h(t=1) . The adversarial learning process is shown in Figure 3 .
This ensures the encoder Φ to be smoothly trained to generate balanced representations. We can write down the training objective for discriminator and encoder, respectively:
Treatment Outcome Prediction
The final step for ITE estimation is to predict the treatment outcomes with learned representations. We establish a neural network predictor, which takes latent representations and treatment assignments
of a unit, as the input to conduct outcome prediction:ŷ t = Ψ(h, t). We can write down the loss function of the training objective as:
Here, R is a regularization on Ψ for the model complexity.
Learning Optimization
With regard to the architecture of our model in Figure 1 , we propose to minimize L ΦΩ , L Φ , and L ΦΨ , respectively, and to iteratively find the optimal parameter setting for the global model. In the training step, firstly we minimize L ΦΩ by simultaneously optimizing Φ and Ω with one-step gradient descent. Then the representations h are passed to the discriminator to minimize L D by optimizing D with 3-step gradient descent, in order to find a stable discriminator. Next, we use discriminator D to train encoder Φ by minimizing L Φ with one-step gradient descent. Finally, encoder Φ and predictor Ψ are optimized simultaneously by minimizing L ΦΨ . The optimization steps are handled with the stochastic method Adam (Kingma and Ba, 2014) . The pseudocode of our model is given in Algorithm 1.
Experiments
Due to the lack of counterfactual treatment outcomes in observational data, it is difficult to validate and test the performance of causal effect inference methods. Fortunately, there are two ways to overcome this difficulty: one way is to use simulated or semi-simulated treatment outcomes, e.g., dataset IHDP (Hill, 2011) ; the other way is to use RCT datasets and add a non-randomized component to generate imbalanced datasets, e.g., dataset Jobs (LaLonde, 1986; Smith and Todd, 2005; Dehejia and Wahba, 2002) . We designed experiments along both paths for evaluating our method.
The details of implementation, datasets and process of hyper-parameter optimization are given in the supplementary materials.
Experiments on Benchmark Datasets

Evaluation Metrics
Since the ground truth ITE for the IHDP dataset is known, we can employ Equation (1) as the evaluation of our method for ITE estimation. Afterwards we can evaluate the precision of ATE estimation based on estimated ITE. For the Jobs dataset, because we only know parts of the ground truth (the randomized component), we cannot evaluate the performance of ATE estimation. Instead, following the suggestion of , we evaluate the precision of ATT estimation for 
In this paper, we consider π(
For the Twins dataset, because we only know the observed treatment outcome for each unit, we follow (Louizos et al., 2017) using area under ROC curve (AUC) as the evaluation metric. For each dataset, the experimental results are averaged over 1000 train/validation/test sets with split sizes 60%/30%/10%.
Baseline Methods
We compare with the following baselines: least square regression using treatment as a feature (OLS/LR 1 ); separate least square regressions for each treatment (OLS/LR 2 ); balancing linear regression (BLR) and balancing neural network (BNN) (Johansson et al., 2016) ; k-nearest neighbor (k-NN) (Crump et al., 2008) ; Bayesian additive regression trees (BART) (Sparapani et al., 2016) ; random forests (RF) (Breiman, 2001) ; causal forests (CF) (Wager and Athey, 2017) ; treatmentagnostic representation networks (TARNet) and counterfactual regression with Wasserstein distance (CFR-Wass) ; causal effect variational autoencoders (CEVAE) (Louizos et al., 2017) ; local similarity preserved individual treatment effect (SITE) (Yao et al., 2018) .
We show the quantitative comparison between our method and the state-of-the-art baselines. Experimental results (in-sample and out-of-sample) on IHDP, Jobs and Twins datasets are reported. Specifically, we use ABCEI * to represent our model without the mutual information estimation component, and ABCEI * * to represent our model without the adversarial learning component.
Results
Experimental results are shown in Tables 1, 2 and 3 . ABCEI shows stable and good performance under various settings, with the varied number of samples (747, 3212, 12828) and number of covariates (25, 7, 43) . For the IHDP dataset, as we can see, in the in-sample part ABCEI achieves a competitive result, which is very close to best method (SITE) on √ P EHE . ABCEI has the best performance on the in-sample ATE, out-of-sample √ P EHE and ATE. For the Jobs dataset, ABCEI achieves better performance than other baselines on policy risk estimation and close performance to OLS/LR 1 on in-sample ATT estimation. For the Twins dataset, our method has best performance outperforming other baselines. Due to the existence of treatment selection bias, regression based methods suffer from high generalization error. Nearest neighbor based methods consider the similar units to overcome selection bias, but cannot achieve balance globally. Recent advances in representation learning bring improvements in causal effect estimation. CEVAE use variational autoencoders to learn the latent variable causal model, which has competitive performance on the Jobs and Twins datasets, but relatively weak performance on the IHDP dataset. BNN accounts for selection bias balancing, but considers treatment variable as a feature using one single network, which might lose the impact of treatment variable when the dimension of representations is high . TARnet employs two separate networks but follows agnostic setting without balancing selection bias. CFR-Wass does not consider local similarity information in the original covariate space. SITE uses hard samples to preserve local similarity information and consider balance property. Comparing with CFR-Wass, BNN, and SITE, our method ABCEI considers information loss and balancing problems. The mutual information estimator ensures that the encoder learns representations preserving useful information from the original covariate space. The adversarial learning component constrains the encoder to learn balanced representations. This makes our method to achieve better performance than other baselines. We also report the performance of our model without mutual information estimator or adversarial learning respectively in ABCEI * , ABCEI * * . From the results we can see that both of their performance are worse than the original model, which demonstrates the importance of adversarial learning and mutual information estimation. 
Empirical Robustness Analysis
Robustness Analysis on Selection Bias
In order to investigate the performance of our model under different level of selection bias, we generate toy datasets by varying the discrepancy between the treatment and control groups. We draw 8000 samples with ten covariates x ∼ N (µ 0 , 0.5·(Σ+Σ T )) as control group, where Σ ∼ U((−1, 1) 10×10 ). Then we draw 2000 samples from x ∼ N (µ 1 , 0.5·(Σ+Σ T )). By adjusting µ 1 , we generate treatment groups with different selection bias, which can be measured by Kullback-Leibler divergence. For the outcomes, we generate y|x
In Figure 4a , we can see the robustness of ABCEI, in comparison with CFR-Wass, BART, and SITE. The reported experimental results are averaged over 100 test sets. From the figure, we can see that with increasing of KL divergence, our method achieves more stable performance. We do not visualize standard deviations as they are negligibly small.
Robustness Analysis on Mutual Information Estimation
Our aim is to investigate the impact of minimizing the information loss on causal effect learning. We block the adversarial learning component and train our model on the IHDP dataset. We record the values of the estimated MI and P EHE in each epoch. In Figure 4b , we report the experimental results averaged over 1000 test sets. We can see that with the increasing MI value, the mean square error decreases and reaches a stable region. But without the adversarial balancing component, the P EHE cannot be further lowered due to the selection bias. This result indicates that even though the estimators benefit from highly predictive information, they will still suffer if imbalance is ignored.
Conclusions
We proposed a novel model for causal effect inference with observational data, called ABCEI, which is built on deep representation learning methods. In this model, we engage two important performance-ensuring components: mutual information estimator and adversarial balancing. These two components can help us to tackle the problems of information loss and selection bias in designing the causal effect predictors. With the mutual information estimator, we preserve highly predictive information from the original covariate space by simultaneously estimating and maximizing the mutual information between covariates and learned representations. Our experimental results demonstrate the effectiveness of mutual information on causal effect inference. At the same time, adversarial learning balances the representation distributions of treatment and control group. We establish a discriminator to distinguish the representations from treatment group and control group. By adjusting the encoder parameters, our aim is to find an encoder that can fool the discriminator, which ensures that the distributions of treatment and control groups are as similar as possible. Our balancing method does not make any assumption on the form of the treatment selection function. Experimental results show that our encoder can learn more identical distributions of treatment and control groups with better coverage. Finally, experimental results on benchmark datasets and synthetic datasets also demonstrate that ABCEI is able to achieve robust and better performance compared to state-of-the-art approaches.
In future work, we would like to explore more connections between relevant methods in domain adaptation (Daume III and Marcu, 2006) and counterfactual learning (Swaminathan and Joachims, 2015b) with the methods in causal inference. A proper extending is to consider the multiple treatment assignments or the existence of hidden confounders. Further more, we also plan to investigate the causal effects in subpopulations to detect the latent heterogeneity, which is a very important issue for decision makers in many fields such as public health and social security. the USA between 1989-1991. By doing this, we get units associated with 43 covariates including education, age, race of parents, birth place, marital status of mother, the month in which pregnancy prenatal care began, total number of prenatal visits and other variables indicating demographic and health conditions. We only select twins that have the same gender who both weigh less than 2000g. For the treatment variable, we use t = 0 indicating the lighter twin and t = 1 indicating the heavier twin. We take the mortality of each twin in their first year of life as the treatment outcome, inspired by (Louizos et al., 2017) . Finally, we have a dataset consisting of 12,828 pairs of twins whose mortality rate is 19.02% for the lighter twin and 16.54% for the heavier twin. Hence, we have observational treatment outcomes for both treatments. In order to simulate the selection bias, we selectively choose one of the twins to observe with regard to the covariates associated with each unit as follows: t|x ∼ Bernoulli(σ(w T x + n)), where w T ∼ N (0, 0.1 · I) and n ∼ N (1, 0.1).
C Implementation details
The implementation of our method is based on Python and Tensorflow (Abadi et al., 2016) . The architecture of our neural network model is shown in Figure 1 . We adopt ELU (Clevert et al., 2015) as the non-linear activation function if there is no specification. The model is trained using Adam (Kingma and Ba, 2014) within Algorithm 1.
We employ various numbers of fully-connected hidden layers with various sizes across networks: four layers with size 200 for the encoder network; two layers with size 200 for the mutual information estimator network; three layers with size 200 for the discriminator network; and finally, three layers with size 100 for the predictor network, following the structure of TARnet . The gradient penalty weight β is set to 10.0, and the regularization weight is set to 0.0001. All the experiments in this paper are conducted on a cluster with 1x Intel Xeon E5 2.2GHz CPU, 4x Nvidia Tesla V100 GPU and 256GB RAM 2 .
D Hyper-parameter optimization
Due to the reason that we cannot observe counterfactuals in observational datasets, standard crossvalidation methods are not feasible. We follow the hyper-parameter optimization criterion in , with an early stopping with regard to the lower bound on the validation set. Detail search space of hyper-parameter is demonstrated in Table 4 . The optimal hyper-parameter settings for each benchmark dataset is demonstrated in Table 5 . Theorem 2 (Donsker-Varadhan) Let P , Q, G be distributions on the same support Z, and let C denote a family of functions Ω : Z → R, we have
Proof 1 Given a fixed function Ω, we can define distribution G by:
Equivalently, we have: dG = e (Ω(Z)−S) dQ , S = log E Q e
Ω(Z)
Then by construction, we have:
= E P [Ω(Z)] − S = E P log dG dQ = E P log dP dG dQdP = E P log dP dQ − log dP dG = D KL (P ||Q) − D KL (P ||G) ≤ D KL (P ||Q) When distribution G is equal to P , this bound is tight.
F Balancing Performance of Adversarial Learning
In Figure 5 , we visualize the learned representations on the IHDP and Jobs datasets using t-SNE. We can see that compared to CFR-Wass, the coverage of the treatment group over the control group in the representation space learned by our method is better. This showcases the degree to which adversarial balancing improves the performance of ABCEI, especially in population causal effect (ATE, ATT) inference. 
