Adaptation has long been considered to be an important capability for autonomous systems. As these systems modify their behavior, questions regarding how to develop safety guarantees for such systems continue to be of interest. We propose a novel adaptive safe control methodology that allows a robotic system to adapt in a constrained environment without unintentionally colliding with that environment. A methodology for designing a scalar energy function (safety index) for an adaptive system with parametric uncertainty is described in this paper, and we demonstrate our methodology by realizing a safety controller for a simulated two-link robotic manipulator.
Introduction
During the design of a system, parametric models used in the control of the system, including the plant or the controller, may contain uncertainty. This parametric uncertainty can be addressed in a multitude of ways, of which two common methodologies are robust control and adaptive control. The underlying controller design, described in Slotine and Li (1991) and Khalil (2015) , focuses on minimizing the impact of these parametric uncertainties on the system performance. For applications where the system model is influenced by its surroundings, as when an aircraft is disturbed by the wind or a robotic manipulator interacts with an unmodeled or poorly-modeled object, many system designers turn to these methods to provide guarantees on system performance.
For the safe operation of a dynamical system, designers may also be required to guarantee some safety criterion is not violated. This could include maintaining some relative distance between the system and its surroundings or limiting the system velocity during operation in some cluttered environment. These safety constraints are typically codified through multiple layers of safety checks in a control architecture. These include higher-level motion planners or safety monitors which can perform safety checks during the planning stage to enforce system safety guarantees, like the Convex Feasible Set (CFS) Algorithm in Liu et al. (2018) or FaSTrack in Herbert et al. (2017) , and low-level controller-based approaches to guaranteeing safety such as in Ames et al. (2019) . One such low-level approach is the use of energy function based safe control, which provides a means to mathematically formulate an expression of safety through the mapping of a system's state or relative values dependent on system state, to a scalar value. Wei and Liu (2019) compare different approaches and unify them under a common benchmark, thus reflecting an equivalency in the objective of such methods. Control synthesis methods based on energy function take a system model and exploit the model dynamics to guarantee for all future time steps that a system's state evolves in a safe set. However, these methods are not easily extendable to systems with model uncertainty and the guarantees these method claim may fail. As such, there is an inherent disconnect between systems with model uncertainty and the majority of safety-assurance methods available to designers.
This lack of available methods has motivated recent work to extend energy function based safe control to systems with uncertainty. As human robot interaction often contains variable levels of uncertainty about a human decision, Liu and Tomizuka (2015) developed the Safe Exploration Algorithm, which considers disturbances and uncertainties in f(x) in Equation (1). Taylor and Ames (2019) looked at building safety guarantees for parameter-affine dynamic systems using adaptive control barrier functions, a form of the energy function based safe control, by synthesizing a controller directly from an adaptive Lyapunov control function and an adaptive control barrier function. We present an adaptive approach to ensure system safety through an auxiliary safety controller which leverages the principles of energy based safety functions through the use of a modified safety index. The presented approach varies from both aforementioned approaches as this work operates as an auxiliary controller, instead of being synthesized alongside a stabilizing controller, and considers dynamic systems with parametric uncertainty that enters into the dynamics which affects a system's capabilities to estimate and reach the safe set of control. While this method is admittedly conservative in approach, the provided guarantee allows for the system designer to constrain the safe set in such a fashion as to ensure system safety.
Claimed contributions of this work include extending concepts of energy function based safe control to systems which include parametric uncertainty in both f(x) and g(x) in Equation (1). The concept of a composite safety index is developed and an example controller is synthesized for a twolink manipulator with unknown inertial parameters for the task of trajectory tracking. Furthermore, the work is applied as a low-level controller for the Convex Feasible Set Algorithm to highlight a multi-tier safe motion planning architecture for systems with multiple levels of safety guarantees. Finally, additional design tools for building the safety index are developed to allow for the addition of smooth positive-semi-definite indices as a means to constrain the safe set.
Problem Formulation
Consider a state space, X ⊂ R n , a control-input space, U ⊂ R m , and a control-affine dynamic system, given by:ẋ
The system needs to satisfy a state space safety constraint defined by a set χ S ⊂ X , called the safe set. We assume that χ S is a 0-sublevel set of a continuously differentiable function φ 0 : X → R, where φ 0 (x) is called the initial safety index. This index maps unsafe states to positive values and safe states to zero or negative values. From Liu and Tomizuka (2014a) , we know that for some η > 0, if a control law is selected such that the closed-loop system dynamics always satisfy the following condition, the safe set is forward invariant and globally attractive and the system is safe:
(2)
However, it could be the case that the above conditions may not be physically realizable if the control input u cannot directly affectφ 0 . To realize safe control, it is ideal to design a safety index φ : X → R whose time derivative can be directly influenced by the control, and satisfies the following condition to ensure forward invariance of the safe set,
In the following discussion, denote the 0-sublevel set of φ as W(φ) := {x : φ(x) ≤ 0}. Define X(φ) as the reachable set of the system state that starts from χ S ∩ W(φ) and evolves under the constraint (3). X(φ) is called the reachable set under φ. By definition, X(φ) ⊆ W(φ).
Definition 1 (Sufficient Condition for Safety) The following conditions on φ are called sufficient condition for safety: 1) φ is a smooth function; 2) the control input can influence its time derivative, i.e., ∂φ ∂u = 0; and 3) the reachable set under φ is a subset of the safe set, i.e., X(φ) ⊆ χ S . As described above, and supported by Liu and Tomizuka (2014a) and Blanchini and Miani (2008) , if the sufficient condition holds, then we can ensure the safety of the dynamics system (1) by choosing a control law that satisfies (3).
Consider a modification to (1), where both f(x) and g(x) are now also dependent on an unknown bounded parameter ξ ∈ R p . Assume the true value of the parameter does not change or slowly changes in time and is denoted as ξ * . The system estimates this parameter during operation and the system estimate is denotedξ. Note that the system estimate is free to change in time, and is contained within the lower and upper parameter bounds, ξ ∈ {ξ,ξ}. To emphasize the dependence on the parameters, we rewrite the dynamics of the plant as such:
As we are now interested in controlling a system where the true parameters are unknown, we need to turn to control methodologies which address this uncertainty. One method to control such a system leverages controllers which update estimates of these unknown parameters of the system. These are described as adaptive control laws, and a mathematical description of these systems is described in Taylor and Ames (2019) , which states these controllers can take the form:
where k : X × P → R m is the control law, τ : X × P → R p is the adaptation law, and Γ ∈ R p×p is the matrix adaptive gain. This allows for the construction of an extended state space:
To highlight this extended state space, we explicitly state that dependence with a new safety index we denote as φ AC (x,ξ) : X × P → R. This safety index is dependent on the estimate of the true parameter because the true parameter is not available to evaluate the expression. If φ AC is designed to satisfy the sufficient condition in Def. 1, then the adaptive system is safe under an adaptive control law ( (5) and (6)) that satisfies the following condition:
Equation (8) is a straight one-to-one translation from (3). Nonetheless, it is important to notice that the time derivative of the safety index also depends on the adaptation law:
where
are Lie derivatives. To design a safe adaptive law, we need to find a safety index φ AC must satisfy the sufficient condition (to be discussed in section 3.2) and find the resulting safe adaptive control law that satisfies (8) (to be discussed in sections 3.1 and 3.3).
Methodology
We first describe the safety controller formulation, then discuss the design of the composite safety index, and conclude this section with comments about evaluating the controller parameters.
Safe adaptive control law
In order to leverage the performance advantages of an adaptive controller, as well as the safety guarantees arising from the use of a energy function based safety controller, the author proposes a safe control algorithm based on the ideas of sliding-mode control, where the auxiliary safety controller only influences the system when the system is about to violate the safety criterion. In particular, this method is motivated by Gracia et al. (2013) which used sliding-mode algorithms for safe control. This controller is
otherwise. However, as this formulation revolves around being able to calculate the true direction of the Lie derivative of the control, we must modify this approach to the estimate of that direction:
where the constant c is selected such that (8) is satisfied. The other term, k(x,ξ), serves as the controller when the safety constraints are not at risk of being violated, and in this work is assumed to be an adaptive controller whose stability properties are verified independently of the safety controller. The following figure shows the control architecture described above. Note that ξ f ilter describes a filter that forces the parameter to remain in a provided set of bounds and the variable X desired describes commanded position, velocity, and acceleration commands from a motion planner. 
Design of the composite safety index
Compared to the safety index definitions described in Wei and Liu (2019) , it should be noted that (9) contains additional terms that are not addressed in systems without parametric uncertainty. Building from work defined in Liu and Tomizuka (2014b) , and likewise taking notation from that work, we see that a common safety index for a system describes the state of being unsafe as a relative distance to another obstacle. Mathematically, this is encoded as:
where variable d(t) is the closest distance to the obstacle and d min is a threshold offset the system must stay away from the obstacle. In order to satisfy the second condition of Def. 1, and to punish small distances to the obstacle, a proper safety index is defined as:
whereḋ(t) is the relative speed moving away from the obstacle and k 1 is a hyperparameter weighting the impact of the velocity term. None of the terms in either safety index includes information about the parametric uncertainty, thus we choose extend our safety index by an additive term φ α that evaluates parameter estimation error. To extend the safety index, we need to show that:
where φ is a general safety index that satisfies the condition in Def. 1. We propose Theorem 2:
then there exists a time t 1 that the system is on the boundary of the safe set and will enter into the unsafe set. Mathematically, it corresponds to the following conditions φ(x(t 1 )) + φ α (t 1 ) ≤ 0, φ 0 (x(t 1 )) = 0 andφ 0 (x(t 1 )) > 0.
The condition X(φ) ⊂ χ S implies that when φ 0 (x(t 1 )) = 0 and φ(x(t 1 )) ≤ 0, the system trajectory under the condition (3) should always ensure thatφ 0 (x(t 1 )) ≤ 0. Since the condition (3) only concerns the case that φ ≥ 0, then either of the following conditions should hold:
• φ 0 (x(t 1 )) = 0 and φ(x(t 1 )) < 0 impliesφ 0 (x(t 1 )) ≤ 0;
• φ 0 (x(t 1 )) = 0, φ(x(t 1 )) = 0 andφ(x(t 1 )) ≤ −η implies thatφ 0 (x(t 1 )) ≤ 0.
When φ α (t 1 ) > 0, then φ(x(t 1 )) + φ α (t 1 ) ≤ 0 implies φ(x(t 1 )) < 0. Then according to the first condition above,φ 0 (x(t 1 )) ≤ 0, which contradicts with the assumption.
When φ α (t 1 ) = 0, then φ(x(t 1 )) + φ α (t 1 ) ≤ 0 implies φ(x(t 1 )) = 0. The condition in (3) is triggered whereφ(x(t 1 )) +φ α (t 1 ) ≤ −η. Since φ α is a smooth positive function on time, φ α (t 1 ) = 0 implies thatφ α (t 1 ) ≥ 0. Henceφ(x(t 1 )) ≤ −η. According to the second condition above,φ 0 (x(t 1 )) ≤ 0, which contradicts with the assumption.
Therefore both of these cases violate the above assumption and the statement is true.
We introduce the parametric uncertainty information into the safety index by considering the square of the difference between the true parameter value and the estimated parameter value that meets the requirements given in Theorem 2. In the following expression, ∆ξ T Σ ∆ξ represents the covariance matrix, ∆ξ = ξ 1i −ξ i is the difference between the expected value of the i th ξ and the estimated value, and gain k ξ is a hyperparameter similar to k 1 . With the additional parameter uncertainty term, our system safety index is now:
The covariance term in (14) solely penalizes uncertainty in the parameters, thus generating more conservative system behavior for high deviance from the expected value of the parameter. Note that should the system parameters match the expected parameter values, then the safety index defined in (14) collapses back into the safety index described in (12).
Evaluating Controller Parameters
For φ AC (x,ξ) ≥ 0, substituting our switching controller (10) in (9), we find:
This expression can be made negative definite by requiring that L g φ AC L g φ T AC > 0 and appropriately selecting the controller parameter c. Taking (15) we find that the value of c must adhere to:
in order to meet the sufficient condition in (8). The value of c is dependent on the true parameters of the dynamical system, but designer only knows the expected value and the upper and lower bounds of the system parameters. Thus, to calculate the terms of (16), we need to either find the true value of the parameters of the system or develop a heuristic estimation technique. As the nominal operation of the system is not guaranteed to have the necessary persistency of excitation required to find the true parameters of the system, the importance of which is discussed in Astrom (1981) , a heuristic technique is required. The system dynamics factor into whether or not the controller hyperparameters (15) may be directly estimated using the bounds the system parameters. With an advantageous system dynamic structure, the bounds on the true parameters of the system can translate through the system dynamics and provide guidelines for selecting the controller hyperparameters. For the presented experiment, this is seen in determining the direction of L g φ AC .
Experimental Results
To motivate the usefulness of this proposed approach to synthesizing safe controllers for systems with parametric uncertainty, we consider the task of designing a safety controller for a two-link robotic manipulator carrying a payload. Parametric uncertainty enters into the system dynamic model through the uncertainty in the payload or robotic model parameters. This problem has been widely considered in literature from both the separate viewpoints of adaptive control Li, 1987, 1991; Tsao and Safonov, 1999) and energy function based safe control (Liu and Tomizuka, 2014a,b) . In both An et al. (1986) ; Slotine and Li (1987) , it is noted that by selecting appropriate payload and arm parameters, we can make the system dynamics linearly dependent in the unknown parameters (see Online Appendix C). The dynamics with the substituted parameters is rewritten as: In this problem we seek to drive the position of the robot end effector from a specified start point to a desired goal while observing a safety criterion of the form (14). In order to synthesis a controller, we need to estimate the direction of the Lie derivative of the control, L g φ and the hyperparameter c from (15). Consider the Lie derivative of the control for the case of a two link manipulator, which we generalize to a standard form:
and where the vector [∆ x , ∆ y ] represents the relative position between the closest point on the obstacle and the manipulator, J m is the Jacobian at the closest point on the manipulator, and M −1 is the inverse of the manipulator inertia matrix. The idea behind the estimation technique arises from estimating when the dot product between our estimated Lie derivative direction L g φ and the true Lie derivative direction vector is greater than zero. This is described by the expression:
which describes that the vectors remain strictly in the same half plane. By constraining the joint space of the robot and enforcing the symmetric positive definite structure of the true inertia matrix, we can define constraints on the robot operation and the parameter variance in order to approximate L g φ to the correct half plane. Considering (15), we look at the maximum expected deviation from L g φ to form an estimate of the denominator. We estimate the max value the numerator by simulating the system with a initial large value of c to find bounds on the nominal system and commanded states. We then use these bounds to find a smaller values of c that allow the controller to satisfy (8).
Using the controller defined in Slotine and Li (1987) as the underlying adaptive controller and selecting an appropriate value for the constant in (10), we run a simulation of a two-link serial robotic manipulator that travels along a desired trajectory. CFS, described in Liu et al. (2018) , provides a collision free reference trajectory with respect to a given robot model, but does not consider the uncertainty in the robot model, and thus the safety controller must keep the robot from entering into an unsafe set of states. The parameters chosen for the simulation are: k 1 = 0.02, k ξ = 0.0075, d min = 0.15, and D = 0.25 where D is the CFS obstacle offset.
Whenever the system was about to violate the safety criterion, the safety control commanded an extremely conservative action to force the system away from the unsafe set. The large changes in the values of the safety index correspond to whenever the safety controller influenced the system. Note that due to the implementation of the system in the simulation environment, occasionally the safety index would obtain a positive value that would be decreased in the next time step. The original path, plotted in black, violated the motion planning safety constraints, so CFS re-planned the original trajectory to the set of blue points in Fig. 2 . The blue points then had fifth-order polynomials fit between the points which enforced the acceleration and velocity at each point to go to zero. The safety index evaluated along the trajectory is presented in Fig. 3 . Notice the chattering effect when the safety controller is initiated, which is also discussed in Gracia et al. (2013) . Note that the system is at risk of falling into controller deadlock should the safety controller and underlying controller have contradictory objectives. In this work, CFS ensures such a case does not exist for this specific trajectory.
Conclusions and Future Work
In this paper, we presented a method to design a safe controller for systems with parametric uncertainty in the system model. This approach expands the definition of the safety index in order to support the implementation of a Sliding Mode Algorithm which, under the given assumptions, renders the system safe. It should be noted, however, that the given assumptions, specifically in the control synthesis problem, need to be explored and loosened in future works. The authors recognize that the following tasks must be completed before certifying the quality of being provably safe. First, evaluating and proving control system stability in the presence of the auxiliary safety controller, and specifically how to mitigate controller deadlock. Next, a better method for estimating the terms in (15) must be developed to minimize the conservative nature of the controller. Additionally, for the realization of the controller on a real robotic system, implementing a discrete-time implementation and including joint actuator limits will be critical to enforcing the forward invariance of the safe set. This paper will be continuously updated on arXiv to address the challenges listed above or to link to related works from the authors. its parameter set augmented to include the payload parameter information. As such, link mass is represented by m, link inertia is represented by I, the distance to the link's center of mass is l c , and subscript "1" refers to quantities of link attached to joint 1 while subscript "e" refers to quantities associated with the second augmented link. 
