Introduction

Auroral Ionospheric Upwelling
An extensive body of research exists documenting the outflow of ionospheric ions into the magnetosphere. This outflow occurs across the energy range from a fraction of an electron volt to several kilo electron volts, depending on the ion species involved, and the location from which the outflow is observed [Yau and Lockwood, 1988] . These outflows provide the dominant plasma within the inner magnetosphere [Chappell et aL, 1987; Moore, 1991] and are clearly of great significance in determining the characteristics of the magnetospheric plasma, perhaps influencing the timescales and locations of its dynamic processes by shaping the distribution of wave propagation speeds and current carrying capabilities.
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Participation of heavy ions in the ionospheric source of magnetospheric plasma has been shown to be facilitated by, if not contingent upon, the dissipation of energy at relatively low altitudes in the topside ionosphere.
While it is apparent that auroral plasma heating is distributed over a large altitude range [Yau et al., 1983; 1986a,b] , it is also apparent that the characteristic energies achieved decrease with altitude continuously down to the F-region where Joule heating raises temperatures enough to drive observable upflows [Loranc et al., 1990; Tsunoda et al., 1989; Wahlund and Opgenoorth, 1989 ] but insufficiently to release the heavier ions from the gravitational potential of the Earth.
At some altitude in the topside ionosphere, processes occur which heat the heavy ions and perhaps electrons to characteristic energies of several electron volts, which is sufficient for the plasma to achieve scale heights comparable to the radius of the Earth, and thereby to become exposed to still more energetic processes including additional heating, acceleration by parallel electric fields, and high speed convective flows. Understanding the heating profile in the topside ionosphere is therefore a fundamental element in the development of an overall understanding of the magneto-sphere as the coupler of solar and terrestrial atmospheres.
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Heating Mechanisms
The common thread running through virtually all ion heating measurements is the preferential transverse nature of the heating.
Even when the heating appears in "ion conics" with peak flux oblique to the local magnetic field, one infers transverse heating at a lower altitude. In many other cases at low altitude, hot tail formation with flux peaking essentially perpendicular to the local field is widely observed [e.g., Klumpar, 1979; Whalen et al., 1978; Yau et aL, 1983] . In other cases, the bulk characteristics of the plasma are inferred to incorporate a magnetically-aligned temperature anisotropy with the perpendicular temperatures in excess of parallel temperatures. [Wahlund and Opgenoorth, 1989; Lockwood et al., 1987] . Schunk, 1979; Barakat et al., 1983] through the ion cyclotron frequency range [Ganguli and Palmadesso, 1987] , into the neighborhood of the lower hybrid resonance [Chang and Coppi, 1981; Chang et al., 1986; Crew and Chang, 1990] , and higher, including the suggestion that heating is produced by abrupt shock-like structures which appear impulsive in the ion frame, relative to ion gyro periods [Lundin and Hultqvist, 1989; Newman, 1990] . The sources of free energy proposed to power these waves range from the convection-driven ion ring-beam instability [St.-Maurice and Schunk, 1979; Moore et al., 1986b] , to the current-driven electrostatic ion cyclotron instability [Lysak et at., 1980, Ganguli and Palmadesso, 1987] , to the inhomogeneous energy density driven instability [Ganguli et al., 1994] . Still more recently, Arnoldy et al. [1992] and Kintner et al. [1992] have presented evidence that intense, highly localized (50-100 m) lower hybrid solitary structures create hot tails in the topside ion transverse velocity distribution, proposing that the energy for such heating is derived from the ponderomotive collapse of pervasive auroral hiss waves [Maggs, 1978] . Typically, all these free energy sources are present to varying degrees in auroral situations characterized by intense and highly structured plasma motions. et al., 1987; Lockwood and Fuller-Rowell, 1987] . We report here in situ observations of the three dimensional distribution function of ionospheric ions that are apparently supportive of these earlier inferences, but in a much more complex situation including abundant other sources of free energy as well.
In the next section, we provide an observational overview,
followed by an analysis of the observations. We then discuss the relationship among and implications of the observations and summarize the conclusions which can be drawn from them. [Pollock et al., 1992 [Pollock et al., , 1995 These features are treated in a quantitative way below. As shown in Figure 2 • m 
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Analysis Payload Potential
A very important issue in the analysis of the plasma data from ARCS-4 is the accurate determination of the floating potential of the payload relative to the ambient plasma.
The measured energies of the ions must be mapped to their external energies in the ambient plasma according to the relationship:
where E 0 is the external energy, E m is the measured energy, e is the electron charge, and Vsl c is the spacecraft floating potential relative to the plasma. For negative floating potentials, ions from the ambient plasma cannot have measured energies less than the energy corresponding to falling through the payload potential.
For an RPA, this leads to a plateau on the retarding potential curve, but for a differential analyzer, the count rate will drop Since the low-energy cutoff of the STICS sensor is not sharp, Therefore thisenergy isattributed tothepresence ofanequal negative floating potential, according to(1). One check ontheinference ofpayload floating potential from thelower edge ofthecount rate distributions was performed as follows. Weassume that any feature which appears inassociation withthelowest-energy steps sampled, that is,colocated withthe payload frame ofreference invelocity space atallangles, must beproduced byfloating potential effects. Such features canbe made apparent byplotting two-dimensional slices ofthefull three-dimensional distribution. The data was checked tobesure that such payload-frame features donot appear inthe distribution functions derived using the floating potential measure described above.
Asecond check was performed byselecting data intervals that have nearly Maxwellian velocity distributions, asjudged by fitting energy sweeps selected near theram direction and fitting them witha"shifted, drifted Maxwellian" function (see Figure 13 below andassociated discussion tbrexamples). Convergence of thefitting process wasrobust, withfittinguncertainties inthe parameters (N i, Vs/o Edrif t, and kT/) of the order of 10% or less.
The inferred floating potentials agree with those derived from the approach described above with an error no larger that that associated with the width of the energy response (+11% 
Three-Dimensional Velocity Distributions
The raw count rates from STICS are converted directly into ion phase space densities using a knowedge of the calibration factors as shown in Table 1 earth frame, spacecraft frame, and plasma frame.
shown here), and ofthe spacecraft floating potential, as described in the previous section (see also the appendix). Because the phase space density is constant along the trajectory of a particle, the phase space densities observed at the instrument aperture are equal to the phase space densities in the ambient medium.
However, the velocity measured at the aperture must be mapped to the corresponding velocity in the external medium using the floating potential.
Since Vz. The horizontal (transverse) axis cuts the distribution through the indicated azimuth in the coordinate system described above.
The best estimate of the floating potential has been taken to be 0.8 V negative, based on the maximum slope of the low-energy flux cutoff. Still closer inspection of the phase space density contours shows that the ridge of maximum phase space density wraps around the lower side of that crosshair, nearly forming a closed minimum region. This is also confirmed by comparison with the right-hand panel (parallel and ram plane), which clearly shows a peak with lower phase space densities at lower perpendicular speeds, and makes it possible to visualize a cross section which is "ring"
shaped. However, it must be borne in mind that the accumulation of this distribution spanned some 12 s, or 12 km of displacement perpendicular to the magnetic field. We return to the issue of data aliasing below.
Moment Parameters
In Figures were produced by operations of the Argon beam at 100 eV, and are the subject of another paper [Pollock et al., 1992 [Pollock et al., , 1995 .
There The nature of these oscillations is clarified somewhat by the lower two panels of Figure 11 , which show the magnitude of the transverse flow velocity and the "phase" of the transverse flow velocity. This phase is the angle between the "detrended'" flow vector and the X or poleward direction, expressed in revolutions.
The detrending used here was the removal of a 5 s. running average flow from the 0.5-s flow velocity values. When a pointto-point change in the flow vector direction was found to be larger than 180°, it was assumed to have been a wrap around of the vector's rotation. When these "wraps" of the rotation were removed from the data set, the largest point-to-point change in the direction was found to be 160 deg. Therefore the wraparound data points were clearly distinguished from the balance of the data points, with the result that the vast majority of wraparounds were in the same direction, leading to an accumulating phase. It was found that the flow rotations in the earlier set of arcs was dependent upon the detrending described above, and is not apparent if the flow velocity is expressed in the Earth frame. However, the rotations of the flow vector within the main arc system are nearly independent of the detrending procedure. This means that the flow rotation is dominant over the mean drift for this arc.
To further clarify the flow behavior, Figure 12 shows the ExB flow vector time series as the spatial series of flow vectors along the spacecraft ground track, for a period spanning the main arc.
The general features of the flow can be visualized more easily in Figure 12 , which clearly shows the rotation of the flow vector at a rate that varies greatly throughout the passage over the auroral arC.
For the periods within the auroral arc, the direct plasma flow data only hint at this complexity and do not record drifts with magnitudes as large as those derived from the electric field data. Nevertheless, the fact that the plasma data also exhibit large and variable drifts within the arc validates the inference of large drifts from the electric field data.
Aliasing by Flow Variations
It is apparent from the results presented above that the threedimensional plasma velocity moments presented above, based on count rate data accumulated over -12 s of flight time, are aliased within the auroral arc where superthermal (for the O +) plasma drifts vary strongly over times as short as a few seconds.
Depending on the luck of the draw with respect to the phasing of the flow variations and the azimuth sampling (the dimension of slowest sampling), various outcomes are possible ranging from completely missing the core of the distribution, to accidentally seeing it in two or more azimuth sectors.
In In the lower panel, we show a group of sweeps near in time to 595.6 s TAL Here it can be seen that the elevated temperature seen at that time is really not representative of the core of the distribution seen at nearby azimuths, and could be better characterized as a warm tail distribution, present throughout this period. In fact, the core itself appears to be quite cool during this period within the auroral arc. Further evidence for a warm tail is seen in the fit to the distribution at 589.5 s, where the negative drift energy fit parameter indicates these are wake observations with the core largely shifted out of view by the plasma relative wind. These results confirm that the moments results are indeed aliased by the large drift fluctuations during the 590-600 s period.
In this more poleward part of the arc, the core is relatively cold but there is a warm tail present that contributes to elevated moment temperatures, and it seems likely that variations of the plasma drift lead to an apparent broadening of the core in the three-dimensional distribution moment results, leading to artificially large temperatures in that period. The highest core distribution temperatures attained in O + during this interval were on the order of 0.3 eV, rather than 0.6 to 0.7 eV as indicated by the moments. 
Discussion
Superthermal Frictional Heating
Shear-Driven Heating
The rates ofshear can evolve through acascade tosmaller scales and increasing shear rates, ultimately triggering theshear instability as thedissipation mechanism.
Thesimulations of Ganguli et al. [1994] 
Core and Tail Heating
Here we have reported core and tail heating within a bright and relatively steady nightside auroral arc, producing temperatures a factor of order 2-3 above that of the surrounding ionosphere in the light ions, and in both core and tail of the O +. The heating was apparently insufficient or of too short duration to create a strongly upwelling region but appears to have stopped and turned around the downward flow of the polar cap plasma convecting into the arc. In addition to the core heating observed in this auroral arc, ARCS-4 also recorded the occurrence of numerous solitary structure events that were associated with sporadic tail heating of the ambient ion population. The two phenomena were apparently quite independent of each other, the solitary structures and tail heating occurring mainly outside the auroral arc and strong plasma drift features. Further analysis of the tail heating is beyond the scope of the present paper, in which the focus is on the bulk plasma flow and core heating.
Plasma Instability
Several authors have noted that the ring-shaped nonthermal ion distribution function should be unstable to perpendicularly propagating waves which would tend to thermalize the energy associated with gyratioo around the plasma drift speed [Post and Rosenbluth, 1966; Ott and Farley, 1975; Lakhina and Bhatia, 1984] . On the other hand, it has been pointed out, based on linear dispersion theory [St.-Maurice, 1978] , that Landau damping of the same waves into parallel electron heating may nullify the ion wave growth rate and thereby preserve the unstable ring feature. enhancements of these latter waves were most closely associated with the solitary structure events and sporadic tail heating, rather than with the large plasma drifts and bulk heating.
Appendix:
Moments and Uncertainties
Computation of the velocity distribution moments presented in this paper was performed according to the equations and procedures given below. Schematically, the raw count rates are converted to phase space densities using the instrument response parameters given in Table 1 to compute differential, directional fluxes, which are then converted to phase space densities using the particle speed at the instrument aperture.
f = 6A(O',E'). _I'_(O',E'). _E(O',E')
Here f is the conventional phase space density, the denominator factors are the energy and angle-dependent response sensitivities of the STICS sensor as given in Table 1 , and the factor in parentheses is the Jacobian relating the volume element 
