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Note 
A Note on the Entropy of Partially-Known Languages 
From the time of Shannon's original experimental determination ofthe 
entropy of printed English, there has been interest in the potential of 
information theoretic techniques not only for studying our own language 
but also for comparing and contrasting different languages. Barnard 
(1955) has compared the word-letter entropies of printed English, 
French, German, and Spanish. Newman and Waugh (1960) showed that 
the average information per letter is roughly the same in Samoan, 
English, and Russian despite wide differences in the ]engihs of the 
alphabets of the three languages. Raiagopalan (1965) showed that the 
entropy of the Kannada prose used in South Kanara (India) is signifi- 
cantly different from its entropy in the old Mysore region. This appears 
to be due at least in part to the fact that different dialects are spoken in 
the regions contiguous to these two regions. It is the purpose of this note 
to suggest another way in which determinations of linguistic entropy can 
be used to study differences and similarities among languages. 
Consider a person who knows only English and who is confronted with 
Shannon's letter guessing task where the text he is trying to reconstruct 
is in, say, French. If the person knew absolutely nothing about he way in 
which French letters succeeded one another, he could do no better than 
to assume that they occur randomly with equal frequency. That is, 
log2 27 ( = 4.76) bits of information would, on the average, be required 
to eliminate his uncertainty about he next letter. However, it is obvious 
that the person could do better than this in his guessing: Phonetic con- 
siderations and similarities between English and French would assist 
him. It is to be expected that lengthy sequential dependencies will be of 
little assistance to a person guessing in a partially known or unknown 
language. On the other hand, when only a few letters of the preceding 
text are known, a person may do only a little more poorly guessing a
foreign language than he would guessing his own. A number of uses for 
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determining the entropy of partially-known languages will now be indi- 
cated. 
The most obvious utilization of the technique just described would be 
to provide a quantitative measure of similarity among languages. The 
difference between the average information content of a letter of French 
and a letter of German to an English-speaking person would give a 
measure of their relative similarity to English. Along the same lines, it 
would be interesting tosee what effect knowledge of Spanish, for example, 
would have on the information content of French and German to an 
English-speaking person. (The claimed value of learning Latin as an aid 
to learning modern languages could be investigated in this way.) 
A second possibility would be to examine how the information content 
of a letter in a foreign language decreases as the language is learned. The 
rate of decrease might be a more meaningful measure of similarity among 
languages than would be the original value of the infornlation content. 
Likewise, one could examine how the entropy of English changes, with 
time, to a child who is learning it. 
Paisley (1966) has shown, among other things, that the letter re- 
dundancy of English has decreased over the centuries and has indicated 
the possible value of information theoretic tools for studying how a 
language changes over time. It would be of interest in this connection to 
determine the entropy of Shakespearian d Chaueerian English to a 
person who knows only modern English. As with foreign languages , a
better measure of the similarity of old and modern English would prob- 
ably be the change in the information content of the letters as a function 
of language learning. 
To test the feasibility of the approach outlined above, we used the 
Shannon letter guessing technique to obtain the entropy of French, 
Italian, and English for two subjects. The first subject was a university 
graduate who had (some time previously) studied in Italy; the second 
was a junior in high school. We computed an upper bound to H~, the 
average ntropy of a letter, for N = 4, 8, 12, and 100 from the formula: 
27 
Hn = ~ p~,n log (1/pC,n), (1) 
where N is the position of the letter in the passage and p~.N is the relative 
frequency that it took i guesses to guess letter N. Attneave ( 1959, p. 33) 
gives reasons for believing that the upper bound to HN given in (1) is 
166 NOTE 
TABLE 1 
ENTROPIES OF ENGLISH~ FRENCII, AND ITALIAN TO 
ENGLISH-SPEAKING PERSONS 
Entropies of 
N English French Italian 
SI n $2 S1 $2 S1 $2 
4 2.18 2.25 3.66 3.34 2.89 3.43 
8 1.56 1.98 2.87 2.81 2.57 3.11 
12 1.69 1.98 2.64 3.24 2.78 3.28 
100 1.63 1.67 3.16 3.20 3.00 3.78 
a S1 stands for subjc('t 1 and $2 stands for subject 2. 
close to the true value. For the first subject we used a sample of 50 
passages; for the second, 40. Table 1 shows the results. It  can be seen 
that the rcsults qualitatively correspond to what is intuitively expected; 
further, the results for English are similar to, though rather lower than, 
those obtained by Shannon (1951). 
The use of Shannon's guessing procedure is, it is well known, quite 
laborious experimentally. Letter deletion techniques uch as those de- 
vised by Chapanis (1954) would provide a simpler alternative, at the 
cost of some useful data. At any rate, the technique demonstrated 
herein should provide a useful tool both for studying similarities among 
languages and for studying the evolution of languages in time. 
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