The increasing incidence of ethnic conflicts, and the much-publicized consequences of these conflicts, have attracted the interest of many researchers in the social sciences. Many studies have addressed directly the issue of ethnic diversity and its effects on social conflicts and civil wars. Political scientists have stressed the importance of institutions in the attenuation or intensification of social conflict in ethnically divided societies. Recently economists have connected ethnic diversity with important economic phenomena like investment, growth, or the quality of government (William Easterly and Ross Levine, 1997; Alberto Alesina et al., 2003; Rafael La Porta et al., 1999) . The number of papers dealing with the effects of ethnic diversity on issues of economic interest is growing rapidly.
In this respect, it is common in recent work to include as a regressor in empirical growth estimations an index of ethnic fractionalization. There are several reasons to include such an indicator. First, some authors have argued that ethnically diverse societies have a higher probability of ethnic conflicts, which may lead to civil war. The political instability caused by potential ethnic conflicts has a negative impact on investment and, indirectly, on growth. Second, ethnic diversity may generate a high level of corruption which, in turn, could deter investment. Finally it has been argued that in heterogeneous societies the diffusion of technological innovations is more difficult, especially when there is ethnic conflict among groups in a country. Business as usual is not possible in a society with a high level of potential ethnic conflict, since this situation affects all levels of economic activity. Trade may be restricted to individuals of the same ethnic group; public infrastructure may have an ethnic bias; government expenditure may favor some ethnic groups, etc. The common element in all these mechanisms is the existence of an ethnic conflict which, through social and political channels, spreads to the economy.
However, many empirical studies find no relationship between ethnic fractionalization, 1 ethnic conflict, and civil wars. There are at least three alternative explanations for this. First, it could be the case that the classification of ethnic groups in the Atlas Nadorov Mira (henceforth ANM), source of the traditional index of ethnolinguistic fractionalization (ELF), is not properly constructed. Some authors 2 have used other sources to construct datasets of ethnic groups for a large sample of countries. In general, the correlation between the index of fractionalization obtained using these alternative data sources is very high (over 0.8). Second, James D. Fearon (2003) 3 has argued that it is important to measure the "ethnic distance" across groups in order to obtain indicators of cultural diversity. He measures these distances in terms of the proximity in a tree diagram of the families of languages of different countries. As in the case of alternative data sources, the correlation of the index of ethnic fractionalization, using these distances, with the original ELF index is very high, 0.82.
The third alternative is the one we examine in this paper. Up to now the alternative data on ethnic diversity and distances of ethnic groups in a country have been aggregated using indices of fractionalization. It is not clear, however, to what extent an index of diversity can capture potential ethnic conflict. In principle, claiming a positive relationship between an index of fractionalization and conflicts implies that the more ethnic groups there are, the higher the probability of a conflict. Many authors would dispute such an argument. Donald L. Horowitz (1985) , the seminal reference on the issue of ethnic groups in conflict, argues that the relationship between ethnic diversity and civil wars is not monotonic. There is less violence in highly homogeneous and highly heterogeneous societies, and more conflict in societies where a large ethnic minority faces an ethnic majority. If this is so, then an index of polarization should capture the likelihood of conflicts, or the intensity of potential conflict, better than an index of fractionalization.
The objective of this paper is to analyze the empirical support for the link between ethnicity and conflict. We pursue this objective by reexamining the evidence on the causes of civil wars using alternative indices to measure ethnic diversity. In the empirical section, we show that the index of ethnic polarization is a significant explanatory variable for the incidence of civil wars. This result is robust to the use of other proxies for ethnic heterogeneity, alternative sources of data, and the use of a cross-section instead of panel data. Therefore it seems that the weak explanatory power of ethnic heterogeneity on the incidence of civil wars, supported by several recent studies, is due to the use of an index of fractionalization instead of an index of polarization. This paper is organized as follows. Section I describes the characteristics of the index of fractionalization and compares it with an index of polarization. Section II presents the empirical results obtained by applying the index of fractionalization and the index of polarization to data on ethnic diversity. It is shown that for very high levels of fractionalization, the level of the index of polarization can be very low. In fact, for high levels of diversity the correlation between fractionalization and polarization is negative. In Section II, we also discuss the source of data on ethnic and religious heterogeneity. Section III analyzes the causes of civil wars and compares the empirical performance of the polarization index proposed in this paper vis-à-vis the fractionalization index and other indices of ethnic heterogeneity. Section IV contains a set of robustness checks and Section V summarizes the conclusions.
I. Ethnic Heterogeneity and Potential Conflict
Several authors have stressed the importance of ethnic heterogeneity in the explanation of growth, investment, the efficiency of government, or civil wars. Easterly and Levine (1997) find empirical evidence to support their claim that the very high level of ethnic diversity of countries in Africa is an important contributor to their poor economic performance. Their theoretical arguments, as they recognize explicitly, however, are based on "polarized societies," 4 not on highly fractionalized cases. The effect of ethnic polarization on growth follows a more indirect channel: the choice of poor public policies, which in the end, negatively influences long-run growth. In particular, ethnic polarization transforms economic policy via a rent-seeking mechanism. Additionally, ethnic polarization generates problems in the design of structural policies related to infrastructure and education. La Porta et al. (1999) point out that ethnic diversity leads to corruption and low efficiency in governments that expropriate the ethnic losers.
Several authors have interpreted the finding of a negative relationship between ethnic diversity and growth to be a consequence of the high probability of conflict associated with a highly fractionalized society. For this reason, many papers use the ELF index as the indicator of ethnic heterogeneity. The raw data for this index come from the ANM, compiled in the former Soviet Union in 1960. The ELF index was originally calculated by Charles L. Taylor and Michael C. Hudson (1972) . In general any index of fractionalization can be written as
where i is the proportion of people who belong to the ethnic (religious) group i, and N is the number of groups. The index of ethnic fractionalization has a simple interpretation as the probability that two randomly selected individuals from a given country will not belong to the same ethnic group.
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Many authors have found, however, that even though ethnic fractionalization seems to be a powerful explanatory variable for economic growth, it is not significant in the explanation of civil wars and other kinds of conflicts. These results have led many authors to disregard ethnicity as a source of conflict and civil wars. Fearon and David D. Laitin (2003) and Collier and Hoeffler (2002) find that neither ethnic fractionalization nor religious fractionalization have any statistically significant effect on the probability of civil wars.
We argue that one possible reason for the lack of explanatory power of ethnic heterogeneity on the probability of armed conflicts and civil wars is the measure for heterogeneity. In empirical applications, researchers should consider a measure of ethnic polarization 6 -the concept used in most of the theoretical arguments-instead of an index of ethnic fractionalization. We propose an index of ethnic polarization originally proposed by ReynalQuerol (2002) with the form
The original purpose of this index was to capture how far the distribution of the ethnic groups is from the (1/2, 0, 0, ... 0, 1/2) distribution (bipolar), which represents the highest level of polarization.
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This type of reasoning is frequently present in the literature on conflict 8 and, in particular, on ethnic conflict. Esteban and Ray (1999) show, using a behavioral model and a quite general metric of preferences, that a two-point symmetric distribution of population maximizes conflict.
In addition, Horowitz (1985) points out that ethnic conflicts will take place in countries where a large ethnic minority faces an ethnic majority. Therefore ethnic dominance, or the existence of a large ethnic group, although close to being a necessary condition for a high probability of ethnic conflict, is not sufficient. You also need the minority to be large and not divided into many different groups. The RQ index captures the idea that a large minority is the worst possible situation, since the index in this case is close to the maximum. Collier and Hoeffler (1998) note, "Coordination costs would be at their lowest when the population is polarized between an ethnic group identified with the government and a second, similarly sized ethnic group, identified with the rebels." Collier (2001) also emphasizes that the relationship between ethnic diversity and the risk of violent conflicts is not monotonic. Highly heterogeneous societies have an even lower probability of civil wars than homogeneous societies. The highest risk is associated with the middle range of ethnic diversity. 9 The RQ index satisfies this condition.
Notice also that Fearon (2003) points out that the index of fractionalization, which is not sensitive to discontinuities, cannot capture important differences in ethnic structures. In particular, the idea of majority rule is not well reflected by the index of fractionalization. By contrast, the sensitivity of the RQ is the highest when groups are close to 50 percent.
A. Fractionalization versus the RQ Index
How does fractionalization compare with the RQ index? As mentioned above, the index of fractionalization can be interpreted as the probability that two randomly selected individuals do not belong to the same group. Let's consider the case of two groups. In this situation the index of fractionalization can be written as
simply because 1 ϩ 2 ϭ 1.
5 Paolo Mauro (1995) uses this index as an instrument in his analysis of the effect of corruption on investment. 6 In the context of income, the measurement of polarization was initiated by Esteban and Ray (1994) and Michael C. Wolfson (1994) . We will see later the connection between the measure of income and ethnic polarization.
7 See also Reynal-Querol (2002) . 8 Montalvo and Reynal-Querol (2005) show how to obtain the RQ index from a pure contest model. 9 Horowitz (1985) also argues that there is less violence in highly homogeneous and highly heterogeneous countries.
Following the definition of the RQ index, we can write it, in the case of two groups, as
which is equal to the index FRAC up to a scalar. When we move from two groups to three groups, the relationship between FRAC and RQ breaks down. For instance, FRAC can be calculated for the case of three groups as
In this case, and without considering the scale factor that bounds it between 0 and 1, the RQ index is proportional to
Comparing these two formulas, we can see the basic difference between the interpretation of the fractionalization index and the meaning of the RQ index. In FRAC, each of the terms in the sum is the probability that two randomly selected individuals belong to different groups, when one of them belongs to a particular group. For instance i (1 Ϫ i ) is the probability that two individuals belong to different groups when one of them belongs to group i. These probabilities have the same weight in each of the terms of the fractionalization index, but they have weight equal to the relative size of group i in the case of the RQ index. In the fractionalization index, the size of each group has no effect on the weight of the probabilities of two individuals belonging to different groups, whereas in the RQ index these probabilities are weighted by the relative size of each group.
Looking at both indices one may wonder how much large and small groups contribute to the value of the index with respect to their relative size. The different weighting scheme is crucial to answer this question. Let's define c i as the proportional contribution of group i to the index of fractionalization, that is,
. Define c i as the proportional contribution of group i to the index of polariza-
. If all the groups have equal size, the proportional contribution of each of the groups is equal to its relative size in both, fractionalization and polarization, that is, c i ϭ c i ϭ i . Imagine now that we increase the size of one group by epsilon and decrease the size of another group by the same amount. Now the proportional contribution of the largest group in the index of fractionalization is smaller than its relative size, c i Ͻ i , and the reverse happens for the smallest group. In the index of polarization, the result is the opposite: the proportional contribution of the largest group in the index of polarization is larger than its relative size, c i Ͼ i , and the reverse happens to the smallest group. Loosely speaking, 10 we can say that large (small) groups contribute to the index of polarization proportionally more (less) than their relative size. The opposite is true for the index of fractionalization: large (small) groups contribute to the index less (more) than their relative size.
B. From Income Inequality to Ethnic Fractionalization
The index of fractionalization has at least two theoretical justifications based on completely different contexts. In industrial organization, the literature on the relationship between market structure and profitability has used the Herfindahl-Hirschman index to measure the level of market power in oligopolistic markets. 11 The derivation of the index, in this context, starts with a noncooperative game where oligopolistic firms play Cournot strategies. Therefore the index can summarize the market power in games that work through the market.
where y i represent the income level of groups i, and i is its proportion with respect to the total population. This formulation is specially suited to measure income and wealth inequality. If we want to measure ethnic diversity, however, the "distance" between ethnic groups may be a very difficult concept to measure. In addition, the dynamics of the "we" versus "you" distinction is more powerful than the antagonism generated by the distance between them. For these reasons, we may want to consider only if an individual belongs or does not belong to an ethnic group. If we substitute the Euclidean income distance ␦( y i , y j ) ϭ ͉y i Ϫ y j ͉, by a discrete metric (belong/do not belong)
Therefore the discrete Gini (DG) index can be written as
It is easy to show that the DG calculated using a discrete metric is simply the index of fractionalization
C. From Income Polarization to Discrete Polarization and the RQ Index
In the previous section we showed that the index of fractionalization can be interpreted as a Gini index with a discrete metric (belong/do not belong to the group), instead of an Euclidean income distance. The RQ index can be interpreted as the polarization measure of Esteban and Ray (1994) , with a discrete metric. By imposing three reasonable axioms, Esteban and Ray (1994) narrow the class of allowable polarization measures to only one measure, P, with the following form:
for some constants k Ͼ 0 and ␣ ʦ (0, ␣*], where ␣* Ӎ 1.6. Notice that when ␣ ϭ 0 13 and k ϭ 1, this polarization measure is precisely the Gini coefficient. Therefore, the fact that the share of each group is raised to the 1 ϩ ␣ power, which exceeds one, is what makes the polarization measure significantly different from inequality measures. The parameter ␣ can be treated as the degree of "polarization sensitivity." If we substitute the Euclidean income distance ␦( y i , y j ) ϭ ͉y i Ϫ y j ͉, by a discrete metric (belong/do not belong), then we have what we call discrete polarization
The dichotomous nature (belong/do not belong) of the distance across groups has important implications for the properties of the index. In particular, and in contrast with the polarization index of Esteban and Ray (1994) , there is only one level of polarization sensitivity (␣ ϭ 1) for which the discrete polarization measure satisfies a version of the properties of polarization. In addition there is only one value of k (k ϭ 4) such that the index DP ranges between 0 and 1. The RQ index is precisely the index DP(1, 4).
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The index of polarization of Esteban and Ray (1994) was initially considered a measure of income or wealth polarization. As such, it is difficult to implement empirically since its value depends critically on the number of groups, the value of k, and the value of ␣.
15 In terms of income or wealth, however, it is not clear which levels distinguish different groups with a common identity. Where does the middle class start? How "rich" is rich? This difficulty, together with the uncertainty over the right parameter for ␣, has reduced the empirical applicability of the polarization index. In the case of ethnic diversity, the identity of the groups is less controversial. Additionally, the discrete nature of the distance (belong/do not belong) fixes the values of ␣ and k. This makes the RQ index easily applicable to data on ethnic and religious diversity.
II. The Empirical Relationship between Ethnic Fractionalization and Polarization
In this section, we compare the empirical content of measures of fractionalization and indicators of polarization. Philip Keefer and Stephen Knack (2002) argue that their incomebased measures of polarization are similar to the Gini coefficient, suggesting that in practice the divergence between income-based polarization and inequality is more theoretical than actual. The difference between ethnic polarization and fractionalization, however, is both theoretical and actual. Theoretically, as we showed in Section I discrete polarization and fractionalization represent quite different concepts. In this section we describe the alternative data sources for ethnic and religious heterogeneity, and we show that the indices of fractionalization and polarization are very different, independent of the source of data used in their calculation.
A. Sources of Data on Ethnic Heterogeneity
There are basically three sources of ethnolinguistic diversity across countries: the World Christian Encyclopedia (WCE), the Encyclopedia Britannica (EB), and the ANM (1964). For reasons that we have explained elsewhere, 16 we think the most accurate description of ethnic diversity is the one in the WCE, which contains details for each country on the most diverse classification level, which may coincide with an ethnolinguistic family or subfamilies, subpeoples, etc. We follow Tatu Vanhanen (1999) in taking into account only the most important ethnic divisions and not all the possible ethnic differences or groups. Vanhanen (1999) uses a measure of genetic distance to separate different degrees of ethnic cleavage. The proxy for genetic distance is "the period of time that two or more compared groups have been separated from each other, in the sense that intergroup marriage has been very rare. The longer the period of endogamous separation, the more groups have had time to differentiate." This criterion is reasonable since we are using discrete distances and, therefore, we have to determine the identity of the relevant groups.
Data on ethnic diversity in the EB 17 use the concept of geographical race. Data on ethnolinguistic diversity provided by the ANM were compiled by the Department of Geodesy and Cartography of the State Geological Committee of the former Soviet Union.
There are also several sources of data on religious diversity. The WCE provides information on the size of religious groups for a large cross section of countries but has several wellknown shortcomings when dealing with data on religion.
18 L'Etat des religions dans le monde (ET), which is based on a combination of national data sources and the WCE, provides information on the proportions of followers of Animist and Syncretic cults, which we believe is important for the calculation of indices of religious heterogeneity. For this reason we use the ET as our primary source for the religious data.
19 Alesina et al. (2003) use the data on religious diversity compiled by the EB.
B. Are Empirical Measures of Ethnic
Polarization and Fractionalization Very Different?
Once we have described the different sources of data available to measure ethnic and religious heterogeneity, we need to show the empirical relationship between both indices. Figure 1 presents the relationship between ethnolinguistic polarization and fractionalization using our data sources. It shows that for low levels of fractionalization, the correlation between ethnic fractionalization 21 and polarization is positive and high. In particular, from our previous discussion in Section I A we know that when there are only two ethnic groups, ethnic polarization is two times the value of ethnic fractionalization. That is the reason why the slope of the line is 1 ⁄2 for ethnic polarization up to 0.4. 22 For the medium range, however, the correlation is zero and for high levels of fractionalization the correlation with polarization is negative. Figure 2 presents the scatterplot of religious fractionalization versus religious polarization. It shows a similar pattern: for low levels of religious fractionalization the correlation with polarization is positive. For intermediate and high levels of religious fractionalization, however, the correlation is zero. Therefore, the correlation is low when there is a high degree of heterogeneity, which is the interesting case.
Figures 3 and 4 confirm that the previous results do not depend on the source of data used in the construction of the indices. Figure 3 shows the relationship between the index of ethnic fractionalization and ethnic polarization constructed using the data from the ANM. The shape in Figure 3 is very similar to the one in Figure 1 . Figure 4 shows ethnic fractionalization and polarization calculated using the data of Alesina et al. (2003) , the third basic source of data on ethnic diversity. The graph is very similar to Figures 1 and 3 .
A previous version of this paper 23 shows that nine out of the ten most ethnically polarized countries have had a civil war during the sample period (1960 -1995) . In the case of ethnic fractionalization, only four out of the ten most fractionalized countries had a civil war. It is interesting to describe the situation of countries that have a high degree of polarization but a low degree of fractionalization (close to or below the average). Guatemala is a good example of this situation. The ethnic composition of the population is 55 percent Ladino (Mestizo), 42 percent Maya (Amerindian), and 3 percent other small groups. This implies a very high degree of 21 The index of ethnic fractionalization calculated with our data has a correlation of 0.86 with the index obtained using the ELF index. The correlation with the index of Alesina et al. (2003) is 0.83. 22 Nevertheless, we should notice that in only 3.6 percent of the countries is the number of groups equal to two.
23 Montalvo and Reynal-Querol (2002) .
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polarization (0.96) and a low level of fractionalization (0.52). During the same sample period, civil wars occurred in seven of ten countries with the highest level of religious polarization. Only three out of the ten countries with the highest level of religious fractionalization, however, had a civil war. For example, in Nigeria there is a high level of religious polarization between Christians (49 percent) and Muslims (45 percent), similar to the case of Bosnia (50 percent Christian and 40 percent Muslim). In both cases, the degree of religious fractionalization is low.
III. Regression Results
Several authors have stressed the importance of ethnic heterogeneity in many economic phenomena (growth, investment, etc.). One basic element that explains the relationship between heterogeneity and development is the existence of potential ethnic conflict which, through social and political channels, spreads to the economy. There is no doubt that civil wars are traumatic events that damage economic development. We argued earlier that the index of polarization is a good indicator to capture the extent of social conflicts. But is it polarization or fractionalization that matters in the explanation of conflicts in heterogeneous societies?
In this section we present the estimation of a logit model for the incidence of civil wars as a function of polarization and fractionalization measures of ethnic and religious heterogeneity. The sample includes 138 countries during the 1960 -1999 period. We divide the sample into five-year periods. The endogenous variable is the incidence of a civil war. We use the Peace Research Institute of Oslo (PRIO) dataset for civil wars. Our basic endogenous variable corresponds to the definition of intermediate and high-intensity civil wars of PRIO, which we call PRIOCW. PRIO defines an intermediate and high-intensity armed conflict 24 as a contested incompatibility that concerns government and/or territory, where the use of armed force between two parties, of which at least one is the government of a state, results in at least 25 yearly battle-related deaths and a minimum of 1,000 during the course of the civil war. We focus only on civil wars, categories 3 and 4 of conflict of PRIO, which cover civil conflicts with and without interference from other countries.
The explanatory variables follow the basic specifications of Fearon and Laitin (2003) , Michael Doyle and Nicholas Sambanis (2000) , and Collier and Hoeffler (2002) . Fearon and Laitin (2003) argue that income per capita is a proxy for "state's overall financial, administrative, police, and military capabilities." Once a government is weak, rebels can expect a higher probability of success. In addition, a low level of income per capita reduces the opportunity cost of engaging in a civil war. Edward Miguel et al. (2004) have argued that the measurement of the impact of GDP growth on civil wars is complicated since there are endogeneity issues. Their setup is very different from ours; they use 24 See Appendix A for more details on this definition. annual data and GDP growth. In this situation, the potential endogeneity problem of GDP growth with respect to conflict is very high. For this reason, Miguel et al. (2004) use rainfall as an instrument for GDP growth. We use periods of five years for civil wars and the GDP per capita at the beginning of each period. This setup also reduces the potential endogeneity problem.
The size of the population is another common consideration in the explanation of civil wars. First, the usual definitions of civil war always set a threshold in the number of deaths, which suggests that one should control by population as a scale factor. Second, Collier and Hoeffler (2002) consider that the size of the population is an additional proxy for the benefits of a rebellion, since it measures potential labor income taxation. Finally, Fearon and Laitin (2003) indicate that a large population implies difficulties in controlling what goes on at the local level and increases the number of potential rebels that can be recruited by the insurgents.
Mountains are another dimension of opportunity, since this terrain can provide a safe haven for rebels. Long distances from the center of the state's power also favor the incidence of civil wars, especially if there is a natural frontier between them, like a sea or other countries. Collier and Hoeffler (2002) point out that the existence of natural resources provides an opportunity for rebellion since these resources can be used to finance the war and increase the payoff if victory is achieved. Finally, most of the literature considers the effect of democracy.
Therefore the explanatory variables for the core specification of the incidence of civil wars include the log of real GDP per capita in the initial year (LGDPC), the log of the population at the beginning of the period (LPOP), primary exports (PRMEXP), mountains (MOUNTAINS), noncontiguous states (NONCONT), and the level of democracy (DEMOCRACY). Using this core specification, we check the empirical performance of indices of fractionalization and polarization, as well as other measures of ethnic and religious heterogeneity.
A. Ethnic Heterogeneity and the Incidence of
Civil Wars Table 1 reports the results obtained using, alternatively, measures of fractionalization and polarization. 25 The first column shows that the index of ethnolinguistic fractionalization (ETH-FRAC) has no statistically significant effect on the incidence of civil wars. This result is consistent with Fearon and Laitin (2003) and Collier and Hoeffler (1998) . If we substitute the index of ethnic fractionalization by the RQ index of ethnic polarization, ETHPOL, we find (column 2) a positive and statistically significant effect on the incidence of civil wars. The initial GDP per capita has a negative effect 26 on the incidence of civil wars, while the log of population has a positive effect. 27 We find no significant effect of mountains, noncontiguous states, or primary exports on the incidence of civil wars. Finally, the level of democracy has a positive but not statistically significant coefficient. Column 3 checks the relative strength of the index of ethnic polarization versus fractionalization, and shows that the coefficient on ethnic fractionalization is not significantly different from zero, while the one on polarization is positive and significant.
The effect of ethnic polarization is not only statistically significant; it is also economically important. Using the results in column 3, if the level of polarization increases from the average (0.51) to the level of Guinea (0.84), then the probability of conflict almost doubles. An increase in one standard deviation (0.24) of the average polarization increases the probability of conflict by 67 percent.
Another potential dimension of social heterogeneity that can generate conflictive situations is religion. Column 4 shows that religious fractionalization (RELFRAC) is not statistically significant. Neither is the coefficient of religious polarization (RELPOL) in column 5. Column 6 shows the basic logit regressions using both religious fractionalization and religious polarization. The coefficient of the index of religious fractionalization (RELFRAC) is marginally insignificant, while the index of religious 25 All the tables show the z statistic tests calculated using the standard errors adjusted for clustering. 26 Depending on the particular specification, this effect could be statistically significant or not. In the next section we show that the coefficient of the initial GDP per capita is very significant and robust when we use other datasets on civil wars different from PRIOCW. 27 The same results are reported by Doyle and Sambanis (2000) , Fearon and Laitin (2003) , and Collier and Hoeffler (1998, 2002). polarization (RELPOL) is statistically significant. When both indicators are included in the same specification, religious polarization has the expected positive sign, but fractionalization has a negative impact on the probability of civil wars. This means that, conditional on a given degree of polarization, more religious diversity decreases the probability of a civil war. We argued before that a high number of different groups increases the coordination problems and, therefore, given a level of polarization, the probability of civil wars may be smaller. For example, Korea and Sri Lanka have the same level of religious polarization (0.72). However, Sri Lanka, which suffered a civil war, has a degree of religious fractionalization of 0.49, while Korea, with a much higher level (0.79), did not experience a civil war.
In column 7 we include, together, the indexes of ethnic polarization and religious polarization.
Only the estimated coefficient of the first one is statistically significant. If we also add, as explanatory variables, the degree of ethnic fractionalization and religious fractionalization (column 8), only the coefficient of ethnic polarization is significantly different from 0. It seems clear that ethnic polarization has a robust and powerful explanatory power on civil wars in the presence of other indices of fractionalization and polarization, while the statistical relevance of religious polarization depends on the particular specification.
28 Therefore, in the rest of the paper we check the robustness of the results of Table 1 using only ethnic polarization. 28 For a more detailed account of the performance of religious polarization in the context of many different specifications, see Montalvo and Reynal-Querol (2000) . Table 2 reports the performance of the RQ index in the presence of other indicators of ethnolinguistic heterogeneity. To simplify the comparisons, column 1 displays the results of Table 1 for the core specification. Besides the indices of fractionalization and polarization, the literature has proposed some other indicators of potential ethnic conflict. Collier (2001) notices that ethnic diversity could be not only an impediment for coordination but also an incitement to victimization. Dominance, or one ethnic group in a majority, can produce victimization and, therefore, increase the risk of a civil war. Therefore, the effect of ethnic diversity will be conditional on being measured as dominance or fractionalization. In principle, fractionalization should make coordination more difficult and, therefore, civil wars will be less probable since it will be difficult to maintain cohesion among rebels. Collier (2001) argues that the problem with the results in Easterly and Levine (1997) is that they are unable to distinguish between fractionalization and dominance. The empirical results reported by Collier (2001) seem to indicate that a good operational definition of dominance implies a group that represents between 45 percent and 90 percent of the population.
B. Robustness to Alternative Measures of Heterogeneity
29 Collier and Hoeffler (2002) find, 29 Collier (2001) justifies his choice by arguing that "the level of significance and the size of the coefficient of dominance reach a maximum when dominance is defined on the however, that dominance, as defined above, has only a weak positive effect on the incidence of civil wars. In column 2 of Table 2 , we show that ethnic dominance (ETHDOM) does not have any significant effect in our core specification. When ethnic dominance is included with the RQ index, column 3, its coefficient is not significant, while ethnic polarization continues to be a significant explanatory variable on the probability of civil wars. Caselli and Coleman (2002) propose another indicator which is the product of the largest ethnic group (ETHLRG) by primary exports (PRIMEXP). In column 4, we can see that this variable has a coefficient that is not significantly different from 0. In column 5, we show that the index of polarization is significant, even when the product of the largest ethnic group by primary exports is included as an explanatory variable. Finally, we could also include the size of the largest minority (LARG-MINOR) as another way to proxy polarization. Column 6 shows that the coefficient on this new variable is not statistically significant, while ethnic polarization continues to be significant even in the presence of this new variable (column 7).
IV. Some Additional Tests of Robustness
The previous section has shown that the relevance of ethnic polarization in the explanation of civil wars is robust to the presence of such other indicators of ethnic heterogeneity as fractionalization, dominance, or the product of the size of the largest group by the proportion of primary exports. In this section we explore the robustness of previous results. In particular, we discuss: (a) different definitions of civil wars; (b) the inclusion of regional dummies or the elimination of particular regions; (c) the use of different data sources to construct the indices; and (d) cross-section regressions covering the whole period.
A. The Operational Definition of Civil War
In this section, we check the robustness of the results to the use of an alternative definition of civil war. Up to this point we have worked with the definition proposed by PRIO for intermediate and high-intensity armed conflicts, 30 which we name PRIOCW. PRIO also offers series to construct armed conflicts that generate more than 25 deaths per year, PRIO25, and very intense armed conflicts (more than 1,000 deaths yearly), PRIO1000. Another source of data is Doyle and Sambanis (2000) (DSCW), who define civil war as an armed conflict with the following characteristics: "(a) it caused more than 1,000 deaths; (b) it challenged the sovereignty of an internationally recognized state; (c) it occurred within the recognized boundary of that state; (d) it involves the state as a principal combatant; (e) it included rebels with the ability to mount organized armed opposition to the state; and (f) the parties were concerned with the prospects of living together in the same political unit after the end of the war." 31 Finally, Fearon and Laitin (2003) use a different operational definition of civil war (FLCW). For these authors, a violent conflict should meet the following criteria to be coded as a civil war: (a) it should involve the "fighting between agents of (or claimants to) a state and organized, non-state groups who sought either to take control of a government, take power in a region, or use violence to change government policies; (b) the conflict killed or has killed at least 1,000 over its course, with a yearly average of at least 100 deaths; (c) at least 100 were killed on both sides (including civilians attacked by rebels)." Table 3 shows the proportion of armed conflicts over total observations using different definitions of armed conflict and different periodicity. The closest definitions are the PRIOCW and Doyle and Sambanis (2000) . For annual data, the proportion of armed conflicts ranges from 5.9 percent (PRIO1000) to 15.2 percent (PRIO25). For five-year periods, the proportions are between 10.1 percent and 22.2 percent. Finally, if we consider the whole period, the proportions range from 29.2 percent to 53.6 percent. Table 4 shows the results of the basic specirange of 45 percent-90 percent of the population." Since we want to check the robustness of our RQ index to alternative measures, we have chosen the "statistically most powerful" empirical definition for dominance.
fication using the different definitions of armed conflict. Column 1 shows that ethnic polarization is statistically significant when we use as a dependent variable the definition of civil wars of Doyle and Sambanis (2000) . In fact, we can see that the size of the coefficient on ethnic polarization is very similar to the one obtained using the intermediate and high definition of armed conflict of PRIO (PRIOCW). We already argued that in practice the data of Doyle and Sambanis (2000) and the PRIOCW are very similar. Column 2 shows that ethnic polarization is marginally statistically significant if we use the definition of civil war of Fearon and Laitin (2003) . Columns 3 and 4 show that the statistical significance of the coefficient on ethnic polarization is robust to the use of the other two definitions of PRIO. In fact, it is interesting to notice that the coefficient that measures the effect of ethnic polarization on the probability of civil wars increases monotonically with the intensity of the conflict (2.05 including minor conflicts; 2.28 for intermediate and high intensity conflicts; and 2.33 for the most violent conflicts). Another interesting fact in columns 1 to 4 of Table 4 is the robustness of the coefficient of initial GDP per capita. It seems that the relative weakness of the coefficient of this variable in Tables 1 and 2 is due to the definition of civil war used (intermediate and high-intensity types following PRIO). Finally, we should note that, using the data of Doyle and Sambanis (2000) and Fearon and Laitin (2003) , the importance of initial level of democracy is much larger than when using the dataset of PRIO. Using the PRIO dataset, democracy is very far from being statistically significant. Moreover, this variable has many missing observations, which reduces the sample size. Therefore, we consider the effect of excluding this variable from the specification. Column 5 shows that the results of Table 1 are robust to the exclusion of the DEMOCRACY variable, but the sample size increases significantly due to the large number of missing data in that variable. Columns 6 to 9 show that the statistical significance of ethnic polarization in the explanation of civil wars is robust to the use of alternative datasets for the endogenous variable, even if we do not consider the DEMOCRACY variable in the specification.
B. Robustness to Regional Effects
Are the results robust to including dummy variables for the different regions of the world? Are they robust to the elimination of regions that are considered especially conflictive? We investigate these questions in Table 5 . Columns 1 and 2 show that ethnic polarization is statistically significant in the presence of regional dummies, 32 with and without the inclusion of ethnic fractionalization, which is not significant. The elimination from the sample of the countries in sub-Saharan Africa, column 3, does not affect the statistical significance of ethnic polarization. If we eliminate those African countries and include in the regression the index of ethnic fractionalization, column 4, then the coefficient on ethnic polarization is not significant. As we argued before, however, since ethnic fractionalization is not statistically significant it seems clear that its presence increases the standard error of the ethnic polarization estimated coefficient. Columns 5 and 6 show the robustness of ethnic polarization to eliminating from the sample the Latin American countries. Finally, columns 7 and 8 confirm that the effect of ethnic polarization on civil wars is robust to the elimination from the sample of the Asian countries.
C. The Effect of Alternative Data Sources for Ethnic Heterogeneity
One may wonder if part of the results in the previous sections is driven by the data used in the construction of the indices of polarization and fractionalization. We pointed out that there are three basic sources of data on ethnic heterogeneity: the WCE (the base of our data), the EB (source of the indices of Alesina et al., 2003) and the ANM (source of the well-known ELF). We argued before that the correlation between our indicators and the ones calculated using other sources of data is quite high. The RQ index of polarization calculated using the row data of Alesina et al. (2003) 33 has a positive (1.93) and statistically significant effect (z ϭ 2.32) on the incidence of civil wars (PRIOCW), opposite to what happens with the coefficient of the index of fractionalization calculated using the same source (estimated coefficient ϭ 1.27 and z ϭ 1.67). When we run the regression with the RQ index of polarization calculated using the row data of the ANM, we find that it has a positive effect (estimated coefficient ϭ 2.35 and z ϭ 3.33) on the probability of civil wars, while the index of fractionalization calculated with the same dataset is not statistically significant (estimated coefficient ϭ 1.20 and z ϭ 1.41).
The results using other definitions of civil wars are equally supportive of the robustness of the results. For instance, for intense civil wars (PRIO1000 definition) the coefficient on ethnic polarization calculated using the data of Alesina et al. (2003) is 1.95 (z ϭ 2.22). If ethnic polarization is calculated using the ANM then its estimated coefficient on the incidence of intense civil wars is 1.98 (z ϭ 2.63). In both cases ethnic fractionalization is not statistically significant.
D. Cross-Section Regressions
In the empirical section we have been working with a panel of countries divided in fiveyear periods. It seems reasonable, however, to perform a final robustness check running the logit regressions in a cross section. The dependent variable now takes value 1 if a country has had a civil war during the entire sample period 33 We thank Sergio Kurlat and Bill Easterly for sharing with us the row data of Alesina et al. (2003) . ( 1960 -1999) , and zero otherwise. GDP per capita, population, democracy, and primary exports are measured at the beginning of the period (1960). Table 6 shows that the index of ethnolinguistic polarization is significantly different from zero with (column 1) or without, including the regional dummy variables (column 2).
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The result is robust to the use of different datasets for civil wars like Doyle and Sambanis (2000) , columns 3 and 4, or Fearon and Laitin (2003) , columns 5 and 6.
V. Conclusions
Several recent papers have documented the negative effect of ethnic fractionalization on economic development. Some authors have argued that a high degree of ethnic fractionalization increases potential conflict, which has negative effects on investment and increases rent-seeking activities. Many of the theoretical arguments supporting the effect of ethnic heterogeneity on potential conflict, however, were developed in the context of polarized societies. In addition, researchers frequently use the index of fractionalization to capture the concept of polarization. We argue that the measure of ethnic heterogeneity appropriate to capture potential conflict should be a polarization measure. In fact, Horowitz (1985) , in his seminal book on ethnic groups in conflict, points out that the most severe conflicts arise in societies where a large ethnic minority faces an ethnic majority. The index of ethnic fractionalization is not able to capture this idea appropriately.
We define an index of polarization based on a discrete metric that we call discrete polarization. It turns out that our index is related to the original index of income polarization of 34 If instead of ethnic polarization we include ethnic fractionalization, the estimated coefficient is 1.50 with a z-statistic of 1.57. Esteban and Ray (1994) . We describe a particular case of discrete polarization, the RQ index, which satisfies the basic properties associated with the concept of polarization. Keefer and Knack (2002) argue that their income-based measures of polarization are very similar to the Gini coefficient, suggesting that in practice the divergence between income-based polarization and inequality is more theoretical than actual. In this paper, we have shown that the difference between ethnic polarization and fractionalization is both theoretical and actual.
In the empirical section, we show that the index of ethnic fractionalization does not have a significant effect on the likelihood of conflicts. Therefore, it is unlikely that ethnic fractionalization affects economic development through an increase in the probability of conflicts. This finding, however, does not mean that ethnic diversity has no role in the explanation of civil wars. In fact, ethnic polarization is a significant explanatory variable for the incidence of civil wars if we use the RQ index of polarization. This result is robust to the use of other proxies for ethnic heterogeneity, alternative sources of data, regional dummies, and the use of a single cross section of data. Therefore, it seems that the weak explanatory power of ethnic heterogeneity on the incidence of civil wars found by several recent studies is due to the use of an index of fractionalization instead of an index of polarization. In addition, Montalvo and ReynalQuerol (2005) confirm that ethnolinguistic fractionalization has a direct negative effect on growth, probably due to its impact on the transmission of ideas. They also find, however, that an increase in ethnic polarization has an indirect negative effect on growth because it increases the incidence of civil wars and public consumption, and reduces the rate of investment. APPENDIX A: DEFINITION OF THE VARIABLES PRIOCW: Intermediate and war definition of armed conflict from PRIO. This is a contested incompatibility that concerns government and/or territory, where the use of armed force between two parties, of which at least one is the government of a state, results in at least 25 battle-related deaths yearly and a minimum of 
