Abstract: Aiming at the defects of differential evolution, such as premature convergence, low accuracy and other shortcomings, an improved differential evolution algorithm with novel mutation strategy(NMSIDE) is presented. The novel mutation strategy is used to avoid being trapped into local minima for NMSIDE. If the evolution of the individual stagnates, the individual will rely on the current best individual to move closer to the global best individual. The mutation rate varies dynamically within the range of values, and the crossover rate is dynamically varied based on the number of iterations. NMSIDE is tested on 11 standard functions and compared with the other state-of-the-art algorithms. The experimental results show that NMSIDE has higher convergence precision, faster convergence speed and better robustness.
Introduction
Differential evolution algorithm [1] was first proposed by Storn and Price, in 1995. It has strong global optimization ability and robustness, which is better than many other traditional optimization approaches on solving some benchmark functions. Thus, DE becomes a popular algorithm in the field of optimization algorithms. At present, DE has been widely used in constrained optimization [2] , control [3] , economic load dispatch of power system [4] , and so on.
Like many other optimization algorithms [5, 6] , DE is easy to trap into local minima and generate low accuracy when the problem is especially high-dimensional or nonlinear time-varying, so many scholars put forward the corresponding the improvements. The improvements of scholars mainly focus on the following three aspects. Firstly, the mutation strategy is improved. Zhang et al [7] proposed adaptive differential evolution with optional external archive, which introduced a new mutation strategy in which an external archive was introduced to store poor solutions and improved the current best solution. It ensures the diversity of the population and improves the ability of the population to jump out of the local optima. Yi et al [8] proposed a hybrid mutation strategy with individuals with poor fitness values using DE/rand/1 strategy and individuals with good fitness values using DE/current-to-best/1 strategy to balance the exploration and exploitation of the algorithm. Secondly, parameter adjustment mechanism is researched. Islam et al [9] used parameter adaptation mechanism to change the parameter values of the next generation of the corresponding individuals by recording successive parameter for each generation. Zhou et al [10] introduced crossover rate sorting mechanism in which excellent individuals would be assigned a smaller crossover rate to keep good information. Thirdly, the good operator is embedded in the differential evolution algorithm. Zou et al [11] proposed a hybrid differential evolution-harmony search algorithm, which embedded the mutation and crossover operator of DE in the harmony search algorithm. It avoids the algorithm into local minima.
In order to further improve the convergence accuracy of the algorithm, overcome the premature convergence phenomenon and enhance the robustness of the algorithm. An improved differential evolution algorithm with novel mutation strategy(NMSIDE) is presented. The algorithm has the following three improvements. Firstly, a group of individuals are randomly selected. Then, the best individual is selected and disturbance individuals are selected based on their fitness value. Secondly, the trapped solutions are updated to jump out of the local optima. Thirdly, the parameters are dynamically selected so as to satisfy different search phase of the algorithm, which solves the problem of setting control parameters of the algorithm. Through testing standard functions, results show that the NMSIDE is superior to some other DE algorithms.
Basic Differential Evolution Algorithm
Differential evolution algorithm is a parallel algorithm. It contains the following operations: initialization, mutation, crossover and selection. The detailed steps are as follows:
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DE/current-to-rand/1/bin:
DE/best/1/bin: 1 2 , ,
DE/current-to-best/1/bin:
Where F denotes mutation rate. 0 r ， 1 r ， 2 r are different integers which are randomly chosen from the set { } { } 
Where CR denotes crossover rate. rand is a randomly generated number in the range [0, 1] . r j denotes a random integer in the range [1,N] . 
, otherwise
(5) Judge terminal condition
If the terminal conditions meet, computation is stopped. Otherwise, mutation, crossover and selection are repeated.
Improved Differential Evolution Algorithm with Novel Mutation Strategy
In order to improve the accuracy of DE and jump out of the local optima, scholars have done a lot of improvements. In this paper, DE is improved as follows. Firstly, NMSIDE adopts the novel mutation strategy. Secondly, NMSIDE uses the best solution to help the trapped solutions to escape from local optima. Thirdly, NMSIDE dynamically updates control parameters F and CR .
Novel Mutation Strategy
When the mutation strategy is DE/current-to-best/1/bin, the best individual is the best individual of the current population, and the two random individuals are randomly selected from the current population, which can cause the individual to fall into the local optima and decrease evolutionary speed. Thus, in order to improve the performance of DE, Zhang et al [7] proposed a new mutation strategy(DE/current-to-pbest /1/bin), which is a semi-greedy strategy. The individual pbest is randomly chosen as one of the top % Np q ⋅ individuals in the current population. The operation diversifies the population. Gong et al [12] proposed a selection mechanism based on the ranking mechanism. The more individual is outstanding, the more the ranking is high. The possibility of being selected is greater. It effectively balances the exploration and exploitation ability of the algorithm.
NMSIDE draws on the experience of scholars. In the mutation operation, NMSIDE chooses a group of individuals randomly in the current population, and selects their best individuals instead of the best individual of the whole population, to some extent, which reduces the greed of the algorithm. Before choosing two random individuals in the perturbation vector, the individuals are sorted according to the fitness values in ascending order. Then, the individuals with good fitness values are divided into the first group, and the individuals with poor fitness are divided into the second group. The number of individuals in the two groups is equal. The individual 1 r is randomly selected from the first group, and the individual 2 r is randomly selected from the second group, which facilitates the evolution of the population in the good direction and accelerates the search speed of the algorithm. The mutation strategy of NMSIDE is as follows: r is randomly selected from { }
The main purpose of formula (7) is to select the individual prbest , 1 r and 2 r , which balances global search and local search of the algorithm.
Updating the Trapped Solutions
With the evolution of the population, the differences between individuals will become smaller and smaller, which is easy to fall into the local optima, so domestic and foreign scholars do a lot of improvements. Xu et al [13] used two replacement strategies. One replaces stagnant individuals. The other replaces the population of the premature convergence. The two strategies strengthen the exploitation and exploration ability of the algorithm, respectively. NMSIDE uses the best solution to help the trapped solutions out of the local optima. The expression is as follows:
Where ST denotes stagnation period. count(i) is used to count the number of continuous stagnation for the i th solution.
The idea of formula (8) is that if the individual search is stagnant, the information of the best individual is used to help the trapped individuals to jump out of the local optima; otherwise the individual remains the same.
Parameter Adjustment
Control parameters F and CR have an important effect on the performance of the algorithm, where the two parameters are dynamically adjusted. Control parameter F is randomly selected in the range of values. Control parameter CR is incremented based on the number of iterations. The expressions for adjusting parameters F and CR are as follows: G denote the current number of iterations and the maximum number of iterations, respectively.
Description of the Proposed Algorithm
Step 1: Initialize the population and parameters, including the population size, the maximum number of iterations, the maximum and minimum of the mutation rate and the crossover rate, the parameter q , the dimension of the individual vector, the boundary of the algorithm search and 1 G = .
Step 2: Calculate the fitness values of the individual and arrange them in ascending order of fitness values.
Step 3: Implement a novel mutation operation and get the mutated individual i v .
Step 4: Carry out the crossover operation and get the trial individual i u .
Step 5: Based on the principle of greed to implement the selection operation, better individual enters the next generation.
Step 6: Updating the trapped solutions according to the best solution.
Step 7: If the maximum number of iterations is researched, computation is stopped. Otherwise, mutation, crossover and selection are repeated.
Experimental Results and Analysis
In order to verify the performance of the algorithm, NMSIDE is used to optimize the 11 standard test functions [14, 15, 16] and compared with several recent typical DE algorithms. The 11 standard test functions are shown in table 1. At the same time, in order to fully explain the influence of the mutation operator on the performance of the algorithm, different mutation operators are compared. Additionally, we use the average number of iterations(AI) and the success rate(SR) [17] to compare the convergence speed and robustness of each algorithm. 
Comparison of Algorithm Results
All the experimental results are implemented with Matlab8.3 simulation software, and the experimental computer is configured as Intel (R) Core (TM) i5-2450M CPU @ 2.50GHZ.
NMSIDE is compared with the recent well-known approaches, such as jdDE [18] , RMDE [19] , HSDE [8] and the basic DE algorithm. The parameters of the algorithm are set as follows. The parameters of jdDE, RMDE and HSDE are consistent with the corresponding literatures. In the basic DE algorithm, F is equal to 0.5 and CR is equal to 0.9. In NMSIDE, q is equal to 50; max F is equal to 0.9; min F is equal to 0.2; min CR is equal to 0.3; max CR is equal to 0.9; ST is equal to 5. The dimension of all standard test functions is equal to 30, and the population size is equal to 100. For the maximum number of iterations of the test function, the maximum number of iterations of the function 5 f is equal to 100, and the maximum number of iterations of the remaining functions is equal to 1500. Each function runs 30 times independently. The performance of each algorithm is obtained by solving the best value, the mean value, the standard deviation(Std.Dev.), the success rate(SR) and the average number of iterations(AI). SR represents the ratio of the number of runs that meet the convergence accuracy to the total number of runs. AI represents the average number of iterations to achieve convergence accuracy. The experimental results at 30 dimensions are shown in table 2. The best optimization results of NMSIDE are marked in bold font, which suggests that NMSIDE is superior to the other approaches for solving most problems. 
Operator Analysis of NMSIDE
In order to further analyze the effects of the mutation operator on NMSIDE, NMSIDE is compared with the different mutation operators(DE/rand/1 、 DE/best/1 、 DE/current-to-rand/1 、 DE/current-to-best/1). The performance differences between the different operators are obtained by comparing the mean fitness value and the standard deviation. The parameter settings of each operator are the same as that of 30-dimensional algorithm comparisons. The comparative analysis of the five operators is shown in table 3 below. The best optimization results of NMSIDE are marked in bold font, which suggests that the operator of NMSIDE is superior to the other operators for solving most problems. As can be seen from table 3, the operators DE/rand/1, DE/best/1, DE/current-to-rand/1 and DE/current-to-best/1 optimize many functions that the average and standard deviation are large, which indicates that these four operators under the framework of NMSIDE algorithm are easy to fall into the local optima, and the convergence accuracy and stability are low. For most functions, the average and standard deviation of NMSIDE are less than or equal to the average and standard deviation of the other four operators, which indicates that the convergence accuracy and stability of NMSIDE are higher.
Conclusions
In order to improve the deficiency of differential evolution algorithm, an improved differential evolution algorithm with novel mutation strategy is presented. In the novel mutation strategy, the individual prbest is chosen to replace the original best individual, which reduces the greed of the algorithm, and makes the target vector move in the direction of good direction. The trapped solutions are updated according to the best solution. NMSIDE dynamically updates the control parameters to meet the requirements of the algorithm for different search phases. The experimental results show that NMSIDE has good performance. Although NMSIDE shows some advantages for most functions, some parameters in NMSIDE are based on the actual experience, and there is no theoretical guidance. NMSIDE has poor convergence performance for minority functions, which indicates that the algorithm has limitation. The future will strengthen the theoretical research of algorithm parameters and improve the practicality of the algorithm.
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