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Abstract
In this paper, we study the incidence algebra T of the attenuated space poset
Aq(N,M). We consider the following topics. We consider some generators of T : the
raising matrix R, the lowering matrix L, and a certain diagonal matrix K. We describe
some relations among R,L,K. We put these relations in an attractive form using a
certain matrix S in T . We characterize the center Z(T ). Using Z(T ), we relate T
to the quantum group Uτ (sl2) with τ
2 = q. We consider two elements A,A∗ in T of
a certain form. We find necessary and sufficient conditions for A,A∗ to satisfy the
tridiagonal relations. Let W denote an irreducible T -module. We find necessary and
sufficient conditions for the above A,A∗ to act on W as a Leonard pair.
Keywords. Attenuated space; tridiagonal relations; distance-regular graph; Leonard
pair
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1 Introduction
In [22], Terwilliger introduced the incidence algebra of a uniform poset. This algebra is
motivated by the Terwilliger algebra of a Q-polynomial distance-regular graph. For many
Q-polynomial distance-regular graphs, the Terwilliger algebra is related to a quantum group
[4, 5, 9, 10, 34, 36]. So for a uniform poset, it is natural to ask whether its incidence algebra
is related to a quantum group. In this paper we will show that this is the case for certain
uniform posets.
We recall some examples of uniform posets. In [22], Terwilliger used the classical ge-
ometries to obtain eleven families of uniform posets. The polar spaces give one of the
families [22, Example 3.1]. In [36], Worawannotai found another family of uniform posets
using the polar spaces. For each bipartite Q-polynomial distance-regular graph, Miklavicˇ
and Terwilliger [18] considered a poset on its vertex set. They found necessary and sufficient
conditions for this poset to be uniform. In [11], Kang and Chen obtained a family of uniform
posets using the nonisotropic subspaces of a unitary polar space.
The incidence algebra T of a uniform poset is finite-dimensional and semisimple [22].
In [22], Terwilliger gave a method for computing the irreducible T -modules. To describe these
modules, it is convenient to use the notion of a Leonard pair. This notion was introduced by
Terwilliger [19–21] as an abstraction of some work of Leonard [16] concerning the orthogonal
polynomials in the terminating branch of the Askey scheme [13]. Leonard pairs are closely
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related to quantum groups [1,24,25,27–30,32]. Leonard pairs are also related toQ-polynomial
distance-regular graphs [15,31,36]. We mentioned a similarity between the Terwilliger algebra
for a Q-polynomial distance-regular graph and the incidence algebra for a uniform poset.
Given a uniform poset, it is natural to look for a Leonard pair structure on each irreducible
T -module. These Leonard pairs were found for certain examples [11, 23, 25].
There is a family of classical geometries called the attenuated spaces. An attenuated
space admits the structure of a uniform poset [22]. Bonoli and Melone [2] gave a geometrical
characterization of an attenuated space. Wang, Guo, Li [7, 35] constructed an association
scheme based on an attenuated space. They computed all its intersection numbers and
studied its incidence matrices. Kurihara [14] computed the character table of this association
scheme. Gao and Wang [6] constructed some error-correcting codes based on an attenuated
space. Liu and Wang [17] characterized the full automorphism group of some graphs based
on an attenuated space.
An attenuated space gives a uniform poset called Aq(N,M). In this paper we study
the incidence algebra T of Aq(N,M). We consider the following topics. We consider some
generators of T : the raising matrix R, the lowering matrix L, and a certain diagonal matrix
K. We describe some relations among R,L,K. We put these relations in an attractive
form using a certain matrix S in T . We characterize the center Z(T ). Using Z(T ), we
relate T to the quantum group Uτ (sl2) with τ
2 = q. We consider two elements A,A∗ in
T of a certain form. We find necessary and sufficient conditions for A,A∗ to satisfy the
tridiagonal relations [8]. Let W denote an irreducible T -module. We find necessary and
sufficient conditions for the above A,A∗ to act on W as a Leonard pair.
The paper is organized as follows: In Section 2, we recall some basic definitions and facts
about the attenuated space poset Aq(N,M) and its incidence algebra T . In Section 3 we
display some relations among R,L,K. In Section 4 we introduce the matrix S and use it to
simplify these relations. In Section 5, we recall some facts from [22] about the irreducible
T -modules and the center Z(T ). In Sections 6, 7 we display two families of central elements
of T . We show that each family generates Z(T ). In Section 8 we relate T to the quantum
group Uτ (sl2) with τ
2 = q. In Section 9, we obtain some results about R,L that will be used
in Section 11. In Section 10, we recall some definitions and facts about Leonard pairs. In
Section 11 we consider two elements A,A∗ in T of a certain form. We find necessary and
sufficient conditions for A,A∗ to satisfy the tridiagonal relations. In Section 12 we consider
the actions of A,A∗ on the irreducible T -modules.
2 The attenuated space poset and its incidence algebra
In this section, we first recall some basic definitions and facts about the attenuated space
poset Aq(N,M). We then recall the incidence algebra T of Aq(N,M). This material is
mainly taken from [23].
Throughout this section fix positive integers N,M . Fix a finite field Fq of order q. We
will be discussing the square root of q. Throughout the paper, fix a square root q1/2. Let H
be a vector space over Fq that has dimension N +M . Fix an M-dimensional subspace h of
H . Let P denote the set of subspaces of H whose intersection with h is zero. For x, y ∈ P
write x ≤ y whenever x ⊆ y. This relation ≤ is a partial order on P . The poset P is called
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the attenuated space poset and often denoted by Aq(N,M).
For x, y ∈ P write x < y whenever x ≤ y and x 6= y. We say that y covers x whenever
x < y and there is no z ∈ P such that x < z < y. For 0 ≤ i ≤ N , let Pi denote the
set of elements in P that have dimension i. The sequence {Pi}
N
i=0 is a grading of P in
the sense of [22]. Let CP denote the vector space over C consisting of all formal C-linear
combinations of elements in P . The set P is a basis for CP , so the dimension of CP is equal
to the cardinality of P .
The lowering matrix L ∈ MatP (C) and the raising matrix R ∈ MatP (C) have entries
Lxy =
{
1, if y covers x;
0, if y does not cover x
Rxy =
{
1, if x covers y;
0, if x does not cover y
(1)
for x, y ∈ P . Note that the transpose Rt = L. For 0 ≤ i ≤ N let Fi denote the diagonal
matrix in MatP (C) with diagonal entries
(Fi)yy =
{
1, if y ∈ Pi;
0, if y /∈ Pi
y ∈ P. (2)
We have
FiFj = δijFi (0 ≤ i, j ≤ N) (3)
and
I =
N∑
i=0
Fi. (4)
We refer to Fi as the ith projection matrix for P . The {Fi}
N
i=0 are related to the R,L by
RFi = Fi+1R (0 ≤ i ≤ N − 1), RFN = 0, F0R = 0, (5)
LFi = Fi−1L (1 ≤ i ≤ N), LF0 = 0, FNL = 0. (6)
Define
K =
N∑
i=0
qN+M−iFi. (7)
Note that K is diagonal. Moreover, K is invertible and
K−1 =
N∑
i=0
qi−N−MFi. (8)
The incidence algebra T of P is the subalgebra of MatP (C) generated by R,L,K
±1. The
vector space CP is a T -module. By [22, Theorem 2.5] the algebra T is semisimple. Therefore
the T -module CP is a direct sum of irreducible T -submodules.
We mention two basic facts for later use.
Lemma 2.1. For 0 ≤ i, j, k ≤ N ,
FiR
kFj 6= 0 iff k = i− j,
FiL
kFj 6= 0 iff k = j − i.
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Lemma 2.2. For D ∈ MatP (C) the following are equivalent:
(i) D = 0;
(ii) FiDFj = 0 for 0 ≤ i, j ≤ N .
Proof. (i)⇒ (ii) Clear.
(ii)⇒ (i) By (4),
D = IDI =
N∑
i=0
N∑
j=0
FiDFj.
The result follows.
3 How R,L,K are related
In this section, we describe some relations among R,L,K.
Lemma 3.1. The matrices R,L,K satisfy the following relations:
RK = qKR, LK = q−1KL, (9)
q(q + 1)−1RL2 − LRL+ (q + 1)−1L2R + LK = 0, (10)
q(q + 1)−1R2L− RLR + (q + 1)−1LR2 +KR = 0. (11)
Proof. To obtain (9), in each equation compare the (x, y)-entries of each side for x, y ∈ P .
The equation (10) is obtained by [22, Theorem 3.2]. The equation (11) is obtained from (10)
by applying the transpose to each side.
Lemma 3.2. We have
R2LR = q−2(q + 1)R2K +
q(q2 − 1)R3L+ (q − 1)LR3
q3 − 1
, (12)
RLR2 = q−2(q + 1)R2K +
q2(q − 1)R3L+ (q2 − 1)LR3
q3 − 1
. (13)
Moreover,
L2RL = (q + 1)L2K +
q2(q − 1)RL3 + (q2 − 1)L3R
q3 − 1
, (14)
LRL2 = (q + 1)L2K +
q(q2 − 1)RL3 + (q − 1)L3R
q3 − 1
. (15)
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Proof. In equation (11) multiply each term on the left by R and simplify the result using
(9) to obtain
q(q + 1)−1R3L−R2LR + (q + 1)−1RLR2 + qKR2 = 0. (16)
In equation (11) multiply each term on the right by R to obtain
q(q + 1)−1R2LR− RLR2 + (q + 1)−1LR3 +KR2 = 0. (17)
Combining (16), (17) we obtain (12), (13). Apply the transpose map to (12), (13) to get
(14), (15).
For a nonzero τ ∈ C such that τ 2 6= 1, define
[n]τ =
τn − τ−n
τ − τ−1
, n = 0, 1, 2, . . .
Lemma 3.3. The matrices R,L satisfy the cubic q1/2-Serre relations:
R3L− [3]q1/2R
2LR + [3]q1/2RLR
2 − LR3 = 0,
L3R − [3]q1/2L
2RL+ [3]q1/2LRL
2 −RL3 = 0.
Proof. By Lemma 3.2.
Lemma 3.4. The matrices RL,LR,K,K−1 mutually commute.
Proof. By (9), each of RL,LR commutes with K. To see that RL,LR commute, use (9)–
(11).
4 The matrix S
In this section, we define a matrix S ∈ MatP (C) and we discuss how S is related to R,L,K.
Definition 4.1. For 1 ≤ i ≤ N + 1, denote by P˜i the set of all i-dimensional subspaces of
H whose intersection with h has dimension one.
Define S ∈ MatP (C) as follows.
Definition 4.2. For x, y ∈ P we give the (x, y)-entry of S. Write x ∈ Pi and y ∈ Pj with
0 ≤ i, j ≤ N . Then
Sxy =
{
1, if i = j and x+ y ∈ P˜i+1;
0, otherwise.
It is clear that St = S.
Lemma 4.3. The matrix S is related to R,L,K as follows:
S + LR− RL =
K − qN+MK−1 + (1− qM)I
q − 1
, (18)
LS − qSL = (qM − 1)L, (19)
SR− qRS = (qM − 1)R. (20)
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Proof. We first obtain (18). To do this, for x, y ∈ P compute the (x, y)-entry of each term.
We have
(x, y)-entry of LR (x, y)-entry of RL condition
(q − 1)−1(qN+M−i − qM) (q − 1)−1(qi − 1) x = y ∈ Pi
1 1 x, y ∈ Pi, x+ y ∈ Pi+1
0 1 x, y ∈ Pi, x+ y ∈ P˜i+1
0 0 otherwise
By the above arguments,
(x, y)-entry of LR − RL condition
(q − 1)−1(qN+M−i − qM − qi + 1) x = y ∈ Pi
−1 x, y ∈ Pi, x+ y ∈ P˜i+1
0 otherwise
Equation (18) follows from this along with (7), (8) and Definition 4.2. Combining (9), (10),
(18) we obtain (19). In (19), apply the transpose to each side and use St = S, Lt = R to get
(20).
Lemma 4.4. The matrix S commutes with each of RL,LR,K,K−1.
Proof. Combining Lemma 3.4 and (18), we find that S commutes with K,K−1. Combining
(19), (20) we find that S commutes with RL,LR.
5 The irreducible T -modules and the center Z(T )
In this section, we recall some facts from [22, 23], about the irreducible T -modules and the
center Z(T ).
By a T -module we mean a T -submodule of CP . Let W be an irreducible T -module. By
the endpoint of W we mean min{i|0 ≤ i ≤ N,FiW 6= 0}. By the diameter of W we mean
|{i|0 ≤ i ≤ N,FiW 6= 0}| − 1.
Lemma 5.1. [22, Theorems 2.5, 3.3] For 0 ≤ r, d ≤ N , there exists an irreducible T -module
with endpoint r and diameter d, if and only if
N − 2r ≤ d ≤ N − r, d ≤ N +M − 2r.
Lemma 5.2. [22, Theorem 2.5] Let W be an irreducible T -module with endpoint r and
diameter d. Then the isomorphism class of W is determined by the sequence (r, d).
Let Z(T ) denote the center of T . We now give a basis for the vector space Z(T ).
Let Ψ denote the set of isomorphism classes of irreducible T -modules. The elements of
Ψ are called types. By Lemmas 5.1, 5.2, we view
Ψ = {(r, d) | 0 ≤ r, d ≤ N, N − 2r ≤ d ≤ N − r, d ≤ N +M − 2r}.
For λ = (r, d) ∈ Ψ, let Vλ denote the subspace of CP spanned by the irreducible T -modules
of type λ. Then Vλ is a T -module, and the sum CP =
∑
λ∈Ψ Vλ is direct. For λ ∈ Ψ, define
a linear map eλ : CP → CP such that (eλ−I)Vλ = 0 and eλVµ = 0 for all µ ∈ Ψ with µ 6= λ.
According to the Wedderburn theory [3], the elements {eλ}λ∈Ψ form a basis for Z(T ).
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Definition 5.3. [23, line(16)] For (r, d) ∈ Ψ define
xr+i(r, d) =
qN+M−r−d(qi − 1)(qd+1−i − 1)
(q − 1)2
(1 ≤ i ≤ d).
Note 5.4. Referring to Definition 5.3, xr+i(r, d) 6= 0 for 1 ≤ i ≤ d.
Lemma 5.5. [23, p.78] Let W denote an irreducible T -module with endpoint r and diameter
d. Then there exists a basis {wi}
d
i=0 for W such that
(i) wi ∈ Fr+iW (0 ≤ i ≤ d),
(ii) Rwi = wi+1 (0 ≤ i ≤ d− 1), Rwd = 0,
(iii) Lwi = xr+i(r, d)wi−1 (1 ≤ i ≤ d), Lw0 = 0.
6 The central elements Φ,Ω
In this section, we display two elements Φ,Ω in Z(T ). Define
Φ =
∑
λ=(r,d)∈Ψ
qreλ, Ω =
∑
λ=(r,d)∈Ψ
qd/2eλ.
By construction Φ,Ω are in Z(T ). Note that Φ,Ω are invertible, with
Φ−1 =
∑
λ=(r,d)∈Ψ
q−reλ, Ω
−1 =
∑
λ=(r,d)∈Ψ
q−d/2eλ.
Lemma 6.1. Let W denote an irreducible T -module with endpoint r and diameter d. Then
on W ,
Φ = qrI, Ω = qd/2I.
Proof. By construction.
Proposition 6.2. The center Z(T ) is generated by Φ,Ω.
Proof. Let Z denote the subalgebra of Z(T ) generated by Φ,Ω. We show Z = Z(T ). To
do this, it suffices to show that eλ ∈ Z for all λ ∈ Ψ. Suppose we are given two distinct
elements in Ψ, denoted by (r, d) and (r′, d′). Observe that qr 6= qr
′
or qd/2 6= qd
′/2. By this
and Lemma 6.1, we see that eλ ∈ Z for all λ ∈ Ψ.
7 The central elements C1, C2
In this section, we display two elements C1, C2 in Z(T ) and discuss their combinatorial
meaning.
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Definition 7.1. Define
C1 = q
−1(q − 1)−1(q + 1)K +RL− q−1LR,
C2 = K
2 + (q − 1)RLK − (q − 1)LRK.
Lemma 7.2. We have Ct1 = C1 and C
t
2 = C2.
Proof. By Rt = L along with Lemma 3.4 and Definition 7.1.
Lemma 7.3. The matrices C1 and C2 are in Z(T ).
Proof. We first show that C1 ∈ Z(T ). To do this, we show that C1 commutes with each
of R,L,K. To see that C1 commutes with R, use RK = qKR and (11). To see that
C1 commutes with L, use R
t = L and Lemma 7.2. The matrix C1 commutes with K
by Lemma 3.4. We have shown that C1 ∈ Z(T ). In a similar way, one can show that
C2 ∈ Z(T ).
Lemma 7.4. Let W denote an irreducible T -module with endpoint r and diameter d. Then
on W ,
C1 = (q − 1)
−1qN+M−r(1 + q−d−1)I, C2 = q
2N+2M−2r−dI.
Proof. We consider the actions of C1 and C2 on the basis {wi}
d
i=0 given in Lemma 5.5. By
the definition of K along with Definition 5.3, Lemma 5.5, Definition 7.1, we find that for
0 ≤ i ≤ d,
C1wi = (q − 1)
−1qN+M−r(1 + q−d−1)wi, (21)
C2wi = q
2N+2M−2r−dwi. (22)
The result follows.
Proposition 7.5. The center Z(T ) is generated by C1, C2.
Proof. The proof is similar to that of Lemma 6.2. Let Z denote the subalgebra of Z(T )
generated by C1, C2. We show that Z = Z(T ). To do this, it suffices to show that eλ ∈ Z
for all λ ∈ Ψ. Suppose we are given two distinct elements in Ψ, denoted by (r, d) and (r′, d′).
We claim that
q−r + q−r−d−1 6= q−r
′
+ q−r
′−d′−1
or
q−2r−d 6= q−2r
′−d′ .
Suppose the claim is false. We have
q−r + q−r−d−1 = q−r
′
+ q−r
′−d′−1, (23)
q−2r−d = q−2r
′−d′. (24)
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Suppose for the moment that r = r′. Then by (24), qd−d
′
= 1. But q is not a root of unity,
so d = d′ for a contradiction. Therefore r 6= r′. Without loss of generality we may assume
r < r′. Eliminating q−d in (23) using (24) we find
(1− qr−r
′
)(q−r − q−r
′−d′−1) = 0.
Note that 1− qr−r
′
is nonzero, so q−r = q−r
′−d′−1. Therefore r = r′ + d′ + 1, so
d′ = r − r′ − 1. (25)
Now d′ < 0 for a contradiction. The claim is proved. By the claim and Lemma 7.4, eλ ∈ Z
for all λ ∈ Ψ. The result follows.
Lemma 7.6. The following (i), (ii) hold.
(i) RL = −q(q − 1)−2K + q(q − 1)−1C1 − (q − 1)
−2C2K
−1,
(ii) LR = −(q − 1)−2K + q(q − 1)−1C1 − q(q − 1)
−2C2K
−1.
Proof. Solve the two equations in Definition 7.1 for RL,LR.
We now discuss how C1, C2 are related to Φ,Ω.
Lemma 7.7. We have
C1 = q
N+M−1Φ−1Ω−1
q1/2Ω + q−1/2Ω−1
q1/2 − q−1/2
, (26)
C2 = q
2N+2MΦ−2Ω−2. (27)
Proof. Combine Lemma 6.1 and Lemma 7.4.
We now interpret our results so far in terms of augmented down-up algebras [33]. Fix a
nonzero τ ∈ C which is not a root of unity .
Definition 7.8. [33, Definition 2.3] Let s, t denote distinct integers. Let φ denote a Laurent
polynomial over C in a variable ϑ. The augmented down-up algebra Aτ (s, t, φ) is the C-
algebra with generators K±1, E, F, Cs, Ct and relations
KK−1 = K−1K = 1,
Cs, Ct are central,
KE = τ 2EK, KF = τ−2FK,
FE = Csτ
sKs + Ctτ
tKt + φ(τK),
EF = Csτ
−sKs + Ctτ
−tKt + φ(τ−1K).
Lemma 7.9. Let τ = q1/2. The vector space CP has an Aτ (s, t, φ)-module structure on
which K, E, F, Cs, Ct act as follows:
generator K E F Cs Ct
action K L R − τ
(τ2−1)2
C2
τ2
τ2−1
C1
Here s = −1, t = 0, φ = −τ(τ 2 − 1)−2ϑ.
Proof. Combine (9), Lemmas 7.3, 7.6 and Definition 7.8.
Remark 7.10. The Aτ (s, t, φ)-module structure in Lemma 7.9 is discussed further in [33].
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8 Some Uτ (sl2)-module structures on CP
Throughout this section, fix a nonzero τ ∈ C that is not a root of unity. In this section
we recall the quantum enveloping algebra Uτ (sl2). We then display some Uτ (sl2)-module
structures on CP .
Definition 8.1. [12] Let Uτ (sl2) denote the C-algebra with generators e, f, k
±1 and the
following relations:
kk−1 = k−1k = 1, (28)
ke = τ 2ek, kf = τ−2fk, (29)
ef − fe =
k − k−1
τ − τ−1
. (30)
We call e, f, k±1 the Chevalley generators for Uτ (sl2).
Theorem 8.2. Assume that τ = q1/2 and let Θ denote an invertible element in Z(T ). Then
CP becomes a Uτ (sl2)-module on which e, f, k act as follows:
generator e f k
action ΘL q−N−M+
1
2Θ−1ΦΩR q−N−MΦΩK
Proof. Since K is invertible, (28) holds. By (9) we obtain (29). To obtain (30), combine
Lemmas 7.6, 7.7.
9 Some results about R,L
For the rest of this paper, assume that N ≥ 6. In this section, we obtain some results about
R,L that we will use later in the paper.
Lemma 9.1. The following hold in the algebra T :
LR3F0 = (q − 1)
−2qM(q3 − 1)(qN−2 − 1)R2F0, (31)
L3RF2 = (q − 1)
−2qM(q3 − 1)(qN−2 − 1)L2F2. (32)
Proof. We first obtain (31). Let y be the unique element in P0. For x ∈ P2, we calculate the
(x, y)-entry of each matrix:
(x, y)-entry of R2F0 (x, y)-entry of LR
3F0
q + 1 (q − 1)−2qM(q + 1)(q3 − 1)(qN−2 − 1)
Line (31) follows. Apply the transpose map to each side of (31) to get (32).
Lemma 9.2. In the poset Aq(N,M),
(i) there exists x ∈ PN and y ∈ PN−2 such that x+ y ∈ P˜N+1,
(ii) there exists x ∈ PN and y ∈ PN−2 such that y < x.
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Proof. By the arguments about Aq(N,M) given in Section 2.
Lemma 9.3. For 1 ≤ i ≤ N − 3,
(i) there exists x ∈ Pi+2 and y ∈ Pi such that x+ y ∈ Pi+3,
(ii) there exists x ∈ Pi+2 and y ∈ Pi such that x+ y ∈ P˜i+3,
(iii) there exists x ∈ Pi+2 and y ∈ Pi such that y < x.
Proof. By the arguments about Aq(N,M) given in Section 2.
Lemma 9.4. The following hold in the algebra T :
(i) R2FN−2, R
3LFN−2 are linearly independent,
(ii) L2FN , RL
3FN are linearly independent.
Proof. (i) For x ∈ PN and y ∈ PN−2, we calculate the (x, y)-entry of each matrix:
(x, y)-entry of R2FN−2 (x, y)-entry of R
3LFN−2 condition
q + 1 (q − 1)−2(q + 1)(q3 − 1)(qN−2 − 1) y < x
0 (q − 1)−1(q + 1)(q3 − 1) x+ y ∈ P˜N+1
In the above table the entries form a 2 × 2 matrix. This matrix is upper triangular with
nonzero diagonal entries, so it is invertible. The result follows in view of Lemma 9.2.
(ii) Apply the transpose map to the matrices in (i) and use Rt = L along with (5), (6).
Lemma 9.5. For 1 ≤ i ≤ N − 3, the following hold in the algebra T :
(i) R2Fi, R
3LFi, LR
3Fi are linearly independent;
(ii) L2Fi+2, L
3RFi+2, RL
3Fi+2 are linearly independent.
Proof. (i) For x ∈ Pi+2 and y ∈ Pi, we calculate the (x, y)-entry of each matrix:
(x, y)-entry of R2Fi (x, y)-entry of LR
3LFi (x, y)-entry of R
3LFi condition
q + 1 (q − 1)−1qM(qN−i−2 − 1)γ (q − 1)−1(qi − 1)γ y < x
0 γ γ x+ y ∈ Pi+3
0 0 γ x+ y ∈ P˜i+3
where
γ = (q − 1)−1(q + 1)(q3 − 1).
In the above table the entries form a 3 × 3 matrix. This matrix is upper triangular with
nonzero diagonal entries, so it is invertible. The result follows in view of Lemma 9.3.
(ii) Apply the transpose map to the matrices in (i) and use Rt = L along with (5), (6).
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10 Leonard pairs
In this section, we recall the definition of a Leonard pair and discuss some basic facts about
these objects.
Through this section, fix an integer d ≥ 0. Let V denote a vector space over C with
dimension d+ 1. Denote by End(V ) the C-algebra of all C-linear maps V → V . Let {vi}
d
i=0
denote a basis of V . For A ∈ End(V ) and X ∈ Matd+1(C), we say that X represents A with
respect to {vi}
d
i=0 whenever Avj =
∑d
i=0Xijvi for 0 ≤ j ≤ d. For X ∈ Matd+1(C), X is called
upper bidigonal whenever every nonzero entry appears on the diagonal or the superdiagonal.
The matrix X is called lower bidigonal whenever every nonzero entry appears on the diagonal
or the subdiagonal. The matrixX is called tridiagonal whenever every nonzero entry appears
on the diagonal, the superdiagonal, or the subdiagonal. Assume that X is tridiagonal. Then
X is called irreducible whenever the entries on the superdiagonal and subdiagonal are all
nonzero.
Definition 10.1. [24, Definition 1.1] By a Leonard pair on V , we mean an ordered pair
A,A∗ of elements in End(V ) that satisfy the following conditions:
(i) there exists a basis for V with respect to which the matrix representing A is irreducible
tridiagonal and the matrix representing A∗ is diagonal;
(ii) there exists a basis for V with respect to which the matrix representing A∗ is irreducible
tridiagonal and the matrix representing A is diagonal.
We call V the underlying vector space, and call d the diameter.
Definition 10.2. Referring to Definition 10.1, consider a basis for V from part (ii). With
respect to this basis, the matrix representing A is diagonal, denoted by diag(θ0, θ1, . . . , θd).
We call {θi}
d
i=0 an eigenvalue sequence for A,A
∗. By a dual eigenvalue sequence for A,A∗,
we mean an eigenvalue sequence for the Leonard pair A∗, A.
Note 10.3. Let A,A∗ denote a Leonard pair on V . Let {θi}
d
i=0 denote an eigenvalue sequence
for A,A∗. Then the sequence {θd−i}
d
i=0 is an eigenvalue sequence for A,A
∗ and A,A∗ has no
other eigenvalue sequence. A similar comment applies to the dual eigenvalue sequence.
Definition 10.4. [26, Definition 22.1] By a parameter array over C of diameter d we mean
a sequence ({θi}
d
i=0, {θ
∗
i }
d
i=0, {ϕj}
d
j=1, {φj}
d
j=1) of elements in C that satisfy the following
conditions:
(i) θi 6= θj , θ
∗
i 6= θ
∗
j if i 6= j (0 ≤ i, j ≤ d),
(ii) ϕi 6= 0, φi 6= 0 (1 ≤ i ≤ d),
(iii) ϕi = φ1
i−1∑
h=0
θh−θd−h
θ0−θd
+ (θ∗i − θ
∗
0)(θi−1 − θd) (1 ≤ i ≤ d),
(iv) φi = ϕ1
i−1∑
h=0
θh−θd−h
θ0−θd
+ (θ∗i − θ
∗
0)(θd−i+1 − θ0) (1 ≤ i ≤ d),
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(v) the expressions
θi−2 − θi+1
θi−1 − θi
,
θ∗i−2 − θ
∗
i+1
θ∗i−1 − θ
∗
i
are equal and independent of i for 2 ≤ i ≤ d− 1.
Lemma 10.5. [27, Theorem 17.1] Let A,A∗ denote matrices in Matd+1(C). Assume that A
is lower bidiagonal and A∗ is upper bidiagonal. Then the following (i), (ii) are equivalent:
(i) the pair A,A∗ is a Leonard pair,
(ii) there exists a parameter array ({θi}
d
i=0, {θ
∗
i }
d
i=0, {ϕj}
d
j=1, {φj}
d
j=1) over C such that
Aii = θi, A
∗
ii = θ
∗
i (0 ≤ i ≤ d),
Ai,i−1A
∗
i−1,i = ϕi (1 ≤ i ≤ d).
Lemma 10.6. [8, Theorem 10.1] Let A,A∗ denote a Leonard pair over C. Then there exists
a sequence of scalars β, γ, γ∗, ̺, ̺∗ taken from C such that both
[A,A2A∗ − βAA∗A + A∗A2 − γ(AA∗ + A∗A)− ̺A∗] = 0, (33)
[A∗, A∗2A− βA∗AA∗ + AA∗2 − γ∗(A∗A+ AA∗)− ̺∗A] = 0, (34)
where [r, s] means rs− sr. The sequence is uniquely determined by the Leonard pair A,A∗
provided that the diameter is at least 3.
We call (33), (34) the tridiagonal relations.
Lemma 10.7. [32, Corollary 4.4, Theorem 4.5] Let A,A∗ denote a Leonard pair over C.
Let {θi}
d
i=0 (resp. {θ
∗
i }
d
i=0) denote an eigenvalue sequence (resp. dual eigenvalue sequence)
of A,A∗. Let β, γ, γ∗, ̺, ̺∗ denote scalars in C. Then these scalars satisfy (33), (34) if and
only if the following (i)–(v) hold:
(i) β + 1 = θi−2−θi+1
θi−1−θi
=
θ∗i−2−θ
∗
i+1
θ∗i−1−θ
∗
i
(2 ≤ i ≤ d− 1),
(ii) γ = θi−1 − βθi + θi+1 (1 ≤ i ≤ d− 1),
(iii) γ∗ = θ∗i−1 − βθ
∗
i + θ
∗
i+1 (1 ≤ i ≤ d− 1),
(iv) ̺ = θ2i−1 − βθi−1θi + θ
2
i − γ(θi−1 + θi) (1 ≤ i ≤ d),
(v) ̺∗ = θ∗2i−1 − βθ
∗
i−1θ
∗
i + θ
∗2
i − γ
∗(θ∗i−1 + θ
∗
i ) (1 ≤ i ≤ d).
Let n denote a positive integer. For the rest of this section, let {θi}
n
i=0 denote a sequence
of scalars in C. For β ∈ C, {θi}
n
i=0 is called β-recurrent whenever
θi−2 − (β + 1)θi−1 + (β + 1)θi − θi+1 = 0 (2 ≤ i ≤ n− 1).
Lemma 10.8. [24, Lemma 9.2] Given a sequence {θi}
n
i=0 of scalars in C and given β ∈ C.
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(i) Assume β = 2. Then {θi}
n
i=0 is β-recurrent if and only if there exist scalars a, b, c ∈ C
such that
θi = a + bi+ ci
2 (0 ≤ i ≤ n).
(ii) Assume β = −2. Then {θi}
n
i=0 is β-recurrent if and only if there exist scalars a, b, c ∈ C
such that
θi = a + b(−1)
i + ci(−1)i (0 ≤ i ≤ n).
(iii) Assume β 6= 2, β 6= −2. Then {θi}
n
i=0 is β-recurrent if and only if there exist scalars
a, b, c ∈ C such that
θi = a + bQ
i + cQ−i (0 ≤ i ≤ n),
where β = Q+Q−1.
11 The tridiagonal relations and Aq(N,M)
We continue to discuss the poset Aq(N,M) from Section 2. For the rest of the paper, we fix
matrices A,A∗ of the following form:
A =
N−1∑
i=0
αiRFi +
N∑
i=0
θiFi, (35)
A∗ =
N∑
i=1
α∗iLFi +
N∑
i=0
θ∗i Fi. (36)
The αi, α
∗
i , θi, θ
∗
i are scalars in C such that
αi 6= 0 (0 ≤ i ≤ N − 1), (37)
α∗i 6= 0 (1 ≤ i ≤ N), (38)
θi 6= θj θ
∗
i 6= θ
∗
j if i 6= j (0 ≤ i, j ≤ N). (39)
The matrices R,L are from (1) and {Fi}
N
i=0 are from (2).
For convenience, let
α−1 = 0, αN = 0, α
∗
0 = 0, α
∗
N+1 = 0.
Let θ−1, θN+1, θ
∗
−1, θ
∗
N+1 denote indeterminates. Define
ξi = αiα
∗
i+1 (−1 ≤ i ≤ N). (40)
Observe that ξ−1 = 0, ξN = 0 and ξi 6= 0 for 0 ≤ i ≤ N − 1.
Fix some scalars β, γ, γ∗, ̺, ̺∗ in C and define
B = [A,A2A∗ − βAA∗A+ A∗A2 − γ(AA∗ + A∗A)− ̺A∗], (41)
B∗ = [A∗, A∗2A− βA∗AA∗ + AA∗2 − γ∗(A∗A+ AA∗)− ̺∗A]. (42)
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We now find necessary and sufficient conditions for B and B∗ to be zero. Expand B and
B∗ as follows:
B = A3A∗ − (β + 1)A2A∗A+ (β + 1)AA∗A2 − A∗A3
− γ(A2A∗ −A∗A2)− ̺(AA∗ − A∗A), (43)
B∗ = A∗3A− (β + 1)A∗2AA∗ + (β + 1)A∗AA∗2 − AA∗3
− γ∗(A∗2A− AA∗2)− ̺∗(A∗A−AA∗). (44)
Lemma 11.1. For 0 ≤ i, j ≤ N , we have
(i) FiBFj = 0 if i− j < −1 or i− j > 3,
(ii) FiB
∗Fj = 0 if j − i < −1 or j − i > 3.
Proof. Evaluating (43), (44) using (35), (36).
Lemma 11.2. In the algebra T ,
(i) for 0 ≤ i ≤ N − 3, Fi+3BFi is equal to αiαi+1αi+2
(
θ∗i − θ
∗
i+3 − (β + 1)(θ
∗
i+1 − θ
∗
i+2)
)
times R3Fi,
(ii) for 1 ≤ i ≤ N , Fi−1BFi is equal to α
∗
i (θi−1− θi)
(
θ2i−1− βθi−1θi + θ
2
i − γ(θi−1+ θi)− ̺
)
times LFi,
(iii) for 0 ≤ i ≤ N − 1, Fi+1BFi is a weighted sum involving the following terms and
coefficients:
term coefficient
RFi αi(θ
∗
i − θ
∗
i+1)
(
θ2i − βθiθi+1 + θ
2
i+1 − γ(θi + θi+1)− ̺
)
R2LFi αiαi−1α
∗
i (θi−1 − βθi + θi+1 − γ)
LR2Fi αiαi+1α
∗
i+2(−θi + βθi+1 − θi+2 + γ)
(iv) for 0 ≤ i ≤ N , FiBFi is a weighted sum involving the following terms and coefficients:
term coefficient
RLFi α
∗
iαi−1
(
θ2i−1 − βθi−1θi + θ
2
i − γ(θi−1 + θi)− ̺
)
LRFi −α
∗
i+1αi
(
θ2i − βθiθi+1 + θ
2
i+1 − γ(θi + θi+1)− ̺
)
(v) for 0 ≤ i ≤ N − 2, Fi+2BFi is a weighted sum involving the following terms and
coefficients:
term coefficient
R2Fi αiαi+1
(
(θ∗i − θ
∗
i+2)(θi + θi+1 + θi+2 − γ)− (β + 1)
(
(θ∗i+1 − θ
∗
i+2)θi+2 + (θ
∗
i − θ
∗
i+1)θi
))
R3LFi αiαi+1αi−1α
∗
i
R2LRFi −(β + 1)α
2
iαi+1α
∗
i+1
RLR2Fi (β + 1)αiα
2
i+1α
∗
i+2
LR3Fi −αiαi+1αi+2α
∗
i+3
Proof. Combine (3), (5), (6), (35), (36), (43).
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Lemma 11.3. In the algebra T ,
(i) for 3 ≤ i ≤ N , Fi−3B
∗Fi is equal to α
∗
iα
∗
i−1α
∗
i−2
(
θi − θi−3 − (β + 1)(θi−1 − θi−2)
)
times
L3Fi,
(ii) for 0 ≤ i ≤ N − 1, Fi+1B
∗Fi is equal to αi(θ
∗
i+1 − θ
∗
i )(θ
∗2
i+1 − βθ
∗
i+1θ
∗
i + θ
∗2
i − γ
∗(θ∗i+1 +
θ∗i )− ̺
∗) times RFi,
(iii) for 1 ≤ i ≤ N , Fi−1B
∗Fi is a weighted sum involving the following terms and coeffi-
cients:
term coefficient
LFi α
∗
i (θi − θi−1)
(
θ∗2i − βθ
∗
i θ
∗
i−1 + θ
∗2
i−1 − γ
∗(θ∗i + θ
∗
i−1)− ̺
∗
)
L2RFi αiα
∗
i+1α
∗
i (θ
∗
i−1 − βθ
∗
i + θ
∗
i+1 − γ
∗)
RL2Fi α
∗
iα
∗
i−1αi−2(−θ
∗
i + βθ
∗
i−1 − θ
∗
i−2 + γ
∗)
(iv) for 0 ≤ i ≤ N , FiB
∗Fi is a weighted sum involving the following terms and coefficients:
term coefficient
RLFi −α
∗
iαi−1
(
θ∗2i−1 − βθ
∗
i−1θ
∗
i + θ
∗2
i − γ
∗(θ∗i−1 + θ
∗
i )− ̺
∗
)
LRFi α
∗
i+1αi
(
θ∗2i − βθ
∗
i θ
∗
i+1 + θ
∗2
i+1 − γ
∗(θ∗i + θ
∗
i+1)− ̺
∗
)
(v) for 2 ≤ i ≤ N , Fi−2B
∗Fi is a weighted sum involving the following terms and coeffi-
cients:
term coefficient
L2Fi α
∗
iα
∗
i−1
(
(θi − θi−2)(θ
∗
i + θ
∗
i−1 + θ
∗
i−2 − γ
∗)− (β + 1)
(
(θi−1 − θi−2)θ
∗
i−2 + (θi − θi−1)θ
∗
i
))
L3RFi α
∗
iα
∗
i−1α
∗
i+1αi
L2RLFi −(β + 1)α
∗2
i α
∗
i−1αi−1
LRL2Fi (β + 1)α
∗
iα
∗2
i−1αi−2
RL3Fi −α
∗
iα
∗
i−1α
∗
i−2αi−3
Proof. Combine (3), (5), (6), (35), (36), (44).
At the beginning of Section 11, we defined some scalars {θi}
N
i=0, {θ
∗
i }
N
i=0 and β, γ, γ
∗, ̺, ̺∗.
As we proceed, we often make an assumption about these scalars called the standard assump-
tion.
Definition 11.4. Under the standard assumption,
(i) β + 1 = θi−2−θi+1
θi−1−θi
(2 ≤ i ≤ N − 1),
(ii) β + 1 =
θ∗i−2−θ
∗
i+1
θ∗i−1−θ
∗
i
(2 ≤ i ≤ N − 1),
(iii) γ = θi−1 − βθi + θi+1 (1 ≤ i ≤ N − 1),
(iv) γ∗ = θ∗i−1 − βθ
∗
i + θ
∗
i+1 (1 ≤ i ≤ N − 1),
(v) ̺ = θ2i−1 − βθi−1θi + θ
2
i − γ(θi−1 + θi) (1 ≤ i ≤ N),
(vi) ̺∗ = θ∗2i−1 − βθ
∗
i−1θ
∗
i + θ
∗2
i − γ
∗(θ∗i−1 + θ
∗
i ) (1 ≤ i ≤ N).
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Lemma 11.5. Assume B = 0 and B∗ = 0. Then the standard assumption holds.
Proof. We Refer to Definition 11.4. To get (ii), (v) combine Lemma 2.2, Lemma 11.2(i), (ii)
along with (37), (38), (39). Using (v), one gets (iii). To get (i), (vi), combine Lemma 2.2,
Lemma 11.3(i), (ii) along with (37), (38), (39). Using (vi), one gets (iv).
For notational convenience define
♥i = (β + 1)
(
(θ∗i − θ
∗
i+2)(θi+1 − θi) + (θ
∗
i+1 − θ
∗
i+2)(θi − θi+2)
)
(0 ≤ i ≤ N − 2).
Lemma 11.6. Under the standard assumption, the following hold.
(i) For 0 ≤ i ≤ N − 2, the scalar ♥i is equal to the expression
(θ∗i − θ
∗
i+2)(θi + θi+1 + θi+2 − γ)− (β + 1)
(
(θ∗i+1 − θ
∗
i+2)θi+2 + (θ
∗
i − θ
∗
i+1)θi
)
(45)
that appears in the table from Lemma 11.2(v).
(ii) For 2 ≤ i ≤ N , the scalar −♥i−2 is equal to the expression
(θi − θi−2)(θ
∗
i + θ
∗
i−1 + θ
∗
i−2 − γ
∗)− (β + 1)
(
(θi−1 − θi−2)θ
∗
i−2 + (θi − θi−1)θ
∗
i
)
(46)
that appears in the table from Lemma 11.3(v).
Proof. (i) Evaluate (45) using Lemma 11.5(i), (iii) and simplify the result.
(ii) Evaluate (46) using Lemma 11.5(ii), (iv) and simplify the result.
Lemma 11.7. Under the standard assumption, for 0 ≤ i ≤ N − 2, Fi+2BFi is a weighted
sum involving the following terms and coefficients:
term coefficient
R2Fi −αiαi+1
(
qN+M−i−2(q + 1)(β + 1)(αiα
∗
i+1 − αi+1α
∗
i+2)−♥i
)
R3LFi αiαi+1
(
αi−1α
∗
i −
q(q2−1)
q3−1
(β + 1)αiα
∗
i+1 +
q2(q−1)
q3−1
(β + 1)αi+1α
∗
i+2
)
LR3Fi −αiαi+1
(
q−1
q3−1
(β + 1)αiα
∗
i+1 −
q2−1
q3−1
(β + 1)αi+1α
∗
i+2 + αi+2α
∗
i+3
)
For i = 0, the term R3LFi = 0 and so the second row of the above table is eliminated. For
i = N − 2, the term LR3Fi = 0 and so the third row of the above table is eliminated.
Proof. By (12), (13) we obtain
R2LRFi = q
N+M−i−2(q + 1)R2Fi +
q(q2 − 1)R3LFi + (q − 1)LR
3Fi
q3 − 1
, (47)
RLR2Fi = q
N+M−i−2(q + 1)R2Fi +
q2(q − 1)R3LFi + (q
2 − 1)LR3Fi
q3 − 1
. (48)
Consider the weighted sum description of Fi+2BFi in Lemma 11.2(v). Simplify this de-
scription by eliminating R2LRFi using (47) and RLR
2Fi using (48). Combining this with
Lemma 11.6(i), we get the result.
Referring to Lemma 11.7, for i = 0 we obtain the following simplification.
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Lemma 11.8. Under the standard assumption, the matrix F2BF0 is equal to −α0α1q
MR2F0
times the scalar
qN − 1
q − 1
(β + 1)α0α
∗
1 −
qN−1 − 1
q − 1
q2 − 1
q − 1
(β + 1)α1α
∗
2 +
qN−2 − 1
q − 1
q3 − 1
q − 1
α2α
∗
3 − q
−M♥0.
Proof. In Lemma 11.7, set i = 0 to obtain F2BF0 as a weighted sum. In this weighted sum,
eliminate LR3F0 using (31) and simplify the result.
Lemma 11.9. Under the standard assumption, for 2 ≤ i ≤ N , Fi−2B
∗Fi is a weighted sum
involving the following terms and coefficients:
term coefficient
L2Fi −α
∗
i−1α
∗
i
(
qN+M−i(q + 1)(β + 1)(αi−1α
∗
i − αi−2α
∗
i−1) +♥i−2
)
RL3Fi −α
∗
i−1α
∗
i
(
αi−3α
∗
i−2 −
q(q2−1)
q3−1
(β + 1)αi−2α
∗
i−1 +
q2(q−1)
q3−1
(β + 1)αi−1α
∗
i
)
L3RFi α
∗
i−1α
∗
i
(
q−1
q3−1
(β + 1)αi−2α
∗
i−1 −
q2−1
q3−1
(β + 1)αi−1α
∗
i + αiα
∗
i+1
)
For i = 2, the term RL3Fi = 0 and so the second row of the above table is eliminated. For
i = N , the term L3RFi = 0 and so the third row of the above table is eliminated.
Proof. Similar to the proof of Lemma 11.7.
Referring to Lemma 11.9, for i = 2 we obtain the following simplification.
Lemma 11.10. Under the standard assumption, the matrix F0B
∗F2 is equal to α
∗
1α
∗
2q
ML2F2
times
qN − 1
q − 1
(β + 1)α0α
∗
1 −
qN−1 − 1
q − 1
q2 − 1
q − 1
(β + 1)α1α
∗
2 +
qN−2 − 1
q − 1
q3 − 1
q − 1
α2α
∗
3 − q
−M♥0.
Proof. In Lemma 11.9, set i = 2 to obtain F0B
∗F2 as a weighted sum. In this weighted sum,
eliminate L3RF2 using (32) and simplify the result.
Lemma 11.11. Assume B = 0 and B∗ = 0. Then the scalar q−M♥0 is equal to
qN − 1
q − 1
(β + 1)α0α
∗
1 −
qN−1 − 1
q − 1
q2 − 1
q − 1
(β + 1)α1α
∗
2 +
qN−2 − 1
q − 1
q3 − 1
q − 1
α2α
∗
3.
Proof. Use Lemma 2.2 with D = B, along with Lemma 11.8.
Lemma 11.12. Assume B = 0 and B∗ = 0. Then for 1 ≤ i ≤ N − 2,
qN+M−i−2(q + 1)(β + 1)(ξi − ξi+1)−♥i = 0, (49)
ξi−1 −
q(q2 − 1)
q3 − 1
(β + 1)ξi +
q2(q − 1)
q3 − 1
(β + 1)ξi+1 = 0. (50)
Moreover for 1 ≤ i ≤ N − 3,
q − 1
q3 − 1
(β + 1)ξi −
q2 − 1
q3 − 1
(β + 1)ξi+1 + ξi+2 = 0. (51)
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Proof. First assume that 1 ≤ i ≤ N − 3. In the table of Lemma 11.7, each coefficient is zero
by Lemma 2.2 and Lemma 9.5(i). This gives (49)–(51). Next assume that i = N − 2. In the
table of Lemma 11.7, the term LR3Fi = 0. So the third equation of the table is eliminated.
In the remaining two rows, each coefficient is zero by Lemma 2.2 and Lemma 9.4(i). This
gives (49), (50).
Next we simplify the equations (49)–(51).
Lemma 11.13. Assume B = 0 and B∗ = 0. Then for 1 ≤ i ≤ N − 3,
(i) ξi−1 − (β + 1)ξi + (β + 1)ξi+1 − ξi+2 = 0,
(ii) q−1ξi−1 − (β + 1)ξi+1 + (q + 1)ξi+2 = 0,
(iii) ξi−1 − ξi+2 − (q + 1)
−1q2+i−N−M♥i = 0.
Proof. (i) Combine (50), (51).
(ii) Combine (50), (51).
(iii) By (49) and (i).
Lemma 11.14. Assume B = 0 and B∗ = 0. Then the sequences {θi}
N
i=0, {θ
∗
i }
N
i=0, {ξi}
N−1
i=0
are all β-recurrent.
Proof. By Lemma 11.5, {θi}
N
i=0 and {θ
∗
i }
N
i=0 are β-recurrent. By Lemma 11.13(i), {ξi}
N−1
i=0 is
β-recurrent.
Lemma 11.15. Assume B = 0 and B∗ = 0. Then β 6= 2 and β 6= −2.
Proof. First we show β 6= 2. Suppose on the contrary that β = 2. Then by Lemma 11.13(ii)
we find that for 1 ≤ i ≤ N − 3,
q−1ξi−1 − 3ξi+1 + (q + 1)ξi+2 = 0. (52)
By Lemma 10.8(i) there exist scalars a, b, c ∈ C such that ξi = a+ bi+ ci
2 for 0 ≤ i ≤ N −1.
Evaluating (52) using this, we find that for 1 ≤ i ≤ N − 3, 0 is a weighted sum involving
the following terms and coefficients:
term coefficient
i2 (q − 1)2c
i b− 2c− 3q(b+ 2c) + q(q + 1)(b+ 4c)
1 a− b+ c− 3q(a+ b+ c) + q(q + 1)(a+ 2b+ 4c)
Since N ≥ 6, in the above table each coefficient is 0. By construction, q is an integer at least
2. Then c = 0 by the first row of the table. Combining this with the second row of the table
we get (q − 1)2b = 0, so b = 0. Combining b = 0 and c = 0 with the third row of the table
we get (q − 1)2a = 0, so a = 0. Hence ξi = 0 for 0 ≤ i ≤ N − 1. This contradicts the line
below (40), so β 6= 2.
Now we show β 6= −2. Suppose on the contrary that β = −2. Then by Lemma 11.13(ii)
we find that for 1 ≤ i ≤ N − 3,
q−1ξi−1 + ξi+1 + (q + 1)ξi+2 = 0. (53)
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By Lemma 10.8(ii) there exist scalars a, b, c ∈ C such that ξi = a + b(−1)
i + ci(−1)i for
0 ≤ i ≤ N − 1. Evaluating (53) using this, we find that for 1 ≤ i ≤ N − 3, 0 is a weighted
sum involving the following terms and coefficients:
term coefficient
i(−1)i (q2 − 1)c
(−1)i (q2 − 1)b+ (1 + q + 2q2)c
1 (1 + q)2a
Since N ≥ 6, in the above table each coefficient is 0. By construction, q is an integer at
least 2. Then c = 0 by the first row of the table and a = 0 by the third row of the table.
Combining c = 0 with the second row of the table we get (1 − q2)b = 0, so b = 0. Hence
ξi = 0 for 0 ≤ i ≤ N − 1. This contradicts the line below (40), so β 6= −2.
Definition 11.16. Fix a nonzero Q ∈ C such that β = Q +Q−1.
Assume B = 0 and B∗ = 0. Then the scalar Q in Definition 11.16 is not equal to ±1 by
Lemma 11.15.
Lemma 11.17. Assume B = 0 and B∗ = 0. Then there exist scalars a, b, c, a∗, b∗, c∗ in C
such that for 0 ≤ i ≤ N ,
θi = a+ bQ
i + cQ−i, (54)
θ∗i = a
∗ + b∗Qi + c∗Q−i. (55)
Also, there exist scalars x, y, z in C such that for 0 ≤ i ≤ N − 1,
ξi = x+ yQ
i + zQ−i. (56)
The scalar Q is from Definition 11.16.
Proof. Combine Lemmas 10.8, 11.14, 11.15, Definition 11.16.
Note 11.18. Assume B = 0 and B∗ = 0. Then referring to Lemma 11.17, the scalars b, c
are not both zero by (39). Similarly, the scalars b∗, c∗ are not both zero.
Note 11.19. Assume B = 0 and B∗ = 0. Then referring to Lemma 11.17, by (39) we have
that Qi 6= 1 for 1 ≤ i ≤ N .
Lemma 11.20. Assume B = 0 and B∗ = 0. Then the scalars β, γ, γ∗, ̺, ̺∗ from above (41)
are given by β = Q+Q−1 and
γ = −Q−1(Q− 1)2a, ̺ = Q−1(Q− 1)2a2 − (Q−Q−1)2bc,
γ∗ = −Q−1(Q− 1)2a∗, ̺∗ = Q−1(Q− 1)2a∗2 − (Q−Q−1)2b∗c∗.
The scalar Q is from Definition 11.16 and the scalars a, b, c, a∗, b∗, c∗ are from Lemma 11.17.
Proof. Use Lemma 11.5 and (54), (55).
Lemma 11.21. Assume B = 0 and B∗ = 0. Then y = 0 or z = 0.
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Proof. Evaluate Lemma 11.13(ii) using (56). Then for 1 ≤ i ≤ N−3, 0 is equal to a weighted
sum involving the following terms and coefficients:
term coefficient
1 q−1(1− qQ)(1− qQ−1)x
Qi (q−1Q−1 −Q)(1− qQ)y
Q−i (q−1Q−Q−1)(1− qQ−1)z
Recall that Q 6= ±1 and N ≥ 6. Therefore, in the above table each coefficient is 0. In
other words,
(1− qQ)(1− qQ−1)x = 0, (57)
(q−1Q−1 −Q)(1− qQ)y = 0, (58)
(q−1Q−Q−1)(1− qQ−1)z = 0. (59)
We now show that yz = 0. Suppose not. Then both
(q−1Q−1 −Q)(1− qQ) = 0, (60)
(q−1Q−Q−1)(1− qQ−1) = 0. (61)
By (60), one gets Q = q−1 or Q2 = q−1. By (61), one gets Q = q or Q2 = q. This contradicts
Note 11.19. Therefore yz = 0 and the result follows.
We now investigate the cases in Lemma 11.21. In what follows, we refer to the scalars in
Definition 11.16 and Lemma 11.17.
Lemma 11.22. Assume B = 0 and B∗ = 0.
Case I: Assume y = 0 and z 6= 0. Then
Q = q, bb∗ = 0, z = −q−1−N−M(q − 1)2cc∗, c 6= 0, c∗ 6= 0.
Case II: Assume y 6= 0 and z = 0. Then
Q = q−1, cc∗ = 0, y = −q−1−N−M (q − 1)2bb∗, b 6= 0, b∗ 6= 0.
Case III: Assume y = 0 and z = 0. Then
Q ∈ {q, q−1}, x 6= 0, bb∗ = 0, cc∗ = 0.
Proof. Evaluate Lemma 11.13(iii) using (54), (55), (56). Then for 1 ≤ i ≤ N − 3, 0 is equal
to a weighted sum involving the following terms and coefficients:
term coefficient
Qi Q−1(1−Q3)y
Q−i Q(1−Q−3)z
(qQ2)i −(q + 1)−1q2−N−MQ−1(Q3 − 1)(Q2 − 1)(Q− 1)bb∗
(qQ−2)i −(q + 1)−1q2−N−MQ(Q−3 − 1)(Q−2 − 1)(Q−1 − 1)cc∗
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We now consider the cases.
Case I: Using (59) one gets Q = q or Q2 = q. We claim that Q = q. Otherwise,
we have qQ2 = Q4 and qQ−2 = 1. Then by Note 11.19, the scalars Q−1, qQ2, qQ−2 are
mutually distinct. So in the above table the coefficient of each term is zero. In particular,
Q(1−Q−3)z = 0. By Note 11.19 again, one gets z = 0, a contradiction. We have shown that
Q = q. Using this fact, we simplify the above table, and find that 0 is equal to a weighted
sum involving the following terms and coefficients:
term coefficient
q−i q(1− q−3)z − (q + 1)−1q3−N−M(q−3 − 1)(q−2 − 1)(q−1 − 1)cc∗
q3i −(q + 1)−1q1−N−M(q3 − 1)(q2 − 1)(q − 1)bb∗
In this table the coefficient of each term is zero. Therefore,
q(1− q−3)z − (q + 1)−1q3−N−M(q−3 − 1)(q−2 − 1)(q−1 − 1)cc∗ = 0, (62)
−(q + 1)−1q1−N−M(q3 − 1)(q2 − 1)(q − 1)2bb∗ = 0. (63)
Using (63), we obtain bb∗ = 0. Using (62), we obtain z = −q−1−N−M (q − 1)2cc∗.
Case II: Similar to the proof of Case I.
Case III: By (56) and since ξi 6= 0 for 0 ≤ i ≤ N − 1, we find x 6= 0. Combine this with
(57) to get Q = q or Q = q−1. Now Q2 6= Q−2. Moreover, for 1 ≤ i ≤ N − 3, 0 is equal to a
weighted sum involving the following terms and coefficients:
term coefficient
(qQ2)i −(q + 1)−1q2−N−MQ(Q−3 − 1)(Q−2 − 1)(Q−1 − 1)cc∗
(qQ−2)i −(q + 1)−1q2−N−MQ−1(Q3 − 1)(Q2 − 1)(Q− 1)bb∗
In this table the coefficient of each term is zero. Therefore bb∗ = 0 and cc∗ = 0.
Note 11.23. Referring to Definition 11.16, the scalar Q is defined up to inverse. In Case
III, after replacing Q by Q−1 if necessary, we will assume Q = q.
Definition 11.24. Consider Cases I, II, III in Lemma 11.22.
We partition Case I into subcases:
Case I+: b 6= 0, b∗ = 0;
Case I−: b = 0, b∗ 6= 0;
Case I0: b = 0, b∗ = 0.
We partition Case II into subcases:
Case II+: c 6= 0, c∗ = 0;
Case II−: c = 0, c∗ 6= 0;
Case II0: c = 0, c∗ = 0.
We partition Case III into subcases:
Case III+: b 6= 0, b∗ = 0, c = 0, c∗ 6= 0, Q = q;
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Case III−: b = 0, b∗ 6= 0, c 6= 0, c∗ = 0, Q = q.
Theorem 11.25. Assume B = 0 and B∗ = 0. Then {ξi}
N−1
i=0 , {θi}
N
i=0, {θ
∗
i }
N
i=0 are given in
the table below:
Case ξi θi θ
∗
i
I+ x− q−1−N−M−i(q − 1)2cc∗ a + bqi + cq−i a∗ + c∗q−i
I− x− q−1−N−M−i(q − 1)2cc∗ a+ cq−i a∗ + b∗qi + c∗q−i
I0 x− q−1−N−M−i(q − 1)2cc∗ a+ cq−i a∗ + c∗q−i
II+ x− q−1−N−M−i(q − 1)2bb∗ a + bq−i + cqi a∗ + b∗q−i
II− x− q−1−N−M−i(q − 1)2bb∗ a+ bq−i a∗ + b∗q−i + c∗qi
II0 x− q−1−N−M−i(q − 1)2bb∗ a+ bq−i a∗ + b∗q−i
III+ x a + bqi a∗ + c∗q−i
III− x a+ cq−i a∗ + b∗qi
Proof. By Lemmas 11.17, 11.22, Definition 11.24, and (39).
We are done assuming B = 0 and B∗ = 0. We now go in the other logical direction.
Theorem 11.26. Assume {ξi}
N−1
i=0 , {θi}
N
i=0, {θ
∗
i }
N
i=0 satisfy one of the cases I
+, I−, I0, II+,
II−, II0, III+, III− from Theorem 11.25. Define β, γ, γ∗, ̺, ̺∗ using Lemma 11.5. Then
referring to (41), (42) we have B = 0 and B∗ = 0.
Proof. For 0 ≤ i, j ≤ N the matrix FjBFi = 0 for the following reason:
case reason
i− j > 1 Lemma 11.1
i− j = 1 Lemma 11.2(ii)
i− j = 0 Lemma 11.2(iv)
i− j = −1 Lemma 11.2(iii)
i− j = −2 and i = 0 Lemma 11.8
i− j = −2 and 1 ≤ i ≤ N − 2 Lemma 11.7
i− j = −3 Lemma 11.2(i)
i− j < −3 Lemma 11.1
Now B = 0 by Lemma 2.2.
For 0 ≤ i, j ≤ N the matrix FjB
∗Fi = 0 for the following reason:
case reason
i− j < −1 Lemma 11.1
i− j = −1 Lemma 11.3(ii)
i− j = 0 Lemma 11.3(iv)
i− j = 1 Lemma 11.3(iii)
i− j = 2 and i = 2 Lemma 11.10
i− j = 2 and 3 ≤ i ≤ N Lemma 11.9
i− j = 3 Lemma 11.3(i)
i− j > 3 Lemma 11.1
Now B∗ = 0 by Lemma 2.2.
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12 Leonard pairs based on Aq(N,M)
In this section we obtain some Leonard pairs from Aq(N,M). Define A,A
∗ as in (35), (36).
Assume {ξi}
N−1
i=0 , {θi}
N
i=0, {θ
∗
i }
N
i=0 are from Theorem 11.25. Let W denote an irreducible
T -module with endpoint r and diameter d.
Theorem 12.1. The elements A,A∗ act on W as a Leonard pair if and only if
x 6= qr+d−N−M(q − 1)2(bc∗ + cb∗)q−i (1 ≤ i ≤ d). (64)
Proof. Recall the basis {wi}
d
i=0 for W in Lemma 5.5. With respect to this basis the matrix
representing A is
A :


θr 0
αr θr+1
αr+1 θr+2
· · · · · ·
· · · · · ·
0 αr+d−1 θr+d


,
and the matrix representing A∗ is
A∗ :


θ∗r α
∗
r+1xr+1(r, d) 0
θ∗r+1 α
∗
r+2xr+2(r, d)
θ∗r+2 · · ·
· · · · · ·
· · · α∗r+dxr+d(r, d)
0 θ∗r+d


.
Referring to Definition 5.3, set
ϕi = ξr+i−1xr+i(r, d) (1 ≤ i ≤ d).
Then ϕi 6= 0 for 1 ≤ i ≤ d by Note 5.4 and (37), (38). Also, set
φi = ϕ1
i−1∑
h=0
θr+h − θr+d−h
θr − θr+d
+ (θ∗r+i − θ
∗
r)(θr+d−i+1 − θr) (1 ≤ i ≤ d).
Referring to the cases from Theorem 11.25, we have
Case φi
I+
(
qN+M−r−d
(q−1)2
x− bc∗q−i
)
(qi − 1)(qd−i+1 − 1)
I−
(
qN+M−r−d
(q−1)2
x− cb∗qi−d−1
)
(qi − 1)(qd−i+1 − 1)
I0 qN+M−r−d(q − 1)−2(qi − 1)(qd−i+1 − 1)x
II+
(
qN+M−r−d
(q−1)2
x− cb∗q−i
)
(qi − 1)(qd−i+1 − 1)
II−
(
qN+M−r−d
(q−1)2
x− bc∗qi−d−1
)
(qi − 1)(qd−i+1 − 1)
II0 qN+M−r−d(q − 1)−2(qi − 1)(qd−i+1 − 1)x
III+
(
qN+M−r−d
(q−1)2
x− bc∗q−i
)
(qi − 1)(qd−i+1 − 1)
III−
(
qN+M−r−d
(q−1)2
x− cb∗qi−d−1
)
(qi − 1)(qd−i+1 − 1)
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Using (64) we find that in each case, φi 6= 0 for 1 ≤ i ≤ d.
In each case, it is routine to check using Definition 10.4 that ({θi}
d
i=0, {θ
∗
i }
d
i=0, {ϕj}
d
j=1, {φj}
d
j=1)
is a parameter array. By Lemma 10.5, the pair A,A∗ acts on W as a Leonard pair.
13 Directions for further research
In this section we mention some open problems.
Problem 13.1. Describe Φ,Ω in terms of C1, C2.
Problem 13.2. Describe Φ,Ω in terms of R,L,K,K−1.
Problem 13.3. Find a combinatorial interpretation of Φ,Ω.
14 Acknowledgments
The paper was written while the author was an honorary fellow at the University of Wisconsin-
Madison, July 2015–July 2016. The author would like to give her sincere thanks to professor
Paul Terwilliger for his guidance and valuable ideas. The author is partially supported by
NSF of China (11301138, 11271004), NSF of Hebei Province (A2014205105) and Research
Fund for the Doctoral Program of Hebei Normal University (L2015B02).
References
[1] H. Alnajjar. Leonard pairs associated with the equitable generators of the quantum
algebra Uq(sl2). Linear and Multilinear Algebra 59 (2012) 1127–1142.
[2] G. Bonoli, N. Melone. A characterization of Grassmann and attenuated spaces as (0, α)-
geometries. European J. Combin. 24 (2003) 489–498.
[3] C. Curtis, I. Reiner. Representation Theory of Finite Groups ans Associative Algebras.
Interscience, New York 1962.
[4] X. Gao, S. Gao, B. Hou. The Terwilliger algebras of Grassmann graphs. Linear Algebra
Appl. 471 (2015) 427–448.
[5] S. Gao, L. Zhang, B. Hou. The Terwilliger algebras of Johnson graphs. Linear Algebra
Appl. 443 (2014) 164–183.
[6] Y. Gao, G. Wang. Error-correcting codes in attenuated space over finite fields. Finite
Fields Appl. 33 (2015) 103–117.
[7] J. Guo, F. Li, K. Wang. Incidence matrices of finite attenuated spaces and class dimen-
sion of association schemes. Discrete Math. 315–316 (2014) 42–46.
25
[8] T. Ito, K. Tanabe, P. Terwilliger. Some algebra related to P - and Q-polynomial associ-
ation schemes (Piscataway, NJ, 1999), DIMACS Ser. Discrete Math. Theoret. Comput.
Sci., Vol. 56, Amer. Math. Soc., Providence, RI, 2001, 167–192, math.CO/0406556.
[9] T. Ito, P. Terwilliger. Distance-regular graphs of q-Racah type and the q-tetrahedron
algebra. Michigan Math. J. 58(1) (2009) 241–254. arXiv: 0708.1992vl.
[10] T. Ito, P. Terwilliger. Distance-regular graphs and the q-tetrahedron algebra. European
J. Combin. 30 (2009) 682–697.
[11] N. Kang, L. Chen. Uniform posets and Leonard pairs based on unitary spaces over
finite fields. Linear and Multilinear Algebra 64 (2016) 1163–1184.
[12] C. Kassel. Quantum Groups. springer-Verlag, New York 1995.
[13] R. Koekoek, R. Swarttouw. The Askey-scheme of Hypergeometric Orthogonal Polyomi-
als and its q-analog. Reports of the Faculty of Technical Mathematics and Informatics,
vol. 98–17, Delft, Netherlands 1998.
[14] H. Kurihara. Character tables of association schemes based on attenuated spaces. Ann.
Comb. 17 (2013) 525–541.
[15] Jae-Ho Lee. Q-polynomial distance-regular graphs and a double affine Hecke algebra of
rank one. Linear Algebra Appl. 439 (2013) 3184–3240.
[16] D. Leonard. Orthogonal polynomials, duality, and association schemes. SIAM J. Math.
Anal. 13 (1982) 656–663.
[17] W. Liu, K. Wang. Relation graphs of an association scheme based on attenuated spaces.
J. Algebraic Combin. 40 (2014) 973–982.
[18] S. Miklavicˇ, P. Terwilliger. Bipartite Q-polynomial distance-regular graphs and uniform
posets. J. Algebraic Combin. 38 (2013) 225–242. arXiv: 1108.2484vl.
[19] P. Terwilliger. The subconstituent algebra of an association scheme I. J. Algebraic
Combin. 1 (1992) 363–388.
[20] P. Terwilliger. The subconstituent algebra of an association scheme II. J. Algebraic
Combin. 2 (1993) 73–103.
[21] P. Terwilliger. The subconstituent algebra of an association scheme III. J. Algebraic
Combin. 2 (1993) 177–210.
[22] P. Terwilliger. The incidence algebra of a uniform poset. Math. Appl. 20 (1990) 193–212.
[23] P. Terwilliger. An introcution to Leonard pairs and Leonard systems. Su¯rikaisekiken-
kyu¯sho Ko¯kyu¯roku 1109 (1999) 67–79 (Algebraic combinatorics, Kyoto, 1999.)
[24] P. Terwilliger. Two linear transformations each tridiagonal with respect to an eigenbasis
of the other. Linear Algebra Appl. 330 (2001) 149–203.
26
[25] P. Terwilliger. Introduction to Leonard pairs. OPSFA Rome 2001. J. Comput. Appl.
Math. 153(2) (2003) 463–475.
[26] P. Terwilliger. Two linear transformations each tridiagonal with respect to an eigenbasis
of the other; an algebraic approach to the Askey scheme of orthogonal polynomials.
Orthogonal polynomials and special functions, 255–330, Lecture Notes in Math., 1883,
Springer, Berlin 2006. arxiv: math. QA/0408390v3.
[27] P. Terwilliger. Two linear transformations each tridiagonal with respect to an eigenbasis
of the other; the TD–D and the LB–UB canonical form. J. Algebra 291 (2005) 1–45.
[28] P. Terwilliger. Two linear transformations each tridiagonal with respect to an eigenval-
ues of the other; Comments on the split decomposition. J. Comput. Appl. Math. 178
(2005) 437–452.
[29] P. Terwilliger. The universal Askey-Wilson algebra. SIGMA 7 (2011) 069, 24 pages.
[30] P. Terwilliger. The universal Askey-Wilson algebra and the equitable presentation of
Uq(sl2). SIGMA 7 (2011) 099, 26 pages.
[31] P. Terwilliger, A. Zˇitnik. Distance-regular graphs of q-Racah type and the universal
Askey-Wilson algebra. J. Combin. Theory, Ser. A 125 (2014) 98–112.
[32] P. Terwilliger, R. Vidunas. Leonard pairs and the Askey-Wilson relations. J. Algebra
Appl. 3 (2004) 411–426. arxiv: math. QA/0305356.
[33] P. Terwilliger, C. Worawannotai. Augmented down-up algebras and uniform posets.
Ars Mathematica Contemporanea 6 (2013) 409–417.
[34] M. Tomiyama, N. Yamazaki. The subconstituent algebra of a strongly regular graph.
Kyushu J. Math. 48 (1994) 323–334.
[35] K. Wang, J. Guo, F. Li. Association schemes based on attenuated space. European J.
Combin. 31 (2010) 297–305.
[36] C. Worawannotai. Dual polar graphs, the quantum algebra Uq(sl2), and Leonard systems
of dual q-Krawtchouk type. Linear Algebra Appl. 438 (2013) 443–497.
Wen Liu
College of Mathematics and Information
Hebei Normal University
No. 20 Road East of 2nd Ring South
Shijiazhuang Hebei, 050024, China
email: liuwen1975@126.com
27
