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Abstract
This note deals with the properties of the normal matrix of the polynomial LS problem
over the Chebyshev points and presents an explicit Cholesky factorization of that matrix.
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
We consider the least square (LS) polynomial approximation problem, where a
function φ is assigned at the Chebyshev points,
xi = cos 2i − 12n π, i = 1, . . . , n, (1)
through the values φi = φ(xi), and an approximating polynomial p(x) of degree
m− 1, m  n, has to be found, that solves
min
n∑
i=1
(p(xi)− φi)2. (2)
We assume that m is independent on n. The choice of the Chebyshev points arises
as they give an accurate yet approximate solution to the problem of finding “the best
set of points”, i.e., points that solve the best approximation problem [7]
∗ Tel.: +390-984-49-4721; fax: +390-984-49-4713.
E-mail address: pugliese@deis.unical.it (P. Pugliese).
0024-3795/$ - see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2003.09.002
62 P. Pugliese / Linear Algebra and its Applications 378 (2004) 61–69
min
x1,...,xn
‖φ(x)− p(xi, x)‖∞, (3)
where the notation p(xi, x) highlights that the approximating polynomial depends
on the nodes xi at which the function is assigned.
The best approximation problem (3) has a practical relevance in the experimental
sciences. It can be viewed as an optimal experiment design problem, i.e., the problem
of minimizing the number of evaluations of φ, that may be the result of experiments,
possibly expensive in terms of time and/or resources, and still obtain a good fitting
of p(x) to φ(x). A typical example is the identification of static nonlinearities in
control systems [1].
Denoting by p = [p0 · · · pm−1]T the vector of the coefficients of p(x), and by
 = [φ1 · · · φn]T the data, Problem (2) can be written
min
p
‖V p − ‖22, (4)
where V is the n×m Vandermonde matrix defined by Vij = xj−1i , and its solution
is p∗ = (V TV )−1V T. Matrix B = V TV is known as the normal matrix of the LS
problem, and it is the subject of this note.
Such problem is usually solved either computing the Cholesky factorization of B
or the QR-decomposition of V [8]. The computational cost of the Cholesky method
is m2(n+m/3), most of it taken by the computation of B = V TV ; the cost of the
QR-algorithm is 2m2(n−m/3). As for the precision of the computed solution, both
methods can be inaccurate when applied to problems with ill-conditioned V and
large residuals ρ = ‖V p∗ − ‖2 [8].
Fast algorithms for the Cholesky factorization of B and for the QR-factorization
of V have been given in [4], but no stability analysis or computational experience
is known. Problem (2) can also be solved using the orthogonal polynomial approach
[2,3], with a computational cost of 13mn. This is reputed the most accurate method,
in view of a large computational experience, but often, for example when p(x) has
to be integrated or differentiated, its Lagrange form resulting from the computation
of p is preferred.
In the next section we show that matrix B can be computed to full accuracy with-
out taking the product V TV , and that the conditioning of B does not depends on n;
then in Section 3 we give an explicit Cholesky factorization of B. In Section 4 we
present some properties of B−1 and in Section 5 discuss the numerical properties of
the proposed formulas.
2. The structure of the normal matrix
We show that, in spite of the apparent complexity of the product B = V TV , the
matrix B has a very simple structure; in particular, its entries exhibit a chessboard
pattern, and they all are rational numbers.
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Proposition 1. The entries of the normal matrix B are given by
Bij =


0, odd i + j,
n
2i+j−2
(
i + j − 2
(i + j − 2)/2
)
, even i + j. (5)
Proof. For even i + j , let i + j − 2 = 2r and yk = (2k − 1)π/(2n); then
Bij =
n∑
k=1
cos2r yk;
and using formula (1.320-5) of [10]
cos2r yk = 122r


(
2r
r
)
+
r−1∑
q=0
2
(
2r
q
)
cos 2(r − q)yk

 ,
one can write
Bij = n22r
(
2r
r
)
+ 2
22r
r−1∑
q=0
(
2r
q
) n∑
k=1
cos 2(r − q)yk.
The thesis follows by noticing that, by the definition of yk , and using formula (1.341-
3) of [10],
n∑
k=1
cos 2(r − q)yk = 0.
When i + j is odd, set i + j − 2 = 2r − 1; then, using formula (1.320-7) of [10],
cos2r−1 yk = 122r−2
r−1∑
q=0
(
2r − 1
q
)
cos(2r − 2q − 1)yk,
one has that
Bij = 122r−2
r−1∑
q=0
(
2r − 1
q
) n∑
k=1
cos(2r − 2q − 1)yk,
and also in this case the thesis follows by noticing that, by the definition of yk , using
again formula (1.341-3) of [10],
n∑
k=1
cos(2r − 2q − 1)yk = 0. 
Remark 1. Note that the entries of B are machine numbers, because dividing an
integer number by a power of 2 does not introduce any approximation in binary
arithmetic.
The following result follows immediately (an alternative proof of this result has
been given recently in [5]):
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Fig. 1. Log plot of κ2(B) versus m.
Corollary 1. The condition number κ2(B) is independent on the number of points
n.
This should be compared with the conditioning of the same problem over the
integer nodes, that has been shown to be, asymptotically [6]
κ2 ∼ m
2
2m− 1n
2m−2, n −→∞.
As for the growth of κ2(B) with m, a fitting within the range m=2:20 shows that
this grows exponentially with m: κ2(B) ∼ 0.0528 exp(1.755m) (see Fig. 1).
3. Cholesky factorization of the normal matrix
Define the lower triangular matrix L and the diagonal matrix D by
L:


L11 = 1,
L2i−1,1 = 122i−3
(
2i − 3
i − 1
)
, i = 2, . . . , m/2,
L2i,2j = 122i−2
(
2i − 1
i − j
)
,
i = 1, . . . , m/2,
j = 1, . . . , i,
L2i−1,2j−1 = 122i−3
(
2i − 2
i − j
)
,
i = 2, . . . , m/2,
j = 2, . . . , i,
D:
{
D11 = n,
Dii = n/2, i = 2, . . . , m,
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where the entries of L that are left undefined are zero; in other words, L has a chess-
board structure too: Lij = 0 when i + j is odd. These matrices have been defined in
[5] to give a factorization of V . We have:
Proposition 2. The Cholesky factorization B = LDLT holds.
Proof. First, from the chessboard structure of L it follows that Bij = 0 when i + j
is odd. Suppose now that both the row and column indices of B are even: we have
B2i,2j = n2
m/2∑
k=1
L2i,2kL2j,2k
= n
2
1
22i+2j−4
min{i,j}∑
k=1
(
2i − 1
i − k
)(
2j − 1
j − k
)
,
as at least one of the binomials is zero for k > min{i, j}; then, in Appendix we show
the combinatorial identity
min{i,j}∑
k=1
(
2i − 1
i − k
)(
2j − 1
j − k
)
= 1
2
(
2i + 2j − 2
i + j − 1
)
,
and therefore
B2i,2j = n22i+2j−2
(
2i + 2j − 2
i + j − 1
)
.
The case when both i and j are odd follows along similar lines. 
Remark 2. For the same reasons as in Remark 1, the entries of L are machine
numbers too.
From the Cholesky factorization it follows that:
B−1 = L−TD−1L−1;
the explicit expressions of the entries of L−1 are given (in a slightly different form)
in [5]. They will be useful to derive some properties of B−1.
L−1:


L−12i−1,1 = (−1)i+j ,
L−12i,2j = (−1)i+j22j−2
(
i + j − 2
i − j
)
2i − 1
2j − 1 ,
L−12i−1,2j−1 = (−1)i+j22j−3
(
i + j − 3
i − j
)
i − 1
j − 1 .
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Also in this case L−1ij is zero when i + j is odd. Note that the entries of matrix
L−1 are integer numbers; this can be viewed by the identities(
i + j − 2
i − j
)
2i − 1
2j − 1 =
(
i + j − 2
i − j
)
+ 2
(
i + j − 2
i − j − 1
)
,
(
i + j − 3
i − j
)
i − 1
j − 1 =
(
i + j − 3
i − j
)
+ 2
(
i + j − 3
i − j − 1
)
,
that are proved using standard properties of the binomials.
4. Some properties of B−1
The Cholesky factorization of B−1 does not allow to get an explicit expression
for the entries of that matrix; however, from the considerations of the previous sec-
tion some properties of B−1 can be obtained; in the following the subscript m will
emphasize the order of the matrix.
Proposition 3. The following properties hold.
• Matrix B−1 has a chessboard structure;
• The nonzero entries of B−1 alternate in sign;
• The entries of B−1 are integer numbers, up to the factor 1/n;
• When m is even, the odd rows of B−1m coincide, up to a zero at the end, with the
corresponding rows of B−1m−1. When m is odd, the even rows of B−1m coincide, up
to a zero at the beginning, with the corresponding rows of B−1m−1.
Proof. All the statements are immediate consequences of the structure of L−1. 
The first property is also a consequence of a more general result that we have
conjectured; its proof has been suggested to us by Tyrtyshnikov [11].
Proposition 4. The inverse of an invertible chessboard matrix also has a chess-
board structure.
Proof. Let P be a permutation matrix such that
P [x1, x2, x3, . . .]T = [x1, x3, x5, . . . , x2, x4, x6, . . .]T.
Let B be a chessboard matrix. Then, as it is readily seen,
P TBP =
[
B11 0
0 B22
]
, (6)
where B11 and B22 are square blocks. Obviously, (6) is equivalent to B having the
chessboard structure. If B is invertible, B11 and B22 are invertible and we obtain
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P TB−1P =
[
B−111 0
0 B−122
]
,
which means that B−1 retains the chessboard structure. 
To illustrate the last Property we write explicitly the expression of B−16 and B
−1
7
for n = 1.
B−16 =


5 0 −20 0 16 0
0 70 0 −224 0 160
−20 0 136 0 −128 0
0 −224 0 832 0 −640
16 0 −128 0 128 0
0 160 0 −640 0 512


,
B−17 =


7 0 −56 0 112 0 −64
0 70 0 −224 0 160 0
−56 0 784 0 −1856 0 1152
0 −224 0 832 0 −640 0
112 0 −1856 0 4736 0 −3072
0 160 0 −640 0 512 0
−64 0 1152 0 −3072 0 2048


.
5. Numerical considerations
In this section the numerical properties of the proposed formulas are discussed.
First, we want to show that they give raise to an ultra-fast method. To see this point,
note that the set of nodes xi is symmetric about the zero, and therefore the rows of
matrix V enjoy V (i, :) = (−1)i−1V (n− i, :). This has the following computational
implications:
• the computational cost of V reduces to (m− 2)× n/2 flops;
• the product V T costs 1.5mn flops instead of 2mn.
Once V has been built-up (the cost of computing L or L−1 is negligible, as it
is O(m2), and usually n  m), the cost of solving a fitting problem is 1.5mn flops.
This is much smaller than the QR-factorization method (2m2n flops), and it allows
to save the computation of B = V TV (m2n flops) of the standard Cholesky method.
It is also much smaller of the cost of the orthogonal polynomials method, which is
about 13mn flops.
As for the precision of the computed solutions, we have solved a large set of test
problems with m ranging from 4 to 10, n = 40m and vectors  generated randomly,
and the result was that the proposed method gives, in the worst case, about two
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correct figures less of the orthogonal polynomial method, which is about 10 times
slower.
We also have to mention that the method proposed in [5] is as accurate as the
orthogonal polynomials method, but it requires the computation of a n×m matrix
of cosines, which is quite expensive, unless repeated approximation problems over
the same node set have to be solved.
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Appendix
Here we show the combinatorial identity
min{i,j}∑
k=1
(
2i − 1
i − k
)(
2j − 1
j − k
)
= 1
2
(
2i + 2j − 2
i + j − 1
)
;
we start using the symmetry property of binomial coefficients, to get
min{i,j}∑
k=1
(
2i − 1
i − k
)(
2j − 1
j − k
)
=
min{i,j}∑
k=1
(
2i − 1
i − 1 + k
)(
2j − 1
j − 1 + k
)
;
then, we recall the following property of binomials [9]:
∑
k
(
2i − 1
i − 1 + k
)(
2j − 1
j − 1 + k
)
=
(
2i + 2j − 2
i + j − 1
)
,
where the summation index k runs all over the values for which the binomials do not
vanish, i.e., max{1 − i, 1 − j}  k  min{i, j}. Suppose that i = min{i, j} (thus k
ranges from 1 − i to i), and define
qk =
(
2i − 1
i − k
)(
2j − 1
j − k
)
;
using the symmetry property it is easy to verify that q1−i = qi , q2−i = qi−1, and so
on; thus we have
∑
k
(
2i − 1
i − 1 + k
)(
2j − 1
j − 1 + k
)
= 2
min{i,j}∑
k=1
(
2i − 1
i − 1 + k
)(
2j − 1
j − 1 + k
)
.
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