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ABSTRACT
Fan et al. (2012) demonstrated that inversely weighting the maximum infor-
mation criterion (MIC) by the expected response time for each item effec-
tively reduced the average completion time for a test of fixed length while
maintaining efficiency of ability estimation. However, this also resulted in
an extremely skewed distribution of item exposure rates. To counter this is-
sue, they recommended the use of the a-stratification with b-blocking (ASB)
method, which balanced item exposure very well but at the cost of com-
promising on the average test time reduction and increasing the error of
ability estimation. Therefore, the current study investigated several alterna-
tive methods for item exposure control when using response time-informed
MIC, of which the most promising technique was inversely weighting MIC by
the expected response time centered around 1.3. Simulation results showed
that this simple modification markedly improved performance over employing
ASB when utilizing response time information for item selection in comput-
erized adaptive testing (CAT).
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CHAPTER 1
INTRODUCTION
In a general administration of computerized adaptive testing (CAT), the pri-
mary objective is to efficiently estimate the examinee’s ability or latent trait
level by sequentially selecting items with the most information. To this end,
the maximum information criteria (MIC) (Lord, 1980) and a-stratification
with b-blocking (ASB) (Chang, Qian, & Ying, 2001) are two prominent item
selection methods. However, they do not take into account the characteris-
tics of items that affect response times, which is conceivably an important
consideration in efficiency.
Thus, Fan et al. (2012) conducted a simulation study in which the expected
response time for each item was used to inversely weight the maximum infor-
mation criterion (MIC). By doing so, less time-intensive items were effectively
given greater exposure, ultimately reducing the average time to completion
for a fixed test length with only a marginal increase in ability estimation
error. However, perhaps unsurprisingly, this also resulted in an extremely
unbalanced selection of items, as MIC strongly favors items with high dis-
crimination and inversely weighting it by the expected response time further
limits the selection to low time-intensive items. To counter this issue, the
a-stratification with b-blocking (ASB) method of item selection (Chang et
al., 2001) was employed, which greatly improved the balance of item expo-
sure but at the cost of compromising on the average test time reduction and
significantly increasing the error of ability estimation.
Therefore, the current study proposed the following three alternative tech-
niques for controlling item exposure when implementing response time-informed
MIC for item selection in CAT: 1) transformation of the expected time
weights through centering and exponentiation, 2) β-matching of items with
the current estimate of an examinee’s latent speed parameter τ , where β is
the time intensity parameter for an item given a lognormal model of response
time (van der Linden, 2006), and 3) β-partitioning of items into multiple
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stages of item selection. Simulations were conducted to investigate the effi-
cacy of these techniques in balancing item exposure rates while preserving
the reduction in average test completion time and maintaining the efficiency
of ability estimation.
2
CHAPTER 2
THEORETICAL FRAMEWORK
2.1 Classic Item Selection Methods
Most commonly, the adaptive item selection process in CAT is enabled by a
class of models within the item response theory (IRT) framework. The most
prominent IRT model in CAT applications is the three parameter logistic
(3PL) model (Chang, 2004) defined as
Pj(θi) = cj +
1− cj
1 + e−aj(θi−bj)
, (2.1)
where a, b, and c are the discrimination, difficulty, and guessing parameters
of the jth item, respectively, θi is the ability parameter of the i
th examinee,
and function Pj gives the probability of the correct response for item j given
θi.
Based on this 3PL model, the Fisher information for an item is derived as
Ij(θi) = a
2
j
(
1− Pj(θi)
Pj(θi)
)(
Pj(θi)− cj
1− cj
)2
. (2.2)
According to the MIC method, during a given CAT administration, an un-
used item with the largest Ij(θˆi) is chosen next, where θˆi is the current
maximum likelihood estimate (MLE) of θi based on the i
th examinee’s re-
sponses to the previous items (Lord, 1980). Specifically, given an examinee’s
responses to a set of k items (x = [x1, x2, . . . , xk]), the MLE of θi is obtained
as
θˆi,MLE = arg max
θi
L(θi|x) = arg max
θi
k∏
j=1
P (θi)
xj [1− P (θi)]1−xj , (2.3)
where L(θi|x) is the likelihood function of θi given x.
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However, a major caveat of MLE is that, due to its asymptotic properties,
estimates of θi can be highly unstable at the beginning of a test when only a
small number of items have been administered. Furthermore, MLE requires
at least one correct and one incorrect response to calculate a proper estimate.
When all responses are correct, θi is estimated to be ∞; likewise, when all
responses are incorrect, θi is estimated to be −∞. In such cases, the EAP
(expected a posteriori) estimation is commonly employed, which takes the
expected value of the posterior distribution of θ given x as follows:
θˆi,EAP = Eθf(θ|x) =
∫
θ
θ
L(θ|x)g(θ)∫
θ
L(θ|x)g(θ)dθdθ =
∫
θ
θL(θ|x)g(θ)dθ∫
θ
L(θ|x)g(θ)dθ , (2.4)
where g(θ) is a prior density function of θ, typically assumed to be standard
normal. Using quadrature (numerical integration) evaluated at a specified
number of integration points, the EAP estimate of an examinee’s θ can be
approximated as
θˆi,EAP ≈
∑
θ
θL(θ|x)g(θ)∆θ∑
θ
L(θ|x)g(θ)∆θ . (2.5)
Although a very efficient method in terms of ability estimation, MIC is
prone to highly unbalanced item exposure, as items with high a parameters
tend to be chosen much more frequently (Chang et al., 2001). Alternatively,
the ASB method first partitions the item bank into several blocks according
to the magnitude of b values, sorts each block according to the magnitude
of a values, then forms new strata by grouping items with the same rank
order across the blocks. Ultimately, the CAT administration is divided into
successive stages, starting with the strata with the lowest a values. The b-
blocking and a-stratification procedure is depicted in Figure 2.1. At a given
stage during a testing session, the next item chosen is the one that maximizes
the b-matching criterion defined as
Bj(θi) =
1
|θi − bj| . (2.6)
In other words, the item with the b parameter closest to θˆi from the current
strata is selected next. By coercing items to be drawn more evenly across
the item pool in this way, ASB has been shown to dramatically improve
the balance of item exposure with a marginal decrease in the efficiency of θ
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estimation (Chang et al., 2001).
2.2 Response Time-Informed Item Selection Methods
In recent years, there has been a growing research interest in response time,
which refers to the amount of time it takes for an examinee to answer an item.
A prominent response time model known as the lognormal model (van der
Linden, 2006) defines the density function of response time for item j (Tj)
given the latent speed parameter for examinee i (τi) as
f(tj|τi) = αj
tj
√
2pi
e−[αj(ln tj−βj+τi)]
2/2, (2.7)
where αj and βj are respectively the time discrimination and time intensity
parameters for item j. Rewriting the density function in standard form,
f(tj|τi) = 1
tj
√
2pi(1/αj)2
e−[ln tj−(βj−τi)]
2/[2(1/αj)
2], (2.8)
it becomes clear that µ = βj − τi and σ2 = (1/αj)2. Thus, the marginal
model can be written as
Tj|τi ∼ log-N [βj − τi, 1/α2j ]. (2.9)
Finally, given that the expected value of a lognormal random variable with
log-mean µ and log-variance σ2 is eµ+σ
2/2, an examinee’s expected response
time for an item is
E(Tj|τi) = eβj−τi+1/(2α2j ). (2.10)
In a simulation study, Fan et al. (2012) demonstrated the incorporation of
response time into MIC and ASB methods by inversely weighting the item
selection criteria by an examinee’s expected response time for each item. For
time-weighted MIC (MICT), the item selection criterion is defined as
ITj(θi, τi) =
Ij(θi)
E(Tj|τi) . (2.11)
The next item chosen is the one that maximizes ITj(θˆi, τˆi), where τˆi is the
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MLE of τi calculated using the closed form
τˆi,MLE =
k∑
j=1
α2j (βj − ln tij)
k∑
j=1
α2j
(2.12)
given an examinee’s response times ti1, ..., tik for the k items administered
thus far. In other words, the MICT selection method favors items with
high information and low expected response times, thereby attempting to
accomplish two possibly competing tasks of efficiently estimating ability while
reducing the test time as much as possible. Likewise, for time-weighted ASB
(ASBT), the item selection criterion is defined as
BTj(θi, τi) =
Bj(θi)
E(Tj|τi) , (2.13)
and the next item chosen is the one that maximizes BTj(θˆi, τˆi) at the current
stage.
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2.3 Figure
Figure 2.1: An illustration of the a-stratification with b-blocking (ASB)
process.
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CHAPTER 3
METHOD
In lieu of using the ASBT method due to aforementioned drawbacks, the
current study investigated the performance of three alternative methods for
balancing item exposure when utilizing response time-informed MIC for item
selection.
3.1 GMICT
The first method is called GMICT, which is a generalization of MICT with
the inclusion of a centering value v and exponent w for the expected response
time as follows:
ITGj (θi, τi) =
Ij(θi)
|E(Tj|τi)− v|w . (3.1)
Note that w = 0 is simply the baseline MIC without time-weighting (2.2)
while w = 1 with v = 0 is equivalent to the original MICT (2.11). The moti-
vation for the generalization of MICT is two-fold. First, the inclusion of the
exponent w allows for varying the magnitude of the weight of the expected
response time. Presumably, decreasing the w value would decrease the in-
fluence of the expected response time in item selection, thereby decreasing
the skew of item exposure but increasing the mean test time. Second, the
inclusion of the centering value v allows for some control over the length of
test time, as the procedure would always attempt to select items for which
the expected response times are closest to v. The absolute value of the dif-
ference is taken since it does not matter whether the expected response time
is lower or higher than v (and taking an exponent of a negative value may
result in a complex number). In terms of perceived test fairness, perhaps a
more important consideration is steadying the test time across all examinees
rather than strictly minimizing the average test time. Moreover, when v = 0,
GMICT always tries to select items with expected response times closest to
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zero:
E(Tj|τi) = eβj−τi+1/(2α2j ) ≈ 0, (3.2)
or equivalently, items with the lowest βj and highest αj parameters. Such a
strong selection bias is precisely why the distribution of item exposure rates
is so skewed when using the original MICT. Hence, choosing a value of v
away from zero may also help in balancing item exposure rates.
3.2 MICBM
The second method for balancing item exposure is called maximum informa-
tion criteria with β-matching (MICBM), which inversely weights MIC by the
absolute difference between τi and βj as follows:
IT βj (θi, τi) =
Ij(θi)
|τi − βj| . (3.3)
This method stems from the hypothesis that, compared to MICT, the skew
would be greatly reduced when examinees are administered items in accor-
dance with their latent speed since τi and βj are assumed to have standard
normal distributions. In other words, by matching βj with τi, the items that
are selected would be as varied as the estimated values of τi, which is far less
restrictive than always trying to select items with the lowest βj and highest
αj values. Furthermore, when τi = βj, the expected response time becomes
E(Tj|τi) = e1/(2α2j ). (3.4)
Assuming that the distribution of αj is uniform between 2 and 4, the expected
response times would range from e1/32 = 1.03 to e1/8 = 1.13. Consequently,
MICBM is very similar to GMICT with v = 1.03 to 1.13 and w = 1.
3.3 β-Partitioning
The third method is called β-partitioning, which works analogously to the
b-blocking procedure in ASB. For a given item bank, the items are first
sorted according to increasing β values then evenly partitioned into a speci-
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fied number of stages (see Figure 3.1 for an illustration of the process). For a
fixed length test, items are evenly selected from each successive stage using
GMICT, beginning with the stage with the lowest β values. In this way,
β-partitioning forces a more even selection of items as opposed to a normally
very biased selection of low-β items. Incidentally, the choice of proceeding
from low to high-β or high to low-β stages in the item selection process
made no discernible difference in the simulation results. Although beyond
the scope of the current study, there may be substantive justifications for
starting with low-β items concerning test anxiety, which is briefly discussed
later.
3.4 Evaluation Criteria
The following evaluation criteria were used to assess the performance of the
three proposed methods:
• mean squared error (MSE) for estimation accuracy of examinee param-
eters θi and τi,
MSE(θi) =
1
n
n∑
i=1
(θˆi − θi)2, (3.5)
MSE(τi) =
1
n
n∑
i=1
(τˆi − τi)2; (3.6)
• mean test time (MTT) for average duration of tests across examinees,
MTT =
1
n
n∑
i=1
∑
j∈Ri
tij; (3.7)
• standard deviation of test time (STT) for variability of test duration
across examinees, which is a pertinent consideration for test fairness in
terms of equalizing test time,
STT =
√√√√ 1
n− 1
n∑
i=1
(∑
j∈Ri
tij −MTT
)2
; (3.8)
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• item exposure rate skew (χ2) for balance of item selection,
χ2 =
m∑
j=1
(erj − L/m)2
L/m
; (3.9)
where n is the total number of examinees, m is the total number of items in
the bank, L is the fixed number of items administered for a test, tij is the
response time for examinee i on item j, erj is the observed exposure rate for
item j (calculated as the number of times the item was selected divided by
n), and Ri is the set of all L items administered to examinee i.
11
3.5 Figure
Figure 3.1: An illustration of the β-partitioning process.
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CHAPTER 4
SIMULATION
Following standard practice and recommendations in literature to simulate
realistic data, items parameters a, b, c, α, and β and person parameters θ
and τ were assumed to have the following distributions:
• (ln(aj), bj, βj) ∼MVN [µ1,Σ1], µ1 =
0.30
0
, Σ1 =
0.10 0.16 00.16 1 0.25
0 0.25 0.25

• cj ∼ β[2, 10]
• αj ∼ U [2, 4]
• (θi, τi) ∼MVN [µ2,Σ2], µ2 =
[
0
0
]
, Σ2 =
[
1 0.5
0.5 1
]
Note that aj has a lognormal distribution with log-mean of 0.3 and log-
variance of 0.1. 500 items and 1,000 examinees were randomly generated
based on these distributions, then examinees’ responses and response times
were simulated for each item using the 3PL and lognormal models, respec-
tively. The test length for any given selection method was fixed at 50 items,
with the first 5 items chosen randomly in order to calculate initial estimates
for θi and τi.
For the GMICT method, centering values of v = 0 to 3 in 0.1 increments
and exponential magnitudes of w = 0, 0.25, 0.5, 0.75, 1, 1.5 and 2 were tested,
with the objective of determining an optimal combination of v and w. Next,
the MICBM technique was tested and compared with all the other item
selection methods. Finally, for the β-partitioning method, the following β-
partitions were tested using GMICT (w = 1, v = 0, ..., 3):
• 1 β-partition: equivalent to no β-partitioning (single stage of 500 items).
50 items were selected after the initial 5 random items.
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• 2 β-partitions: items divided into low-β and high-β stages of 250 items
each. The first 25 items were selected in the low-β stage, with GMICT
implemented after the initial 5 random items. The next 25 items were
selected in the high-β stage.
• 3 β-partitions: items divided into low-β, mid-β, and high-β stages with
167, 167, and 166 items, respectively. The first 17 items were selected
in the low-β stage, with GMICT implemented after the initial 5 random
items. The next 17 items were selected in the mid-β stage, then the
final 16 items were selected in the high-β stage.
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CHAPTER 5
RESULTS
5.1 Comparing Weights for GMICT
First, the results of the GMICT procedure with varying conditions are shown
in Figure 5.1. When the expected response time was centered at zero (v = 0),
the item exposure skew (χ2) and error of ability estimation (MSE(θi)) be-
came larger while the mean test time (MTT ) and standard deviation of test
time (STT ) became smaller as w was increased. These trends were expected
since low time-intensive items were selected more frequently as greater em-
phasis was placed on minimizing the expected response time as opposed to
maximizing information.1
The more interesting finding is that χ2 was minimized when the expected
response time was centered between v = 1.2 and 1.4 for w > 0. In particular,
this drop in item exposure skew became more dramatic as greater exponential
weights were used, with the lowest χ2 value of 18.53 occurring at v = 1.3
for w = 2 (see Table 5.1). A similar trend was observed for STT , with the
lowest value of 38.88 occurring at v = 1.4 for w = 2. On the other hand,
perhaps unsurprisingly, there was a general increasing trend for MTT as
the expected response time was increasingly centered away from 0. Between
v = 1.3 and 1.4, however, the MTT was very similar at around 67 for all
values of w greater than 0. Furthermore, MSE(θi) values were always higher
for increasing w, and for w > 0, there was an initial jump in MSE(θi) from
v = 0 to 0.4, after which the values more or less kept steady. On the contrary,
MSE(τi) values were very steady around 0.002 for all conditions, indicating
that τˆi,MLE is an extremely efficient estimator of τi. This was found to be
true for all subsequent item selection methods as well.
1Curiously, χ2 was maximized and MTT was minimized when the expected response
time was actually centered slightly away from 0 at v = 0.2. The reason for this phenomenon
is yet to be determined.
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Therefore, GMICT with w = 1 seemed to be the best performer in terms
of reducing χ2 and STT while keeping MTT and MSE(θi) in check. Par-
ticularly in the vicinity of v = 1.3 where χ2 was minimized for all w, χ2 and
MTT were very similar for w = 1, 1.5, and 2, while MSE(θi) was signifi-
cantly lower for w = 1 than MSE(θi) for w = 1.5 and w = 2. Although STT
was not as low for w = 1 compared to STT for w = 1.5 or w = 2, controlling
MSE(θi) was considered to be a higher priority.
5.2 Comparing Item Selection Methods
Next, GMICT with w = 1 was compared with ASBT and MICBM as shown
in Figure 5.2. The results of ASB and MIC are also shown for baseline
comparisons. As already demonstrated by Fan et al. (2012), ASBT did a
fantastic job of controlling χ2 but at the cost of severely compromising re-
duction in MTT and significantly increasing MSE(θi) compared to MICT.
In fact, ASBT resulted in a higher MTT and STT than the baseline MIC
method. Compared to ASBT, GMICT with w = 1 centered at v = 1.3 pro-
vided a much better compromise of χ2 that is higher (but still relatively low)
at the benefit of significantly lower MTT , STT , and MSE(θi) (see Table
5.2).
On the other hand, MICBM performed quite similarly to GMICT for w = 1
around v = 1.3 with respect to χ2, MTT , and MSE(θi). The reason for this
becomes clearer when the GMICT function (3.1) is reconsidered as follows:
ITGj (θi, τi) =
Ij(θi)
|E(Tj|τi)− v|w =
Ij(θi)
|eβj−τi+1/(2α2j ) − v|w
. (5.1)
In maximizing ITGj (θi, τi), the denominator |eβj−τi+1/(2α
2
j ) − v| needs to be
minimized. This is equivalent to getting eβj−τi+1/(2α
2
j ) − v as close to 0 as
possible, which is in turn equivalent to trying to satisfy v = eβj−τi+1/(2α
2
j ), or
ln v = βj−τi+1/(2α2j ). Rearranging the equation, we get τi−(βj+1/(2α2j )−
ln v) = 0. Therefore, maximizing ITGj (θi, τi) is equivalent to maximizing the
following:
Ij(θi)
|τi − (βj + 1/(2α2j )− ln v)|w
. (5.2)
For w = 1 and v = 1.3, and considering that αj is uniformly distributed from
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2 to 4, we finally find that
Ij(θi)
|τi − (βj + 1/(2α2j )− ln 1.3)|
≈ Ij(θi)|τi − βj| . (5.3)
In other words, GMICT is very similar to MICBM when w = 1 and v is in
the vicinity of 1.3. More precisely, as shown earlier using (3.4), GMICT is
most similar to MICBM when w = 1 and v is between 1.03 and 1.13, which
is the range of expected response times that MICBM favors.
As hypothesized, item exposure skew was controlled very well when using
MICBM; in fact, χ2 for MICBM formed the lower bound of χ2 for GMICT.
However, STT for MICBM was higher than that for GMICT at nearly all
values of v. A more rigorous explanation of the behavior of STT as a function
of v in GMICT is yet to be determined. Nevertheless, a basic interpretation
is that GMICT strictly tries to match expected response time to a single
specified v, while MICBM less strictly tries to match expected response time
to a range of v values from 1.03 to 1.13.
5.3 Comparing Number of β-Partitions
Finally, the results of the β-partitioning method for GMICT at w = 1 are
shown in Figure 5.3. In terms of MTT and STT , using 2 or 3 β-partitions
with GMICT fared worse or no better than simply using MIC for all values
of v. Moreover, compared to using just 1 β-partition (i.e., not using the
β-partitioning method), forcing 2 or 3 β-partitions worsened χ2 for v > 0.4.
Perhaps the only redeeming quality of 2 or 3 β-partitions was the lowered
MSE(θi) for all values of v compared to 1 β-partition, but this was at the
cost of unacceptably high MTT and not enough reduction in χ2. In essence,
the β-partitioning technique almost entirely negated the primary intent using
GMICT to reduce average test time while controlling for item exposure skew
as much as possible (see Table 5.3).
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5.4 Tables and Figures
Table 5.1: Excerpt of results for GMICT
v
Statistics 1.1 1.2 1.3 1.4 1.5
MSE(θ) 0.0645 0.0644 0.0649 0.0698 0.0700
MSE(τ) 0.0020 0.0019 0.0021 0.0018 0.0020
w = 1 MTT 62.54 64.35 66.15 67.94 69.82
STT 45.46 45.37 44.54 45.36 45.17
χ2 23.14 22.78 22.67 22.58 23.58
MSE(θ) 0.0691 0.0739 0.0756 0.0858 0.0789
MSE(τ) 0.0020 0.0020 0.0021 0.0020 0.0019
w = 1.5 MTT 61.89 63.88 66.41 68.19 70.63
STT 41.76 40.43 41.42 40.75 42.13
χ2 19.46 18.97 18.93 19.32 20.23
MSE(θ) 0.0776 0.0825 0.0833 0.0861 0.0894
MSE(τ) 0.0020 0.0019 0.0020 0.0020 0.0020
w = 2 MTT 61.72 64.27 66.64 68.54 70.89
STT 39.68 39.11 39.29 38.88 39.64
χ2 19.40 18.60 18.53 19.18 19.93
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Table 5.2: Comparison of GMICT (w = 1, v = 1.3) with ASB, ASBT, MIC,
and MICBM
Item Selection Methods
Statistics ASB ASBT MIC GMICT MICBM
MSE(θ) 0.0728 0.0732 0.0434 0.0649 0.0683
MSE(τ) 0.0021 0.0021 0.0021 0.0021 0.0019
MTT 85.69 76.80 73.34 66.15 65.25
STT 88.19 78.55 75.04 44.54 54.26
χ2 3.64 7.57 116.64 22.67 21.68
Table 5.3: Excerpt of results for GMICT (w = 1) with β-partitions
v
Statistics 1.1 1.2 1.3 1.4 1.5
MSE(θ) 0.0645 0.0644 0.0649 0.0698 0.0700
MSE(τ) 0.0020 0.0019 0.0021 0.0018 0.0020
1 β-P MTT 62.54 64.35 66.15 67.94 69.82
STT 45.46 45.37 44.54 45.36 45.17
χ2 23.14 22.78 22.67 22.58 23.58
MSE(θ) 0.0564 0.0577 0.0556 0.0567 0.0558
MSE(τ) 0.0020 0.0020 0.0019 0.0019 0.0019
2 β-P MTT 76.29 77.55 78.26 78.81 79.69
STT 72.57 73.12 72.54 72.14 72.05
χ2 48.40 46.93 47.71 49.14 49.91
MSE(θ) 0.0563 0.0570 0.0528 0.0522 0.0538
MSE(τ) 0.0020 0.0020 0.0020 0.0019 0.0020
3 β-P MTT 82.62 82.90 83.49 83.91 84.26
STT 84.36 83.90 83.90 84.20 83.09
χ2 57.11 57.3 57.05 58.39 57.95
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Figure 5.1: Comparison of weights for GMICT.
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Figure 5.2: Comparison of item selection methods.
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Figure 5.3: Comparison of 1, 2, and 3 β-Partitions for GMICT (w = 1).
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CHAPTER 6
DISCUSSION
Based on the results of this simulation study, the GMICT method with w = 1
and v = 1.3 delivered the best overall performance out of all other methods
investigated. In particular, compared to the ASBT method recommended
by Fan et al. (2012), simply centering the expected response time at 1.3 in
the MICT procedure significantly lowered the mean test time, substantially
reduced the variability of test times, and increased the efficiency of abil-
ity estimation with a relatively small increase in the skew of item exposure
rates. The MICBM method performed very similarly, except with slightly
higher variability of test times. The β-partitioning method, however, did not
prove to be a particularly promising technique in controlling item exposure
for MICT. Although implementing β-partitions did somewhat reduce item
exposure skew and increase ability estimation accuracy, it also defeated the
purpose of utilizing expected response time in the first place by dramatically
increasing the average test time.
Nevertheless, β-partitioning may have potential in other applications such
as abating test anxiety, a perennial complication for both test users and tak-
ers alike. Conceivably, time-intensive items on a timed test may contribute
to undue anxiety, resulting in poor performance particularly at the beginning
when examinees have not yet “warmed up” and harbor legitimate fears of
running out of time. The underestimation of ability due to such uncharac-
teristic errors on initial items is well-documented (Chang & Ying, 2008). By
β-partitioning the item bank and selecting items in stages of increasing β,
examinees would start off with short items and gradually progress to longer
items, which may help allay time-induced anxiety and thereby improve the
accuracy of ability estimation. Clearly, empirical studies would need to be
conducted to investigate this theory. It would also be interesting to evaluate
the utility of β-partitioning when response time is actually used to jointly
estimate the ability and speed parameters. Research is currently under way
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on this front.
On a grander scheme, the continual efforts to improve the item selec-
tion process in CAT is not only of scholarly or scientific significance but of
paramount importance to the educational testing community. It goes with-
out saying that saving valuable time and resources, promoting test fairness,
accurately measuring ability, and strengthening test security are all top pri-
orities for any test administrator. In these regards, a CAT implementation
that shortens the assessment duration and limits the variability of test times
while maintaining the efficiency of ability estimation and effectively control-
ling item exposure would be an incredible boon. Fortunately, the proposed
GMICT method of response item-informed selection shows great promise in
those respects. Nevertheless, the performance of GMICT on empirical data
as well as its applicability in real, large-scale CAT administrations remain to
be seen.
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