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In the course of classifying the homogeneous permutations, Cameron introduced the
viewpoint of permutations as structures in a language of two linear orders [7], and
this structural viewpoint is taken up here. The majority of this thesis is concerned
with Cameron’s problem of classifying the homogeneous structures in a language of
finitely many linear orders, which we call finite-dimensional permutation structures.
Towards this problem, we present a construction that we conjecture produces all such
structures. Some evidence for this conjecture is given, including the classification of the
homogeneous 3-dimensional permutation structures.
We next consider the topological dynamics, in the style of Kechris, Pestov, and
Todorcˇevic´, of the automorphism groups of the homogeneous finite-dimensional per-
mutation structures we have constructed, which requires proving a structural Ramsey
theorem for all the associated amalgamation classes. Because the ∅-definable equiv-
alence relations in these homogeneous finite-dimensional permutation structures may
form arbitrary finite distributive lattices, the model-theoretic algebraic closure opera-
tion may become quite complex, and so we require the framework recently introduced
ii
by Hubicˇka and Nesˇetril [16].
Finally, we turn to the interaction of model theory with more classical topics in
the theory of permutation avoidance classes. We consider the decision problem for
whether a finitely-constrained permutation avoidance class is atomic, or equivalently,
has the joint embedding property. As a first approximation to this problem, we prove
the undecidability of the corresponding decision problem in the category of graphs.
Modifying this proof also gives the undecidability, in the category of graphs, of the cor-
responding decision problem for the joint homomorphism property, which is of interest
in infinite-domain constraint satisfaction problems.
The results in the first 8 chapters of this thesis largely appeared in the previous
articles [4], [5], and [6]. In many places the arguments and context have been expanded
upon, and in the case of some arguments from [4], they have been simplified.
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1Chapter 1
Introduction
Homogeneous structures have provided a conduit from model theory to combinatorics
at least since the work of Lachlan on the classification of finite homogeneous structures,
which uncovered deep connections with stability theory. In the other direction, the gen-
eralization of this theory to smoothly approximable structures, suggested by Lachlan,
led to the introduction of some fundamental notions in what is now known as neosta-
bility theory, in joint work by Cherlin and Hrushovski. The subject of homogeneity,
and more generally ω-categoricity, is experiencing a golden age of activity at present,
with applications to algorithmic problems, notably constraint satisfaction problems in
the work of Bodirsky and others, links to topological dynamics through the influential
work of Kechris, Pestov, and Todorcˇevic´, and the classification of stable homogeneous
structures being continued in the neostable setting.
Combinatorial applications of model theory bring the study of infinite structures
to bear on the theory of finite structures, generally by taking an appropriate limit
such as an ultraproduct or homogeneous Fra¨ısse´ limit, or in some cases suggest fruitful
analogies between the two. One underdeveloped area from this perspective is the large
and active subject of permutation avoidance classes. Here a start has been made by
Cameron [7], who observed that the category of permutations and embeddings is best
viewed as the category of structures with two linear orders, in which case isomorphism
types will be permutation patterns. He then classified the homogeneous permutations,
or equivalently the permutation avoidance classes with the amalgamation property and
joint embedding. He also posed the analogous problems for generalized permutation
avoidance classes, consisting of structures with a specified finite number of linear orders,
which, as Waton lays out in some detail in the final chapter of his thesis [32], are the
2natural higher dimensional analog of permutations.
Problem 1. Classify, for each m, the homogeneous structures in a language consisting
of m linear orders.
This thesis is concerned mainly with Cameron’s problem concerning homogeneous
finite-dimensional permutation classes and related topics, such as the associated struc-
tural Ramsey theory, but looks toward a richer interaction of model theory with more
classical topics in the theory of permutation avoidance classes, notably associated al-
gorithmic problems.
In addition to Cameron’s problem, another motivation for this classification arose
from the classification of the homogeneous ordered graphs. The classification of various
homogeneous structures equipped with a linear order is of particular importance for
identifying new examples in structural Ramsey theory, and it was for this reason the
classification of homogeneous ordered graphs was undertaken. However, after a lengthy
classification, no new examples were uncovered, as it turned out every homogeneous
ordered graph arises in simple fashion from an unordered homogeneous structure (either
a graph, tournament, or partial order) [10]. To be more precise, these structures are
interdefinable with generic expansions by a linear order of homogeneous graphs or
tournaments, or generic linear extensions of homogeneous partial orders. It is natural
to ask whether a similar statement might hold more generally, which would greatly
simplify classifying homogeneous ordered structures.
Question 1. Is every homogeneous ordered structure interdefinable with an expansion
of a homogeneous proper reduct by a linear order?
Is every primitive homogeneous ordered structure that is the Fra¨ısse´ limit of a
strong amalgamation class interdefinable with an expansion of a homogeneous proper
reduct by a generic linear order?
The minimal case to test this would be to start with a structureless set, iteratively
add linear orders, and observe the homogeneous structures that appear, which brings
us back to investigating the homogeneous finite-dimensional permutation structures.
3The first step toward a classification is the production of a catalog, or census, of
examples occurring “in nature.” This is undertaken in Chapters 3-4, which include
an amalgamation construction producing all known homogeneous finite-dimensional
permutation structures, including many new imprimitive examples.
That construction is based on Λ-ultrametric spaces, which are of independent inter-
est, and provide a presentation of structures consisting of equivalence relations using
an analog of a metric taking values in a lattice Λ. The analogy with metric spaces
provides an amalgamation procedure iff Λ is distributive. Recently, Hubicˇka, Konecˇny´,
and Nesˇetrˇil have introduced a common generalization of Λ-ultrametric spaces and Co-
nant’s generalized metric spaces [11], which seems to provide a unified treatment of
most homogeneous structures in a binary language with constraints of size at most 3
[15].
Our construction of homogeneous finite-dimensional permutation structures pro-
ceeds roughly as follows. One starts with a fully generic Λ-ultrametric space. This
structure is then expanded by linear orders so that every equivalence relation is convex
with respect to at least one definable order, and the equivalence relations are then in-
terdefinably exchanged for additional linear orders. However, we do not work directly
with linear orders, but more generally with certain partial orders which we call subquo-
tient orders. This allows our expansion to be fully generic in a natural sense. We then
introduce the notion of a well-equipped lift, which captures when a set of subquotient
orders is interdefinable with a set of linear orders. Our catalog is then as follows.
Theorem 1.1. For every finite distributive lattice Λ, any well-equipped lift of the class
of all finite Λ-ultrametric spaces is an amalgamation class, and its Fra¨ısse´ limit is
interdefinable with a finite-dimensional permutation structure.
Once a coherent catalog has been found, it is standard to present it as a conjec-
tural classification, although the appearance of further sporadic examples would be
unsurprising. Chapters 5-6 are then concerned with the resulting conjecture.
Conjecture 1. The construction from Theorem 1.1 produces all homogeneous finite-
dimensional permutation structures.
4It is also worth separately stating the primitive case of this conjecture. Two orders
<1, <2 are said to be identified, up to reversal if <1=<2 or <
opp
1 =<2.
Conjecture 2 (Primitivity Conjecture). Every primitive homogeneous finite dimen-
sional permutation structure can be constructed by the following procedure.
1. Identify certain orders, up to reversal.
2. Take the Fra¨ısse´ limit of the resulting amalgamation class, getting a fully generic
structure, possibly in a simpler language.
In personal communication just before the submission of this thesis, Pierre Simon
confirmed a proof of the Primitivity Conjecture [?Simon], as an elaboration on the work
presented in the talk [?Simon2].
Each of Chapters 5 and 6 provides some evidence for the correctness of Conjecture
1. In particular, in Chapter 6 we classify the homogeneous 3-dimensional permutation
structures, and obtain the following result.
Theorem 1.2. Every homogeneous 3-dimensional permutation structure is interdefin-
able with the Fra¨ısse´ limit of some well-equipped lift of the class of all finite Λ-ultrametric
spaces, for some distributive lattice Λ.
There is little general theory that can be applied in such a classification. There is the
fact that in a binary language, whether a finitely-constrained class is an amalgamation
class is decidable from the forbidden substructures. There is also a Ramsey argument
due to Lachlan [23], of seemingly broad applicability, but amalgamation of linear orders
is so constrained that we may proceed more directly.
In Chapter 8, we consider the structural Ramsey property for finite-dimensional per-
mutation structures and Λ-ultrametric spaces (for an introduction to structural Ramsey
theory and the related topological dynamics, see Chapter 2.3). The step in our con-
struction in which linear orders are added so that every ∅-definable equivalence relation
becomes convex with respect to one such looks suspiciously like what one would try in
order to produce a Ramsey expansion of the generic Λ-ultrametric space. This prompts
the question whether the classes thus produced are in fact Ramsey classes, and the
5related question of describing the universal minimal flow of the automorphism group of
the generic Λ-ultrametric space.
Theorem 1.3. Let Λ be a finite distributive lattice and Γ be the generic Λ-ultrametric
space. For every meet-irreducible E ∈ Λ, expand Γ by a generic subquotient order from
E to its successor, let ~Γmin = (Γ, (<Ei)
n
i=1) be structure thus obtained, and
~AminΛ its
finite substructures. Then
1. ~AminΛ is a Ramsey class and has the expansion property relative to AΛ.
2. The logic action of Aut(Γ) on Aut(Γ) · (<Ei)
n
i=1 is the universal minimal flow of
Aut(Γ).
The theorem above gives an explicit description of the universal minimal flow of
Aut(Γ) as isomorphic to the logic action on the full product of the following factors
indexed by i ∈ [n], where n is the number of meet-irreducibles in Λ: the space of linear
orders on Γ if <Ei satisfies a certain condition (its top relation is 1), and otherwise the
full infinite Cartesian power of that space. In particular, the universal minimal flow is
metrizable.
Most of the work in the proof of this theorem is directed toward establishing the
Ramsey property, which we do for all the homogeneous finite-dimensional permutation
structures produced by our construction.
Theorem 1.4. All classes produced by the construction from Theorem 1.1 are Ramsey.
This Ramsey theorem is proven using tools from Hubicˇka and Nesˇetril [16]. In
particular, we use a combination and generalization of various encoding techniques
that were used there in the proofs of Ramsey theorems for the free product of Ramsey
classes and for structures that have a chain of definable equivalence relations.
It is interesting to note that our original version of the main construction from
Theorem 1.1, given in [4], used linear orders rather than subquotient orders, and we
did not give a satisfactory catalog of the homogeneous finite-dimensional permutation
structures there. Although, in hindsight, subquotient orders did implicitly appear in
6that paper, they only came to the foreground, allowing us to complete our goal of a
satisfactory catalog, while considering the Ramsey theory of these structures.
Chapter 9 is not concerned with the amalgamation or Ramsey properties, but in-
stead deals with the much weaker joint-embedding property. Given a hereditary class,
the joint-embedding property is equivalent to the existence of a countable structure
that is finitely universal for that class, i.e. such that its finite substructures are the
finite structures of the class.
In the case of permutation avoidance classes, the joint-embedding property is equiva-
lent to an indecomposability property called atomicity. We are inspired by the following
question of Rusˇkuc [30].
Question 2. Is there an algorithm that, given finite set of forbidden permutations,
decides whether the corresponding permutation avoidance class has the joint-embedding
property?
This question is reminiscent of decidability questions that have been raised in model-
theoretic contexts. The first is a question of Lachlan concerning the decidability of
amalgamation given the forbidden substructures [22], as well as the variants of this
question presented in [10]. The second is the question of the decidability of the existence
of a countably universal countable graph given finitely many forbidden non-induced
subgraphs, or equivalently whether the corresponding theory is small, as discussed in
[9].
As a first step towards a possible solution to Rusˇkuc’s question, we work instead
in the language of graphs. Via a reduction from the tiling problem, we obtain the
following theorem.
Theorem 1.5. There is no algorithm that, given a finite set of forbidden induced
subgraphs, decides whether the corresponding hereditary graph class has the JEP.
Proving this theorem requires representing a 2-dimensional grid in various hereditary
graph classes. However, there seem to be obstacles to representing a grid in permutation
avoidance classes, at least other than the class of all permutations, which prevent an
7analogous argument from being carried out there, although this issue seems to disappear
in higher-dimensional permutation avoidance classes.
By modifying the proof of Theorem 1.5, we obtain an analogous result for the
joint homomorphism property, which is of significant interest in constraint satisfaction
problems.
Theorem 1.6. Work in a language with one binary relation, which will be interpreted
as edge relation of a graph. Then there is no algorithm that, given a finite set of
forbidden induced subgraphs, decides whether the corresponding hereditary graph class
has the joint homomorphism property.
Throughout this introduction, we have been considering hereditary classes of struc-
tures and their limits. The hereditary condition is equivalent to the theory of the class
having a particularly simple form, namely being a universal theory. For such theories,
the existentially closed structures provide a natural class of limit objects. Although it
seems that much of the machinery of model theory can be adapted to the class of exis-
tentially closed structures regardless, one may find it particularly attractive when this
class is first-order axiomatizable, in which case the corresponding theory is called the
model companion of the original theory. If we further have that the model companion is
ω-categorical, then we have a canonical countable limit structure for the class. Further-
more, in the case of graphs, where these issues have been extensively considered, the
existence of an ω-categorical model companion seems intimately tied to the existence of
a countable structure that is countably universal for the class [9], a significantly stronger
limit notion than the finite universality provided by the joint-embedding property. The
model companion is automatically model-complete, i.e. every formula is equivalent to
an existential formula, and if in addition to ω-categoricity we demand full quantifier
elimination, we recover the notion of Fra¨ısse´ limit.
Thus, investigating the existence and model-theoretic properties of the model com-
panion for permutation avoidance classes provides a generalization of the Fra¨ısse´ theory
considered in this thesis, which we begin looking towards in the final chapter.
8Chapter 2
Fra¨ısse´ Theory, Structural Ramsey Theory, and
Topological Dynamics
2.1 Introduction
In this chapter, we present the correspondence between hereditary classes of finite
structures with the amalgamation property and homogeneous structures, as well as the
correspondence between the structural Ramsey theory of such classes and the topologi-
cal dynamics of the automorphism group of the corresponding homogeneous structure.
A general framework for constructing homogeneous structures is given by Fra¨ısse´’s the-
ory of amalgamation classes, reviewed in the next section. While this can be used to
produce many examples of homogeneous structures, it also provides a means for classi-
fication, as the amalgamation property strongly constrains classes of structures and its
implications can be analyzed quite directly.
Many of the notions around homogeneous structures and their automorphism groups
can be considered in the broader class of ω-categorical structures, which by Ryll-
Nardzewski-Svenonius-Engeler theorem are precisely those structures whose automor-
phism groups are oligomorphic, i.e. induce finitely many orbits on n-tuples for each n.
For more about homogeneity and ω-categoricity, see Macpherson’s survey [24].
In addition to results on classification, there has been a significant amount of work
relating to the automorphism groups of homogeneous structures. This includes ques-
tions about the reconstruction of a homogeneous structure from its automorphism
group, and properties such as automatic continuity and the existence of generic au-
tomorphisms.
Of particular note is the correspondence between the topological dynamical property
9of extreme amenability for the automorphism group and the structural Ramsey property
for the corresponding amalgamation class. The first hint of this appeared in Pestov’s
proof of the extreme amenability of (Q, <) using the classical Ramsey theorem [29],
and was fully developed in [21].
At the time, few examples of extremely amenable groups were known. Structural
Ramsey theory had been considered at least since [27], which introduced the powerful
amalgamation-based partite-method for proving the structural Ramsey property. This
immediately yielded many new examples of extremely amenable groups and increased
interest in structural Ramsey theory and the demand for interesting homogeneous struc-
tures to work on.
2.2 Homogeneity Background
2.2.1 Fra¨ısse´’s Theorem
For this chapter, let L be a finite relational language and M a countable L-structure.
Definition 2.2.1. M is homogeneous if any isomorphism between finite substructures
of M extends to an automorphism of M .
Let Age(M) be the class of finite L-structures isomorphic to a substructure of M .
Note Age(M) satisfies the following properties:
(i) Age(M) is closed under isomorphism and substructure.
(ii) Age(M) has countably many isomorphism types.
(iii) Given, B1, B2 ∈ Age(M), there is a C ∈ Age(M) such that B1, B2 embed in C.
The last of the above properties is called the joint-embedding property (JEP).
Definition 2.2.2. A class K of finite L-structures has the amalgamation property (and
will be called an amalgamation class) if, given A,B1, B2 ∈ K with embeddings fi : A→
Bi, there exist a C ∈ K and embeddings gi : Bi → C such that g1 ◦ f1 = g2 ◦ f2.
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Theorem (Fra¨ısse´).
(a) Let M be a homogeneous structure. Then Age(M) has the amalgamation property.
(b) Let K be a collection of finite L-structures satisfying (i)−(iii) from above as well as
the amalgamation property. Then, up to isomorphism, there is a unique countable,
homogeneous L-structure M with Age(M) = K.
The structure M with Age(M) = K from part (b) is called the Fra¨ısse´ limit of K.
Fra¨ısse´’s theorem provides a way to construct homogeneous structures by instead
constructing amalgamation classes, which will be used significantly in Chapter 4. It
also constrains homogeneous structures, as amalgamation is a strong condition whose
implications can be concretely analyzed, and this aspect will be present in Chapters 5
and 6.
2.2.2 Amalgamation Problems and Amalgamation Diagrams
In an amalgamation problem, one is asked to verify the amalgamation condition for
specific structures A,B1, B2, and embeddings fi : A →֒ Bi. This problem can be
represented by an amalgamation diagram.
In such a diagram, the points of the base A are represented by points, while the
points of Bi\A, which we call “extension points”, are represented by circled points. We
sometimes wish to depict an arbitrary finite set, in which case we use a large circle
instead of individual points. The extension points of the first factor B1 are placed on
the left side of the diagram, while those of the second factor B2 are placed on the right
side.
When we are only considering binary languages, the relations are given by putting
an arrow, or edge in the case the language consists of symmetric relations, between any
pair of points in one of the Bi and labeling it with the 2-type between these points (i.e.
the isomorphism type of that pair taken in order); a solution to the problem consists of
determining the 2-types between the extension points in distinct Bi, which may then
be placed on a dotted line between the points.
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Examples of amalgamation diagrams, both with and without solutions, may be
found throughout, beginning with Proposition 3.3.5.
It is worth noting that in order to verify that some class satisfies the amalgamation
property, it suffices to verify a weaker form called 2-point amalgamation, in which
each Bi contains one extension point. Although this is true in general, the proof is
particularly simple for the cases in this thesis since the following hold.
• The languages we consider are binary.
• In the amalgamation strategies we consider, to determine the 2-type between two
extension points, only those extension points and the base are used.
By the first point, a general amalgamation problem only requires determining the 2-
types between extension points in separate factors. By the second point, each of these
2-types can be determined independently by solving the 2-point amalgamation problem
containing the same base and the two relevant extension points.
Example 1. Let G be the class of all finite graphs. Then we may complete amalgama-
tion diagrams by taking the disjoint union of the two factors over the base. The Fra¨ısse´
limit of this class is the infinite random graph.
Example 2. Let L be the class of all finite linear orders. Then we may complete
amalgamation diagrams by first adding any relation forced by transitivity, and then
completing arbitrarily to a linear order. The Fra¨ısse´ limit of this class is (Q, <).
Example 3. Let K be the class of all finite n-dimensional permutation structures, for
some n. Since linear orders can be amalgamated, and the amalgamation strategies can
be carried out independently, K is an amalgamation class. Thus it has a Fra¨ısse´ limit,
called the fully generic n-dimensional permutation structure.
2.2.3 Strong Amalgamation and Related Topics
Definition 2.2.3. An amalgamation class A has strong amalgamation if every amal-
gamation problem can be solved without identifying points from the two factors.
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All the examples from the Section 2.2.2 are strong amalgamation classes. A non-
example would be the amalgamation class corresponding to a finite homogeneous struc-
ture.
We now introduce a model-theoretic concept that, by a standard result, gives an
alternative characterization of strong amalgamation.
Definition 2.2.4. Let M be a structure and A ⊂ M . Then b ∈ M is algebraic over
A if there is some first-order formula φ(x) with parameters from A such that φ(M) is
finite and φ(b) holds.
The algebraic closure of A in M, denoted acl(A), is the set of all b ∈ M algebraic
over A.
Proposition 2.2.5. Let M be a homogeneous structure and A its class of finite sub-
structures. Then A is a strong amalgamation class iff acl(A) = A for all A ⊂M .
Finally, we define the notion of a generic linear order.
Definition 2.2.6. Let M be the Fra¨ısse´ limit of a strong amalgamation class A. Then
the class A< of all expansions of structures in A by a linear order is also a strong
amalgamation class. The Fra¨ısse´ limit of A< is said to be the expansion of M by a
generic linear order.
2.3 Structural Ramsey Theory
Definition 2.3.1. Let K be a class of linearly ordered structures, closed under iso-
morphism. Given A,B ∈ K, let
(
B
A
)
denote the set of substructures of B that are
isomorphic to A. We will say K is a Ramsey class if for any n ∈ N and A,B ∈ K, there
is a C ∈ K such that if
(
C
A
)
is colored with n colors, there is a B̂ ∈
(
C
B
)
such that
(
B̂
A
)
is monochromatic (we will often just say B̂ is monochromatic).
A homogeneous structure M will be called a Ramsey structure if its class of finite
substructures is a Ramsey class.
We give the above definition in terms of linearly ordered structures and coloring
substructures. One could drop the assumption of a definable linear ordering and work
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with embeddings instead of substructures. However, it is fairly easy to see that the
Ramsey property with embeddings implies the structures must be rigid. Furthermore,
in the cases we will be considering, the Ramsey class will have a Fra¨ısse´ limit Γ, and
one can prove, via the connection with topological dynamics discussed in Section 2.3.1)
that Γ must have a ∅-definable linearly ordering. In particular, let Aut(Γ) act on the
compact space of linear orders of Γ via the logic action; by extreme amenability, this
action has a fixed point, which corresponds to a definable linear order.
The following theorem connects Fra¨ısse´ theory and structural Ramsey theory.
Theorem 2.3.2 ([26]). Let K be a hereditary Ramsey class with the joint-embedding
property. Then K has the amalgamation property.
While this statement narrows down the search for Ramsey classes, it seems to go
in only one direction. In order to find Ramsey structures, the most efficient method
seems to be to start with a homogeneous structure and then add relations to obtain
a Ramsey class. In the known cases, it is usually sufficient to add one or more linear
orders, subject to the condition that every ∅-definable equivalence relation should be
convex with respect to some order, which may be viewed as also considering elements
from M eq.
Perhaps the main open question in the area is the following.
Question 3. Does every homogeneous structure in a finite relational language admit
an expansion to a Ramsey structure that is also homogeneous in a finite relational
language? If so, describe that expansion.
An example of Evans, using a Hrushovski construction, shows the hypothesis of
homogeneity cannot be relaxed to ω-categoricity [12].
2.3.1 Topological Dynamics
A G-flow is a continuous action of a topological group G on a compact Hausdorff space.
A G-flow is minimal if it has no non-trivial subflows, or equivalently if every orbit is
dense. By a theorem of Ellis, every topological group G has a unique minimal flow
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that maps homomorphically onto any other minimal G-flow, and is called the universal
minimal flow. A topological group G is called extremely amenable if its universal
minimal flow is a single point, or equivalently if every G-flow has a fixed point.
The following seminal theorem connects structural Ramsey theory and topological
dynamics.
Theorem 2.3.3 ([21]). Let M be a homogeneous structure and G = Aut(M), equipped
with the pointwise convergence topology. Then G is extremely amenable iff M is a
Ramsey structure.
This is an extreme case of the phenomenon that the universal minimal flow of the
automorphism group of a homogeneous structure encodes its obstructions to Ramsey-
ness. When the structure is not already Ramsey, finding a suitable Ramsey expansion
is equivalent to describing the universal minimal flow of its automorphism group. This
correspondence is laid out more fully in later in this section.
More broadly than the case of extreme amenability, it is of interest when the uni-
versal minimal flow is in some sense small. The condition that has received the most
attention is metrizability, which is equivalent to second-countability as the universal
minimal flow is compact Hausdorff.
As discussed below, given a precompact Ramsey expansion with the expansion prop-
erty of a homogeneous structure M, one can describe the universal minimal flow of
Aut(M), and it will be metrizable. In fact, for any homogeneous structure M, if the
universal minimal flow of Aut(M) is metrizable, it can always be identified in this
fashion [33].
We now give the details of identifying the universal minimal flow of the automor-
phism group of a homogeneous structre. The following definitions and theorem are
from [28], extending the work of [21].
Definition 2.3.4. Given an L-structure F , we let Age(F ) denote the set of all L-
structures isomorphic to a finite substructure of F .
Definition 2.3.5. Let L be a relational language, and L∗ a countable relational ex-
pansion of L. Let F be a homogeneous L-structure. Then an L∗-expansion F ∗ of F is
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precompact if any A ∈ Age(F ) has only finitely many L∗-expansions in Age(F ∗).
Definition 2.3.6. Let F be a homogeneous structure, and F ∗ a precompact relational
expansion of F . Then Age(F ∗) has the expansion property relative to Age(F ) if for
every A ∈ Age(F ) there exists a B ∈ Age(F ) such that, for any L∗-expansions A∗ of A
and B∗ of B in Age(F ∗), A∗ embeds into B∗.
Definition 2.3.7. Let L be a language, and L∗ = L∪{Ri}i∈I be a relational expansion.
Let a(i) be the arity of Ri. Given a homogeneous L-structure F , we define P
∗ as
P ∗ =
∏
i∈I
{0, 1}F
a(i)
We may define a group action of Aut(F ) on a given factor as follows: for g ∈ Aut(F )
and Si ∈ F
a(i), g · Si(y1, ..., y(ai))⇔ Si(g
−1(y), ..., g−1(ya(i))).
Finally, we may define the logic action of Aut(F ) on P ∗ as given by applying the
above action componentwise.
Theorem 2.3.8 ([28, Theorems 4, 5]). Let L be a language, L∗ = L ∪ {Ri}i∈I be a
countable relational expansion, and F a homogeneous L-structure. Let F ∗ = (F, ~R∗)
be a precompact L∗-expansion of F . Then we have the following equivalence, with the
closure taken in P ∗.
1. The logic action of Aut(F ) on Aut(F ) · ~R∗ is minimal.
2. Age(F ∗) has the expansion property relative to Age(F ).
Furthermore, the following are also equivalent.
1. The logic action of Aut(F ) on Aut(F ) · ~R∗ is its universal minimal flow.
2. Age(F ∗) has the Ramsey property and the expansion property relative to Age(F ).
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Chapter 3
Homogeneous Permutations, Λ-Ultrametric Spaces, and
Subquotient Orders
3.1 Introduction
This chapter contains preparatory material for the main construction of homogeneous
finite-dimensional permutation structures in the next chapter. First, we present Cameron’s
classification of the homogeneous permutations, where the ideas of the construction and
the corresponding catalog are present in a simple form.
We then present the notions of Λ-ultrametric spaces and subquotient orders. Λ-
ultrametric spaces give a convenient a presentation of structures in a language of equiv-
alence relations such that transitivity becomes analogous to the metric triangle inequal-
ity. Although they are more general, we will primarily use subquotient orders to provide
an alternative means of presenting linear orders convex with respect to various equiv-
alence relations. Such linear orders may interact with each other in complex ways in
our construction, but by interdefinably moving to subquotient orders these interactions
vanish and everything becomes generic.
3.2 Homogeneous Permutations
Up to interdefinability, there are 3 homogeneous permutations. We divide them using
the following notion.
Definition 3.2.1. A structure is primitive if it has no non-trivial ∅-definable equiva-
lence relation.
Theorem 3.2.2 ([7]). Every homogeneous permutation is interdefinable with one of
the following.
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• Imprimitive: Lexicographic ordering (more naturally viewed as equipped with a
single order and an equivalence relation with convex classes, as explained below)
• Primitive:
– Degenerate: The orders agree, up to reversal
– Fully generic, in the sense of the Fra¨ısse´ theory of amalgamation classes
The imprimitive structure is naturally presented as (Q2, E,<lex), where E is the
equivalence relation for agreement in the first coordinate and <lex is the standard lexi-
cographic order. Note that E-classes are <lex-convex. This structure can be presented
as a permutation by interdefinably replacing E by another order <∗, which agrees with
<lex within E-classes and disagrees with <lex between E-classes.
This construction will be generalized in order to generate our catalog of homogeneous
finite-dimensional permutation structures. We will start with a homogeneous structure
consisting solely of equivalence relations. This will then be expanded by enough orders
so that the classes of each equivalence relation are convex with respect to some ∅-
definable order. Finally, we may interdefinably replace the equivalence relations with
additional orders.
3.3 Λ-Ultrametric Spaces
In this section, we set up a language that will be more convenient for our amalgamation
arguments than the language of equivalence relations. One point that is somewhat
ungainly from the point of view of equivalence relations is that when passing to a
substructure, for example a single point, various equivalence relations can collapse, but
we would like to keep the lattice Λ of equivalence relations fixed.
Definition 3.3.1. Let Λ be a lattice. A Λ-ultrametric space is a metric space where the
metric takes values in Λ and the triangle inequality uses the join rather than addition.
Analogous to a pseudometric space, we also define a Λ-ultrapseudometric space as a
Λ-ultrametric space without the requirement that the metric assign non-zero distance
to distinct points.
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Example 4. If Λ is a chain, then Λ-ultrametric spaces are ultrametric spaces in the
standard sense.
These may be viewed in a relational language by using a binary relation for each
possible distance.
As in metric spaces, quotienting out by the relation d(x, y) = 0 in a Λ-ultrapseudometric
space yields a Λ-ultrametric space, and we also have a path variant of the the triangle
inequality: d(x, y) is no greater than the join of the distances between points on any
path from x to y.
Theorem 3.3.2. Fix a finite lattice Λ. LetMΛ be the category of Λ-ultrametric spaces,
with isometries as morphisms. Let EQΛ be the category of structures consisting of a
set equipped with a family of not-necessarily-distinct equivalence relations {Eλ|λ ∈ Λ}
satisfying the following conditions, with embeddings as morphisms.
1. {Eλ} forms a lattice.
2. The map L : λ 7→ Eλ is meet-preserving. In particular, if λ1 ≤ λ2, then Eλ1 ≤
Eλ2 .
3. E0 is equality and E1 is the trivial relation.
Then EQΛ is isomorphic to MΛ. Furthermore, the functors of this isomorphism
preserve homogeneity.
Proof. We first define the functors m : EQΛ → MΛ and e : MΛ → EQΛ giving this
isomorphism.
Given a A ∈ EQΛ, we definem(A) by taking the same universe and defining d(x, y) =∧
{λ ∈ Λ|xEλy}. In the reverse direction, givenM ∈ MΛ, we get define e(M) by taking
the same universe and defining Eλ = {(x, y)|d(x, y) ≤ λ}.
We must check that the images of these maps lie in the specified codomains, that
they are inverses of each other, and that morphisms are preserved.
Claim 1. Let A ∈ EQΛ. Then m(A) ∈ MΛ.
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Proof of Claim. Symmetry is clear. As the finest equivalence relation between x and
itself is equality, and we have assumed E0 is equality, we have d(x, x) = 0. Conversely,
if d(x, y) = 0, then the finest equivalence relation holding between x and y is equality.
We now check the triangle inequality. Fix x, y, z ∈ A. Note Ed(x,y) is the finest
equivalence relation holding between x, y, and similarly Ed(x,z) and Ed(z,y) for x, z and
z, y, respectively. Transitivity of equivalence relations and then the fact that L is
order preserving imply Ed(x,y) ≤ Ed(x,z) ∨ Ed(z,y) ≤ Ed(x,z)∨d(z,y). Thus d(x, y) =∧
{λ|xEλy} ≤ d(x, z) ∨ d(z, y). ♦
Claim 2. Let M ∈MΛ. Then e(M) ∈ EQΛ.
Proof of Claim. We first check the Eλ are equivalence relations. For any x ∈ M ,
d(x, x) = 0, and so in e(M), xEλx for every λ. Symmetry is clear.
For transitivity, suppose xEλyEλz. Then d(x, y), d(y, z) ≤ λ. Thus d(x, z) ≤ λ∨λ =
λ, and so xEλz.
For preservation of meets, note Eλ∧λ′(x, y) ⇐⇒ d(x, y) ≤ λ ∧ λ
′ ⇐⇒ d(x, y) ≤
λ, λ′ ⇐⇒ Eλ(x, y), Eλ′(x, y).
We have E0(x, y) ⇐⇒ d(x, y) ≤ 0 ⇐⇒ d(x, y) = 0 ⇐⇒ x = y. Also,
E1(x, y) ⇐⇒ d(x, y) ≤ 1, which is true for all x, y.
As {Eλ} forms a finite bounded meet-semilattice, it must form a lattice. ♦
Claim 3. Let A ∈ EQΛ and M ∈ MΛ. Then e(m(A)) = A and m(e(M)) =M .
Proof of Claim. In m(A), d(x, y) is the least L-preimage of the finest equivalence rela-
tion to hold between x and y. In e(m(A)), we have Eλ(x, y) ⇐⇒ λ ≥ d(x, y), which
thus gives A.
In e(M), we have Eλ(x,y) ⇐⇒ λ ≥ d(x, y). In m(e(M)), we have d(x, y) is the
least L-preimage of the finest equivalence relation to hold between x and y, which will
be λ. ♦
Claim 4. Let M1,M2 ∈ MΛ, and A1 = e(M1), A2 = e(M2). Then f : M1 → M2 is an
isometry iff f induces an embedding from A1 to A2.
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Proof of Claim. Suppose d(x, y) = d(f(x), f(y)), and suppose Eλ(x, y) in A1. Then
λ ≥ d(x, y) = d(f(x), f(y)). Thus Eλ(f(x), f(y)).
Now suppose Eλ(x, y) ⇐⇒ Eλ(f(x), f(y)). As d(a, b) is determined by the λ such
that Eλ(a, b), we get d(x, y) = d(f(x), f(y)). ♦
Finally, to see the functors preserve homogeneity, note they preserve the notion of
(partial) isomorphism.
There is a well known amalgamation strategy for metric spaces called shortest path
completion, which determines the distance between extension points in distinct factors
by taking the length of the shortest path between them. We here give the analog for
Λ-ultrametric spaces.
Definition 3.3.3. Consider an amalgamation diagram of Λ-ultrametric spaces with
base B. Let x and y be extension points in different factors, and for each bi ∈ B
let d(x, bi) = ei and d(y, bi) = e
′
i. Pre-canonical amalgamation is the amalgamation
strategy assigning d(x, y) =
∧
i(ei ∨ e
′
i).
Definition 3.3.4. Consider an amalgamation diagram of Λ-ultrametric spaces. Sup-
pose that pre-canonical amalgamation assigns d(x, y) = 0 only if x and y realize the
same 1-type over the base (in particular, if pre-canonical amalgamation yields a Λ-
ultrapseudometric space). Then we may define canonical amalgamation as the strategy
of pre-canonical amalgamation, followed by identifying x and y if d(x, y) = 0.
Two-point pre-canonical amalgamation is shown in the figure below (for guidance on
the interpretation of amalgamation diagrams in this thesis, see Section 2.2.2). Note that
by the triangle inequality, we must have d(x, y) ≤ ei ∨ e
′
i for each i. Thus pre-canonical
amalgamation attempts to make d(x, y) maximal while respecting these instances of
the triangle inequality. The next proposition provides a condition on when this is
sufficient to ensure the resulting amalgam satisfies the triangle inequality, with the
proof a straightforward adaptation of the argument for metric spaces.
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x⊙
∧
i(ei ∨ e
′
i) ⊙y
©
B
{e
′
i
} i≤
|B
|
{e
i }
i≤
|B
|
Figure 3.3.1
Proposition 3.3.5. Let Λ be a distributive lattice, and let K be the class of all finite Λ-
ultrametric spaces. Then K is an amalgamation class, and any amalgamation diagram
can be completed by canonical amalgamation.
Proof. It suffices to check that pre-canonical amalgamation in a 2-point amalgamation
diagram produces a Λ-ultrapseudometric space. In other words, we check that Figure
3.3.1 satisfies the triangle inequality, given the distributivity of Λ.
Fix some bi ∈ B and consider the corresponding triangle.
We have d(x, y) =
∧
j(ej ∨ e
′
j) ≤ (ei ∨ e
′
i) = d(x, bi) ∨ d(bi, y), so this side satisfies
the triangle inequality by definition.
The remaining two sides are handled symmetrically, so we only check d(bi, y) ≤
d(bi, x) ∨ d(x, y). We have d(bi, x) ∨ d(x, y) = ei ∨ (
∧
j(ej ∨ e
′
j)) =
∧
j(ei ∨ ej ∨ e
′
j), by
distributivity. We now use the path variant of the triangle inequality, which the diagram
satisfies before the distance between x and y is determined. Going from bi to y, for each
j we get ei ∨ ej ∨ e
′
j ≥ e
′
i (see Figure 3.3.2), giving d(bi, x) ∨ d(x, y) ≥
∧
j e
′
i = d(bi, y).
bj
•
x⊙
e j
⊙y
e ′
j
•
bi
e
′
i
e
i
Figure 3.3.2
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3.4 Subquotient Orders
Rather than expanding Λ-ultrametric spaces directly by linear orders, there are tech-
nical advantages to working with certain partial orders on substructures of quotients,
which we call subquotient orders. The idea behind the change of language is that when
a linear order on Γ is convex with respect to an equivalence relation E, it is better
viewed as two partial orders: one that orders points within any given E-class, and one
that encodes an order on Γ/E. Working with subquotient orders increases the variety
of structures produced by our construction (see Examples 5 and 6, and the following
remark), and significantly simplifies certain proofs.
Definition 3.4.1. Let X be a structure, and E ≤ F equivalence relations on X. A
subquotient-order from E to F is a partial order on X/E in which two E-classes are
comparable iff they lie in the same F -class (note, this pulls back to a partial order on
X). Thus, this partial order provides a linear order of C/E for each C ∈ X/F . We call
E the bottom relation and F the top relation of the subquotient-order.
Depending on the context, we will switch between considering a given subquotient
order as a partial order on equivalence classes, or its pullback to a partial order on
points. A special case of this is when the subquotient order has equality as its bottom
relation, which amounts to equating X with X/ =.
The following theorem is the main result of the next section, but as we use it in this
section, we state it now.
Definition 3.4.2. Let Λ be a lattice, and x ∈ Λ. Then x ∈ Λ is meet-irreducible if
there do not exist y, z 6= x such that x = y ∧ z.
Theorem 3.4.3. Let Λ be a finite distributive lattice, and Γ the generic Λ-ultrametric
space. For each meet-irreducible E ∈ Λ, fix a function fE : {F ∈ Λ|E < F} → N. Then
there is a homogeneous expansion of Γ, generic in a natural sense, adding, for each
meet-irreducible E ∈ Λ and F > E, fE(F ) subquotient orders {<E,F,i}
fE(F )
i=1 from E to
F , generic in the following sense.
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Remark 3.4.4. The meaning of “generic in a natural sense” is made more precise in
Theorem 4.2.3. It is the natural analogue of an expansion by a generic linear order.
We now define two useful constructions with subquotient orders, and then give
two examples of homogeneous finite-dimensional permutation structures that cannot
be produced by the construction of [4], but which can be produced using the theorem
above.
For the remainder of this section, if x is an E-class, and F an equivalence relation
above E, then x/F will represent the F -class containing x.
Definition 3.4.5. Let <E,F be a subquotient order with bottom relation E and top
relation F , and let <F,G be a subquotient order with bottom relation F and top relation
G. Then the composition of <F,G with <E,F , denoted <F,G [<E,F ], is the subquotient
order with bottom relation E and top relation F given by x <F,G [<E,F ]y iff either of
the following holds.
1. x and y are in the same F -class, and x <E,F y
2. x and y are in distinct F -classes, and x/F <F,G y/F .
Definition 3.4.6. Let <E,F be a subquotient order with bottom relation E and top
relation F , and let G be an equivalence relation lying between E and F . Then the
restriction of <E,F to G, denoted <E,F ↾G, is the subquotient order with bottom relation
E and top relation G given by x <E,F ↾G y iff x and y are in the same G-class and
x <E,F y.
Example 5. Let A be the amalgamation class consisting of all finite structures in the
language {E,<1, <2}, where E is an equivalence relation, <1 is a linear order, and <2
is an E-convex linear order that agrees with <1 on E-classes.
Let A′ be the class of all finite structures in the language {E′, <′1, <
′
2}, where E
′ is
an equivalence relation, <′1 is a subquotient order from = to 1, and <
′
2 a subquotient
order from E′ to 1. This is also an amalgamation class, and its Fra¨ısse´ limit Γ′ is
interdefinable with the Fra¨ısse´ limit Γ of A.
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To define Γ from Γ′, let <1=<
′
1, and let <2=<
′
2 [<
′
1↾E]. To define Γ
′ from Γ, let
<′1=<1, and let x <
′
2 y iff ¬xEy and x <2 y.
For the next example, we will use the following lemma, which also enters into the
proof of Lemma 3.4.10.
Lemma 3.4.7. Let Γ be the generic Λ-ultrametric space. Let E ∈ Λ, with E = F1∧F2.
Then a subquotient order <F1,F1∨F2 on Γ with bottom relation F1 and top relation F1∨F2
induces a definable subquotient order with bottom relation E and top relation F2.
Proof. We wish to define an order on E-classes within F2-classes. Since E = F1 ∧ F2,
within a given F2-class each E-class is in a distinct F1-class, and they are all in the same
(F1 ∨F2)-class. Thus, we can define a subquotient order <E,F2 with bottom relation E
and top relation F2 by x <E,F2 y ⇔ x/F1 <F1,F1∨F2 y/F1.
Example 6. For a more complex example of the use of subquotient orders, consider
the full product Q2. This is a homogeneous structure with universe Q2 in the language
{E1, E2, <1, <2}, where E1 and E2 are the relations defined by agreement in the first
and second coordinates, respectively, <1 is a generic subquotient order from E1 to 1,
and <2 is a generic subquotient order from E2 to 1.
Since E1 ∧ E2 = 0, we see that <1 defines a linear ordering on each E2-class, and
<2 defines a linear ordering on each E1-class. Thus, the composition (abusing notation
slightly) <1 [<2] defines an E1-convex linear order, and <2 [<1] defines an E2-convex
linear order.
Remark 3.4.8. These examples cannot be produced by our construction when using
linear orders rather than subquotient orders, as we only forbid substructures of order 3.
However, in Example 5, we must forbid a substructure of order 2 to force <1 and <2 to
agree between E-related points. In Example 6, we must forbid the following substructure
of order 4 (as well as another symmetric substructure):
1. x1E1x2, y1E1y2, ¬x1E1y1
2. x1E2y1, x2E2y2, ¬x1E2x2
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3. x1 <1 x2, y2 <1 y1
If we try to generalize our construction using linear orders by allowing side conditions
of the type appearing in the examples, it becomes unclear which such combinations
should be allowed. We instead translate our construction to work with subquotient
orders and then later move back to the language of linear orders. For this last translation
step, the following definition is essential.
Definition 3.4.9. Let Λ be a finite distributive lattice, and let L be a language con-
sisting of relations for the distances in Λ and finitely many subquotient orders, labeled
with their top and bottom relations. We say that the language L is Λ-well-equipped if
for each E ∈ Λ, E appears as the bottom relation of some subquotient order in L with
distinct bottom and top relations iff E is meet-irreducible.
IfAΛ is the class of all finite Λ-ultrametric spaces, and L a Λ-well-equipped language,
we will call ~AΛ a well-equipped lift of AΛ if it consists of all finite Λ-ultrametric spaces
equipped with subquotient orders from L.
Lemma 3.4.10. Let Λ be a finite distributive lattice, AΛ the class of all finite Λ-
ultrametric spaces, and ~AΛ a well-equipped lift of AΛ, with Fra¨ısse´ limit ~Γ. Then for
every E < F ∈ Λ, ~Γ has a definable subquotient order with bottom-relation E and
top-relation F .
Proof. We prove this by downward induction in Λ. Take an arbitrary E ∈ Λ, and
assume the claim is true for every element above E.
We first note that it is sufficient, for every F ′ ∈ Λ covering E, to construct a
definable subquotient order <E,F ′ with bottom relation E and top relation F
′. Indeed,
by the induction hypothesis, there is some definable subquotient order <F ′,F with
bottom relation F ′ and top relation F , and then the composition <F ′,F [<E,F ′] gives
the desired definable subquotient order.
First assume E is meet-irreducible. Then there is a unique F ′ ∈ Λ covering E.
By assumption, there is some subquotient order <E with bottom relation E and top
relation some F ′′ ≥ F ′. Then the restriction <E↾F ′ is as desired.
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Now assume that E is meet-reducible, and let F ′ cover E. Since E is meet-reducible,
there is some F ′′ > E such that E = F ′ ∧ F ′′. By the induction hypothesis, there
is a definable subquotient order <F ′′,F ′∨F ′′ with bottom relation F
′′, and top relation
F ′∨F ′′. Then Lemma 3.4.7 provides a definable subquotient order with bottom relation
E and top relation F ′.
Corollary 3.4.11. Let Λ be a finite distributive lattice, AΛ the class of all finite Λ-
ultrametric spaces, and ~AΛ a well-equipped lift of AΛ, with Fra¨ısse´ limit ~Γ. Given any
subquotient order <E on ~Γ with bottom relation E and top relation F , we can define
on ~Γ a subquotient order <′E with bottom relation E and top relation 1, in such a way
that x <E y iff x <
′
E y and x, y are in the same F -class.
Proof. By Lemma 3.4.10, there is a definable subquotient order<F with bottom relation
F and top relation 1. Then the composition <F [<E ] is as desired.
Remark 3.4.12. We will later find it useful to have made concrete choices when ap-
plying Lemma 3.4.10 and Corollary 3.4.11. In particular, given an enumeration (<G,i)
of the subquotient orders with bottom relation G for every G ∈ Λ, we may always use
subquotient orders that have 1 in the second index, with the possible exception of the
specified subquotient order <E in Corollary 3.4.11.
Proposition 3.4.13. Let Λ be a finite distributive lattice, AΛ be the class of all finite
Λ-ultrametric spaces, and ~AΛ a well-equipped lift of AΛ, with Fra¨ısse´ limit ~Γ. Then the
relations of ~Γ are interdefinable with a set of linear orders.
Proof. For each E ∈ Λ, and each subquotient order <E,i in the language with bottom
relation E, let <′E,i be a subquotient order as in Corollary 3.4.11. By Lemma 3.4.10, let
<0,E be a definable subquotient order with bottom relation equality and top relation
E, and let <′′E,i be the linear order given by the composition <
′
E,i [<0,E].
Then, in the language consisting of the equivalence relations E ∈ Λ, the set of
subquotient orders is interdefinable with the set of corresponding linear orders produced
above. Note that <′′E,i is E-convex. Then, each E ∈ Λ can be interdefinably replaced
with a linear order <∗E as defined below.
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For each E ∈ Λ:
1. Let <E be the definable linear order such that E is <E-convex
2. Let <∗E agree with <E within E-classes, and agree with the reverse of <E between
E-classes.
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Chapter 4
Generating a Catalog of Homogeneous Finite-Dimensional
Permutation Structures
4.1 Introduction
In this chapter, we present the amalgamation argument needed for our catalog, which
consists of all Fra¨ısse´ limits of well-equipped lifts of generic Λ-ultrametric spaces. By
Proposition 3.4.13, these structures are quantifier-free interdefinable with homogeneous
finite-dimensional permutation structures.
It is an interesting problem to determine the minimum number of orders required
to represent a given structure in our catalog, and we address this point in section 4.4.
We also note that we have a positive answer to Question 1 in the case of the struc-
tures we produce, that we may realize any finite distributive lattice Λ as the lattice of all
∅-definable equivalence relations in some homogeneous finite-dimensional permutation
structure, and that Conjecture 2, the Primitivity Conjecture, is truly a special case of
Conjecture 1.
4.2 The Main Construction
We first repeat the theorem we wish to prove. Note that this will cover some structures
not in our catalog, since we don’t require every meet-irreducible be the bottom relation
for some subquotient order.
Theorem 4.2.1. Let Λ be a finite distributive lattice, and Γ the generic Λ-ultrametric
space. For each meet-irreducible E ∈ Λ, fix a function fE : {F ∈ Λ|E < F} → N. Then
there is a homogeneous expansion of Γ, which is generic in a natural sense, adding, for
each meet-irreducible E ∈ Λ and F > E, fE(F ) subquotient orders from E to F .
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In particular, if fE is identically 0 for every E, we recover Γ itself, and we produce
a well-equipped lift if fE is non-zero for every E.
After the following preparatory definition, we restate this theorem in terms of the
amalgamation property, and prove it.
Definition 4.2.2. Let X be a structure, equipped with a binary relation R and an
equivalence relation E. We say that E is a R-congruence if E(x, x′) and E(y, y′) implies
that R(x, y) iff R(x′, y′).
Theorem 4.2.3. Let Λ be a finite distributive lattice. Let A∗ be the class of finite
structures (A, d, {<Ei}
n
i=1) satisfying the following conditions.
• (A, d) is a Λ-ultrametric space.
• <Ei is a subquotient order with bottom relation Ei, for some meet-irreducible
Ei ∈ Λ, and top relation Fi ∈ Λ.
Then A∗ is an amalgamation class.
Proof of Theorem 4.2.3. Like linear orders, subquotient orders may be amalgamated
independently, so we may assume n = 1, and we will call the only subquotient order
<E with bottom relation E and top relation F .
We first introduce some notation. We define the relations E and
E
−→ on A∗-
structures by
1. a E b⇔ (d(a, b) ≤ E) ∨ (a <E b)
2. a
E
−→ b⇔ ∃x(a E x E b) ∧ (d(a, b) 6≤ E).
We will make use of the following properties of E on A
∗-structures.
1. If a E b <E c or a <E b E c, then a <E c.
2. E is transitive.
3. If a E b E c and d(a, c) ≤ E, then d(a, b), d(a, c) ≤ E.
4. If a E b E a, then d(a, b) ≤ E.
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Property (1) follows from the fact that E is a E-congruence. Properties (2) and
(3) follow from (1), and (4) is a special case of (3).
It suffices to show thatA∗ contains solutions to all two-point amalgamation problems
A∗0 ⊆ A
∗
1, A
∗
2, A
∗
i = A
∗
0 ∪ {ai} for i = 1, 2.
Let A be the extension of the free amalgam given by determining d(a1, a2) by pre-
canonical amalgamation. Either <E is already a subquotient order with bottom relation
E and top relation F , or we need to extend it to one by determining either a1 <E a2
or a2 <E a1. We break this into three cases.
Claim 1. Suppose d(a1, a2) ≤ E. Then for x ∈ A
∗
0, we have
a1 <E x⇐⇒ a2 <E x
In particular, <E is a subquotient order on A from E to F .
Proof of Claim. SinceE is meet-irreducible, if pre-canonical amalgamation yields d(a1, a2) ≤
E, then there is a y ∈ A∗0 such that d(a1, y), d(a2, y) ≤ E.
By the fact that E is a <E-congruence, we get a1 <E x ⇐⇒ y <E x⇐⇒ a2 <E x.
This proves the first part of the claim, and the second part follows immediately. ♦
We also note that if d(a1, a2) = 0, then by the claim above A1 ∼= A2, so we may
amalgamate by identifying a1 with a2.
Claim 2. Suppose d(a1, a2) 6≤ F . Then <E is a subquotient order on A from E to F .
Proof of Claim. This is clear, as a1 and a2 lie in distinct F -classes in A. ♦
Claim 3. Suppose d(a1, a2) ∈ (E,F ]. On A, define <
∗
E=<E ∪
E
−→. Then
1. a1
E
−→ a2 and a2
E
−→ a1 cannot both hold.
2. E is a <∗E-congruence.
Proof of Claim.
(1) Suppose a1
E
−→ a2
E
−→ a1. Then there exist x1, x2 such that a1 E x1 E a2, and
a2 E x2 E a1.
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In particular, x1 E x2 E x1, so d(x1, x2) ≤ E. As d(a1, a2) 6≤ E, we may suppose
d(a1, x2) 6≤ E.
But x2 E a1, so x2 <E a1 E x1. Thus x2 <E x1, which contradicts x2 E x1.
(2) We check that E is a <∗E-congruence. Since d(a1, a2) 6≤ E, it suffices without
loss of generality to consider some x ∈ A∗0 such that d(a1, x) ≤ E, d(a2, x) ∈ (E,F ].
In this case, we claim
a1
E
−→ a2 ⇐⇒ x <E a2 a2
E
−→ a1 ⇐⇒ a2 <E x
The implications from right to left hold by the definition of
E
−→.
For the implication from left to right, we consider only the case a1
E
−→ a2, since the
other is similar. By definition, there exists some y such that a1 E y E a2. Then
x E a1 E y, so x E y. Since y E a2, then x E a2. Since d(x, a2) 6≤ E, we have
x <E a2. ♦
Claims 1 and 2 dispose of the cases in which d(a1, a2) 6∈ (E,F ]. By Claim 3, if
d(a1, a2) ∈ (E,F ] and a1
E
−→ a2, we may complete amalgam by determining a1 <E a2,
and vice versa if a2
E
−→ a1. If d(a1, a2) ∈ (E,F ] and neither a1
E
−→ a2 nor a2
E
−→ a1, we
may complete the amalgam by arbitrarily determining either a1 <E a2 or a2 <E a1.
4.3 Observations on the Catalog
In this section, we make some observations about the structures produced in Theorem
4.2.1. The first is that they fall into the regime suggested by Question 1. Next, we
show the lattice of ∅-definable equivalence relations is not affected by the expansion by
subquotient orders, and so each finite distributive lattice Λ appears as such a lattice for
some homogeneous finite-dimensional permutation structure. Finally, we observe the
structures produced by this method satisfy the Primitivity Conjecture.
Before addressing Question 1 in this context, we note that the reduct should also be
a strong amalgamation class in order for there to be an expansion by a generic linear
order. However, this follows from the hypotheses.
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Lemma 4.3.1. Let Γ be the Fra¨ısse´ limit of a strong amalgamation class and Γred a
homogeneous reduct. Then Γred is also the Fra¨ısse´ limit of a strong amalgamation class.
Proof. We will use the equivalence that a homogeneous structure is the Fra¨ısse´ limit of
a strong amalgamation class iff it has trivial algebraic closure, i.e. acl(A) = A for any
subset A. However, any formula witnessing some non-trivial algebraic closure in Γred
will still witness it in Γ.
We now address Question 1.
Proposition 4.3.2. Let Λ be a finite distributive lattice, and ~Γ the Fra¨ısse´ limit of a
well-equipped lift of the class of all finite Λ-ultrametric spaces. Then ~Γ is the expansion
by a linear order of a homogeneous proper reduct. Furthermore, if ~Γ is primitive, the
linear order may be taken to be generic.
Proof. In ~Γ, there are definable subquotient orders <0,E from 0 to E and <F,1 from F
to 1. We now take the reduct ~Γred forgetting a single generic subquotient order <E,F
from E to F . Then the expansion of ~Γred by the linear order <F,1 [<E,F [<0,E]] yields
~Γ.
If ~Γ were primitive then we would have E = 0 and F = 1. Thus the linear order we
add back at the end would just be <E,F , which would be a generic linear order.
By iterating the above proof, we get the corollary that any homogeneous finite-
dimensional permutation structure produced by our construction, with a lattice Λ
of ∅-definable equivalence relations, can be produced by starting with the generic Λ-
ultrametric space and iteratively adding linear orders, with each step yielding a homo-
geneous structure producible by our construction. However, the corresponding result
replacing the generic Λ-ultrametric space with a structureless set is not true. To see this,
consider the full product Q2 (see Example 6), which may be presented in a language of
four linear orders. However, any reduct to three linear orders is no longer homogeneous
(one can either directly find a violation of homogeneity, or check the classification of
homogeneous 3-dimensional permutation structures in Chapter 6).
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Lemma 4.3.3. Let Λ be a finite distributive lattice, and Γ the generic Λ-ultrametric
space. Let A∗ be as in Theorem 4.2.3, with Fra¨ısse´ limit Γ∗. Then the lattice of ∅-
definable equivalence relations in Γ∗ is isomorphic to Λ; in particular, it is distributive.
Corollary 4.3.4 (Representation Theorem). Let Λ be a finite distributive lattice. Then
there is a homogeneous finite dimensional permutation structure whose lattice of ∅-
definable equivalence relations is isomorphic to Λ.
Proof of Lemma 4.3.3. Any 2-type p realized inM by the ordered pair (a, b) is encoded
by the data (Ep, pord) where Ep = Ed(a,b) and pord is the type of (a, b) in the language
restricted to the subquotient orders <Ei , which records whether a <Ei b, b <Ei a, or
a, b are <Ei-incomparable, for each i ∈ [n].
We may consider such a 2-type as a minimal nontrivial ∅-definable binary relation
on M. Let E′p denote the smallest equivalence relation containing the relation p: i.e.,
the transitive and reflexive closure of the symmetrized type p ∪ pop, where pop is the
type of (b, a).
Claim. Let p be a 2-type realized in M. Then
E′p = Ep
Given the claim, consider an arbitrary ∅-definable equivalence relation E on M.
This is the union of the 2-types p contained in E, and hence is the join of the equivalence
relations E′p generated by those types. Since E
′
p = Ep, this join lies in Λ.
Proof of Claim. If a = b then Ep and E
′
p are both equality, so suppose a 6= b. Since the
pair satisfies Ep(a, b), it follows that E
′
p ⊆ Ep.
Conversely, suppose that we have a pair c, d satisfying Ep(c, d). Let q be the type
of (c, d). We extend (c, d) to a triangle (a, c, d) by setting tp(a, c) = tp(a, d) = p. If this
triangle belongs to A∗, then by homogeneity it embeds into Γ∗ over (c, d), so E′p(c, d)
holds and we are done. (And the proof shows Ep = p ◦ p
op.)
So let us check the conditions on the triangle (a, c, d), to show it is in A∗.
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Figure 4.3.1
1. The Λ-metric triangle inequality holds. The labels are (Ep, Ep, Eq) where Eq =
d(c, d) ≤ Ep. So this is clear.
2. The relations <Ei are subquotient orders. We only need to check transitivity, and
since for each i we have a <Ei c, d, or c, d <Ei a, or a is <Ei-incomparable with c, d,
this is clear. ♦
Proposition 4.3.5. Let Γ be the generic n-dimensional permutation structure, in the
language {<1, ..., <n}, and let < be a definable linear order on Γ. Then there is an
i ∈ [n] such that <=<i or <=<
opp
i .
Proof. Note that < must be a union of 2-types ∪qi, and for each 2-type, exactly one of
it and its opposite must be appear as some qi. We may assume q0 ⊢ x <i y for all i. If
the conclusion is false, then for each i ∈ [n], there must be a type pi = qj for some j,
such that pi ⊢ y <i x.
Now consider the partial structure onX = {x1, ..., xn+1} given by setting pi(xi, xi+1)
for each i ∈ [n]. For each i ∈ [n], looking at <i on X gives a directed acyclic graph,
whose transitive closure is a partial order in which x1 and xn are <i-incomparable.
This can then be completed to a linear order in which xn <i x1.
Each <i is a linear order in the resulting structure, which is thus a substructure
of Γ. However, we have x1 < ... < xn but xn < x1. Thus < is not transitive on this
structure, and so does not define a linear order on Γ.
Corollary 4.3.6. Suppose Conjecture 1 is true. Then Conjecture 2, the Primitivity
Conjecture, is true.
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Proof. Let Γ be a primitive homogeneous n-dimensional permutation structure. Assum-
ing Conjecture 1, Γ is interdefinable with Γ′, the fully generic m-dimensional permuta-
tion structure for some m ≤ n. If m = n, we are finished. If not, then by Proposition
4.3.5 the additional linear orders in Γ must be equal to one of the m liner orders in Γ′,
up to reversal, proving the Primitivity Conjecture.
4.4 The Number of Orders Needed for the Representation Theorem
Although we have finished the proof of the Representation Theorem, the translation
from equivalence relations and subquotient orders to linear orders via Proposition 3.4.13
made no attempt to minimize the number of linear orders used. Before continuing, we
take this section to provide a better bound on the number of orders required.
Question 4. Given a homogeneous finite-dimensional permutation structure Γ pre-
sented in a language of equivalence relations and subquotient orders, what is the min-
imal n such that Γ is quantifier-free interdefinable with an n-dimensional permutation
structure?
A first remark is that it is not true that one needs at most n orders to represent a
structure with at most 2n 2-types. This is illustrated by the full product Q2 (see Ex-
ample 6), which only has 8 non-trivial 2-types, but requires 4 linear orders to represent.
This fact can be seen by noting this structure does not appear in a our classification
of homogeneous 3-dimensional permutation structures in Chapter 6. However, we will
now give a direct argument, which shows how increasing the number of linear orders
adds more freedom beyond simply increasing the number of 2-types, due to transitivity
constraints.
Lemma 4.4.1. Let Γ be a homogeneous 3-dimensional permutation structure. Then Γ
does not have incomparable ∅-definable equivalence relations.
Proof. Suppose E,F are incomparable ∅-definable equivalence relations in Γ. Then E
contains some 2-type p and its opposite, and F contains some distinct 2-type q and its
opposite. By possibly permuting and reversing orders, we may assume p ⊢ x <i y for
all i, and q ⊢ {x <1 y, x <2 y, y <3 x}.
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Consider the following amalgamation diagram, with p = tp(x, b), q = tp(b, y).
x⊙ ⊙y
•b
q
✲
p ✲
Figure 4.4.1
Transitivity forces x <1 y and x <2 y. If x <3 y, then tp(x, y) = p, and if y <3 x
then tp(x, y) = q. Either choice leads to a violation of transitivity of these equivalence
relations.
As a final note, evidence from Chapter 6 hints that in the case when the lattice
of ∅-definable equivalence relations is linear, the trivial bound of n orders to represent
structures with at most 2n 2-types might be attainable.
In this section, we concerned with the following subquestion, asking how many linear
orders are needed for Corollary 4.3.4, the Representation Theorem.
Question 5. Given a lattice Λ, what is the minimal n such that Λ is isomorphic
to the lattice of ∅-definable equivalence relations of some homogeneous n-dimensional
permutation structure?
The basic idea is that when the lattice is a chain, the encoding can be done with
nearly maximal efficiency. We thus partition the meet-irreducibles into chains and
encode each chain separately.
Proposition 4.4.2. Let {Ei} be a chain of equivalence relations of height at most
2n − 1, and let < be a linear order such that each Ei is <-convex. Then there exist n
linear orders {<j}, such that each <j is quantifier-free definable in ((Ei), <), and each
Ei is quantifier-free definable in (<, (<j)).
Proof. We may suppose the chain has height exactly 2n − 1, and does not contain
equality or the universal relation, since those are already definable. Extend the chain
to length 2n + 1 by letting E0 be equality, and E2n be the universal relation. In
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the language (<, (<j)
n
j=1), where the <j are binary relations, enumerate the non-trivial
quantifier-free 2-types containing the formula x < y (and so these 2-types merely specify
whether x <j y for each j) as (pi : 1 ≤ i ≤ 2
n). We will use each pairing pi ∪ p
op
i to
produce an equivalence relation.
Define the relation Rj(x, y)⇔
∨
{i|(x<jy)∈pi}
(Ei(x, y)∧¬Ei−1(x, y)). We now define
<j to be the canonical irreflexive, asymmetric extension of (x < y) ∧ Rj(x, y), i.e.
x <j y ⇔ ((x < y) ∧ Rj(x, y)) ∨ ((y < x) ∧ ¬Rj(y, x)). Thus each <j is quantifier-free
definable from ((Ei), <).
Conversely, we see x(Ei\Ei−1)y ⇔ (x < y ∧ type(x, y) = pi) ∨ (y < x ∧ type(x, y) =
popi ), so each Ei is quantifier-free definable from (<, (<j)).
It remains to check that the relations <j are actually linear orders. Clearly <j is
irreflexive and asymmetric, so we check that it is total and has no cycle. To see it is
total, first assume x < y. Then if x 6<j y, we must have ¬Rj(x, y). But then y <j x.
We now show there is no cycle. Suppose x <j y <j z <j x. Up to a change
of notation (cyclically permuting the variables, and reversing < if needed), we may
assume x < y < z. Let d(x, y) = min(Ei : Ei(x, y)), and define d(x, z) and d(y, z)
similarly. By the <-convexity of the Ei, we have d(x, y), d(y, z) ≤ d(x, z), and so the
triangle inequality gives either d(x, z) = d(x, y) or d(x, z) = d(y, z). In the first case,
our definition of <j gives x <j z iff x <j y, since type(x, z) = type(x, y) in the language
(Ei), <), and similarly in the second case it gives x <j z iff y <j z.
Qn with the lexicographic order can naturally be expressed in a language of one
order < and a chain of n − 1 <-convex equivalence relations Ei, 1 ≤ i ≤ n − 1, given
by xEiy iff x and y agree in the first i coordinates. The lexicographic Q
2 requires
two orders to define, and the lexicographic Q3 requires three. One might expect each
new convex equivalence relation to require an additional order, but we already see the
exponential growth implied by the above proposition illustrated by the lexicographic
Q4, which also only requires three orders.
Corollary 4.4.3. Let Λ be a finite distributive lattice, Λ0 the poset of meet-irreducibles
of Λ\ {0,1}, and L a set of chains covering Λ0. Then the dimension of the permutation
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structure needed for the Representation Theorem is at most |L|+
∑
L∈L ⌈log2(|L|+ 1)⌉.
Proof. We construct a well-equipped lift of the generic Λ-ultrametric space. For each
L ∈ L, enumerate its elements from least to greatest as {λL,i}
nL
i=1 and perform the
following.
1. For each i, expand by a generic subquotient order from EL,i to EL.i+1.
2. Expand by a generic subquotient order from EL,nL to 1.
3. If 0 is meet-irreducible, expand by a generic subquotient order from 0 to EL,1.
In the case 0 is meet-reducible, then for each L ∈ L we may use Lemma 3.4.10 to
define a subquotient order from 0 to EL,1. Now, for each L ∈ L, by taking compositions
of the respective subquotient orders, we may define a linear order <L convex with
respect to each EL,i ∈ L. We have so far added |L| linear orders.
Now each L ∈ L considered with the order <L satisfies the hypotheses of Proposition
4.4.2, and so the equivalence relations labeled by elements of L are definable after the
addition of ⌈log2(|L|+ 1)⌉ linear orders. Thus all the elements of Λ0 are definable a fur-
ther expansion by
∑
L∈L ⌈log2(|L|+ 1)⌉ linear orders, and all of Λ is definable from the
elements of Λ0. The quantifier-free-definability conditions from Proposition 4.4.2 ensure
that the structure obtained by adding these linear orders and removing the equivalence
relations is still homogeneous with the same lattice of ∅-definable equivalence relations,
and so we obtain the bound of the statement.
When considering the possible optimality of this bound, note that in a homogeneous
Λ-ultrametric space, if E,F ∈ Λ are incomparable then every E-class must meet every
F -class in the same E ∨ F class. Thus no linear order can be convex with respect to
incomparable equivalence relations.
Consider Q2 with two equivalence relations, each given by equality in one of the
coordinates. There are no further non-trivial ∅-definable equivalence relations, and so
the above corollary gives a bound of four orders to define this structure, which is in
fact the number needed. We do not know if the bound of Corollary 4.4.3 is tight in
general.
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Chapter 5
Towards the Completeness of the Catalog
5.1 Introduction
In this chapter, we provide some evidence for the conjecture that our construction pro-
duces all homogeneous finite-dimensional permutation structures. In Chapter 6, we pro-
vide further evidence for this conjecture by classifying the homogeneous 3-dimensional
permutation structures.
The construction of Chapter 4 suggests the following conjecture. In particular, the
backward direction is 4.3.4, and Lemma 4.3.3 shows Conjecture 1 would imply the
forward direction.
Conjecture 3 (The Distributivity Conjecture). A finite lattice is isomorphic to the
lattice of ∅-definable equivalence relations in some homogeneous finite dimensional per-
mutation structure iff it is distributive.
The main result of the first section is a partial result in the forward direction, which
actually follows from a more general result involving the infinite index property (see
Definition 5.2.1 and Lemma 5.2.5).
Theorem 5.2.7. Let Λ be the lattice of ∅-definable equivalence relations in a homoge-
neous finite dimensional permutation structure M. If the reduct of M to the language
of equivalence relations from Λ is homogeneous, then Λ is distributive.
This implies that if there is a homogeneous finite-dimensional permutation structure
with a non-distributive lattice of ∅-definable equivalence relations, it must have a com-
pletely different method of construction. We cannot simply start with a homogeneous
Λ-ultrametric space and take an expansion preserving the equivalence relation struc-
ture. The more general result alluded to above, involving the infinite index property,
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sharpens this considerably.
In the next section of this chapter, we consider homogeneous permutation struc-
tures in which all minimal forbidden substructures are of order 2. Such a structure is
necessarily primitive, since defining equivalence relations requires forbidding 3-types,
and thus the Primitivity Conjecture predicts its form. This is confirmed, in this special
case, by the following proposition.
Proposition 5.3.1. Let K be an amalgamation class of n-dimensional permutation
structures. If no 3-type compatible with the allowed 2-types is forbidden, then the for-
bidden 2-types collectively specify that certain orders agree up to reversal.
5.2 Towards the Necessity of Distributivity
We first define a property that will be satisfied by the lattice of ∅-definable equivalence
relations in any homogeneous finite-dimensional permutation structure.
Definition 5.2.1. Let M be a structure with a transitive automorphism group.
1. For ∅-definable equivalence relations F ⊂ E on M, set
[E : F ] = |C/F |
for C any E-class, and call this the index of F in E.
2. Let Λ be the lattice of ∅-definable equivalence relations on M. Then Λ has the
infinite index property (IIP) if whenever F ⊂ E for E,F ∈ Λ, [E : F ] is infinite.
Lemma 5.2.2. Given a homogeneous finite-dimensional permutation structure M, let
Λ be the lattice of ∅-definable equivalence relations. Then Λ satisfies the IIP.
Proof. Let E,F ∈ Λ with F < E, and let p be a 2-type of orders that is realized in
E\F . Then p is an intersection of linear orders, and so gives a partial order on a given
E-class. Since the structure’s automorphism group is transitive, this partial order has
no maximal elements, and so contains an infinite linear order L. The 2-type between
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any pair of elements of L is p, and thus every pair is E-related but not F -related. Thus
[E : F ] ≥ |L| is infinite.
The following lemma is reminiscent of Neumann’s lemma that a group cannot be
covered by finitely many cosets of subgroups of infinite index. We generalize from the
group-theoretic setting, replacing the equivalence relations induced by subgroups with
equivalence relations in some lattice, but impose the stronger condition that this lattice
must satisfy the IIP.
Lemma 5.2.3. Let Λ be a finite lattice of equivalence relations satisfying the IIP, and
let E ∈ Λ with C an E-class. Let {Bi}i∈I be a finite set of equivalence classes of certain
equivalence relations in Λ such that for each of the corresponding equivalence relations
Ei ∈ Λ, Ei 6≥ E. Then there exists some c ∈ C\
⋃
i∈I Bi.
Proof. We proceed by induction on the height of E in the lattice. In the base case, E
is equality, and the claim is vacuous.
Now assume E is higher up. We wish to work entirely below E, so we replace each
Bi with Bi ∩ C, and replace each Ei with Ei ∩ E. Let E
′ be a maximal equivalence
relation strictly below E. Then, for any Ei, we cannot have Ei ≥ E
′ unless Ei = E
′.
Since we are trying to avoid finitely many equivalence classes, and by the IIP there
are infinitely many E′-classes in C, we may pick an E′-class C ′ ⊂ C that is not equal
to any of the Bi. Then, letting I
′ = {i ∈ I|Ei 6= E
′}, by induction we can find a
c ∈ C ′\
⋃
i∈I′(Bi ∩C) ⊆ C\
⋃
i∈I Bi.
We now use the above lemma to prove a one-point extension property for homoge-
neous Λ-ultrametric spaces where Λ satisfies the IIP. However, we restate the property
using amalgamation classes and diagrams.
Lemma 5.2.4. Let K be an amalgamation class of Λ-ultrametric spaces with Fra¨ısse´
limit M, and suppose the lattice of ∅-definable equivalence relations in M satisfies the
IIP. Let K ∈ K with K = X ∪ {b}, e ∈ Λ, and B = {b, y} with d(b, y) = e. Then
the canonical amalgam of K and B is in K. (Alternatively, the amalgamation diagram
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X© ⊙y
•
b
e
{e
i }
i≤
|X
|
Figure 5.2.1
below, with arbitrary first factor, a single point in the base, and a single extension point
in the second factor, can be completed by canonical amalgamation.)
Proof. Identify the elements of Λ with the corresponding ∅-definable equivalence rela-
tions inM. We choose y ∈ M using Lemma 5.2.3 with E = e, C the e-class containing
b, and {Bi} the set of equivalence classes containing b for every equivalence relation be-
low e, as well as, for every xi ∈ X, the equivalence classes containing xi for equivalence
relations not above e. Note that the first group of Bi ensures that d(b, y) = e.
Now fix an xi ∈ X, let d(xi, b) = ei, and let d(xi, y) = e
′. From the second group of
Bi, we have e ≤ e
′. Thus, using the triangle inequality for the upper bound, we have
e ≤ e′ ≤ e ∨ ei. Then, ei ≤ e
′ ∨ e = e′, so ei ≤ e
′ as well. Thus e′ = e ∨ ei.
Lemma 5.2.5. Let M be a homogeneous structure equipped with a set of equivalence
relations forming a finite lattice Λ satisfying the IIP. Then Λ is distributive.
Proof. Let K be the amalgamation class corresponding to M, viewed as a class of
Λ-ultrametric spaces.
Claim 1. Suppose both factors of the amalgamation diagram shown in Figure 5.2.2 are
contained in an amalgamation class of Λ-ultrametric spaces, for every e, f, g ∈ Λ. Then
Λ is distributive.
Proof of Claim. Let d(x, y) = h in the completed diagram. Then h ≤ e and h ≤ f by
the triangle inequality. Going from x to u via y, the triangle inequality gives (e ∨ g) ∧
(f ∨ g) ≤ h ∨ g ≤ (e ∧ f) ∨ g, and so the claim follows. ♦
Claim 2. K contains both factors of the amalgamation diagram shown in Figure 5.2.2
for every e, f, g ∈ Λ.
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x⊙ ⊙y
v•
e ∨ f
e
e
•w
f
f
(e∨g)∧(f∨g)
•
u
f
∨
ge ∨
g g
Figure 5.2.2
Proof of Claim. Because Λ satisfies the IIP, we may use the one-point extension prop-
erty in Lemma 5.2.4 to build the factors of Figure 5.2.2 one point at a time. For the
second factor (omitting x), we start with y as a base point, and proceed as in Figure
5.2.3, adding v, w, and u, in order.
v⊙ v⊙
e ∨ f
⊙w w⊙
y•
e
y•
fe
v⊙
e ∨ f
e ∨ g
⊙u
f ∨ g
y•
f
ge
Figure 5.2.3
The construction of the first factor proceeds similarly, starting with x as a base point,
but in the step corresponding to the last diagram of Figure 5.2.3, we put d(x, u) =
(e ∨ g) ∧ (f ∨ g) instead of d(x, u) = g. Since the diagram is then completed by
canonical amalgamation, in we must check that f ∨ ((e ∨ g) ∧ (f ∨ g)) = f ∨ g and
e ∨ ((e ∨ g) ∧ (f ∨ g)) = e ∨ g. Since the arguments are identical, we will only consider
the first identity.
Clearly, f ∨ ((e ∨ g) ∧ (f ∨ g)) ≤ f ∨ g, and f ∨ ((e ∨ g) ∧ (f ∨ g)) ≥ f ∨ g, since
(e ∨ g) ∧ (f ∨ g) ≥ g. ♦
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The following example of a homogeneous Λ-ultrametric space, where Λ is the non-
distributive diamond lattice M3, shows that some IIP-like property is necessary in
Lemma 5.2.5.
Example 7. Let Λ be a copy of M3 with non-trivial equivalence relations E1, E2, and
E3. Let M be an Λ-ultrametric space on 4 points {a, b, c, d}, defined as follows.
There are 2 Ei-classes, for each i. The E1-classes are {a, b} and {c, d}. The E2-
classes are {a, c} and {b, d}. The E3-classes are {a, d} and {b, c}.
It is easy to check that M is homogeneous, yet its lattice of ∅-definable equivalence
relations is Λ.
The above example can be viewed as taking the equivalence relations to be parallel
classes of lines in the affine plane over F2.
Corollary 5.2.6. Let Λ be a finite lattice, and suppose the class of all finite Λ-
ultrametric spaces is an amalgamation class. Then Λ is distributive.
Proof. For each pair E,F ∈ Λ with E ≤ F , it is easy to construct a finite Λ-ultrametric
space consisting of a single F -class containing arbitrarily many E-classes. As all these
structures embed into the Fra¨ısse´ limit, its lattice of ∅-definable equivalence relations
must satisfy the IIP. The results follows from Lemma 5.2.5.
Theorem 5.2.7. Let Λ be the lattice of ∅-definable equivalence relations in a homoge-
neous finite dimensional permutation structure M. If the reduct of M to the language
of equivalence relations from Λ is homogeneous, then Λ is distributive.
Proof. By Lemma 5.2.2, Λ satisfies the IIP. Thus, we may apply Lemma 5.2.5 to con-
clude.
5.3 Forbidding Only 2-Types
In Cameron’s homogeneous permutations, whenever a 2-type is forbidden it forces one
order to be equal to another, up to reversal. This need not always be the case in higher
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dimensional homogeneous permutation structures. Consider Q4 as a lexicographic or-
der. As discussed following Proposition 4.4.2, this structure can be defined using 3
orders. Since each ∅-definable equivalence relation is separated by a single 2-type and
its opposite, forbidding a 2-type and its opposite causes one equivalence relation to
collapse to one beneath it, and the resulting structure is the lexicographic Q3. Since
we only forbid one pair of 2-types, we cannot have made one order equal to another,
up to reversal.
We know two ways to forbid 2-types in homogeneous finite-dimensional permutation
structures: collapse one order to another, up to reversal, or collapse one equivalence
relation to another. In the second case, we must forbid some 3-types compatible with
the allowed 2-types, i.e. 3-types respecting the transitivity constraints such that the
restriction to any 2 variables is an allowed 2-type. The following result hints that these
two constructions may be typical to some degree.
Proposition 5.3.1. Let K be an amalgamation class of n-dimensional permutation
structures. If no 3-type compatible with the allowed 2-types is forbidden, then the for-
bidden 2-types collectively specify that certain orders agree up to reversal.
The following diagram will reappear prominently in Chapter 6, so we extract its
definition and an associated lemma from the proof of Proposition 5.3.1.
Definition 5.3.2. Give 2-types p, q, r, the (p, q, r)-majority diagram is the following
amalgamation diagram, where x1
q
−→ x3 holds (and follows from x1
q
−→ x2
q
−→ x3), but is
not drawn.
x1
•
a1⊙
p✲
p
✲
•x2
q
❄ r✲ ⊙a2
q
✲
•
x3
q
❄ r
✲
q ✲
Figure 5.3.1
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Lemma 5.3.3. There is a unique solution to the (p, q, r)-majority diagram, given by
a1 <i a2 iff <i is true in at least two of p, q, and r.
Proof. Note that every pair of p, q, and r appears on a path of length two from a1 to
a2. Thus if <i is true in some pair, the path containing that pair will force a1 <i a2,
and vice versa if <i is false in some pair.
Proof of Proposition 5.3.1. First, assume that no two orders are equal up to reversal,
since otherwise we could pass to a reduct in which this is the case. Then we must show
that any 2-type is realized.
We will use the notation [n] = {1, ..., n} and let
([n]
k
)
denote the set of k-subsets of
[n]. Given 2-types p and q and X ⊂ [n], we say p is an X-approximation to q if p and
q agree on the orders indexed by elements of X.
Given a 2-type t, we will prove t is realized using induction on the size of ap-
proximations to t. By assumption, given any X ∈
(
[n]
2
)
, there is a non-forbidden
X-approximation to t; otherwise the orders in X would have to be equal up to reversal.
Claim. Let p, q, r be 2-types realized in K. Then both factors of the (p, q, r)-majority
diagram are in K.
Proof of Claim. We consider only the first factor, since there is a symmetric argument
for the second factor. First, note that by transitivity of 2-types, the first factor is the
unique amalgam of two triangles, as shown in the following diagram:
x3
⊙
a1•
p✲
p
✲
•x2
q
❄
⊙
x1
q
❄
q ✲
Figure 5.3.2
Both factors of this last diagram are in K, because no 3-types compatible with the
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allowed 2-types are forbidden, so the only constraint is transitivity. However, because
each triangle has two equal sides pointing from or to the same point, all transitivity
constraints are satisfied. ♦
We are now ready to treat the inductive step of our argument. Suppose the 2-type t
has a non-forbidden X-approximation for every X ∈
([n]
k
)
. Fix Y ∈
( [n]
k+1
)
. Without loss
of generality, we may assume Y = [k + 1]. Let p be a {1, ..., k}-approximation to t, q
a {1, ..., k − 1, k + 1}-approximation to t, and r a {k, k + 1}-approximation to t. Then,
by Lemma 5.3.3, the solution to the corresponding (p, q, r)-majority diagram will be a
Y -approximation to t.
As mentioned in the introduction, Proposition 5.3.1 confirms a special case of the
Primitivity Conjecture.
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Chapter 6
The Classification of Homogeneous 3-Dimensional
Permutation Structures
6.1 Introduction
In this chapter, we continue to explore the conjectural completeness of our catalog
of homogeneous finite-dimensional permutation structures. The main result of this
chapter is the classification of the homogeneous 3-dimensional permutation structures,
confirming Conjecture 1 in this case. In particular the Primitivity Conjecture holds, as
does the Distributivity conjecture; in fact, the lattice of ∅-definable equivalence relations
is linear. Most of the structures in the catalog are compositions of simpler structures,
in the following sense.
Definition 6.1.1. Given structures Γ1,Γ2 in disjoint languages, the composition of Γ1
with Γ2, denoted Γ1[Γ2], is the structure obtained by expanding Γ1 with an equivalence
relation E, and replacing the points of Γ1 by E-classes that are copies of Γ2.
If Γ1 and Γ2 both have distributive lattices of ∅-definable equivalence relations, then
as the lattice of ∅-definable equivalence relations in Γ1[Γ2] is the lattice sum, it is also
distributive.
Definition 6.1.2. We use Γ
(g)
i to denote the generic i-dimensional permutation struc-
ture; in particular Γ
(g)
0 is a set equipped only with equality.
Theorem 6.1.3 (The Classification). Let (Γ, <1, <2, <3) be a homogeneous 3-dimensional
permutation structure. Then Γ is quantifier-free interdefinable with one of the following
16 structures.
1. Γ has no non-trivial ∅-definable congruence
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(a) Γ is primitive: Γ = Γ
(g)
1 ,Γ
(g)
2 , or Γ
(g)
3 .
(b) Γ is imprimitive: Γ is the expansion by a generic linear order of Γ
(g)
1 [Γ
(g)
j ],
for j ∈ {0, 1}.
2. Γ has a non-trivial ∅-definable congruence
(a) Γ is a repeated composition of primitive structures: For any multisubset I ⊂
{1, 2} such that |I| > 1 and
∑
i∈I 2
i ≤ 8, Γ is the composition in any order
of Γ
(g)
i for i ∈ I.
(b) Γ is a composition of primitive and imprimitive structures: Let Γ∗ denote
the structure from (1b) with j = 0. Then Γ = Γ∗[Γ
(g)
1 ] or Γ
(g)
1 [Γ
∗].
The classification proceeds in two stages. First, we confirm the Primitivity Con-
jecture for 3 orders using explicit amalgamation arguments. Then for the imprimitive
case, we pick a minimal non-trivial equivalence relation E. The Primitivity Conjecture
makes it fairly clear what happens on E-classes, and some analysis of the type structure
between E-classes eventually allows us to carry out an inductive classification.
Corollary 6.1.4. Every homogeneous 3-dimensional permutation structure is inter-
definable with the Fra¨ısse´ limit of some well-equipped lift of the class of all finite Λ-
ultrametric spaces, for some distributive lattice Λ.
Despite the fact that assuming the correctness of Conjecture 1 gives a simple de-
scription of all finite-dimensional permutation structures, it is difficult to determine the
corresponding catalog for a fixed number of linear orders. (This problem is discussed
Chapter 4.4).
Thus, Corollary 6.1.4 is not proven by first producing a conjectural classification and
then confirming it. Rather, it is proven by observing that all the structures appearing
in the classification may be presented appropriately.
Finally, although we have a confirmation of Conjecture 1 in the case of 3 orders,
a plausible exceptional imprimitive structure arises in the analysis (see Lemma 6.3.9)
that is ultimately shown not to exist. However, the proof of non-existence makes use
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of the limited type structure with 3 orders, and it seems possible similar structures will
appear in the richer languages afforded by more orders.
6.2 The Primitive Case
In this section, we classify the primitive homogeneous 3-dimensional permutation struc-
tures, obtaining the following.
Theorem 6.2.1. The primitive homogeneous 3-dimensional permutation structures are
as predicted by the Primitivity Conjecture.
The main results needed for the proof are Proposition 5.3.1 and the lemmas below.
Lemma 6.2.2. Suppose (Γ;<1, <2, <3) is homogeneous and realizes all 3-types. Then
Γ is generic.
Lemma 6.2.3. Let Γ be a primitive homogeneous 3-dimensional permutation structure.
Then all 3-types involving realized 2-types are realized.
Proof of Theorem 6.2.1. By Lemma 6.2.3 all 3-types involving realized 2-types are real-
ized. Thus, if no 2-types are forbidden, all 3-types are realized, and so by Lemma 6.2.2,
the resulting structure is generic. If some 2-types are forbidden, then by Proposition
5.3.1, some orders agree up to reversal. Thus the resulting structure is quantifier-free
interdefinable with a primitive homogeneous 2-dimensional permutation structure. By
the classification in [7], these satisfy the Primitivity Conjecture.
A variant of Lemma 6.2.2, generalizing beyond 3 linear orders but weakening the
bound, appears as Lemma 6.2.4 below. Generalizing Lemma 6.2.2 while maintaining
the bound at realizing all 3-types would be a major step toward proving the Primitivity
Conjecture.
The proof of Lemma 6.2.3 is lengthy, and relies on simple and explicit amalgamation
arguments given in Section 6.2.3. Repeated use of these amalgamation lemmas and a
suitable case division eventually yield the desired result.
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6.2.1 Reduction to 3-types
The following lemma strengthens an argument appearing in the proof of [7, Theorem
1], and is the first step toward proving Lemma 6.2.2.
We remark that proving Lemma 6.2.2 seems to be the most promising place for an
application of some version of Lachlan’s Ramsey argument.
Lemma 6.2.4. Let Γ be a homogeneous k-dimensional permutation structure that re-
alizes all configurations on n− 1 points, where n satisfies
n!
(n − ℓ)!
> 2ℓk for ℓ = ⌊n/2⌋
Then Γ is generic.
More precisely, any configuration on N ≥ n points is contained in the unique amal-
gam of (N − 1)-point configurations.
Note this does not apply in the case n = 4, k = 3, so proving Lemma 6.2.2 will
require additional argument.
Proof. Let A be a structure on N points. Let a pairing be an ℓ-set of unordered pairs of
points from A, with each point appearing in at most one pair. A pairing is separated if,
for every i ≤ k, there is a pair (ai, a
′
i) such that ai and a
′
i are not <i-adjacent; otherwise
the pairing is unseparated.
Claim. There is at least one separated pairing on A.
Proof of Claim. The number of pairings is given by
(
n
2ℓ
)(
2ℓ
21,22,...,2ℓ
)
/ℓ! = n!
2ℓℓ!(n−2ℓ)!
. We
will now show the number of unseparated pairings is at most k
(
n−ℓ
ℓ
)
. First suppose
k = 1. If N is even, there is only 1 unseparated pairing. If N is odd, the pairing is
determined after choosing any one of the odd-indexed points to be omitted, so there
are ⌈n/2⌉ such pairings. In both cases, there are
(
n−ℓ
ℓ
)
. For larger k, note that an
unseparated pairing must be unseparated with respect to at least one order, so there
are at most k
(
n−ℓ
ℓ
)
such pairings. By the inequality in the hypothesis, we are done. ♦
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Now let P be a separated pairing. By extending A by a single point, we may, in
every order, make one pair non-adjacent. Thus, after extending A by at most ℓ − 1
points, an extension we will denote by A∗, we may assume that every pair in P is
non-adjacent in every order.
Let (a1, a
′
1) be a pair from P , and let F1 = A
∗\{a1}, F
′
1 = A
∗\{a′1}, and B1 =
A∗\{a1, a
′
1}. By assumption, for every i ≤ k, there is a point bi ∈ B1 that is <i-
between a1 and a
′
1. Thus A
∗ is the unique amalgam of F1 and F
′
1 over B.
We may recursively continue this process on each factor until we have gone through
all the pairs in P . At the end, each factor will look like a copy of A∗ with ℓ points
removed, and so have size N − 1. Now A∗ is the unique amalgam of all these factors,
and A ⊂ A∗.
Lemma 6.2.2. Suppose (Γ;<1, <2, <3) is homogeneous and realizes all 3-types. Then
Γ is generic.
Proof. By Lemma 6.2.4, if Γ realizes all 4-point configurations, it is generic.
Let A = ({a, b, c, d} ;<1, <2, <3) be a substructure of Γ. There are three possible
pairings: P1 = {{a, b} , {c, d}} , P2 = {{a, c} , {b, d}} , P3 = {{a, d} , {b, c}}. Each order
can be unseparated in at most one pairing, so if all the pairings are unseparated, each
must be so with respect to a different order. By possibly relabeling the points, we may
assume that a <1 b <1 c <1 d, and by relabeling orders we may assume that Pi is
unseparated with respect to <i.
Thus, we have that a, c and b, d must be <2-adjacent, and a, d and b, c must be
<3-adjacent.
We may extend A by a single point, e, that lies between a and b with respect to
<1, lies between a and c with respect to <2, and lies between b and c with respect to
<3, and label the resulting structure A
∗. Then, viewing B = {e, c, d} as the base of an
amalgamation digram with F = B ∪ {a} the first factor and F ′ = B ∪ {b} the second,
we have that A∗ is the unique amalgam.
We now show that F and F ′ have separated pairings, and so are contained in the
unique amalgam of certain 3-types. For F , P = {{a, c} , {e, d}} is separated, since e
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and d are never <2-adjacent and only <3-adjacent if b and d were <3-adjacent, in which
case a and c not <3-adjacent. For F
′, P ′ = {{b, c} , {e, d}} is separated, since e and d
are never <3-adjacent and only <2-adjacent if a and d were <2-adjacent, in which case
b and c are not <2-adjacent.
6.2.2 Notation
We now begin preparing for the proof of Lemma 6.2.3.
Given three linear orders, there are 8 2-types, which we may associate with the
vertices of the unit cube {±1}3 based on whether or not <i holds in the 2-type. The
unit cube is bipartite, with one part consisting of the following four types at Hamming
distance 2, while the other part consists of their opposites.
0 :
123
←−− 1 :
23
−→ 2 :
13
−→ 3 :
12
−→
We now introduce notation for three families of 3-types that will recur in our anal-
ysis. From left to right, the 3-types below will be denoted p⇒q, p⇐q, and C3(p, q, r).
•
q ✲ • •
q ✲ • •
q ✲ •
•
p
✲
✛
p
•
✛
pp ✲
•
✛
r
✛
p
Figure 6.2.1
6.2.3 Amalgamation Lemmas
In the following three lemmas, (p, q, r, s) is taken to be some permutation of the four
2-types (0, 1, 2, 3), defined in the previous section. These lemmas will be the basis of
the proof of Lemma 6.2.3.
Lemma 6.2.5. Suppose p⇒q is forbidden. Then one of each of the following combi-
nations of 3-types is forbidden.
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(A) (p⇒r and C3(p, r, s)) or (r⇐q and C3(p, q, r))
(B) p⇐q or q⇐p
Proof. For (A), we amalgamate one 3-type from each pair over an edge of type r. In
the diagrams below, we assume p⇒r is realized; the arguments assuming C3(p, r, s) is
realized are similar.
• •
x⊙
p
✲
⊙y
✛
r
x⊙
p
✲
⊙y
p
✲
•
r
✻
✛
qp ✲
•
r
✻
✛
qp ✲
Figure 6.2.2
We wish to argue that the only way to complete either diagram is to take tp(x, y) =
p. This is clear by transitivity for the diagram on the right. For the diagram on the
left, note that since p and r are at Hamming distance 2, p and ropp agree on exactly
2 orders, as do p and qopp. Thus, by transitivity, tp(x, y) must agree with p in all 3
orders.
For (B), we use the (popp, q, p)-majority diagram (see Definition 5.3.2), and then
take Lemma 6.2.7 into account.
Lemma 6.2.6. Suppose p⇒q, C3(p, q, r), and C3(p, q, s) are forbidden. If p and q are
realized, then q⇐p is realized.
Proof. We complete the following amalgamation diagram.
x⊙ ⊙y
•
q
✲
p ✲
Figure 6.2.3
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By assumption tp(x, y) 6= p, ropp, sopp. The remaining types, except q, are ruled out
by transitivity.
Lemma 6.2.7. Suppose p⇒q is forbidden. If p and q are realized, then q⇒p is realized.
Proof. We complete the following amalgamation diagram.
x⊙ ⊙y
•
✛
qp ✲
Figure 6.2.4
By assumption tp(x, y) 6= p. The remaining types, except qopp, are ruled out by
transitivity.
6.2.4 Case Division
The proof of Lemma 6.2.3 proceeds by consideration of several cases. However, the
following lemma provides a uniform point of departure.
Lemma 6.2.8. If Γ is primitive and omits a 3-type then without loss of generality it
omits the 3-type of type (0⇒ 1) while realizing the 2-types 0, 1.
Proof. We may assume that at least 3 of the 2-types 0, 1, 2, 3, say 0, 1, 2 after relabeling,
are realized, since otherwise we reduce to the case of fewer linear orders.
If any 3-type p ⇒ q or p ⇐ q is forbidden while p and q are realized, then by
reversing the orders and changing the language we may assume that 0⇒ 1 is forbidden.
So assume this is not the case.
By the above paragraphs, we may construct the standard (0, 1, 2)-majority diagram,
which shows 3 is realized as well. Up to a change of language, the forbidden 3-type
must be of the form C3(0, 1, 2). But this is a substructure of the unique solution to the
(1opp, 0opp, 2opp)-majority diagram.
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Remark 6.2.9. Although we can assume the 2-type 1 is realized, we may not want to,
since it breaks the symmetry between 1, 2, and 3. Thus, this will not be assumed unless
otherwise noted.
We now divide into cases the ways Lemma 6.2.3 might fail.
Case 1: All 3-types of type 0⇒p (p = 1, 2, 3) are forbidden, and 0 is realized.
Case 2: For a given pair of 2-types p, q at Hamming distance 2, at most 2 3-types
of type p⇒q are forbidden, and 0, 1 are realized.
Case 2.1: There exist p, q, r at Hamming distance 2 such that p⇒q and
p⇒r are forbidden.
Case 2.2: For any p, q, r at Hamming distance 2, at most one of p⇒q and
p⇒r is forbidden.
We also wish to divide Case 1 into subcases. If 0⇒p is forbidden, for p = 1, 2, 3,
consider the directed graph with vertex set {1, 2, 3}, and an edge (p, q) when the type
C3(0, p, q) is forbidden. By Lemma 6.2.5, for any arrangement (p, q, r) of the vertices,
either (p, q) or (q, r) is an edge. Thus, D contains a symmetric edge p ↔ q, which we
may assume is 1↔ 2, and D has at least 4 edges.
We now subdivide Case 1 as follows.
Case 1.1: D has 6 edges.
Case 1.2: D has 5 edges.
Case 1.3: D has 4 edges.
6.2.5 Proof of Lemma 6.2.3
The proof proceeds by starting with the assumptions of one of the subcases and then re-
peatedly applying the amaglamation lemmas 6.2.5 (A,B), 6.2.6, and 6.2.7 until reaching
a contradiction. This contradiction could either be that a structure is both forbidden
and realized, or could be a violation of the primitivity constraint by the appearance of
a definable equivalence relation.
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More explicitly, the 2-types p1, ..., pk generate a definable equivalence relation if
every 3-type on points x, y, z satisfying the following two conditions is forbidden.
1. tp(x, y), tp(y, z) ∈ {p1, ..., pk}
2. tp(x, z) 6∈ {p1, ..., pk}
The proofs are presented in tables. In each line, some 3-type is shown to be realized
or forbidden. The reason is given; if the reason is one of the amalgamation lemmas then
the assignment of (p, q, r, s) is given; finally the previous lines used are given. When
one of the amalgamation lemmas is used with opposite types, so for example p⇐q is
assumed forbidden rather than p⇒q, an “R” (for “reversed”) is appended to the name
of the lemma.
In the tables, we assume all 2-types are realized; after each table is a remark noting
the alterations required if some 2-type is forbidden.
Table 6.1: Case 1.1
Line Realized Forbidden Reason (p,q,r,s) Used
1. 0⇒p Case 1
2. C3(0, p, q) Case 1.1
3. p⇐0 6.2.6 1,2
4. 0⇐p 6.2.5B 1,3
Now the 2-type 0 generates an equivalence relation, contradicting primitivity.
Remark 6.2.10. This proof works with some 2-type forbidden. If 1, 2, or 3 is forbidden,
then the corresponding case of line 4 follows without needing line 3.
The treatment of the remaining cases follows the same scheme at somewhat greater
length, and shows that the amalgamation lemmas given previously suffice to complete
the analysis in the primitive case. Other methods will be required in the next section.
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Table 6.2: Case 1.2
Line Realized Forbidden Reason (p,q,r,s) Used
1. 0⇒p Case 1
2. C3(0, p, q) Case 1.2
except C3(0, 3, 2)
3. C3(0, 3, 2) Case 1.2
4. 1⇐0 6.2.6 (0,1,2,3) 1,2
5. 2⇐0 6.2.6 (0,2,1,3) 1,2
6. 0⇐1 6.2.5B (0,1,2,3) 1,4
7. 0⇐2 6.2.5B (0,2,1,3) 1,5
8. 0⇐3 Primitivity 1,6,7
9. 3⇐0 6.2.5B (0,3,1,2) 1,8
10. 3⇐2 6.2.5AR (3,0,2,1) 5,9
11. 3⇒2 or 2⇒3 6.2.5BR (3,2,0,1) 10
12. 2⇒0 6.2.7 (0,2,1,3) 1
13. 3⇒0 6.2.7 (0,3,1,2) 1
14. 3⇒0 or 2⇒0 6.2.5A (3,2,0,1) 3,8,11
or (2,3,0,1)
Now line 14 contradicts lines 12 and 13.
Remark 6.2.11. This proof works with some 2-types forbidden. By assumption, the
types 2 and 3 are realized. The assumption that the type 1 is realized only appears in
line 4, which becomes unnecessary if 1 is forbidden since line 4 is only used for line 6.
Case 1.3 requires further subdivision according to our assumptions on the directed
graph D. We draw the directed graph D corresponding to each of the further subcases.
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1• ✛
1.3.1 ✲ •2 1• ✛
1.3.2 ✲ •2 1• ✛
1.3.3 ✲ •2
•
3
✛
✲
•
3
✛
✲
•
3
✲
✛
Figure 6.2.5
Table 6.3: Case 1.3.1
Line Realized Forbidden Reason (p,q,r,s) Used
1. 0⇒p Case 1
2. C3(0, 1, p), Case 1.3.1
C3(0, p, 1)
3. C3(0, 3, 2), Case 1.3.1
C3(0, 2, 3)
4. 1⇐0 6.2.6 (0,1,2,3) 1,2
5. 0⇐1 6.2.5B (0,1,2,3) 1,4
6. 0⇐2 or 0⇐3 Primitivity 1,5
7. 0⇐3 W.l.o.g 6
8. 3⇐0 6.2.5B (0,3,1,2) 1,8
9. 3⇐2 6.2.5AR (3,0,2,1) 3,8
10. 3⇒2 or 2⇒3 6.2.5BR (3,2,0,1) 9
11. 2⇒0 6.2.7 (0,2,1,3) 1
12. 3⇒0 6.2.7 (0,3,1,2) 1
13. 3⇒0 or 2⇒0 6.2.5A (3,2,0,1) 3,10
or (2,3,0,1)
Now line 13 contradicts lines 11 and 12.
Remark 6.2.12. This proof works with some 2-types forbidden. By assumption, the
types 2 and 3 are realized. The assumption that the type 1 is realized only appears in
line 4, which becomes unnecessary if 1 is forbidden since line 4 is only used for line 5.
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Table 6.4: Case 1.3.2
Line Realized Forbidden Reason (p,q,r,s) Used
1. 0⇒p Case 1
2. C3(0, 1, p), C3(0, 2, p) Case 1.3.2
3. C3(0, 3, p) Case 1.3.2
4. 1⇐0 6.2.6 (0,1,2,3) 1,2
5. 2⇐0 6.2.6 (0,2,1,3) 1,2
6. 0⇐1 6.2.5B (0,1,2,3) 1,4
7. 0⇐2 6.2.5B (0,2,1,3) 1,5
8. 0⇐3 6.2.5AR (0,1,3,2) 3,6
Now 0 generates an equivalence relation.
Remark 6.2.13. By assumption, all 2-types are realized.
Table 6.5: Case 1.3.3
Line Realized Forbidden Reason (p,q,r,s) Used
1. 0⇒p Case 1
2. C3(0, p, 3) Case 1.3.3
3. 2⇐1 6.2.5A (0,1,2,3) 1,2
4. 1⇐2 6.2.5A (0,2,1,3) 1,2
5. 1⇐2 6.2.7R (2,1,0,3) 3
However, line 5 contradicts line 4.
Remark 6.2.14. By assumption, all 2-types are realized.
For Case 2.1, we may assume that 0⇒1 and 0⇒2 are forbidden, and thus 0⇒3 is
realized.
Table 6.6: Case 2.1
Line Realized Forbidden Reason (p,q,r,s) Used
1. 0⇒1, 0⇒2 Case 2.1
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2. 0⇒3 Case 2
3. 1⇒0 6.2.7 (0,1,2,3) 1
4. 2⇒0 6.2.7 (0,2,1,3) 1
5. 3⇐1, C3(0, 1, 3) 6.2.5A (0,1,3,2) 1,2
6. 3⇐2, C3(0, 2, 3) 6.2.5A (0,2,3,1) 1,2
7. 3⇐0 Case 2 5,6
8. 1⇐3 6.2.7R (3,1,0,2) 5
9. 2⇐3 6.2.7R (3,2,0,1) 6
10. 1⇐0 or 0⇐1 6.2.5B (0,1,2,3) 1
We now split into cases based on line 10.
Case 2.1.1: 1⇐0 is forbidden.
Case 2.1.2: 0⇐1 is forbidden.
Table 6.7: Case 2.1.1
Line Realized Forbidden Reason (p,q,r,s) Used
11. 1⇐0 Case 2.1.1 10
12. 1⇐2, C3(1, 3, 2) 6.2.5AR (1,0,2,3) 4,11
13. 1⇒3 6.2.6R (3,1,0,2) 5,12
14. 3⇒1 6.2.5BR (3,1,0,2) 5,13
15. 3⇒0 6.2.5AR (1,0,3,2) 8,11
16. 3⇒2 Case 2 14,15
17. 1⇐3 or 3⇒2 6.2.5AR (1,2,3,0) 12
However, line 17 contradicts line 8 and line 16.
Table 6.8: Case 2.1.2
Line Realized Forbidden Reason (p,q,r,s) Used
11. 0⇐1 Case 2.1.2 10
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12. 0⇐2 or 2⇒1, C3(0, 2, 1) 6.2.5AR (0,1,2,3) 11
We now split into cases based on line 12.
Case 2.1.2.1: 0⇐2 is forbidden.
Case 2.1.2.2: 2⇒1, C3(0, 2, 1) is forbidden.
Table 6.9: Case 2.1.2.1
Line Realized Forbidden Reason (p,q,r,s) Used
13. 0⇐2 Case 2.1.2.1 12
14. 0⇐3 Case 2 11,13
15. 3⇒1, C3(0, 3, 1) 6.2.5AR (0,1,3,2) 11,14
16. 3⇒2, C3(0, 3, 2) 6.2.5AR (0,2,3,1) 13,14
Now, 0 ∪ 3 generates an equivalence relation.
Table 6.10: Case 2.1.2.2
Line Realized Forbidden Reason (p,q,r,s) Used
13. 2⇒1, C3(0, 2, 1) Case 2.1.2.2 12
14. 2⇐0 6.2.6 (0,2,1,3) 1,6,13
15. 0⇐2 6.2.5B (0,2,1,3) 1,14
Now 0⇐2 is forbidden, and we may finish as in Case 2.1.2.1.
Remark 6.2.15. This proof works with some 2-types forbidden. By assumption, 1 and
3 are realized. Assume 2 is forbidden. Case 2.1.1 ends at line 15 with a contradiction
of the Case 2 assumption, since 3⇒1, 3⇒0, and 3⇒2 will all be forbidden. Only lines
4 and 9 depend on 2 being realized, and those are only used in line 12, which would hold
anyway if 2 were forbidden. Case 2.1.2.1 works as before, since lines 4 and 9 aren’t used
anywhere. Also, there is no need for Case 2.1.2.2, since we know 2⇐0 is forbidden.
For Case 2.2, we may assume 0⇒1 is forbidden, and thus 0⇒2 and 0⇒3 are realized.
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Table 6.11: Case 2.2
Line Realized Forbidden Reason (p,q,r,s) Used
1. 0⇒1 Case 2.2
2. 0⇒2, 0⇒3 Case 2.2
3. 2⇐1, C3(0, 1, 2) 6.2.5A (0,1,2,3) 1,2
4. 3⇐1, C3(0, 1, 3) 6.2.5A (0,1,3,2) 1,2
5. 2⇐0, 2⇐3 Case 2.2 3
6. 3⇐0, 3⇐2 Case 2.2 4
7. 3⇒1, C3(2, 3, 1) 6.2.5AR (2,1,3,0) 3,5
8. 2⇒1, C3(3, 2, 1) 6.2.5AR (3,1,2,0) 4,6
9. 3⇒0, 3⇒2 Case 2.2 7
10. 2⇒0, 2⇒3 Case 2.2 8
11. 0⇐1, C3(3, 1, 0) 6.2.5A (3,1,0,2) 7,9
12. C3(2, 1, 0) 6.2.5A (2,1,0,3) 8,10
Now 0 ∪ 2 ∪ 3 generates an equivalence relation.
Remark 6.2.16. By assumption, all 2-types are realized.
This completes the proof of Lemma 6.2.3.
6.3 The Imprimitive Case
Now suppose Γ an imprimitive homogeneous 3-dimensional permutation structure, and
let E be a minimal non-trivial ∅-definable equivalence relation. We make the following
initial case division of the imprimitive case.
Case 1: E is convex with respect to <1, <2, <3, and thus is a congruence.
Case 2: E is not convex with respect to at least one of <1, <2, <3. Without loss
of generality, we assume E is not <1-convex.
In Case 1, we may proceed inductively by factoring out E, noting that the resulting
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structure now omits a 2-type, and so Γ will be a composition of a homogeneous 3-
dimensional permutation structure with one fewer 2-type available and a primitive
homogeneous 3-dimensional permutation structure.
Our goal for Case 2 will be to show that Γ is still determined by its restriction to
E-classes and by the E-quotient of the reduct of Γ forgetting all orders for which E is
non-convex.
While not necessary for our arguments, it is perhaps psychologically helpful to note
that the lattice of ∅-definable equivalence relations in Γ must be linear, by Lemma 4.4.1.
The following statement, which is immediate from Theorem 6.2.1, will be important
for both cases.
Lemma 6.3.1. Let E be a minimal non-trivial ∅-definable equivalence relation in a
homogeneous 3-dimensional permutation structure, and C be an E-class. Then the
induced structure on C is generic, modulo the agreement of certain orders up to reversal.
We will frequently use the following characterization of genericity.
Proposition 6.3.2. Let Γ be a homogeneous n-dimensional permutation structure.
Then Γ is generic iff for any non-empty open intervals Ii in each order, <i, ∩
n
i=1Ii 6= ∅.
Proof. Genericity of Γ is equivalent to the following one-point extension property: given
a type p over a finite set A not realized in A, p is realized in Γ iff its restriction to each
individual order is realized by an element not in A. The restriction of p to an order <i
specifies a <i-interval with endpoints in A∪{±∞}, which is open since p is not realized
in A. This interval is non-empty exactly when the restriction has a realization not in
A.
6.3.1 Convex Closure
In this section, we show E-classes are <1-dense in their <1-convex closures, and the <1-
convex closure of E is an equivalence relation. Our arguments for this section depend
heavily on the limited type structure in the case k = 3, although in a few cases a step
where our argument as given depends on k = 3 could have been carried out in greater
generality.
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Lemma 6.3.3. Let E be a minimal non-trivial ∅-definable equivalence relation in a
homogeneous finite-dimensional permutation structure, and C,C ′ be distinct E-classes.
Then no 2-type p is realized in both C × C ′ and C ′ × C.
Proof. Let a, b ∈ C, a′, b′ ∈ C ′, such that a
p
−→ b′ and a′
p
−→ b. Let b
q
−→ b′, and note that
p 6= q, since otherwise transitivity would force a′
p
−→ b′ and so p ⊂ E. By homogeneity,
there is an automorphism sending (a, b′) to (a′, b). Thus there must be some c ∈ C such
that b′
q
−→ c. But then by transitivity b
q
−→ c, which is a contradiction.
Definition 6.3.4. We define E˜ to be the <1-convex closure of E, i.e. aE˜b if there
exists a c such that aEc and b is <1-between a and c. For an E-class C, we define C˜
to be the <1-convex closure of C.
Notation. For the rest of this section, we fix notation, by reversing and switching
orders as needed, so that the 2-type
123
−−→ is contained in E, and if E contains another
2-type besides
123
−−→ and its opposite then it contains the 2-type
23
−→.
Lemma 6.3.5. Let E be a minimal non-trivial ∅-definable equivalence relation in a
homogeneous 3-dimensional permutation structure, and C be an E-class. Let a1, a2 ∈ C,
b 6∈ C, and a1 <1 b <1 a2. Then tp(a1, b) =
12
−→, tp(b, a2) =
13
−→, or tp(a1, b) =
13
−→
, tp(b, a2) =
12
−→.
Proof. If E contains
123
−−→ and
23
−→, the conclusion follows by Lemma 6.3.3 and the fact
that only 4 2-types remain.
Otherwise, we have that a1
123
−−→ a2. Since we cannot have a1
123
−−→ b, there is some i
such that b <i a1 <i a2, and so b
1i
−→ a2. Thus, there is a unique j such that a2 <j b, so
a1 <j b. Thus a1
1j
−→ b and b
1i
−→ a2.
Corollary 6.3.6. Let E be a minimal non-trivial ∅-definable equivalence relation in
a homogeneous 3-dimensional permutation structure, and C be an E-class. Suppose
b ∈ C˜\C. Then b/E ⊂ C˜.
Proof. Take a1, a2 ∈ C such that a1 <1 b <1 a2. By Lemma 6.3.5, we may suppose
without loss of generality that tp(a1, b) =
12
−→, tp(b, a2) =
13
−→.
66
Take b′ ∈ b/E. If b′ >1 a2, then b <1 a2 <1 b
′ and tp(b, a2) =
13
−→, so by Lemma 6.3.5,
tp(a2, b
′) =
12
−→. By homogeneity, there is an automorphism φ sending (a1, b) to (a2, b
′),
so b′ is <1-between a2 and φ(a2). The case where b
′ <1 a1 is nearly identical.
Corollary 6.3.7. Let E be a minimal non-trivial ∅-definable equivalence relation in a
homogeneous 3-dimensional permutation structure, and C be an E-class. Let a, a′ ∈ C,
with a′
123
−−→ a. For any b 6∈ C, if b <1 a
′ or a <1 b, then tp(a, b) = tp(a
′, b)
Proof. We only treat the case a <1 b, since the other case is similar.
Suppose tp(a, b) =
1x
−→. By transitivity, a′ <1 b, a
′ <x b. Since we cannot have
tp(a′, b) =
123
−−→, we are done.
Now suppose tp(b, a) =
23
−→. By transitivity, a′ <1 b. However, we cannot have
tp(a′, b) =
12
−→ or
13
−→, since by Lemma 6.3.5 there would be some a′′ ∈ C such that
a′′ >1 b, and then applying Lemma 6.3.5 again, we would have that tp(a, b) would also
be
12
−→ or
13
−→.
Corollary 6.3.8. Let E be a minimal non-trivial ∅-definable equivalence relation in
a homogeneous 3-dimensional permutation structure. Then any non-trivial ∅-definable
equivalence relation contains E.
Proof. Consider the equivalence relation generated by a 2-type p, and without loss of
generality assume <1 holds in p. Given a, b such that a
p
−→ b, find b′ such that b
123
−−→ b′.
By Corollary 6.3.7, a
p
−→ b′, so p generates
123
−−→.
If
23
−→⊂ E, so p =
1x
−→, then run the above argument with b
23
−→ b′. By transitivity,
a <x b
′, so a
1x
−→ b′, and
23
−→ is generated by p as well.
We note that much of the proof of the following lemma is concerned with ruling
out a plausible configuration in which given E-classes C,C1 such that C1 ⊂ C˜, then
C1 defines a non-trivial <1-Dedekind cut in C. Although the type structure is too
constrained to allow this with 3 orders, it seems possible that it may occur with more
orders.
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Lemma 6.3.9. Let E be a minimal non-trivial ∅-definable equivalence relation in a
homogeneous 3-dimensional permutation structure, and C be an E-class. Then C is
<1-dense in C˜.
Proof. Given an E-class C and an element a, we denote by â(C) the <1-Dedekind cut
defined by a in C.
If C is not <1-dense in C˜, then there are a, b ∈ C˜ such that â(C) = b̂(C).
Using the next two claims, we show that we may suppose a/E = b/E and a
123
−−→ b.
Claim 1. a, b ∈ C˜\C.
Proof of Claim. Trivially, we cannot have a, b ∈ C. Now assume only one of a, b ∈ C,
say a. Then a is a maximal element of the cut b̂(C). But given any d ∈ C˜\C, d̂(C) has
no maximal or minimal elements; otherwise, the elements of C would realize at least 3
types over d, but there are only 2 realized types by Lemma 6.3.5. Thus a, b ∈ C˜\C. ♦
Now suppose a/E = b/E, but a
23
←− b. By the genericity of C, there is a b′ in the
<1-interval (a, b)<1 such that a
123
−−→ b′, so we may replace b by b′.
Claim 2. Suppose C1 = a/E 6= b/E = C2. Then there exists a
′ ∈ C1 such that a
′ 123−−→ a
and â(C) = â′(C)
Proof of Claim 1. Let a′
123
−−→ a. Since a <1 b, by Corollary 6.3.7 tp(a, b) = tp(a
′, b).
Since by Lemma 6.3.6, a/E ∈ C˜, there is a c ∈ C such that c <1 a
′, so by Corol-
lary 6.3.7 tp(a, c) = tp(a′, c). Thus (a, b, c) ∼= (a′, b, c), so by homogeneity there is an
automorphism fixing c and taking (a, b) to (a′, b). Thus â′(C) = b̂(C) = â(C). ♦
In this case, we may then replace a, b by a′, a.
Thus, we may now suppose that a/E = b/E = C1 6= C and a
123
−−→ b.
Claim 3. ĉ(C) is independent of the choice of c ∈ C1.
Proof of Claim 2. Consider x, y ∈ C1, and, using the genericity of C1, find c1, c2 ∈ C1
such that c1 <1 x, y <1 c2 and c1
123
−−→ c2.
Take z ∈ C, with z <1 a, c1. By Corollary 6.3.7, (z, a, b) ∼= (z, c1, c2). Thus, since
â(C) = b̂(C), we have ĉ1(C) = ĉ2(C), so x̂(C) = ŷ(C). ♦
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Without loss of generality, we now assume C <2 C1, so by Lemma 6.3.5, the types
realized in C ×C1 are
12
−→ and
13
←−. Thus by homogeneity, given any E-classes C,C ′, if
12
−→ or
13
←− is realized in C×C ′, then C ′ defines a <1-Dedekind cut in C; if neither these
types nor their opposites are realized, then the only remaining types are
23
−→ and
23
←−,
and by Lemma 6.3.3 exactly one of them is realized, so neither class is in the <1-convex
closure of the other. In particular, E-classes are <2, <3-convex.
Note that if every E-class C ′ ⊂ C˜ such that C <2 C
′ defined the same <1-Dedekind
cut in C, C would have an ∅-definable partition, contradicting the minimality of E.
Claim 4. Both factors of the (12, 23, 13)-majority diagram, displayed below (with the
edge x
23
−→ z not drawn), are realized in Γ.
x
•
a⊙
12✲
12
✲
•y
23
❄ 13✲ ⊙b
23
✲
•
z
23
❄ 1
3
✲
23 ✲
Figure 6.3.1
Proof of Claim 3. We only prove the first factor is realized, since the argument for the
second is nearly identical. First, as shown below, the first factor is the unique amalgam
of the following 3-types, so it suffices to show these are realized.
x
⊙
a•
12✲
12
✲
•y
23
❄
⊙
z
23
❄
23 ✲
Figure 6.3.2
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For the triangle (a, x, y) from the diagram, let a/E = C. Take distinct E-classes
C ′, C ′′ ⊂ C˜ such that C <2 C
′ <2 C
′′ and C ′ and C ′′ define distinct <1-cuts in C.
Then there are x ∈ C ′, y ∈ C ′′ realizing the triangle (a, x, y).
For the triangle (a, y, z), we will show it is the unique amalgam of the following
diagram.
y⊙ ⊙z
•a
23
✲
✛
12
Figure 6.3.3
By transitivity, y <3 z and z <1 y, so the possible completions are y
23
−→ z and
z
12
−→ y. However, if z
12
−→ y, then y/E defines a <1-Dedekind cut in both a/E and
z/E, but z/E <1 a/E, which is a contradiction. Thus the only allowed completion is
y
23
−→ z. ♦
We are forced to complete the (12, 23, 13)-majority diagram by a
123
−−→ b, so that
aEb. However, a
12
−→ x
23
−→ b violates the requirement that E-classes are <2-convex.
Thus Γ is not homogeneous.
Proposition 6.3.10. Let E be a minimal non-trivial ∅-definable equivalence relation
in a homogeneous 3-dimensional permutation structure, and C be an E-class. Then E˜
is an equivalence relation.
Proof. Let C be an E-class. By Corollary 6.3.6, C˜ is a union of E-classes. Now suppose
C ′ ⊂ C˜ is an E-class. By Lemma 6.3.9 there are c1, c2 ∈ C
′ such that ĉ1(C) 6= ĉ2(C),
and applying Corollary 6.3.6 again we see C ⊂ C˜ ′. Thus E˜ defines a partition.
Corollary 6.3.11. E˜ is a congruence, E-classes are (<2, <3)-convex, <2=<3 on E-
classes, and <2=<
opp
3 between E-classes in the same E˜-class.
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6.3.2 Reduction via Quotients
Since E˜ is a congruence by Corollary 6.3.11, it suffices to consider the case E˜ = 1, since
we may otherwise consider the restriction Γ ↾ E˜. For this subsection, we work with
k-dimensional permutation structures.
We now aim for the following two lemmas. The first implies that Γ is determined by
its restriction to E-classes and the reduct of Γ/E forgetting all orders that are not E-
convex. The second allows us to carry out our induction by showing that the specified
reduct of Γ/E must be homogeneous.
The first of the following lemmas is more naturally stated in the language of subquo-
tient orders, but as it is the concluding step in the classification of certain permutation
structures, we give it in a form appropriate for its intended application.
Lemma 6.3.12. Let (Γ∗, <∗1, ..., <
∗
ℓ ) be homogeneous.Let k ≥ ℓ, and partition [k] as
∪i≤mIi, such that each Ii contains at most one j ≥ ℓ + 1. Then there exists a ho-
mogeneous structure (Γ, E,<1, ..., <k), unique up to isomorphism, with the following
properties.
1. E-classes are <1, ..., <ℓ-convex and <ℓ+1, ..., <k-dense.
2. (Γ/E,<1, ..., <ℓ) ∼= (Γ
∗, <∗1, ..., <
∗
ℓ )
3. <j↾E=<j′↾E for j, j
′ in a given Ii, and the induced structure on any E-class C
is fully generic, modulo the identification of orders in the same Ii.
Lemma 6.3.13. Let Γ be a homogeneous k-dimensional permutation structure. Let E
be a minimal non-trivial ∅-definable equivalence relation in Γ, and suppose E-classes
are <i-convex for 1 ≤ i ≤ ℓ and <i-dense for ℓ + 1 ≤ i ≤ k. Suppose each E-class is
generic, modulo the agreement of certain orders up to reversal. Then (Γ/E,<1, ..., <ℓ)
is homogeneous.
The following lemmas prepare for the proof of Lemmas 6.3.12 and 6.3.13. The first
of these is not necessary for the case k = 3, since there E is only dense with respect to
one order.
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Lemma 6.3.14. Suppose (Γ, <1, ..., <k) is homogeneous. Let E be a minimal non-
trivial ∅-definable equivalence relation in Γ, and C be an E-class. Suppose C is generic,
modulo the agreement of certain orders up to reversal. Further suppose that C is <i-
convex for 1 ≤ i ≤ ℓ and <i-dense for ℓ+ 1 ≤ i ≤ k. Then
1. If C1, C2 are E-classes, then C1 remains homogeneous after naming C2.
2. If i, j ≥ ℓ+ 1, and <i↾E=<j↾E, then <i=<j.
Proof.
(1) Given a finite A ⊂ C1 and i ≥ ℓ + 1, let Bi = {x ∈ C2|A <i x}. Each such Bi is a
<i-terminal segment of C2, so by genericity their intersection is non-empty.
Now, consider A1 ∼= A2 finite substructures of C1. Let A = A1 ∪ A2, and choose a
b in the intersection of the corresponding Bi. Then A1b ∼= A2b, and by homogeneity
there is an automorphism taking A1b to A2b and fixing b, hence C2.
(2) Suppose the condition is false, as witnessed by <i, <j. We consider E-classes as
ordered sets with respect to the common restriction of these orders.
Take a, b with a <i b and b <j a, and let C1 = a/E and C2 = b/E. Let
Ia = {x ∈ C2|a <i x, x <j a} , Ja = {x ∈ C1|Ia ∩ Ix 6= ∅}
Note that these sets are intervals in C2 and C1, respectively.
Claim. Ja = {a}
Proof of Claim. By density and genericity, there are b1, b2 ∈ C2 such that b1 <i,j a <i,j
b2, so Ia ⊂ (b1, b2). Then find a1, a2 ∈ C1 such that a1 <i,j b1, b2 <i,j a2, so Ja ⊂
(a1, a2).
Thus Ja is (a,C2)-definable and <i,j-bounded. By (1), Ja is a-definable in C1 and
<i,j-bounded, so Ja = {a} by genericity of C1. ♦
If there were some b′ ∈ Ia with b
′ 6= b, then by density, we could find some a′ ∈ C1
<i-between b and b
′, and so would have a′ ∈ Ja. Thus Ia = {b}. But by density there
is a b′ ∈ C2 <i-between a and b, so b
′ ∈ Ia, which is a contradiction.
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Given (Γ, <1, ..., <k) homogeneous such that no orders agree up to reversal, with
E-classes <i-convex for 1 ≤ i ≤ ℓ and <i-dense for ℓ+1 ≤ i ≤ k, we will prefer to work
in the quantifier-free interdefinable reduct Γred = (Γ, <′i1 ,..., <
′
im
,<′′1 ,..., <
′′
ℓ ,<ℓ+1,..., <k)
obtained as follows.
1. For 1 ≤ i ≤ ℓ, decompose <i into two subquotient orders: <
′
i from 0 to E and
<′′i from E to 1.
2. For each i ≥ ℓ+ 1, add the restriction <i↾E to the language as <
′
i.
3. Consider the set of all <′i. Many of these subquotient orders may be equal up
to reversal, so pick one representative from each class and forget the rest. By
Lemma 6.3.14, each class can contain at most one <′i with i ≥ ℓ + 1, in which
case this is taken as the representative.
4. Forget the <′i for i ≥ ℓ+ 1.
We now prove a 1-point extension property, which shows that to realize a type p in
an E-class C , it is sufficient that the restriction of the type to each subquotient order
is individually realized.
Lemma 6.3.15. Let (Γ, <1, ..., <k) be homogeneous such that no orders agree up to
reversal. Let E be a minimal non-trivial ∅-definable equivalence relation in Γ, and C
be an E-class. Suppose the induced structre on C is generic, modulo the agreement of
certain orders up to reversal. Suppose that C is <i-convex for 1 ≤ i ≤ ℓ and <i-dense
for ℓ+ 1 ≤ i ≤ k. We now work in Γred.
Let A ⊂ Γred be finite, and p a 1-type over A not realized in A. Then p is realized
in a given E-class C by a point not in A iff the following hold.
1. p ↾ (<′′1 , ..., <
′′
ℓ ) is realized by C in Γ/E.
2. For each <′i, (p ↾<
′
i) ↾ A is realized in C\A.
3. For j ≥ ℓ+ 1, p ↾<j is realized by some element not in A.
4. p does not contain the formula “x = a” for any a ∈ A.
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Proof. These conditions are clearly necessary. We will prove they suffice. By condition
(1), all of C satisfies p ↾ (<′′1, ..., <
′′
ℓ ). List all the subquotient orders from 0 to E
together with <i for i ≥ ℓ+1 as <
∗
1, ..., <
∗
n, and let pi = p ↾<
∗
i . It now suffices to show
pi contains a non-empty open <
∗
i -interval of C, since then by the genericity of C there
will be some point in their intersection, which thus realizes p.
In the case <∗i is a subquotient order from 0 to E, by condition (2) some point
in C realizes pi restricted to parameters outside of C, and so all of C does; again by
condition (2), pi restricted to parameters inside of C then contains an open interval of
C. In the case <∗i=<j for j ≥ ℓ+1, condition (3) implies pi contains a non-empty open
interval in Γ; since E-classes are <∗i -dense, this interval meets C in a non-empty open
interval.
Proof of Lemma 6.3.13. Let A¯ ∼= B¯ be finite subsets of (Γ/E,<1, ..., <ℓ). We lift A¯ to
A ⊂ (Γ, <1, ..., <k), and look for an automorphism moving A to a set covering B.
We proceed by induction on |A¯|, and so consider A = A0 ∪ {a} with a¯ 6∈ A¯0,
B¯ = A¯0 ∪ {C} for some E-class C 6∈ A¯0.
Let p = tp(a/A0). We will now work in Γ
red and use Lemma 6.3.15 to find a
realization of p in C. Condition (1) is equivalent to A¯ ∼= B¯. Since a¯ 6∈ A¯0, A0 ∩ C = ∅,
so (p ↾<′i) ↾ A simply says x is not <
′
i-related to any a ∈ A, which will be true for every
x ∈ C. Finally, since a¯ 6∈ A¯0, a 6∈ A0, so a witnesses condition (3).
Proof of Lemma 6.3.12. For existence, let Γ be the composition Γ∗[C], where C only
carries the equality relation, and let E be the corresponding equivalence relation. Note
that each <∗i is now a subquotient order from E to 1. For 1 ≤ i ≤ m− (k − ℓ), add a
generic subquotient order <′i from 0 to E. For ℓ+1 ≤ i ≤ k, add a generic linear order
<i. We may then define the specified convex orders <i for 1 ≤ i ≤ ℓ as compositions
of the <∗i with the <
′
j or the restrictions to E of the <n for ℓ+ 1 ≤ n ≤ k.
For uniqueness, suppose we have a structure (Γ′, <1, ..., <k) satisfying the conditions.
We will show Γ′red has the same finite substructures as the Γred we constructed above;
as they are both homogeneous, they will thus be isomorphic.
As all the subquotient orders added to construct Γred were added generically, every
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finite substructure of Γ′red is a substructure of Γred. For the converse, we proceed by
induction on the size of the substructure. Let A ∪ {a} be a finite substructure of Γred,
such that A is a substructure of Γ′red. We will use Lemma 6.3.15 to show p = tp(a/A)
is realized in Γ′red.
We may assume a 6∈ A, otherwise we are done, so condition (4) is satisfied. As
(suitable reducts of) Γred/E and Γ′red/E both are isomorphic to Γ∗, and as a/E realizes
p ↾ (<′′1, ..., <
′′
ℓ ) in the former, there is some E-class C realizing it in the latter, so
condition (1) is satisfied. For condition (2), again since the quotient structures are
isomorphic, we may pick C such that for each b ∈ A, C = b/E iff a/E = b/E. Thus, we
are only concerned about (p ↾<′i) ↾ (A ∩ C); but as this restricted type doesn’t violate
transitivity, it is realized in C since <′i is dense on C. Finally for condition (3), we
again have that p ↾<j doesn’t violate transitivity, and so is realized by some element
not in A since <j is dense on Γ
′red.
Remark 6.3.16. Lemma 6.3.12 is also true if (3) is relaxed to allow certain restrictions
to be the reversals of others. The only case that isn’t immediate is if we require <i↾E=
(<j↾E)
opp for <i, <j dense. But then <i=<
opp
j by Lemma 6.3.14.
6.3.3 The Imprimitive Classification
We now classify the imprimitive homogeneous structures in a language of 3 linear orders.
We present the structures up to definable equivalence, and do so in a language of
subquotient orders, each of which is generic, and equivalence relations. Presenting
these in the language requires picking a 3-tuple of linear orders interdefinable with the
presentation we give, and leads to a mob of examples. The number of ∅-definable linear
orders may be substantial, and the number of suitable subsets quite a bit larger.
We first classify the imprimitive homogeneous 3-dimensional permutation structures
(Γ, E,<1, <2, <3) in which E˜ = 1, so Γ has no non-trivial ∅-definable congruence.
By Corollary 6.3.11 and Lemmas 6.3.13 and 6.3.12, Γ is determined by (Γ/E,<2)
and (Γ ↾E, <1, <2), which are themselves primitive homogeneous. There are thus two
possibilities.
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1. (<1↾E 6=<2↾E) Γ may be presented as (Γ, E, (<
′
i)
3
i=1) with <
′
1 from 0 to 1, <
′
2
from 0 to E, and <′3 from E to 1.
2. (<1↾E=<2↾E) Γ may be presented as (Γ, E, (<
′
i)
2
i=1) with <
′
1 from 0 to 1 and <
′
2
from E to 1.
(1) is just Q2lex with an additional generic order and (2) is the structure described in
Example 5 in Section 2.
Also note that when presented in the language of 3 linear orders, (1) uses all 8
2-types, while (2) only uses 6 of them. Thus (1) cannot appear as a factor in a compo-
sition, while (2) can.
If Γ has a non-trivial ∅-definable congruence, then it is a composition, whose factors
are either primitive or one of the above structures. Below, let Γ
(g)
i to denote the generic
i-dimensional permutation structure
If all of the factors are primitive, then each factor is interdefinable with Γ
(g)
i for
i ∈ {1, 2}. Each such factor contributes 2i 2-types. As there are at most 8 2-types
available, we get at most the following structures.
(3) For any multisubset I ⊂ {1, 2} such that |I| > 1 and
∑
i∈I 2
i ≤ 8, Γ is the
composition in any order of Γ
(g)
i for i ∈ I.
Finally, if one of the factors is imprimitive, we noted earlier it must be (2). There
are only 2 2-types remaining, so the other factor must be Γ
(g)
1 .
(4) Let Γ∗ be the structure from (2). Then Γ = Γ∗[Γ
(g)
1 ] or Γ
(g)
1 [Γ
∗].
For all of these structures we have only shown that at most 8 2-types are realized, but
it is easy to check that each structure can be presented in a language of 3 linear orders
by taking restrictions and compositions of the subquotient orders, which concludes our
derivation of the catalog.
This last step prompts the following special case of Question ??.
Question 6. Let Γ be a finite-dimensional permutation structure, with a linear lattice
of ∅-definable equivalence relations. If Γ has at most 2k non-trivial 2-types, can Γ be
presented as a k-dimensional permutation structure?
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We remark that the linearity hypothesis is necessary, since the full product Q2 (see
Example 6) only has 8 non-trivial 2-types, but requires 4 linear orders.
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Chapter 7
Questions around the Catalog
We collect here the various questions and conjectures that have appeared in the pre-
ceding chapters, or that are suggested by them.
The results of this thesis point to the following as a reasonable conjecture.
Conjecture 4. Every homogeneous finite-dimensional permutation structure with lat-
tice of ∅-definable equivalence relations isomorphic to Λ is interdefinable with the Fra¨ısse´
limit of some well-equipped lift of the class of all finite Λ-ultrametric spaces.
In particular, we state the primitive case of our conjecture separately.
Conjecture 5 (Primitivity Conjecture). Every primitive homogeneous finite dimen-
sional permutation structure can be constructed by the following procedure.
1. Identify certain orders, up to reversal.
2. Take the Fra¨ısse´ limit of the resulting amalgamation class, getting a fully generic
structure, possibly in a simpler language.
Again, we note that Pierre Simon has confirmed a proof of the Primitivity Con-
jecture in personal communication just before the submission of this thesis [?Simon].
However, we retain the following questions, as it still seems worth considering them via
direct amalgamation arguments.
As in Chapter 6, we may split the Primitivity Conjecture into two parts, corre-
sponding to Lemmas 6.2.2 and 6.2.3.
Conjecture 6. Let Γ be a homogeneous finite-dimensional permutation structure real-
izing all 3-types. Then Γ is fully generic.
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Conjecture 7. Let Γ be a primitive homogeneous finite-dimensional permutation struc-
ture. Then all 3-types involving realized 2-types are realized.
Lemma 6.2.4 provides a partial result in the direction of Conjecture 6, but the size
of the types to be considered goes to infinity with the number of linear orders. This
prompts the following question.
Question 7. Is there some n such that if any homogeneous finite-dimensional permu-
tation structure contains all n-types, then it is fully generic? In particular, can this be
proven using some variation of Lachlan’s Ramsey argument?
A concrete test of Conjecture 6 would be to try to repeat the the proof of Lemma
6.2.2 given Lemma 6.2.4 in higher dimensions. In particular, up until k = 14 linear
orders, this requires constructing 5-point configurations as unique amalgams of smaller
configurations.
These conjectures are put forward as an answer to the following question of Cameron,
which was our starting point.
Problem 2 (Cameron). Classify, for each n, the homogeneous n-dimensional permu-
tation structures.
A major qualitative consequence of our conjectural classification is the Distributivity
Conjecture.
Conjecture 8 (Distributivity Conjecture). A finite lattice is isomorphic to the lattice of
∅-definable equivalence relations in some homogeneous finite-dimensional permutation
structure iff it is distributive.
One could try to prove this directly by showing an expansion from the metric lan-
guage to the full language of linear orders of Figure 5.2.2 can be realized in any homo-
geneous finite-dimensional permutation structure. The amalgamation argument could
then be carried out in the full language instead.
In particular, a contradiction to the Distributivity Conjecture would have to arise
as follows. Let Γ be a homogeneous finite-dimensional permutation structure with a
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non-distributive lattice of ∅-definable equivalence relations, and Γmet its reduct to the
metric language. We know Γmet must be non-homogeneous. As Λ satisfies the infinite-
index property, we may construct each 4-point factor of the diagram from Lemma 5.2.5
in Γmet. Each such factor expands to a substructure of Γ, but the factors cannot be
expanded in such a way that the expansions agree on the base of the diagram.
The most promising counterexample to Conjecture 4 seems to be the configuration
appearing in Lemma 6.3.9, which there was proven untenable with 3 orders.
Question 8. Can a configuration as in Lemma 6.3.9, in which E-classes define non-
trivial Dedekind cuts in other E-classes, appear in a homogeneous finite-dimensional
permutation structure?
One possible path to ruling out such counterexamples would be to prove the follow-
ing conjecture. This was proven for the case of 3 linear orders in Lemma 6.3.14.
Conjecture 9. Let E be a ∅-definable equivalence relation in a finite-dimensional per-
mutation structure, and let C1, C2 be E-classes. Then C2 remains homogeneous after
naming C1.
We now give the most immediate test case for Question 8.
Question 9. Assume the Primitivity Conjecture. Let Γ be a homogeneous 4-dimensional
permutation structure with a linear lattice of ∅-definable equivalence relations. Can Γ
realize a configuration as in Question 8?
Conjecture 4 presents a conjectural classification of the homogeneous finite-dimensional
permutation structures, but not a classification of the homogeneous k-dimensional per-
mutation structures for each k. This is due to the issues in determining the number of
linear orders needed to represent a homogeneous finite-dimensional permutation struc-
ture produced by our construction, and sets aside the following combinatorial problem,
of significant interest in its own right.
Question 10. Given a homogeneous finite-dimensional permutation structure Γ pre-
sented in a language of equivalence relations and subquotient orders, what is the min-
imal n such that Γ is quantifier-free interdefinable with an n-dimensional permutation
80
structure?
We have addressed the following related question more directly in Corollary 4.4.3.
Question 11. Given a lattice Λ, what is the minimal n such that Λ is isomorphic
to the lattice of ∅-definable equivalence relations of some homogeneous n-dimensional
permutation structure?
In particular, is the bound of Corollary 4.4.3 optimal?
Finally, we again mention a general question regarding homogeneous ordered struc-
tures, which this thesis may be seen as investigating a simple case of.
Question 12. Is every homogeneous ordered structure interdefinable with an expansion
of a homogeneous proper reduct by a linear order?
Is every primitive homogeneous ordered structure that is the Fra¨ısse´ limit of a
strong amalgamation class interdefinable with an expansion of a homogeneous proper
reduct by a generic linear order?
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Chapter 8
Homogeneous Finite-Dimensional Permutation Structures
as Ramsey Expansions of Λ-Ultrametric Spaces
8.1 Introduction
We now turn to the study of the dynamical properties of the automorphism groups of
homogeneous finite-dimensional permutation structures, in the manner of [21], meaning
that we will prove a suitable structural Ramsey theorem for the amalgamation classes
associated to all the homogeneous finite-dimensional permutation structures in our
catalog.
Our Ramsey theorem for well-equipped lifts of Λ-ultrametric spaces is proved using
the results of [16], which provide a black box for complicated arguments involving the
partite construction. The theorem of [16] we use is particularly useful for proving a
Ramsey theorem for a class whose Fra¨ısse´ limit has a non-degenerate algebraic closure
operation, in the sense that there exist sets which are not their own algebraic closure.
This allows us to make use of a fragment of M eq, where the algebraic operations on Λ
translate into a non-trivial algebraic closure operator.
In particular, we use a combination and generalization of the encoding techniques
used in [16] to prove Ramsey theorems for the free product of Ramsey classes, which
involves duplicating the structure and adding unary functions representing a bijection,
and for structures that have a chain of definable equivalence relations, which involves
adding elements representing classes of ∅-definable equivalence relations.
A point of considerable technical interest is this: since we are dealing with an
arbitrary finite distributive lattice Λ of equivalence relations rather than just a chain
of such, the algebraic closure operation in the structures we consider is non-unary,
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that is the algebraic closure of a set is not determined by the algebraic closures of the
elements of the set. A non-unary algebraic closure significantly complicates applying
the theorems of [16], and consequently few classes with a non-unary algebraic closure
have been proven to be Ramsey classes, although some new examples were recently
given in [17].
The main point in the analysis of this closure operator is to show that, in an appro-
priate category, the closure of a finite set is finite. Rather than analyzing the closure
operation explicitly, we derive this from the algebraic closure operation on imaginary
elements in the generic Λ-ultrametric space (as in Lemma 8.3.10).
Another point of considerable technical interest is our use of what we call a quantifier-
free reinterpretation, a generalization of the argument appearing in [3, Section 4], to
transfer the Ramsey property between classes. The natural class our arguments would
be carried out in has a linear order satisfying many constraints, and the reinterpretation
technique allows us to argue in a class where the linear order is more nearly generic,
thereby avoiding much bookkeeping.
8.2 Multi-Amalgamation Classes and Ramsey Theorems
We now give an exposition of Theorem 2.2 in [16], which provides sufficient conditions
for proving a subclass of a known Ramsey class is Ramsey.
Definition 8.2.1. An L-structure A is irreducible if for every distinct x, y ∈ A, there
is some R ∈ L and some tuple ~t containing x, y such that R(~t) holds in A.
A homomorphism f : A → B is a homomorphism-embedding if f restricted to any
irreducible substructure of A is an embedding, i.e. the restriction of f is injective and
for any R ∈ L, R(x1, ..., xr)⇔ R(f(x1), ..., f(xr)), where r is the arity of R.
Given an L-structure C and a class K of L-structures, we say C ′ is a K-completion
of C if C ′ ∈ K and there is a homomorphism-embedding f : C → C ′.
Given an L-structure C, an irreducible B ⊂ C, and a class K of L-structures, we
say C ′ is a K-completion of C with respect to copies of B if C ′ is an irreducible K-
structure and there is a function f : C → C ′ such that f restricted to any Bˆ ∈
(
C
B
)
is
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an embedding.
Definition 8.2.2. Given a language L, a closure description U is a set of pairs (RU , B),
where RU ∈ L is an n-ary relation, and B is a non-empty irreducible L-structure on
the set {1, ...,m} for some m ≤ n. We call RU a closure relation, and the corresponding
structure B its root.
Definition 8.2.3. Given an L-structure A, an n-ary relation R ∈ L, and k ≤ n, the
R-out-degree of a k-tuple (x1, ..., xk) ∈ A
k is the number of tuples (xk+1, ..., xn) ∈ A
n−k
such that R(x1, ..., xn) holds in A.
Given a closure description U , we say that a structure A is U-closed if, for every
(RU , B) ∈ U , the RU -out-degree of any tuple ~t of elements of A is 1 if ~t is an embedding
of B into A, and 0 otherwise.
Thus, in a U -closed structure, a closure relation can be thought of as a function
assigning additional points to each copy of its root. The strong amalgamation condition
in the following definition ensures that, in our applications, the closure relations are
such that these functions generate the algebraic closure in the Fra¨ısse´ limit.
We are now ready for the main definition and theorem.
Definition 8.2.4. Let R be a Ramsey class of finite irreducible L-structures, and let
U be a closure description in L. We say that a subclass K ⊂ R is an (R,U)-multi-
amalgamation class if:
1. K consists of finite U -closed L-structures.
2. K is closed under taking U -closed substructures.
3. K has strong amalgamation.
4. Locally finite completion property: Let B ∈ K and C0 ∈ R. Then there
exists an n = n(B,C0) such that for any U -closed L-structure C that satisfies the
conditions below, there exists a structure C ′ that is a K-completion of C with
respect to copies of B. The conditions required on C are as follows.
(a) C0 is an R-completion of C.
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(b) Every substructure of C with at most n elements has a K-completion.
Theorem 8.2.5 ([16, Theorem 2.2]). Let R be a Ramsey class. Then every (R,U)-
multi-amalgamation class is a Ramsey class.
If we wish to prove a class K of L-structures is Ramsey, the following theorem from
[27] provides, in many cases, a suitable R for applying Theorem 8.2.5.
Theorem 8.2.6. Let L be a finite relational language, such that < is a binary relation
in L. The class of all finite L-structures in which < is interpreted as a linear order is
a Ramsey class.
8.3 The Classes K0 and K
Let Λ be a finite distributive lattice, AΛ the class of all finite Λ-ultrametric spaces,
and ~AΛ a well-equipped lift. In order to to prove the locally finite completion property
required in Theorem 8.2.5, we will need to lift ~AΛ to a linguistically more complex class.
The first part of the lift, adding elements representing equivalence classes, is isolated
below. It is similar to the lift employed in Lemma 4.28 of [16] for metric spaces with
jumps, and is common in model theory.
A K0-structure is meant to be viewed as follows: the elements of PE,1 represent
the E-classes of a Λ-ultrametric space, and UE,E′(x, y) holds if x represents an E-class
and y represents the E′-class containing x. The metric is not explicitly present in the
language of the lift, since it is encoded by the family
{
UE,E′
}
.
Definition 8.3.1. Let L0 =
{
{PE,1}E∈Λ ,
{
UE,E′
}
E<E′∈Λ
}
, be a relational language
where the PE,1 are unary and the UE,E′ are binary. Let UU be the following closure
description: the UE,E′ are closure relations, and the root of UE,E′ is a single point x
such that PE,1(x).
Let K0 consist of all finite UU -closed L0-structures for which the following hold.
1. The family {PE,1}E∈Λ forms a partition
2. If UE,E′(x, y), then PE,1(x) and PE′,1(y)
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3. (Coherence) If E < E′ < E′′ ∈ Λ and UE,E′(x, y), then UE′,E′′(y, z) implies
UE,E′′(x, z)
4. (Downward semi-closure) If PE,1(x) and PE′,1(x
′), then there is at most one y
such that PE∧E′,1(y) and UE∧E′,E(y, x), UE∧E′,E′(y, x
′)
Definition 8.3.2. Let ≤U be the relation defined on a K0-structure by x ≤U y if there
are E,E′ ∈ Λ such that UE,E′(x, y). If x ≤U y and we wish to specify that y is an
E′-class, we will write x/E′ = y.
Proposition 8.3.3. Let K ∈ K0 and let x, x
′ ∈ K. Suppose x/E1 = z1 = x
′/E1,
x/E2 = z2 = x
′/E2. Then there exists y ∈ K such that x/(E1∧E2) = y = x
′/(E1∧E2).
Proof. We have x ∈ PF1,1, y ∈ PF2,1, for some F1, F2 ≤ E1, E2. Since K is UU -closed,
there are unique y = x/(E1 ∧ E2) and y
′ = x′/(E1 ∧ E2). By coherence, y/E1 = z1 =
y′/E1, y/E2 = z2 = y
′/E2. By downward semi-closure, y = y
′.
Definition 8.3.4. For x, y ∈ K0, define δ(x, y) to be the least E such that x/E = y/E.
By the proposition above, this is well-defined.
Proposition 8.3.5. Let K ∈ K0. Then δ satisfies the triangle inequality in K.
Proof. Suppose δ(x1, x2) = F , δ(x2, x3) = F
′. Let a = x1/(F ∨F
′) and b = x3/(F ∨F
′).
Then a = x2/(F ∨ F
′) = b, so δ(x1, x3) ≤ F ∨ F
′.
However, the function δ is technically not a Λ-ultrametric, or even a Λ-pseudoultrametric,
since in general δ(x, x) 6= 0. Note that δ encodes all the information present in the fam-
ily
{
UE,E′
}
.
Definition 8.3.6. To any Λ-ultrametric space A, we associate a structure Aeq, such
that if A ∈ AΛ, then A
eq ∈ K0, as follows.
1. The universe of Aeq is ⊔E∈ΛA/E.
2. For each E ∈ Λ, label the elements of A/E with the predicate PE,1.
3. For each E,E′ ∈ Λ with E < E′, let UE,E′(x, y) hold if PE,1(x), PE′,1(y), and y
represents the E′-class containing the E-class that x represents.
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Note that this is only a fragment of the full model-theoretic Aeq, since we are not
adding equivalence classes for equivalence relations definable on An for n > 1.
Conversely, to any K ∈ K0, we can associate a structure AK ∈ AΛ. The following
construction can be viewed as considering each point inK as representing an equivalence
class and picking a generic point in each class, i.e. points that are no closer to each
other than necessary.
Definition 8.3.7. Let K ∈ K0. For each x ∈ K, create a corresponding point xA ∈
AK . Then, let d(xA, xA) = 0, and let distances between distinct points be defined by
d(xA, yA) = δ(x, y). By Proposition 8.3.5, the result is a Λ-ultrametric space.
Proposition 8.3.8. Let K ∈ K0. Then K embeds into (AK)
eq.
Proof. For each x ∈ K, if PE,1(x), we map x to xA/E ∈ (AK)
eq.
Suppose, for x ∈ K, that PE,1(x), and let y = x. Then δ(x, y) = E = δ(xA/E, yA/E).
Now suppose x, y ∈ K with PE,1(x) and PE′,1(y) and x 6= y. Let δ(x, y) = F . Then
d(xA, yA) = F . Then in (AK)
eq, the least G ∈ Λ such that xA/G = yA/G is G = F .
Since E,E′ < F , this means δ(xA/E, yA/E
′) = F as well. Thus, our map preserves the
family {PE,1} and δ, and so gives an embedding of K into (AK)
eq.
Thus K0 is exactly the closure under UU -closed substructure of the class obtained
by applying the eq operation to AΛ. We call such structures upward-closed. We now
consider an additional closure condition.
Definition 8.3.9. We say K ∈ K0 is downward closed if for any x, y ∈ K such that
PE,1(x), PF,1(y), and δ(x, y) = E ∨ F , there is some z ∈ K such that PE∧F,1(z) and
z ≤U x, y.
Lemma 8.3.10. Let K ∈ K0. Then there is a finite K0-structure cl0(K) such that
1. K embeds into cl0(K)
2. cl0(K) is downward closed
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Proof. By Theorem 4.2.3, AΛ is an amalgamation class. Let Γ be the Fra¨ısse´ limit of
AΛ. Embed AK into Γ. Then (AK)
eq is contained in Γeq. Let cl0(K) be the algebraic
closure of (AK)
eq in Γeq.
Given x ∈ cl0(K), with PE,1(x), for any E
′ > E, x/E′ is definable from x by the
formula φ(y) = UE,E′(x, y), and so is in its algebraic closure. Thus cl0(K) is UU -closed.
By Proposition 8.3.8, (1) already holds of (AK)
eq.
We now prove (2). Let x′, y′ ∈ Γ, with d(x′, y′) = E ∨ F . Since the structure
A = {x′, y′, z′}, with d(x′, z′) = E, d(y′, z′) = F , d(x′, y′) = E ∨F , satisfies the triangle
inequality, we have A ∈ AΛ. Thus, as Γ is the Fra¨ısse´ limit of AΛ, there is some
z′ ∈ Γ such that d(x′, z′) = E and d(y′, z′) = F . Given x, y ∈ cl0(K) as in Definition
8.3.9, there exist x′, y′ ∈ Γeq such that P0,1(x
′), P0,1(y
′), x′/E = x, y′/F = y, and
δ(x′, y′) = E ∨ F . Then there is a z′ ∈ Γeq such that δ(x′, z′) = E, δ(y′, z′) = F . Thus
z′ ≤U x, y, and so we may take z = z
′/(E ∧ F ) ≤U x, y. Finally, there can be at most
one such z, since there is at most one E ∧ F -class contained in any given E-class and
F -class, and so z is in the algebraic closure of {x, y}.
We now define the full class to which we will lift structures from ~AΛ. This will com-
bine adding elements representing equivalence classes with the technique of duplicating
the structure and connecting the parts by bijections used in Proposition 4.31 of [16] for
structures with multiple linear orders. Since we are using subquotient orders instead
of linear orders, we only need to duplicate part of the structure for each subquotient
order.
The reason multiple structures are used to handle multiple linear orders is that
Theorem 8.2.6, which we plan to use to provide an R for Theorem 8.2.5, provides a
class with only a single linear order. Thus, in [16], each linear order is placed on a
single copy of the structure, and the copies are ordered one after another to form a
single linear order.
The relation DE1,E2(x1, x2, y) in the definition below is meant to be viewed as stat-
ing that x1 and x2 represent an E1 and E2 class, respectively, and y represents their
intersection. This intersection of equivalence classes is the reason the algebraic closure
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operation in the class below will be binary rather than unary.
Definition 8.3.11. For each E ∈ Λ let NE ≥ 1, and let <1−types be a linear order on
{(E, i)|E ∈ Λ, i ∈ [NE ]}. Relative to these parameters, we defineK, a class of structures
in the relational language
L = L0 ∪
{
{PE,i}E∈Λ,2≤i≤NE , {BE,i,j}E∈Λ,i,j∈[NE] ,
{
DE,E′
}
E 6=E′∈Λ
,D∃, <
}
where the relations PE,i are unary, the BE,i,j are binary, the DE,E′ are ternary, D
∃ is
binary, and < is binary. Let K consist of all finite L-structures for which the following
hold.
1. The family {PE,i}E∈Λ,i∈[NE] forms a partition such that classes that agree in the
first index have the same cardinality.
2. The substructure on the points x such that PE,1(x) holds for some E ∈ Λ is an
L-expansion of a K0-structure.
3. < is a linear order, which agrees with<1−types between 1-types, i.e. if PE,i(x), PF,j(y),
(E, i) 6= (F, j), then x < y ⇒ (E, i) <1−types (F, j).
4. D∃(x, y) iff there exists a z such that UE,E∨E′(x, z), UE′,E∨E′(y, z).
5. If DE1,E2(x1, x2, y), then PE1,1(x1), PE2,1(x2), D
∃(x1, x2), PE1∧E2,1(y), and y ≤U
x1, x2.
6. BE,i,j is the graph of a bijection from the points of PE,i to the points of PE,j.
7. If BE,i,j(x, y) and BE,j,k(y, z), then BE,i,k(x, z).
Definition 8.3.12. We also define a closure description UK for L, in which the relations
UE,E′, BE,i,j, and DE,E′ are closure relations. The root of UE,E′ is a single point x such
that PE,1(x). The root of BE,i,j is a single point x such that PE,i(x). The root of
DE,E′ is a pair of points x1, x2 such that PE,1(x1), PE′,1(x2), D
∃(x1, x2), UE,E′(x1, x2)
if E < E′ or UE′,E(x2, x1) if E
′ < E, and x1 < x2 if (E, 1) <1−types (E
′, 1) or x2 < x1
if (E′, 1) <1−types (E, 1).
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Although K is not closed under taking substructures, the class of UK-closed K-
structures is closed under taking UK -closed substructures.
Definition 8.3.13. The metric part of K ∈ K is the K0-structure appearing in condi-
tion (2) of Definition 8.3.11, with language L0.
Remark 8.3.14. For K ∈ K, we can assign a distance δ(x, y) between two points in
the non-metric part of K as well, by taking the distance between the points x and y are
in bijection with in the metric part of K.
Lemma 8.3.15. Let K ∈ K, let K0 be the metric part of K, and let K
′
0 be a K0-
structure containing K0. Then there is a K-structure K
′ such that K ⊂ K ′ and the
metric part of K ′ is K ′0.
Furthermore, if K ′0 is downward closed, K
′ can be taken to be UK-closed.
Proof. For any x, y ∈ K ′0 such that for some E,F ∈ Λ, PE,1(x), PF,1(y), and δ(x, y) =
E ∨ F , add the relation D∃(x, y). Furthermore, if K ′0 is downward-closed, there is a
z ≤U x, y such that PE∧F (z), so add the relation DE,F (x, y, z).
Then, for every x1 ∈ K
′
0\K0, perform the following. Let E ∈ Λ be such that
PE,1(x1).
1. for every 2 ≤ i ≤ NE, add a point xi to PE,i
2. for every i, j ∈ [NE ], add the relation BE,i,j(xi, xj)
Finally, complete < arbitrarily to a linear order so that it still agrees with <1−types
between 1-types.
Lemma 8.3.16. Let K ∈ K. Then there is a UK-closed K-structure cl(K) such that K
is a substructure of cl(K).
Proof. Let K0 be the metric part of K. Let cl0(K0) be as in Lemma 8.3.10. Then apply
Lemma 8.3.15 to K with K ′0 = cl0(K0), and let cl(K) be the resulting K
′.
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8.4 Transfer
In this section, we show that to prove ~AΛ is a Ramsey class, it is sufficient to prove
that the class of UK-closed K-structures is a Ramsey class.
The first definition describes how we lift an ~AΛ-structure to a K-structure.
Definition 8.4.1. Let ~A ∈ ~AΛ, and let ~Γ be the Fra¨ısse´ limit of ~AΛ. Before we describe
how to lift an ~AΛ-structure into K, we first fix the following parameters and notation.
(a) For each meet-irreducible E ∈ Λ, let NE be the number of subquotient orders with
bottom-relation E, and for each meet-reducible E ∈ Λ, let NE = 1.
(b) Enumerate the subquotient orders with bottom-relation E as <E,i for i ∈ [NE ].
(c) For each E ∈ Λ, choose F ′E a cover of E, and for E meet-reducible choose F
′′
E > E
such that E = F ′E ∧ F
′′
E .
(d) For each element of {(E, i)|E ∈ Λ, i ∈ [NE ]} with E meet-reducible, use the con-
struction in Lemma 3.4.10, with the above choices of F ′E and F
′′
E , to produce a
quantifier-free formula φE,i defining a subquotient order with bottom relation E
and top relation 1 on ~Γ.
For E meet-irreducible, use Corollary 3.4.11 instead.
Finally, as noted in Remark 3.4.12, we may assume that whenever the construction
has to choose between multiple subquotient orders with a given bottom relation, it
chooses the first in our enumeration.
(e) Fix a linear order <1−types on {(E, i)|E ∈ Λ, i ∈ [NE ]}.
(f) Let A be the metric part of ~A.
Note that, although φE,i is defined on elements of ~A, it naturally induces a linear
order on the elements of PE,i in A
eq. We now associate a K-structure to ~A ∈ ~AΛ. Let
LK( ~A) be as follows:
1. Construct Aeq.
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2. For each E ∈ Λ, 2 ≤ i ≤ NE , create a copy of the elements of PE,1, and label the
elements of that copy with the predicate PE,i.
3. For each E ∈ Λ, for each i, j ∈ [NE ], let BE,i,j(x, y) if PE,i(x), PE,j(y) and x and
y represent the same E-class.
4. For each E ∈ Λ, i ∈ [NE ], define < on the elements of PE,i to agree with the
order induced by φE,i on those elements.
5. Extend < to a total order by setting x < y if PE,i(x), PF,j(y), and (E, i) <1−types
(F, j).
This gives a canonical lifting from ~AΛ to K. However, we would like to lift elements
of ~AΛ to UK-closed K-structures, which will be done as follows. First, note that we can
also apply the LK-construction to ~Γ.
Definition 8.4.2. Let ~A ∈ ~AΛ, and let ~Γ be the Fra¨ısse´ limit of ~AΛ. Embed ~A into
~Γ. This induces an embedding of LK( ~A) into LK(~Γ), and let Lift( ~A) be the algebraic
closure of LK( ~A) in LK(~Γ).
By the proof of Lemma 8.3.10, Lift( ~A) will be UK-closed.
Proposition 8.4.3. Suppose ~A, ~B ∈ ~AΛ and ~A embeds into ~B. This induces an em-
bedding from LK( ~A) into LK( ~B), and there is an embedding of Lift( ~A) into Lift( ~B) that
extends this embedding. In particular, Lift( ~A) is well-defined up to isomorphism over
~A.
Proof. The definition of the Lift operation is based on an embedding of LK( ~B) into
LK(~Γ). Given such an embedding, it induces a corresponding embedding of LK( ~A),
and relative to these embeddings, Lift( ~A) will then be a substructure of Lift( ~B).
For the final point, take the embedding of LK( ~A) to be an isomorphism of LK( ~A)
with LK( ~B), or its inverse.
Note that the Lift operation produces only a subset of the structures in K, since the
order cannot be generic within 1-types, but is controlled by the (φE,i) and the (<E,i),
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which remain definable in the lifted structure as appropriate restrictions of <. The
Ramsey property for ~AΛ corresponds more directly to the Ramsey property for the
class of lifted structures, but working with UK-closed K-structures reduces much of the
bookkeeping. The next definition will provide a way to transfer the Ramsey property
from UK-closed K-structures to the class of lifted structures (or rather its closure under
UK-closed substructure).
Definition 8.4.4. Fix a relational language L. A quantifier-free reinterpretation scheme
is a family of quantifier-free L-formulas Φ = {φR : R ∈ L} such that φR has nR free
variables, where nR is the arity of R.
A quantifier-free reinterpretation scheme Φ naturally induces a function fΦ from
L-structures to L-structures, where fΦ(A) is given by reinterpreting each R ∈ L as φR.
We call such a function a quantifier-free reinterpretation.
Given a class R of L-structures and a quantifier-free reinterpretation fΦ, if fΦ is a
retraction when restricted to R, we call it a quantifier-free retraction on R. The image
of a quantifier-free retraction is a quantifier-free retract of R
Example 8. Let L consist of two binary relations, <1, <2. Let R be the class of all
finite L-structures where <1, <2 are linear orders. Then the class K1 ⊂ R consisting of
structures where <1=<2 is a quantifier-free retract of R, induced by the quantifier-free
reinterpretation scheme Φ = {φ<1(x1, x2) = x1 <1 x2, φ<2(x1, x2) = x1 <1 x2}.
Similarly, the class K2 ⊂ R for which<2=<
opp
1 is a quantifier-free retract, induced by
the quantifier-free reinterpretation scheme Φ = {φ<1(x1, x2) = x1 <1 x2, φ<2(x1, x2) =
x2 <1 x1}.
The first of the above examples essentially appeared in [3], where it was used to argue
that if a class of structures with two generic linear orders had the Ramsey property,
one could forget one of those linear orders and keep the Ramsey property. We now
generalize that argument.
Lemma 8.4.5. Let K1 be a Ramsey class, and K2 a quantifier-free retract of K1 such
that K2 ⊂ K1. Then K2 is a Ramsey class.
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Proof. Let A,B ∈ K2. Then we also have A,B ∈ K1, and so there is some C1 ∈ K1
witnessing the Ramsey property for A,B ∈ K1. Let C2 ∈ K2 be the retract of C1. We
claim C2 witnesses the Ramsey property for A,B ∈ K2.
Let χ2 be a coloring of
(
C2
A
)
. Let fΦ be the quantifier-free reinterpretation, as in
Definition 8.4.4, and recall fΦ restricts to the identity on copies of A,B. Define a
coloring χ1 of
(
C1
A
)
by χ1(A) = χ2(fΦ(A)). Let B̂ ⊂ C1 be a monochromatic copy of
B. Then fΦ(B̂) ⊂ C2 is a monochromatic copy of B, since fΦ is the identity on B̂.
The idea of the retraction we will use is that in any lifted structure, < is determined
by the (φE,i), and certain restrictions of <. In a K-structure, we can take these restric-
tions of <, forget the rest of <, and then use the (φE,i) to define a new order from the
restrictions. This is carried out in detail in the next definition.
In the following definition, given x ∈ PE,i and F > E, x/F is the y ∈ PF,1 such
that y ≥U x
′, where BE,i,1(x, x
′). In order for formulas involving x/F to be quantifier-
free, we must consider the relations BE,i,j and UE,E′ to be functions. These relations
define functions in UK-closed K-structures, which is the reason for restricting ourselves
to UK-closed structures below.
Definition 8.4.6. We now define another class K′ using a quantifier-free retract on K.
Let F ′E , F
′′
E be as in Definition 8.4.1.
For each E ∈ Λ, we inductively define a formula ψE,i which gives a linear order on
PE,i. The case E = 1 is trivial. Now assume we have defined such ψF,i for all F > E.
If E is meet-irreducible, let
ψE,i(x, y)⇔ (δ(x, y) = F
′ ∧ x < y) ∨ (δ(x, y) > F ′E ∧ ψF ′E ,1(x/F
′
E , y/F
′
E))
If E is meet-reducible, let
ψE,i(x, y)⇔
(x 6= y) ∧ (((δ(x, y) = F ′E ∧ ψF ′′E ,1(x/F
′′
E , y/F
′′
E)) ∨ (δ(x, y) 6= F
′
E ∧ ψF ′E ,1(x/F
′
E , y/F
′
E)))
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Let Φ< = {φ<}, where φ< is
(
∨
E∈Λ
i∈[NE ]
PE,i(x) ∧ PE,i(y) ∧ ψE,i(x, y)) ∨ (
∨
E,F∈Λ
i∈[NE ],j∈[NF ]
(E,i)<1−types(F,j)
PE,i(x) ∧ PF,j(y))
Note that fΦ restricts to the identity on structures for which < is suitably encoded
by the (ψF,i) and certain restrictions of < on PE,i for meet-irreducible E.
We thus let K′ be the quantifier-free retract of UK-closed K-structures under the
above quantifier-free reinterpretation scheme.
Remark 8.4.7. Any K′-structure is UK-closed.
Proposition 8.4.8. Let ~A ∈ ~AΛ. Then Lift( ~A) ∈ K
′.
Proof. It is clear that Lift( ~A) is a UK-closed K-structure. We must check that fΦ< is
the identity on Lift( ~A). But Φ< was defined so as to make this the case.
Proposition 8.4.9. Suppose the class of UK-closed K-structures is a Ramsey class.
Then K′ is a Ramsey class.
Proof. This follows by Lemma 8.4.5.
Proposition 8.4.10. Let K ∈ K′. Then there is an ~AK ∈ ~AΛ such that K embeds into
Lift( ~AK).
Proof. Let K0 be the metric part of K. Taking AK0 as in Definition 8.3.7 gives a
structure in AΛ, which needs to be expanded by certain subquotient orders <E,i in
order to obtain a structure in ~AΛ.
The <E,i are determined in the following manner: we know that <E,i should have
bottom relation E, and let E′ be its prescribed top-relation. Recall that each x ∈ K0
gives a point xA ∈ AK0 . Let <
∗
E,i be the partial order on points of AK0/E of the
form xA/E defined as follows. For x, y ∈ K0, let xA/E <
∗
E,i yA/E if there are points
x′, y′ ∈ PE,i such that BE,1,i(x, x
′) and BE,1,i(y, y
′), we have δ(x, y) ≤ E′ and x′ < y′.
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Then let <E,i be an arbitrary extension of <
∗
E,i to a subquotient order of AK0 with
bottom relation E and top relation E′. Then the resulting structure is the desired
~AK .
Thus the class K′ is exactly the closure under UK-closed substructure of the class
obtained by applying the Lift operation to ~AΛ.
Lemma 8.4.11. Suppose K′ is a Ramsey class. Then ~AΛ is a Ramsey class.
Proof. Let ~A, ~B ∈ ~AΛ. Then Lift( ~A),Lift( ~B) are K
′-structures, and so there is some
C ∈ K′ witnessing the Ramsey property for Lift( ~A),Lift( ~B). By possible enlarging
C, we may assume it has the form Lift( ~C) for some ~C ∈ ~AΛ. We will show that ~C
witnesses the Ramsey property for ~A, ~B.
Let χ be a coloring of
(~C
~A
)
. We wish to lift χ to a coloring χ̂ of
(
C
Lift( ~A)
)
.
Claim 5. Let ~X ∈ ~AΛ, X̂ ∈ K
′, and X̂ ∼= Lift( ~X). Then there is a unique substructure
~X1 of X̂ such that ( ~X1, X̂) ∼= (LK( ~X),Lift( ~X)).
Proof of Claim. Since X̂ is equipped with a linear order, it is rigid, and hence there is
a unique isomorphism of Lift( ~X) with X̂. The claim follows. ♦
For any X̂ ∼= Lift( ~X), we define ker(X̂) to be the unique substructure such that
(ker(X̂), X̂) ∼= (LK( ~X),Lift( ~X)).
Also, given a structure X of the form LK( ~X) we define a map L
opp
X from P0,1 ⊂ X to
~AX as defined in Proposition 8.4.10, which sends x to the corresponding point xA. Note
that if ~X ⊂ ~Y , and thus LK( ~X) ⊂ LK(~Y ), then L
opp
LK(~Y )
[LK( ~X)] ∼= ~X . Furthermore, if
we identify Lopp
LK(~Y )
[LK(~Y )] with ~Y , then L
opp
LK(~Y )
[LK( ~X)] = ~X.
Claim 6. There is a coloring χ̂ of
(
C
Lift( ~A)
)
such that, for Â ∈
(
C
Lift( ~A)
)
χ̂(Â) = χ(Lopp
ker(C)[ker(Â)])
Proof of Claim. Because Â ⊂ C, ker(Â) ⊂ ker(C). Then, since Â ∼= Lift( ~A), we have
Lopp
ker(C)[ker(Â)] ∈
(~C
~A
)
. ♦
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By the Ramsey property for C, there is B̂ ∼= Lift( ~B) in C which is χ̂-monochromatic.
We now check Lopp
ker(C)[ker(B̂)] is χ-monochromatic.
If ~A1 ⊂ ~B with ~A1 ∼= ~A, then LK( ~A1) ⊂ LK( ~B), and by Proposition 8.4.3 this
extends canonically to an embedding of Lift( ~A1) into B̂. Thus χ( ~A1) = χ̂(Â1), with Â1
the image of Lift( ~A1) in B̂. Thus ~B is χ-monochromatic.
Thus, we have the following.
Corollary 8.4.12. Suppose the class of UK-closed K-structures is a Ramsey class.
Then ~AΛ is a Ramsey class.
8.5 Ramsey Theorems
We now use Theorem 8.2.5 to prove the class of UK-closed K-structures is a Ramsey
class.
We first consider the downward-closed K0-structures (Definition 8.3.9).
Lemma 8.5.1. The class of downward closed K0-structures is a strong amalgamation
class.
Proof. Let the downward closed K0-structuresK1,K2 be the factors of an amalgamation
problem, and let K∗ be their free amalgam.
Claim. K∗ ∈ K0.
Proof of Claim. Since the UE,E′ are unary, and since both factors and the base are
UU -closed, K
∗ is UU -closed.
We only check downward semi-closure, since the other constraints follow immedi-
ately from the fact that they are satisfied in each factor. Let x, y ∈ K∗ with PE,1(x),
PF,1(y), and δ(x, y) = E ∨ F .
If x, y are not in the same factor, then there is no z ≤U x, y, since the base is
UU -closed. If they are in the same factor, then in each factor there is at most one
z ≤U x, y such that PE∧F,1(z), since each factor is downward closed. Thus, the only
possible contradiction would be if x, y were in the base, and there were z1, z2 in the
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first and second factor, respectively, such that zi ≤U x, y and PE∧F,1(zi). But this is
impossible, since the base is also downward closed. ♦
Then cl0(K
∗) as provided by Lemma 8.3.10 is a downward closed strong amalgam.
Lemma 8.5.2. The class of UK-closed K-structures is a strong amalgamation class.
Proof. Let the UK-closed K-structures K1,K2 be the factors of an amalgamation prob-
lem. Let K∗ be the free amalgam of K1,K2, and let K
∗
0 be the metric part of K
∗.
Claim. We can complete K∗ to a K-structure, K+.
Proof of Claim. By the claim in Lemma 8.5.1, K∗0 ∈ K0. Because the base is UK-closed,
{BE,i,j} are the graphs of the desired bijections in K
∗. For any x, y ∈ K∗ such that for
some E,F ∈ Λ, PE,1(x), PF,1(y), and δ(x, y) = E∨F , add the relation D
∃(x, y). Finally,
complete < to a linear order that agrees with <1−types between 1-types (this doesn’t
conflict with any transitivity constraints). The remaining constraints are satisfied since
they are satisfied in each factor. Thus, the resulting structure, K+, is in K. ♦
Then cl(K+) as provided by Lemma 8.3.16 is a strong amalgam.
Lemma 8.5.3. Let R be the class of all finite L-structures where < is a linear order.
Then the class of UK-closed K-structures has the locally finite completion property with
respect to (R,UK).
Proof. Let B be a UK-closed K-structure and C0 ∈ R. Set n(B,C0) = 0. Let C be a UK-
closed L-structure with R-completion C0. We first note that it is sufficient to produce
C ′ a K-completion of C with respect to copies of B, since then cl(C ′) as provided by
Lemma 8.3.16 will be a UK-closed K-completion of C with respect to copies of B.
Since we only need to produce a K-completion of C with respect to copies of B,
rather than a K-completion, we may assume that C is a union of copies of B and that
all relations are between points which lie in a common copy of B. However, assuming
this means we may only assume that C is UK-semi-closed, meaning that the R-out-
degree, for any closure relation R, of a tuple ~t is at most 1 if ~t represents an embedding
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of the root of R into C, and 0 otherwise. (We could actually assume full closure for
the relations UE,E′ and BE,i,j, since they represent unary functions, but it will not be
necessary.) We claim this places the following constraints on C.
1. The family {PE,i} forms a partition.
2. C is UU -closed.
3. The UE,E′ are coherent.
4. < is an irreflexive, asymmetric, acyclic relation.
5. < agrees with <1−types between 1-types.
6. If UE,E′(x, y), then PE,1(x), PE′,1(y).
7. If D∃(x, y), then there are E,E′ ∈ Λ such that PE,1(x), PE′,1(y), and δ(x, y) =
E ∨ E′.
8. If DE1,E2(x1, x2, y), then we have PE1,1(x1), PE2,1(x2), D
∃(x1, x2), PE1∧E2,1(y),
and y ≤U x1, x2.
9. If x, y are such that PE,1(x), PE′,1(y), and D
∃(x, y), then there is exactly one z
such that DE,E′(x, y, z).
10. BE,i,j is the graph of a bijection from PE,i to PE,j.
11. If BE,i,j(x, y) and BE,j,k(y, z), then BE,i,k(x, z).
12. C is downward semi-closed.
With the exceptions of (3), (4), (10), (11), and (12), the constraints are immediate from
the assumption that C is UK-semi-closed, is a union of copies of B, and all relations are
between points that lie in the common copy of B.
Constraint (4) follows from the assumption that there is a homomorphism-embedding
from C to C0, and < is a linear order on C0.
Before continuing, we observe that if a ∈ C lies in a given copy of B (perhaps one of
several), and UE,E′(a, b) or BE,i,j(a, b), then b lies in that same copy of B. For suppose
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a ∈ B̂, but b 6∈ B̂. Then, since B̂ is UK-closed, there is some b
′ ∈ B̂ such that we also
have UE,E′(a, b
′) (resp. BE,i,j(a, b
′)). But this is forbidden, since C is UK-semi-closed.
We check constraint (3). Suppose UE,E′(x, y), UE′,E′′(y, z). By our observation,
x, y, z all lie in a single copy of B, and so UE,E′′(x, z). Constraint (11) follows similarly.
Constraint (10) holds since each BE,i,j is a union of bijections, and C is UK-semi-
closed.
Finally, suppose constraint (12) is violated, so there are x, y ∈ C such that PE,1(x),
PE′,1(y), and δ(x, y) = E ∨ E
′, and there are distinct z1, z2 such that PE∧E′,1(zi) and
zi ≤U x, y. By our earlier observation, we must have x, y, z1 lying in a single copy of B,
as well as x, y, z2. Since B is UK-closed, we then have DE,E′(x, y, z1) and DE,E′(x, y, z2).
But this is forbidden, since C is UK-semi-closed.
We define an equivalence relation P on C whose classes are the family {PE,i}. Taking
the transitive closure of < gives a partial order, for which P is a congruence and which
agrees with <1−types between P -classes, and so < can be completed to a linear order
which is P -convex and agrees with <1−types between P -classes. Thus, after adding the
relation D∃ where appropriate, we can complete C to a K-structure C ′.
Theorem 8.5.4. The class of UK-closed K-structures is a Ramsey class.
Proof. By Lemmas 8.5.2 and 8.5.3, the class of UK-closed K-structures is an (R,UK)-
multi-amalgamation class, where R is the class of finite L-structures where < is inter-
preted as a linear order. Thus, by Theorems 8.2.5 and 8.2.6, it is a Ramsey class.
Theorem 8.5.5. Let Λ be a finite distributive lattice, AΛ the class of all finite Λ-
ultrametric spaces, and ~AΛ a well-equipped lift of AΛ. Then ~AΛ is a Ramsey class.
Proof. By Theorem 8.5.4 and Corollary 8.4.12, we are done.
Corollary 8.5.6. The amalgamation classes corresponding to all the homogeneous
finite-dimensional permutation structures constructed in Theorem 4.2.3 are Ramsey.
In particular, for every finite distributive lattice Λ, there is a Ramsey class such that
Λ is isomorphic to the lattice of ∅-definable equivalence relations in the class’s Fra¨ısse´
limit.
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Proof. For the first part, all such classes are representable as well-equipped lifts of the
class of all Λ-ultrametric spaces for some finite distributive Λ.
For the second part, Corollary 4.3.4 shows that for every such Λ, there is a homoge-
neous finite-dimensional permutation structure with lattice of ∅-definable equivalence
relations isomorphic to Λ.
8.6 The Expansion Property
We now identify a Ramsey lift of AΛ with the expansion property as defined below,
and use this to compute the universal minimal flow of Aut(Γ), where Γ is the Fra¨ısse´
limit of AΛ. See Chapter 2.3.1 for a review of the necessary background.
We first note a general lemma we will make use of.
Lemma 8.6.1. Suppose F ∗ is a precompact expansion of a homogeneous structure
F , and for every A∗ ∈ Age(F ∗), there is a B ∈ Age(F ) such that for any expansion
B∗ ∈ Age(F ∗) of B, A∗ embeds into B∗. Then Age(F ∗) has the expansion property
relative to Age(F ).
Proof. Let A ∈ Age(F ), and enumerate the expansions of A in Age(F ∗), which there
are finitely many of by precompactness, as (A∗i )
n
i=1. For each i ∈ [n], let Bi ∈ Age(F )
be the structure provided by hypothesis for A∗i . By the joint embedding property, let
B ∈ Age(F ) embed every Bi. Then B witnesses the expansion property for A.
Definition 8.6.2. Let Λ be a finite distributive lattice. Enumerate the meet-irreducibles
as Ei, and for each i, let E
+
i cover Ei. Then
~AminΛ is the class of all expansions of ele-
ments of AΛ by a single subquotient order for each i, with bottom relation Ei and top
relation E+i .
The first step is to reduce the desired expansion property to one which will be easier
to prove.
Definition 8.6.3. Let K′min be the closure under UK-closed substructure of structures
of the form Lift( ~A) for some ~A ∈ ~AminΛ .
Let K′minr be the reduct of K
′min forgetting the order.
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Lemma 8.6.4. Suppose K′min has the expansion property relative to K′minr . Then ~A
min
Λ
has the expansion property relative to AΛ.
Proof. Let ~A ∈ ~AminΛ . By assumption, there is a B ∈ K
′min
r witnessing the expansion
property for Lift( ~A). Let B0 be the metric part of B, and consider AB0 ∈ AΛ. We
claim AB0 witnesses the expansion property for
~A.
Let ~AB0 ∈ ~A
min
Λ be an arbitrary expansion of AB0 . This induces an expansion
~B ∈ K′min of B, such that ~A ~B , as defined in Proposition 8.4.10, is isomorphic to
~AB0 .
Then ~B embeds Lift( ~A), and therefore embeds LK( ~A). Composing the natural
injection of ~A into LK( ~A) with the embedding of LK( ~A) into ~B, and composing the
result with the map from ~B to ~AB0 sending x to xA, gives an embedding of
~A into
~AB0 .
We now use a standard argument (see [20, Theorem 8.6] for example, although it
appeared earlier) to prove the expansion property for the lifted classes
Lemma 8.6.5. K′min has the expansion property relative to K′r.
Proof. Let ~A ∈ K′min. Enumerate the meet-irreducibles in Λ as (Ei)
n
i=1, and let E
+
i
cover Ei. For each i, consider the structure on {x1, x2, x3}, such that
1. PEi,1(x1), PEi,1(x2), PE+i ,1
(x3)
2. x1, x2 ≤U x3
3. x1 < x2
4. The remaining order information is determined by <1−types.
Let ~pi ∈ K
′min be the minimal UK-closed substructure of the Fra¨ısse´ limit of K
′min
containing the above structure.
By possibly enlarging ~A, we may assume it has the form Lift( ~B) for some ~B ∈ ~AminΛ .
For each i ∈ [n], let <Ei be the unique subquotient order on
~B from Ei to E
+
i . For
each I ⊂ [n], let ~BI be ~B, but with <Ei reversed for every i ∈ I, and let
~AI ∼= Lift( ~BI).
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Let ~C0 ∈ K
′min embed ~AI for every I ⊂ [n], and let ~Ci+1 → ( ~Ci)
~pi+1
2 for every
i ∈ [n]. Let Cn ∈ K
′
r be the reduct of ~Cn. We will show Cn witnesses the expansion
property for ~A.
Let (Cn,≺) ∈ K
′min be an expansion of Cn. For each i ∈ [n], let ≺i be the restriction
of ≺ to pairs x, y ∈ PEi,1 such that δ(x, y) = E
+
i , let <Ei,1 be the corresponding
restriction of <, and let χi be a coloring of
( ~Cn
~pi
)
defined by
χi(~pi) =


0 x2 ≺i x1
1 x1 ≺i x2
Then iterated applications of the Ramsey property yield ~C∗0 ⊂
~Cn, a copy of ~C0 in
which, for every i ∈ [n], either ≺i=<Ei,1, or ≺i=<
opp
Ei,1
. Let I ⊂ [n] be such that
≺i=<
opp
Ei,1
iff i ∈ I. We have that ~C∗0 contains a copy
~A∗I of
~AI . Letting AI
∗ be the
reduct of ~A∗I to K
′
r, we have ~A
∼= (A∗I , {≺i}
n
i=1).
Theorem 8.6.6. Let Λ be a finite distributive lattice, AΛ the class of all finite Λ-
ultrametric spaces, Γ the Fra¨ısse´ limit of AΛ, and ~Γ
min = (Γ, (<Ei)
n
i=1) the Fra¨ısse´
limit of ~AminΛ . Then
1. ~AminΛ is a Ramsey class and has the expansion property relative to AΛ.
2. The logic action of Aut(Γ) on Aut(Γ) · (<Ei)
n
i=1 is the universal minimal flow of
Aut(Γ).
Proof. By Theorem 8.5.5, ~AminΛ is a Ramsey class. By Lemmas 8.6.4 and 8.6.5,
~AminΛ
has the expansion property relative to AΛ. The second part then follows by Theorem
2.3.8.
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Chapter 9
The Decision Problem for Joint-Embedding
9.1 Introduction
We now take up a different type of issue relating to the intersection of model theory and
combinatorics in the vicinity of permutation avoidance classes. When studying finitely-
presented structures, it is natural to ask whether various properties are decidable,
and such questions have been considered for finitely-constrained permutation avoidance
classes for some time, as evidenced by Rusˇkuc’s talk [30], where, among several other
questions, the decidability of atomicity was raised. A permutation avoidance class is
called atomic if it cannot be expressed as a union of two proper subclasses. One of
the primary uses of atomicity is the following lemma, which reduces the calculation of
growth rates for a wide class of permutation avoidance classes to the calculation for
atomic classes (see [31] for a reference).
Lemma 9.1.1. Suppose K is a permutation avoidance class, with no infinite antichain
in the containment order. Then K can be expressed as a finite union of atomic sub-
classes. Furthermore, the upper growth rate of K is equal to the maximum upper growth
rate among its atomic subclasses.
Atomicity is easily proven to be equivalent to the joint-embedding property (see
[31]), and so we may rephrase Rusˇkuc’s question as follows.
Question 13. Is there an algorithm that, given finite set of forbidden permutations,
decides whether the corresponding permutation avoidance class has the joint-embedding
property?
This problem is known to be decidable in certain restricted classes of permutations,
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such as grid classes [32]. Also, whether a permutation avoidance class is a natural class,
which is a stronger condition, is decidable [25].
We believe there is a strong possibility this decision problem is undecidable in gen-
eral. We are not aware of many undecidability results in the permutation avoidance
classes literature, although [13], using methods that seem quite different from ours,
proves an undecidability results about comparing the parity of the number of permu-
tations of size n in two permutation classes. As a first approximation to Rusˇkuc’s
problem, we examine the corresponding problem in the category of graphs. This prob-
lem seems to be easier due to the fact that the edge relation in the infinite random
graph has the independence property, and so the base theory does not constrain how
we can add edges between the factors during the joint-embedding procedure. As the
generic permutation is NIP, we cannot hope for such behavior there. For graphs, we
prove the following theorem, via a reduction to the tiling problem.
Theorem 9.1.2. There is no algorithm that, given a finite set of forbidden induced
subgraphs, decides whether the corresponding hereditary graph class has the JEP.
This is first proven for graphs enriched by a sufficient supply of unary predicates,
and then a formal reduction to the pure graph language is given. A very rough sketch
of the proof is as follows. The first two steps ensure that the tiling problem is equivalent
to whether we can joint-embed two particular graphs, and the third step ensures that
joint-embedding for the class is equivalent to joint-embedding for those two graphs.
1. Construct two graphs A∗, representing a grid, and B∗ representing a suitable
collection of tiles.
2. Choose a finite set of constraints to ensure that successfully joint-embedding A∗
and B∗ requires producing a valid tiling of the grid points in A∗ with the tiles
from B∗
3. Show that if the tiling problem admits a solution, then the chosen class admits a
joint-embedding procedure.
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Finally, we consider a variation on the JEP called the joint homomorphism property,
which is of interest for infinite-domain constraint satisfaction problems. Modifying our
proof of Theorem 9.1.2 yields the following theorem.
Theorem 9.1.3. There is no algorithm that, given a finite set of forbidden induced
subgraphs, decides whether the corresponding hereditary graph class has the joint homo-
morphism property.
9.2 Graphs with Unary Predicates and the Canonical Models
We will work in the following language.
1. E: a binary relation, to represent edges
2. Oi, P ′i, Gi, T 1 for i ∈ {0, 1}: unary predicates, which will denote origin vertices,
non-origin path vertices, grid vertices, and tile vertices
3. Ci for 1 ≤ i ≤ 4: additional coding vertices
We also define a unary predicate P i = Oi ∪ P ′i, which will denote path vertices.
As is evident from the presence of the Ci, we are already doing some coding; the
most natural language would instead have an additional two colored edge relations and
a directed edge relation.
9.2.1 The Canonical Models
We here further flesh out steps (1) and (2) from the proof sketch.
A∗ will consist of a 1-way infinite directed path, with vertices in P 0, and a marked
origin in O0. Directed edges will be simulated using the edge relation E and coding
vertices of type C1 and C2. To every pair of points in this path, we attach a G
0-vertex,
representing a grid point with coordinates taken from the related path points. Because
we must distinguish between x and y-coordinates, we use coding vertices of type C3
and C4 to simulate two additional types of colored edge, and use these edges to attach
the grid point to its coordinates.
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B∗ will look like a copy of A∗, using 1-superscripted predicates instead, but with
a path of length T (where T is the number of tile types in the given tiling problem)
T 1-vertices attached to each G1-point. These represent a full tile-set available at each
coordinate, with the different tile-types being distinguished by their distance from the
corresponding G1-point.
When we try to joint-embed A∗ and B∗, we wish our constraints to force the follow-
ing: for every G0-point in A, with coordinates (x, y), we must add an edge to exactly
one tile-point attached to the G1-point in B with the same coordinates. This is in-
terpreted as tiling the point (x, y) by the corresponding tile-type, and our constraints
should further enforce the local tiling rules.
For the particular classes of structures we are dealing with here, namely graphs with
forbidden induced subgraphs, our choice of B∗ is rather baroque. We could have simply
chosen B∗ to be a collection of n tile points, with some further coding to distinguish
the different tile-types. However, the construction presented here is more flexible and
better adapted to handling more complex classes of structures.
In particular, the relevant fact seems to be that in the Fra¨ısse´ limit of the class of
all graphs, the edge relation, which is the relation we are using to connect a tile to a
given grid point, has a model-theoretic property called the independence property, which
corresponds to the presence of arbitrary induced bipartite subgraphs. Thus, the base
theory puts no constraints on how we may connect a set of tile points to a set of grid
points; we may build an arbitrary bipartite graph between them. Such constraints only
arise from the induced subgraphs we have chosen to forbid. In cases where the relation
we are using to connect tiles to grid points does not have the independence property,
the base theory adds additional constraints that must be handled. In permutations this
manifests in the requirement that the orders be transitive, and such constraints require
the flexibility of the two-grid construction.
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9.3 Constraints
In addition to the constraints forcing a valid tiling to be attempted when joint-embedding
the canonical models, we have several constraints which ensure that the origin, path,
and grid points encode something grid-like. We would ideally be able to choose fur-
ther constraints which ensure that every structure in our class GT looks like A
∗ or B∗.
We would like every grid point to have coordinates from the path, or every G1-point
to have a complete tile-set. However, as we cannot enforce such “totality” conditions
using forbidden structures, we must allow for partial structures.
In the previous section, we noted that we would wish our constraints to force a
G0-point to be tiled using a tile from a G1-point with the same coordinates. However,
as we are forbidding a finite number of finite structures, our constraints must have a
local character; as figuring out the coordinates of a grid point requires walking back to
the origin, and thus looking at an unbounded number of vertices, we cannot use our
constraints as desired. Instead, we will start the tiling at the origin, and then propagate
it by local constraints.
We will now precisely state our constraints, but first will establish some notation.
Definition 9.3.1. We first define the “special” edges our construction will use.
1. x →i y if x, y ∈ P i and there exist a ∈ C1, b ∈ C2 such that xEaEbEy. In this
case, we say x is the predecessor of y, and y the successor of x.
2. Πi1(v,w) if v ∈ G
i, w ∈ P i, and there exists a ∈ C3 such that vEaEw. In this
case, we say w is an x-projection of v.
3. Πi2(v,w) if v ∈ G
i, w ∈ P i, and there exists a ∈ C4 such that vEaEw. In this
case, we say w is an y-projection of v.
We say g is a Gi-origin, or sometimes a grid origin, if there is an x ∈ Oi such that
Πi1(g, x) and Π
i
2(g, x).
Our constraints will force x and y-projections to be unique. Given g, g′ in Gi, we say
g′ is a horizontal successor of g if they have the same y-projection, and the x-projection
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of g′ is the →-successor of the x-projection of g. Similarly for vertical successor, but
with x and y switched.
We now define binary relations related to the tiles.
1. For i ∈ [T ], we say τi(x, y) if x ∈ G
1, y ∈ T 1, and there exist v1, ..., vi ∈ T
1 such
that vi = y and xEv1E...Evi. In this case, we say y is a tile of type i associated
to x.
2. τ(x, y) if x ∈ G0, y ∈ G1, and there exist a t such that τi(y, t) for some i ∈ [T ].
In this case, we say x is tiled by y or that x is tiled by a tile of type i.
Finally, we say x has a full set of tiles if there exist ti for i ∈ [T ] such that for all i,
τi(x, ti).
Given a tiling problem T , we now define GT as the class of all finite graphs with the
following constraints.
1. The unary predicates in the language are disjoint.
2. A path vertex has at most 1 →-predecessor
3. An origin vertex has no →-predecessor.
4. A grid vertex has at most 1 x-projection and 1 y-projection.
5. Tile vertices are associated to at most one grid point, i.e. given t ∈ T 1, there do
not exist distinct g, h ∈ G1 such that τi(g, t) and τj(h, t).
6. Tile vertices have a unique type, i.e. if τi(g, t) and τj(g, t) then i = j.
7. The tiling rules of T are respected.
Suppose T forbids a tile of type j to the right of (respectively, above) a tile of
type i. Then we forbid the following as a non-induced subgraph.
Let g, g′ ∈ G0 with g′ a horizontal (resp. vertical) successor of g. Let h, h′ ∈ G1
with h′ a horizontal (resp. vertical) successor of h. Finally, let τ(g, th,i), τ(g
′, tj′,j)
where th,i is a tile of type i associated to h and th′,j is a tile of type j associated
to h′.
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8. If g ∈ G0 and h ∈ G1 are grid-origins, and h has a full set of tiles, then g must
be tiled by a tile associated to h.
9. Suppose g, g′ ∈ G0 with g′ a horizontal (resp. vertical) successor of g, and h, h′ ∈
G1 with h′ a horizontal (resp. vertical) successor of h. Suppose τ(g, t) where t is
a tile vertex associated with h. If h′ has a full tileset, then g′ must be tiled by a
tile vertex associated with h′.
We note that only the last two constraints require the presence of edges, and so are
the only ones that require forbidding induced subgraphs.
9.4 The Proof for Graphs with Unary Predicates
We wish to prove the following.
Proposition 9.4.1. Let T be a tiling problem, and GT be the hereditary graph class
defined above. Then GT has the JEP iff T has a solution.
9.4.1 An Informal Proof
Proof. The easy direction: from the JEP to a tiling
Suppose GT has the JEP. Note that A
∗, B∗ as described above are in GT , so we may
joint-embed them. By (8), the origin of the grid in A∗ must be tiled, and by (9) this
must propagate to a tiling of the whole grid, while respecting the tiling rules by (7).
We may then read a solution to the tiling problem off the resulting graph.
The delicate direction: from a tiling to the JEP
Here, we are a bit sketchier. We first fix a solution θ : N2 → [T ] to the tiling problem
T . Given A,B ∈ GT , we initially take the disjoint union C = A ⊔B.
As only constraints (8) and (9) require the presence of edges, these are the only
constraints that may be violated at this point, and in fact only (8) may be. We thus
use θ(0, 0) to tile all G0-origins in one factor from all full tilesets attached to G1-origins
in the other factor. However, now there may be violations of constraint (9). We continue
using θ to appropriately tile our grids. The key point here is constraints (2-4) ensure
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that every grid point we must work with has well-defined coordinates, so we have a
definite input to give to θ.
9.4.2 From the JEP to a Tiling
For this direction, we may largely repeat the informal version.
Let Π0 =
{
p0i |i ∈ N
}
, and let Γ0 = P 2, whose elements we denote g0i,j rather than
(pi, pj). Let A
∗ have vertex set Π0 ∪ Γ0, with p0 ∈ O
0, Pi0\ {p0} ⊂ P
′0, and Γ0 ⊂ G0.
Also, add coding vertices in Ci and the associated edges needed to encode the relations
pi →
0 pi+1 for each pi ∈ Π
0, and Π01(gi,j , pi) and Π
0
2(gi,j , pj).
Let B∗ be constructed as A∗, but using 1-superscripted points, sets, and predicates
in place of 0-superscripted ones. Let Θ1 = Γ1 × [T ], and denote its elements as t1g,i
rather than (g, i), and add these vertices to B∗. Finally, for each g ∈ Γ1, add edges so
that gEtg,1E...Etg,T .
By inspection, A∗, B∗ ∈ GT . Let C ∈ GT joint-embed A
∗ and B∗. We claim C
encodes a solution to T .
By (1), no points in A∗ and B∗ got identified in C, except perhaps coding vertices.
By (8) and (9), for every (i, j) ∈ N2 there is some k ∈ [T ] such that τ(g0i,j , t
1
g1i,j ,k
).
Define the function θ : N2 → [T ] by picking one such k for each (i, j). By (7), θ yields
a solution to T .
9.4.3 From a Tiling to the JEP
For this section, we fix a solution θ : N2 → [T ] to T .
We begin by establishing some effects of constraints (2-4), which will allow us to
assign coordinates to grid points. We note that, although it would add little additional
overhead, it is not necessary to constrain the number of→-successors, and so constraints
(2) and (3) actually allow the path vertices to form a forest.
Definition 9.4.2. Let →in be the n-fold composition of →
i.
Given p ∈ P i and o ∈ Oi, we say p is on a path with origin o if there is some n ∈ N
so that o→in p. In this case, we say p is at distance n from o.
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Let Gi∗ be the set of all g ∈ G
i such that there exist o ∈ Oi and x, y ∈ P i with
Πi1(g, x),Π
i
2(g, y) and x and y are on paths with origin o. In this case, if x is at distance
n from o, and y at distance m, we say g has coordinates (n,m).
Constraints (2) and (3) ensure that if p is on a path with origin o and a path with
origin o′, then o = o′. They also ensure that the distance of p from o is unique. This,
together with constraint (4), ensures that the coordinates of a grid point are unique.
Definition 9.4.3. Let θ∗ : G
0
∗ → [T ] be defined by θ∗(g) = i iff g has coordinates
(n,m) and θ(n,m) = i.
We are now ready to state our joint-embedding procedure. Let A,B ∈ GT . Let C0
be the disjoint union A⊔B. We construct an extension C of C0 by adding edges of the
form (g, t) when the following conditions are met.
1. (g, t) ∈ A×B ∪B ×A
2. g ∈ G0
3. g has coordinates (n,m) for some n,m ∈ N
4. There is h ∈ G1 with coordinates (n,m) such that τθ∗(g)(h, t)
Remark 9.4.4. This procedure may add many more tiling-relations than would be
required to satisfy the constraints. For example, we tile any grid point with coordinates,
even if preceding grid points are missing that block propagation from the origin, and we
may tile using tiles from incomplete tilesets.
We now wish to show that C ∈ GT by showing it satisfies each constraint.
As constraint (1) only involves unary predicates, and these remain unchanged by
taking the disjoint union and adding edges, it remains satisfied in C.
Lemma 9.4.5. C satisfies constraints (2-6).
Proof. For all these constraints, the forbidden configuration is connected, and thus
they are satisfied in C0. However, our procedure then only adds edges from G
0 to
T 1-vertices, which by constraint (1) are not of any other type. As none of the forbidden
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configurations involve both G0 and T 1-vertices, such edges cannot cause them to be
violated, and so they continue to be satisfied in C.
Lemma 9.4.6. C satisfies constraint (7).
Proof. Again, our constraint is connected, and so satisfied in C0. Fix a violation of (7),
say of the horizontal rule, with vertices as in the constraint description. As we only
add edges from G0-vertices to T 1-vertices, we must have added either the edge (g, th,i)
or (g′, th′,i). However, if we have only added one such edge, the configuration without
that edge would be connected and would have been present in C0, and so be entirely
contained in one factor. This is a contradiction, as we only add edges between points
in distinct factors. Thus we must have added both these edges.
Thus th,i is a tile of type θ∗(g) and th′,j is a tile of type θ∗(g
′), and by constraints (5)
and (6) these types are unique. Suppose g has coordinates (n,m); as g′ is a horizontal
successor of g, it must have coordinates (n+1,m). But then th,i is of type θ(n,m) and
th,j is of type θ(n+ 1,m), so they cannot violate (7).
Lemma 9.4.7. C satisfies constraint (8).
Proof. Let X = {g, c, d, o} , Y = {g′, c′, d′, o′, t′1, ..., t
′
T }, and X ∪ Y witness a violation
of constraint (8), with o ∈ O0, g ∈ G0 with x and y-projections equal to o, and c and
d the requisite coding vertices; let g′, c′, d′, o′ be a corresponding configuration using
1-superscripted predicates, and let ti ∈ T
1 for each i ∈ T with g′Et′1E...Et
′
T .
As X and Y are each connected, they must each lie in a single factor, and these
factors must be distinct. Thus in C0, g and g
′ both have coordinates (0, 0) and g′
has a full tileset, so our procedure adds an edge from g to t′
θ(0,0), which satisfies the
constraint.
Lemma 9.4.8. C satisfies constraint (9).
Proof. Consider a violation of constraint (9), with labels as in the constraint description
(although the violation also requires suitable path and coding vertices). As in Lemma
9.4.6, we must have added the edge from g to t. As in Lemma 9.4.7, the violation then
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splits into two connected components, one in each factor; one component contains g, g′,
and their associated path and coding vertices while the other contains h, h′, and their
associated tilesets and path and coding vertices.
As we added an edge from g to t, g and h must have had coordinates in C0. Thus
g′ and h′ also have coordinates in C0. As h
′ has a full tileset in C0, our procedure adds
an edge from g′ to a tile in this tileset, which satisfies the constraint.
9.5 Moving to the Language of Graphs
Given a finitely-constrained hereditary class GT in the language with unary predicates,
we wish to produce a finitely-constrained hereditary graph class that has the JEP iff
GT does. For this, we need some means of interpreting the unary predicates in the pure
graph language. Our plan is to associate the ith unary predicate to some graph Gi, and
to represent “v is in the ith predicate” by freely joining a copy of Gi over v. In order
for this coding to be unambiguous, the graphs we choose must form an antichain under
embeddings.
We remark that we do not actually require an infinite antichain in the following
definition, merely one with as many graphs as we have unary predicates. For our
argument, the minimum size will be 13.
Definition 9.5.1. We now fix an infinite collection of 2-connected graphs with base-
points (Gi, ai)i∈N, such that {Gi}i∈N is an antichain under embeddability.
As we do not require that there are no automorphisms of any Gi moving the base-
point, we will refer to any image of ai under an automorphism as a possible basepoint
of Gi.
Definition 9.5.2. Let Ck be the class of finite graphs with k unary predicates, which
we will refer to as colors {1, ..., k}. Let C∗k ⊂ Ck be the subclass in which the colors
partition the vertices, and in which any (colored) copy of the Gi are forbidden.
Definition 9.5.3. Define ∧ : C∗k → {graphs} as follows: for each vertex of the graph,
if it has color i, freely attach a copy of Gi over it as the basepoint. These copies of Gi
will be called attached copies.
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The image of A ∈ C∗k will be denoted by Â. We will also denote the pointwise image
of G ⊂ C∗k as Ĝ.
Lemma 9.5.4. Let G ∈ C∗k. Any copy of Gi in Ĝ is an attached copy.
Proof. As Gi is 2-connected, any copy must be contained in a single block of Ĝ. As the
copies of Gi are freely attached, the blocks of Ĝ are those of G as well as the attached
Gj for various j. Thus, any copy of Gi must be contained in one of the attached Gj .
As {Gi} is an antichain, it must be one of the attached copies of Gi.
Lemma 9.5.5. Let ∨ : {graphs} → Ck be given by taking a graph, and for each copy of
Gi free over its basepoint (picking one such basepoint if there are several), retaining the
basepoint and giving it color i, and forgetting the remaining vertices. Then ∨(Ĝ) ∼= G.
In particular, ∧ is injective.
Proof. This is nearly immediate from Lemma 9.5.4. The only subtlety is that we have
not required that each Gi be rigid, and so if there are automorphisms moving the
basepoint, there will be multiple possible basepoints to choose from for a given copy of
Gi. However, we claim this does not matter.
There are two cases to consider. If the copy of Gi has no external edges incident
upon any of its vertices, then ∨ will send it to a single isolated vertex with color i, no
matter which possible basepoint we pick. If there is an external edge incident upon a
vertex, that vertex must be the basepoint, as Gi is freely attached over its basepoint.
Lemma 9.5.6. A graph is in the image of ∧ iff it satisfies the following properties.
1. For each i, every copy of Gi is free over its basepoint.
2. If v is the basepoint of a copy H1 of Gi and H2 of Gj , then H1 = H2.
3. Every vertex is, for some i, part of a copy of Gi.
Remark 9.5.7. As in Lemma 9.5.5, it will not matter which basepoint of Gi we choose
for (1). Also, (2) implicitly uses that {Gi} is an antichain.
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Proof. Suppose we start with G ∈ C∗k. Then Ĝ is produced by making each vertex the
basepoint of a copy of Gi, for the appropriate i. Thus (3) is satisfied. Conditions (1)
and (2) are satisfied by Lemma 9.5.4.
Now suppose we are given a graph G of this form. By conditions (1) and (2), the
vertex set of ∨(G) consists of the basepoints of copies of Gi, each given color i, and with
edges between them induced by G. Then, using condition (3), we have G = ∨̂(G).
Lemma 9.5.8. ∧ preserves embeddings, i.e. there exists an embedding A →֒ B iff there
exists an embedding Â →֒ B̂
Proof. The forward direction should be clear.
For the other direction, suppose Â →֒ B̂. Then for each copy of Gi ⊂ Â, the
basepoint (picking one if there are several) must be mapped to such a basepoint in B̂.
By Lemma 9.5.6, each of these basepoints in B̂ has a free copy of Gi over it, and so
can be identified with a vertex in ∨(B̂). Furthermore, it will receive the same color as
the corresponding point in ∨(Â). Finally, ∨ preserves the induced graph on the points
it retains, so ∨(Â) →֒ ∨(B̂), and so by Lemma 9.5.5 we are finished.
As ∧ preserves embeddings, the class GT in the language with unary predicates
will have the JEP iff its image under ∧ does. However, this image is not a hereditary
graph class, and it is not clear that its downward closure will be finitely-constrained.
So our goal now is to find some finitely-constrained hereditary graph class such that
every member can be completed to an element in the image of GT under ∧, which must
satisfy the conditions of Lemma 9.5.6.
The following constraints are meant to enforce conditions (1) and (2) of Lemma
9.5.6.
Definition 9.5.9. Let H1 be the set of graphs consisting of, for each i:
1. a copy of Gi and an additional vertex adjacent to a point that is not a possible
basepoint of Gi
2. a copy of Gi and additional vertices vi, vj , possibly with vi = vj , adjacent to two
distinct possible basepoints of Gi
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Let H2 be the set of graphs consisting of a copy of Gi and Gj freely joined over
their basepoints, for each i, j, allowing i = j.
Definition 9.5.10. Given a set G of graphs, we define ¬G to be the corresponding
hereditary graph class forbidding the graphs in G.
Keeping in mind condition (3) of Lemma 9.5.6, the plan for our completion algorithm
is to freely attach a copy of Gi for some i over every vertex that is not already in some
copy of one of the {Gi}. However, randomly assigning colors may produce a forbidden
structure. Thus, we make sure we have a “dummy” color, which is not in any non-trivial
constraint, available and only use its associated Gi for our completion.
Lemma 9.5.11. Let G ⊂ Ck, such that ¬G ⊂ C
∗
k. Further suppose that the only graphs
in G containing a k-colored vertex are multicolored single vertices and colored copies of
the {Gi}.
Then every graph in ¬(Ĝ ∪ H1 ∪H2) embeds into one in ¬̂G.
Proof. Let G ∈ ¬(Ĝ∪H1∪H2). Since G ∈ ¬H1, it satisfies (1) from Lemma 9.5.6. Since
G contains all multicolored single vertices, then since G ∈ ¬(Ĝ ∪ H2), it also satisfies
(2) from Lemma 9.5.6.
For every vertex v for which there is no i such that v is in copy of Gi free over its
basepoint, we freely attach to v a copy of Gk, identifying v with the basepoint. Call
the resulting graph G+, and note it satisfies (3) from Lemma 9.5.6.
Using the 2-connectedness of the {Gi} as in Lemma 9.5.4, G
+ still satisfies (1) and
(2) from Lemma 9.5.6.
We claim it is also still in ¬Ĝ, as we have only added copies of Gk. Suppose Ĥ ∈ Ĝ
embeds into G+. Then H ∈ G embeds into ∨(G+).
As G+ satisfies (2) from Lemma 9.5.6, H cannot be a multicolored vertex. As
G+ ∈ ¬H1, H cannot be a colored copy of any of the {Gi}. Thus H does not contain
any k-colored vertices.
Consider the subgraph A ⊂ G+ induced by all vertices which are not the basepoint
of a freely-attached copy of Gk. Then H must embed into ∨(A). But then Ĥ embeds
into A and thus into G.
117
Lemma 9.5.12. Let G ⊂ Ck, such that ¬G ⊂ C∗k. Further suppose that the only graphs
in G containing a k-colored vertex are multicolored single vertices and colored copies of
the {Gi}. Then ¬(Ĝ ∪ H1 ∪H2) has the JEP iff ¬G has the JEP.
Proof. Suppose ¬G has the JEP. Let A,B ∈ ¬(Ĝ ∪H1∪H2). Extend them to A
+, B+ ∈
¬̂G. Then, there is some C ∈ ¬G embedding ∨(A+),∨(B+). Thus Ĉ embeds A+, B+,
and so A,B as well.
Now suppose ¬(Ĝ ∪ H1 ∪ H2) has the JEP. Let A,B ∈ ¬G. Then there is some
C ∈ ¬(Ĝ ∪ H1 ∪ H2) embedding Â, B̂. Extend C to C
+ ∈ ¬̂G. Then ∨(C+) embeds
A,B.
In order to finally prove our main theorem, we must choose a suitable set {(Gi, ai)}.
The graphs must be 2-connected and form an antichain under embedding. Finally, in
order to have GT ⊂ C
∗
k, no colored version of them may embed into our canonical models
A∗, B∗, and they must not be produced by our joint-embedding process for the graphs
with unary predicates.
Definition 9.5.13. Given n ∈ N, a necklace of n triangles is the graph obtained from
n triangles {T1, ..., Tn} by identifying a single point of Ti with a point from Ti+1 (mod n)
for each i.
Notation 9.5.14. For the remainder of this section, will let Gi consist of a necklace
of i+ 2 triangles, and allow any points for the basepoints.
Theorem 9.5.15. There is no algorithm that, given a finite set of forbidden induced
subgraphs, decides whether the corresponding hereditary graph class has the JEP.
Proof. By Proposition 9.4.1, it is undecidable whether GT has the JEP, as T varies.
We may modify GT to G
∗
T by introducing an extra color and forbidding all uncolored
vertices. We claim we may also add constraints forbidding {Gi}, as well as constraints
forbidding any two grid vertices from being connected to each other, or any two tile
vertices from being connected to each other.
Note that our canonical models contain no triangles (as the coding vertices break up
edges), and thus no copies of the {Gi}, and they also satisfy the other new constraints.
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As our joint-embedding procedure only adds edges from grid vertices to tile vertices,
by the second additional constraint this will produce no triangles, and thus no copies of
any of the {Gi}. Again, because our joint-embedding procedure only adds edges from
grid vertices to tile vertices, it will also preserve the other new constraints.
We may thus to apply Lemma 9.5.12 to G∗T to produce a family of finitely-constrained
hereditary graph classes for which the JEP is undecidable as T varies.
9.6 The Joint Homomorphism Property
A class of structures has the joint homomorphism property (JHP) if, given any two
structures in the class, there is a third that admits homomorphisms from both. This
notion naturally arises in infinite-domain constraint satisfaction problems. For exam-
ple, the constraint satisfaction problem for a theory can be realized as the constraint
satisfaction problem for a particular model iff the models of the theory have the JHP
[2]. The following question was posed by Bodirsky in January 2018 (personal commu-
nication).
Question 14. Is there an algorithm that, given a finite set of forbidden induced sub-
graphs, decides whether the corresponding hereditary graph class has the JHP?
In this section, our main result is a negative answer to this question, obtained by
modifying our construction for the JEP.
Theorem 9.6.1. There is no algorithm that, given a finite set of forbidden induced
subgraphs, decides whether the corresponding hereditary graph class has the JHP.
Theorem 9.6.1 will be proven by modifying our proof of Theorem 9.1.2. The reader
should be familiar with the brief sketch of the proof of Theorem 9.1.2 appearing at the
end of Section 9.1 and the discussion at the beginning of Section 9.5 about removing
the unary predicates; relevant results and definitions will be recalled or referenced as
needed.
Unlike the JEP, the JHP is sensitive to changing between interdefinable languages.
For example, we get the following as a corollary to Theorem 9.1.2, but will later have
to work much more without the non-edge relation present.
119
Proposition 9.6.2. Work in a language with relations for edges and non-edges. Then
there is no algorithm that, given a finite set of forbidden induced subgraphs, decides
whether the corresponding hereditary graph class has the JHP.
Proof. Our goal is to alter our canonical models (the graphs A∗, B∗ from the proof
sketch at the end of Section 9.1, although here we really want their interpretations in
the pure graph language) so that any homomorphism is actually an embedding.
Suppose we are given finite a set Cred of forbidden induced subgraphs in the language
with just the edge relation. Let C be the set of graphs, in the enriched language, with
the non-edge relation added between any non-adjacent points. Let C+ be the union of
C with the graphs on two points in which either both relations or neither relation is
present, ensuring the relations act as edges and non-edges. Then ¬Cred has the JEP iff
¬C+ has the JHP.
As in Proposition 9.6.2, the plan for proving Theorem 9.6.1 will be to modify our
canonical models so that any C witnessing the JHP also witnesses the JEP. In Propo-
sition 9.6.2, we did this by adding the non-edge relation between any two non-adjacent
vertices to make our structures clique-like. Here we do the following.
1. Forbid K4.
2. Find some graph G such that any non-identity homomorphic image of G contains
a copy of K4.
3. Over any two non-adjacent basepoints of (Gi, ai) (the graphs we are using to code
unary predicates, see Definition 9.5.1) in our canonical models, freely join a copy
of G, while keeping the vertices non-adjacent.
The procedure above ensures that homomorphisms cannot identify the basepoints
of the (Gi, ai) in our new canonical models, nor add edges between them, just as adding
the non-edge relation did in Proposition 9.6.2. The constraint set H1 from Definition
9.5.9 ensures that we cannot add edges between non-basepoints and any points outside
the copy of Gi they lie in, nor can we identify such points. Thus the only possible issue
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is if the homomorphisms of our new canonical models fail to be embeddings within a
single copy of some antichain element Gi.
This last possibility will be removed by forbidding all non-identity homomorphic
images of each Gi that we use from our antichain. However, these forbidden homomor-
phic images of Gi might embed into Gi; to handle this point, we replace the {Gi} with
their cores, for which this problem disappears.
Definition 9.6.3. A retract of a graph G is a subgraph H ⊂ G such that there exists
a homomorphism φ : G → H with φ ↾H= id. In particular, H is an induced subgraph
of G.
Given a finite graph G, the core of G is its unique (up to isomorphism) minimal
retract.
The next lemma gives the key fact about cores. The proof may be found in standard
references, e.g. [14].
Lemma 9.6.4. Let C be the core of G. Then any endomorphism of C is an automor-
phism.
Notation 9.6.5. Let W5 be the 5-wheel, i.e. a 5-cycle with an additional point adjacent
to all others.
Remark 9.6.6. Every non-identity homomorphic image of W5 contains a copy of K4.
Also, W5 is 2-connected and every edge is contained in a triangle.
when considering the JEP, we let Gi consist of a necklace of i + 2 triangles, and
allowed any points for the basepoints. However, we will need a different choice of Gi
for this section, and so now Ni will refer to the necklace of i + 2 triangles, with any
points allowed for the basepoints.
We will now work toward constructing this section’s choice of 2-connected graphs
{(Gi, ai)} forming an antichain under embeddings, and prove some preparatory lemmas
about them.
Definition 9.6.7. Given a graph G, we construct an augmented copy of G, denoted
G+, as follows. First, we start with a copy of G. Then over every non-adjacent pair
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of vertices, we freely join a copy of W5, identifying that pair of vertices with a pair of
non-adjacent vertices in W5.
Lemma 9.6.8. Consider a graph G+, and let H ⊂ G+ be a copy of G in which any 2
non-adjacent vertices have a copy of W5 freely joined over them in G
+. Then a copy of
K4 embeds into the image of any homomorphism of G
+ that is not an embedding when
restricted to H.
Furthermore, if u, v ∈ H are non-adjacent and φ is a homomorphism of G+ such
that φ(u) 6= φ(v), then φ(u) and φ(v) have 2 common neighbors in φ(G+).
Proof. The first part is immediate from the definition of H and the fact that any proper
homomorphic image of W5 embeds a copy of K4.
For the second part, note that any 2 non-adjacent points of H have 2 common
neighbors in G+, lying in the copy of W5 freely joined over them, and these common
neighbors are adjacent to each other.
Lemma 9.6.9. The
{
N+i
}
are 2-connected, have every edge contained in a triangle,
contain no copies of K4, and form an antichain under homomorphisms.
Proof. The first two points are clear by inspection. For the third point, first notice that
all the new edges in N+i contain at least one new vertex; as Ni contains no copies of
K4, any copy of K4 in N
+
i must contain at least one new vertex. However, any new
vertex is only connected to other vertices in the same copy of W5, and thus cannot be
contained in any copy of K4.
For the last point, let φ : N+i → N
+
j be a homomorphism, with i 6= j. Let Hi ⊂ N
+
i
be the copy of Ni such that any 2 non-adjacent vertices have a copy of W5 freely joined
over them in N+i , and define Hj ⊂ N
+
j similarly. As N
+
j contains no K4, Lemma 9.6.8
implies φ must embed Hi into N
+
j .
This embedding of Hi cannot be done solely using triangles from Hj. As every
triangle in N+j is either contained in Hj or in some copy of W5, the image of Hi must
contain some triangle T from some copy W of W5. As any 2 triangles of W that
intersect in a single point are connected by an edge, no other triangle from W can be
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in the image of Hi. However, any triangle from W shares a point with at most one
triangle outside W . Thus T cannot be contained in a necklace of triangles.
Lemma 9.6.10. Any homomorphic image of N+i is either 2-connected or contains a
copy of K4.
Proof. Let G be the homomorphic image of N+i via the homomorphism φ : N
+
i → G.
We will assume that no copy of K4 appears in G, and show it is 2-connected.
Let H ⊂ N+i be the copy of Ni such that any 2 non-adjacent vertices have a copy of
W5 freely joined over them in N
+
i . By Lemma 9.6.8, we may assume the homomorphism
is an embedding when restricted to H.
Let B be the block of G containing φ[H]. We wish to show B = G. Otherwise,
there is some copy of W of W5 in N
+
i such that φ[W ] is not contained in B. Note that
φ must be an embedding when restricted to W , since otherwise G would contain a copy
of K4. But then φ[W ] is 2-connected and meets B in two vertices, and so is contained
in B.
Notation 9.6.11. For each i, we will let (Gi, ai) be the core of (N
+
i , ai).
Lemma 9.6.12. The {Gi} are 2-connected, have every edge contained in a triangle,
and form an antichain under homomorphisms.
Proof. For each i, Gi is an induced subgraph and homomorphic image of N
+
i . Thus Gi
contains no copy of K4, and so is 2-connected by Lemma 9.6.10.
Let u, v be adjacent in Gi. We wish to show u, v have a common neighbor. Let
φ : N+i → Gi be a retract. We know u, v have a common neighbor w in N
+
i . But then
φ(w) is a common neighbor of u, v in Gi.
For the last point, let φ : Gi → Gj be a homomorphism, for i 6= j. Then as
there exist homomorphisms from N+i → Gi and from Gj → N
+
j , composition gives a
homomorphism from N+i → N
+
j , contradicting Lemma 9.6.9.
We will use A+, B+ to denoted the augmented copies of our canonical models A∗, B∗,
where the new vertices we have added are marked with a new unary predicate C5. Note
that A+, B+ contain A∗, B∗ as induced subgraphs.
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Lemma 9.6.13. A+, B+ contain no homomorphic images, including the identity, of
any of the {Gi}, nor any copies of K4.
Proof. As neither A∗ nor B∗ contain triangles, the only triangles in A+, B+ are in the
copies of W5 we have added. Thus there are no copies of K4.
Now suppose there is some homomorphic image H of Gi in A
+ or B+. As H does
not contain a copy of K4, by Lemma 9.6.8 it must contain a necklace of triangles and
additional vertices such that any two non-adjacent vertices of the necklace have at least
2 common neighbors. As the only triangles are in copies ofW5, the necklace of triangles
must contain triangles in 2 distinct copies ofW5. However, any points in distinct copies
of W5 will not have 2 common neighbors.
We now shift from the language with unary predicates to the pure graph language.
Given the choice of (Gi, ai) to encode unary predicates, for any choice of tiling problem
T we get a hereditary graph class HT , which has the JEP iff T has a solution. We wish
to add extra constraints to this graph class. In particular we wish to forbid K4 and
non-identity homomorphic images of the {Gi}, for i ≤ 14. (We choose i = 14 because
our original construction in a language with unary predicates used 12 unary predicates.
We have added another predicate C5 in this section, and require a “dummy” predicate
for the translation to the pure graph language.) We will call the resulting hereditary
graph class H+T .
Remark 9.6.14. Recall the function ∧ from Definition 9.5.3. The definition depends
on the choice of {Gi, ai}, which is differs between this section on the previous one. As
before, we will use Ĝ to denote ∧(G).
Lemma 9.6.15. Let Â+, B̂+ be the canonical models in the pure graph language, ob-
tained by applying the function ∧ to A+, B+. Then Â+, B̂+ do not contain copies of
K4 or any non-identity homomorphic images of the {Gi}, and so are in H
+
T .
Proof. As K4 and any non-identity homomorphic images of the {Gi} not containing K4
are 2-connected, if one of them is contained in Â+ or B̂+ then it must be contained in
a single block. We know they are not contained in any of the copies of {Gi} attached
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by ∧ as the {Gi} are cores and form an antichain under homomorphisms, so they must
have been present in A+, B+. But by Lemma 9.6.13, we know this is not the case.
As we already know HT has the JEP when T has a solution, to check that H
+
T has
the JEP, it suffices to check that our joint-embedding procedure for HT does not create
any new copies of K4 or homomorphic images of {Gi}.
Recall the two steps of our joint-embedding procedure in the pure graph language.
First, for every vertex v such that there is no i such that v is in a copy of Gi free over its
basepoint, we attach a copy of Gk freely over v, which gets identified with the basepoint,
where Gk represents a unary predicate specially reserved for this completion process
(in our case, k = 14). We may then interpret the resulting graph in the language with
unary predicates, and in the next step we add edges as we would have done there.
Lemma 9.6.16. Let T be a tiling problem with a solution, and suppose A,B ∈ H+T .
Then applying our joint-embedding procedure to A,B creates no homomorphic images
of any of the {Gi}i≤14 except for copies of G14, nor any copies of K4, and so produces
a graph in H+T .
Proof. In the first step of our joint-embedding procedure, we add copies of G14 freely
over various vertices. As K4 and homomorphic images of the {Gi} not containing K4
are 2-connected, any new copies of these graphs must appear in the attached copies of
G14. First, K4 does not embed into G14. Then, as G14 is a core and the {Gi} form
an antichain under homomorphisms, the only homomorphic image of any of the {Gi}
embedding in G14 is G14 itself.
Let A′ and B′ be the graphs obtained from A and B as a result of this first step.
As the graphs {Gi} and K4 are connected, no copies of K4 or the {Gi} are created by
passing to the disjoint union A′ ⊔ B′. We now continue on to the second step of our
joint-embedding procedure, in which edges between the factors are added to A′ ⊔ B′.
The key point in this step is that no edge we add is contained in a triangle. This
immediately rules out creating any copies of K4.
Now suppose our joint embedding-procedure creates some graph H, a homomorphic
image of one of the {Gi}. Let φ : Gi → H be a homomorphism. We divide the edges
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of H into two classes. An edge (u, v) of H will be old if Gi contains an edge between
some element of φ−1(u) and some element of φ−1(v), and otherwise the edge will be
new.
First, note that as all the edges of Gi are contained in a triangle, the same is true
for all the old edges of H. Thus our joint-embedding procedure cannot add any old
edges.
Let H ′ be the graph H with all the new edges removed. Then H ′ is still a homo-
morphic image of Gi, and must be contained in the disjoint union A
′ ⊔ B′. As H ′ is
connected, it must be contained in one of the factors. As A′, B′ ∈ H+, this is only
possible if H ′ is a copy of Gi. Our joint-embedding procedure will not add edges to
any non-basepoint of a copy of Gi, so any graph produced by adding edges from H
′
to other vertices will not be 2-connected and won’t contain a copy of K4, and so by
Lemma 9.6.10 cannot be a homomorphic image of Gi.
Theorem 9.6.17. There is no algorithm that, given a finite set of forbidden induced
subgraphs, decides whether the corresponding hereditary graph class has the JHP.
In particular, given a tiling problem T , H+T has the JHP iff T has a solution.
Proof. First, suppose T has a solution. Then by Lemma 9.6.16, H+T has the JEP, and
thus the JHP.
Now suppose H+T has the JHP. Then there is some C ∈ H
+
T that Â
+, B̂+ both have
homomorphisms into. We now wish to argue any homomorphism of Â+ into C must
be an embedding, and similarly for B̂+.
Consider taking a homomorphism of Â+ whose image must be in H+T . We cannot
identify or add edges between any two basepoints of any of the {Gi}, as they are either
already adjacent or have a copy of W5 freely joined over them, so the identification or
new edge would create a copy of K4. We cannot identify any non-basepoint of a copy of
one of the {Gi} with any point outside of that copy of Gi as that would create an edge
incident to the non-basepoint, forbidden by H1 (Definition 9.5.9), unless we identified
the entire copy of Gi with another copy of Gi; however the latter is forbidden as the
basepoints cannot be identified. We also cannot add an edge to a non-basepoint from
126
outside the copy of Gi it is in. Finally, we cannot add edges or identify points within a
given copy of one of the {Gi}, since all non-identity homomorphic images of the {Gi}
are forbidden. Thus the homomorphisms must be the identity.
Thus Â+, B̂+ actually joint-embed in C, and as in Section 9.4.2 this must encode a
solution to T .
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Chapter 10
Questions on the Model Theory of Permutation
Avoidance Classes
As noted in the thesis introduction, the model-companion of the theory of a permutation
avoidance class provides a notion of limit structure to which model-theoretic methods
can be applied. In particular, if the model companion is ω-categorical, i.e. has a unique
countable model, then there is a canonical countable limit structure generalizing the
Fra¨ısse´ limit. Such a structure would also have much stronger universality properties
than those provided by the notions studied in the permutation avoidance literature.
The permutation avoidance literature includes atomicity, equivalent to the JEP,
which is the minimal condition for being able to represent a permutation avoidance class
in terms of a single structure. It also includes the stronger notion of natural classes,
in which both the linear orders on the finitely universal limit structure provided by
the JEP must have order type N [1], as well as the intermediate notion of supernatural
classes in which only one of the linear orders need have order type N [19].
Rather than just specifying the class of finite substructures of the limit structure,
one may ask for a countable limit structure into which every other possible countable
limit structure can be embedded. The existence of an ω-categorical model companion
is stronger yet. Although not considered in the permutation avoidance literature, the
analogous problems for graphs classes specified by forbidden (non-induced) subgraphs
have been intensely studied (see [9] for a survey) and lead back to finitary problems.
One may hope for similar developments in permutation avoidance classes.
We state most of our questions in terms of the decidability, given finitely many for-
bidden permutations, of various properties of a permutation avoidance class. One could
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more broadly ask for reasonable necessary and/or sufficient conditions for these prop-
erties, which would also remove the restriction of considering only finitely-constrained
classes.
Question 15. Is there an algorithm that, given finite set of forbidden permutations,
decides whether the theory of the corresponding permutation avoidance class has a model
companion?
Question 16. Is there an algorithm that, given finite set of forbidden permutations,
decides whether the theory of the corresponding permutation avoidance class has an
ω-categorical model companion?
These two questions have been considered in [18] in the cases where the forbidden
permutations have size at most 3. Based on the evidence there, the following conjecture
was put forward. While extravagant, it is consistent with what is currently known.
Conjecture 10 ([18]). If a permutation pattern avoidance class has the joint embed-
ding property and is not finite, then its first-order theory has an ω-categorical model
companion.
If this should be true, then we are led again to Question 2 about the decidability of
the JEP.
When studying the analog of Question 16 in the case of graph classes forbidding
finitely many non-induced subgraphs, the key tool in the analysis is the model-theoretic
algebraic closure operator, understood as being taken in an existentially-complete struc-
ture.
Definition 10.1. Let G be a class of graphs specified by forbidden subgraphs. Let G ∈ G
and A ⊂ G. Then v ∈ acl(A) if for any G∗ ∈ C such that A ⊂ G∗, the set of images of
v under embeddings of G into G∗ over A is finite.
In particular, the class has an ω-categorical model companion iff the algebraic closure
operator is locally finite, i.e. acl(A) is finite for finite A.
However, as noted in [9], considering forbidden induced graphs allows points to
be replaced by infinite sets of indiscernibles, trivializing the algebraic closure operator
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without affecting the existence of an ω-categorical model companion. As we are con-
sidering forbidding induced subpermutations, we next consider whether the algebraic
closure operator may still be of use.
Question 17. Can the notion of algebraic closure from Definition 10.1, or some vari-
ation of it, be used to determine whether an ω-categorical model companion exists,
perhaps in certain restricted permutation avoidance classes?
More broadly than ω-categorical model companions, we may consider the existence
of countable universal structures for a class, i.e. countable models into which all other
countable models embed. These still provide a notion of limit structure, and if the
model companion has a saturated countable model, that would provide a canonical
notion.
General model theory provides conditions for when such a saturated countable model
of the model companion exists, see e.g. [8, Theorem 2].
Theorem 10.0.1. Let T be a complete theory, with model companion T ∗. Then the
following are equivalent.
1. The models of T contain a countable universal structure under embedding.
2. The models of T ∗ contain a countably universal structure under elementary em-
beddings.
3. There exist countable saturated models of T ∗.
4. T ∗ is small, i.e. has countably many n-types for each n.
Based on the study of graph classes, we might expect the questions of the existence of
ω-categorical model companions and of countable universal structures to be intimately
related.
Question 18. Is there an algorithm that, given a finite set of forbidden permutations,
decides whether the corresponding permutation avoidance class has a countable universal
structure?
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Once a limit theory has been provided in the form of a model companion, model
theory provides further tools for separating tame behavior from wild. As the structures
we consider are ordered, the most appropriate such dividing line is whether the theory
is NIP, although the more restrictive notion of distality may also be interesting.
Question 19. Is there an algorithm that, given finite set of forbidden permutations
such that the theory of the corresponding permutation avoidance class has a model
companion, decides whether that model companion is NIP? distal?
Question 20. Do the various properties we are trying to decide algorithmically have
combinatorial significance?
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