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Abstract
In this paper we solve an inverse spectral problem associated with a traditional Sturm–Liouville
equation with an indefinite weight function. Specifically, we reconstruct a unique positive potential
from two spectral sequences, given a weight function with a simple turning point in the interior
of a finite interval with fixed end boundary conditions. We show the existence of special non-linear
second order differential equations satisfied by these eigenvalue functions, dubbed the dual equations,
eigenvalues whose asymptotics are used in the description of the reconstruction of the unknown
potential.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
Inverse spectral theory can be regarded as the determination of an operator (usually
differential) from its spectral data. The literature on such problems is vast for the case of
second order differential operators in the definite cases, that is cases where the quadratic
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where the weight function is positive but the quadratic form associated with the Sturm–
Liouville operator is not. The inverse problem for classical and non-classical (meaning with
indefinite weight functions) Sturm–Liouville operators has been studied by many investi-
gators (cf. [3,4,14,19]). Readers interested in a historical survey on definite and indefinite
eigenvalue problems are referred to the survey articles of McHugh [15] or Mingarelli [17]
or, in the case of inverse spectral theory, McLaughlin [16], and [14,19].
Inverse spectral theory for indefinite Sturm–Liouville operators is not as well developed
as the corresponding theory for the definite cases mentioned in the references above. In-
deed, there are very few papers, all dealing with cases of low numbers of turning points
and certainly pertaining only to given real spectral data as opposed to cases where non-real
spectra may occur (see [17]). For applications of such an interesting problem to the recov-
ery of a refractive index from wave propagation, see the recent paper [3] and references
therein. In [3] the authors note that only half the spectrum is sufficient for recovery of a
potential unlike in this paper where we require two full spectra as is done in definite cases.
As can be expected our techniques are completely different from those in [3]. Other papers
that have appeared in this connection include [5,8–10].
In this paper we solve an inverse problem related to (1) in the new case where there
is a turning point inside the (prescribed) interval of definition. Specifically, consider the
(Dirichlet) eigenvalue problem for a Sturm–Liouville equation on [a, b]:
y′′ + (λr(t) − q(t))y = 0, y(a) = 0 = y(b), (1)
where −∞ < a < 0 < b < ∞, q, r : [a, b] → R, and q, r ∈ L(a, b). From [2], we know
that whenever
b∫
a
√
r±(t) dt > 0,
where f+ (respectively f−) denotes the positive (respectively negative part of f ), i.e.,
f±(t) ≡ max{±f (t),0}, the boundary problem (1) has a doubly infinite sequence of real
eigenvalues whose corresponding eigenfunctions have precisely n zeros in (a, b), for all
sufficiently large n. These eigenvalues admit the asymptotic representation
λ±n ∼ ±
n2π2
{∫ b
a
√
r±(t) dt}2
as n → ∞.
In fact (see [7]), the higher order distribution of eigenvalues in the classical right-definite
case (i.e., r(t) > 0 on [a, b]) is of the form (since λn > 0 for all sufficiently large n):√
λn = nπ∫ b
a
r1/2(t) dt
− 1
2nπ
F(a, b) + O
(
1
n2
)
(2)
as n → ∞ where
F(z, y) =
y∫
(r−1/4(x))′′ − q(x)r−1/4(x)
r1/4(x)
dx.z
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the weight function (see [6, Section 11.6]). In the sequel we will always assume, unless
otherwise specified, that all big-oh-terms are valid as the value of the parameter tends to
infinity. In the literature the function defined by
F(x) =
x∫
a
(r−1/4(t))′′ − q(t)r−1/4(t)
r1/4(t)
dt
is called the error-control function (see [18, p. 196]).
It was shown in [8] that the higher order asymptotic expansion of the positive eigenval-
ues, {un}∞1 , associated with (1) for r(t) = tα , α = 4m±1, is a positive odd integer satisfies
the relation
√
un = nπ −
π
4∫ b
0 x
α/2 dx
− 1
nπ
{
4ν2 − 1
8
∫ b
0 x
α/2 dx
− 1
2
b∫
0
q(x)
xα/2
dx
}
+ O
(
1
n2
)
, (3)
where ν = 12+α .
The higher order asymptotic form of the negative eigenvalues, {rn}∞1 , satisfy the relation
√−rn = nπ −
π
4∫ 0
a
(−x)α/2 dx
− 1
nπ
{
4ν2 − 1
8
∫ 0
a
(−x)α/2 dx
− 1
2
0∫
a
q(x)
(−x)α/2 dx
}
+ O
(
1
n2
)
.
(4)
The leading term in the asymptotic expression (4) follows from Atkinson–Mingarelli [2],
since the growth of the negative eigenvalues is governed by the negative part of the
weight function, in our case this is the function r(t) = t , whose negative part is given
by r−(t) = max{−t,0} = −t on [a,0). So, with the distribution of eigenvalues in hand,
we can study the inverse problem of a Sturm–Liouville equation with a simple turning
point. In particular, we note that the infinite product representation of its solutions has al-
ready been obtained in [10]. From now on there is no loss of generality in assuming that
(a, b) = (−1,1) and we assume hereafter that the simple turning point case is considered,
by setting r(t) = t .
Thus, let U(t, λ) solve the initial value problem
U ′′ + (λt − q(t))U = 0, −1 t  1, (5)
with initial condition
U(−1, λ) = 0, ∂U
∂t
(−1, λ) = 1. (6)
For fixed x ∈ (−1,0], the zeros of U(x,λ) are the eigenvalues, {λn(x)}∞n=1, of the Dirichlet
problem for (5) on (−1, x], i.e., U(−1, λ) = U(x,λ) = 0.
For fixed x ∈ (0,1], the Dirichlet eigenvalue problem (5)–(6) with y(−1) = 0 = y(x)
has a doubly infinite sequence of positive and negative eigenvalues, say, {un(x)}∞n=1,{rn(x)}∞ , respectively. As before, these eigenvalues are the zeros of U(x,λ). Inspiredn=1
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rems 1–3, below), knowledge of its order as a function of a complex variable and asymp-
totic distribution of its zeros (see [2]) to derive dual differential equations of the second
order for each of the quantities λn(x),un(x) and rn(x). We then show that the potential
q(x) in (5) can be recovered in the form of an infinite product from a knowledge of these
eigenvalue sequences.
2. The dual equations
We begin by recalling some previous work (i.e., [10] and [9]) on the expansion of a
solution of the initial value problem associated with (5) as an infinite product. As defined
in the introduction, we study the sequences of eigenvalues λn(x),un(x) and rn(x) corre-
sponding to (5) and derive a set of second order differential equations for each of them that
we call the dual equations to (5).
Theorem 1. Let U(x,λ) be the solution of the initial value problem (5)–(6). Then for
0 < x,
U(x,λ) = π
√
x
6
∏
k1
(λ − rk(x))p2(0)
j˜2k
∏
k1
f 2(x)(uk(x) − λ)
j˜2k
, (7)
where f (x) = (2/3)x3/2, p(v) = −(2/3)(−v)3/2 + 2/3, the sequence {uk(x)} represents
the positive eigenvalues and {rk(x)} the negative eigenvalues of the Dirichlet problem as-
sociated with (5) on [−1, x] and j˜k, k = 1,2, . . . , are the positive zeros of J ′1(z).
Proof. See [10]. 
Theorem 2. Let U(x,λ) be the solution of the initial value problem (5)–(6). Then for
x = 0,
U(0, λ) =
∏
k1
4(λ − λk(0))
9j2k
,
where {λk(0)} is the sequence of negative eigenvalues of the Dirichlet problem associated
with (5) on [−1,0] and the jk represents the sequence of positive zeros of the Bessel func-
tion of order 1/3.
Proof. See [10]. 
Theorem 3. For −1 < x < 0,
U(x,λ) = p(x)
(−x)1/4
∏
k1
λ − λk(x)
z2k(x)
, (8)
where p(x) = −(2/3)(−x)3/2 + 2/3, U(t, λ) is a solution of the initial value problem
(5)–(6), zk(x) = kπp(x) and {λk(x)} is the sequence of eigenvalues for the Dirichlet problem
associated with (5) on (−1, x].
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We now derive a new set of differential equations, the dual equations to (5) that we use
in order to ultimately reconstruct q(x). Using the Implicit Function Theorem, we see that
λn(x),un(x) and rn(x) are twice continuously differentiable functions (see [9]). For x < 0,
the condition
U
(
x,λn(x)
)= 0
gives, as usual,
∂U
∂x
+ ∂U
∂λ
λ′n = 0, (9)
and differentiating again
∂2U
∂x2
+ 2 ∂
2U
∂x∂λ
λ′n +
∂2U
∂λ2
(
λ′n
)2 + ∂U
∂λ
λ′′n = 0. (10)
The first term in (10) is zero at (x,λn(x)) by virtue of (5). Thus
2
∂2U
∂x∂λ
λ′n +
∂2U
∂λ2
(
λ′n
)2 + ∂U
∂λ
λ′′n = 0. (11)
Similarly, for 0 < x, there are two sets of eigenvalues un(x) and rn(x) such that
U
(
x,un(x)
)= 0 and U(x, rn(x))= 0.
Thus,
2
∂2U
∂x∂λ
u′n +
∂2U
∂λ2
(
u′n
)2 + ∂U
∂λ
u′′n = 0
and
2
∂2U
∂x∂λ
r ′n +
∂2U
∂λ2
(
r ′n
)2 + ∂U
∂λ
r ′′n = 0. (12)
We now make use of the infinite product form of U(x,λ), substitute this in (11), in the case
x < 0 (and in (12) for x > 0). We then obtain the dual of (5). Indeed, we need the various
derivatives of U(x,λ) at the points (x,λn(x)) for x < 0 and at the points (x,un(x)) and
(x, rn(x)) for x > 0.
In order to arrive at a form for this dual equation, we first calculate the various deriv-
atives of U(x,λ) for x < 0. Referring to Theorem 3, we factor λk(x) out of the infinite
product and rearrange terms so that
U(x,λ) = p(x)
(−x)1/4
∏
k1
−λk(x)
z2k(x)
∏
k1
(
1 − λ
λk(x)
)
,
where zk(x) = kπp(x) as before, and p(x) =
∫ x
−1
√−t dt. Writing
c(x) = p(x)
(−x)1/4
∏ −λk(x)
z2k(x)
, (13)
k1
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U(x,λ) = c(x)
∏
k1
(
1 − λ
λk(x)
)
, (14)
where the coefficient c is a function of x only. We note that the infinite product in (14) is
actually an entire function of λ and so it converges when λ = 0 as well (cf. [13, p. 27]).
Next, we calculate ∂U
∂λ
, ∂
2U
∂λ2
and ∂2U
∂x∂λ
at the points (x,λn(x)) using (14). In forming ∂2U∂λ∂x
from (14), the interchange of summation and differentiation in
d
dx
∑
k1
log
(
1 − λ
λk(x)
)
will be valid if the differentiated series∑
k 	=n
−λn(x)λ′k(x)
(λk(x) − λn(x))λk(x)
is uniformly convergent which is the case from [9, Theorem 9].
We define Fn by
Fn = Fn
(
x,λn(x)
)= ∏
k 	=n, k1
(
1 − λn(x)
λk(x)
)
. (15)
Since
∂U
∂λ
= c(x)
∞∑
i=1
−1
λi(x)
∏
k 	=i, k1
(
1 − λ
λk(x)
)
,
we have
∂U
∂λ
(
x,λn(x)
)= −c(x)Fn
λn(x)
,
∂2U
∂λ2
(
x,λn(x)
)= 2c(x)Fn
λn(x)
∑
i 	=n,1i
1
λi(x)
(
1 − λn(x)
λi(x)
)−1
,
∂2U
∂λ∂x
= −c
′(x)Fn
λn(x)
+ c(x)λ
′
n(x)Fn
λ2n(x)
− c(x)Fn
∑
i 	=n,1i
λ′i (x)
λ2i (x)
(
1 − λn(x)
λi(x)
)−1
− c(x)Fnλ
′
n(x)
λn(x)
∑
i 	=n,1i
1
λi(x)
(
1 − λn(x)
λi(x)
)−1
.
Consolidating these terms into (11) and suppressing the independent variable x throughout
for clarity of exposition, we obtain
λ′′n +
2c′λ′n
c
+ 2λnλ′n
∑ λ′i
λ2i
(
1 − λn
λi
)−1
− 2 (λ
′
n)
2
λn
= 0. (16)i 	=n,1i
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(9) that λ′n(x) 	= 0. So, dividing the above equation by λ′n and integrating from a fixed
number α 	= −1 up to x, we obtain the form
λ′n(x) =
λ2n(x)λ
′
n(α)c
2(α)
λ2n(α)c
2(x)
e−2Sn(x,λn), (17)
where
Sn(x,λn) =
∑
i 	=n
x∫
α
λ′i (t)λn(t)
λi(t)
(
λi(t) − λn(t)
)−1
dt (18)
and c(x) is determined in (13) (recall that x < 0 here).
We write (17) in a more convenient form by simplifying the quantity Sn in (18). To this
end note that for α 	= −1 and x < 0,
x∫
α
λ′i (t)λn(t)
λi(t)(λi(t) − λn(t)) dt =
x∫
α
λ′i (t)
λi(t) − λn(t) dt −
x∫
α
λ′i (t)
λi(t)
dt.
Substituting this into (17), performing the integration and simplifying we obtain,
λ′n(x) =
λ′n(α)c2(α)
c2(x)
∏
i1
λ2i (x)
λ2i (α)
exp
{
−2
∑
i 	=n, i1
1∫
x
λ′i
λi − λn
}
, (19)
where c(x) is as before.
Similarly, for the case x > 0, from (7) and Theorem 1, we have
U(x,λ) = a(x)
∏
k1
(
1 − λ
rk(x)
)∏
k1
(
1 − λ
uk(x)
)
(20)
with
a(x) = π
√
x
6
∏
k1
f 2(x)uk(x)
j˜2k
∏
k1
p2(0)rk(x)
j˜2k
, (21)
where f (x) = ∫ x0 √t dt,p2(0) = 2/3 and j˜k, k = 1,2, . . . , are the positive zeros of J ′1(z).
As before, we calculate the various derivatives of U(x,λ) and evaluate these at the fixed
points (x,un(x)). In order to continue, we need the following lemma.
Lemma 1. Let U(t, λ) solve the initial value problem (5) with initial condition (6) for
−1 t  1. Then, for fixed x > 0,
∂U
∂λ
(x,un) = (−1)
n−1√xf 5/2(x)e√unp(0)
3p1/2(0)n2π2
{
1 + O
(
logn
n
)}
,
where p(0) = 2/3, f (x) = ∫ x0 √t dt and un ≡ un(x) is the sequence of positive eigenval-
ues of the Dirichlet problem for (5) on [−1, x] for x > 0.
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∂U
∂λ
(x,un) = −f
2(x)π
√
x
6j˜2n
∏
k1
(un − rk(x))p2(0)
j˜2k
∏
k 	=n,1n
f 2(x)(uk(x) − un)
j˜2k
.
Now we estimate the two infinite products. By [10, Lemma 3], we can write
∏
k1
(un − rk(x))p2(0)
j˜2k
= 2J ′1
(
ı
√
unp(0)
)(
1 + O
(
logn
n
))
.
From [10, Lemma 2] we get
d
dλ
J ′1(c
√
λ)
∣∣∣∣
λ=j˜2n /c2
= −c
2
2j˜2n
∏
k 	=n, k1
(
1 − j˜
2
n
j˜2k
)
.
Since ∏
k 	=n,1n (f 2(x)(uk(x) − un))/j˜2k∏
k 	=n, k1(1 − j˜2n/j˜2k )
=
∏
k 	=n, k1
f 2(x)(uk(x) − un)
j˜2k − j˜2n
,
from [10, Lemma 2 (7)] or [1], we know that j˜2m = m2π2 − mπ
2
2 + O(1). Using this with
m replaced by k and n in turn gives us
∣∣j˜2k − j˜2n ∣∣= |k2 − n2|
(
π2 − π
2
k + n + O
(
1
|k2 − n2|
))
,
as k,n → ∞, k 	= n. It follows that
1
|j˜2k − j˜2n |
= O
(
1
|k2 − n2|
)
, (22)
for large k 	= n. On the other hand, since j˜2k ∼ k2π2 as k → ∞, we see that j˜2k O(1/k2) =
O(1) as k → ∞.
Now, from the asymptotic estimate in (3) with b there replaced by x > 0, we get, by
squaring and rearranging terms,
f 2(x)uk(x) = k2π2 − k π
2
2
+ π
2
16
+ O
(
1
k2
)
.
It follows that for k 	= n, k,n → ∞,
f 2(x)
(
uk(x) − un(x)
)= (k2 − n2)π2 − (k − n)π2
2
+ O(1)
= j˜2k − j˜2n + O(1),
or that∣∣∣∣f 2(x)(uk(x) − un(x))
j˜2 − j˜2
∣∣∣∣= 1 + O(1)|j˜2 − j˜2| = 1 + O
(
1
|k2 − n2|
)
,k n k n
A. Jodayree Akbarfam, A.B. Mingarelli / J. Math. Anal. Appl. 312 (2005) 435–463 443by (22). Therefore, by [10, Theorem 4], we get
∏
k 	=n,1n
f 2(x)(uk(x) − un)
j˜2k
= −2j˜
2
n
c2
d
dλ
J ′1(c
√
λ)
∣∣∣∣
λ=j˜2n /c2
{
1 + O
(
logn
n
)}
since the term involving the derivative of the Bessel function J1 above is not zero (note
that the zeros j˜n of J ′1 are simple so that J ′′1 (j˜n) 	= 0). Consequently,
∂U
∂λ
(x,un) = 2f
2(x)π
√
x
3c2
J ′1
(
ı
√
unp(0)
) d
dλ
J ′1(c
√
λ)
∣∣∣∣
λ=j˜2n /c2
(
1 + O
(
logn
n
))
.
The recurrence formula for Jn(x) is of the form (see [1, §9.27])
xJ ′n(x) = −nJn(x) + xJn−1(x),
J ′0(x) = −J1(x).
Thus,
J ′1(c
√
λ) = − 1
c
√
λ
J1(c
√
λ) + J0(c
√
λ).
So, by using these recurrence formulae, we find
d
dλ
J ′1(c
√
λ)
∣∣∣∣
λ=j˜2n /c2
= −c
2
2j˜n
J1(j˜n)
{
1 − 1
j˜2n
}
.
The asymptotic form of J1(z) is
J1(z) =
√
2
πz
{
cos(z − 3π/4) + e| Im z|O(|z|−1)} (| arg z| < π)
as |z| → ∞ (see [1, §9.2.1]).
By using the asymptotic form of J ′1(z) (see the proof of Theorem 1 in [10]), and J1(z),
we obtain
J ′1
(
ı
√
unp(0)
)=
√
2e
√
unp(0)
2
√
πu
1/4
n p
1/2(0)
{
1 + O(1/n)},
J1(j˜n) =
√
2
πj˜n
{
cos(j˜n − 3π/4) + O(1/n)
}
.
Since j˜n ∼ nπ as n → ∞ (see above or [1]), we see that the cosine term above stays
bounded away from zero (actually being bounded below by | cos(3π/4)|) as n → ∞.
Whence, use of [10, Lemma 1(6)] gives
∂U
∂λ
(x,un) = − f
2(x)
√
x
3j˜3/2n u1/4n p1/2(0)
e
√
unp(0) cos(j˜n − 3π/4)
{
1 + O
(
logn
n
)}
= (−1)
n
√
xf 5/2(x)e
√
unp(0)
3p1/2(0)n2π2
{
1 + O
(
logn
n
)}
. 
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fixed x > 0. Assume further that U(t, λ) satisfies (6). Then, for t > 0,
(a) U(t, un(x))= f (x)t1/4nπ
{
1
2e
−π(n−1/4)z(1) sin
(
π(n − 1/4)z(t) − π/4)
+ eπ(n−1/4)z(1) cos(π(n − 1/4)z(t) − π/4)}{1 + O(1/n)},
where z(t) = (t/x)3/2,
(b) ∂U
∂t
(
x,un(x)
)= (−1)nx1/4e 23 √un(x){1 + O(1/n)},
(c) u′n(x) =
−3n2π2
xf 2(x)
{
1 + O
(
logn
n
)}
,
(d) lim
n→∞
u′n(x)
un(x)
= − 3
x
= −2f
′(x)
f (x)
, and
(e) the series
∑
k 	=n, k1
−un(x)u′k(x)
(uk(x) − un(x))uk(x)
is uniformly convergent for x in compact subsets of (0,1].
Proof. Recall that t is the independent variable in (5) while x is a fixed but otherwise
arbitrary point in (−1,1]. From [11] we know that, for t > 0,
U(t, λ) = 1
t1/4
√
λ
{
e
2
3
√
λ cos
(
2
3
t3/2
√
λ − π/4
)}{
1 + O
(
1√
λ
)}
, (23)
so that, for a given x > 0,
∂U
∂t
(x,λ) = x1/4
{
1
2
e−
2
3
√
λ cos
(
2
3
x3/2
√
λ − π/4
)
− e 23
√
λ sin
(
2
3
x3/2
√
λ − π/4
)}{
1 + O
(
1√
λ
)}
. (24)
(a) We insert λ = un(x) in (23) and use the estimates cosO(1/n) = 1 + O(1/n2) along
with sinO(1/n) = O(1/n) both valid as n → ∞. Simplifying, we obtain
U
(
t, un(x)
)= 2x3/2
3t1/4nπ
{
1
2
e−x−3/2π(n−1/4) sin
(
πt3/2x−3/2(n − 1/4) − π/4)
+ ex−3/2π(n−1/4) cos(πt3/2x−3/2(n − 1/4) − π/4)}{1 + O(1/n)}.
Inserting z(t) in the preceding expression there follows (a).
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(c) Since
u′n(x) = −
∂U
∂x
(x,un(x))
∂U
∂λ
(x,un(x))
,
Lemma 1 and (b) together give (c).
(d) Follows from (c) and the distribution of un(x) as n → ∞.
(e) Since u′n(x)
un(x)
is uniformly bounded on any compact subset of (−1, x), the series is
uniformly convergent. 
We now proceed to derive a set of non-linear first order differential equations for the
eigenvalues un(x), rn(x). Write
Gn(x,λ) =
∏
k 	=n, k1
(
1 − λ
uk(x)
)
and Hn(x,λ) =
∏
k1
(
1 − λ
rk(x)
)
.
Then,
Gn = Gn
(
x,un(x)
)= ∏
k 	=n, k1
(
1 − un(x)
uk(x)
)
, (25)
Hn = Hn
(
x,un(x)
)= ∏
k1
(
1 − un(x)
rk(x)
)
(26)
so that ∏
k 	=i, k1
(
1 − un(x)
rk(x)
)
= Hn
(
1 − un
ri
)−1
. (27)
Now we calculate the various partial derivatives of U with respect to λ using (20). Since
the first of the two terms obtained vanishes when λ = un(x), we get
∂U
∂λ
(x,λ)
∣∣∣∣
λ=un(x)
= a(x)
∏
k1
(
1 − λ
rk(x)
)(
∂
∂λ
∏
k1
(
1 − λ
uk(x)
))∣∣∣∣
λ=un(x)
=
(
∂
∂λ
∏
k1, k 	=n
(
1 − λ
uk(x)
)(
1 − λ
un(x)
))∣∣∣∣
λ=un(x)
.
We have
∂U
∂λ
(x,un) = −a(x)HnGn
un(x)
,
∂2U
∂λ2
(
x,un(x)
)= 2a(x)HnGn
un(x)
∑
1i
1
ri(x) − un(x)
+ 2a(x)HnGn
un(x)
∑ 1
ui(x) − un(x) ,1i, i 	=n
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∂λ∂x
(
x,un(x)
)= −a′(x)HnGn
un(x)
+ a(x)HnGnu
′
n
u2n
− a(x)HnGnu
′
n
un
∑
1i
1
ri(x) − un(x)
− a(x)HnGn
∑
1i
r ′i
ri
(
ri(x) − un(x)
)−1
− a(x)HnGn
∑
1i, i 	=n
u′i
ui
(
ui(x) − un(x)
)−1
− a(x)HnGnu
′
n
un
∑
1i, i 	=n
1
ui(x) − un(x) .
Substituting these terms into (12), we obtain
u′′n +
2a′u′n
a
+ 2unu′n
{ ∑
i 	=n,1i
u′i
ui
(
ui(x) − un(x)
)−1 +∑
1i
r ′i
ri
(
ri(x) − un(x)
)−1}
− 2 (u
′
n)
2
un
= 0. (28)
Similarly for negative eigenvalues rn(x), we get
r ′′n +
2a′r ′n
a
+ 2rnr ′n
{ ∑
i 	=n,1i
r ′i
ri
(
ri(x) − rn(x)
)−1 +∑
1i
u′i
ui
(
ui(x) − rn(x)
)−1}
− 2 (r
′
n)
2
rn
= 0. (29)
Dividing (28) by u′n, (29) by r ′n, an integration followed by some simplification gives a set
of dual equations for the eigenvalues,
u′n(x) =
u2n(x)u
′
n(1)a2(1)
u2n(1)a2(x)
e2Tn(x,un,rn) (30)
and
r ′n(x) =
r2n(x)r
′
n(1)a2(1)
r2n(1)a2(x)
e2Tn(x,rn,un), (31)
where
Tn(x,un, rn) =
∑
i 	=n
1∫
x
u′iun
ui
(ui − un)−1 dv +
∑
i
1∫
x
r ′iun
ri
(ri − un)−1 dv, (32)
a(x) is determined in (21), and the variables in the integrand in (32) are dropped for brevity.
The system of equations (17), (30) and (31) is dual to the original equation (1) and in-
volves only the functions λn(x), un(x) and rn(x). Although (30)–(31) is an infinite system
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given, the system is completely determined, the uniqueness of the solution of this system
of equations having been investigated in [12].
We now proceed to simplify the dual equations (30) and (31) in order to get some
asymptotic estimates which will be used later on to find the solution of an inverse problem.
First note that the integrals appearing in the expression for Tn(x,un, rn) in (32) may be
cast in the following form: For a given x ∈ (0,1],
1∫
x
u′i (t)un(t)
ui(t)(ui(t) − un(t)) dt =
1∫
x
u′i (t)
ui(t) − un(t) dt −
1∫
x
u′i (t)
ui(t)
dt
and
1∫
x
r ′i (t)un(t)
ri(t)(ui(t) − un(t)) dt =
1∫
x
r ′i (t)
ri(t) − un(t) dt −
1∫
x
r ′i (t)
ri(t)
dt.
Inserting this into the form of Tn above we get, after some simplification,
e2Tn(x,un,rn) =
∏
i 	=n, i1
u2i (x)
u2i (1)
∏
i1
r2i (x)
r2i (1)
× exp
{
2
∑
i 	=n, i1
1∫
x
u′i (t) dt
ui(t) − un(t) + 2
∑
i1
1∫
x
r ′i (t) dt
ri(t) − un(t)
}
, (33)
with a similar expression holding for the exponential term eTn(x,rn,un) with the necessary
interchanges. Substituting (33) into (30)–(31), we get the equivalent system
u′n(x) =
u2n(x)u
′
n(1)a2(1)
u2n(1)a2(x)
∏
i 	=n, i1
u2i (x)
u2i (1)
∏
i1
r2i (x)
r2i (1)
× exp
{
2
∑
i 	=n, i1
1∫
x
u′i
ui − un + 2
∑
i1
1∫
x
r ′i
ri − un
}
or
u′n(x) =
u′n(1)a2(1)
a2(x)
∏
i1
u2i (x)
u2i (1)
∏
i1
r2i (x)
r2i (1)
× exp
{
2
∑
i 	=n, i1
1∫
x
u′i
ui − un + 2
∑
i1
1∫
x
r ′i
ri − un
}
, (34)
where we have suppressed the variable of integration in the exponential terms for clarity
of exposition, and
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r ′n(1)a2(1)
a2(x)
∏
i1
r2i (x)
r2i (1)
∏
i1
u2i (x)
u2i (1)
× exp
{
2
∑
i 	=n, i1
1∫
x
r ′i
ri − rn + 2
∑
i1
1∫
x
u′i
ui − rn
}
. (35)
Observe that (34)–(35) together imply that, for any x ∈ (0,1], u′n(x) < 0 (respectively
r ′n(x) > 0) if and only if u′n(1) < 0 (respectively r ′n(1) > 0). Equation (34) and its coun-
terpart for negative eigenvalues allows us to express the sequences of eigenvalues u′n(x)
(respectively r ′n(x)) in terms of the initial conditions u′n(1) (respectively r ′n(1)), the expo-
nential terms contributing to the error terms in the approximations. Thus, for example, the
leading term in the expansion of the derivative u′n(x) of the positive Dirichlet eigenvalues
for Eq. (5) on the interval [−1, x] is given by u′n(1)/x4 for x > 0.
3. An inverse problem
We now proceed with the solution of our inverse problem. We first study the relation-
ship between the eigenvalues λn(x), un(x), rn(x), and the potential function. First we
show (Theorem 5) that we can recover q(x) whenever −1  x < 0 from a knowledge of
the eigenvalues λn(1), λn(x) and their asymptotic behaviour. Then we show (Theorem 6)
that we can recover q(x) for x > 0 from a knowledge of the eigenvalue sequences un(x)
and rn(x) (and un(1) and rn(1) and their asymptotic behaviour). This is followed by the
application of two lemmas which use the given eigenvalue asymptotics (necessary for the
existence of a solution to our problem) in order to construct the solution U(t, λ) of our
problem (Theorem 7).
Theorem 5. Let λn(x) be the (negative) eigenvalues of the Dirichlet problem (5) on
[−1, x], where x < 0, and let σ1(x) ≡∑∞k=1 1λn(x) . Then
(a) σ1(x) =
x∫
−1
1
c2(t)
t∫
−1
vc2(v) dv dt, (36)
where c(x) is determined in (13), and the following formula is valid for q when x < 0:
(b) q(x) =
(
x − σ ′′1
2σ ′1
)2
+
(
x − σ ′′1
2σ ′1
)′
, x < 0. (37)
Proof. For fixed x < 0, we differentiate U(x,λ) in (14) to find
− ∂
∂λ
logU(x,λ) =
∞∑
k=1
1
λk − λ =
∞∑
k=1
∞∑
m=0
λm
λm+1k
provided that |λ| < |λ1|. This preceding series is absolutely convergent because∑ 1
|λk − λ| 
∑ 1
|λk| − |λ|  c
∑ 1
k2
,k1 k1 k1
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∞∑
k=1
1
λm+1k
= σm+1
and interchange the order of summation in the expression for the logarithmic derivative of
U(x,λ). Then
− ∂
∂λ
U(x,λ) = U(x,λ)
∞∑
m=0
σm+1λm.
Replace U(x,λ) on each side by its canonical expansion as a power series in λ with coef-
ficients in x,
U(x,λ) = a0(x) + a1(x)λ + a2(x)λ2 + · · · , (38)
where the series represents an entire function of λ of order 1/2 (cf. [2]) and so it converges
absolutely for λ in compact subsets of C and x ∈ (−1,0). Referring to the display above
(38), we multiply out the product on the right, and equate coefficients of the various powers
of λ in the identity; we thus obtain the system of equations
−a1(x) = a0(x)σ1,
−2a2(x) = a0(x)σ2 + a1(x)σ1,
. . .
−nan(x) = a0(x)σn + a1(x)σn−1 + · · · + an−1(x)σ1. (39)
From (6) and (38) we have
U(x,0) = c(x) = a0(x).
Using the expansion of U(x,λ) in (5), we get
a′′0 + λa′′1 + · · · +
(
λx − q(x))(a0 + a1λ + · · ·) = 0.
Consequently, by equating coefficients of the various powers of λ, we obtain
a′′0 − qa0 = 0,
a′′1 + xa0 − a1q(x) = 0,
a′′2 + xa1 − a2q(x) = 0,
. . . (40)
Placing (39) in (40) and using a′′0 = qa0, we get
a20σ
′′
1 + 2a0a′0σ ′1 − xa20 = 0 (41)
or
d (
a20σ
′
1
)= xa20 .dx
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and use of the fact that σ1(−1) = 0 and a0 = c, there holds (36). From (41) we can write
σ ′′1 + 2
a′0
a0
σ ′1 − x = 0.
Consequently,(
a′0
a0
)′
=
(
x − σ ′′1
2σ ′1
)′
,
whence
q(x) = a
′′
0
a0
=
(
a′0
a0
)2
+
(
x − σ ′′1
2σ ′1
)′
=
(
x − σ ′′1
2σ ′1
)2
+
(
x − σ ′′1
2σ ′1
)′
, x < 0. 
Applying arguments similar to those above, we deduce the following theorem:
Theorem 6. Let the sequence un(x) represent the positive eigenvalues and rn(x) the
negative eigenvalues of the Dirichlet problem (40) on [−1, x] for fixed x > 0. Then
∧1(x) ≡∑∞k=1[ 1uk(x) + 1rk(x) ] can be expressed as
(a) ∧1(x) = ∧1(1) −
1∫
x
1
a2(t)
t∫
0
va2(v) dv dt, (42)
where a(x) is determined in (21), and the following formula holds for q when x > 0:
(b) q(x) =
(
x − ∧′′1
2∧′1
)2
+
(
x − ∧′′1
2∧′1
)′
, x > 0. (43)
Proof. In the proof of Theorem 6, we follow a procedure similar to that of the proof of
Theorem 5 to find
d(a2∧′1)
dx
= xa2, (44)
where a(x) is defined in (21) and ∧1 =∑[ 1uk + 1rk ]. Since limx→0 a(x) = 0, we obtain
a2∧′1(x) =
x∫
0
va2(v) dv.
Consequently,
∧1(x) = ∧1(1) −
1∫
x
1
a2(t)
x∫
0
va2(v) dv,
where
∧1(1) =
∑[ 1 + 1 ].  (45)uk(1) rk(1)
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function q(x). So the main problem is to determine the functions un(x), rn(x) and λn(x).
In the following lemma we show that knowledge of two specific eigenvalue sequences and
their asymptotic behaviour is sufficient in order to guarantee that the solution U(x,λ) in
the form (7) is an entire function of λ along with its first two derivatives with respect to the
first variable.
Lemma 2. Let (un(x)), (rn(x)) be a sequence of twice continuously differentiable functions
on (0,1] such that for each x > 0:
(a) The sequence un is increasing for each x ∈ (0,1]: 0 < u1(x) < u2(x) < · · · and∑
n1
1
|un(1)| < ∞.
(b) The series ∑n1∣∣u′n(x)u2n(x) ∣∣ and ∑n1∣∣ ddx (u′n(x)u2n(x) )∣∣ converge uniformly on every compact
subset of (0,1].
(c) The sequence rn is decreasing for each x ∈ (0,1]: 0 > r1(x) > r2(x) > · · · and∑
n1
1
|rn(1)| < ∞.
(d) The series ∑n1∣∣ r ′n(x)r2n(x) ∣∣ and ∑n1∣∣ ddx ( r ′n(x)r2n(x) )∣∣ converge uniformly on every compact
subset of (0,1].
Let U(x,λ) be defined as in (20), i.e., U is given by an infinite product of the form
U(x,λ) = a(x)
∏
k1
(
1 − λ
uk(x)
)∏
k1
(
1 − λ
rk(x)
)
, x > 0.
Then
(1) U(x,λ) ∈ C2(0,1] for each λ ∈ C.
(2) U, ∂U
∂x
and ∂2U
∂x2
are entire functions of λ, for each x.
Proof. We establish first that U(x,λ), and for fixed n, Gn(x,λ) = ∏k 	=n(1 − λuk(x) ),
Tn(x,λ) =∏k 	=n(1− λrk(x) ), ∂Gn(x,λ)∂x and ∂Tn(x,λ)∂x are uniformly bounded on A×B where
A is a compact subset of (0,1] and B is a compact subset of the complex plane.
To begin with we note that a(x) is continuous on A. Next, the uniform convergence
of the series appearing in (b) above imply that term-by-term integration is justified on an
interval [x,1], where x > 0. Thus,
∣∣∣∣∑
k1
(
1
uk(x)
− 1
uk(1)
)∣∣∣∣∑
k1
1∫ ∣∣∣∣u′k(s)u2k(s)
∣∣∣∣ds  max
s∈[x,1]
∑
k1
∣∣∣∣u′k(s)u2k(s)
∣∣∣∣< ∞.x
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k1
1
uk(x)
converges uniformly on A on account of condition (a).
A similar argument using condition (d) shows that∣∣∣∣∑
k1
(
1
rk(x)
− 1
rk(1)
)∣∣∣∣
converges uniformly on A and so the series∑
k1
1
|rk(x)|
converges uniformly on A on account of condition (c).
On the other hand, using the inequality 1 + v < ev, v > 0, on the infinite product for U
leads to the estimate∣∣U(x,λ)∣∣ ∣∣a(x)∣∣e|λ|∑( 1uk + 1|rk | ).
Hence U is uniformly bounded on A × B.
The convergence of (1 − λ
uk(x)
) to 1 uniformly on A × B as k → ∞ means that given
δ > 0 sufficiently small we have on A × B, 0 < δ < |1 − λ
un(x)
| for all but a finite number
of n. Since∣∣∣∣ 1∏
k1(1 − λrk(x) )
∣∣∣∣=
∣∣∣∣∏
k1
(
rk(x)
rk(x) − λ
)∣∣∣∣ e∑k1 | rk (x)rk (x)−λ−1|
 e
∑
k1
|λ|
||λ|−|rk (x)||  ec
∑
k1
1
|rk (x)| ,
on A × B where c is a constant. It follows that,
∣∣Gn(x,λ)∣∣ 1|a(x)|
∣∣U(x,λ)∣∣∣∣∣∣∏
k1
(
rk
rk − λ
)∣∣∣∣
∣∣∣∣1 − λun(x)
∣∣∣∣
−1
<
1
|a(x)|
∣∣U(x,λ)∣∣δ−1ec∑k1 1|rk (x)| ,
for all but finitely many n. Taking into account finitely many terms and using the fact that U
is uniformly bounded we see that Gn(x,λ) is also uniformly bounded, on A×B. Similarly
one can prove that Tn(x,λ) is uniformly bounded on A × B.
Now consider the series∑
i 	=n
λu′i
u2i
∏
k 	=i, k 	=n
(
1 − λ
uk
)
=
∑
i 	=n
λu′i
u2i
(
1 − λ
ui
)−1
Gn(x,λ),
where we have suppressed the independent variable appearing in the expression for uk for
brevity. Since Gn(x,λ) is uniformly bounded on A×B and the term involving (1 − λ/ui)
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this is the series obtained by formally differentiating the infinite product representation of
Gn(x,λ),
∂Gn(x,λ)
∂x
exists and is given by the last display, i.e.,
∂Gn(x,λ)
∂x
=
∑
i 	=n
λu′i
u2i
∏
k 	=i, k 	=n
(
1 − λ
uk
)
.
A similar argument shows that ∂Tn(x,λ)
∂x
exists and is given by
∂Tn(x,λ)
∂x
=
∑
i 	=n
λr ′i
r2i
∏
k 	=i, k 	=n
(
1 − λ
rk
)
on A × B on account of (d).
Consider the expression
a′(x)
∏
k1
(
1 − λ
rk(x)
)∏
k1
(
1 − λ
uk(x)
)
+ a(x)
∑
i1
λr ′i
r2i
Ti(x, λ)
∏
k1
(
1 − λ
uk(x)
)
+ a(x)
∏
k1
(
1 − λ
rk(x)
)∑
i1
λu′i
u2i
Gi(x,λ).
It follows from the above analysis (and conditions (b) and (d)) that each series herein
converges uniformly on A×B. Moreover, since this expression is the expression obtained
by formally differentiating the infinite product representation of U(x,λ), ∂U
∂x
exists and is
given by the last display, i.e.,
∂U
∂x
= a′(x)
∏
k1
(
1 − λ
rk(x)
)∏
k1
(
1 − λ
uk(x)
)
+ a(x)
∑
i1
λr ′i
r2i
Ti(x, λ)
∏
k1
(
1 − λ
uk(x)
)
+ a(x)
∏
k1
(
1 − λ
rk(x)
)∑
i1
λu′i
u2i
Gi(x,λ).
A similar argument shows that ∂2U
∂x2
exists on A × B and is given by
∂2U
∂x2
= a′′(x)
∏
k1
(
1 − λ
rk(x)
)∏
k1
(
1 − λ
uk(x)
)
+ 2a′(x)
∑
i1
λr ′i
r2i
Ti(x, λ)
∏
k1
(
1 − λ
uk(x)
)
+ a(x)λ
∑
i1
[(
r ′′i
r2i
− 2(r
′
i )
2
r3i
)
Ti(x,λ) + r
′
i
r2i
∂Ti(x,λ)
∂x
]∏
k1
(
1 − λ
uk(x)
)
+ a(x)λ
∏(
1 − λ
rk(x)
)∑[(u′′i
u2i
− 2(u
′
i )
2
u3i
)
Gi(x,λ) + u
′
i
u2i
∂Gi(x,λ)
∂x
]
k1 i1
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∏
k1
(
1 − λ
rk(x)
)∑
i1
λu′i
u2i
Gi(x,λ)
+ 2a(x)
∑
i1
λr ′i
r2i
Ti(x, λ)
∑
i1
λu′i
u2i
Gi(x,λ). (46)
The only terms which essentially warrant an additional explanation in (46) are the third
and fourth terms (series). Observe that
u′′i
u2i
− 2(u
′
i )
2
u3i
= d
dx
(
u′i
u2i
)
,
with a similar result holding for the terms involving the ri ’s. Use of the assumptions (b),
(d), the results on the uniform boundedness of Ti and ∂Ti∂x , it follows that the third series
converges uniformly on A × B. A similar argument applies to the fourth term. Note that
each one of the terms U , ∂U
∂x
,
∂2U
∂x2
, are entire functions of λ, for each x, as each one of the
terms in their representation is analytic for λ in a compact subset of complex plane, each
being the uniformly convergent limit of entire functions. 
Note. The conditions (a)–(d) above are actually satisfied for Dirichlet problems corre-
sponding to (5) over an interval [−1, x] where x > 0, see [7, Chapter 5].
Lemma 3. Let (λn(x)) be a sequence of twice continuously differentiable functions such
that for each −1 < x < 0:
(a) The sequence is decreasing for each x ∈ (−1,0): 0 > λ1(x) > λ2(x) > λ3(x) > · · ·
and for some α 	= −1,∑
n1
1
|λn(α)| < ∞.
(b) The series ∑n1∣∣λ′n(x)λ2n(x)
∣∣ and ∑n1∣∣ ddx (λ′n(x)λ2n(x) )
∣∣ converge uniformly on every compact
subset of (−1,0).
Let
U(x,λ) = c(x)
∏
k1
(
1 − λ
λk(x)
)
= p(x)
(−x)1/4
∏
k1
λ − λk(x)
z2k(x)
, x < 0,
where p(x) = ∫ x−1 √−t dt , zk(x) = kπp(x) , and c(x) is defined in (13). Then
(1) U(x,λ) ∈ C2(−1,0) for each λ ∈ C.
(2) U, ∂U and ∂2U2 are entire functions of λ, for each x.∂x ∂x
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∂U
∂x
= c′(x)
∏
k1
(
1 − λ
λk
)
+ c(x)
∑
k1
λλ′k
λ2k
Fk(x,λ),
∂2U
∂x2
= c′′(x)
∏
k1
(
1 − λ
λk
)
+ 2c′(x)
∑
k1
λλ′k
λ2k
Fk(x,λ)
+ c(x)λ
∑
k1
[(
λ′′k
λ2k
− 2 (λ
′
k)
2
λ3k
)
Fk(x,λ) + λ
′
k
λ2k
∂Fk(x,λ)
∂x
]
,
where
Fk(x,λ) =
∏
k 	=i
(
1 − λ
λi(x)
)
.
These equalities hold for x in a compact subset of (−1,0) and λ in a compact subset of the
complex plane.
(4) U(−1, λ) = 0, ∂U
∂x
(−1, λ) = 1 and U(x,0) = c(x).
Proof. The proof is similar in every respect to that of Lemma 2 and so is omitted. 
We will show below that there exists a sequence of initial conditions for the dual equa-
tions that will produce functions un(x), rn(x) and λn(x) satisfying the properties (a)–(d)
above in Lemma 2 and (a), (b) in Lemma 3. We will then determine whether a second
order differential equation exists on the interval [−1,1] whose Dirichlet eigenvalues coin-
cide with un(x), rn(x) and λn(x), on the interval [−1, x], and if it does exist we want to
determine that equation.
Theorem 7. Consider the solutions (un(x)), (rn(x)) of the differential equations (28) and
(29) on (0,1] with initial conditions (un(1)), (rn(1)) and (u′n(1)), (r ′n(1)) chosen as fol-
lows:
1. The sequence un(1) is positive, increasing for n = 1,2,3, . . . and as n → ∞,√
un(1) = 12nπ − 3π8 + O
(
1
n
)
.
2. The sequence u′n(1) is negative, decreasing for n = 1,2,3, . . . and as n → ∞,
u′n(1) = −
27n2π2
4
{
1 + O
(
logn
n
)}
.
3. The sequence rn(1) is negative, decreasing for n = 1,2,3, . . . and as n → ∞,√−rn(1) = 12nπ − 3π8 + O
(
1
n
)
.
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r ′n(1) = −
27n2π2
4
{
1 + O
(
logn
n
)}
.
Furthermore, assume that the solution λn(x) of the differential equation (16) on [−1,0)
exists, and is defined by the initial conditions.
5. The sequence λn(0) is negative, decreasing for n = 1,2,3, . . . and satisfies√−λn(0) = 3(nπ − π/4)2 + O
(
1
n
)
.
6. The sequence λ′n(0) is positive, increasing for n = 1,2,3, . . . and satisfies
λ′n(0) =
27n2π2
4
+ O
(
1
n
)
.
Then
(1) There are functions U(x,λ), q(x) satisfying (5) on (0,1], and q(x) is continuous
everywhere except possibly at x = 0.
(2) There are functions U(x,λ), q(x) satisfying (1) on [−1,0) (see (1)).
(3) If
lim
x→0+
[(
x − ∧′′1
2∧′1
)2
+
(
x − ∧′′1
2∧′1
)′]
= lim
x→0−
[(
x − σ ′′1
2σ ′1
)2
+
(
x − σ ′′1
2σ ′1
)′]
,
then q(x) is continuous at x = 0.
(4) If x−∧′′12∧′1 is an increasing function on (0,1], then q(x) 0 on (0,1]. Similarly, if
x−σ ′′1
2σ ′1
is an increasing function on [−1,0), then q(x) 0 on [−1,0) where
σ1 =
∞∑
n=1
1
λn(x)
, ∧1 =
∞∑
n=1
[
1
un(x)
+ 1
rn(x)
]
.
Proof. For 0 < x  1 let un(x) and rn(x) be the solution of the differential equations
(28) and (29) with given initial conditions (un(1), rn(1)), (u′n(1), r ′n(1)). For 0 < x  1
let λn(x) be the solution of the differential equation (16) with initial condition λ′n(0) =
limx→0+ r ′n(x) and λn(0) = limx→0+ rn(x). We define
U(x,λ) =


a(x)
∏
n1
(
1 − λ
rn(x)
)∏
n1
(
1 − λ
un(x)
)
for 0 < x  1,
∏
n1
(
1 − λ
λn(0)
)
for x = 0,
c(x)
∏(
1 − λ
λn(x)
)
for −1 x < 0,n1
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

(
x − ∧′′1
2∧′1
)2
+
(
x − ∧′′1
2∧′1
)′
for 0 < x  1,
(
x − σ ′′1
2σ ′1
)2
+
(
x − σ ′′1
2σ ′1
)′
for −1 x < 0,
(47)
and at x = 0,
q(0) = lim
x→0
(
x − σ ′′1
2σ ′1
)2
+
(
x − σ ′′1
2σ ′1
)′
,
where
c′(x)
c(x)
= x − σ
′′
1
2σ ′1
, −1 < x < 0,
a′(x)
a(x)
= x − ∧
′′
1
2∧′1
, x > 0,
σ1 =
∞∑
n=1
1
λn(x)
,
∧1 =
∞∑
n=1
[
1
un(x)
+ 1
rn(x)
]
, (48)
for every x in a compact subset of (0,1]. The convergence of the preceding series is ob-
tained as follows: First we observe that conditions (a) and (c) of Lemma 2 are verified by
our assumptions on these two basic sequences. In addition, since the un(x), rn(x) satisfy
the dual equations (30)–(31) and the exponential terms therein are O(1) as n → ∞ we see
that, for example, from Eq. (30),
u′n(x)
u2n(x)
= u
′
n(1)
u2n(1)
a2(1)
a2(x)
O(1), (49)
as n → ∞, for x in a compact subset of (0,1]. However, our assumptions (1)–(2) at the
outset imply that∣∣∣∣u′n(1)u2n(1)
∣∣∣∣= O
(
1
n2
)
,
as n → ∞. Thus, by the M-test the series
∞∑
n=1
∣∣∣∣u′n(x)u2n(x)
∣∣∣∣< ∞,
where the convergence is uniform for x in a compact subset of (0,1]. It now follows from
the first part of the proof of Lemma 2 that the series
∑
n1(un(x))
−1 < ∞, and the con-
vergence here is also uniform for x in a compact subset of (0,1]. Similar arguments apply
to the remaining series and so are omitted (note that in the case of the eigenvalues λn we
now make use of Lemma 3).
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to λn(x) then the function U so obtained satisfies (1). By Lemma 3, we see that
U(−1, λ) = 0, ∂U
∂x
(−1, λ) = 1. To begin with, we consider the case 0 < x  1.
Since a solution un(x) of the dual equations (30)–(31) satisfies (49), differentiating both
sides we get that
d
dx
(
u′n(x)
u2n(x)
)
= u
′
n(1)
u2n(1)
d
dx
(
a2(1)
a2(x)
)
O(1) = O
(∣∣∣∣u′n(1)u2n(1)
∣∣∣∣
)
(50)
for x in a compact subset of (0,1]. Our assumptions on the initial sequences un(1), u′n(1)
now show that the derived series in hypothesis (b) of Lemma 2 converges uniformly as
required, for x in a compact subset of (0,1]. A similar argument applies to show that
assumption (d) in said lemma is also verified. Thus, Lemma 2 applies and so the function
U defined herein is twice differentiable in x and each of its partial derivatives with respect
to x is an entire function of λ.
Since U(x,un(x)) = 0, U(x, rn(x)) = 0, equations similar to (10) hold:
∂2U
∂x2
+ 2 ∂
2U
∂x∂λ
u′n +
∂2U
∂λ2
(
u′n
)2 + ∂U
∂λ
u′′n = 0,
∂2U
∂x2
+ 2 ∂
2U
∂x∂λ
r ′n +
∂2U
∂λ2
(
r ′n
)2 + ∂U
∂λ
r ′′n = 0.
But Eqs. (28) and (29) arise from Eqs. (12) where U(x,λ) has the above representation.
Therefore ∂2U
∂x2
has un(x) and rn(x) as zeros. Since ∂
2U
∂x2
is entire and vanishes at each
un(x), rn(x) it follows that
∏
n1(1 − λrn(x) )
∏
n1(1 − λun(x) ) must divide ∂
2U
∂x2
. Whence
there is an entire function Q(x,λ) such that
∂2U
∂x2
= Q(x,λ)U.
We show that
Q(x,λ) = q(x) − λx.
In the sequel we leave out the independent variable x when associated with the ri , uj -
terms for clarity of exposition. Multiplying (27) with n = i, by u−2i (1 − λui )−1 and taking
summation, we get
∑
i1
[(
u′′i
u2i
− 2 (u
′
i )
2
u3i
)(
1 − λ
ui
)−1]
= −2a
′(x)
a(x)
∑
i1
u′i
u2i
(
1 − λ
ui
)−1
− 2
∑
i1
u′i
ui
(
1 − λ
ui
)−1∑
i 	=j
u′j
uj
(uj − ui)−1
− 2
∑
i1
u′i
ui
(
1 − λ
ui
)−1∑
j
r ′j
rj
(rj − ui)−1.
Similarly from (28) we have
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i1
(
r ′′i
r2i
− 2 (r
′
i )
2
r3i
)(
1 − λ
ri
)−1
= −2a
′(x)
a(x)
∑
i1
r ′i
r2i
(
1 − λ
ri
)−1
− 2
∑
i1
r ′i
ri
(
1 − λ
ri
)−1∑
i 	=j
r ′j
rj
(rj − ri)−1
− 2
∑
i1
r ′i
ri
(
1 − λ
ri
)−1∑
j
u′j
uj
(uj − ri)−1.
From the above display and the second derivative of U as given in (46) we get, after some
simplification, for 0 < x  1,
∂2U
∂x2
= a
′′(x)
a(x)
U − 2λU
∑
i1
u′i
ui
(
1 − λ
ui
)−1∑
i 	=j
u′j
uj
(uj − ui)−1
− 2λU
∑
i1
u′i
ui
(
1 − λ
ui
)−1∑
j
r ′j
rj
(rj − ui)−1
+ 2λ2U
∑
i1
r ′i
r2i
(
1 − λ
ri
)−1∑
i1
u′i
u2i
(
1 − λ
ui
)−1
− 2λU
∑
i1
r ′i
ri
(
1 − λ
ri
)−1∑
i 	=j
r ′j
rj
(rj − ri)−1
− 2λU
∑
i1
r ′i
ri
(
1 − λ
ri
)−1∑
j
u′j
uj
(uj − ri)−1,
whence
Q(x,λ) = a
′′(x)
a(x)
− 2λ
∑
i1
u′i
ui
(
1 − λ
ui
)−1∑
i 	=j
u′j
uj
(uj − ui)−1
− 2λ
∑
i1
u′i
ui
(
1 − λ
ui
)−1∑
j
r ′j
rj
(rj − ui)−1
+ 2λ2U
∑
i1
r ′i
r2i
(
1 − λ
ri
)−1∑
i1
u′i
u2i
(
1 − λ
ui
)−1
− 2λ
∑
i1
r ′i
ri
(
1 − λ
ri
)−1∑
i 	=j
r ′j
rj
(rj − ri)−1
− 2λ
∑
i1
r ′i
ri
(
1 − λ
ri
)−1∑
j
u′j
uj
(uj − ri)−1.
Let us expand Q(x,λ) into a power series about λ = 0. Since
Q(x,0) = a
′′(x)
a(x)
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∂Q
∂λ
(x,0) = −2
∑
i1
u′i
ui
∑
i 	=j
u′j
uj
(uj − ui)−1 − 2
∑
i1
u′i
ui
∑
j
r ′j
rj
(rj − ui)−1
− 2
∑
i1
r ′i
ri
∑
i 	=j
r ′j
rj
(rj − ri)−1 − 2
∑
i1
r ′i
ri
∑
j
u′j
uj
(uj − ri)−1,
we see that
Q(x,λ) = a
′′(x)
a(x)
+ λ∂Q
∂λ
(x,0) + g(x,λ),
where g(x,λ) is some entire function. Using the definition of q(x) in (47), and a(x) in
(48) we have
q(x) = a
′′(x)
a(x)
(51)
and
x = 2a
′
a
∧′1 + ∧′′1 . (52)
Now, dividing (27) by u2i , and (28) by r2i , taking the sum from the result and using the
definition of ∧1 we obtain,
−∧′′1 =
2a′
a
∧′1 − 2
∑
i1
u′i
ui
∑
i 	=j
u′j
uj
(uj − ui)−1 − 2
∑
i1
u′i
ui
∑
j
r ′j
rj
(rj − ui)−1
− 2
∑
i1
r ′i
ri
∑
i 	=j
r ′j
rj
(rj − ri)−1 − 2
∑
i1
r ′i
ri
∑
j
u′j
uj
(uj − ri)−1.
Therefore, from (52) and the expression for ∂Q
∂λ
(x,0), we get
∂Q
∂λ
(x,0) = −x.
Consequently,
U ′′ + (λx − q(x) − g(x,λ))U = 0.
Since the solution of U ′′ + (λx −q(x))U = 0 and the previous equation can be represented
by the same form of infinite products, it follows that g(x,λ) ≡ 0.
One can prove corresponding results when x < 0 in a similar way, except that (51) needs
to be replaced by
q(x) = c
′′(x)
c(x)
for x < 0. The proof of parts (3) and (4) of this theorem follow directly from (47). 
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We see that the differential equations (17) and (29) for the eigenvalues provide a solution
to the inverse problem in the one turning point case. In the classical case there are some
examples which provide easy formulae for the λn(x).
For instance, let us consider the Dirichlet problem for
y′′ + (λt − q(t))y = 0 (53)
on [−1, x], for fixed x < 0, where
q(t) = 5
16t2
− t
4
.
The two linearly independent solutions of (53) are of the form
y(t) = (−t)−1/4e 13 (−t)3/2(1−2d), −1 t < 0,
where d = 12 ±
√
λ + 1/4. The solution of (53) which satisfies the initial conditions
U(−1, λ) = 0, ∂U
∂t
(−1, λ) = 1,
is
U(t, λ) =


(−t)−1/4√
λ+1/4 sinhp(t)
√
λ + 1/4 for λ + 1/4 > 0,
(−t)−1/4√|λ+1/4| sinp(t)
√|λ + 1/4| for λ + 1/4 < 0,
where p(x) = ∫ x−1 √−v dv. The Dirichlet eigenvalues of this problem on [−1, x], where
x < 0, are given by those λ such that λ + 1/4 < 0, or specifically,
λn(x) = − n
2π2
p2(x)
− 1/4, x < 0, (54)
and n = 1,2,3, . . . . In order to write the solution of (53) in infinite product form, we obtain
the function c(x) in (13). We have
c(x) = p(x)
(−x)1/4
∏
k1
(
1 + p
2(x)
4k2π2
)
.
From the infinite product form of sinh z (see [1, §4.5.68]), we have
sinh
p(x)
2
= p(x)
2
∏
k1
(
1 + p
2(x)
4k2π2
)
.
Therefore
c(x) = 2
(−x)1/4 sinh
p(x)
2
.
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U(x,λ) = 2
(−x)1/4 sinh
p(x)
2
∏
n1
(
1 − λ
λn(x)
)
, (55)
where λn(x) is defined in (54). The infinite product form of (53) can also be obtained
directly from our explicit form of U above by using Hadamard’s factorization theorem.
We also see that
q(x) = 5
16x2
− x
4
= c
′′(x)
c(x)
, x < 0,
where we used the analog of (51) since here x < 0.
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