We performed an analysis of clustered binary data from multiple observations for each participant in which any 2 observations from a participant are assumed to have a common correlation coefficient. In the weighted sign test on proportion in clustered binary data, 3 weighting schemes were considered: equal weights to observations, equal weights to clusters, and optimal weights that minimize the variance of the estimator. Because the distribution of cluster sizes may not be exactly specified before the trial starts, the sample size is usually determined using an average cluster size without taking into account any potential imbalance in cluster size, even though cluster size usually varies among clusters. In this article, we investigate the relative efficiency (RE) of unequal versus equal cluster sizes for clustered binary data using the weighted sign test estimators. The REs are computed as a function of correlation among observations for each participant and the various cluster size distributions. The required sample size for unequal cluster sizes will not exceed the sample size for an equal cluster size multiplied by the maximum RE. It is concluded that the maximum RE for various cluster size distributions considered here does not exceed 1.50, 1.61, and 1.12 for equal weights to observations, equal weights to clusters, and optimal weights, respectively. It suggests sampling 50%, 61%, and 12% more clusters, respectively, depending on the weighting schemes than the number of clusters computed using an average cluster size.
Introduction
In this article, we focus on clustered binary data, which are made from multiple observations for each participant (known as a ''cluster''). In this case, observations from each participant are correlated, although those from different participants are independent. For example, in a radiological study, each participant may contribute multiple lesions to the study, and an observation is made from each lesion. Any 2 distinct observations from each participant are often assumed to have an equal correlation coefficient, which will be defined more rigorously in the next section.
Because the distribution of cluster sizes may not be exactly specified before the trial starts, the sample size is usually determined using an average cluster size without taking into account any potential imbalance in cluster size, even though cluster size usually varies among clusters. The method was called the average size method by Manatunga et al. 1 Throughout this article, the sample size refers to the number of clusters. Because the number of observations frequently varies among clusters, the relative efficiency (RE) can be used to compute the sample size needed for unequal cluster sizes. The required sample size for varying cluster size can be obtained by multiplying the RE to the required sample size for an average cluster size. The required sample size for unequal cluster sizes does not exceed the required sample size for an equal cluster size multiplied by the maximum RE. In this article, we will investigate the RE and maximum RE for various cluster size distributions, which can be used to determine the required sample size for varying cluster sizes.
The RE of unequal versus equal cluster sizes was investigated for binary outcomes with mixed-effects logistic regression models using first-order marginal quasi-likelihood (MQL) estimation and second-order penalized quasi-likelihood (PQL) estimation in cluster randomized trials. 2 Candel and van Breukelen 2 illustrated that the losses of efficiency due to variable cluster sizes were at most 14% and 25% using MQL and PQL, respectively. That is, the loss of efficiency can be compensated by sampling 14% or 25% more clusters, respectively.
Sample size formulas were derived for a single-arm design using nonparametric weighted sign tests for binary outcomes by Hu et al 3 and Ahn et al. 4 In this article, we will investigate the RE and maximum RE of unequal versus equal cluster sizes in the estimation of a response rate in a single-arm design with clustered binary outcomes, which can be used to compute the required sample size for varying cluster sizes. The RE will be computed for weighted sign test estimators that assign equal weights to observations, equal weights to clusters, and optimal weights that minimize the variance of the estimator.
In the remainder of the article, we present statistical methods for the weighted sign test statistics, the formulas for the RE of equal cluster sizes with respect to unequal cluster sizes, and the computation of the RE to a real example. Finally, we conclude with a discussion.
Statistical Methods
Let n be the total number of clusters in an experiment and m i be the number of observations in the ith cluster (i ¼ 1, . . . , n), which is random with the probability mass function f(.). Here, we assume that the cluster size m i is small compared to n, so that asymptotic theories are applied with respect to n. For the jth observation (j ¼ 1, . . . , m i ) of cluster i, let X ij be a binary random variable indicating a response (X ij ¼ 1) or no response (X ij ¼ -1). We coded ''response'' as 1 and ''no response'' as -1 due to merits of this coding scheme. 5, 6 We assume that observations in a cluster are exchangeable in the sense that, given m i , X i1 , . . . , X im i have a common intraclass correlation coefficient, r ¼ corr(X ij , X ij 0) for j 6 ¼ j 0 , and a marginal response probability, P(X ij ¼ 1) ¼ p, 0 < p < 1, for all i and j. This model is often called the common correlation model. 7 Note that the model includes the betabinomial model, the correlated binomial model, 8 those of Donner et al, 9 and those of George and Kodell 10 as special cases. We test the null hypotheses H 0 : p ¼ p 0 versus H 1 : p ¼ p 1 for p 1 
Let the difference between the total number of responses and the total number of nonresponses in the ith cluster be represented by y i ¼ P m i j¼1 X ij . Under the exchangeability assumption, given m i , we have
Let (w 1 , . . . , w n ) be a set of weights assigned to clusters such that w i ! 0 and ð1=nÞ P i w i m i ¼ 1. Then, we have a class of statistics given by
Where m þ i and m À i are the total number of responses and nonresponses in the ith cluster, respectively. The variance of T is given by
The weighted sign test is defined by
p which follows the standard normal distribution as n!1, wherê r is the estimate of r that can be obtained by the analysis of variance (ANOVA) method. 11 The simulation studies of Ridout et al 12 showed that the ANOVA estimator performed well under the common correlation model, r ¼ corr(X ij , X ij ).
Assigning equal weights to each individual observation w i ¼ n= P n i¼1 m i , the statistic (equation 1) becomes
and the variance of T u is
With equal weights to each cluster (w i ¼ 1/m i ), the statistic (equation 1) becomes the nonparametric statistic of Datta and Satten 13 :
and its corresponding variance of the test statistic, Var(T c ), is
The optimal weight that minimizes the variance of T in equation 1 can be obtained by minimizing Var(T) subject to ð1=nÞ P n i¼1 w i m i ¼ 1. The weight that minimizes variance is
and the corresponding variance is
where w Ã i is given in equation 7, in which the weight depends on r.
When the cluster sizes are not equal among clusters, one may replace m i by an advanced estimate of the average cluster size, which was called the average size method by Manatunga et al. 1 The average size method generally underestimates the variance of the estimator and consequently underestimates the required sample size. 14 When the variance is computed, assuming equal cluster sizes with m i ¼ m, the variance of T is given by
When m i ¼ m, all the weighted estimators have the same variance:
In this article, the weighted test statistics corresponding to T u , T c , T o , and T e are given by Z u , Z c , Z o , and Z e , respectively.
Relative Efficiency
Let m be the random variable, with mean Y and variance t 2 corresponding to the cluster size, and E[.] is the expectation with respect to the distribution of the cluster size. For large n, ffiffi ffi n p ðp i À pÞ, i ¼ u, c, o, e, is approximately normal with mean 0 and variance
When cluster size is constant (ie, m i ¼ m), all variances are equal. Let K ¼ f1, 2, . . . , Kg denote the support of the mass function f(k) of the cluster size. According to the definition of the RE of 2 tests given by Noether, 15 the RE of T e with respect to T u is attained by
The RE of T e with respect to T c is given by
The RE of T e with respect to T o is given by Here, RE o RE c and RE o RE u . The sample size is usually computed using an average cluster size without taking into account any potential imbalance in cluster size because the cluster size distribution may not be exactly specified before the trial starts. If the sample size is computed under a naive assumption using the average cluster size, the results should be inflated by a factor of RE to account for the loss of efficiency that is produced by disparate cluster sizes. Table 2 shows the maximum REs for cluster size distributions f 1 to f 8 , respectively. The required sample size for unequal cluster sizes does not exceed the required sample size for an equal cluster size multiplied by the maximum RE. The maximum RE for various cluster size distributions considered here is less than or equal to 1.50, 1.61, and 1.12 for equal weights to observations, equal weights to clusters, and optimal weights, respectively. Under the optimal weights, the maximum RE for various cluster size distributions considered here does not exceed 1.12, which suggests sampling 12% more clusters than the number of clusters computed using an average cluster size.
While RE c decreases exponentially as r increases, RE u increases exponentially as r increases. While RE o is closer to RE u than RE c for small values of r, RE o is closer to RE c than RE u for large values of r. The values of RE o are always less than or equal to those of RE c and RE u . For r ¼ 0, RE u ¼ RE o ¼ 1 regardless of the cluster size distribution, and Figure 1 . The relationship between RE u and for the cluster size distribution ''narrow, centered'' (f 1 ); ''narrow, pushed to 1'' (f 2 ); ''narrow, pushed to 5'' (f 3 ); ''narrow, uniform'' (f 4 ); ''wide, centered'' (f 5 ); ''wide, pushed to 1'' (f 6 ); ''wide, pushed to 10'' (f 7 ); and ''wide, uniform'' (f 8 ). Figure 2 . The relationship between RE c and for the cluster size distribution ''narrow, centered'' (f 1 ); ''narrow, pushed to 1'' (f 2 ); ''narrow, pushed to 5'' (f 3 ); ''narrow, uniform'' (f 4 ); ''wide, centered'' (f 5 ); ''wide, pushed to 1'' (f 6 ); ''wide, pushed to 10'' (f 7 ); and ''wide, uniform'' (f 8 ). 
Example
Here, we provide, as an example, the estimation of the sensitivity and the specificity of an enzymatic diagnostic test. 16 An enzymatic diagnostic test was employed to decide whether a site was infected by 2 organisms, Treponema denticola and Bacteroides gingivalis. Each participant contributed a different number of infected sites, which were determined by the gold standard (an antibody assay against the 2 organisms). In a sample of 29 participants for positive test results, the relative frequency of cluster size is given by (f(2), f(3), f(4), f(5), f(6)) ¼ (2/29, 1/29, 7/29, 7/29, 12/29).
Suppose we want to design an experiment to test the hypothesis H 0 : p ¼ 0.6 versus H 1 : p ¼ 0.7 based on the above data. From the observed data, we get the intracluster correlation coefficient estimater ¼ 0:2 using the ANOVA method and estimate the mean of m to be 4.9. We will use these estimated values in computations for the sample size of the next experiment with the sample size formula for the nonparametric sign test 4 :
We obtain a sample size of 69 and 92 at 80% and 90% power, respectively, at a 5% significance level using an average size method. The frequency of cluster size from the above data is used to compute the RE as a cluster size distribution. The RE is displayed in Figure 4 . For the positive test results, the maximum REs are 1.06, 1.09, and 1.02 using equal weights to observations, equal weights to clusters, and optimal weights, respectively. It suggests sampling 6%, 9%, and 2% more clusters, respectively, depending on the weighting schemes than the number of clusters computed using an average cluster size. Similarly, in a sample of 21 participants for negative test results, the relative frequency of cluster size is given by (f(2), f(3), f(4), f(5), f(6)) ¼ (8/21, 2/21, 9/21, 1/21, 1/21) and is also used to compute the RE as a cluster size distribution. The RE is displayed in Figure 4 . For the negative test results, the maximum REs are 1.12, 1.14, and 1.03 using equal weights to observations, equal weights to clusters, and optimal weights, respectively. It suggests sampling 12%, 14%, and 3% more clusters, respectively, depending on the weighting schemes than the number of clusters computed using an average cluster size.
Discussion
In this article, we investigate the RE and maximum RE of unequal versus equal cluster sizes for clustered binary data in a single-arm clinical trial design, which has been widely used for pilot studies and early-stage clinical trials. Candel and van Breukelen 2 investigated the losses of efficiency using a mixed-effects logistic regression model under cluster randomized trials such as community intervention trials in which the cluster sizes are usually large. In contrast to the study design for community intervention trials, the cluster sizes we encounter in pilot clinical trials and early-stage clinical trials are usually small. The standard method for calculating the sample size for clustered binary outcomes assumes an equal cluster size because the number of observations may not be exactly specified before the trial starts. However, the number of observations frequently varies among clusters.
Because equal cluster sizes yield the minimum required sample size (number of clusters), a good question is how many more clusters are needed by variation of cluster size. This article addresses the RE of unequal versus equal cluster sizes for clustered binary outcomes. The RE is investigated numerically for a range of cluster size distributions with weighted sign test estimators. Formulas are presented for computing the RE as a function of the cluster size and the intraclass correlation, which can be used to adjust the sample size for varying cluster sizes. Focusing on variance estimation under different weighting schemes, this article shows that the maximum REs of unequal versus equal cluster sizes do not exceed 1.50, 1.61, and 1.12 for equal weights to observations, equal weights to clusters, and optimal weights, respectively. It suggests sampling 50%, 61%, and 12% more clusters, respectively, depending on the weighting schemes than the number of clusters computed using an average cluster size.
Under the weights minimizing the variance, the maximum RE for various cluster size distributions considered here does not exceed 1.12, which suggests sampling 12% more clusters than the number of clusters computed using an average cluster size. The study will be underpowered if one assumes equal cluster size for sample size determination but ends up having unequal cluster sizes. The sample size should be increased by the amounts shown previously to compensate for the decreased efficiency that is produced by disparate cluster sizes. The increase in the sample size can range from very little (3% to 12%) for the optimal weighting scheme to 50% or more for the other weighting schemes. Failure to adjust is to ignore relevant components of the data.
We regard RE u , RE c , and RE o as functions of cluster size distribution, f(k). Research is in progress to find what the maximum value is and where the maximum of RE u , RE c , and RE o occurs from K ¼ f1, 2, . . . , Kg. Here, K ¼ f1, 2, . . . , Kg denotes the support of the mass function f(k) of the cluster size.
