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Abstract|In this paper, we address a method for
supporting origami folding process on origami. We
focus on a folding operation with a view to under-
standing the state of origami. We estimate the folding
operations by using one camera. The folding opera-
tion can be estimated by comparing origami shapes
of before and after a folding operation. A silhouette
model is introduced to grasp the correspondence of
a state of an origami sheet to an applied folding op-
eration. Comparing a silhouette with the shape of
origami in a camera image, the folding operation can
be estimated. Also, our method can distinguish the
folding operation at high speed.
Keywords: origami, camera image, feature points, sil-
houette model, estimation of folding operation
1 Introduction
In an origami work, generally the book called origami
drill book has been often used. The drill book indicates
the folding operation step by step with corresponding il-
lustration. However, since the correlated folding opera-
tions are not completely expressed, it is not always easy
for beginners to perform an origami work successfully on
the way. To solve this problem, Kato, et al. proposed
a method for understanding the folding process of an
origami work by making 3D animations from origami drill
books [1]. Although the animation of the folding process
is easy to understand, there is a problem that the sys-
tem cannot display a scene suitable to origami state of a
user. Therefore, we propose an interactive folding opera-
tion support system which explains the folding operations
clearly according to the procedural states of origami.
In order to support folding operations, it is necessary to
recognize and maintain the state of origami. Moreover,
it is necessary to recognize at high speed in order to con-
struct an interactive system applicable to the operation
of a user. There are several researches for recognizing
the state of an origami sheet. Mitani, et al. proposed
a method which uses a sheet printed with 2D bar-codes
[2]. However, the recognition of the 2D bar-codes is time-
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Figure 1: Folding operations
consuming. Ju, et al. suggested a method which embeds
radio tags into papers [3]. However, since this method
requests a special device, it is not adoptable to develop
a support system of origami. These methods are unsuit-
able to support user’s folding operations. On the other
hand, there are some researches about a data structure
to express an origami [4, 5]. Additionally, a data struc-
ture for representing the state of origami was proposed
by Miyazaki, et al. [6]. Many researches about origami
use this data structure [7, 8]. The data structure can be
updated by the folding operation. Therefore, if a fold-
ing operation which a user applied to origami is known,
it is possible to judge what the state of origami is. We
have studied for making our system understand an ap-
plied folding operation [9]. In this paper, we focus on the
feature of origami, and propose a method for estimat-
ing folding operations rapidly. Our system uses only one
camera to construct an experimental environment.
In the following sections, we ﬁrst discuss our approach,
and the outline of our system. Next, we describe the
method of estimating folding operations from a series of
camera images, and show experimental results. Finally,
we aﬀer a conclusion and our future work.
2 Approach
2.1 Characteristics of Origami
Origami deals with a two-dimensional object, and is
bound by geometric constraint. An origami state is
changed by each folding operation. In this paper, the
origami of before applying a folding operation is called
pre-origami and the origami of after applying the fold-
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______________________________________________________________________________________ Figure 2: Diﬀerent folding operations
ing operation is called post-origami. The change of an
origami state depends on the pre-origami state and the
folding operation. Therefore, we can understand the
post-origami state from the pre-origami state and the
folding operation.
A folding operation is represented by a location of a
folding line, a folding direction and a folding type such
as “valley-folding” and “mountain-folding”. An exam-
ple of a folding type is shown in Fig. 1. For in-
stance, according to the folding line as illustrated in
Fig. 2, there are two folding directions and four fold-
ing types: “valley-folding”, “mountain-folding”, “inside-
reverse-folding” and “outside-reverse-folding”. The
origami shapes 2(a) and 2(b) are two kinds of shapes
decided by folding direction.
There is a relationship between a folding operation and
the change of the origami shape. Therefore, the folding
operation can be estimated by comparing the shape of
pre-origami with that of post-origami. Since the infor-
mation about the origami shapes can be obtained from
camera images, we estimate the folding operation from
camera images. To this end, we introduce a silhouette
model. By this model, we estimate the folding operation
at high-speed.
2.2 Silhouette Model
Several methods for recognizing objects in a camera im-
age by maintaining the shape of an object have been pro-
posed [10]. Kameda, et al. proposed a method for rec-
ognizing human posture using 3D models which express
parts of a human body [11]. In this method, one camera
image is matched with a 3D model. However, in order to
recognize a 3D object, there is a problem that computa-
tional cost is high. Therefore, in order to reduce compu-
tational cost, we handle an origami as a two-dimensional
object.
A silhouette maintained in our silhouette model repre-
sents the shape of an origami as an undirected graph. In
this graph, all edges constitute a loop, and the edges do
not cross. A vertex has a vertex-ID and coordinates.
An edge has an edge-ID and two vertex-IDs of both
ends. When a folding operation is applied, the shape
of an origami is changed, and a new silhouette is needed.
Therefore, our system obtains the silhouette which has
the same shape as the post-origami from the previous sil-
houette (called pre-silhouette). The shape of a silhouette
in the initial state is maintained in advance because the
original shape of an origami sheet is square.
Our system can estimate the location of origami in a
camera image (called camera-origami) by matching the
origami with the silhouette. For corresponding to them,
we use the vertexes of the silhouette and feature points
extracted from the camera image. Since there are only
small number of vertexes and feature points, the num-
ber of comparison is decreased. Therefore, our method
requires little computational cost for matching the sil-
houette and the camera-origami. From the result of es-
timation, feature points can be corresponded with the
vertexes.
In order to estimate the folding operation, the correspon-
dence between the pre-silhouette and the camera-origami
after the folding operation is necessary. As a result of
correspondence, our system can estimate the folding op-
eration from the diﬀerence between the shapes of pre-
silhouette and the camera-origami.
When a folding operation is applied and the shape of
the origami changes, a new silhouette which is similar to
the new shape of origami is needed. The silhouette is
obtained by applying the folding operation to the pre-
silhouette. Therefore, it is possible to estimate the arbi-
trary folding operation of a user.
3 System Outline
3.1 Precondition
Our system uses a ﬁxed camera which looks down an
origami and takes a series of camera images. The camera
is set up to just above an origami. To make the image
processing simple, we assume that a background is black
and two sides of the origami are colored white and light
blue.
We restrict the folding operations which a user can ap-
ply. The folding operation is represented by the location
of a folding line, a folding direction, and a folding type.
The folding line is included in the region of pre-origami,
and becomes the edge that constitutes the shape of post-
origami. This is because the folding line has to be the
edge of the post-origami shape so that it can be acquired
from a camera image after the folding operation. An
example is shown in Fig. 3. Fig. 3(a) is an available
folding operation. The folding line of the pre-origami be-
comes the edge of the post-origami shape. On the other
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______________________________________________________________________________________ Figure 3: Two kinds of “valley-folding”
hand, since the folding line is contained inside the origami
shape, as shown in Fig. 3(b), it is diﬃcult to detect the
folding line from the origami shape. Moreover, we deal
with folding types, as “valley-folding”, “inside-reverse-
folding” and “outside-reverse-folding”. Since “mountain-
folding” is the same folding operation as “valley-folding”
except the folding directions, only “valley-folding” is
used.
The end of folding operation is pointed out by a user,
because it is diﬃcult to ﬁnd out the end of the folding
operation from camera images. In addition, a user no-
tiﬁes our system of the operations of folding back and
inversion. This is because these operations cannot be
estimated from a silhouette model. However, our system
permits those folding operations because they do not need
information from the camera image.
3.2 Processing Flow
Our system estimates the location of a camera-origami
fundamentally. When a user notiﬁes our system that a
folding operation is applied, the folding operation is esti-
mated. When making an origami work, it is necessary to
estimate two or more folding operations. Therefore, the
shape of the silhouette is changed at each folding opera-
tion as shown in Fig. 4. The processing ﬂow illustrated
in Fig. 4 is summarized as follows.
1. After changing the size of (b) according to (a), both
of them are corresponded.
2. After user notiﬁes the system of the end of a folding
operation, (c) is compared with (b). Then a folding
operation (d) is estimated.
3. A new silhouette (e) is obtained by changing (b) ac-
cording to the estimated folding operation.
4. After the end of second folding operation, (f) is com-
pared with (e). Then a folding operation (g) is esti-
mated.
5. A new silhouette (h) is obtained.
Figure 4: Processing ﬂow
4 Estimation of Folding Operation
4.1 Estimation of Origami Location
Our system estimates the location of a camera-origami by
using a silhouette. As a result of the location estimation,
the silhouette position moves to the location where the
camera-origami is. However, when a folding operation is
applied, the origami shape is diﬀerent from the silhouette
shape. In this case, the silhouette position moves to the
location where the origami might have existed when the
folding operation was not applied (as shown in (d) and (g)
in Fig. 4). Next, we describe the procedure for estimating
the location of a camera-origami.
First, our system extracts feature points from a camera
image [12, 13] because feature points are used to corre-
spond to a silhouette with a camera-origami. Vertexes
of a camera-origami can be extracted mostly, although
unnecessary points are also extracted from the boundary
of a hand and the camera-origami. Therefore, feature
points around the area of a hand are removed by skin de-
tection. An extracted feature point also has a vertex-ID.
If it does not correspond to a vertex of the silhouette, the
vertex-ID becomes -1.
Second, our system tracks feature points. When a user
folds an origami, the origami is rarely moved quickly. For
this reason, feature points which represent the same ver-
tex are very near in a series of camera images. Then,
as a result of comparing the previous frame, the near-
est point within a predeﬁned threshold is assumed as the
same point: our system succeeds to vertex-ID. In this
method, it is possible to reduce the number of comparison
between the silhouette and the camera-origami according
to succeeded feature points.
Third, our system matches the silhouette with the
camera-origami in order to estimate the location of the
camera-origami. After selecting two vertexes and two
feature points whose distances are the same as shown
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Figure 7: Estimation of a folding line
Figure 5: Example of superimposing the silhouette on the
origami in a camera image
Figure 6: Matching degree
in Fig. 5, the silhouette position is moved so that they
may overlap each other. Moreover, our system calcu-
lates the matching degree which describes the similarity
between the silhouette and the camera-origami, and es-
timates that the origami exists in the location where the
matching degree is the lowest. In matching, the number
of comparison decreases by raising the priority of the pat-
tern in which a vertex and a feature point that have the
same vertex-ID overlap each other.
Finally, after the silhouette position is moved to the es-
timated location, labeling is carried out. A feature point
near each vertex in the silhouette is assumed to be a ver-
tex of the camera-origami and a vertex-ID is succeeded.
In addition, as a result of labeling, feature points can be
tracked at the next frame.
When the silhouette corresponds to the camera-origami
correctly, the matching degree becomes lowest. To obtain
such a degree, we focus on the gap between the silhou-
ette and the camera-origami, and the moved distance of
the silhouette position from the position in the previous
frame. These are calculated from vertexes of the silhou-
ette and feature points extracted from a camera image.
The gap d1 in Fig. 6(a) between the silhouette and the
camera-origami is an average from each vertex of the sil-
houette to a feature point in the neighborhood, and is
calculated like equation (1). C is a set of feature points
which are extracted from a camera image, and c is a fea-
ture point included in C. The number of vertexes in the
silhouette is represented as n, and each vertex is repre-
sented as vi. Euclidean distance between v1 and v2 is
expressed by D(v1;v2). The gap d2 in Fig. 6(b) between
the silhouette of the current frame and the silhouette in
the previous frame is an average of the moving distance of
each vertex, and is calculated by equation (2). A moved
vertex in the current silhouette is expressed by v, and a
vertex of the silhouette in the previous frame is expressed
by v′. Since an origami does not move quickly, it is con-
sidered that the origami exists in the near location from
the origami in the previous frame. In addition, when the
silhouette is moved to the right location, the gap often
becomes smaller. Therefore, the matching degree M is
deﬁned in (3) as the production of d1 and d2.
d1 =
1
n
n ∑
i=1
min(D(vi;c)) c 2 C (1)
d2 =
1
n
n ∑
i=1
D(vi;v′
i) (2)
M = d1d2 (3)
4.2 Estimation of Folding Line
We explain the method for estimating the location of a
folding line in Fig. 7. After the shape of an origami is
extracted from a camera image as illustrated in Fig. 7(a)
[14], straight lines are detected using Hough transform
[15]. The result is shown in Fig. 7(b). Some of the de-
tected lines are not the edges of a camera-origami because
they are hidden by hands of a user. Therefore, if there is
a segment of the straight line between two feature points,
an edge can be detected as shown in Fig. 7(c), assuming
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______________________________________________________________________________________ Figure 10: Generation of a new silhouette
Figure 8: Decision of folding lines
Figure 9: Decision of folding direction
there is an edge between the feature points. At this time,
as shown in Fig. 7(c), not only the edge of the origami
silhouette but also the border with the color of two sides
of an origami might be extracted. As shown in Fig. 7(d),
our system distinguishes whether the extracted straight
line exists inside the pre-silhouette. In Fig. 7(d), the
inside of the pre-silhouette is painted over with green,
and edges which satisfy the condition of a folding line are
displayed in dashed lines. In this method, there is the
possibility that two or more folding line candidates are
detected as shown in Fig. 7(d), but there is no problem.
4.3 Decision of Folding Operation
It is necessary to ﬁnd the most suitable one of the de-
tected folding lines, and decide the folding direction and
the folding type. Therefore, our system compares the
camera-origami with the silhouette shape that is obtained
from each folding line. An example is shown in Fig. 8.
The most suitable shape silhouette becomes a new one,
and a folding line is determined.
Figure 11: Calculation of overlapping degree
A new silhouette is obtained from the pre-silhouette and
one folding line. First, our system divides the pre-
silhouette shape with a folding line as shown in Fig. 9(a).
Second, the silhouette that represents the face which a
user moved is turned around the folding line as shown in
Fig. 9(b). The moved face can be judged from a camera
image, and the folding direction is determined. Finally,
two silhouettes are integrated as shown in Fig. 10, and a
new silhouette is generated.
For determining a silhouette corresponding to the post-
origami shape, our system uses overlapping degree which
is the ratio that the origami region and the silhouette
region have overlapped. The silhouette is moved as well
as the way of estimating origami location. In Fig. 11,
Ro is the origami region, and Rs is the moved silhouette
region. Overlapping degree is deﬁned in (4).
L =
SRo∩Rs
SRo∪Rs
(4)
SRo∩Rs is the area of the region Ro \ Rs and SRo∪Rs is
the area of the region Ro [ Rs. Since the computational
cost of calculating overlapping degree is large, our system
uses d1. The computational cost can greatly be reduced
by calculating overlapping degree only when d1 is smaller
than a certain threshold value.
Although we previously described that overlapping de-
gree is deﬁned as (4), in eﬀect, it is necessary to improve
(4). Since a camera-origami is often occluded by hand,
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______________________________________________________________________________________ Figure 13: Shape transition in silhouette model
Figure 12: Correspondence between origami occluded by
a hand and silhouettes
our system cannot calculate the correct overlapping de-
gree. According to how to handle the hand region, the
overlapping degree with the incorrect silhouette may be-
come more than the degree with the correct silhouette.
Therefore, we have to take occlusion into consideration.
Occlusion is an important problem in the ﬁeld of im-
age recognition, and there are various researches about it
[16]. Some of them use a stereo camera for solving this
problem [17, 18]. In the researches of tracking a moving
object in a camera image, an occluded object is recog-
nized by using a trajectory [19, 20]. However, our sys-
tem uses only one camera, and the camera-origami shape
is changed: our system calculates overlapping degree by
weighting the hand region. Therefore, overlapping degree
is deﬁned in (5).
L =
SRo∩Rs + SRh∩Rs  
SRo∪Rs
(5)
Rh is the hand region detected by skin detection as shown
in Fig. 12(a). Fig. 12(b) is a correct silhouette corre-
sponded with the camera-origami, and Fig. 12(c) is an
incorrect silhouette. Part of the hand region is included
in the silhouette region in each ﬁgure. Since it is ambigu-
ous whether the camera-origami exists in the region, the
region is given with the weight  (0    1). On the
other hand, it is assumed that the camera-origami does
not exist in the other part of hand region. In evaluation,
 is set to 0.5.
After the folding line is decided, our system estimates
the folding type. In order to estimate the folding
type, our system uses the limitation that “inside-reverse-
folding” and “outside-reverse-folding” are applied after
folding mark has been left. The operation of leav-
ing folding mark is input by the user. As a result,
the folding type can be judged from the history of
the silhouette shapes. Fig. 13 illustrates an example.
The silhouette shape obtained by n-th operation is ex-
pressed as Silhouette[n]. When “inside-reverse-folding”
or “outside-reverse-folding” is applied, Silhouette[n] and
Silhouette[n-2] become similar by the limitation.
5 Evaluation Experiments
In order to show the eﬀectiveness of our proposed
method, we evaluated our prototype system. To show the
implementability of the folding operation support system,
accuracy and computing time in estimating the folding
operation were evaluated.
5.1 Description of Experiments
In the experiment, we used the origami work called
“gonbei-garasu”. The folding process of “gonbei-garasu”
consists of ﬁve folding operations which can be estimated
as illustrated in Fig. 14. Folding operations other than
folding back can be estimated. The folding types of
operation1, operation2, operation3 and operation4 are
“valley-folding”, and the type of operation5 is “inside-
reverse-folding”. We made “gonbei-garasu” 20 times, and
estimated the operations 100 times in total.
Experiment environment is as follows.
 CPU: Intel(R) Core(TM)2 Duo CPU E7400 2.80GHz
 Main Memory: 2GB
 Development Environment: Microsoft VisualC++,
OpenCV [21]
 WEB Camera: ELECOM UCAM-E1D30MBK
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______________________________________________________________________________________ Figure 14: Folding process of “gonbei-garasu”
Table 1: Average of computation time and accuracy of estimation
operation1 operation2 operation3 operation4 operation5
computation time (ms) 159 160 143 181 205
accuracy 1.00 1.00 1.00 1.00 0.95
We prepared a black board as a background, and op-
erated an origami on the board. In our experiment, a
camera is adjusted so that the camera view might not
exceed the area of the board.
5.2 Experimental Results
Table 1 shows the average of computation time and ac-
curacy for estimating each folding operation. Accuracy
is calculated by dividing the number of times correctly
estimated by all number of times.
From Table 1, it turns out that the average of compu-
tation time for estimating a folding operation is about
170ms. From this result, we can see that suﬃcient high-
speed processing is realized for supporting folding opera-
tions. In addition, accuracy of estimating folding opera-
tion is 99.0% on the whole, and our system can start over
even if estimation fails. Therefore, this shows our system
is practical.
In some cases, our system failed in the estimation of
operation5. Although the folding type of operation5 is
“inside-reverse-folding”, the estimated result was “valley-
folding”. This is caused by twe reasons. One is that the
shape of origami is aﬀected by the thickness of paper. The
other is that the diﬀerence between a camera-origami and
a silhouette becomes larger as more folding operations are
applied. Since this diﬀerence cannot be ignored with a
complex origami work, we have to deal with this problem.
6 Conclusion
In this paper, we proposed the method which can es-
timate a folding operation with a camera image. Ex-
perimental results showed that our method can estimate
folding operations at high speed. Also, estimation accu-
racy was enough high. Our future work is to introduce
the model which expresses the state of origami, and then
construct the folding operation support system.
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