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1. Introduction
Let R be the real field. We consider anm-order n-dimensional tensorA consisting of nm entries in R:
A = (Ai1 i2...im), Ai1 i2...im ∈ R, 1 ≤ i1, i2, . . . , im ≤ n. (1.1)
A is called nonnegative (or, respectively, positive) if Ai1i2...im ≥ 0 (or, respectively, Ai1i2....im > 0). Anm-order n-dimensional
tensorA is called reducible if there exists a nonempty proper index subset I ⊂ {1, 2, . . . , n} such that
Ai1i2...im = 0, ∀i1 ∈ I, ∀i2, . . . , im 6∈ I.
IfA is not reducible, then we callA irreducible.
To an n-dimensional column vector x = [x1, x2, . . . , xn]T ∈ Rn, real or complex, we define an n-dimensional column
vector:
Axm−1 :=
(
n∑
i2,...,im=1
Ai i2...imxi2 . . . xim
)
1≤i≤n
. (1.2)
Definition 1.1. LetA be an m-order n-dimensional tensor and C be the set of all complex numbers. Assume thatAxm−1 is
not identical to zero. We say (λ, x) ∈ C × (Cn \ {0}) is an eigenvalue-eigenvector ofA if
Axm−1 = λx[m−1]. (1.3)
Here, x[α] = [xα1 , xα2 , . . . , xαn ]T .
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This definition was introduced in [1–3]. Nice properties such as the Perron–Frobenius theorem for eigenvalues of
nonnegative square tensors have been established in [1,4]. The Perron–Frobenius Theorem for nonnegative tensors is related
to measuring higher order connectivity in linked objects [5] and hyper-graphs [6]. Applications of eigenvalues of tensors
include medical resonance imaging [7,8], higher-order Markov chains [9], positive definiteness of even-order multivariate
forms in automatic control [10], and best-rank one approximation in data analysis [11–13], etc.
In the following, we state the Perron–Frobenius Theorem for nonnegative tensors for reference.
Theorem 1.1 ([1]). If A is an irreducible nonnegative tensor of order m and dimension n, then there exist λ0 > 0 and x0 > 0,
x0 ∈ Rn such that
Axm−10 = λ0x[m−1]0 . (1.4)
Moreover, if λ is an eigenvalue with nonnegative eigenvector, then λ = λ0. If λ is an eigenvalue of A, then |λ| ≤ λ0.
Clearly, from this result, λ0 is the largest eigenvalue ofA.
Recently, Ng et al. [9] proposed an iterative method for computing the largest eigenvalue of an irreducible nonnegative
tensor. This method is an extension of a method of Collatz [14–16] for calculating the spectral radius of an irreducible
nonnegative matrix. In [17], Pearson has proved that this method converges for primitive nonnegative tensors. For the
definition of a primitive nonnegative tensor, we will give it in the next section. A primitive nonnegative tensor A is
irreducible, but the converse is false; see [17]. In Section 2, we will propose an iterative algorithm for finding the largest
eigenvalue of a nonnegative tensor. We will prove that this algorithm is always convergent for any irreducible nonnegative
tensor.
In Section 3, we apply the proposedmethod to study the positive definiteness of a multivariate form. Testing the positive
definiteness of a multivariate form is an important problem in the stability study of nonlinear autonomous systems via
Lyapunov’s direct method in automatic control; see [10]. Researchers in automatic control have studied the conditions of
such positive definiteness intensively; see [18–24]. For n ≥ 3 and m ≥ 4, this problem is a hard problem in mathematics.
There are only a fewmethods to answer the question; see [19,21,10]. In practice, when n > 3 andm ≥ 4, these methods are
computationally expensive. In Section 3, we will present a method for testing positive definiteness of a class of multivariate
forms. We conclude the paper with some remarks in Section 4.
2. An always convergent method
In this section, we give an iterative method for calculating the largest eigenvalue of a nonnegative tensor. This method
is always convergent for irreducible nonnegative tensors.
Let Pn = {x ∈ Rn : xi ≥ 0, 1 ≤ i ≤ n} and int(Pn) = {x ∈ Rn : xi > 0, 1 ≤ i ≤ n}. For any vector x ∈ Pn, we define the
following sequence {A(k)x}:
A(1)x = A (x)m−1 , z(1) = (A(1)x)[ 1m−1 ]
A(2)x = A (z(1))m−1 , z(2) = (A(2)x)[ 1m−1 ]
...
A(k)x = A (z(k−1))m−1 , z(k) = (A(k)x)[ 1m−1 ] , k ≥ 2.
Definition 2.2 ([17]). A nonnegative tensor A is primitive if there exists a positive integer k such that A(k)x ∈ int(Pn) for
any nonzero x ∈ Pn. Furthermore, we call the least value of such k the primitive degree.
Clearly, positive tensors and essentially positive tensors [25,17] are primitive.
Theorem 2.2 ([17]). A primitive nonnegative tensor A is irreducible.
The following example shows the converse of Theorem 2.2 is false.
Example 2.1 ([17]). Consider the 3-order 2 dimensional tensor A given by A122 = A211 = 1 and zero elsewhere. Let
{e1, e2} be the standard orthonormal basis for R2. Then A is irreducible but not primitive since A(1)e1 = e2,A(2)e1 =
e1, . . . ,A(2i−1)e1 = e2,A(2i)e2 = e1 (i ≥ 2).
For irreducible nonnegative tensors, we have the following theorem:
Theorem 2.3. If A is an irreducible nonnegative m-order n-dimensional tensor with Aii...i > 0, i = 1, 2, . . . , n, then A is
primitive.
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Proof. For any nonzero x ∈ Pn, let I(x) = {i : xi > 0, i = 1, 2, . . . , n}. Since Aii...i > 0, i = 1, 2, . . . , n, we obtain
I(x) ⊆ I(A(1)x) and for any positive integer k ≥ 2, I(A(k−1)x) ⊆ I(A(k)x). Let I = limk→+∞ I(A(k)x). Clearly, for any suffi-
ciently large k, I = I(A(k)x). Suppose I 6= {1, 2, . . . , n}. Then there exists a nonempty proper index subset J ⊂ {1, 2, . . . , n}
such that I ∪ J = {1, 2, . . . , n}, and if j ∈ J then j 6∈ I(A(k)x) = I for any sufficiently large k. Hence, by (1.2), for any j ∈ J and
i2, . . . , im ∈ I , Aji2...im must be zero, which contradicts thatA is irreducible. Hence, I = {1, 2, . . . , n}. This means that there
exist a positive integer k such thatA(k)x ∈ int(Pn). SoA is primitive. 
Let I be them-order n-dimensional unit tensor whose entries are
Ii1 i2...im =
{
1 if i1 = i2 = · · · = im,
0 otherwise. (2.5)
By Theorem 1.1, Theorem 2.3 and Corollary 3 [3], we have the following result.
Theorem 2.4. SupposeA is an irreducible nonnegative tensor. For any ρ > 0, let B = A+ ρI. Then, we have
(i) B is primitive;
(ii) If λ is the largest eigenvalue of B , then λ− ρ is the largest eigenvalue of A.
Now we state an iterative algorithm for calculating the largest eigenvalue of a nonnegative tensorB, which is proposed
in [9].
Algorithm 2.1. Step 0. Choose x(1) > 0, x(1) ∈ Rn and ρ > 0. LetB = A+ ρI, and set k := 1.
Step 1. Compute
y(k) = B (x(k))m−1 ,
λk = min
x(k)i >0
(
y(k)
)
i(
x(k)i
)m−1 ,
λ¯k = max
x(k)i >0
(
y(k)
)
i(
x(k)i
)m−1 .
Step 2. If λ¯k = λk, then let λ = λ¯k and stop. Otherwise, compute
x(k+1) =
(
y(k)
)[ 1
m−1
]
∥∥∥∥(y(k))[ 1m−1 ]∥∥∥∥ ,
replace k by k+ 1 and go to Step 1.
Theorem 2.5. Suppose A be an irreducible nonnegative tensor. Let B = A + ρI, where ρ > 0. Assume that λ is the largest
eigenvalue of B . Then, Algorithm 2.1 produces a value of λ in a finite number of steps, or generates two sequences {λk} and {λ¯k}
which converge to λ. Furthermore, λ− ρ is the largest eigenvalue of A.
Proof. By Theorem 2.4,B is primitive. Hence, from Theorem 3.3 [17], this theorem holds. 
Remark 1. In the following example, we will show the algorithm in [9] may not converge for some irreducible nonnegative
tensors, but our proposed algorithm in this paper always converges for irreducible nonnegative tensors. Consider the
3-order 2 dimensional tensor A given by A122 = 1, A211 = 3 and zero elsewhere. Like the tensor in Example 2.1, this
tensor is irreducible but it is not primitive. We choose x(1) = [1, 1, 1]T . By the algorithm in [9], we cannot obtain the largest
eigenvalue ofA after 1000 iterations. Let ρ = 1. By Algorithm 2.1, we obtain the largest eigenvalue ofA+ ρI is 2.73 after
14 iterations. So the largest eigenvalue ofA is 1.73.
3. An application
In this section we apply our proposed method for testing positive definiteness of a class of multivariate forms.
Anmth degree homogeneous polynomial form of n variables f (x), which can be denoted as
f (x) := Axm =
n∑
i1,i2,...,im=1
Ai1 i2...imxi1xi2 . . . xim , (3.6)
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is called positive definite if
f (x) > 0, ∀x ∈ Rn, x 6= 0.
Clearly, in this case,mmust be even.
The tensor A is called supersymmetric if its entries Ai1 i2...im are invariant under any permutation of their indices{i1, i2, . . . , im} [3]. The supersymmetric tensorA is called positive definite if f (x) is positive definite.
It was proved in [3] that eigenvalues defined in Definition 1.1 exist for a real supersymmetric tensor of even orderm, and
A is positive definite if and only if all of its real eigenvalues are positive. Thus, the smallest real eigenvalue of an even-order
supersymmetric tensor is an indicator of the positive definiteness ofA.
The following results are given in [3].
Theorem 3.6 ([3]). The eigenvalues of a supersymmetric tensor A lie in the following n disks:
|λ− Ai i...i| ≤
∑
{|Ai i2...im | : i2, . . . , im = 1, 2, . . . , n, Ii i2...im = 0}
for i = 1, 2, . . . , n, where the symbol Ii i2...im refers to (2.5).
Theorem 3.7 ([3]). Suppose that B = a(A+ bI), whereA is a supersymmetric tensor, and a and b are two real numbers. Then
µ = a(λ+ b) is an eigenvalue of B if and only if λ is an eigenvalue of A.
For any supersymmetric tensorA, let
LA = min{Ai i...i − Ci : i = 1, . . . , n}, (3.7)
UA = max{Ai i...i + Ci : i = 1, . . . , n}, (3.8)
where
Ci =
∑
{|Ai i2...im | : i2, . . . , im = 1, . . . , n, Ii i2...im = 0}, i = 1, 2, . . . , n.
By Theorem 3.6, LA and UA are the lower and upper bounds of real eigenvalues ofA, respectively.
In this section we consider a real supersymmetric tensorA satisfying
Ai1 i2...im =
{
> 0 if i1 = i2 = · · · = im,
≤ 0 otherwise. (3.9)
Whenm = 2,A is a matrix, of a kind which has been studied in [15].
For a tensorA in (3.9), we define a tensor C as
C = UAI−A, (3.10)
where UA is defined in (3.8). Clearly, C is a nonnegative tensor. By Theorem 3.7, if λ is the largest eigenvalue of C then
(UA − λ) is the smallest eigenvalue of A. Based on this observation, in the following, we give a method to compute
the smallest eigenvalue of the tensor A defined in (3.9). If the smallest eigenvalue is positive then A is positive definite.
Otherwise,A is not positive definite.
Algorithm 3.2. Step 0. If Aii...i ≤ 0 for some 1 ≤ i ≤ n, then A is not positive definite. Compute the upper bound of real
eigenvalues, UA by the formula (3.8) and let C = UAI−A.
Step 1. By using Algorithm 2.1, compute λ, the largest eigenvalue of C.
Step 2. Let µ = UA − λ. If µ > 0 thenA is positive definite. Otherwise,A is not positive definite.
In order to show the viability of Algorithm 3.2, we used Matlab 7.1 to test it on the following randomly generated
problems.
Problem 1. f (x) = Axm is defined as
f (x) = −
(
n∑
i=1
bixi
)m
2
(
n∑
i=1
cixi
)m
2
+
n∑
i=1
aixmi .
Here, bi and ci are random numbers in [0, 1] for all i = 1, 2, . . . , n, ai = (bici)m2 + Ad for i = 1, 2, . . . , n, and Ad is a positive
number. Clearly, for this problem, Aii...i = Ad for all i = 1, 2, . . . , n.
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Table 1
Output of Algorithm 3.2 for Problems 1–3.
Problem Problem 1 Problem 2 Problem 3
m n Ad Yes No CPU(s) Yes No CPU(s) Yes No CPU(s)
4 20 10 0 100 0.0017 0 100 0.0033 100 0 0.0037
4 20 102 0 100 0.0020 43 57 0.0033 100 0 0.0036
4 20 103 96 4 0.0020 100 0 0.0034 100 0 0.0037
4 20 104 100 0 0.0016 100 0 0.0034 100 0 0.0036
4 20 105 100 0 0.0020 100 0 0.0031 100 0 0.0039
4 40 10 0 100 0.0022 0 100 0.0042 7 93 0.0044
4 40 102 0 100 0.0020 0 100 0.0047 100 0 0.0045
4 40 103 0 100 0.0023 100 0 0.0045 100 0 0.0044
4 40 104 100 0 0.0022 100 0 0.0045 100 0 0.0045
4 40 105 100 0 0.0023 100 0 0.0042 100 0 0.0044
4 60 10 0 100 0.0030 0 100 0.0053 0 100 0.0050
4 60 102 0 100 0.0027 0 100 0.0063 100 0 0.0047
4 60 103 0 100 0.0030 69 31 0.0045 100 0 0.0052
4 60 104 1 99 0.0023 100 0 0.0052 100 0 0.0047
4 60 105 100 0 0.0025 100 0 0.0053 100 0 0.0053
4 80 10 0 100 0.0030 0 100 0.0055 0 100 0.0056
4 80 102 0 100 0.0028 0 100 0.0061 100 0 0.0056
4 80 103 0 100 0.0031 0 100 0.0058 100 0 0.0052
4 80 104 0 100 0.0025 100 0 0.0059 100 0 0.0058
4 80 105 100 0 0.0034 100 0 0.0056 100 0 0.0059
4 100 10 0 100 0.0031 0 100 0.0067 0 100 0.0063
4 100 102 0 100 0.0033 0 100 0.0077 100 0 0.0064
4 100 103 0 100 0.0034 0 100 0.0067 100 0 0.0063
4 100 104 0 100 0.0036 100 0 0.0066 100 0 0.0058
4 100 105 100 0 0.0036 100 0 0.0066 100 0 0.0064
6 20 10 0 100 0.0019 0 100 0.0039 99 1 0.0041
6 20 102 0 100 0.0017 0 100 0.0041 100 0 0.0037
6 20 103 0 100 0.0020 35 65 0.0042 100 0 0.0041
6 20 104 1 99 0.0020 100 0 0.0041 100 0 0.0036
6 20 105 95 5 0.0023 100 0 0.0041 100 0 0.0041
6 40 10 0 100 0.0023 0 100 0.0053 6 94 0.0042
6 40 102 0 100 0.0027 0 100 0.0050 100 0 0.0047
6 40 103 0 100 0.0025 0 100 0.0052 100 0 0.0045
6 40 104 0 100 0.0027 66 34 0.0053 100 0 0.0042
6 40 105 0 100 0.0025 100 0 0.0070 100 0 0.0039
6 60 10 0 100 0.0028 0 100 0.0064 0 100 0.0047
6 60 102 0 100 0.0034 0 100 0.0061 100 0 0.0041
6 60 103 0 100 0.0028 0 100 0.0059 100 0 0.0047
6 60 104 0 100 0.0027 0 100 0.0063 100 0 0.0048
6 60 105 0 100 0.0028 100 0 0.0061 100 0 0.0048
6 80 10 0 100 0.0030 0 100 0.0072 0 100 0.0056
6 80 102 0 100 0.0031 0 100 0.0067 100 0 0.0052
6 80 103 0 100 0.0030 0 100 0.0070 100 0 0.0055
6 80 104 0 100 0.0037 0 100 0.0067 100 0 0.0053
6 80 105 0 100 0.0033 98 2 0.0070 100 0 0.0127
6 100 10 0 100 0.0036 0 100 0.0078 0 100 0.0055
6 100 102 0 100 0.0036 0 100 0.0081 100 0 0.0055
6 100 103 0 100 0.0034 0 100 0.0081 100 0 0.0055
6 100 104 0 100 0.0037 0 100 0.0081 100 0 0.0053
6 100 105 0 100 0.0037 4 96 0.0080 100 0 0.0058
Problem 2. f (x) = Axm is defined as
f (x) = −
(
n∑
i=1
bixi
)m
2
(
n∑
i=1
x
m
2
i
)
+
n∑
i=1
aixmi .
Here, bi is a random number in [0, 1] for all i = 1, 2, . . . , n, ai = b
m
2
i +Ad for all i = 1, 2, . . . , n, and Ad is a positive number.
For this problem, Aii...i = Ad for all i = 1, 2, . . . , n.
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Table 2
Output of Algorithm 3.2 for Problems 1–3.
Problem Problem 1 Problem 2 Problem 3
m n Ad Yes No CPU(s) Yes No CPU(s) Yes No CPU(s)
8 20 10 0 100 0.0019 0 100 0.0044 100 0 0.0033
8 20 102 0 100 0.0017 0 100 0.0039 100 0 0.0034
8 20 103 0 100 0.0020 0 100 0.0041 100 0 0.0034
8 20 104 0 100 0.0019 47 53 0.0037 100 0 0.0033
8 20 105 0 100 0.0022 100 0 0.0039 100 0 0.0034
8 40 10 0 100 0.0025 0 100 0.0056 6 94 0.0034
8 40 102 0 100 0.0028 0 100 0.0053 100 0 0.0031
8 40 103 0 100 0.0025 0 100 0.0053 100 0 0.0033
8 40 104 0 100 0.0027 0 100 0.0053 100 0 0.0031
8 40 105 0 100 0.0023 8 92 0.0048 100 0 0.0036
8 60 10 0 100 0.0033 0 100 0.0064 0 100 0.0036
8 60 102 0 100 0.0041 0 100 0.0067 100 0 0.0034
8 60 103 0 100 0.0031 0 100 0.0066 100 0 0.0034
8 60 104 0 100 0.0031 0 100 0.0066 100 0 0.0036
8 60 105 0 100 0.0034 0 100 0.0061 100 0 0.0036
8 80 10 0 100 0.0037 0 100 0.0080 0 100 0.0037
8 80 102 0 100 0.0036 0 100 0.0078 100 0 0.0039
8 80 103 0 100 0.0036 0 100 0.0078 100 0 0.0041
8 80 104 0 100 0.0036 0 100 0.0080 100 0 0.0037
8 80 105 0 100 0.0045 0 100 0.0072 100 0 0.0033
8 100 10 0 100 0.0042 0 100 0.0089 0 100 0.0042
8 100 102 0 100 0.0039 0 100 0.0091 100 0 0.0041
8 100 103 0 100 0.0041 0 100 0.0089 100 0 0.0041
8 100 104 0 100 0.0044 0 100 0.0088 100 0 0.0044
8 100 105 0 100 0.0042 0 100 0.0088 100 0 0.0042
10 20 10 0 100 0.0016 0 100 0.0041 99 1 0.0023
10 20 102 0 100 0.0022 0 100 0.0045 100 0 0.0030
10 20 103 0 100 0.0019 0 100 0.0042 100 0 0.0025
10 20 104 0 100 0.0019 0 100 0.0041 100 0 0.0023
10 20 105 0 100 0.0020 44 56 0.0042 100 0 0.0025
10 40 10 0 100 0.0025 0 100 0.0056 11 89 0.0017
10 40 102 0 100 0.0025 0 100 0.0055 100 0 0.0020
10 40 103 0 100 0.0027 0 100 0.0052 100 0 0.0022
10 40 104 0 100 0.0028 0 100 0.0053 100 0 0.0022
10 40 105 0 100 0.0028 0 100 0.0055 100 0 0.0022
10 60 10 0 100 0.0033 0 100 0.0066 0 100 0.0006
10 60 102 0 100 0.0034 0 100 0.0067 100 0 0.0006
10 60 103 0 100 0.0036 0 100 0.0069 100 0 0.0005
10 60 104 0 100 0.0042 0 100 0.0066 100 0 0.0005
10 60 105 0 100 0.0034 0 100 0.0067 100 0 0.0005
10 80 10 0 100 0.0036 0 100 0.0078 0 100 0.0008
10 80 102 0 100 0.0041 0 100 0.0075 100 0 0.0006
10 80 103 0 100 0.0041 0 100 0.0078 100 0 0.0009
10 80 104 0 100 0.0034 0 100 0.0080 100 0 0.0006
10 80 105 0 100 0.0039 0 100 0.0080 100 0 0.0006
10 100 10 0 100 0.0047 0 100 0.0089 0 100 0.0006
10 100 102 0 100 0.0047 0 100 0.0086 100 0 0.0008
10 100 103 0 100 0.0047 0 100 0.0091 100 0 0.0005
10 100 104 0 100 0.0042 0 100 0.0089 100 0 0.0009
10 100 105 0 100 0.0044 0 100 0.0091 100 0 0.0008
Problem 3. f (x) = Axm is defined as
f (x) = −
(
n∑
i=1
bix
m
2
i
)m
2
+
n∑
i=1
aixmi .
Here, bi and ai are generated in the same way as in Problem 2.
Our numerical results are reported in Tables 1 and 2. In these tables, n and m specify the dimension and the order of
the randomly generated problem, respectively. Ad is a parameter in these problems. Given (m, n, Ad), we generate 100 test
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problems for Problems 1–3 and solve them by Algorithm 3.2. In the Yes column we show the number of problems which
are positive definite. In the No column, we give the number of problems which are not positive definite. CPU(s) denotes the
average computer time in seconds used to solve the problem. The results reported in Tables 1 and 2 show that Algorithm 3.2
performs well for these test problems.
4. Conclusions
In this paper we have proposed an iterative algorithm for finding the largest eigenvalue of a nonnegative tensor. We
have proved that this algorithm is always convergent for irreducible nonnegative tensors. In addition, we have presented
a simple method for testing the positive definiteness of tensors defined in (3.9). Our numerical results show this method
is promising. When n > 3 and m ≥ 4, existing methods in [19,21,10] cannot be used practically for testing the positive
definiteness of a multivariate form.
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