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1. Introduction
Hermite–Hadamard inequality says that
f
(
a + b
2
)
 1
b − a
b∫
a
f (t)dt  f (a) + f (b)
2
(1.1)
holds for any convex function f : I → R and a,b ∈ I .
Fejer inequality says that
f
(
a + b
2
) b∫
a
p(x)dx
b∫
a
f (x)p(x)dx f (a) + f (b)
2
b∫
a
p(x)dx (1.2)
holds for any convex function f : I → R , where a,b ∈ I and p : [a,b] → R is non-negative integrable and symmetric about
x = a+b2 .
These inequalities have many extensions and generalizations, see [3–10,12–14]. In this paper we present new reﬁnements
of inequalities (1.1) and (1.2).
To get to our reﬁnements of these inequalities we start with deﬁnitions and results used and extended in this paper.
First we quote from [2] Deﬁnition 1, Theorem A and Lemmas A and B basics of the set of superquadratic functions. Then
we quote in Theorems B–E theorems proved in [3] and [4] on superquadratic functions which we either use or sharpen in
the sequel (more on superquadratic functions see for instance [1,4,11] and its references); then we quote two theorems on
convex (and Wright-convex) functions proved in [12] and [14] which we also reﬁne.
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S. Abramovich et al. / J. Math. Anal. Appl. 344 (2008) 1048–1056 1049Deﬁnition 1. (See [2, Deﬁnition 2.1].) A function f , deﬁned on an interval I = [0, l] or [0,∞) is superquadratic, if for each x
in I , there exists a real number C(x) such that
f (y) − f (x) C(x)(y − x) + f (|y − x|)
for all y ∈ I . If − f is superquadratic then f is called subquadratic.
The functions xp , p  2, x 0, are superquadratic functions as well as the function f (x) = x2 log x, x > 0, f (0) = 0.
Theorem A. (See [2, Theorem 2.3].) The inequality
f
(∫
g dμ
)

∫ (
f
(
g(s)
)− f
(∣∣∣∣g(s) −
∫
g dμ
∣∣∣∣
))
dμ(s)
holds for all probability measures μ and all non-negative μ-integrable functions g, if and only if f is superquadratic.
The discrete version of the above theorem is also used in the sequel:
Lemma A. Suppose that f is superquadratic. Let xr  0, 1 r  n, and let x¯ =∑nr=1 λr xr where λr  0 and∑nr=1 λr = 1. Then
n∑
r=1
λr f (xr) f (x¯) +
n∑
r=1
λr f
(|xr − x¯|).
The following lemma shows essentially that positive superquadratic functions are also convex functions.
Lemma B. (See [2, Lemma 2.2].) Let f be a superquadratic function with C(x) as in Deﬁnition 1. Then
(i) f (0) 0.
(ii) If f (0) = f ′(0) = 0 then C(x) = f ′(x) wherever f is differentiable at x > 0.
(iii) If f  0, then f is convex and f (0) = f ′(0) = 0.
In [3] a converse of Jensen’s inequality for superquadratic functions was proved:
TheoremB. (See [3, Theorem 1].) Let (Ω, A,μ) be ameasurable space with 0 < μ(r) < ∞ and let f : [0,∞) → R be a superquadratic
function. If g : Ω → [m,M] ⊆ [0,∞) is such that g, f ◦ g ∈ L1(μ), then we have for g¯ = 1μ(Ω)
∫
Ω
g dμ,
1
μ(Ω)
∫
Ω
f (g)dμ M − g¯
M −m f (m) +
g¯ −m
M −m f (M) −
1
μ(Ω)
1
M −m
∫
Ω
(
(M − g) f (g −m) + (g −m) f (M − g))dμ.
The discrete version of this theorem is:
Theorem C. (See [3, Theorem 2].) Let f : [0,∞) → R be a superquadratic function. Let (x1, . . . , xn) be an n-tuple in [m,M]n (0m <
M < ∞), and (p1, . . . , pn) be a non-negative n-tuple such that Pn =∑ni=1 pi > 0. Denote x¯ = 1Pn
∑n
i=1 pixi , then
1
Pn
n∑
i=1
pi f (xi)
M − x¯
M −m f (m) +
x¯−m
M −m f (M) −
1
Pn(M −m)
n∑
i=1
pi
[
(M − xi) f (xi −m) + (xi −m) f (M − xi)
]
.
Combining Theorems B and A for g(x) = x and for the measure μ on Ω deﬁned by 1b−a dt , the following theorem was
also proved in [3].
Theorem D. (See [3, Theorem 8].) Let f : [0,∞) → R be a superquadratic function, and let 0 a < b, then
f
(
a + b
2
)
+ 1
b − a
b∫
a
f
(∣∣∣∣x− a + b2
∣∣∣∣
)
dx 1
b − a
b∫
a
f (x)dx
 f (a) + f (b)
2
− 1
(b − a)2
∫ (
(b − a) f (x− a) + (x− a) f (b − x))dx.
The following inequality compares H(t) of Theorem E with H(0) and H(1).
1050 S. Abramovich et al. / J. Math. Anal. Appl. 344 (2008) 1048–1056Theorem E. (See [4, Theorem 4.2].) Let f : [0,∞) → R be a superquadratic function and let g : [a,b] → [0,∞) and p : [a,b] →
[0,∞) be integrable functions.
Let
H(t) = 1
P
b∫
a
p(x) f
(
tg(x) + (1− t)g¯)dx,
where P = ∫ ba p(x)dx and g¯ = 1P ∫ ba p(x)g(x)dx.
Then for 0 t  1,
H(0) + 1
P
b∫
a
p(x) f
(
t
∣∣g(x) − g¯∣∣)dx H(t) H(1) − (1− t) 1
P
b∫
a
p(x) f
(∣∣g(x) − g¯∣∣)dx
− t
P
b∫
a
p(x) f
(
(1− t)∣∣g(x) − g¯∣∣)dx− 1− t
P
b∫
a
p(x) f
(
t
∣∣g(x) − g¯∣∣)dx.
In [12] the following was proved for Wright-convex functions. The same was established for convex functions in [14,
Remark 6]:
Theorem F. (See [12, Theorem 2.5].) Let f : [a,b) → R be a Wright-convex function and p : [a,b) → R be a non-negative integrable
and symmetric about x = a+b2 , then
P (t) =
b∫
a
f
(
tx+ (1− t)a + b
2
)
p(x)dx, 0 t  1,
is Wright-convex and increasing on [0,1] and
f
(
a + b
2
) b∫
a
p(x)dx = P (0) P (t) P (1) =
b∫
a
f (x)p(x)dx.
Also, in the same paper it was proved that for
Q =
b∫
a
1
2
[
f
(
1+ t
2
a + 1− t
2
x
)
p
(
x+ a
2
)
+ f
(
1+ t
2
b + 1− t
2
x
)
p
(
x+ b
2
)]
dx
the following holds:
Theorem G. (See [12, Theorem 2.7].) Let f and p be deﬁned as in Theorem F. Then Q is Wright-convex and increasing on [0,1] and
b∫
a
f (x)p(x)dx = Q (0) Q (t) Q (1) = f (a) + f (b)
2
b∫
a
p(x)dx.
In this paper we deal with P (t) and Q (t) as deﬁned above when f is superquadratic. In the case that the superquadratic
function f is also convex, for instance, for f (x) = xp , p  2, x 0, we get reﬁnements of Theorems F and G. In the special
case where p(x) = 1, we get a reﬁnement of Theorem E.
2. Fejer and Hermite–Hadamard inequalities and superquadracity
To prove the following Theorems 1 and 2 we go through some calculations related to superquadratic functions. A part of
the calculations follow the technique used in the proofs of Theorems F and G.
From Lemma A for n = 2, as well as from Theorem C, we get for 0m z M , m < M for the superquadratic function
f that
f (z) M − z
M −m f (m) +
z −m
M −m f (M) −
M − z
M −m f (z −m) −
z −m
M −m f (M − z), (2.1)
f (M +m − z) z −m f (m) + M − z f (M) − z −m f (M − z) − M − z f (z −m) (2.2)
M −m M −m M −m M −m
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f (z) + f (M +m − z) f (m) + f (M) − 2 z −m
M −m f (M − z) − 2
M − z
M −m f (z −m). (2.3)
Let 0 s t  1, t > 0, then for 0 a x a+b2 we get that
a tx+ (1− t)a + b
2
 sx+ (1− s)a + b
2
 s(a + b − x) + (1− s)a + b
2
 t(a + b − x) + (1− t)a + b
2
 b
and
(
tx+ (1− t)a + b
2
)
+
(
t(a + b − x) + (1− t)a + b
2
)
= a + b.
Therefore, by replacing in (2.3),
z = sx+ (1− s)a + b
2
, M = t(a + b − x) + (1− t)a + b
2
, m = tx+ (1− t)a + b
2
,
we get that
f
(
sx+ (1− s)a + b
2
)
+ f
(
s(a + b − x) + (1− s)a + b
2
)
 f
(
tx+ (1− t)a + b
2
)
+ f
(
t(a + b − x) + (1− t)a + b
2
)
− (t − s)
t
f
(
(t + s)
(
a + b
2
− x
))
− t + s
t
f
(
(t − s)
(
a + b
2
− x
))
. (2.4)
From this last inequality we get the following comparison between P (t) with P (s) which includes as a special case a com-
parison between P (t), P (0) and P (1):
Theorem 1. Let f be a superquadratic integrable function on [0,b] and let p(x) be non-negative integrable and symmetric about
x = a+b2 , 0 a < b. Let P (t) be
P (t) =
b∫
a
f
(
tx+ (1− t)a + b
2
)
p(x)dx, t ∈ [0,1].
Then for 0 s t  1, t > 0,
P (s) P (t) −
b∫
a
t + s
2t
f
(
(t − s)
(∣∣∣∣a + b2 − x
∣∣∣∣
))
p(x)dx−
b∫
a
t − s
2t
f
(
(t + s)
(∣∣∣∣a + b2 − x
∣∣∣∣
))
p(x)dx. (2.5)
Proof. By inequality (2.4), together with the symmetry of p(x) 0 about a+b2 and its integrability, we get that
P (s) =
b∫
a
f
(
sx+ (1− s)a + b
2
)
p(x)dx
=
a+b
2∫
a
(
f
(
sx+ (1− s)a + b
2
)
+ f
(
s(a + b − x) + (1− s)a + b
2
))
p(x)dx

a+b
2∫
a
(
f
(
tx+ (1− t)a + b
2
)
+ f
(
t(a + b − x) + (1− t)a + b
2
))
p(x)dx
− 2
a+b
2∫
(t − s)
2t
f
(
(t + s)
(
a + b
2
− x
))
p(x)dx− 2
a+b
2∫
(t + s)
2t
f
(
(t − s)
(
a + b
2
− x
))
p(x)dx. (2.6)a a
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a+b
2∫
a
f
(
t(a + b − x) + (1− t)a + b
2
)
p(x)dx =
b∫
a+b
2
f
(
tx+ (1− t)a + b
2
)
p(x)dx
and
a+b
2∫
a
t − s
2t
f
(
(t + s)
(
a + b
2
− x
))
p(x)dx =
b∫
a+b
2
t − s
2t
f
(
(t + s)
(
x− a + b
2
))
p(x)dx
and also that
a+b
2∫
a
t + s
2t
f
(
(t − s)
(
a + b
2
− x
))
p(x)dx =
b∫
a+b
2
t + s
2t
f
(
(t − s)
(
x− a + b
2
))
p(x)dx.
Therefore, from (2.6) we get that
b∫
a
f
(
sx+ (1− s)a + b
2
)
p(x)dx
b∫
a
f
(
tx+ (1− t)a + b
2
)
p(x)dx−
b∫
a
(
t − s
2t
f
(
(t + s)
(∣∣∣∣a + b2 − x
∣∣∣∣
))
+ t + s
2t
f
(
(t − s)
(∣∣∣∣a + b2 − x
∣∣∣∣
)))
p(x)dx. 
Corollary 1. For p(x) = 1 we get that
(b − a) f
(
a + b
2
)
+
b∫
a
f
(
t
∣∣∣∣a + b2 − x
∣∣∣∣
)

b∫
a
f
(
tx+ (1− t)a + b
2
)
dx

b∫
a
f (x)dx−
b∫
a
1+ t
2
f
(
(1− t)
∣∣∣∣x− a + b2
∣∣∣∣
)
dx−
b∫
a
1− t
2
f
(
(1+ t)
∣∣∣∣x− a + b2
∣∣∣∣
)
dx
 (b − a) f (a) + f (b)
2
− 1
b − a
b∫
a
(
(b − t) f (t − a) + (t − a) f (b − t))dt
−
b∫
a
1+ t
2
f
(
(1− t)
∣∣∣∣x− a + b2
∣∣∣∣
)
dx−
b∫
a
1− t
2
f
(
(1+ t)
∣∣∣∣x− a + b2
∣∣∣∣
)
dx.
Indeed, the left side inequality follows directly from Theorem A for g(x) = x, μ = 1b−a dx (see also Theorem D). The middle inequality
is obtained from Theorem 1, and the right side inequality follows from inequality (2.1) after substituting M = b, m = a, z = x, as done
in Theorem C.
Remark 1. As for superquadratic function f and for 0 t  1, A  0, the inequality
f ((1− t)A) + f ((1+ t)A)
2
− f (A) − f (t A) 0
holds, we get that the above inequality gives a sharper result than the following inequality in Theorem E for g(x) = x and
p(x) = 1:
b∫
a
f
(
tx+ (1− t)a + b
2
)
dx
b∫
a
f (x)dx− (1− t)
b∫
a
f
(∣∣∣∣x− a + b2
∣∣∣∣
)
dx− t
b∫
a
f
(
(1− t)
∣∣∣∣x− a + b2
∣∣∣∣
)
dx
− (1− t)
b∫
f
(
t
∣∣∣∣x− a + b2
∣∣∣∣
)
dx.a
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We choose for 0 s t  1, t > 0:
z = (1− s)x+ sa, m = (1− t)x+ ta, M = (a + b − x)(1− t) + tb.
Evidently,
a (1− t)x+ ta (1− s)x+ sa (1− s)(a + b − x) + sb (1− t)(a + b − x) + tb b
and
(
(1− t) + ta)x+ ((1− t)(a + b − x) + tb)= a + b.
Therefore for the superquadratic function f we get from (2.3) that
f
(
(1− s)x+ sa)+ f ((1− s)(a + b − x) + sb)
 f
(
(1− t)x+ ta)+ f ((1− t)(a + b − x) + tb)− 2a + b − 2x+ (t + s)(x− a)
a + b − 2x+ 2t(x− a) f
(
(t − s)(x− a))
− 2 (t − s)(x− a)
a + b − 2x+ 2t(x− a) f
(
(a + b − 2x) + (t + s)(x− a)). (2.7)
This leads to the proof of the following theorem:
Theorem 2. Let f (x) and p(x) be deﬁned as in Theorem 1. Let Q (t) be
Q (t) =
b∫
a
1
2
[
f
(
1+ t
2
a + (1− t)
2
x
)
p
(
x+ a
2
)
+ f
(
1+ t
2
b + 1− t
2
x
)
p
(
x+ b
2
)]
dx.
Then, if 0 s t  1, we get that
Q (s) − Q (t)−1
2
b∫
a
[
(b − x) + t+s2 (x− a)
b − x+ t(x− a) f
(
t − s
2
(x− a)
)
+
t−s
2 (x− a)
b − x+ t(x− a) f
(
(b − x) + t + s
2
(x− a)
)]
p
(
x+ a
2
)
dx
− 1
2
b∫
a
[
(x− a) + t+s2 (b − x)
x− a + t(b − x) f
(
t − s
2
(b − x)
)
+
t−s
2 (b − x)
x− a + t(b − x) f
(
(x− a) + t + s
2
(b − x)
)]
p
(
x+ b
2
)
dx
= −
b∫
a
(1− t+s2 )|2x− a − b| + t+s2 (b − a)
(1− t)|2x− a − b| + t(b − a) f
(
t − s
2
(
b − a − |a + b − 2x|)
)
p(x)dx
−
b∫
a
t−s
2 (b − a − |a + b − 2x|)
(1− t)|2x− a − b| + t(b − a) f
((
1− t + s
2
)
|2x− a − b| + t + s
2
(b − a)
)
p(x)dx.
Proof. Using the symmetry of p(x) and changes of variables, we get
Q (t) = 1
2
b∫
a
(
f
(
a + x
2
+ t a − x
2
)
p
(
x+ a
2
)
+ f
(
b + x
2
+ t b − x
2
)
p
(
x+ b
2
))
dx
=
a+b
2∫
a
f
(
x+ t(a − x))p(x)dx+
b∫
a+b
2
f
(
x+ t(b − x))p(x)dx
=
a+b
2∫ (
f
(
(1− t)x+ ta)+ f ((1− t)(a + b − x) + tb))p(x)dx. (2.8)a
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Q (s) =
a+b
2∫
a
(
f
(
(1− s)x+ sa)+ f ((1− s)(a + b − x) + sb))p(x)dx

a+b
2∫
a
(
f
(
(1− t)x+ ta)+ f ((1− t)(a + b − x) + tb))p(x)dx
− 2
a+b
2∫
a
a + b − 2x+ (t + s)(x− a)
a + b − 2x+ 2t(x− a) f
(
(t − s)(x− a))p(x)dx
− 2
a+b
2∫
a
(t − s)(x− a)
a + b − 2x+ 2t(x− a) f
(
a + b − 2x+ (t + s)(x− a))p(x)dx. (2.9)
By the change of variables x → x+a2 we get that
a+b
2∫
a
a + b − 2x+ (t + s)(x− a)
a + b − 2x+ 2t(x− a) f
(
(t − s)(x− a))p(x)dx
+
a+b
2∫
a
(t − s)(x− a)
a + b − 2x+ 2t(x− a) f
(
a + b − 2x+ (t + s)(x− a))p(x)dx
= 1
2
b∫
a
b − x+ t+s2 (x− a)
b − x+ t(x− a) f
(
t − s
2
(x− a)
)
p
(
x+ a
2
)
dx
+ 1
2
b∫
a
t−s
2 (x− a)
(b − x) + t(x− a) f
(
b − x+ t + s
2
(x− a)
)
p
(
x+ a
2
)
dx. (2.10)
By the change of variables a + b − x → x and using the symmetry of p(x) we get
a+b
2∫
a
a + b − 2x+ (t + s)(x− a)
a + b − 2x+ 2t(x− a) f
(
(t − s)(x− a))p(a + b − x)dx
+
a+b
2∫
a
(t − s)(x− a)
a + b − 2x+ 2t(x− a) f
(
a + b − 2x+ (t + s)(x− a))p(a + b − x)dx
=
b∫
a+b
2
2x− a − b + (t + s)(b − x)
2x− a − b + 2t(b − x) f
(
(t − s)(b − x))p(x)dx
+
b∫
a+b
2
(t − s)(b − x)
2x− a − b + 2t(b − x) f
(
2x− a − b + (t + s)(b − x))p(x)dx. (2.11)
By the change of variables x → x+b2 we get
b∫
a+b
2
2x− a − b + (t + s)(b − x)
2x− a − b + 2t(b − x) f
(
(t − s)(b − x))p(x)dx
+
b∫
a+b
(t − s)(b − x)
2x− a − b + 2t(b − x) f
(
2x− a − b + (t + s)(b − x))p(x)dx2
S. Abramovich et al. / J. Math. Anal. Appl. 344 (2008) 1048–1056 1055= 1
2
b∫
a
x− a + t+s2 (b − x)
x− a + t(b − x) f
(
t − s
2
(b − x)
)
p
(
x+ b
2
)
dx
+ 1
2
b∫
a
t−s
2 (b − x)
x− a + t(b − x) f
(
x− a + t + s
2
(b − x)
)
p
(
x+ b
2
)
dx. (2.12)
From (2.8)–(2.12) we get that
Q (s) Q (t) − 1
2
b∫
a
[
b − x+ t+s2 (x− a)
b − x+ t(x− a) f
(
t − s
2
(x− a)
)
+
t−s
2 (x− a)
b − x+ t(x− a) f
(
b − x+ t + s
2
(x− a)
)]
p
(
x+ a
2
)
dx
− 1
2
b∫
a
[
x− a + t+s2 (b − x)
x− a + t(b − x) f
(
t − s
2
(b − x)
)
+
t−s
2 (b − x)
x− a + t(b − x) f
(
(x− a) + t + s
2
(b − x)
)]
p
(
x+ b
2
)
dx.
From (2.8), (2.9), and (2.11) we get also that
Q (s) − Q (t)−
a+b
2∫
a
a + b − 2x+ (t + s)(x− a)
a + b − 2x+ 2t(x− a) f
(
(t − s)(x− a))p(x)dx
−
b∫
a+b
2
2x− a − b + (t + s)(b − x)
2x− a − b + 2t(b − x) f
(
(t − s)(b − x))p(x)dx
−
a+b
2∫
a
(t − s)(x− a)
a + b − 2x+ 2t(x− a) f
(
a + b − 2x+ (t + s)(x− a))p(x)dx
−
b∫
a+b
2
(t − s)(b − x)
2x− a − b + 2t(b − x) f
(
2x− a − b + (t + s)(b − x))p(x)dx
= −
b∫
a
|2x− a − b| + (t+s)2 (b − a − |a + b − 2x|)
(1− t)|2x− a − b| + t(b − a) f
(
t − s
2
(b − a − |a + b − 2x|)
)
p(x)dx
−
b∫
a
t−s
2 (b − a − |a + b − 2x|)
(1− t)|2x− a − b| + t(b − a) f
(
(1− t)|2x− a − b| +
(
t + s
2
)
(b − a)
)
p(x)dx. 
Corollary 2. In the case that f is superquadratic and also positive, and therefore according to Lemma B(iii) is also convex, as in the
case of xp , p  2, x 0, Theorems 1 and 2 reﬁne Theorems F and G respectively for convex functions.
Example 1. For the special case that s = 0 and t = 1 we get
Q (0) − Q (1) =
b∫
a
f (x)p(x)dx−
b∫
a
f (a) + f (b)
2
p(x)dx
−
b∫
a
|2x− a − b| + (b − a)
2(b − a) f
(
b − a − |a + b − 2x|
2
)
p(x)dx
−
b∫
(b − a − |a + b − 2x|)
2(b − a) f
( |2x− a − b| + (b − a)
2
)
p(x)dxa
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a+b
2∫
a
(b − x)
(b − a) f (x− a)p(x)dx−
b∫
a+b
2
x− a
b − a f (b − x)p(x)dx
−
a+b
2∫
a
x− a
b − a f (b − x)p(x)dx−
b∫
a+b
2
b − x
b − a f (x− a)p(x)dx
= −
b∫
a
(
x− a
b − a f (b − x) +
b − x
b − a f (x− a)
)
p(x)dx.
We get in this case for p(x) = 1, s = 0 and t = 1 the same result as was obtained in (5.2) in [3, Theorem 8].
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