This paper investigates the effects of the adoption of inflation targeting (IT) on the choice of exchange rate regime in emerging markets (EMs), conditional on certain macroeconomic conditions. Using a large sample of EMs and after controlling for the selection bias associated with the adoption of IT, we find that IT countries on average have a relatively more flexible exchange rate regime than other EMs. However, the flexibility of the exchange rate regime shows strong heterogeneity among IT countries depending on their degree of openness and exposure to FX risks. Moreover, we find that the marginal effect of IT adoption on the exchange rate flexibility increases with the duration of the IT regime in place, and with the propensity scores to adopt it. JEL Classification Numbers: E5; C1; F3; F6
I. INTRODUCTION
The inflation targeting (IT) regime is an institutional arrangement in which the mandate of the central bank is to target a defined medium-term inflation rate which is compatible with macroeconomic stability. The main policy instrument generally used in this set-up is the official policy interest rate, which is adjusted whenever the projected inflation rate over the forecast horizon significantly deviates from the central bank announced inflation target.
Several conditions are generally attached to the adoption and the implementation of an effective and credible IT regime. First, the main mandate of the central bank is to maintain the inflation rate close to the official target. Second, pressures that could prevent the central bank from focusing on this main objective, such as government budget financing or exchange rate policies must be limited and should not conflict with the central bank's main mandate. The main implication of IT is that price stability has priority over other goals such as exchange rate stabilization. However, in practice, and we will confirm it empirically, many IT central banks are concerned to some degree about exchange rate fluctuations.
This paper examines to what extent central banks in emerging markets (EMs) which have adopted IT tend to face a conflict of objectives when certain circumstances arise. In principle, IT countries should exhibit a relatively flexible exchange rate regime arrangement given that the main goal of monetary policy is price stability. This paper aims to demonstrate that under certain specific macroeconomic conditions, the positive association between inflation targeting and exchange rate flexibility disappears. This suggests that IT central banks are tempted to manage the exchange rate more closely under certain conditions, for example under limited degree of economy's openness (trade and financial), limited financial development, or if financial stability is a matter of concern.
While the traditional literature on the determinants of exchange rate regimes (ERRs) has mainly focused on the impacts of macroeconomic and structural (institutions, country size, etc.) variables on the exchange rate policy (Klein and Shambaugh, 2010; Rose, 2011) , little is known about the interaction between the IT regime and the ERR. In the same vein, the macroeconomic literature on the effect of IT adoption has examined the effects on various outcomes such as inflation, fiscal performance, and growth (Vega and Winkelried, 2005; Mishkin and Schmidt-Hebbel 2007; Gonçalves and Salles, 2008; Lin and Ye, 2009; Abo-Zaid and Tuzemen, 2012; Minea and Tapsoba, 2014, among others) ; but has largely neglected the existence of possible "fear of floating" cases within this group of countries. This paper shows that changes in the macroeconomic and financial environment determine this outcome. One of the very few papers which is closely related to ours is Lin (2010) which investigated empirically the link between IT adoption and flexibility of the nominal exchange rate. While Lin's paper does not look at possible non-linear or conditional effects, it shows that the adoption of IT has led countries to exhibit a higher volatility of the nominal exchange rate.
Our paper expands and complements this work on a number of fronts. First, we are interested in the characteristics of the macroeconomic environment which make IT countries more prone to deviate from the flexibility commitment they share on average. To answer this question in this paper, an empirical framework is proposed which allows testing various conditional variables while addressing the self-selection bias associated with the adoption of IT. Second, the paper makes use of the de facto classification of the exchange rate regimes instead of the computed standard deviation of the nominal exchange rate. Ordered models of limited dependent variables, as well as average treatment effects from propensity score matching estimators are used to identify the effects of IT adoption on ERR. This paper also follows the literature which has demonstrated the extent of "disagreement" between countries' de jure and de facto regimes, and between various existing datasets on exchange rate regime classifications. Rose (2011) documents the stylized facts by showing that existing datasets exhibit a significant level of "disagreement" (the departure of de facto exchange rate regime from the de jure classification) when classifying countries' exchange rate regimes. More recently, Eichengreen and Razo- Garcia (2013) showed empirically that "disagreements" in flexibility between various de facto regimes are not uncommon, and they are not random. They are most prevalent in middle-income countries (emerging markets) and low-income (developing) countries as opposed to advanced economies. They are also most prevalent in countries with well-developed financial markets, low reserves, and open capital accounts. Our paper looks at similar issues but from a different angle. It starts by demonstrating that IT countries exhibit more flexible de facto ERR than others (see a similar exercise conducted by Lin, 2010) . This is not surprising. Then, the paper juxtaposes the degree of flexibility among IT countries against the prevailing macroeconomic environment. It shows that the "disagreement" increases following shifts in macroeconomic conditions. These results highlight the difficulty faced by some EMs performing under an IT arrangement in sticking to their flexible exchange rate commitment. There are several channels or possible explanations of why some IT countries would significantly target or manage the nominal exchange rate even if on average, their exchange rate is more flexible than in other countries. Let's start with countries highly dependent on imports of goods and services from abroad. Assuming that the exchange rate pass-through is positively correlated with the degree of trade openness, sharp fluctuations of the country's bilateral exchange rate with key trading partners could have important macroeconomic implications for the real economy. Some central banks might therefore find foreign exchange (FX) intervention a useful tool in controlling inflation and reaching their inflation objective. However, a forward-looking central bank will not necessarily react too quickly to movements in the exchange rate as long as the inflation forecast remains within the tolerated range. The question then boils down to a trade-off between trying to stabilize the exchange rate and the near-term inflation and anchoring inflation expectations by targeting a mediumterm inflation level.
The "fear of floating" can also be understood in the context of financial stability objectives in EMs. Past episodes of financial, banking, sovereign, and currency crises in EMs could explain why some IT countries are cautious about exchange rate flexibility. Consider, for example, a country in which the banking system is dominated by subsidiaries of foreign banks or where mortgage loans are large and issued in foreign currencies. Alternatively, consider a country exhibiting a higher share of public debt denominated in foreign currency or a large share of foreign investors in the domestic debt market. There is an obvious rationale for why these IT countries could exhibit less exchange-rate flexibility than others. The reason is that in these economies even a moderate unexpected (unhedged) shock to the nominal exchange rate could potentially worsen banks' balance sheets (higher default on foreign currency denominated mortgages) and public sector debt sustainability could become a concern. This poses a fundamental question of whether financial stability should be an explicit objective of the central banks in the context of IT. An argument can be made that policymakers in an IT regime should worry about financial stability if it poses risks to achieving the inflation target. In this context, a related issue is the ability of central banks in IT countries to achieve financial stability objectives. Relying solely on controlling the policy interest rate may not be sufficient to both stabilize inflation and the financial system. The policy instruments available to IT central banks would have to be expanded to meet financial stability objectives (e.g., by strengthening macroprudential tools), raising the issue of the multiplicity of both objectives and instruments and therefore an evident credibility problem that the adoption of IT regimes tried to address in the first place.
These examples highlight the tensions and challenges faced by modern central banks in EM countries. With increased global trade and financial integration of EMs, the issue of the optimal architecture for monetary policy, taking into account spillovers from global partners, is at the forefront of the policy and academic debate. The challenges associated with globalization have led central banks in EMs to pursue a wide range of policy objectives in addition to their inflation mandate, in some cases putting the credibility of their commitment to targeting inflation into question.
The paper is organized as follows. Section 2 presents the data and discusses some stylized facts. In section 3, we present the baseline empirical analysis and discuss preliminary results. We use ordered probit and logit estimators applied to panel data to investigate the existence of non-linearities in the effect of the IT adoption on the degree of exchange rate flexibility. Section 4 then makes use of propensity score matching estimators as a way to tackle the selfselection bias surrounding the adoption of the IT (as in Lin, 2010) . In line with recent literature, the quality of the propensity score estimates is gauged by computing Rosenbaum bounds, a methodology aimed at measuring the extent of hidden biases in estimates. The results show that our matching estimates are relatively less sensitive to unobserved heterogeneity and to hidden bias. Section 5 concludes.
II. DATA AND PRELIMINARY DISCUSSION
Our analysis relies on the de facto classification of countries' ERR as shown in Appendix  Table 1 . The basic classification encompasses several exchange rate arrangements classified into six categories coded from 1 to 6, describing the most fixed (hard peg) and the most flexible regimes respectively. We drop the two last categories (5 and 6), keeping "freely floating" as the most flexible ERR.
2 The analysis is based on a sample of 36 EMs, including 16 IT countries, selected on the basis of data availability (see Appendix Table 2 ). We use annual data for the period 1985-2010. Table 3 in the Appendix provides detailed information regarding the sources of the data and their proper definitions.
The purpose of the study is to assess the extent to which, above and beyond its common determinants, the monetary policy framework can affect the choice of an exchange rate regime. We are particularly interested in investigating whether the adoption of the inflation targeting strategy increases the probability of relying more on a floating exchange rate regime. As argued above, for the inflation targeting strategy to be effective, and to improve the central bank's credibility regarding its inflation objective, IT countries are expected to have a flexible ERR (implying no, or very limited, interventions on the FX market). Figure 1 shows that on average, the correlation between IT and the flexibility of the de facto exchange rate regime is positive (first panel, left chart), suggesting a more flexible exchange rate regime in the sample of IT countries, compared to their non-IT counterparts.
When focusing on the sample of IT countries, the data also show that the ERR moves significantly toward more flexibility after the adoption of IT (see the "Baseline" plot in Figure 1 ). This suggests that full ERR flexibility as a necessary precondition to the implementation of the IT monetary policy strategy does not hold in EMs, because instead they enter more floating regimes later, after the announcement of IT adoption. We argue that the extent to which the adoption of inflation targeting is associated with an increase in the flexibility of the ERR can be affected by the macroeconomic environment. Some of those macroeconomic factors can favor a move toward more flexibility, while others are likely to increase the "fear of floating" in inflation targeting countries. Below, we discuss these macroeconomics conditions, which are mainly related to financial stability, inflation stabilization, and economic openness. Changes in ERR conditional to the level of net imports
A. Financial Instability
Safeguarding the domestic financial system from external shocks is one of the main reasons for emerging countries' interventions on the FX markets. Higher financial system vulnerability to external shocks increases the likelihood of central bank FX interventions and reduces the flexibility of the ERR. For the purpose of our empirical investigation, the following factors are considered:
 Foreign assets to total assets. The ratio of foreign assets to total assets aims to capture the banking sector's exposure to adverse shocks from international financial markets. The higher the share of the domestic banks' total assets invested abroad, the higher the vulnerability of the domestic financial system to negative international financial shocks. 3 More generally, an increase in foreign assets (capital outflows) is usually perceived as potentially destabilizing for the financial sector, especially in emerging economies.

Foreign liabilities to total assets. The ratio of banking sector foreign liabilities to total assets is also an important variable to consider, since it may capture another type of external risk related to the banking sector external indebtedness as a share of total bank assets. For the particular case of emerging markets, a larger share of banks' foreign liabilities is denominated in foreign currency, posing risks to the domestic financial system in case of large exchange rate shocks. In this respect, EM IT countries with higher external financial vulnerability may be more prone to attempt to stabilize the exchange rate, making their exchange rate regimes less flexible, compared to other IT countries. Figure 1 which examines the correlation between IT and ERR conditional on various macroeconomic conditions shows that IT countries with higher ratio of bank foreign liabilities/total assets, have on average less flexible ERR, compared with the others (first panel, right chart).
B. External Debt
External indebtedness in emerging markets remains high despite the recent surge in foreign holdings of local-currency government bonds. In this context, exchange rate flexibility might be viewed as undesirable since it contributes to increasing uncertainty about the ability to service the debt, and can undermine debt sustainability and economic stability. An implication for our analysis is that IT countries with higher total external debt (as a share of GDP) 4 will seek to intervene more frequently than other IT countries to better control the nominal exchange rate in order to prevent the related risks. As shown in Figure 1 (middle panel, left chart), when the IT country sample is divided into groups of countries with high external debt versus others, the ERR is skewed toward rigidity and flexibility, respectively. These correlations imply that higher external debt (foreign currency-denominated debt) is associated with the "fear of floating," making IT countries less committed to flexibility.
C. Financial Development
The degree of financial development can mitigate the risks related to exchange rate fluctuations by providing access to hedging instruments (Aghion et al., 2009) . In this regard, IT countries with the most developed financial sectors may be less inclined to control the exchange rate for financial stability purposes. Moreover, financial development improves the transmission mechanisms of monetary policy, making it more likely that there is an independent monetary authority, thereby increasing the likelihood of the move toward a more flexible ERR. Greater financial development is also often perceived as a necessary precondition for an effective and efficient inflation targeting regime. IT countries with better developed financial sectors can be expected to perform better in meeting their inflation objectives and will therefore be less prone to intervene to control the exchange rate. As stated in Stone et al. (2009) , financial development improves policy implementation by reducing the dependence on FX intervention.
D. Inflation and Exchange Rate Pass-Through
Compared to advanced economies, emerging markets have been relatively less successful in achieving their inflation objectives. This has to do with domestic macroeconomic and institutional conditions, but also with their higher vulnerability to external shocks.
Inflation rate
Although emerging market IT countries perform better in stabilizing inflation than their peers (see for example Vega and Winkelried, 2005; Mishkin and Schmidt-Hebbel 2007, Gonçalves and Salles, 2008; and Lin and Ye, 2009) , they often miss the announced inflation targets over protracted periods of time. As a result, emerging market IT countries with poorer track record in stabilizing inflation (high inflation rates) would be more prone to manipulating the exchange rate in order to cope with potential external shocks and to improve their inflation performance, especially in countries where the exchange rate pass-through is high and where monetary policy transmission is weak. So we would expect that ERR would be less freely floating in those countries, compared to IT countries which perform better in meeting their inflation objective.
Net imports
Usually, the higher the net imports (as a share of GDP), the stronger the pass-through of imported inflation pressure. In such cases, imported inflation could complicate the achievement of inflation target. In this respect, inflation targeting countries that have a greater exchange rate pass-through (higher imported inflation) may be more prone to controlling exchange rate fluctuations. Consequently, the exchange rate regime would be less flexible in these countries.
However, the preliminary statistical analysis of the correlation between IT and ERR conditional on the level of inflation and net imports as presented in Figure 1 (lower panel) appears to be inconclusive.
E. Economic Openness
The degree of economic openness is another important determinant which could explain differences in the degree of flexibility of ERR among EM IT countries. Here we mainly focus on trade and financial openness.
According to the "impossible trinity" hypothesis, the three objectives of independent monetary policy, capital mobility, and exchange rate stabilization cannot be achieved simultaneously. Since central bank independence is a crucial precondition for the adoption of the IT framework, and given that emerging market IT countries are, on average, more financially integrated into the global financial system than their non-targeting counterparts (suggesting greater financial openness), their ability to maintain a stable exchange rate will be more restricted. In this respect, more financially open IT countries are expected to have less room for exchange rate control (it would be too costly in terms of FX reserve management), and so would be more likely to move towards a more flexible exchange rate regime. 5 We argue that trade openness may work in the same way.
In Figure 1 (middle panel, right chart), financial openness (here capturing a wide range of indicators of the degree of capital mobility) indeed seems to matter for the flexibility of the exchange rate. The ERR seems to be more flexible in countries that impose fewer restrictions on international capital mobility, suggesting a clear and perhaps credible policy commitment to both financial integration and macroeconomic adjustment through exchange rate flexibility. It also validates the "impossible trinity" hypothesis whereby countries seeking to fully take advantage of independent monetary policy (e.g., the IT countries) and allowing capital mobility cannot afford to control closely the level of the nominal exchange rate.
III. EMPIRICAL FRAMEWORK: ORDERED PROBIT/LOGIT MODELS
This section presents the baseline econometric approach used to test our hypotheses and discusses the results.
A. The Model
The choice of an exchange rate regime by country i in period t is described using a discrete variable y it which, as discussed above, can take four values from 1 to 4 (higher values indicating greater flexibility). y it = 1 captures the less flexible regime (peg), and y it = 4 the most flexible regime (freely floating). This choice is based on a latent variable * it y which is a function of economic and institutional determinants of the exchange rate regime. It is assumed that a country chooses a specific regime if the latent variable falls below, within or above certain thresholds (c 1 , c 2 and c 3 ) as follows: 
with c 1 < c 2 <c 3 . These unknown thresholds are to be estimated along with the other parameters of the model which takes the form of:
Where X it is the vector of the most common determinants of the exchange rate regime, IT it is a dummy variable equal to 1 for country i in period t if the country is classified as an IT country and 0 otherwise, z it is a conditional variable that is expected to modify the effect of IT on the exchange rate regime (with it z the difference between z it and its sample mean), 6 and ε it is an error term which is assumed to follow a logistic or normal distribution. N is the number of countries and T i the total number of observations available for country i. Equation 1 therefore describes the structure of our estimated model and we are particularly interested in the effect of inflation targeting on the exchange rate regime. Ordered latent models are used (ordered probit or logit) and country-specific effects are controlled for by the means of random effects.
Standard determinants of the exchange rate regime (vector X)
Relying on the existing literature (Edwards, 1996; Rizzo, 1998; Méon and Rizzo, 2002; von Hagen and Zhou, 2005; Markiewicz, 2006; von Hagen and Zhou, 2007; Güçlü, 2008 , among others), we control for a set of nine variables considered as common determinants of the choice of the exchange rate regime. These include:
Trade openness-we use the sum of a country's exports and imports as a percentage of GDP as a proxy for trade openness. The traditional approach based on the theory of optimum currency areas (Mundell, 1961; McKinnon, 1963) suggests that pegged regimes are more suitable for countries characterized by high trade openness because a stable exchange rate facilitates trade. In this respect, trade openness is expected to be negatively correlated with our measure of exchange rate flexibility.
Financial openness-is an index measuring capital mobility. Just as for trade, emerging markets with higher capital openness can be expected to attempt to control exchange rate fluctuations since this would promote stability in the international financial transactions and will help safeguard their financial system. Economic development-captures the country's economic development as measured by the log of real GDP per capita in constant U.S. dollar. The costs associated with the creation and the maintenance of a central bank with independent monetary policy will be higher in less developed countries. In addition, the optimum currency areas theory predicts that more developed countries are more likely to float. Consequently, higher economic development is expected to increase the likelihood of adopting and maintaining a flexible exchange rate regime.
Growth-measures the annual growth of GDP and aims to control for countries' economic growth or business cycle conditions. As suggested by Edwards (1996) , the growth in GDP can provide indications about countries' real economic "ambition," for example regarding the reduction of unemployment. In this sense, countries that grow faster will tend to tie their hands by adopting fixed exchange rate regimes to solve the potential credibility problem. Furthermore, good economic performances can be expected to favor the accumulation of FX reserves, necessary to maintain a fixed regime. These arguments all suggest that Growth is expected to be negatively correlated with exchange rate flexibility.
Financial development-captures the degree of financial development. Low financial development should be associated with less flexible regimes because countries with less sophisticated financial sectors will lack the necessary infrastructures for monetary authorities to conduct open market operations. The banking system credit provided to the private sector (as a share of GDP) is used as proxy for financial development.
Inflation-is the annual rate of growth of the consumer price index. Large increases in inflation or big inflation shocks make fixed exchange rate regimes less sustainable and require exchange rate adjustments to realign the relative prices. As a consequence, economies experiencing persistent high inflation will be less inclined to keep fixed exchange rate regimes.
FX reserves-is our measure of international exchange reserves coverage (total reserves in months of imports) and is expected to be negatively correlated with the probability of adopting a flexible exchange rate regime. The availability of FX reserves is particularly important for the viability and the credibility of pegged exchange rate regimes, as it provides the monetary authorities with some room to maintain the parity in case of shocks.
Fiscal position-is a variable which captures the country's fiscal position. In particular, we control for the change in total government debt as a share of GDP, which is used as a proxy for the public deficit as a share of GDP. 7 An increase in the fiscal deficit increases the domestic interest rate and consequently, makes it less easy to maintain fixed exchange rate parity. A higher fiscal deficit can be expected to reduce the likelihood of fixing the exchange rate.
Politics-is introduced to control for political stability following Edwards (1996) , and Méon and Rizzo (2002) who suggest that political instability can play an important role in determining the choice of an exchange rate regime. In particular these two papers find that countries with high political instability are less likely to adopt a fixed exchange rate regime.
The conditional variables (z)
In equation (1) the effect of IT is expected to be positive, suggesting that on average the exchange rate regime is more flexible in emerging market IT countries, compared with their non-IT countries' counterparts. However, we argue that this positive correlation is likely to be affected by some macroeconomic conditions (captured by the interaction terms in our empirical framework). Particularly, from equation (1) and assuming a specification building on a linear probability model, the marginal impact of IT is derived as follows:
This expression gives the effect of inflation targeting for IT countries whose z it deviates from the sample mean, while α captures the effect of inflation targeting for IT countries whose z it is equal to the mean ( 0 it z  ).
First, following our discussion in the previous section, if we consider macroeconomic conditions that can make IT countries less likely to adopt a freely floating exchange rate regime (factors reducing the positive effect of IT on exchange rate flexibility), these may include Bank foreign assets to total assets ratio, Bank foreign liabilities to total assets ratio, External debt, Inflation rate, and Net imports. Considering those factors as conditional variables in our empirical framework, δ is expected to be negative, suggesting lower flexibility of the ERR in inflation targeting countries.
Next, some other characteristics of inflation targeting countries can be expected to increase the likelihood of a choice of a more flexible ERR (factors reinforcing the effect of IT on exchange flexibility). Also following our previous discussion, these factors include Financial development, Trade, and Financial openness. With these factors as conditional variables, δ is expected to be positive, suggesting higher exchange rate flexibility in inflation targeting countries.
In addition to the above macroeconomic conditions, the following factors may also play a role in determining the relative degree of exchange rate flexibility:
Time-the length of time since the adoption of inflation targeting
Most emerging markets implementing the inflation targeting strategy do not satisfy the required preconditions at the time of its adoption. Consequently, due to the lack of sound initial macroeconomic and institutional conditions, these countries tend to remain in relatively fixed exchange rate regimes, even after the public announcement of the adoption of IT. They then move to more flexible regimes later, when these conditions improve. This suggests that, countries that have implemented inflation targeting for a longer period of time may be inclined to allow greater exchange rate flexibility, compared to countries that have adopted the IT strategy more recently. Stone et al. (2009) support this argument for emerging countries by highlighting the role of the exchange rate during the transition to a full-fledged inflation targeting framework.
The probability of adopting inflation targeting
Adopting inflation targeting as a monetary policy framework should increase the probability of having a flexible exchange rate regime. However, it can be argued that those countries that better meet the preconditions of this policy adoption may be more prone to exchange rate flexibility in the first place. Following Lin and Ye (2009), we test this hypothesis by interacting the IT dummy with the Pscore which is the predicted probability of adopting inflation targeting explained by a large set of pre-determined macroeconomic conditions (the higher the Pscore, the more likely it is that the preconditions are met). The estimation of the Pscores is discussed in more details in section IV.
B. Results
Since the values taken by our dependent variable (the choice of an exchange rate regime) can be ordered logically (from fixed to flexible), equation (1) is estimated using random-effects ordered probit to control for unobserved country-specific heterogeneity. All explanatory variables (except the IT dummy) are included with one year lag to reduce the potential bias due to reverse causality.
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From Table 1 , the results suggest that most of the coefficients associated with the standard determinants of the exchange rate regime appear to be significant with the expected sign. Among the most relevant variables, trade openness, economic growth, FX reserves, and financial openness are found to have a negative effect on the probability of adopting a flexible exchange rate regime. In other words, in emerging countries an increase in these variables will favor pegged exchange rate regimes. On the contrary, the findings show that inflation rate is positively correlated with the probability of adopting more flexible regimes. As discussed above, high inflation impairs the sustainability of pegs and can generate large costs arising from the required exchange rate adjustments. So increasing inflation will tend to be associated with flexible regimes. The effect of these determinants proves to be robust to the various specifications of the estimated model presented in Table 1 .
Economic development and political stability also affect the choice of the exchange rate regime, although their effects are much less robust to alternative model specifications. The increase in countries' economic development is associated with a higher probability to adopt more flexible regimes. On the contrary, political stability is found to have a negative effect on exchange rate flexibility. The coefficients associated with financial development and public deficit are not statistically significant.
These are consistent with the theoretical argumentation and broadly in line with previous empirical works. Now we turn to the main interest of the paper which is the effect of inflation targeting.
The effect of the IT dummy is almost always strongly significant and positive, suggesting that the adoption of inflation targeting increases the probability of having a flexible exchange rate regime. That is to say, on average, IT countries float relatively more than non-IT countries.
We now examine the existence of possible non-linearities in the effect of the IT regime on the choice of the exchange rate regime in EMs. Table 1 shows that the coefficients associated with the interaction terms between IT and Trade openness, Financial openness, and Financial development are all positive and significant at the 1 percent significance level. While implementing inflation targeting increases the flexibility of the exchange rate regime, this result suggests that IT countries, which are on average more open financially and economically, float more than the others. As discussed above, this can be related to the "impossible trinity" hypothesis which suggests that an independent monetary policy coupled with capital mobility are incompatible with a pegged ERR. As a result, the higher the openness of the IT country's capital account, the higher the probability of floating. The positive effect of the interaction term between IT and financial development suggests that for IT countries whose financial development is above the sample average, the flexibility of the exchange rate regime is greater. The degree of financial development improves the effectiveness of inflation targeting by facilitating the transmission mechanisms of monetary policy, and so making it less necessary to control the exchange rate (as a means of adjustment for monetary policy). On the contrary, the interaction terms between IT and Inflation, Net imports, External debt, Bank foreign assets/total assets, and Bank foreign liabilities/total assets ratios all exhibit strong significant but negative effects. This suggests that IT countries with levels of inflation and net imports above the sample average exhibit less exchange rate flexibility compared to other IT countries. IT countries may be willing to control the exchange rate fluctuations if they are highly dependent on imports, since such dependence makes the domestic economy more vulnerable to external shocks and is associated with a higher exchange rate passthrough. Regarding the level of inflation, if an IT central bank finds difficult to achieve its inflation stabilization objective, it may be willing to control the exchange rate variations in order to limit the size of the exchange rate pass-through into inflation. 9 When it comes to external debt and the ratios of banking sector foreign assets to total assets and foreign liabilities to total assets, the negative sign of the interaction terms between these variables and IT suggests that IT countries more vulnerable to external shocks are less likely to have a freely floating ERR. We argued that a high level of external debt (especially foreign currency-denominated debt), may generate more concerns regarding exchange rate fluctuations, making IT countries more prone to attempt to stabilize the exchange rate. The banking sector balance sheet exposure to external shocks and currency mismatch is another important concern in EMs. Our findings show that those IT countries whose banking sectors are the most vulnerable to such risks are more prone to FX interventions. 10 Finally, we investigate whether the effect of the IT strategy on the choice of exchange rate regime varies with the probability of adopting IT, and with the maturity of the IT in place. The coefficients associated with the interaction terms between IT, Pscore (the probability of adopting inflation targeting), and Time (the number of year since the adoption of the inflation targeting strategy), are positive and significant.
11 IT countries which better meet the preconditions of policy adoption (with a Pscore higher than the sample average) are more likely to float. Also, longer implementation of inflation targeting increases the probability of floating. This can be perceived as a "learning-by-doing" effect in practicing inflation targeting.
C. Robustness Checks
We conduct a number of robustness checks for these results. First, the baseline model is reestimated using random effect-ordered logit instead of the ordered probit. The results presented in Table 2 show that our main conclusions regarding the standard determinants of the exchange rate regime (not reported), as well as the effect of inflation targeting, remain broadly unchanged.
Second, we control for some additional variables in order to better test the resilience of the previous estimates. In particular, we include dummy variables which capture currency crises, banking crises, and sovereign debt crises. While these dummies are found to have no effect on the exchange rate regime, the effects of the other variables remain in line with our main findings (see Appendix Table 4 ). We also control for the degree of central bank independence, a factor which may be jointly correlated with IT and the choice of exchange rate regime. The results suggest that the coefficient associated with the index of central bank independence is positive but not statistically significant, while our main results regarding the effects of IT on exchange rate regimes remain unchanged (see Appendix Table 5 ).
Another important issue regarding the empirical framework used so far is the relevance and interpretation of interaction effects in nonlinear models such as probit or logit. While many empirical studies rely on such analytical frameworks, it can be argued that the interaction effects produced by standard software may be misleading (see Ai and Norton, 2003) . As an alternative approach, we used the linear probability model to investigate the conditional effects of inflation targeting on exchange rate regime.
12 Hence, we re-estimate the baseline equation 1 (the dependent variable being the cardinal de facto exchange rate regime variable) using OLS panel fixed effects. The results presented in Appendix Table 6 are in line with findings from nonlinear models. Inflation targeting has a positive and significant effect on exchange rate flexibility. Also, all the interaction terms exhibit strong significant effects, with expected signs. Overall, the robustness checks produce reassuring results which show that the existence of non-linear effects of IT is robust to alternative estimators (probit, logit and linear probability models), various types of country-specific heterogeneity (fixed vs random effects), and a large range of additional control variables.
IV. PROPENSITY SCORE MATCHING ESTIMATES
An issue in empirical analyses which seek to compare inflation targeting and non-targeting countries is the possible self-selection bias surrounding the adoption and the implementation of the IT regime. The choice of adopting a particular monetary policy strategy such as inflation targeting is not random, and may depend on a country's macroeconomic and institutional characteristics (prerequisites for a successful and credible regime). Ignoring or failing to take this bias into account could result in severe biases in the estimates. But also, addressing or limiting the extent of the bias is a challenging task in the absence of natural experiments, credible instrumental variables, or a pure randomized control strategy. We follow the literature on macro impact evaluations and make use of the propensity score matching techniques (PSM). Earlier papers focusing on the macroeconomic consequences of the adoption of inflation targeting have provided robust estimates using this framework (Vega and Winkelried, 2005; Lin and Ye, 2007; Lin, 2010, among others) .
A. Model
We are interested in evaluating the effect of a treatment (the implementation of an inflation targeting regime) on the treated (the group of inflation targeting countries) regarding a specific outcome (the degree of exchange rate flexibility). This average treatment effect on the treated (ATT) can be estimated as follows:
where T is a dummy variable equal to 1 for an inflation targeting country.
The expression 1 |1
ii YT  represents the value of the outcome observed for an IT country and 0 |1
ii YT  is the value of this outcome if the same country had not adopted inflation targeting.
However, the difficulty in estimating equation (2) is that the latter value of the outcome is not observed. If the treatment is randomly distributed, the ATT can be derived as a simple average difference in outcomes between treated and non-treated (IT countries versus non-IT countries). The PSM therefore offers an alternative way to estimate the ATT. The PSM is based on the fundamental assumption that, conditional on certain observable characteristics, W, the outcome should be independent of the treatment
. Assuming the independence condition, the PSM relies on a less restrictive approach, which is to match treated and non-treated on the basis of a score derived as the probability of policy adoption conditional on W (the propensity scores). The ATT can then be estimated using equation (3).
where ( ) Pr( 1| )
is the probability of adopting inflation targeting, which can be estimated using probit or logit models.
We consider a variety of propensity score matching algorithms commonly used in the literature: nearest neighbor matching (which matches treated units to the n control units with the closest propensity scores), radius matching (which matches treated units to control units with scores falling within a given radius), and kernel matching (which matches treated units to all control units using different weights proportional to the closeness of the control units). For the nearest neighbor matching method, three alternatives are tested: the nearest neighbor, the 3 nearest neighbors, and the 5 nearest neighbors. The radius matching method also relies on three alternative sizes of the radius (r): r=0.1, r=0.05 and r= 0.02.
For the purpose of estimating the propensity scores, we use a probit model in which the dependent variable is the inflation targeting dummy. The explanatory variables (W) are factors which affect both the adoption of inflation targeting and the degree of exchange rate regime flexibility (the outcome). We control for macroeconomic characteristics affecting both the treatment and the outcome: inflation rate (included with one year lag), trade openness, GDP growth, FX reserves, fiscal deficit, economic development, financial development, and central bank independence. We expect the last three variables to be positively correlated with the probability of adopting inflation targeting, and the others negatively.
In this framework, to investigate the extent to which the effect of IT on the exchange rate regime is affected by macroeconomic conditions (the conditional variables z), we rely on a simple approach. Considering the sample of IT countries, we determine a threshold level of the conditional variable z (e.g., its median value) and split the targeting observations into two groups (above and below the threshold). We then estimate the ATT for the two groups separately, the non-IT countries sample remaining unchanged and forms part of the control groups. The ATT is expected to be different between the two groups depending on the levels of z. More precisely, consider the case where z is external debt. The ATT is expected to be lower for the group of IT countries which have higher external debt (above the median), suggesting that the exchange rate regime is less flexible in those countries with respect to those whose levels of debt is lower (below the median).
B. Results
The results of the probit model estimations are presented in Appendix Table 7 . The control variables are highly significant, except for fiscal deficit. As expected, economic development and central bank independence are associated with higher probability of adopting the IT regime. The effect on the adoption of IT of trade openness, economic growth, lagged inflation, and FX reserves is negative. The effect of financial development seems to be mixed (the coefficients are both positive and negative). The counter-intuitive negative effect of financial development holds when considering the sub-samples of IT countries with higher external debt, lower financial openness, and lower financial development.
Prior to estimating the ATT, we ensure that the treated and control groups share the same support. In other words, we try to ensure that the estimated scores are comparable across treated and non-treated observations. To this end, we drop all treated units with scores higher than the maximum or lower than the minimum score for the non-treated units. Table 3 presents the main results. From the baseline estimates of the ATT (the average effect of inflation targeting on the exchange rate regime), we find that IT has a positive and significant effect on exchange rate flexibility. This suggests that on average, the exchange rate regime is more flexible in inflation targeting emerging countries, as compared to non-IT countries, a result which echoes the baseline estimates obtained earlier.
As regards the estimated ATT conditional to the levels of z, the results suggest that IT countries with lower levels of external debt, lower levels of bank foreign assets, and lower levels of foreign liabilities relative to total bank assets, float relatively more than the others. Indeed, the effect of IT on exchange rate flexibility is lower for those IT countries whose external debt and the two ratios related to the banking system balance sheet exceed the defined threshold (the median).
13 Similar conclusions hold when the estimated ATT is conditional on the level of inflation and net imports as a share of GDP: IT countries with better inflation performance (good control of inflation) float relatively more than IT countries with higher levels of inflation. The effect of IT on exchange rate flexibility is lower for IT countries with higher levels of inflation. IT countries which are less import-dependent (implying lower exchange rate pass-through) float relatively more than those whose net imports exceed the IT sample median.
When estimating the effect of IT on exchange rate regime conditional on the degree of financial openness, we find that the more financially open IT countries float relatively more than those less integrated into the international financial system. The ATT is lower for the latter. Regarding the impact of IT conditional on trade openness and financial development, our findings based on PSM approach are mixed. There seems to be no significant difference in the ATT estimated for the two groups, based on the level of financial development. Regarding the degree of trade openness, the results suggest that the exchange rate regime is less flexible for IT countries which trade more with the rest of the world. A 0.06 fixed bandwidth and an Epanechnikov kernel are used for kernel regression matching. T-statistics based on bootstrapped standard errors are reported in parentheses (500 replications). ***, **, and * indicate statistical significance at the 1, 5, and 10 percent levels, respectively. For the conditional variable considered, "Low" and "High" indicate that IT countries' observations have been restricted to values lower and higher than the median respectively, the control group remaining unchanged.
Source: IMF staff calculations.
Overall, the findings based on the PSM approach are broadly in line with those based on the logit and probit baseline estimates. We find that the probability of adopting a flexible exchange rate regime is higher for IT countries. Moreover, among inflation targeting emerging markets, the flexibility of the exchange rate does depend on specific macroeconomic conditions.
C. Robustness: Rosenbaum Bounds
We check the robustness of the results discussed above by testing the sensitivity of the matching estimates to unobserved heterogeneity. As stated in the model's description, the PSM procedure relies on the assumption that treatment selection is based only on observable characteristics (the conditional independence hypothesis). Checking the sensitivity of the results with respect to deviations from this assumption is important. Rosenbaum's (2002) approach determines if a hidden bias can emerge from the estimation of the average treatment effect due to unobserved variables. This procedure is used to carry out the sensitivity analysis.
The Rosenbaum (2002) sensitivity analysis estimates the odds of being treated or not, and determines bounds for the odds ratio, based on a parameter Γ that assesses the extent to which the effect of the treatment is affected by unobserved factors. An odds ratio equal to 1 (Γ=1) suggests that there is no hidden bias. The Rosenbaum bound analysis then investigates the extent to which increasing values of Γ may imply increasing influence of unobserved variables. In particular, the smaller the lowest value of Γ producing a confidence interval that includes 0, the stronger the hidden bias.
The results suggest that our findings based on the PSM approach are highly robust to potential hidden bias. Indeed, with values of Γ between 1 and 5, the confidence intervals do not include 0, implying that even if the unobserved characteristics increase the odds ratio by a factor of 5, there will be no significant effect of hidden bias. The average treatment effect of inflation targeting on the exchange rate regime, estimated with the various considerations discussed in the previous section, shows very little sensitivity to countries' unobserved characteristics.
V. CONCLUSION
This paper examines the factors affecting the choice of exchange rate regime in inflation targeting emerging markets. The paper's main findings are: (i) EM IT countries on average have a relatively more flexible exchange rate regime than other EMs, and (ii) the prevailing macroeconomic environment affects the choice of the exchange rate regime. To be more specific, macroeconomic characteristics, such as high import dependency and large share of public and private assets/liabilities denominated in foreign currencies, reduce the degree of exchange rate flexibility in EM IT countries. On the other hand, a more-developed domestic financial system and a credible financial openness policy both contribute to greater flexibility, consistent with the commitment under an IT regime.
These results are robust. They are derived from panel data econometric estimates using limited dependent variable models (such as ordered logit and probit), and impact evaluation techniques, such as matching on propensity scores. Regardless of the technique which is used, the results remain qualitatively and quantitatively similar to the baseline estimates.
These results have important policy implications. First, they show the heterogeneity of behavior among IT countries. The macroeconomic environment is important, and understanding the exchange rate policy choices made by EM IT countries appears to be less straightforward than originally thought. Special attention should be paid to shifts in de facto exchange rate policies, especially when the macroeconomic environment changes significantly. This could lead to inconsistencies between the de jure exchange rate regime and the de facto exchange rate policy.
Second, the results also show that inflation targeting arrangements in EMs are not yet mature. This is supported by one of our results which shows that the positive association between inflation targeting and exchange rate flexibility increases in countries that have been more successful in controlling inflation including via IT arrangements, and decreases in inflation targeting countries which have difficulty in controlling inflation. This raises the fundamental question of what can be done to improve the marginal benefits of setting-up an IT regime expost. Which complementary policies can/should be put in place to reduce the trade-off between the conflicting objectives? Our paper shows that policies that promote financial development and financial openness can be beneficial in this respect.
Our findings highlight the importance of the multiplicity of objectives pursued by central banks operating under IT arrangements. These issues pose a crucial question as to whether the control of the exchange rate enhances the effectiveness of inflation targeting (by preserving the financial sector stability and improving inflation performances) or undermines it (by generating conflict of objectives and by reducing the credibility of the IT framework). It can be argued that emerging markets inflation targeters may benefit from attempts to control exchange rate fluctuations, at least during a transition period following the adoption of an IT regime. This view is supported by Garcia et al. (2011) who show that financially vulnerable economies are more likely to benefit from the control of exchange rate because they are more likely to be adversely affected by demand shocks and they are more prone to risk premium shocks. Stone et al. (2009) also stress the important role of exchange rate in emerging markets during the transition period toward a full-fledged targeting regime.
Resolving the conflict of competing policy objectives (targeting inflation and safeguarding financial stability) can be attained by expanding the set of policy tools. The inflation objective would remain the domain of monetary policy while financial stability risks in IT countries can be managed with the use of effective macroprudential measures which would limit macro risks stemming from exchange rate fluctuations. Random effects probit model with panel data; constant included but not reported; the control variables as well as additive terms forming the interaction variables (not reported) are the same as in Table 1 , in addition to Banking crisis, Currency crisis, and Sovereign debt crisis dummies; all the controls (except IT) are included with 1 year lag; the Wald chi2 test is a test for the null hypothesis that all the coefficients except the constant, are jointly equal to zero; ***, **, * indicate the statistical significance at 1, 5, and 10 percent respectively.
Appendix
Source: IMF staff estimates. Random effects logit model with panel data; constant included but not reported; control variables as well as additive terms forming the interaction variables (not reported) are the same as in Table 1 , in addition to a proxy for central bank independence, all the control variables (except IT) are included with 1 year lag; the Wald chi2 test is a test for the null hypothesis that all the coefficients except the constant, are jointly equal to zero;***, **, * indicate the statistical significance at 1, 5, and 10 percent respectively.
Source: IMF staff estimates. T-statistics are reported in parentheses. ***, **, and * indicate statistical significance at the 1, 5, and 10 percent levels, respectively. For the conditional variables considered, "Low" and "High" indicate that IT countries' observations have been restricted to values lower and higher than the median, respectively.
Source: IMF staff estimates.
