In this tutorial we give an overview of the process algebra EMPA, a calculus devised in order to model and analyze features of real-world concurrent systems such as nondeterminism, priorities, probabilities and time, with a particular emphasis on performance evaluation. The purpose of this tutorial is to explain the design choices behind the development of EMPA and how the four features above interact, and to show that a reasonable trade o between the expressive power of the calculus and the complexity of its underlying theory has been achieved.
Introduction
Several process algebras have been proposed in the literature in order to model and analyze concurrent systems. Classical process algebras such as CCS 38] , CSP 29] , ACP 6] and LOTOS 10] were concerned only with functional aspects of concurrent systems. This means that actions composing algebraic terms were only given a name, and nothing was said about e.g. their duration. As a consequence, only functional properties (e.g. absence of deadlock) of concurrent systems could be investigated.
Subsequently, the expressiveness of classical process algebras was enriched by allowing for the modeling of real-world features such as priorities, probabilities and durations, thereby resulting in prioritized process algebras (see e.g. 4, 14, 13, 57, 17, 15] ), probabilistic process algebras (see e.g. 47, 30, 58, 37, 34, 5, 56] ), deterministically timed process algebras (see e.g. 52, 3, 41, 51, 39, 20, 60, 23, 36, 19] ), and stochastically timed process algebras (see e.g. 42, 24, 27, 12, 2, 21, 53, 26, 11, 45, 25, 31, 46] ). The enhanced expressive power achieved by these classes of process algebras has allowed to model and analyze a greater number of characteristics with respect to classical process algebras such as interrupt mechanisms, resources where tasks having di erent priorities may arrive, loss probability of communication channels, probability to reach a deadlocked state, satisfaction of real-time constraints, throughput and utilization of resources. Now, if we examine the process algebras mentioned above, we realize that nondeterminism, priorities, probabilities and time are usually considered in isolation. In other words, to the best of our knowledge there is no process algebra where all the four features are taken into account. The point is that it would be nice to develop one single calculus of concurrent processes accounting for nondeterminism, priorities, probabilities and time in order to exploit all the advantages a orded by each class of process algebras, provided that the theory underlying such a calculus is not too complex. This means that a reasonable trade o between the modeling power and the availability of analysis tools should be attained.
In order to achieve this objective, we have developed a process algebra called Extended Markovian Process Algebra (EMPA). The development of EMPA has been strongly in uenced by the stochastically timed process algebras MTIPP 24] and PEPA 27] , and by the formalism of generalized stochastic Petri nets (GSPNs) 1]. This is witnessed by the fact that in EMPA there are three di erent kinds of actions: exponentially timed actions (taken from MTIPP and PEPA), prioritized weighted immediate actions (analogous to prioritized weighted immediate transitions of GSPNs), and passive actions (similar to passive actions of PEPA). Exponentially timed actions describe activities that are relevant from the performance point of view. Prioritized weighted immediate actions model logical events as well as activities that are either irrelevant from the performance point of view or unboundedly faster than the others, and are useful to express both prioritized choices and probabilistic choices. Finally, passive actions model activities waiting for the synchronization with exponentially timed or immediate activities, and are useful to express nondeterministic choices. The purpose of this tutorial is to present EMPA by showing how nondeterminism, priorities, probabilities and time have been combined together by means of the di erent kinds of actions just mentioned, so that a considerable expressive power has been achieved without burdening the underlying theory exceedingly.
The tutorial is organized as follows. In Section 2 we present the syntax of EMPA terms and we informally explain the semantics of EMPA operators. In Section 3 we de ne the integrated interleaving semantics of EMPA terms. In Section 4 we show that the coexistence of the di erent kinds of actions can be thought of as the coexistence of a nondeterministic kernel, a prioritized kernel, a probabilistic kernel and an exponentially timed kernel. The division of EMPA into four kernels should provide a better insight in the structure of EMPA, and allows us to make some comparisons with process algebras appeared in the literature. In Section 5 we de ne a notion of equivalence over EMPA terms which is built by considering the various kernels singled out in the previous section (proofs of results are included in the appendix). Finally, in Section 6 we report some concluding remarks on further enhancements of the expressiveness of EMPA and the related consequences on the complexity of the underlying theory.
This tutorial is based mainly on 9, 7] and constitutes a revised version of both of them. With respect to 9], we emphasize the coexistence of several kernels and the resulting expressive power like in 7]; unlike 7], passive actions are part of each of the four kernels in order to stress their gluing role. Two new technical results, the axiomatization of the notion of equivalence and an algorithm to check two terms for equivalence, are presented at the end of Section 5.
2 Syntax and informal semantics for EMPA
Actions: types and rates
The building blocks of EMPA are actions. Each action is a pair <a;~ > consisting of the type of the action and the rate of the action. The type denotes the kind of the action (e.g. transmission of a message), while the rate indicates the speed at which the action occurs from the point of view of an external observer: rates are used as a concise way to denote the random variables specifying the duration of the actions (see below). Depending on the type, like in classical process algebras, actions are divided into external and internal: as usual, we denote by the only internal action type we use. Moreover, we have the following classi cation according to the rates:
Active actions are actions whose rate is speci ed. An active action can be either exponentially timed or immediate: { Exponentially timed actions are actions whose rate is a positive real number. Such a number is interpreted as the parameter of the exponentially distributed random variable specifying the duration of the action. We recall that an exponentially distributed random variable X has probability distribution function F X (t) = Pr X t] = 1 ? e ? t for any t 2 R I + , expected value 1= and variance 1= 2 , thus it is uniquely identi ed by its parameter 2 R I + .
{ Immediate actions are actions whose rate, denoted by 1 l;w , is in nite. Such actions have duration zero, and each of them is given a priority level l 2 N I + and a weight w 2 R I + .
Passive actions are actions whose rate, denoted by , is unde ned. The duration of a passive action is xed only by synchronizing it with an active action of the same type. The classi cation of actions based on their rates implies that: (i) exponentially timed actions model activities that are relevant from the performance point of view, (ii) immediate actions model logical events as well as activities that are either irrelevant from the performance point of view or unboundedly faster than the others, (iii) passive actions model activities waiting for the synchronization with timed activities. The motivations behind the restriction of timed action durations to be exponentially distributed or zero are related to the possibility of de ning the semantics for EMPA in the classical interleaving style, as we shall see in Section 2.3, and of obtaining performance models in the form of Markov chains, as we shall see in Section 4. The apparently reduced expressive power stemming from this choice will be examined in Section 4.5.
We denote the set of actions by Act = AType ARate where AType is the set of types and ARate = R I + Inf f g, with Inf = f1 l;w j l 2 N I +^w 2 R I + g, is the set of rates. We use a; b; c; : : : as metavariables for AType,~ ;~ ;~ ; : : : for ARate, and ; ; ; : : : for R I + . Finally, we denote by APLev = f?1g N I the set of action priority levels, and we assume that < < 1 l;w for all 2 R I + and 1 l;w 2 Inf .
Syntax of terms and informal semantics of operators
Let Const be a set of constants, ranged over by A; B; : : :, and let ARFun = f' : AType ?! AType j '( ) = ^'(AType ? f g) AType ? f gg be a set of action relabeling functions. De nition 2.1 The set L of process terms of EMPA is generated by the following syntax E ::= 0 j <a;~ >:E j E=L j E '] j E + E j E k S E j A where L; S AType ? f g. The set L will be ranged over by E; F; G; : : :.
The null term \0" represents a termination or deadlocked state. The pre x operator \<a;~ >: " denotes the sequential composition of an action and a term: term <a;~ >:E can execute action <a;~ > and then behaves as term E.
The functional abstraction operator \ =L" abstracts from the type of the actions: term E=L behaves as term E except that the type of each executed action is turned into whenever it is in L. The meaning of this operator is the same as that of the hiding operator of CSP 29] , thereby providing a means whereby encapsulating or ignoring functional information.
The functional relabeling operator \ ']" changes the type of the actions: term E '] behaves as term E except that the type of each executed action is modi ed according to '. The meaning of this operator is the same as that of the relabeling operator of CCS 38] , thus providing a means whereby obtaining more compact algebraic descriptions.
The alternative composition operator \ + " expresses a choice between two terms: term E 1 +E 2 behaves as either term E 1 or term E 2 depending on whether an action of E 1 or an action of E 2 is executed rst. As we shall see in Section 2.3, the way in which the choice is resolved depends on the kind of the actions involved in the choice itself.
The parallel composition operator \ k S " expresses the concurrent execution of two terms according to two synchronization disciplines. The synchronization discipline on action types is the same as that of CSP 29] , hence two actions can synchronize only if they have the same type, and this coincides with the resulting type. The synchronization discipline on action rates states that action <a;~ > can be synchronized with action <a;~ > only if min(~ ;~ ) = , and the resulting rate is given by max(~ ;~ ) up to normalization. In other words, in a synchronization at most one active action can be involved and its rate determines the rate of the synchronization itself, up to normalization. The main reason behind the adoption of such a synchronization discipline on action rates is its simplicity, both from the modeling point of view and from the semantic treatment point of view. In Section 4.6 we shall investigate the expressive power resulting from this apparently restrictive rule, while the need for normalization is explained in Section 3.
Finally, let partial function Def : Const ?! o L be a set of de ning equations of the form A = E. In order to guarantee the correctness of recursive de nitions given by means of constants, we restrict ourselves to terms that are closed and guarded.
De nition 2.2 Let E 2 L and A = E 0 2 Def , and let us denote by the syntactical equivalence between terms. The term EhA := E 0 i obtained from E by replacing each occurrence of A with E 0 is de ned by induction on the syntactical structure of E as follows: 0hA := E 0 i 0 (<a;~ >:E)hA := E 0 i <a;~ >:(EhA := E 0 i) We denote by G the set of terms in L that are guardedly closed w.r.t Def .
From now on, Def will not be explicitly mentioned as it will be clear from the context.
Semantic model: race policy, preselection policy and interleaving
In this section we address the problem of representing the semantic model of an EMPA term by examining three cases: sequence, choice, parallelism.
Sequence Consider term <a; >:0. This term represents a system that can execute an action having type a whose duration is exponentially distributed with rate . Its semantic model can be represented as a rooted labeled transition system (LTS), i.e. a graph whose nodes describe the states of the system and whose transitions describe state changes. In this case, the LTS has two states that correspond to terms <a; >:0 and 0, respectively. At rst sight, in this case we should have in nitely many transitions labeled with a from the rst state to the second state, i.e. one transition for every possible duration of the action. Fortunately, this in nitely branching structure can be symbolically replaced by means of one single transition labeled with a; : the rate of the exponential distribution describing the duration of the action at hand contains all the information we need from the point of view of the underlying performance model, which is a Markov chain as we shall see in Section 4.
Choice Consider term <a; >:0+<b; >:0. This term represents a system that can execute two alternative exponentially timed actions. Like in 1, 24, 27], as a mechanism for choosing the action to execute we adopt the race policy: the action sampling the least duration succeeds. The adoption of the race policy implies that (i) the random variable describing the sojourn time in the state corresponding to the term above is the minimum of the exponentially distributed random variables describing the durations of the two actions, and (ii) the execution probability of the two actions is determined as well by the exponentially distributed random variables describing their durations. In order to compute the two quantities above, we exploit the property that the minimum of n independent exponentially distributed random variables is an exponentially distributed random variable whose rate is the sum of the n original rates 32]. As a consequence, for the term above we have that the sojourn time of the corresponding state is exponentially distributed with rate + (hence the mean sojourn time is 1=( + )) and the execution probabilities of the two actions are =( + ) and =( + ), respectively. Since these two probabilities are nonzero, the semantic model of the term at hand is a LTS comprising two states that correspond to terms <a; >:0 + <b; >:0 and 0, respectively, as well as two transitions from the rst state to the second state labeled with a; and b; , respectively.
Another important consequence of the adoption of the race policy is the fact that immediate actions take precedence over exponentially timed actions. If we consider term <a; >:0+<b; 1 l;w >:0, then the underlying semantic model is a LTS with only one transition labeled with b; 1 l;w because action <b; 1 l;w > has duration zero whereas action <a; > cannot sample duration zero from the associated exponential distribution.
Consider now term <a; 1 l;w >:0 + <b; 1 l 0 ;w 0 >:0. This term represents a system that can execute two alternative immediate actions. Since both actions have the same duration hence the race policy does not apply, the action to execute is chosen according to the preselection policy: only the actions having the highest priority level are executable, and each of them is given a probability execution proportional to its own weight. The semantic model of the term above is a LTS with two states that correspond to terms <a; 1 l;w >:0 + <b; 1 l 0 ;w 0 >:0 and 0, respectively, and the sojourn time in the rst state is zero. If l > l 0 (l 0 > l), then there is only one transition from the rst state to the second state which is labeled with a; 1 l;w (b; 1 l 0 ;w 0 ). If l = l 0 , then there are two transitions from the rst state to the second state which are labeled with a; 1 l;w and b; 1 l 0 ;w 0 , respectively: the execution probability of the rst transition is w=(w + w 0 ) while the execution probability of the second transition is w 0 =(w + w 0 ). Finally, consider term <a; >:0+<b; >:0. This term represents a system that can execute two alternative passive actions. Since the duration of passive actions is unde ned, and they are assigned neither priority levels nor weights, they can be undergone to neither the race policy nor the preselection policy. This means that passive actions can be viewed as actions of classical process algebras, hence the term above expresses a purely nondeterministic choice, where nondeterminism refers to the absence of a mechanism that speci es how the choice is resolved.
In conclusion, we observe that the alternative composition operator is parametric in the nature of the choice, because in its simpler form it describes a choice between two actions which is:
Prioritized if the two actions are active and have di erent priority levels. The choice is solved implicitly if it concerns an exponentially timed action and an immediate action (because the choice is implicitly determined by the race policy), explicitly if it concerns two immediate actions having di erent priority levels (because the priority levels explicitly determine the choice). Probabilistic if the two actions are active and have the same priority level. The choice is solved implicitly if it concerns two exponentially timed actions (because their execution probabilities are implicitly determined by their durations due to the race policy), explicitly if it concerns two immediate actions having the same priority level (because their execution probabilities are explicitly determined by their weights). Nondeterministic if the two actions are passive, because in such a case neither the race policy nor the preselection policy applies.
Parallelism Consider terms E 1 <a; >:<b; >:0 + <b; >:<a; >:0 E 2 <a; >:0k ; <b; >:0 Term E 1 represents a system that can execute either <a; > followed by <b; > or <b; > followed by <a; >, while term E 2 represents a system that can execute <a; > in parallel with <b; >. Following the interleaving style of classical process algebras, we propose the following two LTSs as semantic models for E 1 and E 2 , respectively:
,λ>.
The isomorphism between the two LTSs is correct from the functional point of view by de nition of interleaving, and also from the performance point of view: due to the memoryless property of exponential distributions 32], if we assume that E 2 completes a before b, then the residual time to the completion of b is still exponentially distributed with rate , so the rate labeling the transition from state 0 k ; <b; >:0 to state 0 k ; 0 is itself instead of conditional on . In other words, this means that the semantics for EMPA can be de ned in the interleaving style as in the case of classical process algebras. Furthermore, it is worth noting that in the right-hand LTS there is no transition from state E 2 to state 0 k ; 0 recording the possible simultaneous completion of a and b. The reason is that the probability of such a simultaneous completion is zero because the durations of a and b are described by means of continuous probability distribution functions.
3 Integrated interleaving semantics of EMPA terms
The main problem to tackle when de ning the semantics for EMPA is that the actions executable by a given term may have di erent priority levels, and only those having the highest priority level are actually executable. Let us call potential move of a given term a pair composed of (i) an action executable by the term, and (ii) a derivative term obtained by executing that action. To solve the problem above, we compute inductively the multiset 1 of the potential moves of a given term regardless of priority levels, and then we select those having the highest priority level. This is motivated in our framework by the fact that the actual executability as well as the execution probability of an action depend upon all the actions that are executable at the same time when it is executable: only if we know all the potential moves of a given term, we can correctly determine the transitions of the corresponding state and their rates. We denote by PMove = Act G the set of all the potential moves.
The formal de nition of the integrated interleaving semantics for EMPA is based on the transition relation ???!, which is the least subset of G Act G satisfying the inference rule reported in the rst part of The multiset PM (E) 2 Mu n (PMove) of potential moves of E 2 G is de ned by structural induction in the second part of Table 1 according to the intuitive meaning of operators explained in Section 2.2. In order to enforce the bounded capacity assumption 28], which establishes that the rate at which an activity is carried out cannot be increased by synchronizing it with other activities, in the rule for the parallel composition operator a normalization is required which suitably computes the rates of potential moves resulting from the synchronization of the same active action with several independent or alternative passive actions. The normalization operates in such a way that applying Min to the rates of the synchronizations involving the active action gives as a result the rate of the active action itself, and that each synchronization is assigned the same execution probability. This normalization is carried out through partial function Norm E 2 <a; >:0k fag (<a; >:0 + <a; >:0) In both cases, the left-hand side operand of \k fag " has one potential move (<a; >; 0) and the right-hand side operand has two potential moves whose action is <a; >, hence the whole term has two potential moves whose type is a. Since both terms consist of a single active action which is exponentially timed with rate , the rate of each of the two potential moves cannot be otherwise the mean sojourn time of the states corresponding to E 1 and E 2 would be 1=(2 ) instead of 1= : a normalization must take place so that the sum of the rates of the two potential moves turns out to be . Assuming that independent or alternative passive actions have the same execution probability when they are involved in a synchronization, Norm computes the rate of each of the potential moves above by dividing by the number of independent or alternative passive actions with which the synchronization can take place. As a consequence, the rate of each of the two potential moves is =2. The de nition of the performance semantics requires instead a more careful treatment which is deferred to the next section, and is given only for performance closed terms since these are completely speci ed from the performance standpoint.
EMPA kernels
Due to the coexistence of exponentially timed actions, prioritized weighted immediate actions, and passive actions, EMPA can be viewed as being made out of four kernels (see Figure 1 ): a nondeterministic kernel, a prioritized kernel, a probabilistic kernel, and an exponentially timed kernel. In Sections 4.1 to 4.4 we examine each of these kernels separately by presenting how the functional semantics (in the case of the nondeterministic kernel and the prioritized kernel) or the integrated interleaving semantics (in the case of the probabilistic kernel and the exponentially timed kernel) specializes to the kernel at hand, by de ning the performance semantics in the case of the probabilistic kernel and the exponentially timed kernel, and by making some comparison with related process algebras appeared in the literature. In Section 4.5 we consider the interplay between the probabilistic kernel and the exponentially timed kernel both from the point of view of the performance semantics and from the point of view of the probability distribution functions that can be modeled. In Section 4.6 we emphasize the role played by passive actions and we report some remarks on the synchronization discipline on action rates adopted in EMPA. Finally, in Section 4.7 we show an example that should highlight the considerable expressive power of EMPA resulting from the coexistence of the four kernels.
Nondeterministic kernel
The nondeterministic kernel EMPA nd is the sublanguage of EMPA obtained by considering only passive actions. Since the duration of passive actions is completely unspeci ed, EMPA nd is a classical process algebra and allows for pure nondeterminism. We de ne below the syntax and the functional semantics of EMPA nd terms.
De nition 4.1 The set L nd of process terms of EMPA nd is generated by the following syntax E ::= 0 j <a; >: We conclude by observing that the operators of EMPA nd are a mix of the operators of CCS 38] and CSP 29]: the functional abstraction operator coincides with the hiding operator of CSP, the functional relabeling operator coincides with the relabeling operator of CCS, and the parallel composition operator reduces to the parallel composition operator of CSP since the constraint on action rates is always satis ed in EMPA nd . Therefore, all the results and analysis techniques developed for classical process algebras can be applied to EMPA nd .
Prioritized kernel
The prioritized kernel EMPA pt;w is the sublanguage of EMPA obtained by considering only immediate actions having the same weight w and passive actions. Since each immediate action is given a priority level, EMPA pt;w is a prioritized process algebra: in this framework, the priority level of a passive action is considered to be unspeci ed, and the weight and the duration of an immediate action are ignored. We de ne below the syntax and the functional semantics of EMPA pt;w terms.
De nition 4.4 The set L pt;w of process terms of EMPA pt;w is generated by the following syntax E ::= 0 j <a;~ >:E j E=L j E '] j E + E j E k S E j A where~ 2 f1 l;w j l 2 N I + g f g and L; S AType ? f g. We denote by G pt;w the set of guardedly closed terms of L pt;w .
De nition 4.5 The functional semantics of E 2 G pt;w is the LTS F pt;w E] ] = ("E; AType; ???! E;Fpt;w ; E) where ???! E;Fpt;w is the restriction of ???! Fpt;w (de ned in Table 3 ) to "E AType "E. Proof It follows immediately from the fact that, for E 2 G pt;w , function Norm has the same e ect of side condition (~ 1 = ^~ =~ 2 ) _ (~ 2 = ^~ =~ 1 ), and the application of function Melt is irrelevant, because we are interested in action types only.
Since every nonpassive action is given an explicit priority level, from the syntactical point of view EMPA pt;w is similar to the proposal of 14] where for each action type both a prioritized version and an unprioritized version are provided. The di erence is that in 14] unprioritized actions are preempted only by internal prioritized actions in order to achieve compositionality, while the semantic treatment of priorities in EMPA pt;w is quite di erent because the actual priority level of an action is independent of its visibility. As we shall see in Section 5, in order to achieve compositionality in the presence of actions having di erent priority levels, we extend EMPA with a priority operator in the style of 4] such that the priority structure is enforced only within its scope, and we show that every EMPA term can be thought of as having a single occurrence of the priority operator on top of it. We claim that our approach is convenient from the modeling point of view because the priority level of each action is exactly that speci ed by the designer: to enforce it, there is no need to introduce arti cial prioritized loops in the algebraic description of the system like in 14], nor to burden the algebraic description with occurrences of the priority operator like in 4].
Furthermore, we observe that EMPA pt;w is di erent from the proposal of 13], where a prioritized choice operator is explicitly de ned, from the proposal of 57], where priority is expressed as extremal probability and the computation proceeds in locksteps, from CCSR 17] , where priority is used to arbitrate between simultaneous resource requests and lockstep parallelism is considered, and from CCS prio 15] , where actions are allowed to preempt others only at the same site so as to capture a notion of localized precedence.
Finally, if we consider the features a prioritized process algebra should possess according to 57], we have that the priority relation of EMPA pt;w is globally dynamic, i.e. it may be the case that an action with type a has priority over an action with type b in one state, and the converse in some other state. On the other hand, the priority relation of EMPA pt;w cannot de ne arbitrary partial orders because the leveled priority structure causes incomparable actions to have the same priority. As an example, it is not possible in EMPA pt;w to express the fact that, in a given state, action type a takes precedence over action types b and c while action type d takes precedence only over action type c.
Probabilistic kernel
The probabilistic kernel EMPA pb;l is the sublanguage of EMPA obtained by considering only immediate actions having the same priority level l and passive actions. Since each immediate action is given a weight, EMPA pb;l is a probabilistic process algebra: in this framework, the weight of a passive action is considered to be unspeci ed, and the priority level and the duration of an immediate action are ignored. We de ne below the syntax, the integrated semantics, the functional semantics and the performance semantics of EMPA pb;l terms.
De nition 4.7 The set L pb;l of process terms of EMPA pb;l is generated by the following syntax E ::= 0 j <a;~ >:E j E=L j E '] j E + E j E k S E j A where~ 2 f1 l;w j w 2 R I + g f g and L; S AType ? f g. We denote by G pb;l the set of guardedly closed terms of L pb;l , and by E pb;l the set of performance closed terms of G pb;l . De nition 4.8 The integrated semantics of E 2 G pb;l is the LTS I pb;l E] ] = ("E; Act; ???! E;Ipb;l ; E) where ???! E;Ipb;l is the restriction of ???! Ipb;l (de ned in Table 4 ) to "E Act "E. The performance semantics of terms in E pb;l is de ned by considering the execution probability of each immediate transition exiting from a given state: since such a probability is proportional to the weight of the transition and depends only on the current state, the underlying performance model is a homogeneous discrete-time Markov chain (HDTMC) 32]. Every HDTMC can be formalized by means of a probabilistically rooted labeled transition system (PLTS), i.e. a LTS where the initial state is replaced by a probability mass function specifying for each state the probability that it is the initial one. The labels of the transitions of such a PLTS are the execution probabilities of the transitions themselves: they are computed according to the weights of the corresponding actions because of the adoption of the preselection policy.
De nition 4. Unlike probabilistic process algebras appeared in the literature, EMPA pb;l does not rely on an explicit probabilistic alternative composition operator since the probabilistic information, i.e. weights, is encoded within actions. Besides, in EMPA pb;l probabilistic and nondeterministic aspects coexist due to the presence of passive actions, thereby causing EMPA pb;l to be viewed as a possible syntactical counterpart of formal models for randomized distributed computations such as those de ned in 55]. By performing more accurate comparisons, we see that EMPA pb;l di ers from PCCS 30], WSCCS 58] and CPP 34] due to the two reasons above (i.e. absence of a probabilistic alternative composition operator and presence of pure nondeterminism, though a restricted form of nondeterminism is allowed in CPP) as well as the fact that in these calculi the computation proceeds in locksteps: it is however worth noting that the idea of using weights instead of probabilities proposed for WSCCS is retained in EMPA pb;l for operational convenience. If we consider instead probabilistic calculi where the computation does not proceed in locksteps, we realize that EMPA pb;l di ers from prACP 5] and PCSP 56] because of the two usual reasons: furthermore, in prACP a probabilistic parallel composition operator is introduced while the corresponding operator of EMPA pb;l is not probabilistic. Finally, EMPA pb;l di ers from the probabilistic calculus proposed in 47] because there probabilities can be assigned only to internal actions, and from LOTOS-P 37] since there a probabilistic alternative composition operator is introduced.
Following the classi cation of models of probabilistic processes proposed in 18], it is easily seen that performance closed terms of EMPA pb;l do not represent reactive models because the choice among enabled actions having di erent types is probabilistic instead of nondeterministic. As a consequence, E pb;l produces generative models because the relative frequency of performing actions having di erent types is explicitly described. More accurately, E pb;l is even ner as it can produce strati ed models where the intended relative frequencies of actions are preserved in a levelwise fashion in the presence of a restriction. Example 4.13 Consider an operating system having three processes to be multiprogrammed: the garbage collector gc, user process up 1 , and user process up 2 . Suppose that each process is given 1=3 of the CPU cycles, and that this frequency must be preserved for the garbage collector whenever one of the user processes is denied further access to the machine due to a restriction context. The corresponding EMPA pb;l term is Sched = <gc; 1 l;1 >:Sched + < ; 1 l;2 >:(<up 1 ; 1 l;1 >:Sched + <up 2 ; 1 l;1 >:Sched) If we consider Sched k fup 2 g 0, then the execution probability of the action having type gc is still 1=3, as required. It is however possible to describe also reactive models in EMPA pb;l by means of the interplay of weighted immediate actions and passive actions, i.e. by means of terms that are not performance closed.
Example 4.14 Suppose that two people want to ip a coin in order to make a decision: only one of them actually ips the coin, and the outcome of the coin toss is a head with probability 1=2, a tail with probability 1=2. This scenario can be modeled as follows: GetCoin = <person 1 ; >:FlipCoin + <person 2 ; >:FlipCoin FlipCoin = < ip; 1 l;1=2 >:Head + < ip; 1 l;1=2 >:Tail
The underlying model is reactive because the relative frequency with which the two people get the coin is not speci ed, i.e. it is left to the environment, while the probability of the outcome of the coin toss is governed by the system. The capability of describing reactive, generative and strati ed probabilistic processes by means of EMPA pb;l terms is one of the most notable consequences of the parametricity (see Section 2.3) of the alternative composition operator of EMPA.
Exponentially timed kernel
The exponentially timed kernel EMPA et is the sublanguage of EMPA obtained by considering only exponentially timed actions and passive actions. Since each active action is given a duration through a probability distribution function, EMPA et is a stochastically timed process algebra. We de ne below the syntax, the integrated semantics, the functional semantics and the performance semantics of EMPA et terms. We recall that the reason why we consider only exponential distributions in order to specify durations is twofold. On the one hand, the underlying performance models turn out to be HCTMCs, so we can exploit the related theory in order to derive performance measures. On the other hand, the memoryless property of exponential distributions allows us to de ne the integrated semantics for EMPA through the interleaving approach, as we have noted in Section 2.3.
We would like to point out that EMPA et closely resembles the stochastically timed process algebras MTIPP 24] and PEPA 27]. As we shall see in Section 4.6, the main di erence among them is the synchronization discipline on action rates.
Joining the probabilistic and the exponentially timed kernels
When we consider the whole process algebra, we have to cope with the coexistence of immediate and exponentially timed actions. From the performance standpoint, this means that the sojourn time of some states is exponentially distributed (tangible states), while the sojourn time of other states is zero (vanishing states). In order to de ne the performance semantics of terms in E, in 8] we have devised an algorithm that eliminates immediate transitions together with the related vanishing states, and produces HCTMCs.
Given E 2 E, the algorithm comprises several steps. The rst step consists of dropping action types, removing sel oops composed of an immediate transition (hereafter called immediate sel oops for short), changing the weight of each immediate transition into the corresponding execution probability, and determining the initial state probability function. Formally, from the LTS I E] ] = ("E; Act; ???! E ; E) we obtain the PLTS P 1 
Figure 2: Graph reduction rule The k-th step, k 2, handles a vanishing state by eliminating the state itself as well as its outgoing immediate transitions, splitting the transitions entering the vanishing state, removing immediate sel oops created by splitting immediate transitions entering the vanishing state and exiting from states reached by the eliminated immediate transitions, and distributing the initial state probability associated with the vanishing state among the states reached by the eliminated immediate transitions. Formally, if we assume that the vanishing state considered at the k-th step is the one shown in Figure 2 , we build PLTS P k E] ] = (S E;k ; R I + Inf ; ???! E;k ; P E;k ) where: 2 With abuse of notation, we apply function Melt to multisets of pairs whose rst components are rates instead of actions. S E;k = S E;k?1 ? fs 0 g. Let PM k (s) = Melt(fj (~ ; s 0 ) j s~ ???! E;k?1 s 0^s0 6 s 0 j g fj (Split(~ ; p i ); s i ) j s~ ?? Proof See 8] .
We conclude by observing that the coexistence in EMPA of the probabilistic and the exponentially timed kernels allows phase-type distributions 40] to be modeled. This makes the limitation to exponential distributions less restrictive, as it becomes possible to describe or approximate distributions frequently occurring in practice. For more details, the reader is referred to 8].
The gluing role of passive actions: synchronization
The four kernels of EMPA share a common feature: the presence of passive actions. This is due to the synchronization discipline on action rates adopted in EMPA, which causes passive actions to act as a glue for the various kernels forming EMPA.
The main consequence of the synchronization discipline on action rates is that only client-server communications are directly expressible: the rate of the action resulting from a synchronization is determined by the rate of the only possible active action involved in the synchronization itself. This choice has been made due to its simplicity, since it avoids the need to de ne the rate of the action deriving from the synchronization of two active actions. Also, this choice has been made due to its modularity. When modeling an n-way synchronization, only the designer of the active component must know the rate of the synchronization, while the other n ? 1 designers can get rid of it by leaving it unspeci ed through passive actions. Furthermore, possible subsequent changes of the rate a ect only one component.
As observed in Section 3, to compute correctly the rate of a synchronization according to the bounded capacity assumption 28], which states that the rate at which a term carries out an action cannot be increased in case of synchronization, a normalization is required that takes into account the number of alternative or independent passive actions that can be synchronized with the active action at hand. 
the rate of the synchronization of two actions is given by the product of their rates, no normalization is carried out because the bounded capacity assumption is not made. As a consequence, it is responsibility of the designer to de ne the rates of actions with type a in both terms S so that their sum is 1, otherwise the expected underlying HCTMC would not be obtained. Despite of the fact that client-server communications frequently occur in computing systems, it would be useful to be able to describe other kinds of communication, as recognized in 28]. Some of them can be described in other stochastically timed process algebras: for example, exible client-server communications in MTIPP 24] , where the service requirement is expressed by means of an action whose rate describes a scaling factor instead of a passive action, and patient communications in PEPA 27] , where the two terms involved in a synchronization work together at the rate of the slowest one. Unlike patient communications, exible client-server communications can be modeled indirectly in EMPA. In 7] we have shown that all of them can be described indirectly with EMPA obtaining the expected underlying HCTMC. This means that the limitation to client-server synchronizations, introduced for the sake of simplicity, is not so restrictive from the modeling viewpoint as it might seem.
A summarizing example
We nally report an example that should demonstrate the usefulness of the four kernels embodied in EMPA from the standpoint of the modeling and analysis of concurrent systems.
The example examined below is the Dining Philosophers problem. Suppose we are given n philosophers P i (0 i n ? 1) sat at a round table each with a plate in front of him, and n chopsticks C i (0 i n ? 1) each shared by two neighbor philosophers and used to get the rice at the center of the table. Let us denote by \ + n " the sum modulo n, and let think i be the action type \P i is thinking", pu i (pu i+n1 ) be \P i picks up C i (C i+n1 )", eat i be \P i is eating", and pd i (pd i+n1 ) be \P i puts down C i (C i+n1 )". The scenario can be described as follows: Since To solve the problem in a more elegant and fair manner, we could use the randomized distributed algorithm of 35]: P i ips a fair coin to choose between C i and C i+1 , gets the chosen chopstick as soon as it becomes free, and gets the other chopstick if it is free, otherwise releases the chosen chopstick and ips the coin again. This algorithm can be easily described in EMPA through the weights of immediate actions by modifying the speci cation of P i as follows: P i = <think i ; >:P 0 Observe that actions pu i and pd i have been modeled as immediate, because they are irrelevant from the performance evaluation point of view. Thus immediate actions provide a mechanism for performance abstraction in the same way as action type provides a mechanism for functional abstraction. Moreover, it is worth noting that priority levels of actions pu i and pd i have been xed in such a way that, whenever the chopstick not initially chosen by a philosopher is free, the philosopher does pick up that chopstick instead of releasing the other one.
Other examples that highlight the expressive power of EMPA can be found in 8]: they are concerned with di erent kinds of queueing systems as well as the alternating bit protocol.
A notion of equivalence for EMPA
A notion of equivalence for EMPA should relate terms describing concurrent systems that are indistinguishable from the point of view of an external observer, i.e. having the same functional and performance properties. The purpose of this section is to develop such a notion of integrated equivalence as well as to make sure that it is a congruence in order to allow for compositional reasoning. The notion of integrated equivalence will be de ned according to the bisimulation style 44, 38, 33] . The main motivation for resorting to this branching time semantics is that it will be possible to establish a clear connection between the equivalence itself and the notion of ordinary lumping 54] which is frequently used for aggregation purposes in performance evaluation. It is worth noting that the integrated equivalence allows for a qualitative analysis, namely by means of it we can investigate whether two terms represent two concurrent systems possessing the same functional and performance chracteristics regardless of their actual values. In order to carry out a quantitative analysis, i.e. to know whether a functional property holds, or to assess the value of a performance measure, we have to study the projected semantic models of (the simplest) one of the two terms.
The section is organized as follows. In Section 5.1 we introduce a notion of equivalence denoted FP which is de ned on the projected semantic models, and we show that it is not appropriate because it is not a congruence. In Section 5.2 we present a notion of equivalence denoted EMB which is de ned on the integrated semantic model by re ning the idea of probabilistic bisimulation 33] according to the various kernels of EMPA singled out in Section 4. In Section 5.3 we prove that EMB is a congruence, and in Section 5.4 we demonstrate that EMB is the coarsest congruence contained in FP as far as terms that cannot execute internal immediate actions are concerned. In Section 5.5 we give a sound and complete axiomatization of EMB for the set of nonrecursive terms of EMPA. Finally, in Section 5.6 we develop an algorithm in the style of 16] that can be used both to check two EMPA terms for EMB and to minimize the integrated semantic model of an EMPA term, and we show the relationship between EMB and ordinary lumping. Proofs of results can be found in the appendix.
A deceptively integrated equivalence: F P
It is straightforward to de ne two projected equivalences on the two projected semantic models. For the functional semantic model we use classical bisimilarity 44, 38] The examples above show that FP is unable to keep track of the link between the functional part and the performance part of the actions. This means that to achieve semantic compositionality, it is necessary to de ne an equivalence based on the integrated semantic model, and this will be stressed by Theorem 5.26. Incidentally, this is even convenient with respect to FP , since it avoids the need to build the two projected semantic models and checking them for bisimilarity and p-bisimilarity, respectively.
A really integrated equivalence: EMB
In order to de ne a really integrated equivalence in the bisimulation style, we have to consider the various kernels of EMPA:
The exponentially timed kernel and the probabilistic kernel should be treated by following the notion of probabilistic bisimulation proposed in 33], which consists of requiring a bisimulation to be an equivalence relation such that two bisimilar terms have the same aggregated probability to reach the same equivalence class by executing actions of the same type and priority level. { In the case of the exponentially timed kernel, the notion of probabilistic bisimulation must be rened by requiring additionally that two bisimilar terms have identically distributed sojourn times. For example, if we consider terms E 1 <a; >:F +<a; >:G and E 2 <a; 2 >:F +<a; 2 >:G then both transitions labeled with a; and a; 2 have execution probability =( + ), and both transitions labeled with a; and a; 2 have execution probability =( + ), but the average sojourn time of E 1 is twice the average sojourn time of E 2 . Due to the race policy, requiring that two bisimilar terms have identically distributed sojourn times and the same aggregated probability to reach the same equivalence class by executing exponentially timed actions of the same type, amounts to requiring that two bisimilar terms have the same aggregated rate to reach the same equivalence class by executing exponentially timed actions of the same type. The problem is that the applicability of such equations depends on the context: e.g., terms E 1 (<a; >:E + <b; 1 l;w >:F) k fbg 0 and E 2 (<b; 1 l;w >:F) k fbg 0 are not equivalent because E 1 can execute one action while E 2 cannot execute actions at all. To solve the problem, we follow the proposal of 4] by introducing a priority operator \ ( )": priority levels are taken to be potential, and they become e ective only within the scope of the priority operator. We thus consider the language L generated by the following syntax E ::= 0 j <a;~ >:E j E=L j E '] j (E) j E + E j E k S E j A whose semantic rules are those in Table 1 except that the rule in the rst part is replaced by (<a;~ >; E 0 ) 2 Melt(PM (E)) E a;~ ???! E 0 and the following rule for the priority operator is introduced in the second part PM ( (E)) = Select(PM (E))
It is easily seen that EMPA coincides with the set of terms f (E) j E 2 Lg.
All the conditions above that should be met in order for two terms to be considered equivalent can be subsumed by means of the following function expressing the aggregated rate with which a term can reach a class of terms by executing actions of a given type and priority level.
De nition 5.6 We de ne partial function Rate : (G AType APLev P(G )) ?! o ARate by 3 Rate(E; a; l; C) = Minfj~ j E a;~ ???! E 0^P L(<a;~ >) = l^E 0 2 C j g De nition 5.7 An equivalence relation B G G is a strong extended Markovian bisimulation (strong EMB) if and only if, whenever (E 1 ; E 2 ) 2 B, then for all a 2 AType, l 2 APLev and C 2 G =B Rate(E 1 ; a; l; C) = Rate(E 2 ; a; l; C) In this case we say that E 1 and E 2 are strongly extended Markovian bisimilar (strongly EMB).
As an example, the identity relation Id G over G is a strong EMB, and it is contained in any strong EMB due to re exive property. We now prove that the largest strong EMB is the union of all the strong EMBs, and we de ne the integrated equivalence as the largest strong EMB. In other words, two terms E 1 ; E 2 2 G are strongly EMBE if and only if they are strongly EMB. It is worth noting that, despite of the presence of several di erent kernels, we have been able to come up with a compact and elegant notion of equivalence in the style of 33].
We conclude the section by exhibiting two necessary conditions and one su cient condition in order for two terms to be strongly EMBE. The necessary conditions below are based on aggregated rates independent of equivalence classes, so they are easily checkable. The rst necessary condition guarantees that the states associated with strongly EMBE terms have identically distributed sojourn times, if tangible, or identical total weights, if vanishing. The second necessary condition is ner since it guarantees that strongly EMBE terms carry out actions of the same type and priority level at exactly the same aggregated rate: this will be used in Section 5.4 and recalled in Section 5.6. The su cient condition below is based on the notion of strong EMB up to EMB , which is helpful to avoid redundancy in strong EMBs: for example, if B is a strong EMB and (E 1 k S E 2 ; E 3 ) 2 B, then also (E 2 k S E 1 ; E 3 ) 2 B although it may be retrieved from the fact that E 2 k S E 1 EMB E 1 k S E 2 . The su cient condition states that in order for two terms E 1 ; E 2 2 G to be strongly EMBE, it su ces to nd out a strong EMB up to EMB containing the pair (E 1 ; E 2 ). The notion of strong EMB up to EMB We conclude by reporting an example in which we exploit the congruence property.
Example 5.20 Consider a queueing system M=M=n=n with arrival rate and service rate 32]. Such a queueing system represents a service center composed of n independent servers, such that the customer interarrival time is exponentially distributed with rate and the service time of each server is exponentially distributed with rate . The queueing system at hand can be given two di erent descriptions with EMPA: a state-oriented description where the focus is on the state of the set of servers (intended as the number of servers that are currently busy), and a resource-oriented description where the servers are modeled separately 59]. The state-oriented description is given by M=M=n=n and (System ro M=M=n=n ) EMB System ro M=M=n=n . We now take advantage of the fact that EMB is a congruence: to prove System so M=M=n=n EMB System ro M=M=n=n , it su ces to prove Servers 0 EMB Servers. This is the case because of the strong EMB up to EMB given by the re exive, symmetric and transitive closure of the relation made out of the following pairs of terms: In this section we investigate the relationship between EMB and FP . Since EMB is de ned over EMPA terms whereas FP is de ned over EMPA terms, in this section we have to carefully introduce priority operators whenever necessary. The rst result we prove is that the inclusion EMB FP holds in E E. Theorem 5.21 Let In the following example we show the problems that arise when internal immediate transitions come into play.
Example 5.27 Consider terms In 26 ). The problem is that such an action cannot be executed at all because A and B always have a higher priority level action ready to be executed, and this action cannot be blocked by means of an appropriate synchronization set as it is internal.
Axiomatization of EMB
Since we have proved that EMB is a congruence, we now develop an equational theory for nonrecursive EMPA terms according to EMB . Such a theory is based on the set A of axioms in Table 6 , and we denote by Ded(A) the corresponding deductive system. 4 As it can be noted, the main di erence with respect to the axiomatization of classical process algebras according to bisimulation equivalence lies in axiom A 4 : the idempotency property of the alternative composition operator holds only in the case of passive actions, and the fact that rates of exponentially timed actions are summed up is a consequence of the adoption of the race policy. Now we prove that Ded(A) is a sound and complete deductive system with respect to EMB for the set G ;nrec of nonrecursive terms in G . To accomplish this, we introduce as usual the de nition of normal form for a term, and then we prove that every term can be transformed into a term in normal form via Ded(A).
De nition 5. size(E 1 k S E 2 ) = size(E 1 ) + size(E 2 ). Lemma 5.30 For any E 2 G ;nrec , size(E) 1. Lemma 5.31 For any axiom E 1 = E 2 in Table 6 , size(E 1 ) size(E 2 ). Lemma 5.32 For any E 2 G ;nrec there exists F 2 G ;nrec in snf such that A`E = F. Theorem 5.33 The deductive system Ded(A) is sound and complete with respect to EMB for the set G ;nrec of nonrecursive terms.
An algorithm to check for EMB
We conclude our study of a notion of equivalence for EMPA by presenting an algorithm that can be used to check whether two nite-state terms of G are strongly EMBE or not, and to minimize the integrated semantic model of a nite-state term with respect to EMB .
The algorithm, which is shown in Table 7 , is an adaptation to our framework of the algorithm described in 16] (which could be applied to the functional semantic models of nite-state terms of G), which is in turn a variant of the algorithm proposed in 43] to solve the relational coarsest partition problem. Given a labeled transition system with state space S representing the union of the integrated semantic models of 2 Sg K 1 = fk 2 I 1 j 9h 2 I 2 : a h = a k 2 S^~ h = g K 2 = fk 2 I 2 j 9h 2 I 1 : a h = a k 2 S^~ h = g H k = fh 2 I 2 j a h = a k^~ h = g if k 2 K 1 fh 2 I 1 j a h = a k^~ h = g if k 2 K 2 n k = jH k j Table 7 : Algorithm to check for EMB two nite-state terms of G to be checked for EMB , or the integrated semantic model of a nite-state term of G to be minimized with respect to EMB , the idea of the algorithm is to repeatedly re ne the current partition until this is a strong EMB. As we can see, the initial partition contains only one class which is the entire state space, and the partition resulting after the rst execution of the repeat-until cycle is the coarsest partition satisfying the necessary condition for EMB of Proposition 5.11(ii). By following the proposal of 43], this algorithm can be implemented in O(m logn) time and O(m + n) space where n is the number of states and m is the number of transitions.
It is worth noting that a variant of the algorithm in Table 7 can be used to compute the coarsest ordinary lumping 54] of the Markovian semantics of a given term, hence allowing for the determination of performance measures by solving a smaller Markov chain which is equivalent to the original one. Table 8; ???! E;Ml is the least subset of S E;Ml R I + S E;Ml such that C ???! E;Ml C 0 whenever = X fj j s ???! E;M s 0^s0 2 C 0 j g with s xed in C; P E;Ml : S E;Ml ?! R I 0;1] , P E;Ml (C) = P s2C P E;M (s). The corollary above reveals the adequacy of EMB from the performance standpoint: if (E 1 ) EMB (E 2 ), then their underlying lumped Markovian models have the same transient and steady-state (if any) probability distributions, i.e. they describe two concurrent systems having the same performance characteristics.
Conclusion
In this tutorial we have shown that it is possible to develop a process algebra allowing for nondeterminism, priorities, probabilities and time without burdening the underlying theory exceedingly. In particular, we have shown that the expressiveness of EMPA is considerable, because it can be viewed as the sum of the expressiveness of a classical process algebra, a prioritized process algebra, a probabilistic process algebra and an exponentially timed process algebra, while the underlying theory is relatively simple, since the idea of potential move used in the de nition of the integrated interleaving semantics is intuitive, and the notion of integrated equivalence is compact as well as elegant. The problem we are currently investigating is how to further enhance the expressive power of EMPA. This means extending the timed kernel in order to directly cope with durations following arbitrary distributions, hence avoiding the need to resort to approximations obtained by means of the interplay of exponentially timed and immediate actions. To achieve this, we have to understand which information must be added to states and transitions of the integrated semantics, how to de ne the performance semantics, and how to extend the notion of integrated equivalence. We are afraid that the enhanced expressiveness obtained by means of general distributions cannot be traded with the complexity of the underlying theory. However, this is extremely challenging because it should permit to bridge the gap between deterministically timed process algebras and stochastically timed process algebras.
Proof of Lemma 5.8 Once observed that B is an equivalence relation because it is the transitive closure of the union of equivalence relations, assume that (E 1 ; E 2 ) 2 B. Since B = n2 N I + B (n) where B (n) = ( i2I B i ) n , we have (E 1 ; E 2 ) 2 B (n) for some n 2 N I + . The result follows by proving by induction on n 2 N I + that, whenever (E 1 ; E 2 ) 2 B (n) , then Rate(E 1 ; a; l; C) = Rate(E 2 ; a; l; C) for all a 2 AType, l 2 APLev, C 2 G =B. If n = 1, then (E 1 ; E 2 ) 2 B i for some i 2 I. Let G =B i = fC i;j j j 2 J i g. Since (E 1 ; E 2 ) 2 B, it turns out that Rate(E 1 ; b; l; C) = Rate(E 2 ; b; l; C) so Rate(F 1 ; b; l; C) = Rate(F 2 ; b; l; C).
(vi) Given S AType ? f g, the proof that B 0 = B Id G ; where B = f(E 1 k S F; E 2 k S F) j E 1 EMB E 2^F 2 G g; is a strong EMB is similar to the one developed in (ii). The main di erence is that in the last subcase,
where given E k S G 2 C it turns out that C = fE 0 k S G j From the induction hypothesis, it follows that Rate(F 1 ; a; l; C) = Rate(F 2 ; a; l; C).
{ If F F 0 '], then the proof is similar to the one developed in the rst subcase. The result follows by applying the induction hypothesis to the fact that for j 2 f1; 2g we have Rate(F j ; a; l; C) = Minfj Rate(F 0 hhB := A j ii; b; l; C 0 ) j '(b) = a j g { If F (F 0 ), then the proof is similar to the one developed in the rst subcase. The result follows by applying the induction hypothesis to the fact that for j 2 f1; 2g we have Rate(F j ; a; l; C) = Rate(F 0 hhB := A j ii; a; l; C 0 ) { If F F 0 + F 00 , then for j 2 f1; 2g we have F j (F 0 hhB := A j ii) + (F 00 hhB := A j ii). Since F 1 has a potential move having type a, priority level l, and derivative term in C, such that the depth of its inference is d, F 0 hhB := A 1 ii (F 00 hhB := A 1 ii) has the same move but the depth of its inference is d ? 1. For j 2 f1; 2g we have Rate(F j ; a; l; C) = Rate(F 0 hhB := A j ii; a; l; C) Min Rate(F 00 hhB := A j ii; a; l; C)
From the induction hypothesis, it follows that Rate(F 1 ; a; l; C) = Rate(F 2 ; a; l; C). 2 ) = ;, given s h 2 C h \ S E1;k1 let p; q 2 R ) Since E 1 EMB E 2 and EMB is a congruence, for all F 2 G and S AType ? f g we have E 1 + F EMB E 2 + F and E 1 k S F EMB E 2 k S F. Since EMB FP in E E, the result follows.
((=) We prove the contrapositive, so we assume that E 1 6 EMB E 2 and we demonstrate that E 1 and E 2 are distinguishable with respect to FP by means of an appropriate context based on the alternative composition operator or the parallel composition operator. We proceed by induction on the number n of actions that E 1 and E 2 have to execute in order to become E 0 1 and E 0 2 , respectively, such that E 0 If a 6 = , then E 1 k AType?f g <a; >:0 6 F E 2 k AType?f g <a; >:0 because the left-hand side term can execute an action with type a while the right-hand side term cannot. provided that the constraint on the possible element of S, and the constraint on the rate of the possible exponentially timed action occurring in F, are satis ed.
Proof of Lemma 5.32 Given E 2 G ;nrec , we proceed by induction on size(E):
Let size(E) = 1. The result follows by proving by induction on the syntactical structure of E that
A`E = 0: { If E 0, then we take F 0 and the result follows by re exivity. { The case E <a;~ >:E 0 is not possible because it contradicts the hypothesis size(E) = 1.
{ If E E 0 =L, then E 0 is a subterm of E such that size(E 0 ) = 1, hence A`E 0 = 0 by structural induction. The result follows by substitutivity, A 5 and transitivity. { If E E 0 '] or E (E 0 ), then the result can be proved by proceeding as in the previous point and by exploiting A 8 in the rst case and A 11 in the second case. { If E E 1 + E 2 , then E 1 and E 2 are subterms of E such that size(E 1 ) = 1 and size(E 2 ) = 1, hence A`E 1 = 0 and A`E 2 = 0 by structural induction. The result follows by substitutivity, A 3 and transitivity. { The case E E 1 k S E 2 is not possible because it contradicts the hypothesis size(E) = 1. Let the result hold whenever size(E) n 2 N I + , and assume size(E) = n + 1. The result follows by proceeding by induction on the syntactical structure of E: { The case E 0 is not possible because it contradicts the hypothesis size(E) = n + 1 2. { If E <a;~ >:E 0 , then size(E 0 ) = n hence by the induction hypothesis there exists F 0 2 G ;nrec in snf such that A`E 0 = F 0 . The result follows by substitutivity. { If E E 0 =L, then E 0 is a subterm of E hence by structural induction there exists F 0 2 G ;nrec in snf such that A`E 0 = F 0 . By substitutivity we obtain A`E = F 0 =L. Assuming { If E E 0 '] or E (E 0 ), then the result can be proved by proceeding as in the previous point and by exploiting A 10 and A 9 in the rst case and A 12 in the second case.
{ If E E 1 + E 2 , then E 1 and E 2 are subterms of E hence by structural induction there exist F 1 ; F 2 2 G ;nrec in snf such that A`E 1 = F 1 and A`E 2 = F 2 . By substitutivity we obtain A`E = F 1 + F 2 and the result follows after a possible application of A 3 . { If E E 1 k S E 2 , then size(E 1 ) n and size(E 2 ) n hence by the induction hypothesis there { If E 1 and E 2 are both in snf, the result follows by proceeding by induction on size(E 1 ):
If size(E 1 ) = 1, then E 1 0 E 2 since they are both in snf. The result follows by re exivity. If size(E 1 ) > 1, then E 1 P i2I1 <a 1;i ;~ 1;i >:E 1;i and E 2 P i2I2 <a 2;i ;~ 2;i >:E 2;i . It is not restrictive to assume that for k 2 f1; 2g it holds a k;i = a k;j^P L(<a k;i ;~ k;i >) = PL(<a k;j ;~ k;j >)^E k;i EMB E k;j =) i = j because if this were not the case, then it would su ce to resort to nitely many applications of A 1 , A 2 and A 4 . Since E 1 EMB E 2 , we have that jI 1 j = jI 2 j and for every summand <a 1;i ;~ 1;i >:E 1;i in E 1 there exists exactly one summand <a 2;j ;~ 2;j >:E 2;j in E 2 such that a 1;i = a 2;j^~ 1;i =~ 2;j^E1;i E 2;j (hence E 1;i EMB E 2;j ), and viceversa. By the induction hypothesis we obtain that A`E 1;i = E 2;j , and the result follows by substitutivity. 
