Abstract. In this short note we show two results concerning sampling translation invariant subspaces of L 2 (R d ) on unions of lattices. The first result shows that the sampling transform on a union of lattices is a constant times an isometry if and only if the sampling transform on each individual lattice is so. The second result demonstrates that the sampling transforms of two unions of lattices on two bands have orthogonal ranges if and only if correspondingly the sampling transforms of each pair of lattices have orthogonal ranges. We then consider sampling on shifted lattices.
Introduction
In this note we consider sampling translation invariant subspaces on unions of lattices in L 2 (R d ). The translation invariant subspaces have the form
where E is a band, i.e. a measurable subset of finite measure. We normalize the Fourier transform so that for
f (x)e −2πix·ξ dx.
Define, for any y ∈ R d , the translation operator T y f (x) = f (x − y). Note that T y V E = V E for all y and all E. Since V E is a reproducing kernel Hilbert space, we have that, via the inverse Fourier transform, (1) f (y) = f, T y ψ E , whereψ E = χ E , the indicator function of the set E. Let {A 1 , . . . , A n } be d×d invertible (real) matrices. Define the sampling transform of the samples A := {A j z+β j : j = 1, . . . , n; z ∈ Z d } by
provided Θ A is bounded. A straight forward computation (see [1] ) shows that Θ A is bounded if and only if for each j = 1, . . . , n,
We say the samples {A j z + β j : j = 1, . . . , n; z ∈ Z d } is a set of sampling for the band E if Θ A : V E → ⊕ n j=1 l 2 (Z d ) as defined above is bounded above and below. The samples {A j z + β j : j = 1, . . . , n; z ∈ Z d } on the band E are tight if Θ A f 2 = K f 2 for all 
In several applications, one wishes to know the range of the sampling transform. For example, this information is useful for denoising applications (see [3] ). Additionally, for multiple access communications, one also wishes to know the range of the sampling transform (see [1] ). We address this in theorems 2,3 and 4, by characterizing when two sampling transforms have orthogonal ranges. 
. . , n} be such that the sampling transforms Θ A and Θ B are bounded on E and F , respectively. We say the samples A and B are orthogonal on E and
We will use the following notation. If C is an invertible matrix, denote
Unshifted Lattices
We set out to prove the following two theorems, the main results of the paper, which relate the behavior of sampling on a union of (unshifted) lattices to the behavior of sampling on individual lattices. 
. . , A n and B 1 , . . . , B n be d × d invertible matrices, and suppose that Θ A and Θ B are bounded on V E and V F , respectively. The samples {A j z : j = 1, . . . , n; z ∈ Z d } and {B j z : j = 1, . . . , n; z ∈ Z d } are orthogonal on the bands E and F if and only if for j = 1, . . . , r
Equivalently, the samples above are orthogonal if and only if the samples {A j z : z ∈ Z d } and {B j z : z ∈ Z d } are orthogonal on the bands E and F for each j = 1, . . . , r.
As in [4] , let P be a countable index set, let C p be a d × d invertible matrix for each p ∈ P, and define the following:
The collection
both Bessel and both satisfy the local boundedness condition
L(f ) < ∞ for all f ∈ D, as defined above. Define the operator Ω H,G : L 2 (R d ) → L 2 (R d ) : f → p∈P k∈Z d f, T Cpk g p T Cpk h p .
The operator Ω H,G commutes with the translation operators T y for all y ∈ R d if and only if for all
α ∈ Λ \ {0}, p∈Pα | det C p | −1ĝ p (ξ)ĥ p (ξ + α) = 0 a.e. ξ.
In this case, Ω H,G is a Fourier multiplier with symbol
Proof. For f ∈ D, define the continuous function
If Ω H,G commutes with all
By [4, Proposition 2.4], w f (x) coincides pointwise with the almost periodic function
By [4, Lemma 2.5] and the proof of Theorem 2.1 in [4] , w f (x) is constant for all f ∈ D if and only if for all α ∈ Λ \ {0},
It is well known that if Ω H,G commutes with T y for all y ∈ R d , then it is a Fourier multiplier. Evaluating w f (x) at x = 0 yields
Therefore, the symbol of Ω H,G is s(ξ) as above.
where δ α,0 is the Kronecker delta.
Proof. Note that, as defined in lemma 1, Ω G,G = Θ * G Θ G , and hence Θ G g 2 = Ω G,G g, g . Suppose equation 3 holds. Then, by lemma 1, Ω G,G is a Fourier multiplier, with symbol
Conversely, suppose Θ G g 2 = K g 2 for all g ∈ V E . Then, by the above computation, it follows that Ω G,G g, g = Kg, g , whence by the polarization identity, Ω G,G is a Fourier multiplier with symbol s(ξ) = K a.e. ξ. It now follows that equation 3 holds.
We wish to apply lemmas 1 and 2 to theorems 1 and 2. Let A := {A j z + β j : j = 1, . . . , n; z ∈ Z d }, where A j is an invertible matrix for each j, and let E be a band such that Θ A is bounded on V E . By equation 1, the sampling transform Θ A above can be written in terms of the collection
as follows:
Hence, questions of tightness and orthogonality of sampling can be stated in terms of the collection (4). In order to apply the lemmas, we need to verify that (4) satisfies the local boundedness condition.
Lemma 3. Let A, E be as above. If the sampling transform Θ A is bounded on V E , then for all f ∈ D, we have
Proof. Let Q = f ∞ . Since Θ A is bounded on V E , then the cardinality of the set
The following lemma is a variation of a lemma in [4] ; it will be needed for theorem 2. 
Proof. We have via the Fourier transform
Each of the above integrals can be written as follows, by variable substitutions.
The interchanging of the sum and integral is valid since f, g ∈ D. Therefore, we have
where the sum over k is really the inner product of the Fourier coefficients of the two functions
Proof of Theorem 1. Let P = {1, . . . , n}, C j = A j , and g j = ψ E for j = 1, . . . , n. Thus,
, then j 0 ∈ P α . By equation 1 and lemmas 2 and 3, we have that
for all α ∈ Λ. It follows that for z ∈ Z d \ {0} and for each j ∈ {1, . . . , n},
Since the sum is bounded above by 1, for all f ∈ V E ∩ D,
(see [5] and [1] ).
Proof of Theorem 2.
In [1] , we show that equation 2 is sufficient for Θ A V E ⊥ Θ B V F ; thus we wish to show that it is necessary. Let E 0 ⊂ E and F 0 ⊂ F be any measurable bounded sets.
Therefore, for each j = 1, . . . , r,
However, expanding the above integrand yields
The result now follows since E 0 and F 0 were arbitrary measurable bounded subsets.
Shifted Lattices
We begin with the following remark. Both theorems 1 and 2 are no longer valid if the lattices are allowed to be shifted. As a trivial example for theorem 1, consider the canonical bandlimited function space V [−1/2,1/2] and the lattices 2Z and 2Z+1; individually neither form sets of sampling, but together they form an exact set of sampling. An example corresponding to theorem 2 is as follows.
, 0] and define the following sampling transforms on V E and V F respectively:
Define Θ A j and Θ B j , for j = 1, 2, to be the first and second coordinates of Θ A and Θ B respectively. It is clear that Θ A j V E = Θ B j V F = l 2 (Z). However, we claim that the ranges of Θ A and Θ B are orthogonal.
Define a unitary operator U : V E → V F :f(ξ) →f (ξ + 1). By the polarization identity, it suffices to show that
via the variable substitution ξ → ξ − 1. Therefore, we have that
Likewise,
Let m denote Lebesgue measure on R d .
Corollary 1.
The samples {A j z + β j : j = 1, . . . , n; z ∈ Z d } are tight on the band E if and only if for each α ∈ Λ \ {0}, either
Proof. Let P and C j be as in the proof of Theorem 1; let g j = T β j ψ E . The samples {A j z +β j : j = 1, . . . , n; z ∈ Z d } are tight on the band E if and only if equation 3 in Lemma 2 is satisfied. Note that the condition for α = 0 is automatically satisfied, with K = n j=1 | det A j | −1 . For α = 0, we must have
from which the statement follows.
An immediate corollary of lemma 2 regarding orthogonality is as follows.
Corollary 2. The samples {A j z +β j : j = 1, . . . , n; z ∈ Z d } and {B j z +γ j : j = 1, . . . , n; z ∈ Z d } are orthogonal on the bands E and F if and only if for all
A (better) complete characterization of determining orthogonality of shifted lattices on bands E and F is out of reach at this time. Note that in lemma 1, C p appears in both sequences. We wish to consider orthogonal samples with different matrices; the techniques used to prove lemma 1 do not readily extend to this case. We conclude, however, with the following two special cases: 1) B j = A j , and 2) A j = A and B j = B. 
Proof. If equation 6 holds for all α ∈ Λ \ {0}, then Ω H,G is a Fourier multiplier; if the equation also holds for α = 0, then the symbol of Ω H,G is 0. Conversely, if Ω H,G = 0, then Ω H,G commutes with all translation operators T y , hence equation 6 holds for α ∈ Λ \ {0}; moreover, since Ω H,G = 0, then the equation must also hold for α = 0.
Let Λ be as above; for q ∈ R d , define I q,α := {j ∈ P α : γ j − β j = q}.
Theorem 3. The samples A := {A j z + β j : i = 1, . . . , n; z ∈ Z d } and B := {A j z + γ j : j = 1, . . . , n; z ∈ Z d } are orthogonal on the bands E and F , respectively, if and only if for all α ∈ Λ either
In particular, m(E ∩ F ) = 0.
Proof. As above, let P, C j , and g j be as in Corollary 2; let h j = T γ j ψ F . The samples A and B are orthogonal on E and F respectively if and only if Θ * The converse follows directly.
For q ∈ R d , define J q := {j ∈ {1, . . . , n} : B −1 γ j − A −1 β j = q}. 
