we assess that the method works for highly realistic and highly real life examples while standard crossvalidation breaks down.
Introduction
Kernel density estimation for truncated and censored data has not been widely studied. This in spite of the fact that survival data is omnipresent in statistical applications and the fact that the density still is one of the fundamental building block while constructing mathematical statistical models.
Our recent motivation for reconsidering density estimation for survival data is the applied paper of Jarner, Nielsen and Spreeuw (2012) Mammen et al. (2011) show that while do-validation is slightly less optimal than the plug-in method in an asymptotic sense, do-validation is clearly better than practical plug-in estimators, Sheather and Jones (1991) , for almost all finite data cases considered. The reason seems to be that a lot of efficiency is lost through the practical implementation of the plug-in estimator that introduces another different problem: How to estimate the bandwidth of the pilot estimator. In this paper we therefore see no reason to deal with complicated plug-in procedures and we only consider the practical cross-validation and do-validation procedures that do not need pilot estimators.
As mentioned above, kernel density estimation has not been widely studied, however, following the early works on hazard estimation of Tanner and Wong (1983) and Ramlau-Hansen (1983) some started to add density estimation for survival data while they already considered hazard estimation, see for example Stute (1985) , Padgett (1988), Nielsen (1990) and Gijbels and Wong (1993) . One exception from the rule was Mielnizcuk (1986) who quite early developed the asymptotic properties of smoothed Kaplan-Meier. It was however hazard estimation that was driving research on nonparametric smoothing techniques based on survival data, see also Padgett and McNichols (1984) .
Ramlau-Hansen (1981) defined classical crossvalidation for this type of data. His argument was a simple one; the error of the smoothed hazard can be written as an integral of a martingale plus a stable term and the integrated square error can therefore be written as a double integral of martingales, a martingale and a stable term. Then Ramlau-Hansen (1981) showed that the double integral of martingales would itself become a martingale when the diagonal is taken out and Nielsen (1990) showed that this approach exactly lead to classical cross-validation when transferred to i.i.d. density when no truncation or censoring is present. For recent developments in local linear hazard estimation see Spierdijk (2008) , Patil and Bagkavos (2008) and Bagkavos (2011) . Marron and Padgett (1987) , Nielsen (1990) and Patil (1993a Patil ( , 1993b ) established in various settings that the asymptotic properties of classical bandwidth selection as established in Hall and Marron (1987a, 1987b) naturally carried over to the survival data hazard and density estimation, see also Sánchez-Sellero, González-Manteiga and Cao (1999).
The do-validation method requires a local linear density estimator and such an estimator was not defined before Nielsen et al. (2009) transferred the local linear hazard estimator of Nielsen and Tanggaard (2001) into the density framework. In the current paper we will establish crossvalidation and do-validation for density estimation going into the same level of detail as Ramlau-Hansen (1981) did when he first withdrew the diagonal from his double integral of martingales. It is outside the scope of this paper to establish complicated n −1/10 -type of asymptotic theory for our bandwidth selectors. We feel confident that such a theory could be established leading to the same type of results in our more general setting as the ones found in Mammen et al. (2011) . However, the aim of the current paper is to develop a density bandwidth selection method that works as well for survival data as the current state-of-the-art of bandwidth selectors for i.i.d. data.
It is very common to face situations in real life where the data are available only at discrete time points (actuarial applications, Demography, etc.). In consequence, and in particular in mortality studies, the data are represented as exposures and occurrences grouped at yearly intervals (Jarner et al. 2012) . Silverman (1986) pointed out that standard cross-validation tends to break down when dealing with these discretized data. Also Nielsen et al. (2009) discuss the difficulties found when using this method in practical applications. In fact they conclude reminding about the necessity of developing better practical bandwidth selectors for this type of data.
In this paper we present an application involving mortality data. It is impressive how the do-validation method works for highly realistic and highly discretized real life examples. Moreover our results reveal that crossvalidation is not appropriate for this very real situation.
The remainder of the paper is organized as follows. In Section 2 we set out our theoretical setting. In Section 3, we derive cross-validation and do-validation bandwidth for our local linear density estimators and Section 4 contains a finite sample study
showing that do-validation indeed is a strong bandwidth selector also for survival data. The real application for mortality data is described in Section 5. Finally some concluding remarks are summarized in Section 6.
Model
We consider the same model of Nielsen et al. (1992, p.60). We model the random intensity as
with no restriction on the functional form of α(·). Again, Y i is a predictable process taking values in {0, 1}, indicating (by the value 1) when the ith individual is at risk.
The local density estimators of Nielsen et al. can be expressed as
where
is the size of the risk set. The corresponding estimator for the survival function,
is the Kaplan-Meier product limit estimator, see Fleming and Harrington (1991 Let K be a probability density function and write 
Notice that
so that K t,b can be interpreted as a second order kernel with respect to the measure µ, where dµ(s) = Y (n) (s)ds.
We assume that the following general assumptions hold:
• There exist a function γ ∈ C 1 ([0, τ ]) positive in t which is the limit of the
• The bandwidth b satisfies that b → 0 and nb → ∞ as n → ∞;
The √ n-consistency of S implies that S can be substituted by S in all the theoretical considerations. The derivation of theoretical properties of the two estimators considered in this section therefore parallels the derivation of the theoretical properties given in Nielsen and Tanggaard (2001) . For all the estimators the strategy is to write the error term f (t) − f (t) as a variable part V t converging in distribution plus a stable part B t converging in probability. V t is not exactly the variance and B t is not exactly the bias, but V t and B t are analytically tractable quantities that are asymptotically equivalent to, respectively, the variance and the bias.
Below we repeat the pointwise asymptotic weak convergence results of Nielsen et al.
(2009). The authors assumed that the kernel K is symmetric and they proved that for the local linear density case
and
Note that for asymmetric kernel the asymptotic result (2) holds exactly the same apart from the involved kernel constants κ 2 and g 1 in (3) and (4), respectively.
Specifically these constants become the values
involving the equivalent kernel
The martingale nature of the problem is such that weak convergence immediately transfers into L 2 -convergence, see Andersen et al. (1993) , if we only add the as-
Under this new assumption we then get that
An application of Fubini's Theorem therefore lead to the following asymptotic expansion fo the Mean Integrated Square Errors (MISEs)
These asymptotic expansions of MISEs are important when developing the dovalidation procedure in the next section. 
which is equivalent to minimizing
Only the second of these terms depends on the unknown density and therefore must be estimated from data. We suggest as estimator of Q 0 (b):
where f The approach corresponds to the original cross-validation method by Ramlau-Hansen (1981) developed for hazard estimation and can be understood as the double-integral of martingales with the diagonal taken out plus a stable put.
The MISE derivations in Section 2 lead to the following optimal deterministic bandwidth selector for the local linear density with symmetric kernel K:
Plug-in approaches for estimating b 1,M ISE could be defined using smooth pilot estimators of the density f . However, as pointed out in the introduction, then the extra practical disadvantages of considering such pilot estimators have made us decide that it is not worth the trouble. In particular because do-validation seems to work better for finite samples than the more complicated plug-in estimator anyway, see To define onesided cross-validation in the assumed context of filtered data, we start defining the onesided cross-validation score OSCV. Considering the leftsided kernel
criterion is analogous to the cross-validation criterion, Q 0 (b), in (6) but involving a
In exactly the same way we define the right-OSCV criterion, OSCV R , except that
The leftsided bandwidth comes from rescaling the minimizer of the left-OSCV score, denoted by b L . Specifically using the notation b L,OSCV , it is defined by
where the rescaling constant is defined as the ratio of the MISE-optimal bandwidth for the local linear estimator f b involving the symmetric kernel K, and its leftsided
Using the asymptotic expressions for the MISE-optimal bandwidths in (7) the rescaling constant becomes
for the local linear estimator f 1 . The constants κ 2 and g 1 are those defined in Section 2 but replacing K by its leftsided version K L .
Finally the do-validation selector b DO is given by 
Simulation studies
In this section we describe a simulation study close to that provided by Nielsen 
Independent identically distributed simulations calculated as survival data
In our experiments we simulate seven different survival densities labeled f k , k = 1, . . . , 7. The three first densities are gamma distributions and the later consist of mixtures. The density f 1 is the gamma with parameters λ = 1, r = 1, where r/λ = 1 is the mean and r/λ 2 is the variance. Thus, f 1 is an exponential distribution, the density f 2 has mean 1.5 and variance 1, while f 3 has mean 3 and variance 1.
Introduce also the gamma density g with mean 6 and variance 1. Then, the mixtures f 4 , . . . , f 7 are constructed from f 2 , f 3 and g by using weight vectors, w, given by: 
for any considered estimator, f b,r of the target density f with bandwidth b computed from the rth replication of the simulation model (r = 1, . . . , R). We also tried an average best bandwidth strategy, which amounts to finding the bandwidth, b 0 , which minimizes the averaged (over the R simulated samples) criterion
We use these two infeasible bandwidth selectors as a benchmark to give us some guid- We have considered numerical methods to approximate the integrals in the performance measure and also those in the CV and OSCV scores. We have used the R function integrate, which implements unidimensional adaptive 15-point GaussKronrod quadrature based on the Fortran functions DQAGE, and DQAGIE from QUAD-PACK (Piessens et al., 1983). Table 1 shows the performance averaged measure of the bandwidth estimates defined in (11) for each model and sample size.
To have a more clear insight about how do-validation method, b DO , outperforms on the standard cross-validation bandwidth, b CV , we have calculated the relative error 
note that Rerr indicates the proportion of the error Q 0 that we can reduce using dovalidation instead of standard cross-validation. The resulting values for each model and sample size have been reported in Table 2 .
Involving truncation and censoring
The focus in this section is on the case where the variable of interest X, the lifetime, can not be completely observed due to random left-truncation and random right- Z 1 , δ 1 ) , . . . , (T n , Z n , δ n )}, with T i ≤ Z i , for all i = 1, . . . , n. In case that T > Z there is no observation.
If we denote β = P r{T > Z} as the probability of being left-truncated, it is obvious that β < 1 in order to have nonempty sample sets. On the other hand, let H be the c.d.f. of Z, then we have that
To conduct the simulation study we consider for the lifetime X the same seven true density functions specified in Section 4.1, f k , k = 1, . . . , 7. We independently generate random censoring times from the uniform U (0, a C ), where a C is selected so that the desired percentage (α × 100%) of censoring is achieved on average across all iterations.
To implement the random left-truncation, we also consider a uniform distribution for variable T , say U (0, a T ). We set the value of a T in order to achieve approximately the level of truncation indicated by β. The presence of truncation in the simulations is forcing us to generate extra values that will not be included in the sample, since when T gives a value greater than the value observed in Z the corresponding data is discarded. To assess the effect of truncation in our procedure we think that a very high level of truncation is not necessary so we limit ourselves to small values of β. This procedure results in a sample ot triplets (T i , Z i , δ i ) with T i ≤ Z i , and where approximately a α × 100% of the observations are δ i = 0, that is censored.
We consider n = 50, 200 and 1000 as in the i.i.d. case above. From this simulated sample set we construct the failure process N (t) and the risk process Y (n) (t) at each
Using the analogous performance measures described above for the i. 
Discussion of the simulation results
In general we can see from the results reported in Table 1 Table 2 , we can observe that do-validation clearly beats CV in all the models but as
we pointed above for model 1 and n = 50. In summary do-validation provides about the 40 or 50% of the ISE error that CV gives. These conclusions were also drawn Nevertheless the results showed in Tables 1 and 2 lead us to similar conclusions for both i.i.d. and filtered sampling schemes. In all the models we can see that dovalidation outperforms on crossvalidation also for samples involving censoring and truncation. Table 2 shows that the obtained gain in this case is not so remarkable than for complete samples. This can be due to the fact that when we consider truncation we are removing about the 10% of the data at hand, so we are always dealing with smaller datasets. In spite of this in model 2, 5 and 6 and for all the sample sizes we can still see that do-validation allows to get rid of about the half of the error by cross-validation. This reduction is about the 65% for model 3 and for the rest of the models the reduction is alwas above the 12%, except again for model 1 and n = 50.
A real application with mortality data
We apply the previous methods to estimate the density function based on the mortality data considered in Jarner et al. (2012) . The goal of this paper was to judge on the suitability of a candidate parametric mixed hazard model for the data at hand, specifically the SAINT model with Gamma frailty.
The SAINT model is usually applied to these mortality data by practitioners for purposes of asset-liability management. On the attractiveness of the model is that it is characterized by a quite general specification on the standard intensity, which contains (and relax) the Gompertz as a special case. The individual effect is represented by a random variable which is commonly specified by Gamma distribution (the reader is referred to the paper for more details about the model). To test about the adequacy of such frailty specification the authors propose a very attractive solution consisting of a graphical test based on transformations.
The proposed strategy consists of the following steps: start by formulating a fixed hazard model (for example the gamma frailty model or also the degenerate model with no frailty) and estimating the involved parameters by maximum likelihood.
Then the survival data are transformed according to the estimated parameters in such a way that the density of these transformed data is expected to be close to a uniform distribution if the model assumptions are correct. Finally choose a proper density estimator to estimate the density of the transformed data and then inspect whether the estimation looks like the density function of a uniform distribution.
In this approach it becomes crucial to provide a precise estimation of the density.
Since 
for r = 1, . . . , m, with X 0 = 0 (the data are transformed to values into the unity interval). In the discrete case the local linear density estimator of (1) is defined as
and S(X * r ) is the estimator of the survival function defined by
Besides, the least-squares cross-validation principle given in (5) can be formulated for discretized data and each estimator f d,b as follows. Let consider the discretized version of the optimality criteria in (5) i.e.
Then the crossvalidation bandwidth is defined as the minimiser of its estimation
where f Table 3 . Figure 2 shows the resulting estimates of the transformed points using local linear estimation with the corresponding do-validation bandwidth (solid red curve) and also using the cross-validation bandwidth (blue discontinuous curve). These bandwidths are also reported in second and third columns of Table 3 ). As can be appreciated from the table, the do-validation method is the one that produces the estimated values which are closest to the values that the authors recommended (shown in the last column of the table). However standard cross-validation is completely wrong providing very small values for the bandwidths which lead to inappropriate density estimators in all cases, as it is displayed in Figure 2 (discontinuous curve). In contrast, do-validation works significantly well providing density estimates which are more or less in the safe side when it comes to health cost projections or annuality In all the case we have considered the do-validation bandwidth (solid red curve) and the cross-validation bandwidth (dashed blue curve) which were reported on Table 3 .
larger bandwidth to smooth the effect caused by many outliers and discordance in the data.
From Figure 2 we can deduce that the parametric model is a very good approximation of the data since the plots present the estimated densities very close to the baseline at 1 i.e. the uniform density. Therefore, from our analysis, we confirm the conclusions of the authors about that the SAINT model with gamma frailty gives a very good representation of these data. Our findings here are that do-validation should be used to choose automatically the bandwidth.
Concluding remarks
In this paper we have provided automatic bandwidth selectors for the local linear The reason is that a lot of efficiency is lost through the practical implementation which also introduce a new problem the pilot bandwidth.
In practical real-life analysis with survival data the proposed estimation strategy is completely-feasible and provides suitable results. We have presented an application involving mortality data and we have showed how the do-validation method works for highly realistic and highly discretized real life examples. Moreover our results reveal that crossvalidation is not appropriate for this very real situation. Also the performed simulation studies reveal that do-validation beats crossvalidation in most of the cases.
Further research is still necessary to establish asymptotic theory for our bandwidth selectors. We aim to develop such theory in the same level of detail as RamlauHansen (1981) and Nielsen (1990) . In this framework we are working in extending the results found in Mammen et al. (2011) but under the common state-of-the-art of bandwidth selectors for i.i.d. data (Hall and Marron (1987) .
