While analyzing vehicular sensor data, we found that frequently occurring waveforms could serve as features for further analysis, such as rule mining, classification, and anomaly detection. The discovery of waveform patterns, also known as time-series motifs, has been studied extensively; however, available techniques for discovering frequently occurring time-series motifs were found lacking in either efficiency or quality: Standard subsequence clustering results in poor quality, to the extent that it has even been termed 'meaningless'. Variants of hierarchical clustering using techniques for efficient discovery of 'exact pair motifs' find high-quality frequent motifs, but at the cost of high computational complexity, making such techniques unusable for our voluminous vehicular sensor data. We show that good quality frequent motifs can be discovered using bounded spherical clustering of time-series subsequences, which we refer to as COIN clustering, with near linear complexity in time-series size. COIN clustering addresses many of the challenges that previously led to subsequence clustering being viewed as meaningless. We demonstrate that our technique efficiently discovers frequent motifs in voluminous vehicular sensor data as well as in publicly available data sets.
INTRODUCTION
Many modern vehicles are fitted with numerous sensors that continuously record a variety of parameters related to their health and usage, often producing many long timeseries for every vehicle. Engineering and quality departments are tasked with analyzing collections of such timeseries data across a large population of vehicles to better understand the behavior of the vehicle model.
Our broader goal is to discover interesting temporal correlations between events occurring in one or more sensors via Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. temporal rule mining. In addition to known events, such as 'rapid deceleration', we also wanted to include events that might not be a priori known to engineers. In this context, we sought to discover frequently occurring waveform patterns, or motifs, within each sensor time-series, and use these as potential events for further temporal rule mining.
We realized that the problem of discovering waveform patterns, or motifs, within a single time-series has been extensively studied; some of these techniques do focus on finding frequent motifs [8, 21] , while others seek to find the closest pairs of similar subsequences [18, 24] . Unfortunately, techniques given in [8] as well as more recently [21] (which relies on iteratively finding the closest pair of waveforms using [18] ), are of at least quadratic complexity in time-series size and so were found to be unusable for the volume of vehicular sensor data we were dealing with. Additionally, focus of our work and that of [21, 26, 18, 24] are different as described in Section 6.
Another, possibly more efficient approach to frequent-motif discovery has been to group subsequences of time-series using standard clustering techniques. However, Keogh et al. [12] demonstrated that STS clustering gives results that are independent of the dataset used; thereafter many others [5, 6, 7, 10, 11, 22] have refuted such claims. Further, as also pointed out in [10] , these algorithms, which group subsequences using standard clustering techniques, are of quadratic complexity, and so would also not serve our purpose finding motifs on voluminous sensor data. Claim-1 : In this paper we present significantly more efficient algorithms that group subsequences using bounded spherical clustering, for which we introduce the term 'COIN clustering'. Our algorithms behave near linearly in timeseries size, and so we were easily able to process our voluminous vehicular data. One of our approaches uses a bounded spherical BIRCH clustering [27] . We also present another COIN clustering approach using locality-sensitive hashing [20, 9] that is potentially more amenable to parallel implementation. While we require the window size w as an input parameter, unlike the parameter-free [21] , our approach is far more computationally efficient than [21] . Claim-2 : Clustering subsequences is only a part of the complete frequent-motif discovery problem: We describe how COIN clustering should be integrated with pre and postprocessing steps such as trivial match removal, and removal of duplicate motifs for a complete motif discovery procedure (the steps themselves being described in detail in [2] ).
We present the background and formal definitions in the next section. In Section 3 we motivate the need for spher-ical clustering to discover frequent motifs. Section 4 describes COIN clustering, including those using BIRCH as well as LSH, In Section 5 experimental results are analyzed on publicly available data sets as well as on our voluminous collection of vehicular sensor data. Finally, we place our contributions in the context of related work in Section 6, before concluding with a discussion in Section 7.
BACKGROUND
The problem of discovering frequent time-series motifs has been extensively discussed in previous research [8, 16, 18, 24] . However, our formulation is slightly different and so we formally define frequent motifs in the context of time-series data arising from a single sensor as follows:
Consider a time-series Ti = {v1, v2, . . . , vn i } representing values arising from a single sensor sampled at regular intervals on a temporal scale t1 . . . tn i . In practice there will be many time-series even for a single sensor, T = {T1, . . . , Tm}: Each Ti arises from a single operation of one of the underlying systems: in our case, each Ti arises from a continuous run of one vehicle, and the entire data T consists of data from multiple runs of many vehicles.
We first normalize each series Ti to zero mean and unit variance to get Zi = {z1, ..., zj, ..., zn i }, i.e., zj is the z-score of vj. Next we generate subsequences Si from Zi, using a moving window of length w, i.e., Si consists of ni −w+1 subsequences of length w, starting at times t1 . . . tn i −w+1. From m such time-series we get a consolidated set of subsequences S = k S k , k = 1 . . . m, where |S| = ( i ni − mw + m). We shall refer to S as subsequence-matrix for the set of timeseries T = {T1, . . . , Tm}.
Elements in S are considered to be instances of the same pattern or motif if they are close to each other in terms of a distance measure D(s1, s2) on the set of subsequences. For most of the discussion in this paper we assume D to be the Euclidean distance between the two subsequences after each sequence is normalized to have zero mean (we shall explain the rationale for this normalization in due course).
As also pointed out in earlier work [8, 12] , since S contains a subsequence starting at every time step of each particular series Ti, neighboring subsequences will be trivially close to each other using any reasonable measure including Euclidean distance. Non-trivially matching subsequences are defined as in [8, 12] .
Definition 2.1. Two subsequences s1 and s2 are called non-trivially similar, if there exists a subsequence s d such that D(s1, s d ) > δ, D(s2, s d ) > δ, D(s1, s2) ≤ δ, while s d occurs between s1 and s2, i.e., if t1, t2, and t d are the starttime of these subsequences, then t1 < t d < t2 or t2 < t d < t1.
Here, δ is a prior threshold.
is set of non-trivially similar subsequences of cardinality greater than a threshold s.
INTUITION AND DISCUSSION
Clustering time-series subsequences has been studied extensively [5, 6, 7, 8, 18, 21, 22, 23] . In particular Keogh et al. [12] have claimed that subsequence clustering gives meaningless results. One of the causes for this non-intuitive conclusion has been rightly identified [5, 6] to be the fact that time-series subsequences are highly correlated : Consecutive subsequences in the subsequence-matrix are similar to each other since neighboring values vary slowly in a smooth time-series. Consequently, subsequence clustering results in 'trivial matches' [8, 12] that need to be identified and removed after clusters are found [7] .
Further, highly correlated subsequences effectively lie along a long lower dimensional manifold in w-space. As we traverse the length of this manifold, the successive pairs of points (subsequences) we encounter are actually close to each other, which also results in traditional clustering algorithms behaving poorly in segregating true frequent motifs that form tighter clusters. For instance, k-means might identify large diameter clusters and density-based clustering (such as DBSCAN) often results in elongated clusters. In each case pairs of subsequences within a cluster are not within a small δ distance of each other. So, while the true frequent motifs may get separated into separate clusters, many extraneous points also naturally accumulate in each cluster due to the trivial-match problem, effectively obfuscating the true motifs. Chen also observed the same issue [5, 6] . If on the other hand we use spherical clustering with a hard bound on radius (what we term below as COIN clustering), we tend to find bounded clusters. Of course, the other, extraneous points are also covered by similar spherical clusters; however, these are usually dropped as insignificant based on their lower support. Figure 1 shows the result of clustering subsequences using k-means versus one of our COIN techniques and illustrates the above phenomenon. While the motif identified by COIN shows a tight pattern, the corresponding k-means cluster includes many extraneous points. Note that while clustering is performed on the normalized subsequences, the COIN motif's distinctive shape is visible even in the original sequence (i.e., before mean-shifting), while it is completely obscured by noise when k-means is used. Also, the COIN cluster centroid is indeed a representative shape for the actual pattern while this is not the case using k-means (as also observed by Keogh et al. in [12] and Chen in [5, 6] ). Also, techniques such as k-means become increasingly inefficient for large k. In our practical application with vehicular sensor data, time-series often contain thousands if not tens of thousands of clusters that need to be discovered, even if only a few hundred are significant in terms of support. In such situations techniques such as k-means appear inappropriate, both due to time complexity as well as the difficulty in choosing the right value of k efficiently.
Last but not least, it is important to note that spherical clustering of time-series subsequences can and usually does result in overlaps, i.e., many subsequences end up close to more than one cluster center. This is a natural consequence of the nature of the space of time-series subsequences rather than any reflection on the clustering technique. The important point is that spherical clustering manages to find the true frequent motifs, as we shall demonstrate via experi-mental results on real-life data, as well as on public datasets where ground truth is known.
Finally, even after trivial matches have been removed from each potential true motif discovered as a high-support spherical cluster, it is still possible that a single frequent motif (usually one with rather high support) finds itself split into multiple spherical clusters: Multiple such spherical clusters capture shifted versions of the true motif. So we finally detect and remove such duplicates by comparing the starting points of subsequences in pairs of high-support clusters.
Definition 3.1. Two clusters of subsequences C1, C2 (where |C1| ≤ |C2|) are deemed to be shifted versions of each other if at-least p% of the subsequences of C1 match trivially with the subsequences of the cluster C2.
As a result of these multiple steps, viz. subsequence clustering, duplicate elimination and finally removing trivial matches, we manage to find largely unique frequent motifs. At the same time, it is important to note that multiple runs of the same process can result in different patterns modulo shifts. So, in terms of the measures described by Keogh et al. in [12] , the motifs are non-repeatable, which was also one of the reasons for their being called meaningless. However, the fact is that we are able to find true frequent motifs, albeit modulo shifts, does indeed suffice for all practical purposes for vehicular sensor data.
MOTIF DISCOVERY USING COIN
We introduce the term COIN clustering to describe techniques that result in spherical clusters that bound the maximum distance between any two members of a single cluster to be less than fixed cluster diameter, 2R. Our goal is to ensure that a) the clusters are spherical in shape with bounded diameter, while b) the time-complexity is less than O(n 2 ).
According to Definition 2.1, two time-series subsequences are considered similar if the distance between them is less than δ; so is in COIN with threshold R, δ = 2R. As a result, all subsequences within a cluster are guaranteed to be similar in that they are at most 2R apart according to the distance measure used. Note that R can be taken to be a function of the variance of the un-normalized timeseries and window length, thus obviating the need to set R as a parameter. However, we shall assume that the entire series is normalized to have zero mean and variance one. Therefore, after normalization we shall take R as a function of the window length alone, see Section 5.
Further, recall that we use the Euclidean distance measure between subsequences after each is individually normalized to have zero mean. This normalization is required so as to detect multiple occurrences of the same waveform shape, albeit occurring at different levels. We recover multiple levels within a discovered frequent motif after clustering of subsequences as highlighted in [2] . For the moment we concern ourselves with clustering a set of subsequences S c obtained after z-normalization and local mean subtraction.
The objective of COIN Clustering, similar to 1-nearest neighbor clustering, is to find the nearest cluster centroid for every point. Therefore in COIN Clustering, we first determine a set of clusters that are potentially near a point, such that the target cluster is almost sure to be in this set. We call this set as Candidate Cluster Set, and compare the point exhaustively, with every cluster centroid in this set, to identify the nearest cluster. If the distance from the nearest cluster is less than a prior threshold(R), the new point joins this cluster, otherwise a new cluster is created. Note: The centroid of a cluster is updated every time a point joins the cluster; consequently some of the points in the cluster may finally end up more than R away from their centroids. In practice however, at least for multiple time-series in our vehicular sensor data, the number of such outliers was found to be less than 2k, where k is the number of clusters. We therefore chose not to re-cluster the outliers, and assert that the clusters found by COIN are spherical in shape and have bounded diameter 2R.
Post Processing : After clustering we choose only high support clusters, and remove the shifted clusters following the Definition 3.1. We then remove trivially matching subsequences from the remaining clusters. Next, we again identify and remove the shifted clusters, because removal of trivially matching subsequences causes other shifted clusters to become identifiable. We then un-merge the levels from subsequences, and identify motifs that share the same waveform as well as the level. Details of this process are given in [2] .
Further, without re-clustering, the average time complexity of COIN algorithm is O(ka × n × d). Here, ka is the average size of the candidate cluster set, n = |S c | is size of candidate subsequence matrix, and d is the dimension of each point (which in our case is determined by the subsequence window length w). Thus, as long as ka n the complexity is only super-linear and an improvement over the quadratic behavior of both 1-NN as well as earlier frequent motif discovery techniques. We now describe a few schemes to reduce the number of candidate clusters.
Coin Clustering: BIRCH acceleration
BIRCH [27] is a well known bounded-spherical (COIN) clustering technique that stores clusters on leaf-nodes of a height-balanced tree, in which every node has at the most B children. Every cluster is represented by its Clustering Feature(CF) triple comprising of (N, LS, SS). Here, N is the number of points in that cluster, LS is the linear sum of all the points in the cluster, and SS is the squared sum of all the points in the cluster. The non-leaf nodes store the sum of CF triple of its children. Using the LS and N of CF triple, centroid can be calculated easily. When looking up the target cluster of a point s i , in this tree, we start with the children of the root node and find the nearest node Nn among those, i.e. arg minj D(s i , ej) ∀ children ej of the rootnode. Then we find the nearest child among the children of this node Nn, and go recursively down the tree to find the nearest leaf-node. This gives us the nearest cluster, and in this method of finding the candidate cluster set we return only one cluster. It was observed empirically and is shown in Section 5 that BIRCH gives significant gain in efficiency over state-of-the art motif discovery techniques on our large vehicular data, thus making it usable in practice, while still being able to discover the same frequent motifs on standard data sets.
Coin Clustering: LSH acceleration
We now describe an alternative acceleration technique that uses locality sensitive hashing (LSH) [20] to create the candidate cluster sets for every subsequence. We project subsequences on random hyperplanes as suggested in [9] . Each subsequence is hashed using n random hyper-plane normals (the vectors A). As defined by the LSH technique [20] we concatenate r hash functions to get a bucket-id for each subsequence. We hash each subsequence and each cluster centroid onto b bucket-ids corresponding to b different sets of r hash functions.
Since the hyperplanes are random, it is highly likely that the target centroid ci for a subsequence si falls in the same LSH bucket-id for at least one of the b sets of buckets. Conversely, we would like it to be highly unlikely for centroids that are far away from si to share a common bucket-id with this subsequence. We found that the values r = 3 and b = 5 work well in practice across datasets.
Once we have reasonable values of r and b, the candidate cluster set is determined by hashing each cluster centroid as it gets created as well as each incoming subsequence. Only those clusters are included in the candidate set whose centroids share at least one bucket-id with the incoming subsequence. As we show in Section 5, COIN-LSH improves over COIN-BIRCH in clustering quality.
Further, since LSH partially pre-clusters the subsequences, albeit approximately, we could conceptualize a parallel implementation where subsequences hashed to a bucket-id are clustered in parallel, using paradigms such as map-reduce, as described in [15] , albeit in a very different scenario. The analogy between these two scenarios is relatively easy to make, and serves as an additional motivation for COIN-LSH.
EXPERIMENTS AND ANALYSIS
Datasets and Infrastructure: We report the experimental results on vehicular sensor data for 59 different runs of various vehicles. All these vehicles were driven for almost 3 hrs. When these vehicles were being driven, values of 27 different sensors were recorded continuously, while we report results of experiments on select 6 sensors only. This lead us to our primary dataset for this paper, which contains m = 59 time-series for every sensor. These sensor readings were taken at a regular interval of 1 second; consequently, number of subsequences for a window length of w = 20 were almost 650k. In addition to the vehicular sensor data, we also performed experiments on some publicly available datasets in order to facilitate the comparison of our approach with those available in research literature [21] .
For our COIN-BIRCH algorithm, BIRCH code was taken from [19] . We have made our end-to-end code available at [1] for others to easily verify our results. We also publish subset of our vehicular sensor data at [1] . All efficiency related experiments were performed on a machine with processor: Intel Xeon E7520@1.87GHz, 4 physical CPU of 4 cores, and RAM: 32GB.
Parameter values for experiments: Our method of discovering frequently occurring motifs, takes w, R, s, and f as input parameters, however except for w, suitable values of all the parameters can be derived from data statistics. In this section we describe how the values of these parameters was chosen for various experiments.
The first parameter R binds the size of the clusters, i.e., it is a measure of how far can various subsequences be in a motif. In our experiments we found that mostly R = 1 works for w = 20 in all z-normalized and local-mean subtracted time-series, and used the same value unless otherwise stated. Further, when discovering the motifs with width w > 20, we adjust R as R adj = R × w/20. This strategy was observed to work well for motif widths upto w = 200.
Further, in vehicular time-series data from multiple runs of vehicles, we used minimum support s = 50 since there are 59 runs and we want patterns that occur in almost all runs. For public datasets we used minimum support s = 2 since all of these datasets are small and can be observed through simple time-series visualization techniques - Figure 3 . We filter all subsequences, which have normalized deviation (difference between max and min values) smaller than 1.
Results
In Figure 2 we show the running time of COIN-BIRCH as well as the Epenthesis algorithm for time-series of different lengths. As evident from the plot on the left, COIN-BIRCH is significantly more efficient than Epenthesis. Further, the plot on the right in Figure 2 shows that COIN-BIRCH works efficiently even as the number of subsequences grows well beyond the capacity of techniques such as Epenthesis, as was the case for our vehicular sensor data. Motifs discovered from our sample vehicle sensor data, which has been shared through [2] , are shown in Figure 4 .
We also tested our algorithm on public datasets, e.g., Electrocardiogram(ECG), BirdCalls, and Temperature datasets [21] . These experiments took less than 2 sec to run, and some of the motifs discovered on these datasets are shown in Figure 3 , demonstrating that our techniques discover the same motifs as Epenthesis [21] on public datasets. On Bird-Calls data our algorithm also discovers the similar motifs as done by Epenthesis. Note that while COIN-LSH did discover the heart-beats in the ECG data, it missed some of the instances of the motifs and the COIN-BIRCH did find all of the instances of the motif. Further, on Temperature data for motif width 80, we used a COIN radius R = 2. COIN-BIRCH in this case also found all the motifs as discovered by Epenthesis, while COIN-LSH found 6 more motifs for window length of w = 14. All of these actually are the real motifs according to our definition, 3 of these are shown below the Epenthesis image on the right hand side in Figure  3 . Results on other public datasets are also very similar and can be verified through our code available through [2] .
In COIN-LSH we used r = 3 and b = 5. We found both COIN-BIRCH and COIN-LSH give similar performance, although COIN-BIRCH was usually faster (of course COIN-LSH is more amenable to parallel implementation, as mentioned earlier). The above experiments were also tried for different window lengths and random order of clustering of subsequences in S c , with similar results.
RELATED WORK
It is evident from past work [8, 17, 18, 21, 26, 3, 13] on motif discovery that there are many aspects of this problem which need to be addressed, for example MK-Motif discovery algorithm [18] , discovers pairs of subsequences that are similar. In [3] , Begum et al. use MK Motif discovery algorithm to find the rare motifs. Xi et al. in [24] focus on finding another subsequence that is similar to a given subsequence, while Keogh et al. in [13] find surprising motifs. Our definition of frequent time-series motifs is similar to that of Keogh et al. [8, 21] ; however they do not focus on efficiency. These approaches have quadratic [8] or cubic [21] time-complexity in the size of the series (|T |) (recently, [26] has brought [21] down to quadratic complexity). Chiu et al. [8] exploit symbolic representation of subsequences using the SAX scheme [14] , we directly use subsequences in R d space after z-normalization and level-merging. In [21] authors exploit pair motif discovery algorithm [18] followed by a search for other similar subsequences in the time-series. We improve on these approaches, empirically achieving near linear performance.
Keogh et al. in [12] demonstrated that a) the output of Subsequence clustering (STS) is independent of the dataset used to generate them and that b) subsequences contained in a cluster don't share the same waveform and therefore lead to smoothing effect, resulting in sinusoidal motifs being detected for all time-series. This was demonstrated through the use of k-means and hierarchical agglomerative clustering. However, Goldin et al. [11] demonstrated that the output of STS clustering has correlations with the datasets used. Denton et al. showed that in 7 out of 10 cases there is a correlation between the clusters and the datasets used. Minnen et al. in [16] also use density-based clustering of non-overlapping subsequences.
Detailed analysis of the challenges involved in STS clustering was presented by Chen [5, 6] . He proposed an alternate distance measure to solve this issue. We submit that the use of bounded spherical, i.e., COIN clustering for discovery of frequent time-series motif works in practice, so STS clustering is meaningful, at least to us as, we found it useful as well as highly efficient for our practical application scenario. Code for these techniques was not available; however, they did not focus on efficiency per se, and used standard clustering techniques such as k-means that is clearly outperformed by BIRCH as shown in [4] . Of course, unlike the Epenthesis approach of [21] that is parameter free, approaches based on subsequence clustering all rely on at least the motif width being an input parameter.
To the best of our knowledge [4] , little has been written regarding the use of bounded spherical clustering techniques, especially for motif discovery. Our COIN-LSH approach improves on quality of motifs discovered using BIRCH while showing similar performance, and is also parallelizable using techniques such as in [15] . A concept similar to LSH was used in [24] for discovery of pair motifs in images, but on discrete symbolic representation of time-series, and the hash-functions were chosen by omitting specific dimensions. In contrast, we use subsequences in their original form and hashing based on random hyperplanes in d-dimensional space. A concept similar to COIN has been used in [18] , but for pair motifs rather than frequent motifs.
The problem of trivially matching subsequences has been identified in the research literature related to STS clustering [5, 6, 7, 8, 12, 16] . Most of these approaches [5, 6, 16] focus on non-overlapping subsequences at the outset therefore such approaches may altogether miss some of the motifs due to their lower support. Further, Chen has also argued in [7] that removing the subsequences before clustering also does not completely solve the issue of smoothing of subsequence clusters. Recently, Yang et al. in [25] proposed a clustering scheme, motivated by the same issues as we have highlighted in Section 3, however their approach is very different from ours. In summary, not enough attention has been given to an approach for removal of such subsequences after clustering, primarily because of the absence of suitable clustering method itself. While we also remove some trivially matching subsequences before clustering as in the above publications, we actually remove most of the trivially matching subsequences through post-processing steps.
CONCLUSION AND DISCUSSION
We have shown that useful frequent time-series motifs can be discovered using COIN clustering of time-series subsequences, in which spherical clusters are tightly bounded by a threshold. We have also addressed additional important practical aspects of the frequent-motif discovery problem, of which clustering is only a part. These include the removal of trivially matching subsequences as well as the elimination of near-duplicate motifs that are merely shifted versions of each other. We have presented experimental results on reallife vehicular sensor data as well as on public data sets.
Our algorithms are efficient, i.e., near linear time in the size of the series, making them useful in practice with big data. We have shown that our technique discovers meaningful frequent motifs, is significantly more efficient than state-of-the art techniques such as [21] and was found usable in practice on large collection of vehicular sensor data. We have published our code along with an extract from our real-life dataset for others to use or reproduce our results.
