Data mining has experienced an explosive growth of models with latent structure for clustering and classification. While having related objectives these models use different parameterizations and often very different specifications and constraints. Model choice is thus a big methodological issue and a crucial practical one for applications.
INTRODUCTION
The masses of data now available for analysis has changed the formulation of data mining problems and challenged assumptions that were defensible in the past but are largely no longer valid. For example, in classification and clustering tasks the problem of model assessment is often reduced in a textbook setting to the estimation of the corresponding prediction error using leave-one-out or k-fold cross-validation. In many practical applications, however, the ratio of labeled to unlabeled data is negligible. In fact, we rely upon a mix of supervised and unsupervised methods to perform "in vivo" classification with minimal training, or, in other words, clustering with minimal supervision. Further, the labels themselves are often intrinsically noisy, e.g., human annotators disagree on labels of documents or sentences in information retrieval applications, human evaluators disagree in assigning categories in scientific surveys, and experimental highthroughput functional annotations are fallible in biological applications. These novel characteristics of many important applications the scientific community deals with require some rethinking of fundamental tasks: namely, the way we assess model fit, and in particular the strategies we adopt to choose one model rather than another, say, for producing predictions about attributes of interest.
A Class of Bayesian Statistical Models for the Discovery of Latent Patterns
A general class of models that has recently gained popularity thanks to its ability to deal with minimal information and noisy labels in a systematic fashion is the class of Hierarchical Bayesian Mixed-Membership Models (HBMMMs henceforth). Models in this class bridge situations in which we have full information about the class labels, i.e., a typical classification setting, and situations in which we have no information about the class labels, i.e., a typical clustering setting. To explain how this is done we first need to establish the connection between classification and clustering settings. That is, the observable classes in a classification setting correspond to the unobservable groups, or clusters, in a clustering setting. In light of this correspondence, we can now explain how models in this class tie classification to soft-clustering through an explicit error model for the labels, i.e., the mixed-membership model, according to which each object of study, e.g., words or individuals, may belong to more than one class, group, or cluster [12, 1] .
In a classification setting with minimal information about the labels it is reasonable to assume that we do not have evidence about all existing class categories. In this setting the error model for the class labels serves two purposes: (i) models the uncertainty associated with available class labels, and (ii) models the average abundance of objects in each class a-priori. In a clustering setting with minimal information about the labels it is reasonable to use such information to initialize the non-observable groups or clusters, and the associated patterns, rather than ignoring it. In this setting the error model for the cluster labels serves two purposes: (i) models the relation between available labels and, and (ii) models the average abundance of objects in each cluster a-priori. The relation between the clustering and the classification settings with minimal information about the labels should now start to surface.
In order to complete the picture, though, and show how the data analysis using HBMMMs does not require a different treatment for each of the two settings, we have to introduce the likelihood. HBMMMs are essentially statistical (Bayesian) models. They are specified in terms of a hierarchy of probabilistic assumptions (i.e., a directed acyclic graph) that involves observations (i.e., attribute values such as words or disabilities, denoted by x), latent variables (i.e., topic or disability profile abundance, denoted by θ), and a parametric form of the patterns associated with each class or group (i.e., word usage by topic, or disability propensity by profile, denoted by β) associated with the various classes, groups, or clusters. The likelihood of the data is then a function ℓ`x˛β´= Z θ ℓ`x, θ˛β´Dα(dθ)
During pattern discovery, i.e., posterior inference, we plug into the likelihood the observations, and maximize it with respect to set of parameters β that describe the patterns associated with classes, groups, or clusters. That is, the focus in pattern discovery with HBMMMs is not on the variable amount of information about the labels, but rather it is on the hierarchy of probabilistic assumptions that we believe provide the structure underlying the data and ultimately lead to the likelihood function. Whatever the amount of information about the class labels, full, partial, minimal, or none, we simply treat it as observations about the attributes; we plug it in the likelihood. The missing information about the labels is recovered during pattern discovery (i.e., posterior inference) as it is the information about other non-observable patterns. Of course, the better our error model for the label is, the more reliable our recovery of the missing class labels will be, given a constant amount of information about them that is initially available.
In this sense, HBMMMs are essentially semi-supervised data mining models. They are also soft-clustering models in that the mixed-membership error model for the labels associates each observation with a vector of memberships that sum to one. The parameters of this error model inform the average abundance of specific class labels without imposing hard constraints, e.g, must-belong or must-not belong. Rather, the constraints are soft, probabilistic constraints.
Because of their flexibility, instances of HBMMMs have recently gained popularity in a variety of applications, e.g., population genetics [26, 28] , scientific publications [8, 13, 16] , words and images [7] , disability analysis [11] , fraud detection [23] , biological sequences & networks [1] . Further, we note that the class of HBMMMs includes popular unsupervised data mining methods such as probabilistic principal component analysis [32] , parametric independent component analysis, mixtures of Gaussians, factor analysis [15] , hidden Markov models [27] , and state-space models [2] . However, few papers recognize that these diverse applications often have in common a number of fundamental methodological issues such as those we focus on in the present paper.
The Issue of Model Choice
As we hinted in the discussion above, in these models classification and clustering tasks correspond to the same mathematical problem of maximizing the likelihood. This, in turn, corresponds to resolving the mixed membership of observations to categories (which are typically observed only for a negligible portion of the data), and to pattern discovery. A fundamental issue of HBMMMs is that of "model choice", that is, the choice of the number of latent categories, groups, or clusters. Positing an explicit error model for the category labels requires a choice regarding the number of existing categories in the population, i.e., the "choice" of the model. A parametric error model for the labels would assume the existence of a predetermined number, K, of categories, whereas a nonparametric error model would let the number of categories grow with the data.
In a classification setting with minimal information about the labels the issue of model choice consists of deciding how many categories we need to describe the portion of data without label information. Typically more than the number of categories observed in the sample for which information about the labels is available. Especially in HBMMM specifications that posit an error model for the labels with a fixed (finite) number of categories, the choice of how many categories is crucial for future predictions. In a clustering setting with minimal information about the labels the issue of model choice consists, again, of deciding how many groups or clusters we need to describe the portion of data without label information. Typically only few categories are represented in the sample for which information about the labels is available. Again, in HBMMM specifications that posit an error model for the labels with a fixed (finite) number of categories, the choice of how many categories is crucial for future predictions.
We explore the issue of model choice in the context of HBMMMs, both theoretically and computationally, by investigating the nexus between strategies for model choice, estimation strategies, and data integration in the context of data extracted from scientific publications and American seniors.
Overview of the Research
In this paper, we present the following research: (1) we identify HBMMMs a class of models that respond to the challenges introduced by modern applications, and we characterize HBMMMs in terms of their essential probabilistic elements; (2) we identify the issue of "model choice" as a fundamental task to be solved in each applied data mining analysis that uses HBMMMs; (3) we survey existing strategies for model choice; (4) we develop new model specifications, as well as use old ones, and we employ different strategies of model choice to find the "best" models underlying two case studies, in the domains of text analysis and survey data; (5) we study what happens as we deviate from statistically sound strategies in order to cut down the computational burden, in a controlled experimental setting.
Although "common wisdom" suggests that different goals of the analysis (e.g., prediction of the topic of new documents or of the disability profile of new elders, versus description of the whole collection of documents in terms of topics or of elders in terms of disability profiles) would lead us to choose different models, there are few surprises. In fact, from the case studies we learn that:
1. Independently of the goal of the analysis, e.g., predictive versus descriptive, similar probabilistic specifications of the models support optimal K, i.e., the number of latent groups and patterns, in the same ballpark;
2. Established practices aimed at reducing the computational burden while searching for the best model lead to biased estimates of the optimal K, i.e., the number of latent groups and patterns.
Arriving at a "good" model is a central goal of empirical analyses. Our exercise is relevant as input to technical journals that want to consider overhauling their current indexing schemes or considering the possible alternative of an automated indexing system. Further, in the disability case study, our exercise is relevant as input to social security experts who need to predict disability trends among the US elderly population as the rapid growth of this population has become a very serious issue.
Two Motivating Case Studies
Our study is motivated by two recent analyses about a collection of papers published in the Proceedings of the National Academy of Sciences (PNAS) [13, 16] , and by two recent analyses of National Long Term Care Survey data about disabled American seniors [11, 31] . Erosheva et al. (2004) and Griffiths & Steyvers (2004) report on their estimates about the number of latent topics, and find evidence that supports a small number of topics (e.g., as few as 8 but perhaps a few dozen) or as many as 300 latent topics, respectively. There are a number of differences between the two analyses: the collections of papers were only partially overlapping (both in time coverage and in subject matter), the authors structured their dictionary of words differently, one model could be thought of as a special case of the other but the fitting and inference approaches had some distinct and non-overlapping features. The most remarkable and surprising difference come in the estimates for the numbers of latent topics. Should we want or believe that there are only a few dozen topics capturing the breadth of papers in PNAS or is the number of topics so large that almost every paper can have its own topic? A touchstone comes from the journal itself. PNAS, in its information for authors (revised in June 2002), states that it classifies publications in biological sciences according to 19 topics 1 .
PNAS Scientific Collection (1997-2001)
1 When submitting a research paper to PNAS, authors have
Here, we develop a third analysis, using the version of the PNAS data analyzed in [13] : we employ both parametric and non-parametric strategies for model choice, and we make use of both text and references of the papers in the collection, in order to resolve this issue. This case study gives us a basis to discuss and assess the merit of the various strategies. Data (1982 Data ( -2004 In the second example, we worked with an excerpt of data from the National Long-Term Care Survey (NLTCS) to illustrate the important points of our analysis. The NLTCS is a longitudinal survey of the US population aged 65 years and older with waves conducted in 1982, 1984 1989, 1984, 1999 and 2004 . It is designed to assess chronic disability among the US elderly population especially those who show limitations in performing some activities that are considered normal for everyday living. These activities are divided into activities of daily living (ADLs) and instrumental activities of daily living (IADLs). The ADLs are basic activities of hygiene and healthcare : eating, getting in/out of bed, moving inside the house, dressing, bathing and toileting. The IADLs are basic activities necessary to reside in the community : doing heavy housework, doing light housework, doing the laundry, cooking, grocery shopping, moving outside the house, traveling, managing money, taking medecine and telephoning. The subset of data was extracted by [11] from the analytic file of the public use data file of the NLTCS. It consists of combined data from the first four survey waves (1982, 1984, 1989, 1994 Here we complement the analyses of Erosheva (2002) and Stallard (2005) with our own. In particular, assuming that there exist K latent profiles, or sub-populations, in the population of disabled American seniors, with K ≤ 5, Erosheva found that K = 4 may be appropriate for this data set. Our goal is then to study if increasing the number of latent profiles results in a better description of the data set and to find the value of K which best fits the data.
Disability Survey

A CHARACTERIZATION OF HBMMMS
A general formulation due to [12] characterizes the models of mixed-membership in terms of assumptions at four levels. In the presentation below, we denote subjects with n ∈ [1, N ] and observable response variables with j ∈ [1, J].
A1-Population Level. Assume that there are K classes or sub-populations in the population of interest. We denote by f (xnj|β jk ) the probability distribution of j-th response variable in the k-th sub-population for the n-th subject, where β jk is a vector of relevant parameters, and k ∈ [1, K]. Within a subpopulation, the observed responses are assumed to be independent.
to select a major and a minor category from a list of topics predefined by the National Academy. The list of topics changes over time to reflect changes in the National Academy of Sciences sections. Further, PNAS permits dual classifications between major categories and, in exceptional cases, within a major category. ′ represent the mixed-membership of the n-th subject to the various sub-populations. The distribution of the observed response xnj given the individual membership scores θn, is then
Conditional on the mixed-membership scores, the response variables xnj are independent of one another, and independent across subjects. A3-Latent Variable Level. Assume that the vectors θn, i.e., the mixed-membership scores of the n-th subject, are realizations of a latent variable with distribution Dα, parameterized by vector α. The probability of observing xnj , given the parameters, is then
A4-Sampling Scheme Level. Assume that the R independent replications of the J distinct response variables corresponding to the n-th subject are independent of one another. The probability of observing {x
, given the parameters, is then
The number of observed response variables is not necessarily the same across subjects, i.e., J = Jn. Likewise, the number of replications is not necessarily the same across subjects and response variables, i.e., R = Rnj .
Example 1: Latent Dirichlet Allocation
Our general framework encompasses popular data mining models, such as the "latent Dirichlet allocation" introduced by [26] in population genetics, and rediscovered independently by [21] and by [8] for the analysis of scientific publications.
Using this model on the PNAS data: sub-populations correspond to latent "topics", indexed by k; subjects correspond to "documents", indexed by n; there is only one response variable that encodes which "word" in the vocabulary is chosen to fill a position in a text of known length, so that j is omitted; positions in the text correspond to replicates, and we have a different number of them for each document, i.e. we observe Rn positions filled with words in the n-th document. The model assumes that each position in a document is filled with a word that expresses a specific topic, so that each document is the expression of possibly different topics. In order to do so, an explicit indicator variables z (r) n is introduced for each observed position in each document, which indicates the topic that expresses the corresponding word. The function f (x (r)
where β k is a random vector the size of the vocabulary, say V , and P V v=1 β kv = 1. A mixedmembership vector θn is associated to the n-th document, which encode the topic proportions that inform the choice of words in that document, and it is distributed according to Dα (a Dirichlet distribution, i.e.). We obtain equation 2 integrating out the topic indicator variable z The issue of model choice we introduced in Section 1.2 translates into the choice about the number of non-observable word and reference usage patterns (latent topics) that best describe a collection of scientific publications.
Example 2: Grade of Membership Model
The "Grade of Membership", or GoM, model is another specific model of mixed-membership, in which there are no replications, i.e., Rn = 1. This model was first introduced by Woodbury in the 1970s in the context of medical diagnosis [34] . In the case of disability data, the scalar parameter β jk is the probability of being disabled on the activity j for a complete member of latent profile k, that is,
Since we deal with binary data (individuals are either disabled or healthy), the probability distribution f (xj|β jk ) is a Bernoulli distribution with parameter β jk . Therefore, a complete member i of latent profile k is disabled on the activity j, i.e., xij = 1, with probability β jk . Each individual i is characterized by a vector of membership scores θi = (θi1, · · · , θiK ). We assume that the membership scores θi follow the distribution Dα (for example a Dirichlet distribution with parameter α = (α1, · · · , α k , . . . , αK ). Note that the ratio
represents the proportion of the population that belongs to the k-th latent profile.
In this application, the issue of model choice translates into the choice about the number of non-observable disability propensity profiles (latent profiles) that best describe the population of American seniors.
Relations to other Data Mining Methods
In order to situate HBMMMs in a familiar landscape, we discuss similarities with other unsupervised data mining methods. In fact, in many applications including those we present in this paper, HBMMMs are used in an unsupervised fashion, with no information about class labels. Recall that in our problem we want to group observations about N subjects {x
into, say, K groups. K-means clustering, for example, searches for K centroids m1:K that minimize
where the centroids m1:K are centers of respective clusters in the sense of Euclidean norm. Subjects have single group membership in K-means. In the mixture of Gaussians model, a popular HBMMM that extends K-means, the M SE scoring criterion is substituted by the likelihood P n,k ℓ(n, k). Further, we have unknown mixed-membership vectors θn, that relax the single membership of K-means. The connection is given by the fact that the mixed-membership vectors θn, i.e., the class abundances, have a specific form in K-means, i.e., for the n-th subject we can write
In a general specification of HBMMMs we introduce Dα distributed mixed-membership vectors, θn, also unknown. Further, in HBMMMs it is possible to have a more complicated likelihood structure, which follows specifications in Section 2.
STRATEGIES FOR MODEL CHOICE
Although pathological cases can be built, where slightly different model specifications lead to quite different analyses, in real situations we expect models with similar probabilistic specifications to suggest an optimal number of groups, K, in the same ballpark.
In our application to scientific publications and survey data we explore the issue of model choice by means of different criteria, of which two popular choices in the data mining community: namely, cross-validation [18] , and a Dirichlet process prior [6] .
Choice Informed by the Ability to Predict
Cross-validation is a popular method to estimate the generalization error of a prediction rule [18] , and its advantages and flaws have been addressed by many in that context, e.g., [24] . More recently, cross-validation has been adopted to inform the choice about the number groups and associated patterns in HBMMMs [7, 33] .
Guidelines for the proper use of cross-validation in choosing the optimal number of groups K, however, has not been systematically explored. One of the goals of our case studies is that of assessing to what extent cross-validation can be "trusted" to estimate the underlying number of topics or disability profiles.
In particular, given the non-negligible influence of hyperparameter estimates in the evaluation of the held-out likelihood, i.e., the likelihood on the testing set, we discover that it is important not to bias the analysis with "bad estimates" of such parameters, or with arbitrary choices that are not justifiable using preliminary evidence, i.e., either in the form of prior knowledge, or outcome of the analysis of training documents. To this extent, estimates with "good statistical properties", e.g., empirical Bayes or maximum likelihood estimates, should be preferred to others [9] .
The Dirichlet Process Prior
Positing a Dirichlet process prior on the number of latent topics is equivalent to assuming that the number of latent topics grows with the log of the number of, say, documents or individuals [14, 6] . This is an elegant model selection strategy in that the selection problem become part of the model itself, although in practical situations it is not always possible to justify this strategy. A non-parametric alternative to this strategy 2 has been recently proposed [20] . This prior appears reasonable, however, for static analyses of scientific publications that appear in a specific journal. In fact, in such cases a larger collection of documents means a wider time window, and existing toy models of evolution can be specified, which justify the scale-free nature of the relation between documents and topics for exploratory data analysis purposes [19] .
Other Criteria for Model Choice
The statistical and data mining literatures contain many criteria and approaches to deal with the issue of model choice, e.g., reversible jump MCMC techniques, Bayes factors and other marginal likelihood methods, cross-validation, and penalized likelihood criteria such as the Bayesian Information Criterion (BIC) [29, 25] , the Akaike information criterion (AIC) [4] , the deviance information criterion (DIC) [30] , minimum description length (MDL) [10] . See [17] for a review of solutions in the Data Mining community.
CASE STUDY: PNAS 1997-2001
As we outlined in Section 1.4 our analysis is motivated by two recent analyses about a collection of papers published in the Proceedings of the National Academy of Sciences (PNAS). [13] and [16] report on their estimates about the number of latent topics, and find evidence that supports a small number of topics (e.g., as few as 8 but perhaps a few dozen) or as many as 300 latent topics, respectively.
In this section we set out to explore: (1) how to perform the selection task in hierarchical Bayesian models of mixedmembership; (2) what is a good estimate for the number of topics K * underlying the PNAS collection in the years 1997-2001. After choosing K * topics and its associated words and references usage patterns, we will explore to what extent they correlate with the topic indications provided by the articles' authors using PNAS editorial categories.
Modeling Text and References
To find the "optimal" number of latent topics, we characterize a document, here an article from PNAS, by its abstract and its bibliography. Thus, each document can be seen as a collection of words from the abstract and references from the bibliography.
Finite Mixture: The Model
In the finite case, the n-th document Dn can then be represented as Dn = ({x (r 1 ) n }, {y (r 2 ) n }) where x (r 1 ) n is a word and y (r 2 ) n is a reference, rj = 1, · · · , Rn,j. For the n-th document, Rn,j, j = 1, 2, is the number of replicates or "blanks" in the abstract (j=1) and in the bibliography (j=2). x (r 1 ) n (resp. y (r 2 ) n ) is a vector of size V1 (resp. V2) with a single component equal to one and all other components equal to zero. We denote by x (r 1 ) n,v 1 (resp. y (r 2 ) n,v 2 ) the v1-th (resp. v2-th) component of x (r 1 ) n (resp. y (r 2 ) n ). In the following, the document index n is omitted to ease notation. For each document, we assume the following generative process:
For each of the R1 words x
(r 1 ) :
3. For each of the R2 references y (r 2 ) :
Here, Dα is a Dirichlet(α1, . . . , αK ) distribution with α k = α for all k. The parameters of the model are then the symmetric Dirichlet hyperparameter α, the multinomial parameters for words (β 1,k ), and the multinomial parameters for references (β 2,k ), k = 1, · · · , K. For each k, we have
In this finite mixture model, we assume that the number of latent topics is unknown but fixed at K and our goal is to find the number of topics which gives the best description of the corpus of scientific articles.
Infinite Mixture: The Model
As in the finite mixture setting, we characterize each article in PNAS by the words used in its abstract and the references chosen for the bibliography. Here, a document Dn is represented by Dn = (xn, yn), where xn is a vector of word counts of length V1 and yn is a vector of reference counts of length V2. Note that xn = P R n,1 r=1 x (r)
n . The xn are sparse vectors because each abstract uses at most 202 unique words and each document has at most 66 references. The vector θn = (θn1, . . . , θnK ) represents the membership of article n in the K subpopulations. We do not assume a fixed length of the θ vectors K, the number of subpopulations. However, we do assume that the articles belong to one and only one of the K subpopulations. This means that one element of θn has value one and the rest have value zero. Using the notation of θn now becomes difficult; instead we use c, a column vector of length N , where cn is the class assignment for element n, cn = k if θ nk = 1 for n = 1, . . . , N . Note that θ nk = I(cn = k) and that if z (r) n = k for all r, that is equivalent to cn = k.
We assume the following generative process:
1. c ∼ Dα.
For each of the K distinct values of c:
2.1 β k ∼ Dir(η1) where η1 = (η1,1, · · · , η1,V 1 ).
2.2 γ k ∼ Dir(η2) where η2 = (η2,1, · · · , η2,V 2 ).
3. For each of the N documents xn:
3.2 yn|γc n ∼ Mult(Rn,2, γc n ).
Here, we take Dα to be a Dirichlet process prior (DPP) with parameter α, as described in [22] and [5] . The prior distribution on c gives us
where m −n,k is the number of objects other than n in class k and K−n,+ is the number of nonempty classes when ignoring object n. As in the finite mixture model, we take η j,k = τj for all k for j = 1, 2 thus τj/ is now the real parameter of a symmetric Dirichlet distribution.
In this model, we assume that the number of latent topics, K, is unknown and possibly infinite. In order to find the number of topics that best describes the corpus of scientific articles, we need to find the posterior distribution of c.
Inference
Inference was developed for each of the models; variational methods were used for the finite mixtures, and MCMC methods for the infinite mixture. For details see [3] .
Empirical Results
We fit six models for latent topics in the PNAS dataset: using words alone or with references, finite or infinite mixture models, and (for finite mixture) fitted or fixed Dirichlet parameter α. The plots of the log likelihood above suggest we choose a number of topics between 20 and 40 whether words or words and references are used. The infinite mixture model also has a posterior distribution for K with a peak between 25 and 35 topics. By choosing K = 20 topics, we can interpret all of the word adn reference usage patterns. We then fit the data with a 20 topics model for the finite mixture model using words and references and interpreted the 20 topics. In Table 1 , we list 12 high-probability words from 16 of these topics (note that the stop words have been filtered out). Table 2 shows the 5 references with the highest probability for 6 of the topics. Using both tables, we found the following interpretations: The topic 1 is about population genetics. Topic 2 concerns the activation of enzymes by protein kinases. Topic 3 focuses on problems of hormone levels and topics 4 and 5 on nuclear activity (production of cdna and mrna) and (catalysts for dna copying). We observe two topics associated with HIV, topic 6 (HIV and immune response) and topic 12 (T-cell response to HIV infection). Topic 7 is related to plant evolution and phylogenetic relationships. Several topics are related to protein studies like, for instance, topic 8 (protein structure and folding) and topic 11 (protein promotion by transcription binding factors). Topic 14 deals with cancer markers. We can identify two topics related to tumor experiments with mice: topic 13 (mutant mice and tumor suppression), topic 18 (tumor treatment for mice and humans) while topic 15 has to do with bone marrow stem cells. Four topics relate to the brain and neurons: topic 16 (functional and visual responses to changes in the brain), topic 17 (neurons and neurotransmitters), topic 19 (nervous system development), and topic 20 (electrical excitability of cell membranes). Topics 9 and 10 are most ambiguous, relating to procedural explanations and genetic mutation broadly.
To summarize the distribution of latent aspects over distributions, we provide graphical representations of the distribution of latent topics for each of the PNAS topics in Figure 2 . The third figure represents the model used for Tables 1 and 2 . Note that topic 7 identified with plants was highly represented in Agriculture, Ecology and Plant Biology articles. Also note that all of the PNAS classifications are represented by several word and reference usage patterns in all of the models. This highlights the distinction between the PNAS topics and the discovered latent topics. The assigned topics follow the structure of the historical development of Biological Sciences and the division of Departments and Schools. The latent topics, however, show the greater ideas of interest within the field. Topic 8, which concerns the structure and topology of proteins, is highly represented in theoretical papers in Evolution, Genetics, Cell and Developmental Biology as well as applied papers in Ecology, Pharmacology, and Applied Biological Sciences. These latent topics are structured around the current interest of Biological Sciences. Figure 2 also shows that there is a lot of hope for collaboration and interest between separate fields which are researching the same ideas.
The held-out log likelihood plot corresponding to five-fold cross validation (omitted, see [3] ) suggest a number between 20 and 40 topics for the finite admixture model. In particular, the finite mixture with words and references supports K = 20, more than other choices. This is also true in the posterior distribution of K for the infinite admixture. We have used fixed α = 50 K as in [16] and estimated α from the data and achieved the same conclusion. While [16] found posterior evidence for nearly 300 topics, a number closer to 30 is much more useful in the application of examining topic trends and exploring automatic classification. Also, the twenty topics fit here are interpretable in a meaningful way that is not possible with too many topics.
CASE STUDY: DISABLED AMERICAN SENIORS IN THE NLTC SURVEY
As outlined in section 1.4, we complement the analyses of [11] and [31] . Considering up to 5 latent profiles, [11] found that 4 profiles is appropriate for the NLTCS data. In this section, we increase the number of latent profiles and our aim is to select the model which best describes the data.
Grade of Membership Models
Finite Mixture: The Model
To carry out the analysis of the NLTCS data, we use the GoM model of Section 2.2 and variations of it. In this model, each individual i is characterized by his responses xij to the J items. Here J = 16 as there are 16 ADL/IADL items. The responses xij are binary, equal to zero if the individual is considered as healthy on the ADL/IADL j and equal to one if he is considered as disabled. For each individual i, we assume the following generative process:
2. For each j, sample zij|θi ∼ Mult(1, θi).
3. For each j, sample xij |zij ∼ Bern(βz ij j ) where
Here, we take Dα to be a Dir(α) distribution where α = (α1, · · · , αK ). Recall that β kj is the probability of being disabled on activity j for a complete member of the kth latent profile. We again consider two approaches: fitting α and using MCMC methods and fixing α using variational approximation methods. For the variational approach, we assume that α is unknown and fixed. For the MCMC approach, following [11] , we consider a full Bayesian version of the GoM model. The hyperparameter α is then assumed to be random and we use the following reparameterization:
Note that ξ k represents the proportion of the population that belongs to the kth latent profile. As concerns the hyperprior distributions, we assume the following: α0 ∼ Gamma(τ1, τ2) and ξ = (ξ1, · · · , ξK ) ∼ Dir(1, · · · , 1). For the Gamma distribution, we choose a diffuse distribution with τ1 = 2 and τ2 = 10.
In this model, we assume that the number of latent profiles is unknown but fixed at K and our goal is to find the number of latent profiles which gives the best description of the population of seniors. For this, we need to estimate the parameters of the model.
Infinite Mixture: The Model
As in the finite mixture model, the vector θi = (θi1, . . . , θiK) represents the membership of individual i in the K subpopulations. However, we assume that the individuals belong to one and only one subpopulation and again use the representation of c where ci = k if θ ik = 1. We do not fix the number of subpopulations K and estimate K in the model. Each individual i is characterized by his responses xij. For each individual i, we assume the following generative process:
2. For each of the N patients and for each j 2.1 For each of the K distinct values of c: sample β jk ∼ Beta(τ, γ).
sample xij|βc
Here Dα is the Dirichlet process prior as described in Section 4.1.2 We choose a uniform prior distribution for the disability probabilities, β kj , with τ = γ = 1. The hyperparameter of Dα is chosen for prior indifference towards additional groups with α = 1.
Inference
Inference was developed for each of the models; variational and MCMC methods were used for the finite mixtures, and MCMC methods for the infinite mixture. For details see [3] .
Empirical Results
We fit three models for disability propensity profiles: the finite mixture with fixed Dirichlet parameter α, the finite mixture with α fit, and the infinite mixture model.
We carry out the analysis of the NLTCS data using both MCMC and variational methods, and fitting the data with K-profiles GoM models, for K = 2, 3, · · · , 10. To choose the number of latent profiles that best describes the data, we use a method that focuses on the most frequent response patterns. In the NLTC Survey data, what we mean by most frequent response patterns are the response patterns with observed counts greater than 100. For example, the "allzero" response pattern (which concerns individuals with no disabilities on the 16 ADLs/IADLs) has the largest observed count of 3, 853. They are actually 24 response patterns with observed counts greater than 100 and they account for 41% of the total number of observations (which is here 21, 574). Then, using the estimates of the model parameters obtained via an MCMC algorithm or a variational EM algorithm, we can compute the expected cell counts for the 24 response patterns and compare with the observed cell counts. Eventually, to choose the model that best fits the data, we can compute the sum of Pearson residuals for each model. Table 3 provides the expected cell counts for the 24 most frequent response patterns (to be compared with the observed cell counts) using MCMC methods. Note that here we have represented only the results for K = 6, 7, 8 and 9 because of space constraints. But our conclusions are based on all cases (K = 2, 3, · · · , 10). We could observe from this results that the model with K=9 has a better fit for the "all-zero" response pattern, the "all-one" response pattern and the pattern number n = 3 (pattern with only one 1 on the IADL "doing heavy housework"). The computation of the sum of Pearson residuals confirms that K = 9 seems to be a good choice. This is also true when one computes the expected cell counts using the variational methods.
To deal with this issue of model choice, we can also compute a version of DIC directly using the output from MCMC simulations. Indeed, if we focus on parameters θ and β, the computation is done using draws from the posterior distribution of β kj and θ k . According to the DIC plot [3] , we would rather choose models with K = 8 or K = 9 latent profiles. Using variational approximation methods, we could also compute an approximate version of BIC. This criterion suggests a number of profiles around 8.
According to these different criteria, K = 9 seems to be an appropriate choice for the NLTCS data. Figure 3 shows the latent profiles obtained for the 9 profiles GoM model using MCMC methods. The conditonal response probabilities represented on the Y-axis are the posterior mean estimates of β kj = P (xij = 1|θ ik = 1), the probability of being disabled on the activity j for a complete member of latent profile k. We could then interpret the profiles. For example, we can clearly distinguish two profiles for "healthy" people, these are the lower curves (the solid, blue curve and the dashed, light blue curve). The upper curve (solid, red curve) can be seen as the "disabled" profile since most of the probabilities are greater than 0.8. We observe that one profile (dotted, brown curve) has the second highest values for the IADLs "managing money", "taking medecine" and "telephoning". This profile could then concern individuals with some cognitive impairment. The profile (dotted, orange curve) which has the second highest probabilities for most of the ADLs/IADLs, could be interpreted as "semi-disabled". Another profile (solid, green curve) has very high probabilities for all the activities involving mobility including the IADL "outside mobility". This profile could then deal with mobility impaired people. One profile (dashed, blue curve) concerns individuals who are pretty healthy on all the activities but "doing heavy housework" (as seen in Table 3 , the response pattern n = 3 has the second largest observed cell count). Finally, the two remaining profiles (the dotdashed, blue curve and the dashed, light green curve) deal with people who could be described as "semi-healthy" since they show limitations in performing some physical activities. Note that we found similar interpretations when using variationals methods and MCMC methods despite some differences in the estimated values of the conditional disability propensity probabilities β kj .
CONCLUDING REMARKS
In this paper, we have studied the issue of model choice in the context of mixed-membership models. Often the number of latent classes or groups is of direct interest in applications, but it is always an important element in determining the fit and meaning of the model.
We have used "latent Dirichlet allocation" and developed an extension to it, in order to analyze a corpus of PNAS biological sciences publications from 1997 to 2001. We applied two popular methods, k-fold cross-validation and Dirichlet process prior, to select the number of latent topics. Considering the results obtained with six combinations of models and model choice strategies K = 20 topics appears to be the optimal number non-observable categories to obtain a general description of the corpus, and predict the topic mix in new documents. The resulting topics are also easily interpretable and profile the most popular research subjects in biological sciences, in terms of the corresponding words and references usage patterns. Different numbers of topics led to faulty or unintelligible conclusions. Incidentally, our 20 topics correlate well with the PNAS editorial categories.
For the analysis of the NLTCS data, we have developed parametric and nonparametric variations the GoM model. We performed posterior inference using variational methods and MCMC. We have used different criteria to assess model fit and choose K; in particular a method based on the sum of Pearson residuals for the most frequent response patterns, and information criteria such as DIC and BIC. We have then reached the conclusion that K = 9 latent profiles is an appropriate choice for the data set. This choice allows us to identify profiles that did not appear in the analysis considered performed in [12] ; for instance, the profile for individuals who are pretty healthy on all the activities but "doing heavy housework". Further, we were able to interpret all the 9 profiles. It remains to see whether cross validation will confirm the choice of 9 latent profiles.
A Practice to Avoid
We conclude by reporting anecdotal evidence about the dangers of fixing the hyper-parameters according to some ad-hoc strategy that is not supported by the data. We simulated a set of 3,000 documents according to the finite mixture model of text only described in Section 4.1, with K * = 15 and a vocabulary of size 50. We then fitted the correct finite mixture model on a grid for K = 5, 10, 45 that included the true underlying number of groups and associated patterns, using a five-fold cross-validation scheme. In a first batch of experiments we fitted alpha using empirical Bayes [9] , whereas in a second batch of experiments we set α = 50 K , following the analysis in [16] . The held-out log-likelihood profiles are reported in Figure 4 .
In this controlled experiment, the optimal number of nonobservable groups is K * = 15. This implies a value of α = 50 15 = 3.33 > 1 for the ad-hoc strategy, whereasα = 0.052 < 1 according to the empirical Bayes strategy. Intuitively, the fact that α > 1 has a disrupting effect on the model fit: each topic is expected to be present in each document, or in other words each document is expected to belong equally to each group/topic, rather than only to only a few of them, as it is the case when α < 1. As a consequence, the estimates of the components of mixed-membership vectors, {θ nk }, tend to be diffuse, rather than sharply peaked, as we would expect in text mining applications. This ultimately bias the estimation of the number of latent groups. This effect can be observed by looking at the entries in Figure 2 , where diffuse estimates are found corresponding to the strategy of fixing alpha. Further, Figure 4 shows that the empirical Bayes strategy correctly recovers K * = 15, whereas the ad-hoc strategy finds K * = 20. Our experiments in a controlled setting suggest that it is desirable not to fix the hyper-parameters, e.g., the nonobservable category abundances α, according to ad-hoc strategies, unless such strategies are supported by previous analyses. Ad-hoc strategies will affect inference about the number of non-observable groups and associated patterns in noncontrollable ways, and ultimately bias the analysis of data. , whereas the dashed, red line corresponds to the strategy of fitting α via empirical Bayes. K * is denoted with an asterisk.
