We used biophysical modeling to examine a fundamental, yet unresolved, question regarding how particular lateral amygdala (LA) neurons are assigned to fear memory traces. This revealed that neurons with high intrinsic excitability are more likely to be integrated into the memory trace, but that competitive synaptic interactions also play a critical role. Indeed, when the ratio of intrinsically excitable cells was increased or decreased, the number of plastic cells remained relatively constant. Analysis of the connectivity of plastic and nonplastic cells revealed that subsets of principal LA neurons effectively band together by virtue of their excitatory interconnections to suppress plasticity in other principal cells via the recruitment of inhibitory interneurons.
Introduction
Classical fear conditioning is an experimental paradigm used to investigate how animals learn to fear new stimuli by experience. In this model, a neutral sensory stimulus [conditioned stimulus (CS)] acquires the ability to elicit fear responses after a few pairings with a noxious stimulus [unconditioned stimulus (US)]. While there is evidence that fear conditioning induces widespread synaptic plasticity in the brain, including at thalamic and cortical levels (Letzkus et al., 2011; Weinberger, 2011) , there are also data indicating that the dorsal portion of the lateral amygdala (LAd) is a critical site of plasticity for the storage of pavlovian fear memories (LeDoux, 2000; Pape and Paré, 2010) . What is less clear is how particular LAd neurons are assigned to the fear memory trace. Indeed, relatively few LAd neurons (25%) acquire an increased responsiveness to stimuli predicting adverse outcomes (Quirk et al., 1995; Repa et al., 2001; Rumpel et al., 2005) , even though most receive the necessary inputs (Han et al., 2007) .
In a previous study, we developed a biophysical LAd model that reproduced experimental findings regarding the cellular correlates of fear conditioning in LA ( Fig. 1A-D ; Kim et al., 2013) . We used it to examine whether fear memories depend on (1) training-induced increases in the responsiveness of thalamic and cortical neurons projecting to LA, (2) plasticity at the synapses they form in LA, and/or (3) plasticity at synapses between LA neurons. These tests revealed that training-induced increases in the responsiveness of afferent neurons are required for fear memory formation. However, once the memory has been formed, this factor is no longer required because the efficacy of the synapses that thalamic and cortical neurons form with LA cells has augmented enough to maintain the memory. In contrast, plasticity at synapses between LA neurons was found to play a minor role in maintaining the fear memory.
In the present study, we use the model to examine how particular LA neurons are assigned to fear memory traces. Previously, it was reported that LA cells expressing high levels of activated cAMP response element-binding protein (CREB; hereafter "activated CREB" is denoted as "CREB") are preferentially recruited into the memory trace (Han et al., 2007 (Han et al., , 2009 . In fact, the proportion of LA cells expressing CREB is similar to that acquiring potentiated responses to the CS in unit recording studies (Quirk et al., 1995; Repa et al., 2001; Rumpel et al., 2005) . However, when CREB was overexpressed (CREB ϩ ) or downregulated (CREB Ϫ ) in LA, the proportion of LA neurons recruited into the memory trace did not change, suggesting that the assignment of particular LA neurons to the memory trace involves a competitive process (Han et al., 2007) . Consistent with this, CREB enhances the intrinsic excitability of principal cells by inhibiting the slow afterhyperpolarization (sAHP) current (Viosca et al., 2009; Benito and Barco, 2010) , without altering their membrane potential, input resistance, or spike shape . Moreover, the latter study suggested that CREB increases the likelihood that principal cells will become part of the fear memory by enhancing their intrinsic excitability. In the present study, we used a realistic biophysical model of LAd to shed light on this question.
Materials and Methods
We provide a brief overview of the 1000-cell biophysical LAd model used in this study. The reader is referred to our prior study for a complete description (Kim et al., 2013) .
Single-cell models
To reproduce to diversity of spike frequency adaptation seen in principal LA neurons (Faber et al., 2001; Faber and Sah, 2003; Power et al., 2011) , we modeled three types of regular spiking principal cells, with high (type A), intermediate (type B), or low (type C) spike frequency adaptation, due to the differential expression of a Ca 2ϩ -dependent K ϩ current. Within each class (A-C), all cells were endowed with the same conductance for this current, with the lowest value being for the more excitable type C cells (Kim et al., 2013) . LA also contains local GABAergic interneurons that exhibit various firing patterns, even among neurochemically homogeneous subgroups (Pape and Paré, 2010) . However, the majority display a fast-spiking pattern, which was reproduced in the model. The principal cell model had three compartments representing a soma (diameter, 24.75 m; length, 25 m), an apical dendrite (diameter, 2.5 m; length, 119 m) on which synapses were placed, and another dendrite (diameter, 5 m; length, 400 m) that helped match passive properties. Values of specific membrane resistance, membrane capacity, and cytoplasmic (axial) resistivity were within the ranges reported in previous physiological studies. The current types, equations, and densities, as well as the match of the single-cell model and experimental data for responses to various current injections can be found in recent reports (Li et al., 2009; Kim et al., 2013 ).
The interneuron model had two compartments: a soma (diameter, 15 m; length, 15 m); and a dendrite (diameter, 10 m; length, 150 m). The passive membrane properties were as follows: R m (membranespecific resistance) ϭ 20 K⍀-cm 2 , C m (membrane-specific capacitance) ϭ 1.0 F/cm 2 , R a (membrane axial-specific resistivity) ϭ 150 ⍀-cm, and E L (leak current reversal potential) ϭ Ϫ70 mV. Similar to the pyramidal cell, the interneuron model could reproduce the nonadapting repetitive firing behavior of fast-spiking cells, as observed experimentally. Details, including currents used, have been reported separately (Kim et al., 2013) .
Network structure and connectivity
It was estimated that there are 24,000 principal cells in LAd (Tuunanen and Pitkänen, 2000) . To keep computation times practical while capturing the complexity of the intra-LAd network, we modeled a scaled down (30:1) version of LAd that included 800 principal cells. Because the proportion of interneurons to principal cells is 20:80, the model included 200 interneurons. Principal cells and interneurons were distributed randomly in a realistic tridimensional representation of the horn-shaped LAd (Fig. 1A) . By comparing the responses of LA cells to local applications of glutamate at various positions with respect to recorded neurons, general principles were inferred for connectivity among principal cells, as well as between local-circuit and principal neurons (Samson and Paré, 2006) . It should be noted that in our model, CREB (or intrinsic excitability) did not determine the initial connectivity of the cells. Instead, independently of whether particular principal cells were type A, B, or C, we set up probabilistic gradients of connectivity based on earlier physiological studies of the intrinsic LA network.
Activity-dependent synaptic plasticity
Model synapses could undergo activity-dependent synaptic plasticity, consistent with the experimental literature. All AMPA synapses in the model were endowed with long-term postsynaptic plasticity except for those delivering shock or background inputs. Also, all GABA synapses had long-term plasticity. This form of plasticity was implemented using a learning rule that uses the concentration of a postsynaptic calcium pool at each modifiable synapse (Shouval et al., 2002a,b) . Calcium entered postsynaptic pools at excitatory synapses via NMDA receptors (and AMPA receptors for interneurons) and voltage-gated calcium channels (VGCCs). Similarly, calcium for pools at inhibitory synapses came from postsynaptic intracellular stores and VGCCs (Li et al., 2009 ). For both types of synapses, the synaptic weight decreased when the calcium concentration of the pool was below a lower threshold and increased when it exceeded an upper threshold. All model AMPA and GABA synapses also exhibited short-term presynaptic plasticity, with short-term depression at interneuron-principal cell and principal cell-interneuron connections. Additional details and equations related to the implementation of these plasticity mechanisms can be found in Kim et al. (2013) .
Neuromodulator effects
Neuromodulators have long been implicated in fear and anxiety, and are known to regulate pavlovian fear learning and synaptic plasticity in LA (Bissière et al., 2003; Tully and Bolshakov, 2010) . Conditioned aversive stimuli alter the activity of ventral tegmental area and locus ceruleus neurons, which in turn modulate fear and anxiety through their widespread forebrain projections, including to the amygdala. Therefore, the model incorporated the effects of dopamine and norepinephrine on LAd cells, based on prior experimental reports.
Inputs
Background synaptic inputs. LA projection neurons have low spontaneous firing rates in control conditions (Gaudreau and Paré, 1996) . To reproduce this, Poisson-distributed, random excitatory background inputs were delivered to all model cells, resulting in average spontaneous firing rates of 0.7 Hz for principal cells and 7.2 Hz for interneurons.
Tone and shock inputs. Auditory fear conditioning is thought to depend on the convergence of inputs relaying information about the CS (tone) and US (footshock) in LA (Quirk et al., 1995; LeDoux, 2000; Pape and Paré, 2010 ). In the model, the CS and US inputs were represented by glutamatergic synapses acting via AMPA and NMDA receptors. The frequency of thalamic and cortical tone inputs during habituation was set to 20 Hz. The tone inputs also included noise represented by random Poisson spikes with an average frequency of 2 Hz. The following distribution of inputs was used for the simulations: uniform total tone density throughout LAd, with 70% of the cells in the dorsal subdivision (LAdd) receiving thalamic tone projections and 35% receiving cortical tone projections; and the opposite for cells in the ventral subdivision (LAdv), i.e., 35% of LAdv cells receiving thalamic and 70% receiving cortical tone projections. The shock inputs were distributed uniformly to 70% of LAd cells.
Conditioning protocol used in simulations
The schedule of tone and shock inputs in the simulations was based on in vivo studies (Quirk et al., 1995) . We scaled down the timing of the auditory fear-conditioning protocol so that it would be suitable for computational studies (Fig. 1B) . The protocol included three phases (habituation, conditioning, and recall), composed of 8, 16, and 4 trials, respectively. Each trial featured a 0.5 s tone CS followed by a 3.5 s gap. Only during conditioning, a shock was administered 100 ms before the end of the tone, so that they coterminated. In light of evidence that fear conditioning leads to plasticity in CS afferent pathways, the frequency of thalamic and cortical tone inputs was increased to 40 Hz after the first and sixth conditioning trials, respectively.
All model runs were performed using parallel NEURON (Carnevale and Hines, 1006) running on a Beowulf supercluster with a time step of 10 s. The primary model used in this study will be available on the ModelDB public database (http://senselab.med.yale.edu/ModelDB/) as part of our previous publication (Kim et al., 2013) .
Results
It was previously reported that during fear conditioning only a minority of principal LA neurons (Ϸ25%) develop potentiated CS responses (Quirk et al., 1995; Repa et al., 2001; Rumpel et al., 2005) , even though most receive the necessary inputs (Han et al., 2007) . These investigators also noted that a similarly low proportion of LA cells displays CREB and that CREB enhances the likelihood that individual LA neurons are recruited into the fear memory trace. Surprisingly however, when CREB was overexpressed or downregulated in LA, the proportion of LA neurons recruited into the memory trace remained constant. This led Han et al. (2007) to propose that selection of particular LA neurons to the fear memory trace involves a competitive process.
Because CREB decreases the sAHP (Viosca et al., 2009; Benito and Barco, 2010) , we considered the possibility that a higher intrinsic excitability confers a competitive advantage to LA neurons. We could investigate this possibility with our model because it is endowed with three types of principal cells with high (type A, 50%), intermediate (type B, 30%), or low (type C, 20%) spike frequency adaptation (Fig. 1E) , due to the differential expression of a Ca 2ϩ -dependent K ϩ current, as observed experimentally (Faber et al., 2001; Faber and Sah, 2003; Power et al., 2011) . Other than their differing intrinsic excitability, types A, B, and C neurons are identical; they received the same types and numbers of inputs (Table 1) . Therefore, if the model is valid and CREB biases principal cells to become part of the fear memory trace by increasing their intrinsic excitability, one would expect an over-representation of the more excitable principal neurons among the plastic cells.
Consistent with this prediction, we found that a negligible proportion of type A neurons was plastic cells, compared with around half of type B and C cells (Fig. 1F ) . Furthermore, when we simulated the CREB ϩ or CREB Ϫ experiments of Han et al. (2007) by converting a randomly selected subset (25% or 100 cells) of type A neurons to type C, or type B or C neurons to type A, without altering their connectivity, the number of plastic cells did not change proportionally to the number of converted cells (Fig. 1G) .
To analyze the mechanisms underlying this effect, we compared the extrinsic and intrinsic connectivity of plastic versus nonplastic cells in the control case. Note that the connectivity of the model was not determined arbitrarily (Kim et al., 2013) . Instead, we used probabilistic gradients of excitatory and inhibitory connectivity so that the model would reproduce prior experimental observations about the spatially heterogeneous intrinsic connectivity that exists in different parts of LA (Pape and Paré, 2010) . Note that CREB status and connectivity were determined independently in our model. However, the intrinsic excitability of the cells, in concert with the connections formed by each cell, alters the likelihood that existing inputs will undergo activitydependent plasticity. All values reported below are averages Ϯ SEM, except for cell counts.
With respect to extrinsic connections, a higher proportion of plastic cells received tone inputs from the thalamus and/or cortex (100%) than nonplastic type B or C cells (61%; 2 ϭ 6.8, p Ͻ 0.05). Shock inputs were also more prevalent in plastic (94%) than in nonplastic type B or C cells (47%); excitatory connections from other plastic cells that receive shock inputs drove plasticity in the cells of the former group that did not receive shock inputs. Intrinsic connections also differed between the two cell types (Fig. 2) : plastic cells formed more monosynaptic excitatory connections (5.8 Ϯ 0.23) with other plastic cells, compared with nonplastic cells (4.1 Ϯ 0.15; p Ͻ 0.0001; Fig. 2A ). In addition, there were more disynaptic connections involving interneurons from plastic to nonplastic cells (131 Ϯ 4.1) compared with such connections between plastic cells (108 Ϯ 4; p Ͻ 0.0001; Fig. 2B) . Importantly, the same differences in intrinsic connectivity were observed between plastic and nonplastic cells of types A-C as well as in the CREB ϩ and CREB Ϫ simulations. As mentioned above, in the CREB ϩ and CREB Ϫ simulations (Fig. 1G) , the number of plastic cells did not change proportionally to the number of cells whose intrinsic excitability was altered. This occurred because some of the originally plastic cells became nonplastic (hereafter termed "loser cells") and others, originally nonplastic, became plastic (hereafter termed "winner cells"). We reasoned that contrasting the properties of these two cell types would shed light on the factors involved in the competitive process. This analysis revealed that in the CREB ϩ and CREB Ϫ simulations, virtually all type B or C loser cells (n ϭ 47 and 9, respectively) and winner cells (n ϭ 45 and 28, respectively) received tone and shock inputs. However, as for the control case ( Fig. 2A) , type B or C loser cells received significantly fewer monosynaptic excitatory connections from type B or C winner cells, compared with such connections between winner cells ( p Յ 0.001 in both cases; Fig. 2C,E) . Moreover, the disynaptic connections from the winner cells involving interneurons to the loser cells were significantly more numerous than between winner cells ( p Յ 0.015 in both cases; Fig. 2 D, F ) . Surprisingly, however, loser cells lost the competition even though they received as many (and in fact slightly more) excitatory connections from other loser cells than between winner cells (Fig. 2C,E) . Also, the incidence of disynaptic inhibitory connections between loser cells and winner cells was also comparable (Fig. 2 D, F ) . This suggests that pre-existing differences in the connections of the two cell types are not the only factors that bias the cells to win or lose. Consistent with this, the proportion of type C cells was significantly higher among winner cells compared with loser cells for the CREB ϩ and CREB Ϫ cases (CREB ϩ : 96 vs 47%, 2 ϭ 58.9, p Ͻ 0.0001; CREB Ϫ : 64 vs 33%, 2 ϭ 19.2, p Ͻ 0.0001). All other properties examined did not differ.
To test the robustness of the above findings, we performed additional simulations with different random values for (1) the distribution of the various types of principal cells in 3-D space, (2) afferent tone and shock connectivity, and (3) intraLAd connectivity. These simulations replicated the results reported above, indicating the robustness of the model for these parameters.
The outputs were very similar across models for the number of plastic cells (189.3 Ϯ 6.5), the number of excitatory (21.3 Ϯ 0.4) and inhibitory (22.2 Ϯ 0.5) connections received by principal cells, the number of excitatory (22.7 Ϯ 0.8) connections received by interneurons, and the tone responses of plastic cells. These numbers are comparable to the data in Figure 1G and Table 1 .
The CREB ϩ and CREB Ϫ cases also gave similar results for the number of plastic cells across the cases. The difference across models was very small, as follows: 189.3 Ϯ 6.5 for control; to 195.3 Ϯ 1.4 for the CREB ϩ case; and to 183.3 Ϯ 4.7 for the CREB Ϫ case (similar to the data in Fig. 1G ). Also, in all cases, plastic cells received more monosynaptic excitatory connections (5.65 Ϯ 0.27) from other plastic cells compared with nonplastic cells (3.85 Ϯ 0.33; p Ͻ 0.001). In addition, there were more disynaptic connections from plastic to nonplastic cells (130.8 Ϯ 3.3) involving interneurons compared with such connections from nonplastic to plastic cells (97.7 Ϯ 3.2). These again matched the data for the main model. Furthermore, we repeated the runs with a second model (Kim et al., 2013) that was similar in all respects to the present one except for different initial weights of intra-LAd synapses. Considering the fact that the distributions of afferents, internal connectivity, and single-cell properties were based on experimental data, the only parameters for which we did not have very definitive data were initial synaptic weights and plasticity thresholds. Therefore, we also investigated whether alternative models might exist that provide output similar to that of the present one by varying these parameters. With a different set of initial weights and minor modifications to plasticity thresholds, we found another model (Kim et al., 2013, see parameter values for model 2) that replicated the above findings very well. A characteristic of this model was that inhibitory transmission within amygdala decreased (i.e., the interneuron-pyramidal cell connection was depressed) by ϳ20% after conditioning (see also Rea et al., 2009 ), compared with the present model, where it increased slightly after conditioning. 
