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Re´sume´
Soit X un vecteur ale´atoire a` valeurs dans Rd et de loi de probabilite´ P. L’objectif
de cet article est de de´terminer empiriquement a` partir d’un n-e´chantillon de X un en-
semble Q1−α ⊂ Rd, appele´ quantile multidimensionnel, de P-probabilite´ 1− α avec α petit,
notamment α < 1/n. La me´thode utilise´e est fonde´e sur une me´thode de classification a`
vecteurs de support [1] que nous utilisons conjointement avec la the´orie des valeurs extreˆmes
afin d’extrapoler le comportement des donne´es observe´es, c’est-a`-dire lorsque l’on cherche
Q1−α avec α < 1/n.
Mots cle´s : analyse des donne´es, the´orie des valeurs extreˆmes, me´thodes a` vecteurs de
support, me´thodes a` noyaux, quantiles multidimensionnels de volume minimal.
Let X be a d-dimensional random vector with probability law P. This paper deals with
the estimation from an n-sample of a multivariate quantile set Q1−α ⊂ Rd of P-probability
1− α, with α small — in particular when α < 1/n. The method is based on support vector
classification [1] together with extreme value theory in order to extrapolate the behaviour of
the data, i.e, we search for Q1−α with α < 1/n.
1 Introduction
La complexite´ d’un syste`me et les approximations de mode´lisation qui en re´sultent, le carac-
te`re ale´atoire des perturbations externes ainsi que la dispersion des parame`tres de conception
autour de leur valeur nominale sont autant de raisons qui ame`nent a` remettre en cause les ap-
proches de´terministes supposant une connaissance parfaite du syste`me et de son environnement.
La ne´cessite´ de concevoir des syste`mes robustes nous conduit a` e´laborer des mode`les statistiques
qui permettent de quantifier l’effet des incertitudes, et en particulier l’apparition de valeurs ex-
treˆmes a` la sortie des syste`mes. En ge´ne´ral, les valeurs extreˆmes apparaissent avec une faible
probabilite´, ce qui rend leur e´valuation particulie`rement difficile.
Dans cet article, nous proposons une approche permettant de de´terminer des ensembles de
faible probabilite´ lorsque les observations du syste`me ou du phe´nome`ne physique e´tudie´ sont
∗soutenu par la Fondation d’entreprise EADS (www.fondation.eads.net)
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multivarie´es. Cette approche propose´e repose sur une classification de type SVM a` une classe,
explique´e brie`vement dans la section 3, et l’utilisation de la the´orie des valeurs extreˆmes, dont
nous rappelons un the´ore`me fondamental dans la section 4. Nous illustrons la me´thode dans la
section 5.
2 Quantiles multidimensionnels
Soient (X,A,P) un espace de probabilite´s, Q une classe de sous-ensembles P-mesurables et
λ une fonction a` valeurs re´elles de´finie sur Q. Un quantile multidimensionnel par rapport a`
(X,A,P,Q, λ) est un ensemble Q1−α, non ne´cessairement unique, qui atteint l’infimum
u(α) = inf{λ(Q) : Q ∈ Q , P(Q) ≥ 1− α} , 0 < α ≤ 1 .
La fonction u(α) est appele´e fonction quantile [2]. Si Q est une σ-alge`bre et λ la mesure de
Lebesgue, alors Q1−α est l’ensemble de volume minimal contenant au moins une fraction 1− α
de la masse de probabilite´. Lorsque P correspond a` une distribution empirique obtenue a` partir
d’un n-e´chantillon d’un vecteur ale´atoire X ∈ X, on obtient un quantile empirique. Observons
e´galement que si α tend vers ze´ro, l’estimation du quantile devient un proble`me d’estimation du
support d’une densite´ de probabilite´ multidimensionnelle.
De nombreux travaux ont e´te´ effectue´s dans le cadre de l’estimation d’ensembles Q1−α de
volume minimal (voir notamment [3, 4, 5, 6]). Si f̂n(x) est un estimateur de la densite´ de
probabilite´ de X calcule´e a` partir d’un n-e´chantillon, alors Q̂1−α = {x ∈ X : f̂n(x) ≤ α} est un
quantile empirique de volume minimal dit de type plug-in [7].
Dans cet article, nous conside´rons un n-e´chantillon d’une variable ale´atoire X ∈ X de loi P,
et l’objectif est d’estimer un quantile multidimensionnel dans le cas 0 ≤ α ≤ 1/n (qui correspond
a` une extrapolation du comportement des donne´es observe´es). Par la suite, Q = {Bρ, ρ ∈ R
+}
est une classe de sous-ensembles parame´tre´s telle que
ρ1 < ρ2 ⇒ Bρ1 ⊃ Bρ2 , (1)
et λ est de´fini par λ(Bρ)
∆
= ρ, pour tout Bρ ∈ Q. Dans la section suivante, nous de´finissons une
telle classe Q a` l’aide d’une me´thode de classification a` vecteurs de support, dite a` une seule
classe [1, 8].
3 Classification a` vecteurs de support
Un algorithme de classification a` une seule classe a pour objectif de de´terminer un ensemble
re´gulier en un certain sens contenant une fraction fixe´e des donne´es observe´es. De nombreux
algorithmes sont envisageables. L’un des plus classiques en statistique repose sur l’estimateur
de Parzen d’une densite´ de probabilite´. Le seuillage de la densite´ estime´e fournit des ensembles
de niveaux ve´rifiant la proprie´te´ (1). Dans cette e´tude, nous retenons un algorithme de type
vecteurs de support (SVM) de´crit dans [1]. Cet algorithme fournit (sous certaines conditions)
un estimateur consistant d’une densite´ de probabilite´ et par conse´quent des estime´es des quan-
tiles Q1−α de volume asymptotiquement minimal [8]. Les avantages de cet algorithme sont de
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deux types. D’une part, la classe Q est de´crite a` partir d’un petit nombre de donne´es (les vecteurs
de support). D’autre part, il s’agit d’un algorithme re´gularise´ (cette proprie´te´ est souhaitable
dans le cadre de l’estimation de quantiles multidimensionnels).
Soit F un espace hilbertien de fonctions re´elles de´finies sur X, muni d’un produit scalaire note´
(., .)F . Supposons de plus qu’il existe une fonction k : X × X → R, appele´e noyau reproduisant,
telle que
∀f ∈ F , f(x) = (f, k(x, .))F , ∀x ∈ X .
F est alors un espace a` noyau reproduisant [9].
Soient xi ∈ R
d, i = 1, . . . , n, des donne´es mode´lise´es comme des re´alisations d’un vecteur
ale´atoire X. Une me´thode de classification a` vecteurs de support [1] construit une fonction





max(0, 1 − f(xi)) + λ‖f‖
2
F , λ > 0 . (2)
Le the´ore`me du repre´sentant [10] montre que f̂λ,n peut se mettre sous la forme
f̂λ,n : x 7→
∑n
i=1 aˆλ,ik(xi,x) . (3)
De plus, il est possible de montrer que f̂λ,n est l’unique solution d’un programme quadratique [1].
Notons Bλ,nρ = {x ∈ X : f̂λ,n(x) > ρ} et Qn la famille {B
λ,n
ρ }ρ. [1] montre que P(B
λ∗,n
ρ∗ ) tend
vers 1−α lorsque n tend vers l’infini pour des valeurs ρ∗ et λ∗ convenablement choisies. De plus,




tend alors vers un quantile de volume minimal si ρ ≤ 2λ∗. La figure 1 repre´sente des quantiles
au niveau 1 − α = 0.5 estime´s par cette me´thode avec λ∗ = 1/nα et ρ∗ choisi par la me´thode
de´crite dans [1].
















Fig. 1 – Quantile empirique multidimensionnel au niveau 1−α = 0.5 (repre´sente´ en trait plein)
estime´ par classification a` vecteurs de support des donne´es (repre´sente´es par des croix) pour
deux distributions. Le noyau est choisi gaussien avec σ = 3, le choix de σ est e´galement de´crit
dans [8].
Si l’on cherche un Q̂1−α ∈ Qn tel que P(Q̂1−α) ≈ 1− α avec α < 1/n, il est possible
d’ame´liorer l’estimation en caracte´risant la queue de la loi de probabilite´ de f̂λ,n(X) a` l’aide
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de la the´orie des valeurs extreˆmes. L’ide´e est de choisir dans (2) un λ qui permette d’avoir un
nombre convenable de xi pour lesquels f̂λ,n(xi) < 2λ et d’estimer ρ tel que P{f̂λ,n(X) < ρ} = α
en utilisant le re´sultat rappele´ dans la section suivante.
4 The´orie des valeurs extreˆmes
La the´orie des valeurs extreˆmes (TVE) est une branche des statistiques de´veloppe´e dans les
anne´es 1950 qui fournit des re´sultats asymptotiques sur le comportement des queues de proba-
bilite´ [11]. Dans le cas unidimensionnel, un quantile au niveau 1−α > 1−1/n, avec n le nombre
d’observations, est appele´ quantile extreˆme. L’estimation d’un quantile extreˆme est un proble`me
important dans de nombreuses applications (en finance, en inge´nierie, en climatologie. . . ). Com-
ment estimer un quantile a` 99% si l’on ne dispose que de 50 observations ? L’utilisation d’un
mode`le parame´trique est ne´cessaire lorsqu’on veut extrapoler le comportement des donne´es ob-
serve´es.
La TVE est fonde´e sur deux the´ore`mes fondamentaux asymptotiques : celui de Fisher -
Tippett et celui de Pickands - de Haan. Bornons-nous a` rappeler le the´ore`me de Pickands - de
Haan, qui e´tablit le comportement limite des queues de loi de probabilite´ de variables ale´atoires.
The´ore`me (Pickands - de Haan). Soient X1,X2, . . . ,Xn n variables ale´atoires i.i.d. de meˆme
fonction de re´partition F , alors
Fu(x)
∆
= P{X − u > x|X > u} =
F (x+ u)− F (u)
1− F (u)
, 0 ≤ x < x0 − u , (4)
avec
x0 = sup{x ∈ R : F (x) < 1} ≤ ∞ .
S’il existe deux suites (an) ∈ R















|Fu(x)− Pξ,β(u)(x)| = 0 , (5)







, β(u) = σ + ξ(u− µ) , (6)






Lorsque ξ < 0 la DPG est a` support borne´ a` droite et la borne est u − β/ξ ; lorsque ξ > 0
la distribution n’a pas de borne supe´rieure. Si ξ = 0, la DPG est de´finie comme la limite de
Pξ,β(u)(x) quand ξ tend vers 0
+ (elle n’est pas borne´e et de´croˆıt exponentiellement).
Pour un seuil u proche de la borne supe´rieure de la distribution, on peut utiliser la description
parame´trique suivante de la queue de distribution :
F (x) = P{X ≤ x}











L’estimateur d’un quantile extreˆme Q1−α > u est obtenu en inversant l’expression de la









ou` ξ̂, β̂ sont des estime´es des parame`tres du mode`le DPG (voir par exemple [11]) et P̂{X > u}
est estime´ empiriquement par une me´thode de Monte-Carlo.
Il est ne´cessaire de choisir u suffisamment grand pour se placer dans les conditions de validite´
asymptotique de (7) tout en gardant un nombre de donne´es xi > u suffisant pour obtenir une
variance d’estimation pertinente (voir [11]).
5 Exemple
Soit X = (R cos θ,R sin θ)T ou` θ ∼ N (0, pi/10) et R suit une distribution t de Student a`
quatre degre´s de liberte´. Le tableau 1 compare les moyennes et e´carts-type de P (Q̂0.995), lorsque
Q̂0.995 est estime´ a` partir de re´alisations de X, d’abord a` l’aide de la densite´ de probabilite´
obtenue par classification SVM simple [1], puis par utilisation combine´e de la classification SVM
et de la the´orie des valeurs extreˆmes. On constate que la the´orie des valeurs extreˆmes fournit
de bien meilleures estime´es. La figure 2 repre´sente 200 re´alisations de X, ainsi que le quantile
empirique Q̂0.995 estime´ a` partir de ces re´alisations et les intervalles de confiance, fournis par la
the´orie des valeurs extreˆmes.










Fig. 2 – 200 e´chantillons du vecteur X, le quantile a` 0.995 estime´ par the´orie des valeurs
extreˆmes (repre´sente´ en trait continu) et les intervalles de confiance inte´rieurs et exte´rieurs (en
traits pointille´s). Le noyau est choisi gaussien avec σ = 0.75
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P(X ∈ Q̂0.995, SVM) P(X ∈ Q̂0.995, SVM+TVE)
n = 100 0.9338 (0.0205) 0.9903 (0.0117)
n = 200 0.961 (0.011) 0.9925 (0.0109)
n = 400 0.9765 (0.0063) 0.9933 (0.0042)
Tab. 1 – Comparaison, sur la base de 100 essais, des moyennes et e´carts-type de P (Q̂0.995),
lorsque Q̂0.995 est estime´ a` l’aide de la seule SVM, puis par utilisation conjointe de SVM et
TVE.
Cet exemple simple montre donc la pertinence de la me´thode propose´e. Les calculs de valeurs
extreˆmes multivarie´es sont en effet d’une importance cruciale en inge´nierie, ou` les syste`mes
e´tudie´s ont le plus souvent plusieurs sorties. Les vitesses de convergence des estimateurs obtenus
en fonction de la dimension de X, du type de de´croissance de la queue, et du choix du noyau
reproduisant sont des questions qu’il nous semble important d’e´tudier par la suite.
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