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Abstract
In this paper, we prove that in macroscopic times of order one, the solutions to the truncated
BBGKY hierarchy (to second order) converge in the weak coupling limit to the solution of the
nonlinear spatially homogeneous Landau equation. The truncated problem describes the formal
leading order behavior of the underlying particle dynamics, and can be reformulated as a non-
Markovian hyperbolic equation which converges to the Markovian evolution described by the
parabolic Landau equation. The analysis in this paper is motivated by Bogolyubov’s derivation of
the kinetic equation by means of a multiple time scale analysis of the BBGKY hierarchy.
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1
1 Introduction
A central objective in kinetic theory is the derivation of effective equations for macroscopic densities
of particles in a plasma or gas. Two of the main equations in this context are the Boltzmann equation
and the Landau equation, and a large portion of the mathematical research in this area is devoted to the
study of these equations. For an extensive overview of mathematical kinetic theory we refer to [28, 34].
For the Boltzmann equation, rigorous results have been proved, both on the level of the equation itself,
and on the level of its derivation from particle systems. Results on well-posedness, entropic properties
of solutions, and rate of convergence to equilibrium can be found in [13, 14, 31, 35]. For the derivation
of the equation from interacting particle systems we refer to [15, 20, 24, 25], and to [7, 9, 16, 27] for
the derivation of the linear equation from Lorentz models.
Many of these problems, including the derivation starting from particle systems, are still open for
the Landau equation. The goal is to describe the evolution of the macroscopic velocity distribution
of (initially randomly) distributed particles (푋푖, 푉푖)푖∈퐼 ∈ (ℝ
3 × ℝ3)퐼 (where 퐼 is a countable or finite
index set) evolving according to the Hamiltonian dynamics:
휕휏푋푖(휏) = 푉푖(휏)
휕휏푉푖(휏) = −휃
2
∑
푗≠푖
∇휙(푋푖(휏) −푋푗(휏)), 휃 > 0 scaling parameter.
(1.1)
Here 휙 = 휙(푥) is the interaction potential, and in the rest of the paper we use the notation ∇휙 = ∇푥휙
and assume 휙 is radially symmetric. When the strength of the potential is small, i.e. 휃2 → 0, and for
large times 푡 ≫ 1, the evolution of the particles is governed by many small deflections. Let 푍 > 0
be the average number of particles per unit of volume, to be made precise later. It is widely accepted
that for a suitable choice of 휙 and rescaling of 휃 → 0 and 푍, the number density 푓 (푡, 푣) of a spatially
homogeneous system satisfies the Landau equation (cf. [28]):
휕푡푓 (푡, 푣) =
3∑
푖,푗=1
휕푣푖
(ˆ
ℝ3
푎푖,푗(푣 − 푣
′)(휕푣푗 − 휕푣′푗
)
(
푓 (푡, 푣)푓 (푡, 푣′)
)
d푣′
)
푓 (0, 푣) = 푓0(푣).
(1.2)
Here 푡 is a macroscopic time scale that we will specify later, and the matrix valued function 푎 is
determined by the pair interaction potential 휙:
푎푖,푗(푤) =
휋2
4
ˆ
ℝ3
푘푖푘푗훿(푘 ⋅푤)|휙̂(푘)|2 d푘 = Λ|푤|
(
훿푖,푗 −
푤푖푤푗|푤|2
)
for some Λ > 0. (1.3)
In the most physically relevant case – that of Coulomb interaction, i.e. 휙(푥) =
푐|푥| – considered in [19],
the constant Λ is logarithmically divergent.
The equation (1.2)-(1.3) was introduced by Landau in [19] (see also [22]). However, Landau did
not take as a starting point the dynamics of the particles (cf. (1.1)). Instead he studied the Boltzmann
equation in the limit of grazing collisions, which was assumed to be a good approximation for the
dynamics of the system (1.1). A rigorous version of Landau’s argument can be found in [1].
A rather general approach to deriving kinetic equations from (1.1) was later developed by Bo-
golyubov (cf. [6]). We will briefly summarize this method here. Consider a countable system of
particles (푋푖(0), 푉푖(0))푖∈퐼 ∈ (ℝ
3 × ℝ3)퐼 , distributed according to an uncorrelated, translation invari-
ant grand canonical ensemble. Furthermore, assume the velocities 푉푖 are of order one. We consider
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scaling limits of a single scaling parameter 휀 → 0, as is customary in the modern literature on kinetic
equations (cf. [3, 15, 20, 24, 28]). We set the strength of the potential 휃2 and the particle density 푍 as:
휃2 = 휀훽 , 푍 = 휀1−2훽 . (1.4)
For reasons we will explain later, we choose 훽 ∈ (0, 1). We can then consider the 푛-particle correlation
functions 퐹푛(푥1, 푣1,… , 푥푛, 푣푛). In order to work with functions of order one, we define the rescaled
functions 푓푛 by:
퐹푛(휏, 푥1, 푣1,… , 푥푛, 푣푛) = 푍
푛푓푛(휏, 푥1, 푣1,… , 푥푛, 푣푛).
Then the correlation functions 푓푛 satisfy the so-called BBGKY hierarchy (see e.g. [3]):
휕휏푓푛 +
푛∑
푖=1
푣푖∇푥푖푓푛 − 휀
1−훽
푛∑
푖=1
ˆ
∇휙(푥푖 − 푥푛+1)∇푣푖푓푛+1 d푥푛+1 d푣푛+1
= 휀훽
∑
푖≠푗
∇휙(푥푖 − 푥푗)∇푣푖푓푛.
(1.5)
Since 훽 ∈ (0, 1), we have 푍휃2 = 휀1−훽 → 0. The physical meaning of this will be explained below.
Under this assumption, Bogolyubov’s argument yields the Landau equation (1.2) as the limiting equa-
tion for 푓1. In the case 훽 = 1, i.e. 푍휃
2 = 1, Bogolyubov’s technique can also be applied, however here
the limiting equation is the Balescu-Lenard equation (see [2, 3, 21]). In this case, the particles of the
system must be viewed as interacting as part of an effective medium, in which the interaction of pairs
of particles is modified due to collective effects. In the physics literature this is characterized by means
of the so-called dielectric function, that gives a nontrivial correction to the limit kinetic equation. We
will not however consider this issue in the present paper.
Our assumption 푍휃2 → 0 has a clear interpretation in terms of dimensionless quantities. Observe
that 푍휃2 describes the ratio of the average potential to the average kinetic energy of a particle:
⟨휃2∑푗∈퐼∶푖≠푗 휙(푋푖 −푋푗)⟩⟨푉 2
푖
⟩ ∼ 푍휃2 = 휀1−훽 .
Since 푍휃2 → 0, the kinetic energy of the particles particles is much larger than their potential energy,
hence the absence of collective effects. Our objective is to study the evolution of the one particle
function 푓1. We will refer to the timescale on which this evolution takes place as macroscopic time.
To simplify notation, we set (푥푖, 푣푖) = 휉푖 and introduce the (rescaled) truncated correlation functions
푔2, 푔3,… defined by:
푔2(휉1, 휉2) = 푓2(휉1, 휉2) − 푓1(휉1)푓1(휉2)
푔3(휉1, 휉2, 휉3) = 푓3(휉1, 휉2, 휉3) − 푓1(휉1)푔2(휉2, 휉3) − 푓1(휉2)푔2(휉1, 휉3) − 푓1(휉3)푔2(휉1, 휉2)
− 푓1(휉1)푓1(휉2)푓1(휉3)
푔4(휉1, 휉2, 휉3, 휉4) = … .
From (1.5) we can derive equations for 푔2, 푔3 and higher order truncated correlation functions. A
crucial observation is that we can expect to have a separation of orders of magnitude 푓1 ≫ 푔2 ≫ 푔3
as 휃2 = 휀훽 → 0. To see this, we consider now the exact equations satisfied by 푔2 and 푓1. For ease of
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notation, we introduce the function 휎 with 휎(1) = 2, 휎(2) = 1, to relabel the indexes of 휉1, 휉2. By a
straightforward algebraic computation, the BBGKY hierarchy (1.5) implies:
휕휏푓1 = 휀
1−훽∇푣 ⋅
(ˆ
∇휙(푥1 − 푥3)푔2(휉1, 휉3) d휉3
)
휕휏푔2+
2∑
푖=1
푣푖∇푥푖푔2 − 휀
1−훽
2∑
푖=1
ˆ
∇휙(푥푖 − 푥3)∇푣푖 (푓1(휉푖)푔2(휉휎(푖), 휉3) + 푔3(휉1, 휉2, 휉3)) d휉3
= 휀훽
2∑
푖=1
∇푣푖
(
푓1(휉1)푓1(휉2) + 푔2(휉1, 휉2)
)
∇휙(푥푖 − 푥휎(푖)).
(1.6)
Indeed, the sources on the right-hand side of the equation are of order 휀훽 ≪ 1, leading us to expect
푓1 ≫ 푔2. A similar argument suggests 푔2 ≫ 푔3. Therefore, we approximate (1.6) by:
휕휏푓1 = 휀
1−훽∇푣 ⋅
(ˆ
∇휙(푥1 − 푥3)푔2(휉1, 휉3) d휉3
)
(1.7)
휕휏푔2+
2∑
푖=1
푣푖∇푥푖푔2 − 휀
1−훽
2∑
푖=1
ˆ
∇휙(푥푖 − 푥3)∇푣푖푓1(휉푖)푔2(휉휎(푖), 휉3) d휉3 (1.8)
= 휀훽
2∑
푖=1
∇푣푖
(
푓1(휉1)푓1(휉2)
)
∇휙(푥푖 − 푥휎(푖)).
Since the source term on the right-hand side of (1.8) is of order 휀훽 , it is convenient to define the function
푔̃2 = 휀
−훽푔2. Then we can rewrite (1.7)-(1.8) as:
휕휏푓1 = 휀∇푣 ⋅
(ˆ
∇휙(푥1 − 푥3)푔̃2(휉1, 휉3) d휉3
)
(1.9)
휕휏 푔̃2+
2∑
푖=1
푣푖∇푥푖 푔̃2 − 휀
1−훽
2∑
푖=1
ˆ
∇휙(푥푖 − 푥3)∇푣푖푓1(휉푖)푔̃2(휉휎(푖), 휉3) d휉3 (1.10)
=
2∑
푖=1
∇푣푖
(
푓1(휉1)푓1(휉2)
)
∇휙(푥푖 − 푥휎(푖)).
It is now apparent that the contribution of the integral term in (1.10) is negligible in the approximation
used in this paper and therefore that term can be dropped. Moreover, the stabilization of 푔̃2 to a steady
state takes place in times 휏 of order one. On the other hand, the changes in 푓1 take place in times 휏 of
order 1∕휀, suggesting we should define the macroscopic time scale as 푡 = 휀휏. The separation of time
scales is a key point in the argument by Bogolyubov. It implies that, on the macroscopic timescale,
the truncated correlation 푔̃2(푡) can be expected to be a functional 푔̃2(푡) = 퐴2[휀, 푓1(푡)] of 푓1. More
generally, Bogolyubov argues that on the timescale 푡 all truncated correlation functions 푔푘 evolve in
a similar adiabatic manner. This ansatz allows us to derive the limiting kinetic equation for 푓1(푡) in
a straightforward fashion. The integral term in (1.10) can be neglected, since it is of lower order.
Therefore (1.9)-(1.10) can be approximated by (∇휙(푥) = −∇휙(−푥) by radial symmetry):
휕휏푓1 = 휀∇푣 ⋅
(ˆ
∇휙(푥1 − 푥3)푔̃2(휉1, 휉3) d휉3
)
휕휏 푔̃2 +
2∑
푖=1
푣푖∇푥푖 푔̃2 = (∇푣1 − ∇푣2)
(
푓1(휉1)푓1(휉2)
)
∇휙(푥1 − 푥2).
(1.11)
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Now the functional 퐴2[푓1] can be computed explicitly by solving the steady state equation for 푔̃2 in
(1.11). We substitute 푔̃2 = 퐴2[푓1] in the equation for 푓1 and identify the Landau equation (1.2) as
the limiting equation on the macroscopic time scale 푡. For the scaling limit with 훽 = 1 in (1.4),
the functional 퐴2[푓1] was computed explicitly in [21], solving the steady state equation associated
to (1.10). The resulting limit equation for 푓1(푡) is the Balescu-Lenard equation, which will not be
considered in this paper.
It is possible to go from (1.11) to the Landau equation, reformulating the problem as a non-
Markovian evolution. To this end, we rewrite (1.11) as a single equation, involving only terms de-
pending on 푓1. We can integrate the equation for 푔̃2 along characteristics (by assumption the initial
correlations vanish):
푔̃2(휏, 휉1, 휉2) =
ˆ 휏
0
(∇푣1 − ∇푣2 )(푓1(푠, 휉1)푓1(푠, 휉2))∇휙(푥1 − 푥2 − (휏 − 푠)(푣1 − 푣2)) d푠.
We obtain a closed equation for the function 푓1 by plugging this formula back into (1.11). The function
푓1 changes on the macroscopic timescale 푡 = 휀휏. In order to keep the velocities 푣 of order one,
we must change the spatial variable, using as the unit of length the mean free path, i.e. the flight
length after which the velocity of a particle deviates by an amount of order one. We therefore define
the macroscopic length scale 푦 = 휀푥. Notice that due to the translation invariance of the system,
푓1(푡, 푦, 푣) = 푓1(푡, 푣) is independent of the spatial variable. Let 푓휀(푡, 푣) be the particle density function
on the macroscopic timescale, then 푓휀 satisfies the equation
휕푡푓휀 =
1
휀
∇푣 ⋅
(ˆ 푡
0
퐾[푓휀(푠)]
( 푡 − 푠
휀
, 푣
)
∇푓휀(푠, 푣) − ∇푣 ⋅퐾[푓휀(푠)]
( 푡 − 푠
휀
, 푣
)
푓휀(푠, 푣) d푠
)
푓휀(0, 푣) = 푓0(푣),
(1.12)
where 퐾 is given by the formula
퐾[푓 ](휏, 푣) ∶=
ˆ ˆ
∇휙(푥)⊗ ∇휙(푥 − 휏(푣 − 푣′))푓 (푣′) d푣′ d푥.
By Bogolyubov’s argument, (1.12) should give the leading order behavior of the one particle function
푓휀, which should converge to a solution 푓 of the Landau equation (1.2). Note that the equation (1.12)
yields a nonlinear non-Markovian evolution for 푓휀, while 푓 is given by a Markovian, parabolic equa-
tion. The convergence of solutions 푓휀 of an equation with memory effects to a kinetic equation is a
characteristic feature of kinetic particle limits, as indicated in [3, 5, 28].
Notice that in the class of scaling limits (1.4), for 훽 = 1∕2 we obtain the classical weak coupling
limit (cf. [5, 28]). In this case, the (microscopic) density 푍 remains of order one. Therefore, the
interaction potential takes the form 휙휀(푦) =
√
휀휙(푦∕휀) in macroscopic variables, which has a range of
order 휀. The number of collisions per macroscopic unit of time is 1∕휀, and the transferred momentum
produced by each collision is of order
√
휀. Assuming that the collisions are independent, this makes the
variance of the deflections on the macroscopic time scale of order one, due to the central limit theorem.
We remark that the scaling (1.4) is more general than the classical weak coupling, since 푍 → 0 or
푍 → ∞ are possible, depending on the choice of 훽 ∈ (0, 1). In these cases, the diffusion in the
velocity variable also follows from an analogue of the central limit theorem. For instance if 푍 → ∞,
a particle interacts with푍 particles during a macroscopic time of order 휀, which yields a deflection of√
푍휃4 =
√
휀. Since the range of the potential is of order 휀, these deflections become independent after
macroscopic times of order 휀 and therefore the deflection of a particle in a macroscopic unit of time is
of order one. For 푍 → 0, the macroscopic time between collisions is 휀∕푍 = 휀2훽 , and the deflection
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in each collision is 휀훽 . Therefore, another central limit theorem argument gives the diffusive behavior
in the velocity variable.
There are multiple gaps to bridge in order to make Bogolyubov’s argument rigorous. First one has
to prove the well-posedness of the infinite system of ODEs (1.1). Sufficient conditions on the potential
and initial data for this can be found, for example in [29]. Proving the separation of orders of magnitude
푓1 ≫ 푔2 ≫ … and the validity of the truncation of the BBGKY hierarchy is a key problem, and still
open. We will see later that this assumption cannot be expected to hold in general, at least when the
relative velocity of particles becomes very small.
Actually, this fact is closely related to the onset of the singularity |푣1−푣2|−1 in the Landau equation
(cf. the term Λ∕|푤| in (1.3)). The easiest way to understand this singularity is through a careful
analysis of the mutual deflection of two particles with very close velocities, i.e. 푣1 − 푣2 ≈ 0. An
implicit assumption made in the derivation of the Landau equation is that the particles move along
near-rectilinear trajectories. Two particles moving along near-rectilinear trajectories with velocities
푣1, 푣2 which come sufficiently close to interact, will interact during a collision time of order |푣1−푣2|−1.
Hence, the resulting deflection is of order 휃2|푣1−푣2|−1. If |푣1−푣2|≪ 휃2, this quantity is not small, and
this contradicts the assumption of near-rectilinear motion. Therefore the underlying assumption behind
the derivation of the Landau equation breaks down for particles with very small relative velocity.
Nevertheless, if the velocities satisfy the condition 1 ≫ |푣1 − 푣2| ≫ 휃2, the rectilinear approximation
is valid, in spite of the fact that the collision time diverges like |푣1 − 푣2|−1. This is the reason for the
onset of the factor 1∕|푤| in (1.3).
We remark that the introduction of this singularity does not pose a serious physical difficulty con-
cerning the validity of the Landau equation, since it is an integrable singularity. This is due to the fact
that the number of pairs of particles with small relative velocities is a sufficiently small fraction of the
total number of pairs of interacting particles, and therefore can be neglected. In particular, the fraction
of interacting particles with |푣1 − 푣2| ≪ 휃2 which experience relevant deflections in their collisions
vanishes in the limit 휃 → 0.
We emphasize that the singularity 1∕|푤| appearing in the diffusion matrix in the Landau equation
(cf. (1.3)) is a consequence of the collision dynamics of particles with small relative velocity, and
therefore independent of the particular choice of the interaction potential 휙. In particular this sin-
gularity is not specifically related to the choice of the Coulomb interaction between the particles. It
is interesting to point out the difference with the Boltzmann equation, where the homogeneity of the
collision kernel is closely related to the homogeneity of the interaction potential (cf. [34]).
We notice that the assumption 푓1 ≫ 푔2 can be expected to fail in the region of very small rel-
ative velocities due to the same geometric considerations as above (cf. [5]). Indeed, the function
푔2(푥1, 푣1, 푥2, 푣2) measures the deflections of interacting particles with velocities 푣1, 푣2. For small
relative velocities, the truncated correlation function 푔2 can be of the same order as 푓1. It is worth re-
marking that dropping the term 푔2 on the right-hand side of (1.5) is equivalent to approximating the tra-
jectories of interacting particles by straight lines. As seen before, this fails in the region |푣1−푣2|≪ 휃2,
which is vanishing in the limit 휃 → 0. Notice that this observation yields some insight into the type of
functional spaces in which the approximation 푓1 ≫ 푔2 can be expected to hold.
In this paper, we will prove that Bogolyubov’s adiabatic approach to deriving the Landau equation
(1.2) from the system (1.12) is indeed correct, when the singularity 푣 ≈ 푣′ is cut out. To be precise,
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we consider the Landau-type equation
휕푡푓 =
3∑
푖,푗=1
휕푣푖
(ˆ
ℝ3
푎푖,푗(푣 − 푣
′)(휕푣푗 − 휕푣′푗
)
(
푓 (푡, 푣)푓 (푡, 푣′)
)
휂(|푣 − 푣′|2) d푣′)
푓 (0, 푣) = 푓0(푣),
(1.13)
where 휂(푟) vanishes for 푟 small. We will derive the equation (1.13) from the system (1.12), where 퐾
is now given by:
퐾[푓 ](푡, 푣) ∶=
ˆ ˆ
∇휙(푥)⊗ ∇휙(푥 − 푡(푣 − 푣′))푓 (푣′)휂(|푣 − 푣′|2) d푣′ d푥. (1.14)
The reason for introducing the artificial cutoff 휂(푟) in the region of small relative velocity is that the
estimates in this paper are presently not strong enough to deal with the case 휂 ≡ 1. As indicated
above, the effect of collisions with small relative velocities can be expected to be small, and therefore
the Landau equation (cf. (1.2), (1.3)) and the modified Landau equation (cf. (1.13), (1.14)) might be
expected to exhibit similar physical properties. In particular, the asymptotic behavior of the matrix
퐾[푓 ](푡, 푣) as 푣→∞ is preserved.
The main results of the paper are the existence of strong solutions 푓휀 to (1.12) with퐾 as in (1.14),
and the convergence of these solutions to a strong solution 푓 of the Landau equation (1.13) for macro-
scopic times of order one. We assume that 푓0 is close to the Maxwellian steady state of the limit
equation and choose a particular short range potential 휙. In contrast to the diffusive, parabolic Landau
equation, equation (1.12) is hyperbolic. We show that regularity and decay of the initial datum 푓0
are conserved. Furthermore, the evolution given by (1.12) is clearly non-Markovian, since the time
derivative depends on the whole history of the function 푓휀 until time 푡. In the limit 휀→ 0, this memory
effect disappears and we recover the Markovian dynamics of the Landau equation.
As mentioned above, the derivation of the Landau-type equations from particle systems is still
largely open. The linear Landau equation has been derived in [4, 10] as a scaling limit of systems with
a single particle traveling through a random (but fixed) configuration of scatterers.
Furthermore, it is shown in [5] that the Landau equation (1.2) is consistent with a scaling limit of
interacting particle systems. More precisely it is shown that the time derivative of the macroscopic
density of particles in the weak coupling limit at 푡 = 0 is correctly predicted by the Landau equation.
The technique follows a similar line of reasoning to that of Bogolyubov, truncating the BBGKY hier-
archy to a system like (1.12), and proving convergence to the Landau equation on a timescale shorter
than the macroscopic. It is worth noticing, that in [5] the convergence of solutions of the truncated
hierarchies to the solution of the the Landau equation is established in the sense of weak convergence.
In this paper, the convergence of the solutions 푢휀 of the non-Markovian problem (1.12) to the solution
푢 of the Landau-type equation (1.13) is proved in strong norms, up to macroscopic times of order one.
Given that estimates in stronger norms, which allow for strong convergence, are technical to obtain,
it is natural to ask why this is needed. The reason for this is that our technique for controlling the
nonlinearity in (1.12) up to macroscopic times of order one is based on a linearization of the problem
in strong norms, combined with estimates of quadratic or higher order terms. This is only possible
in very strong norms that in particular yield estimates for the time derivative of the solution. It is
certainly possible to prove the convergence 푢휀 → 푢 in the weak topology. However, since stronger es-
timates were needed to prove well-posedness of the non-Markovian problem up to macroscopic times,
the convergence is readily established in stronger norms.
On the other hand, convergence of the solutions of the non-Markovian evolution to the solution
of the Landau equation in weak topology, as used in [5], would be in some sense the natural result,
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considering that the solutions of the non-Markovian equation exhibit significant changes on the mi-
croscopic time scale. Indeed, one important assumption made in this paper is that the initial data for
(1.12), i.e. the initial distribution of particles, is close to a Maxwellian equilibrium. This smallness
condition is needed in order to control the effect of these oscillations on the macroscopic evolution of
the one particle function.
In [17], global well-posedness of the spatially inhomogeneous Landau equation was proved for
initial data close to equilibrium in a periodic box. Lower bounds on the entropy dissipation in the
Landau equation can be found in [8]. A concept of weak solutions for the homogeneous Landau
equation (1.2), namely퐻-solutions, was introduced in [32]. This paper also gives sufficient conditions
under which the Landau equation can be obtained as a grazing collision limit, taking as a starting point
the Boltzmann equation. In the grazing collision limit, the collision kernel in the Boltzmann equation is
concentrated on the set of collisions with small transferred momentum. The Landau equation has also
been derived from the Boltzmann equation in the grazing collision limit in the spatially inhomogeneous
case (cf. [1]).
Given that the paper [17] proves global well-posedness for the Landau equation near the Gaussian
distribution in the spatially inhomogeneous case, it is natural to ask why such that a result cannot
be obtained for the non-Markovian equation (1.12). To explain this we describe the analogies and
differences between the approach in [17] and that of this paper.
The approach of [17] is based in a linearization near the Maxwellian distribution of velocities. A
dissipation formula allows one to obtain global estimates for the difference between the solutions of
the inhomogeneous Landau equation and the Maxwellian, that can be used to prove global stability
results. In this paper, we consider the equation (1.12), which unlike the Landau equation is non-
Markovian and, due to this, not pointwise dissipative in time. The techniques used in this paper are
more reminiscent of the theory of symmetric hyperbolic systems ([18], [23]), which usually only yields
local well-posedness in time, due to the fact that quadratic or higher order terms must be estimated.
We generalize these methods to the case of a non-Markovian evolution with memory effects. The
key ingredient in our approach is the derivation of a coercivity estimate averaged in time (cf. Lemma
3.7) for the solutions obtained with 푓휀 = 푓0 frozen inside the operator 퐾
[
푓휀 (푠)
]
on the right-hand
side of (1.12). Our proof strategy for Lemma 3.7 in this paper does not rule out solutions of the
linearized problem which separate exponentially from the initial distribution function. The estimates
in Lemma 3.7 are based on a Laplace transform argument and the derivation of estimates for some
elliptic equations with complex coefficients, where the Laplace transform argument 푧 remains at a
positive distance from the imaginary axis. Obtaining global-in-time estimates for solutions of (1.12)
would require us to prove that coercivity still holds for the operator linearized around the Maxwellian,
even when the complex parameter 푧 approaches to the imaginary axis. Such an estimate might be true,
but seems to require more involved arguments than the ones used in this paper. Notice that a coercivity
estimate strong enough to provide decay of the perturbations with respect to the Maxwellian for long
times might be easier to obtain in a compact domain (for instance a torus) than in the whole space.
Due to the mathematical difficulties arising from the singularity |푣1 − 푣2|−1 for relative velocities
in the Landau equation (1.2)-(1.3), a number of Landau-type equations, in which the singularity has
been weakened, have been studied. As for our modification of the Landau equation (1.13), these
equations cannot be directly derived as a scaling limit of interacting particle systems (1.1). These
modified Landau equations are obtained by replacing the singularity |푣 − 푣′|−1 by |푣 − 푣′|훾+2. The
well-posedness of these equations, as well as stability of Maxwellians and the dissipation of entropy
have been studied in [11, 12, 26, 30, 33].
The present paper is structured as follows: In Section 2, we give a precise formulation of the main
results Theorem 2.6 and 2.8, as well as the proofs of some auxiliary results. In Section 3 we prove
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the result in the linear case. Section 4 proves that the a priori estimates are stable under certain small
perturbations, and that these smallness assumptions are conserved by the equation. In Section 5 we
give the proofs of the two main theorems.
2 Main results, notation and auxiliary lemmas
2.1 Formulation of the main results
Our goal is to prove the existence of a strong solution to the equation
휕푡푢휀 =
1
휀
∇푣 ⋅
(ˆ 푡
0
퐾[푢휀(푠)]
(
푡 − 푠
휀
, 푣
)
∇푢휀(푠, 푣) d푠
)
−
1
휀
∇푣 ⋅
(ˆ 푡
0
푃 [푢휀(푠)]
(
푡 − 푠
휀
, 푣
)
푢휀(푠, 푣) d푠
)
푢휀(0, 푣) = 푢0(푣),
(2.1)
where 퐾 and 푃 denote the following operators:
퐾, 푃 ∶ 푊 1,1(ℝ3)⟶ 퐿∞(ℝ+ ×ℝ3)
퐾[푢](푡, 푣) ∶=
ˆ ˆ
∇휙(푥)⊗ ∇휙(푥 − 푡(푣 − 푣′))푢(푣′)휂(|푣 − 푣′|2) d푣′ d푥
푃 [푢](푡, 푣) ∶= ∇푣 ⋅퐾(푡, 푣) =
ˆ ˆ
∇휙(푥)⊗ ∇휙(푥 − 푡(푣 − 푣′))∇푢(푣′)휂(|푣 − 푣′|2) d푣′ d푥.
(2.2)
We will specify the potential 휙 and the cutoff function 휂 ∈ 퐶∞(ℝ) below. Formally, as 휀 → 0, the
functions 푢휀 converge to a strong solution 푢 of:
휕푡푢 = ∇ ⋅ ([푢]∇푢) − ∇ ⋅ ([푢]푢)
푢(0, 푣) = 푢0(푣)
[푢](푣) =
휋2
4
ˆ
(푘 ⊗ 푘)|휙̂(푘)|2훿(푘 ⋅ (푣 − 푣′))휂(|푣 − 푣′|2)푢(푣′) d푘 d푣′
[푢](푣) =
휋2
4
ˆ
(푘 ⊗ 푘)|휙̂(푘)|2훿(푘 ⋅ (푣 − 푣′))휂(|푣 − 푣′|2)∇푢(푣′) d푘 d푣′.
(2.3)
We will prove this result for 푢0 close to the Maxwellian distribution 푚, which is the steady state of
the limit equation (2.3). Furthermore we choose the potential 휙 to have a particular form, making the
computations considerably easier.
Notation 2.1 Let 휂 ∈ 퐶∞(ℝ) be a fixed cutoff function with 0 ≤ 휂 ≤ 1, 휂(푟) = 1 for |푟| ≥ 휅 and
휂(푟) = 0 for |푟| ≤ 휅
2
for some
1
2
> 휅 > 0 that we will not further specify in the following analysis. We
choose the potential 휙(푥) to be given by
휙(푥) =
√
2
휋
퐾0(|푥|), (2.4)
where 퐾0 is the modified Bessel function of second type.
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Remark 2.2 The potential 휙 is monotone decreasing, decays exponentially at infinity and diverges
logarithmically at the origin. Our approach also seems to work for other potentials with analogous
properties, but becomes significantly less technical with this particular choice. The Fourier transform
of the potential is given by:
휙̂(푘) =
1
(1 + |푘|2) 32 . (2.5)
The function spaces we are going to work with in the forthcoming analysis are the following ones.
Definition 2.3 Let 휆(푣), 휆̃(푣) be the weight functions given by 휆(푣) ∶= 푒|푣|, 휆̃(푣) ∶= 푒|푣|
1+|푣| . For 푛 ∈ ℕ
and 휈 = 휆, 휆̃, we define the weighted Sobolev space퐻푛
휈
as the closure of 퐶∞
푐
(
ℝ
3
)
with respect to the
norm:
‖푢‖2
퐻푛
휈
∶=
∑
훼∈ℕ3,|훼|≤푛 ‖휈
1
2 (⋅)∇훼푢(⋅)‖2
퐿2
. (2.6)
In the case 푛 = 0 we also write 퐻푛
휈
= 퐿2
휈
. For functions 푓 (푡, 푣) with an additional time dependence,
we define the spaces 푉 푛
퐴,휈
as the closure of 퐶∞
푐
(
[0,∞) × ℝ3;ℝ푑
)
with respect to:
‖푓‖2
푉 푛
퐴,휈
∶=
ˆ ∞
0
푒−퐴푡
푑∑
푗=1
‖푓푗(푡, ⋅)‖2퐻푛
휈
d푡, where 퐴 ≥ 1. (2.7)
Let 푋푛
퐴,휈
be the function space given by:
푋푛
퐴,휈
∶= {(푓, 푔) ∈ 푉 푛
퐴,휈
× 푉 푛−1
퐴,휈
∶ 푓 = ∇ ⋅ 푔, supp 푓, 푔 ⊂ [0, 1] × ℝ3},
with norm ‖(푓, 푔)‖푋푛
퐴,휈
∶= ‖푓‖푉 푛
퐴,휈
+ ‖푔‖푉 푛−1
퐴,휈
.
(2.8)
For 푢 = (푓, 푔) ∈ 푋푛
퐴,휈
we write 휕푡푢 = (휕푡푓, 휕푡푔) whenever the right-hand side is well-defined.
Remark 2.4 The validity of our analysis is not subject to the choice of the particular exponent in the
weight function, and weights of the form 휆푐(푣) = 푒
푐|푣| or fast power law decay would work equally
well.
The choice of the weight functions 휆, 휆̃ is motivated by the following compactness property, that we
will later use to prove the existence of fixed points.
Lemma 2.5 Let (푢푖)푖∈ℕ = ((푓푖, 푔푖))푖∈ℕ ⊂ 푋
푛+1
퐴,휆
be a bounded sequence, such that the sequence
(휕푡푓푖, 휕푡푔푖) ∈ 푋
푛+1
퐴,휆
is bounded as well. Then the sequence (푢푖) is precompact in 푋
푛
퐴,휆̃
.
Proof: For some 퐶 > 0 there holds ‖(푓푖, 푔푖)‖푋푛+1
퐴,휆
+ ‖(휕푡푓푖, 휕푡푔푖)‖푋푛+1
퐴,휆
≤ 퐶 . Denote by (휑푅)푅>0 ∈ 퐶
∞
푐
a standard sequence of cutoff functions that is one on퐵푅 and vanishes outside of퐵푅+1. We construct a
convergent subsequence 푢퓁(푘) inductively. The region [0, 1]×퐵푅+1 is compact, so by Rellich’s theorem
the sequences (푓푖휑1), (푔푖휑1) have convergent subsequences 푓퓁1(푖)휑1 → 퐹1, 푔퓁1(푖)휑1 → 퐺1 in 푉
푛
퐴,휆
and
푉 푛−1
퐴,휆
respectively. Since 푉
푛,푑
퐴,휆
↪ 푉
푛,푑
퐴,휆̃
embed continuously (actually Lipschitz with constant 퐿 ≤ 1),
the sequences are also convergent in the latter spaces. Now we inductively extract further convergent
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subsequences 푓퓁푘(푖)휑푘 → 퐹푘 and 푔퓁푘(푖)휑푘 → 퐺푘. By construction we have 퐹푚 = 퐹푘, 퐺푚 = 퐺푘 on 퐵푘
for 푚 ≥ 푘. We pick a sequence 푢퓁(푘) such that:
‖푓퓁(푘)휑푘 − 퐹푘‖푉 푛
퐴,휆̃
+ ‖푔퓁(푘)휑푘 −퐺푘‖푉 푛−1
퐴,휆̃
≤
1
푘
.
The sequences 푓퓁(푘), 푔퓁(푘) are Cauchy sequences in 푉
푛
퐴,휆̃
and 푉 푛−1
퐴,휆̃
respectively. To see this, take
푖, 푗 ≥ 푘 and bound:
‖푓퓁(푖) − 푓퓁(푗)‖푉 푛
퐴,휆̃
≤‖(푓퓁(푖) − 푓퓁(푗))휑푘‖푉 푛
퐴,휆̃
+ ‖(푓퓁(푖) − 푓퓁(푗))(1 − 휑푘)‖푉 푛
퐴,휆̃
≤
2
푘
+
1
푘
‖(푓퓁(푖) − 푓퓁(푗))(1 − 휑푘)‖푉 푛
퐴,휆
⟶ 0,
where we have used that 휆̃(푣) ≤
1|푘|휆(푣) for |푣| ≥ 푘. Hence 푓퓁(푘) is a Cauchy sequence. The proof for
푔퓁(푘) is similar. Therefore 푢퓁(푘) is precompact in 푋
푛
퐴,휆̃
. □
We can now formulate the precise statement for the existence of solutions 푢휀 of (2.1) and conver-
gence to a solution of the nonlinear Landau equation (2.3).
Theorem 2.6 Let 푚0, 휎 > 0 and 푚(휎
2, 푚0) be the Maxwellian with mass 푚0 and standard deviation
휎:
푚(휎2, 푚0)(푣) ∶= 푚0
푒
−
1
2
|푣|2
휎2
(휎
√
2휋)3
. (2.9)
Let 푛 ≥ 6 and 푣0 ∈ 퐻
푛
휆
satisfy:
0 ≤ 푣0(푣) ≤ 퐶푒
−
1
2
|푣|
.
There exist 퐴,퐶(퐴) > 0, 훿1, 휀0 ∈ (0,
1
2
] such that for all 휀, 훿2 ∈ (0, 휀0] > 0 the equation
휕푡푢휀 =
1
휀
∇ ⋅
(ˆ 푡
0
퐾[푢휀(푠)]
(
푡 − 푠
휀
, 푣
)
∇푢휀(푠, 푣) d푠
)
−
1
휀
∇ ⋅
(ˆ 푡
0
푃 [푢휀(푠)]
(
푡 − 푠
휀
, 푣
)
푢휀(푠, 푣) d푠
)
푢휀(0, ⋅) = 푢0(⋅) = 푚(푣) + 훿2푣0(푣)
(2.10)
has a strong solution 푢휀 ∈ 푉
푛
퐴,휆
∩ 퐶1([0, 훿1];퐻
푛−2
휆
) up to time 훿1 with uniform bound:
‖푢휀‖푉 푛
퐴,휆
+ ‖휕푡푢휀‖푉 푛−2
퐴,휆
≤ 퐶(퐴). (2.11)
Remark 2.7 Our result is valid for small initial perturbations 푢0 + 훿2푣0 of the Maxwellian and small
times 0 ≤ 푡 ≤ 훿1. Notice that the functions 푢휀 are solutions to (2.10) up to time 훿1, but are defined also
for later times. In the following, we will write 퐶, 푐 > 0 for generic large/small constants that are not
dependent on other parameters.
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Theorem 2.8 For 푛 ≥ 6 pick 퐴 ≥ 1, 훿1 ∈ (0,
1
2
] and 휀, 훿2 small enough such that Theorem 2.6
ensures the existence of solutions 푢휀 ∈ 푉
푛
퐴,휆
∩ 퐶1([0, 훿1];퐻
푛−2
휆
) of (2.10). Along a sequence 휀푗 → 0
the 푢휀푗 converge 푢휀푗 → 푢 in 푉
푛−3
퐴,휆̃
, 푢휀푗 ⇀ 푢 in 푉
푛
퐴,휆
, 휕푡푢휀푗 ⇀ 휕푡푢 in 푉
푛−2
퐴,휆
. The function 푢 ∈ 푉 푛
퐴,휆
∩
퐶1([0, 훿1];퐻
푛−4
휆
) solves the limit equation up to times 0 ≤ 푡 ≤ 훿1:
휕푡푢 = ∇ ⋅ ([푢]∇푢) − ∇ ⋅ ([푢]푢)
푢(0, 푣) = 푚(푣) + 훿2푣0(푣)
[푢](푣) =
휋2
4
ˆ
(푘 ⊗ 푘)|휙̂(푘)|2훿(푘 ⋅ (푣 − 푣′))휂(|푣 − 푣′|2)푢(푣′) d푘 d푣′
[푢](푣) =
휋2
4
ˆ
(푘 ⊗ 푘)|휙̂(푘)|2훿(푘 ⋅ (푣 − 푣′))휂(|푣 − 푣′|2)∇푢(푣′) d푘 d푣′.
(2.12)
In order to show the existence of a strong solution to (2.10), we will consider mollifications of the
equations first, and derive a priori estimates that are independent of the mollification. We introduce
the following notation.
Notation 2.9 Let 휑훾 be a standard mollifier on ℝ
3. For 0 < 훾 ≤ 1, define the regularized gradient
훾∇ as 훾∇푓 (푣) ∶= ∇(휑훾 ∗ 푓 ). We define
훾∇ to be the standard gradient for 훾 = 0. We will use the
following conventions for Laplace transform and Fourier transform:
(푢)(푧) =
ˆ ∞
0
푢(푡)푒−푧푡 d푡 (2.13)
푢̂(푘) =
1
(2휋)3∕2
ˆ
ℝ3
푢(푣)푒−푖푘⋅푣 d푣. (2.14)
Now we observe that if 푢휀 = 푢0 + 푓휀 is a solution of (2.10), an equivalent way of stating this is
휕푡푢휀 =
1
휀
훾∇ ⋅
(ˆ 푡
0
퐾[푢0 + 푓휀(푠, ⋅)]
(
푡 − 푠
휀
, 푣
)
훾∇푢휀(푠, 푣) d푠
)
−
1
휀
훾∇ ⋅
(ˆ 푡
0
푃훾 [푢0 + 푓휀(푠, ⋅)]
(
푡 − 푠
휀
, 푣
)
푢휀(푠, 푣) d푠
)
푢휀(0, ⋅) = 푢0(⋅), 푃훾 =
훾∇ ⋅퐾, 퐾 as defined in (2.2)
(2.15)
holds for 훾 = 0. We will show a priori estimates for the above equation for 0 < 훾 ≤ 1 and later recover
the case 훾 = 0 as a limit. We start our analysis by writing 퐾 and 푃 in a more convenient form.
Lemma 2.10 The operator 퐾 defined in (2.2) and 푃훾 =
훾∇ ⋅퐾 can be expressed by the formulas:
퐾[푢](푡, 푣) =
ˆ
(푘 ⊗ 푘)|휙̂(푘)|2 cos(푡(푣 − 푣′) ⋅ 푘)휂(|푣 − 푣′|2)푢(푣′) d푘 d푣′ (2.16)
푃훾 [푢](푡, 푣) =
ˆ
(푘 ⊗ 푘)|휙̂(푘)|2 cos(푡(푣 − 푣′) ⋅ 푘)휂(|푣 − 푣′|2)훾∇푢(푣′) d푘 d푣′. (2.17)
Proof: The formula for 푃훾 follows from the one for퐾, so we only prove this one. Plancherel’s theorem
allows to rewrite:
퐾[푢](푡, 푣) =
ˆ
∇휙(푥)⊗ ∇휙(푥 − 푡(푣 − 푣′))푢(푣′)휂(|푣 − 푣′|2) d푣′ d푥
=
ˆ
(푘 ⊗ 푘)|휙̂(푘)|2푒−푖푡푘⋅(푣−푣′)푢(푣′)휂(|푣 − 푣′|2) d푣′ d푘.
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Since 퐾 only takes real values, we can symmetrize the exponential and obtainˆ
(푘 ⊗ 푘)|휙̂(푘)|2푒−푖푡푘⋅(푣−푣′)푢(푣′)휂(|푣 − 푣′|2) d푣′ d푘
=
ˆ
(푘 ⊗ 푘)|휙̂(푘)|2 cos (푡푘 ⋅ (푣 − 푣′)) 푢(푣′)휂(|푣 − 푣′|2) d푣′ d푘,
proving the claim. □
We will omit the index 훾 ≥ 0 in notation, when there is no risk of confusion. Controlling the non-
linearity inside 퐾 and 푃 strongly relies on being able to bound spatial derivatives of 푢휀. Therefore
we consider differentiations of the equation. Let 훼 ∈ ℕ3 be a multi-index. With the convention(
훼
훽
)
=
∏3
푗=1
(훼푗
훽푗
)
, the function 퐷훼푢휀 =
휕훼푢휀
휕푣
훼1
1
휕푣
훼2
2
휕푣
훼3
3
(formally) satisfies the equation:
휕푡퐷
훼푢휀 =
∑
훽1+훽2=훼
(
훼
훽1
)
1
휀
(
∇ ⋅
(ˆ 푡
0
퐷훽1퐾퐷훽2∇푢휀 d푠
)
− ∇ ⋅
(ˆ 푡
0
퐷훽1푃퐷훽2푢휀 d푠
))
.
In order to have a short notation for the terms appearing on the right-hand side of the equation above,
we introduce the following notation.
Notation 2.11 Let 푛 ∈ ℕ and 훼, 훽 be multi-indices with 훽 ≤ 훼, |훼| ≤ 푛 − 1 and 휈, 푢휀 ∈ 푉 푛퐴,휆̃. For
훾 ∈ (0, 1] we define:
훼,훽
훾
[휈](푢휀) =
1
휀
(ˆ 푡
0
퐷훽퐾[휈(푠)]
(
푡 − 푠
휀
, 푣
)
훾∇퐷훼−훽푢휀(푠, 푣) d푠
)
−
1
휀
(ˆ 푡
0
퐷훽푃훾 [휈(푠)]
(
푡 − 푠
휀
, 푣
)
퐷훼−훽푢휀(푠, 푣) d푠
)
.
(2.18)
Furthermore, for 푚 ∈ ℕ, 푢 ∈ 푉 푚
퐴,휆
, we set:
|푢|퐹푚(푧, 푣) ∶= ∑|훽|≤푚 |(퐷훽푢)(푧, 푣)|. (2.19)
The equation (2.15) has an averaged in time coercivity property, which we will prove by showing
nonnegativity for certain quadratic functionals 푄. This allows to show that 푢휀 inherits decay and
regularity properties from the initial datum. We have the following basic a priori estimate for solutions
푢휀 of (2.15):
Lemma 2.12 Let 푛 ∈ ℕ, 퐴, 휀, 훾 > 0 and 푢휀 ∈ 퐶
1([0, 푇 ];퐻푛
휆
) be a solution to (2.15) for 푇 > 0
arbitrary. Then for |훼| ≤ 푛 we can bound:
퐴
ˆ 푇
0
ˆ
휆(푣)|퐷훼푢휀(푡, 푣)|2푒−퐴푡 d푡 d푣 ≤ −2푄훼휀,퐴[푢0 + 푓휀](푢휀1[0,푇 ]) + ‖휆 12퐷훼푢0‖2퐿2 .
Here 푄훼
휀,퐴
[휈](푢) is given by (we drop the index 훾 if there is no risk of confusion):
푄훼
휀,퐴
[휈](푢) =
∑
훽≤훼
(
훼
훽
)
푄
훼,훽
휀,퐴
[휈](푢) (2.20)
푄
훼,훽
휀,퐴
[휈](푢) =
ˆ ∞
0
ˆ
푒−퐴푡
휀
훾∇(퐷훼푢(푡)휆)
ˆ 푡
0
퐷훼−훽퐾[휈(푠)](
푡 − 푠
휀
)훾∇퐷훽푢(푠) d푠 d푣 d푡 (2.21)
−
ˆ ∞
0
ˆ
푒−퐴푡
휀
훾∇(퐷훼푢(푡)휆)
ˆ 푡
0
퐷훼−훽푃훾 [휈(푠)](
푡 − 푠
휀
)퐷훽푢(푠) d푠 d푣 d푡. (2.22)
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Proof: Follows by a simple computation:
퐴
ˆ 푇
0
ˆ
ℝ3
휆(푣)|퐷훼푢휀(푡, 푣)|2푒−퐴푡 d푡 d푣
= −
ˆ 푇
0
ˆ
ℝ3
휆(푣)퐷훼푢휀(푡, 푣)
2휕푡(푒
−퐴푡) d푡 d푣
≤2
ˆ 푇
0
ˆ
ℝ3
휆(푣)퐷훼푢휀(푡, 푣)휕푡퐷
훼푢휀(푡, 푣)푒
−퐴푡 d푡 d푣 +
ˆ
휆(푣)|퐷훼푢0|2 d푣
= − 2푄훼
휀,퐴
[푢0 + 푓휀](푢휀 ⋅ 1[0,푇 ]) + ‖휆 12퐷훼푢0‖2퐿2 ,
where in the last line the equation is used. □
The following analogue of Plancherel’s theorem for Laplace transforms will be useful throughout
the paper.
Lemma 2.13 Let 휇퐴( d푡) ∶= 푒
−퐴푡 d푡. Then for 푢, 푣 ∈ 퐿2(휇퐴) we have:
(2휋)
1
2
ˆ ∞
0
푒−퐴푡푢(푡)푣(푡)휇퐴(dt) =
ˆ
ℝ
(푢)
(
퐴
2
+ 푖휔
)
(푣)
(
퐴
2
+ 푖휔
)
d휔.
Our proof strongly relies on the geometry of both complex and real vectors. To avoid confusion we
introduce the following notation.
Definition 2.14 For 푣,푤 ∈ ℝ3 we will use the notation 푣 ⋅ 푤 =
∑
푖 푣푖푤푖 for the Euclidean scalar
product. The inner product of complex vectors 푉 ,푊 ∈ ℂ3 we denote by ⟨푉 ,푊 ⟩ = ∑푖 푉 푖푊푖. We
will use the notation | ⋅ | for the vector norms induced by each of the inner products, as well as the
matrix norm induced by this norm. Moreover for 0 ≠ 푉 ∈ ℂ3 and푊 ∈ ℂ3 we define the orthogonal
projections 푃푉푊 and 푃
⟂
푉
푊 as:
푃푉푊 ∶=
(⟨푉 ,푊 ⟩|푉 |
)
푉|푉 | , 푃 ⟂푉 푊 ∶= 푊 − 푃푉푊 . (2.23)
For future reference, we compute the Laplace transform of 퐾[푢](푡, 푣) in 푡. With our particular choice
of potential, some of the integrals are explicitly computable, as is stated in the following auxiliary
Lemma.
Lemma 2.15 Forℜ(푧) ≥ 0, 푣 ∈ ℝ3 let푀1(푧, 푣),푀2(푧, 푣) be the matrix-valued functions defined by
푀1(푧, 푣) ∶=
휋2
4|푣| 11 + 푧|푣| 푃 ⟂푣 , 푀2(푧, 푣) ∶= 휋
2
4|푣|
푧|푣|
(1 +
푧|푣| )2푃푣. (2.24)
Then we have the following identity:
ˆ
(푘 ⊗ 푘)|휙̂(푘)|2 푧
푧2 + (푘 ⋅ 푣)2
d푘 =푀1(푧, 푣) +푀2(푧, 푣). (2.25)
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Proof: We decompose 푘 ∈ ℝ3 into 푘 = 푢푤 +푤⟂, where 푤 =
푣|푣| . We insert the explicit form of the
Fourier transform of 휙 (cf. (2.5)) to rewrite the integral as (here 푎⊗2 = 푎 ⊗ 푎):ˆ
(푘 ⊗ 푘)|휙̂(푘)|2 푧
푧2 + (푘 ⋅ 푣)2
d푘 =
ˆ
ℝ
ˆ
span(푤)⟂
(푢푤 +푤⟂)⊗2
(1 + 푢2 + |푤⟂|2)3 d푤⟂ 푧푧2 + (푢|푣|)2 d푢
=
1|푣′|
ˆ
ℝ
ˆ
span(푤)⟂
(푢푤 +푤⟂)⊗2
(1 + 푢2 + |푤⟂|2)3 d푤⟂
푧|푣|
(
푧|푣| )2 + 푢2 d푢
=
1|푣|
ˆ
ℝ
ˆ
span(푤)⟂
((푢푤)⊗2 + (푤⟂)⊗2)
(1 + 푢2 + |푤⟂|2)3 d푤⟂
푧|푣′|
(
푧|푣| )2 + 푢2 d푢,
where we used that the mixed terms 푢푤 ⊗ 푤⟂ do not contribute to the integral due to the symmetry
of the integrand. Now the inner integral is explicit:
ˆ
span(푤)⟂
((푢푤)⊗2 + (푤⟂)⊗2)
(1 + 푢2 + |푤⟂|2)3 d푤⟂ =푢2
ˆ ∞
0
2휋푟푃푤
(1 + 푢2 + 푟2)3
d푟 +
ˆ ∞
0
휋푟3푃 ⟂
푤
(1 + 푢2 + 푟2)3
d푟
=
휋푢2
2(1 + 푢2)2
푃푤 +
휋
4(1 + 푢2)
푃 ⟂
푤
.
Inserting this back into the full integral gives two explicit integrals:
1|푣|
ˆ
ℝ
ˆ
span(푤)⟂
((푢푤)⊗2 + (푤⟂)⊗2)
(1 + 푢2 + |푤⟂|2)3 d푤⟂
푧|푣|
(
푧|푣| )2 + 푢2 d푢
=
1|푣|
ˆ
ℝ
(
휋푢2
2(1 + 푢2)2
푃푤 +
휋
4(1 + 푢2)
푃 ⟂
푤
) 푧|푣|
(
푧|푣| )2 + 푢2 d푢
=
휋2
4|푣|
( 푧|푣|
(1 +
푧|푣| )2푃푤 +
1
1 +
푧|푣| 푃
⟂
푤
)
=푀1(푧, 푣) +푀2(푧, 푣),
which implies the statement of the lemma. □
Now the Laplace transform (퐾[푢]) can be rewritten in a more explicit form.
Lemma 2.16 Let 푢 ∈ 퐻푛
휆̃
, 푛 ≥ 2 and (퐾[푢])(푧, 푣) be the Laplace transform of 퐾[푢], i.e.
(퐾[푢])(푧, 푣) =
ˆ ∞
0
퐾[푢](푡, 푣)푒−푧푡 d푡.
Then (퐾[푢]) is given by the formula:
(퐾[푢])(푧, 푣) =
ˆ
(푀1 +푀2)(푧, 푣 − 푣
′)푢(푣′)휂(|푣 − 푣′|2) d푣′. (2.26)
In particular, the matrix (퐾[푢]) is symmetric. For the operator 푃훾 introduced in (2.15) we have the
formula:
(푃훾 [푢])(푧, 푣) =
ˆ
(푀1 +푀2)(푧, 푣 − 푣
′)훾∇푢(푣′)휂(|푣 − 푣′|2) d푣′. (2.27)
Proof: Follows from (cos(훼푡))(푧) =
푧
푧2+훼2
, Lemma 2.10 and Lemma 2.15. □
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2.2 Strategy of the proofs of Theorems 2.6 and 2.8
Wecan now outline the structure of this paper, and introduce the key steps in the proofs of the Theorems
2.6 and 2.8:
(i) In Section 3 we prove that the linear equation
휕푡푢휀 =
1
휀
∇ ⋅
(ˆ 푡
0
퐾[푢0]
(
푡 − 푠
휀
, 푣
)
∇푢휀(푠, 푣) d푠
)
−
1
휀
∇ ⋅
(ˆ 푡
0
푃 [푢0]
(
푡 − 푠
휀
, 푣
)
푢휀(푠, 푣) d푠
)
푢휀(0, 푣) = 푢0(푣),
(2.28)
has a solution 푢휀 ∈ 푉
푛
퐴,휆
∩ 퐶1(ℝ+;퐻푛−2
휆
). The proof is based on the fact that the equation
is dissipative in a time averaged sense, and strongly relies on the convolution structure of the
equation in Laplace variables. Symbolically the equation in Laplace variables looks similar to:
푧(푢)(푧, 푣) = ∇ ⋅ (퐾̃(푧, 푣)∇(푢)(푧, 푣)) + 푢0(푣).
We show that forℜ(푧) > 0, the real part of the matrix 퐾̃(푧, 푣) is nonnegative. This is quantified
in Lemma 3.7 in terms of the quadratic operators 푄훼
휀,퐴
[푢0] (cf. (2.20)).
(ii) In order to solve the nonlinear problem, we have to allow for time dependent functions inside
the operator 퐾. We therefore consider equation (2.15) for a fixed function 푓휀 and mollified
derivatives 훾∇:
휕푡푢휀 =
1
휀
훾∇ ⋅
(ˆ 푡
0
퐾[푢0 + 푓휀(푠, ⋅)]
(
푡 − 푠
휀
, 푣
)
훾∇푢휀(푠, 푣) d푠
)
−
1
휀
훾∇ ⋅
(ˆ 푡
0
푃훾 [푢0 + 푓휀(푠, ⋅)]
(
푡 − 푠
휀
, 푣
)
푢휀(푠, 푣) d푠
)
푢휀(0, ⋅) = 푢0(⋅), 푃훾 =
훾∇ ⋅퐾.
(2.29)
In Subsection 4.1 we identify a closed, nonempty, convex subset Ω of 푋푛
퐴,휆̃
(defined in (4.6))
such that the local in time solution operator Ψ훿1 to (2.29):
Ψ훿1 ∶ Ω⟶ 푋
푛
퐴,휆
(푓, 퐹 ) ↦
(
(푢 − 푢0)휅훿1 ,
0,0
훾
[푓 ](푢)휅훿1
)
, where 푢 solves (2.29)
(2.30)
is well-defined. Here 휅훿1 is a cutoff function that localizes to small times. Notice that the solu-
tion operator maps from 푋푛
퐴,휆̃
to 푋푛
퐴,휆
, thus we gain decay. The proof is based on proving that
replacing the constant kernel 퐾[푢0] by 퐾[푢0 + 푓 ] amounts to a small perturbation. The main
assumption for this, and the defining property of the set Ω is that for some 퐴,푅 > 0 and small
훿 > 0, we can bound (푓 ) on the lineℜ(푧) =
퐴
2
by:
|(푓 )(푧, 푣)| ≤ ( 훿
1 + |푧|2 + 푅휀|푧|(1 + 휀|푧|)(1 + |푧|2)
)
푒
−
1
2
|푣|
. (2.31)
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Under assumption (2.31) we obtain an a priori estimate on the solutions and their time derivatives:
‖Ψ훿1(푓, 퐹 )‖푋푛퐴,휆 + ‖휕푡Ψ훿1(푓, 퐹 )‖푋푛−2퐴,휆 ≤ 퐶‖Ψ훿1(푓, 퐹 )‖푋푛+1퐴,휆 + ‖휕푡Ψ훿1(푓, 퐹 )‖푋푛+1퐴,휆 ≤ 퐶(훾). (2.32)
It is crucial that the first estimate is uniform in the mollifying parameter 훾 > 0. In Section 4.2
we prove that the operator Ψ훿1 introduced in (2.30) leaves the set Ω invariant, for 훿1 > 0 small,
close to the Maxwellian and 휀 > 0 small.
Now, for 훾 > 0, we infer the existence of a fixed point ofΨ훿1 from (2.32) and Schauder’s theorem.
Here we use bounded sequences in 푋푛+1
퐴,휆
with bounded time derivative are precompact in 푋푛
퐴,휆̃
,
as proved in Lemma 2.5. This compactness property allows to take the limit 훾 → 0 and thus to
prove Theorem 2.6. Here we make use of the uniform estimate in (2.32). The proof of Theorem
2.8 follows by passing 휀→ 0 using Lemma 2.5 yet again.
A key point of the analysis is the invariance of the set Ω under Ψ훿1 , which is proved in Section 4.2.
The proof relies on recovering the decay assumption (2.31). We can think of functions 푓 satisfying
(2.31) as a sum 푓 = 푓1 + 푓2. Here 푓1 satisfies |(푓1)(푧)| ≤ 훿1+|푧|2 , which can be thought of as
an estimate of the form ‖휕2
푡푡
푓1‖퐿1 ≲ 훿, and 푓2 satisfies |(푓2)(푧)| ≤ 푅휀|푧|(1+휀|푧|)(1+|푧|2 ) , which can be
understood as ‖휕푡푓2‖퐿1 ≲ 푅휀 and ‖휕2푡푡푓2‖퐿1 ≲ 푅. This is only a heuristic consideration, since 퐿∞/퐿1
duality does not hold for Laplace transform. A typical function of this form is 푓 휀
2
(푡) = 휀2Φ(푡∕휀). The
behavior of 푓1 close to 푡 = 0 is more complicated, since it involves a boundary layer. Indeed, there is
necessarily a boundary layer in 휕푡푡푢휀 in equation (2.29). To see this, let 푢 be the solution of the limit
(Landau-) equation (2.3), and 푢휀 the solution to (2.29). Then, starting away from equilibrium, we have:
휕푡푢휀(0, 푣) = 0, 휕푡푢(0, 푣) ≠ 0.
So in the limit 휀 → 0, the second derivative necessarily grows infinitely large close to the origin.
The quadratic decay of the Laplace transforms can be obtained by a bootstrap argument. To fix
ideas, we observe that (2.29) in Laplace variables is similar to:
푧(푢 − 푢0) = ∇ ⋅
(
퐾̃(휀푧)(∇(푢) + ∇(푢) ∗ (푓 ))
)
. (2.33)
In Subsection 4.1 we prove that ∇푚(푢) are bounded in a weighted 퐿2 space in time and velocities.
This can be bootstrapped to pointwise estimates: First we remark that localizing supp 푢 ⊂ [0, 1] × ℝ3
gives an 퐿∞ estimate for ∇푚(푢). Assuming |퐾̃(푧)| ≤ 1
1+|푧| , equation (2.33) gives an estimate like:
|∇푚(푢 − 푢0)(푧, 푣)| ≤ 퐶(1 + 휀|푧|)|푧|푒− 12 |푣|.
Plugging this estimate back into (2.33) proves quadratic decay of the Laplace transforms:
|∇푚(푢 − 푢0)(푧, 푣)| ≤ 퐶
(1 + 휀|푧|)|푧|2 푒− 12 |푣|.
In order to show invariance of the setΩwe need the same estimate with a small prefactor, as in estimate
(2.31). We split the solution into a well-behaved part and the boundary layer mentioned before. For
the first part, we use smallness of the cutoff time 훿1 > 0 to get a small prefactor additional to the
quadratic decay. The estimate of the boundary layer, close to the Maxwellian, is obtained by isolating
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and estimating it explicitly. This is the content of Subsection 4.2.2, and the most delicate part of the
analysis.
We remark that there are two points where our proof is non-constructive, namely the proof of
existence of solutions 푢휀 via Schauder’s fixed point theorem, and the convergence of the sequence 푢휀
to the solution 푢 of the Landau equation. Therefore, an explicit rate of convergence of the sequence 푢휀
to 푢 cannot directly be derived with our method.
2.3 A well-posedness result for the regularized problem (2.29)
Before we start with the analysis of the equation in more detail, we first prove that the equation (2.29)
with frozen nonlinearity indeed has a solution. This standard Picard-iteration argument is given in the
following Lemma.
Lemma 2.17 Let 푛 ∈ ℕ, 훾, 휀 > 0 and 푢0 ∈ 퐻
푛
휆
. Further assume there is a constant 퐶 > 0 such
that |푓휀(푡, 푣)| ≤ 퐶푒− 12 |푣| and supp 푓휀 ⊂ [0, 1]. Then there exists a (unique) global in time solution
푢휀 ∈ 퐶
1([0,∞);퐻푛
휆
) to:
휕푡푢휀 =
1
휀
훾∇ ⋅
(ˆ 푡
0
퐾[푢0 + 푓휀(푠)]
(
푡 − 푠
휀
, 푣
)
훾∇푢휀(푠, 푣) d푠
)
−
1
휀
훾∇ ⋅
(ˆ 푡
0
푃훾 [푢0 + 푓휀(푠)]
(
푡 − 푠
휀
, 푣
)
푢휀(푠, 푣) d푠
)
푢휀(0, ⋅) = 푢0(⋅).
(2.34)
Proof: For better notation, we introduce a shorthand for the right-hand side of the equation:
(푢)(푡, 푡′, 푣) ∶=
1
휀
훾∇ ⋅
(ˆ 푡
푡′
퐾[푢0 + 푓휀(푠)]
(
푡 − 푠
휀
, 푣
)
훾∇푢(푠, 푣) d푠
)
−
1
휀
훾∇ ⋅
(ˆ 푡
푡′
푃훾 [푢0 + 푓휀(푠)]
(
푡 − 푠
휀
, 푣
)
푢(푠, 푣) d푠
)
.
The claim follows from a standard Picard-type argument. Let 푇 > 0 to be chosen later. Consider the
mapping
 ∶ 퐶1([0, 푇 ];퐻푛
휆
)→ 퐶1([0, 푇 ];퐻푛
휆
)
푢↦ (푢),
where (푢) is given by:
(푢)(푡, 푣) ∶= 푢0(푣) +
ˆ 푡
0
(푢)(푠, 푣) d푠. (2.35)
The mapping is  contractive for small times. More precisely we have:‖(푢)(푡, 푡′, ⋅)‖퐻푛
휆
≤ 퐶|푡 − 푡′| sup
푡′≤푠≤푡
‖푢(푠, ⋅)‖퐿2
휆
. (2.36)
Hence, there exists a 푇1 > 0 such that  is contractive and we obtain a unique solution for 푇 ≤ 푇1 .
Assume we already have constructed the solution 푢 up to time 푚푇1 for 푚 ∈ ℕ. Consider the mapping:
푚 ∶ 퐶
1([푚푇1, (푚 + 1)푇1];퐻
푛
휆
)→ 퐶1([푚푇1, (푚 + 1)푇1];퐻
푛
휆
)
푤 ↦ 푚(푤) = 푢(푚푇1, 푣) +
ˆ 푇
푚푇1
(푤)(푠, 푣) d푠.
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By (2.36) this mapping is contractive and we can pick the same small time 푇1 in each step of the
induction. □
3 The linear equation (2.28)
The linear equation (2.28) has an averaged-in-time coercivity property. We will prove this using ge-
ometric arguments that resemble the ones used for the Landau equation, see for instance [11]. For
shortness we introduce the following notation.
Notation 3.1 For 푧 ∈ ℂ and 푣 ∈ ℝ3 define:
훼(푧, 푣) ∶=
|ℑ(푧)|
1 + |푣| , 훽(푧, 푣) ∶= |ℜ(푧)|1 + |푣| . (3.1)
Further we define the following positive functions 퐶1, 퐶2 and 퐶3:
퐶1(푧, 푣) =
1
(1 + |푣|)(1 + 훼(푧, 푣))2 (3.2)
퐶2(푧, 푣) =
훽(푧, 푣) + 훼(푧, 푣)2
(1 + |푣|)(1 + 훼(푧, 푣))4 (3.3)
퐶3(푧, 푣) =
훽(푧, 푣) + 훼(푧, 푣) + 훼(푧, 푣)2
(1 + |푣|)(1 + 훼(푧, 푣))4 . (3.4)
Let 0 ≠ 푣 ∈ ℝ3, 푉 ,푊 ∈ ℂ3. We define the anisotropic norm:
|푊 |푣 ∶= |푃 ⟂푣 푊 | + |푃푣푊 |1 + |푣| , (3.5)
and the weight functionals 퐵1(푧, 푣)(푉 ,푊 ), 퐵2(푧, 푣)(푉 ,푊 ) given by:
퐵1(푉 ,푊 ) = 퐶1(푧, 푣)|푉 |푣|푊 |푣 + 퐶2(푧, 푣)|푃푣푉 ||푃푣푊 | (3.6)
퐵2(푉 ,푊 ) = 퐶1(푧, 푣)|푉 |푣|푊 |푣 + 퐶3(푧, 푣)|푃푣푉 ||푃푣푊 |. (3.7)
The following straightforward analysis lemma we will use to bound real and imaginary part of the
matrices푀푖 defined in (2.24) from above and below.
Lemma 3.2 Let 푧 ∈ ℂ with 0 ≤ ℜ(푧) ≤ 1. The following bounds hold:
ℜ(
푧
(1 + 푧)2
) ≥ 푐
ℜ(푧) + |ℑ(푧)|2
(1 + |ℑ(푧)|)4 (3.8)
|ℑ( 푧
(1 + 푧)2
)| ≤ 퐶ℜ(푧) + |ℑ(푧)| + |ℑ(푧)|2
(1 + |ℑ(푧)|)3 (3.9)
ℜ(
1
1 + 푧
) ≥ 푐
1
(1 + |ℑ(푧)|)2 (3.10)|ℑ( 1
(1 + 푧)
)| ≤ 퐶 |ℑ(푧)|
(1 + |ℑ(푧)|)2 . (3.11)
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Proof: To prove (3.8)-(3.9), we rewrite the fraction as:
푧
(1 + 푧)2
=
푧 + 2|푧|2 + 푧|푧|2|1 + 푧|4 .
Since the real part of 푧 is bounded and nonnegative by assumption, (3.8) follows immediately. For the
proof of (3.9) we include the computation:
|ℑ( 푧
(1 + 푧)2
)| ≤ 퐶 |ℑ(푧)| + (ℜ(푧)2 +ℑ(푧)2)(1 + |ℑ(푧)|)|1 + 푧|4
≤ 퐶
ℜ(푧) + |ℑ(푧)| + |ℑ(푧)|2|1 + 푧|3 ,
proving also the second claim. The inequalities (3.10) and (3.11) are immediate. □
The following simple lemma provides an estimate for the derivatives of the matrices 푀푖 defined in
(2.24).
Lemma 3.3 For a multi-index 훽 ∈ ℕ3,ℜ(푧) ≥ 0, 푖 = 1, 2 and 푣 ∈ ℝ3, 푉 ,푊 ∈ ℂ3, we can estimate:
|⟨푉 ,퐷훽 (푀푖(푧, 푣)휂(|푣|2))푊 ⟩| ≤ 퐶|훽||푉 ||푊 |
(1 + |푣||훽|+1)(1 + 훼(푧, 푣))휂(16|푣|2). (3.12)
Here 휂 is the cutoff function introduced in Notation 2.1.
Proof: With Leibniz’s rule, we can split the derivative into:
퐷훽 ((푀1 +푀2)(푧, 푣)휂(|푣|2)) = ∑
훽2≤훽
(
훽
훽2
)
퐷훽−훽2 ((푀1 +푀2)(푧, 푣))퐷
훽2 (휂(|푣|2)).
By construction of the fixed cutoff function 휂 we can estimate:
|∇푚휂(푟)| ≤ 퐶
1 + |푟|푚 |휂(16푟)|. (3.13)
We write푀1,푀2 defined in (2.24) as :
푀1(푧, 푣) =
휋2
4(푧 + |푣|)푃 ⟂푣 , 푀2(푧, 푣) = 휋2푧4(푧 + |푣|)2푃푣.
The operators 푃푣, 푃
⟂
푣
are zero-homogeneous in 푣. So for every 푐 > 0 we can estimate:
|∇푛
푣
푀푖(푧, 푣)| ≤ 퐶|푀푖(푧, 푣)|1 + |푣|푛 ≤ 퐶(1 + |푣|)푛+1(1 + 훼(푧, 푣)) for 푖 = 1, 2, |푣| ≥ 푐 > 0. (3.14)
Combining (3.13) and (3.14) gives the claim. □
The following Lemmas prove coercivity of the matrix(퐾)[푢](푣), which becomes anisotropic as |푣| →
∞. The crucial geometric argument is contained in the following Lemma, that in our setting needs to
be valid for complex vectors (since we apply it to Laplace transforms).
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Lemma 3.4 For 0 ≠ 푉 ∈ ℂ3 and 0 ≤ 푟 ≤ 1, let 퐷푉 (푟) be given by:
퐷푉 (푟) = {푣
′ ∈ ℝ3 ∶
1
2
≤ |푣′| ≤ 1, |⟨푣′, 푉 ⟩||푣′||푉 | ≥ 푟}.
There exists a constant 푐 > 0 such that for all 푣 ∈ ℝ3, |푣| ≥ 2 the following statements hold:
for 0 ≠ 푉 ∈ ℂ3: Vol(퐷푉 (1∕8)) ≥ 푐, (3.15)
for 푉 ∈ ℂ3 ∃ 0 ≠푊 ∈ ℂ3 ∀ 푣′ ∈ 퐷푊 (1∕8) : |푃 ⟂푣−푣′푉 | + |푃 ⟂푣−(−푣′)푉 | ≥ 푐|푉 |푣, (3.16)
where the anisotropic norm | ⋅ |푣 was introduced in (3.5). Furthermore for 푣 ∈ ℝ3, 푉 ∈ ℂ3, define
퐸(푣, 푉 ) = {푣′ ∈ 퐵1(0) ⊂ ℝ
3 ∶ |⟨푣′ + 푣, 푉 ⟩| ≥ |⟨푣, 푉 ⟩|}.
There exists 푐 > 0 such that for all 푣 ∈ ℝ3, |푣| ≥ 2:
|푃푣−푣′푉 | ≥ 푐|푃푣푉 | for 푣′ ∈ 퐸(푣, 푉 ) (3.17)
Vol(퐸(푣, 푉 )) ≥ 푐 > 0. (3.18)
Proof: The inequality (3.15) is clear if 0 ≠ 푉 ∈ ℝ3 is real. Moreover, there is a constant 푐 > 0
such that Vol(퐷푉 (푟)) ≥ 푐 > 0 for 0 ≤ 푟 ≤
3
4
and 푉 ∈ ℝ3. Let now 푉 = 푉푅 + 푖푉퐼 ∈ ℂ
3, where
at least one of the vectors 푉푅, 푉퐼 ∈ ℝ
3 is nonzero, and let 푊 be the longer vector of 푉푅, 푉퐼 . We
define 퐷̃푉 = 퐷푊 (
1
2
). Then we have
|⟨푣′,푉 ⟩||푣′||푉 | ≥ 14 |푊 ||푉 | ≥ 18 for 푣′ ∈ 퐷̃푉 . Since 푊 ∈ ℝ3 we have
Vol(퐷푊 (
1
2
)) ≥ 푐 > 0, so in particular
푈 (푣, 푉 ) ∶= {푣′ ∈ ℝ3 ∶
|⟨푣′, 푉 ⟩||푣′||푉 | ≥ 18}
satisfies Vol(푈 (푣, 푉 )) ≥ 푐 > 0. Since 푈 (푣, 푉 ) is homogeneous, the set
푈 (푣, 푉 ) ∩ {푣′ ∈ ℝ3 ∶
1
2
≤ |푣′| ≤ 1} ⊂ 퐷푉 (18)
also has volume uniformly bounded below, which implies the claim (3.15). For the proof of (3.16),
let 푣 ∈ ℝ3, |푣| ≥ 2 and 푉 ∈ ℂ3 be a unit vector such that 푉 = 푉1 + 푉2, 푉1 = 푃푣푉 , 푉2 = 푃 ⟂푣 푉 .
Let us first assume that 푉2 ≠ 0. We claim that (3.16) holds with 푊 = 푉2. To this end, let |푣| ≥ 2
and 푣′ ∈ 퐷푉2(1∕8), so in particular |푣′| ≤ 1. Then the angle 휓 between 푣 and 푣 − 푣′ is bounded by|휓| ≤ 휋
6
, hence:
|푃푣−푣′푉2| = |푃푣−푣′푃 ⟂푣 푉 | ≤ 12 |푉2|, therefore:|푃 ⟂
푣−푣′
푉 | = |푉1 − 푃푣−푣′푉1 + 푉2 − 푃푣−푣′푉2| ≥ |푉1 − 푃푣−푣′푉1 + 푉2| − 12 |푉2|
≥ |푃푉2 (푉1 − 푃푣−푣′푉1 + 푉2)| − 12 |푉2| = |푉2 − 푃푉2푃푣−푣′푉1| − 12 |푉2|. (3.19)
We rewrite the first term on the right-hand side as:
|푉2 − 푃푉2푃푣−푣′푉1| = ||푉2| − ⟨ 푉2|푉2| , 푃푣−푣′푉1⟩|. (3.20)
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Let 휁 (푣′) = ⟨ 푉2|푉2| , 푃푣−푣′푉1⟩. We observe that 푉2 = 푃 ⟂푣 푉 and 푉1 = 푝푣 for some 푝 ∈ ℂ, so:
휁 (푣′) = ⟨ 푉2|푉2| , 푣 − 푣′|푣 − 푣′| ⟩⟨ 푣 − 푣′|푣 − 푣′| , 푉1⟩ = 푝|푣 − 푣′| ⟨ 푉2|푉2| ,−푣′⟩⟨ 푣 − 푣′|푣 − 푣′| , 푣⟩. (3.21)
Since |푣′| ≤ 1
2
|푣|, we have ⟨ 푣−푣′|푣−푣′| , 푣⟩ ≥ 12 |푣|. This implies the lower bound:
|휁 (푣′)| ≥ 1
4
|푝푣|
1 + |푣| |⟨ 푉2|푉2| ,−푣′⟩| ≥ 푐|푉1|1 + |푣| for 푣′ ∈ 퐷푉2(1∕8). (3.22)
Now we claim that the real part of 휁 (푣′) is nonpositive, after possibly changing the sign of 푣′:
ℜ(휁 (푣′)) ≤ 0, orℜ(휁 (−푣′)) ≤ 0. (3.23)
To see this, we use (3.21) and ⟨ 푣−푣′|푣−푣′| , 푣⟩ ≥ 0. Inserting the estimates (3.22), (3.23) and the lower
bound |푧| ≥ 1√
2
(|ℜ(푧)| + |ℑ(푧)|) into (3.20) we obtain:
|푉2 − 푃푉2푃푣−푣′푉1| + |푉2 − 푃푉2푃푣−(−푣′)푉1| ≥ 1√
2
(|푉2| + 푐|푉1|1 + |푣|
)
.
We plug this back into (3.19) and add the corresponding term for−푣′ to prove (3.16) in the case 푉2 ≠ 0.
In order to prove (3.16) for 푉2 = 0, we remark that the estimate is homogeneous in 푉 , so it suffices to
prove it for |푉 | = 1, when it follows by continuity from the case 푉2 = 0.
The estimate (3.17) follows from the observation that for 푣′ ∈ 퐸(푣, 푉 ) we have
|푃푣−푣′푉 | = ||||⟨ 푣 − 푣′|푣 − 푣′| , 푉 ⟩|||| ≥ 12 |푃푣푉 |.
Finally (3.18) is a consequence of 퐸(푣, 푉 ) containing either 푣′ or −푣′ for every 푣′ ∈ 퐵1(0). □
Lemma 3.4 proves lower bounds for the projections |푃푣−푣′푉 | respectively |푃 ⟂푣−푣′푉 | on a set (of
푣′) with uniformly positive Lebesgue measure. We now show that this implies a lower bound for the
integrals (2.26), (2.27) representing (퐾), (푃 ).
Lemma 3.5 Let 푧 ∈ ℂ with 0 ≤ ℜ(푧) ≤ 1 and 훽 be a multi-index. Let 푉 ,푊 ∈ ℂ3 be complex
vectors. Further let 푛 ≥ 1 and 푢0 ∈ 퐻
푛
휆
satisfy the pointwise estimates:
푐1|푣|≤4(푣) ≤ 푢0(푣) ≤ 퐶푒− 12 |푣|, for 푐 > 0.
Recall 퐵1, 퐵2 as defined in (3.6)-(3.7) and 퐶1 defined in (3.2). Then there holds:ˆ
ℝ3
⟨푉 ,ℜ(푀1 +푀2)(푧, 푣 − 푣′)푉 ⟩푢0(푣′)휂 d푣′ ≥ 푐퐵1(푧, 푣)(푉 , 푉 ) (3.24)ˆ
ℝ3
|⟨푉 , (푀1 +푀2)(푧, 푣 − 푣′)푊 ⟩|푢0(푣′)휂 d푣′ ≤ 퐶(1 + 훼(푧, 푣))퐵2(푧, 푣)(푉 ,푊 ) (3.25)ˆ
ℝ3
|⟨푉 ,퐷훽 ((푀1 +푀2)(푧, 푣 − 푣′)휂)푊 ⟩|푢0(푣′) d푣′ ≤ 퐶 (1 + 훼(푧, 푣))
(1 + |푣|)|훽| 퐶1(푧, 푣)|푉 ||푊 |. (3.26)
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Proof: First we prove (3.24). We remark that the integrand is nonnegative:
⟨푉 ,ℜ(푀1)푉 ⟩ = ⟨푉 ,ℜ( 휋24|푣| 11 + 푧|푣|
)
푃 ⟂
푣
푉 ⟩
= ℜ
(
휋2
4|푣| 11 + 푧|푣|
) |푃 ⟂
푣
푉 |2 ≥ 0,
by (3.10). By a similar computation the same is true for 푀2. We use (3.8) to bound the real part of
푀2 (cf.(2.24)) below. Using nonnegativity of the integrand, the lower bound on 푢0(푣
′) and 휂(|푟|) = 1
for |푟| ≥ 1 we can estimate from below by (퐶2 as in (3.3)):ˆ
ℝ3
⟨푉 ,ℜ(푀2)(푧, 푣 − 푣′)푉 ⟩푢0(푣′)휂(|푣 − 푣′|2) d푣′ ≥ 푐 ˆ
퐵4(0)⧵퐵1(푣)
퐶2(푧, 푣 − 푣
′)|푃푣−푣′푉 |2 d푣′.
Now there are 푐1, 푐2 > 0 s.t. for |푣| ≤ 2 we have |푃푣−푣′푉 | ≥ 푐1|푉 |푣 for all 푣′ in a set 퐺(푣, 푉 ) ⊂
퐵4(0) ⧵퐵1(푣) with |퐺(푣, 푉 )| ≥ 푐2. To see this we remark that the inequality is homogeneous in 푉 , so
we can restrict to |푉 | = 1 and 푣 bounded, when the claim follows by contradiction. For |푣| ≥ 2 we
use (3.17)-(3.18) to obtain a set of positive measure on which we have |푃푣−푣′푉 | ≥ 푐|푃푣푉 |. We find
the lower bound:ˆ
ℝ3
⟨푉 ,ℜ(푀2)(푧, 푣 − 푣′)푉 ⟩푢0(푣′)휂(|푣 − 푣′|2) d푣′ ≥ 푐퐶2(푧, 푣)|푃푣푉 |2. (3.27)
We apply the same strategy for the term containing 푀1 (cf. (2.24)):ˆ
ℝ3
⟨푉 ,ℜ(푀1)(푧, 푣 − 푣′)푉 ⟩푢0(푣′)휂(|푣 − 푣′|2) d푣′ ≥ 푐퐶1(푧, 푣)ˆ
퐵4(0)⧵퐵1(푣)
|푃 ⟂
(푣−푣′)
푉 |2 d푣′.
For |푣| ≥ 2 we use (3.15)-(3.16) to obtain:ˆ
ℝ3
⟨푉 ,ℜ(푀1)(푧, 푣 − 푣′)푉 ⟩푢0(푣′)휂(|푣 − 푣′|2) d푣′ ≥ 푐퐶1(푧, 푣)|푉 |2푣, (3.28)
for |푣| ≤ 2 the same follows again by rescaling |푉 | = 1 and contradiction. Combining (3.27) and
(3.28) we obtain (3.24). We now show the upper bound (3.25). The estimates (3.8)-(3.9) allow to
estimate the contribution of푀2 (cf. (2.24)) by 퐶3 as defined in (3.4):ˆ
ℝ3
|⟨푉 ,푀2(푧, 푣 − 푣′)푊 ⟩|푢0(푣′)휂(|푣 − 푣′|2) d푣′
≤ 퐶
ˆ
ℝ3
|푀2(푧, 푣 − 푣′)||⟨푃푣−푣′푉 , 푃푣−푣′푊 ⟩|푢0(푣′)휂(|푣 − 푣′|2) d푣′
≤ 퐶
ˆ
ℝ3
(1 + 훼)퐶3(푧, 푣 − 푣
′)(|푃푣푉 | + |푣′||푣| |푃 ⟂푣 푉 |)(|푃푣푊 | + |푣′||푣| |푃 ⟂푣 푊 |)푒− 12 |푣′|휂 d푣′
≤ 퐶(1 + 훼(푧, 푣))퐶3(푧, 푣)
(|푃푣푉 ||푃푣푊 | + |푉 |푣|푊 |푣) .
Since 퐶3(푧, 푣) ≤ 퐶퐶1(푧, 푣) for 0 ≤ ℜ(푧) ≤ 1, this shows the contribution of푀2 can be estimated by
the right-hand side of (3.25). For bounding the contribution of푀1 we proceed similarly, using (3.11):ˆ
ℝ3
|⟨푉 ,푀1(푧, 푣 − 푣′)푊 ⟩|푢0(푣′)휂(|푣 − 푣′|2) d푣′
≤ 퐶
ˆ
ℝ3
(1 + 훼(푧, 푣 − 푣′))퐶1(푧, 푣 − 푣
′)|푃 ⟂
(푣−푣′)
푉 ||푃 ⟂
(푣−푣′)
푊 |푒− 12 |푣′|휂(|푣 − 푣′|2) d푣′.
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Write 푉 = 푃푣푉 + 푃
⟂
푣
푉 = 푉1 + 푉2 and푊 = 푊1 +푊2 respectively. Then we have
|푃 ⟂
푣−푣′
푉 | ≤ 퐶 (|푉1||푣′|
1 + |푣| + |푉2|
)
.
This implies that we can bound:
ˆ
ℝ3
|⟨푉 ,푀1(푧, 푣 − 푣′)푊 ⟩|푢0(푣′)휂 d푣′
≤ 퐶
ˆ
ℝ3
(1 + 훼(푧, 푣 − 푣′))퐶1(푧, 푣 − 푣
′)(
|푉1||푣′|
1 + |푣| + |푉2|)( |푊1||푣′|1 + |푣| + |푊2|)푒− 12 |푣′|휂 d푣′
≤ 퐶(1 + 훼(푧, 푣))퐶1(푧, 푣)|푉 |푣|푊 |푣,
which concludes the proof of (3.25). Estimate (3.26) follows from a similar computation, using Lemma
3.3. □
The following Lemma uses the symmetry of the highest order term in the functionals 푄 to show it
can be expressed by the real part of (퐾), (푃 ) only, which surprisingly has a sign.
Lemma 3.6 Let 푛 ≥ 1 and 푢0 ∈ 퐻
푛
휆
satisfy the pointwise estimates
푐1|푣|≤4(푣) ≤ 푢0(푣) ≤ 퐶푒− 12 |푣|, for 푐 > 0. (3.29)
Furthermore let 휀 > 0, 퐴 > 0 such that 휀퐴 ≤ 1 and write 푧 = 푎+ 푖휔 =
퐴
2
+ 푖휔. Let 푢 ∈ 푉 푛
퐴,휆
for some
푛 ∈ ℕ and 훾 ∈ (0, 1]. The term in 푄훼,훼
휀,퐴
(as defined in (2.20)-(2.22)), where |훼| ≤ 푛, depends on the
real part of (퐾) only. Writing 푉 = ∇퐷훼(푢)(푧, 푣) we have:
(2휋)
1
2푄
훼,훼
휀,퐴
[푢0](푢) =
ˆ
ℝ
ˆ ⟨훾푉 (푧, 푣)휆(푣),(퐾)[푢0](휀푧, 푣)훾푉 (푧, 푣)⟩ d푣 d휔
=
ˆ
ℝ
ˆ ⟨훾푉 (푧, 푣)휆(푣),ℜ((퐾))[푢0](휀푧, 푣)훾푉 (푧, 푣)⟩ d푣 d휔. (3.30)
Proof: Follows from the observation that the left-hand side is real by Plancherel’s Lemma and that 퐾
is a symmetric matrix. □
The following lemma amounts to a coercivity result, and shows that for a function 푢 ∈ 푉 푛
퐴,휆
the
functional 푄훼
휀,퐴
[푢0](푢) can be controlled by the first 푛 derivatives of 푢 only. Here we use that to lead-
ing order, the functional is actually dissipative. The exact form of the dissipation 퐷 is of particular
importance, since we use it later to show that the nonlinearity can be handled as a perturbation.
Lemma 3.7 Let 푛 ≥ 1 and 푢0 ∈ 퐻
푛
휆
satisfy the pointwise estimates
푐1|푣|≤4(푣) ≤ 푢0(푣) ≤ 퐶푒− 12 |푣|, for 푐 > 0. (3.31)
For 퐴 > 0, let 푎 =
퐴
2
and assume 휀 ∈ (0,
1
푎
], 훾 ∈ (0, 1] arbitrary and |훼| ≤ 푛 for an 훼 ∈ ℕ3. Define
the dissipation 퐷훼
휀,퐴
as (푧 = 푎 + 푖휔):
퐷훼
휀,퐴
(푢) ∶=
ˆ ˆ
퐵1(휀푧, 푣)[
훾∇퐷훼(푢)(푧, 푣), 훾∇퐷훼(푢)(푧, 푣)]휆(푣) d푣 d휔. (3.32)
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Then the leading order quadratic form satisfies the lower bound:
푄
훼,훼
휀,퐴
[푢0](푢) ≥ 푐퐷
훼
휀,퐴
(푢) − 퐶‖푢‖2
푉 푛
퐴,휆
. (3.33)
We will denote by퐷훼
휀,퐴
the dissipation of the equation. The lower order terms can be estimated by the
dissipation: ∑
훽<훼
(
훼
훽
)|푄훼,훽
휀,퐴
[푢0](푢)| ≤ 푐2퐷훼휀,퐴(푢) + 퐶‖푢‖2푉 푛퐴,휆 . (3.34)
The constants can depend on 푢0 and 푛, but not on 퐴 ≥ 1, 휀 > 0.
Proof: In the proof, we drop the dependence on 훾 for shortness. We start with proving the lower
bound (3.33). As a first step we rewrite 푄
훼,훼
휀,퐴
[푢0](푢) in terms of Laplace transforms (write 푧 = 푎 + 푖휔
for shortness):
푄
훼,훼
휀,퐴
[푢0](푢) =
1
휀
ˆ ∞
0
푒−퐴푡
ˆ
∇(퐷훼푢(푡)휆)
(ˆ 푡
0
퐾[푢0](
푡 − 푠
휀
, 푣)∇퐷훼푢(푠) d푠
)
d푣 d푡
−
1
휀
ˆ ∞
0
푒−퐴푡
ˆ
∇(퐷훼푢(푡)휆)
(ˆ 푡
0
푃 [푢0](
푡 − 푠
휀
, 푣)퐷훼푢(푠) d푠
)
d푣 d푡
=(2휋)−
1
2
ˆ
ℝ
ˆ ⟨∇(퐷훼(푢)(푧, 푣))휆),(퐾)[푢0](휀푧, 푣)∇퐷훼(푢)(푧, 푣)⟩ d푣 d휔
−(2휋)−
1
2
ˆ
ℝ
ˆ ⟨∇(퐷훼(푢)(푧, 푣))휆),(푃 )[푢0](휀푧, 푣)퐷훼(푢)(푧, 푣)⟩ d푣 d휔
=퐽1 + 퐽2. (3.35)
We recall the representation of (퐾) given in Lemma 2.16:
(퐾[푢])(푧, 푣) =
ˆ
(푀1 +푀2)(푧, 푣 − 푣
′)푢(푣′)휂(|푣 − 푣′|2) d푣′. (3.36)
We start by estimating 퐽1. For shortness, we write 푉 = ∇퐷
훼(푢). Then use (3.36), Lemma 3.6 and
the pointwise estimates proven in Lemma 3.5 :
퐽1 =(2휋)
−
1
2
ˆ
ℝ
ˆ ⟨푉 (푧, 푣)휆(푣),(퐾)[푢0](휀푧, 푣)푉 (푧, 푣)⟩ d푣 d휔
+(2휋)−
1
2
ˆ
ℝ
ˆ ⟨퐷훼(푢)(푧, 푣)∇(휆(푣)),(퐾)[푢0](휀푧, 푣)푉 (푧, 푣)⟩ d푣 d휔
≥푐퐷훼
휀,퐴
(푢) + (2휋)−
1
2
ˆ
ℝ
ˆ ⟨퐷훼(푢)(푧, 푣)∇(휆(푣)),(퐾)[푢0](휀푧, 푣)푉 (푧, 푣)⟩ d푣 d휔
=푐퐷훼
휀,퐴
(푢) + 퐼3.
(3.37)
It remains to estimate 퐽2 given by (3.35) and 퐼3 given by (3.37). To this end, we recall the definition
of ‖ ⋅ ‖푉 푛
휀,퐴
in (2.7) and use the Plancherel identity in Lemma 2.13 to estimate:
ˆ
ℝ
ˆ
ℝ3
|퐷훼(푢)(푧, 푣)|2휆(푣) d휔 d푣 ≤ 퐶‖푢‖2
푉 푛
퐴,휆
. (3.38)
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In order to estimate 퐼3, we observe that ∇휆 = 푃푣∇휆. Then we combine (3.36) with (3.25) in Lemma
3.5 to obtain the estimate (recall 퐵2, cf. (3.7)):
|퐼3| ≤퐶 ˆ
ℝ
ˆ |퐷훼(푢)|휆퐶(1 + 훼(휀푧, 푣))퐵2(휀푧, 푣)[푃푣∇휆(푣), 푉 ] d푣 d휔
≤퐶
ˆ
ℝ
ˆ
(|퐷훼(푢)|) 휆( |푉 (푧, 푣)|
(1 + 훼(휀푧, 푣))(1 + |푣|2) + (훽 + 훼 + 훼2)|푃푣푉 (푧, 푣)|(1 + 훼)3(1 + |푣|)
)
d푣 d휔.
We apply Young’s inequality and (3.38) to get the bound (퐷훼
휀,퐴
defined in (3.32)):
|퐼3| ≤푐4퐷훼휀,퐴 + 퐶‖퐷훼푢‖2푉 푛퐴,휆 . (3.39)
It remains to estimate 퐽2 to finish the proof of (3.33). We recall that 푃 [푢0] = ∇ ⋅ 퐾[푢0]. We apply
(3.26) with |훽| = 1 and recall the definition of 퐶1 (cf. (3.2)) to obtain an upper estimate for 퐽2:
|퐽2| ≤퐶 ˆ
ℝ
ˆ (
휆
1
2 (푣)
1 + 훼(휀푧, 푣)
1 + |푣| 퐶1(휀푧, 푣)|푉 |
)(
휆
1
2 (푣)|퐷훼(푢)(푧, 푣)|) d푣 d휔.
Notice that (3.26) provides
1|푣| more decay than naively expected, which is essential here. Young’s
inequality in combination with (3.38) implies:
|퐽2| ≤ 푐4퐷훼휀,퐴(푢) + 퐶‖푢‖2푉 푛퐴,휆 . (3.40)
Combining the estimates (3.35), (3.39) and (3.40) proves (3.33). In the case 훽 < 훼 we use (3.26) in
Lemma 3.5 and Young’s inequality to prove (3.34). □
The linear result follows as a corollary. The statement can be generalized significantly, the as-
sumptions in our a priori estimates are designed for the nonlinear case and therefore more restrictive
than needed for the linear equation.
Theorem 3.8 Let 푛 ≥ 6 and 푢0 ∈ 퐻
푛
휆
satisfy the pointwise estimate
푐1|푣|≤4(푣) ≤ 푢0(푣) ≤ 퐶푒− 12 |푣|, 푐, 퐶 > 0. (3.41)
There exists 퐴 > 0 s.t. for 휀 > 0 small, there is a solution 푢휀 ∈ 푉
푛
퐴,휆
∩ 퐶1(ℝ+;퐻푛−2
휆
) to:
휕푡푢휀 =
1
휀
∇ ⋅
(ˆ 푡
0
퐾[푢0]
(
푡 − 푠
휀
, 푣
)
∇푢휀(푠, 푣) d푠
)
−
1
휀
∇ ⋅
(ˆ 푡
0
푃 [푢0]
(
푡 − 푠
휀
, 푣
)
푢휀(푠, 푣) d푠
)
푢휀(0, ⋅) = 푢0(⋅).
(3.42)
There is a function 푢 ∈ 푉 푛
퐴,휆
∩ 퐶1(ℝ+;퐻푛−4
휆
) s.t. 푢휀푗 ⇀ 푢 in 푉
푛
퐴,휆
along a sequence 휀푗 → 0. The
function 푢 solves the limit equation (,  defined in (2.3)):
휕푡푢 = ∇ ⋅
(
[푢0]∇푢
)
− ∇ ⋅
(
[푢0]푢
)
푢(0, 푣) = 푢0(푣).
(3.43)
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Proof: For 0 < 훾 ≤ 1, the existence of solutions 푢휀,훾 to (2.34) follows from Lemma 2.17. In order
to prove well-posedness for (3.42), i.e. 훾 = 0, we derive a priori estimates that are uniform in 훾 .
Combining Lemma 2.12 and Lemma 3.7 shows that for 퐴 > 0 large enough
‖푢휀,훾‖푉 푛
퐴,휆
≤ 퐶 (3.44)
are uniformly bounded in 0 < 훾, 휀 ≤
1
퐴
. Now we use the Laplace representation in Lemma 2.16 to
infer the uniform boundedness:
|∇푚(퐾[푢0])(푧, 푣)| + |∇푚(푃훾 [푢0])(푧, 푣)| ≤ 퐶(푚) for 푚 ∈ ℕ. (3.45)
We rewrite (2.34) in Laplace variables and obtain:
푧(푢휀,훾 ) =
훾∇ ⋅
(
(퐾[푢0])(휀푧)
훾∇(푢휀,훾 ) − (푃훾 [푢0])(휀푧)(푢휀,훾 )
)
+ 푢0(푣). (3.46)
The right-hand side of (3.46) is bounded in 푉 푛−2
퐴,휆
due to (3.45) and (3.44), so we get a bound of:
‖푢휀,훾‖푉 푛
퐴,휆
+ ‖휕푡푢휀,훾‖푉 푛−2
퐴,휆
≤ 퐶. (3.47)
By the Rellich type Lemma 2.5, and the fact that 푉 푛
퐴,휆
is a separable Hilbert space, there is a 푢휀 ∈ 푉
푛
퐴,휆
and a sequence 훾푗 → 0 s.t. 푢휀,훾푗 ⇀ 푢휀 in 푉
푛
퐴,휆
and 푢휀,훾푗 → 푢휀 in 푉
푛−3
퐴,휆̃
. We need to show that the
weak limit 푢휀 indeed solves the equation (3.42). Both sides of (3.46) converge pointwise a.e. to the
respective sides with 훾 = 0 along a subsequence of 훾푗 → 0. Since the Laplace transform defines the
function uniquely, 푢휀 is indeed a solution. Finally, the solutions 푢휀 are in 퐶
1(ℝ+;퐻푛−2
휆
) since they are
bounded in 푉 푛
퐴,휆
and the equation (3.42) in combination with |∇푚퐾[푢0]| + |∇푚푃 [푢0]| ≤ 퐶(푚) allows
to control the time derivative in 퐶0(ℝ+;퐻푛−2
휆
).
The convergence of 푢휀 to a solution 푢 of (3.43) follows similarly. We use the uniform bound (3.47)
to find a subsequence 휀푗 → 0 and 푢 ∈ 푉
푛
퐴,휆
such that 푢휀푗 ⇀ 푢 in 푉
푛
퐴,휆
and 푢휀푗 → 푢 in 푉
푛−3
퐴,휆̃
. Now the
claim follows from the observation that for 훾 = 0 we can take the limits on both sides of (3.46) and
pointwise a.e. along a subsequence there holds:
(푢휀푗 ) → (푢), (퐾)[푢0](휀푗푧, 푣) → [푢0](푣), (푃 )[푢0](휀푗푧, 푣) → [푢0](푣).
Repeating the argument above, we find that the weak limit 푢휀푗 ⇀ 푢 ∈ 푉
푛
퐴,휆
is actually 푢 ∈ 푉 푛
퐴,휆
∩
퐶1(ℝ+;퐻푛−4
휆
) and is indeed a solution of the equation (3.43). □
4 A priori estimate for the nonlinear problem
4.1 Continuity of the fixed point mapping Ψ
In this subsection we prove that solutions of equation (2.15) satisfy an a priori estimate, for small
perturbations 푓휀. Here smallness is measured in terms of the size and decay of the Laplace transform,
i.e. the smoothness of the perturbation 푓휀. The necessary framework is provided by the definition
below. Notice that we always assume that 푓휀 = ∇ ⋅ 푔휀 is a divergence, so it has zero average. This is
the key point to obtain an additional decay
1|푣| in Lemma 4.7. Furthermore it is essential that the highest
order term 푄
훼,훼
휀,훿
[푓휀](푢) introduced in (2.20) is a symmetric integral, which induces a cancellation for
large Laplace frequencies. In the subsequent subsection we will prove that our smallness assumption
is consistent, i.e. if the condition is satisfied by 푓휀, then it is also satisfied by 푢휀 − 푢0 when 푢휀 solves
(2.15).
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Definition 4.1 We define a sequence of cutoff functions 휅훿1 ∈ 퐶
∞
푐
(ℝ) by
휅훿1
(푠) ∶= 휅
( 푠
훿1
)
, (4.1)
where 휅 ∈ 퐶∞
푐
(ℝ), 0 ≤ 휅 ≤ 1, 휅(푠) = 1 for |푠| ≤ 1 and 휅(푠) = 0 for |푠| ≥ 2. Let 푅, 휀, 훿 > 0 and
푧 ∈ ℂ. We define 푌푅,휀,훿(푧) by
푌푅,휀,훿(푧) ∶=
훿
1 + |푧|2 + 푅휀|푧|(1 + 휀|푧|)(1 + |푧|2) . (4.2)
We will consider 푢 = (푓, 푔) ∈ 푋푛
퐴,휆̃
(defined in (2.8)), s.t. a.e. on the lineℜ(푧) =
퐴
2
= 푎 > 0:
|(푓 )(푧, 푣)| ≤ 푌푅,휀,훿(푧)푒− 12 |푣|, |(푔)(푧, 푣)| ≤ 푌푅,휀,훿(푧)푒− 12 |푣| (4.3)
|(푓 )(푧, 푣)| ≤ 푅푒− 12 |푣||1 + 휀푧|(1 + |푧|2) , |(푔)(푧, 푣)| ≤ 푅푒−
1
2
|푣||1 + 휀푧|(1 + |푧|2) (4.4)|휕푡푓 (푡, 푣)| ≤ 푅푒− 12 |푣|. (4.5)
For 푅, 훿, 휀 > 0, 퐴 ≥ 1, 푎 =
퐴
2
and 푛 ∈ ℕ, let Ω푛
퐴,푅,훿,휀
⊂ 푋푛
퐴,휆̃
be the set of functions given by:
Ω푛
퐴,푅,훿,휀
= {푢 = (푓, 푔) ∈ 푋푛
퐴,휆̃
∶ ‖푢‖푋푛
퐴,휆̃
≤ 푅, (4.5) and (4.3)-(4.4) forℜ(푧) = 푎}. (4.6)
Since the estimates (4.3)-(4.4) are stable under convex combinations of functions, we have:
Lemma 4.2 For all 푅, 훿, 휀 > 0, 퐴 ≥ 1 and 푛 ∈ ℕ, the set Ω푛
퐴,푅,훿,휀
is a nonempty, bounded, closed
and convex subset of 푋푛
퐴,휆̃
.
The following theorem is the main result of this subsection, giving an a priori estimate for the solution
operator to (2.15) under the smallness assumption (푓, 푔) ∈ Ω푛
퐴,푅,훿,휀
for small 휀, 훿. We prove the error
term can be controlled by the dissipation 퐷훼
휀,퐴
(cf. (3.32)) provided by the linear equation. Observe
that existence of (unique) global solutions of (2.15) has been proved in Lemma 2.17. Here we will
prove a priori estimates that are uniform in the mollifying parameter 훾 > 0 and 휀 > 0.
Theorem 4.3 Let 푛 ∈ ℕ, 푛 ≥ 2. Assume 푢0 ∈ 퐻
푛
휆
satisfies:
푐1|푣|≤4(푣) ≤ 푢0(푣) ≤ 퐶푒− 12 |푣|.
Then there exist 퐴, 훿 > 0 such that for all 푅 > 0 there is an 휀0 > 0 with the property that the operator
휓훿1
given by:
Ψ훿1 ∶ Ω
푛
퐴,푅,훿,휀
⟶ 푋푛
퐴,휆
(푓, 푔)↦
(
(푢 − 푢0)푘훿1 ,
0,0
훾
[푓 ](푢)푘훿1
)
,0,0
훾
as in (2.11) and 푢 solution to:
휕푡푢 =
1
휀
훾∇ ⋅
(ˆ 푡
0
퐾[푢0 + 푓 (푠)]
(
푡 − 푠
휀
, 푣
)
훾∇푢(푠, 푣) d푠
)
−
1
휀
훾∇ ⋅
(ˆ 푡
0
푃훾 [푢0 + 푓 (푠)]
(
푡 − 푠
휀
, 푣
)
푢(푠, 푣) d푠
)
푢(0, ⋅) = 푢0(⋅),
(4.7)
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is well-defined and continuous (w.r.t. the topologies of푋푛
퐴,휆̃
,푋푛
퐴,휆
) for all 훾, 훿1 ∈ (0,
1
2
] and 휀 ∈ (0, 휀0).
Furthermore, the solutions satisfy the following estimate:
‖Ψ훿1(푓, 푔)‖푋푛퐴,휆 + ‖휕푡Ψ훿1(푓, 푔)‖푋푛−2퐴,휆 ≤ 퐶(퐴, 훿1). (4.8)
Notice that the operator 휓훿1 maps functions in 푋
푛
퐴,휆̃
to functions in 푋푛
퐴,휆
, thus yields better decay.
As can be seen from Lemma 2.12 this follows from the fast decay of the initial datum, provided we can
control the quadratic terms푄. In Section 3 we have shown that the quadratic functionals 푄[푢0] defined
in (2.20) satisfy a coercivity estimate. In this subsection we will prove smallness for the perturbation
푄[푓 ], so the sum푄[푢0+푓 ] still has a sign. To this end we first include an auxiliary Lemma to represent
those functionals in Laplace variables.
Lemma 4.4 The quadratic functionals 푄
훼,훽
휀,퐴
[휈](푢) defined in (2.20) can be represented by means of
the Laplace transform of 푢 as:
(2휋)
1
2푄
훼,훽
휀,퐴
[휈](푢) =
ˆ
ℝ
ˆ
ℝ
ˆ ⟨∇(퐷훼(푢)휆)(푧), 퐷훼−훽Λ[휈](휀푧, 휔 − 휃)(∇퐷훽푢)(푝)⟩ d푣 d휃 d휔
−
ˆ
ℝ
ˆ
ℝ
ˆ ⟨∇(퐷훼(푢)휆)(푧),∇퐷훼−훽Λ[휈](휀푧, 휔 − 휃)(퐷훽푢)(푝)⟩ d푣 d휃 d휔.
We use the short notation 푧 = 푎 + 푖휔, 푝 = 푎 + 푖휃 and Λ is given by푀1,푀2 (cf. (2.24)) as:
Λ[휈](푧, 휏, 푣) =
ˆ
ℝ3
ˆ
ℝ
(
푀1 +푀2
)
(푧, 푣 − 푣′)푒−푖휏푠휂(|푣 − 푣′|2)휈(푠, 푣′) d푠 d푣′. (4.9)
Proof: Follows directly from the elementary properties of the Laplace Transform. □
Exploiting the symmetry properties of the functional 푄
훼,훼
휀,퐴
[푓휀] is essential to proving that this term is
small compared to the dissipation 퐷훼
휀,퐴
(cf. (3.32)). For better notation we first include some defini-
tions.
Definition 4.5 For 휀 > 0, 푣 ∈ ℝ3, 푧 = 푎 + 푖휔, 푝 = 푎 + 푖휃 ∈ ℂ, define the matrices 퐿1, 퐿2:
퐿1(휀, 푧, 푝, 푣) ∶=
1
2
(푀1(휀푧, 푣) +푀1(휀푝, 푣)) (4.10)
퐿2(휀, 푧, 푝, 푣) ∶=
1
2
(푀2(휀푧, 푣) +푀2(휀푝, 푣)) (4.11)
and the associated symmetrized kernel Λ푠 by:
Λ푠[휈](휀, 푧, 푝, 푣) ∶= Λ1[휈](휀, 푧, 푝, 푣) + Λ2[휈](휀, 푧, 푝, 푣) (4.12)
Λ1[휈](휀, 푧, 푝, 푣) ∶=
ˆ
ℝ3
퐿1(휀, 푧, 푝, 푣 − 푣
′)
(ˆ ∞
0
푒−푖푠(휔−휃)휈(푠, 푣′) d푠
)
휂(|푣 − 푣′|2) d푣′
Λ2[휈](휀, 푧, 푝, 푣) ∶=
ˆ
ℝ3
퐿2(휀, 푧, 푝, 푣 − 푣
′)
(ˆ ∞
0
푒−푖푠(휔−휃)휈(푠, 푣′) d푠
)
휂(|푣 − 푣′|2) d푣′.
We split the kernel 퐿2 further into:
푁2(휀, 푧, 푝, 푣) = 퐿2(휀, 푧, 푝, 푣) −푁1(휀, 푧, 푝, 푣),where (4.13)
푁1(휀, 푧, 푝, 푣) =
1|푣|2 휀(푎 + 푖(휃 − 휔))(1 + 휀푧|푣| )2(1 + 휀푝|푣| )2푃푣. (4.14)
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Lemma 4.6 Let 푎 > 0 and 푧 = 푎 + 푖휔, 푝 = 푎+ 푖휃. Further let 휀 ≤
1
푎
. For 푉 ,푊 ∈ ℂ3 and 퐿1,푁1 as
in the definition above, and |푣| ≥ 푐 > 0, we have the estimates:
|⟨푉 ,퐿1(휀, 푧, 푝, 푣)푊 ⟩| ≤ 퐶 |푃 ⟂푣 푉 ||푃 ⟂푣 푊 |1 + |푣| 1 + 휀|휃 − 휔|(1 + 훼(휀푧, 푣))(1 + 훼(휀푝, 푣)) (4.15)
|⟨푉 ,푁2(휀, 푧, 푝, 푣)푊 ⟩| ≤ 퐶 |푉 ||푊 |
1 + |푣|3 휀2|푝||푧| + 휀2|푝||푧|(1 + 휀|휃 − 휔|)(1 + 훼(휀푧, 푣))2(1 + 훼(휀푝, 푣))2 . (4.16)
Proof: We start by proving (4.15). Using 휀 ≤
1
푎
, |푣| ≥ 푐 > 0 and the definition of 퐿1 (cf. (4.10)) and
푀1 (cf. (2.24)) we can bound:
|⟨푉 ,퐿1(휀, 푧, 푝, 푣)푊 ⟩| ≤퐶|푃 ⟂푣 푉 ||푃 ⟂푣 푊 ||푣| ||||| 11 + 휀푧∕|푣| + 11 + 휀푝∕|푣|
|||||
≤
퐶|푃 ⟂
푣
푉 ||푃 ⟂
푣
푊 ||푣| |||| 1 + 휀|휃 − 휔|(1 + 훼(휀푧, 푣))(1 + 훼(휀푝, 푣)) |||| .
The decomposition of 퐿2 (defined in (4.11)) follows from the identity:
푏
(1 + 푏)2
+
푐
(1 + 푐)2
=
푏 + 푐
(1 + 푏)2(1 + 푐)2
+
(
4푏푐
(1 + 푏)2(1 + 푐)2
+
푏푐(푏 + 푐)
(1 + 푏)2(1 + 푐)2
)
. (4.17)
We insert 푏 =
휀푧|푣| , 푐 = 휀푝|푣| and multiply (4.17) with 휋2푃푣4|푣| . Then the first term on the right gives 푁1, so
the second gives 푁2 as defined in (4.13). The latter is bounded by:
|푁2| ≤ 휋2푃푣4|푣|
(
4푏푐
(1 + 푏)2(1 + 푐)2
+
푏푐(푏 + 푐)
(1 + 푏)2(1 + 푐)2
)
≤
퐶|푣|3 |||||휀
2|푝||푧| + 휀3|푝||푧|(푎 + |휃 − 휔|)
(1 + 훼(휀푧, 푣))2(1 + 훼(휀푝, 푣))2
||||| ≤ 퐶|푣|3 휀
2|푝||푧| + 휀2|푝||푧|(1 + 휀|휃 − 휔|)
(1 + 훼(휀푧, 푣))2(1 + 훼(휀푝, 푣))2
.
This proves estimate (4.16). □
Our goal is to prove estimates for the functional 푄
훼,훼
휀,퐴
[푓휀]. This will be done estimating Λ푠 as defined
in (4.12), which is given by 퐿1,퐿2 (cf. (4.10), (4.11)). We have decomposed 퐿1+퐿2 = 퐿1+푁1+푁2,
and Lemma 4.6 gives estimates for 퐿1 and 푁2. It remains to prove an estimate for 푁1. Here we rely
on the additional decay provided by the divergence property 푓 = ∇ ⋅ 푔 of functions in Ω. Under the
divergence assumption we get the following Lemma.
Lemma 4.7 Let푁1 be given by (4.14). Let ℎ = ∇ ⋅퐺, where 퐺 ∈ 퐻
1
휆̃
, |퐺(푣)| ≤ 푅1푒− 12 |푣|. For 푎 > 0,
휀 ∈ (0,
1
푎
], 푧 = 푎 + 푖휔, 푝 = 푎 + 푖휃 ∈ ℂ we have:
||||
ˆ ⟨푉 ,푁1(휀, 푧, 푝, 푣 − 푣′)푊 ⟩ℎ(푣′)휂(|푣 − 푣′|2) d푣′|||| ≤ 퐶푅1|푉 ||푊 |(1 + 휀|휔 − 휃|)(1 + |푣|3)(1 + 훼(휀푧, 푣))2(1 + 훼(휀푝, 푣))2 .
(4.18)
Proof: We simply use that ℎ = ∇ ⋅퐺 is a divergence and write:
ˆ
ℝ3
푁1(휀, 푧, 푝, 푣 − 푣
′)휂ℎ(푣′) d푣′ = −
ˆ
ℝ3
∇푣′
(
푁1(휀, 푧, 푝, 푣 − 푣
′)휂(|푣 − 푣′|2))퐺(푣′) d푣′. (4.19)
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Explicitly computing the derivative of 푁1 as defined in (4.14) gives:
|∇푣 (푁1(휀, 푧, 푝, 푣)휂(|푣|2)) | ≤ 퐶 1 + 휀|휃 − 휔|
(1 + |푣|3)(1 + 훼(휀푧, 푣))2(1 + 훼(휀푝, 푣))2 .
Now plugging the assumption |퐺(푣)| ≤ 푅1푒− 12 |푣| into (4.19) gives the claim. □
Lemma 4.8 For 퐴 > 0, 푛 ∈ ℕ, 푛 ≥ 2, 푅, 훿, 휀 > 0 and all (푓, 푔) ∈ Ω푛
퐴,푅,훿,휀
we have:||||
ˆ ∞
0
푒−푖푠휏푓 (푠, 푣) d푠
|||| ≤ 퐶(퐴)min{푌푅,휀,훿(휏), 푅(1 + 휀|휏|)(1 + |휏|2)}푒− 12 |푣|||||
ˆ ∞
0
푒−푖푠휏푔(푠, 푣) d푠
|||| ≤ 퐶(퐴)min{푌푅,휀,훿(휏), 푅(1 + 휀|휏|)(1 + |휏|2)}푒− 12 |푣|,
(4.20)
for 휏 ∈ ℝ. Here 푌푅,휀,훿(휏) is the function defined in (4.2).
Proof: By definition of Ω푛
퐴,푅,훿,휀
(see (4.6)) forℜ(푧) = 푎 there holds:
|(푓 )(푧, 푣)| ≤ min{푌푅,휀,훿(푧), 푅
(1 + 휀|푧|)(1 + |푧|2)}푒− 12 |푣||(푔)(푧, 푣)| ≤ min{푌푅,휀,훿(푧), 푅
(1 + 휀|푧|)(1 + |푧|2)}푒− 12 |푣|. (4.21)
Notice that the estimate is the same for 푓 and 푔. We rewrite the left-hand side of (4.20) as:||||
ˆ ∞
0
푒−푖푠휏푓 (푠, 푣) d푠
|||| = ||||
ˆ ∞
0
푒−푖푠휏푒−푎푠푓 (푠, 푣)휅2(푠)푒
푎푠 d푠
||||
=
1
2휋
||||
ˆ
ℝ
(푓 )(푎 + 푖(휏 − 휔))퐹 (휏 − 휔) d휔
|||| ,
where 퐹 (휔) =
´
ℝ
푒−푖푠휔휅2(|푠|)푒푎푠 d푠. The function 퐹 is the Fourier transformation of a fixed Schwartz
function, hence decays faster than any polynomial. For the rational function 푌푅,휀,훿 defined in (4.2), a
straightforward computation shows |푌푅,휀,훿 ∗ 퐹 | ≤ 퐶|푌푅,휀,훿| with 퐶 > 0 independent of 휀 ∈ (0, 1푎 ] and
푅, 훿 > 0. □
Lemma 4.9 Let 퐴 ≥ 1, 푛 ≥ 2, 훼 a multi-index with |훼| ≤ 푛 and 푐 > 0 arbitrary be given. There exists
훿0(푐, 퐴, 푛) > 0 such that for all 훿 ∈ (0, 훿0] and 푅 > 0, we can estimate:
|푄훼
휀,퐴
[푓 ](푢)| ≤∑
훽≤훼
(
훼
훽
)|푄훼,훽
휀,퐴
[푓 ](푢)| ≤ 푐퐷훼
휀,퐴
(푢) + ‖푢‖2
푉 푛
퐴,휆
, (4.22)
for all (푓, 푔) ∈ Ω푛
퐴,푅,훿,휀
, when 0 < 휀 ≤ 휀0(훿, 푅, 퐴, 푐, 푛) is small.
Proof: Fix퐴 ≥ 1 and 푛 ∈ ℕ, 푛 ≥ 2 and 푐 > 0 as in the assumption. We first estimate the highest order
term 훽 = 훼 in the quadratic form 푄. We start our estimate from the representation in Lemma 4.4 (we
write ∇ = 훾∇ for shortness):
(2휋)
1
2푄
훼,훼
휀,퐴
[휈](푢) =
ˆ
ℝ
ˆ
ℝ
ˆ ⟨휆(∇퐷훼푢)(푧),Λ(휀푧, 휔 − 휃)(∇퐷훼푢)(푝)⟩ d푣 d휃 d휔 (4.23)
+
ˆ
ℝ
ˆ
ℝ
ˆ ⟨(퐷훼푢)(푧)∇(휆),Λ(휀푧, 휔 − 휃)(∇퐷훼푢)(푝)⟩ d푣 d휃 d휔 (4.24)
−
ˆ
ℝ
ˆ
ℝ
ˆ ⟨∇((퐷훼푢)휆)(푧),∇Λ(휀푧, 휔 − 휃)(퐷훼푢)(푝)⟩ d푣 d휃 d휔 (4.25)
=퐽1 + 퐼3 + 퐽2.
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We start with estimating the critical term 퐽1. We can symmetrize in 푝, 푧, and replace Λ by Λ푠 as
introduced in Definition 4.5. The symmetrization gives (for shortness write 푉 = (∇퐷훼푢)):
퐽1 =
ˆ
ℝ
ˆ
ℝ
ˆ
휆⟨푉 (푧, 푣),Λ(휀푧, 휔 − 휃, 푣)푉 (푝, 푣)⟩ d푣 d휃 d휔
=
ˆ
ℝ
ˆ
ℝ
ˆ
휆⟨푉 (푧, 푣), (Λ1 + Λ2)푉 (푝, 푣)⟩ d푣 d휃 d휔 = 퐼1 + 퐼2. (4.26)
We estimate 퐼1 using the estimate on 퐿1 in (4.15) and use Lemma 4.8 to bound (푓 ):
|퐼1| ≤퐶 ˆ
ℝ
ˆ
ℝ
ˆ ˆ
휆
|푃 ⟂
(푣−푣′)
푉 (푧, 푣)||푃 ⟂
(푣−푣′)
푉 (푝, 푣)||푣 − 푣′| (1 + 휀|휃 − 휔|)|(푓 )(푖(휃 − 휔), 푣′)|휂(1 + 훼(휀푧, 푣 − 푣′))(1 + 훼(휀푝, 푣 − 푣′))
≤퐶(퐴)
ˆ
ℝ
ˆ
ℝ
ˆ
휆|푉 (푧, 푣)|푣|푉 (푝, 푣)|푣
(1 + |푣|)(1 + 훼(휀푧, 푣))(1 + 훼(휀푝, 푣)) 푅휀|휃 − 휔|(1 + 휀|휃 − 휔|)(1 + |휃 − 휔|)2 (4.27)
+퐶(퐴)
ˆ
ℝ
ˆ
ℝ
ˆ
휆|푉 (푧)|푣|푉 (푝)|푣
(1 + |푣|)(1 + 훼(휀푝, 푣))(1 + 훼(휀푧, 푣))푌푅,휀,훿(휃 − 휔).
Observe the following straightforward integral estimates hold:
ˆ
ℝ
푅휀|휏|
(1 + 휀|휏|)(1 + |휏|)2 d휏 ≤ 퐶푅휀 12 ,
ˆ
ℝ
푌푅,휀,훿(휏) d휏 ≤ 퐶(훿 + 휀
1
2푅). (4.28)
We apply Young’s inequality to (4.27) and use (4.28) to obtain a total bound of:
|퐼1| ≤ ˆ
ℝ
ˆ
퐶(퐴)휆(푣)|푉 (푧, 푣)|2
푣
(1 + |푣|)(1 + 훼(푧, 푣))2 d휔
(ˆ
ℝ
푅휀|휏|
(1 + 휀|휏|)(1 + |휏|)2 + 푌푅,휀,훿(휏)
)
d푣 ≤
푐
6
퐷훼
휀,퐴
(푢),
for 0 < 훿 < 훿0(푛, 퐴), 0 < 휀 ≤ 휀0(훿, 푅, 퐴, 푐, 푛) small and 퐷
훼
휀,퐴
(푢) as defined in (3.32). The term 퐼2 (cf.
(4.26)) can be controlled similarly. We split 퐼2 further into:
|퐼2| ≤ ||||
ˆ
ℝ
ˆ
ℝ
ˆ ⟨휆푉 (푧, 푣)(푧, 푣)푁1(휀, 푧, 푝, 푣)푉 (푝, 푣)⟩(푓 )(푖(휃 − 휔), 푣′)휂 d푣′ d푣 d휃 d휔||||
+
||||
ˆ
ℝ
ˆ
ℝ
ˆ ⟨휆푉 (푧, 푣)(푧, 푣), 푁2(휀, 푧, 푝, 푣)푉 (푝, 푣)⟩(푓 )(푖(휃 − 휔), 푣′)휂 d푣′ d푣 d휃 d휔||||
=퐼2,1 + 퐼2,2.
The integral 퐼2,2 can be bounded using (4.16) and (4.28) (adapting 0 < 훿0, 휀0 if needed):
|퐼2,2| ≤ˆ
ℝ
ˆ
ℝ
ˆ ˆ
휆
|푉 (푧)||푉 (푝)||푣 − 푣′|3 휀2|푝||푧| + 휀2|푝||푧|(1 + 휀|휃 − 휔|)(1 + 훼(휀푧, 푣 − 푣′))2(1 + 훼(휀푝, 푣 − 푣′))2 |(푓 )|휂 d푣 d푣′ d휃 d휔
≤퐶(퐴)
(
훿 + 푅휀
1
2
) ˆ
ℝ
ˆ
휆
|푉 (푧, 푣)|2
1 + |푣| 훽(휀푧, |푣|) + 훼2(휀푧, |푣|)(1 + 훼(휀푧, 푣 − 푣′))4 d푣 d휔 ≤ 푐4퐷훼휀,퐴(푢),
where we use that 퐶2 ≤ 퐶퐶1. It remains to control 퐼2,1, which we estimate by means of (4.18). We
obtain:
|퐼2,1| ≤퐶(퐴)(훿 +푅휀 12 ) ˆ
ℝ
ˆ
ℝ
ˆ
휆(푣)|푉 (푧, 푣)|2
(1 + |푣|3)(1 + 훼(휀푧, 푣))2 d휔 d푣 ≤ 푐4퐷훼휀,퐴(푢).
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Therefore |퐽1| ≤ 푐2퐷훼휀,퐴(푢). The remaining terms can be estimated by:
|퐽2| + |퐼3| +∑
훽<훼
(
훼
훽
)|푄훼,훽
휀,퐴
[푓 ](푢)| ≤ 푐
2
퐷훼
휀,퐴
(푢) + ‖푢‖2
푉 푛
퐴,휆
. (4.29)
The estimate for 푄
훼,훽
휀,퐴
, 훽 < 훼 can be seen as follows: Let 푉 ,푊 ∈ ℂ3 be arbitrary. By the definition
(4.9) of Λ and the estimate for (푓 ) in Lemma 4.8 we can bound ⟨푉 ,Λ훽푊 ⟩ by:
|⟨푉 ,퐷훽Λ[푓 ](푧, 휏, 푣)푊 ⟩| = ||||
ˆ
ℝ3
ˆ ∞
0
⟨푉 ,퐷훽 ((푀1 +푀2)(푧, 푣 − 푣′)휂)푊 ⟩푒−푖휏푠푓 (푠, 푣′) d푠 d푣′||||
≤퐶(퐴)
ˆ
ℝ3
|||⟨푉 ,퐷훽 ((푀1 +푀2)(푧, 푣 − 푣′)휂)푊 ⟩||| 푌푅,휀,훿(휏)푒− 12 |푣′| d푣′.
We use Lemma 3.3 to estimate the velocity integral by:
|⟨푉 ,퐷훽Λ[푓 ](푧, 휏, 푣)푊 ⟩| ≤ 퐶(퐴)(1 + 훼(휀푧, 푣))
(1 + |푣|)|훽| 퐶1(휀푧, 푣)|푉 ||푊 |푌푅,휀,훿(휏). (4.30)
Now we can argue as in the proof of Lemma 3.7. The term 퐽2 is estimated as the corresponding term
in the proof of Lemma 3.7, using (4.30). For estimating 퐼3 (given by (4.24)), some care is needed. We
rewrite 퐼3, integrating by parts (we use the shorthand 푊 (푧, 푣) = (퐷
훼푢)(푧, 푣)):
퐼3 = −
ˆ
ℝ
ˆ
ℝ
ˆ ⟨푊 (푧, 푣)∇2(휆),Λ(휀푧, 휔 − 휃, 푣)푊 (푝, 푣)⟩ d푣 d휃 d휔
−
ˆ
ℝ
ˆ
ℝ
ˆ ⟨푊 (푧, 푣)∇(휆),∇ ⋅ Λ(휀푧, 휔 − 휃, 푣)푊 (푝, 푣)⟩ d푣 d휃 d휔
−
ˆ
ℝ
ˆ
ℝ
ˆ ⟨∇푊 (푧, 푣)⊗ ∇(휆),Λ(휀푧, 휔 − 휃, 푣)푊 (푝, 푣)⟩ d푣 d휃 d휔.
Here we use the notation ⟨퐴,퐵⟩ = ∑푖,푗 퐴푖,푗퐵푖,푗 for matrices 퐴,퐵. The first two lines are bounded
by
1
2
‖푢‖2
푉 푛
퐴,휆
using (4.30) and the Plancherel Lemma 2.13. The third line can be estimated like the
corresponding 퐼3 in Lemma 3.7. The lower order terms 훽 < 훼 are estimated in the same way using
Lemma 3.5, so we indeed obtain (4.29). Combining all the estimates, we obtain the upper estimate|푄훼
휀,퐴
[푓 ](푢)| ≤ 푐퐷훼
휀,퐴
(푢) + ‖푢‖2
푉 푛
휀,퐴
as claimed. □
We obtain the main result of this subsection, Theorem 4.3, as a Corollary.
Proof of Theorem 4.3. We have proved the existence of solutions 푢 to (4.7) in Lemma 2.17. We need
to show continuity of the mapping Ψ훿1 and the a priori estimate (4.8). First we use Lemma 2.12 to
bound the norm of the solution by:
퐴‖푢‖2
푉 푛
퐴,휆
≤ 퐶‖푢0‖2퐻푛
휆
− 2
∑
|훼|≤푛푄
훼
휀,퐴
[푢0](푢) +푄
훼
휀,퐴
[푓 ](푢). (4.31)
Applying Lemma 3.7 to 푄훼
휀,퐴
[푢0](푢) and Lemma 4.9 to 푄
훼
휀,퐴
[푓 ](푢) we find that for 퐴 > 0 and 훿 > 0
sufficiently small, 푅 > 0 and 휀 > 0 small enough we have:
푄훼
휀,퐴
[푢0](푢) +푄
훼
휀,퐴
[푓 ](푢) ≥
푐
2
퐷훼
휀,퐴
− 퐶‖푢‖푉 푛
퐴,휆
.
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Plugging this back into (4.31) we find 퐴, 훿 > 0 such that for all 푅 > 0 and 휀 > 0 small we have,
independently of 0 < 훾 ≤ 1:
‖푢‖푉 푛
퐴,휆
≤ ‖푢0‖퐻푛
휆
. (4.32)
Now define푈 ∶=
´ 푡
0
퐴0,0
훾
[푢0+푓 ](푢) ( as in Notation 2.11). Then by equation (4.7) we have (푢−푢0) =
∇ ⋅ 푈 . Using Lemma 2.15 we write:
(휕푡푈 )(푧, 푣) =
ˆ
(푀1 +푀2)(휀푧, 푣 − 푣
′)휂
(
(푢0(푣
′) + 푓 (⋅, 푣′))훾∇푢(⋅, 푣)
)
(푧) d푣′
−
ˆ
훾∇ ⋅ (푀1 +푀2)(휀푧, 푣 − 푣
′)휂
(
(푢0(푣
′) + 푓 (⋅, 푣′))푢(⋅, 푣)
)
(푧) d푣′.
(4.33)
Now푀1,푀2 as well as their derivatives are bounded. Further Lemma 4.8 and (4.28) imply:
‖(푓 )(푧, 푣)‖퐿1
ℜ(푧)=0
≤ 퐶(퐴)(훿 + 푅휀
1
2 )푒
−
1
2
|푣|
. (4.34)
Hence for 훿 > 0 and 휀(퐴,푅) > 0 sufficiently small, combining (4.33), (4.34), and the Plancherel
Lemma 2.13 gives the desired estimate for 푈 in (4.8). Plugging this back into (4.7) gives (4.8):
‖((푢 − 푢0)휅훿1 , 푈휅훿1)‖푋푛퐴,휆 + ‖휕푡((푢 − 푢0)휅훿1 , 푈휅훿1)‖푋푛−2퐴,휆 ≤ 퐶.
It remains to show continuity of the operator Ψ훿1 for positive 훾, 휀. Let (푓푖, 푔푖) ∈ Ω
푛
퐴,푅,훿,휀
, 푖 = 1, 2 and
푢1, 푢2 the corresponding solutions to (4.7). For shortness write
퐾푖 =
1
휀
퐾[푢0 + 푓푖(푠)]
(
푡 − 푠
휀
, 푣
)
, 푃푖 =
1
휀
푃 [푢0 + 푓푖(푠)]
(
푡 − 푠
휀
, 푣
)
.
Then the difference 푢1 − 푢2 satisfies (푢1(0) − 푢2(0)) = 0 and:
휕푡(푢1 − 푢2) =
훾∇ ⋅
(ˆ 푡
0
퐾1
훾∇푢1(푠, 푣) − 푃1푢1 −퐾2
훾∇푢2(푠, 푣) + 푃2푢2 d푠
)
. (4.35)
For 푚 ∈ ℕ arbitrary, ‖퐾[푓 ]‖퐿2([0,1];퐶푚(ℝ+;ℝ3)) + ‖푃 [푓 ]‖퐿2([0,1];퐶푚(ℝ+;ℝ3)) ≤ 퐶‖(푓, 푔)‖푋푛
퐴,휆
are contin-
uous. Recalling that 훾∇ are mollifying operators, the continuity of Ψ훿1 now follows from (4.35) by
Gronwall’s Lemma. □
4.2 Invariance of the set Ω under the mapping Ψ
4.2.1 Recovering the quadratic decay in Laplace variables
In the last subsection we have shown that for (푓휀, 푔휀) ∈ Ω
푛
퐴,푅,훿,휀
as defined in (4.6), the equation
휕푡푢휀 =
1
휀
훾∇ ⋅
(ˆ 푡
0
퐾[푢0 + 푓휀(푠)]
(
푡 − 푠
휀
, 푣
)
훾∇푢휀(푠, 푣) d푠
)
−
1
휀
훾∇ ⋅
(ˆ 푡
0
푃 [푢0 + 푓휀(푠)]
(
푡 − 푠
휀
, 푣
)
푢휀(푠, 푣) d푠
)
푢휀(0, ⋅) = 푢0(⋅),
(4.36)
has solutions in 푋푛
퐴,휆
. The goal of this section is to show that the associated solution operator Ψ훿1
defined in (4.7) leaves the setΩ푛
퐴,푅,훿,휀
(cf. (4.6)) invariant. More precisely, we will prove the following
theorem.
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Theorem 4.10 Let 푛 ≥ 6 and assume 푣0 ∈ 퐻
푛
휆
satisfies the bounds:
0 ≤ 푣0(푣) ≤ 퐶푒
−
1
2
|푣|
.
Let 퐴, 훿 > 0 be as in Theorem 4.3 and Ψ훿1 the solution operator to (4.36):
Ψ훿1 ∶ Ω
푛
퐴,푅,훿,휀
⟶ 푋푛
퐴,휆
(푓휀, 푔휀) ↦
(
(푢휀 − 푢0)푘훿1 ,
0,0
훾
[푢0 + 푓 ](푢휀)푘훿1
)
, 푢휀 solves (4.36) with 푢0 = 푚 + 훿2푣0.
There exist 훿1, 휀0, 푅 > 0 such that for 훿2, 휀 ∈ (0, 휀0] and for all 훾 ∈ (0, 1], the set Ω
푛
퐴,푅,훿,휀
is invariant
under the mapping Ψ훿1 .
As a first step, we will prove estimate (4.4). Differentiating equation (4.36) yields, where 
훼,훽
훾 is
defined in (2.18):
휕푡퐷
훼푢휀 =
∑
훽≤훼
(
훼
훽
)
∇ ⋅
(
훼,훽
훾
[푢0 + 푓휀](푢휀)
)
. (4.37)
Therefore in order to characterize the properties of 퐷훼푢휀 in Laplace variables, we first need to under-
stand the right-hand side of the above equation in this framework.
Lemma 4.11 Let 푛 ≥ 0 and (푓, 푔) ∈ Ω푛
퐴,푅,훿,휀
. Further let 푢0 ∈ 퐶(ℝ
3) satisfy
0 ≤ 푢0(푣) ≤ 퐶푒
−
1
2
|푣|
.
Let 푎 =
퐴
2
≥
1
2
, 훾 ∈ (0, 1] and 훽 ≤ 훼 be multi-indexes with |훼| = 푚 < 푛. Then for almost every 푧 ∈ ℂ
withℜ(푧) = 푎 we can estimate (
훼,훽
훾 and | ⋅ |퐹푚 as in Notation 2.11):
|(훼,훽
훾
[푢0](푢))(푧, 푣)| ≤ 퐶(퐴)|푢|퐹푚+1|1 + 휀푧| , |(훼,훽훾 [푓 ](푢))(푧, 푣)| ≤ 퐶(퐴)푌휀,훿 ∗푎 |푢|퐹푚+1|1 + 휀푧| .
Here the convolution ∗푎 is to be understood as (푧 = 푎 + 푖휔):
(푓 ∗푎 푔)(푎 + 푖휔) =
ˆ
ℝ
푓 (푖휃)푔(푎 + 푖(휔 − 휃)) d휃. (4.38)
Proof: Is a direct consequence of elementary properties of the Laplace transform, Lemma 4.8 and the
defining formula (2.18) of
훼,훽
훾 . □
Lemma 4.12 Let 푢 ∈ 푉 푛
퐴,휆
for 푛 ≥ 2. For 푎 ∈ (0, 1] and 훿1 ∈ (0, 1] we have:
‖(푢휅훿1)(⋅, 푣)‖퐿∞ℜ(푧)=푎 ≤ 퐶(푎, 훿1)‖(푢)(⋅, 푣)‖퐿2ℜ(푧)=푎 (4.39)‖(푢휅훿1)(⋅, 푣)‖퐿2ℜ(푧)=푎 ≤ 퐶(푎, 훿1)‖(푢)(⋅, 푣)‖퐿2ℜ(푧)=푎 . (4.40)
Proof: We start by proving (4.39). Consider the two-sided Laplace transform ̃:
̃(푓 )(푧) =
ˆ ∞
−∞
푒−푧푡푓 (푡) d푡.
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Extending 푢(푡) = 0 for negative 푡, we find that forℜ(푧) = 푎 ≥
1
2
:
̃(푢휅훿1) = ̃(휅훿1) ∗푎 ̃(푢).
Since ̃(휅훿1) is a Schwartz function, the claim follows from Young’s inequality and the assumption
푛 ≥ 2 (so both sides of (4.39), (4.40) are continuous). The proof of (4.40) follows similarly. □
Now that we can characterize the properties of the operators
훼,훽
훾 in Laplace variables, we are able
to prove bounds for the Laplace transforms of the solution 푢휀.
Lemma 4.13 Let 푛 ≥ 2 and 퐴 = 2푎 ≥
1
2
, 훿 > 0 be as in Theorem 4.3. For 푅 > 0, 훾 ∈ (0, 1],
(푓휀, 푔휀) ∈ Ω
푛
퐴,푅,훿,휀
let 푢휀 ∈ 푉
푛
퐴,휆
be the solution to (4.36), and let |훼| = 푚 ≤ 푛 − 2. Recall the family
of cutoff functions 휅훿 defined in (4.1). For 훿3, 휀 ∈ (0, 1], we have:
|(휅훿3퐷훼(푢휀 − 푢0))| ≤ 퐶(퐴, 훿3)|1 + 휀푧| 1|푧| (|푢휀휅2훿3|퐹푚+2 + 푌휀,훿 ∗푎 |푢휀휅2훿3|퐹푚+2) (4.41)
|(휅훿30,0훾 [푢0 + 푓휀](푢휀)) | ≤ 퐶(퐴, 훿3)|1 + 휀푧| 1|푧| (|푢휀휅2훿3|퐹푚+2 + 푌휀,훿 ∗푎 |푢휀휅2훿3|퐹푚+2), (4.42)
a.e. on the lineℜ(푧) = 푎. Again we use the shorthand ∗푎 as introduced in (4.38).
Proof: Integrating the equation (4.36) we find:
(푢휀 − 푢0)(푇 ) =
ˆ 푇
0
1
휀
∇ ⋅
(ˆ 푡
0
퐾[푢0 + 푓휀(푠)]
(
푡 − 푠
휀
, 푣
)
∇푢휀(푠, 푣) d푠
)
−
1
휀
∇ ⋅
(ˆ 푡
0
푃 [푢0 + 푓휀(푠)]
(
푡 − 푠
휀
, 푣
)
푢휀(푠, 푣) d푠
)
d푡.
Since 휅2훿3 = 1 on the support of 휅훿3 , the Volterra structure of the equation allows to rewrite:
휅훿3(푢휀 − 푢) = 휅훿3
ˆ 푇
0
1
휀
∇ ⋅
(ˆ 푡
0
퐾[푢0 + 푓휀(푠)]
(
푡 − 푠
휀
, 푣
)
∇(휅2훿3푢휀)(푠, 푣) d푠
)
(4.43)
−
1
휀
∇ ⋅
(ˆ 푡
0
푃 [푢0 + 푓휀(푠)]
(
푡 − 푠
휀
, 푣
)
(휅2훿3푢휀)(푠, 푣) d푠
)
d푡.
Hence in Laplace variables we have:
푧(퐷훼(푢휀 − 푢0)휅훿3) = 
(
휅훿3
∑
훽≤훼
(
훼
훽
)
∇ ⋅
(
훼,훽
훾
[푢0 + 푓휀](푢휀휅2훿3)
))
.
Estimate (4.41) now follows from Lemma 4.11 and Lemma 4.12. Estimate (4.42) is proved in the same
way. □
Lemma 4.14 (퐿∞ estimate in Laplace variables) Let 푛 ≥ 2 and 퐴 = 2푎 ≥
1
2
, 훿 > 0 be as in
Theorem 4.3. For 푅 > 0, 훾, 훿2 ∈ (0, 1], (푓휀, 푔휀) ∈ Ω
푛
퐴,푅,훿,휀
let 푢휀 ∈ 푉
푛
퐴,휆
be the solution to (4.36) with
푢0 = 푚(푣) + 훿2푣0(푣), where 푣0 ∈ 퐻
푛
휆
satisfies:
0 ≤ 푣0(푣) ≤ 퐶푒
−
1
2
|푣|
.
Then for 푚 ∈ ℕ, 푚 ≤ 푛 − 2, 휀 > 0 small enough and 훿1 ∈ (0, 1], there holds:
‖(∇푚푢휀휅훿1)‖퐿∞ℜ(푧)=푎 ≤ 퐶(퐴, 훿1)푒− 12 |푣|.
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Proof: We solve equation (4.36) with (푓휀, 푔휀) ∈ Ω
푛
퐴,푅,훿,휀
. Theorem 4.9 shows there are 퐴, 훿, 퐶(퐴) > 0
such that for all 푅 > 0 a solution 푢휀 to (4.36) satisfies:‖푢휀‖푉 푛
퐴,휆
≤ 퐶(퐴),
provided 휀 > 0 is small enough. By Plancherel Lemma 2.13 this implies in particular‖(퐷훼푢휀)‖퐿2
푣
퐿2
ℜ(푧)=푎
≤ 퐶(퐴) for |훼| ≤ 푛.
With Sobolev inequality we can infer the existence of a constant 퐶(퐴) > 0 such that for every multi-
index 훼 with |훼| ≤ 푛 − 2 we have:
‖(퐷훼푢휀(⋅, 푣))‖퐿2
ℜ(푧)=푎
≤ 퐶(퐴)푒
−
1
2
|푣|
.
Now with Lemma 4.12 we can estimate:‖(∇푚푢휀휅훿1)‖퐿∞ℜ(푧)=푎 ≤ 퐶(퐴, 훿1)푒− 12 |푣|,
as claimed. □
We can plug the 퐿∞ estimate for the Laplace transform back into (4.13) and bootstrap it to a
pointwise estimate.
Lemma 4.15 (Linear decay in Laplace variables) Let 푛 ≥ 4 and 퐴 = 2푎 ≥
1
2
, 훿 > 0 be as in
Theorem 4.3. For 푅 > 0, 훾, 훿2 ∈ (0, 1], (푓휀, 푔휀) ∈ Ω
푛
퐴,푅,훿,휀
let 푢휀 ∈ 푉
푛
퐴,휆
be the solution to (4.36) with
푢0 = 푚(푣) + 훿2푣0(푣), where 푣0 ∈ 퐻
푛
휆
satisfies:
0 ≤ 푣0(푣) ≤ 퐶푒
−
1
2
|푣|
.
Then for 푚 ∈ ℕ, 푚 ≤ 푛 − 4, 휀 > 0 small enough and 훿1 ∈ (0, 1] there holds:
|(∇푚((푢 − 푢휀)휅훿1)(푧, 푣))| ≤ 퐶(퐴, 훿1)푒− 12 |푣|1 + |푧|
|(∇푚(0,0
훾
[푢0 + 푓휀](푢휀)휅훿1)(푧, 푣)| ≤ 퐶(퐴, 훿1)푒− 12 |푣|1 + |푧| .
Proof: Follows by combining Lemma 4.13 with Lemma 4.14. □
Bootstrapping the estimate in Lemma 4.13 gives an additional quadratic decay, which is the content
of the following Lemma.
Lemma 4.16 (Quadratic decay of Laplace Transforms) Let 푛 ≥ 4 and 퐴 = 2푎 ≥
1
2
, 훿 > 0 be as in
Theorem 4.3. For 푅 > 0, 훾, 훿2 ∈ (0, 1], (푓휀, 푔휀) ∈ Ω
푛
퐴,푅,훿,휀
let 푢휀 ∈ 푉
푛
퐴,휆
be the solution to (4.36) with
푢0 = 푚(푣) + 훿2푣0(푣), where 푣0 ∈ 퐻
푛
휆
satisfies:
0 ≤ 푣0(푣) ≤ 퐶푒
−
1
2
|푣|
.
Then for 푚 ∈ ℕ, 푚 ≤ 푛 − 4, 휀 > 0 small enough and 훿1 ∈ (0, 1] there holds:
|(∇푚(푢휀 − 푢0)휅훿1)(푧, 푣)| ≤ 퐶(퐴, 훿1)푒− 12 |푣||1 + 휀푧|(1 + |푧|2)
|(∇푚(0,0
훾
[푢0 + 푓휀](푢휀)휅훿1)(푧, 푣)| ≤ 퐶(퐴, 훿1)푒− 12 |푣||1 + 휀푧|(1 + |푧|2) .
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Proof: Follows by iterating Lemma 4.13 further with the estimate Lemma 4.15. For completeness
we remark that the linear decay of |푢휀휅훿1|퐹푚+2 is stable under convolution with 푌휀,훿. To see this we
estimate the convolution explicitly (푧 = 푎 + 푖휔, 푦 = 푎 + 푖휃, 푎 ≥
1
2
):
푌휀,훿 ∗푎 |푢휀휅훿1|퐹푚+2 ≤ ˆ
ℝ
퐶(퐴, 훿1)
1 + |푧 − 푦|
(
훿
1 + |푧|2 + 푅휀|푧|(1 + 휀|푧|)(1 + |푧|2)
)
d휔푒−
1
2
|푣|
≤
퐶(퐴, 훿1)
1 + |푧| +
ˆ
ℝ
퐶(퐴, 훿1)
1 + |푧 − 푦| 푅휀|푧|(1 + 휀|푧|)(1 + |푧|2) d휔푒− 12 |푣|.
It remains to show that the last integral decays linearly with a prefactor independent of 푅 > 0. This
can be seen by splitting the integral into the regions
퐷푑(푥) ∶= {푦 ∶ ℜ(푦) = 푎, |푦| ≥ 2|푥| or |푦| ≤ 12 |푥|}
퐷푐(푥) ∶= {푦 ∶ ℜ(푦) = 푎,
1
2
|푥| ≤ |푦| ≤ 2|푥|},
when the integral can be estimated as (퐶(퐴, 훿1) might change from line to line):ˆ
ℝ
퐶(퐴, 훿1)
1 + |푧 − 푦| 푅휀|푦|(1 + 휀|푦|)(1 + |푦|2) d휃
=
ˆ
퐷푑 (푥)
퐶(퐴, 훿1)
1 + |푧 − 푦| 푅휀|푦|(1 + 휀|푦|)(1 + |푦|2) d휃 +
ˆ
퐷푐 (푥)
퐶(퐴, 훿1)
1 + |푧 − 푦| 푅휀|푦|(1 + 휀|푦|)(1 + |푦|2) d휃
≤
퐶(퐴, 훿1)
1 + |푧|
ˆ
퐷푑 (푥)
푅휀
(1 + 휀|푦|)(1 + |푦|) d휃 +
ˆ
퐷푐 (푥)
퐶(퐴, 훿1)
1 + |푧 − 푦| 푅휀(1 + 휀|푦|)(1 + |푦|) d휃
≤
퐶(퐴, 훿1)
1 + |푧| +
ˆ
퐷푐 (푥)
퐶(퐴, 훿1)
1 + |푧 − 푦| 푅휀(1 + 휀|푦|)(1 + |푦|) d휃
with 퐶(퐴, 훿1) is independent of 푅 > 0, provided 휀(푅) > 0 is small enough. We can bound the second
integral by:
ˆ
퐷푐(푥)
퐶(퐴, 훿1)
1 + |푧 − 푦| 푅휀(1 + 휀|푦|)(1 + |푦|) d휃 ≤ 푅휀(1 + 휀|푧|)(1 + |푧|)
ˆ
퐷푐 (푥)
퐶(퐴, 훿1)
1 + |푧 − 푦| d휃
≤
퐶(퐴, 훿1)푅휀 log(1 + |푧|)
(1 + 휀|푧|)(1 + |푧|) ≤ 1(1 + |푧|) ,
for 휀 > 0 small enough. □
As a corollary we obtain the uniform boundedness of the sequence 푢휀.
Lemma 4.17 (Uniform boundedness) Let 푛 ≥ 4 and 퐴 = 2푎 ≥
1
2
, 훿 > 0 be as in Theorem 4.3. For
푅 > 0, 훾, 훿2 ∈ (0, 1], (푓휀, 푔휀) ∈ Ω
푛
퐴,푅,훿,휀
let 푢휀 ∈ 푉
푛
퐴,휆
be the solution to (4.36)with 푢0 = 푚(푣)+훿2푣0(푣),
where 푣0 ∈ 퐻
푛
휆
satisfies:
0 ≤ 푣0(푣) ≤ 퐶푒
−
1
2
|푣|
.
Then for 푚 ∈ ℕ, 푚 ≤ 푛 − 4, 휀 > 0 small enough there holds:
|∇푚(푢휀 − 푢0)(푡, 푣)| ≤ 퐶(퐴)푒− 12 |푣|, for 0 ≤ 푡 ≤ 1. (4.44)
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4.2.2 Boundary Layer Estimate
To obtain smallness for the Laplace transforms, we separate the contributions of푀1 and푀2 to 푢휀.
Lemma 4.18 (Decomposition) Let (푓휀, 푔휀) ∈ Ω
푛
퐴,푅,훿,휀
and 푢휀 ∈ 푉
푛
퐴,휆
a solution to (4.36). Then
푢휀 − 푢0 = 푝휀 + 푞휀. Here 푝휀 = ∇ ⋅ 푃휀 is a divergence and 푃휀 is given by:
휕푡푃휀 =
⎛⎜⎜⎝
ˆ 푡
0
ˆ
휋2
4
푒
−
푠|푣′ |
휀 푃 ⟂
푣′
휀
(푢0 + 푓휀)(푡 − 푠, 푣 − 푣
′)휂(|푣′|2)∇푢휀(푡 − 푠, 푣) d푣′ d푠⎞⎟⎟⎠
−
⎛⎜⎜⎝
ˆ 푡
0
ˆ
휋2
4
푒
−
푠|푣′ |
휀 푃 ⟂
푣′
휀
∇(푢0 + 푓휀)(푡 − 푠, 푣 − 푣
′)휂(|푣′|2)푢휀(푡 − 푠, 푣) d푣′ d푠⎞⎟⎟⎠
푃휀(0) = 0.
(4.45)
Similarly, 푞휀 = ∇ ⋅푄휀, where 푄휀 is given by:
푧(푄휀) =
(ˆ
푀2(휀푧, 푣
′)휂(|푣′|2) ((푢0 + 푓휀)(푠, 푣 − 푣′)∇푢휀(푠, 푣)) d푣′)
−
(ˆ
∇ ⋅푀2(휀푧, 푣
′)휂(|푣′|2) ((푢0 + 푓휀)(푠, 푣 − 푣′))푢휀(푠, 푣)) d푣′) . (4.46)
Proof: We take the Laplace transform of equation (4.36) and use Lemma 2.15 to obtain:
푧(푢휀)(푧, 푣) − 푢0(푣)
=∇ ⋅
(ˆ
ℝ3
(푀1 +푀2)(휀푧, 푣
′)휂(|푣′|2) ((푢0 + 푓휀)(푠, 푣 − 푣′)∇푢휀(푠, 푣)) (푧) d푣′)
−∇ ⋅
(ˆ
ℝ3
∇ ⋅ (푀1 +푀2)(휀푧, 푣
′)휂(|푣′|2) ((푢0 + 푓휀)(푠, 푣 − 푣′)푢휀(푠, 푣)) (푧) d푣′) .
Now introduce the functions 푝휀, 푞휀 given by the splitting:
푧(푞휀)(푧, 푣) =∇ ⋅
(ˆ
ℝ3
푀2(휀푧, 푣
′)휂(|푣′|2) ((푢0 + 푓휀)(푠, 푣 − 푣′)∇푢휀(푠, 푣)) (푧) d푣′) (4.47)
−∇ ⋅
(ˆ
ℝ3
∇ ⋅푀2(휀푧, 푣
′)휂(|푣′|2) ((푢0 + 푓휀)(푠, 푣 − 푣′)푢휀(푠, 푣)) (푧) d푣′)
푧(푝휀)(푧, 푣) =∇ ⋅
(ˆ
ℝ3
푀1(휀푧, 푣
′)휂
(
(푢0 + 푓휀)(푠, 푣 − 푣
′)∇푢휀(푠, 푣)
)
(푧) d푣′
)
(4.48)
−∇ ⋅
(ˆ
ℝ3
∇ ⋅푀1(휀푧, 푣
′)휂
(
(푢0 + 푓휀)(푠, 푣 − 푣
′)푢휀(푠, 푣)
)
(푧) d푣′
)
.
Therefore 푞휀 = ∇ ⋅ 푄휀, with 푄휀 as in (4.46). To show 푝휀 = ∇ ⋅ 푃휀 we transform the equation for 푝휀
back to the variables (푡, 푣). To do so we remark that푀1 is the Laplace transform of:
휋2
4

(
푒
−
푡|푣|
휀
휀
)
(푧)푃 ⟂
푣
= 푀1(휀푧, 푣).
Therefore 푝휀 = ∇ ⋅푄휀 and 푢휀 − 푢0 = 푞휀 + 푝휀 as claimed. □
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Splitting the function 푢휀 into 푢휀 = 푝휀 + 푞휀 allows to estimate the contributions of푀1 and푀2 (as
in (2.15)) separately. The function 푞휀 can be estimated in a straightforward fashion.
Lemma 4.19 (Estimate for 푞휀) Let 푛 ≥ 4 and 퐴 = 2푎 ≥
1
2
, 훿 > 0 be as in Theorem 4.3. For 푅 > 0,
훾, 훿2 ∈ (0, 1], (푓휀, 푔휀) ∈ Ω
푛
퐴,푅,훿,휀
let 푢휀 ∈ 푉
푛
퐴,휆
be the solution to (4.36) with 푢0 = 푚(푣) + 훿2푣0(푣),
where 푣0 ∈ 퐻
푛
휆
satisfies:
0 ≤ 푣0(푣) ≤ 퐶푒
−
1
2
|푣|
.
Let ∇ ⋅ 푄휀 = 푞휀 ∈ 푉
푛
퐴,휆
be given by (4.46). Then for 푚 ∈ ℕ, 푚 ≤ 푛 − 4, 휀 > 0 small enough there
holds:
|(∇푚푞휀휅훿1)(푧, 푣)| ≤ 퐶(퐴, 훿1)휀|푧|(1 + 휀|푧|)2(1 + |푧|2)푒− 12 |푣| (4.49)|(∇푚푄휀휅훿1)(푧, 푣)| ≤ 퐶(퐴, 훿1)휀|푧|(1 + 휀|푧|)2(1 + |푧|2)푒− 12 |푣|. (4.50)
In particular, for 0 ≤ 푡 ≤ 1, 푚 ≤ 푛 − 4 we have
|휕푡∇푚푞휀| ≤ 퐶(퐴)푒− 12 |푣| |휕푡∇푚푄휀| ≤ 퐶(퐴)푒− 12 |푣|. (4.51)
Lemma 4.20 (퐿∞ estimate for time derivative) Let 푛 ≥ 4 and 퐴 = 2푎 ≥
1
2
, 훿 > 0 be as in Theorem
4.3. For 푅 > 0, 훾, 훿2 ∈ (0, 1], (푓휀, 푔휀) ∈ Ω
푛
퐴,푅,훿,휀
let 푢휀 ∈ 푉
푛
퐴,휆
be the solution to (4.36) with
푢0 = 푚(푣) + 훿2푣0(푣), where 푣0 ∈ 퐻
푛
휆
satisfies:
0 ≤ 푣0(푣) ≤ 퐶푒
−
1
2
|푣|
.
Then for 푚 ∈ ℕ, 푚 ≤ 푛 − 4, 휀 > 0 small enough there holds:
|휕푡∇푚푢휀(푡, 푣)| ≤ 퐶(퐴)푒− 12 |푣| for 0 ≤ 푡 ≤ 1. (4.52)
Proof: We use the decomposition 푢휀 = 푝휀 + 푞휀 introduced in Lemma 4.18. By the previous Lemma
4.19 we know
|휕푡∇푚푞휀(푡, 푣)| ≤ 퐶(퐴)푒− 12 |푣| for 0 ≤ 푡 ≤ 1.
It remains to estimate 푝휀. The sequence 푒
−푠∕휀∕휀 is bounded in 퐿1. Therefore the claim follows by
inserting the estimate (4.44) into the definition (4.45) of 푝휀 = ∇ ⋅ 푃휀. □
Notation 4.21 Let 푏 be the function given by:
푏(푡, 푟) ∶=
푒−푡푟
푟2
+
푡
푟
−
1
푟2
.
For 푢0 ∈ 퐻
푛
휆
, define the boundary layer 퐵(푡, 푣; 푢0) = ∇ ⋅ 퐵퐹 (푡, 푣; 푢0) by:
퐵퐹 (푡, 푣; 푢0) ∶=
ˆ
휋2
4
푏(푡,
|푣′|
휀
)푃 ⟂
푣′
휀
휂
(
푢0(푣 − 푣
′)∇푢0(푣) − ∇푢0(푣 − 푣
′) 푢0(푣)
)
d푣′. (4.53)
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Lemma 4.22 (Boundary Layer property) The function 퐵 = ∇ ⋅ 퐵퐹 , as defined in (4.53) satisfies:
휕푡푡퐵(푡, 푣) = ∇ ⋅
⎛⎜⎜⎝
ˆ
휋2
4
푒
−
푡|푣′ |
휀 푃 ⟂
푣′
휀
휂(|푣′|2) (푢0(푣 − 푣′)∇푢0(푣) − ∇푢0(푣 − 푣′)푢0(푣)) d푣′⎞⎟⎟⎠ ,
퐵(0, 푣) = 0 휕푡퐵(0, 푣) = 0.
Proof: Differentiating 푏 gives:
휕푡푏(푡, 푟) =
1 − 푒−푟푡
푟
, 휕푡푡푏(푡, 푟) = 푒
−푟푡.
Therefore the second time derivative of 퐵 is:
휕푡푡퐵(푡, 푣) =∇ ⋅
⎛⎜⎜⎝
ˆ
휋2
4
푒
−
|푣′ |
휀
푡
푃 ⟂
푣′
휀
휂
(
푢0(푣 − 푣
′)∇푢0(푣) − ∇푢0(푣 − 푣
′)푢0(푣)
)
d푣′
⎞⎟⎟⎠ .
The initial data 퐵(0, 푣) = 0, 휕푡퐵(0, 푣) = 0 follow by simply putting 푡 = 0. □
Lemma 4.23 (Remainder estimate) Let 푛 ≥ 4 and 푝휀 solve (4.45) and ‖푢휀‖푉 푛
퐴,휆
≤ 퐶 . There exists a
퐶0 > 0 such that for all 푚 ≤ 푛 − 2 there exists 휀 small enough such that:
|휕푡푡(푝휀 − 퐵)(푡, 푣)| ≤ 퐶0푒− 12 |푣|, for 푡 ∈ [0, 1].
Proof: Take the time derivative of (4.45). We can split using Lemma 4.22:
휕푡푡푝휀 =∇ ⋅
⎛⎜⎜⎝
ˆ 푡
0
ˆ
휋2
4
푒
−
푠|푣′ |
휀 푃 ⟂
푣′
휀
휕푡((푢0 + 푓휀)(푡 − 푠, 푣 − 푣
′)휂∇푢휀(푡 − 푠, 푣)) d푣
′ d푠
⎞⎟⎟⎠
−∇ ⋅
⎛⎜⎜⎝
ˆ 푡
0
ˆ
휋2
4
푒
−
푠|푣′ |
휀 푃 ⟂
푣′
휀
휕푡(∇(푢0 + 푓휀)(푡 − 푠, 푣 − 푣
′))휂푢휀(푡 − 푠, 푣) d푣
′ d푠
⎞⎟⎟⎠
+∇ ⋅
⎛⎜⎜⎝
ˆ
휋2
4
푒
−
푡|푣′ |
휀 푃 ⟂
푣′
휀
휂(|푣′|2) (푢0(푣 − 푣′)∇푢0(푣) − ∇푢0(푣 − 푣′)푢0(푣)) d푣′⎞⎟⎟⎠
=푅1 +푅2 + 휕푡푡퐵.
Since |휕푡푓휀| ≤ 퐶푒− 12 |푣| by assumption, we obtain:
|휕푡푡(푝휀 − 퐵)(푡, 푣)| = |푅1(푡, 푣) +푅2(푡, 푣)| ≤ 퐶0푒− 12 |푣|, for 푡 ∈ [0, 1],
as claimed. □
Lemma 4.24 (Smallness of (푝휀 − 퐵)) Let 푝휀 solve (4.45) and ‖푢휀‖푉 푛
퐴,휆
≤ 퐶 for some 퐴 = 2푎 > 0.
We have 푝휀 − 퐵 = ∇ ⋅ (푃휀 − 퐵퐹 ), and there is a 퐶0 > 0 such that for all 푚 ≤ 푛 − 2, 훿1 > 0 and 휀 > 0
small enough:
|((푝휀 − 퐵)휅훿1)(푧, 푣)| + |((푃휀 − 퐵퐹 )휅훿1)(푧, 푣)| ≤ 훿1퐶0푒−
1
2
|푣|
1 + |푧|2 .
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Proof: By definition of 퐵 the difference 푝휀 − 퐵 vanishes initially, as well as the time derivative:
(푝휀 − 퐵)(0, 푣) = 휕푡(푝휀 − 퐵)(0, 푣) = 0.
Combined with the lemma above this shows:
|휕푡푡((푝휀 − 퐵)휅훿1)| ≤ 퐶0푒− 12 |푣|(1 + 푡훿1 + 푡2훿21 )휅훿1 , for 푡 ∈ [0, 1].
After integrating by parts twice this allows to bound the Laplace transform by:
|((푝휀 − 퐵)휅훿1)(푧, 푣)| ≤ 퐶0푒− 12 |푣||푧|2
ˆ ∞
0
퐶푒
−
1
2
|푣|(1 + 푡
훿1
+
푡2
훿2
1
)휅훿1 d푡
≤
퐶0푒
−
1
2
|푣||푧|2 훿1.
The estimate for 푃휀 − 퐵퐹 is proved similarly. □
Lemma 4.25 (Stationarity of 푚) Let 휎2, 푚0 > 0, 푚(휎
2,푀0)(푣) be the Maxwellian defined in (2.9).
Then for all 푡 ≥ 0, 푣 ∈ ℝ3 we have:
퐵(푡, 푣;푚) = 0. (4.54)
Proof: The argument is identical to the one proving that 푚 is a stationary point of the Landau equation:
First we observe that
∇푚(푣) = −
푣
휎2
푚(푣).
This however implies that:
푃 ⟂
푣′
(
푚(푣 − 푣′)∇푚(푣) − ∇푚(푣 − 푣′)푚(푣)
)
= −푃 ⟂
푣′
푣′
휎2
푚(푣 − 푣′)푚(푣) = 0.
Inserting this into the definition of 퐵(푡, 푣;푚) in (4.53) gives the claim. □
We use the stationarity of the Maxwellian 푚 to obtain smallness of the boundary layer, provided the
evolution starts sufficiently close to 푚.
Lemma 4.26 (Boundary layer estimate) Let 푢0 = 푚(푣) + 훿2푣0, for 푣0 some fixed smooth function
satisfying
0 ≤푣0(푣) ≤ 퐶푒
−
1
2
|푣|
, |∇푖푣0| ≤ 퐶푒− 12 |푣| for 푖 = 0, 1, 2.
Let 퐵 be the associated Boundary Layer defined by (4.53). Then the Laplace transforms of 퐵 and 퐵퐹
satisfy:
|(퐵휅훿1)(푧, 푣)| + |(퐵퐹 휅훿1)(푧, 푣)| ≤ 퐶(훿1)훿2푒− 12 |푣|1 + |푧|2 . (4.55)
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Proof: Using Lemma 4.25 we can simplify 퐵 to:
퐵(푡, 푣) =∇ ⋅
⎛⎜⎜⎝
ˆ 푏(푡, |푣′|
휀
)푃 ⟂
푣′
휀
(푚 + 훿2푣0)(푣 − 푣
′)휂∇(푚 + 훿2푣0)(푣) d푣
′
⎞⎟⎟⎠
−∇ ⋅
⎛⎜⎜⎝
ˆ 푏(푡, |푣′|
휀
)푃 ⟂
푣′
휀
∇(푚 + 훿2푣0)(푣 − 푣
′)휂(푚 + 훿2푣0)(푣) d푣
′
⎞⎟⎟⎠
=∇ ⋅
⎛⎜⎜⎝
ˆ 푏(푡, |푣′|
휀
)푃 ⟂
푣′
휀
휂
[
훿2푣0(푣
′)∇푚(푣) + (훿2푣0 + 푚)(푣 − 푣
′)훿2∇푣0(푣)
]
d푣′
⎞⎟⎟⎠
−∇ ⋅
⎛⎜⎜⎝
ˆ 푏(푡, |푣′|
휀
)푃 ⟂
푣′
휀
휂
[
훿2∇푣0(푣
′)푚(푣) + ∇(훿2푣0 + 푚)(푣 − 푣
′)훿2푣0(푣)
]
d푣′
⎞⎟⎟⎠ .
The Laplace transform of 푏 can be computed explicitly:
(푏(⋅, 푟))(푧) =
1
푟푧2
−
1
푟(푧 + 푟)푧
.
Inserting this above we obtain the estimate:
|(퐵휅훿1)(푧, 푣)| + |(퐵퐹 휅훿1)(푧, 푣)| ≤ 퐶(훿1)훿2푒− 12 |푣|1 + |푧|2 ,
which is the claim of the Lemma. □
We are in the position to now prove Theorem 4.10.
Proof of Theorem 4.10. Let 퐴, 훿 > 0 as in Theorem 4.3. Then the theorem ensures that for 푅 > 0,
훿2 ∈ (0, 1] arbitrary, and (푓, 푔) ∈ Ω
푛
퐴,푅,훿휀
the solution 푢휀 to (4.36) with 푢휀 − 푢0 = ∇ ⋅ 푈휀 can be
bounded by:
‖푢휀휅훿1‖푉 푛퐴,휆 + ‖푈휀휅훿1‖푉 푛−1퐴,휆 ≤ 퐶. (4.56)
We use that 휓훿1(푓, 푔) = (휅훿1(푢휀 − 푢0), 휅훿1푈휀) and decompose 푢휀 into three pieces:
(푢휀 − 푢0)휅훿1 = (푝휀 − 퐵)휅훿1 + 퐵휅훿1 + 푞휀휅훿1
푈휀휅훿1 = (푃휀 − 퐵퐹 )휅훿1 + 퐵퐹휅훿1 +푄휀휅훿1 .
(4.57)
Using estimate (4.56) and Lemmas 4.19, 4.24, 4.26 we can find 훿1, 휀0 > 0 small enough and 푅 > 0
large enough, such that for 훿2, 휀 ∈ (0, 휀0] the Laplace transforms of the summands in (4.57) can be
estimated by:
|(푢휀휅훿1)| + |(푈휀휅훿1)| ≤ 훿푒− 12 |푣|1 + |푧|2 + 푅휀|푧|푒−
1
2
|푣|
(1 + 휀|푧|)2(1 + |푧|)2 .
So we recover (4.3), one of the defining estimates of Ω푛
퐴,푅,훿,휀
. The upper bound (4.4) is the content of
Lemma 4.16. The remaining estimate (4.5) is proved in Lemma 4.20. □
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5 Existence of solutions and Markovian Limit
5.1 Existence of a solution to the non-Markovian equation
With the a priori estimates proved in the last section, we can now prove Theorem 2.6.
Proof of Theorem 2.6. Without loss of generality, let 푚 be the standard Gaussian, i.e. 휎 = 푚0 = 1.
First let 훾 > 0. We invoke Theorems 4.3 and 4.10 to find 퐴, 훿, 푅, 훿1 > 0 and 휀0 > 0 such that for all
휀, 훿2 ∈ (0, 휀0] the mapping Ψ훿1 ∶ Ω
푛
퐴,푅,훿,휀
→ Ω푛
퐴,푅,훿,휀
is continuous with respect to the topologies of
푋푛
퐴,휆̃
, 푋푛
퐴,휆
, hence also as a map from 푋푛
퐴,휆̃
to itself. By Lemma 4.2 we know that Ω푛
퐴,푅,훿,휀
is a closed,
convex, bounded and nonempty subset of 푋푛
퐴,휆̃
. Therefore, existence of a fixed point of Ψ훿1 follows
from Schauder’s theorem, provided we can show that the mapping is compact. To see this, we use that
Theorem 4.22 gives the estimate:
‖Ψ훿1(푓, 푔)‖푋푛퐴,휆 + ‖휕푡Ψ훿1(푓, 푔)‖푋푛−2퐴,휆 ≤ 퐶(퐴). (5.1)
Since 훾∇ is smoothing, the defining equation (4.36) of Ψ훿1 implies:‖Ψ훿1(푓, 푔)‖푋푛+1퐴,휆 + ‖휕푡Ψ훿1(푓, 푔)‖푋푛+1퐴,휆 ≤ 퐶(퐴, 훾).
This implies compactness of the mapping Ψ훿1 by the Rellich type Lemma 2.5. Hence for 훾 ∈ (0, 1],
we have proved the existence of solutions 푢휀,훾 to:
휕푡푢휀,훾 =
1
휀
훾∇ ⋅
(ˆ 푡
0
퐾[푢휀,훾 ]
(
푡 − 푠
휀
, 푣
)
훾∇푢휀,훾 (푠, 푣) d푠
)
−
1
휀
훾∇ ⋅
(ˆ 푡
0
푃 [푢휀,훾 ]
(
푡 − 푠
휀
, 푣
)
푢휀,훾 (푠, 푣) d푠
)
푢휀,훾 (0, ⋅) = 푢0(⋅),
(5.2)
for times 0 ≤ 푡 ≤ 훿1. It remains to pass 훾 → 0 to obtain a solution of the non-mollified equation. The
uniform estimate (5.1) shows that for 휀 > 0 there is a sequence 훾푗 → 0 such that 푢휀,훾푗 → 푢휀 in 푉
푛−3
퐴,휆̃
,
푢휀,훾푗 ⇀ 푢휀 in 푉
푛
퐴,휆
and 휕푡푢휀,훾푗 ⇀ 휕푡푢휀 in 푉
푛−2
퐴,휆
. Hence both sides of (5.2) converge weakly in 푉 푛−2
퐴,휆
,
and it suffices to identify the limit of the right-hand side. Indeed, from the convergence in 푉 푛−3
퐴,휆̃
we
conclude that pointwise a.e. along a subsequence:
훾푗∇ ⋅
(ˆ 푡
0
퐾[푢휀,훾푗 ]
(
푡 − 푠
휀
, 푣
)
훾푗∇푢휀,훾푗 (푠, 푣) − 푃훾푗 [푢휀,훾푗 ]
(
푡 − 푠
휀
, 푣
)
푢휀,훾푗 (푠, 푣) d푠
)
→∇ ⋅
(ˆ 푡
0
퐾[푢휀]
(
푡 − 푠
휀
, 푣
)
∇푢휀(푠, 푣) − 푃 [푢휀]
(
푡 − 푠
휀
, 푣
)
푢휀(푠, 푣) d푠
)
.
(5.3)
Estimate (2.11) follows from (5.1), and inserting the estimate back into equation (2.10) proves that
푢휀 ∈ 퐶
1([0, 훿1];퐻
푛−2
휆
). □
5.2 Non-Markovian to Markovian limit
In this section we prove the transition from non-Markovian toMarkovian dynamics on the macroscopic
timescale. As 휀 → 0, the solutions 푢휀 to the non-Markovian equations (2.10) converge to solutions of
the Landau equation.
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Proof of Theorem 2.8. For the solutions 푢휀 of (2.10) constructed in Theorem 2.6 we have the a priori
bound:
‖((푢휀 − 푢0)휅훿1 , 푈휀휅훿1)‖푋푛퐴,휆 + ‖휕푡((푢휀 − 푢0)휅훿1 , 푈휀휅훿1)‖푋푛−2퐴,휆 ≤ 퐶(퐴).
Using the compactness Lemma 2.5 and the fact that 푉 푛
퐴,휆
is a separable Hilbert space, we can find 푢 ∈
푉 푛
퐴,휆
, s.t. along a sequence 휀푗 → 0 we have 푢휀푗 → 푢 in 푉
푛−3
퐴,휆̃
, 푢휀푗 ⇀ 푢 ∈ 푉
푛
퐴,휆
and 휕푡푢휀푗 ⇀ 휕푡푢 ∈ 푉
푛−2
퐴,휆
.
We need to show that 푢 solves the equation (2.12). Since both sides of the equation are well-defined
and have a well-defined Laplace transform, it is sufficient to show that 푢 solves the equation in Laplace
variables. To this end, we take the Laplace transform of (2.10):
(휕푡푢휀푗 )(푧, 푣) =∇ ⋅
(ˆ
ℝ3
(푀1 +푀2)(휀푗푧, 푣
′)(푢휀푗 (푠, 푣 − 푣
′)∇푢휀푗 (푠, 푣))(푧)휂 d푣
′
)
−∇ ⋅
(ˆ
ℝ3
∇(푀1 +푀2)(휀푗푧, 푣
′)(푢휀푗 (푠, 푣 − 푣
′)푢휀푗 (푠, 푣))(푧)휂 d푣
′
)
.
(5.4)
The left-hand side converges pointwise to (휕푡푢) = 푧(푢) + 푢0, up to choosing a further subsequence.
The right-hand side of (5.4) converges pointwise along a subsequence to:
∇ ⋅
(ˆ
ℝ3
휋2
4|푣′| 11 + 푧|푣′| 푃 ⟂푣′(푢(푠, 푣 − 푣′)∇푢(푠, 푣))(푧)휂 d푣′
)
−∇ ⋅
(ˆ
ℝ3
휋2
4|푣′| 11 + 푧|푣| 푃 ⟂푣′(∇푢(푠, 푣 − 푣′)푢(푠, 푣))(푧)휂 d푣′
)
= (∇ ⋅ ([푢]∇푢) − ∇ ⋅ ([푢]푢)) .
Therefore 푢 ∈ 푉 푛
퐴,휆
∩ 퐶1([0, 훿1];퐻
푛−4
휆
) solves equation (2.12) as claimed. □
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