Mobile cloud computing relieves the tension between compute-intensive mobile applications and battery-constrained mobile devices by enabling the offloading of computing tasks from mobiles to a remote processors. This paper considers a novel mobile cloud computing scenario in which the "cloudlet" processor that provides offloading opportunities to mobile devices is mounted on unmanned aerial vehicles (UAVs) to enhance coverage. Focusing on a slotted communication system with frequency division multiplexing between mobile and UAV, the joint optimization of the number of input bits transmitted in the uplink by the mobile to the UAV, the number of input bits processed by the cloudlet at the UAV, and the number of output bits returned by the cloudlet to the mobile in the downlink in each slot is carried out by means of dual decomposition under maximum latency constraints. Numerical results reveal the critical importance of an optimized bit allocation in order to enable significant energy savings as compared to local mobile execution for stringent latency constraints.
I. INTRODUCTION
Mobile cloud computing enables the offloading of computeintensive applications, such as speech or image processing, from mobile devices to a remote processor, with the aim of reducing mobile energy consumption (see, e.g., [1] ). The remote processor typically resides in the cloud. It is accessed by the mobile by means of wireless transmission to a nearby cellular base station, and a backhaul connection between base station and cloud. In order to reduce the latency associated with backhaul transmission, an alternative solution has been proposed whereby the remote processor is hosted at a "cloudlet", e.g., a PC, that is directly connected to a base station or access point [2] .
The cloudlet solution typically relies on the presence of a sufficiently dense infrastructure of small-cell base stations, each equipped with a cloudlet processor, so as to guarantee small latencies and low energy mobile consumption for uplink transmission. In areas in which a dense infrastructure is not available, such as in rural environments or in scenarios involving disaster response, emergency relief and military operation, recent work has put forth the idea that coverage may be guaranteed by means of the deployment of moving base stations mounted on unmanned aerial vehicles (UAVs) [3] - [5] . In this work, we explore the use of an UAV infrastructure to provide mobile cloud computing opportunities to mobile devices. As a use case, we mention the support of rescue operations via image or video recognition software run on mobile devices by rescue workers. We emphasize that, to the best of authors' knowledge, this is the first work to consider mobile cloud computing based on UAV-mounted cloudlet processors.
To elaborate, we consider a mobile cloud computing system consisting of a static mobile device and an UAV-mounted cloudlet as illustrated in Fig. 1 , where the UAV's trajectory is predetermined and communication between mobile and UAV takes place by means of frequency division duplex (FDD). Offloading requires communication of the input data for the application in the uplink from the mobile to the UAV, computing at the UAV-mounted cloudlet, and downlink transmission of outcome of the application from UAV to mobile. We formulate the problem of optimizing the bit allocation for uplink and downlink communication and computing at the UAV, as a function of the cloudlet's trajectory, and propose a low-complexity algorithm for optimal bit allocation based on dual decomposition. We observe that the optimization of uplink communication for an UAV-mounted base station was recently carried out in [5] .
In the rest of the paper, after introducing the system model in Section II, we formulate and solve the mentioned minimization problem in Section III. Numerical results and concluding remarks are presented in Section IV and Section V, respectively. arXiv:1605.06884v1 [cs.NI] 23 May 2016
II. SYSTEM MODEL

A. Set-up
As illustrated in Fig. 1 , in this work, we consider a mobile cloud computing system based on an UAV-mounted cloudlet. We focus on the optimization of the offloading of an application from a given mobile device to the moving cloudlet. Offloading requires communication of the input data for the application to be run at the cloudlet in the uplink from the mobile to the UAV; computing at the UAV-mounted cloudlet; and downlink transmission of outcome of the computation at the cloudlet from UAV to mobile. The mobile application is characterized by the number L of input bits, the number C of CPU cycles per input bit needed for computing, and the bits produced by computing with κ of output bits per input bit produced by the execution of the application.
To describe the system in mathematical terms, we consider a three-dimensional Cartesian coordinate system, also illustrated in Fig. 1 , with all dimensions being measured in meters, where the mobile device is located at p p p m = (0, 0, 0) and the UAV moves along a trajectory p p p c (t) = (x(t), y(t), z(t)), for t ≥ 0. We assume that the UAV's trajectory is fixed and known. Time is partitioned into frames of duration ∆ seconds, in which the mobile is allocated transmission slots of duration δ < ∆ for transmission or reception (see Fig. 1 ). The slot duration δ is chosen to be sufficiently small in order for the UAV's location to be approximately constant within each slot. For the purpose of analysis, the UAV's trajectory p p p c (t) can hence be sampled as p p p c n = (x n , y n , z n ) p p p c (n∆), where p p p c n is the position of the UAV in the nth time slot.
As in [5] , we assume that the communication channel between the mobile device and UAV is dominated by the lineof-sight component, and that the Doppler effect due to the cloudlet's mobility is perfectly compensated by the receivers. Moreover, we assume FDD with equal channel bandwidth B allocated for uplink and downlink. Accordingly, at slot n, the path loss between mobile device to cloudlet is given by
where d ="m → c" or k ="c → m" depending on whether uplink or downlink directions are considered, respectively; g d 0 represents the received power at the reference distance d 0 = 1 m for uplink (g m→c 0 ) or downlink (g c→m 0 ) for a transmission power of 1 W; and p p p c n = x 2 n + y 2 n + z 2 n represents the distance between the mobile device and the UAV at slot n. The channel noise is assumed to be additive white Gaussian with zero mean and power spectral density N 0 [W/Hz]. We first review the energy consumption model for computation following [6] - [8] .
B. Computation Energy Model
If the frequencies, at which the CPUs of the mobile device and cloudlet are operated are given by f m and f c , respectively, following [6] - [8] , the energy consumptions due to computation of an l-bit input are given as
where d = m for the mobile and d = c for the cloudlet. In (2), γ d is the effective switched capacitance of the corresponding device, which is determined by its chip architecture.
C. Communication Energy Model
The energy required to transmit L d bits in the uplink (d = m → c) and in the downlink (d = c → m), respectively, within a time slot of duration δ, with a path loss g d , can be computed based on standard information-theoretic arguments [9] as
III. OPTIMAL BIT ALLOCATION
In this section, we study the optimal bit allocation for transmission and computing under a maximum latency constraint of T seconds or, equivalently, N frames with T = N ∆. We first compute the energy consumption under mobile execution in Section III-A for reference, and then we study the optimization of the offloading process for cloudlet execution in Section III-B.
A. Energy Consumption for Mobile Execution
Here, we briefly consider for reference the energy consumption needed to run the application at the mobile. In this case, the mobile device needs to process the L-bit input data within T seconds. To this end, the CPU frequency must be selected as
yielding an energy consumption from (2) equal to [6] - [8] 
B. Optimal Bit Allocation for Cloudlet Execution
In this section, we consider offloading via cloudlet execution. We assume that the time slot of each frame allocated to the given mobile (see Fig. 1 ) can be used for communication in both the uplink and downlink due to FDD, as well as for executing the application of the mobile device at the cloudlet. We emphasize that this assumption accounts for the fact that the cloudlet generally serves other mobiles in the same frame. To elaborate, for any slot of the nth frame, henceforth referred to as the nth slot, we define the number of input bits transmitted in the uplink from the mobile device to cloudlet as L m→c n , the number of bits processed at the cloudlet as l c n , and the number of bits transmission in the downlink from cloudlet to mobile device as L c→m n . Furthermore, we denote frequency at which the cloudlet CPU is operated at the nth slot as f c n . At the first slot, n = 1, the mobile device transmits computed at the cloudlet with CPU frequency f c 3 , the cloudlet transmits L c→m 3 bits in the downlink. Given that l bits yield κl bits at the output, we have the constraint L c→m 3 ≤ κl c 2 . The procedure is continued until the N th frame under the constraint that all input bits are transmitted and processed, that is, N −2 n=1 L m→c n = L and N −2 n=1 l c n+1 = L, and all the output bits are retransmitted, i.e., N −2 n=1 L c→m n+2 = κL. The CPU frequency at slot n is selected so as to guarantee the processing l c n bits within a time slot, that is, as
yielding the computation energy consumption at the nth slot as a function only of l c n as
The optimal bit allocation amounts to the selection of the bit sequences {L m→c n } N −2 n=1 , {l c n } N −1 n=2 and {L c→m n } N n=3 for communication and computing with the aim of minimizing the mobile energy consumption while satisfying the latency constraint and an energy constraint at the cloudlet. The problem is formulated as follows:
where E m→c (·) and E c→m (·) are defined in (3); and E c 0 in (8b) represents the cloudlet energy budget allocated to the given user. In problem (8) , the inequality constraints (8c) enforces that the number of input bits computed at the nth slot by the cloudlet be no larger than the number of bits received by the cloudlet in the uplink in the previous n − 1 slots, for n = 2, . . . , N − 1. Constraint (8d) ensures that the number of bits transmitted from the cloudlet in the downlink at the nth slot is no larger than the number of bits available at the cloudlet upon computing in the previous n − 1 slots, for n = 3, . . . , N . Finally, the equality constraints (8e) -(8g) guarantee that the input bits given at the mobile device are completely processed via offloading.
Problem (8) is convex, and hence can be numerically solved by standard convex optimization techniques. Instead of relying on a generic solver, here we propose a low-complexity approach based on dual decomposition [10] . To this end, we introduce the Lagrangian dual variables µ ≥ 0, a n ≥ 0 and b n ≥ 0 for n = 1, . . . , N − 2 corresponding to the constraints (8b), (8c) and (8d), respectively. The corresponding partial Lagrangian for problem (8) can be expressed as
where we have defined α n = N −2 i=n a n and β n = 
We observe that, for any values of the Lagrange multipliers (µ, {a n }, {b n }), the dual function g(µ, {a n }, {b n }) can be decomposed as
where we have defined the functions Based on the observations above, we tackle the original problem (8) via its dual (11) by means of the subgradient method over the multipliers µ, {a n } and {b n } and by computing (10) via the solution of the three parallel subproblems (13a), (13b) and (13c). We observe that, since the dual problem (11) is strictly convex, the primal solution obtained at convergence is guaranteed to solve also the original problem (8) [11] . The advantage of dual decomposition is that the three subproblems in (13) are defined over a smaller domain with respect to the original problem and can be solved by imposing the Karush-Kuhn-Tucker (KKT) conditions. In fact, three subproblems are convex and satisfy the linearity constraint qualification since all the inequality and equality constraints are affine functions [11, Sec. 5.2] . Accordingly, as proved in Appendix A, the respective solutions of problems (13a), (13b) and (13c) can be found as
for n = 1, . . . , N − 2, where [x] + = max{x, 0}, and λ, ν and η are parameters, each chosen so as to guarantee equality in the constraint (8e), (8f) or (8g), respectively. Parameter λ, ν and η can hence be computed separately via the standard bisection method [11] . The overall subgradient-based procedure is summarized in Algorithm 1, where the subgradient of g(µ, {a n }, {b n }) at point (µ, a n , b n ) is given as s µ = ( 
IV. NUMERICAL RESULTS
In this section, the performance of mobile cloud computing system based on a mobile cloudlet is investigated by means of numerical simulations. We focus on comparing the performance of the optimal bit allocation scheme in Algorithm 1 with an equal bit allocation scheme in which we set at distance d 0 = 1 m for uplink and downlink are assumed to be 15 dB and 20 dB, respectively. In addition, the number of CPU cycles per bit is C = 1550.7, which corresponds to the 95th-percentile of the random number of cycles used in [6] , [7] . The switch capacitance constants of mobile and cloudlet are γ m = γ c = 10 −28 [7] , [8] . The number of input bits is set to be L = 15 Mbits and the number of output bits per input bit is κ = 0.9. We set the available energy of the cloudlet for the given user as E c 0 = 100 KJ. Also, we choose the slot duration and frame duration as δ = 2.5 ms and ∆ = 100 ms. We consider the UAV trajectory indicated in the inset of Fig. 2 , a larger number {L m→c n } of bits is allocated for uplink transmission when the UAV is closer to the mobile device. Nevertheless, in order to reduce the energy consumption at the UAV, it is preferable to process an equal number of bits in each slot. As a result, the mobile transmits to the UAV also when the UAV is not in the position closest to the mobile. Moreover, the bit allocation {L c→m n } for downlink transmission depends not only on the position of the UAV, but also on the availability of the cloudlet output as a result of computing.
We then compare the minimum mobile energy consumption with mobile and cloudlet execution, that is, E m and N −2 n=1 E m→c ({L m→c,opt n }) in (5) and (8), respectively, as a function of the deadline T in Fig. 3 with two different cloudlet's velocity vectors v v v = (−3, −3, −3) (m/s) and v v v = (−3.5, −3.5, −3.5) (m/s). We first observe that optimal bit allocation significantly reduces energy consumption at the mobile device, particularly as the latency constraint T increases. In fact, an equal bit allocation may even entail an increasing mobile energy consumption with T , as it forces communication in slots in which the UAV is far from the mobile device. When the deadline is stringent, cloudlet execution is seen to be more energy efficient than mobile execution, especially if the velocity vector v v v is small, which ensures that the UAV will remain in the vicinity of the mobile for a large number of slots given the selected initial position.
V. CONCLUDING REMARKS
In this paper, we propose a novel mobile cloud computing architecture based on an UAV-mounted cloudlet with the aim of providing offloading opportunities to mobile devices also in the absence of a dense infrastructure of small-cell base stations. We focus on the optimization of the offloading process for a static mobile device with respect to the criterion of minimum mobile energy consumption. Numerical results validate the significant advantages of the approach as a function of the UAV's trajectory. Interesting open problems concern the generalization of the optimization studied here to multiple static or moving interfering mobile devices.
APPENDIX A DERIVATIONS OF (14)
In this appendix, we derive the optimal solutions for the three parallel subproblems (13a), (13b) and (13c) by applying the KKT conditions. The Lagrangian functions associated to problem (13a), (13b) and (13c) are given as for n = 1, . . . , N − 2, from which we can get the optimal solutions as in (14).
