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Table 1. RMS errors and model size of derived models with respective to true function
B
￿
0 0.03 0.05 0.10 0.15 0.20
OFR with D-optimality Training set 0.0102 0.0138 0.0143 0.0157 0.0175 0.0249
and least squares Test set 0.0102 0.0135 0.0139 0.0158 0.0175 0.0254
Model size 22 22 22 22 22 21
OFR with D-optimality Training set 0.0131 0.0139 0.0141 0.0129 0.0140 0.0219
and Huber M-estimator Test set 0.0131 0.0135 0.0136 0.0126 0.0137 0.0219
Model size 22 22 22 22 22 21
OFR with D-optimality Training set 0.0128 0.0131 0.0137 0.0124 0.0135 0.0218
and Bisquare M-estimator Test set 0.0128 0.0128 0.0132 0.0121 0.0133 0.0217
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Figure 1. Data generated by ‘sinc ’ function



















































































￿ is a Gaussian mixture that mixes two types
of noises, a larger portion of normal noise with smaller










































￿ as a small number to denote the contamina-
tion ratio, such that































￿ (as “outliers ”).




set of 500 data points and a test data set of 500 data points.
The 500 training data points is shown in Fig.1 for different
￿
. For each case, the proposed algorithm is applied based
on the RBF network. All the training data points are used
as the candidate centre set
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