With the increasing popularity of online crowdsourcing platforms such as Amazon Mechanical Turk (AMT), building supervised learning models for datasets with multiple annotators is receiving an increasing attention from researchers. These platforms provide an inexpensive and accessible resource that can be used to obtain labeled data, and in many situations the quality of the labels competes directly with those of experts. For such reasons, much attention has recently been given to annotator-aware models. In this paper, we propose a new probabilistic model for supervised learning with multiple annotators where the reliability of the different annotators is treated as a latent variable. We empirically show that this model is able to achieve state of the art performance, while reducing the number of model parameters, thus avoiding a potential overfitting. Furthermore, the proposed model is easier to implement and extend to other classes of learning problems such as sequence 16 for instance the tasks of sentiment analysis, movie rating or keyphrase ex-36 traction. These tasks are subjective in nature and hence no absolute gold 37 standard can be defined. In such cases the only attainable goal is to build a 38 model that captures the wisdom of the crowds (Surowiecki, 2004) as well as 39 possible. For such tasks crowdsourcing platforms like AMT become a natural 40 solution. However, the large amount of labeled data needed to compensate 41 for the heterogeneity of annotators' expertise can rapidly rise its actual cost 42 beyond acceptable values. Since different annotators have different levels of 43 expertise, it is important to consider how reliable the annotators are when 44 learning from their answers, and a parsimonious solution needs to be de-45 signed that is able to deal with such real world constraints (e.g. annotation 46 cost) and heterogeneity. 47 Even in situations where a ground truth can be obtained, it may be too 48 costly. For example, in Medical Diagnosis, determining whether a patient 49
learning from an expert. 110 With the rising interest in crowdsourcing as a source of labeled data, 111 more challenging approaches for learning from multiple annotators started 112 to appear. In 2009 , Raykar et al. (2009 proposed an innovative probabilis-113 tic approach where the unknown ground truth labels and the classifier are 114 learnt jointly. By handling the unobserved ground truth labels as latent vari- This main line of work also inspired many variations and extensions in the 126 past couple of years. Groot et al. (2011) proposed an extension of Gaussian 127 processes to do regression in a multiple annotator setting. In the field of 128 ranking, Wu et al. (2011) presented an approach to learn how to rank from 129 the opinions of multiple annotators. In an active learning setting, Yan et al. 130 (2011) proposed an approach for multiple annotators by providing answers to time-varying accuracies of the different annotators. Despite the plausibility of their assumptions, i.e. it is legitimate to assume that the quality of the 136 labels provided by an annotator will vary with time, the results obtained 137 showed only a small improvement on the performance of their model through 138 the inclusion of this time dependance. 139 The approaches above mentioned typically treat the unknown ground 140 truth labels as latent variables and build a model on that basis. We argue 141 that explicitly handling the reliabilities of the annotators as latent variables, 142 as opposed to the true labels, in a fashion that slightly resembles a mixture of 143 experts (Jacobs et al., 1991; Bishop, 2006) , brings many attractive advantages 144 and can, under certain conditions, outperform latent ground truth models. 
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Let y r i be the label assigned to instance x i by the r th annotator, and let 151 y i be the true (unobserved) label for that instance. Contrarily to a typical 152 classification problem with a single annotator, in a setting with R annotators, 153 a dataset D with size N consists of a set of labels {y 1 i , y 2 i , ..., y R i } for each of 154 the N instances x i .
155
In general, the class of models we refer to as "latent ground truth mod-156 els" tend to assume the following generative process: for each instance x i 157 there is an unobserved true label y i , and each of the different annotators in- Since we do not actually observe the true labels y i we must treat them as latent variables and marginalize them out of the likelihood, and this leads us to the first problem with this approach: although this marginalization is not di cult for classification problems where the number of classes (K) is small, for other types of problems like sequence labeling tasks (or tasks with structured outputs in general), marginalizing over the output space can be problematic since the number of possible labeling grows exponentially with the length of the sequence.
The second problem with this class of models is related with the probability p(y r i |y i ), which for a classification problem with K classes requires a K ⇥ K table of parameters for each annotator. Even though this approach allows to capture certain biases in the annotators answers, in practice, on a crowdsourcing platform like AMT, each annotator only labels a rather small set of instances. Therefore, under such conditions, having a model with so many parameters can lead to overfitting.
Having these issues in consideration, we developed a new probabilistic model for learning from multiple annotators, which we present in the following section.
Proposed model

Maximum likelihood estimator
Given
with N instances and R di↵erent annotators, and assuming the instances are i.i.d., the likelihood is given by
where ✓ denotes the model parameters. 
as well, the likelihood for this model would take the form
Since we do not actually observe the true labels y i we must treat them as 163 latent variables and marginalize them out of the likelihood, and this leads 164 us to the first problem with this approach: although this marginalization is 165 not difficult for classification problems where the number of classes (K) is 166 small, for other types of problems like sequence labeling tasks (or any task 167 with structured outputs), marginalizing over the output space is intractable 168 in general (Sutton, 2012). If we consider, for example, the tasks of part-169 of-speech (POS) tagging or Named Entity Recognition (NER), which are 170 usually handled as a sequence labelling problems, it is easy to see that the 171 number of possible label sequences grows exponentially with the length of 172 the sentence, deeming the marginalization over the output space intractable.
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The second problem with this class of models is related with the probability p(y r i |y i ), which for a classification problem with K classes requires a 175 K × K 
with N instances and R different annotators, and assuming that the instances are independent and identically distributed (i.i.d.), the likelihood is given by Let us now assume the following generative process of the annotators labels: when the r th annotator is asked to provide a label to a given instance x i , she flips a biased coin, and based on the outcome of that coin flip, she decides whether or not to provide the correct label. This intuition amounts to introducing a binary random variable z r i , whose value indicates whether the r th annotator labeled the i th instance correctly or not. Hence,
The expectation of this Bernoulli random variable E{z r i } = p(z r i = 1) can be interpreted as the probability of an annotator providing a correct label or, in other words, as an indicator of how reliable an annotator is. For the sake of simplicity, we assume that an unreliable annotator provides labels according to some random model p Rand (y r i = k|x i ). Figure 2 shows a plate representation of this generative model. Notice that the variables z r i are not observed in this model, hence their nodes are not shaded in the figure.
If we were told the true values for Z = {z 1 i , ..., z R i } N i=1 , and assuming the annotators make their decisions independently of the each other, the complete-data likelihood could then be factored as
where ✓ = {⇡, w} and ⇡ = {⇡ r } R r=1 . Following our generative story, we can now define p(y r i |x i , z r i , w) as
where p LogReg (y r i |x i , w) denotes the likelihood of the label provided by the r th annotator for the instance x i according to a multi-class Logistic Regression where θ denotes the model parameters.
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Let us now assume the following generative process of the annotators' labels: when the annotators are asked to provide a label to a given instance x i , they flip a biased coin, and based on the outcome of those coin flips, they decide whether or not to provide the correct label. This intuition amounts to introducing a binary random variable z r i , whose value indicates whether the r th annotator labeled the i th instance correctly or not. Hence,
, where π r is the accuracy of the r th annotator, and
The expectation of this Bernoulli random variable E[z r i ] = p(z r i = 1) can be If we were told the true values for Z = {z 1 i , ..., z R i } N i=1 , and assuming the annotators make their decisions independently of the each other, the complete-data likelihood could then be factored as
where θ = {π, w} are the model parameters. The values of π = {π r } R r=1 202 correspond to the parameters of the R Bernoulli distributions (one for each 203 annotator). In turn, w are the weights of a Logistic Regression model.
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Following the generative process described above, we can now define
where p LogReg (y r i |x i , w) denotes the likelihood of the label provided by the r th annotator for the instance x i according to a multi-class Logistic Regression model with parameters w, which for a classification task with K classes is given by
Similarly, p Rand (y r i |x i ) denotes the likelihood of the label y r i according to a random model, which we assume to be uniformly distributed. Hence,
To summarize, this is akin to saying that if z r i = 1 then the label provided 205 by the r th annotator (y r i ) fits a Logistic Regression model, which is assumed 206 to capture the correct (true) labeling process. Conversely, if z r i = 0 then 207 y r i is assumed to be drawn from a random model where all the classes are 208 equiprobable.
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Since we do not actually observe the set Z we must treat the variables z r i as latent and marginalize them out of the likelihood by summing over all its possible outcomes. The (observed) data likelihood then becomes
Making use of equations 3 and 5, this expression can be further simplified,
Our goal is then to estimate the maximum likelihood parameters θ ML , 210 which are found by determining θ ML = arg max θ ln p(D|θ).
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At this point, it is important to note that extending this approach to 
The posterior distribution of the latent variables z r i (denoted by γ(z r i )) can be estimated using the Bayes theorem giving
where we also made use of equations 3 and 5.
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The expected value of the complete data loglikelihood then becomes 
The EM algorithm can then be summarized as follows: 
π new r = accuracy r = #{i : y r i = y i } N r
where N r denotes the number of instances labeled by annotator r. In order to optimize equation 14 we use limited-memory BFGS (Liu and Nocedal, 1989 ). The first order derivate is given by
where t r i is a vector representation of y r i in a 1-of-K coding scheme, thus t r her reliability, or in other words, by how likely it is for her to be correct.
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This makes our proposed approach quite easy to implement in practice. from the voting process (i.e. the most voted class for a given instance 263 gets "1" and the others get "0").
264
In all experiments the EM algorithm was initialized with majority voting. To do so, the values of w are standardized, and then random "noise" is drawn 281 from a Gaussian distribution with zero mean and σ 2 variance and added 282 to the weights w. These weights are then "unstandardized" (by reversing 283 the standardization process previously used), and the modified multi-class 284 Logistic Regression model is re-applied to the training set in order to simulate 285 an annotator. The quality of this annotator will vary depending on the value 286 of σ 2 used.
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Since in practice each annotator only labels a small subset of all the in-288 stances in the dataset, we introduce another parameter in this annotator 289 simulation process: the probability p(label) of an annotator labeling an in-290 stance.
291 Table 1 describes the UCI datasets used in these experiments. Special care 292 was taken in choosing datasets that correspond to real data and that were 293 among the most popular ones in the repository and, consequently, among 294 the Machine Learning community. Datasets that were overly unbalanced, 295 i.e. with too many instances of some classes and very few instances of oth-296 ers, were avoided. Despite that, the selection process was random, which 297 resulted in a rather heterogeneous collection of datasets: with different sizes, and testset accuracies of all the approaches decrease or stay roughly the same.
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As expected, a higher trainset accuracy usually translates in a higher testset 322 accuracy and a better approximation of the annotators accuracies (i.e. lower 323 Figure 3 : Results for the Annealing, Ionosphere and Parkinsons datasets using the "label flips" method for simulating annotators. The "x" marks indicate the average true accuracies of the simulated annotators. dataset introduced by Pang and Lee (2005) , which corresponds to a collection 347 of more than ten thousand sentences extracted from the movie review website 348
RottenTomatoes 5 . These are labeled as positive or negative depending on 349 whether they were marked as "fresh" or "rotten" respectively. as one of the 10 genres enumerated above.
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On both experiments, the AMT workers were required to have an HIT 364 approval rate -an AMT quality indicator that reflects the percentage of 365 accepted answers of a worker -of 95%, which ensures some reliability on the 366 quality of the answers.
367 Table 2 shows some statistics about the answers of the AMT workers for 368 both datasets. Figure 5 further explore the distributions of the number of 369 of the dataset to 1200 features.
382
Regarding the music genre dataset, we used Marsyas 6 , a standard music Tzanetakis and Cook (2002)).
391 Table 3 presents the results obtained by the different methods on the sen-392 timent polarity and music genre datasets. As expected, the results indicate 393 that both annotator-aware methods are clearly superior when compared to the majority voting baselines. Also, notice that due to the fact some anno-395 tators only label a very small portion of instances, the "standard" model by
