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This paper proposed Weighted Schwarz Bayesian Information criterion for
the purpose of selecting a best model from various competing models, when
heteroschedasticity is present in the survey data. The authors found that
the information loss between the true model and fitted models are equally
weighted, instead of giving unequal weights. The computation of weights
purely depends on the differential entropy of each sample observation and tra-
ditional Schwarz Bayesian information criterion was penalized by the weight
function which comprised of the Inverse variance to mean ratio (VMR) of
the fitted log-quantiles. The weighted Schwarz Bayesian information crite-
rion was proposed in two versions based on the nature of the estimated error
variances of the model namely Homogeneous and Heterogeneous WSBIC re-
spectively. The proposed WSBIC outperforms the traditional information
criterion of model selection and it leads to conduct a logical statistical treat-
ment for selecting a best model. Finally this procedure was numerically
illustrated by fitting 12 different types of stepwise regression models based
on 44 independent variables in a BSQ (Bank service Quality) study.
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1 Introduction and Related work
Model selection is the task of selecting a statistical model from a set of candidate mod-
els, given data. Penalization is an approach to select a model that fits well with data
which minimize the sum of empirical risk (FPE; Hirotugu Akaike, 1970; AIC; Hirotugu
Akaike, 1973; Mallows’ Cp; Colin L. Mallows, 1973). Many authors studied and pro-
posed about penalties proportion to the dimension of model in regression, showing under
various assumption sets that dimensionality-based penalties like Cp are asymptotically
optimal (Ritei Shibata, 1981; Ker-Chau Li, 1987; Boris T. Polyak and A. B. Tsybakov,
1990) and satisfy non-asymptotic oracle inequalities (Yannick Baraud, 2000; Yannick
Baraud, 2002; Barron, 1999; Lucien Birge and Pascal Massart, 2007). It is assumed that
data can be heteroschedastic, but not necessary with certainty, (Arlot, 2010). Several
estimators adapting to heteroschedasticity have been built thanks to model selection,
(Xavier Gendre, 2008), but always assuming the model collection has a particular form.
Past studies show that the general problem of model selection when the data are het-
eroschedastic can be solved only by cross-validation or resampling based procedures.
This fact was recently confirmed, since resampling and V-fold penalties satisfy oracle
inequalities for regressogram selection when data are heteroschedastic (Sylvain Arlot ,
2009). Nevertheless, there is a significant increase of the computational complexity by
adapting heteroschedasticity with resampling. The main goal of the paper is to pro-
pose a WSBIC (Weighted Schwarz Bayesian information criterion) if the problem of
heteroschedasticity is present in the survey data. The derivation procedures of WSBIC
and different versions of the criteria are discussed in the subsequent sections.
2 Homogeneous Weighted Schwarz-Bayesian Information
Criterion
In the previous section the reviews of the model selection criteria used to select a model
in the presence of heteroschedastic in the data are thoroughly discussed. This section
deals with the presentation of the proposed Weighted Schwarz Bayesian information
criterion. At first the authors highlighted the Schwarz Bayesian information criterion of
a model based on log likelihood function and the blend of information theory is given as
SBIC = −2 logL(θ̂/X) + k log n (1)
where θ̂ is the estimated parameter, X is the data matrix,L(θ̂/X) is the maximized
likelihood function and k log n is the penalty function which comprised of sample size
(n) and no. of parameters (k) estimated in the fitted model. From (1), the shape of
SBIC changes according to the nature of the penalty functions. Similarly, we derived
a Weighted Schwarz Bayesian Information Criterion (WSBIC) based on the SBIC of a
given model. Rewrite (1) as
SBIC = −2 log(
n∏
i=1
f(xi/θ̂)) + k log n








(−2 log f(xi/θ̂) + (k log n/n)) (2)
From (2), the quantity −2 log f(xi/θ̂) + (k log n)/n) is the unweighted point wise in-
formation loss of an ith observation for a fitted model. The proposed WSBIC assured




wi(−2 log f(xi/θ̂) + (k log n/n)) (3)
From (3), the weight of the point wise information loss shows the importance of the
weightage that the model selector should give at the time of selecting a particular model.
Here the problem is how the weights are determined?. The authors found, there is a link
between the log quantiles of a fitted density function and the differential entropy. The
following shows the procedure of deriving the weights.




wi(2E(− log f(xi/θ̂)) + (k log n/n)) (4)
where the term E(− log f(xi/θ̂)) =
∫
d
− log f(xi/θ̂)f(xi/θ̂)dxi is the differential en-
tropy of the ith observation and d is the domain of xi, which is also referred as expected
information in information theory. Now from (3) and (4), the variance of the WSBIC is
given as
V (WSBIC) = 4E(
n∑
i=1
wi(− log f(xi/θ̂)− E(− log f(xi/θ̂))))2
V (WHQIC) = 4(
n∑
i=1






−E(− log f(xi/θ̂))((− log f(xj/θ̂)− E(− log f(xj/θ̂))))
(5)
V (WHQIC) = 4(
n∑
i=1






−E(− log f(xi/θ̂))((− log f(xj/θ̂)− E(− log f(xj/θ̂))))
(6)
From (5) i 6= j, the variance of the WSBIC was reduced by using iid property of the
sample observation and it is given as
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V (WSBIC) = 4(
n∑
i=1
w2i V (− log f(xi/θ̂))) (7)
where V (− log f(xi/θ̂)) =
∫
d
E(− log f(xi/θ̂) − E(− log f(xi/θ̂)))2f(xi/θ̂)dxi is the
variance of the fitted log quantiles which explains the variation between the actual
and the expected point wise information loss. In order to determine the weights, the
authors’ wants to maximize E(WSBIC) and minimizeV (WSBIC), because if the ex-
pected weighted information loss is maximum, then the variation between the actual
weighted information and its expectation will be minimum. For this, maximize the
difference (D) between the E(WSBIC)and V (WSBIC)which simultaneously optimize
E(WSBIC) and V (WSBIC) then the D is given as




wi(2E(− log f(xi/θ̂)) + (k log n/n))− 4(
n∑
i=1
w2i V (− log f(xi/θ̂)))
Using classical unconstrained optimization technique, maximize D with respect to




< 0 and it is given as
∂D
∂wi
= 2E(− log f(xi/θ̂)− wi8V (− log f(xi/θ̂)) = 0 (9)
∂2D
∂w2i
= −8V (− log f(xi/θ̂)) < 0 (10)
By solving (9), we get the unconstrained weights as
wi =
E(− log f(xi/θ̂)
4V (− log f(xi/θ̂))
(11)
From (9) and (10), it is impossible to use the second derivative Hessian test to find
the absolute maximum or global maximum of the function D with respect to wi,because
the cross partial derivative ∂2D/∂wi∂wj is 0 and wi is not existing in ∂
2D/∂w2i . Hence
the function D achieved the local maximum or relative maximum at the point wi.Then








E(− log f(xi/θ̂)− E(− log f(xi/θ̂)))2f(xi/θ̂)dxi
The equation (11), can also be represented in terms of VMR of fitted log quantiles
and it is given as





where VMR(− log f(xi/θ̂)) = V (− log f(xi/θ̂))
E(− log f(xi/θ̂))
is the variance to mean ratio. From (11)
and (12), the maximum likelihood estimate θ̂is same for all sample observations and the





(−2 log f(xi/θ̂) + (k log n/n)) (13)
where w = E(− log f(x/θ̂))
4V (− log f(x/θ̂)) for all i and substitute in (13), we get the homogeneous
weighted version of the Weighted Schwarz Bayesian information criterion as
WSBIC = (
E(− log f(x/θ̂))








(−2 log f(xi/θ̂) + (k log n/n))
4VMR(− log f(x/θ̂))
(14)
Combining (1) and (14) we get the final version of the homogeneous Weighted Schwarz





If a sample normal linear regression model is evaluated, with a single dependent vari-
able (Y ) with p regressors namely X1i, X2i, X3i, ...Xpi in matrix notation is given as
Y = Xβ + e (16)
where Y
(nX1)
is the matrix of the dependent variable, β
(kX1)
is the matrix of beta coeffi-
cients or partial regression coefficients and e
(nX1)
is the residual followed normal distribu-
tion N (0,σ2eIn).From (15), the sample regression model should satisfy the assumptions of
normality, homoschedasticity of the error variance and the serial independence property.
Then the WSBIC of a fitted linear regression model is given as
WSBIC =
SBIC
4VMR(− log f(Y/X, β̂,σ̂2e))
(17)
where β̂,σ̂2e are the maximum-likelihood estimates SBIC = −2 logL(β̂, σ̂2e/Y,X) +
k log n, VMR(− log f(Y/X, β̂,σ̂2e)) is the variance to mean ratio of the fitted normal log
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quantiles and k is the no.of parameters estimated in the model (includes the Intercept
and estimated error variance). From (17) VMR can be evaluated as
VMR(− log f(Y/X, β̂,σ̂2e)) =
V (− log f(Y/X, β̂,σ̂2e))
E(− log f(Y/X, β̂,σ̂2e))
(18)
VMR(− log f(Y/X, β̂, σ̂2e)) =
+∞∫
−∞
E(− log f(Y/X, β̂, σ̂2e)− E(− log f(Y/X, β̂, σ̂2e)))2f(Y/X, β̂, σ̂2e)dY
+∞∫
−∞
− log f(Y/X, β̂, σ̂2e)f(Y/X, β̂, σ̂2e)dY







,−∞ < Y < +∞ is the fitted normal
density function and the expectation and variance of the quantity − log f(Y/X, β̂, σ̂2e) is
given as
E(− log f(Y/X, β̂, σ̂2e)) =
+∞∫
−∞













Substitute (19) and (20) in (18), then we get VMR for the fitted Normal log quantiles
as













(1 + log(2piσ̂2e)) (23)
From (19), WSBIC is the product of the weight and the traditional Schwarz Bayesian
information criterion. The WSBIC incorporates the dispersion in the fitted normal log
quantiles and weighs the point wise information loss equally, but not with the unit
weights. The mono weighted Schwarz Bayesian information criterion works based on the
assumption of the homoschedastic error variance. If it is heteroschedastic, then we get
the variable weights and the procedures are discussed in the next section.
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3 Heterogeneous Weighted Schwarz Bayesian Information
Criterion
The homogeneous weighted Schwarz Bayesian information criterion is impractical due
to the assumption of homoschedasticity of the error variance. If this assumption is vi-
olated, then the weights vary for each point wise information loss, but the estimation
of heteroschedastic error variance based on maximum likelihood estimation is difficult
(Corderio, 2008; Fisher, 1957). For this, the authors utilize the link between the max-
imum likelihood theory and Least squares estimation to estimate the heteroschedastic
error variance based on the following linear regression model.
Let the linear regression model with random error can be given as
Y = Xβ + e (24)
where Y
(nX1)
is the matrix of the dependent variable, β
(kX1)
is the matrix of beta coef-
ficients or partial regression coefficients and e
(nX1)
is the residual followed normal distri-
bution N (0,σ2eIn).From (24), the fitted model with estimates as














Ŷ = HY (27)
From (27), the estimated Ŷ
(nX1)
is predicted by Y
(nX1)





technically called as Hat matrix. Combine (23) and (27), we get a compact form of the
random errors in terms of the hat matrix and it is given as
e = Y − Ŷ (28)
e = Y −Xβ̂
e = Y −X(X′X)−1X′Y
e = Y(I−X(X′X)−1X′)
e = (I−H)Y (29)
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From (29), the random errors are the product of actual value of Y
(nX1)
and the residual
operator (I −H). Myers and Montgomery (1997 ) proved the magical properties of the
residual operator matrix as idempotent and symmetric. Based on the properties they




is the variance-covariance matrix of the errors and σ2e is the homoschedastic
error variance of a linear regression model. The authors utilize the least square es-
timate of the variance-covariance matrix of the error and found the link between the





From (31), compare the diagonal elements of both sides, we get the estimated unbiased




where ŝ2ei , ŝ
2
e are the unbiased estimates of heteroschedastic, homoschedastic error
variance and hii is the leading diagonal elements of the hat matrix, sometimes called
as centered leverage values. We know that the least squares estimates of error variance
is unbiased and estimation of error variance based on maximum likelihood estimation
theory is biased (Greene and William H. Greene, 2011), so the authors remove the
unbiaseness in the least squares estimate of the error variance and convert it as biased












From (34), the least squares estimate of error variance is transformed into maximum
likelihood estimate and this relationship between the estimated heteroschedastic and ho-
moschedastic estimated error variance was used to find the heterogeneous weights in the
WSBIC. Combine (34) with (23), we get the weights for ith point wise information loss
in WSBIC under the assumption of the estimated error variances are heteroschedastic








(1 + log(2piσ̂2e(1− hii))) (36)




(1 + log(2piσ̂2e) + log(1− hii)) (37)




From (38), the authors found the relationship between the variable weights with ho-
mogeneous weights and hii is the centered leverage values which always lies between the
p/n ≤ hii ≤ 1, where p is the no.of regressors.Hence,the authors proved from (37), if
the estimated error variance is homoschedastic, we can derive the heteroschedastic error
variance based on the hat values. Moreover,the variable weights gave importance to the
point wise information loss unequally which the WSBIC can be derived by combining






((1 + log(2piσ̂2e(1− hii)))(−2 log f(Y/X, β̂, σ̂2e) + (k log n/n))) (39)
4 Results and Discussion
In this section, we will investigate the discrimination between the traditional HQIC and
the proposed WHQIC on the survey data collected from BSQ (Bank Service Quality)
study. The data comprised of 45 different attributes about the Bank and the data was
collected from 102 account holders. A well-structured questionnaire was prepared and
distributed to 125 customers and the questions were anchored at five point Likert scale
from 1 to 5. After the data collection is over, only 102 completed questionnaires were
used for analysis. The following table shows the results extracted from the analysis by
using SPSS version 20. At first, the authors used, stepwise multiple regression analysis by
utilizing 44 independent variables and a dependent variable. The results of the stepwise
regression analysis with model selection criteria are visualized in the following Table 1
with results of subsequent analysis.
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Figure 1: Lineplot shows the information loss of Models based on no.of parameters and
Heteoscedastic error variance, Weights for observations
Table-1 exhibits the result of the stepwise regression analysis, the traditional un-
weighted Schwarz Bayesian information criterion and weighted Schwarz Bayesian Infor-
mation criterion under two versions for the 12 fitted nested models. From the results,
the authors found model 11 is having minimum homoschedastic error variance 0f 0.123
with a high R2 of 63.4%, but the unweighted Schwarz Bayesian information criterion
is found to be a minimum of 155.969 for Model-2. This shows model 2 is better when
compared to other competing models. But this selection is biased, because this model is
having poor fitness when compared it with others. As far as, the proposed homogeneous
weighted SBIC for Model 10 is penalized by a homogeneous weight of 0.191 and we get
the value of homogeneous SBIC as 36.769 which is minimum when compared to other
competing models. On the other hand, the heterogeneous weighted SBIC assumed that
the point wise information loss should not be equally weighted and it should weighed
with variable weights. The heterogeneous WSBIC for Model 11 is minimum (30.710)
when it is compared with other fitted regression models. This resembles the homoge-
neous and heterogeneous weighted SBIC gives dissimilar results and it is different from
the results given by unweighted traditional SBIC. If the error variances of the fitted mod-
els are heteroschedastic, using the UNWSBIC for model selection is impractical. Hence,
the application of homogeneous and heterogeneous WSBIC helps the decision maker to
select and finalize the best model as model 10 as per homogeneous weighted SBIC and
model-11 as per heterogeneous weighted SBIC. Another important feature of the two
versions of WSBIC is R2 supportive selection and the penalization of the model was
balanced by the estimated weights proposed by authors. Finally the authors emphasize,
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if the heteroschedasticity is existing in the survey data then using the weighted SBIC will
give an appropriate and alternative selection of models among a set of competing mod-
els. The subsequent tables and line plots exhibit the estimated heteroschedastic error
variance of 12 fitted models and the extracted variable weights for 102 observations.
5 Conclusion
This paper proposed new information criteria as Weighted Schwarz Bayesian informa-
tion criterion which is an alternative to the traditional Schwarz Bayesian information
criterion existing in the literature. The proposed WSBIC is superior in two different
aspects. At first the weighted Schwarz Bayesian information criterion incorporates the
heteroschedastic error variance of the fitted models and secondly it gives unequal weights
to the point wise information loss to the fitted models. The authors emphasize, if the
problem of heteroschedasticity is present in the data, the usage of traditional Schwarz
Bayesian information criterion for model selection will leads the researchers to select
wrong model. Because the traditional Schwarz Bayesian information criterion works
perfectly when the error variance of the fitted model is homoschedastic and this assump-
tion is violated, the application of alternative information criteria under two different
versions namely Homogeneous and Heterogeneous WSBIC was proposed by the authors.
For future research, the authors recommended that the derivation can be extended to
the logical extraction of log likelihood based information criteria.
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