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В первой части работы исследовался вопрос о структурной полноте
некоторых модальных логик. С использованием методов и аппарата реляци-
онной и алгебраической семантики модальных логик доказана структурная
полнота логики PT1 и всех её расширений и структурная неполнота логик
PT2 и PT5 и всех её расширений, кроме σ(PC) и ForM . В качестве след-
ствия установлена структурная полнота суперинтуиционистской логики LC
и всех её табличных расширений.
Далее исследовались вопросы элементарной эквивалентности 1-й и
2-й ступени нильпотентных матричных колец над ассоциативными кольцами
с единицей. Одним из главных для линейных групп и колец нильтреуголь-
ных матриц над ассоциативными кольцами является вопрос о соответствии
Мальцева, т.е. переносится ли элементарная эквивалентность колецNT (n,K)
на кольца коэффициентов. Доказано, что элементарная эквивалентность 2-й
ступени колец NT (n,K) нильтреугольных n × n-матриц над ассоциативны-
ми кольцами с единицей вообще говоря не переносится на кольца коэффи-
циентов. Данный результат представляет интерес всвязи с работой Виделы
1988-го года, подтверждающей соответствие Мальцева, — элементарная эк-
вивалентность 1-й ступени колец NT (n,K) переносится на кольца коэффи-
циентов.
Ключевые слова: элементарная эквивалентность, язык первого поряд-
ка, язык второго порядка, кольцо нильтреугольных матриц, соответствия
Мальцева, модальная логика, шкала, модель, структурная полнота.
ANNOTATION
In the first part we have investigated the question of the structural
completeness of some modal logics. Using the methods and apparatus of relational
and algebraic semantics of modal logics we have proved structural completeness of
the logic PT1 and all its extensions and structural incompleteness logics PT2 and
PT5 and all its extensions, except for σ(PC) and ForM . As a consequence, the
structural completeness of the LC superintuitionistic logic and all its extensions
table.
In the second part we have investigated questions of elementary equivalence
of 1 and stage 2 of nilpotent matrix rings over associative rings with indentity.
One of the main linear groups and rings niltriangular matrix over associative
rings is the question of compliance Maltsev, ie Is elementary equivalence of rings
NT (n,K) transferred at the coefficient ring. It is proved that the elementary
equivalence of the 2nd stage of the Rings NT (n,K) of niltriangular n×n matrices
over associative rings with indentity in general are not transferred to the coefficient
ring. his result is of interest in connection with the work of Videla in 1988 which
confirmed Mal’cev correspondence, i.e the elementary equivalence of the 1st stage
of the Rings NT (n,K) is transferred to the coefficient rings.
Key words: elementarily equivalence, first-order language, second-order
language, ring of nil-triangular matrices, Mal’cev correspondence, modal logic,
frame, model, structural completeness.
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ВВЕДЕНИЕ
В работе изучаются вопросы структурной полноты предтабличных мо-
дальных логик PT1, PT2 и PT5 и их табличных расширений. Производные
правила (см. §1) образуют подкласс в классе всех допустимых в логике пра-
вил вывода. Логику называют структурно полной, если множества допусти-
мых и производных правил совпадают. В §2 доказаны структурная полнота
логики PT1 и всех её расширений (Теоремы 2.2 и 2.3). С другой стороны,
доказана структурная неполнота логик PT2 и PT5 и всех их расширений,
кроме σ(PC) и ForM (Теоремы 2.6, 2.8 и 2.9). В качестве следствия уста-
новлена структурная полнота суперинтуиционистской логики LC и всех её
табличных расширений (Теорема 2.5).
Исследования зависимости элементарной эквивалентности 1-й и 2-й сту-
пени и других модельных свойств линейных групп и колец от свойств по-
лей или колец коэффициентов восходят к работам А.И. Мальцева [1]. Одним
из главных здесь является вопрос о выполнимости соответствия Мальцева
— переносится ли их элементарная эквивалентность 1-й ступени на кольца
коэффициентов. Видела [2] установил мальцевское соответствие для колец
NT (n,K) (n ≥ 3) нильтреугольных n×n-матриц над ассоциативными коль-
цами с единицей и [6] для унипотентных подгрупп группы Шевалле над по-
лями характеристики 6= 2, 3. См. также [5, Вопрос 3.2].
Соответствие Мальцева выполняется для унитреугольных групп
UT (n,K) и колец Ли, ассоциированных с NT (n,K), когда кольца коэффи-
циентов – коммутативные, [7] и [3]. Однако, в некоммутативном случае соот-
ветствие Мальцева может нарушаться, как показано в [3].
В §4 мы покажем, что элементарная эквивалентность 2-й ступени ко-
лец NT (n,K) над ассоциативными кольцами с единицей вообще говоря не
переносится на кольца коэффициентов (Теорема 4.3).
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1 Общие сведения о модальных логиках
Для многих классов логик понятие структурной полноты очень значи-
мо. Отчего же зависит структурная полнота? Логика λ является структурно
полной, когда любое допустимое в λ правило является производным.
В свою очередь правило вывода r называют производным в логике λ,
если заключение можно вывести из посылок, используя теоремы логики λ
и постулированные правила вывода. Если логика λ допускает тот или иной
вариант теоремы дедукции, то определение производности правила r в логике
λ может быть сведено к определению выводимости в λ некоторой специальной
формулы.
Таким образом, логика λ структурно полная, если множества допусти-
мых и производных правил совпадают.
Существуют ли допустимые, но не производные правила? Р. Харропом
в 1960 году был получен пример такого правила для интуиционистской про-
позициональной логики H:
r :=
¬A→ (B ∨ C)
(¬A→ B) ∨ (¬A→ C) .
Следовательно, структурно полные логики — это в точности те, кото-
рые нельзя расширить, добавив новые правила вывода, сохраняя при этом
множество теорем.
Причина структурной полноты или неполноты была обнаружена Рыба-
ковым. Она состоит в том, что если соответствующее логике λ многообразие
(∀x(f = g)) совпадает с квазимногообразием (∀x((f1 = g1)∧· · ·∧(fn = gn))→
(f = g))
V ar(λ) = (Fω(λ))
Q,
то логика λ структурно полная.
Структурно полные логики имеют очень сильную дедуктивную систе-
му и являются в некотором смысле уникальными. Они являются логиками
«в себе», окончательно и совершенно полными, поскольку они содержат в
себе все необходимые правила. Однако, очевидно, что свойство структурной
полноты не является инвариантом логики λ, а зависит от выбора аксиома-
тической системы и поэтому оно очень чувствительно в этом отношении. Но
для многих востребованных классов логик множество правил вывода фикси-
руется, а аксиоматическая система выбирается с помощью изменения множе-
ства аксиом. Поэтому для таких классов логик понятие структурной полноты
значимо и очень желательно. Особый интерес представляет описание классов
структурно-полных логик над S4.
С правилами вывода ситуация выглядит сложнее в виду их особой роли.
Дело в том, что правила вывода влияют на дедуктивную силу и эффектив-
ность формальных логических систем в большей степени, чем аксиомы, так
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как в логических выводах они играют более активную роль. Поэтому к посту-
лированным правилам добавляют и другие правила, с условием, чтобы они
не расширяли множества теорем данной логики. Такие правила называют
допустимыми.
Определение 1.1. Правило вывода
r =
A1(p1, . . . , pn), . . . , Am(p1, . . . , pn)
B(p1, . . . , pn)
называется допустимым в логике λ, если для любого набора формул α1, . . . , αn
из того, что A1(α1, . . . , αn) ∈ λ, . . . , Am(α1, . . . , αn) ∈ λ следует, что и
B(α1, . . . , αn) ∈ λ.
Очевидно, что постулированные новые правила следует выбирать из
множества Ad(λ) — всех допустимых правил логики λ.
Важный подкласс допустимых правил образуют производные правила,
то есть правила вывода r :=
α1, . . . , αn
β
такие, что формула β выводится из
α1, . . . , αn : α1, . . . , αn `λ β.
Заключения таких правил могут быть выведены из посылок с помо-
щью дедуктивных средств данной логической системы. Если для логики λ
справедлив тот или иной вариант теоремы дедукции, то вопрос распознава-
ния производности данного правила сводится к распознаванию выводимости
некоторой формулы.
Например, все модальные логики λ, расширяющие K4 (K4 получает-
ся из логики K добавлением ко множеству аксиом формулы 2A → 22A),
обладают теоремой дедукции:
A1, . . . , An `λ B ↔`λ A1 ∧ · · · ∧ An ∧2A1 ∧ · · · ∧2An → B.
Определение 1.2. Фреймом называется пара 〈W,R〉, гдеW — непустое
множество, R — бинарный предикат, определенный на W , то есть R ⊆ W 2.
Содержательно W представляет множество всех «возможных» миров, R —
отношение перехода из одного мира в другой.
Определение 1.3. Фрейм называется рефлексивным, если 〈W,R〉 ∀a ∈
W (aRa) (Логика T ); транзитивным, если ∀a, b, c ∈ W ((aRb) & (bRc) ⇒
(aRc)) (логика K4); симметричным, если ∀a, b ∈ W ((aRb)⇒ (bRa)).
Для логики S4 фрейм всегда рефлексивен и транзитивен.
Определение 1.4. Подмножество C ⊆ W транзитивного фрейма F =
〈W,R〉 называется сгустком, если
1. (∀x, y ∈ C)(xRy & yRx);
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2. (∀x ∈ C, ∀y ∈ W )(xRy & yRx⇒ y ∈ C) или
3. C = {a}, где a — иррефлексивный элемент (вырожденный сгусток).
Определение 1.5. Означиванием P на F = 〈W,R〉 называется отобра-
жение V , которое каждому p ∈ P ставит в соответствие подмножество V (p)
из множества W .
Определение 1.6. Моделью называем тройку 〈W,R, V 〉, где 〈W,R〉 —
шкала, V — отображение множества P пропозициональных переменных в
множество 2W всех подмножеств множества W .
Множество Dom(V ) — область значений означивания V . Отображение
V называется «означиванием» или «оценкой», оно ставит в соответствие пе-
ременной множество «миров», в которых переменная истинна. Истинность
формул в точках (мирах) модели 〈W,R, V 〉 определяется индуктивно.
Определение 1.7. Пусть F = 〈F,R〉 фрейм. Алгебра
F+ := 〈2W ,∧,∨,→,¬,2,⊥,>〉,
где
1. 〈2W ,∧,∨,→,¬,⊥,>〉 есть булева алгебра всех подмножеств W ,
2. ∀X ⊆ W (X := {∀y(〈a, y〉 ∈ R⇒ (y ∈ X))}),
называется ассоциативной модальной алгеброй для фрейма F .
Лемма 1.1. Для любого фрейма F , алгебра F+ есть модальная алгеб-
ра.
Теорема 1.1 (Об алгебраической полноте.). Формула α является тео-
ремой алгебраической логики λ тогда и только тогда, когда тождество
α = > истинно в многообразии алгебр V ar(λ), где
V ar(λ) = {A | ∀α ∈ λ(A  α = >),∀α∀β(`λ α ≡ β ⇒ A  α = β)}
Определение 1.8. Логика λ называется табличной, если существует
конечная алгебра A из V ar(λ), которая порождает V ar(λ).
Определение 1.9. Логики, максимальные в классе нетабличных, на-
зываются предтабличными.
Предтабличные логики
PT1 = λ({F | ‖F‖ < ω, F ∈ RF, F — линейно упорядоченное множе-
ство});
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PT2 = λ({F | ‖F‖ < ω, F ∈ RF, F — частично упорядоченное мно-
жество, depth(F) ≤ 2});
PT3 = λ({F | ‖F‖ < ω, F ∈ RF, F — частично упорядоченное мно-
жество, depth(F) ≤ 3, ∃m ∈ F∀x ∈ F(x ≤ m)});
PT4 = λ({F | ‖F‖ < ω, F ∈ RF, F , depth(F) ≤ 2, ∃m ∈ F∀x ∈
F [(x ≤ m) & (mRx⇒ x = m)]});
PT5 = λ({F | ‖F‖ < ω, F ∈ RF, F , depth(F) = 1}).
Определение 1.10. Логика λ называется финитно-аппроксимируемой,
если для любой формулы α, не являющейся теоремой λ, существует конечная
алгебра A из V ar(λ) такая, что A 2 α.
Определение 1.11. Пусть M := 〈W,R, V 〉 модель, в которой область
означивания V является множеством пропозициональных переменных P . Мы
определим алгебру M+ как подалгебру 〈W,V 〉+, порожденную множеством
элементов {V (p)|p ∈ P}. Алгебра M+ называется модальной алгеброй, ассо-
циативной с моделью M.
Определение 1.12. Фильтр ∆ на любой булевой алгебре B есть уль-
трафильтр тогда и только тогда, когда ∆ нетривиальный (⊥ /∈ ∆) и ∀a ∈ |B|
или a ∈ ∆ или ¬a ∈ ∆.
Определение 1.13. Пусть B есть модальная алгебра. Подставление
Стоуна для B есть модель B+ := 〈WB, R, V 〉, где
1. WB множество ультрафильтров B,
2. ∀∆1,∆2 ∈ WB, 〈∆1,∆2〉 ∈ R⇔ (∀x ∈ |B|)(2x ∈ ∆1 ⇒ x ∈ ∆2),
3. Dom(V ) := {a|a ∈ |B|},∀a ∈ |B|, V (a) := {∆|∆ ∈ WB, a ∈ ∆}.
Теорема 1.2 (Теорема о представлении Стоуна). . Для любой модаль-
ной алгебры B, B изоморфно вложима в модальную алгебру B++. То есть
B есть подалгебра F(B+)+. В частности, если B конечна, то B ∼= F(B+)+,
и для любого конечного фрейма F ,F++ ∼= F .
Теорема 1.3. 1) Для любого корневого фрейма F , алгебра F+ подпрямо
неразложима. 2) Если B подпрямо неразложимая алгебра, то фрейм F(B+)
— корневой.
Определение 1.14. Пусть даны фреймы F1 := 〈W1, R1〉,
F2 := 〈W2, R2〉. Фрейм F1 называется открытым подфреймом F2, если W1 ⊆
W2, R2 ∩W12 = R1 и ∀a ∈ W1,∀b ∈ W2(aR2b⇒ b ∈ W1).
Теорема 1.4. Если существует гомоморфизм g модальной алгебры
B1 в модальную алгебру B2, то F(B+2 ) есть открытый подфрейм фрейма
F(B+1 ).
7
Определение 1.15. Если M1 := 〈W1, R1, V1〉,M2 := 〈W2, R2, V2〉 моде-
ли, то мы назовем M1 открытой подмоделью M2 если выполняется следую-
щее
1. 〈W1, R1〉 есть открытый подфрейм 〈W2, R2〉,
2. Dom(V1) = Dom(V2) и ∀p ∈ Dom(V1)(V1(p) = V2(p) ∩W1).
Определение 1.16. Пусть f —отображение фрейма F1 := 〈W1, R1〉 на
фрейме F2 := 〈W2, R2〉. Отображение f называется p-морфизмом если
1. (∀a, b ∈ W1)[aR1b⇒ f(a)R2f(b)],
2. ∀a, b ∈ W1[f(a)R2f(b)⇒ (∃c ∈ W1)(aR1c & f(c) = f(b))].
Определение 1.17. Пусть f — отображение фрейма 〈W1, R1〉 модели
M1 := 〈W1, R1, V1〉 на фрейм 〈W2, R2〉 модели M2 := 〈W2, R2, V2〉. Мы гово-
рим, что f p-морфизм модели M1 на модель M2 если
1. f p-морфизм фрейма 〈W1, R1〉 на фрейм 〈W2, R2〉,
2. означивания V1, V2 определены на одном множестве пропозициональных
переменных
3. ∀p ∈ Dom(V1),∀a ∈ W1[a V1 p⇔ f(a) V2 p].
Лемма 1.2. Если f p-морфизм модели M1 := 〈W1, R1, V1〉 на модель
M2 := 〈W2, R2, V2〉, то для любой формулы α, которая построена из пере-
менных из области означивания V1,
∀a ∈ W1(a V1 α⇔ f(a) V2 α).
Предложение 1.1. Если F1 и F2 фреймы и существует p-морфизм f
с F1 на F2, то λ(F1) ⊆ λ(F2)
Лемма 1.3. Пусть f p-морфизм модели M1 := 〈W1, R1, V1〉 на модель
M2 := 〈W2, R2, V2〉. Тогда существует изоморфизм модальной алгебры M+2
в алгебру M+1 .
Лемма 1.4. Пусть f p-морфизм фрейма F1 := 〈W1, R1〉 на фрейм
F2 := 〈W2, R2〉. Тогда существует изоморфизм модальной алгебры F+2 в
алгебру F+1 .
Теорема 1.5. Пусть B1 подалгебра модальной алгебры B2. Тогда су-
ществует p-морфизм с фрейма F(B+2 ) на фрейм F(B
+
1 ).
Теорема 1.6. Любой элемент модели ChK4(n) является определимым.
В частности, для любой нормальной модальной логики λ, расширяющей K4
и имеющей fmp, каждый элемент Chλ(n) определимый.
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Теорема 1.7. Правило вывода r истинно в логике λ ⊇ K4 тогда и
только тогда, когда оно производно.
Определение 1.18. Логика λ называется структурно-полной, если лю-
бое допустимое в λ правило производно.
Из теоремы 1.6 следует, что в структурно-полной логике λ ⊇ K4 любое
допустимое правило истинно.
Теорема 1.8. Пусть λ нормальная модальная логика,Mn := 〈M,R, V 〉
— n-характеристическая модель для λ, Dom(V ) := {p1, . . . , pn}. Подалгеб-
раM+n (V (p1), . . . , V (pn)) ассоциативной алгебры 〈M,R〉+, порожденной эле-
ментами V (p1), . . . , V (pn) есть свободная алгебра ранга n из V ar(λ). Бо-
лее того, элементы V (p1), . . . , V (pn) являются свободными порождающи-
ми Fn(λ). В частности, для любой модальной логики λ, расширяющей K4 и
имеющей fmp, V ar(λ) изоморфно вложима в модальную алгебру
Chλ(n)
+(V (p1), . . . , V (pn)).
Теорема 1.9. Пусть λ — модальная логика, расширяющая K4 или су-
перинтуиционистская логика и пусть λ имеет fmp. Тогда λ структурно-
полная тогда и только тогда, когда любая подпрямо неразложимая конеч-
ная алгебра A из V ar(λ) изоморфно вложима в свободную алгбру Fλ(q) ко-
нечного ранга q из V ar(λ) для некоторого q.
Эта теорема справедлива для суперинтуиционистских логик. Вслед-
ствие этого, например, классическое исчисление высказывание — логика Cl —
структурно полная, суперинтуиционистская логика Lc и все ее расширяющие
- тоже.
Теорема 1.10. Алгебраическая логика λ структурно полна тогда и
только тогда, когда некоторая подпрямо-неразложимая алгебра A из V ar(λ)
является членом квазимногообразия (Fλ(ω))Q, порожденного алгеброй Fλ(ω),
или, эквивалентно, если V ar(λ) = (Fλ(ω))Q
Пусть λ — модальная логика, расширяющая K4 или суперинтуицио-
нистская логика и пусть λ имеет fmp. Тогда n-характеристическую модель
можно построить следующим образом:
1) В каждой конечной модели, означенно с помощью n различных пе-
ременных и адекватную данной логике, p-морфно сожмем все элементы, ко-
торые можно было бы p-морфно склеить.
2) В дизъюнктном объединении полученных моделей также p-морфно
сожмем все элементы, которые можно p-морфно сжать. Получившаяся мо-
дель будет n-характеристической моделью. Обозначим ее Chλ(n).
Приведем реляционный аналог теоремы 1.8 для табличных логик, рас-
ширяющих K4.
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Теорема 1.11. Пусть λ — табличная логика, расширяющая K4. Логи-
ка λ структурно-полная тогда и только тогда, когда для любого корневого
λ-фрейма F существует такое n, что F(Chλ(n)) p-морфно отображается
на F.
Теорема 1.12. Пусть λ — финитно-аппроксимируемая логика, расши-
ряющая K4. Тогда F(Chλ(n)) является открытым подфреймом фрейма
F(Chλ(n)
++(V (p1), . . . , V (pn))).
Теорема 1.13. Пусть λ — финитно-аппроксимируемая логика, расши-
ряющая K4, Chλ(n) — ее n-характеристическая модель. Тогда в Chλ(n)++
выполняется следующее:
1) из любого неглавного ультрафильтра достижим главный ультра-
фильтр первого слоя;
2) из любого неглавного ультрафильтра достижим главный ультра-
фильтр с каждого слоя.
Теорема 1.14 (Необходимое реляционное условие структурной пол-
ноты.). Пусть λ — финитно-аппроксимируемая логика, расширяющая K4.
Если конечная подпрямо неразложимая алгебра A изоморфно вложима в
свободную алгебру Chλ(n)+(V (p1), . . . , V (pn)), то существует p-морфизм
фрейма F(Chλ(n)) на фрейм F(A+).
Теорема 1.15. Любая логика λ, расширяющая логику λ1 — структурно-
полная.
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2 Структурная полнота некоторых табличных
и предтабличных логик
Теорема 2.1. Следующая модель является n-характеристической для
предтабличной модальной логики PT1:
ChPT1(n) = 〈{aξ1,...,ξd | 1 ≤ d <∞, ξi ⊆ Ω, ξj 6= ξj+1, 1 ≤ j ≤ d− 1}, Rn, Vn〉,
Ω = Dom(Vn) = {y1, . . . , yn},
〈aξ1,...,ξs, aζ1,...,ζt〉 ∈ Rn ⇔ ∀k(1 ≤ k ≤ t)(ξk = ζk) ∧ (s = t+ 1),
Vn(yi) = {aξ1,...,ξd | yi ∈ ξd}.
Любой элемент модели ChPT1(n) формульный.
Модель ChPT1(n) есть прямое объединение 2n подмоделей — компонент.
Все элементы модели ChPT1(n) индексируются с помощью всевозможных
различных подмножеств ξ1, . . . , ξ2n множества Ω, пронумерованных каким-
нибудь способом. Элемент aξ считаем максимальным в своей компоненте
Bi, 1 ≤ i ≤ 2n. Его глубина d равна 1. Полагаем aξi Vn ys тогда и только
тогда, когда ys ∈ ξi, то есть ξi = V (aξi) — означивание элемента ξi в модели
ChPT1(n). Для каждого ξi в качестве множества Λ(aξi) его непосредственных
предшественников берем антицепь элементов
aξi,ξ1, . . . , aξi,ξi−1, aξi,ξi+1, . . . , aξi,ξ2n .
В компоненте Bi они образуют множество элементов глубины d = 2. Пола-
гаем aξiξj Vn ys тогда и только тогда, когда es ∈ ξj, то есть ξj = V (aξi,ξj)
будет означиванием элемента aξi,ξj , 1 ≤ j ≤ 2n и j 6= i. Затем для каждого
элемента aξi,ξj в качестве множества Λ(aξi,ξj) его непосредственных предше-
ственников берем антицепь элементов aξi,ξj ,ξ1, . . . , aξi,ξj ,ξj−1, . . . , aξi,ξj ,ξ2n . Они
образуют множество элементов глубины d = 3 в компоненте Bi. Полагаем
aξiξjξk Vn ys тогда и только тогда, когда ys ∈ ξk, то есть ξk = V (aξi,ξj ,ξk)
будет означиванием элемента aξi,ξj ,ξk для 1 ≤ k ≤ 2n и k 6= j. Этот процесс
продолжаем указанным способом, двигаясь по направлению от максималь-
ного элемента, увеличивая глубину d = 3, 4, 5, . . . . Таким образом, всякая
компонента Bi получается последовательным достраиванием множеств непо-
средственных предшественников для каждого элемента. По существу же ком-
понента Bi представляет из себя пучок бесконечных цепей с максимальным
элементом. При этом любые два соседние элемента одной цепи имеют раз-
личные означивания. Модель ChPT1(n) — это некоторая совокупность таких
пучков.
Теорема 2.2. Предтабличная модальная логика PT1 структурно пол-
на.
Доказательство. Рассмотрим фрейм Ln = 〈{k | 0 ≤ k ≤ n + 1}, R〉,
где R — рефлексивное и транзитивное бинарное отношение, удовлетворяющее
условию (i, i+ 1) ∈ R. По определению логики PT1 : PT1 = λ({Ln}, n ∈ N).
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Утверждение 2.1.
Fω(PT1)  ∀x((f = 1)→ (g = 1))⇔ Fω(PT1)  ∀x((2f → 2g) = 1).
Необходимость докажем контрпозицией.
Предположим Fω(PT1) 3 ∀x((2f → 2g) = 1). В силу финитной ап-
проксимации PT1 существует такое n, что L+n 3 ∀x((2f → 2g) = 1).
L+m(m ≤ n) : L+m 3 ∀x((2f = 1)→ (2g = 1)).
По лемме 2 [5] L+m вложима в Fω(PT1). Поэтому
Fω(PT1)  ∀x((f = 1)→ (g = 1)).
Достатотчность:
Имеем
Fω(PT1)  ∀x((2f → 2g) = 1) (*)
Отсюда (2f → 2g) ∈ PT1. Пусть справедливо и Fω(PT1)  (f = 1). Тогда
f ∈ PT1 и 2f ∈ PT1 (**)
Из (*) и (**) по modus ponens 2g ∈ PT1.
В PT1 справедлива аксиома (2g → g) ∈ PT1. Снова по modus ponens
получаем g ∈ PT1, а значит и Fω(PT1)  (g = 1), что и требовалось дока-
зать. Из утверждения 2.1 следует, что V ar(PT1) = (Fω(PT1))Q.
По теореме 1.10 логика PT1 структурно полная.
Теорема 2.3. Любая модальная логика λ, расширяющая PT1, являет-
ся структурно полной.
Доказательство. Любая логика, расширяющая PT1 — табличная и по
определению является финитно-аппроксимируемой. По построению Chλ(n)
является открытой подмоделью модели ChPT1(n) и к тому же конечной.
Возьмем произвольную конечную подпрямо неразложимую алгебру A
из V ar(λ). Из свойств многообразий алгебра A есть гомоморфный образ неко-
торой свободной алгебры Fn(λ) конечного ранга n(ввиду конечности алгебры
A).
Известно, что Fn(λ) ∼= Chλ(n)+(V (p1), . . . , V (pn)). Значит A — гомо-
морфный образ этой алгебры. Chλ(n)+(V (p1), . . . , V (pn)) — конечная алгеб-
ра. Таким образом
F(Chλ(n)
++(V (p1), . . . , V (pn))) = F(Chλ(n)).
По теореме 1.4 F(A+) является открытым подфреймом фрейма
F(Chλ(n)).
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Рисунок 1 — фрейм F(Chλ(n))
По теореме 1.3 фрейм F(A+) — корневой. Отсюда найдется такое m, что
F(A+) = Lm.
Фрейм F(Chλ(n)) может состоять из нескольких отдельных «елок»(см.
рис. 1).
Искомый p-морфизм фрейма F(Chλ(n)) на фрейм F(A+) можно постро-
ить так:
Рисунок 2 — фрейм F(A+) = Lm
Элементы первого слоя фрейма F(Chλ(n)) отображаем в элемент
m + 1 из Lm; элементы второго слоя — в элемент m и так далее; элементы
(m+2)-го слоя и всех остальных слоев в 0. Такое отображение — p-морфизм.
Аналогично отображаем каждую «елочку». Искомый p-морфизм построен.
По теореме 1.11 λ — структурно полная логика.
Определение 2.1. Логика λ называется наследственно структурно пол-
ной, если любая логика λ1, расширяющая λ, является структурно полной.
Из теорем 2.2 и 2.3 следует, что PT1 — наследственно структурно пол-
ная.
Теорема 2.4. Любая суперинтуиционистская логика λ является на-
следственно сруктурно полной тогда и только тогда, когда σ(λ) является
наследственно структурно полной.
Непосредственно из этой теоремы получаем:
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Теорема 2.5. Суперинтуиционистская логика LC и ее любое расши-
рение являются структурно полными.
Теорема 2.6. Предтабличная модальная логика PT2 не является
структурно полной.
Доказательство. Пусть A — произвольная конечная подпрямо нераз-
ложимая алгебра из V ar(PT2). A+ — представление Стоуна для A. Известно,
что A является гомоморфным образом свободной алгебры Fn(PT2) ранга n
многообразия V ar(PT2) для некоторого числа n.
Fn(PT2) ∼= ChPT2(n)+(V (p1), . . . , V (pn)), поэтому A — гомоморфный образ
этой алгебры.
Алгебра ChPT2(n)+(V (p1), . . . , V (pn)) — конечная, значит
F(ChPT2(n)++(V (p1), . . . , V (pn))) = F(ChPT2(n)).
По теореме 1.4 F(A+) — открытый подфрейм фрейма F(ChPT2(n)). По
теореме 3.3 F(A+) — корневой. Ввиду произвольности выбора алгебры A из
V ar(PT2) следует считать, что F(A+) — это корневой фрейм глубины 2 (см.
рис.3) с элементом a в качестве корня и элементами b1, . . . , bn в первом слое.
Рисунок 3 — фрейм F(A+)
Можем утверждать, что p-морфизма из F(ChPT2(n)) в F(A) постро-
ить невозможно, поскольку невозможно отобразить в F(A) ни один корневой
подфрейм глубины 2 если у него в первом слое элементов меньше, чем m.
По теореме 1.12 логика PT2 не является структурно полной.
Пусть Pn = {p1, · · · , pn} — множество пропозициональных переменных.






, R, V 〉,
где (ay1, ay2) ∈ R⇔ y1, y2 ∈ X и R — рефлексивно и транзитивно
V (p) = {ay | p ∈ y}.
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Теорема 2.7. 1) ChPT5(n) — является n-характеристической моделью
для модальной логики PT5; 2) каждый элемент ChPT5(n) формульный.
Попросту говоря, модель ChPT5(n) представляет из себя совокупность
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n сгустков элементов с попарно различным означиванием.
Теорема 2.8. Предтабличная модальная логика PT5 не является
структурно полной.
Доказательство. Отметим, что логика PT5 — финитно-аппроксими-
руемая.
Пусть A — произвольная конечная подпрямо неразложимая алгебра из
V ar(PT5). Пусть A+ есть представление Стоуна для A и |A+| = n. Из свойств
многообразий следует, что A есть гомоморфный образ свободной алгебры
Fn(PT5) ранга n многообразия V ar(PT5).
Известно, что Fn(PT5) ∼= ChPT5(n)+(V (p1), . . . , V (pn)), поэтому A —
гомоморфный образ этой алгебры.
Алгебра ChPT5(n)+(V (p1), . . . , V (pn)) —конечна, а значит
F(ChPT5(n)
++(V (p1), . . . , V (pn))) = F(ChPT5(n)).
По теореме 1.4 F(A+) есть открытый подфрейм фрейма F(ChPT5(n)).
По теореме 1.3 F(A+) — корневой. Отсюда F(A+) — это отдельный сгу-
сток. Обозначим его C и пусть |C| = m. Можем утверждать, что p-морфизма
из F(ChPT5(n)) на C построить невозможно, поскольку не удастся отобразить
в C все сгустки, чья мощность меньше m.
Согласно необходимому реляционному условию (теорема 1.14) логика
PT5 не является структурно полной.
Теорема 2.9. Любая модальная логика λ расширяющая PT5 не явля-
ется структурно полной, исключая логику σ(PC) и ForM .
Доказательство. Любая логика λ, расширяющая PT5 — табличная и
по определению является финитно-аппроксимируемой. По построению Chλ(n)
является открытой подмоделью модели ChPT5(n), то есть является некото-
рым количеством сгустков из ChPT5(n) с тем же означиванием. Пусть A —
произвольная конечная подпрямо неразложимая алгебра из V ar(λ). Повто-
ряя рассуждения из теоремы 2.8, устанавливаем, что A+ состоит из одно-
го лишь сгустка C, |C| = m. Снова можем утверждать, что p-морфизма
F(Chλ(n)) на F(A+) построить не удастся, поскольку отобразить все сгустки
мощности меньше m в C невозможно. По теореме 1.11 логика λ не является
структурно полной.
Исключение составляет случай, когда многообразие, из которого берут-
ся алгебры A есть V ar(σ(PC)). В этом случае A+ — одноэлементный сгусток
и p-морфизм между Chλ(n) и C можно построить, то есть σ(PC) структур-
но полная логика. Таковой же является и абсолютно противоречивая логика
Fork.
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3 Элементарные эквивалентности алгебраиче-
ских систем 1-й и 2-й ступени
Для определения элементарной эквивалентности нам потребуются
теоретико-модельные понятия (термы, формулы и др.) и обозначения.
Язык L первого порядка есть некоторая совокупность символов. Эта
совокупность состоит из
1) скобок (, );
2) связок ∧ (“и”) и ¬ (“не”);
3) квантора ∀ (для всех);
4) символа равенства =;
5) счетного множества предметных переменных xi;
6) не более чем счетного множества предикатных символов Qni (n > 1);
7) не более чем счетного множества функциональных символов F ni
(n > 1);
8) не более чем счетного множества константных символов ci.
Tермы языка L определяются следующим образом:
1) переменная есть терм; 2) константный символ есть терм; 3) если Fn
— некоторый функциональный символ, а t1, . . . , tn — термы, то Fn(t1, . . . , tn)
— терм; 4) других термов нет.
Элементарные формулы языка L определяются так:
1) если t1 и t2 — термы языка L2, то t1 = t2 — элементарная формула;
2) если Qn — некоторый предикатный символ, а t1, . . . , tn — термы, то
знакосочетание Qn(t1, . . . , tn) — это элементарная формула.
Формулы языка L определяются следующим образом:
1) всякая элементарная формула есть формула;
2) если φ и ψ — формулы, x — предметная переменная, то каждое из
знакосочетаний (¬φ), (φ ∧ ψ), (∀xφ) есть формула;
3) других формул нет.
Договоримся о следующих сокращениях:
(φ ∨ ψ) означает (¬((¬φ) ∧ (¬ψ)));
(φ⇒ ψ) означает ((¬φ) ∨ ψ);
(φ⇔ ψ) означает ((φ⇒ ψ) ∧ (ψ ⇒ φ));
(∃xφ) есть сокращение для (¬(∀x(¬φ))).
φ1 ∨ φ2 ∨ . . . ∨ φn используется вместо (φ1 ∨ (φ2 ∨ . . . ∨ φn));
φ1 ∧ φ2 ∧ . . . ∧ φn – вместо (φ1 ∧ (φ2 ∧ . . . ∧ φn));
∀x1 . . . ∀xnφ – вместо (∀x1) . . . (∀xn)φ;
∃x1 . . . ∃xnφ – вместо (∃x1) . . . (∃xn)φ.
Введём понятие свободного и связанного вхождения переменной в фор-
мулу.
1. Все вхождения всех переменных в элементарную формулу являются
свободными вхождениями.
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2. Всякое свободное (связанное) вхождение переменной x в формулу
φ является свободным (связанным) вхождением переменной x в формулы
(¬φ), (φ ∧ ψ) и (ψ ∧ φ).
3. Каково бы ни было вхождение переменной x в формулу φ, вхождение
переменной x в формулу ∀xφ является связанным. Если вхождение перемен-
ной x в формулу φ свободно (связанно), то таковым же является вхождение
переменной x в формулу ∀x′φ.
Таким образом, одна и та же переменная может иметь свободные и свя-
занные вхождения в одну и ту же формулу. Переменная называется свобод-
ной (связанной) переменной в данной формуле, если существуют свободные
(связанные) вхождения её в эту формулу, то есть переменная может быть
одновременно свободной и связанной в одной формуле.
Предложением называется формула без свободных переменных.
Пусть φ – это формула, t – терм, x – переменная. Подстановкой терма
t в формулу φ на место переменной x назовём формулу φ(t | x), которая полу-
чится замещением каждого свободного вхождения переменной x в φ термом
t.
Подстановку φ(t | x) назовём допустимой, если для каждой переменной
x′, входящей в терм t, каждое свободное вхождение x в φ не является частью
подформулы ∀x′ψ(x′) или ∃x′ψ(x′) формулы φ.
Введём теперь следующее соглашение: мы будем обозначать через
t(x1, . . . , xn) всякий терм t, переменные которого образуют подмножество
множества {x1, . . . , xn}. Аналогично, всякую формулу, свободные перемен-
ные которой образуют подмножество множества {x1, . . . , xn}, будем обозна-
чать через φ(x1, . . . , xn).
Чтобы превратить определённые выше понятия в формальную систему,
нам понадобятся логические аксиомы и правила вывода. Вот список логиче-
ских аксиом.
Чисто логические аксиомы.
1. φ⇒ (ψ ⇒ φ).
2. (φ⇒ (ψ ⇒ χ))⇒ ((φ⇒ ψ)⇒ (φ⇒ χ)).
3. (¬φ⇒ ¬ψ)⇒ ((¬ψ ⇒ φ)⇒ ψ).
4. ∀xφ(x) ⇒ φ(t | x), если t – такой терм, что подстановка t | x допу-
стима.
5. (∀x(ψ ⇒ φ(x))) ⇒ (ψ ⇒ (∀xφ)), если ψ не содержит свободных
вхождений переменной x.
Аксиомы равенства.
1. x = x.
2. y = z ⇒ t(x1, . . . , xi−1, y, xi+1, . . . , xn) =
= t(x1, . . . , xi−1, z, xi+1, . . . , xn).
3. y = z ⇒ (φ(x1, . . . , xi−1, y, xi+1, . . . , xn) =
= φ(x1, . . . , xi−1, z, xi+1, . . . , xn)), где x1, . . . , xn, y, z – переменные, t – терм,
φ(x1, . . . , xn) – элементарная формула.
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Имеется также два правила вывода.
1. Правило отделения (модус поненс или MP ): из формул φ и φ ⇒ ψ
выводится ψ.
2. Правило обобщения: из формулы φ выводится ∀xφ.
Пусть Σ – совокупность формул и ψ – формула языка L. Последова-
тельность (φ1, . . . , φn) формул языка L называется выводом формулы ψ из
совокупности Σ, если φn = ψ и для любого 1 ≤ i ≤ n выполнено одно из
условий:
1) φi принадлежит Σ или является логической аксиомой;
2) существуют такие 1 ≤ k < j < i, что φj есть (φk ⇒ φi), т. е. φi
получается из φk и φk ⇒ φi по правилу импликации MP ;
3) существует такое 1 ≤ j < i, что φi есть ∀xφi, где x не является
свободной переменной ни для какой формулы из Σ.
Обозначим этот вывод через (φ1, . . . , φn) : Σ ` ψ.
Если существует вывод (φ1, . . . , φn) : Σ ` ψ, то формула ψ называет-
ся выводимой в языке L из множества Σ, а вывод (φ1, . . . , φn) называется
доказательством формулы ψ.
Теория (первого порядка) T в языке L есть по определению некоторое
множество предложений в языке L. Множеством аксиом теории T называется
всякое множество предложений, обладающее теми же самыми следствиями,
что и T .
Если все предметные переменные в формуле связаны квантором, то
формулу называют закрытой.
Напомним, что алгебраической системой называют объект
A = {A,QF , QP}, состоящий из непустого множества A и сигнатуры Σ =
QF ∪ QP , т.е. множества операций QF = {F0, . . . , Fn, . . .}, определенных на
A, и множества предикатов QP = {P0, . . . , Pn, . . .}, заданных на множестве
A.
Определение 3.1. Две алгебраические системы A и B фиксированной
сигнатуры Σ называются элементарно эквивалентными 1-й ступени или,
кратко, элементарно эквивалентными – пишем A ≡ B, если каждая закры-
тая формула 1-й ступени, истинная на одной из этих систем, истинна и на
другой.
Изоморфные системы элементарно эквивалентны, а обратное верно не
всегда. Таким образом, отношение изоморфности алгебраических систем (дру-
гими словами, их равенство в алгебраическом смысле) сильнее отношения
элементарной эквивалентности (их равенство в логическом смысле).
Теперь сформулируем определение языка второго порядка и введём со-
ответствующие понятия.
Язык L2 второго порядка — это совокупность символов, состоящая из
пунктов 1)-8) определения языка первого порядка L, а также 9) счетного
множества предикатных переменных P li .
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Tермы языка L2 определяются следующим образом:
1) предметная переменная есть терм;
2) константный символ есть терм;
3) если Fn — некоторый функциональный символ, а t1, . . . , tn — термы,
то Fn(t1, . . . , tn) — терм;
4) других термов нет.
Таким образом, термы языка L2 совпадают с термами языка L.
Элементарные формулы языка L2 определяются так:
1) если t1 и t2 — термы языка L2, то t1 = t2 — элементарная формула;
2) если P l — предикатная переменная, t1, . . . , tl — термы, то знакосоче-
тание P l(t1, . . . , tl) является элементарной формулой;
3) если Qn — некоторый предикатный символ, а t1, . . . , tn — термы, то
знакосочетание Qn(t1, . . . , tn) — это элементарная формула.
Формулы языка L2 определяются следующим образом:
1) всякая элементарная формула есть формула;
2) если φ и ψ — формулы, x — предметная переменная, то каждое из
знакосочетаний (¬φ), (φ ∧ ψ), (∀xφ) есть формула;
3) если P l — предикатная переменная, φ — формула, то знакосочетание
(∀P l(v1, . . . , vl)φ) является формулой.
4) других формул нет.
Формула 2-й ступени называется закрытой, если все предметные и пре-
дикатные переменные в формуле связаны квантором.
Договоримся о сокращениях (дополнительных к обычным сокращениям
для языка первого порядка):
∃P l(v1, . . . , vl)φ есть сокращение для ¬(∀P l(v1, . . . , vl)(¬φ));
∀P l11 (v1, . . . , vl1) . . . ∀P ln1 (v1, . . . , vln)φ есть сокращение для
(∀P l11 (v1, . . . , vl1)) . . . (∀P ln1 (v1, . . . , vln))φ;
∃P l11 (v1, . . . , vl1) . . . ∃P lnn (v1, . . . , vln)φ есть сокращение для
(∃P l11 (v1, . . . , vl1)) . . . (∃P lnn (v1, . . . , vln))φ.
Введем понятие свободного и связанного вхождения предикатной пере-
менной в формулу языка L2.
1) Все вхождения всех предикатных переменных элементарной форму-
лы являются свободными вхождениями.
2) Всякое свободное (связанное) вхождение переменной P l в формулу
φ является свободным (связанным) вхождением переменной P l в формулы
(¬φ), (φ ∧ ψ) и (ψ ∧ φ).
3) Каково бы ни было вхождение переменной P l в формулу φ, вхож-
дение переменной P l в формулу ∀P l(v1, . . . , vl)φ является связанным. Если
вхождение переменной P l1 в формулу φ свободно (связанно), то таковым же
является вхождение переменной P l−1 в формулы ∀xφ и Pm2 (v1, ..., vm)φ.
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Всякую формулу, свободные предметные и предикатные переменные
которой образуют подмножество множества {x1, . . . , xn, P l11 , . . . , P lkk }, будем
обозначать через φ(x1, . . . , xn, P l11 , . . . , P lkk ).
К обычным логическим аксиомам языка первого порядка добавляется
еще одна чисто логическая аксиома:
6. (∀P n(v1, . . . , vn)(ψ ⇒ φ) ⇒ (ψ ⇒ (∀P n(v1, . . . , vn)φ)), если ψ не со-
держит свободных вхождений переменной P n.
К аксиомам равенства тоже добавляется новая аксиома:
4. (∀P n(v1, . . . , vn)(y = z ⇒ (P n(x1, . . . , xi?1, y, xi+1, . . . , xn)⇔
⇔ P n(x1, . . . , xi?1, z, xi+1, . . . , xn)).
Кроме того, правило вывода по обобщению можно заменить на “из фор-
мулы φ выводится ∀xφ и ∀Pn(v1, . . . , vn)φ”.
Моделью языка второго порядка L2 называется пара U = 〈A, I 〉, состо-
ящая из объекта A (т. е. класса или множества) и какого-либо соответствия
I, относящего каждому предикатному символу Qn некоторое n-местное отно-
шение в A, каждому функциональному символу F n — некоторую n-местную
операцию в A, а каждой константе c — некоторый элемент из A.
Теперь дадим определение выполнимости. Пусть φ— произвольная фор-
мула языка L2, все переменные которой, свободные и связанные, содержатся
среди x1, . . . , xq, P l11 , . . . , P lss , и пусть a1, . . . , aq, b
l1
1 , . . . , b
ls
s — произвольная по-
следовательность, где a1, . . . , aq — элементы множества A, blii ∈ Ali. Мы опре-
деляем предикат φ выполняется на последовательности a1, . . . , aq, bl11 , . . . , blss
в модели U.
1. Значение терма t(x1, . . . , xq, P l11 , . . . , P lss ) на последовательности
a1, . . . , aq, b
l1
1 , . . . , b
ls
s определяется следующим образом (мы обозначаем это
значение через t[a1, . . . , aq, bl11 , . . . , blss ]):
1) если t — это переменная xi, то t[a1, . . . , aq, bl11 , . . . , blss ] = ai;
2) если t — это символ константы c, то t[a1, . . . , aq, bl11 , . . . , blss ] = I(c).
3) если t — это Fm(t1, . . . , tm), где t1(x1, . . . , xq, P l11 , . . . , P lss ), . . . ,
tm(x1, . . . , xq, P
l1
1 , . . . , P
ls
s ) — термы, то t[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ] =
= I(Fm)(〈t1[a1, . . . , aq, bl11 , . . . , blss ], . . . , tm[a1, . . . , aq, bl11 , . . . , blss ]〉).
2. 1) Пусть φ(x1, . . . , xq, P l11 , . . . , P lss ) — элементарная формула вида t1 =
t2, где t1(x1, . . . , xq, P l11 , . . . , P lss ) и t2(x1, . . . , xq, P
l1
1 , . . . , P
ls
s ) – термы. Формула
φ выполняется на элементах a1, . . . , aq, bl11, . . . , blss , если
t1[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ] = t2[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ].
2) Пусть φ(x1, ..., xq, P l11 , ..., P lss ) — элементарная формула вида
Qn(t1, ..., tn), где Qn — n-местный предикатный символ, а
t1(x1, ..., xq, P
l1
1 , ..., P
ls
s ), ..., tn(x1, ..., xq, P
l1
1 , ..., P
ls
s ) — термы. Формула φ вы-
полняется на элементах a1, ..., aq, bl11 , ..., blss , если
〈t1[a1, . . . , aq, bl11 , . . . , blss ], . . . , tn[a1, . . . , aq, bl11 , . . . , blss ]〉 ∈ I(Qn).
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3) Пусть φ(x1, ..., xq, P l11 , ..., P lss ) — элементарная формула вида
P lii (t1, ..., tli),
где t1(x1, ..., xq, P l11 , ..., P lss ), ..., tn(x1, ..., xq, P
l1
1 , ..., P
ls
s ) — термы. Формула φ вы-
полняется на элементах a1, ..., aq, bl11 , ..., blss , если
〈t1[a1, ..., aq, bl11 , ..., blss ], ..., tn[a1, ..., aq, bl11 , ..., blss ]〉 ∈ blii .
3. Пусть φ — формула языка L2, все свободные и связанные переменные
которой содержатся среди x1, . . . , xq, P l11 , . . . , P lss .
1) Если φ имеют вид Θ1∧Θ2, то U |= [a1, . . . , aq, bl11 , . . . , blss ] тогда и только
тогда, когдаU |= Θ1[a1, . . . , aq, bl11 , . . . , blss ] и U |= Θ2[a1, . . . , aq, bl11 , . . . , blss ].
2) Если φ имеет вид ¬Θ, то U |= φ[a1, . . . , aq, bl11 , . . . , blss ] тогда и только
тогда, когда неверно, что U |= [a1, . . . , aq, bl11 , . . . , blss ].
3) Если φ имеет вид ∀xiψ, где i ≤ q, то U |= φ[a1, . . . , aq, bl11 , . . . , blss ] тогда
и только тогда, когда U |= [a1, . . . , ai?1, a, ai+1, . . . , aq, bl11 , . . . , blss ] для любого
a ∈ A.
4) Если φ имеет вид ∀P lii (v1, . . . vli)ψ, где i ≤ s, то
U |= φ[a1, . . . , aq, bl11 , . . . , blss ] тогда и только тогда, когда
U |= ψ[a1, . . . , aq, bl11 , . . . , bli?1i?1 , b, bli+1i+1, . . . , blss ] для любого b ⊂ Ali .
Утверждение о том, что
U |= φ(x1, . . . , xp, P l11 , . . . , P ltt )[a1, . . . , aq, bl11 , . . . , blss ]
зависит только от значений a1, . . . , ap, bl11 , . . . , b
lt
t , где p < q, s < t, звучит
совершенно так же, как и это утверждение для языков и теорий первого
порядка.
Мы будем говорить, что две модели языка второго порядка эквивалент-
ны в языке второго порядка, если для любого предложения этого языка его
истинность в первой модели равносильна его истинности во второй модели
(символически
2≡).
Для алгебраических систем введём следующее определение:
Определение 3.2. Две алгебраические системы A и B фиксированной
сигнатуры Σ называются элементарно эквивалентными 2-й ступени – пи-
шем A
2≡ B, если каждая закрытая формула 2-й ступени, истинная на одной
из этих систем, истинна и на другой.
Существует глубокое различие между свойствами формул, содержащих
связанные предикатные или функциональные переменные, и свойствами фор-
мул, не содержащих таких переменных. Формулы языка второй ступени, не
содержащие связанных предикатных и функциональных переменных, назы-
ваются формулами прикладного исчисления предикатов, сокращенно - фор-
мулами ПИП или ПИП-формулами. ПИП-формула, не содержащая функци-
ональных переменных, называется формулой узкого исчисления предикатов
или формулой УИП.
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4 Теоретико-модельное соответствие Мальцева
для линейных групп и колец
Соответствие Мальцева между алгебраическими системами установле-
но, если элементарная эквивалентность 1-й ступени этих алгебраических си-
стем переносится на их кольца коэффициентов.
Кольцом Ли Λ(R) = (R,+, ·) будем называть кольцо, в котором опера-
ция умножения антикоммутативна и удовлетворяет тождеству Якоби.
Следующие теоремы для логики языка первого порядка решены в [2],
[3] соответственно:
Теорема 4.1 (Видела). Пусть K,S - ассоциативные кольца с едини-
цами и n ≥ 3. Тогда:
NT (n, S) ≡ NT (n,K)⇔ S ≡ K.
Теорема 4.2. Пусть K,S - ассоциативные кольца с единицами и
n > 4. Тогда каждая из элементарных эквивалентностей Λ(NT (n,K)) ≡
Λ(NT (n, S)), UT (n,K) ≡ UT (n, S) равносильна существованию централь-
ных идемпотентов f в K и g в S таких, что fK ≡ gS, (1 − f)K ≡
[(1− g)S]op.
Из теоремы 4.1 следует, что для колец NT (n,K) (n ≥ 3) над ассоциа-
тивными кольцами с единицей мальцевское соответствие установлено. Одна-
ко, исходя из теоремы 4.2, для унитреугольных групп UT (n,K) и колец Ли,
ассоциированных с NT (n,K) мальцевское соответствие нарушается.
Вопрос о выполнимости соответствия Мальцева естественно возникает
и для языка 2-й ступени. В частности, следующий вопрос: Верно ли, что если
NT (n, S)
2≡ NT (n,K), то S 2≡ K?




1 , если xai − aix = 0
0 , если xai − aix 6=0
Рассмотрим формулу ϕ = ∀Pi∀xPi(x).
Теорема 4.3. ПустьK – ассоциативное, но не коммутативное кольцо
с единицей. Тогда существует формула ϕ такая, что NT (n,K) |= ϕ, но
K 6|= ϕ.
Доказательство. Интерпретируем в K константы a1, a2, . . . таким об-
разом, чтобы хотя бы один элемент не лежал в центре. ТогдаK 6|= ∀Pi∀xPi(x).
Интерпретируем в NT (n,K) константы a1, a2, . . . следующим образом:
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ai =
 0 · · · 0... . . . ...
ai · · · 0

Тогда NT (n,K) |= ∀Pi∀xPi(x).
Таким образом, мальцевское соответствие для колец NT (n,K) наруша-
ется в ассоциативном случае.
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Заключение
Наше исследование показало, что предтабличная модальная логика PT1
и все ее расширения структурно полны, а логики PT2 и PT5 и все ее рас-
ширения, за исключением σ(PC) и Fork не являются структурно полными.
В качестве следствия мы установили структурную полноту суперинтуицио-
нистской логики LC и всех ее расширений.
Также выявлено, что мальцевское соответствие для
NT (n,K) нарушается в ассоциативном случае в языке второго порядка, т.е.
элементарная эквивалентность 2-й ступени колец NT (n,K) над ассоциатив-
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