Abstmcr-The process of separating a color signal into illumination and surface reflectance components is a fundamental issue in color reproduction and constancy. This color-signal separation can be carried out by minimizing the error in the least squares fit of the product of the illumination and the surface spectral reflectance to the actual color signal. Moreover, when taking in account the physical realizability constraints on both the surface reflectance and illumination, the feasible solutions to the nonlinear least-squares problem should satisfy a number of linear inequalities. Four distinct novel optimization algorithms are presented to employ these constraints to minimize the nonlinear least squares fitting error. The first approach, which is based on Ritter's superlinear convergent method, provides a computationally superior algorithm to find the minimum solution to the nonlinear least-squares error problem subject to linear inequality constraints. Unfortunately, this gradient-lie algorithm may sometimes be trapped at a local minimum or become unstable when the parameters involved in the algorithm are not tuned properly. The remaining three methods are based on the stable and promising global minimizer called simulated annealing. The annealing algorithm can always find the global minimum solution with probability one, but its convergence is extremely slow. To tackle this difficulty, a cost-effective variableseparable formulation based on the concept of Golub and Pereyra is adopted to reduce the nonlinear least-squares problem to be a small-scale nonlinear least-squares problem whose solution state space is less than that of the original space. It will be shown that the computational burden is reduced by an order of magnitude. The computational efficiency can be further improved when the original Boltzman generating distribution of the classical annealing is replaced by the Cauchy distribution. Finally, a number of test samples are conducted to verify the effectiveness of the proposed methods.
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I. INTRODUCTION
HE spectral power distribution of the ambient light and T the surface spectral reflectance of objects in a still image are the two primary physical factors that influence the color appearance of the objects in the image. The information obtained during image acquisition and display of a synthetic image is called the color signal. The term color signal will be used to describe the spectral power distribution of the light arriving at the recording device or the human eye. In a natural scene, the color signal is generally computed as the product of the spectral power distribution of the light incident on an object and the surface reflectance of that object. Manuscript received July 10, 1992; revised October 11, 1993 . This work was supported in part by the National Science Council, R.O.C., under Grant NSC-8144.04-E-009427. The associate editor coordinating the review of this paper and approving it for publication was Dr. Frederick Mintzer.
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[n the analysis of color images, the perceived surface color descriptors in the acquired image are determined by the color signal. More precisely, the recovery of color descriptors is always recognized as extracting the underlying surface spectral reflectance and ambient light spectral power distribution from the color signal. The knowledge of surface spectral reflectance can improve color reproduction to render the scene's color best.
Wandell [l] and Maloney [2] proposed a method of recovering both surface reflectance and illumination that requires solving a set of equations based on the receptor values from several regions of different colors. Recently, Ho et al. [3] showed that the method has several primary limitations. One of them is that Wandell's system cannot capture the richness of surface color with the information of the lower dimensionality. 'To extract the illumination and surface reflectance with higher dimensionality, it requires a sampling of the entire (visible) color-signal spectrum. In [3] and [4] , the spectral information of color signal can be derived from the chromatic aberration inherent in lens systems. Once the sampled color signal has been determined, the process of dividing it into one component due to the illumination and the second due to the reflectance is executed by minimizing a nonlinear least-square error between the sampled color signal and the product of both illumination and reflectance.
Ho et al. [3] showed that this nonlinear least-squares solution provides a good fit to illumination and surface reflectance individually. More precisely, their separation algorithm derives least squares approximations to the actual illumination and reflectance based on Judd's [5] and Cohen's [6] finitedimensional linear models, respectively. The error bound of each approximation is dependent on the accuracy of both linear models. The correct color signal separation is achieved when both the finite-dimensional models describe illumination and reflectance exactly, but the primary limitation of their method is that the recovered components may violate the physical constraints. For example, the recovery procedure may give rise to estimates of the surface reflectance functions that are not physically realizable, that is, that contain negative values of surface reflectivity. In this paper, a constrained nonlinear least squares formulation is introduced by taking into account the physical constraints on both illumination and reflectance. Section I1 shows that these constraints can be mathematically expressed as a number of linear inequalities. A computationally superior algorithm based on the concept of Ritter's superlinearly convergent method [ 151 is applied to find the minimum solution subject to linear inequality constraints and without computation of second-order derivatives. More details will be discussed in Section III. Unfortunately, this gradient-like algorithm sometimes may become trapped in a local minima. Moreover, it becomes unstable when the parameters involved in the algorithm are not tuned properly.
In constrast to the superlinearly convergent method, a method based on simulated annealing [20] can reduce the possibility of being trapped in a local minima. The annealing algorithm is a stochastic optimization algorithm derived from Monte Carlo methods in statistical mechanics. Corana et al. [26] showed that the convergence with probability one sense to a global minimum is provable. To implement the simulated annealing algorithm for the problem of separating the color signal successfully, it requires generating the interior points belonging to a convex polytope with a uniform distribution. This can be achieved by using the hit-and-run algorithm [12] . The algorithm chooses the current interior point on the line segment connecting the two hitpoints that are the intersections between the boundary of the convex polytope and a line formed by the previous interior point and a random direction vector. Moreover, it guarantees that the generated random sequence of interior points has the limiting uniform distribution.
Undoubtedly, the linearly constrained simulated annealing can be utilized to find the global minimum solution over the convex polytope whose dimensionality is proportional to the total number of weighting coefficients corresponding to both the linear models. It can be shown that the convergence of the annealing algorithm becomes extemely slow when the dimensionality grows larger. To improve the computational efficiency, a variable-separable formulation based on Golub and Pereyra [ll] is adopted to reduce the nonlinear least-squares problem to a small-scale nonlinear least squares problem. This can divide the solution state space of the specific annealing algorithm into a small-scale state space. A new cost function known as the variable projection functional is introduced and defined in the small-scale solution state space. Here, a minimum point defined in this variable projection functional is obtained by the same annealing algorithm on its associated state space whose dimensionality is smaller. According to Theorem 2 in Section V, once the minimum solution to the variable projection functional has been obtained, the minimum point to the original problem is determined. It will be shown that the variable-separable formulation can reduce the computational burden of the original annealing algorithm by an order of magnitude. At the end of Section V, we will discuss the fast simulated annealing [29] whose generating probability distribution is a Cauchy distribution instead of the original Boltzman distribution. The computational efficiency is further improved. Finally, a number of illustrated examples, experimental results, and comparisons will be discussed in the last section.
can be identified as solving an unconstrained nonlinear least squares. Unfortunately, their method cannot guarantee that both the recovered components satisfy the physical constraints. The resultant illuminant and reflectance will become infeasible when they violate their corresponding physical constraints.
To overcome this difficulty, our formulation includes the consideration of physical constraints. In a natural scene, the color signal is generally computed as the product of the spectral power distribution of the light incident on an object and the surface reflectance. Ho et al. [3] proposed a method to derive the spectral information of color signal from chromatic aberration. The color signal spectra can also be estimated In general, finitedimensional models will not repesent the spectral power distribution of illuminant and the surface spectral reflectance exactly, although they should approximate them. Cohen [6] and Maloney [2] showed that the surface spectral reflectance curve of natural objects are usually reasonably smooth and continuous over the feasible spectrum (400-700 nm). Many experiments on empirical surface spectral reflectance show that most of them can be modeled by a finite-dimensional linear representation using only a few basis functions. For example, Cohen [6] found that over 99% of the variance of the spectral reflectance functions of the Munsell chips can be expressed using only three principal components. This analysis has been confirmed and extended by Maloney where s j ( X ) is the jth basis function, pj is its associated positiondependent coefficient, and n = 3. For simplicity, we neglect the position-dependent index p and obtain n S(X) % CPj.j(X).
(2) j = 1
Consider approximating the spectral power distribution of light. Judd et al. [5] reported that nearly all of the variations in the spectral power distribution of natural daylight can be described using a linear model consisting of three terms. This was confirmed in the later studies by Satri and Das as well as Maloney [2] . In addition, Maloney [2] has shown that the principal components that describe the observed variations in daylight also describe the variations across another class of light source: the blackbody radiators. In addition, it is assumed that the ambient light remains constant over the scene. This implies that the illuminant is independent of the location in an array. From these results, the spectral power distributions of lights can be characterized as
where ei(X) is the ith basis function, a; is its associated coefficient, and m = 3.
Hence, the color signal I ( X ) at a position in a sensory array can be expressed as a linear combination of m x n functionals. functionals dij (A) form a linearly independent set.
It should be noted that all the m x n(= 9) product-pair
B. Nonlinear Least Squares Problems with Linear Inequality Constraints
Determining the illuminant and surface spectral reflectance can be described as the attempt to select their corresponding coefficients a; and /?j of linear models that "ize the metric between ?e given actual color signal I ( X ) and the unknown model I ( X ) formed by the product of linear models of both E(X) and S(X) over the visible spectrum. N k=l multiplicative scaling factor. To do so, the illuminant function E(X) is suggested to be normaked such that a1 = 1. Then, we have unique solution for all a; and P j . In other words, the unique derivation of the best estimated illuminant and reflectance is guaranteed except for a scaling factor applied to normalize a 1 to 1. Unfortunately, the desired feasible solution be obtained by minimizing the metric of (5) directly. Since the surface reflectance function S(X) have the property that their values fall between zero and one, these reflectance weighting coefficients P j should satisfy the constraint of boundedness and belong to the feasible reflectance coefficient set \k = Similarly, the feasible region for the illumination is found to be In many cases, the systems of inequalities (7.a) and (7.b) used to define Qi and 9 may not be the simplest, and it may be possible to find the other systems having fewer inequalities while defining the same feasible solution sets Qi and 9. A system of linear inequalities can be simplified by eliminating the redundant inequalities. This leads to a new equivalent system having the same number of variables but fewer inequalities. These redundent inequalities that are deleted from a system without changing its set of feasible solutions can be expressed as a linear combination of the others. Methods to eliminate such constraints have been proposed by many researchers. Most of them are based on the simple? method [17] . For ease of notation, both C and A defined in Qi and 3 are still used to represent the nonredundant inequalities that are deduced from the original inequalities.
C . Accuracy of the Nonlinear Least-Squares Solutions
This section discusses the accuracy of the nonlinear least squares solutions to the color signal separation problem. Ho et al.
[3] introduced the following theorem to describe how the coefficients a; and pj representing the best fits to a color signal I( A) and obtained by solving the constrained nonlinear least squares problem provide a good fit to E(X) and S(X) individually. In other words, the error bound of the fit to each of both E(X) and S(A) is proportional to the errors involved in fitting illuminant and surface reflectance separately with the finite-dimensional model. The details are discussed in the following theorem.
Theorem 1 so that a best fit is provided for the color signal:
If all the product-pair functions ei(X)sj(X), 1 5 i I m, 1 2 j 5 n are linearly independent, then there exist constants C and D such that and Qi = Qi (al=l .
Theorem 1 implies that the modelling errors of the linear models to both E(A) and S(X) based on the coefficients z i and y; tend to zero when the spectral power distribution of the illuminant and the surface spectral reflectance are exactly represented by the finite-dimensional linear models. Otherwise, these modeling errors are bounded by the weighted sums of the error bounds for linear model approximations to both E and S. Note that theorem 1 is valid if the illuminant involved in the given color signal I( A) is normalized. Throughout this paper, we assume that both I( A) and E( A) are normalized such that their a1's are identical to unity. In the next section, we will provide an systematic approach to obtain these optimal coefficients xi and yj.
SUPERLINEARLY CONVERGENT MINIMIZATION FORMULATION
Ritter [15] proposed an extension of the superlinearly convergent method for minimization problems with linear inequality constraints that is suitable for the implementation of the color signal separation optimization problem. It can be applied under the same general assumptions as any method of steepest descent, even if the superlinear convergence assumptions [ 151 are not satisfied. The general assumptions of steepest descent methods are recognized such that cost function F(u) should be twice continuously differentiable over a convex region. Under these fairly general assumptions, the algorithm generates a sequence of points that converges near-superlinearly to a minimizer of F ( u ) without computation of secondorder derivatives. Certainly, the superlinear convergence is achieved when the stringent assumptions on the second-order derivatives [ 151 are satisfied.
To implement the color signal separation problem, the constrained nonlinear least-squares of (6) . . . , d~) is meant to be the N x N diagonal matrix whose
By comparing (18.a) and (18.b), we observe that there is a definite symmetry (i.e., that these equations are similar but not quite identical in form). In fact, this symmetry leads to a property of duality between these two expressions.
The strategy of the superlinearly convergent method is based on the following gradient-like iterative algorithm of the form
where aj and vj are the adjustable scalar step size and direction vector of descent, respectively, and j is the index of iteration.
A method for selecting the suitable aj and uj in order to minimize F(u) over the convex polytope U is discussed in
[29], particularly as the algorithm is applied to color signal separation. In other words, the sequence {uj} generated by (19) converges to U*, minimizing F ( u ) .
Ritter's superlinearly convergent method is proven as a computationally superior algorithm of finding the minimum points over a convex polytope. Unfortunately, this gradientlike algorithm sometimes will end up in a local minimum. The effect is that the algorithm appears to stop searching for the better minimum point. In the next section, we shall present one method for reducing the possibility of falling into a local minimum. That method is called simulated annealing because of its strong analogy to the physical annealing process done to metals and other substances. Kirkpatrik et al. [20] first recognized a strong analogy between physical annealing and solving large combinatorial optimization problems. In simulated annealing, the possible solutions of a combinatorial optimization problem are analogous to the states of a physical system, the cost of a given solution is analogous to the energy of a given state, and the control parameter T, is analogous to the temperature of a heat bath. The annealing algorithm has been successfully applied to a variety of hard optimization problems in operational research [23], source coding [24] , and image processing [25] .
An instance of a combinatorial optimization problem [26] can be formalized as a pair (U, F), where the solution stare space U denotes the finite set of possible solutions, and the costfunction F is a mapping defined as F : U 3 92. Hence, the goal of combinatorial minimization is to find the solution %,t E U such that F ( W ,~~) 5 F(uj) for all uj E U. This goal may be achieved by using the following proposed simulated annealing algorithm. Simulated annealing is a smart random search technique that is often more efficient than an exhaustive search yet more robust than gradient descent. Its behavior is controlled by an externally specified parameter, which is usually called effective temperature T,, with the same unit as the cost function. When T, is relatively large compared with the maximum value of the cost functon, simulated annealing explores the entire solution space using a uniformly generated random uj with cost F(uj)) to the proposed state (state U with cost T, gets smaller, this undirected exploration changes. When T, is small enough, simulated anneahg becomes a descent with a uniform random distribution perturbation, which is a transition from the current state (state Corana [26] showed that the convergence to the global minima is provable with probability one sense.
In the following procedure, it is observed that there are two
Step 4: [cooling Schedule] T,(t + 1) = dT,(t) t = t + l END Do-Block of Step 1 It should be mentioned that the condition of reaching an equilibrium point at the nth iteration can be determined by the following equations:
(21) nested loops involved in the simulated annealing algorithm.
cn -en-1
The outer one will be terminated when T, reaches the lowest I cn I<( effective temperature. In addition, the inner loop stops if the equilibrium condition [211 is satisfied. Moreover, Hajek [22] indicates that a cooling schedule process used to control the decrement of T, would provide the conditions to ensure where ( is a specific criterion, and C,, is given by Simulated Annealing Procedure where naccept is the number of acceptions. The last problem remaining to be solved is a criterion that will terminate the outer loop and decide when the lowest temperature (or the global minimum) has been reached. Since the estimate of the lowest temperature is hard to find, the easiest way consists of stopping when the cost function has not significantly changed over a reasonable amount of temperature steps [21] . Specifically, the cost function value F(w) is recorded in the current equilibrium point ut immediately before each temperature reduction from T ( t ) to T(t+l). When each cycle at temperature T ( t) is made, the search is stopped if (24) where A is a termination criterion, and NA is the number of temperature reductions to test for termination. A and N A are the parameters that control the termination test. N A has been kept equal to 5: a value found in exhaustive tests continuous optimization [28] . A is a classical "termination
Step 2: [Start the procedure to reach the equilibrium point] test" of optimization algorithms, and its value depends on the particular problem. In our opinion, a good pratice is to set A to a very low value (say 10-1 -and observe at the temperature at which there is no further improvement: This will be the appropriate value of the lowest temperature.
Step 0:
The initial effective temperature T, is chosen so that the initial transition-acceptance ratio is very high [23] . Skiscim [21] suggested that the initial temperature can be chosen a value greater than the maximal cost function by an order of magnitude.
Randomly generate an initial state uo in the feasible solution state space U.
Step 1 
B. Method of Generating the Interior Points of a Polytope
The hit-and-run algorithm is the attractive method used to generate a random sequence of interior points whose limiting distribution is uniform. The process of finding a new feasible interior point is done on the basis of searching in the direction of a random vector U, from the current point (or feasible solution state) uj and then choosing a new interior point C uniformly on the line segment between the two hitpoints, i.e., the points where the line uj + 7u, intersects the boundary of U and 7 is any real scalar number and is known as the the line parameter. It is shown that the random direction vector U, can be generated by both the hypersphere direction algorithm [ 121 and coordinate direction method [ 121. In the hypersphere direction algorithm, the direction vector is drawn from a uniform distribution on a hypersphere. The coordinate direction method generates one of the unit coordinate vectors or their negation with equal probability as the direction vector. Berbee et al. [12] showed that the coordinate direction method is the computationally superior algorithm in generating the random direction vectors. The algorithm consists of the following steps:
Algorithm HAR ( H i d n d -U u n )
Step 0: [Initialization] Step 1: [Direction Vector] i) Given an interior point uj.
Generate a direction vector U, with equal probablity from one of (m + n) coordinate vectors and their opposite vectors
Step 2 iii) -y-= maxl<i54~+2{7i 17; < 0}, where UT and bi is the ith row and ith entry of A and b, respectively, and -yi is the line parameter for the ath constraint aTu 5 bi.
Step 3: [New Interior Point] i) Generate t 9 from a uniform distribution on [0, 13
ii) k t 6 = uj + [r-+ 0(7+ -7-)]ur
Step 4: [Output and Terminate] It is known that the computational complexity of calculations involved in simulated annealing algorithm is in proportion to the exponential of the dimensionality of its associated state space. Hence, the convergence of annealing algorithm becomes extremely slow while the dimensionality grows larger. To tackle this undesired effect, one of the possible methods is to divide the large-scale state space into several small-scale state spaces. Each of them can be performed in an efficient way individually. As a consequence, the subresults derived from these small-scale problems can then be combined in order to yield a result that is identical to that of the original problem. To achieve this goal, we adopt a method proposed by Golub and Pereyra [ 111. They showed that the nonlinear least squares problem can be reduced to be a small-scale nonlinear least squares problem when their variables are separable. More detail about this method will be discussed in the next section.
V. A VARIABLE-SEPARABLE NONLINEAR LEAST SQUARES APPROACH
A general nonlinear least squares problem is conducted to apply the least squareSAfit techniques to the nonlinear models ~( a , 8 , A ) , w h e r e Q €~~! R n a n d 8 € Q C_!R"areunknown parameter vectors to be determined, and A is the independent variable. More precisely, given the data (Ak,l(Ak)). k = Comparing (29) and (4), it can be found that our nonlinear least squares formulation for color signal separation is indeed a variable separable problem. It yields 
Lemma3:
The N x n matrix M ( a ) has constant rank
and 6llk is a set of feasible vectors a belonging to @ subject to the constraint region Q.
Since E ( a ) is a diagonal matrix with nonzero entries on its main diagonal and of full rank for Q E R, it is easily proven that the rank of M ( Q ) is identical to that of So.
In order to perform the variable separable problem, a new objective functional of a is required and given by
&(a) = [If-M ( a ) M + ( a ) l y (34) where M + ( a ) is a pseudoinverse of M ( a ) .
This new functional is called the variable projection functional. For y y given a, the minimal least squares solution to where z and y are arbitrary vectors, and ( is any scalar number. Using this, we obtain
M(a)B
where dA = dcM(v,). It can be shown that these new parameters can make the interior points fall in the region @I*.
B . Fast Simulated Annealing
The cooling schedule is critical to the performance of the annealing algorithm. For a given random process, cooling at too fast at rate will likely "freeze" in a nonglobal minimium. Cooling at a too slow rate, while reaching the desired minimum, is a waste of computational resources. Since the classical simulated annealing is derived from the Boltzman random process, it has been proven [22] that the cooling schedule is inversely proportional to the logarithm of t in order to guarantee convergence to the global minimum, where t is the index of the outer loop of annealing algorithm. This relatively slow convergence is due to the bounded variance of the Boltzman process that constrains the neighborhood of the successive samples. On the other hand, Szu [29] proposed a method based on Cauchy random process whose variance is infinite. The Cauchy distribution has the same general shape as the Boltzman distribution but does not fall off as sharply at large energies. The implication is that the Cauchy annealing may occasionally take a rather large jump out of a local minimum. The advantage of this approach is that the global minimum can be reached with much shorter annealing schedule. For the Cauchy annealing, the temperature should follow the inverse of t:
where To is the initial temperature, and t denotes the index (or "time") of outer loop.
VI. SIMULATION RJSULTS
To verify the effectiveness of the proposed optimization techniques and compare them with the Ho et al. data as basis functions for spectral power distribution of ambient light. According to Theorem 1, it is shown that any separation algorithm is valid when both the color signal and illuminant are assumed to be normalized. As an example, Fig. 1 illustrates a normalized color signal that has been constructed from the surface spectral reflectance of Krinov's sample 54 multiplied by the normalized Judd's spectrum for 4800' K correlated color temperature daylight. The Krinov's sample 54 is a standard image of "river valley meadow." This normalized color signal is sampled at 10-nm intervals from 400 to 650 nm. After performing any separation algorithm on the given sampled color signal, we would like to evaluate the performance of the algorithm by examining the root mean-square error formed by the square of the difference between the actual color signal and model's approximation of it in a normalization sense. This error is identical to the square root of (5), i.e., E E S d m . While reaching the minimum point, tkS m i n a , g d m = 4 a , B) la=z,g=y-Additionally, we still need to measure 7 e errors in the individual fits to the illumination and surface spectral reflectance based on the optimal values z and y. Both the errors are assumed to be in a relative and normalization sense and defined as and (
57)
Practically, the variable 01 in our simulation is always set to be constant and identical to one. Meanwhile, this does not have any influence on the optimization formulation discussed above. Hence, the dimensionality of the entire solution space is reduced to only five. For the variableseparable formulation, the dimensionality of solution space equals two. It is believed that the computational complexity Fig. 1 are denoted by "1," "2," "3," "4," "5," and "6," respectively.
can then be decreased significantly. Two typical cases of input color signals shown in Fig. 1 and Fig. 4 are conducted to demonstrate the performance of those optimization techniques and are described below. The color signal shown in Fig. 4 and of particular interest is constructed from Krinov reflectance sample 162 illuminated by 4800'K daylight. Ho et al. [3] showed that it is the worst case for their separation algorithm. The superlinearly convergent algorithm is applied to the color signal separation with initial point U = 0. The parameters involved in the algorithm are set to be x = 0.6, -y = 7' = 0 . 5~1 0 -~, m ' = 1O2,m0 = 104,7-= 104,and6 = 0.24.
In addition, the related sequences are assigned to be m j = the normalized color signal shown in Fig. 1 proceeds iterately and stops at a minimum point U* = (a~,a~,Pi,P~,/3~))T = (-0.4390,3.0114,0.0248,0.0282, -0.0093)T with €Es = 2.9911. As shown in Table I , the algorithm results in an minimum point that is almost identical to that of the other three methods and has the fastest convergence rate. According to Lemma 2, this point is regarded as the global minimum, but it may fall into a local minimum point (= (-0.3389,29.6217,0.0163,0.0818, -0.0472)T) and produces the larger error = 12.8755 when the input normalized color signal is the second case shown in Fig. 4 . Moreover, it should be mentioned that the superlinearly convergent algorithm will become unstable and be, trapped in a undesired point when those parameters and sequences involved in the algorithm are not chosen properly.
The remaining three methods are derived from a stochastic annealing-like optimization technique in statistical mechanics. The annealing algorithm has been shown as the most promising global minimizer applied to a variety of hard optimization problems successfully. In constrast to the superlinearly convergent method, the global convergence m l -2 3 , 7. ---y + 3, 7; = 7' + 3. The algorithm applied to of the annealing algorithm is less sensitive to variation in parameters and is always guaranteed. The first approach uses the annealing algorithm to find the global minimum solutions of the typical two cases over a 5-D convex polytope since a1 = 1. The initial temperature is chosen to be a very high value that is greater than the maximal value of d(a,f3)(maxQ,gd(a,/?) = 0(105)) by anorderofmagnitude, i.e., Te(0) = lo6 and reduction factor .9 = 0.98, respectively. The algorithm will be terminated at a very low value of T,(= 1.05 x lo-') and yield the global minimum points To eliminate this unfairly slow convergence, a cost-effective and robust approach based on the concept of variable-separable formulation is proposed to reduce the dimensionality of its solution space and improve its efficiency. The simulated annealing is applied to finding the minimum value of variable project functional d 2 ( a ) over a(= $I*> of dimension two.
The initial temperature and reduction factors are set to be 103 and 0.98, respectively, since max, &(a) = o(102). It is found in Table I that the computation times for both cases have been improved by an order of magnitude and in proportion to I d s. Moreover, Table I shows that the minimum points obtained from variable-separable formulation for both cases are almost identical to that of the first approach but with a fast convergence rate. To improve the computational efficiency further, one may use fast simulated annealing instead of the classical annealing algorithm to find the global minimum paint of the variable projection functional. As shown in Table I , the convergence rate of the fast simulated annealing for both cases is m m fast than twice that of the classical annealing algorithm, but it results in the same solution as the classical one. On performing the generation of interior paints belonging to R during the execution of the annealing algorithm, the process of finding the line parameters of the nanlinear constraint functions defined in (43.a) and (43.b) is worthy of being observed. For the case of input color signal shown in Fig. 1 for FVSM, respectively. It is seen that these three annealingbased separation algorithms yield the results better than those obtained from Ho and SCM. Fig. 3 shows Judd's 4800'K daylight spectrum derived from the normalized color signal shown in Fig. 1, along physically realiable illumination and surface reflectance from a given color signal. For ease of performing color-signal separation, the formulation should be parameterized according to the finite-dimensional linear approximate models. Thus, the process of separating a color signal is then reformulated as finding the optimal coefficients involved in those linear models subject to a number of feasibility constraints. The optimal solution can be carrier out by the superlinearly convergent method in the fastest convergence rate, but Table I shows that the superlinearly convergent method may be trapped in a local minimum. Hence, a promising global minimizer known as the annealing algorithm is presented and reduces the possibility of falling into the local minimum. Unfortunately, its convergence is extremely slow. Here, we have developed a cost-effective procedure based on the concept of variable separability, which leads to.the same global minimum and has a reasonable convergence rate. The superiority of variable-separability comes from the fact that it reduces the dimensionality of solution space. Actually, the computational efficiency is further improved by the fast simulated annealing incorporated with the variable-separable method. Computer simulation shows that the computation time of the cost-effective method is between those derived from the superlinearly convergence method and the original annealing algorithm. His current research insterests are in the area of HDTV color signal processing, fuzzy set theory and applications, and neural networks.
