The Dynamic Mode Decomposition (DMD)-a popular method for performing Koopman spectral analysis in numerous application areas-processes snapshot measurements sampled from a time-evolving system to extract dynamically meaningful spatio-temporal descriptions of the underlying process. Often times, DMD descriptions can be used for predictive purposes as well, which enables informed decision-making based on DMD model-forecasts. Despite its widespread use and utility, DMD regularly fails to yield accurate dynamical descriptions when the measured snapshot data are even slightly imprecise due to, e.g., sensor noise. Here, we express DMD as a two-stage algorithm in order to isolate a source of systematic error. We show that DMD's first stage, a subspace projection step, systematically introduces bias errors by processing snapshots asymmetrically. In order to remove this systematic error, we propose utilizing an augmented snapshot matrix in a subspace projection step, as in problems of total least-squares, in order to account for the error present in all snapshots. The resulting unbiased and noise-robust total DMD (TDMD) formulation reduces to standard DMD in the absence of snapshot errors, while the two-stage perspective generalizes the de-biasing framework to other related methods as well. Several examples of TDMD's superior performance over standard DMD are presented, including in numerical and experimental studies of fluid flow over a cylinder.
Introduction
Dynamical systems-mathematical representations of a system's time-evolution-are of great importance and utility in the natural, social, and applied sciences, as they can provide a means of describing-and, therefore, better understanding-complex phenomena. Often times, dynamical models can also be used in a predictive manner, to forecast the future behavior of a particular system, from which actionable decisions can be made. Still, reliable and insightful models can be difficult to formulate in the context of nonlinear systems, such as fluid flows, which can exhibit complex behaviors on a broad range of spatial and temporal scales. For instance, while fluid flows can be described mathematically from first-principles physics-based modeling (e.g., the NavierStokes equations), such models often lack closed-form solutions; although numerical solutions can be sought, significant computational resources may be demanded, which can make analysis and prediction unwieldy and impractical. Even in instances for which a numerical solution can be reasonably computed, the resulting data-on their own-will not necessarily provide useful insight into the underlying characteristics of the fluid flow evolution. Furthermore, for many dynamical systems, first-principles modeling can be prohibitively challenging due to the sheer scale and complexity of the system dynamics; in such instances, the best recourse may be to determine a model from empirical data collected through system observations (i.e., a data-driven approach).
In an effort to address these modeling challenges, the dynamic mode decomposition (DMD) was developed in the fluid mechanics community as an equation-free data-driven technique capable of extracting dynamically relevant spatial structures and associated temporal characteristics (i.e., growth/decay rates and oscillation frequencies) from snapshot observations (e.g., pressure, velocity, vorticity) sampled from a fluid flow [1, 2] . It was shown in [3] that DMD approximates the Koopman operator [4] , an infinite-dimensional linear operator that describes the evolution of a nonlinear dynamical system by its action on observables (defined precisely in the next section). One may then study the dynamics of a nonlinear system using the spectral properties of this linear operator [5] : for instance, von Neumann used this perspective in his celebrated proof of the mean ergodic theorem [6] . Owing to its applicability in modeling nonlinear systems and to its demonstrated success in analyzing complex fluid flows, DMD has gained increasing popularity in fluid mechanics and beyond. For instance, DMD has been utilized in the fields of epidemiology [7] , medicine [8] , neuroscience [9] , power systems [10, 11, 12] , robotics [13, 14] , sustainable buildings [10, 15] , and video processing [16] .
Despite increasing adoption as a modeling and analysis tool, the adverse influence of measurement errors on DMD's performance and reliability remains under-appreciated. For instance, the signal-to-noise ratio of the observed snapshot data can significantly alter the growth/decay rates predicted by DMD [17] -an obvious problem for studies that rely upon DMD to identify and distinguish between stable and unstable spatial modes. Numerous other studies have also encountered DMD's sensitivity to measurement errors (e.g., sensor noise), which has led to a host of approaches aimed at mitigating noise-related effects via various forms of rank-reduction, ensemble averaging, cross-validation, and windowing [2, 18, 19, 20, 21, 22, 23, 24, 25] . As we will show, although these techniques provide a means of uniquely determining a DMD realization, the resulting analysis will be subject to systematic bias errors when the measured snapshot data are inexact due to sensor noise or other effects. By viewing DMD as a "best-fit" least-squares/minimum-norm operator determined from measured snapshot data, we establish that the same sources of noise-induced bias arising in standard least-squares problems-extensively studied in statistics and numerical analysis [26, 27, 28, 29, 30, 31] -will also plague DMD.
In this manuscript, we address the issue of noise-induced bias by focusing on the DMD algorithm directly. We show that the currently used formulation of DMD accounts for errors in only some of the snapshots, whereas measurement noise typically influences all snapshots. Invariably, accounting for noise in only a subset of the data will lead to biases, since doing so amounts to treating the remaining data as exact. To arrive at an unbiased result, we propose a total-least-squares/error-invariables formulation of DMD, such that errors in all the data are considered.
In order to develop an unbiased noise-robust method, we rewrite DMD as a two-step procedure: (1) a subspace projection step and (2) an operator identification step. In this form, it becomes simple to show that the subspace identification step introduces a systematic error in existing DMD algorithms when the snapshot data are inexact due to sensor noise and other factors. We propose a slight modification to the conventional subspace identification step, based on an augmented snap-shot matrix, in order to remove the source of bias that is systematically introduced into current formulations of DMD. The resulting noise-robust total DMD (TDMD) framework reduces to the standard DMD algorithm when the measured snapshots are without error. Moreover, based on the two-step analysis developed here, the de-biasing procedure is trivially generalizable to other DMD-like algorithms that appeal to Koopman spectral analysis, such as optimal mode decomposition [23] , streaming DMD [25] , sparsity-promoting DMD [32] , and extended DMD [33, 34] ; in such cases, the "operator identification" step is to be replaced by the dynamical analysis algorithm of choice.
As we will show, even with imprecise snapshot measurements, TDMD successfully converges to the "exact" spectra for a simple linear system and for numerically simulated flow over a cylinder. Furthermore, TDMD outperforms standard DMD by reducing noise in the spatial modes identified from experimental particle image velocimetry (PIV) data associated with flow over a cylinder in a water channel. We note that while the current study addresses Koopman spectral analysis in the context of measurement noise, an insightful discussion of Koopman spectral analysis for systems exhibiting process noise can be found in [35] . Ultimately, TDMD provides a systematic framework for conducting unbiased Koopman spectral analysis in applied settings, which will be essential for modeling complex systems and extracting credible dynamical descriptions from measured data.
An Unbiased Formulation of DMD
Consider a dynamical system given by x → f (x), where x ∈ X is the state variable. This evolution law can be expressed in terms of the evolution of an appropriate set of scalar-valued functions of state-space g : X → C, known as observables. From this perspective, it is useful to consider the Koopman operator K, an infinite-dimensional linear operator that maps observables to corresponding observables one step in the future: Kg(x) = g(f (x)) [4, 36] . The utility here rests in the fact that the dynamics of the nonlinear map f can be determined completely from the linear Koopman operator.
In recent years, analyzing practical systems via the spectral properties of the Koopman operator (i.e., the eigenvalues, modes, and eigenfunctions of K) has been made possible by means of DMDlike methods [3, 10, 33, 37] , in which one approximates the Koopman operator from data obtained from experiments or simulations, without explicit knowledge of the map f . In these methods, one considers a vector of observables u : X → C n (typically R n , in practice) evaluated at specific values x k ∈ X and their images f (x k ), for k = 1, . . . , m, and seeks a linear relationship between them:
where A ∈ R n×n . More specifically, the data consist of pairs of snapshots u(x k ), u(f (x k )), which may be obtained from an experiment, for instance, by taking measurements at two consecutive times. Using the formalism in [18] , these snapshots are stored in the n × m matrices
and from (1), one seeks a matrix A that satisfies
In DMD, A is given by the least-squares/minimum-norm solution to (3):
where X + denotes the Moore-Penrose pseudoinverse of X. It is shown in [18, 33] that, under certain conditions on the data and observables, the eigenvalues of A correspond to eigenvalues of the Koopman operator K, and Koopman eigenfunctions and modes may be found from A as well. In other words, the methodology above provides a means for conducting Koopman spectral analysis of dynamical systems directly from snapshot data.
The above discussion on connections between DMD and the Koopman operator focuses on the underconstrained case with "perfect" snapshot data, in which (3) is satisfied exactly, and (4) gives the minimum-norm solution. Indeed, this case is common in many situations with exact snapshot data: For instance, it holds whenever the columns of X (the snapshots) are linearly independent.
Here, we are interested in applying Koopman spectral analysis in practical contexts with imperfect and noisy snapshot data; as such, we are primarily interested in the overconstrained case, in which we have more snapshots than observables (m > n). In this case, (4) represents the least-squares solution min
where · F denotes the Frobenius norm. (Note that, if the minimizing A is not unique, then (4) selects the solution of minimum norm.) Now, assume the data measurements are corrupted by some noise, which we do not know. One interpretation of (5) is then to view ∆Y as the "noise"; DMD then finds a linear relationship between the snapshots X and the "noise-free" snapshots Y + ∆Y . With this interpretation, it is apparent that the snapshots in X and Y are treated asymmetrically: if we account for noise in the measurements Y , then it seems one should also account for noise in the measurements X and solve the total-least-squares problem
This is the central idea we propose here. We shall see that treating X and Y asymmetrically, as in (5), introduces a bias in the eigenvalues of A, even in the context of noisy snapshot data; in contrast, if we account for noise in both X and Y as in (6) , then the bias is removed. In fact, as shown in [38, 39] , under certain assumptions on the data and provided that an exact linear relationship (3) between snapshots exists in the noise-free case, then, in the presence of noise, the total-least-squares solution converges to the exact solution as the number of snapshots tends to infinity, whereas the least-squares solution does not. In order to solve the total-least-squares problem (6), we appeal to a projection operator perspective, as in [26, 28, 29] . Note that (3) may be written equivalently as X * A * = Y * , where * denotes Hermitian transpose. Then, the least-squares solution may be obtained by projecting onto the range of X * . Writing this projection as P X * (and noting that orthogonal projections are self-adjoint), we see the least-squares solution A ls satisfies
(Of course, XP X * = X, but we leave the projection in (7) for analogy with the total-least-squares case discussed below.) It is clear that the DMD solution (4) satisfies this relation, noting that
Hence, when the usual DMD algorithm is applied to overconstrained data, one may interpret it as first performing the projections
and then finding the minimum-norm solution ofȲ = AX. An analogous approach can be used to solve the total-least-squares problem (6) . First, construct the augmented snapshot matrix
and let Z n denote the best rank-n approximation of Z (in the Frobenius norm). Then, the solution A tls of (6) satisfies
where P Z * n denotes the projection onto the range of Z * n : This may be found from the singular value decomposition of Z, as shown in Step 1 of the algorithm outlined below. The solution of the total-least-squares problem may thus be obtained by first projecting the datā
and then finding the minimum-norm solution ofȲ = AX. Both the least-squares and the total-least-squares solution approaches described above amount to a single two-stage procedure consisting of (1) a subspace projection step, followed by (2) an operator identification step, distinguished from one another by the details of the subspace projection step. That is, in the least-squares formulation (8) , only the Y matrix is "corrected" to account for noise, and the correction (projection) depends only on X; in the total-least-squares formulation (11), both X and Y are "corrected," and the projection depends on both X and Y . We shall see in the next section that the former approach introduces a bias in the eigenvalues of A when noise is present, while the latter approach does not.
It is worth noting that, if the data matrices do satisfy Y = AX exactly for some A (i.e., if the data are "noise free"), thenX = X andȲ = Y , for both (8) and (11) . (To see this, note that if Y = AX, then R(Y * ) ⊂ R(X * ), and hence R(Z * ) = R(X * ), which has dimension at most n.
In other words, in the absence of noise, both methods are equivalent.
The least-squares and total-least-squares problems (5) and (6) arise when the original problem (3) is overconstrained, with m > n. However, another common case is when we expect the dynamics to evolve on a low-dimensional subspace, say of dimension r < n. In such instances, an underconstrained problem, with n > m, can be interpreted as an overconstrained problem when viewed on the low-dimensional subspace, provided that r < m. The usual approach in this situation is to determine a suitable low-dimensional subspace from the data, for instance using principal component analysis, to project the snapshots onto this subspace, and then to proceed with (4), where X and Y now contain the projected snapshots [2] . In the context of the total-least-squares problem, this approach may prove unsatisfactory, since a subspace determined from X or Y alone may retain traces of the noise contamination. Instead, the best r-dimensional subspace ought to be determined from a truncated SVD of the augmented snapshot matrix Z, as described below.
Finally, we emphasize that in expressing total-least-squares DMD as a two-step process, the subspace projection step (11) can be interpreted as a "pre-processing" step to be used for de-biasing any DMD-like algorithm. Thus, the method may be used with standard implementations of, for example, optimal mode decomposition [23] , streaming DMD [25] , sparsity promoting DMD [32] , or extended DMD [33, 34] . For instance, the de-biased algorithm for standard DMD [18] proceeds as follows:
1. Compute the singular value decomposition Z = U ΣV * , and retain the first n columns of V , denoting them V n . Note that P Z * n = V n V * n .
2. Project the snapshot matrices, calculatingX = XV n V * n andȲ = Y V n V * n .
3. Calculate the reduced singular value decompositionX =ŪΣV * .
4. Determine the DMD matrixÃ dmd =Ū * ȲVΣ−1 , which is related to the full DMD operator A dmd =ŪÃ dmdŪ * .
5. The DMD eigenvalues λ i are eigenvalues ofÃ dmd , and the corresponding DMD modes are ϕ i =Ū w i , whereÃ dmd w i = λ i w i .
6. If desired, calculate the associated frequency and growth rate for mode i, as f i = ∠λ i /(2πδt) and g i = log |λ i |/δt, where δt refers to the time-shift between snapshots stored in X and Y .
(Note that if the dynamics are expected to evolve on an r-dimensional subspace with r < n, replace n with r everywhere in the algorithm above.) To distinguish the unbiased formulation from standard DMD in the remainder of the manuscript, we refer to this noise-robust framework as total DMD (TDMD), owing to its relationship with total least-squares. In the following sections, we demonstrate the effectiveness of TDMD on a series of large-scale dynamical systems with noise-contaminated snapshot data.
DMD on a linear system
In order to highlight the ability of TDMD to yield unbiased approximations and correctly distinguish between stable/unstable modes in the context of noisy data, we consider a "toy problem" for which the exact solution is known: a low-dimensional linear system with a large number of noisy observables. In particular, we consider the state-space X = C 2 , with dynamics given by (x 1 , x 2 ) → (λ 1 x 1 , λ 2 x 2 ), with (λ 1 , λ 2 ) = (1.02e 0.1i , 1.04e 0.3i ). The observable is a randomly chosen linear transformation from C 2 to C 250 . Snapshots are corrupted by additive circularly symmetric complexvalued Gaussian noise (∆X, ∆Y ) ∼ CN (0, 0.05). Both standard and total DMD are performed on m = {100, 200, 500} snapshot pairs. In order to maintain a consistent signal-to-noise ratio between datasets in this comparison, we construct the snapshot data matrices by concatenating {5, 10, 25} ensemble runs of 20 snapshots each, with each individual run initialized from a different state. Each method is repeated for 200 independent noise-realizations of the data, and the resulting spectra are compared in Figure 1 . Even with a subspace projection to the known dimension of the underlying dynamics (r = 2), standard DMD yields a biased determination of the growth/decay characteristics; in fact, in all the cases considered, standard DMD erroneously classifies both of the unstable modes as stable and decaying! The frequencies identified by standard DMD possess a degree of bias as well. This example highlights the pitfalls with previously employed "noise-mitigation" procedures such as ensemble averaging or cross-validation; DMD possesses bias in an expected value sense, so while such methods will reduce the variance, they will not remove the bias error. In contrast, the unbiased TDMD formulation quickly converges to the correct spectrum, in an expected value sense, also with a decreasing variance as the number of collected snapshots increases; TDMD correctly classifies the modes as stable/unstable and predicts the associated frequencies correctly as well. As such, commonly employed noise-mitigation techniques (e.g., ensemble averaging, cross-validation) can be applied with confidence in the TDMD setting.
DMD on numerically simulated flow over a cylinder
While the demonstration of TDMD on a linear toy system showcases the advantages of the unbiased formulation over standard DMD in the simplest of cases, TDMD outperforms standard DMD in the analysis of more complex systems as well. We establish the reliability of TDMD in the context of fluid flows by considering the canonical problem of flow past at a cylinder. Here, the Reynolds number considered is Re := U ∞ D/ν=100, where U ∞ is the flow speed, D the cylinder diameter, and ν the kinematic viscosity of the fluid. Vorticity data, as reported in [25] , generated via direct numerical fluids simulations (DNS) and sampled at a rate of f s = 100Hz (δt = 0.01s) are considered in this demonstration to ensure full control over (synthetic) measurement noise. To establish a baseline set of "true" DMD eigenvalues and modes, standard DMD is first applied to the set of "exact" snapshots (i.e., no noise corruption). Next, the effect of measurement noise is considered by adding zero-mean Gaussian sensor noise (∆X, ∆Y ) ∼ N (0, 0.001) to the exact data (X,Ȳ ). The effect of the number of snapshots m is also studied by concatenating the original dataset (n = 59 501, m = 116) with additional noise realizations based on the original data sequence; here, cases with m = {116, 232, 464} are considered. The rank-reduction level r = 21 is determined by seeking to retain over 99% of the energy content based on the SVD of the noise corrupted data stored in X. As the number of snapshots is increased, TDMD converges to the "true" spectrum more quickly than standard DMD (c.f., Figure 2 ).
DMD on experimentally measured flow over a cylinder
TDMD's ability to extract the correct spectrum from synthetically corrupted numerical data garners trust for its use as a reliable method for fluid flow analysis; however, the assumptions of additive Gaussian measurement noise considered in our numerical study may be overly idealized. A more compelling demonstration of TDMD's utility for unbiased dynamical systems analysis can be made by working with real-world data collected from a physical experiment. As such, we again consider flow over a cylinder (Re = 413), but now based on vorticity snapshots measured using particle image velocimetry (PIV) in a water channel sampled at a rate of f s = 20Hz (δt = 0.05s). The snapshot data (n = 10 800, m = 8 000) are identical to those used in [25, 40] , with experimental details outlined in [40] . DMD and TDMD spectra, based on rank-reduction levels r = {10, 15, 20}, are presented in Figure 3 ; these truncation levels correspond, respectively, to retaining 91%, 94%, and 95% of energy content based on an SVD of X. Ignoring the base flow, the dominant modes extracted via TDMD (r = 10) are almost purely oscillatory (i.e., eigenvalues have approximately unit magnitude), while all but one of the modes identified by standard DMD are decaying. Of course, in steady-state, the cylinder wake at Re = 413 should primarily be characterized by limit cycle oscillations, due to the self-sustained vortex shedding in the wake; however, decaying modes can also be expected as a result of disturbances that push the dynamics off the limit cycle. Increasing the subspace dimension r does not significantly modify the dominant eigenvalues predicted by either method; however, increasing r does enable both methods to extract additional modes. In The spectrum predicted by TDMD (triangles) reveals more non-decaying modes than indicated by standard DMD (circles), which is characteristic of sustained vortex shedding in the wake. Varying the subspace dimensions as r = {10, 15, 20} does not significantly alter the dominant modes identified by either method; rather, increasing the subspace dimension only extracts additional dynamics, most of which will decay over time.
the case of standard DMD, all of these additional modes are decaying, while TDMD identifies several additional approximately non-decaying modes for r = 20. Based on these observations, TDMD seems to outperform standard DMD in extracting the expected dynamical characteristics of the system. Moreover, from visual inspection, the spatial modes determined by TDMD are much "cleaner" and "less noisy" than those computed by standard DMD (c.f., Figure 4 ).
Concluding Discussion
By representing DMD as a two-stage process, we have identified an asymmetric treatment of snapshot data in standard formulations of DMD. As a result, we have isolated the source of noise-induced error in DMD that has previously been observed and reported in the literature. Importantly, our determination of this error as a systematically introduced bias indicates that commonly employed approaches to "de-noising," while reducing the variance in the resulting DMD analysis, will inevitably yield biased results; the systematic introduction of bias errors cannot be removed by various methods for averaging and cross-validation. Instead, we propose forming an augmented snapshot matrix (9)-as in problems of total least squares-in order to account for the errors present in all of the available data during the subspace projection step; in doing so, one removes the systematic introduction of error and arrives at an unbiased formulation of DMD. The de-biasing procedure trivially generalizes to other DMD-like algorithms as well; one need only apply the subspace projection step as formulated here, and then replace the "operator identification" step by the algorithm of choice (e.g., optimal mode decomposition [23] , streaming DMD [25] , sparsity-promoting DMD [32] , or extended DMD [33, 34] ). The availability of an unbiased DMD framework will be essential to performing valid data-driven Koopman spectral analysis in practical real-world contexts with imperfect snapshot measurements. By invoking the two-stage TDMD framework, Koopman operator descriptions of a dynamical system determined from experimental data can be regarded with greater confidence, which will ultimately enable more accurate dynamical descriptions of complex time-evolving systems. Moreover, forecasts of future system behavior from TDMD models will be more representative than those based on standard DMD models, since TDMD models will be able to ascertain the correct trends from past data, even when the data are noisy or imprecise.
