Abstract-The accuracy and execution speed of a force controlled contour-following task is limited if the shape of the workpiece is unknown. This is even more true when the workpiece contour contains corners. This paper shows how a hybrid vision/force control approach at corners in planar-contour following results in a more accurate and faster task execution. The vision system is used to measure online the contour and to watch out for corners. The edge is correctly located by compensating the compliance of the tool/camera setup which affects the contour measurement. A simple corner-detection algorithm is presented. Once a corner is detected, the finite-state controller is activated to take the corner in the best conditions. Experimental results are presented to validate the approach.
I. INTRODUCTION

I
N PLANAR force-controlled contour following, the robot is holding a tool while following the contour of a workpiece. When pose and shape of the workpiece are unknown, a force sensor may be used to modify, or even generate, the tool trajectory online. The execution speed of the task, however, is limited in order to prevent loss of contact, or excessive contact forces, especially at corners (or at places of high curvature). This paper 1 shows how a combined vision/force approach is used to improve the control of the robot at corners in a contour following task (with respect to a pure force feedback controlled task). While maintaining the force controlled contact, the controller keeps the camera, also mounted on the robot end effector, over the contour. The camera models the contour online and watches out for corners. If a corner is detected, a finite-state control is activated to successfully round the corner.
The approach presented in this paper can be applied to all actions that scan surfaces along planar paths with a rotationally symmetric tool: cleaning, polishing … It is especially useful for one-off tasks in which accurate positioning or calibration of the workpiece is costly or impossible. The authors are with the Deptartment of Mechanical Engineering, Katholieke Universiteit Leuven, B-3001 Heverlee, Belgium (e-mail: johan.baeten@iwt. khlim.be; joris.deschutter@mech.kuleuven.ac.be).
Publisher Item Identifier S 1083-4435(02)05516-3. 1 Which is a revised and extended version of [2] .
A. Vision System
The camera is mounted on the end effector ahead of the force sensor with the optical axis normal to the object plane (as shown in Fig. 1 ). Mounting the camera in this way, results in local images, normally free from occlusion and in a controllable camera position. The image feature of interest is placed on the optical axis (center of the image) by visual servoing, 2 which makes the feature measurement less sensitive to calibration errors or distortions in the camera/lens system.
Since the camera is looking ahead, the delay times in the image capture and processing can be compensated. Hence, they will not affect the stability of the vision control loops. On the one hand, since the contour to be followed mostly lies vertically in the image, the image can be scanned a few lines ahead of its center, proportional to the current camera motion, in order to compensate for the effect of the image delay on the visual servoing action. On the other hand, when vision-based feedforward is added to the tool trajectory control, the correct (in advance measured and logged) visual information about the desired tool position in the next (instead of the current) control cycle 3 is preferably used. This compensates for the effect of the control cycle delay.
For the combined vision/force contour following, as presented in this paper, the camera needs to be calibrated with respect to the robot end effector. After all, with the camera looking ahead and not seeing the actual contact point, 4 calibration is essential to match the vision information to the contact situation at hand. Due to the calibration, the vision algorithms too will benefit from the combined vision/force setup. If the relative position of camera and force sensor is known and if the (calibrated) tool is in contact with the object, the depth from the image to the object plane is known. Hence, the 3-D position of the image feature can be computed easily (with mono vision). This makes the adopted approach position-based [11] .
The calibration of camera pose (position and orientation) and intrinsic camera parameters, such as focal length, lens distortion and center of image according to a pinhole model is adapted from [19] . But only one fixed feature is used, which is first measured by pointing to it with the robot and afterwards observed from about 80 different (robot and, therefore) camera positions. 
B. Related Work
As in [4] , [6] , and [7] , the force-controlled contour following task is based on the task frame formalism, distinguishing our work from visual servoing such as [8] and [11] : no identification of the vision Jacobian or optical flow are necessary.
Unlike previously reported hybrid position/force control with force sensor and camera [10] , [15] , [16] , [21] , our work uses an end effecter mounted camera, rather than a fixed one. We do, however, need a calibrated camera (pose and intrinsic camera parameters). Only workpiece and environment may be fully uncalibrated.
On the other hand, many researchers reported vision-based feedforward control. However, in contrast to this work, they mostly use offline generated models e.g., [5] or partially known paths or workpieces e.g., [13] .
[3] already dealt with the problem of keeping a continuous, curved contour in the camera field of view in addition to maintaining and even improving the force controlled contact. The present work, on the other hand, focuses on the used edge/corner detection algorithm and force-tracking control while taking a sharp corner. Fig. 1 (b) gives the global experimental setup defining the tool (or task), the camera and the robot end effector frames. They are denoted by the preceding subscripts , , and , respectively. Fig. 1 (a) shows the pinhole perspective view model. is the focal length of the camera lens.
C. Notation
is the distance along the direction between the camera frame, located at the optical center of the lens and the (contour in the) object plane.
The following notations are used: is a frame attached to object . Superscripts , , and refer to contour, offset contour, and corrected offset contour respectively; is a homogeneous transformation from frame to frame .
, , and are distances in [mm] except when used with subscript , which denotes a parameter expressed in pixels. If used as subscript , , and indicate the direction only. is an angle or rotation (rad) (around the axis if not indicated otherwise).
[ 
D. Overview of the Paper
Section II describes the vision algorithms used for edge measurement and corner detection. Section III gives the basics of the control approach, based on a finite state machine and the hybrid control structure. Section IV describes the experimental setup and presents the experimental results. Finally, Section V summarizes the major conclusions and contributions.
II. EDGE AND CORNER DETECTION
A. Edge Measurement
The image processing algorithm 5 determines the absolute position of the desired tool center path, in several steps. Fig. 2 gives an overview of these steps.
First an infinite symmetric exponential filter (ISEF), proposed by [18] as an optimal linear operator for step-edge detection, extracts local contour points ( ) in the image space [pixels] . This operator works on a row or column of gray values. It combines an infinite smoothing filter, which efficiently suppresses noise, with a differential operator. At the maximum of the first derivative, the zero crossing of the second derivative is determined by interpolation. This locates the edge position. The accuracy of the edge detection is in the order of 1/3 of a pixel. Once a starting point on the contour is found, a narrowed search window is applied (which tracks the contour) to make the scanning of the next contour points more robust and faster. In total, nine contour points are extracted lying symmetrically around the center (horizontal line) of the image, yielding the data set with and (
The total least squares solution of
then determines the position (pixels) and orientation (rad) of the contour in the image. Fig. 3 gives an example of these contour parameters.
Next, the position (mm) of the contour with respect to the center of the camera frame is calculated according to the perspective view pinhole model with the distance (mm) between camera frame and object plane (which is negative), 6 the focal length (mm) of the lens, and the pixel dimension (mm/pixel). The orientation does not change when expressed in the camera frame so . The parameters and represent the relative pose used in a visual servoing direction (loop in Fig. 5 ). The contour now yields the frame , with origin at the contour, axis normal and axis tangent to the contour (4) This position is offset, normal to the contour, by the tool radius (12.5 mm), to give : the position of (one point on) the offset contour (still expressed in the camera frame) (5) Then, the relative frame position is transformed to absolute coordinates. This is based on the transformation from camera to end effector frame , which is determined by calibration and further depends on the forward kinematics of the robot (from end effector to absolute coordinates as a function of the robot joint coordinates ) (6) 6 z is fixed and known since the calibrated tool is in contact with the object. Finally, this single measurement is corrected to account for the deformation of the tool and the robot under the current contact forces. This correction is based on a linear spring model with stiffness . It shifts the contour position to the corrected offset contour according to (7) with the normal force and the (orientation of the) tangent in the (current) contact point. The value of is experimentally determined.
From each image one measurement of the contour (represented by the frame ) is taken and logged. Together these measurements represent the desired path to be followed by the tool center.
B. Corner Detection
The corner detection algorithm is based on the first step of the contour measurement and is only valid for the presented planar contour case (with the image plane parallel to the object plane).
If there is a sudden jump 7 in coordinates of the extracted contour points or if there is a faulty scan due to the absence of an edge, the scan window is shifted and rotated as shown in Fig. 4 . The image is scanned again. If there are no errors (sudden jump, no edge …) in the new contour measurement then the orientation of the newly found contour is compared to the orientation of the previously logged contour. A corner is identified if the difference in orientation exceeds a given threshold. The position of the corner then easily follows from the intersection of two lines. The exact location of the corner, however, is updated afterwards, when the optical axis of the vision systems is again positioned over the contour (as it was before the corner occurred) in which case the contour measurement is more accurate.
Finally, the corner position is offset by the tool radius. This offset corner is the starting point of the tool path around the corner, as shown in Fig. 10 .
In order to be able to detect successive corners with this simple algorithm, the distance between successive corners has to exceed the distance between camera and tool center. Hence, in the case of a slender terminal part with thickness smaller than the distance between camera and tool, an improved algorithm or other techniques have to be used.
III. CONTROL
A. Hybrid Vision/Force Control
The task frame (TF), an orthogonal frame related to the task, is introduced by Mason [14] (as 'compliance frame') and since used by many researchers [4] , [7] , [9] to define hybrid (position/force) tasks. Our work [1] and [3] , like that of Hirzinger et al. [12] , extends the task frame formalism to incorporate visual servoing as well as force control. Fig. 5 gives the hybrid-control structure. An external Cartesian (velocity) space control using vision and force sensing is implemented around the low level servo controlled robot. The task description specifies the desired actions for each task frame direction, 8 by dividing the control space in vision, force, tracking, and velocity directions, indicated by , , , and , respectively. To any direction feedforward ( ) may be added. The global control, thus, consists of the sum of all commanded velocities for each TF direction.
For the sake of completeness, Fig. 6 shows the inner servo control loop enclosed by the "robot with joint controller"-block of Fig. 5 . The actual fusion of all control actions is, as mentioned, velocity-based and emerges when the instantaneous (Cartesian) motion of the TF, defined by the total of the commanded velocities in 3-D ( ), is recalculated to the required joint angle control. To this end, the TF velocity vector is first recalculated to absolute end effector velocities and then transformed into the desired joint velocities, using the inverse robot Jacobian for the current robot position as shown in Fig. 6 . The joint velocities determine the desired joint positions and are also used as feedforward velocities in the joint-control loops for each axis of the robot. The final output of the robot is the absolute world Cartesian pose of the task frame (based on the physical forward kinematic structure of the robot end effector and the relation of the task frame to the robot end effector).
The Cartesian control loop, keeps the contour in the camera field of view, while maintaining a constant normal contact force. The camera is positioned by rotating the end effector around its last revolute axis, proportional to the visually measured relative pose. This action does not change the pose of the TF, nor the actual contact situation, when a rotationally symmetric tool is used. Hence, for the given setup, the task consists of force control normal to the contour (axis in Fig. 1, control loop in Fig. 5 ), velocity control tangent to the contour ( , ), tracking control around the tool axis ( , ), and visual servoing around the last revolute joint axis ( , ). [3] describes this control in full detail and explains how additional feedforward control significantly improves the force controlled task, e.g., when following a continuous, curved contour.
At this point, we briefly describe (1) the force control and (2) the tracking control. Table I gives a summary of all control actions with respective control laws. More details on the control actions are given in [3] .
1) The proportional force control law yields (8) with and indicating measured and desired (normal) force, respectively, the tool stiffness, and the control gain [1/s!].
2) Tracking on the other hand is performed in two steps being (a) the identification and (b) the control. 2.a) Fig. 7 illustrates the tracking error identification. Moving the task frame in the direction with a velocity , causes a change in contact force due to the orientation error . To maintain the contact force (in the direction), the task frame moves toward the contour with a velocity according (8) . The orientation error is thus identified from (9) Hence, if the direction lies tangent to the contour, the orientation error is equal to zero. 2.b) The corresponding tracking control, which has to eliminate the tracking error , is (10) distinguish parameters for force, vision, and tracking directions respectively.
B. Finite-State Control
On top of the Cartesian-(velocity) space control, the sequencer and/or planner performs the overall control as shown in Fig. 8 . It determines setpoints, monitors transition conditions and adapts the control parameters for the different control states. The finite state machine, shown in Fig. 9 represents these different control states.
When a corner is detected, the tool slows down to a fixed velocity. At this point the end effector will have to turn very fast (without changing the tangent direction in which the tool is moving) to keep the camera over the contour: an action that is limited by the maximum allowed velocity and/or acceleration of the robot. During this transition motion the robot dynamics play an important role and the contour measurement is not very accurate (and, hence, preferably not used).
Once the tool (center) reaches the corner, the corner is taken at constant velocity while adapting the tangent direction (of the tool) by feedforward to follow the desired arc-shaped path. The desired angular feedforward velocity is (11) with the tangent velocity of the end effector (or tool), the tool radius, the normal contact force, and the tool stiffness. Due to the compliance of the tool, the axes of end effector and tool frames do not coincide. At the corner the end effector makes a sharper turn than the tool. The radius of this turn is smaller than the tool radius by a distance . This explains (11) .
After the corner is taken, the (tangent) velocity will gradually build up and the controller returns to the normal operation state. Fig. 10 gives an example which matches the desired path to the different control states. Some control specifications are given.
IV. EXPERIMENTS
First, the experimental setup is described briefly. Then the results are presented.
A. Experimental setup
The experimental setup consists of a KUKA 361 robot, with a SCHUNK force sensor together with an eye-in-hand SONY CCD XC77 camera with 6.15 mm lens. The CCD camera consists of 756 by 581 square pixels with 0.011 mm pixel width, from which however only a noninterlaced subimage of 64 by 128 pixels in 256 gray levels is used.
Instead of the commercial controller, our own software environment COMRADE [20] is used. The robot controller and force acquisition are running on a (obsolete) T801 transputer board at the maximum achievable control frequency of 100 Hz. In view of this fairly low-control frequency, the good experimental results only emphasize once more the potential of the used sensor-based control. The image processing and the calculation of the camera position control signals and feedforward are implemented on a TI-C40 DSP unit, with frame grabber and transputer link. The image processing and computations are limited by the noninterlaced frame rate of 25 Hz. Since the robot controller and image acquisition rates differ, the robot controller uses the most recent vision signals four times in a row.
The force probe is about 220 mm long with stiffness N mm. The distance between tool center point and optical axis is 55 mm. The camera is placed about 100 mm above the workpiece resulting in a camera resolution of about 5.6 pixel/mm. The camera setup has a stiffness N mm. Fig. 11 gives an overview of the setup.
B. Results
This section presents results of two experiments. As a basis of comparison, the first experiment measures the contact forces while following an unknown contour with a corner of 90 , without using any vision information. Fig. 12 gives the results (with desired contact force set to 30 N). In this case, contact is lost or excessive contact forces occur if the velocity is too high. The maximum allowable velocity is 10 mm/s.
The second experiment implements the hybrid vision/force control and described finite-state controller and image processing when following the same contour. Figs. 13-15 give the results.
The top of Fig. 13 shows the normal force versus arc length for the second experiment. The contour is successfully tracked without major changes in (normal) contact force. Only at the corner itself, the contact force is slightly smaller than desired due to imperfect corner measurement and nonmodeled nonlinear deformations of tool and robot wrist. The bottom of Fig. 13 gives the tangent velocity versus arc length. For the second experiment, the normal operation velocity is set to 50 mm/s, reducing the overall execution time with respect to the first experiment as shown in the comparative time plot of Fig. 14 . Fig. 15 shows the different measured and calculated paths. The corner is detected correctly and this information is used to adapt the execution speed and to set the tool path at the corner. The proper feedforward control at the corner results in the arc shaped paths (for both end effector and actual tool), shown in the figure.
The blow-up of Fig. 15 clearly indicates the need to compensate the camera setup compliance in the contour measurement, according to (7) . Although the used test object consists of straight edges, the measured contour just after the corner is not a straight line. This is caused by the changing contact situation. As the tool rounds the corner, the direction of the contact forces changes over 90 and so does the deformation of the camera setup. Compensating this deformation results in the correct contour, which is (known to be) a straight edge! In order to get a good match between actual and desired 9 tool path, the tool path also needs to be corrected. Due to the compliance of the tool, the measured tool path lies more inward than the actual tool path as shown in Fig. 15 . The compliance (or stiffness) of the tool, however, is different from the compliance of the camera setup.
With variations up to 10% on the estimated compliance values (with the same physical setup), the task quality will not degrade. What's more, for the given experiments the exact compliance is never accurately known, since rotating the end effector already causes a change up to 10% in the compliance due to changing wrist and tool deformations.
As the first experiment shows the corner can be rounded even without feedforward, provided the tangent velocity is not too high. Therefore, if the compliance estimations are completely wrong, causing a wrongly detected corner position, the task still benefits from the combined setup. After all, the occurrence of 9 Which is calculated by the vision system. the corner still activates the finite-state controller, hereby decreasing the approach velocity in order to successfully round the corner (however with less quality). Obviously, the feedback control will have to compensate any wrongly introduced feedforward. Nevertheless, the used hybrid position/force approach is not suitable for a completely stiff (tool/object) contact situation. In the case of a rigid contact the control signal should be directly a torque for each robot motor. 10 V. CONCLUSION This paper presents a hybrid vision/force control approach at corners in planar contour following. The vision system is used to measure online the contour and to watch out for corners. Vision and force fusion is realized based on the combination of commanded velocities in the task frame. Incorporating the camera-tool deformation, caused by the contact force at hand, in the measurements enables an accurate edge localization. A simple algorithm is implemented to detect corners in the path 10 Torque control, however, constitutes a completely different control approach, demanding better control capabilities, which would exceed our hardware limitations.
ahead. Once a corner is detected, the finite-state controller is activated to round the corner in the best conditions resulting in a more accurate and faster task execution. The experimental results validate the used approach.
