ABSTRACT Current object detection techniques have difficulties in detecting small objects and a low level of accuracy in detecting occluded objects. To solve these problems, this paper proposes an object detection framework named FFAN which is based on Faster R-CNN that introduces a feature fusion network and an adversary occlusion network into the structure. The feature fusion network combines a feature map of low resolution and high semantic information with a feature map of high resolution and low semantic information using the deconvolution operation to increase the ability to extract low-level features in the network. FFAN then generates a single advanced feature map with high resolution and high semantic information which is used to predict the detection of small objects in the image more effectively. The adversary occlusion network creates occlusion on a deep feature map of the object, and generates an adversary training sample that is difficult for the detector to discriminate. At the same time, the detector classifies accurately the generated occluded adversary samples by self-learning. The two compete with and learn from each other to further improve the performance of the algorithm. We train FFAN on the PASCAL VOC 2007, PASCAL VOC 2012, MS COCO and KITTI datasets. A number of quantitative and qualitative experiments show that FFAN achieves a state-of-the-art detection accuracy.
I. INTRODUCTION
In recent years, with the rapid development of deep neural networks, object detection technology based on deep learning has also made great progress. At present, mainstream deep learning based object detection algorithms can be divided into two main categories. One includes two-stage detection algorithms, which divide the detection problem into two stages [1] - [5] . In the first stage, a region proposal generation network is added to the deep convolutional neural network to generate a series of high-quality proposals. In the second stage, sub-networks are designed by region to classify and return these proposals. The advantage of the two-stage detection algorithm is that it has high detection accuracy and has achieved good results on several challenging benchmark datasets. The second category includes one-stage detection algorithms, which do not require the region proposal
The associate editor coordinating the review of this article and approving it for publication was Jinjia Zhou. stage but detect objects by dense sampling at fixed positions, scales, and aspect ratios [6] , [7] . The main advantage of the one-stage detection algorithm is high computational efficiency. Although mainstream object detection algorithms have achieved good detection results for large and mediumsized objects, small objects and some partially occluded objects always produce poor detection results.
In order to detect small objects accurately, different methods have been used to construct feature pyramid networks that replace image pyramid networks, such as FPN [8] and M2Det [9] . These object detection algorithms for feature pyramid networks have achieved good results. However, they also have certain limitations: each layer of the feature pyramid network must be processed, which not only significantly increases the memory consumption of the model, but also reduces its detection efficiency.
An additional problem is how to detect accurately an object with partial occlusion. The current solution is to collect large-scale datasets that are partially occluded under different conditions and to use these datasets to train a final model with object invariance. However, this is not a suitable solution as instances of some partially occluded objects are relatively small, and the probability of their occurrence in large datasets is correspondingly small. Recently, a number of methods have been used to generate a variety of images [14] - [22] , and a collection of partially occluded object instances can also be generated by Generative Adversarial Networks (GAN), which can generate realistic images. However, this is not a reliable solution because generating these images requires a large number of similar training samples. To solve the problem of the poor detection results for small objects, and to provide a way of generating samples with different occlusions instead of generating the pixels directly, this paper designs a new object detection framework named FFAN which is based on Faster R-CNN [4] that introduces a feature fusion network into the structure and also includes an adversary occlusion network that creates occlusion on the deep feature map of an object after the multilayer feature is fused in order to improve the detection accuracy of a partially occluded object.
II. RELATED WORK
Object detection is an important research topic in the field of computer vision. Its purpose is to use a bounding box to locate and classify each object. Researchers have exerted much effort into improving the accuracy of object detection, and recent research has focused on the following three directions.
The first direction involves changing the structure of the network [23] - [25] . The main idea is to use a deeper network, which not only improves the classification accuracy, but also improves the detection accuracy.
The second direction involves the use of the multiscale information inherent in a deep convolution network together with the context semantic information to improve object detection accuracy [8] , [38] , [26] . This method detects the object from the feature layer extracted from the intrinsic layer in the network, and uses only a single-scale image. The memory and computational cost required by this method is significantly reduced, and this method can be easily modified and embedded into the most advanced deep neural network.
The third direction involves the better use of the data sets themselves to improve the detection accuracy [5] , [27] - [29] . It is now widely accepted that larger and better data sets can lead to better object detection results, so the purpose of this method is to explore how to better utilize existing data sets to improve object detection accuracy.
This paper combines the approach of the second and third directions by making full use of the multiscale information and context semantic information inherent in a deep convolutional network, and making better use of the training data to improve object detection accuracy. We first construct a feature fusion network, which uses the deconvolution operation to combine low resolution and high semantic information feature maps with high resolution and low semantic information multilayer feature maps. This increases the ability to extract low-level features in the network and enriches the semantic information of the first few layers. The goal here is to generate a single advanced feature map with high resolution and high semantic information for making predictions. This article does not attempt to train the model by screening for better data, but instead attempts to generate samples that are difficult to detect and classify on the network. Specifically, the adversary network is trained, and the adversary samples are generated by occluding the feature maps after extracting the features spatially, and generating occlusions that cause network misclassification. On the one hand, by occluding the feature map to generate an adversary sample that makes it difficult for the detector to discriminate, the number of training samples is increased without expanding the training dataset; on the other hand, the detector can learn the generated content by self-learning to classify accurately the occluded adversary samples. Consequently, the two compete with and learn from each other, which can effectively improve the accuracy of object detection.
In summary, this paper makes the following contributions:
(1) This paper proposes a Feature Fusion Network (FFN) based on Faster R-CNN, which uses the deconvolution operation to perform multilayer feature fusion, and constructs a single advanced feature map with high resolution and high semantic information, allowing the FFAN algorithm to detect small objects in the image effectively. (2) To improve the detection accuracy of partially occluded objects without increasing the number of training samples, and to improve the performance of the detector, this paper proposes an Adversary Occlusion Network (AON) which enables mutual competition between the algorithms by means of adversary learning. (3) To achieve state-of-the-art detection accuracy, FFAN is trained and tested on the general object detection datasets PASCAL VOC 2007 [10] and PASCAL VOC 2012 [11] , MS COCO [42] and the automatic driving scenario in the computer vision algorithm evaluation dataset KITTI [13] .
III. FEATURE FUSION AND ADVERSARY LEARNING
The main idea of this paper is to make full use of the multiscale information and context semantic information inherent in a deep convolutional network and to make better use of the training data to improve object detection accuracy. The deconvolution operation is used to combine a low resolution and high semantic feature map with a high resolution and low semantic feature map to increase the feature extraction ability of the lower layers in the network, and finally to generate a single advanced feature map with high resolution and high semantic information. It is then input into the adversary occlusion network, which generate a single advanced feature map with partially occluding in space and making predictions on it to achieve the adversary learning.
A. FEATURE FUSION
Small objects are a challenge to detect due to low resolution and low information. There are two common definitions of VOLUME 7, 2019 a small object. One is relative size, such as: if the length and width of the object size is 0.1 of the original image size, the object can be considered as a small object. The second is absolute size, such as: if the size of an object is less than 32 × 32 pixels, it can be considered as a small object. By definition, a small object is difficult to detect because of its size and low information content. A region-based network, such as Faster R-CNN [4] , usually generates a single feature map after multiple convolutions, and then performs object detection on the fusion map of the regional sub-network. However, due to the different depths of the front and back layers, the semantic information gap is large, and the low resolution high-level features are difficult to represent. SSD [6] and other methods can detect objects on multiple convolutional layers, but do not reuse high resolution low-level features, and these layers are very important for the detection of small objects. This explains why methods such as Faster R-CNN and SSD are much worse in detecting small and medium-sized objects. Combining fine-grained details with highly abstract semantic information facilitates object detection at different scales, whilst the successful construction of a residual network [23] simplifies the training of deeper networks. This paper proposes a feature fusion network based on the traditional CNN structure. After the multilayer feature fusion, the fusion layer contains more semantic information. Fig.1 shows a feature fusion block. First, a 2 × 2 deconvolution layer is applied to the feature fusion layer n + 1. The backbone network convolutional layer n is then subjected to a 3 × 3 convolution operation to ensure that the two input feature layers have the same size. Finally, the corresponding positions of the two feature layers are combined by pixel level superposition to obtain the feature fusion layer n. The feature fusion layer n at this time is a layer that combines the convolution layer n and the fusion layer n + 1, and contains rich semantic information.
Compared with single-layer object detection methods [2] - [4] , a deconvolution operation is used to combine a low resolution high semantic feature map with a high resolution low semantic multilayer feature map, which increases the semantic information of the low-level layer in the network. The feature extraction capability greatly enriches the semantic information of the first few layers, and finally a single advanced feature map with high resolution and high semantic information is generated. This structure allows FFAN to detect small objects in an image more efficiently than Faster R-CNN.
B. ADVERSARY LEARNING
The goal here is to train an object detector that is robust to objects that are partially occluded. Although the number of samples is large in commonly used standard datasets and there are many samples when the object is partially occluded, it is impossible to cover all occlusion situations. Therefore, the network model trained using such a dataset does not perform consistently well on occlusion objects. This paper uses another way to solve this problem, neither relying heavily on the dataset itself, nor by filtering the data, but by generating adversary samples by spatially absorbing the feature map after extracting the feature. This is not a pixel image that generates samples directly.
Let's assume that D represents a detection network and X is represented as proposals, inputting X into D will result in D(X ) and get two outputs: predicted category D c , predicted bounding box position D l . Assuming L is the groundtruth of X and the real category is C. Then the initial detector loss can be written as shown in Eq. (1):
Here, the first item on the right side of the equation is the SoftMax loss, and the second item is a loss based on the predicted bounding box and the ground truth box. Now assume that the adversary occlusion network generator is represented as A. The feature X obtained on image I is input into the adversary occlusion network, thereby generating a new adversary sample A(X ). Adversary occlusion networks need to learn to predict features that are easily misclassified by detectors. This paper trains adversary occlusion network A by the loss function defined by Eq. (2).
The adversary occlusion network and the original detector are related by mutual competition and learning. If the samples generated by the adversary occlusion network are easily classified correctly by the detector, low losses will be obtained for the detector, and high losses will be obtained for the adversary occlusion network; on the contrary, if the samples generated by the adversary network are difficult to classify correctly for the detector, high losses will be obtained for the detector and low losses will be obtained for the adversary network. Therefore, the total loss function can be expressed by Eq. (3). The hyper-parameters λ in Equation (3) control the balance between the two losses. We normalize each loss term with its input number. Under this normalization, λ = 0.5 works well and is used in all experiments. When the detector and adversary occlusion network learn from and compete with each other, the loss is balanced, so that the whole network can better detect an object with partial occlusion.
IV. NETWORK ARCHITECTURE
This section describes the details of the proposed FFAN detection network. As the FFAN detection network is based on Faster R-CNN, we briefly review of the Faster R-CNN network before describing the structure of the feature fusion network. Then we describe the design and implementation of the adversary network which generates different occlusions. Finally, the feature fusion network and the adversary occlusion network are simultaneously added to the Faster R-CNN for joint training.
A. REVIEW OF FASTER R-CNN
The method in this paper is based on the Faster R-CNN object detection framework (as shown in Fig. 2(a) ). Faster R-CNN is composed of four main parts, as follows. (1) Convolutional layers. Faster R-CNN first uses a set of basic convolutional layers, ReLU layers, and pooling layers to extract the feature maps of the image, which are shared for subsequent RPN (Region Proposal Network) layers and fully connected layers.
(2) Region Proposal Networks. The RPN network is used to generate region proposals. The layer determines whether the anchors belong to the foreground or background through SoftMax, and then uses bounding box regression to correct the anchors and obtain accurate proposals. (3) ROI pooling. This layer collects the input feature maps and proposals. After synthesizing the information, it extracts the feature maps and sends them to the subsequent fully connected layer to determine the object category. (4) Classification. The proposal feature maps are used to calculate the category of the proposal and, at the same time, the final precise position of the detection frame is obtained by bounding box regression. Faster R-CNN is a region-based detection network. It generates a single feature map after multiple convolutions, generates proposals through the RPN network, and then performs object detection on the last layer of the feature map after ROI pooling. However, due to the differences in depth between the front and back layers, the semantic information gap is large. It is difficult to achieve a good detection capability for low resolution high-level features, and the network does not reuse the high resolution low-level features, but these layers are very important for the detection of small objects. Therefore, the last layer of the feature map generated in the Faster R-CNN network does not contain rich semantic information, so that the detection accuracy for small objects is not ideal. VOLUME 7, 2019
B. MULTILAYER FEATURE FUSION NETWORK
In order to solve the problems above, this paper introduces the feature fusion network into the Faster R-CNN network structure, and constructs a single advanced feature map with high resolution and high semantic information, as shown in Fig. 2(b) . In this paper, the VGG-16 [12] model used by Faster R-CNN is used as the base network. VGG-16 has 13 convolutional layers and 3 fully connected layers which are pre-trained with the ImageNet [30] dataset. In contrast to the Faster R-CNN network structure, this paper converts FC6 (14 layers) and FC7 (15 layers) after the Conv5 layer into convolution layers Conv6 and Conv7, and adds them to the main network. After the feature extraction of the main network, the feature fusion operation begins. The feature fusion network structure is shown in Fig. 2(b) . After four feature fusion operations, a multilayer feature fusion network is formed, and we obtain a single advanced feature map with high resolution and high semantic information, on which predictions are made. The fusion feature map FFmap7 is the output of the Conv7 layer of the backbone network.
C. ADVERSARY OCCLUSION NETWORK DESIGN
In order to solve the problem of the lack of occlusion samples, this paper proposes an adversary occlusion network to create occlusions for the deep features of the object. In the proposed FFAN network, convolution features for each foreground object candidate region can be obtained after the ROI pooling layer, and these region-based features can be used as input of the adversary occlusion network. For each object feature, the adversary occlusion network will attempt to generate a mask indicating which part of the feature is to be occluded (zero is assigned) so that the detector does not recognize the object. The adversary occlusion network structure is shown in Fig. 2(b) .
For a specific object, after multilayer feature extraction and ROI pooling, a feature layer X of size d × d × c will be obtained, where d represents the feature size and c represents the feature channel number. In VGG-16, the value of d is 7, and the value of c is 256. After obtaining this feature layer, the adversary occlusion network will pre-set a binarization mask M of size d ×d. The value inside is 0 or 1. The value of the ith row and jth column of the binarization mask M is represented as M ij , and the value of the kth channel of the ith row and jth column of the feature layer X is represented as X ijk . If the value of M ij is 1, then X ijk remains unchanged. Conversely, if the value of M ij is 0, the value of the corresponding spatial position on all channels of X is cleared; that is, X ijk = 0.
When the feature layer X of size d ×d is input to the adversary occlusion network, a sliding window of size d/3×d/3 is used on it. As shown in Fig. 3 , the sliding window is projected to the original image to represent the occlusion process. For each sliding window, the value at the corresponding spatial position on all channels of the feature layer occluded by the window is cleared (i.e., set to 0), and a new feature vector for the region proposal is generated. The loss of the new feature vector through the classification layer is then calculated. After obtaining the loss of all d/3×d/3 windows, the sliding window with the highest loss is selected to obtain the required occlusion samples, and the occlusion samples are then sent to the classifier for classification.
We generate these binarization masks for n region proposals and obtain n pairs of occlusion training examples ((X 1 , M 1 ), . . . , (X n , M n )) for our adversary occlusion network. We apply the binary cross entropy loss in training the adversary occlusion network and it can be written down by Eq. (4).
where A ij (X k ) represents the outputs of the adversary occlusion network in location (i,j) given input feature map X k . The goal here is to allow the adversary occlusion network to learn to generate occlusion training samples that can cause high losses to the detection network, making the object more difficult to identify by the detector. Note that the adversary occlusion network is only applied during training to improve the performance of the detector.
D. JOINT TRAINING
The overall network structure of the proposed FFAN is shown in Fig. 2(b) . Here, we explain the joint training of the network framework combined with the multilayer feature fusion and adversary occlusion network. First, a single advanced feature map of high resolution and high semantic information is obtained through a multilayer feature fusion network. The occlusion network is then occluded on the feature layer after ROI pooling during forward propagation to generate training samples that make it difficult for the detector to classify. Finally, the modified feature layer is trained forwardly, and the loss is calculated and the detector trained end-to-end. It should be noted here that although the feature layer is modified, the object class label remains unchanged. By simultaneously competing and confrontational learning, the proposed detector will become more robust. 
1) ANCHORS DESIGN AND MATCHING
In order to predict accurately objects of different scales, this paper also sets different scales of Anchors. There are five shapes, each with an aspect ratio of {0.33, 0.5, 1.0, 2.0, 3.0}. In the training phase, it is necessary to determine the correspondence between Anchors and ground truth, and conduct end-to-end training of the entire network accordingly. Here, the IOU of the candidate box and a ground truth greater than 0.5 is set as the positive anchor proposals, and the IOU of the anchor proposals and a ground truth less than 0.3 are set as negative examples. In this paper, the non-maximum suppression (NMS) with a threshold of 0.7 is used to eliminate redundant proposals, with the aim of obtaining about 300 proposals.
2) NETWORKS TRAINING
Currently, multistage training is often used to jointly optimize a network, such as Faster R-CNN [4] . Instead, this paper uses backpropagation (BP) and stochastic gradient descent (SGD) methods to perform more effective end-to-end training on the proposed network. During the training process, we set the initial learning rate to 10 −3 , and after 80k iterations we reduce it to 10 −4 for a total of 120k iterations, using a batch size of 32.
V. EXPERIMENTAL RESULTS AND ANALYSIS
This paper trains and tests the proposed model on four public datasets: PASCAL VOC 2007 [10] ; PASCAL VOC 2012 [11] ; MS COCO [42] and KITTI [13] . As a general rule, the ablation studies are performed on the PASCAL VOC2007 dataset, and the comparative experimental studies on the PASCAL VOC 2012, MS COCO and KITTI datasets. The basic model for all methods in the experiment is the VGG-16 network. This paper trains our model on two Nvidia Titan 1080Ti GPUs and tests performance on the above four datasets. It shows that the proposed method achieves better experimental results than Faster R-CNN.
A. PASCAL VOC 2007
On this dataset, we compare FFAN with excellent algorithms such as Fast R-CNN [3] , Faster R-CNN [4] , and SSD [6] .
All algorithms were trained using VOC 2007 trainval and VOC 2012 trainval datasets and tested with the VOC 2007 test set. In this paper, the learning rate 10 −3 is used in the first 80k iterations, and is then attenuated to 10 −4 for a further 40k iterations. The RPN network is used in the training to generate proposals, and the batch size is 32. Table 1 shows the experimental results of the proposed FFAN compared with Fast R-CNN [3] , Faster R-CNN [4] , RON [39] , OHEM [5] , ION [32] , HyperNet [31] , SSD300 [6] , and SSD512 [6] , in which the size of the input image is 320×320. As can be seen from Table 1 , FFAN obtains 78.1% of mAP, a 4.9% improvement over Faster R-CNN (73.2% mAP), and 1.3% higher than the latest published SSD512. In all 20 categories, FFAN achieves seven relatively best results. The results show that the FFAN algorithm proposed in this paper can improve the accuracy of object detection effectively. For detectors, the detection of small objects is always challenging. However, FFAN improves the detection performance for small object categories through multilayer feature fusion, Compared with Faster R-CNN [4] , FFAN's detection of ''boat'' increases by 9.3% and the detection of ''bottle'' by 9.6%, which indicates that our feature fusion network can detect small objects effectively. 
1) ABLATION ANALYSIS
In order to prove the validity of the different structures in the FFAN algorithm, four variant models are constructed in this section and evaluated on VOC2007, as shown in Table 2 . For the sake of fairness, the same parameter settings and input 
2) FEATURE FUSION NETWORK ANALYSIS
In order to prove the validity of the feature fusion network, the accuracy of the original Faster R-CNN and the featureonly fusion network are compared here. As shown in Table 2 , after joining the feature fusion network, the mAP increased from 73.2% to 75.6%, an increase of 2.4%. The main reason is that Faster R-CNN only predicts on a single feature map of low resolution and high semantic information after multiple convolution operations, but does not reuse the high resolution low-level features. These layers are important for detecting small objects. After adding our feature fusion network, the deconvolution operation is used to combine a lowresolution high-semantic feature map with a high-resolution low-semantic feature map, which increases the feature extraction ability of the lower layer in the network, and finally generates a single advanced feature map of high resolution and high semantic information on which predictions are made. The experimental results show that the feature fusion network can significantly improve the detection accuracy.
3) ADVERSARY OCCLUSION NETWORK ANALYSIS
In order to prove the effectiveness of the adversary occlusion network, here we compare the accuracy of Faster R-CNN with the base network joined only with the occlusion network, as shown in Table 2 . After joining the occlusion network, the mAP increases by 3.1%. Moreover, after joining the two networks at the same time the mAP reaches 78.1%, which is 2.5% higher than the only adding the feature fusion network. The main reason for this improvement is that the adversary occlusion network learns with Faster R-CNN synchronously during training, and overcomes obstacles by mutual competition, so that Faster R-CNN can learn to deal with occluded objects in a powerful way. The experimental results show that the proposed adversary occlusion detector can be more robust by competing with the feature fusion network. Fig. 4 shows a comparison of the proposed method with the results of Faster R-CNN on an example object. As the figure shows, our method is better than Faster R-CNN for small objects and objects with partial occlusion.
4) ANALYSIS OF QUALITATIVE RESULTS
At the same time, there are some cases of faulty and missed detection in the algorithm of this paper, as shown in Fig. 5 . For the purpose of detecting severe occlusion and even deformation, this method cannot perform very well. In addition, adversary occlusion networks may also generate occlusions that are similar to other object categories, resulting in excessive generalization, and causing the detector to misclassify. The above examples are hand-selected and appear only in the error detection list of the FFAN algorithm, not the False of Faster R-CNN error detection and missed detection results. The results in Fig. 5 show that FFAN still has some shortcomings that need future research.
B. PASCAL VOC 2012
The settings used in this section are basically the same as those used in the previous section for PASCAL VOC 2007 , except that the VOC 2007 trainval dataset, the VOC 2007 test set, and the VOC 2012 trainval dataset (21,503 images) are used for model training, whilst the VOC 2012 test set (10,991 images) is used for testing. The batch size during training is 32. In the training phase, the first 80k iterations use the learning rate of 10 −3 ; it is then attenuated to 10 −4 for a further 40k iterations. RON [39] , OHEM [5] , HyperNet [31] , SSD300 [6] , and SSD512 [6] on the PASCAL VOC 2012 dataset. The table shows the same performance trends as the VOC2007 test results. When the input training image size is 320×320, FFAN obtains 76.7% of mAP, an improvement over Faster R-CNN and the other algorithms.
C. MS COCO
We finally show the results in the MS COCO data set. On coco dataset, it is always achieve better performance when using the ResNet network than VGG-16 network. Therefore, we also show the detection results of the FFAN based on ResNet-101.We use the trainval135k training set to train and test-dev to evaluate the experimental results. The batch size during training is 32. In the training phase, the first 280k iterations use the learning rate of 10 −3 ; it is then attenuated to 10 −4 for a further 80k iterations and 10 −5 for another 40k iterations.
We show the experimental results of FFAN on the MS COCO dataset in Table 4 . The FFAN using VGG-16 achieves 37.6% AP, which is superior to all other methods based on VGG-16. At the same time, the performance of FFAN can be further improved by using ResNet-101. The FFAN based on ResNet-101 achieves 42.7% AP, which exceeds most detection methods.
D. KITTI
In order to test the detection performance of the proposed algorithm in practical complex traffic scenarios, FFAN was trained and tested on the computer vision algorithm evaluation dataset KITTI [13] , which is a widely used vehicle detection dataset that contains various types of vehicles in different scenarios. Depending on the size of the vehicle, and their occlusion and truncation, the creator divides the object vehicles into three levels of difficulty: easy, moderate, and hard. For a detailed definition of these levels, see [13] .
In this paper, the performance of FFAN on the KITTI dataset is compared with those of SubCat [33] , Reinspect [34] , Faster R-CNN [4] , RefineNet [35] , Stereo R-CNN [36] , and RoarNet [37] . Here, we compare FFAN with the six excellent algorithms mentioned above. The results are shown in Fig. 6 and Table 5 . The proposed FFAN VOLUME 7, 2019 achieves the highest accuracy in Moderate and Hard. It is evident that the results of this method on the KITTI dataset are much better than those of Faster R-CNN. Fig. 7 shows an example of the performance of the proposed FFAN when tested on the KITTI dataset in a partially complex scenario. Fig. 8 shows a comparison of the detection results of Faster R-CNN and FFAN in actual traffic scenarios. It can be seen from Fig. 7 and Fig. 8 that FFAN performs better than Faster R-CNN on smaller and partially occluded vehicles and pedestrian. The main reason is that FFAN introduces a feature fusion network and adversary occlusion network into the Faster R-CNN structure. The feature fusion network combines a feature map of low resolution and high semantic information with a feature map of high resolution and low semantic information by using the deconvolution operation. This increases the ability to extract low-level features in the network, and generates a single advanced feature map of high resolution and high semantic information, on which predictions are made, to detect small objects in the image more effectively. At the same time, the adversary occlusion network creates occlusion on the deep feature map of the object, and generates an adversary training sample that is difficult for the detector to discriminate, whilst the detector classifies accurately the generated occluded adversary samples by selflearning. The two compete with and learn from each other, so that the performance of the algorithm is further improved. The experimental results show that the proposed object detection algorithm FFAN in this paper can effectively improve the detection accuracy for small and partially occluded objects.
VI. CONCLUSION
This paper proposes an effective object detection framework that incorporates a feature fusion network and adversary occlusion network into the structure of Faster R-CNN. The purpose of the feature fusion network is to use the deconvolution operation to combine a feature map of low resolution and high semantic information with a feature map of high resolution and low semantic information to increase the low-level feature extraction ability in the network, and to generate a single advanced feature map of high resolution and high semantic information on which predictions are made. Compared with Faster R-CNN, FFAN can detect small objects in images more effectively. The purpose of the adversary occlusion network is to create occlusion on the deep feature map of the object, and to generate an adversary training sample that is difficult for the detector to discriminate. At the same time, the detector can classify accurately the generated occluded adversary samples by self-learning. The two compete with and learn from each other. The proposed algorithm was tested on four publicly available large-scale datasets, PASCAL VOC 2007, PASCAL VOC 2012, MS COCO and KITTI. The results show that FFAN has achieved state-of-the-art detection results. In future work, we plan to apply FFAN to the detection of other specific objects and to introduce an attention mechanism into the FFAN to further improve the detection accuracy.
