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We consider the use of quantum-limited mechanical force sensors to detect ultralight (sub-meV)
dark matter candidates which are weakly coupled to the standard model. We emphasize the scalable
nature of an array of sensors, which can be used to reject many backgrounds, and leads to sensitivities
scaling at least as fast as
√
Ndet. We show that for some ultralight dark matter candidates, a pair of
milligram-scale, mechanical sensors operating at the standard quantum limit already has detection
reach competitive with other quantum acceleration sensors.
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I. INTRODUCTION
There is overwhelming astrophysical and cosmologi-
cal evidence for the existence of cold dark matter (DM)
[1–4]. However, the detailed properties of the DM, in
particular its mass, are highly unconstrained [5]. The
possibility that the dark sector could contain or even
consist primarily of “ultralight” bosonic fields of mass
10−22 eV . mφ . 0.1 eV has recently received consider-
able attention [6–8].
The existence of such light fields coupling to the stan-
dard model (SM) may induce new forces beyond the
usual electroweak and strong forces. For example, if
there are additional light scalars which couple to SM
matter through Yukawa couplings, the best constraints
come from torsion balance experiments looking for “5th
forces” between a pair of macroscopic masses [9, 10].
Furthermore, as first emphasized in [11], if these ultra-
light bosons make up a significant fraction of the ambi-
ent DM background, existing mechanical accelerometers
[9, 10, 12, 13] and upcoming large-scale atomic interfer-
ometers (eg. [14]) can be used to further probe these
models.
Ultralight dark matter detection can be viewed as a
paradigmatic exercise in quantum metrology. Essentially,
the dark matter creates a classical, persisent, but ex-
tremely weakly-coupled force on a sensor. The goal is to
then detect or rule out the presence of this force. This
task is fundamentally limited by the noise in the detec-
tion system. High-quality microwave cavity systems are
already used for such metrological searches for a particu-
lar ultralight DM candidate–the axion, which couples to
the electromagnetic field in the cavity [15, 16].
In this paper, we study ultralight DM candidates which
couple to all atoms in a massive object coherently, for
example through direct coupling to neutron number. As
we will see, massive, mechanical sensors are ideal detec-
tor candidates for this type of dark matter, due to their
extremely high force sensitivities and rapid scalability
in mass. These devices consist of optical or microwave
fields optomechanically coupled to a diverse range of me-
chanical systems, including suspended pendulums [17–
19], high-tension mechanical membranes [20, 21], levi-
tated dielectric [22–25] or magnetic [26–28] objects, and
even levitated liquids [29]. Torsion balances [9, 10] fall
into this class, but are predominantly operated in room
temperature environments; smaller devices (eg. around
the milligram scale) can be used in highly isolated en-
vironments, eg. using dilution refrigeration and/or high
vacuum.
We emphasize the utility of multiple sensing devices
(in an array or distributed at widely separated locations)
for DM detection. Arrays of sensors benefit from reduc-
tion of the noise compared to the correlated DM signal,
and enable rejection of some important backgrounds. In
particular, the signals we consider here act differently
on different material types, unlike the gravitational and
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2seismic noise backgrounds dominating at low frequencies.
Thus an array with at least two different types of material
sensors can be used to make differential measurements
which subtract out these backgrounds [11]. We will see
that at the level of a pair of sensors in a well-isolated en-
vironment (eg. dilution refrigeration) these mechanical
sensors already have detection reach competitive with ex-
isting torsion balance and interferometery experiments.
Arrays of Ndet sensors can further enhance the detection
reach by a factor of at least
√
Ndet, and as fast as Ndet,
in the case of correlated, “Heisenberg-limited” readout
[30].
Recently, it has been proposed that a large array of
mechanical sensors operating with significant quantum
noise-reduction could enable direct detection of heavy
(m & mpl) DM candidates purely through their gravita-
tional interactions [31]. Here, we propose ultralight DM
detection as a nearer-term goal achievable with just a few
mechanical sensors, operating at noise levels around the
“standard quantum limit” (SQL), a benchmark already
demonstrated in many devices. The scalable nature of
an array and potential improvements to the noise lev-
els beyond the SQL would allow for significant ultralight
DM detection reach en route to the long-term goal of
gravitational DM detection with mechanical sensors.
II. ULTRALIGHT DARK MATTER
To begin, we briefly review the salient facts about ul-
tralight dark matter. The essential feature of these ul-
tralight candidates is that they behave as a persistent,
wave-like field, due to their high occupation number.
This should be contrasted to heavier DM candidates, for
example GeV-scale weakly interacting massive particles
(WIMPs), which manifest as a dilute gas of single parti-
cles. See [32] for a general review of dark matter proper-
ties, and [8, 33] for reviews of ultralight dark matter.
Suppose the dark sector consists of a single bosonic
field of mass mφ. Bosonic dark matter is required to
have mφ & 10−22 eV so that its de Broglie wavelength
does not exceed the core size of a dwarf galaxy and to sat-
isfy Lyman-α constraints [7, 34–36] (note that recent ev-
idence indicates that the constraints may be a few orders
of magnitude stronger than this [36–38]). Dark matter
this light is necessarily bosonic as fermionic dark mat-
ter with a mass . keV would not fit inside of a dwarf
galaxy due to the Pauli exclusion principle [39]. Assum-
ing that the DM has virialized to the galaxy, it will be
moving with a typical speed v ∼ 105 m/s due to the viral
theorem, and thus have de Broglie wavelength of order
λ = 1/mφv.
1
1 In this paper we use natural units ~ = c = 1 in equations, but
will quote experimentally-relevant numbers in SI units for ease
of comparison with experimental work.
Consider the number of DM quanta in a typical cell of
phase space. If nDM = ρDM/mφ is the number density of
DM, the phase space occupancy is given by
λ3nDM =
ρDM
m4φv
3
∼ 1015
(
1 meV
mφ
)4
, (1)
where the observed value of the local dark matter density
ρDM ∼ 0.3 GeV/cm3. Thus for any mφ . 0.1 eV, this
occupancy is huge, indicating that the dark matter can
be treated as a classical field, essentially a superposition
of many different plane waves. These waves have ve-
locities following a Boltzmann distribution. The phases
in these plane waves are uncorrelated from each other.
Their propagation directions (and polarization vectors,
for vectorial fields) are distributed isotropically as long
as DM has fully virialized. Superposing a large num-
ber of such waves will produce an overall time-dependent
waveform with frequency ω ' mφ and frequency spread
δω ≈ v/λ = v2mφ. This frequency spread leads to a co-
herence time Tcoh ≈ 1/δω ≈ 106/ω. For a time duration
smaller than Tcoh, the DM background can be approxi-
mately treated as a coherent sinusoidal wave with signal
angular frequency and wavelength
ωφ ' 1012 Hz×
( mφ
1 meV
)
, λ ' 1 m×
(
1 meV
mφ
)
.(2)
In figure 1, we give a visualization of the power spectral
density of the DM field, generated by simulating a large
number of superposed DM quanta (see appendix A for
details). In particular, one can see the “quality factor”
of the DM signal Q ∼ 106 coming from the frequency
drift δω.
Assuming there is a non-zero coupling between the DM
field and the sensor, if the observational time Tint is much
shorter than Tcoh, we can parametrize the force exerted
on the sensor (along a given axis) by the DM as
Fs(t) = gNgF0 sin(ωφt) (3)
under the assumption that the wavelength (2) is much
larger than the size of the sensor. In equation (3), g
is a dimensionless coupling strength depending on DM
model, F0 =
√
ρDM ∼ 10−15 N, and Ng is the number of
total charges in a given sensor. For example, consider the
case that the light boson is a vector boson which couples
to neutrons (studied in detailed in the next subsection);
then Ng ≈ 12ms/mneutron is approximately the number of
neutrons in a sensor of mass ms. For observational times
longer than Tcoh, we essentially have Nbins = Tint/Tcoh
independent realizations of (3), with randomly oriented
amplitude and phase.
Aside from the general properties just mentioned, there
are several distinguishing features of the signal that can
be used to distinguish from background. The first is that
the signal has a uniform direction over timescales of the
coherence time. This means that force sensors in dif-
ferent directions can be used to isolate the signal while
rejecting background. The second property is that the
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FIG. 1. Example simulated power spectral density and phase
drift for vector dark matter of mass mφ = 6.6 × 10−13 eV,
corresponding to a signal frequency ω0 = 1 kHz at zero mo-
mentum. One can read off the effective quality factor of the
DM signal Q ∼ 106, which sets the coherence time of the
signal. See appendix see appendix A for details.
Earth’s motion in the galaxy and self rotation select a
preferred direction for signal. More explicitly, the Earth
is moving at speed v ∼ 105 m/s around the center of the
galaxy. Additionally, there is increasing evidence that
there is a stream of non-virialized DM moving past the
Earth with velocities also v ∼ 105 m/s [40–42]. Thus
while it is difficult to say for certain what direction any
preference would be, it is certain that the signal will be
O(1) biased in some direction. The third is that there
will be modulations. The Earth is moving around the
sun at δv ∼ 104 m/s and the surface of the Earth ro-
tates around its axis as a speed δv ∼ 100 m/s. Thus the
DM signal will move fractionally in frequency space by
an amount vδv ∼ 10−7 − 10−9.2 The fourth is that if
mφ . 10−9 eV, the coherence length of DM reaches the
size of the Earth, so experiments on multiple parts of the
planet would be correlated.
2 This comes from the fact that dark matter is non-relativistic so
the main effect of adding velocities is to change the energy by
1
2
mφ(v + δv)
2, giving a Doppler shift ∼ mφvδv.
Our general parametrization (3) can be used to model
the signal produced by a variety of DM candidates to
produce a basic sensitivity estimate. Here, we briefly
exhibit a pair of DM models to show how this type of
signal arises.
A. Vector B-L dark matter
The first case we consider is when dark matter is a spin-
1 particle, which couples to a conserved current. In SM,
there are two conserved currents that a vector-like DM
can couple to without introducing new gauge anomalies:
electric charge, and baryon number minus lepton number,
i.e. B − L charge. For the case of electric charge, DM
induced force is highly suppressed since the test objects
are generically charge neutral, thus we consider the case
where dark matter is a vector field that couples to B−L
charge.
The Lagrangian in this case can be written as
L = −1
4
F 2 − 1
2
m2φA
2 + igB−LAµnγµn. (4)
Here n is the neutron field, so the vector boson couples
directly to the number of neutrons. The boson mass term
can be generated by Higgsing the U(1)B−L group, pro-
viding the mass mφ. For simplicity, the Higgs boson is
assumed to be much heavier than the gauge boson, i.e.
the Stueckelberg limit. The vector gauge boson is as-
sumed to couple to B − L charge. For a charge neutral
test object, Aµ effectively couples to the total neutron
number.
Taking the Lorentz gauge, i.e. ∂µAµ = 0, one can show
that A0 is smaller than Ai by a factor of the velocity of
dark matter, v ∼ 10−3. One also finds that the dark
electric field is much larger than the dark magnetic field,
i.e. | ~E| ' |∂0 ~A| ' mφ| ~A|  | ~B| ' mφ|~v|| ~A|. In the
plane wave approximation, the dark electric field can be
written as
E '
√
2ρDM sin(ωφt− ~k · ~x+ φ0) (5)
where the normalization is set to reproduce the observed
local dark matter mass density, and the frequency is set
by the mass of the DM, i.e. ωφ ' mφ. This will produce
a force of the form
F = NB−LgB−LE ≈ gB−LNB−LF0 sin(ωφt+ φ0) (6)
on each sensor. For the frequencies under consideration,
the wavelength is much larger than the size of the exper-
iment so that we will drop the x dependence. Here for
a sensor with mass ms, Ng = NB−L ' 12ms/mneutron,
which is the number of neutrons in the sensor and F0 =√
ρDM ≈ 10−15 N.
B. Scalar coupling to neutrons
Another option for light DM is that it is a spin-0 par-
ticle. It can couple to SM fermions through two types
4of couplings, derivative and non-derivative interactions.
Derivative interactions couples to a vector quantity of the
test mass. The test mass tends to have very low intrinsic
spin and thus do not couple very strongly to derivative
interactions. As such we consider non-derivative interac-
tions.
The leading non-derivative interactions a scalar can
have with the SM are Yukawa interactions, much like the
well known example of the Higgs boson. Similar to the
Higgs boson, in the presence of a coherent background of
the light scalar field, these Yukawa interactions have the
effect of modulating the mass of a particle. The spatial
dependence of the mass results in a force on the test mass.
In order to make a close analogue to the previous exam-
ple, we imagine a model where the scalar DM φ couples
only to neutrons through a Yukawa coupling
L = −1
2
∂µφ∂
µφ− 1
2
m2φ2 + yφnn. (7)
Under the planewave approximation, the force on an ob-
ject with Ng neutrons can be written as
F = −dV
dx
≈ yNgvF0 sin(ωφt). (8)
Note that this example is similar to (6) except that the
two couplings are named differently, gB−L versus y. The
only other difference comes from the velocity suppression;
in terms of the parametrization (3) here we have g = vy.
This is due to the fact that forces are vector quantities
and for the case of a scalar, the only vector quantity to
provide a direction is the small velocity.
III. DETECTION WITH OPTOMECHANICAL
FORCE SENSORS
In this section we give a brief overview of continu-
ous force sensing, with the goal of explaining how force-
sensitivity curves are derived in a typical quantum op-
tomechanics experiment. See appendix B for a detailed
treatment, or [43] for a review.
Consider a prototypical force sensor consisting of a
high-finesse optical cavity formed by a partially trans-
parent mirror on one side and a high-reflectivity mirror
suspended as a pendulum of mass ms and mechanical
frequency ωs on the other side (see figure 2). The sus-
pended mirror is used as the sensor, which can be mon-
itored by light sent into the cavity through an external
laser. Displacements of the mirror x(t) produce changes
of the cavity fundamental frequency, leading to a cou-
pling of the light and mechanics. Light emerging from
the cavity picks up a phase dependent on the mechanical
displacement, which can then be read out via standard
homodyne interferometry. Given the observed displace-
ment signal x(t), we can infer the presence of forces F (t)
on the sensor using standard linear response theory.
The classic example of such an optomechanical setup
is LIGO [17]. Here we are describing a simplified version
laser in
DM wave
11
FIG. 2. Schematic of a single-sided cavity optomechanics
search for ultralight DM. Photons reflected off the suspended
mirror pick up phases proportional to the mirror’s position
x(t). This information is then read out via standard interfer-
ometry. The ultralight DM produces an essentially monochro-
matic force with wavelength much longer than the size of the
sensor; the presence of this force can then be inferred by read-
ing out the cavity light.
of one of the interferometer arms. The use of mirrors
and light is non-essential, however: numerous variants
of this idea operate in essentially the same way. Ex-
amples include microwave-domain electromechanical sys-
tems [20, 21], optically-probed levitated objects [22–25],
magnetically-probed and levitated superconducting ob-
jects [26–28], and even levitated liquids [29]. See [44, 45]
for reviews of these types of systems.
The sensitivity of a given sensor is set by noise. In
general, the force acting on the sensor is
F (t) = Fsig(t) + Fnoise(t) (9)
where Fsig represents the signal we are looking for and
Fnoise is a random force coming from a variety of noise
sources. Assuming that the noise is a stationary random
variable, the size of the noise is characterized by the noise
force power spectral density (PSD) SFF , defined by
〈Fnoise(ω)Fnoise(ω′)〉 = SFF (ω)δ(ω + ω′). (10)
The noise force PSD has units of force2/frequency. The
interpretation of this quantity is that if one wants to
detect a signal force of pure frequency ωφ and amplitude
F∗ at the 1-σ level, one needs to continuously monitor
the sensor for an integration time Tint given by
F∗ =
√
SFF (ωφ)/Tint. (11)
The smaller the signal one is looking for, the longer in-
tegration time Tint is needed.
3 Sensitivities are usually
3 Here we assumed the signal is coherent for the entire observation
time Tint. For higher-frequency DM candidates, this may not be
satisfied. For details of the scaling behavior, see the discussion
in section IV.
5quoted as the square root of SFF , say in units of N/
√
Hz.
The appearance of the square root of frequency reflects
the Brownian (stationary) character of the noise.
A number of sources contribute to the noise on a
sensor. The two key noise sources we will consider
in this paper are thermal noise coming from the cou-
pling of the sensor to its ambient environment as well as
measurement-added noise. This latter noise is a funda-
mental limitation imposed by quantum mechanics: the
act of measurement itself induces noise. We write
SFF = S
T
FF + S
M
FF . (12)
In what follows, we will study the fundamental limits to
detection of ultralight DM imposed by thermal and mea-
surement noise. A key assumption here is the elimina-
tion of correlated technical noise sources, such as seismic
noise. Methods for achieving this are discussed in section
III C, see also figure 6 in appendix B for some quantita-
tive details.
A. Thermal noise
Thermal noise here refers to a random Brownian force
FT (t) acting on an individual sensor from thermal fluctu-
ations coupling to the environment. In general, this will
come from both direct vibrational coupling of the sensor
to its support structure as well as residual gas pressure
in the sensor. At the frequencies of interest in this paper,
these are white (frequency-independent) stationary noise
sources. Simple dimensional analysis (see also appendix
B) gives
STFF = γmskT + PAs
√
makT . (13)
Here the first term reflects coupling of the sensor to
phonons in its support structure; γ is the mechanical
damping rate of the sensor and T is the temperature of
the environment. The second term comes from residual
gas pressure in the environment, where P is the gas pres-
sure, As is the surface area of the sensor, and ma is the
mass of an individual gas molecule.
B. Measurement noise and the “standard quantum
limit”
Measurement-added noise comes from the quantum
mechanics of the act of measurement itself. The mea-
surement noise PSD can be further decomposed into a
pair of terms known as shot noise and backaction noise,
SMFF = S
BA
FF + S
SN
FF . (14)
In the cavity model given above, backaction noise corre-
sponds to random fluctuations in the input laser ampli-
tude, which causes a random force on the mirror, which
is then transduced into the output light. More funda-
mentally, backaction noise arises as a consequence of the
sensor state being measured. Shot noise corresponds to
random fluctuations in the input laser phase which then
produce a noisy readout.4
The backaction and shot noise contributions to the
noise PSD are non-trivially dependent on both frequency
and readout laser power PL. Backaction tends to dom-
inate at low frequencies while shot noise dominates at
high frequencies. Furthermore, as one turns up the laser
power, backaction noise increases whereas shot noise de-
creases. See figure 3 for an example of these noise con-
tributions with a typical mechanical sensor.
Given a target signal frequency ωφ that one is looking
for, the laser power PL can be tuned to minimize the sum
of the backaction and shot noise terms at the frequency
ωφ. This procedure yields the noise at what is known as
the “standard quantum limit” (SQL), at frequency ωφ.
See figure 3 for SQL-level force sensitivities as well as
figure 5 for laser power requirements for achieving the
SQL.
For the cavity optomechanics system given above, the
total measurement noise for the sensor operating at SQL
at frequency ωφ is given by the simple formula (see equa-
tion (B26))
SM,SQLFF (ωφ) = 2ms
√
(ω2φ − ω2s)2 + γ2ω2s . (15)
Here γ is the same mechanical damping rate appearing
in (13). Note that this equation is true for force signals
only at frequency ωφ. Achieving the SQL is a frequency-
dependent statement: one minimizes the measurement
added noise at only the specific frequency ωφ. The noise
power at other frequencies ω 6= ωφ is above the SQL.
Thus if one wants to achieve the SQL-limited sensitivity
over a range of possible signal frequencies, one needs to
tune the laser power frequency-by-frequency while scan-
ning over the range. See section IV for a more detailed
discussion of search strategies along these lines.
We emphasize that (15) is true for arbitary signal fre-
quency ωφ. In particular, this equation holds for signals
off resonance with the sensor ωφ 6= ωs. It is clear from
this equation that a better force sensitivity would come
from not only achieving the SQL but also tuning the sen-
sor to be on-resonance ωφ = ωs, in which case we have
SM,SQL,resFF (ωφ) = 2msγωφ. (16)
Although tuning the laser power to achieve the SQL over
a range of frequencies is in principle straightforward, tun-
ing the actual mechanical resonance frequency is more
challenging.5 One potentially promising avenue would be
4 Note that shot noise is not an actual force on the mechanical
sensor. However, when we use the output light phase to infer
force on the sensor, the shot noise contributes an effective noise
force in the sense that it will lead to fluctuations in the light
intensity readout that propagates to the force interpretation.
5 The ADMX [15] and HAYSTAC [16] experiments, for example,
have implemented a search strategy precisely along these lines.
There the resonance frequency of a microwave cavity sensor is
tuned to resonantly search for axions over a range of frequencies.
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FIG. 3. Top figures: various contributions to the noise power
spectral density of a single sensor, with different input laser
powers. Here we have plotted sensitivities for a mechanically-
coupled sensor of mass ms = 1 mg, mechanical frequency
ωs = 1 Hz, and mechanical damping coefficient γ = 10
−6 Hz
in a 1 cm optical cavity. We assume operation at dilution
refrigeration temperatures T = 10 mK. The incident laser
power in the top figure is taken as PL = 1 W and 10
−9 W
in the second figure. The SQL is achieved at the minimum
of the total noise curve; the location changes as a function
of laser power. Bottom figure: optimal sensitivity achieved
by tuning the laser power to achieve the SQL at each signal
frequency ωφ, for the same sensor parameters. We see that
for these sensor parameters, thermal noise dominates at low
frequencies while measurement-added noise dominates at high
frequencies.
to use dynamical stiffening techniques, which allow one
to increase the effective mechanical frequency by driving
the system with laser backaction [46].
Environmental thermal noise is an irreducible floor for
any measurement. Although one can lower the temper-
ature, gas pressure, and so forth, any experiment will
always have a thermal noise floor set by (13). This is
in contrast to measurement-added noise, which can be
reduced significantly below the SQL by the use of sophis-
ticated techniques like the use of squeezed readout light
[47–50] or quantum backaction-evasion [51–56]. In this
paper, we will use the SQL level of measurement noise
as a benchmark, but we emphasize that further detec-
tion reach is achievable using available post-SQL mea-
surement techniques.
C. Detection with an array
All of our considerations above were for a single force
sensor. Suppose now that we have an array of Ndet such
sensors. The DM signal is now a correlated force acting
across the entire array. This provides two key advan-
tages: increasing the signal-to-noise above any uncorre-
lated noises, as well as offering some routes to elimination
of backgrounds and some correlated noises.
Consider first noise sources which act separately on
each sensor. For example, we assume that both thermal
noise and measurement-added noise, discussed above,
have this property. The achievable force sensitivity with
an array of Ndet sensors is then simply given by
√
Ndet
times the single-sensor sensitivity, because the noises can
be averaged out across the array.
The
√
Ndet enhancement comes from assuming that
we read out each sensor individually. Further improve-
ment can be made using a coherent readout scheme,
in which the same light probes multiple sensors at the
same time (note however this will also induce correlated
measurement-added noise). In such a scheme, the signal
adds at the level of the amplitude, which is then squared
to produce the probability we actually read out. In the
ultimate case that we use a single light probe to read out
the entire array, one can achieve a fullNdet enhancement–
the so-called Heisenberg limit in quantum metrology [30].
Use of an array also serves an extremely important
purpose beyond increasing the sensitivity: elimination of
backgrounds and technical noise. In particular, as em-
phasized in [11], the kinds of signal forces here couple to
different materials differently (e.g., the B − L force cou-
ples to neutron number). This is much like an equivalence
principle (EP) violating force. If we construct an array
consisting of sensors built from two different materials,
we can then make differential measurements between the
two types in order to remove backgrounds that act iden-
tically on all the sensors. Atom interferometers using two
atomic species or torsion balance experiments looking for
EP violation use this technique to remove seismic noise,
which becomes extremely important at low frequencies.
7Other correlated noise sources can also be suppressed
by doing differential measurements of this type. In the
following section, we assume that these correlated noise
sources have been sufficiently controlled so that thermal
and measurement-added noise are dominant.
IV. DETECTION REACH AND SEARCH
STRATEGY
In this section, we study the dark matter detection
reach of mechanical sensor arrays. Given a specific sen-
sor, environment, and measurement protocol, we have a
noise PSD SFF (ω). For simplicity, we will assume that
the entirety of the DM sector consists solely of one ultra-
light field6 and take the force of the form in (3). We then
obtain a bound on the coupling strength using our force
sensitivity (11). All told, with Ndet sensors in the array,
our fundamental DM detection reach (i.e. the smallest
value of the DM-SM coupling we can detect) is set by
g =
√
SFF (ωφ)
NdetN2gF
2
0 Ttot
. (17)
We assume incoherent readout of the individual sensors
in the array; as discussed in section III C, coherent read-
out enhances the denominator by another power of Ndet.
In (17), the time Ttot is an effective total intergration
time. In general, we assume that our sensors can be
operated for some integration time Tint set by technical
constraints like laser stability, typically on the timescale
of hours. There are then two basic DM regimes. Recall
that the DM signal is essentially a coherent, monochro-
matic force on timescales Tcoh ≈ 106/ωφ with ωφ = mφ
set by the DM mass. For low frequency DM, we have
Tint < Tcoh, so a complete integration run will see a
coherent signal. For higher-frequency DM candidates,
Tint > Tcoh, so the signal consists of Nbins = Tint/Tcoh
bins worth of independent signals. These bins can be
summed in quadrature, and so we define the effective in-
tegration time
Ttot =
{
Tint Tint < Tcoh√
TintTcoh Tint > Tcoh
. (18)
In the following, we consider three basic search strate-
gies:
Single shot search. The simplest “strategy” would
be to simply assume a fixed laser power and integrate
for Tint. This produces a sensitivity curve which is best
at some particular DM mass mφ, i.e. a particular signal
frequency ωφ, namely the frequency at which this laser
power corresponds to the SQL. For DM masses away from
6 This assumption can be relaxed by simply rescaling F0 =
√
ρDM
if the dark matter we are probing is a component of the full DM
relic or we have local DM density fluctuations.
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FIG. 4. Sensitivity coverage on the dark matter coupling for
various search strategies, using same sensor parameters as in
figure 3, using the vector B − L model for illustration. Top:
sensitivity curves for the simple search strategy, with a sin-
gle fixed laser power. Middle: idealized search strategy with
sensor tuned to reach the SQL for each target frequency, with
fixed mechanical frequency ωs. The jagged curve represents
our binned search strategy described in the text. Bottom:
fundamental limit on detection reach, scanning over resonance
frequencies ωφ = ωs. In all plots, we only allow for realistic
laser powers PL . 1 W as described in appendix B. The sensi-
tivities shown are per sensor; with an array they are improved
by a factor of
√
Ndet and Ndet for incoherent and coherent
readout, respectively. In all plots, coupling strengths in the
greyed-out region are already excluded by Eotvos torsion bal-
ance experiments [9–11].
8this particular frequency, the resulting sensitivity curve
is non-optimal. Some examples are given in figure 4(a).
SQL scan at fixed mechanical frequency. To do
better, one should scan over dark matter masses by scan-
ning over various values of the laser power, achieving the
SQL frequency-by-frequency. Using (15) in (17) and as-
suming that the dominant thermal noise is from phononic
coupling, this corresponds to a sensitivity curve
g2 =
γmskT + 2ms
√
(ω2s − ω2φ)2 + γ2ω2s
NdetN2gF
2
0 Ttot
. (19)
In figure 4(b), we plot the ideal case in which one
achieves the SQL for every frequency; since this is an
infinite number of frequencies and we need to integrate
for Tint at each, this is only a fundamental limit. A more
realistic strategy is also plotted in 4(b), in which we bin
the DM masses by order of magnitude, and tune the laser
to a power optimized once for each bin. For the large span
of available light DM parameter space below O(10−8 eV),
and an integration time of order one hour per bin, the
full spectrum could be scanned in roughly one day. In
each case, we assume a maximum achievable laser power
of around 1 W. This means that at sufficiently high DM
mass, we are operating at a noise level worse than the
SQL (see figure 5).
Resonant SQL scan. Finally, we consider the ulti-
mate limit of resonant sensors operating at the SQL: a
scan in which we vary the mechanical frequency of the
sensor to resonance with the DM frequency ωs = ωφ.
From (19) this yields a sensitivity curve
g2 =
γms(kT + 2ωφ)
NdetN2gF
2
0 Ttot
. (20)
As discussed in section III B, this could potentially be
achieved (at least over some orders of magnitude in fre-
quency) using dynamical stiffening of a fixed sensor.
Equation (20) can be used to gain some basic intu-
ition about the scaling of the DM detection problem.
Note that Ng ∼ ms, so our smallest detectable DM cou-
pling scales like g ∼ 1/√Ndetms = 1/√mtotal. Thus
the fastest way to win is simply to build a more massive
sensor! As discussed in section III C, the array approach
can do better than simple scaling in the total mass if one
has coherent readout of the array, in which case we can
achieve a scaling g ∼ 1/√N2detms. We also see that the
overall sensitivity g ∼ √γ, so lower damping rates (i.e.
higher Q-factor resonators) can significantly increase our
sensitivity. Finally, we can observe a simple crossover
behavior: for low frequency signals kT > ωφ the thermal
noise dominates while for high frequencies kT < ωφ, the
SQL measurement-added noise dominates. This in par-
ticular suggests that backaction-evasion or some other
kind of post-SQL strategy will be most beneficial at fre-
quencies ωφ & kT ∼ 1 GHz (for dilution refrigeration
temperatures T ∼ 10 mK).
V. CONCLUSIONS AND OUTLOOK
Quantum sensing technology offers a highly promising
route to searches for new physics beyond the standard
model. Macroscopic sensors have already been demon-
strated as gravitational wave detectors in LIGO, and de-
velopment of these technologies should continue to push
the precision frontier forward for years to come.
In this paper, we have suggested a clear target for sens-
ing using mechanical sensing devices: models of dark
matter consisting of very light bosonic fields. If the
dark sector contains such a field, it produces a nearly
monochromatic force signal on a sensor, precisely the
type of signal these sensors are optimized to detect. We
have argued that sensors with already-demonstrated sen-
sitivities have non-trivial detection reach in this param-
eter space. With an array of sensors, one can achieve
a rapidly scaling sensitivity to these dark matter can-
didates. Since these signals also act different on differ-
ent materials, the use of at least two material species of
sensors can be used to make differential measurements,
eliminating many systematic and background errors [11].
Beyond these ultra-light models, quantum-limited
force sensing devices should be able to search for many
other types of new physics. Since the sensors are macro-
scopic in size, they should have exquisite sensitivity to
any potential signal whose strength increases with the
mass of the sensor. Different realizations of the optome-
chanical force sensing paradigm could be used in com-
plementary ways; for example, magnetic sensors could
be used to search for dipole-coupled forces. Ultimately,
a large array of these sensors could be able to search
for heavy dark matter candidates purely through the
gravitational interaction [31]. This paper presents a
first example of a detection target reachable with cur-
rently demonstrated mechanical sensing technology, and
we hope it encourages further exploration of the potential
uses of quantum sensing for physics beyond the standard
model.
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Appendix A: DM signal power spectral density
Previously we made a simple estimate for the DM sig-
nal as a purely monochromatic force. Here, we give a
9more detailed discussion on the DM signal power spec-
tral density if the frequency resolution is better than the
intrinsic width caused by DM viral velocity.
The dark matter signal can be simulated by linearly
adding up many freely propagating dark matter wave-
functions, where each dark matter wavefunction is de-
scribed by a planewave. For simplicity, we will describe
the case of vector dark matter where
~A(t, ~x) =
∑
i
~Ai sin[ωit− ~ki · ~xi + φi]. (A1)
The polarization vector ( ~Ai) and the propagation vector
(~ki) are independent to each other. We take both vectors
to be isotropic in the galaxy frame. In the non-relativistic
limit, ~k = m~v and the magnitude of ~vi follows Boltzmann
distribution, i.e. f(~v) ∼ e−|v|2/v20Θ(vescape − |v|). Here
v0 ' 230 km/s and vescape ' 325 km/s. The frequency ωi
is determined by |ki| through the dispersion relation. The
magnitude of ~Ai, An = | ~Ai|, is the same for all particles
and it can be calculated by local DM energy density, i.e.
around 0.4 GeV/cm3. Furthermore, φi is a random phase
associated to each particle, which runs from 0 to 2pi with
uniform probability distribution (see [13] for details).
The overall force on a sensor induced by vector dark
matter can be written as
~f ' NB−LgB−L ~E ' NB−LgB−L
∑
i
∂t ~Ai (A2)
In the lab frame, the force can be decomposed in Carte-
sian coordinate. However, this frame is moving with the
Earth respect to the galaxy frame. This includes both
the motion around the galactic center (vE ∼230 km/s)as
well as the motion induced by the Earth’s rotation, char-
acterized by ωE . The effect induced by vE can be easily
taken into account by shifting the velocity distribution by
a constant vector. Meanwhile, the Earth rotation gives
more interesting features to the signal.
Let us introduce the geodetic frame where the origin is
located at the center of the Earth and the z-axis points to
the north pole. When comparing experiments done in dif-
ferent geological locations and when taking into account
astrophysical effects, the geodetic frame is more natural.
This frame rotates with the Earth, thus one needs a con-
stant rotation matrix, Rab, to translate quantities in the
geodetic frame to the lab frame. In the geodetic frame,
the force induced by each plane wave can be written as
fG,x,i = NB−LgB−LωiAn sin(θA,i) cos(φA,i − ωEt)
× sin(ωit− ~ki · ~xs + φi)
' NB−LgB−LωiAn sin(θA,i) cos(φA,i − ωEt)
× sin(ωit+ φi)
fG,y,i ' NB−LgB−LωiAn sin(θA,i) sin(φA,i − ωEt)
× sin(ωit+ φi)
fG,z,i ' NB−LgB−LωiAn cos(θA,i) sin(ωit+ φi) (A3)
Here ~xs is the position vector of the sensor in the geodetic
frame. In the parameter space that we are interested
in, the de Broglie wavelength can sometimes be larger
than the size of the Earth. For example, when the signal
frequency is about 100 Hz, the de Broglie wavelength is
O(109)m, which is much larger than the radius of the
Earth. In addition, when we increase signal frequency,
the Earth rotation effect becomes less important. In that
limit, ~ki · ~xs can be treated as a constant and absorbed
into the random phase. Working in this limit, we can
safely drop the ~ki · ~xs term. Furthermore, (θA, φA) are
the polar angles of ~Ai in the geodetic frame at t = 0.
It is interesting to note that the Earth’s rotation can
split a monochromatic signal into three frequencies, with
frequency spacing as ωE .
Translating into the lab frame with the assumption
that the measurement is along the x-axis in the lab frame,
we have
fs,x =
∑
i
(R11fG,x,i +R21fG,y,i +R31fG,z,i). (A4)
The sum over i randomly averages the DM field variables,
leading to an overall amplitude f ∝ √Nwaves ∝ √ρDM,
as in our general parametrization (3). In figure 1 we show
the behavior of the signal power spectrum as a function
of frequency. Here we choose vector dark matter mass so
that the oscillation frequency is around 1kHz and we lin-
early add one million vector dark matter wavefunctions.7
We assume the total observation time is 200 hours, which
gives frequency resolution as ∼ 1.4µHz. The spiky fea-
ture in this power spectral density (PSD) is caused by
the incoherent superposition of the particles in one fre-
quency bin. By combining 125 bins togehter, we obtain
the averaged PSD, shown as blue dots in figure 1.
Appendix B: Continuous force sensing with
optomechanics
Here we review some basics about continuous force
sensing in optomechanical and electromechanical sys-
tems. We will use a single-sided optical cavity coupled
to a mechanical object as a basic tool; many other sys-
tems obey the same basic equations. We begin with a
continuous position sensing setup and then discuss ve-
locity measurements. Our discussion will be reasonably
self-contained, but we refer the reader to eg. the review
[43] for details, especially on the equations of motion for
the cavity.
1. Single-sided optomechanical cavity
Consider a high-reflectivity mirror suspended as a me-
chanical resonator of mechanical frequency ωs and mass
7 We checked that increasing the number of vector dark matter
does not change our result qualitatively.
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ms forming a moveable end of an optical cavity with a
single port. We write the total Hamiltonian
H = Hsys +Hbath. (B1)
The system term here consists of a mechanical res-
onator (the sensor) and the fundamental electromechan-
ical mode of the cavity. There are two baths, one each
for the mechanics and cavity. The mechanical bath can
be thought of as phonons in the support structure of the
resonator mass, while the cavity bath consists of pho-
tonic modes in a transmission line connected to the in-
put/output port. In particular, the cavity bath will also
serve to drive the system and read out measurements.
The Hamiltonian of the mechanical oscillator and cav-
ity mode are
Hsys = ωa
†a+ ωsb†b. (B2)
The first term is the cavity mode and the second is the
mechanical oscillator. We will often use the cavity am-
plitude and phase quadrature variables, defined by
X =
a+ a†√
2
, Y = −ia− a
†
√
2
(B3)
respectively. The mechanics and light are coupled op-
tomechanically: the frequency ω of the cavity depends
on the oscillator position ω = ω(x). Taylor expanding
this dependence to lowest order gives the kinetic term
with ω(0) =: ωc, the cavity frequency at x = 0. The next
order gives the coupling
Hint = G0
x
x0
a†a, G0 = −x0ωc
L
. (B4)
where L is the equilibrium length of the cavity and x0 =√
1/2mωs is the zero point length scale of the mechanical
oscillator. Note this is normalized so that G0 has units
of a frequency.8 This coupling is key to optomechanics,
allowing us to prepare and read out the mechanical state
using the cavity photons.
Driving the system with an external laser amounts to
displacing the cavity mode operators
a→ eiωLt(α+ a), (B5)
where ωL is the laser frequency, which we scale out of
the cavity operators (i.e. we work in the frame co-
rotating with the laser). The classical laser drive strength
α ∼ √PL leads to an enhanced optomechanical coupling
strength G:
G = G0
√
n, n =
PL
ωLκ
, (B6)
where G0 is the single-photon optomechanical coupling
given in (B4) and n is the average occupancy of the cav-
ity mode in terms of the laser power PL and cavity loss
8 We will use uppercaseG for the optomechanical coupling to avoid
confusion with the lowercase g used for the DM-sensor coupling
in (3).
κ. Taking the drive α to be real and linearizing around
this large background field, we obtain the optomechanical
coupling
HOM = G
x
x0
X. (B7)
The drive changes the equilibrium position and frequency
of the oscillator to linear order; we have redefined ωc, ωs
to include this effect.
Finally, we need to discuss the effects of the baths.
Both the mechanical and cavity oscillators are (sepa-
rately) coupled to large baths of bosonic modes
Hbath =
∑
p
ωpA
†
pAp + νpB
†
pBp
− x
∑
p
gpxp − i
∑
p
fpa
†Ap − f∗paA†p.
(B8)
Note that the cavity-bath and sensor-bath couplings are
different: in particular, the sensor bath couples only to
the mechanical position x. The mechanical bath is un-
monitored, leading to simple damping of the mechan-
ics. We now make the usual Markovian approximation
for the bath and assume that the bath-system couplings
fp ≡ f, gp ≡ g are approximately constant. Tracing out
the baths then leads to the Heisenberg-Langevin equa-
tions of motion for the cavity and mechanics [43]
X˙ = −∆Y − κ
2
X +Xin
Y˙ = ∆Y − κ
2
Y + Yin +
Gx
x0
x˙ =
p
ms
p˙ = −msω2sx− γp+ Fin +
GX
x0
.
(B9)
Here ∆ = ωL − ωc is the cavity detuning from the laser
drive at frequency ωL and κ, γ are the damping rates of
the cavity and mechanics respectively. In what follows
we take the detuning ∆ = 0.
The input fields Xin, Yin, Fin are operators which rep-
resent the input noise sources. They are constructed as
sums over the individual bath modes, eg.
Ain(t) =
1√
2piρA
∑
p
e−iωp(t−t0)Ap(t0) (B10)
represents the cavity input annihilation operator, where
ρA is the density of states of the transmission line and
Ap(t0) is the intial condition of the mode. From this we
can construct Xin, Yin in analogy with (B3). Physically,
the Xin, Yin represent quantum vacuum noise around the
laser drive and Fin represents a thermal bath coupling to
the mechanics. The optical noises satisfy
[Xin(t), Xin(t
′)] = [Yin(t), Yin(t′)] = κδ(t− t′),(B11)
representing vacuum white noise from a 1D QFT; note
that they have dimensions of 1/time. The input force
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FIG. 5. Laser power required to achieve the SQL. Top: fixed
mechanical frequency ωs. Bottom: variable mechanical fre-
quency ωs, with SQL achieved on-resonance ωφ = ωs. Same
sensor parameters as in figure 3, and assuming a cavity length
L = 0.1 m. We see that at sufficiently high signal frequency,
the SQL requires prohibitively large laser power PL & 1 W.
In our sensitivity curves, we only allow for laser powers below
1 W; at higher frequencies we are therefore working at noise
levels above the SQL.
noise satisfies
[Fin(t), Fin(t
′)] = αδ(t− t′), α = 4γmskT, (B12)
with T the temperature of the mechanical bath.9 Thus
Fin has dimensions of force = momentum/time.
9 The appearance of the same damping coefficient between the
X and Xin operators (similarly Y, F ) is a consequence of the
fluctuation-dissipation theorem. It is a reflection of the assump-
tion that the cavity and mechanics are in equilibrium with their
respective baths.
2. Inferring force from position measurement
The standard paradigm for force sensing is continu-
ously monitor some resonator variable like x(t) and try
to infer a force acting on the device. Note that x(t) is
imprinted onto the light Y quadrature through the op-
tomechanical coupling; what one actually does is to make
an interferometric measurement of this quadrature.
To imprint the mechanical information onto the light,
consider an incoming photon which scatters off the mirror
and then comes back out of the cavity. The light picks
up a phase shift proportional to x(t) where t is the time
of scattering. The full scattering process involves the
photon being shot into the cavity, reflected, shot back
out of the cavity, and finally measured. Thus we have
essentially an S-matrix style description; the way people
discuss this in quantum optics is through the so-called
input-output relations
Xout = Xin + κX, Yout = Yin + κY. (B13)
This is the same way one formulates scattering through
the LSZ formula. The output fields are defined in analogy
with the input fields like (B10), but with respect to the
late-time values of the mode operators. Again, see [43]
for details.
The noise in some observable O(t) has power spectral
density (PSD) determined by
〈O(ω)O(ω′)〉 = SOO(ω)δ(ω + ω′). (B14)
The delta function arises by assumption of a stationary
noise source, which is accurate in our case. Let [O] be the
dimension of O(t), so O(ω) has units of [O] × time, and
thus SFF (ω) has units of [O]
2/frequency. The square
root is what gives the usual measure of sensitivity like
LIGO’s strain per root Hertz or an accelerometer’s g per
root Hertz. The interpretation is that if one wants to
measure O to some precision ∆O, you need to integrate
for a time Tint given by ∆O =
√
SOO/Tint. The more
accurate (small ∆O), the larger Tint is needed.
Thus, we need two key pieces of information to deter-
mine our sensitivity: a choice of operator and a calcula-
tion of the noise PSD. As described above, in our case
the observable we actually measure is the output phase
quadrature Yout. Let us calculate its noise. The goal
is to use the equations of motion (B9) and input-output
relations (B13) to compute the noise PSD (B14) with
O = Yout. The answer should be expressed in terms of
the vacuum input noises Yin, Xin, Fin only.
The equations of motion (B9) are linear so this can
be performed with a page of algebra. Working in the
frequency domain, we have
X(ω) = χc(ω)Xin(ω)
Y (ω) = χc(ω)
[
Yin(ω) +
Gx(ω)
x0
]
(B15)
where the cavity susceptibility is
χc(ω) =
1
iω − κ/2 . (B16)
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FIG. 6. Seismic contributions to the force noise PSD, cf.
figure 3.
The oscillator position spectrum is
x(ω) = χm(ω)
(
Fin(ω) +
GX(ω)
x0
)
(B17)
with the mechanical susceptibility
χm(ω) =
1
ms(ω2s − ω2 − iγωs)
. (B18)
Plugging (B17) into (B15) and using the input-output
relations (B13), we obtain the output phase quadrature
Yout = e
iφcYin +
G2κ
x20
χ2cχmXin +
Gκ
x0
χcχmFin, (B19)
where eiφc = 1 + κχc. From this equation one can easily
work out the Y noise PSD by inserting this into (B14)
and using the vacuum correlation function of the input
optical noises (B11) and thermal correlation function of
the input force noise (B12).
In force sensing, what one really does in practice is fil-
ter Y with the appropriate filtering function to reference
all of this to force. In this case that means we define our
force estimator
FE(ω) = Yout(ω)
x0
Gκχc(ω)χm(ω)
. (B20)
Defining the noise PSD SFF (ω) of our force readout using
(B14) with O = FE , we obtain
SFF (ω) = S
SN
FF (ω) + S
BA
FF (ω) + S
T
FF (ω) (B21)
with
SSNFF =
x20
G2κ
1
|χcχm|2
SBAFF =
G2κ
x20
|χc|2
STFF = 4γmskT.
(B22)
Here we assumed that 〈[Xin, Yin]〉vac = 0, i.e. there is
no correlation between the two quadratures. If we used
squeezed input light (as LIGO has begun to do [48]), this
correlator does not vanish and can actually contribute
with a minus sign, i.e. lower the total noise. In what
follows we will assume zero squeezing.
The measurement-added noise SM = SSN +SBA con-
sists of shot noise (fluctuations in the input phase Yin)
and backaction (fluctuations in the input amplitudeXin).
Note that the shot noise (referenced to a force measure-
ment!) goes like 1/PL while backaction goes like P with
PL the input laser power. For a fixed frequency, one
can therefore minimize the sum of the shot noise and
backaction terms with some optimal laser power PSQL
to achieve the so-called standard quantum limit (SQL).
Note that this can only be done at a single frequency.
Let ωφ be a fiducial signal frequency at which we want
to achieve the SQL. The SQL occurs at a coupling G∗ =
G∗(ωφ) determined by dSM (ωφ)/dG2 = 0, namely
G2∗(ωφ) =
x20
κ
1
|χ2c(ωφ)χm(ωφ)|
. (B23)
This determines the requisite laser power PL through
(B6):
PSQLL (ωφ) =
L2
ωc
1
|χ2c(ωφ)χm(ωφ)|
(B24)
assuming exactly zero detuning ωc = ωL. See figure 5 for
an example of the required laser power as a function of
target frequency ωφ. At this value of the coupling, the
measurement-added part of the noise PSD becomes
SM,SQLFF (ω|ωφ) =
∣∣∣∣χ2c(ωφ)χm(ωφ)χ2c(ω)χ2m(ω)
∣∣∣∣+ ∣∣∣∣ χ2c(ω)χ2c(ωφ)χm(ωφ)
∣∣∣∣ .
(B25)
Note in particular that at the SQL frequency ω = ωφ we
have the simple result
SM,SQLFF (ω = ωφ) = 2ms
√
(ω2φ − ω2s)2 + γ2ω2s .(B26)
This equation demonstrates clearly the ideal case: reso-
nant detection, with the signal and mechanical frequen-
cies matching ωφ = ωs.
In the above, we have given our sensitivity curves
based on the fundamental limits set purely by thermal
and measurement-added noise. At low frequencies (be-
low around 1 Hz, seismic noise starts to dominate over
these two sources. As discussed in the main text, seismic
noise can in principle be subtracted by using sensors with
different material compositions and making differential
measurements, which can distinguish between the seis-
mic noise.and equivalence-principle violating dark matter
signal. To get some quantitative sense of the magnitude
of seismic noise at low frequencies, we show the seismic
contribution to the force noise PSD of a single sensor in
figure 6.
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