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Abstract
We construct a model-independent framework describing stabilities of ferro-
magnetism in strongly correlated electron systems; Our description relies on the
operator theoretic correlation inequalities. Within the new framework, we rein-
terpret the Marshall-Lieb-Mattis theorem and Lieb’s theorem; in addition, from
the new perspective, we prove that Lieb’s theorem still holds true even if the
electron-phonon and electron-photon interactions are taken into account. We also
examine the Nagaoka-Thouless theorem and its stabilities. These examples verify
the effectiveness of our new viewpoint.
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1 Introduction
1.1 Overview
Although magnetism has a long history, its mechanism has been mystery and are ac-
tively studied even today. Heisenberg was the first to try to explain the mechanism
in terms of the quantum mechanics [14]. A modern approach to magnetism, more
precisely, metalic ferromagnetism was initiated by Gutzwiller, Kanamori and Hub-
bard [13,16,18]. They introduced a very simplified model which is nowaday called the
Hubbard model to explain ferromagnetism. The Hubbard model on a finite lattice Λ
is given by
HH =
∑
x,y∈Λ
∑
σ=↑,↓
txyc
∗
xσcyσ +
∑
x,y∈Λ
Uxy
2
(nx − 1)(ny − 1). (1.1)
With regard to more precise definition, see Section 1.3. Despite the simplicity of the
Hamiltonian, the Hubbard model involves the three essential factors of many-electron
systems: first, the electron itineracy which is described by the first term of the RHS of
(1.1); second, the electron-electron Coulomb repulsion, the second term of the RHS of
(1.1); finally, the Fermi statistics which is expressed by the fact that HH acts on the
fermionic Fock space. We expect that ferromagnetism arises from an exquisite interplay
of these factors. To reveal the interplay mathematically has been a long-standing
problem in the theory of ferromagnetism. Note that if any one of the factors are lacking,
ferromagnetism will never appear, which indicates that the mathematical analysis of
ferromagnetism is essentially nonperturbative. This aspect makes the problem difficult.
Despite the extensive research regarding ferromagnetism, only few exact results are
currently known. Below, we explain two rigorous results which are related with the
present study.
Nagaoka-Thouless’ theorem: In 1965, Nagaoka constructed a first rigorous example
of the ferromagnetism [41]. He proved that the ground state of the model exhibits
ferromagnetism when one electron is fewer than half-filling and the Coulomb strength
U is infinitely large. We remark that Thouless also discussed the same mechanism
in [55].
Lieb’s theorem: In 1989, the ground state of the Hubbard model on some bipartite
lattices at half-filling is shown to exhibit ferrimagnetism by Lieb [25]. His method called
the spin-reflection positivity originates from the axiomatic quantum field theory [12,42].
In the Nagaoka-Thouless theorem, the Coulomb strength is assumed to be infinitely
large, on the other hand, such a restriction is unnecessary in Lieb’s theorem.
Other than the above, flat-band ferromagnetism is attracting attention [28–30, 52,
53], but this is not our concerns in the present paper. For a review of the history and
rigorous results concerning the Hubbard model, we refer to [52].
On the one hand, electrons always interact with phonons and electromagnetic fields
in actual metals; on the other hand, ferromagnetism is experimentally observed in vari-
ous metals and has a wide range of uses in daily life. Therefore, if the Nagaoka-Thouless
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and Lieb’s theorems contain an essence of real ferromagnetism, these theorems should
be stable under the influence of the electron-phonon and electron-photon interactions.
Stabilities of magnetism have been studied by the author and obtained affirmative re-
sults; it is proved that the Nagaoka-Thouless theorem is stable under the influence of
the above-mentioned perturbations [36]; in addition, Lieb’s theorem is proved to be
stable even if the electron-phonon interaction is taken into consideration [35,37].
The main purpose in the present paper is to reveal a mathematical framework de-
scribing the stability of ferromagnetism. As we will see, this is attained by introducing
a new concept of stability class. The stability classes are described by operator the-
oretic correlation inequalities established in [31, 32, 34, 35, 37]. The main advantage of
our approach is that we can clearly recognize a model-independent structure behind
stabilities of ferromagnetism in many electron systems.
In [35–37], we have already examined the stabilitiy problems. However, our ap-
proach in the present study is quite different from those in [35–37], and provide a
unified viewpoint of stability of ferromagnetism.
1.2 Summary of results
1.2.1 Positivity in Hilbert spaces
To state our results, we have to introduce some terminologies concerning self-dual
cones: Let P be a convex cone in the Hilbert space H. We say that P is self-dual if
P = {η ∈ H | 〈η|ξ〉 ≥ 0 ∀ξ ∈ P}. A vector η ∈ P is called strictly positive w.r.t. P
whenever 〈ξ|η〉 > 0 for all ξ ∈ P\{0}. We write this as η > 0 w.r.t. P. In this way,
once we fix a self-dual cone in H, the corresponding positivity can be naturally defined.
In general, there could be infinitely many self-dual cones in H, which implies that we
can introduce various positivities in H. See Section 2 for further details.
1.2.2 Basic definitions in many-electron systems
In the present study, we will examine many-electron systems. To describe a brief
summary of our results, we will give some basic definitions.
Consider electrons in a finite lattice Λ. The Hilbert space of the electrons is given
by
E =
⊕
n≥0
n∧
(`2(Λ)⊕ `2(Λ)), (1.2)
the fermionic Fock space over `2(Λ) ⊕ `2(Λ); here, ∧n h indicates the n-fold antisym-
metric tensor product of h.
The electron annihilation- and creation operators with spin σ ∈ {↑, ↓} at x ∈ Λ are
denoted by cxσ and c
∗
xσ, respectively. Of course, cxσ and c
∗
xσ act on the Hilbert space
E and satisfy the standard anticommutation relations:
{cxσ, c∗yσ′} = δxyδσσ′ , {cxσ, cyσ′} = 0, (1.3)
where δxy is the Kronecker delta.
The electron number operator at x ∈ Λ is given by nx = nx↑+nx↓ with nxσ = c∗xσcxσ.
The total electron number operator is defined by
Nel =
∑
x∈Λ
nx. (1.4)
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The n-electron subspace of E is given by
En = ker(Nel − n) =
n∧(
`2(Λ)⊕ `2(Λ)). (1.5)
The spin operators at x ∈ Λ are defined by
S(j)x =
1
2
∑
σ,σ′=↑,↓
c∗xσ
(
s(j)
)
σσ′
cxσ′ , j = 1, 2, 3, (1.6)
where s(j) (j = 1, 2, 3) are the Pauli matricies. These satisfy the standard commutation
relations:
[S(j)x , S
(k)
y ] = iεjklδxyS
(l)
x , (1.7)
where εjkl is the Levi-Civita symbol.
The total spin operators are defined by
S
(j)
tot =
∑
x∈Λ
S(j)x , j = 1, 2, 3. (1.8)
In addition, we set
S2tot =
3∑
j=1
(
S
(j)
tot
)2
(1.9)
with eigenvalues S(S + 1). If ϕ is an eigenvector of S2tot with S
2
totϕ = S(S + 1)ϕ, then
we say that ϕ has total spin S.
Now let us consider the n-electron subspace En. For each M ∈ spec(S(3)tot), we
define the M -subspace of En by En[M ] = ker(S
(3)
tot −M)∩En. Let H be a Hilbert space
containing E as a subspace. Thus, the total spin operators and the electron number
operator can be viewed as operators acting on H, naturally. The n-electron subspace
of H is defined by Hn = ker(Nel − n) ∩ H, and the M -subspace of Hn is defined by
Hn[M ] = ker(S
(3)
tot −M) ∩ Hn.
In concrete applications examined in the present study, we will mainly explore the
case where H = E ⊗ X, where X is some Hilbert space, e.g., the phonon-Fock space.
In this case, we can regard E as a subspace of H in the following manner: Given
a normalized vector x0 ∈ X, let E ⊗ x0 be a closed subspace of E ⊗ X defined by
E⊗x0 = {ψ⊗x0 |ψ ∈ E}. We readily confirm that a map τ : E 3 ψ 7→ ψ⊗x0 ∈ E⊗x0
is an isometry, which provides an identification E with E⊗x0. Under this identification,
E can be viewed as a subspace of H.1
For later use, we slightly extend the definition of the M -subspace as follows. Let Q
be an orthogonal projection on En. We suppose the following condition:
(Q) Q commutes with the total spin operators S
(j)
tot, j = 1, 2, 3.
We call QEn[M ] the M -subspace as well. Note that Q is a projection onto a subspace
where the problem becomes relatively easier to treat. A typical example of Q is the
Gutzwiller projection given by (1.28), see also (1.18) as another example of Q.
1An appropriate choice of x0 depends on the problem.
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Let H be the set of all Hilbert spaces which contain E as a subspace. We define a
family of self-adjoint operators by
Hn =
⋃
H∈H
{
H
∣∣∣H is a self-adjoint operator acting on the n-electron subspace Hn,
bounded from below, and commutes with Q and S
(j)
tot, j = 1, 2, 3
}
.
Physically, Hn is the set of all Hamiltonians in which we are interested. Note that
even if H is a self-adjoint operator on QEn which commutes with S
(j)
tot, j = 1, 2, 3, we
can naturally regard H as an element in Hn.2 For a given H ∈ Hn, let HH ∈ H be
a corresponding Hilbert space on which H acts.3 We set H[M ] = H  HH [M ], the
restriction of H onto the M -subspace HH [M ].
1.2.3 Stability of ferromagnetism: A general form
Our results in Section 3 can be briefly summarized as follows.
Theorem 1.1 (Summary of Section 3) Let Q be an orthogonal projection on En
satisfying (Q). Let H∗ be a Hamiltonian acting on QEn. We assume the the following:
(U. 1) H∗ commutes with the total spin operators S
(j)
tot, j = 1, 2, 3. In addition, the
ground state of H∗ has total spin S∗ and, is unique apart from the trivial (2S∗+1)-
degeneracy.
(U. 2) There exist an M∗ ∈ spec(S(3)tot) with |M∗| ≤ S∗ and a self-dual cone P∗ in the
M∗-subspace QEn[M∗] such that the unique ground state ψ∗ of H∗[M∗] fullfils
ψ∗ > 0 w.r.t. P∗.
Then there exists a family of Hamiltonians U (H∗) ⊂Hn with the following properties:
(i) For every H ∈ U (H∗), the ground state of H has the common total spin S∗, and
is unique apart from the trivial (2S∗ + 1)-degeneracy.
(ii) The cardinality of U (H∗) is greater than ℵ0, the cardinality of the natural num-
bers. In this sense, U (H∗) is rich enough.
(iii) For each H ∈ U (H∗), let HH be the corresponding Hilbert space on which H acts.
Then there exists a self-dual cone PH in the M∗-subspace HH [M∗] such that the
unique ground state of H[M∗] satisfies ψH > 0 w.r.t. PH . Note that there could
be another self-dual cone P′H such that ψH > 0 w.r.t. P
′
H .
(iv) Every Hamiltonian in U (H∗) inherits the strict positivity of the ground state
from H∗. More precisely, for each H ∈ U (H∗), there exists a sequence of Hamil-
tonians {Hj}Nj=1 ⊂ U (H∗) with H1 = H∗ and HN = H possessing the fol-
lowing properties: Let Cj be the set of all self-dual cones in HHj [M∗] satisfying
(iii) : Cj = {PHj |ψHj > 0 w.r.t. PHj}. Let Pj,j+1 be the orthogonal projec-
tion from HHj+1 [M∗] onto HHj [M∗].4 Then there exist pairs of self-dual cones
(P2,P
′
2), (P3,P
′
3), . . . , (PN−1,P′N−1) such that:
2 More precisely, corresponding to the decomposition En = ran(Q) ⊕ ker(Q), we have the natural
identification H ∼= H ⊕ 0. We readily check that H ⊕ 0 ∈Hn.
3 Needless to say, the number of electron in HH is equal to n: HH ⊂ ker(Nel − n).
4Thus, the Hilbert spaces HH1 , . . . ,HHN satisfy QEn[M∗] = HH1 [M∗] ⊆ HH2 [M∗] ⊆ · · · ⊆ HHN [M∗].
5
1. (Pj ,P
′
j) ∈ Cj × Cj , j = 2, 3, . . . , N − 1.
2. Pj,j+1P
′
j+1 ⊆ P′j+1, j = 1, 2, . . . , N − 1, where P′N = PH .
3. Set P1 = P∗. We have P1 = P1,2P′2, P2 = P2,3P′3, . . . ,PN−1 = PN−1,NP′N .
Note that P′j could be equal to Pj.
Remark 1.2 • The family of Hamiltonians U (H∗) in the above is called the H∗-
stability class.
• The property (iv) implies that 〈ψ∗|P1,2ψH2〉〈ψH2 |P2,3ψH3〉 · · · 〈ψHN−1 |PN−1,NψHN 〉 >
0, which will play an important role in Section 3.
• In concrete applications of the above theorem, we will only use the properties (i)
and (ii) in order to make statements simpler. However, a remarkable point in the
above theorem is that every Hamiltonian in U (H∗) inherits the strict positivity
of the ground state from H∗; Indeed, (i) and (ii) can be regarded as by-products
of the properties (iii) and (iv), see Sections 2 and 3 for details
• As we will see in Section 3, our construction of U (H∗) clarifies conditions when
a given Hamiltonian actually belongs to U (H)∗.
• We will also discuss ferromagnetism and long-range orders in the ground state
from a viewpoint of stability class. ♦
To understand the importance of the above theorem, we will give two examples
in this section; Indeed, we will examine stability of Lieb’s theorem and the Nagaoka-
Thouless theorem in terms of the stability class.
In Section 6, we will further discuss various stabilities of ferromagnetism. Typical
examples are the following:
• Stabilities of ferromagnetism under deformations of parameters including txy and
Uxy in (1.1).
• Stabilities of ferromagnetism against randomness comming from the enviroment.
1.3 Models
To illustrate applications of the main theorem, we introduce three models.
1.3.1 The Hubbard model
The Hamiltonian of the Hubbard model on Λ is defined by
HH =
∑
x,y∈Λ
∑
σ=↑,↓
txyc
∗
xσcyσ +
∑
x,y∈Λ
Uxy
2
(nx − 1)(ny − 1), (1.10)
where txy is the hopping matrix, and Uxy is the energy of the Coulomb interaction. We
suppose that {txy} and {Uxy} are real symmetric |Λ| × |Λ| matrices. The Hamiltonian
HH acts on the Hilbert space E.
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1.3.2 The Holstein-Hubbard model
In the present paper, we omit trivial tensor products; let X1 and X2 be Hilbert spaces,
and let A and B be linear operators on X1 and X2, respectively. We identify A⊗1 = A
and 1⊗B = B, if no confusion arises.
Let us consider the Holstein-Hubbard model of interacting electrons coupled to
dispersionless phonons of frequency ω > 0. The Hamiltonian is
HHH = HH +
∑
x,y∈Λ
gxy(nx − 1)(b∗y + by) +
∑
x∈Λ
ωb∗xbx, (1.11)
where HH is the Hubbard Hamiltonian; b
∗
x and bx are bosonic creation- and annihilation
operators at site x ∈ Λ, respectively. The operators b∗x and bx satisfy the canonical
commutation relations:
[bx, b
∗
y] = δxy, [bx, by] = 0. (1.12)
gxy is the strength of the electron-phonon interaction. We assume that {gxy} is a real
symmetric matrix. HHH lives in the Hilbert space E ⊗ Fph, where E is given by (1.2),
and Fph =
⊕∞
n=0⊗ns `2(Λ), the bosonic Fock space over `2(Λ); here, ⊗ns h indicates the
n-fold symmetric tensor product of h. By the Kato-Rellich theorem [43, Theorem X.
12], HHH is self-adjoint on dom(Nph) and bounded from below, where Nph =
∑
x∈Λ b
∗
xbx
and dom(A) indicates the domain of the linear operator A.
1.3.3 A many-electron system coupled to the quantized radiation field
Consider a many-electron system coupled to the quantized radiation field. We suppose
that Λ is embedded into the region V = [−L/2, L/2]3 ⊂ R3 with L > 0.5 The system
is described by the following Hamiltonian:
Hrad =
∑
x,y∈Λ
∑
σ=↑,↓
txy exp
{
i
∫
Cxy
dr ·A(r)
}
c∗xσcyσ +
∑
x,y∈Λ
Uxy
2
(nx − 1)(ny − 1)
+
∑
k∈V ∗
∑
λ=1,2
ω(k)a(k, λ)∗a(k, λ). (1.13)
The Hamiltonian Hrad acts on the Hilbert space E ⊗ Frad, where E is given by (1.2),
and Frad is the bosonic Fock space over `
2(V ∗×{1, 2}) with V ∗ = (2piL Z)3. a(k, λ)∗ and
a(k, λ) are bosonic creation- and annihilation operators, respectively. As usual, these
operators satisfy the following relations:
[a(k, λ), a(k′, λ′)∗] = δλλ′δkk′ , [a(k, λ), a(k′, λ′)] = 0. (1.14)
A(r) (r ∈ V ) is the quantized vector potential given by
A(r) = |V |−1/2
∑
k∈V ∗
∑
λ=1,2
χκ(k)√
2ω(k)
ελ(k)
(
eik·ra(k, λ) + e−ik·ra(k, λ)∗
)
. (1.15)
χκ is the indicator function of the ball of radius 0 < κ < ∞ centered at the origin,
where κ is the ultraviolet cutoff. The dispersion relation ω(k) is chosen to be ω(k) = |k|
5 Remark that the cube is used here for simplicity; we can take general V , for example, V =
[−L1/2, L1/2]× [−L2/2, L2/2]× [−L3/2, L3/2].
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for k ∈ V ∗\{0}, ω(0) = m0 with 0 < m0 <∞. Cxy is a piecewise smooth curve from x
to y. For concreteness, the polarization vectors are chosen as
ε1(k) =
(k2,−k1, 0)√
k21 + k
2
2
, ε2(k) =
k
|k| ∧ ε(k, 1). (1.16)
To avoid ambiguity, we set ελ(k) = 0 if k1 = k2 = 0. A(r) is essentially self-adjoint.
We denote its closure by the same symbol. This model was introduced by Giuliani et
al. in [9]. Remark that Hrad is essentially self-adjoint and bounded from below. We
denote its closure by the same symbol.
1.4 Stability of Lieb’s theorem
As an application of Theorem 1.1, we explore stabilities of Lieb’s theorem.
1.4.1 Basic definitions
Definition 1.3 Let Λ be a finite lattice. Let {Mxy} be a real symmetric |Λ| × |Λ|
matrix.
(i) We say that Λ is connected by {Mxy}, if, for every x, y ∈ Λ, there are x1, . . . , xn ∈
Λ such that Mxx1Mx1x2 · · ·Mxny 6= 0.
(ii) We say that Λ is bipartite in terms of {Mxy}, if Λ can be divided into two disjoint
sets A and B such that Mxy = 0, whenever x, y ∈ A or x, y ∈ B. ♦
1.4.2 The Marshall-Lieb-Mattis stability class
The Marshall-Lieb-Mattis Hamiltonian is defined by
HMLM = SA · SB, (1.17)
where SA =
∑
x∈A Sx and SB =
∑
x∈B Sx. Here, A and B are subsets of Λ in Definition
1.3. The Hamiltonian HMLM acts on En=|Λ|. Let Q be the orthogonal projection defined
by
Q =
∏
x∈Λ
(nx↑ − nx↓)2. (1.18)
We readily check that Q satisfies (Q).
In Section 4, we will prove the following.
Theorem 1.4 The Hamiltonian HMLM satisfies (U. 1) and (U. 2) with S∗ =
∣∣|A| −
|B|∣∣/2. Hence, by Theorem 1.1, the HMLM-stability class U (HMLM) has the following
properties: For each H ∈ U (HMLM), the ground state of H has total spin S =
∣∣|A| −
|B|∣∣/2, and is unique apart from the trivial (2S + 1)-degeneracy.
Remark 1.5 U (HMLM) is called the Marshall-Lieb-Mattis stability class. ♦
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1.4.3 Lieb’s theorem
We examine the Hubbard model HH. We assume the following:
(A. 1) Λ is connected by {txy};
(A. 2) Λ is bipartite in terms of {txy};
(A. 3) {Uxy} is positive definite.6
Note that the number of electron is conserved, that is, Nel commutes with HH. Since
we are interested in the half-filled system, we will study the following Hamiltonian:
HH,|Λ| = HH  En=|Λ|, (1.19)
In Section 4, we will prove the following.
Theorem 1.6 (Lieb’s theorem [25]) Assume that |Λ| is even. Assume (A. 1), (A.
2) and (A. 3). Then HH,|Λ| belongs to U (HMLM). Thus, by Theorem 1.4, the ground
state of HH,|Λ| has total spin S = 12
∣∣|A| − |B|∣∣ and is unique apart from the trivial
(2S + 1)-degeneracy.
1.4.4 Stability of Lieb’s theorem I
Let us consider the Holstein-Hubbard model HHH. As before, the number of electrons
is conserved. We will study the half-filled case; thus, we focus our attention on the
restricted Hamiltonian:
HHH,|Λ| = HHH  En=|Λ| ⊗ Fph. (1.20)
Here, we continue to assume (A. 1) and (A. 2). On the other hand, the assumption
(A. 3) will be replaced by a new condition (A. 5) below. As to the electron-phonon
interaction, we assume the following:
(A. 4)
∑
x∈Λ gxy is a constant independent of y ∈ Λ.
An important example satisfying (A. 4) is the on-site interaction: gxy = gδxy.
To state our result, we introduce the effective Coulomb interaction by
Ueff,xy = Uxy − 2
ω
∑
z∈Λ
gxzgyz. (1.21)
Our new assumption in stated as follows.
(A. 5) {Ueff,xy} is positive definite.
Theorem 1.7 Assume that |Λ| is even. Assume that (A. 1), (A. 2), (A. 4) and (A.
5). Then HHH,|Λ| belongs to U (HMLM). Hence, by Theorem 1.4, the ground state of
HHH,|Λ| has total spin S = 12
∣∣|A| − |B|∣∣ and is unique apart from the trivial (2S + 1)-
degeneracy.
We will provide a proof of Theorem 1.7 in Section 4.
6 More precisely,
∑
x,y∈Λ z
∗
xzyUxy > 0 for all z = {zx}x∈Λ ∈ C|Λ| with z 6= 0.
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1.4.5 Stability of Lieb’s theorem II
Next, let us consider a many-electron system coupled to the quantized radiation field.
Note that the number of electrons is conserved, as before. We will study the Hamilto-
nian at half-filling:
Hrad,|Λ| = Hrad  En=|Λ| ⊗ Frad. (1.22)
Theorem 1.8 Assume that |Λ| is even. Assume that (A. 1), (A. 2) and (A. 3).
Then Hrad,|Λ| belongs to U (HMLM). Thus, by Theorem 1.4, the ground state of Hrad,|Λ|
has total spin S = 12
∣∣|A|− |B|∣∣ and is unique apart from the trivial (2S+1)-degeneracy.
As far as we know, this theorem is new. We provide a proof of Theorem 1.8 in the
following sections.
1.5 Stability of the Nagaoka-Thouless theorem
As an additional example, we explore the stabilities of the Nagaoka-Thouless theorem
in this subsection.
1.5.1 Basic definitions
To explain the Nagaoka-Thouless ferromagnet, we introduce the hole-connectivity as
follows.
The set of spin configurations with a single hole is denoted by S:
S =
{
σ ={σx}x∈Λ ∈ {↑, 0, ↓}Λ
∣∣∣
There exists an x0 ∈ Λ such that σx0 = 0 and σx 6= 0 if x 6= x0
}
. (1.23)
We say that the x0 in (1.23) is the position of the hole. For each σ ∈ S, the position
of the hole is denoted by x0(σ).
For each σ ∈ S, we denote by n↑(σ) (resp., n↓(σ)) the number of up spins (resp.,
down spins) in σ. For each M ∈ {−(|Λ| − 1)/2, −(|Λ| − 3)/2, . . . , (|Λ| − 1)/2}, we set
SM = {σ ∈ S |n↑(σ)− n↓(σ) = 2M}.
An element (x,σ) ∈ Λ×SM is called the hole-spin configuration, if x = x0(σ). The
set of all hole-spin configurations is denoted by CM . For each y ∈ Λ, we define a map
Sy : CM → CM by Sy(x,σ) = (y,σ′), where σ′ = {σ′z}z∈Λ ∈ SM is given by
σ′z =

σy if z = x
0 if z = y
σz otherwise
. (1.24)
If x = y, then we set Sy(x,σ) = (x,σ).
Definition 1.9 Let {Mxy} be a real symmetric matrix. We say that Λ has the hole-
connectivity associated with {Mxy}, if the following condition holds: For every pair
(x,σ), (y, τ ) ∈ CM with (x,σ) 6= (y, τ ), there exist sites x1, . . . , x` ∈ Λ such that
Myx`Mx`x`−1 · · ·Mx2x1Mx1x 6= 0 (1.25)
and (
Sy ◦ Sx` ◦ Sx`−1 ◦ · · · ◦ Sx1
)
(x,σ) = (y, τ ). ♦ (1.26)
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Example 1 It is known that models with the following (i) and (ii) satisfy the hole-
connectivity associated with {txy} [52, Section 4.3]:
(i) Λ is a triangular, square cubic, fcc or bcc lattice;
(ii) txy is nonvanishing between nearest neighbor sites. ♦
1.5.2 The Nagaoka-Thouless theorem
Let us consider the Hubbard model HH. We assume the following:
(B. 1) txy ≥ 0 for all x, y ∈ Λ.
(B. 2) Λ has the hole-connectivity associated with {txy}.
For simplicity, let us suppose the following condition:
(B. 3) The on-site Coulomb energy is independent of x: Uxx = U for all x ∈ Λ.
We are interested in the N = |Λ|−1 electron system. Thus, we will study the restricted
Hamiltonian:
HH,|Λ|−1 = HH  En=|Λ|−1 (1.27)
First, we derive the effective Hamiltonian describing the system with U = ∞. To
this end, we introduce the Gutzwiller projection by
PG =
∏
x∈Λ
(1− nx↑nx↓). (1.28)
PG is the orthogonal projection onto the subspace with no doubly occupied sites.
Proposition 1.10 ( [36,51]) We define the effective Hamiltonian by H∞H = PGH
U=0
H,|Λ|−1PG,
where HU=0H,|Λ|−1 is the Hamiltonian HH,|Λ|−1 with U = 0. For all z ∈ C\R, we have
lim
U→∞
(
HH,|Λ|−1 − z
)−1
=
(
H∞H − z
)−1
PG (1.29)
in the operator norm topology.
We set EU=∞ = PGEn=|Λ|−1. The restriction of H∞H onto E
U=∞ is denoted by the same
symbol, if no confusion occurs.
In [51], Tasaki extended Nagaoka’s theorem as follows.
Theorem 1.11 (Generalized Nagaoka-Thouless theorem) Assume (B. 1), (B.
2) and (B. 3). The ground state of H∞H has total spin S = (|Λ| − 1)/2 and is unique
apart from the trivial (2S + 1)-degeneracy.
1.5.3 The Nagaoka-Thouless stability class
In Section 5, we will prove the following theorem, which is a special case of Theorem
1.1. Note that we choose Q as Q = PG in Theorem 1.12 below. We readily check that
PG satisfies the condition (Q).
Theorem 1.12 Let H∞H be the Hamiltonian given in Proposition 1.10. The Hamilto-
nian H∞H satisfies (U. 1) and (U. 2) with S∗ = (|Λ| − 1)/2. Hence, by Theorem 1.1,
the H∞H -stability class U (H
∞
H ) has the following properties: For each H ∈ U (H∞H ),
the ground state of H has total spin S = (|Λ| − 1)/2, and is unique apart from the
trivial (2S + 1)-degeneracy.
Remark 1.13 U (HNT) is called the Nagaoka-Thouless stability class. ♦
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1.5.4 Stability of the Nagaoka-Thouless theorem I
Let us consider the Holstein-Hubbard Hamiltonian HHH. We will study the N = |Λ|−1
electron system. Hence, we concentrate our attention on the Hamiltonian
HHH,|Λ|−1 = HHH  En=|Λ|−1 ⊗ Fph. (1.30)
As before, we can derive an effective Hamiltonian describing the system with U =∞.
Proposition 1.14 ( [36]) We define the effective Hamiltonian by H∞HH = PGH
U=0
HH,|Λ|−1PG,
where HU=0HH,|Λ|−1 is the Hamiltonian HHH,|Λ|−1 with U = 0. For all z ∈ C\R, we have
lim
U→∞
(
HHH,|Λ|−1 − z
)−1
=
(
H∞HH − z
)−1
PG (1.31)
in the operator norm topology.
The restriction of H∞HH to E
U=∞ ⊗ Fph is denoted by the same symbol.
Theorem 1.15 (Stability I) Assume (B. 1), (B. 2)and (B. 3). Then H∞HH belongs
to U (H∞H ). Thus, by Theorem 1.12, the ground state of H
∞
HH has total spin S =
(|Λ| − 1)/2 and is unique apart from the trivial (2S + 1)-degeneracy.
We will prove Theorem 1.15 in Section 5.
1.5.5 Stability of the Nagaoka-Thouless theorem II
Here, we will study the Hamiltonian Hrad,|Λ|−1 = Hrad  En=|Λ|−1 ⊗ Frad.
Proposition 1.16 ( [36]) We define the effective Hamiltonian by H∞rad = PGH
U=0
rad,|Λ|−1PG,
where HU=0rad,|Λ|−1 is the Hamiltonian Hrad,|Λ|−1 with U = 0. For all z ∈ C\R, we have
lim
U→∞
(
Hrad,|Λ|−1 − z
)−1
=
(
H∞rad − z
)−1
PG (1.32)
in the operator norm topology.
As before, we express the restriction of H∞rad to E
U=∞ ⊗ Frad by the same symbol.
Theorem 1.17 (Stability II) Assume (B. 1), (B. 2) and (B. 3). Then H∞rad be-
longs to U (H∞H ). Hence, by Theorem 1.12, the ground state of H
∞
rad has total spin
S = (|Λ| − 1)/2 and is unique apart from the trivial (2S + 1)-degeneracy.
We will provide a proof of Theorem 1.17 in Section 5.
1.6 Organization
The organization of the paper is as follows: In Section 2, we first introduce operator
theoretic correlation inequalities. Using these operator inequalities, we establish a
general framework of stability of ferromagnetism.
In Section 3, we construct a theory of stability of ferromagnetism in many-electron
systems. We will give a proof of Theorem 1.1 stated in Section 1.2. Within this theory,
we discuss the existence of ferromagnetism and long-range orders in the ground state.
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In Section 4, we study Lieb’s theorem from a viewpoint of stability class: We define
the Marshall-Lieb-Mattis stability class, and show that various models belong to this
class. Stabilities of Lieb’s theorem are immediate consequences of this fact.
In Section 5, we study the Nagaoka-Thouless theorem from a viewpoint of stability
class: the Nagaoka-Thouless stability class is introduced; we prove that some models
belong to this class. As immediate results, we show Theorems 1.15 and 1.17.
In Section 6, we present concluding remarks.
Appendices A–E are devoted to proving the results in Section 4. We provide a
proof of a theorem stated in Section 6 in Appendix F. In Appendix G, we prove the
theorems stated in Section 5. In Appendices H and I, we collect useful propositions
concerning our operator theoretic correlation inequalities. These propositions will be
used repeatedly in this study.
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2 General theory of stability of ferromagnetism
2.1 Preliminaries
In order to exhibit our results, we introduce some useful terminologies in this subsection.
Many of results here are taken from [31,32,34,35,37].
2.1.1 Self-dual cones
Let H be a complex Hilbert space. By a convex cone, we understand a closed convex
set P ⊂ H such that tP ⊆ P for all t ≥ 0 and P ∩ (−P) = {0}.
Definition 2.1 The dual cone of P is defined by P† = {η ∈ H | 〈η|ξ〉 ≥ 0 ∀ξ ∈ P}. We
say that P is self-dual if P = P†. ♦
In what follows, we always assume that P is self-dual.
Definition 2.2 • A vector ξ is said to be positive w.r.t. P if ξ ∈ P. We write this
as ξ ≥ 0 w.r.t. P.
• A vector η ∈ P is called strictly positive w.r.t. P, whenever 〈ξ|η〉 > 0 for all
ξ ∈ P\{0}. We write this as η > 0 w.r.t. P. ♦
Example 2 Let X be a finite dimensional Hilbert space. Let {xn}Nn=1 be a complete
orthonormal system in X. We set P = Coni{xn}Nn=1, where Coni(S) is the conical hull
of S. Then P is a self-dual cone. x ≥ 0 w.r.t. P, if and only if 〈xn|x〉 ≥ 0 for all n ∈ N.
Moreover, x > 0 w.r.t. P, if and only if 〈xn|x〉 > 0 w.r.t. P for all n ∈ N. ♦
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Example 3 Let (M,M, µ) be a σ-finite measure space. We set
L2(M,dµ)+ = {f ∈ L2(M,dµ) | f(m) ≥ 0 µ-a.e.}. (2.1)
L2(M,dµ)+ is a self-dual cone in L
2(M,dµ). (Indeed, the reader can easily check the
conditions (i)–(iii) of Theorem H.1.) f ≥ 0 w.r.t. L2(M,dµ)+ if and only if f(m) ≥ 0
µ-a.e. Furthermore, f > 0 w.r.t. L2(M,dµ)+ if and only if f(m) > 0 µ-a.e. ♦
2.1.2 Operator inequalities associated with self-dual cones
In subsequent sections, we use the following operator inequalities.
We denote by B(H) the set of all bounded linear operators on H.
Definition 2.3 Let A,B ∈ B(H). Let P be a self-dual cone in H.
If AP ⊆ P,7 we then write this as A  0 w.r.t. P.8 In this case, we say that A
preserves the positivity w.r.t. P. ♦
Remark 2.4 A 0 w.r.t. P ⇐⇒ 〈ξ|Aη〉 ≥ 0 for all ξ, η ∈ P. ♦
Example 4 Let P be a self-dual cone defined in Example 2. A matrix A acting on X
satisfies A 0 w.r.t. P, if and only if 〈xm|Axn〉 ≥ 0 for all m,n ∈ {1, . . . , N}. ♦
Proof. Let x, y ∈ P. We can express x, y as x = ∑Nn=1 αnxn and y = ∑Nn=1 βnxn with
αn, βn ≥ 0. Since 〈x|Ay〉 =
∑N
m,n=1〈xm|Axn〉αnβm, we conlude the desired assertion
by Remark 2.4. 2
Example 5 Let us consider the self-dual cone L2(M,dµ)+ defined in Example 3. Let
F ∈ L∞(M,dµ). We identify F with the multiplication operator by F . Then F  0
w.r.t. L2(M,dµ)+, if and only if F (m) ≥ 0 µ-a.e. ♦
Definition 2.5 Let A ∈ B(H). We write A  0 w.r.t. P, if Aξ > 0 w.r.t. P for all
ξ ∈ P\{0}. In this case, we say that A improves the positivity w.r.t. P. ♦
Example 6 Consider a Hilbert space L2(Rn). By Example 3, L2(Rn)+ is a self-dual
cone in L2(Rn). Let E = −∆ + x2, where ∆ is the n-dimensional Laplacian. It is
well-known that e−βE  0 w.r.t. L2(Rn)+ for all β > 0, see, e.g., [44, Theorems XIII.44
and XIII. 47]. ♦
2.2 Definitions and results
Let H be a complex Hilbert space. Let A be a linear operator on H. We say that A
has purely discrete spectrum, if essential spectrum of A is empty. In the present study,
the following class of linear operators is important:
O(H) = {A |A is self-adjoint, and has purely discrete spectrum}. (2.2)
Definition 2.6 Let O ∈ O(H) ∩B(H). We say that a Hamiltonian H ∈ O(H) is in
C0(O), if the following conditions are satisfied:
(H. 1) H is bounded from below;
7 For each subset C ⊆ H, AC is defined by AC = {Ax |x ∈ C}.
8This symbol was introduced by Miura [40].
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(H. 2) eisOeitH = eitHeisO for all s, t ∈ R.
We remark that H ∈ C0(O) could be unbounded in general. ♦
Definition 2.7 For a given self-dual cone P in H, let C0(O,P) be the set of all Hamil-
tonians in C0(O) satisfying the following condition:
(H. 3) (H + s)−1  0 w.r.t. P for all s > −E(H), where E(H) = inf spec(H).
Now we define an important family of Hamiltonians by C (O) =
⋃
P C0(O,P), where
the union runs over all self-dual cones in H. ♦
Remark 2.8 • (H. 1) implies that H has ground states and E(H) > −∞.
• (H. 2) is equivalent to the condition that spectral measures of H and O com-
mute with each other. Physically, this means that the eigenvalues of O are good
quantum numbers.
• By Theorem H.10, (H. 3) implies uniqueness of ground states of H. ♦
Definition 2.9 Let H be a complex Hilbert space and let H∗ be a closed subspace of
H. Let P (resp. P∗) be a self-dual cone in H (resp. H∗). Let P be the orthogonal
projection onto H∗. We suppose that
[O,P ] = 0. (2.3)
Note that O  H∗ ∈ O(H∗) by (2.3).
We consider two Hamiltonians H ∈ C (O) and H∗ ∈ C (O  H∗). (Note that H (resp.
H∗) acts on H (resp. H∗).) Let U ∈ B(H) be a unitary operator which commutes with
O. If H,H∗ and U satisfy the following (i)–(iv), then we write this as H ; H∗:
(i) P  0 w.r.t. P;
(ii) P∗ = PP;
(iii) U(H + s)−1U−1  0 w.r.t. P for all s > −E(H);
(iv) (H∗ + s)−1  0 w.r.t. P∗ for all s > −E(H∗). ♦
The following proposition will be often useful.
Proposition 2.10 Let H ∈ C (O) and H∗ ∈ C (O  H∗). Assume that H ; H∗. Let
V be a unitary operator. Then one has
V HV −1 ∈ C (V OV −1), V H∗V −1 ∈ C (V OV −1  V H∗). (2.4)
In addition, V HV −1 ; V H∗V −1.
Proof. Note that VP and VP∗ are self-dual cones in V H and V H∗, respectively. To
show (2.4) is easy. To prove that V HV −1 ; V H∗V −1, we will confirm all conditions
in Definition 2.9 with the following correspondence:
(H, H∗; H, H∗; P ; P, P∗;O;U)
↔(V HV −1, V H∗V −1; V H, V H∗; V PV −1; VP, VP∗;V OV −1;V UV −1). (2.5)
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By (i) of Definition 2.9, we have V PV −1  0 w.r.t. VP. In addition, we have VP∗ =
V PV −1VP, so that (ii) of Defintion of 2.9 is satisfied. We readily check that V U(H +
s)−1U−1V −1  0 w.r.t. VP for all s > −E(H) and V (H∗ + s)−1V −1  0 w.r.t. VP∗
for all s > −E(H∗). Thus, (iii) and (iv) of Definition 2.9 are fulfilled. 2
Let H ∈ C (O) be a Hamiltonian. A nonzero vector in ker(H − E(H)) is called a
ground state of H. As mentioned in Remark 2.8, dim ker(H − E(H)) = 1. Now, let
ψ ∈ ker(H −E(H)) be the normalized ground state of H. Since O is conserved by (H.
2), there exists a µ(H) ∈ spec(O) such that
Oψ = µ(H)ψ. (2.6)
Our purpose in this section is to study properties of µ(H).
Theorem 2.11 If H;H∗, then µ(H) = µ(H∗).
Remark 2.12 We explain the definition of µ(H∗) just in case. By (iv) of Definition
2.9, ground states of H∗ is unique. Let ψ∗ be the unique ground state of H∗. Because H∗
commutes with O  H∗, ψ∗ must be an eigenvector of O. The corresponding eigenvalue
is denoted by µ(H∗). ♦
We will provide a proof of Theorem 2.11 in Section 2.3.
Next, we will generalize Definition 2.9 for later use. Let P be an orthogonal pro-
jection on H such that
[O,P ] = 0. (2.7)
We set O  P := O  ran(P ). We introduce the following set of Hamiltonians:
P0(O) =
⋃
P satisfying (2.7)
C (O  P ). (2.8)
We extend the binary relation “;” to P0(O) as follows.
Definition 2.13 Let H1, H2 ∈ P0(O). Then there exist orthogonal projections P1
and P2 such that H1 ∈ C (O  P1) and H2 ∈ C (O  P2). Let P1 and P2 be self-dual
cones in ran(P1) and ran(P2), respectively. Let U ∈ B(ran(P1)) be a unitary operator
which commutes with O  P1. If the following (i)–(v) are satisfied, then we write this
as H1 ; H2:
(i) P1 ≥ P2;
(ii) P2  0 w.r.t. P1;
(iii) P2 = P2P1;
(iv) U(H1 + s)
−1U−1  0 w.r.t. P1 for all s > −E(H1);
(v) (H2 + s)
−1  0 w.r.t. P2 for all s > −E(H2). ♦
Remark 2.14 Definition 2.13 can be regarded as a special case of Defintion 2.9 with
(H,H∗;H,H∗;P ;P,P∗;O;U) = (H1, H2; ran(P1), ran(P2);P2;P1,P2;O  P1;U). ♦
(2.9)
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By Theorem 2.11 and Remark 2.14, we have the following:
Theorem 2.15 Let H1, H2 ∈P0(O). If H1 ; H2, then µ(H1) = µ(H2).
Corollary 2.16 Let H1, . . . ,Hn ∈P0(O). If
H1 ; H2, H2 ; H3, . . . ,Hn−1 ; Hn, (2.10)
then µ(H1) = µ(Hn).
In what follows, we write the condition (2.10) simply as
H1 ; H2 ; · · ·; Hn−1 ; Hn. (2.11)
By the above observation, we arrive at the following definition:
Definition 2.17 Let H,H∗ ∈ P0(O). If there exists a sequence of Hamiltonians
H1, . . . ,Hn ∈P0(O) such that H ; H1 ; H2 ; · · ·; Hn ; H∗, then we write this
as H
?
; H∗. Note that if H
?
; H∗, then µ(H) = µ(H∗) by Corollary 2.16. Even if
there is no sequence satisfying the above condition but H ; H∗, we still express this
as H
?
; H∗. ♦
The following proposition is important.
Proposition 2.18 The binary relation “
?
;” is a preorder on P0(O); namely, we have
the following:
(i) H
?
; H;
(ii) H1
?
; H2, H2
?
; H3 =⇒ H1 ?; H3.
Proof. (i) Because H ∈P0(O), there exists an orthogonal projection P such that H ∈
C (O  P ). In particular, there is a self-dual cone P in ran(P ) such that (H + s)−1  0
w.r.t. P for all s > −E(H). It is easy to check all conditions in Definition 2.9 with
(H,H∗;H,H∗;P ;P,P∗;O;U) = (H,H;H,H; 1;P,P;O; 1). (2.12)
(Or we can directly check all conditions in Definition 2.13.) Thus H ; H, which
implies (i). (ii) immediately follows from Definition 2.17. 2
Definition 2.19 Let H1, H2 ∈P0(O). If H1 ?; H2 and H2 ?; H1, then we write this
as H1 ≡ H2. The binary relation “ ≡ ” is an equivalence relation on P0(O).
Let P(O) be the set of equivalence classes: P(O) = P0(O)/ ≡. The equivalence
class containing H is denoted by [H]. The binary relation “
?
;” on P(O) is naturally
defined by [H1]
?
; [H2] if H1
?
; H2. This is a partial order on P(O); namely, we
have, by Proposition 2.18,
(i) [H]
?
; [H];
(ii) [H1]
?
; [H2], [H2]
?
; [H1] =⇒ [H1] = [H2];
(iii) [H1]
?
; [H2], [H2]
?
; [H3] =⇒ [H1] ?; [H3]. ♦
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We abbreviate [H] simply as H, if no confusion occurs.
Let [H] ∈P(O). Remark that if H1 ≡ H2, then µ(H1) = µ(H2) by Theorem 2.11.
Thus, it is natural to define µ([H]) by µ([H]) := µ(H). We also abbreviate µ([H]) as
µ(H).
By Corollary 2.16, we immediately obtain the following:
Theorem 2.20 Let H1, H2 ∈P(O). If H1 ?; H2, then µ(H1) = µ(H2).
Definition 2.21 We define a binary relation “ ” on P(O) by
H1 H2 if H1 ?; H2 and H1 6= H2. (2.13)
The binary relation “ ” is a strict order. Namely,
(i) H H does not hold for any H ∈P(O);
(ii) If H1 H2, then H2 H1 does not hold;
(iii) If H1 H2 and H2 H3, then H1 H3 holds. ♦
Theorem 2.22 Let H,H∗ ∈ P(O). Assume that H H∗. Then we have µ(H) =
µ(H∗).
Proof. Use Theorem 2.20. 2
Definition 2.23 Let H∗ ∈P(O). The H∗-stability class UO(H∗) is defined by
UO(H∗) = {H ∈P(O) |H H∗} ∪ {H∗}. (2.14)
Remark that H∗ /∈ {H ∈P(O) |H H∗} by (i) of Definition 2.21. We can also express
UO(H∗) as UO(H∗) = {H ∈P(O) |H ?; H∗}. ♦
By Theorem 2.22, we conclude the following:
Theorem 2.24 For every Hamiltonian H ∈ P(O) in the H∗-stability class, we have
µ(H) = µ(H∗).
This theorem is a prototype of Theorem 1.1 in Section 1.2; Indeed, we will apply
the idea here to construct stability classes in many electron systems.
2.3 Proof of Theorem 2.11
We begin with the following proposition:
Proposition 2.25 Let A ∈ B(H) with A 6= 0. Assume that u > 0 w.r.t. P. If A 0
w.r.t. P, then Au 6= 0.
Proof. We will divide our proof into two parts.
Step 1. In this step, we prove the following claim: Let A ∈ B(H). If Au = 0 for
all u ∈ P, then A = 0.
By Corollary H.2, each u ∈ H can be written as u = v1 − v2 + i(w1 − w2), where
v1, v2, w1, w2 ∈ P such that 〈v1|v2〉 = 0 and 〈w1|w2〉 = 0. Thus, the assumption implies
that Au = 0 for all u ∈ H.
Step 2. In this step, we will complete the proof of Proposition 2.25.
Assume that Au = 0. Then, 〈v|Au〉 = 0 for all v ∈ P, implying that 〈A∗v|u〉 = 0.
Since u > 0 and A∗v ≥ 0 w.r.t. P, we conclude that A∗v must be zero. Because v is
arbitrary, A∗ = 0 by STEP 1. This contradicts with the assumption A 6= 0. 2
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Completion of proof of Theorem 2.11
By (iii) of Definition 2.9, and Theorem H.10, the ground state of UHU∗ is unique
and strictly positive w.r.t. P. Similarly, by (iv) of Definition 2.9, the ground state of
H∗ is unique and strictly positive w.r.t. P∗.
Let ψ be the ground state of UHU∗. Since ψ > 0 w.r.t. P and P 0 w.r.t. P ((i) of
Definition 2.9), we have Pψ 6= 0 by Proposition 2.25. Let ψ∗ be the ground state of H∗.
Since ψ∗ > 0 w.r.t. P∗ = PP ((ii) of Definition 2.9) and Pψ ≥ 0 w.r.t. PP, we have
〈Pψ|ψ∗〉 > 0. Hence, µ(UHU∗)〈Pψ|ψ∗〉 = 〈POψ|ψ∗〉 = 〈Pψ|Oψ∗〉 = µ(H∗)〈Pψ|ψ∗〉,
which implies that µ(UHU∗) = µ(H∗).
Because U∗ψ is the unique ground state of H, we have O(U∗ψ) = µ(H)U∗ψ. Since
U commutes with O, we have µ(UHU∗)U∗ψ = U∗Oψ = O(U∗ψ) = µ(H)U∗ψ, which
implies that µ(H) = µ(UHU∗). Combining this and the result in the last paragraph,
we conclude that µ(H) = µ(H∗). 2
3 Stability of ferromagnetism in many-electron systems
In this section, we construct a theory of stability of ferromagnetism in many-electron
systems. In addition, by taking crystal structures of Λ into account, we study ferro-
magnetism and long-range orders in the ground state from the perspective of the new
theory
3.1 Preliminaries
First, we will introduce some basic terminologies and symbols.
3.1.1 The N-electron subspaces
Let X be a complex Hilbert space. We consider a coupled system E⊗X in this section.
Recall that E can be regarded as a subspace of E⊗X by the identification E ∼= E⊗ x0,
where x0 is some normalized vector in X, see Section 1.2.2 for details. Note that,
if X = C, then we understand that E ⊗ C = E. Let En be the n-electron subspace
defined by (1.5). We also call QEn and En ⊗X the n-electron subspace, where Q is an
orthogonal projection on En satisfying (Q).
In the present paper, we will use the following notation:
Notation 3.1 Let Zn be the n-electron subspace of Z: Zn = QEn or En or En⊗X. Let
X be a linear operator on Z which commutes with Nel. We set Xn = X  Zn. Remark
that X =
⊕2|Λ|
n=0Xn. ♦
3.1.2 The M-subspaces
Here, we recall the definitions of the M -subspace and introduce some notations. Let
us consider the n-electron subspace En. Note that spec(S
(3)
tot,n) = {−n/2,−n/2 +
1, . . . , n/2}. Thus, we have the following decomposition:
En =
⊕
M∈spec(S(3)tot,n)
En[M ], En[M ] = ker(S
(3)
tot,n −M). (3.1)
The subspace En[M ] is called the M -subspace. The M -subspace of QEn (resp. En⊗X)
is defined by QEn[M ] (resp. En[M ]⊗ X).
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Notation 3.2 Let Zn = QEn or En or En ⊗ X. Let Zn[M ] be the M -subspace of Zn.
Let Xn be a linear operator on Zn. Suppose that Xn commutes with S
(3)
tot,n. We set
Xn[M ] = X  Zn[M ]. Note that Xn =
⊕
M∈spec(S(3)tot,n)
Xn[M ]. ♦
3.2 Stability classes in many-electron systems
We introduce an important class of Hamiltonians. To this end, let P be an orthogonal
projection on En ⊗ X such that
[S
(j)
tot,n, P ] = 0, j = 1, 2, 3. (3.2)
We set S
(j)
tot,n  P := S
(j)
tot,n  ran(P ). Define
C#X =
⋃
P satisfying (3.2)
3⋂
j=1
C
(
S
(j)
tot,n  P
)
, (3.3)
where C (O) is given by Definition 2.7. Here, we emphasize the X-dependence by the
subscript X in the LHS of (3.3). Clearly, C#X ⊆ C (S2tot,n).
In what follows, we suppose that every Hamiltonian commutes with Nel. Of course,
Hn indicates the restriction of H onto the n-electron subspace.
Definition 3.3 Let H∗,n ∈ C#X=C be a Hamiltonian. Assume that the ground state of
H∗,n has total spin S∗9. The H∗,n-stability class U (H∗,n) is defined by
U (H∗,n)
={H∗,n} ∪
⋃
X
{
Hn ∈ C#X
∣∣∣ ∃M ∈ spec(S(3)tot,n)s.t. |M | ≤ S∗ and Hn[M ] H∗,n[M ]}.
(3.4)
where the union runs over all separable Hilbert spaces. Note that U (H∗,n) is a kind of
generalization of UO(H∗.n) with O = S2tot,n[M ] given in Definition 2.23. ♦
The following proposition is convenient in the subsequent sections.
Proposition 3.4 Let X be a separable Hilbert space. Let H,H1, . . . ,HK ∈ C#X be
Hamiltonians. If there exists an M ∈ spec(S(3)tot,n) such that H[M ] ; H1[M ] ; · · · ;
HK [M ] ; H∗,n[M ], then H belongs to the H∗,n-stability class.
Proof. The proposition immediately follows from the definition of the strict order “ ”
(Definition 2.21). 2
Example 7 Let us consider the following diagram:
H∗,n88 AA
...
`` hh
· · ·H1,177 ??
...
H1,2 . . . . . . H1,m−1 H1,m · · ·
· · ·H2,1 H2,2 . . . . . .
9Note that the ground state of H∗,n is unique apart from the trivial (2S∗ + 1)-degeneracy.
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Here, the symbol Hi+1,j // Hi,k indicates that there exists an M ∈ spec(S(3)tot,n)
such that |M | ≤ S∗ and Hi+1,j [M ] ; Hi,k[M ]. By Proposition 3.4, every Hamiltonian
Hi,j (i, j = 1, 2, . . . ) belongs to the H∗,n- stability class. ♦
The following theorem is an abstract form of the stability of magnetism in many-
electron systems.
Theorem 3.5 Let Hn ∈ U (H∗,n). Assume that the ground state of H∗,n has total spin
S∗. (Remark that the ground state of H∗,n is unique apart from the trivial (2S∗ + 1)-
degeneracy.) Then the ground state of Hn has total spin S∗ and is unique apart from
the trivial (2S∗ + 1)-degeneracy, as well.
Proof. We divide the proof into several steps.
Step 1. Throughout this proof, we assume that H acts on a Hilbert space H =
E ⊗ K for notational simplicity. Note that because Hn ∈
⋂3
j=1 C
(
S
(j)
tot,n
)
, we have
Hn[M ] ∈ C
(
S2tot,n[M ]
)
for all M . Suppose that there is an M ∈ spec
(
S
(3)
tot,n
)
such
that |M | ≤ S∗ and Hn[M ] H∗,n[M ]. By Theorem 2.22, the ground state of Hn[M ] is
unique and has total spin S∗.
Step 2. Let us introduce linear operators S
(±)
tot,n by S
(±)
tot,n = S
(1)
tot,n+iS
(2)
tot,n. As usual,
H[M ] indicates the M -subspace of H. Let ϕM be the unique ground state of Hn[M ] :
Hn[M ]ϕM = EMϕM . Set ϕM+1 = S
(+)
tot,nϕM . Since Hn[M + 1]S
(+)
tot,n = S
(+)
tot,nHn[M ], we
have Hn[M + 1]ϕM+1 = EMϕM+1. Because ϕM+1 belongs to the (M + 1)-subspace,
we have EM+1 ≤ EM . Next, let ψM+1 be a ground state of Hn[M + 1] : Hn[M +
1]ψM+1 = EM+1ψM+1. (At this stage, we have not yet proved the uniqueness.) We set
ψM = S
(−)
tot,nψM+1 ∈ H[M ]. As before, we have Hn[M ]ψM = EM+1ψM , which implies
EM ≤ EM+1. Thus, EM = EM+1.
Step 3. We will prove the uniqueness of the ground state of Hn[M + 1]. Assume
that there exist two ground states of Hn[M + 1], say φ1 and φ2, such that
〈φ1|φ2〉 = 0. (3.5)
Set Φ1 = S
(−)
tot,nφ1 and Φ2 = S
(−)
tot,nφ2. Then Φ1 and Φ2 are ground states of Hn[M ].
Because the ground state of Hn[M ] is unique, there is a constant c 6= 0 such that
Φ1 = cΦ2. Since S
(−)
tot,n is a bijective map from H[M+1] onto H[M ], we obtain φ1 = cφ2,
which contradicts with (3.5). Thus, the ground state of Hn[M + 1] must be unique.
Step 4. Repeating the arguments in Step 2 and Step 3, we have EM = EM+`
and the ground state of Hn[M + `] is unique for all ` ≥ 0 with `+M ≤ S∗. Similarly,
we can prove that EM = EM−` and the ground state of Hn[M − `] is unique for each
` ≥ 0 with M − ` ≥ −S∗.
Step 5. By Step 4, we know that the ground state of Hn[M
′] is unique for all
M ′ ∈ spec
(
S
(3)
tot,n
)
with |M ′| ≤ S∗. Let ψM ′ be the unique ground state of Hn[M ′]. In
this step, we show that each ψM ′ has total spin S = S∗.
To this end, we observe that ψM+` = const.
(
S
(+)
tot,n
)`
ψM by the uniqueness. Since
S2tot,n commutes with S
(+)
tot,n, ψM+` has total spin S = S∗ as well, provided that M+` ≤
S∗. Similarly, we can prove that ψM−` has same total spin, provided that −S∗ ≤M−`.
2
21
Example 8 Let us consider the diagram given in Example 7. Assume that the ground
state of H∗,n has total spin S∗. By Theorem 3.5, the ground state of Hi,j has total spin
S∗ and is unique apart from the trivial (2S∗ + 1)-degeneracy for each i, j = 1, 2, . . . . ♦
3.3 Ferromagnetism in the ground state
Let P be a Bravais lattice with the set of primitive vectors {a1, . . . ,ad}. Let ΛB be a
subset of P given by ΛB = {n1a1 + · · ·+ndad |nj ∈ Z −L+ 1 ≤ nj ≤ L}. We impose
the periodic boundary condition:
n1a1 + · · ·+ (L+ 1)aj + · · ·+ ndad ≡ n1a1 + · · ·+ (−L+ 1)aj + · · ·+ ndad (3.6)
for each j = 1, . . . , d. A crystal structure Λ is determined by ΛB and a basis {ej | j =
1, . . . , n− 1}:
Λ = {r + ej | r ∈ ΛB, j = 1, . . . , n− 1} ∪ ΛB, (3.7)
where we understand that Λ = ΛB if n = 1. We assume that the basis {ej | j =
1, . . . , n− 1} is consistent with the periodic boundary condition.
In the remainder of this section, we will take the crystal structure into consideration.
To emphasize Λ dependence, we write En as En,Λ. Suppose that the Hilbert space X
also depends on Λ (or L). Therefore, we consider a family of Hilbert spaces {En,Λ⊗XΛ}.
Corresponding to this, every Hamiltonians in the remainder of this section depends on
Λ or L. We will specify the Λ-dependence as Hn = Hn,Λ. In addition, we simply write
C#XΛ as C
#
Λ to clarify the Λ-dependence.
Example 9 (The Lieb lattice) Consider a 2-dimensional Bravais lattice ΛB = {n1a1+
n2a2 |n1, n2 ∈ Z ∩ [−L + 1, L]} with a1 = (2, 0) and a2 = (0, 2). The Lieb lattice is
defined by Λ = {r+ej | r ∈ Λ, j = 1, 2}∪ΛB, where e1 = (1, 0), e2 = (0, 1), see Figure
1. ♦
Figure 1: The 2D Lieb lattice
Definition 3.6 We say that a state exhibits ferromagnetism, if it has total spin S such
that S = c|Λ|+ o(|Λ|) with c > 0. ♦
Theorem 3.7 Let H∗,n,Λ ∈ C#X=C,Λ be given for all L ∈ N. Suppose that Hn,Λ ∈
U (H∗,n,Λ) for all L. If the ground state of H∗,n,Λ exhibits ferromagnetism, then the
ground state of Hn,Λ exhibits ferromagnetism as well.
Proof. Let S and S∗ be total spins of ground states of Hn,Λ and H∗,n,Λ, respectively.
By Theorem 3.5, we have S = S∗ for all L ∈ N. Since S∗ = c|Λ| + o(|Λ|) with c > 0,
we conclude that S = c|Λ|+ o(|Λ|). 2
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3.4 Existence of long-range orders
We suppose that Hn,Λ ∈ C#Λ acts on En,Λ ⊗ XΛ for each L ∈ N. We say that Hn,Λ is
translation invariant, if it holds that
τaHn,Λτ
−1
a = Hn,Λ, a ∈ ΛB. (3.8)
Here, τa (a ∈ Λ) on En,Λ ⊗ XΛ is the translation such that
τacxστ
−1
a = cx+a σ, τaΩ = Ω. (3.9)
Example 10 We say that a matrix {Mxy}x,y∈Λ is translation invariant, if Mxy =
Mx−y,o for each x, y ∈ Λ. If {gxy}, {Jxy}, {txy} and {Uxy} are translation invariant,
then HHeis, HH, HHH and Hrad are translation invariant. ♦
Example 11 Let us consider the Marshall-Lieb-Mattis Hamiltonian HMLM. Assume
that A + x = A and B + x = B for all x ∈ ΛB. Because τaSAτ−1a = SA+a and
τaSBτ
−1
a = SB+a, HMLM is translation invariant. ♦
In what follows, we assume that Hn,Λ is translation invariant.
Let ψ be the unique ground state of Hn,Λ in the M = 0-subspace. For each x ∈ ΛB,
we define
S(±)x = S(±)x +
n−1∑
j=1
S
(±)
x+ej
, (3.10)
where S
(±)
x = S
(1)
x +iS
(2)
x . Here, we understand that S(±)x = S(±)x if n = 1. We introduce
the two-point correlation function by
GΛ(x) =
〈
ψ
∣∣∣S(+)x S(−)o ψ〉 = 〈S(+)x S(−)o 〉. (3.11)
By the translation invariance, we have
GΛ(x− y) =
〈
S(+)x S(−)y
〉
, (3.12)
provided that x, y ∈ ΛB. Let Λ∗ be the dual lattice of Λ. Let GˆΛ(p) be the Fourier
transformation of GΛ(x):
GˆΛ(p) = (2pi)
−d/2 ∑
x∈ΛB
e−ip·xGΛ(x), p ∈ Λ∗. (3.13)
We have, by (3.12),
GˆΛ(p) =
〈
S˜(+)−p S˜(−)p
〉
, (3.14)
where S˜(±)p = |Λ|−1/2
∑
x∈ΛB
e−ip·xS(±)x . Since (S˜
(+)
p )∗ = S˜(−)−p , we have GˆΛ(p) ≥ 0 for all
p ∈ Λ∗.
Definition 3.8 We say that Hn,Λ has long-range order with ordering wave vector p
(simply, LRO[p]) in the ground state, if it holds that
lim inf
L→∞
GˆΛ(p)
|Λ| > 0. (3.15)
As for a physical interpretation of LRO, see, e.g., [54]. ♦
23
Proposition 3.9 If the ground state of Hn,Λ exhibits ferromagnetism, then Hn,Λ has
LRO[p = 0] in the ground state.
Proof. Since GˆΛ(0) = |Λ|−1
〈
S
(+)
tot,nS
(−)
tot,n
〉
=
|Λ|−1
2
〈
S2tot,n[M = 0]
〉
, we obtain the de-
sired result. 2
By Theorem 3.7 and Proposition 3.9, we obtain the following.
Theorem 3.10 Assume that Hn,Λ ∈ U (H∗,n,Λ) for all L. If the ground state of H∗,n,Λ
exhibits ferromagnetism, then Hn,Λ has LRO[0] in the ground state.
3.5 Proof of Theorem 1.1
Here, we prove Theorem 1.1 in Section 1.2.
(i) This immediately follows from Theorem 3.5.
(ii) We consider an extended Hilbert space QEn⊗C2. We define a Hamiltonian H1
acting on QEn ⊗ C2 by H1 = H∗ ⊗ 1 − 1 ⊗ σ1, where σ1 is the standard Pauli matrix
given by σ1 =
(
0 1
1 0
)
. Remark the following fact: R2+ =
{(x
y
)
∈ C2
∣∣∣x, y ≥ 0}
is a self-dual cone in C2. Now we define a self-dual cone in QEn[M∗] ⊗ C2 by P1 ={
Ψ1 ⊗
(
1
0
)
+ Ψ2 ⊗
(
0
1
) ∣∣∣Ψ1,Ψ2 ∈ P∗}.
Lemma 3.11 For all s > −E(H1[M∗]), we have
(
H1[M∗] + s
)−1
 0 w.r.t. P1.
Proof. Let η = 1√
2
(
1
1
)
. We readily confirm that η is the unique ground state of −σ1
and η > 0 w.r.t. R2+. Let ψ∗ be the ground state of H∗[M∗]. By (U. 2), it holds
that ψ∗ > 0 w.r.t. P∗. Trivially, ψ∗ ⊗ η is the unique ground state of H1[M∗] and, by
applying Corollary I.8, ψ∗⊗η > 0 w.r.t. P1. Hence, by using Theorem H.10, we obtain
the desired result. 2
We introduce an orthogonal projection P by PΨ ⊗ r = Ψ ⊗ (0, r2)T for each Ψ ∈
QEn[M∗] and r = (r1, r2)T ∈ C2, where aT indicates the transpose of a. We can identify
ran(P ) with QEn[M∗] by the isometry τ : ran(P ) 3 Ψ⊗ (0, r2)T 7→ r2Ψ ∈ En[M∗]. By
definition, we have P0 w.r.t. P1 and PP1 = P∗ by the aforementioned identification.
Hence, we can readily confirm that H1[M∗] ; H∗[M∗].
Next, let us consider a further extended Hilbert space (QEn ⊗ C2) ⊗ C2. Define a
Hamiltonian H2 by H2 = H1 ⊗ 1 − 1 ⊗ σ1, and define a self-dual cone P2 by P2 ={
Φ1 ⊗
(
1
0
)
+ Φ2 ⊗
(
0
1
) ∣∣∣Φ1,Φ2 ∈ P1}. Using arguments similar to those in the last
paragraph. we can confirm that H2[M∗] ; H1[M∗]. Repeating this procedure, we
can construct a sequence of Hamiltonians {H`} such that H`[M∗] H∗[M∗]. Therefore,
U (H∗) contains at least countably infinite number of Hamiltonians.
(iii) and (iv) immediately follow from the definition of U (H∗,n). 2
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4 The Marshall-Lieb-Mattis stability class and stability
of Lieb’s theorem
4.1 The Heisenberg model
Consider the spin-1/2 antiferromagnetic Heisenberg model on a finite lattice Λ. The
Hamiltonian is
HHeis =
∑
x,y∈Λ
JxySx · Sy, (4.1)
where Jxy ≥ 0 and Sx = (S(1)x , S(2)x , S(3)x ).
We assume the following:
(C. 1) Λ is connected by {Jxy};
(C. 2) Λ is bipartite in terms of {Jxy}.
HHeis acts on the Hilbert space HQ = QEn=|Λ|, where the orthogonal projection Q
is defined by (1.18).
Remark 4.1 The Marshall-Lieb-Mattis Hamiltonian HMLM given by (1.17) is a special
case of the Heisenberg Hamiltonian with Jxy = 1 if x ∈ A, y ∈ B or x ∈ B, y ∈ A,
Jxy = 0, otherwise. Of course, this interaction satisfies (C. 1) and (C. 2). ♦
4.2 The Marshall-Lieb-Mattis stability class
We will study the half-filled system, so that the Hilbert space of electron states is En=|Λ|
or HQ. In addition, we assume that |Λ| is even in the remainder of this section. Note
that HMLM ∈ C#X=C.
Definition 4.2 TheHMLM- stability classU (HMLM) is called the Marshall-Lieb-Mattis
stability class. ♦
The following is a general form of stability theorems:
Theorem 4.3 (Theorem 1.4) Suppose that H is in the Marshall-Lieb-Mattis stabil-
ity class. The ground state of H has total spin S = 12
∣∣|A| − |B|∣∣ and is unique apart
from the trivial (2S + 1)-degeneracy.
We will provide a proof of Theorem 4.3 in Appendix B.
Example 12 Let us consider the following diagram:
HMLM77 @@
...
`` hh
· · ·H1,177 ??
...
H1,2 . . . . . . H1,n−1 H1,n · · ·
· · ·H2,1 H2,2 . . . . . .
By Theorem 4.3, the ground state of each Hamiltonian Hi,j (i, j = 1, 2, . . . ) has the
total spin S = 12
∣∣|A| − |B|∣∣ and is unique apart from the trivial (2S+ 1)-degeneracy. ♦
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4.3 Ferromagnetism and long-range orders in the ground state
In this subsection, we assume that Λ has a crystal structure and every Hamiltonian is
translation invariant (as for basic definitions, see Sections 3.3 and 3.4). We will specify
the Λ-dependence of the Hamiltonian H as HΛ. Recall that the size of Λ is determined
by L, see Section 3.3.
By Theorems 3.7, 3.10 and 4.3, we have the following.
Theorem 4.4 Suppose that HΛ belongs to the Marshall-Lieb-Mattis stability class for
each L ∈ N. If there exists a constant c > 0 independent of Λ such that ∣∣|A|−|B|∣∣ = c|Λ|
, then the ground state of HΛ exhibits ferromagnetism. In addition, HΛ has LRO[0] in
the ground state.
Example 13 Let us consider the Lieb lattice given in Example 9. We choose A =
{r+ej | r ∈ ΛB, j = 1, 2} and B = ΛB. Then we can easily check that
∣∣|A|−|B|∣∣ = 13 |Λ|.
Thus, if HΛ belongs to the Marshall-Lieb-Mattis stability class, then the ground state
of H exhibits ferromagnetism. In addition, HΛ has LRO[0] in the ground state. ♦
4.4 The Marshall-Lieb-Mattis theorem
We will explain the well-known Marshall-Lieb-Mattis theorem from the viewpoint of
the stability class.
In this subsection, we assume (C. 1) and (C. 2).
Theorem 4.5 HHeis is equivalent to HMLM in the sense that HHeis[M ] ≡ HMLM[M ] for
all M ∈ spec
(
S
(3)
tot,|Λ|
)
. (As for the definition of the binary relation “≡”, see Definition
2.19.) In particular, HHeis belongs to the Marshall-Lieb-Mattis stability class.
We will prove Theorem 4.5 in Appendix B.
Combining Theorems 4.3 and 4.5, we obtain the following:
Corollary 4.6 (The Marshall-Lieb-Mattis theorem [24,27]) The ground state of
HHeis has total spin S =
1
2
∣∣|A| − |B|∣∣ and is unique apart from the trivial (2S + 1)-
degeneracy.
4.5 Lieb’s theorem
Here, we will interpret Lieb’s theorem in the context of stability class defined in Section
3.
In this subsection, we assume the following:
• (A. 1)–(A. 3).
• (C. 1), (C. 2).
Theorem 4.7 HH,|Λ|[M ] ; HHeis[M ] for all M ∈ spec
(
S
(3)
tot,|Λ|
)
.
We will provide a sketch of proof of Theorem 4.7 in Appendix C.
Corollary 4.8 (Theorem 1.6) HH,|Λ| belongs to the Marshall-Lieb-Mattis stability
class.
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Proof. By Theorems 4.5 and 4.7, we have the following chain:
HH,|Λ|[M ] ; HHeis[M ] ; HMLM[M ] (4.2)
for all M ∈ spec
(
S
(3)
tot,|Λ|
)
. Thus, we conclude the assertion in the corollary. 2
Corollary 4.9 (Theorem 1.6) The ground state of HH,|Λ| has total spin S = 12
∣∣|A|−
|B|∣∣ and is unique apart from the trivial (2S + 1)-degeneracy.
Proof. This immediately follows from Theorem 4.3 and Corollary 4.8. 2
4.6 Stability of Lieb’s theorem I
Let us consider the Holstein-Hubbard model at half-filling: HHH,|Λ|. In this subsection,
we assume the following:
• (A. 1)–(A. 5).
• (C. 1), (C. 2).
Let Ωph be the Fock vacuum in Fph. Let us define a closed subspace of En=|Λ|[M ]⊗
Fph by En=|Λ|[M ] ⊗ Ωph = {ϕ ⊗ Ωph |ϕ ∈ En=|Λ|[M ]}. Now, we define an isometry
τ from En=|Λ|[M ] ⊗ Ωph onto En=|Λ|[M ] by τϕ ⊗ Ωph = ϕ. Hence, we can naturally
identify En=|Λ|[M ] with En=|Λ|[M ] ⊗ Ωph. By this fact, En=|Λ|[M ] can be regarded as
a closed subspace of En=|Λ|[M ]⊗ Fph.
Theorem 4.10 HHH,|Λ|[M ] ; HH,|Λ|[M ] for all M ∈ spec
(
S
(3)
tot,|Λ|
)
.
Remark 4.11 The Coulomb interactions in HH and HHH can be chosen, indepen-
dently. ♦
We will provide a sketch of proof of Theorem 4.10 in Appendix D.
Corollary 4.12 (Theorem 1.7) HHH,|Λ| belongs to the Marshall-Lieb-Mattis stability
class.
Proof. By Theorems 4.5, 4.7 and 4.10, we have the following chain:
HHH,|Λ|[M ] ; HH,|Λ|[M ] ; HHeis[M ] ; HMLM[M ] (4.3)
for all M . Thus, HHH,|Λ| belongs to the Marshall-Lieb-Mattis stability class. 2
Corollary 4.13 (Theorem 1.7) The ground state of HHH,|Λ| has total spin S = 12
∣∣|A|−
|B|∣∣ and is unique apart from the trivial (2S + 1)-degeneracy.
Proof. By Theorem 4.3 and Corollary 4.12, we obtain the desired assertion. 2
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4.7 Stability of Lieb’s theorem II
Let us consider the many-electron system coupled to the quantized radiation field. In
this subsection, we assume the following:
• (A. 1)–(A. 3).
• (C. 1), (C. 2).
Let Ωrad be the Fock vacuum in Frad. As before, we can regard En=|Λ|[M ] as a closed
subspace of En=|Λ|[M ]⊗ Frad by the identification En=|Λ|[M ] = En=|Λ|[M ]⊗ Ωrad.
Theorem 4.14 Hrad,|Λ|[M ] ; HH,|Λ|[M ] for all M ∈ spec
(
S
(3)
tot,|Λ|
)
.
We will provide a proof of Theorem 4.14 in Appendix E.
Corollary 4.15 (Theorem 1.8) Hrad,|Λ| belongs to the Marshall-Lieb-Mattis stability
class.
Proof. By Theorems 4.5, 4.7 and 4.14, we have the following chain:
Hrad,|Λ|[M ] ; HH,|Λ|[M ] ; HHeis[M ] ; HMLM[M ] (4.4)
for all M . Thus, Hrad,|Λ| belongs to the Marshall-Lieb-Mattis stability class. 2
By Theorem 4.3 and Corollary 4.15, we obtain the following:
Corollary 4.16 (Theorem 1.8) The ground state of Hrad,|Λ| has total spin S = 12
∣∣|A|−
|B|∣∣ and is unique apart from the trivial (2S + 1)-degeneracy.
4.8 Summary of Section 4
Our results in this section are summarized in the following diagram:
HHH
||
HMLM ≡ HHeis oo HH
Hrad
bb
Example 14 Let us consider the Lieb lattice in Example 9. Suppose that {gxy}, {Jxy}, {txy}
and {Uxy} satisfy the conditions in Example 10. By the above diagram, the ground
states of HHeis, HH,|Λ|, HHH,|Λ| and Hrad,|Λ| exhibit ferrogmanetism and LRO[0]. ♦
5 The Nagaoka-Thouless stability class and stability of
the Nagaoka-Thouless theorem
In this section, we explain the Nagaoka-Thouless theorem from the viewpoint of stability
class discussed in Section 3.
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5.1 The Nagaoka-Thouless stability class
Let us consider the many-electron system with one electron less than half-filling and
infinitely large Coulomb strength. The Hilbert space of electrons is HNT = PGEn=|Λ|−1,
where PG is the Gutzwiller projection defined by (1.28). Recall that PG satisfies the
condition (Q). In this section, we assume
• (B. 1), (B. 2), (B. 3).
For notational simplicity, we set
S2 = S2tot  HNT, S(j) = S(j)tot  HNT, j = 1, 2, 3. (5.1)
Note that spec(S(3)) = {−(|Λ| − 1)/2,−(|Λ| − 3)/2, . . . , (|Λ| − 1)/2}. As before, the
M -subspace of HNT is defined by HNT[M ] = ker(S(3) −M) for M ∈ spec(S(3)).
Let X be a linear operator on HNT which commutes with S(3). For each M ∈
spec(S(3)), we set X[M ] = X  HNT[M ] as before.
Let H∞H be the effective Hamiltonian defined in Proposition 1.10.
Definition 5.1 The H∞H -stability class U (H
∞
H ) is called the Nagaoka-Thouless stabil-
ity class. ♦
Before we proceed, recall the Nagaoka-Thouless theorem (Theorem 1.11). The
following theorem is a general form of stability of the Nagaoka-Thouless theorem:
Theorem 5.2 (Theorem 1.12) Suppose that H is in the Nagaoka-Thouless stability
class. The ground state of H has total spin S = (|Λ| − 1)/2 and is unique apart from
the trivial (2S + 1)-degeneracy.
We will prove Theorem 5.2 in Appendix G.
Example 15 Let us consider the following diagram:
H∞H88 AA
...
__ hh
· · ·H1,177 ??
...
H1,2 . . . . . . H1,n−1 H1,n · · ·
· · ·H2,1 H2,2 . . . . . .
By Theorem 5.2, the ground state of each Hamiltonian Hi,j (i, j = 1, 2, . . . ) has the
total spin S = (|Λ| − 1)/2 and is unique apart from the trivial (2S + 1)-degeneracy. ♦
5.2 Ferromagnetism and long-range orders in the ground state
In this subsection, we assume that Λ has a crystal structure and every Hamiltonian is
translation invariant. We will specify the Λ-dependence of the Hamiltonian H as HΛ.
By Theorems 3.7, 3.10 and 5.2, we have the following.
Theorem 5.3 Suppose that HΛ is in the Nagaoka-Thouless stability class for all L ∈ N.
Then the ground state of HΛ exhibits ferromagnetism. In addition, HΛ has LRO[0] in
the ground state.
Example 16 Suppose that Λ and txy satisfy the conditions in Example 1. If HΛ
belongs to the Nagaoka-Thouless stability class, then the ground state of HΛ exhibits
ferromagnetism and LRO[0]. ♦
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5.3 Stability of the Nagaoka-Thouless theorem I
Let Ωph be the Fock vacuum in Fph. Let us define a closed subspace of HNT[M ]⊗ Fph
by HNT[M ] ⊗ Ωph = {ϕ ⊗ Ωph |ϕ ∈ HNT[M ]}. In a similar way as in Section 4.6, we
can identify HNT[M ] with HNT[M ] ⊗ Ωph. Thus, HNT[M ] can be viewed as a closed
subspace of HNT[M ]⊗ Fph.
Let H∞HH be the effective Hamiltonian defined in Proposition 1.14.
Theorem 5.4 (Theorem 1.15) H∞HH[M ] ; H
∞
H [M ] for all M . In particular, H
∞
HH
belongs to the Nagaoka-Thouless stability class.
We will prove Theorem 5.4 in Appendix G.
By Theorems 5.2 and 5.4, we obtain the following:
Corollary 5.5 (Theorem 1.15) The ground state of H∞HH has total spin S =
1
2(|Λ|−
1) and is unique apart from the trivial (2S + 1)-degeneracy.
5.4 Stability of the Nagaoka-Thouless theorem II
In this subsection, we regard HNT[M ] as a closed subspace of HNT[M ]⊗Frad, as we did
in Section 5.3.
Let H∞rad[M ] be the effective Hamiltonian defined in Proposition 1.16.
Theorem 5.6 (Theorem 1.17) H∞rad[M ] ; H
∞
H [M ] for all M . In particular, H
∞
rad
belongs to the Nagaoka-Thouless stability class.
We will provide a proof of Theorem 5.6 in Appendix G.
By Theorems 5.2 and 5.6, we obtain the following:
Corollary 5.7 (Theorem 1.17) The ground state of H∞rad has total spin S =
1
2(|Λ|−
1) and is unique apart from the trivial (2S + 1)-degeneracy.
5.5 Summary of Section 5
Our results in this section are summarized in the following diagram:
H∞H
H∞HH
<<
H∞rad
bb
Example 17 Assume that Λ and {txy} satisfy the conditions in Example 1. By Ex-
ample 16 or the above diagram, the ground states of H∞H , H
∞
HH and H
∞
rad exhibit
ferromagnetism and LRO[0]. ♦
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6 Concluding remarks
6.1 Why are the on-site Coulomb interactions important?
The Hubbard model with the on-site interaction has occupied an important place in the
study of magnetism. In this subsection, we explain a reason for this from the viewpoint
of stability class.
Let H
(U)
H be the Hubbard Hamiltonian HH with the on-site Coulomb interaction:
U
∑
x∈Λ
(nx − 1)2 (6.1)
with U > 0. In a similar way, we can define H
(U)
HH and H
(U)
rad . In this subsection, we
assume
• (A. 1), (A. 2).
Theorem 6.1 We have the following:
(i) Whenever U > 0 and {Uxy} is positive definite, we have H(U)H,|Λ|[M ] ≡ HH,|Λ|[M ]
for all M ∈ spec
(
S
(3)
tot,|Λ|
)
.
(ii) Whenever U > 0 and {Ueff,xy} is positive definite, we have H(U)HH,|Λ|[M ] ≡ HHH,|Λ|[M ]
for all M ∈ spec
(
S
(3)
tot,|Λ|
)
.
(iii) Whenever U > 0 and {Uxy} is positive definite, we have H(U)rad,|Λ|[M ] ≡ Hrad,|Λ|[M ]
for all M ∈ spec
(
S
(3)
tot,|Λ|
)
.
We will prove Theorem 6.1 in Appendix F.
Corollary 6.2 Under the same assumptions in Theorem 6.1, we have the following:
(i) If the ground state of H
(U)
H,|Λ| has total spin S, so does HH,|Λ|.
(ii) If the ground state of H
(U)
HH,|Λ| has total spin S, so does HHH,|Λ|.
(iii) If the ground state of H
(U)
rad,|Λ| has total spin S, so does Hrad,|Λ|.
Proof. Apply Theorems 2.11 and 6.1. 2
Remark 6.3 • Theorem 6.1 and Corollary 6.2 indicate that total spin of the
ground state is stable under the deformations of the Coulomb interaction.
• Lieb’s theorem tells us that S = 12
∣∣|A| − |B|∣∣, see Theorem 1.6.
• The Hamiltonian with the on-site Coulomb interaction is a good representative
of the equivalence class, because its structure is simpler.
• Similar argument tells us that the total spin of the ground state is stable under
the deformation of the hopping matrix.
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• Let us consider random Coulomb interactions and random hopping matrices.
Whenever the randomness is weak such that (A. 1)–(A. 3) are satisfied almost
surely, we can also prove that the total spin of the ground state is stable against
the randomness.
• Similar observations hold true for H∞H , H∞HH and H∞rad. ♦
6.2 The Su-Schrieffer-Heeger model
There are many other models which belong to the Marshall-Lieb-Mattis stability class.
In this subsection, we provide an example.
The Su-Schrieffer-Heeger model is a one-dimensional model for polyacetylene [50].
The Hamiltonian is
HSSH =
L−1∑
j=1
∑
σ=↑,↓
{t− δ(Qj+1 −Qj)}(c∗j+1σcjσ + c∗jσcj+1σ) + U
L∑
j=1
(nj − 1)2
+
L∑
j=1
P 2j
2M
+
L−1∑
j=1
K
2
(Qj+1 −Qj)2, (6.2)
where Qj and Pj are the local phonon coordinate and momentum at site j. After
removal of center-of-mass motion of the phonons, we obtain the following Hamiltonian
[32]:
HˆSSH =
L−1∑
j=1
∑
σ=↑,↓
fj(q)(c
∗
j+1σcjσ + c
∗
jσcj+1σ) + U
L∑
j=1
(nj − 1)2
+
L−1∑
j=1
( p2j
2M
+
Mω2j
2
q2j
)
, (6.3)
where pn = −i∂/∂qn and
fj(q) = t− 2δ
√
2
L
L−1∑
n=1
qn sin(iθn) sin
θn
2
, θn =
npi
L
, (6.4)
ωn =
√
4K
M
sin
θn
2
. (6.5)
Using the result in [32], we obtain the following:
Theorem 6.4 Let us consider the half-filled model HˆSSH,|Λ|. If U > 0, then HˆSSH,|Λ|
belongs to the the Marshall-Lieb-Mattis stability class.
Because the nearest neighbour hopping matrix in the one-dimensional chain satisfies
|A| = |B|, we have the following:
Corollary 6.5 The ground state of HˆSSH,|Λ| is unique and has total spin S = 0.
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6.3 A stability class of the attractive Hubbard model
6.3.1 The attractive Hubbard model
In [25], Lieb studied the attractive Hubbard model, which forms an important stability
class. We consider a model with the on-site Coulomb interaction as a representative:
H
(−U)
AH =
∑
x,y∈Λ
∑
σ=↑,↓
txyc
∗
xσcyσ − U
∑
x∈Λ
(nx − 1)2, U > 0. (6.6)
We denote by HAH the (general) attractive Hubbard model, i.e., the Hubbard model
(1.1) with the Coulomb interaction replaced by {−Uxy}.
From the viewpoint of stability class, Lieb’s result can be expressed as follows:
Theorem 6.6 Assume (A. 1) and (A. 3). If U > 0, then HAH,n is equivalent to
H
(−U)
AH,n for every n even. Moreover, the ground state of HAH,n is unique and has total
spin S = 0.
6.3.2 The Holstein model
The Holstein model [15] is defined by
HHol =
∑
x,y∈Λ
∑
σ=↑,↓
txyc
∗
xσcyσ + g
∑
x∈Λ
nx(bx + b
∗
x) + ω
∑
x∈Λ
b∗xbx. (6.7)
Using the result in [6], we obtain the following:
Theorem 6.7 Assume (A. 1). Assume U > 0. HHol,n belongs to U (H
(−U)
AH,n) for each
n even.
By Theorem 6.6, we have the following:
Corollary 6.8 Assume (A. 1). The ground state of HHol,n is unique and has total
spin S = 0.
Remark that Corollary 6.8 is a main theorem in [6].
6.4 Other models
Here, we mention some other models. In [58, 59], Ueda, Tsunetsugu and Sigirist stud-
ied the periodic Anderson model and Kondo lattice model. They applied Lieb’s spin
reflection positivity to these models and clarified the total spin in the ground states.
Roughly speaking, the above-mentioned models belong to the (generalized) Marshall-
Lieb-Mattis stability class. By using the methods in the present paper, the results
in [58, 59] can be extended even if the electron-phonon interaction is taken into ac-
count. We will publish elsewhere the extensions.
There are several extensions of the Nagaoka-Thouless theorem; we remark that
results in [19–21] can be explained in terms of the (generalized) Nagaoka-Thouless
stability class.
In [45,46,56,57], reader can find various models which belong to the stability classes
studied in the present paper.
Finally, we conjecture that Mielke-Tasaki’s flat-band ferromagnetism [28–30,52,53]
is related to a new stability class.
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6.5 Coexistence of long-range orders
In [47], Shen, Qiu and Tian proved that ferromagnetic and antiferromagnetic long-
range orders coexist in the ground state of the Hubbard model. From a viewpoint of
our theory, this result can be extended as follows: In the ground state of every Hamil-
tonian in a certain subclass of the Marshall-Lieb-Mattis stability class, ferromagnetic
and antiferromagnetic long-range orders coexist in the ground state. We will publish
elsewhere this extension.
6.6 How to find a representative of stability class
Let us consider a stability class U (H∗). The reader may wonder how to find the
representative H∗ of stability class in actual applications. In many cases, H∗ can be
obtained by a certain scaling limit: For example, the Heisenberg model is a large U -
limit of the Hubbard model, and the Hubbard model is a large ω-limit of the Holstein-
Hubbard model [37]. Remark that this approach was initiated by Lieb [25]. We can
also find a representative of the stability class of the Kondo and Anderson models by
a suitable scaling arguments. We will publish elsewhere relations between stability
classes and scaling limits.
It is noteworthy that there are some interesting similarities between the idea of
scaling limit in [37] and that of the gapped quantum liquid phases [60]. To study this
aspect is a future problem.
A Construction of self-dual cones
In this section, we define some self-dual cones which are important in the proofs of
theorems in Section 4.
A.1 A canonical cone in L 2(H)
Let H be a complex Hilbert space. The set of all Hilbert–Schmidt class operators on H
is denoted by L 2(H), i.e., L 2(H) = {ξ ∈ B(H) |Tr[ξ∗ξ] <∞}. Henceforth, we regard
L 2(H) as a Hilbert space equipped with the inner product 〈ξ|η〉L 2 = Tr[ξ∗η], ξ, η ∈
L 2(H).
For each A ∈ B(H), the left multiplication operator is defined by
L(A)ξ = Aξ, ξ ∈ L 2(H). (A.1)
Similarly, the right multiplication operator is defined by
R(A)ξ = ξA, ξ ∈ L 2(H). (A.2)
Note that L(A) and R(A) belong to B(L 2(H)). It is not difficult to check that
L(A)L(B) = L(AB), R(A)R(B) = R(BA), A,B ∈ B(H). (A.3)
Let ϑ be an antiunitary operator on H.10 Let Φϑ be an isometric isomorphism from
L 2(H) onto H⊗ H defined by Φϑ(|x〉〈y|) = x⊗ ϑy ∀x, y ∈ H. Then,
L(A) = Φ−1ϑ A⊗ 1Φϑ, R(ϑA∗ϑ) = Φ−1ϑ 1⊗AΦϑ (A.4)
10 We say that a bijective map ϑ on H is antiunitary if 〈ϑx|ϑy〉 = 〈x|y〉 for all x, y ∈ H.
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for each A ∈ B(H). We write these facts simply as
H⊗ H = L 2(H), A⊗ 1 = L(A), 1⊗A = R(ϑA∗ϑ), (A.5)
if no confusion arises. If A is self-adjoint, then L(A) and R(A) are self-adjoint.
Recall that a bounded linear operator ξ on H is said to be positive if 〈x|ξx〉H ≥ 0
for all x ∈ H. We write this as ξ ≥ 0.
Definition A.1 A canonical cone in L 2(H) is given by
L 2(H)+ =
{
ξ ∈ L 2(H)
∣∣∣ ξ is self-adjoint and ξ ≥ 0 as an operator on H}. ♦ (A.6)
Theorem A.2 L 2(H)+ is a self-dual cone in L 2(H).
Proof. Apply [35, Proposition 2.5] and Theorem H.1. 2
Proposition A.3 Let A ∈ B(H). We have L(A∗)R(A) 0 w.r.t. L 2(H)+.
Proof. For each ξ ∈ L 2(H)+, we have L(A∗)R(A)ξ = A∗ξA ≥ 0. 2
Remark A.4 • In [10], Gross studied a theory of noncommutative integration in
the fermionic Fock space; his framework is related to this subsection.
• Proposition A.3 is closely connected with reflection positivity, see, e.g., [7, 8]. ♦
A.2 The hole-particle transformations
Before we proceed, we introduce an important unitary operator W as follows: The
hole-particle transformation is a unitary operator W on E satisfying the following (i)
and (ii):
(i) For all x ∈ Λ, Wcx↑W ∗ = cx↑ and Wcx↓W ∗ = γ(x)c∗x↓, where γ(x) = 1 if x ∈ A,
γ(x) = −1 if x ∈ B.
(ii) WΩ =
#∏
x∈Λ
c∗x↓Ω, where Ω is the fermionic Fock vacuum in E, and
∏#
x∈Λ indicates
the product taken over all sites in Λ with an arbitrarily fixed order.
The hole-particle transformations on E⊗ Fph and E⊗ Frad are defined by W ⊗ 1.
Notation A.5 Let X be a linear operator on Z. Suppose that X commutes with Nel
and S
(3)
tot . We will use the following notations:
• X˜ = WXW−1;
• X˜n = WXnW−1;
• X˜n[M ] = WXn[M ]W−1 = X˜ WZn[M ]. ♦
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A.3 Some useful expressions of WEn=|Λ|[M ] and WHQ
Let E(X) be the fermionic Fock space over X. Remark the factorization property:
E(X1 ⊕ X2) = E(X1)⊗ E(X2). By this fact, we have
E = E(`2(Λ)⊕ `2(Λ)) = E(`2(Λ))⊗ E(`2(Λ)). (A.7)
In this expression, the N -electron subspace becomes
EN =
⊕
N1+N2=N
EN1 ⊗ EN2 , (A.8)
where EK = ∧K `2(Λ). Moreover, the M -subspace can be written as
EN [M ] = E N2 +M ⊗ E N2 −M . (A.9)
Because N˜el = WNelW
∗ = 2S(3)tot + |Λ| and S˜(3)tot = WS(3)totW ∗ = Nel2 − |Λ|2 , we obtain,
by (A.9), that
WEn=|Λ|[M ] = En=2M+|Λ|[M = 0] = EM
† ⊗ EM† , (A.10)
where M † = M + |Λ|/2. This expression will play an important role in the present
paper. Using this, we have
WHQ[M ] = Q˜EM† ⊗ EM† . (A.11)
The following formula will be useful:
Q˜ = WQW ∗ =
∏
x∈Λ
(nx − 1)2. (A.12)
We derive a convenient expression of WHQ[M ] for later use. To this end, we set
S = {0, 1}Λ. For each m = (m↑,m↓) ∈ S × S with mσ = {mxσ}x∈Λ (σ =↑, ↓), we
define
|m〉 =
#∏
x∈Λ
(
c∗x↑
)mx↑(
c∗x↓
)mx↓
Ω. (A.13)
Clearly, {|m〉 |m ∈ S×S} is a complete orthonormal system (CONS) of E. Using |m〉,
we can represent WHQ[M ] as
WHQ[M ] = Lin
{
|m〉
∣∣∣ m↑ = m↓, |m↑| = |m↓| = M †}, (A.14)
where |mσ| =
∑
x∈Λmxσ.
A.4 A self-dual cone in WEn=|Λ|[M ]
Corresponding to the identification (A.7), we have
cx↑ = cx ⊗ 1, cx↑ = (−1)N ⊗ cx, (A.15)
where cx is the annihilation operator on E(`
2(Λ)), and N =
∑
x∈Λ nx with nx = c
∗
xcx.
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Let us define a natural self-dual cone in WEn=|Λ|[M ]. By the identifications (A.5)
and (A.10), we have
WEn=|Λ|[M ] = L 2(EM
†
). (A.16)
Here, the antiunitary ϑ for this expression is defined as
ϑcxϑ = cx, ϑΩ = Ω, (A.17)
where Ω is the Fock vacuum in E(`2(Λ)). (As for ϑ, see Section A.1.) Now, we define
a natural self-dual cone PH[M ] in L
2(EM†) by
PH[M ] = L
2(EM†)+. (A.18)
A.5 A self-dual cone in WEn=|Λ|[M ]⊗ Fph
We set px = i
√
ω
2 (b
∗
x − bx) and qx = 1√2ω (b∗x + bx). Both operators are essentially
self-adjoint. We denote their closures by the same symbols. Remark the following
identification: Fph = L
2(Q, dq) = L2(Q), where Q = R|Λ|, dq = ∏x∈Λ dqx is the
|Λ|-dimensional Lebesgue measure on Q, and L2(Q) is the Hilbert space of the square
integrable functions on Q. Under this identification, qx and px can be viewed as multi-
plication and partial differential operators, respectively. This expression of px and qx in
L2(Q) is called the Schro¨dinger representation. The Hilbert space WEn=|Λ|[M ] ⊗ Fph
can be identified with WEn=|Λ|[M ]⊗ L2(Q) in this representation.
A natural self-dual cone in WEn=|Λ|[M ]⊗ Fph is defined by
PHH[M ] =
∫ ⊕
Q
PH[M ]dq, (A.19)
where the RHS of (A.19) is the direct integral of PH[M ], see Appendix I for details.
A.5.1 A self-dual cone in WHQ[M ]
Using the expression (A.14), we define a self-dual cone in WHQ[M ] by
PHeis[M ] = Coni
{
|m〉
∣∣∣ m↑ = m↓, |m↑| = |m↓| = M †}. (A.20)
The following property will be useful:
Proposition A.6 Under the identification (A.16), we have PHeis[M ] = Q˜PH[M ],
where Q˜ is given by (A.12).
Proof. Let ϕ ∈ WEn=|Λ|[M ]. ϕ can be expressed as ϕ =
∑
m↑,m↓∈S(M†) ϕm↑,m↓ |m〉,
where S(M †) = {m ∈ S | |m| = M †}. We say that {ϕm↑,m↓} is positive semidefinite,
if
∑
m↑,m↓∈S(M†) ϕm↑,m↓z
∗
m↑zm↓ ≥ 0 for all z = {zm}m∈S(M†) ∈ C|S(M
†)|. Remark
that ϕm↑,m↓ ≥ 0 if m↑ = m↓ in this case.
We note that ϕ ∈ PH[M ] if and only if {ϕm↑,m↓} is positive semidefinite. To see
this, we just remark that, by the definition of Φϑ in Section A.1, ϕ can be written as
ϕ =
∑
m↑,m↓∈S(M†) ϕm↑,m↓ |m↑〉〈m↓|. Here, we used the fact that |ϑm↓〉 = |m↓〉 by
(A.17).
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For each x ∈ Λ, we observe that (nx−1)2|m〉 6= 0, if and only if mx↑ = mx↓. Hence,
Q˜|m〉 6= 0, if and only if m↑ = m↓. Therefore, for each ϕ ∈ PH[M ], we obtain
Q˜ϕ =
∑
m↑=m↓∈S(M†)
ϕm↑,m↓ |m〉. (A.21)
Because ϕm↑,m↓ ≥ 0 provided that m↑ = m↓, the RHS of (A.21) belongs to PHeis[M ].
2
B Proof of Theorems 4.3 and 4.5
In this appendix, we will prove Theorems 4.3 and 4.5. Because several notations are
defined in Appendix A, the reader is suggested to study Appendix A first.
B.1 Basic properties of HHeis
For each x, y ∈ Λ with x 6= y and σ ∈ {↑, ↓}, set Axyσ = cxσc∗yσ. One can express HHeis
as
HHeis =
∑
x,y∈Λ
Jxy
2
{
− (Axy↑A∗xy↓ +A∗xy↑Axy↓) +
1
2
(nx↑ − nx↓)(ny↑ − ny↓)
}
. (B.1)
By the hole-particle transformation W , we have H˜Heis = WHHeisW
−1 = −T +V, where
T =
∑
x,y∈Λ
Jxy
2
(A∗xy↑A
∗
xy↓ +Axy↑Axy↓), V =
∑
x,y∈Λ
Jxy
4
(nx − 1)(ny − 1). (B.2)
For each x, y ∈ Λ, we set Txy = Jxy2 Axy↑Axy↓. Trivially, we have T =
∑
x,y∈Λ(Txy +
T ∗xy).
Lemma B.1 Let x, y ∈ Λ with x 6= y. For all m = (m↑,m↓) ∈ S ×S with m↑ = m↓,
we have the following:
(i) Txy|m〉 = Jxy
2
∣∣m↑ − δx + δy,m↓ − δx + δy〉, where δa = {δax}x∈Λ.
(ii) T ∗xy|m〉 =
Jxy
2
∣∣m↑ + δx − δy,m↓ + δx − δy〉.
In the above, we understand that∣∣m↑ − δx + δy,m↓ − δx + δy〉 = 0 (B.3)
if m↑x = 0 or m↑y = 1 or m↓x = 0 or m↓y = 1, and∣∣m↑ + δx − δy,m↓ + δx − δy〉 = 0 (B.4)
if m↑x = 1 or m↑y = 0 or m↓x = 1 or m↓y = 0.
Proof. This lemma immediately follows from (A.13) and (B.1). 2
Let PHeis[M ] be the self-dual cone in WHQ[M ] defined by (A.20).
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Lemma B.2 We have Txy  0 w.r.t. PHeis[M ]. Therefore, we have T  0 and e
βT  0
w.r.t. PHeis[M ] for all β ≥ 0.
Proof. By Lemma B.1, we immediately get Txy 0 w.r.t. PHeis[M ], which implies that
T 0 w.r.t. PHeis[M ]. Thus, applying Proposition H.7, we conclude that e
βT 0 w.r.t.
PHeis[M ] for all β ≥ 0. 2
Lemma B.3 e−βV  0 w.r.t. PHeis[M ] for all β ≥ 0.
Proof. Since nx|m〉 = (mx↑ + mx↓)|m〉, every |m〉 is an eigenvector of V : V |m〉 =
V (m)|m〉, where V (m) is the corresponding eigenvalue. Hence, e−βV |m〉 = e−βV (m)|m〉,
which implies e−βV  0 w.r.t. PHeis[M ]. 2
Proposition B.4 e−βH˜Heis[M ]  0 w.r.t. PHeis[M ] for all β ≥ 0.
Proof. By Lemmas B.2, B.3 and Theorem H.9, we arrive at the assertion in the propo-
sition. 2
Theorem B.5 Assume (C. 1) and (C. 2). We have
(
H˜Heis[M ] + s
)−1
 0 w.r.t.
PHeis[M ] for all s > −E
(
H˜Heis[M ]
)
. In particular,
(
H˜MLM[M ] + s
)−1
 0 w.r.t.
PHeis[M ] for all s > −E
(
H˜MLM[M ]
)
.
Proof. Before we will enter the proof, we remark the following. Let ψ ∈ PHeis[M ]. Set
SM = {m = (m↑,m↓) ∈ S × S |m↑ = m↓, |m↑| = |m↓| = M †}. We can express ψ as
ψ =
∑
m∈SM ψ(m)|m〉 with ψ(m) ≥ 0 for all m ∈ SM .
We will apply Theorem H.15 with A = −T and B = V . To this end, we will check
all assumptions in the theorem.
The assumption (b) is satisfied by Lemma B.3. To check (a) and (c), we set Vn =
(1 − e−n)V, n ∈ N. Trivially, −T + Vn converges to H˜Heis[M ], and H˜Heis[M ] − Vn
converges to −T in the uniform topology as n → ∞. Thus, the assumption (a) is
fulfilled. To see (c), take ψ,ψ′ ∈ PHeis[M ]. Suppose that 〈ψ|ψ′〉 = 0. We can express
these as
ψ =
∑
m∈SM
ψ(m)|m〉, ψ′ =
∑
m∈SM
ψ′(m)|m〉 (B.5)
with
∑
m∈SM ψ(m)ψ
′(m) = 0. Because ψ(m) and ψ′(m) are nonnegative, we conclude
ψ(m)ψ′(m) = 0 for all m ∈ SM . Thus,
〈ψ|e−βVnψ′〉 =
∑
m∈SM
ψ(m)ψ′(m)e−β(1−e
−n)V (m) = 0, (B.6)
where V (m) is defined in the proof of Lemma B.3. Therefore, (c) is satisfied.
Choose ψ,ψ′ ∈ PHeis[M ]\{0}, arbitrarily. Again we express these vectors as (B.5).
Since ψ and ψ′ are nonzero, there exist m,m′ ∈ SM such that ψ(m) > 0 and ψ′(m′) >
0. Because ψ ≥ ψ(m)|m〉 and ψ′ ≥ ψ′(m′)|m′〉 w.r.t. PHeis[M ], we see that
〈ψ|eβT |ψ′〉 ≥ ψ(m)ψ′(m′)〈m|eβT |m′〉 (B.7)
by Lemma B.2.
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By Lemma B.2 again, we have
eβT =
∞∑
n=0
βn
n!
Tn 
β`
`!
T ` (B.8)
w.r.t. PHeis[M ] for all β ≥ 0 and ` ∈ N0. On the other hand, using the assump-
tion (C. 1) and Lemma B.2, there are sequencces {x1, x2, . . . , x`; y1, y2, . . . , y`} and
{#1, . . . ,#`} ∈ {±}`such that〈
m
∣∣∣T#1x1y1T#2x2y2 · · ·T#`x`y`∣∣∣m′〉 > 0, (B.9)
where a# = a if # = −, a# = a∗ if # = +. Since T  Txy for all x, y ∈ Λ, we have
T `  T#1x1y1T
#2
x2y2 · · ·T#`x`y` (B.10)
w.r.t. PHeis[M ] for all β ≥ 0. Combining (B.8), (B.9) and (B.10), we obtain
〈m|eβT |m′〉 ≥ β
`
`!
〈
m
∣∣∣T#1x1y1T#2x2y2 · · ·T#`x`y`∣∣∣m′〉 > 0. (B.11)
By this and (B.7), we conclude that eβT  0 w.r.t. PHeis[M ] for all β > 0. Therefore,
we conclude that, by Theorem H.15, e−βH˜Heis[M ]  0 w.r.t. PHeis[M ] for all β > 0.
Because HMLM is a special case of the Heisenberg model, we also get e
−βH˜MLM[M ]  0
w.r.t. PHeis[M ] for all β > 0. By applying Proposition H.6, we obtain the desired
result in Theorem B.5. 2
B.2 Proof of Theorem 4.3
We begin with the following proposition [24,27]:
Proposition B.6 The ground state of HMLM has total spin S =
1
2
∣∣|A| − |B|∣∣ and is
unique apart from the trivial (2S + 1)-degeneracy.
Proof. By Theorems H.10 and B.5, the ground state of HMLM[M ] is unique for all
M ∈ spec
(
S
(3)
tot,|Λ|
)
. Let us work in the M = 0 subspace. Since 2HMLM = (SA+SB)
2−
S2A−S2B, we see that the ground state of HMLM[M = 0] has total spin S = 12
∣∣|A|−|B|∣∣.
We denote by ϕ0 the ground state of HMLM[0]. Let S
(±)
tot = S
(1)
tot ± iS(2)tot . We set
ϕM = (S
(+)
tot )
Mϕ0 for M > 0 and ϕM = (S
(−)
tot )
|M |ϕ0 for M < 0. Because HMLM
commutes with S
(±)
tot , we know that ϕM is the unique ground state of HMLM[M ] which
has total spin S = 12
∣∣|A| − |B|∣∣. Thus, the ground state of HMLM is unique apart from
the trivial (2S + 1)-degeneracy. 2
Completion of proof of Theorem 4.3
By applying Theorem 3.5 and Proposition B.6, one obtains Theorem 4.3. 2
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B.3 Proof of Theorem 4.5
By Theorem B.5, we can check all conditions in Definition 2.9 with
(H, H∗; H, H∗; P ; P, P∗;O;U)
=
(
H˜Heis[M ], H˜MLM[M ]; WHQ[M ], WHQ[M ]; 1; PHeis[M ], PHeis[M ]; S˜
2
tot,|Λ|[M ]; 1
)
.
Hence, H˜Heis[M ] ; H˜MLM[M ] for all M ∈ spec
(
S
(3)
tot,|Λ|
)
.
By interchanging the roles of HHeis and HMLM in the above, we have H˜MLM[M ] ;
H˜Heis[M ] for all M ∈ spec
(
S
(3)
tot,|Λ|
)
. Thus, H˜MLM[M ] ≡ H˜Heis[M ]. By applying
Proposition 2.10 with V = W , we conclude that HMLM[M ] ≡ HHeis[M ]. Especially,
HHeis belongs to the Marshall-Lieb-Mattis stability class. 2
C Proof of Theorem 4.7
Because several notations are defined in Appendix A, the reader is suggested to study
Appendix A first.
C.1 Basic materials
C.1.1 Properties of Q˜
Let PH[M ] be the self-dual cone in WEn=|Λ|[M ] defined by (A.18). Recall that Q˜ is
defined by Q˜ = WQW−1, see Notation A.5 for more details.
Proposition C.1 We have Q˜ 0 w.r.t. PH[M ] for all M ∈ spec
(
S
(3)
tot,|Λ|
)
.
Proof. Recall the formula (A.12). Set qx = (1− nx)2. Since
qx = 1− nx + 2nx↑nx↓ = 1− L(nx)−R(nx) + 2L(nx)R(nx), (C.1)
we have, by Theorem H.12,
etqx  0 w.r.t. PH[M ] for all t ≥ 0. (C.2)
Because qx is an orthogonal projection, we have
etqx = 1 + qx(e
t − 1) = q⊥x + qxet. (C.3)
By (C.2) and (C.3), we obtain e−tq⊥x + qx  0 w.r.t. PH[M ]. Taking t→∞, we arrive
at qx  0 w.r.t. PH[M ], which implies that Q˜ =
∏
x∈Λ
qx  0 w.r.t. PH[M ]. 2
C.1.2 Properties of H˜H,|Λ|[M ]
First, we remark that, by the hole-particle transformation, the Coulomb interaction
term becomes
W
∑
x,y∈Λ
Uxy
2
(nx − 1)(ny − 1)W−1 =
∑
x,y∈Λ
Uxy
2
(nx↑ − nx↓)(ny↑ − ny↓). (C.4)
41
Using the identification (A.16), we can express H˜H,|Λ|[M ] as H˜H,|Λ|[M ] = T−U, where
T = L(T ) +R(T ), T =
∑
x,y∈Λ
(
txyc
∗
xcy +
Uxy
2
nxny
)
(C.5)
and U =
∑
x,y∈Λ UxyL(nx)R(ny). Here, recall that cx and nx are defined in Section A.4.
Also, recall that L(·) and R(·) are defined in Section A.1.
Lemma C.2 We have U 0 w.r.t. PH[M ].
Proof. Since U = {Uxy}x,y is a positive definite matrix by (A. 3), all eigenvalues
{λx}x∈Λ of U are strictly positive, and there exists an orthogonal matrix P such that
U = PDPT, where D = diag(λx). We set n = {nx}x∈Λ and set nˆ = PTn. Denoting
nˆ = {nˆx}x∈Λ, we have
U =
〈L(n)|UR(n)〉 = 〈L(nˆ)|DR(nˆ)〉 = ∑
x∈Λ
λxL(nˆx)R(nˆx) 0. (C.6)
This completes the proof. 2
Proposition C.3 We have
(
H˜H,|Λ|[M ]+s
)−1
0 w.r.t. PH[M ] for all s > −E
(
H˜H,|Λ|[M ]
)
.
Proof. We remark that U 0 w.r.t. PH[M ] by Lemma C.2, and
e−βT = L(e−βT )R(e−βT ) 0 w.r.t. PH[M ]. (C.7)
Therefore, by Theorem H.8, we have e−βH˜H,|Λ|[M ]  0 w.r.t. PH[M ] for all β > 0. By
applying Proposition H.5, we conclude the assertion in Proposition C.3. 2
In [32, Theorem 4.6], we proved the following stronger result:
Theorem C.4 We have
(
H˜H,|Λ|[M ]+s
)−1
0 w.r.t. PH[M ] for all s > −E
(
H˜H,|Λ|[M ]
)
.
C.2 Completion of proof of Theorem 4.7
We will check all conditions in Definition 2.9 with
(H, H∗; H, H∗; P ; P, P∗;O;U)
=
(
H˜H,|Λ|[M ], H˜Heis[M ]; WEn=|Λ|[M ], WHQ[M ]; Q˜; PH[M ], PHeis[M ]; S˜2tot,|Λ|[M ]; 1
)
.
By Proposition C.1, (i) of Definition 2.9 is satisfied. (ii) of Definition 2.9 follows
from Proposition A.6. (iii) and (iv) of Definition 2.9 follow from Theorem C.4 and
Theorem B.5, respectively. Taking Proposition 2.10 (with V = W ) into consideration,
we obtain Theorem 4.7. 2
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D Proof of Theorem 4.10
D.1 Basic materials
D.1.1 Properties of Pph
Let Pph = 1 ⊗ |Ωph〉〈Ωph|. Let PHH[M ] be the self-dual cone in WEn=|Λ|[M ] ⊗ Fph
defined by (A.19).
Proposition D.1 We have Pph  0 w.r.t. PHH[M ] for all M ∈ spec
(
S
(3)
tot,|Λ|
)
.
Proof. Remark that, in the Schro¨dinger representation, the Fock vacuum Ωph can be
expressed as Ωph(q) = pi
−|Λ|/4 exp(−q2/2), which is strictly positive for all q. Hence,
for each ϕ ∈ L2(Q)+, we have 〈Ωph|ϕ〉 ≥ 0, which implies that |Ωph〉〈Ωph|  0 w.r.t.
L2(Q)+. Thus, by Corollary I.4, we conclude the assertion in Proposition D.1. 2
Proposition D.2 Under the identification by τ in Section 4.6, we have PphPHH[M ] =
PH[M ] for all M ∈ spec
(
S
(3)
tot,|Λ|
)
.
Proof. It is easily checked that PphPHH[M ] = PH[M ]⊗Ωph. Hence, by the identification
in Section 4.6, we obtain the desired result. 2
D.1.2 Properties of H˜HH,|Λ|[M ]
We work in the Schro¨dinger representation introduced in Section A.5. Let
L = −i
√
2ω−3/2
∑
x,y∈Λ
gxy(nx↑ − nx↓)py. (D.1)
L is essentially anti-self-adjoint.11 We denote its closure by the same symbol. A unitary
operator eL is called the Lang-Firsov transformation [23]. We remark the following
properties:
eLcx↑e−L = exp
{
+ i
√
2ω−3/2
∑
y∈Λ
gxypy
}
cx↑, (D.2)
eLcx↓e−L = exp
{
− i
√
2ω−3/2
∑
y∈Λ
gxypy
}
cx↓, (D.3)
eLbxe
−L = bx − ω−1
∑
y∈Λ
gxy(ny↑ − ny↓). (D.4)
The following facts will be used:
e−i
pi
2
Nphqxe
ipi
2
Nph = ω−1px, e−i
pi
2
Nphpxe
ipi
2
Nph = ωqx, (D.5)
where Nph =
∑
x∈Λ b
∗
xbx =
1
2
∑
x∈Λ(p
2
x + ω
2q2x − 1).
Lemma D.3 Set U = e−i
pi
2
NpheL. We have
U H˜HH,|Λ|U ∗ = T+g,↑ + T−g,↓ + U˜eff + Eph + Const., (D.6)
11Namely, iL is essentially self-adjoint.
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where
T±g,σ =
∑
x,y∈Λ
txy exp
{± iΦxy}c∗xσcyσ, (D.7)
Φxy =
√
2ω−1/2
∑
z∈Λ
(gxz − gyz)qz, (D.8)
Eph =
1
2
∑
x∈Λ
(p2x + ω
2q2x), (D.9)
U˜eff =
1
2
∑
x,y∈Λ
Ueff,xy(nx↑ − nx↓)(ny↑ − ny↓). (D.10)
Proof. By the hole-particle transformation, we have
H˜HH,|Λ| = H˜H,|Λ| +
∑
x,y∈Λ
gxy(nx↑ − nx↓)
√
2ωqy + Eph +
|Λ|ω
2
. (D.11)
By applying (D.2)–(D.5), we obtain the desired expression in Lemma D.3. 2
In what follows, we ignore the constant term in (D.6). By Lemma D.3 and taking
the identification (A.16) into consideration, we arrive at the following:
Corollary D.4 Let HHH[M ] = U H˜HH,|Λ|[M ]U ∗. We have HHH[M ] = THH − Ueff +
Eph, where
THH =
∫ ⊕
Q
L(T+g(q))dq + ∫ ⊕
Q
R(T+g(q))dq, (D.12)
T+g(q) =
∑
x,y∈Λ
txyc
∗
xcy exp
{
+ iΦxy(q)
}
+
1
2
∑
x,y∈Λ
Ueff,xynxny, (D.13)
Φxy(q) =
√
2ω−1/2
∑
z∈Λ
(gxz − gyz)qz, q = {qx}x∈Λ ∈ Q (D.14)
and
Ueff =
∑
x,y∈Λ
Ueff,xyL(nx)R(ny). (D.15)
Proof. By the identifications (A.15) and (A.16), we have
c∗x↑cy↑ = c
∗
xcy ⊗ 1 = L(c∗xcy), (D.16)
c∗x↓cy↓ = 1⊗ c∗xcy = R
(
ϑ(c∗xcy)
∗ϑ
)
= R(c∗ycx). (D.17)
Here, we used the fact ϑcxϑ = cx.
By (D.16), we have
T+g,↑ =
∑
x,y∈Λ
txy
∫ ⊕
Q
exp
{
+ iΦxy(q)
}L(c∗xcy)dq
=
∫ ⊕
Q
L
( ∑
x,y∈Λ
txy exp
{
+ iΦxy(q)
}
c∗xcy
)
dq, (D.18)
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where we used the linearity of L(·) : L(aX + bY ) = aL(X) + bL(Y ).
On the other hand, we have, by (D.17),
T−g,↓ =
∑
x,y∈Λ
txy
∫ ⊕
Q
exp
{− iΦxy(q)}R(c∗ycx)dq
=
∫ ⊕
Q
R
( ∑
x,y∈Λ
txy exp
{− iΦxy(q)}c∗ycx
)
dq (D.19)
=
∫ ⊕
Q
R
( ∑
x,y∈Λ
tyx exp
{
+ iΦyx(q)
}
c∗ycx
)
dq
=
∫ ⊕
Q
R
( ∑
x,y∈Λ
txy exp
{
+ iΦxy(q)
}
c∗xcy
)
dq. (D.20)
Here, we used the following properties: txy = tyx and Φyx(q) = −Φxy(q). (Note that
the last equality in (D.20) comes from the relabeling.) Using these observations, we
can prove (D.12). 2
Lemma D.5 We have the following:
(i) e−βTHH  0 w.r.t. PHH[M ] for all β ≥ 0.
(ii) Ueff  0 w.r.t. PHH[M ].
(iii) e−βEph  0 w.r.t. PHH[M ] for all β ≥ 0.
Proof. (i) By (i) of Lemma I.6, we see that
e−βTHH =
∫ ⊕
Q
L
(
e−βTHH(q)
)
R
(
e−βTHH(q)
)
dq  0 w.r.t. PHH[M ]. (D.21)
Since Ueff  0 w.r.t. PH[M ] by Lemma C.2, we obtain (ii) by (ii) of Lemma I.6.
Finally, because e−βErad  0 w.r.t. L2(Q)+ for all β ≥ 0 by Example 6, (iii) follows
from Proposition I.5. 2
Proposition D.6 We have
(
HHH[M ]+s
)−1
0 w.r.t. PHH[M ] for all s ≥ −E
(
HHH[M ]
)
.
Proof. By Lemma D.5 and Theorem H.8 with A = THH +Erad and B = Ueff , we obtain
that e−βHHH[M ]  0 w.r.t. PHH[M ] for all β ≥ 0. Hence, by using Proposition H.5, we
conclude the desired result in Proposition D.6. 2
Remark that, though subjects are different, there are some similarities between the
idea here and that of [26].
In [35], the following much stronger property was proven:
Theorem D.7 We have U
(
H˜HH,|Λ|[M ]+s
)−1
U ∗ =
(
HHH[M ]+s
)−1
0 w.r.t. PHH[M ]
for all s > −E(H˜HH,|Λ|[M ]).
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D.2 Completion of proof of Theorem 4.10
We will check all conditions in Definition 2.9 with
(H, H∗; H, H∗; P ; P, P∗;O;U)
=
(
H˜HH,|Λ|[M ], H˜H,|Λ|[M ]; WEn=|Λ|[M ]⊗ L2(Q), WEn=|Λ|[M ];
Pph; PHH[M ], PH[M ]; S˜
2
tot,|Λ|[M ];U
)
.
By Proposition D.1, (i) of Definition 2.9 is satisfied. By Proposition D.2, (ii) of
Definition 2.9 is fulfilled. (iii) and (iv) of Definition 2.9 follow from Theorems D.7 and
C.4, respectively. By Proposition 2.10 with V = W , one obtains Theorem 4.10 2
E Proof of Theorem 4.14
E.1 Preliminaries
A path integral approach to the quantized radiation fields was initiated by Feynman [4].
There is still a lack of mathematical justification of it, but its euclidean version (i.e.,
the imaginary time path integral of the radiation fields) has been studied rigorously,
see, e.g., [11,22,33,49]. In these works, field operators are expressed as linear operators
acting on a certain L2-space. In this subsection, we give such an expression of the
radiation fields. Our construction is based on Feynman’s original work [4], and has the
benefit of usability.
E.1.1 Second quantization
Let X be a complex Hilbert space. The bosonic Fock space over X is given by F(X) =⊕∞
n=0⊗nsX. Let A be a positive self-adjoint operator on X. The second quantization
of A is defined by
dΓ(A) = 0⊕
∞⊕
n=1
[
n∑
j=1
1⊗ · · · ⊗ A︸︷︷︸
jth
⊗ · · · ⊗ 1
]
. (E.1)
We denote by a(f) the annihilation operator in F(X) with test vector f [43, Section X.
7]. By definition, a(f) is densely defined, closed, and antilinear in f .
We first recall the following factorization property of the bosonic Fock space:
F(X1 ⊕ X2) = F(X1)⊗ F(X2). (E.2)
Corresponding to (E.2), we have
dΓ(A⊕B) = dΓ(A)⊗ 1 + 1⊗ dΓ(B), (E.3)
a(f ⊕ g) = a(f)⊗ 1 + 1⊗ a(g). (E.4)
Let Erad be the closure of
∑
λ=1,2
∑
k∈V ∗ ω(k)a(k, λ)
∗a(k, λ). We denote by [ω]
a multiplication operator ω ⊕ ω on `2(V ∗) ⊕ `2(V ∗). Remark that Erad is positive,
self-adjoint, and
Erad = dΓ([ω]), (E.5)
where dΓ(A) is the second quantization of A in Frad.
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E.1.2 The ultraviolet cutoff decomposition
Let V ∗≤κ = {k ∈ V ∗ | |k| ≤ κ}, where κ is the ultraviolet cutoff introduced in Section
1.3.3. Since `2(V ∗) = `2(V ∗≤κ)⊕`2((V ∗≤κ)c) with (V ∗≤κ)c, the complement of V ∗≤κ, we have
the identification `2(V ∗)⊕ `2(V ∗) =
(
`2(V ∗≤κ)⊕ `2(V ∗≤κ)
)
⊕
(
`2((V ∗≤κ)
c)⊕ `2((V ∗≤κ)c)
)
,
which implies
F = F≤κ ⊗ F>κ, (E.6)
by (E.2), where F≤κ and F>κ are the bosonic Fock spaces over `2(V ∗≤κ)⊕ `2(V ∗≤κ) and
`2((V ∗≤κ)
c)⊕ `2((V ∗≤κ)c), respectively.
Let dΓ≤κ(A) and dΓ>κ(B) be the second quantized operators in F≤κ and F>κ,
respectively. We have
Erad = dΓ≤κ([ω])⊗ 1 + 1⊗ dΓ>κ([ω]) (E.7)
by (E.3).
We introduce two closed subspaces of `2(V ∗≤κ) as follows:
`2ε1(V
∗
≤κ) =
⋃
j=1,2,3
ran(ε1j), `
2
ε2(V
∗
≤κ) =
⋃
j=1,2,3
ran(ε2j), (E.8)
where ελ = (ελ1, ελ2, ελ3) are the polarization vectors given by (1.16). Here, we identify
the functions ε1j and ε2j with the corresponding multiplication operators acting on
`2(V ∗≤κ).
Lemma E.1 Let Hε = `2ε1(V ∗≤κ) ⊕ `2ε2(V ∗≤κ). Let I = {k = (k1, k2, k3) ∈ V ∗≤κ | k1 =
k2 = 0}. We have the following identifications:
Hε ∼= `2(V ∗κ )⊕ `2(V ∗κ ), V ∗κ := V ∗≤κ\I, (E.9)
H⊥ε ∼= `2(I)⊕ `2(I). (E.10)
Proof. Since ( ⋃
j=1,2,3
ran(ε1j)
)⊥
=
⋂
j=1,2,3
(
ran(ε1j)
)⊥
=
⋂
j=1,2,3
ker(ε1j), (E.11)
we have, by (1.16)
H⊥ε = {f ∈ `2(V ∗≤κ)⊕ `2(V ∗≤κ) | f(k) = 0 for ∀k ∈ Ic} ∼= `2(I)⊕ `2(I). (E.12)
Thus, we obtain
Hε = {f ∈ `2(V ∗≤κ)⊕ `2(V ∗≤κ) | f(k) = 0 for ∀k ∈ I} ∼= `2(V ∗κ )⊕ `2(V ∗κ ). (E.13)
This completes the proof. 2
By (E.2) and Lemma E.1, we obtain
F≤κ = F(Hε)⊗ F(H⊥ε ). (E.14)
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Lemma E.2 Corresponding to the decomposition (E.14), we have
dΓ≤κ([ω]) = dΓε([ω])⊗ 1 + 1⊗ dΓ⊥([ω]), (E.15)
where dΓε([ω]) is the second quantization of [ω]  Hε in F(Hε) and dΓ⊥([ω]) is the
second quantization of [ω]  H⊥ε in F(H⊥ε ).
Proof. Remark that [ω] =
(
[ω]  Hε
)⊕ ([ω]  H⊥ε ). Using (E.3), we obtain
dΓ≤κ([ω]) = dΓ≤κ
((
[ω]  Hε
)⊕ ([ω]  H⊥ε )) = RHS of (E.15). (E.16)
This completes the proof. 2
Let
`2even(V
∗
κ ) = {f ∈ `2(V ∗κ ) | f(−k) = f(k)}, (E.17)
`2odd(V
∗
κ ) = {f ∈ `2(V ∗κ ) | f(−k) = −f(k)}. (E.18)
We set
h1 = h3 = `
2
even(V
∗
κ ), h2 = h4 = `
2
odd(V
∗
κ ). (E.19)
Since `2ε1(V
∗
κ ) = h1 ⊕ h2 and `2ε2(V ∗κ ) = h3 ⊕ h4, we obtain
Hε = h1 ⊕ h2 ⊕ h3 ⊕ h4. (E.20)
Using the decomposition (E.20), the annihilation operator on F(Hε) can be expressed
as a(f1, f2, f3, f4). In what follows, we use the following notations:
a(f, 0, 0, 0) = a1(f), a(0, f, 0, 0) = a2(f), (E.21)
a(0, 0, f, 0) = a3(f), a(0, 0, 0, f) = a4(f). (E.22)
Thus, a(f1, f2, f3, f4) =
∑4
r=1 ar(fr).
By (E.2) and (E.20), we have the following:
F(Hε) =
4⊗
r=1
F(hr). (E.23)
We will often use the following identifications corresponding to (E.23):
a1(f) = a1(f)⊗ 1⊗ 1⊗ 1, a2(f) = 1⊗ a2(f)⊗ 1⊗ 1, etc. (E.24)
For notational convenience, we express ar(f) as
ar(f) =
∑
k∈V ∗κ
f(k)∗ar(k), f ∈ hr. (E.25)
The following lemma will be useful:
Lemma E.3 (i) Let dΓr(ω) be the second quantization of ω in F(hr). We have
dΓε([ω]) = dΓ1(ω)⊗ 1⊗ 1⊗ 1 + 1⊗ dΓ2(ω)⊗ 1⊗ 1+
+1⊗ 1⊗ dΓ3(ω)⊗ 1 + 1⊗ 1⊗ 1⊗ dΓ4(ω). (E.26)
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(ii) We have
A(x) =A1(x)⊗ 1⊗ 1⊗ 1 + 1⊗A2(x)⊗ 1⊗ 1+
+ 1⊗ 1⊗A3(x)⊗ 1 + 1⊗ 1⊗ 1⊗A4(x), (E.27)
where
A1(x) =
∑
k∈V ∗κ
ε1(k)χκ(k) cos(k · x)φ1(k), A2(x) =
∑
k∈V ∗κ
ε1(k)χκ(k) sin(k · x)pi2(k),
A3(x) =
∑
k∈V ∗κ
ε2(k)χκ(k) cos(k · x)φ3(k), A4(x) =
∑
k∈V ∗κ
ε2(k)χκ(k) sin(k · x)pi4(k),
pir(k) =
i√
2ω(k)
(ar(k)− ar(k)∗), φr(k) = 1√
2ω(k)
(ar(k) + ar(k)
∗). (E.28)
E.1.3 The Feynman-Schro¨dinger representation
We set N = #V ∗κ , the cardinality of V ∗κ . Let us consider a Hilbert space L2(RN ). For
each ϕ ∈ L2(RN ), we define a multiplication operator q(k) by(
q(k)ϕ
)
(q) = q(k)ϕ(q), q = {q(k)}k∈V ∗κ ∈ RN . (E.29)
We also define p(k) by p(k) = −i∂/∂q(k).
Now, let us switch to a larger Hilbert space L2(RN )⊗ L2(RN ) = L2(R2N ). We set
q1(k) = q(k)⊗ 1, q2(k) = 1⊗ q(k). (E.30)
Similarly, we define p1(k) and p2(k). It is easy to see that [qr(k), pr′(k
′)] = iδrr′δkk′ .
The annihilation operator is defined by br(k) =
√
ω(k)
2 qr(k) +
1√
2ω(k)
ipr(k). Remark
that [br(k), br′(k
′)∗] = δrr′δkk′ holds. Let
Φ0({qr}2r=1) = pi−N/2 exp
{
−
2∑
r=1
∑
k∈V ∗κ
qr(k)
2
}
, qr = {qr(k)}k∈V ∗κ ∈ RN . (E.31)
Then, we have br(k)Φ0 = 0.
We define linear operators b1, b2, b3 and b4 by
br(g) =
∑
k∈V ∗κ
g(k)∗b˜r(k), r = 1, 2, 3, 4 (E.32)
for each g ∈ hr, where b˜1(k) = b˜2(k) = b1(k) and b˜2(k) = b˜4(k) = b2(k). It is easily
verified that [br(g), br′(g
′)∗] = δrr′〈g|g′〉.
The following lemma is easily checked:
Lemma E.4 We have
L2(R2N ) = Lin
{
br1(g1)
∗ · · · brn(gn)∗Φ0,Φ0
∣∣∣ gj ∈ hrj , rj = 1, . . . , 4, j = 1, . . . , n ∈ N},
(E.33)
where Lin(S) represents the closure of Lin(S).
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Next, we define a unitary operator U from
⊗4
r=1 F(hr) onto L
2(R2N ) by
UΩrad = Φ0, (E.34)
Uar1(g1)
∗ · · · arn(gn)∗Ωrad = br1(g1)∗ · · · brn(gn)∗Φ0. (E.35)
Let Nr = dΓr(1), r = 1, . . . , 4 . Let U be a unitary operator given by
U = U exp{−ipi(N2 +N4)/2}. (E.36)
For each real-valued g ∈ hr (r = 1, 2, 3, 4), we set
φr(g) =
∑
k∈V ∗κ
g(k)φr(k), pir(g) =
∑
k∈V ∗κ
g(k)pir(k), (E.37)
where φr(k) and pir(k) are defined by (E.28). Similarly, we set qµ(g) =
∑
k∈V ∗κ g(k)qµ(k)
for each µ = 1, 2. By the definition of U, we have the following:
• Uφ1(g)U−1 = q1(g) for each g ∈ h1, real-valued;
• Upi2(g)U−1 = q1(g) for each g ∈ h2, real-valued;
• Uφ3(g)U−1 = q2(g) for each g ∈ h3, real-valued;
• Upi4(g)U−1 = q2(g) for each g ∈ h4, real-valued.
The point here is that φ1(g), pi2(g), φ3(g) and pi4(g) can be identified with the multi-
plication operators q1(g) and q2(g).
Proposition E.5 We have the following:
(i)
UdΓε([ω])U
−1 =
∑
µ=1,2
∑
k∈V ∗κ
1
2
{
pµ(k)
2 + ω(k)2qµ(k)
2
}
−
∑
k∈V ∗κ
ω(k). (E.38)
(ii)
UA(x)U−1 =
∑
k∈V ∗κ
χκ(k)
{
ε1(k)
(
cos(k · x) + sin(k · x)
)
q1(k)
+ ε2(k)
(
cos(k · x) + sin(k · x)
)
q2(k)
}
. (E.39)
Proof. (i) is easy to check. (ii) immediately follows from (ii) of Lemma E.3 and
properties just above Proposition E.5. 2
E.2 Natural self-dual cones
By [48, Theorem I.11], we can identify F>κ with L
2(M, dµ), where dµ is some Gaussian
probability measure. Also, by (E.10), we can identify F(H⊥ε ) as F(H⊥ε ) = F(C2|I|) =
L2(R2|I|; dη) = L2(R2|I|). Combining these with the Feynman-Schro¨dinger representa-
tion in Section E.1.3, we obtain
Frad = F≤κ ⊗ F>κ = F(Hε)⊗ F(H⊥ε )⊗ F>κ = L2(R2N )⊗ L2(R2|I|)⊗ L2(M, dµ).
(E.40)
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Thus, denoting R = R2N × R2|I| ×M and dν = dqdηdµ, we have Frad = L2(R, dν).
Moreover, UEradU
−1 = L0 + L1, where
L0 =
∑
µ=1,2
∑
k∈V ∗κ
1
2
{
pµ(k)
2 + ω(k)2qµ(k)
2
}
−
∑
k∈V ∗κ
ω(k), (E.41)
L1 =
∑
µ=1,2
∑
k∈I
1
2
{
− ∂
2
∂η2µ(k)
+ ω(k)2ηµ(k)
2
}
−
∑
k∈I
ω(k) + dΓ>κ([ω]). (E.42)
In this representation, we have En=|Λ|[M ] ⊗ Frad = En=|Λ|[M ] ⊗ L2(R, dν) and
UHradU
−1 = Krad + L1, where
Krad =
∑
x,y∈Λ
∑
σ=↑,↓
txy exp
{
i
∫
Cxy
dr ·A (r)
}
c∗xσcyσ +
∑
x,y∈Λ
Uxy
2
(nx − 1)(ny − 1) + L0.
(E.43)
Here, A (x) = (A1(x),A2(x),A3(x)) is the triplet of the multiplication operator defined
by the RHS of (E.39).
Let PH[M ] be the self-dual cone in WEn=|Λ|[M ] defined by (A.18). The following
self-dual cones are important in the remainder of this section:
• Prad[M ] =
∫ ⊕
R
PH[M ]dν in En=|Λ|[M ]⊗ Frad;
• Pε[M ] =
∫ ⊕
Q
PH[M ]dq in En=|Λ|[M ]⊗ F(Hε), where Q = R2N .
Proposition E.6 Let Prad = 1⊗ |Ωrad〉〈Ωrad|. We have the following:
(i) Prad  0 w.r.t. Prad[M ];
(ii) Under the identification in Section 4.7, we have PradPrad[M ] = PH[M ].
Proof. Proofs of (i) and (ii) are similar to those of Propositions D.1 and D.2. 2
We will study the hole-particle transformed Hamiltonians H˜rad,|Λ| and K˜rad,|Λ|.
Proposition E.7 If
(
K˜rad,|Λ|[M ]+s
)−1
0 w.r.t. Pε[M ] for all s > −E
(
K˜rad,|Λ|[M ]
)
,
then U
(
H˜rad,|Λ|[M ] + s
)−1
U−1  0 w.r.t. Prad[M ] for all s > −E
(
H˜rad,|Λ|[M ]
)
.
Proof. Using (E.40), we rewrite En=|Λ|[M ]⊗ Frad as
En=|Λ|[M ]⊗ Frad = X⊗ L2(R2|I| ×M, dηdµ), (E.44)
where X = En=|Λ|[M ]⊗ L2(Q). We set
L
(1)
1 =
∑
µ=1,2
∑
k∈I
1
2
{
− ∂
2
∂η2µ(k)
+ ω(k)2ηµ(k)
2
}
−
∑
k∈I
ω(k), (E.45)
L
(2)
1 = dΓ>κ([ω]). (E.46)
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By Example 6 and [48, Theorem I.16], we have e−βL
(1)
1  0 w.r.t. L2(R2|I|, dη)+ and
e−βL
(2)
1  0 w.r.t. L2(M, dµ)+ for all β > 0. Thus, the ground states of L(1)1 and L(2)1
are unique by Theorem H.10. Let Ω(1) (resp. Ω(2)) be the unique ground state of L
(1)
1
(resp. L
(2)
1 ). Trivially, Ω1 = Ω
(1)⊗Ω(2) is the unique ground state of L1. By Corollary
I.8, we know that Ω1 > 0 w.r.t.
∫ ⊕
M L
2(R2|I|, dη)+dµ = L2(R2|I|×M, dηdµ)+.
By the assumption and Theorem H.10, the ground state of K˜rad,|Λ|[M ] is unique.
Let ψ be the unique ground state of K˜rad,|Λ|[M ]. We also know that ψ > 0 w.r.t.
Pε[M ]. Because UH˜rad,|Λ|[M ]U−1 = K˜rad,|Λ|[M ] ⊗ 1 + 1 ⊗ L1, ψ ⊗ Ω1 is the unique
ground state of UH˜rad,|Λ|[M ]U−1. Because Prad[M ] =
∫ ⊕
R2|I|×MPε[M ]dµdη, we have
ψ⊗Ω1 > 0 w.r.t. Prad[M ] by Corollary I.8. By applying Theorem H.10 again, we con-
clude that U
(
H˜rad,|Λ|[M ]+s
)−1
U−10 w.r.t. Prad[M ] for all s > −E
(
H˜rad,|Λ|[M ]
)
. 2
We wish to prove U
(
H˜rad,|Λ|[M ]+s
)−1
U−10 w.r.t. Prad[M ] for all s > −E
(
H˜rad,|Λ|[M ]
)
.
By Proposition E.7, it suffices to show that
(
K˜rad,|Λ|[M ] + s
)−1
 0 w.r.t. Pε[M ] for
all s > −E(K˜rad,|Λ|[M ]). To this end, we need some preparations.
Lemma E.8 We have K˜rad,|Λ|[M ] = S+,↑ + S−,↓ + U˜ + L0, where
S±,σ =
∑
x,y∈Λ
txy exp
{
± iΦAx,y
}
c∗xσcyσ, (E.47)
ΦAxy =
∫
Cxy
dr ·A (r), (E.48)
U˜ =
∑
x,y∈Λ
Uxy
2
(nx↑ − nx↓)(ny↑ − ny↓). (E.49)
Proof. Observe that
W
∑
x,y∈Λ
txy exp
{
+ iΦAxy
}
c∗x↓cy↓W
−1
=
∑
x,y∈Λ
txy exp
{
+ iΦAxy
}
γ(x)γ(y)cx↓c∗y↓. (E.50)
Since Λ is bipartite in terms of {txy}, we have γ(x)γ(y)txy = −txy. Thus, because
ΦAxy = −ΦAyx, we obtain
RHS of (E.50) =
∑
x,y∈Λ
txy exp
{
+ iΦAxy
}
c∗y↓cx↓
=
∑
x,y∈Λ
txy exp
{− iΦAyx}c∗y↓cx↓
=S−,↓. (E.51)
Similarly, we see that W
∑
x,y∈Λ txy exp
{
+ iΦAxy
}
c∗x↑cy↑W
−1 = S+,↑. 2
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Corollary E.9 Let K[M ] = K˜rad,|Λ|[M ]. We have K[M ] = S− U+ L, where
S =
∫ ⊕
Q
L(S+(q))dq +
∫ ⊕
Q
R(S+(q))dq, (E.52)
S+(q) =
∑
x,y∈Λ
txy exp
{
+ iΦAxy(q)
}
c∗xcy +
∑
x,y∈Λ
Uxy
2
nxny, (E.53)
ΦAxy(q) =
∫
Cxy
dr ·A (r)[q], (E.54)
A (r)[q] =
∑
k∈V ∗κ
χκ(k)
{
ε1(k)
(
cos(k · x) + sin(k · x)
)
q1(k)
+ ε2(k)
(
cos(k · x) + sin(k · x)
)
q2(k)
}
, q = {q1(k), q2(k)}k∈V ∗κ ∈ Q,
(E.55)
U =
∑
x,y∈Λ
UxyL(nx)R(ny). (E.56)
Proof. The proof is similar to that of Corollary D.4. So we only explain a point to
which attention should be paid. We observe that, by (E.47),
S−,↓ =
∑
x,y∈Λ
txy
∫ ⊕
Q
exp
{− iΦAxy(q)}R(c∗ycx)dq
=
∑
x,y∈Λ
tyx
∫ ⊕
Q
exp
{
+ iΦAyx(q)
}R(c∗ycx)dq
=
∑
x,y∈Λ
txy
∫ ⊕
Q
exp
{
+ iΦAxy(q)
}R(c∗xcy)dq, (E.57)
where we used the fact ΦAxy(q) = −ΦAyx(q), and the last equality in (E.57) comes from
relabeling the indecies. Using this, we obtain the second term in (E.52). 2
Lemma E.10 We have the following:
(i) e−βS  0 w.r.t. Pε[M ] for all β ≥ 0.
(ii) U 0 w.r.t. Pε[M ].
(iii) e−βErad  0 w.r.t. Pε[M ] for all β ≥ 0.
Proof. (i) By (i) of Lemma I.6 and (E.52), we see that
e−βS =
∫ ⊕
Q
L
(
e−βS+(q)
)
R
(
e−βS+(q)
)
dq  0 w.r.t. Pε[M ]. (E.58)
Since U  0 w.r.t. PH[M ] by Lemma C.2, and e−βErad  0 w.r.t. L2(Q)+ by
Example 6, (ii) and (iii) immediately follow from (ii) of Lemma I.6 and Proposition I.5,
respectively. 2
Proposition E.11 We have
(
K[M ] + s
)−1
 0 w.r.t. Pε[M ] for all s > −E
(
K[M ]
)
.
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Proof. By Proposition H.5, Theorem H.8 and Lemma E.10, we obtain the desired result
in Proposition E.11. 2
Applying the method developed in [35], we can prove the following:
Theorem E.12 We have
(
K[M ] + s
)−1
 0 w.r.t. Pε[M ] for all s > E
(
K[M ]
)
.
Proof. Since the proof is similar to [35, Theorem 4.1], we omit it. 2
By Proposition E.7 and Theorem E.12, we finally obtain the following:
Corollary E.13 U
(
H˜rad,|Λ|[M ]+s
)−1
U−10 w.r.t. Prad[M ] for all s > E
(
H˜rad,|Λ|[M ]
)
.
E.3 Completion of proof of Theorem 4.10
We will check all conditions in Definition 2.9 with
(H, H∗; H, H∗; P ; P, P∗;O;U)
=
(
H˜rad,|Λ|[M ], H˜H,|Λ|[M ]; WEn=|Λ|[M ]⊗ L2(R, dν), WEn=|Λ|[M ];
Prad; Prad[M ], PH[M ]; S˜
2
tot,|Λ|[M ]; U
)
.
By Proposition E.6, (i) and (ii) of Definition 2.9 are satisfied. (iii) and (iv) of
Definition 2.9 follow from Theorem C.4 and Corollary E.13, respectively. By applying
Proposition 2.10 with V = W , we obtain Theorem 4.10. 2
F Proof of Thereom 6.1
(i) Let us consider the on-site Coulomb interaction {Uδxy}. Clearly, {Uδxy} is positive
definite provided that U > 0. Thus, by Theorem C.4, it holds that
(
H˜
(U)
H,|Λ|[M ]+s
)−1
0
w.r.t. PH[M ] for all s > −E
(
H˜
(U)
H,|Λ|[M ]
)
. Therefore, we can check all conditions in
Definitions 2.9 with
(H, H∗; H, H∗; P ; P, P∗;O;U)
=
(
H˜H,|Λ|[M ], H˜
(U)
H,|Λ|[M ]; WEn=|Λ|[M ], WEn=|Λ|[M ]; 1; PH[M ], PH[M ]; S˜
2
tot,|Λ|[M ]; 1
)
,
see Appendices B and C for definitions of the above operators. Thus, we have H˜H,|Λ|[M ] ;
H˜
(U)
H,|Λ|[M ]. By interchanging the roles of H˜H,|Λ|[M ] and H˜
(U)
H,|Λ|[M ], we obtain H˜
(U)
H,|Λ|[M ] ;
H˜H,|Λ|[M ].
In a similar way, we can prove (ii) and (iii). 2
G Proof of Theorems 5.2, 5.4 and 5.6
G.1 Self-dual cones
In this subsection, we construct some self-dual cones to prove the stabilities of the
Nagaoka-Thouless theorem in Section 5. In the rest of this section, we continue to
assume (B. 1), (B. 2) and (B. 3).
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G.1.1 Self-dual cone in HNT[M ]
For each (x,σ) ∈ CM , we set σ′ = {σ′z}z∈Λ ∈ {↑, ↓}Λ by
σ′z =
{
↑ if z = x
σz otherwise,
(G.1)
where CM is defined in Section 1.5.1. With this notation, we define a complete or-
thonormal system (CONS) {|x,σ〉 | (x,σ) ∈ CM} ⊆ HNT[M ] by |x,σ〉 = cx↑
′∏
z∈Λ
c∗zσ′zΩ,
where
′∏
z∈Λ
indicates the ordered product according to an arbitrarily fixed order in Λ.
Remark that this CONS was introduced by Tasaki [51,52].
Definition G.1 For each M ∈ spec(S(3)), a canonical self-dual cone in HNT[M ] is
defined by QH[M ] = Coni{|x,σ〉 | (x,σ) ∈ CM}. Recall that this type of self-dual cone
is defined in Example 2 of Section 2. ♦
G.1.2 Self-dual cone in HNT[M ]⊗ Fph
We switch to the Schro¨dinger representation already discussed in Section A.5: Fph =
L2(Q). Under the identification HNT[M ]⊗Fph = HNT[M ]⊗L2(Q), we define a self-dual
cone QHH[M ] by
QHH[M ] =
∫ ⊕
Q
QH[M ]dq. (G.2)
Remark that the right hand side of (G.2) is a direct integral of QH[M ], see Appendix
I for details.
G.1.3 Self-dual cone in HNT[M ]⊗ Frad
We work in the Feynman-Schro¨dinger representation introduced in Section E.1.3: Frad =
L2(R, dν). Under the identification HNT[M ]⊗ Frad = HNT[M ]⊗ L2(R, dν), we define
a self-dual cone Qrad[M ] by
Qrad[M ] =
∫ ⊕
R
QH[M ]dν. (G.3)
G.2 The Nagaoka-Thouless theorem
Here, we will give a brief review of the Nagaoka-Thouless theorem. Remark that a
strategy below is mathematically equivalent to Tasaki’s work [51].
In [36], Miyao proved the following:
Theorem G.2 e−βH∞H [M ]  0 w.r.t. QH[M ] for all β > 0.
As a corollary of Theorem G.2, we get the Nagaoka-Thouless theorem:
Corollary G.3 (Theorem 1.11) The ground state of H∞H has total spin S =
1
2(|Λ|−
1) and is unique apart from the trivial (2S + 1)-degeneracy.
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Proof. For each x ∈ Λ, let us introduce a spin configuration by
(⇑x)y =
{
↑ y 6= x
0 y = x.
(G.4)
Then {|x,⇑x〉 |x ∈ Λ} is a CONS of HNT[M = 12(|Λ| − 1)]. Clearly, each |x,⇑x〉 has
total spin S = 12(|Λ| − 1).
By Theorems H.6, H.10 and G.2, the ground state of H∞H [M ] with M =
1
2(|Λ| −
1) is unique and strictly positive w.r.t. QH[M =
1
2(|Λ| − 1)]. The ground state of
H∞H [
1
2(|Λ| − 1)] is denoted by ψ. Since QH[12(|Λ| − 1)] = Coni{|x,⇑x〉 |x ∈ Λ}, we have
ψ =
∑
x∈Λ ψx|x,⇑x〉 with ψx > 0. Thus, ψ has total spin S = 12(|Λ| − 1).
We set S(±) = S(1) ± iS(2) as usual. Let ψ` = (S(−))`ψ, ` = 0, 1, . . . , |Λ| − 2. Then
ψ` is the unique ground state of H
∞
H [
1
2(|Λ| − ` − 1)] for each ` = 0, 1, . . . , |Λ| − 2, and
has total spin S = 12(|Λ| − 1). 2
Completion of proof of Theorem 5.2
By Theorem 3.5 and Corollary G.3, one obtains Theorem 5.2. 2
G.3 Proof of Theorem 5.4
Corollaries 5.5 and 5.7 were already proved in [36]. Here, we prove these results in the
context of the stability class introduced in Section 2.
Proposition G.4 For each M ∈ spec(S(3)), we have Pph  0 w.r.t. QHH[M ].
Proof. In the Schro¨dinger representation, we have Ωph(q) = pi
−|Λ|/4 exp(−q2/2). Thus,
Ωph > 0 w.r.t. L
2(Q)+, which implies that |Ωph〉〈Ωph|  0 w.r.t. L2(Q)+. Hence, by
Proposition I.5, we obtain the desired assertion in the lemma. 2
Proposition G.5 For each M ∈ spec(S(3)), we have PphQHH[M ] = QH[M ].
Proof. It is not hard to check that PphQHH[M ] = QH[M ]⊗Ωph. Thus, using the iden-
tification HNT[M ] = HNT[M ] ⊗ Ωph mentioned in Section 5.3, we have PphQHH[M ] =
QH[M ]. 2
Recall the definition of the Lang-Firsov transformation eL in Section D.1.2. In [36],
we proved the following:
Theorem G.6 For each M ∈ spec(S(3)), we have eL exp{−βH∞HH[M ]}e−L0 w.r.t.
QHH[M ] for all β > 0.
Proof. See [36, Theorem 5.10]. 2
Completion of proof of Theorem 5.2
We will check all conditions in Definition 2.9 with
(H, H∗; H, H∗; P ; P, P∗;O;U)
=
(
H∞HH[M ], H
∞
H [M ]; HNT[M ]⊗ L2(Q),HNT[M ];
Pph; QHH[M ],QH[M ]; S2; eL
)
. (G.5)
By Propositions G.4 and G.5, we can confirm (i) and (ii) of Definition 2.9. By Theorems
G.2, G.6 and H.6, (iii) and (iv) of Definition 2.9 are satisfied. Hence, by Proposition
2.10, we obtain Theorem 5.2. 2
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G.4 Proof of Theorem 5.6
Because the idea of the proof is similar to that of Theorem 5.4, we provide a sketch
only.
Let Ωrad be the Fock vacuum in Frad. We set Prad = 1⊗ |Ωrad〉〈Ωrad|.
In a similar way as in Section G.3, we can prove the following two propositions.
Proposition G.7 For each M ∈ spec(S(3)), we have Prad  0 w.r.t. Qrad[M ].
Proposition G.8 For each M ∈ spec(S(3)), we have PradQrad[M ] = QH[M ].
In [36], we proved the following:
Theorem G.9 For each M ∈ spec(S(3)), we have F exp{− βH∞rad[M ]}F−1  0 w.r.t.
Qrad[M ] for all β > 0, where F = e
ipiNrad/2U with Nrad = dΓ(1). Here, U is defined by
(E.36).
Completion of proof of Theorem 5.4
We will check all conditions in Definition 2.9 with
(H, H∗; H, H∗; P ; P, P∗;O;U)
=
(
H∞rad[M ], H
∞
H [M ]; HNT[M ]⊗ L2(R, dν),HNT[M ];
Prad; Qrad[M ],QH[M ]; S2; F
)
. (G.6)
By Propositions G.7 and G.8, we can confirm (i) and (ii) of Definition 2.9. (iv) of
Definition 2.9 is satisfied by Theorems G.9 and H.6. By Theorems G.2 and H.6, we
know that (iii) of Definition 2.9 is fulfilled. Therefore, by Proposition 2.10, we obtain
Theorem 5.4. 2
H Basic properties of operator theoretic correlation in-
equalities
We begin with the following theorem.
Theorem H.1 Let P be a convex cone in H. P is self-dual if and only if:
(i) 〈ξ|η〉 ≥ 0 for all ξ, η ∈ P.
(ii) Let HR be a real closed subspace of H generated by P . Then for all ξ ∈ HR, there
exist ξ+, ξ− ∈ P such that ξ = ξ+ − ξ− and 〈ξ+|ξ−〉 = 0.
(iii) H = HR + iHR = {ξ + iη | ξ, η ∈ HR}.
Proof. For the reader’s convenience, we provide a sketch of the proof.
Assume that P is self-dual. Then, by [1] or [2, Proof of Proposition 2.5.28], we
easily check that the conditions (i)–(iii) are fulfilled.
Conversely, suppose that P satisfies (i)–(iii). We see that P ⊆ P† by (i). We will
show the inverse. Let ξ ∈ P†. By (ii) and (iii), we can write ξ as ξ = (ξR,+ − ξR,−) +
i(ξI,+ − ξI,−) with ξR,±, ξI,± ∈ P, 〈ξR,+|ξR,−〉 = 0 and 〈ξI,+|ξI,−〉 = 0. Assume that
ξI,+ 6= 0. Then, 〈ξ|ξI,+〉 is a complex number, which contradicts with the fact that
〈ξ|η〉 ≥ 0 for all η ∈ P. Thus, ξI,+ must be 0. Similarly, we have ξI,− = 0. Next,
assume that ξR,− 6= 0. Because ξR,− ∈ P, we have 0 ≤ 〈ξ|ξR,−〉 = −‖ξR,−‖2 < 0, which
is a contradiction. Hence, we conclude that ξ = ξR,+ ∈ P. 2
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Corollary H.2 Let P be a self-dual cone in H. For each ξ ∈ H, we have the following
decomposition:
ξ = (ξ1 − ξ2) + i(ξ3 − ξ4), (H.1)
where ξ1, ξ2, ξ3 and ξ4 satisfy ξ1, ξ2, ξ3, ξ4 ∈ P, 〈ξ1|ξ2〉 = 0 and 〈ξ3|ξ4〉 = 0.
Definition H.3 Suppose that AHR ⊆ HR and BHR ⊆ HR. If (A−B)P ⊆ P, then we
write this as AB w.r.t. P. ♦
The following proposition is fundamental in the present paper
Proposition H.4 Let A,B,C,D ∈ B(H) and let a, b ∈ R.
(i) If A 0, B  0 w.r.t. P and a, b ≥ 0, then aA+ bB  0 w.r.t. P.
(ii) If AB  0 and C D  0 w.r.t. P, then AC BD  0 w.r.t. P.
(iii) If A 0 w.r.t. P, then A∗  0 w.r.t. P.
Proof. See, e.g., [38, Lemmas 2.6 and 2.7]. 2
Proposition H.5 Let A be a positive self-adjoint operator. The following statements
are mutually equivalent:
(i) e−tA  0 w.r.t. P for all t ≥ 0.
(ii) (A+ s)−1  0 w.r.t. P for all s > −E(A).
Proof. The proposition immediately follows from the following formulas:
(A+ s)−1 =
∫ ∞
0
e−t(A+s)dt, e−tA = s- lim
n→∞
(
1 +
s
n
A
)−n
, (H.2)
where s- lim
n→∞ indicates the strong limit. 2
Proposition H.6 Let A be a positive self-adjoint operator. The following statements
are mutually equivalent:
(i) The semigroup e−tA is ergodic, that is, for every ξ, η ∈ P\{0}, there exists a
t0 ≥ 0 such that 〈ξ|e−t0Aη〉 > 0. Note that t0 could depend on ξ and η.
(ii) (A+ s)−1  0 w.r.t. P for all s > −E(A).
In particular, if e−tA  0 w.r.t. P for all t > 0, then (A + s)−1  0 w.r.t. P for all
s > −E(A).
Proof. Use the elementary formula: (A+ s)−1 =
∫∞
0 e
−t(A+s)dt. 2
Proposition H.7 Assume that A 0 w.r.t. P. Then eβA  0 w.r.t. P for all β ≥ 0.
Proof. See, e.g., [34, Proposition A. 3]. 2
Theorem H.8 Let A be a self-adjoint positive operator on H and B ∈ B(H). Suppose
that
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(i) e−βA  0 w.r.t. P for all β ≥ 0;
(ii) B  0 w.r.t. P.
Then we have e−β(A−B)  0 w.r.t. P for all β ≥ 0.
Proof. See, e.g., [34, Proposition A. 5]. 2
Proposition H.9 Assume that eβA  0 and eβB  0 w.r.t. P for all β ≥ 0. Then
eβ(A+B)  0 w.r.t. P for all β ≥ 0.
Proof. See, e.g., [34, Proposition A. 4]. 2
The following theorem plays an important role in the present study.
Theorem H.10 (Perron–Frobenius–Faris) Let A be a self-adjoint operator, bounded
from below. Let E(A) = inf spec(A), where spec(A) is spectrum of A. Suppose that
0e−tA w.r.t. P for all t ≥ 0, and that E(A) is an eigenvalue. Let PA be the orthogonal
projection onto the closed subspace spanned by eigenvectors associated with E(A). Then
the following statements are equivalent:
(i) dim ranPA = 1 and PA  0 w.r.t. P.
(ii) (A+ s)−1  0 w.r.t. P for all s > −E(A).
Proof. See, e.g., [3, 31,44]. 2
Remark H.11 By (i), there exists a unique ξ ∈ H such that ξ > 0 w.r.t. P and
PA = |ξ〉〈ξ|. Of course, ξ satisfies Aξ = E(A)ξ. Hence, (i) implies that the lowest
eigenvalue of A is nondegenerate, and the corresponding eigenvector is strictly positive.
♦
Theorem H.12 Let us consider the case where P = L 2(H)+ given in Definition A.1.
Let A,Cj ∈ B(H). Suppose that A is self-adjoint. We set H = L(A) + R(A) −∑n
j=1 L(Cj)R(C∗j ). Then e−βH  0 w.r.t. P for all β ≥ 0.
Proof. We set H0 = L(A) +R(A) and V =
∑n
j=1 L(Cj)R(C∗j ). Trivially, H = H0 − V .
By Proposition A.3, we have e−βH0 = L(e−βA)R(e−βA)  0 w.r.t. P for all β ≥ 0.
Because V  0 w.r.t. P, we can apply Theorem H.8. 2
Remark H.13 Jaffe and Pedrocchi give an alternative proof within an algebraic set-
ting [17]. ♦
Proposition H.14 Let A ∈ B(H). The following statements are equivalent:
(i) A 0 w.r.t. P.
(ii) A∗  0 w.r.t. P.
Proof. (i) ⇒ (ii): Let ξ, η ∈ P\{0}. Because Aξ > 0 w.r.t. P, we have 〈ξ|A∗η〉 =
〈Aξ|η〉 > 0. Since ξ is arbitrary, we have A∗η > 0 w.r.t. P, which implies that A∗  0
w.r.t. P. Simiraly, we can prove that (ii) ⇒ (i). 2
Theorem H.15 Let A and B be self-adjoint operators, bounded from below. Assume
the following conditions:
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(a) There exists a sequence of bounded self-adjoint operator Cn such that A + Cn
converges to B in the strong resolvent sense and B − Cn converges to A in the
strong resolvent sense as n→∞;
(b) e−tCn  0 w.r.t. P for all t ∈ R and n ∈ N;
(c) For all ξ, η ∈ P such that 〈ξ|η〉 = 0, it holds that 〈ξ|e−tCnη〉 = 0 for all n ∈ N
and t ≥ 0.
The following (i) and (ii) are mutually equivalent:
(i) (A+ s)−1  0 w.r.t. P for all s > −E(A);
(ii) (B + s)−1  0 w.r.t. P for all s > −E(B).
Proof. See, e.g., [3, Theorem 3] and [36, Theorem A.1]. 2
I Direct integrals of self-dual cones
Let H be a complex Hilbert space. Let (M,M, µ) be a σ-finite measure space. The
Hilbert space of L2(M,dµ;H) of square integrable H-valued functions [44, Section
XIII.16] is called a constant fiber direct integral, and is written as
∫ ⊕
M
Hdµ. The in-
ner product on
∫ ⊕
M
Hdµ is given by 〈Φ|Ψ〉 =
∫
M
〈Φ(m)|Ψ(m)〉Hdµ, where 〈·|·〉H is
the inner product on H. Remark that L2(M,dµ;H) can be naturally identified with
H⊗ L2(M,dµ):
H⊗ L2(M,dµ) =
∫ ⊕
M
Hdµ. (I.1)
L∞(M,dµ;B(H)) denotes the space of measurable functions from M to B(H) with
‖A‖∞ = ess.sup‖A(m)‖B(H) <∞. (I.2)
A bounded operator A on
∫ ⊕
M Hdµ is said to be decomposed by the direct integral
decomposition, if and only if there is a function A(·) ∈ L∞(M,dµ;B(H)) such that
(AΨ)(m) = A(m)Ψ(m) (I.3)
for all Ψ ∈ ∫ ⊕M Hdµ. In this case, we call A decomposable and write
A =
∫ ⊕
M
A(m)dµ. (I.4)
Example 18 Let B ∈ B(H). Under the identification (I.1), we have
B ⊗ 1 =
∫ ⊕
M
Bdµ. ♦ (I.5)
Lemma I.1 If A(·) ∈ L∞(M,dµ;B(H)), then there is a unique decomposable operator
A ∈ B(∫ ⊕M Hdµ) such that (I.3) holds.
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Proof. See [44, Theorem XIII. 83]. 2
Let P be a self-dual cone in H. We set∫ ⊕
M
Pdµ =
{
Ψ ∈
∫ ⊕
M
Hdµ
∣∣∣Ψ(m) ≥ 0 w.r.t. P for µ-a.e.}. (I.6)
It is not hard to check that
∫ ⊕
M Pdµ is a self-dual cone in
∫ ⊕
M Hdµ. We call
∫ ⊕
M Pdµ a
direct integral of P.
The following lemma is useful:
Lemma I.2 Let Ψ ∈ ∫ ⊕M Hdµ. The following statements are equivalent:
(i) Ψ ≥ 0 w.r.t. ∫ ⊕M Pdµ.
(ii) 〈ξ ⊗ f |Ψ〉 ≥ 0 for all ξ ∈ P, f ∈ L2(M,dµ)+.
Proof. To show (i) ⇒ (ii) is easy. Let us show the inverse. We set Gξ(m) := 〈ξ|Ψ(m)〉.
By (ii), we have 〈ξ ⊗ f |Ψ〉 = ∫M Gξ(m)f(m)dµ ≥ 0 for each f ∈ L2(M,dµ)+. Since f
is arbitrary, we conclude that Gξ(m) ≥ 0. Because ξ is arbitrary, we finally arrive at
Ψ(m) ≥ 0 w.r.t. P. 2
Proposition I.3 Let A =
∫ ⊕
M A(m)dµ be a decomposable operator on
∫ ⊕
M Hdµ. If
A(m) 0 w.r.t. P for µ-a.e., then A 0 w.r.t.
∫ ⊕
M Pdµ.
Proof. For each Ψ ∈ ∫ ⊕M Pdµ, we have (AΨ)(m) = A(m)Ψ(m) ≥ 0 w.r.t. P for µ-a.e..
Hence, AΨ ≥ 0 w.r.t. ∫ ⊕M Pdµ. 2
Corollary I.4 Let B ∈ B(H). Under the identification (I.1), if B  0 w.r.t. P, then
B ⊗ 1 0 w.r.t. ∫ ⊕M Pdµ.
Proof. Use (I.5). 2
Proposition I.5 Let C be a bounded linear operator on L2(M,dµ). Under the identi-
fication (I.1), if C  0 w.r.t. L2(M,dµ)+, then 1⊗ C  0 w.r.t.
∫ ⊕
M Pdµ.
Proof. Let Ψ ∈ ∫ ⊕M Pdµ. For each ξ ∈ P and f ∈ L2(M,dµ)+, we have
〈1⊗ CΨ|ξ ⊗ f〉 = 〈Ψ|ξ ⊗ C∗f〉. (I.7)
Because C∗  0 w.r.t. L2(M,dµ)+, C∗f ≥ 0 w.r.t. L2(M,dµ)+, which implies that
ξ⊗C∗f ≥ 0. Thus, the right hand side of (I.7) is positive. By Lemma I.2, we conclude
that 1⊗ CΨ ≥ 0 w.r.t. ∫ ⊕M Pdµ. 2
The following lemma is useful in the present study:
Lemma I.6 Let Z = Rn. Let P = L 2(X)+ be a natural self-dual cone in X ⊗ X =
L 2(X), see Section A.1 for notations.
(i) Let B : Z → B(X); q 7→ B(q) be continuous with supq ‖B(q)‖ <∞. We have∫ ⊕
Z
L(B(q)∗)R(B(q))dq  0 w.r.t.
∫ ⊕
Z
Pdq. (I.8)
61
(ii) Let C ∈ B(X). We have L(C∗)R(C)⊗ 1 0 w.r.t. ∫ ⊕Z Pdq.
Proof. Set A(q) := L(B(q)∗)R(B(q)) ∈ B(L 2(X)). We have ess.supq‖A(q)‖ ≤
(supq ‖B(q)‖)2 <∞. Thus, we can define a bounded linear operator
∫ ⊕
Z L(B(q)∗)R(B(q))dq
on
∫ ⊕
Z L
2(X)dq by Lemma I.1. Since A(q)  0 w.r.t. P by Proposition A.3, we can
apply Proposition I.3 and obtain (i).
(ii) immediately follows from Propositions A.3 and Corollary I.4. 2
Lemma I.7 Let Ψ ∈ ∫M Hdµ. The following statements are equivalent:
(i) Ψ > 0 w.r.t.
∫ ⊕
M Pdµ.
(ii) 〈ξ ⊗ f |Ψ〉 > 0 for all ξ ∈ P\{0} and f ∈ L2(M,dµ)+\{0}.
Proof. To prove that (i) ⇒ (ii) is easy. Let us prove the converse. We set Gξ(m) =
〈ξ|Ψ(m)〉H. We have 〈ξ⊗f |Ψ〉 =
∫
M Gξ(m)f(m)dµ > 0 for every f ∈ L2(M,dµ)+\{0}.
Thus, we have Gξ(m) > 0 for µ-a.e.. Because ξ is arbitrary, we conclude that Ψ(m) > 0
w.r.t. P for µ-a.e.. 2
Corollary I.8 Let ξ ∈ P and let f ∈ L2(M,dµ)+. If ξ > 0 w.r.t. P and f > 0 w.r.t.
L2(M,dµ)+, then it holds that ξ ⊗ f > 0 w.r.t.
∫ ⊕
M Pdµ.
t
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