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1Extended Object Tracking:
Introduction, Overview and Applications
Karl Granstro¨m, Marcus Baum, and Stephan Reuter
Abstract—This article provides an elaborate overview of
current research in extended object tracking. We provide a
clear definition of the extended object tracking problem and
discuss its delimitation to other types of object tracking. Next,
different aspects of extended object modelling are extensively
discussed. Subsequently, we give a tutorial introduction to two
basic and well used extended object tracking approaches – the
random matrix approach and the Kalman filter-based approach
for star-convex shapes. The next part treats the tracking of
multiple extended objects and elaborates how the large number
of feasible association hypotheses can be tackled using both
Random Finite Set (RFS) and Non-RFS multi-object trackers.
The article concludes with a summary of current applications,
where four example applications involving camera, X-band radar,
light detection and ranging (LIDAR), red-green-blue-depth (RGB-
D) sensors are highlighted.
I. INTRODUCTION
Multiple Target Tracking (MTT) denotes the process of
successively determining the number and states of multiple dy-
namic objects based on noisy sensor measurements. Tracking
systems are a key technology for many technical applications
in areas such as robotics, surveillance, autonomous driving,
automation, medicine, and sensor networks.
Traditionally, MTT algorithms have been tailored for sce-
narios with multiple remote objects that are far away from
the sensor, e.g., as in radar-based air surveillance. In such
scenarios, an object is not always detected by the sensor, and
if it is detected, at most one sensor resolution cell is occupied
by the object. From traditional scenarios, specific assumptions
on the mathematical model of MTT problems have evolved
including the so-called “small object” assumptions:
• The objects evolve independently,
• each object can be modelled as a point without any spatial
extent, and
• each object gives rise to at most a single measurement
per time frame/scan.
MTT based on the “small object” assumptions is a highly
complex problem due to sensor noise, missed detections,
clutter detections, measurement origin uncertainty, and an un-
known and time-varying number of targets. The most common
approaches to MTT are:
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• Multiple Hypothesis Tracking (MHT) [23], [106], [154],
• Joint Probabilistic Data Association (JPDA) [4], [6], [61],
• Probabilistic Multiple Hypothesis Tracking (PMHT)
[177], [203], and
• Random Finite Sets (RFS) approaches [125], [127].
In the hypothesis-oriented MHT [154] and track-oriented MHT
[106], the probability and log-likelihood ratio of a track,
respectively, are calculated recursively. The JPDA type ap-
proaches blend data association probabilities on a scan-by-
scan basis. The PMHT approach allows multiple measurement
assignments to the same object1, which results in an efficient
method using the Expectation-Maximization (EM) framework,
see, e.g., [22, Ch. 9]. The RFS type approaches rely on
modelling the objects and the measurements as random sets.
A recent overview article about MTT, with a main focus on
small, so-called point objects, is given in [197].
Today, there is still a huge variety of applications for which
the “small object” assumptions are reasonable. However, due
to rapid advances in sensor technology in the recent years, it
is becoming increasingly common that objects occupy several
sensor resolution cells. Furthermore, novel applications with
objects in the near-field of sensors, e.g., in mobile robotics
and autonomous driving, often render the “small object”
assumptions invalid.
The tracking of an object that might occupy more than one
sensor cell leads to the so-called extended object tracking or
extended target tracking problem. In extended object tracking
the objects give rise to a varying number of potentially noisy
measurements from different spatially distributed measure-
ment sources, also referred to as reflection points. The shape
of the object is usually unknown and can even vary over time,
and the objective is to recursively determine the shape of the
object plus its kinematic parameters. Due to the nonlinearity
of the resulting estimation problem, already tracking a single
extended object is in general a highly complex problem for
which elaborate nonlinear estimation techniques are required.
Although often misunderstood – extended object tracking,
as defined above, is fundamentally different from typical
contour tracking problems in computer vision [212]. In vision-
based contour tracking [212], a complete red-green-blue (RGB)
image is available at each time frame and one extracts a
contour from each image that is tracked over time. In extended
object tracking, one works with a few (usually two or three-
dimensional) measurements per time step, i.e., a sparse point
1Note that allowing multiple assignments to the same object is in violation
of the “small object” assumption, which assumes at most a single measurement
per time frame/scan.
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2cloud. It is nearly always impossible to extract a shape only
based on the measurement from one time instant. The object
shape can only be determined if measurements over several
time steps are systematically accumulated and fused under
incorporation of the (unknown) object motion and sensor
noise. An illustration of the difference between point object
tracking, extended object tracking, and contour tracking is
given in Figure 1.
In many practical applications it is necessary to track
multiple extended objects, where no measurement-to-object
associations are available. Unfortunately, data association be-
comes even more challenging in multiple extended object
tracking as a huge number of association events are possible:
all possible partitions of the set of measurements have to be
enumerated, followed by all possible ways to assign partition
cells to object estimates. The first computationally feasible
multi-extended object tracking algorithms have recently been
developed, and rely on approximations of the partitioning
problem in the context of RFSs.
The objective of this article is to
(i) provide an elaborate and up-to-date introduction to the
extended object tracking problem,
(ii) introduce basic concepts, models, and methods for shape
estimation of a single extended object,
(iii) introduce the basic concepts, models, and methods for
tracking multiple extended objects,
(iv) point out recent applications and future trends.
Historically, the first works on extended object tracking can
be traced back to [42], [43]. Already in 2004, [199] gave
a short literature overview of cluster (group) tracking and
extended object tracking problems. However, since then, huge
progress has been made in both shape estimation of a sin-
gle object and multi-(extended)-object tracking. An overview
of Sequential Monte Carlo (SMC) methods for group and
extended object tracking can be found in [132]. The focus
of [132] lies on group object tracking and SMC methods.
Hence, the content of [132] is orthogonal to this article, and
the two articles complement each other. A comparison of
early versions of the random matrix and random hypersurface
approach was performed in [17]. Since the publication of [17],
both methods have been significantly further developed.
The rest of the article is organised as follows. In the
next section some definitions are introduced, and modelling
of object shape, number of measurements, and object dy-
namics is overviewed. Section III overviews two popular
approaches to extent modelling and estimation: the random
matrix model, Section III-A, and the random hypersurface
model, Section III-B. Multiple extended object tracking is
overviewed in Section IV, and in Section VI three applications
are presented: tracking cars using a LIDAR, marine vessel
tracking using X-band radar, tracking groups of pedestrians
using a camera, and tracking complex shapes using a RGB-D
sensor. The paper is concluded in Section VII.
II. DEFINITIONS AND EXTENDED OBJECT MODELLING
In this section we will first give a definition of the extended
object tracking problem and some related types of object track-
ing. We will then overview extended object state modelling,
(a) Point object tracking example: Frame 1 (left) & Frame 2 (right)
S S
(b) Extended object tracking example: Frame 1 (left) & Frame 2 (right)
(c) Contour Tracking example: Frame 1 (left) & Frame 2 (right)
Fig. 1. Illustration of different types of tracking problems: a) In point object
tracking, at most one measurement (red markers) per frame is received. b) In
extended object tracking, multiple measurements (red markers) from a varying
number of measurement sources/reflection centers are obtained per frame. c)
In contour tracking, a single contour (red) is extracted from each single image
frame. Hence, one can say that in contour tracking, the measurements are
contours, while in extended object tracking the measurements are (Cartesian)
points. However, in both extended object tracking and contour tracking
one aims at estimating the shape, i.e., a contour, based on the received
measurements.
measurement modelling, shape modelling, and dynamics mod-
elling.
A. Definitions
In tracking problems the physical, real-world, objects-of-
interest always have spatial extents. This is true for relatively
large objects-of-interest, like ships, boat, cars, bicyclists, hu-
mans and animals, and it is true for relatively small objects-
of-interest, like cells. The differences between extended object
tracking and point object tracking is due to sensor properties,
especially the sensor resolution, than object properties such
as spatial extent. If the resolution, relative to the size of the
objects, is high enough, then an object may occupy several
resolution cells. Thus, each object may generate multiple
detections per time step in this case. In other words, depending
on the sensor properties, specifically the sensor resolution,
different types of object tracking will arise, and it is therefore
instructive to distinguish between different types of object
tracking problems. The following are definitions of types of
tracking problems that are relevant to this article.
• Point object tracking:
Each object generates at most a single measurement per
time step, i.e., a single resolution cell is occupied by an
object.
3• Extended object tracking:
Each object generates multiple measurements per time
step and the measurements are spatially structured around
the objects, i.e., multiple resolution cells are occupied by
an object.
• Group object tracking:
Each object generates multiple measurements per time
step, and the measurements are spatially structured
around the object. A group object consists of two or more
subobjects that share some common motion. Further, the
objects are not tracked individually but are instead treated
as a single entity. Thus, the group object occupies several
resolution cells; each subobject may occupy either one or
several resolution cells.
• Tracking with multi-path propagation:
Each object generates multiple measurements per time
step that are due to multi-path propagation. Thus, the
measurements are not spatially structured around the
object.
All of the tracking approaches, except for point object
tracking, assume the possibility of multiple measurements
per target. Due to the required differences in motion and
measurement modelling, we differentiate between the three
tracking approaches rather than defining a single type called
multi-detection tracking. Most literature considers one type of
tracking problem, however, for the same sensor it can be the
case that when an object is far away from the sensor it occupies
at most one resolution cell, but when it is closer to the sensor
it occupies several resolution cells.
The focus of the article lies on extended object tracking.
However, we note that it is possible – and quite common
– to employ extended object tracking methods to track the
shape of a group object, see, e.g., [132] and the example in
Section VI-A. It is easy to see that extended object tracking
and group object tracking are two very similar problems.
However some distinctions can be made that warrant two
definitions instead of just one.
In extended object tracking, each object is a single entity,
e.g., a car, an airplane, a human, or an animal. Often the
shape can be assumed to be a rigid body,2 however extended
objects with deformable extents is also possible. In group
object tracking, each object is a collection of (smaller) objects
that share some common dynamics, while still allowing for
individual dynamics within the group. For example, in a
group of pedestrians, there is an overall group motion, but
the individual pedestrians may also shift their positions within
the group.
The measurements from an extended object are caused by
measurement sources, which has different meaning depending
on the sensor that is used and the types of objects that are
tracked. In some cases, e.g., see [25], [26], [91], one can
model a finite number of measurement sources, while in other
cases it is better to model an infinite number of sources. For
example, in [91] automotive radar is used to track cars, and
the measurements are located around the wheelhouses of the
2With the exception of the orientation of the extent, the size and shape of
the object does not change over time
Fig. 2. Example illustration of car state. The state vector x models position
x, cy, velocity v, heading ϕ, turning-angle θ, length ` and width w. Note that
velocity, length and width are not marked in the illustration.
tracked cars, i.e. there are four measurement sources. In [165],
[167] LIDARs are used to track cars, and the measurements are
then located on the chassi of the car. This can be interpreted
as an infinite number of points that may act as measurement
sources.
Note that certain sensors measure the object’s cross-range
and down-range extents (or similar object features), allowing
for the extent (size and shape) of the object to be estimated, see
e.g., [1], [162], [179]–[181], [223]. However, by the definitions
used here, this is not extended object tracking unless there are
multiple such measurements.
Lastly, multi-path phenomenon occur, e.g., when data from
over-the-horizon-radar (OTHR) is used, see, e.g., [90], [164],
[184]. An important difference between extended object track-
ing and tracking with multi-path phenomenon lies in the
distribution of the measurements: for the plain multi-path
problem a spatial distribution is not assumed.
B. Object state
The extended object state models where the object is
located, where it is going, and what its spatial extent (shape
and size) is. The state typically includes the following:
• Position: Either (x, y)-position in 2D or (x, y, z)-position
in 3D.
• Kinematic state: The motion parameters of the object,
such as velocity, acceleration, heading and turn-rate.
• Extent state: Parameters that determine the shape and the
size of the object, as well as the orientation of the shape.
An example object state, appropriate for a car that is tracked
using a horizontally mounted 2D LIDAR sensor [85], is illus-
trated in Figure 2. In this example the state vector at time step
k, denoted xk, is
xk =
[
xk yk vk ϕk θk `k wk
]T
(1)
where xk, yk is 2D position, the kinematic state is comprised
by velocity vk, heading ϕk and turning angle θk, and the extent
state is comprised by length `k and width wk. Note that the
car’s shape is assumed to be a rectangle, and the orientation
this rectangular shape is assumed to be aligned with the car’s
4heading. This state model is used in the car tracking example
that is presented in Section VI-C.
In general, exactly what parameters the object state
includes—e.g., 2D or 3D position? Which kinematics? Any
assumed shape?—depends very much on the type of object
that is tracked, the type of sensor data that is used, and the
type(s) of object motion that one wishes to describe.
For example, for tracking cars it is often sufficient to only
model the 2D position on the road, while airborne objects
typically require 3D position. The position state may coincide
with the objects centre-of-mass, however this is not always
the appropriate choice. When cars are tracked it is suitable to
take the position as the mid-point on the rear-axle, because
this facilitates the use of single-track-bicycle models in the
motion modelling. Motion modelling, or dynamic modelling,
for extended objects is address further in Section II-E.
If 2D position is modelled, the heading/orientation of the
object can be described by a single angle, while 3D po-
sition may require more angles to accurately describe the
heading/orientation, e.g., roll, pitch and yaw angles. Often
the orientation of the extent is aligned with the heading,
however this is not always the choice. For example, some
motion models for cars include a so called slip angle that
describes the angular difference between the car’s heading
and the orientation of the car’s shape, see, e.g., [168] for an
introduction to vehicle dynamics modelling.
The extent state is determined by the type of shape that one
wishes to describe; it could be a simple geometric shape like
the rectangle used in Figure 2, or it could be a more general
shape. There are many different alternatives for this, and an
overview is given in Section II-D.
C. Measurement modelling
Depending on what type of sensor is used, where the
measured object is located w.r.t. the sensor, and how the object
is oriented, the sensor will produce a different number of
detections, originating from different points on the object.
In addition to this, sensor noise will affect the detections,
and all these properties have to be taken into account in the
measurement modelling.
An example with real-world LIDAR data is given in Figure 3.
Here the 2D-LIDAR was used to track a car; in the Figure
LIDAR detections from three different time steps are shown.
We can see that the number of detections, as well as their
locations relative to the target, changes with the sensor-to-
target geometry.
Due to sensor noise and model uncertainties, the measure-
ment modelling is typically handled using probabilistic tools.
Let the extended object state be denoted x, and let
Z =
{
z(j)
}n
j=1
(2)
be a set of measurements that were caused by the object.
Modelling the extended object measurements means to model
the conditional distribution
p(Z|x), (3)
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Fig. 3. Example of real-world LIDAR detections. The sensor is located in the
origin, the measured object is a car. a)-c) shows detections from the same car
from three different time steps. When the sensor-to-target geometry changes,
the set of detections changes. In a) only the front side of the car is visible to
the sensor, and the detections form a line. In b) the front and right sides are
visible, and the detections (approximately) form an L-shape. In c) only the
right side is visible to the sensor. Note that the car is farthest from the sensor
in a), and closest in c).
often referred to as the extended object measurement like-
lihood. The likelihood (3) needs to capture the number of
detections, and how the detections are spatially distributed
around the target state x. This modelling can be approached in
several different ways; we overview the most common ways
in the following sub-sections.
1) Set of points on a rigid body: One way is to model that
the extended object has some number L of reflection points3
3For some sensors, e.g., high resolution radar, the term scattering point
may be a more accurate description of the underlying sensor properties.
Further, reflection source may be a more accurate terminology in some cases,
because the reflector may not be a discrete point but a larger structure, e.g.,
in automotive radar where the entire side of the car can be a reflector [29].
However, reflection point appears to be the more common expression in
extended object tracking literature, so in the remainder of the paper we adhere
to this terminology.
5Fig. 4. Car with eight modelled radar reflection points: four points on the
corners of the car, and four points on the wheel-houses. Also illustrated are
the visibility regions. Image courtesy of Hammarstrand et al. [92].
located on a rigid body shape, as described in, e.g., [125, Sec.
12.7.1]. We denote this as a Set of Points on a Rigid Body
(SPRB) model.
In SPRB models the reflection points are detected inde-
pendently of each other, and the `th reflection point has a
detection probability p`D that is a function of the object state.
The measurement likelihood is [125, Eq. 12.208]
p(Z|x) =
∑
θ
∏
θ`=0
(
1− p`D
) ∏
θ`>0
p`Dp
`
(
z(θ`)|x
)
(4)
if |Z| ≤ L and p(Z|x) = 0 otherwise. Here |Z| is the
cardinality of the measurement set, and θ is an assignment
variable4. In mathematical terms, the measurement process for
each reflection point can be described as a Bernoulli RFS [125],
[127], and the measurement process for the extended object is
a multi-Bernoulli RFS [125], [127].
SPRB models were used in some early work on extended
object tracking, see e.g., [27], [28], [39], [96], and were
applied to data from vision sensors [27], [28]. SPRB modelling
has also been applied to automotive radar, e.g., to model the
reflection points on cars [29], [88], [92]. An illustration of the
L = 8 automotive radar reflection points modelled in [88],
[92] is shown in Figure 4.
A challenge with the SPRB approach is that in a Bayesian
estimation setting it requires data association between the L
points on the extended object and the target detections, see
the summation over the assignments θ in (4). This associa-
tion problem can be quite challenging in settings where the
number of points, and their respective locations on the object,
are (highly) uncertain. There are some standard methods
for handling association problems, such as finding the best
assignment using the auction algorithm [20], finding the M
best assignments using Murty’s algorithm [135], or computing
marginal association probabilities using, e.g, Probabilistic Data
Associastion (PDA) [4] or fast-PDA [57]. A framework for
handling the association uncertainty when automotive radar
is used to track a single extended object is presented in [91].
In [25], [26], the association problem for the SPRB approach
4θ` = 0 means that the `th point is not associated to any measurement,
and θ` = j means that the `th point is associated to the jth measurement.
Each measurement in Z is associated to one of the reflection points, however
no reflection point is associated to more than one measurement.
is by-passed by allowing more than one measurement from
a point on the extended object and using the expectation
maximization (EM) algorithm.
2) Spatial model: It was proposed by Gilholm et al. [66],
[67] to model the target detections by an inhomogeneous Pois-
son Point Process (PPP). This models the number of detections
as Poisson distributed with a rate γ(x) that is a function of
the object’s state, and the detections are spatially distributed
around the target. By this means, the data association problem
is entirely avoided. The name spatial model derives from the
assumption that the detections are spatially distributed. In this
model the measurement likelihood is [125, Eq. 12.216]
p(Z|x) = e−γ(x)γ(x)|Z|
∏
z∈Z
p(z|x). (5)
Using a PPP model is motivated in part by mathematical
convenience – it is simple to use in both single object and
multiple object scenarios, and avoiding an explicit summation
over associations between measurements and points on the
object is very attractive [66], [67].
The single measurement likelihood p(z|x) in (5) is called
spatial distribution, and it captures the structure of the mea-
surements by using a model of the object extent and a model of
the sensor noise. One alternative is to model p(z|x) directly,
e.g., using physics based modelling of the sensor. Another
alternative is to model each detection z as a noisy measure-
ment of a source y located somewhere on the object. The
distribution p(z|y) models the sensor noise, the distribution
p(y|x) models the extent and the spatial distribution p(z|x)
is given by the convolution
p(z|x) =
∫
p(z|y)p(y|x)dy. (6)
In other words, the measurement likelihood (6) is the marginal-
ization of the reflection point y out of the estimation problem.
For the noise model p(z|y) the Gaussian distribution is a
common choice, however other noise models are possible.
An appropriate choice for the measurement source distribution
p(y|x) depends heavily on the type of sensor that is used and
the representation of the object’s shape.
In [130, Sec. 2.3] the PPP model (5) is interpreted to imply
that the extended object is far enough away from the sensor
for the measurements to resemble a cluster of points, rather
than a structured ensemble. However, the PPP model has been
used successfully in multiple object scenarios where the object
measurements show a high degree of structure, see, e.g., [70],
[78], [85].
Multiple extended target tracking using the PPP model (5)
has shown that the tracking results are sensitive to the state
dependent Poisson rate γ(x), see [74]. The Bayesian conjugate
prior for an unknown Poisson rate is the gamma distribution,
see, e.g., [64]. By augmenting the state distribution with a
gamma distribution for the Poisson rate, an individual Poisson
rate can be estimated for each extended object [79].
In [85] the PPP spatial model was used to track cars
using data from a 2D LIDAR. The cars were modelled as
rectangularly shaped, see (1) and Figure 2. The measurement
modelling can be simplified by assuming that the LIDAR
6Fig. 5. Example of the spatial measurement model. The sensor is a 2D LIDAR
located in the origin, and the tracked object is a car. The sensor can either
recieve measurements from two sides (example on left), or measurements
from one side (example on right).
measurements are located along either one side of the assumed
rectangular car, or along two sides. Example measurement
likelihoods for these two cases are shown in Figure 5. The
source density p(y|x) is assumed uniform along the sides that
are visible to the sensor, and a Gaussian density was used for
the noise p(z|y).
A second alternative to the SPRB model with L reflection
points is to use a spatial model where the number of detections
is binomial distributed with parameters L and pD [159], [160],
i.e., there is an implicit assumption that the probabilities of
detection are equal for all L points, p`D ≡ pD, ∀`. As in the
PPP model, the detections are spatially distributed around the
target state. The measurement likelihood is [159, Eq. 5]
p(Z|x) = L!
(L− |Z|)!p
|Z|
D (1− pD)L−|Z|
∏
z∈Z
p(z|x). (7)
if |Z| ≤ L and p(Z|x) = 0 otherwise. Note the considerable
similarity to (5): the difference is in the assumed model for the
number of detections, and the single measurement likelihood
p(z|x) in (7) is analogous to p(z|x) in (5). For known L, the
conjugate prior for an unknown pD is the beta distribution.
Bayesian approaches to estimating unknown L given a known
pD, or estimating both L and pD, have to the best of our
knowledge not been presented. However, a simple heuristic
for determining L, under the assumption that pD is known, is
given in [159].
In [66], [67] the Poisson assumption for the number of
detections is not given much motivation using direct physical
modelling of sensor properties. Similarly, in [159], [160] there
is no physical modelling of sensor properties to motivate
the binomial distribution model for the number of detections.
Indeed, both models may be crude approximations for some
sensor types, e.g., LIDAR. Nevertheless, experiments with real-
world data show that both models are applicable to many dif-
ferent sensor types, regardless of whether or not the number of
detections are actually Poisson/binomial distributed. The PPP
model has been used successfully with data from LIDAR [70],
[78], [85], radar [75], [76], and camera (see Section VI-A).
The binomial model has been used successfully with camera
data [159], [160].
(a) No shape model (b) Basic geom. shape (c) Arbitrary shape
Fig. 6. Illustration of the three levels of shape complexity. a) No shape model
is used, the point corresponds to, e.g., the centre-of-mass. b) A basic geometric
shape, such as an ellipse, is used to represent the extent of the target. c) An
arbitrary shape model is used for the extent of the target.
3) Physics based modelling: In [29], [88], [91] SPRB
models for car tracking using automotive radars are derived
using a physics based approach. Naturally, it is possible to
use physical modelling of the sensor properties—both the
modelling of the number of detections, and the modelling of
the single measurement likelihood—to derive models that do
not fit into the SPRB model or the spatial model. For example,
for a high resolution radar the number of measurements and
their locations in the range-Doppler image can be reasonably
predicted by deterministic electromagnetic theory, see, e.g.,
[21]. In [100] automotive radars are modelled using direct
scattering, and this model is integrated into a multi-object
framework in [166]. LIDAR sensors can be modelled precisely
using ray-tracing [148] which facilitates the integration into
multi-object tracking algorithms using the separable likelihood
approach [167].
D. Shape modelling
When it comes to modelling the shape of the object, it is
useful to distinguish different complexity levels for describing
the shape, because different shape complexities might require
different approximations and algorithms. The different ways
to model this type of extended object tracking scenario are
here divided into three complexity levels:
1) The simplest level of modelling is to not model the shape
at all, i.e. to only estimate the object’s kinematic proper-
ties. This approach has lowest computational complexity
and the flexibility to track different type of objects is
high because this model, even though it is simplistic in
terms of object shape, is often applicable (with varying
degree of accuracy).
2) A more advanced level of modelling is to assume a
specific basic geometric shape for the object, such as
an ellipse, a line or a rectangle.
3) The most advanced approach is to construct a measure-
ment model that is capable of handling a broad variety
of both different shapes and different measurement ap-
pearances. While such a model would be most general, it
could also prove to be overly computationally complex.
The three complexity levels are illustrated in Figure 6, and
some references whose shape modelling fall into the latter
two categories are listed in Table I.
The correct choice of complexity level is challenging and
does not have a simple answer. In general, the more com-
plex the shape, the more measurements (with less noise) are
required to get a reasonable shape estimate. Furthermore, it
7depends on the type of sensor that is used, the types of objects,
their motions, and what the tracking output will be used for.
In some scenarios it may be sufficient to know the position
of each object, in other scenarios it is necessary to have a
detailed estimate of the size and shape of each object.
For example, in [70] it is shown that using LIDAR data
bicycles can be tracked fairly accurately without modelling
the extent. However, estimation performance5 is improved by
using a spatial distribution model where the measurement
source distribution, cf. p(y|x) in (6), is modelled by a stick
shape and uniform distribution and the noise distribution,
cf. p(z|y) in (6), is modelled by a Gaussian distribution.
Specifically, by modelling the shape it becomes possible to
capture rotations of the shape, and thus capture the onset of
turning maneuvers. Without a shape estimate, the turning is
captured at a later time [70].
The 2D-LIDAR bicycle tracking results are also an example
of how a simple geometric shape, in this case a stick, combined
with a simple Gaussian noise model, is a suitable measurement
likelihood. A 2D stick shape is a crude approximation of
the way a person riding a bicycle looks from a top-down
perspective, however, here the stick shape is intended to model
the measurement likelihood, and is not intended to be a nice
visualization of the tracked bicyclist. Similarly, a rectangle
shape is suitable when 2D-LIDAR is used to track cars, see,
e.g., [73], [85], [148], even though many cars are only ap-
proximately rectangular. Another example is the ellipse-shape
that is used to track boats and ships using marine radar in,
e.g., [75], [76], [188]–[190]. Typically neither boats, nor ships,
are shaped like ellipses, however, the ellipse shape is suitable
for the measurement modelling, and the estimated major and
minor axes of the object ellipses are accurate estimates of the
real-world lengths and widths of the boats/ships [188]–[190].
In some scenarios the objects have extents with shapes
that cannot accurately be represented by a simple geometric
shape like an ellipse or a rectangle. For estimation of arbitrary
object shapes, the literature contains at least two different
types of approaches: either the shape is modelled as a curve
with some parametrization [9], [32], [95], [121], [198], or the
shape is modelled as combination of ellipses [86], [109], [111].
When the shape is given a curve parametrization the noisy
detections can be modelled using Gaussian processes [95],
[198]. Applied to car tracking using 2D-LIDAR [95], [198], this
allows for shape modelling with rounded corners, which is a
more accurate model of actual cars than a rectangle with sharp
corners is. The price of a more accurate model is an increased
5Video with tracking results: https://youtu.be/sGTGNkrprts
TABLE I
OBJECT SHAPE (2D IN 2D-SPACE)
Stick [7], [24], [67], [70], [186]
Circle [11], [145], [146]
Ellipse [2], [12], [38], [73], [102], [108], [155],[157], [171], [224]
Rectangle [73], [85], [100]
Arbitrary shape [9], [32], [86], [95], [109], [111], [121],[198]
(a) Closed curve (measurements
from boundary).
(b) Closed curve (measurements
from surface).
Fig. 7. One-dimensional (a) and two-dimensional (b) shape.
complexity: a general shape requires more parameters than a
simple geometric shape.
The increased complexity can be alleviated by utilizing the
prior knowledge that cars are symmetric, see [51] for a general
concept to incorporate symmetries and [95] for a Gaussian
process model example. Another approach to handling the
complexity is to use different models at different distances
from the sensor; in [206] the priority of objects is ranked in
three groups, specifying how accurately the different objects
should be modelled. For example, for collision avoidance in
autonomous driving, the objects closest to the ego-vehicle
are more important than the distant objects, and this justifies
“taking” computational resources from the distant objects and
“spending” it on the closer objects.
In addition to modelling the shape itself, there are different
ways to model how the measurements are spatially distributed
over the shape. The types of extended object spatial distribu-
tions can be divided into two classes:
• Measurements along the boundary of the object’s extent.
For measurements in 2D, this means that the measure-
ments are noisy points on a curve. For measurements
in 3D, the measurements are noisy points on either a
curve or a surface. Measurements along the boundary
are obtained, e.g., when LIDAR is used in automotive
applications.
• Measurements inside the volume/area of the object’s
extent, i.e., the measurements form a cluster. For example,
two-dimensional radar detections of marine vessels can
be interpreted as measurements from the inner of a
two-dimensional shape, e.g., an ellipse, see [76] and
Section VI-B for an experimental example.
In Table II some references are listed according to the shape
dimension and measurement type, and Figure 7 provides an
illustration. To our knowledge there is no explicit work about
the estimation of 3D shapes in 3D space, probably because
there are rarely sensors for this case. However, most algorithms
for 2D shapes in 2D space can be generalized rather easily to
the 3D case.
When the measurements lie on the boundary of the extended
object, the resulting theoretical problem shares similarities
TABLE II
SHAPE DIMENSIONS
Curve in 2D/3D space: [7], [24], [67], [70], [150], [222]
Surface in 2D space: [12], [38], [73], [102], [108], [146], [155],[157], [171], [224]
Surface in 3D space: [48], [52]
8with traditional curve fitting, where a curve is to be matched
with noise points [34], [58]. However, the curve fitting problem
only considers static scenarios, i.e., non-moving curves. Addi-
tionally, the noise is usually isotropic and non-recursive non-
Bayesian methods have been developed. Hence, curve fitting
algorithms usually cannot directly be applied in the extended
object tracking context. For a discussion of the rare Kalman
filter-based approaches for curve fitting, we refer to [150],
[222].
To summarize the discussion about shape modelling, we
note that it is important that the shape model is not only a
reasonable representation of the true object shape but is also
suitable for the measurement modelling, and that the shape
model has a complexity that is appropriate for the sensor, the
tracked object, and the computational resources.
E. Dynamics modelling
The object dynamic model describes how the object state
evolves over time; for a moving object this describes how the
object moves. This involves the position and the kinematic
states that describe the motion—e.g., velocity, acceleration,
turn-rate—however, it also involves descriptions of how the
extent changes over time (typically it rotates when the object
turns) and how the number of measurements changes over time
(often there are more measurements the closer to the sensor
the object is).
There are two probabilistic parts to dynamics modelling
that are important: the transition density and the Chapman-
Kolmogorov equation. The transition density is denoted
p(xk+1|xk), (8)
and describes the transition of the state from time step k
to time step k + 1, i.e., from xk to xk+1. The Chapman-
Kolmogorov equation
p(xk+1) =
∫
p(xk+1|xk)p(xk)dxk. (9)
describes how, given a prior state density p(xk) and a transi-
tion density, the predicted density p(xk+1) is computed.
In many cases the dynamics for the position and the
kinematic states can be modelled using any of the models that
are standard in point object tracking, see [115] for a com-
prehensive overview. Examples include the constant velocity
(CV), or white-noise acceleration, model, the (nearly)-constant
acceleration (CA) model, and the coordinated, or constant, turn
(CT) model. Detailed descriptions of CV, CA and CT models
are given in [115]. When the tracked objects are cars, so called
bicycle-models, introduced in [158], are suitable for describing
the target motion, see, e.g., [168, Ch. 10–11] for an overview
and introduction to bicycle-models.
When the extended object is a rigid body its size and shape
does not change over time, however the orientation of the
shape (typically) rotates when the object turns. If the object is
described by a set of points on a rigid body, see Section II-C1,
the point of rotation must be specified, and the centre-of-mass
is a suitable choice. For the more common spatial models, see
Section II-C2, a typical assumption for the extent is to assume
that its orientation is aligned with the heading of the object,
e.g., this is the case in the bicycle models that are used in [70],
[85]. When the heading and orientation are aligned the rotation
of the extent does not have to be explicitly modelled as it is
implicitly modelled by the object’s heading. However, if this is
not the case, the point of the rotation must be specified—again
a suitable choice is the object’s centre-of-mass.
When there are multiple objects present a common assump-
tion is that the objects evolve independently of each other,
resulting in the object estimates being predicted independently.
Obviously, an independent prediction may result in physi-
cally impossible (e.g. overlapping/intersecting) object state
estimates. To better model target interactions one can use, e.g.,
social force modelling [93]; this is done in [155] where LIDAR
is used to track pedestrians. In group object tracking, where
several objects form groups while remaining distinguishable,
it is possible to apply, e.g., leader-follower models, allowing
for the individual objects to be predicted dependently, see e.g.
[35], [143]. A Markov Chain Monte Carlo (MCMC) approach
to inferring interaction strengths between targets in groups is
presented in [134].
III. TRACKING A SINGLE EXTENDED OBJECT
In this section we overview some widely-used approaches
for single extended object tracking, namely random matrix
models and star-convex models.
A. Random Matrix Approach
The random matrix model was originally proposed by Koch
[102], and is an example of a spatial model (Section II-C2).
It models the extended object state as the combination of a
kinematic state vector xk and an extent matrix6 Xk. The vector
xk represents the object’s position and its motion properties,
such as velocity, acceleration and turn-rate. The d× d matrix
Xk represents the object’s extent, where d is the dimension
of the object; d = 2 for tracking with 2D position and d = 3
for tracking with 3D position. The matrix Xk is modelled
as being symmetric and positive definite, which implies that
the object shape is approximated by an ellipse. The ellipse
shape may seem limiting, however the model is applicable to
many real scenarios, e.g. pedestrian tracking using LIDAR [78]
and tracking of boats and ships using marine radar [75], [76],
[171], [188]–[190].
1) Original measurement model: In the original model
[102] the measurements are assumed independent, and con-
ditioned on the object state xk, Xk the single measurement
likelihood—cf. (5), (7)—is modelled as Gaussian,
p (zk|xk, Xk) =N (zk ; (Hk ⊗ Id)xk, Xk) . (10a)
where ⊗ is Kronecker product, Id is an identity matrix of the
same dimensions as the extent, the noise covariance matrix is
the extent matrix, and (Hk⊗ Id) is a measurement model that
picks out the Cartesian position from the kinematic vector xk.
For Gaussian measurements, the conjugate priors for un-
known mean and covariance are the Gaussian and the inverse
6The book by Gupta and Nagar [89] is a good reference for various matrix
variate distributions.
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Fig. 8. Illustration of the random matrix measurement model. The sensor is located in the origin. a) Uniform reflection points, no noise. b) Gaussian
approximation of uniform distribution. c) Uniform reflection points, Cartesian Gaussian noise. d)–e) Uniform reflection points, polar Gaussian noise. Note
how the spread due to noise is larger when the object is further away (e).
Wishart distributions, respectively. This motivates the object
state distribution [102]
p
(
xk, Xk|Zk
)
=p
(
xk|Xk,Zk
)
p
(
Xk|Zk
)
(10b)
=N (xk ; mk|k, Pk|k ⊗Xk)
× IWd
(
Xk ; vk|k, Vk|k
)
, (10c)
where the kinematic vector is Gaussian distributed with mean
mk|k and covariance Pk|k ⊗ Xk, and the extent matrix is
inverse Wishart distributed with vk|k degrees of freedom
and scale matrix Vk|k. Owing to the specific form of the
conditional Gaussian distribution, where the covariance is the
Kronecker product of a matrix Pk|k and the extent matrix,
non-linear dynamics, such as turn-rate, can not be included
in the kinematic vector. In this model the kinematic state
xk is limited to consist of a spatial state component rk that
represents the center of mass (i.e., the object’s position), and
derivatives of rk (typically velocity and acceleration, although
higher derivatives are possible) [102]. It follows from this that
the motion modelling for the kinematic state is linear [102],
see further in Section III-A4.
The measurement update is linear without approximation
[102], the details are given in Table III. For the kinematic
state a Kalman-filter-like update is performed, and the ex-
tent state is updated with two matrices N and Z, where
the matrix N is proportional to the spread of the centroid
measurement z¯ (mean measurement) around the predicted
centroid (Hk ⊗ Id)m, and the matrix Z is proportional to the
sum of the spreads of the measurements around the centroid
measurement.
2) Improved noise modelling: An implicit assumption of
the original random matrix model (10) is that the measurement
noise is negligible compared to the extent. In some scenarios
this assumption does not hold, for example when marine X-
band radar is used [188]. If the measurement noise is not
modelled properly the filtering will lead to a biased estimate,
see, e.g., [76].
To alleviate this problem Feldmann et al. [54]–[56] sug-
gested to use a measurement likelihood that is a convolution of
a source distribution and a noise distribution, see (6). The noise
is modelled as zero mean Gaussian with constant covariance,
p(zk|yk) = N (zk;yk, R), (11)
and the measurement sources are modelled as uniformly
distributed on the object,
p(yk|xk, Xk) = U(yk;xk, Xk). (12)
A uniform distribution is appropriate, e.g., when marine radar
is used to track boats and ships, see [75], [76], [188]–
[190]. The drawback of the uniform distribution is that the
convolution (6) is not analytically tractable.
It is shown in [56] that for an elliptically shaped object the
uniform distribution (12) can be approximated by a Gaussian
distribution
p(yk|xk, Xk) = N (yk;Hkxk, zXk) (13)
where z is a scaling factor and Hk is a measurement model
that picks out the position. A simulation study in [56] showed
that z = 1/4 is a good parameter setting; this result is
experimentally verified in [188]. The difference between the
uniform distribution (12) and its Gaussian approximation (13)
is illustrated in Figure 8, see subfigures a and b.
With the Gaussian noise model (11) and the Gaussian
approximation (13) the solution to the convolution (6) is
p(zk|xk, Xk) = N (zk ; Hkxk, zXk +R) . (14)
An example with elliptic extent X and circular measurement
noise covariance R is given in Figure 8, see subfigure c. The
inclusion of the constant noise matrix R means that, with a
Gaussian inverse Wishart prior of the form (10), the update
is no longer analytically tractable. Feldmann et al. [54]–[56]
proposed to approach this by modelling the extended object
state with a factorised state density
p
(
xk, Xk|Zk
)
=p
(
xk|Zk
)
p
(
Xk|Zk
)
(15a)
=N (xk ; mk|k, Pk|k)
× IWd
(
Xk ; vk|k, Vk|k
)
. (15b)
Note the assumed independence between the kinematic state
xk and Xk in (15b), an assumption that cannot be fully
theoretically justified7.
Despite this theoretical drawback of a factorised density
(15), there are some practical advantages to using the state
distribution (15b), instead of (10c). The factorised model
allows for a more general class of kinematic state vectors xk,
7After updating with a set of measurements Z the kinematic state x and
extent state X are necessarily dependent.
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TABLE III
RANDOM MATRIX UPDATE FROM [102]
Input: Parameters m,P, v, V of conditional state density (10), measurement
model H , set of detections W, n = |W|
Output: Updated parameters m+, P+, v+, V+
m+ = m+ (K ⊗ Id)ε
P+ = P −KSKT
v+ = v + n
V+ = V +N + Z
ε = z¯− (H ⊗ Id)m
z¯ = 1
n
∑
zi∈W z
i
Z =
∑
zi
k
∈W
(
zi − z¯) (zi − z¯)T
S = HPHT + 1
n
K = PHTS−1
N = S−1εεT
e.g. including non-linear dynamics such as heading and turn-
rate, and the Gaussian covariance is no longer intertwined with
the extent matrix. Further, the measurement model is better
when the size of the extent and the size of the sensor noise
are within the same order of magnitude [56]. The assumed
independence between xk and Xk is alleviated in practice
by the measurement update which provides for the necessary
interdependence between kinematics and extent estimation, see
[56].
With the measurement likelihood (14) and the state density
in (15) the updated extent estimate is unbiased, however
the measurement update requires approximation. The update
presented in [56], for details see Table IV, is based on the
assumption that the extent is approximately equal to the
predicted estimate,
Xk ≈ Xˆk|k−1 = E[Xk|Zk−1], (16)
and on the approximation of non-linear functions of the
extent using matrix square roots computed with Cholesky
factorisation, Xˆ = Xˆ
T
2 Xˆ
1
2 . After some clever approximations
the update of the kinematic state is again a Kalman-filter-like
update, and the extent state shape matrix is again updated with
two matrices Nˆ and Zˆ proportional to the spreads around
the predicted measurement and the centroid. Note that the
difference to the original approach, see N and Z in Table III
is in the scaling of the two matrices.
A simulation study in [56] shows that the noisy mea-
surement model (14) and the factorised state model (15)
does indeed outperform the original model (10) when the
measurement noise is non-negligible. A performance analysis
of the update in Table IV based on the posterior Crame´r-Rao
lower bounds can be found in [163].
For the models (14) and (15) two additional updates are
presented in [3], [138]. The update presented in [138] is based
on variational Bayesian approximation8, where the unknown
8Variational Bayes, or simply variational inference, is a type of approx-
imate inference that builds upon approximating the true distribution with a
factorised distribution, i.e, approximation under assumed independence. Thus,
variational Bayes is a suitable estimation method for the state model (15b),
since this model already makes the necessary factorisation assumption and
approximates the distribution p
(
xk, Xk|Zk
)
with a factorised distribution
p
(
xk|Zk
)
p
(
Xk|Zk
)
. Variational Bayes, and other approximate inference
methods, are described further in, e.g., [22, Ch. 10].
TABLE IV
RANDOM MATRIX UPDATE FROM [56]
Input: Parameters m,P, v, V of factorised state density (15), measurement
model H, measurement noise covariance R, scaling factor z, set of detections
W, n = |W|
Output: Updated parameters m+, P+, v+, V+
m+ = m+Kε
P+ = P −KSKT
v+ = v + n
V+ = V + Nˆ + Zˆ
ε = z¯−Hm
z¯ = 1
n
∑
zi∈W z
i
Z =
∑
zi
k
∈W
(
zi − z¯) (zi − z¯)T
S = HPHT + Y
n
K = PHTS−1
Xˆ = V (v − 2d− 2)−1
Y = zXˆ +R
Nˆ = Xˆ
1
2 S−
1
2 εεTS−
T
2 Xˆ
T
2
Zˆ = Xˆ
1
2 Y −
1
2ZY −
T
2 Xˆ
T
2
measurement sources y, cf. (6), are estimated as so called
hidden variables. The update is iterative, and can be run either
for a fixed number of iterations, or until some convergence
criterion is met. The details are given in Table V.
A simulation study in [138] shows that the variational
update has smaller estimation error than the update based
on Cholesky factorisation (Table IV), at the price of higher
computational cost. It is reported that the update on average
converges in 5 iterations, however, to be on the safe side 20
iterations were performed in each update in the simulation
study [138].
An update based on linearisation of the natural logarithm
of the measurement likelihood (14) is presented in [3], details
are given in Table VI. A simulation study in [3] shows that
the log-linearised update gives results that almost match the
variational update, at a lower computational cost.
To improve the measurement modelling for the original
conditional state model (10c) the following measurement
likelihood was proposed in [107], [108],
p (zk|xk, Xk) =N (zk ; (Hk ⊗ I)xk, BkXkBTk ) (17)
where Bk is a known parameter matrix. The update, see details
in Table VII, builds upon the approximation [108, Eq. 28]
BkXkB
T
k ≈ γkXk (18)
where γk is a scalar that is given by setting the determinants
of both sides equal [108, Eq. 29]
det(BkXkB
T
k ) = det(γkXk)⇒ γk = det(Bk)2/d (19)
Under the assumption that the extent is approximately equal to
the predicted estimate (16) the measurement model (17) can
model additive Gaussian noise approximately by setting
Bk = (zXˆk|k−1 +R)1/2Xˆ
−1/2
k|k−1. (20)
Note that similarly to the update presented in [56], this requires
matrix square roots. In addition to modelling noise, the matrix
Bk can be used to model distortion of the observed extent
[108].
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TABLE V
RANDOM MATRIX UPDATE FROM [138]
Input: Parameters m,P, v, V of factorised state density (15), measurement
model H, measurement noise covariance R, scaling factor z, set of detections
W, n = |W|
Output: Updated parameters m+, P+, v+, V+
Initialize
yi,(0) = zi
Σ(0) = zV (v − 2d− 2)−1
m
(0)
+ = m
P
(0)
+ = P
v+ = v + n
V
(0)
+ = V
Iterate until convergence
yi,(t+1) = Σ(t+1)
(
v+(zV
(t)
+ )
−1Hm(t)+ +R
−1zi
)
Σ(t+1) =
(
v+(zV
(t)
+ )
−1 +R−1
)−1
m
(t+1)
+ = P
(t+1)
+
(
P−1m+ nHTv+(zV
(t)
+ )
−1 1
n
∑
i y
i,(t)
)
P
(t+1)
+ =
(
P−1 + nHTv+(zV
(t)
+ )
−1H
)−1
V
(t+1)
+ = V +
1
z
∑
i(y
i,(t) −Hm(t)+ )(yi,(t) −Hm(t)+ )T
+n
z
HP (t)HT + n
z
Σ(t)
Output (T is the final iteration)
m+ = m
(T )
+
P+ = P
(T )
+
v+ = v + n
V+ = V
(T )
+
TABLE VI
RANDOM MATRIX UPDATE FROM [3]
Input: Parameters m,P, v, V of factorised state density (15), measurement
model H, measurement noise covariance R, scaling factor z, set of detections
W, n = |W|
Output: Updated parameters m+, P+, v+, V+
m+ = m+Kε
P+ = P −KSKT
v+ = v + n
V+ = V +M
ε = z¯−Hm
z¯ = 1
n
∑
zi∈W z
i
Z =
∑
zi
k
∈W
(
zi − z¯) (zi − z¯)T
S = HPHT + zXˆ+R
n
K = PHTS−1
Xˆ = V (v − 2d− 2)−1
C = HPHT + zXˆ +R
M = nXˆ + nzXˆC−1(Z
n
+ εεT − C)C−1Xˆ
3) Non-linear measurements: Both the original measure-
ment likelihood (10a) and the noise adapted measurement like-
lihoods (14) and (17) are linear with respect to the kinematic
state xk, and the noise covariance in (14) and (17) is constant.
However, when real-world data is used the measurement model
is often non-linear, e.g., a radar measures range and azimuth to
the object’s position instead of measuring the position directly
as in (10a) and (14). Further, due to the polar noise the
noise covariance in Cartesian coordinates is not constant, but
increases with increasing sensor-to-object distance.
In [188]–[190] non-linear radar measurements are handled
by performing a polar to Cartesian conversion in a pre-
TABLE VII
RANDOM MATRIX UPDATE FROM [107]
Input: Parameters m,P, v, V of conditional state density (10), measurement
model H , parameter matrix B, set of detections W, n = |W|
Output: Updated parameters m+, P+, v+, V+
m+ = m+ (K ⊗ Id)ε
P+ = P −KSKT
v+ = v + n
V+ = V +N + Zˆ
ε = z¯− (H ⊗ Id)m
z¯ = 1
n
∑
zi∈W z
i
Z =
∑
zi
k
∈W
(
zi − z¯) (zi − z¯)T
S = HPHT +
det(B)2/d
n
K = PHTS−1
N = S−1εεT
Zˆ = B−1ZB−T
processing step, and by modelling the the noise covariance
R(y) as a function of the reflection point. The measurement
noise model (11) is modified to
p(zk|yk,xk, Xk) = N (zk;yk, R(yk)). (21)
After conversion to Cartesian coordinates the spread of the
measurements due to noise is larger the further the object is
from the sensor, see Figure 8, subfigures d and e. With the
Gaussian noise model (21) and the Gaussian approximation
(13), the convolution of the two (cf. (6))
p(zk|xk, Xk)
=
∫
N (zk;yk, R(yk))N (yk;Hxk, zXk)dyk, (22)
does not have an analytical solution. In [188]–[190] this is
handled by approximating the noise covariance as
R(y) ≈R(yˆk), (23)
yˆk =Hkxˆk|k−1 = HkE[xk|Zk−1]. (24)
This allows any of the updates presented in [3], [56], [138] to
be used (see Tables IV, V and VI).
Non-linear range and azimuth measurement for the condi-
tional state model (10c) and the measurement likelihood (17)
are modelled in [113], where linearisation and a Variational
Bayes scheme are used to handle the non-linearities in the
update. Radar doppler rate is integrated into the measurement
modelling in [171].
4) Dynamic modelling: In the original random matrix
model [102] the transition density is modelled as
p (xk+1, Xk+1|xk, Xk)
≈p (xk+1|Xk+1,xk) p (Xk+1|Xk) , (25a)
=N (xk+1 ; (Fk ⊗ Id)xk, Dk ⊗Xk+1)
×Wd (Xk+1 ; nk, Xk/nk) (25b)
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TABLE VIII
RANDOM MATRIX PREDICTION FROM [102]
Input: Parameters m,P, v, V of conditional state density (10), motion model
F , motion noise covariance D, sampling time Ts, temporal decay constant τ
Output: Predicted parameters m+, P+, v+, V+
m+ = (F ⊗ Id)m
P+ = FPFT +D
v+ = e−Ts/τv
V+ =
v+−2d−2
v−2d−2 V
TABLE IX
RANDOM MATRIX PREDICTION FROM [56]
Input: Parameters m,P, v, V of factorised state density (15), motion model
F, motion noise covariance Q, sampling time Ts, temporal decay constant τ
Output: Predicted parameters m+, P+, v+, V+
m+ = Fm
P+ = FPFT +Q
v+ = 2d+ 2 + e−Ts/τ (v − 2d− 2)
V+ =
v+−2d−2
v−2d−2 V
and in [56] a slightly different transition density was proposed,
p (xk+1, Xk+1|xk, Xk)
≈p (xk+1|xk) p (Xk+1|Xk) . (26a)
=N (xk+1 ; Fkxk, Qk)
×Wd (Xk+1 ; nk, Xk/nk) (26b)
In both cases we have a linear Gaussian transition density for
the kinematic vector, and for the extent a Wishart transition
density where the parameter nk > 0 governs the noise level of
the prediction: the smaller nk is, the higher the process noise.
The predicted parameters of the kinematic state are simple
to compute. For the extent state, rather than solving the
Chapman-Kolmogorov equation, a simple heuristic is used in
which the expected value is kept constant and the variance
is increased [102]. This corresponds to exponential forgetting
for the extent state, see [83] for additional discussion. The
predicted parameters are given in Table VIII and Table IX.
This model for the extent’s time evolution is sufficient when
the object manoeuvres are sufficiently slow. In practice, this
means that the object turns slowly enough for the rotation of
the extent to be very small from one time step to another.
The kinematics transition density p (xk+1|xk) in (26) is as-
sumed independent of the extent. This neglects factors such
as wind resistance, which can be modelled as a function of
the extent Xk, however the assumption is necessary to retain
the functional form (15b) in a Bayesian recursion.
An alternative to the heuristic extent predictions from [56],
[102] is to analytically solve the Chapman-Kolmogorov equa-
tion (9) for a Wishart transition density, and approximate the
resulting density with an inverse Wishart density. Different
approaches to this is discussed in, e.g., [83], [102], [107],
[108], [117].
In [107], [108] the following transition density is used,
where transformations of the extent are allowed via known
TABLE X
RANDOM MATRIX PREDICTION FROM [107]
Input: Parameters m,P, v, V of conditional state density (10), motion model
F , motion noise covariance D, motion noise degrees of freedom n, parameter
matrix A
Output: Predicted parameters m+, P+, v+, V+
m+ = (F ⊗ Id)m
P+ = FPFT +D
v+ =
2n(λ−1)(λ−2)
λ(λ+n)
+ 2d+ 4
V+ =
n
λ−1 (v − 2d− 2)AV AT
λ = v − 2d− 2
parameter matrices Ak,
p (xk+1, Xk+1|xk, Xk)
≈p (xk+1|Xk+1,xk) p (Xk+1|Xk) , (27a)
=N (xk+1 ; (Fk ⊗ Id)xk, Dk ⊗Xk+1)
×Wd (Xk+1 ; nk, AkXkATk) (27b)
The solution to the Chapman-Kolmogorov equation (9) is not
Gaussian inverse Wishart of the form (10), however, using mo-
ment matching it can be approximated as such. The predicted
parameters are given in Table X. The parameter matrices Ak
correspond to, e.g., rotation matrices. Rotation matrices are
useful for a turning target, because the extent rotates as the
target turns. By using the prediction in Table X with three
motion models, with different matrices Ak corresponding to
i) no rotation, ii) clockwise rotation and iii) counter-clockwise
rotation, the target motion can be predicted better compared
to using the prediction in Table VIII, leading to improved
estimation, see [108].
The extent transition density p (Xk+1|Xk) in (25), (26), and
(27), assumes independence of the prior kinematic state xk.
The extent of an object going through a turning manoeuvre
will typically rotate during the turn, because the extent is
aligned with the object’s heading. This implies that the extent
transition density should be dependent on the turn-rate, i.e., it
should be dependent on the kinematic state xk.
The inverse Wishart transition density is generalized in
[77], [83] to allow for transformation matrices M(xk) that
are functions of the kinematic state, which means that the
rotation angle can be coupled to, e.g., the turn-rate, and
estimated online. The following transition density is used with
the factorised state density (15),
p (xk+1, Xk+1|xk, Xk)
≈p (xk+1|xk) p (Xk+1|xk, Xk) . (28a)
=N (xk+1 ; fk(xk), Qk)
×Wd
(
Xk+1 ; nk,
M(xk)XkM(xk)
T
nk
)
(28b)
Note that a non-linear motion model f(·) is used.
Similarly to (27), the solution to the Chapman-Kolmogorov
equation is not of the desired form, i.e, not a factorised
Gaussian inverse Wishart (15). By minimising the Kullback-
Leibler divergence, the predicted density can be approximated
as Gaussian inverse Wishart of the form (15). The parameters
of the prediction are given in Table XI. The proof that the
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solution s to the non-linear equation is unique is given in
[77].
A comparison of the predictions resulting from the transition
densities (26), (27) and (28), i.e., the predictions in Tables IX,
X, XI, is presented in [83]. For a target that moves according
to a constant turn motion model, see, e.g., [115, Sec. V.A],
the prediction in Table XI is shown to give lowest filtering
and prediction errors when the true turn-rate is unknown. If
the true turn-rate is assumed to be known, the two predictions
in Tables X and XI perform similarly. Average cycle times
for Matlab implementations are reported for the prediction
in Table XI and the prediction in Table X; the prediction
in Table XI is shown to be about three times faster than
the prediction in Table X with three modes. Note that any
prediction or update can be speeded up, e.g., by parallelising
computations or implementing in a fast low level language,
like C++. Because of this it is important to interpret any
differences in average cycle time with care.
When there are many measurements per object the mea-
surement update will dominate the prediction and compensate
for dynamic motion modelling errors. However, when multiple
objects are located next to each other the prediction is impor-
tant even in scenarios with many measurements per object,
and accurate motion modelling can be crucial for estimation
performance, see [83], [86], [87].
5) Further extensions of the random matrix model: Multi-
ple extended object tracking is overviewed in Section IV, here
we briefly mention some MTT algorithms where the random
matrix model has been used. In [200]–[202] it is used in the
Probabilistic Multi-Hypothesis Tracking (PMHT) framework
[176] to track persons in video data. The random matrix model
has also been used in several RFS-type filters for multiple
extended object tracking in clutter [19], [68], [78], [122].
JPDA-type MTT algorithms are presented in [170], [171], [187].
Multi object tracking requires the predicted likelihood
p(Z) =
∫∫
p(Z|x, X)p(x, X)dxdX (29)
In [78, Appendix A] it is shown that for the original model
[102] the predicted likelihood is proportional to a generalized
matrix variate beta type 2 distribution. In MTT algorithms it
is necessary to maintain several object hypotheses due to the
many involved uncertainties. When the random matrix model
is used the number of hypotheses can be reduced using the
merging algorithm presented in [81].
Elliptically shaped group objects are tracked under kine-
matical constraints in [101]. A multiple model framework is
used to handle different object types in [31], [112], leading
to joint tracking and classification. New object spawning, and
merging of two object’s into a single object, is modelled within
the random matrix framework in [82]. The MTT algorithms
mentioned above all consider a single sensor. In [191] the
multi sensor case is considered, and four different updates
are derived and compared using marine radar data. A random
matrix estimator based on a Rao-Blackwellised state density,
with a Gaussian for the kinematic state density and a particle
approximation for the extent state density, is shown to have
best performance, albeit at higher average cycle time that the
TABLE XI
RANDOM MATRIX PREDICTION FROM [83]
Input: Parameters m,P, v, V of factorised state density (15), motion model
f(·), motion noise covariance Q, motion noise degrees of freedom n, matrix
transformation function M(·)
Output: Predicted parameters m+, P+, v+, V+
m+ = f(m)
P+ = FPFT +Q
v+ = (d+ 1)
(
2 +
(s−d−1)(n−d−1)(v−2d−2)
sn(v−d−1)−(s−d−1)(n−d−1)(v−2d−2)
)
V+ =
v+−d−1
v−d−1
s−d−1
s
n−d−1
n
C2
F = ∇xf(x)|x=m
C1 = E [log(det(M(x)VM(x)T))]
C2 = E [M(x)VM(x)T]
where s is the unique solution to h(s) = 0,
h(s) = d log
( s
2
)
−
d∑
i=1
ψ0
(
s− i+ 1
2
)
+ C1 − log(det(C2))
and ψk(·) is the poly-gamma function of order k. A solution to h(s) = 0 can
be found using numerical root-finding. The second order Halley’s iteration is
s(t+1) = s(t) − 2h(s(t))h′(s(t))
2(h′(s(t)))2−h(s(t))h′′(s(t))
where the first and second order differentiations of h(s) w.r.t. s are
h′(s) = d
s
− 1
2
∑d
i=1 ψ1
(
s−i+1
2
)
h′′(s) = − d
s2
− 1
4
∑d
i=1 ψ2
(
s−i+1
2
)
The expected values can be approximated using Taylor expansion,
C1 ≈ log(det(M(m)VM(m)T))
+
∑nx
i=1
∑nx
j=1
d2 log(det(M(x)VM(x)T))
dxidxj
∣∣∣
x=m
Pi,j
C2 ≈ M(m)VM(m)T
+
∑nx
i=1
∑nx
j=1
d2(M(x)VM(x)T)
dxidxj
∣∣∣
x=m
Pi,j
where xi is the ith element of x, Pi,j is the i, jth element of P , and the
differentiations are (Mx = M(x) for brevity)
d2 log(det(W ))
dxidxj
= Tr
(
W−1 d
2W
dxidxj
−W−1 dW
dxi
W−1 dW
dxj
)
dMxVM
T
x
dxj
= dMx
dxj
VMTx +MxV
dMTx
dxj
d2MxVM
T
x
dxidxj
= d
2Mx
dxidxj
VMTx +
dMx
dxj
V
dMTx
dxi
+dMx
dxi
V
dMTx
dxj
+MxV
d2MTx
dxidxj
other estimators [191]. The random matrix model is applied
to mapping in [53], where a batch measurement update is
presented, allowing all data to be processed at once instead
of sequentially.
The random matrix model assumes an ellipse shape for
the object’s extent. For objects with irregular, non-ellipsoidal,
extents, the shape can be approximated as a combination of
several elliptically shaped subobjects. Using multiple instances
of a simpler shape alleviates the limitations posed by the
implied elliptic object shape9, and also retains, on a subobject
level, the relative simplicity of the random matrix model.
In [111] a single extended object model is given where the
extended object is a combination of multiple subobjects with
kinematic state vectors x(i)k and extent matrices X
(i)
k , and
each subobject is modelled using (10c). Note that this model
assumes independence between the subobjects. By modelling
9As the number of ellipses grows, their combination can form nearly any
given shape.
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the subobject kinematic vectors as dependent random variables
estimation performance can be improved significantly, see
[86], [87]. In [110] the non-ellipsoidal extended object model
[111] is used in a joint tracking and classification framework.
The work [225] derives a multi-Bernoulli filter for extended
targets based on sub-random matrices.
For performance evaluation of estimates computed using
any of the random matrix predictions/updates, the Gaussian
Wasserstein distance is the best performance measure [211].
For the random matrix prediction/update presented in [56], see
Tables IV and IX, the posterior Cramer Rao Lower Bound
CRLB is given in [163].
B. Star-Convex Shape Approaches
The star-convex shape approaches based on the random
hypersurface model [8], [10] or its variant the Gaussian
process model [95], [198] constitute a general extended object
tracking framework that employs
• a parametric representation of the shape contour,
• a Gaussian distribution for representing the uncertainty
of the joint state vector of the kinematic and shape
parameters, and
• nonlinear Kalman filters for performing the measurement
update.
In contrast to the random matrix model that inherently relies
on the elliptic shape, the approaches in this subsection are de-
signed for general star-convex shapes (without using multiple
subobjects). However, the increased flexibility comes at the
price of much more complex closed-form formulas.
In the following, we first discuss the benefits of nonlinear
Kalman filters for extended object tracking. Next, the random
hypersurface model and the Gaussian process model for star-
convex shapes are introduced. Finally, an overview of recent
developments and trends in the context of random hypersur-
face models is given.
1) Review – Nonlinear Kalman Filtering: Consider a gen-
eral nonlinear measurement function (time index is omitted)
in the form
z = h(x,v) , (30)
which maps the state x and the noise v to the measure-
ment z. We assume that both the prior probability density
function of the state and noise density are Gaussian, i.e.,
p(x) = N (x ; m,P ) and p(v) = N (v ; 0, R). In order to
calculate the posterior density function
p(x|z) = p(z|x) · p(x)
p(z)
, (31)
it is necessary to determine the likelihood function p(z|x)
based on (30). Unfortunately, as the noise in (30) is non-
additive, no general closed-form solution for the likelihood is
available. As a consequence, nonlinear estimators that work
with the likelihood function (e.g., standard particle filters)
cannot be applied directly to this kind of measurement equa-
tion. However, there are nonlinear filters that do not explicitly
calculate the likelihood function – instead they exclusively
work with the measurement equation (30). The most prominent
examples are nonlinear Kalman filters, which directly apply
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Fig. 9. Illustration of the representation of a star-convex contour (left) with
a radius function r(φ) (right).
the Kalman filter formulas to the nonlinear measurement
equation (30) in order to approximate the mean m+ and
covariance P+ of the posterior density (31) as
m+ = m+ Cov[z,x]P−1(z− E [z]) (32)
P+ = P − Cov[x, z] Cov[z, z]−1 Cov[z,x] . (33)
Of course, in case of high nonlinearity of the measurement
equation, this can be a pretty rough approximation. The exact
posterior is only obtained in case of a linear measurement
equation.
Analytic expression for the required moments E [z],
Cov[z,x], and Cov[z, z] in (32) and (33) are only available
for special cases, e.g., polynomial measurement equations.
However, a huge variety of approximate methods has been
developed in the past such as the unscented transform [98].
More advanced methods are discussed in detail in [114].
2) Random Hypersurface Model for Star-Convex Shapes:
In the following, it is shown how the extended object tracking
problem can be formulated as a measurement equation with
non-additive noise (30) using the concept of a random hyper-
surface model. Based on the derived measurement equation,
nonlinear Kalman filters can be used to estimate the shape of
extended objects as described above.
For this purpose, we first define a suitable parametrisation
of a star-convex shape based on the so-called radius function
r(pk, φ), which maps a shape parameter vector pk and an
angle φ to a contour point (relative to a centre dk), see
Figure 9 for an illustration. A reasonable (finite dimensional)
shape parameter vector pk can be defined by a Fourier series
expansion [217] with NF Fourier coefficients, i.e.,
r(pk, φ) = R(φ) · pk ,
where
R(φ) = [ 12 , cos(φ), sin(φ), . . . , cos(NFφ), sin(NFφ)] ,
pk =
[
a
(0)
k , a
(1)
k , b
(1)
k , . . . a
(NF )
k , b
(NF )
k
]T
.
Fourier coefficients with small indices capture coarse shape
features while coefficients with larger indices represent finer
details.
The overall state vector xk consists of the shape parameters
pk, location dk, and kinematic parameters ck, i.e.,
xk =
[
pTk ,d
T
k , c
T
k
]T
(34)
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A suitable measurement equation following the random
hypersurface philosophy is formulated in polar form,
zk = sk · r(pk, φk) + dk + vk (35)
where sk ∈ [0, 1] is (multiplicative) noise that specifies the
relative distance of the measurement source from the center,
and φk gives the angle to the measurement vector. In [9],
it has been shown that s2k is uniformly distributed in case
the measurement sources are uniformly distributed over the
shape. It can be approximated by a Gaussian distribution with
mean 0.8 and covariance 112 . By this means, the problem of
estimating a (filled) shape has been reduced to a “curve fitting”
problem, because for a fixed scaling factor sk, (35) specifies
a closed curve. See also the discussion in Section II-D.
The parameter φk can be interpreted as a nuisance parameter
(or latent variable) as in errors-in-variables models for regres-
sion and curve fitting. A huge variety of approaches for dealing
with nuisance parameters has been developed in different
areas. The most simple (and most inaccurate approach) is to
replace the unknown φk with a point estimate, e.g., the angle
between dk − zk and the x-axis. This approach can be seen
as greedy association model [50].
Having derived the measurement equation (35), a measure-
ment update can be performed using the formulas (32) and
(33). As (35) is polynomial for given φk, closed-form formulas
for the moments in the update equations are available.
As the greedy association model yields to a bias in case of
high noise, a so-called partial likelihood has been developed,
which outperforms the greedy association model in many
cases [50], [52], e.g., high noise scenarios. For star-convex
shapes, the partial likelihood model can be obtained from an
algebraic reformulation of (35) and, hence, does not come with
additional complexity [50], [52].
A further natural approach would be to assume φk to be uni-
formly distributed on the interval [0, 2pi], however, a nonlinear
Kalman filter implicitly approximates a uniform distribution
by a Gaussian distribution. Consequently, a reasonable mean
for this Gaussian approximation is not obvious due to the
circular nature of φk.
Finally, we would like to note that due to the Gaussian
state representation, prediction can be performed as usual in
Kalman filtering, i.e., closed-form formulas are available for
linear dynamic models and for nonlinear dynamic models,
nonlinear Kalman filters can be employed.
3) Gaussian Process Model for Star-Convex Shapes: In-
stead of using a Fourier series expansion for modelling the
shape contour, [198] proposed to use Gaussian processes for
star-convex shapes. A Gaussian Process [153] is a stochastic
process which is completely defined by a mean function µ(u)
and a kernel function k(u, u′):
f(u) ∼ GP(µ(u), k(u, u′)). (36)
For a finite number of inputs u1, . . . , un, a Gaussian process
follows
[f(u1) · · · f(un)]T ∼ N (µ,K), (37)
where
µ = [µ(u1) · · · µ(un)]T (38)
K =
k(u1, u1) · · · k(u1, un)... . . . ...
k(un, u1) · · · k(un, un)
 . (39)
Gaussian processes are often used in machine learning. In con-
trast to machine learning approaches, where batch processing
it typically applied, tracking applications require a recursive
estimate of the Gaussian process for shape representation.
Thus, the function f(u) is approximated by a finite number
of function values or basis points which are updated over
time. Consequently, the Gaussian process is described using a
constant number of parameters which resembles the parameter-
ization used in the random hypersurface model. However, the
basis points are uniformly distributed over the angle interval,
i.e., a separation of the basis points into points for coarse and
fine shape features (cf. parameters for coarse and fine in (34))
is not possible.
The kernel function k restricts the kind of functions which
can be represented by the Gaussian process, e.g. to symmetric
functions [95], [198]. Besides the Kalman filter based imple-
mentations, a Rao-Blackwellised particle filter implementation
of the Gaussian process model for star-convex objects has been
proposed in [142].
4) Further developments, extensions and variations: In the
same manner as for star-convex shapes [9], the concept of
a random hypersurface model can be applied for circular and
elliptic shapes [12]. In this case, it is more suitable to describe
the shape with an implicit function instead of a parametric
form.
In many applications, the object to be tracked is symmetric,
e.g., an aircraft or a vehicle. In this case specific improvements
and adoptions can be performed in order incorporate symmetry
information [51], [95]. The concept of scaling the boundary
of a curve in order to model an extended object has been
combined with level sets in [213] in order to model arbitrary
connected shapes. A closed-form likelihood for the use in
nonlinear filters based on the RHM measurement equation (35)
has been derived in [174]. Elongated objects are considered
in [214]. The RHM idea can be used in the same manner to
model three-dimensional shapes in three-dimensional space. In
addition, two-dimensional shapes in three-dimensional space
can also be modelled with RHM ideas [51], [52]. For example,
in [51], measurements from a cylinder are modelled by means
of translating a ground shape, i.e., a circle.
It is interesting to note that clutter detections that are
not from the extended object, can improve shape estimation
[215], [216] by modelling them as negative information.
Furthermore, camera calibration can be performed by means
of tracking an extended object [49].
5) Multiplicative Error Model: The basic idea of the RHM
is to model one dimension of the spatial extent with a random
scaling factor and the other one with, e.g., a greedy association
model (GAM). By this means, Bayesian inference becomes
tractable with a nonlinear Kalman filter.
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A recent line of work models both dimensions with a scaling
factor [15], [209], [210], i.e., multiplicative noise. By this
means, a uniform distribution can be matched better for simple
shapes, such as circles or ellipses. The resulting model is called
Multiplicative Error Model (MEM).
The tracking of elliptically shaped object state vector is in
the same vein as (34), i.e.,
xk =
[
cTk ,p
T
k
]T
(40)
where cTk is kinematic state, and shape variable
pTk = [αk lk,1 lk,2]
T
with ellipse orientation αk, and semi-axes lengths lk,1 and lk,2.
Then the ith measurement at time k is modelled as
zik = Hxk +Rot(αk)
[
lk,1 0
0 lk,2
] [
hik,1
hik,2
]
+ vik (41)
where Hk =
[
I2,02
]
is a matrix that picks out the object
position from the kinematic state,
Rot(αk) =
[
cosαk − sinαk
sinαk cosαk
]
(42)
is a rotation matrix, vik is additive sensor noise, and both
hik,1 and h
i
k,2 are (Gaussian) multiplicative noise terms that
we assume to be mutually independent of all other random
variables. Following the reasoning for the parameter z in
(13), the variances of the multiplicative noise are set to
σh1 = σh2 =
1
4 in order to match an elliptic uniform spatial
distribution. In this manner, the multiplicative noise models the
spatial distribution, i.e., the uncertainty of the measurement
source. The corresponding likelihood to (41) coincides with
the likelihood used in the random matrix approach, i.e., (14),
but the ellipse parametrisation is different.
Unfortunately, it turns out that a direct application of the
Kalman filter formulas to (41) does not give satisfying results
[15] due to the strong linearities. A solution is to augment
the original measurement equation (41) with the squared
measurement z2 using the Kronecker product and then apply
a nonlinear Kalman filter. In this way, higher order moments
are incorporated in the update formulas. For this purpose,
an Extended Kalman filter is derived in [210] that results in
compact update formulas for the extent, which are depicted in
Table XII. Exact prediction can be performed analytically for
linear models, see Table XIII.
IV. TRACKING MULTIPLE EXTENDED OBJECTS
In this section we overview multiple extended object track-
ing. Regardless of the type tracking problem—point, extended,
group, etc—MTT is a problem that has many challenges:
• The number of objects is unknown and time varying.
• There are missed measurements, i.e., at each time step,
some of the existing objects do not give measurements.
• The objects that are not missed give rise to an unknown
number of detections.
• There are clutter measurements, i.e., measurements that
were not caused by a target object.
TABLE XII
UPDATE OF THE EKF FOR THE MULTIPLICATIVE ERROR MODEL [210].
SOURCE CODE: HTTP://GITHUB.COM/FUSION-GOETTINGEN.
Input: Kinematic state prior mean mc and covariance P c, shape variable
prior mean mp and covariance Pp as defined in (40), measurement matrix
H, measurement noise covariance R, multiplicative noise variance σh1 and
σh2 , measurement z
Output: Updated parameters mc+, P
c
+, m
p
+ and P
p
+ ,
mc+ = m
c + Cov[x, z] (Cov[z, z])−1 (z− E [z])
P c+ = P
c − Cov[x, z] (Cov[z, z])−1 (Cov[x, z])T
mp+ = m
p + Cov[x, z˜] (Cov[z˜, z˜])−1 (z − E [z˜])
Pp+ = P
p − Cov[x, z˜] (Cov[z˜, z˜])−1 (Cov[x, z˜])T
E [z] = Hmc
Cov[c, z] = P cHT
Cov[z, z] = HP cHT + Sdiag
(
σh1 , σh2
)
ST +R
S =
[
cosα − sinα
sinα cosα
]
diag (l1, l2)[
α l1 l2
]T
= mp
z˜ =
1 0 0 00 0 0 1
0 1 0 0
 ((z− E [z])⊗ (z− E [z]))[
σ11 σ12
σ12 σ22
]
= Cov[z, z]
E [z˜] =
[
σ11 σ22 σ12
]T
Cov[z˜, z˜] =
 3σ211 σ11σ22 + 2σ212 3σ11σ12σ11σ22 + 2σ212 3σ222 3σ22σ12
3σ11σ12 3σ22σ12 σ11σ22 + 2σ212

Cov[p,z˜] = PpMT
M =
− sin 2α cos2 α sin2 αsin 2α sin2 α cos2 α
cos 2α sin 2α − sin 2α

·
(l1)2σh1 − (l2)2σh2 0 00 2l1σh1 0
0 0 2l2σh2

TABLE XIII
PREDICTION OF THE EKF FOR THE MULTIPLICATIVE ERROR MODEL
PREDICTION [210].
SOURCE CODE: HTTP://GITHUB.COM/FUSION-GOETTINGEN.
Input: Kinematic state prior mean mc and covariance P c, shape variable
prior mean mp and covariance Pp, process matrices Fc, Fp with process
noise covariances Qc and Qp
Output: Parameters mc∗, P c∗ , m
p
∗ and P
p
∗ for the prediction
mc∗ = Fcmc
P c∗ = FcP c(Fc)T +Qc
mp∗ = Fpmp
Pp∗ = FpPp (Fp )T +Qp
• Measurement origin is unknown, i.e, the source of each
measurement is unknown. This is often referred to as the
“data association problem”.
For multiple point object tracking the literature is vast; recently
a comprehensive overview of MTT algorithms, with a focus on
point objects, was written by Vo et al [197]. Since many of
the existing extended object MTT algorithms are of the RFS
type, we focus on these algorithms in the following (see IV-B4
for selected approaches with other MTT algorithms). In the
following subsections we will first give a brief overview of RFS
filters, then we give examples of extended and group object
MTT algorithms, and lastly we discuss the data association
problem in extended object MTT.
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A. Review – RFS filters
A random finite set (RFS) is a set whose cardinality is a ran-
dom variable, and whose set members are random variables.
In RFS based tracking algorithms both the set of objects and
the sets of measurements are modelled as RFSs. Tutorials on
RFS methods can be found in, e.g., [71], [126], [193], and in-
depth descriptions of the RFS concept and of finite set statistics
(FISST) are given in the books [125], [127].
The state of the set of objects that are present in the surveil-
lance space is referred to as the multi-object state. Because
of the computational complexity, specifically due to the data
association problem, a full multi-object Bayes filter can be
quite computationally demanding to run, and approximations
of the data association problem are necessary. Computationally
tractable filters include the Probability Hypothesis Density
(PHD) filter [128], the Cardinalized PHD (CPHD) filter [129],
the Cardinality Balanced MeMBer (CB-MeMBer) filter [195],
and the MTT conjugate priors [194], [205].
1) PHD and CPHD filters: The first order moment of the
multi-object state is called the PHD10, and can be said to be to
a random set as the expected value is to a random variable. A
PHD filter recursively estimates the PHD under an assumed
Poisson distribution for the cardinality. A consequence of
the Poisson assumption is that the PHD filter’s cardinality
estimate has high variance, a problem that manifests itself,
e.g., where there are missed measurements [46]. The CPHD
filter recursively estimates the PHD and a truncated cardinality
distribution, and is known to have a better cardinality esti-
mate compared to the PHD filter. The PHD and CPHD filters
were first derived in [128], [129] using probability generating
functionals11. In [63] it is shown that the PHD and CPHD filters
can be derived by minimizing the Kullback-Leibler divergence
[104] between the multi-object density and either a PPP density
(PHD filter) or an iid cluster process density (CPHD filter).
In both the PHD filter and the CPHD filter the objects
are independent identically distributed (iid); the normalized
PHD is the estimated object pdf. When there are multiple
objects the PHD has multiple modes (peaks), where each
mode corresponds to one object. An exception to this is when
two or more objects are located close to each other; in this
case a mode can correspond to multiple objects, also called
unresolved objects. The estimated number of objects located
in an area, e.g. under one of the modes, is given by integrating
the PHD over that area. Both the PHD filter and the CPHD filter
are susceptible to a “spooky effect” [62], [127], a phenomenon
manifested by PHD mass shifted from undetected objects to
detected objects, even in cases when the objects are far enough
away that they ought to be statistically insulated.
Ultimately the desired output from an MTT algorithm is a set
of estimated trajectories (tracks), where a trajectory is defined
as the sequence of states from the time the object appears to the
time it disappears. In their most basic forms neither the PHD
nor the CPHD formally estimate object trajectories. However,
10The first order moment is also called intensity function, see, e.g., [126],
[192].
11The probability generating functional is an integral transform that can be
used when working with RFS densities, see further in, e.g., [125], [127].
object trajectories can be obtained, e.g. using post-processing
with labelling schemes [75], [76], [144].
2) CB-MeMBer filter: The CB-MeMBer filter [195] approx-
imates the multi-object density with a multi-Bernoulli (MB)
density [125, Ch. 17]. In an MB density the objects are
independent but not identically distributed, compared to the
PHD and CPHD filters where the objects are iid. The Bernoulli
RFS density is a suitable representation of a single object, as
it captures both the uncertainty regarding the object’s state,
as well as the uncertainty regarding the object’s existence.
As the name suggests, an MB density is the union of several
independent Bernoulli densities, and it is therefore a suitable
representation of multiple objects. The CB-MeMBer filter fixes
the biased cardinality estimate of the MeMBer filter presented
in [125, Ch. 17].
3) MTT conjugate priors: The concepts conjugacy and
conjugate prior are central in Bayesian probability theory.
In an MTT context, conjugacy means that if we begin with
a multi-object density of a conjugate prior form, then all
subsequent predicted and updated multi-object densities will
also be of the conjugate prior form. Two MTT conjugate priors
can be found in the literature, both based on multi-Bernoulli
representations for the set of objects.
The first is based on labeled RFSs and is called Generalized
Labeled Multi-Bernoulli (GLMB) [194]. In the GLMB filter the
labels are used to obtain target trajectories. Because of the
unknown measurement origin, the GLMB has a mixture repre-
sentation, where each component in the mixture corresponds to
one possible data association history. The GLMB filter performs
well in challenging scenarios, however, it is computationally
expensive. A computationally efficient approximation is the
Labeled Multi-Bernoulli (LMB) filter [156], which approxi-
mates the GLMB mixture with a single labeled multi-Bernoulli
density. Both the GLMB and LMB filters rely on handling the
data association problem by computing the M top ranked
assignments, an analysis of the approximation error incurred
by this is presented in [196].
The second MTT conjugate prior is based on regular RFSs,
i.e., unlabeled, and is called Poisson Multi-Bernoulli Mixture
(PMBM) [205]. The PMBM conjugate prior allows an elegant
separation of the set of objects into two disjoint subsets:
objects that have been detected, and objects that have not yet
been detected. A Poisson point process density is used for the
undetected objects, and a multi-Bernoulli mixture is used for
the detected objects. Explicitly modelling the objects that have
not been detected is useful, e.g., when the sensor is susceptible
to occlusions, or when the sensor is mounted to a moving
platform. Similarly to the GLMB filter, in the PMBM filter
the components in the multi-Bernoulli mixture corresponds
to different data association histories. A variational Bayesian
approach to approximating the multi-Bernoulli mixture density
with a single multi-Bernoulli density is presented in [204],
leading to the Variational Multi-Bernoulli (VMB) filter. Note
that the variational approximation does not affect the Poisson
part that models the undetected objects. The VMB filter can
be understood to be to the PMBM filter, as the LMB filter
is to the GLMB filter. However, it should be noted that the
approximations used in the VMB and LMB are not the same.
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B. Examples of extended and group MTT
1) PHD and CPHD filters: A PHD filter for extended
objects under the Poisson model [66], see also Section II-C2,
was presented in [130]. Gaussian mixture implementations of
this extended object PHD filter, for both linear and non-linear
motion and measurement models, are presented in [72]–[74].
The resulting filters can be abbreviated ET-GM-PHD filters. A
Gaussian inverse Wishart implementation, using the random
matrix extended object model [102] (see also Section III-A),
is presented in [78], [80], and the resulting filter is abbreviated
GIW-PHD filter. A Gaussian mixture implementation using
RHMs (see Section III-B) was presented in [219]. Multiple
model Gaussian mixture PHD filters can be found in [70],
[85]; the filters are applied to tracking of cars and bicycles,
under assumed rectangle and stick shape models, and it is
shown that using multiple measurement models can improve
the estimation results. Augmenting the implementations with
gamma distributions makes it possible to estimate the unknown
Poisson measurement rate for each object [79]. The resulting
algorithms are then called gamma Gaussian (GG), or gamma
Gaussian inverse Wishart (GGIW), respectively.
An approach to group object tracking based on a point
object GM-PHD filter is presented in [35]. The extended
object PHD filter presented in [182], [183] is derived for an
object model different from the Poisson point process model
[66]. The objects are modelled by a Poisson cluster process,
a hierarchic process with a parent process and a daughter
process. The parent process models a Poisson distributed
number of objects. For each object a daughter process models
a number of reflection points that generate measurements.
An implementation is proposed where the object is assumed
ellipse shaped and the reflection points are located on the edge
of the ellipse.
At least two different CPHD filters have been presented. The
CPHD filter for extended objects presented in [116] is derived
under the assumption that “relative to sensor resolution, the
extended objects and the unresolved objects are not too close
and the clutter density is not too large” [116, Corollary 1].
However, this is an assumption that cannot be expected to hold
in the general case. A CPHD filter capable of handling both
spatially close objects and dense clutter is presented in [122],
[139]–[141], and a GGIW implementation is also presented. A
comparison shows that the GGIW-CPHD filter outperforms the
GGIW-PHD filter, especially when the probability of detection
is low, and/or the clutter density is high. The price for the
increased performance is that the computational cost increases.
2) CB-MeMBer filters: An extension of the CB-MeMBer
filter [195] to extended objects, using the PPP measurement
model overviewed in Section II-C2, was presented in [218].
A Gaussian mixture implementation is presented in [218], and
Sequential Monte Carlo (SMC) implementations of the CB-
MeMBer for extended objects can be found in [118], [124].
An extended object CB-MeMBer filter with multiple models is
presented in [97].
3) Conjugate priors: Labeled MB filters for extended object
tracking are presented in [18], [19], both a GLMB filter and its
approximation the LMB filter. GGIW implementations are pre-
sented, and simulation results show that the labelled MB filters
outperform their PHD and CPHD counterparts. Additionally,
the GLMB and LMB filters estimate object trajectories, which
the PHD and CPHD filters do only if labeling is used in post
processing, see e.g., [75], [76]. The LMB filter was applied
to LIDAR data for rectangular objects using the separable
likelihood approach [167] and for star-convex objects using
a modelling with Gaussian processes [95].
A PMBM filter for extended and group objects is derived
and presented with a GGIW implementation in [68], [69].
A simulation study showed that the extended object PMBM
filter outperforms the PHD, CPHD and LMB filters, and an
experiment with LIDAR data illustrates that the PPP model
can accurately represent the occluded areas of the surveillance
space. The GGIW-PMBM model is applied to mapping in [53],
where a batch measurement update is derived.
4) Non-RFS approaches: A Gaussian Mixture Markov
Chain Monte Carlo filter for multiple extended object tracking
is presented in [33]. The filter is compared to the linear ET-
GM-PHD-filter [72], [74], and is shown to be less sensitive
to clutter but also considerably more computationally costly
(as measured by the average cycle time). The Probabilistic
Multi-Hypothesis Tracker (PMHT) [176] allows more than
one measurement per object, and the random matrix model
(Section III-A) has been integrated in the PMHT framework,
see [200]–[202]. A variational Bayesian Expectation Maximi-
sation approach to mapping with extended objects is presented
in [120].
C. Multiple extended object data association
In MTT a data association specifies for each measurement
the source from whence it came: either it is an object mea-
surement or a clutter measurement. The possibility of multiple
measurements per object means that in extended object MTT
a data association can be split into two parts:
1) Partition: A partition of a set, denoted P , is defined
as a division of the elements of the set into non-empty
subsets, called cells [130] and denoted W, such that
each element belongs to one and only one cell. The cells
are to be understood to contain measurements that are
from the same source, i.e., all measurements in the cell
are from the same extended object, or they are all clutter.
2) Cell association: An association of the cells to a mea-
surement source, either one of the objects or a clutter
source.
Note that an association from measurement to cell, and from
cell to source, defines an association from measurement to
source.
For Bayes optimality it is necessary to consider all possible
data associations in the MTT update. This means that in
extended and group MTT it is necessary to consider all possible
partitions of the set of measurements, and for each partition
one has to consider all possible cell associations. Unless the
measurement set contains a trivial number of measurements
(i.e., extremely few) and there is a trivial number of objects,
both of these problems are intractable because there are too
many possible partitions, and too many possible cell asso-
ciations. Fortunately, in the literature we can find methods
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Fig. 10. Partition illustration. There are three measurements z(1)k , z
(2)
k and
z
(3)
k , which can be partitioned in 5 different ways. In the jth partition, denoted
pj , the ith cell is denoted W
j
i . With three measurements there is one partition
with one cell, three partitions with two cells, and one partition with three cells.
Note that the ordering of the partitions and cells is arbitrary; the particular
ordering in this example is only used for notational simplicity.
that allow us to handle both of these problems. Below we
first discuss the complexity of the partitions and the cell
associations, and then we overview the solutions to these
problems that can be found in the literature.
1) Complexity analysis: Let the set of measurements con-
tain n measurements in total. The number of possible ways
to partition a set of n measurements is given by the nth Bell
number, denoted B(n) [161]. The sequence of Bell numbers
is log-convex12, and B(n) grows very rapidly as n grows.
For n = 3 measurements there are B(3) = 5 possible
partitions; an example is shown in Figure 10. For twice the
number of measurements (n = 6) there are B(6) = 203
possible partitions, and for n = 90 measurements there
are B(90) > 10100 possible partitions. In other words, it
is computationally intractable to consider all partitions, and
approximations are necessary for implementation.
Let |P| be the number of cells in the partition P , and let m
be the prior number of object estimates. Each cell can either be
from one of the existing prior object estimates, or it could be
from a new object. Thus, there are |P|+m possible sources.
The number of possible ways to associate |P| cells to |P|+m
sources is (
m+ |P|
|P|
)
=
(m+ |P|)!
m!|P|! (43)
Similarly to the partitions, unless the number of cells and
number of objects are very small, it is infeasible to consider
all possible associations.
12The sequence of Bell numbers is logarithmically convex, i.e., B(n)2 ≤
B(n − 1)B(n + 1) for n ≥ 1 [45]. If the Bell numbers are divided by
the factorials, B(n)
n!
, the sequence is logarithmically concave,
(
B(n)
n!
)2 ≥
B(n−1)
(n−1)!
B(n+1)
(n+1)!
, for n ≥ 1 [30].
2) Complexity reduction: The MTT literature contain sev-
eral different methods that can be used to alleviate the com-
plexity, and that allows extended object MTT filters to be
implemented using limited computational resources.
Gating, see, e.g., [5, Sec. 2.2.2.2], is a method that removes
possible measurement-to-object associations by comparing the
measurements to predictions of the objects’ measurements.
If the difference between the measurement and the predicted
measurement is too large, the association is ruled out as infea-
sible. Gating has been used in a plethora of MTT algorithms,
both for point targets and extended targets. Naturally, for
extended targets the gates must take into account the position
of the target, the size and shape of the target, as well as
state uncertainties. Using gating it is possible to group the
measurements and the objects into smaller groups that, given
the gating decision, are independent. This way one can solve
several smaller data association problems instead of one larger
data association problem.
Even after gating, there are typically too many possible
partitions and cell associations. An important contribution
of [72], [74], [78] is to show how clustering can be used
to find a subset of partitions. The basic insight behind the
use of clustering lies in the definition of extended objects:
the measurements are spatially distributed around the object.
Therefore spatially close measurements are more likely to be
from the same object, than spatially distant measurements.
By only considering the partitions in which the cells contain
spatially close measurements many partitions can be pruned,
and the update becomes tractable.
Distance Partitioning [72], [74] is a simple method that
puts measurements in the same cell if the distance between a
measurement and its closest neighbour is less than a threshold.
A detailed description of Distance Partitioning is given in
[72], [74], [84]. By considering multiple thresholds, a subset
of partitions is obtained. Finding a good subset of partitions
is especially important when multiple extended objects are
located in close vicinity of each other, see [19], [78], [122].
An example where Distance Partitioning is used is given
in Figure 11. In this example there are 17 measurements, for
which there are more than 1010 possible partitions. Using Dis-
tance Partitioning this is limited to 5 partitions. Results from
both simulations and experiments have shown that, despite
the very drastic reduction in the number of partitions that are
considered, performance is not sacrificed when clustering is
used, see, e.g., [70], [76], [85], [165]. However, there may
be scenarios where two objects are so close to each other,
that their measurements may not be separated any more based
on the distance. In these scenarios, prior information about
the number of objects (e.g. based on the current cardinality
estimate) may be used to improve partitioning (cf. [78]).
Distance Partitioning is an example of a hierarchical single
linkage clustering algorithm, see, e.g., [22] for a discussion
about clustering. Other clustering methods have also been used
in an extended object MTT context, e.g., Gaussian Mixture
Expectation Maximisation [78], spectral clustering [208], and
fuzzy adaptive resonance theory [220], [221].
The extended object PHD and CPHD filters avoid the cell
association through approximation, and instead the PHD is up-
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Fig. 11. Illustration of the output form Distance Partitioning, with 17
measurements. By clustering the measurements with progressively larger
thresholds d different partitions are obtained. The smallest and largest thresh-
old that are used are parameters of the clustering algorithm.
dated using all measurements. When the PHD has a distribution
mixture representation, e.g., a Gaussian mixture, then the up-
dated PHD is obtained by updating each Gaussian component
in the PHD mixture with each measurement. In other extended
object MTT filters, the number of cell associations can be
reduced, either by computing association probabilities or by
finding the best associations. Using association probabilities
means that for each measurement-object-pair we compute the
probability that the object is the origin of the measurement,
and the probabilities are then used in the MTT update. JPDA
association probabilities are used in [171], [187]. Alternatively,
one can find the best association assignment(s) by optimising
a cost function that is related to the MTT predicted likelihood.
The single best assignment can be found using the auction al-
gorithm [20], and the M top ranked assignments can be found
using Murty’s algorithm [135]. Finding optimal assignments is
used in the implementations of the extended object conjugate
priors [18], [19], [68], [69]. In [175], a JPDAF intensity filter
that estimates an intensity function for each extended object
is developed.
V. METRICS AND PERFORMANCE EVALUATION
Regardless of the target type—point, extended, group or
multi-path—it is important to be able to evaluate the perfor-
mance of a target tracking algorithm, such that the estimates
can be compared to the ground truth and different tracking
algorithms can be compared to each other. For point targets
the root means squared error (RMSE) is a standard metric. For
Gaussian assumed state estimates, the normalised estimation
error squared (NEES) is another standard performance mea-
sure, that incorporates also the estimated covariance matrix
and evaluates whether or not the estimate is consistent.
In extended object tracking the tracker output incorporates
extent information, and because of this it is not trivial to
answer the question: what is the distance between the estimate
and the ground truth. It may seem tempting to use the
RMSE, however, doing so is not always straightforward as the
following two examples illustrate.
1) Consider an extended object with an assumed rectangu-
lar shape and state vector
x = [x, y, `1, `2, ϕ]
T (44a)
where x, y is the position, `1 and `2 is the dimensions of
the two sides, and ϕ is the orientation of the side with
length `1 (and does not specify the moving direction of
the object). For this state vector the two estimates
xˆ(1) = [x, y, `1, `2, ϕ]
T
, (44b)
xˆ(2) = [x, y, `2, `1, ϕ+ 0.5pi]
T
, (44c)
where width and length are switched in xˆ(2), define
exactly the same shape in the Cartesian surveillance
space, however, the RMSE errors would not be the same
for the two estimates, which clearly violates intuition.
2) In the random matrix model the extended object state is
a combination of a vector and a matrix. The estimated
vector can be compared to the ground truth using
the Euclidean norm. The matrix generalisation of the
Euclidean norm for vectors is the Frobenius norm, and
this norm can be used to compare the estimated matrix
to the ground truth. In [122] it is suggested to use a
weighted summation to combine the vector norm and the
matrix norm, however, this leads to a problem whereby
one has to determine the weights in the summation.
In some works, see e.g., [56], the extended object state
is broken down into specific properties, such as position,
velocity, orientation, extent area, and extent dimensions13.
This facilitates easy interpretation of the results, however,
by this means it is no longer possible to rank estimates
from different trackers using a single score. Furthermore,
standard multi-object metrics, such as the optimal sub-pattern
assignment (OSPA) metric [169] and the generalized OSPA (G-
OSPA) [152] build upon single object metrics that give a single
output. In other words, breaking down the extended object
state into different properties does not facilitate multi-object
performance evaluation.
A widely-used measure in computer vision is the so-called
Intersection-over-Union (IoU), which is defined as the area of
the intersection between the estimated shape and the ground
truth shape, divided by the area of the union of the two
shapes. In the extended object tracking context, IoU has been
used, e.g., for rectangular and elliptical extended objects [73].
For axis-aligned rectangles the IoU is simple to compute,
however, for other shapes, or rectangles that are not axis-
aligned, computing the IoU can be cumbersome. Furthermore,
the IoU is always zero for non-overlapping objects14, meaning
that the error measure is the same regardless of how big the
translational error is. This goes against intuition, which tells
us that the larger the translational difference is between two
shapes, the larger the error should be.
13For example, the semi-axes of an ellipse or the two sides of a rectangle
14For two non-overlapping shapes, the intersection is empty, and thus the
area of the intersection is zero.
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One work in this direction is [211], which addresses per-
formance metrics for elliptically shaped extended objects. By
comparing several metrics and measures, the so-called Gaus-
sian Wasserstein distance is identified as the most appropriate
one. The Gaussian Wasserstein distance is available in closed-
form, gives intuitive results, and is a true metric. Unfortunately,
for general shapes, no analytic formulas for the Wasserstein
distance exist, meaning that the Wasserstein metric is currently
only suitable for objects with elliptic extents.
For star-convex shapes, the work [178] discusses a modi-
fied Hausdorff distance that fully incorporates different shape
parametrisations.
While the existing extended object performance measures
for non-elliptic shapes, such as decomposition into specific
properties and IoU, have their applications, there is still a
lot of work needed to specify a general single extended
object performance evaluation criterion. However, for multiple
extended object performance evaluation, given a chosen single
object metric, the standard performance measures such as
OSPA [169] and G-OSPA [152] are directly applicable.
VI. EXTENDED OBJECT TRACKING APPLICATIONS
Extended object tracking algorithms have been applied in
many different scenarios and have been evaluated using data
from many different sensors such as LIDAR, camera, radar,
RGB-depth (RGB-D) sensors, and unattended ground sensors
(UGS). A list of references that contain experiments with real
data is given in Table XIV. In this section we will present four
example applications:
• Tracking groups of pedestrians using a camera overlook-
ing a footpath.
• Tracking marine vessels using X-band radar.
• Tracking cars using a LIDAR mounted in the grille of an
autonomous vehicle.
• Tracking objects with complex shapes using an RGB-D
sensor.
These four examples are complementary in the sense that
they illustrate different aspects of extended object tracking:
different sensor modalities; the applicability of extended object
methods to group object tracking; object shapes of different
complexities; and tracking in crowded scenarios with occlu-
sions.
TABLE XIV
EXPERIMENTS WITH DIFFERENT SENSOR TYPES
Sensor References
Automotive Radar [29], [88], [91], [92], [100], [123], [166],[170]
Camera [27], [28], [37], [44], [159], [160]
GMTI radar [149]
Imaging Sonar [103]
LIDAR
[19], [59], [60], [70], [73], [74], [78], [85],
[119], [136], [140], [147], [155], [165],
[172], [173], [201]
Marine Radar [47], [75], [76], [171], [188]–[190]
RGB-D [13], [14], [16], [49], [52]
Through wall radar [65]
UGS, group tracking [36]
A. Tracking groups of pedestrians using camera
Automatic crowd surveillance is a complex task, and in
scenes with a large number of persons it may be infeasible
to track each person individually. In this case group object
tracking using extended object MTT methods is a viable
alternative, as this does not require tracking and identification
of each individual. In the example presented here camera
data is used to track groups of pedestrians that walk along
a footpath. The online available PETS 2012 data set [185] is
used for evaluation. For each image in the dataset a pedestrian
detector [40], [41] is used, and the measurements are projected
onto the ground plane using the camera parameters.
In this data the groups of pedestrians are loosely constructed
and typically do not have a detailed shape that remains
constant over time. Therefore the groups can be assumed to be
elliptically shaped, and the random matrix measurement model
can be used [102]. The ground plane measurements are input
into a GGIW-PHD filter [78], [79], and the object extractions
are projected back into the camera image for visualization.
The GGIW-PHD filter is based on the Poisson model for the
number of measurements from each group, i.e., for each group
a Poisson rate parameter is estimated. This estimated rate can
be taken as an estimate of the number of persons in the group.
Example results are shown in Figure 12.15 The results
show that the estimated ellipses are a good approximation
of the pedestrian groups. The estimated Poisson rates tend
to underestimate the number of persons in the group. The
reason for this is that in groups with many persons, some
individuals tend to be occluded and therefore are not detected.
The estimated Poisson rate is more accurate when interpreted
as a lower bound for the number of persons in the group,
instead of interpreted as a count of the number of persons in
the group.
B. Tracking marine vessels using X-band radar
Harbours are busy places where many vessels share the
water, from small boats to large ships. To keep track of
where all the vessels are, marine X-band radar can be used
[76]. These sensor produce high-resolution data that allow the
tracking algorithm to estimate the size of the vessel, further
allowing the possibility to classify the tracked vessels using
prior information about the size of different ships and boats.
An example is given in Figure 13, where the field of view of
the sensor is overlaid on an aerial image of a harbour.
The raw sensor data is pre-processed using a Constant False
Alarm Rate (CFAR) detector, producing polar detections (range
and azimuth) [76]. Because boats and ships are best modelled
in Cartesian coordinates, polar detections are converted to
Cartesian coordinates [76]. The pre-processed data is suitable
for use with the random matrix model, meaning that the shapes
of the vessels are assumed to be ellipses. Typically neither
boats, nor ships, are elliptically shaped, however, the major and
minor axes of the estimated ellipses correspond to the length
and width of the vessel. If measurement noise is modelled
correctly low estimation errors can be achieved, however, if the
15Video with tracking results: https://youtu.be/jN-KXQqargE
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Fig. 12. Example application: tracking groups of pedestrians in video data. a) Input image with pedestrian measurements in red. b) Foot-print of measurements
projected onto ground plane. c) Group tracking output, numbers are estimated Poisson rates. d) Output projected into input image, and visualised as elliptic
cylinders.
noise is not modelled the size of the vessel is overestimated,
especially in the cross-range dimension [188]. The significant
difference between modelling the noise correctly, or not, is
shown in Figure 14. If multiple radar sensors are used, the
tracking results can be improved further [191].
C. Tracking cars using LIDAR
Autonomous active safety features are standard in many
modern cars, and in both research and industry there is a
considerable push towards fully driverless vehicles, see, e.g.,
[105]. For safe operation in dense scenes, such as inner
city and other urban environments, an autonomous vehicle
must be capable of keeping track of other objects, to avoid
collisions. To this end, high resolution sensors such as LIDAR
and extended object tracking algorithms can be used.
The high angular resolution of LIDAR sensors typically re-
sults in a large number of measurements for each object. Thus,
if an extended object tracking filter is not used, preprocessing
is necessary to update the object estimates. Such preprocessing
commonly consists of segmentation and clustering [94], [131],
[151], shape fitting [133], or feature extraction [137]. The
drawback of using such algorithms is that they are heavily
dependent on parametrization, and often suffer from over-
or under-segmentation. Especially in scenarios in which the
environment changes, or when there are different object types,
it is very difficult to find appropriate parameters. Because the
tracking builds upon the data that is input, any error during
segmentation and clustering will manifest itself as a tracking
error.
In this section we will present experimental results where
LIDAR sensors and an extended object PHD filter have been
used to track cars; the results presented here are a subset of
the results presented in [85]. The LIDAR sensor is assumed
to be mounted in the grille of the ego vehicle, and the cars
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Fig. 13. Example appliation: tracking boats and ships using marine X-band
radar. Aerial image of harbour, with sensor’s field of view shown in red.
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Fig. 14. Example appliation: tracking boats and ships using marine X-band
radar. a) and b) Example detections (green dots), ground truth (teal ellipse),
and two estimates (red and black ellipses). The the black ellipse is when the
noise is correctly modelled, and the red ellipse shows the estimate when the
noise is not modelled.
are assumed to be rectangular, with unknown length and
width. The measurement modelling that was used is shown
in Figure 5. The tracking problem is cast as a multiple model
problem, and a multiple model PHD filter is used to track
multiple cars. A full description of the tracking algorithm can
be found in [85]. When there are multiple cars in the sensor’s
field of view the cars may occlude each other, either partially
of fully. To avoid loosing track of cars that are occluded a non-
homogeneous probability of measurement can be used. This
is illustrated in Figure 15. Similar approaches to occlusion
modelling are taken in [74], [78], [155], [207].
Experimental results in [85] show that the lateral position
of the tracked cars can be estimated with an average error of
less than 5cm, while the average longitudinal position error
is slightly larger, around 10 to 30 cm for different datasets.
The shape parameters are estimated with an average error
around 2cm for the width, and around 20 cm for the length.
The increased error in object length is due to the limited
observability of the object length due to the aspect angle.
Example detections and tracking results for a scenario with
four cars is given in Figure 16, snapshots of this data are also
shown in Figure 3.
D. Tracking complex shapes using RGB-D sensor
In this subsection we present an experimental setup where
complex object shapes are estimated using RGB-D sensor
Fig. 15. Occlusion example. The sensor is located in the origin; darker color
means higher probability of measurement; estimates in orange, ground truth in
blue. Thanks to the use of an occlusion model the occluded car can be tracked
with high accuracy while it traverses an area where it cannot be detected.
Fig. 16. Results from scenario with four cars. Top: sensor data, colorcoded
according to time. Bottom: Estimated positions.
data. This experiment has been published first in [13], [14],
[16]. Specifically, a moving miniature railway vehicle is to
be tracked from a bird’s eye view with the help of a RGB-D
camera. An optical flow algorithm determines the velocity of
each image point in both the RGB and depth image sequences.
Based on a threshold on the velocity, we obtain measurements,
i.e., points classified as “moving”, that originate from the
moving object. In this manner, a varying number of noisy
measurements from the object’s surface is received at each
frame, see Figure 17 for an example frame. Due to the
noisy images and inaccuracy of the optical flow algorithm,
the measurements are noisy and do not completely fill the
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(a) Depth image. (b) RGB image.
(c) Measurements.
Fig. 17. Tracking a railway vehicle using a RGBD camera from a bird’s eye
view [14].
object surface. In fact, this is a typical extended object tracking
problem where measurements come from a two-dimensional
shape in two-dimensional space. Figure 18 shows example
results with an implementation of the star-convex random
hypersurface approach as discussed in Section III. Also,
Figure 18 shows the result obtained from an active contour
(snake) algorithm [99], which is a standard algorithm in
computer vision. In general, an active contour model works
with intensity/RGB images and not with point measurements.
It calculates a contour by minimizing an energy function [99]
that is composed of an external force for pushing the contour
to image features and an internal force for regularization. In
this scenario, active contours are applied to the depth image
and hence, can be unreliable in case the vehicle passes objects
with similar depth, see Figure 18.
Alternatively, active contours can be applied to a
“smoothed” version of the point measurements: the measure-
ments are interpreted as an intensity image by placing a
Gaussian kernel function at each measurement location. As
indicated by Figure 19, active contours then aim at determining
an enclosing curve of the point measurements in each frame.
As the vehicle’s surface is not covered completely by the
measurements in a single frame, active contours do not give
a reasonable shape estimate. Active contours are not capable
of systematically accumulating individual point measurements
over time – without this capability no reasonable shape esti-
mate can be expected.
VII. SUMMARY AND CONCLUDING REMARKS
In this article we gave an introduction to extended object
tracking, a comprehensive up-to-date overview of state-of-the-
art research, and illustrated the methods using several different
sensors and object types. Increasing sensor resolutions mean
that there will be an increasing number of scenarios in which
extended object methods can be applied. It is possible to
cluster/segment the data in pre-processing and then apply
(a) (b)
Fig. 18. Result for “+”–shaped vehicle: RHM (green) vs. active contour
model using depth images (yellow) [14].
(a) (b)
Fig. 19. Results for a “T”–shaped vehicle: RHM (green) vs. active contour
model using (smoothed) point measurements (blue) [14].
standard point object methods, however this requires care-
ful parameter tuning, thereby increasing the risk for errors.
Extended object tracking, on the other hand, uses Bayesian
models for the multiple measurements per object, meaning
that the tracking performance is much less dependent on
clustering/segmentation.
During the last 10 years an impressive number of new
methods and applications have appeared in the literature,
covering different approaches to extent modelling and multiple
object tracking. This trend that can be expected to continue,
as there are many open questions to solve, and improvements
can be made. Due to the high non-linearity and high dimen-
sionality of the problem, estimation of arbitrary shapes is
still very much challenging. There is a need for performance
bounds for extended object tracking methods: for a given shape
model, how many measurements are required in order for the
estimation algorithm to converge to an estimate with small
error? Performance bounds may help in answering the question
of which shape complexity is suitable when modelling the
object. Naturally, in most applications one is interested in a
shape description that is as precise as possible.
For arbitrary object shapes, the determination of suitable
performance metrics for the evaluation of the shape estimate
is still an open research question. Further, existing works on
extended object tracking focus on single sensor systems (or
perhaps systems with several very similar sensors). However,
the fusion of complementary sensors like camera and LIDAR in
an extended object tracking algorithm raises new challenges
due to the different measurement principles and perception
capabilities.
VIII. ACKNOWLEDGEMENTS
The authors would like to thank the anonymous reviewers
for their insightful comments.
25
REFERENCES
[1] D. Angelova and L. Mihaylova, “Extended object tracking using Monte
Carlo methods,” IEEE Transactions on Signal Processing, vol. 56,
no. 2, pp. 825–832, Feb. 2008.
[2] D. Angelova, L. Mihaylova, N. Petrov, and A. Gning, “A convolution
particle filtering approach for tracking elliptical extended objects,” in
Proceedings of the International Conference on Information Fusion,
Jul. 2013, pp. 1542–1549.
[3] T. Ardeshiri, U. Orguner, and F. Gustafsson, “Bayesian inference
via approximation of log-likelihood for priors in exponential
family,” CoRR, vol. abs/1510.01225, 2015. [Online]. Available:
http://arxiv.org/abs/1510.01225
[4] Y. Bar-Shalom, “Extension of the probabilistic data association filter
to multi-target tracking,” in Proceedings of the Fifth Symposium on
Nonlinear Estimation, San Diego, CA, USA, Sep. 1974.
[5] Y. Bar-Shalom and W. D. Blair, Multitarget-multisensor tracking:
applications and advances, vol III. Artech House, 2000.
[6] Y. Bar-Shalom, F. Daum, and J. Huang, “The probabilistic data
association filter,” IEEE Control Systems, vol. 29, no. 6, pp. 82–100,
Dec. 2009.
[7] M. Baum, F. Faion, and U. Hanebeck, “Modeling the Target Extent with
Multiplicative Noise,” in Proceedings of the International Conference
on Information Fusion, Singapore, Jul. 2012, pp. 2406–2412.
[8] M. Baum and U. Hanebeck, “Random hypersurface models for ex-
tended object tracking,” in IEEE International Symposium on Signal
Processing and Information Technology (ISSPIT), Ajman, United Arab
Emirates, Dec. 2009, pp. 178–183.
[9] ——, “Shape Tracking of Extended Objects and Group Targets with
Star-Convex RHMs,” in Proceedings of the International Conference
on Information Fusion, Chicago, IL, USA, Jul. 2011, pp. 338–345.
[10] ——, “Extended object tracking with random hypersurface models,”
IEEE Transactions on Aerospace and Electronic Systems, vol. 50, no. 1,
pp. 149–159, Jan. 2013.
[11] M. Baum, V. Klumpp, and U. Hanebeck, “A Novel Bayesian Method
for Fitting a Circle to Noisy Points,” in Proceedings of the International
Conference on Information Fusion, Edinburgh, UK, Jul. 2010.
[12] M. Baum, B. Noack, and U. Hanebeck, “Extended Object and Group
Tracking with Elliptic Random Hypersurface Models,” in Proceedings
of the International Conference on Information Fusion, Edinburgh, UK,
Jul. 2010.
[13] M. Baum, “Student Research Highlight: Simultaneous Tracking and
Shape Estimation of Extended Targets,” IEEE Aerospace and Elec-
tronic Systems Magazine, vol. 27, no. 7, pp. 42–44, July 2012.
[14] ——, Simultaneous tracking and shape estimation of extended objects.
KIT Scientific Publishing, 2013, vol. 13.
[15] M. Baum, F. Faion, and U. D. Hanebeck, “Modeling the Target Extent
with Multiplicative Noise,” in Proceedings of the 15th International
Conference on Information Fusion (Fusion 2012), Singapore, Jul. 2012.
[16] ——, “Tracking Ground Moving Extended Objects using RGBD
Data,” in Proceedings of the 2012 IEEE International Conference on
Multisensor Fusion and Integration for Intelligent Systems (MFI 2012),
Hamburg, Germany, Sep. 2012.
[17] M. Baum, M. Feldmann, D. Fra¨nken, U. D. Hanebeck, and W. Koch,
“Extended Object and Group Tracking: A Comparison of Random
Matrices and Random Hypersurface Models,” in Proceedings of the
IEEE ISIF Workshop on Sensor Data Fusion: Trends, Solutions,
Applications (SDF 2010), Leipzig, Germany, Oct. 2010.
[18] M. Beard, S. Reuter, K. Granstro¨m, V. B.-T., B.-N. Vo, and A. Scheel,
“A generalised labelled multi-bernoulli filter for extended multi-target
tracking,” in Proceedings of the International Conference on Informa-
tion Fusion, Washington, DC, USA, Jul. 2015, pp. 991–998.
[19] ——, “Multiple extended target tracking with labelled random finite
sets,” IEEE Transactions on Signal Processing, vol. 64, no. 7, pp. 1638–
1653, Apr. 2016.
[20] D. Bertsekas, “The auction algorithm: A distributed relaxation method
for the assignment problem,” Annals of Operations Research, vol. 14,
no. 1, pp. 105–123, 1988.
[21] R. Bhalla and H. Ling, “A fast algorithm for signature prediction and
image formation using the shooting and bouncing ray technique,” IEEE
Transactions on Antennas and Propagation, vol. 43, no. 7, pp. 727–
731, Jul. 1995.
[22] C. M. Bishop, Pattern recognition and machine learning. New York,
USA: Springer, 2006.
[23] S. Blackman and R. Popoli, Design and Analysis of Modern Tracking
Systems. Norwood, MA, USA: Artech House, 1999.
[24] Y. Boers, H. Driessen, J. Torstensson, M. Trieb, R. Karlsson, and
F. Gustafsson, “A track before detect algorithm for tracking extended
targets,” IEE Proceedings Radar, Sonar and Navigation, vol. 153, no. 4,
pp. 345–351, Aug. 2006.
[25] S. Bordonaro, P. Willett, Y. Bar-Shalom, T. Luginbuhl, and M. Baum,
“Extended object tracking with exploitation of range rate measure-
ments,” Journal of Advances in Information Fusion.
[26] S. Bordonaro, P. Willett, Y. B. Shalom, M. Baum, and T. Lugin-
buhl, “Extracting Speed, Heading and Turn-Rate Measurements from
Extended Objects Using the EM Algorithm,” in IEEE Aerospace
Conference, Big Sky, Montana, USA, Mar. 2015.
[27] T. J. Broida, S. Chandrashekhar, and R. Chellappa, “Recursive 3-d mo-
tion estimation from a monocular image sequence,” IEEE Transactions
on Aerospace and Electronic Systems, vol. 26, no. 4, pp. 639–656, Jul.
1990.
[28] T. J. Broida and R. Chellappa, “Estimating the kinematics and structure
of a rigid object from a sequence of monocular images,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 13,
no. 6, pp. 497–513, Jun. 1991.
[29] M. Buhren and B. Yang, “Simulation of automotive radar target lists
using a novel approach of object representation,” in IEEE Intelligent
Vehicles Symposium, Jun. 2006, pp. 314–319.
[30] E. R. Canfield, “Engel’s inequality for bell numbers,” Journal of
Combinatorial Theory, Series A, vol. 72, no. 1, pp. 184–187, 1995.
[31] W. Cao, J. Lan, and X. R. Li, “Extended object tracking and classifica-
tion based on recursive joint decision and estimation,” in Proceedings
of the International Conference on Information Fusion, Jul. 2013, pp.
1670–1677.
[32] X. Cao, J. Lan, and X. R. Li, “Extension-deformation approach to ex-
tended object tracking,” in Proceedings of the International Conference
on Information Fusion, Jul. 2016, pp. 1185–1192.
[33] A. Carmi, F. Septier, and S. J. Godsill, “The Gaussian mixture MCMC
particle algorithm for dynamic cluster tracking,” Automatica, vol. 48,
no. 10, pp. 2454–2467, Oct. 2012.
[34] N. Chernov, Circular and Linear Regression: Fitting Circles and Lines
by Least Squares. CRC Press, 2010.
[35] D. E. Clark and S. J. Godsill, “Group target tracking with the
Gaussian mixture probability hypothesis density filter,” in International
Conference on Intelligent Sensors, Sensor Networks and Information
(ISSNIP), Melbourne, Australia, Dec. 2007, pp. 149–154.
[36] T. Damarla and L. Kaplan, “A fusion architecture for tracking a group
of people using a distributed sensor network,” in Proceedings of the
International Conference on Information Fusion, Istanbul, Turkey, July
2013, pp. 1776–1783.
[37] S. Davey, M. Wieneke, and H. Vu, “Histogram-PMHT unfettered,”
IEEE Journal of Selected Topics in Signal Processing, vol. 7, no. 3,
pp. 435–447, June 2013.
[38] J. Degerman, J. Wintenby, and D. Svensson, “Extended target track-
ing using principal components,” in Proceedings of the International
Conference on Information Fusion, Chicago, IL, USA, Jul. 2011, pp.
330–337.
[39] J. C. Dezert, “Tracking maneuvering and bending extended target in
cluttered environment,” in Signal and Data Processing of Small Targets,
O. E. Drummond, Ed., vol. 3373, Orlando, FL, USA, Apr. 1998, pp.
283–294.
[40] P. Dollar, S. Belongie, and P. Perona, “The fastest pedestrian detector
in the west,” in Proceedings of the British Machine Vision Conference,
2010, pp. 68.1–68.11.
[41] P. Dolla´r, Z. Tu, P. Perona, and S. Belongie, “Integral channel features,”
in Proceedings of the British Machine Vision Conference, 2009.
[42] O. E. Drummond, S. S. Blackman, and K. C. Hell, “Multiple Sensor
Tracking of Clusters and Extended Objects,” Technical Proceedings:
1988 Tri-Service Data Fusion Symposium, 1988.
[43] O. E. Drummond, S. S. Blackman, and G. C. Pretrisor, “Tracking
clusters and extended objects with multiple sensors,” Signal and Data
Processing of Small Targets 1990, vol. 1305, no. 1, pp. 362–375, 1990.
[44] V. Edman, M. Andersson, K. Granstro¨m, and F. Gustafsson, “Pedestrian
Group Tracking Using the GM-PHD Filter,” in Proceedings of the
European Signal Processing Conference, Marrakech, Morocco, Sep.
2013.
[45] K. Engel, “On the average rank of an element in a filter of the partition
lattice,” Journal of Combinatorial Theory, Series A, vol. 65, no. 1, pp.
67–78, 1994.
[46] O. Erdinc, P. Willett, and Y. Bar-Shalom, “Probability hypothesis
density filter for multitarget multisensor tracking,” in Proceedings of
the International Conference on Information Fusion, Philadelphia, CA,
USA, Jul. 2005, pp. 146–153.
26
[47] B. Errasti-Alcala and P. Braca, “Track before detect algorithm for
tracking extended targets applied to real-world data of x-band marine
radar,” in Proceedings of the International Conference on Information
Fusion, Salamanca, Spain, Jul. 2014.
[48] F. Faion, M. Baum, and U. D. Hanebeck, “Tracking 3D Shapes in Noisy
Point Clouds with Random Hypersurface Models,” in Proceedings
of the 15th International Conference on Information Fusion (Fusion
2012), Singapore, Jul. 2012.
[49] F. Faion, M. Baum, A. Zea, and U. D. Hanebeck, “Depth Sensor
Calibration by Tracking an Extended Object,” in Proceedings of
the 2015 IEEE International Conference on Multisensor Fusion and
Integration for Intelligent Systems (MFI 2015), San Diego, California,
USA, Sep. 2015.
[50] F. Faion, A. Zea, M. Baum, and U. D. Hanebeck, “Partial Likelihood
for Unbiased Extended Object Tracking,” in Proceedings of the 18th
International Conference on Information Fusion (Fusion 2015), Wash-
ington D. C., USA, Jul. 2015.
[51] ——, “Symmetries in Bayesian Extended Object Tracking,” Journal of
Advances in Information Fusion, vol. 10, no. 1, pp. 13–30, Jun. 2015.
[52] F. Faion, A. Zea, J. Steinbring, M. Baum, and U. D. Hanebeck,
“Recursive Bayesian Pose and Shape Estimation of 3D Objects Using
Transformed Plane Curves,” in Proceedings of the IEEE ISIF Workshop
on Sensor Data Fusion: Trends, Solutions, Applications (SDF 2015),
Bonn, Germany, Oct. 2015.
[53] M. Fatemi, K. Granstro¨m, L. Svensson, F. Ruiz, and L. Hammarstrand,
“Poisson multi-bernoulli radar mapping using Gibbs sampling,” IEEE
Transactions on Signal Processing.
[54] M. Feldmann and D. Fra¨nken, “Tracking of Extended Objects and
Group Targets using Random Matrices - A New Approach,” in Proceed-
ings of the International Conference on Information Fusion, Cologne,
Germany, Jul. 2008.
[55] M. Feldmann and D. Fra¨nken, “Advances on tracking of extended
objects and group targets using random matrices,” in Proceedings of
the International Conference on Information Fusion, Seattle, USA, Jul.
2009, pp. 1029–1036.
[56] M. Feldmann, D. Fra¨nken, and J. W. Koch, “Tracking of extended
objects and group targets using random matrices,” IEEE Transactions
on Signal Processing, vol. 59, no. 4, pp. 1409–1420, Apr. 2011.
[57] R. Fitzgerald, “Development of practical PDA logic for multitarget
tracking by microprocessor,” in Multitarget-Multisensor Tracking: Ad-
vanced Applications, Y. Bar-Shalom, Ed. Artech House, 1990, pp.
1–23.
[58] A. Fitzgibbon, M. Pilu, and R. B. Fisher, “Direct least square fitting
of ellipses,” IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol. 21, pp. 476–480, May 1999.
[59] B. Fortin, R. Lherbier, and J. Noyer, “A labeled phd filter for extended
target tracking in lidar data using geometric invariance properties:
Vehicular application,” in Proceedings of the International Conference
on Information Fusion, Istanbul, Turkey, July 2013, pp. 1744–1751.
[60] ——, “A track-before-detect approach for extended target tracking in
multi-lidar systems using a low-level centralized fusion framework,”
in Proceedings of the International Conference on Information Fusion,
Salamanca, Spain, July 2014, pp. 1–8.
[61] T. Fortmann, Y. Bar-Shalom, and M. Scheffe, “Sonar tracking of mul-
tiple targets using joint probabilistic data association,” IEEE Journal
of Oceanic Engineering, vol. 8, no. 3, pp. 173–184, Jul. 1983.
[62] D. Fra¨nken, M. Schmidt, and M. Ulmke, “’Spooky Action at a
Distance‘ in the Cardinalized Probability Hypothesis Density Filter,”
IEEE Transactions on Aerospace and Electronic Systems, vol. 45, no. 4,
pp. 1657–1664, Oct. 2009.
[63] A. F. Garcia-Fernandez and B. N. Vo, “Derivation of the PHD and
CPHD Filters Based on Direct Kullback-Leibler Divergence Minimiza-
tion,” IEEE Transactions on Signal Processing, vol. 63, no. 21, pp.
5812–5820, Nov. 2015.
[64] A. Gelman, J. B. Carlin, H. S. Stern, and D. B. Rubin, Bayesian Data
Analysis, ser. Texts in Statistical Science. Chapman & Hall/CRC,
2004.
[65] G. Gennarelli, G. Vivone, P. Braca, F. Soldovieri, and M. G. Amin,
“Multiple extended target tracking for through-wall radars,” IEEE
Transactions on Geoscience and Remote Sensing, vol. 53, no. 12, pp.
6482–6494, Dec. 2015.
[66] K. Gilholm, S. Godsill, S. Maskell, and D. Salmond, “Poisson models
for extended target and group tracking,” in Proceedings of Signal and
Data Processing of Small Targets, vol. 5913. San Diego, CA, USA:
SPIE, Aug. 2005, pp. 230–241.
[67] K. Gilholm and D. Salmond, “Spatial distribution model for tracking
extended objects,” IEE Proceedings of Radar, Sonar and Navigation,
vol. 152, no. 5, pp. 364–371, Oct. 2005.
[68] K. Granstro¨m, M. Fatemi, and L. Svensson, “Gamma Gaussian inverse-
Wishart Poisson multi-Bernoulli Filter for Extended Target Tracking,”
in Proceedings of the International Conference on Information Fusion,
Heidelberg, Germany, Jul. 2016.
[69] ——, “Poisson multi-Bernoulli conjugate prior for multiple extended
object estimation,” arXiv pre-print, 2016. [Online]. Available:
arxiv.org/abs/1605.06311
[70] K. Granstro¨m and C. Lundquist, “On the Use of Multiple Measure-
ment Models for Extended Target Tracking,” in Proceedings of the
International Conference on Information Fusion, Istanbul, Turkey, Jul.
2013.
[71] K. Granstro¨m, C. Lundquist, F. Gustafsson, and U. Orguner, “Random
Set Methods: Estimation of Multiple Extended Objects,” IEEE Robotics
and Automation Magazine, vol. 21, no. 2, pp. 73–82, Jun. 2014.
[72] K. Granstro¨m, C. Lundquist, and U. Orguner, “A Gaussian mixture
PHD filter for extended target tracking,” in Proceedings of the Inter-
national Conference on Information Fusion, Edinburgh, UK, Jul. 2010.
[73] ——, “Tracking Rectangular and Elliptical Extended Targets Using
Laser Measurements,” in Proceedings of the International Conference
on Information Fusion, Chicago, IL, USA, Jul. 2011, pp. 592–599.
[74] ——, “Extended Target Tracking using a Gaussian Mixture PHD filter,”
IEEE Transactions on Aerospace and Electronic Systems, vol. 48, no. 4,
pp. 3268–3286, Oct. 2012.
[75] K. Granstro¨m, A. Natale, P. Braca, G. Ludeno, and F. Serafino,
“PHD Extended Target Tracking Using an Incoherent X-band Radar:
Preliminary Real-World Experimental Results,” in Proceedings of the
International Conference on Information Fusion, Salamanca, Spain,
Jul. 2014.
[76] ——, “Gamma Gaussian inverse Wishart probability hypothesis density
for extended target tracking using X-band marine radar data,” IEEE
Transactions on Geoscience and Remote Sensing, vol. 53, no. 12, pp.
6617–6631, Dec. 2015.
[77] K. Granstro¨m and U. Orguner, “Properties and approximations of
some matrix variate probability density functions,” Department of
Electrical Engineering, Linko¨ping University, SE-581 83 Linko¨ping,
Sweden, Tech. Rep. LiTH-ISY-R-3042, Dec. 2011. [Online]. Available:
http://urn.kb.se/resolve?urn=urn:nbn:se:liu:diva-88735
[78] ——, “A PHD filter for tracking multiple extended targets using
random matrices,” IEEE Transactions on Signal Processing, vol. 60,
no. 11, pp. 5657–5671, Nov. 2012.
[79] ——, “Estimation and Maintenance of Measurement Rates for Mul-
tiple Extended Target Tracking,” in Proceedings of the International
Conference on Information Fusion, Singapore, Jul. 2012, pp. 2170–
2176.
[80] ——, “Implementation of the GIW-PHD filter,” Department of
Electrical Engineering, Linko¨ping University, SE-581 83 Linko¨ping,
Sweden, Tech. Rep. LiTH-ISY-R-3046, Mar. 2012. [Online]. Available:
http://urn.kb.se/resolve?urn=urn:nbn:se:liu:diva-94585
[81] ——, “On the Reduction of Gaussian inverse Wishart mixtures,” in
Proceedings of the International Conference on Information Fusion,
Singapore, Jul. 2012, pp. 2162–2169.
[82] ——, “On Spawning and Combination of Extended/Group Targets
Modeled with Random Matrices,” IEEE Transactions on Signal Pro-
cessing, vol. 61, no. 3, pp. 678–692, Feb. 2013.
[83] ——, “New prediction for extended targets with random matrices,”
IEEE Transactions on Aerospace and Electronic Systems, vol. 50, no. 2,
pp. 1577–1589, Apr. 2014.
[84] K. Granstro¨m, U. Orguner, R. Mahler, and C. Lundquist, “Corrections
on: ‘Extended Target Tracking using a Gaussian-Mixture PHD filter’,”
IEEE Transactions on Aerospace and Electronic Systems.
[85] K. Granstro¨m, S. Reuter, D. Meissner, and A. Scheel, “A multiple
model PHD approach to tracking of cars under an assumed rectangular
shape,” in Proceedings of the International Conference on Information
Fusion, Salamanca, Spain, Jul. 2014.
[86] K. Granstro¨m, P. Willett, and Y. Bar-Shalom, “An extended target
tracking model with multiple random matrices and unified kinematics,”
in Proceedings of the International Conference on Information Fusion,
Washington, DC, USA, Jul. 2015, pp. 1007–1014.
[87] K. Granstro¨m, “An extended target tracking model with multiple
random matrices and unified kinematics,” CoRR, vol. abs/1406.2135,
2014. [Online]. Available: http://arxiv.org/abs/1406.2135
[88] J. Gunnarsson, L. Svensson, L. Danielsson, and F. Bengtsson, “Track-
ing vehicles using radar detections,” in IEEE Intelligent Vehicles
Symposium, Jun. 2007, pp. 296–302.
27
[89] A. K. Gupta and D. K. Nagar, Matrix variate distributions, ser.
Chapman & Hall/CRC monographs and surveys in pure and applied
mathematics. Chapman & Hall, 2000.
[90] B. Habtemariam, R. Tharmarasa, T. Thayaparan, M. Mallick, and
T. Kirubarajan, “A multiple-detection joint probabilistic data associ-
ation filter,” IEEE Journal of Selected Topics in Signal Processing,
vol. 7, no. 3, pp. 461–471, Jun. 2013.
[91] L. Hammarstrand, M. Lundgren, and L. Svensson, “Adaptive radar sen-
sor model for tracking structured extended objects,” IEEE Transactions
on Aerospace and Electronic Systems, vol. 48, no. 3, pp. 1975–1995,
Jul. 2012.
[92] L. Hammarstrand, L. Svensson, F. Sandblom, and J. So¨rstedt, “Ex-
tended object tracking using a radar resolution model,” IEEE Transac-
tions on Aerospace and Electronic Systems, vol. 48, no. 3, pp. 2371–
2386, Jul. 2012.
[93] D. Helbing and P. Molna´r, “Social force model for pedestrian dynam-
ics,” Physical Review E, vol. 51, pp. 4282–4286, May 1995.
[94] M. Himmelsbach, F. v Hundelshausen, and H. Wuensche, “Fast seg-
mentation of 3d point clouds for ground vehicles,” in IEEE Intelligent
Vehicles Symposium (IV), June 2010, pp. 560–565.
[95] T. Hirscher, A. Scheel, S. Reuter, and K. Dietmayer, “Multiple extended
object tracking using gaussian processes,” in Proceedings of the Inter-
national Conference on Information Fusion, Jul. 2016, pp. 868–875.
[96] T. S. Huang and A. N. Netravali, “Motion and structure from feature
correspondences: a review,” Proceedings of the IEEE, vol. 82, no. 2,
pp. 252–268, Feb 1994.
[97] T. Jiang, M. Liu, Z. Fan, and S. Zhang, “On multiple-model extended
target multi-bernoulli filters,” Digital Signal Processing, vol. 59, pp.
76–85, 2016.
[98] S. J. Julier and J. K. Uhlmann, “Unscented Filtering and Nonlinear
Estimation,” in Proceedings of the IEEE, vol. 92, no. 3, 2004, pp.
401–422.
[99] M. Kass, A. Witkin, and D. Terzopoulos, “Snakes: Active contour
models,” International Journal of Computer Vision, vol. 1, no. 4, pp.
321–331, 1988.
[100] C. Knill, A. Scheel, and K. Dietmayer, “A direct scattering model
for tracking vehicles with high-resolution radars,” in IEEE Intelligent
Vehicles Symposium, Jun. 2016, pp. 298–303.
[101] J. W. Koch and M. Feldmann, “Cluster tracking under kinematical
constraints using random matrices,” Robotics and Autonomous Systems,
vol. 57, no. 3, pp. 296–309, Mar. 2009.
[102] W. Koch, “Bayesian approach to extended object and cluster tracking
using random matrices,” IEEE Transactions on Aerospace and Elec-
tronic Systems, vol. 44, no. 3, pp. 1042–1059, Jul. 2008.
[103] D. Krout, W. Kooiman, G. Okopal, and E. Hanusa, “Object tracking
with imaging sonar,” in Proceedings of the International Conference
on Information Fusion, Singapore, July 2012, pp. 2400–2405.
[104] S. Kullback and R. A. Leibler, “On information and sufficiency,” The
Annals of Mathematical Statistics, vol. 22, no. 1, pp. 79–86, Mar. 1951.
[105] F. Kunz, D. Nuss, J. Wiest, H. Deusch, S. Reuter, F. Gritschneder,
A. Scheel, M. Stbler, M. Bach, P. Hatzelmann, C. Wild, and K. Di-
etmayer, “Autonomous driving at ulm university: A modular, robust,
and sensor-independent fusion approach,” in IEEE Intelligent Vehicles
Symposium (IV), Jun. 2015, pp. 666–673.
[106] T. Kurien, “Issues in the design of practical multitarget tracking
algorithms,” Chapter 3 in Multitarget-Multisensor Tracking: Advanced
Applications, Ed. Y. Bar-Shalom, Artech House, pp. 43–83, 1990.
[107] J. Lan and X. R. Li, “Tracking of extended object or target group
using random matrix: New model and approach,” IEEE Transactions
on Aerospace and Electronic Systems.
[108] ——, “Tracking of extended object or target group using random matrix
– part I: New model and approach,” in Proceedings of the International
Conference on Information Fusion, Singapore, Jul. 2012, pp. 2177–
2184.
[109] ——, “Tracking of extended object or target group using random
matrix – part II: Irregular object,” in Proceedings of the International
Conference on Information Fusion, Singapore, Jul. 2012, pp. 2185–
2192.
[110] ——, “Joint tracking and classification of non-ellipsoidal extended
object using random matrix,” in Proceedings of the International
Conference on Information Fusion, Jul. 2014.
[111] ——, “Tracking maneuvering non-ellipsoidal extended object or target
group using random matrix,” IEEE Transactions on Signal Processing,
vol. 62, no. 9, pp. 2450–2463, 2014.
[112] ——, “Joint tracking and classification of extended object using
random matrix,” in Proceedings of the International Conference on
Information Fusion, Jul. 2013, pp. 1550–1557.
[113] ——, “Extended object or group target tracking using random matrix
with nonlinear measurements,” in Proceedings of the International
Conference on Information Fusion, Jul. 2016, pp. 901–908.
[114] T. Lefebvre, H. Bruyninckx, and J. De Schutter, “Kalman Filters for
Non-linear Systems: A Comparison of Performance,” International
Journal of Control, vol. 77, no. 7, pp. 639–653, 2004.
[115] X. R. Li and V. Jilkov, “Survey of maneuvering target tracking: Part
I. Dynamic models,” IEEE Transactions on Aerospace and Electronic
Systems, vol. 39, no. 4, pp. 1333–1364, Oct. 2003.
[116] F. Lian, C. Han, W. Liu, J. Liu, and J. Sun, “Unified cardinalized prob-
ability hypothesis density filters for extended targets and unresolved
targets,” Signal Processing, vol. 92, no. 7, pp. 1729–1744, 2012.
[117] F. Lian, C.-Z. Han, W.-F. Liu, X.-X. Yan, and H.-Y. Zhou, “Sequential
Monte Carlo implementation and state extraction of the group prob-
ability hypothesis density filter for partly unresolvable group targets-
tracking problem,” IET Radar, Sonar and Navigation, vol. 4, no. 5, pp.
685–702, Oct. 2010.
[118] M. Liu, T. Jiang, and S. Zhang, “The sequential monte carlo multi-
bernoulli filter for extended targets,” in Proceedings of the International
Conference on Information Fusion, Jul. 2015, pp. 984–990.
[119] M. Luber, G. D. Tipaldi, and K. O. Arras, “Place-dependent people
tracking,” International Journal for Robotics Research, vol. 30, no. 3,
pp. 280–293, Jan. 2011.
[120] M. Lundgren, L. Svensson, and L. Hammarstrand, “Variational
Bayesian expectation maximization for radar map estimation,” IEEE
Transactions on Signal Processing, vol. 64, no. 6, pp. 1391–1404, 2016.
[121] C. Lundquist, K. Granstro¨m, and U. Orguner, “Estimating the Shape
of Targets with a PHD Filter,” in Proceedings of the International
Conference on Information Fusion, Chicago, IL, USA, Jul. 2011, pp.
49–56.
[122] ——, “An extended target CPHD filter and a Gamma Gaussian inverse
Wishart implementation,” IEEE Journal of Selected Topics in Signal
Processing, Special Issue on Multi-target Tracking, vol. 7, no. 3, pp.
472–483, Jun. 2013.
[123] C. Lundquist, U. Orguner, and F. Gustafsson, “Estimating polynomial
structures from radar data,” in Proceedings of the International Con-
ference on Information Fusion, Edinburgh, UK, Jul. 2010.
[124] D. Ma, F. Lian, and J. Liu, “Sequential monte carlo implementation
of cardinality balanced multi-target multi-bernoulli filter for extended
target tracking,” IET Radar, Sonar Navigation, vol. 10, no. 2, pp. 272–
277, 2016.
[125] R. Mahler, Statistical Multisource-Multitarget Information Fusion.
Norwood, MA, USA: Artech House, 2007.
[126] ——, “‘Statistics 102’ for multisensor-multitarget tracking,” IEEE
Journal of Selected Topics in Signal Processing, vol. 7, no. 3, pp.
376–389, Jun. 2013.
[127] ——, Advances in Multisource-Multitarget Information Fusion. Nor-
wood, MA, USA: Artech House, 2014.
[128] ——, “Multitarget Bayes filtering via first-order multi target moments,”
IEEE Transactions on Aerospace and Electronic Systems, vol. 39, no. 4,
pp. 1152–1178, Oct. 2003.
[129] ——, “PHD filters of higher order in target number,” IEEE Transac-
tions on Aerospace and Electronic Systems, vol. 43, no. 4, pp. 1523–
1543, Oct. 2007.
[130] ——, “PHD filters for nonstandard targets, I: Extended targets,” in
Proceedings of the International Conference on Information Fusion,
Seattle, WA, USA, Jul. 2009, pp. 915–921.
[131] D. Meissner, S. Reuter, and K. Dietmayer, “Combining the 2d and
3d world: A new approach for point cloud based object detection,” in
Intelligent Signal Processing Conference, 12 2013.
[132] L. Mihaylova, A. Carmi, F. Septier, A. Gning, S. Pang, and S. Godsill,
“Overview of Bayesian sequential Monte Carlo methods for group and
extended object tracking,” Digital Signal Processing, vol. 25, no. 0,
pp. 1–16, Feb. 2014.
[133] M. Munz, “Generisches Sensorfusionsframework zur gleichzeitigen
Zustands- und Existenzscha¨tzung fu¨r die Fahrzeugumfelderkennung,”
Ph.D. dissertation, Ulm University, 7 2011.
[134] J. Murphy, E. O¨zkan, P. Bunch, and S. J. Godsill, “Sparse structure
inference for group and network tracking,” in 2016 19th International
Conference on Information Fusion (FUSION), July 2016, pp. 1208–
1214.
[135] K. Murty, “An algorithm for ranking all the assignments in order of
increasing cost,” Operations Research, vol. 16, no. 3, pp. 682–687,
1968.
[136] L. E. Navarro-Serment, C. Mertz, and M. Hebert, “Pedestrian Detection
and Tracking Using Three-dimensional LADAR Data,” International
28
Journal for Robotics Research, vol. 29, no. 12, pp. 1516–1528, Oct.
2010.
[137] V. Nguyen, A. Martinelli, N. Tomatis, and R. Siegwart, “A comparison
of line extraction algorithms using 2d laser rangefinder for indoor mo-
bile robotics,” in Proceedings of the 2005 IEE/RSJ International Con-
ference on Intelligent Robots and Systems, 2005, pp. 1929–1934.
[138] U. Orguner, “A variational measurement update for extended target
tracking with random matrices,” IEEE Transactions on Signal Pro-
cessing, vol. 60, no. 7, pp. 3827–3834, Jul. 2012.
[139] U. Orguner, C. Lundquist, and K. Granstro¨m, “Extended target tracking
with a cardinalized probability hypothesis density filter,” Department
of Electrical Engineering, Linko¨ping University, Sweden, Linko¨ping,
Sweden, Tech. Rep. LiTH-ISY-R-2999, Mar. 2011. [Online]. Available:
http://www.control.isy.liu.se/research/reports/2011/2999.pdf
[140] ——, “Extended Target Tracking with a Cardinalized Probability Hy-
pothesis Density Filter,” in Proceedings of the International Conference
on Information Fusion, Chicago, IL, USA, Jul. 2011, pp. 65–72.
[141] U. Orguner. (2010, Nov.) CPHD filter derivation for extended
targets. ArXiv:1011.1512v2. [Online]. Available: http://arxiv.org/abs/
1011.1512v2
[142] E. O¨zkan, N. Wahlstro¨m, and S. J. Godsill, “Rao-Blackwellised particle
filter for star-convex extended target tracking models,” in Proceedings
of the International Conference on Information Fusion, July 2016, pp.
1193–1199.
[143] S. K. Pang, J. Li, and S. Godsill, “Detection and tracking of coordinated
groups,” IEEE Transactions on Aerospace and Electronic Systems,
vol. 47, no. 1, pp. 472–502, Jan. 2011.
[144] K. Panta, D. Clark, and B.-N. Vo, “Data association and track man-
agement for the Gaussian mixture probability hypothesis density filter,”
IEEE Transactions on Aerospace and Electronic Systems, vol. 45, no. 3,
pp. 1003–1016, Jul. 2009.
[145] N. Petrov, A. Gning, L. Mihaylova, and D. Angelova, “Box particle fil-
tering for extended object tracking,” in Proceedings of the International
Conference on Information Fusion, Jul. 2012, pp. 82–89.
[146] N. Petrov, L. Mihaylova, A. Gning, and D. Angelova, “A novel
sequential monte carlo approach for extended object tracking based on
border parametrisation,” in Proceedings of the International Conference
on Information Fusion, Chicago, IL, USA, Jul. 2011, pp. 306–313.
[147] N. Petrov, M. Ulmke, L. Mihaylova, A. Gning, M. Schikora,
M. Wieneke, and W. Koch, “On the performance of the box particle
filter for extended object tracking using laser data,” in Workshop on
Sensor Data Fusion: Trends, Solutions, Applications, Sep. 2012, pp.
19–24.
[148] A. Petrovskaya and S. Thrun, “Model Based Vehicle Tracking for
Autonomous Driving in Urban Environments,” in Proceedings of
Robotics: Science and Systems, Zu¨rich, Switzerland, Jun. 2008.
[149] E. Pollard, B. Pannetier, and M. Rombaut, “Proceedings of the in-
ternational conference on information fusion,” in 13th Conference on
Information Fusion (FUSION), Edinburgh, Scotland, July 2010.
[150] J. Porrill, “Fitting Ellipses and Predicting Confidence Envelopes Using
a Bias Corrected Kalman Filter,” Image Vision Computing, vol. 8, pp.
37–41, 1990.
[151] C. Premebida and U. Nunes, “Segmentation and geometric primitives
extraction from 2d laser range data for mobile robot applications,” in
Actas do Encontro Cientı´fico Robo´tica 2005, 2005, pp. 17–25.
[152] A. S. Rahmathullah, A. F. Garca-Fernndez, and L. Svensson,
“Generalized optimal sub-pattern assignment metric,” arXiv pre-print,
2016. [Online]. Available: arxiv.org/abs/1601.05585
[153] C. E. Rasmussen and C. K. I. Williams, Gaussian Processes for
Machine Learning. Boston, MA, USA: MIT Press, 2006.
[154] D. Reid, “An algorithm for tracking multiple targets,” IEEE Transac-
tions on Automatic Control, vol. 24, no. 6, pp. 843–854, Dec. 1979.
[155] S. Reuter and K. Dietmayer, “Pedestrian tracking using random finite
sets,” in Proceedings of the International Conference on Information
Fusion, Chicago, IL, USA, Jul. 2011, pp. 1101–1108.
[156] S. Reuter, B.-T. Vo, B.-N. Vo, and K. Dietmayer, “The Labeled Multi-
Bernoulli Filter,” IEEE Transactions on Signal Processing, vol. 62,
no. 12, pp. 3246–3260, Jul. 2014.
[157] S. Reuter, B. Wilking, and K. Dietmayer, “Methods to model the mo-
tion of extended objects in multi-object Bayes filters,” in Proceedings
of the International Conference on Information Fusion, Singapore, Jul.
2012, pp. 527–534.
[158] P. Riekert and T. E. Schunck, “Zur fahrmechanik des gummibereiften
kraftfahrzeugs,” Ingenieur-Archiv, vol. 11, no. 3, pp. 210–224, 1940.
[159] B. Ristic and J. Sherrah, “Bernoulli filter for detection and tracking
of an extended object in clutter,” in Proceedings of 2013 IEEE Eighth
International Conference on Intelligent Sensors, Sensor Networks and
Information Processing, Apr. 2013, pp. 306–311.
[160] B. Ristic, B.-T. Vo, B.-N. Vo, and A. Farina, “A Tutorial on Bernoulli
Filters: Theory, Implementation and Applications,” IEEE Transactions
on Signal Processing, vol. 61, no. 13, pp. 3406–3430, Jul. 2013.
[161] G.-C. Rota, “The number of partitions of a set,” The American
Mathematical Monthly, vol. 71, no. 5, pp. 498–504, May 1964.
[162] D. J. Salmond and M. C. Parr, “Track maintenance using measurements
of target extent,” IEE Proceedings - Radar, Sonar and Navigation, vol.
150, no. 6, pp. 389–395, Dec. 2003.
[163] E. Saritas and U. Orguner, “Posterior Cramer-Rao lower bounds for
extended target tracking with random matrices,” in Proceedings of the
International Conference on Information Fusion, Jul. 2016, pp. 1485–
1492.
[164] T. Sathyan, T.-J. Chin, S. Arulampalam, and D. Suter, “A multiple
hypothesis tracker for multitarget tracking with multiple simultaneous
measurements,” IEEE Journal of Selected Topics in Signal Processing,
vol. 7, no. 3, pp. 448–460, Jun. 2013.
[165] A. Scheel, K. Granstro¨m, D. Meissner, S. Reuter, and K. Dietmayer,
“Tracking and Data Segmentation Using a GGIW Filter with Mixture
Clustering,” in Proceedings of the International Conference on Infor-
mation Fusion, Salamanca, Spain, Jul. 2014.
[166] A. Scheel, C. Knill, S. Reuter, and K. Dietmayer, “Multi-sensor multi-
object tracking of vehicles using high-resolution radars,” in IEEE
Intelligent Vehicles Symposium, Jun. 2016, pp. 558–565.
[167] A. Scheel, S. Reuter, and K. Dietmayer, “Using Separable Likelihoods
for Laser-Based Vehicle Tracking with a Labeled Multi-Bernoulli
Filter,” in Proceedings of the International Conference on Information
Fusion, Heidelberg, Germany, Jul. 2016, pp. 1200–1207.
[168] D. Schramm, M. Hiller, and R. Bardini, Vehicle Dynamics: Modeling
and Simulation. Berlin, Heidelberg, Germany: Springer Berlin Hei-
delberg, 2014.
[169] D. Schuhmacher, B.-T. Vo, and B.-N. Vo, “A consistent metric for
performance evaluation of multi-object filters,” IEEE Transactions on
Signal Processing, vol. 56, no. 8, pp. 3447–3457, Aug. 2008.
[170] M. Schuster, J. Reuter, and G. Wanielik, “Probabilistic data associa-
tion for tracking extended group targets under clutter using random
matrices,” Journal of Advances in Information Fusion.
[171] ——, “Probabilistic data association for tracking extended group
targets under clutter using random matrices,” in Proceedings of the
International Conference on Information Fusion, Washington, DC,
USA, Jul. 2015, pp. 961–968.
[172] M. Schutz, N. Appenrodt, J. Dickmann, and K. Dietmayer, “Multiple
extended objects tracking with object-local occupancy grid maps,” in
Proceedings of the International Conference on Information Fusion,
Salamanca, Spain, July 2014.
[173] L. Spinello, R. Triebel, and R. Siegwart, “Multiclass Multimodal
Detection and Tracking in Urban Environments,” International Journal
for Robotics Research, vol. 29, no. 12, pp. 1498–1515, Oct. 2010.
[174] J. Steinbring, M. Baum, A. Zea, F. Faion, and U. Hanebeck, “A Closed-
Form Likelihood for Particle Filters to Track Extended Objects with
Star-Convex RHMs,” in Proceedings of the 2015 IEEE International
Conference on Multisensor Fusion and Information Integration (MFI
2015), San Diego, California, USA, Sep. 2015.
[175] R. Streit, “Jpda intensity filter for tracking multiple extended objects in
clutter,” in Proceedings of the International Conference on Information
Fusion. ISIF, 2016, pp. 1477–1484.
[176] R. Streit and T. E. Luginbuhl, “A probabilistic multihypothesis tracking
algorithm without enumeration and pruning,” in In proceedings of the
Sixth Joint Service Data Fusion Symposium, Laurel, MD, USA, Jun.
1993, pp. 1015–1024.
[177] R. L. Streit and T. E. Luginbuhl, “Probabilistic Multi-Hypothesis
Tracking,” DTIC Document, Tech. Rep., 1995.
[178] L. Sun, S. Zhang, B. Ji, and J. Pu, “Performance Evaluation for Shape
Estimation of Extended Objects using a Modified Hausdorff Distance,”
in IEEE International Conference on Information and Automation
(ICIA), Aug. 2016, pp. 780–784.
[179] L. Sun, J. Lan, and X. R. Li, “Joint tracking and classification of
extended object based on support functions,” in Proceedings of the
International Conference on Information Fusion. IEEE, 2014, pp.
1–8.
[180] ——, “Modeling for tracking of complex extended object using
minkowski addition,” in Proceedings of the International Conference
on Information Fusion. IEEE, 2014, pp. 1–8.
[181] L. Sun, X. R. Li, and J. Lan, “Modeling of extended objects based on
support functions and extended gaussian images for target tracking,”
29
IEEE Transactions on Aerospace and Electronic Systems, vol. 50, no. 4,
pp. 3021–3035, 2014.
[182] A. Swain and D. Clark, “Extended object filtering using spatial
independent cluster processes,” in Proceedings of the International
Conference on Information Fusion, Edinburgh, UK, Jul. 2010.
[183] ——, “The PHD filter for extended target tracking with estimable
shape parameters of varying size,” in Proceedings of the International
Conference on Information Fusion, Singapore, Jul. 2012.
[184] X. Tang, X. Chen, M. McDonald, R. Mahler, R. Tharmarasa, and
T. Kirubarajan, “A multiple-detection probability hypothesis density
filter,” IEEE Transactions on Signal Processing, vol. 63, no. 8, pp.
2007–2019, Apr. 2015.
[185] University of Reading, “PETS 2012 dataset S1: Person count
and density estimation,” Jan. 2012. [Online]. Available: http:
//www.cvg.rdg.ac.uk/PETS2012/a.html
[186] J. Vermaak, N. Ikoma, and S. J. Godsill, “Sequential Monte Carlo
framework for extended object tracking,” IEE Proceedings of Radar,
Sonar and Navigation, vol. 152, no. 5, pp. 353–363, Oct. 2005.
[187] G. Vivone and P. Braca, “Joint probabilistic data association tracker for
extended target tracking applied to x-band marine radar data,” IEEE
Journal of Oceanic Engineering, vol. 41, no. 4, pp. 1007–1019, Oct.
2016.
[188] G. Vivone, P. Braca, K. Granstro¨m, A. Natale, and J. Chanussot,
“Converted measurements bayesian extended target tracking applied to
x-band marine radar data,” Journal of Advances in Information Fusion.
[189] ——, “Converted measurements random matrix approach to extended
target tracking using x-band marine radar data,” in Proceedings of
the International Conference on Information Fusion, Washington, DC,
USA, Jul. 2015, pp. 976–983.
[190] G. Vivone, P. Braca, K. Granstro¨m, and P. Willett, “Multistatic bayesian
extended target tracking,” IEEE Transactions on Aerospace and Elec-
tronic Systems.
[191] G. Vivone, P. Braca, K. Granstro¨m, and P. Willett, “Multiple sensor
bayesian extended target tracking fusion approaches using random ma-
trices,” in Proceedings of the International Conference on Information
Fusion, Heidelberg, Germany, Jul. 2016.
[192] B.-N. Vo, S. Singh, and A. Doucet, “Sequential monte carlo methods
for multitarget filtering with random finite sets,” IEEE Transactions on
Aerospace and Electronic Systems, vol. 41, no. 4, pp. 1224–1245, Oct.
2005.
[193] B.-N. Vo, B.-T. Vo, and D. Clark, “Bayesian multiple target filtering
using random finite sets,” in Integrated Tracking, Classification, and
Sensor Management, M. Mallick, V. Krishnamurthy, and B.-N. Vo,
Eds. New York, NY, USA: Wiley, 2014.
[194] B.-T. Vo and B.-N. Vo, “Labeled random finite sets and multi-object
conjugate priors,” IEEE Transactions on Signal Processing, vol. 61,
no. 13, pp. 3460–3475, Apr. 2013.
[195] B.-T. Vo, B.-N. Vo, and A. Cantoni, “The cardinality balanced multi-
target multi-bernoulli filter and its implementations,” IEEE Transac-
tions on Signal Processing, vol. 57, no. 2, pp. 409–423, Feb. 2009.
[196] B.-T. Vo, B.-N. Vo, and D. Phung, “Labeled random finite sets and
the Bayes multi-target tracking filter,” IEEE Transactions on Signal
Processing, vol. 62, no. 24, pp. 6554–6567, Dec. 2014.
[197] B.-N. Vo, M. Mallick, Y. Bar-Shalom, S. Coraluppi, R. Osborne,
R. Mahler, and B.-T. Vo, “Multitarget tracking,” Wiley Encyclopedia
of Electrical and Electronics Engineering, Sep. 2015.
[198] N. Wahlstro¨m and E. O¨zkan, “Extended target tracking using Gaussian
processes,” IEEE Transactions on Signal Processing, vol. 63, no. 16,
pp. 4165–4178, Aug. 2015.
[199] M. J. Waxman and O. E. Drummond, “A Bibliography of Cluster
(Group) Tracking,” Signal and Data Processing of Small Targets 2004,
vol. 5428, no. 1, pp. 551–560, 2004.
[200] M. Wieneke and S. Davey, “Histogram PMHT with target extent esti-
mates based on random matrices,” in Proceedings of the International
Conference on Information Fusion, Chicago, IL, USA, Jul. 2011, pp.
1–8.
[201] M. Wieneke and W. Koch, “A PMHT approach for extended objects
and object groups,” IEEE Transactions on Aerospace and Electronic
Systems, vol. 48, no. 3, pp. 2349–2370, 2012.
[202] W. Wieneke and J. W. Koch, “Probabilistic tracking of multiple
extended targets using random matrices,” in Proceedings of SPIE Signal
and Data Processing of Small Targets, Orlando, FL, USA, Apr. 2010.
[203] P. Willett, Y. Ruan, and R. Streit, “PMHT: Problems and Some
Solutions,” IEEE Transactions on Aerospace and Electronic Systems,
vol. 38, no. 3, pp. 738–754, Jul 2002.
[204] J. Williams, “An efficient, variational approximation of the best fit-
ting multi-Bernoulli filter,” IEEE Transactions on Signal Processing,
vol. 63, no. 1, pp. 258–273, Jan. 2015.
[205] ——, “Marginal multi-Bernoulli filters: RFS derivation of MHT,
JIPDA, and association-based member,” IEEE Transactions on
Aerospace and Electronic Systems, vol. 51, no. 3, pp. 1664–1687, Jul.
2015.
[206] K. Wyffels and M. Campbell, “Priority-based tracking of extended
objects,” Journal of Advances in Information Fusion.
[207] ——, “Negative information for occlusion reasoning in dynamic ex-
tended multiobject tracking,” IEEE Transactions on Robotics, vol. 31,
no. 2, pp. 425–442, Apr. 2015.
[208] J. Yang, F. Liu, H. Ge, and Y. Yuan, “Multiple extended target tracking
algorithm based on gm-phd filter and spectral clustering,” EURASIP
Journal on Advances in Signal Processing, Jul. 2014.
[209] S. Yang and M. Baum, “Second-order extended Kalman filter for ex-
tended object and group tracking,” in Proceedings of the International
Conference on Information Fusion, July 2016, pp. 1178–1184.
[210] ——, “Extended Kalman Filter for Extended Object Tracking,” in
Proceedings of the 2017 IEEE International Conference on Acoustics,
Speech, and Signal Processing (ICASSP), New Orleans, USA, Mar.
2017.
[211] S. Yang, M. Baum, and K. Granstro¨m, “Metrics for Performance Eval-
uation of Elliptic Extended Object Tracking Methods,” in Proceedings
of the 2016 IEEE International Conference on Multisensor Fusion
and Integration for Intelligent Systems (MFI 2016), Baden-Baden,
Germany, Sep. 2016.
[212] A. Yilmaz, O. Javed, and M. Shah, “Object Tracking: A Survey,” ACM
Computing Surveys, vol. 38, no. 4, Dec. 2006.
[213] A. Zea, F. Faion, M. Baum, and U. Hanebeck, “Level-Set Random
Hypersurface Models for Tracking Non-Convex Extended Objects,” in
Proceedings of the International Conference on Information Fusion,
Istanbul, Turkey, Jul. 2013.
[214] A. Zea, F. Faion, and U. D. Hanebeck, “Tracking elongated extended
objects using splines,” in Proceedings of the International Conference
on Information Fusion, July 2016, pp. 612–619.
[215] ——, “Exploiting Clutter: Negative Information for Enhanced Ex-
tended Object Tracking,” in Proceedings of the 18th International
Conference on Information Fusion (Fusion 2015), Washington D. C.,
USA, Jul. 2015.
[216] A. Zea, F. Faion, J. Steinbring, and U. D. Hanebeck, “Exploiting Neg-
ative Measurements for Tracking Star-Convex Extended Objects,” in
Proceedings of the 2016 IEEE International Conference on Multisensor
Fusion and Integration for Intelligent Systems (MFI 2016), Baden-
Baden, Germany, Sep. 2016.
[217] D. Zhang and G. Lu, “Study and Evaluation of Different Fourier
Methods for Image Retrieval,” Image and Vision Computing, vol. 23,
no. 1, pp. 33 – 49, 2005.
[218] G. Zhang, F. Lian, and C. Han, “CBMeMBer filters for nonstandard
targets, i: Extended targets,” in Proceedings of the International Con-
ference on Information Fusion, Jul. 2014.
[219] H. Zhang, H. Xu, X.-Y. Wang, and W. An, “A PHD filter for tracking
closely spaced objects with elliptic Random Hypersurface models,” in
Proceedings of the International Conference on Information Fusion.
IEEE, 2013, pp. 1558–1565.
[220] Y. Zhang and H. Ji, “A novel fast partitioning algorithm for extended
target tracking using a gaussian mixture PHD filter,” Signal Processing,
vol. 93, no. 11, pp. 2975–2985, 2013.
[221] ——, “Robust bayesian partition for extended target Gaussian inverse
Wishart PHD filter,” IET Signal Processing, vol. 8, no. 4, pp. 330–338,
Jun. 2014.
[222] Z. Zhang, “Parameter Estimation Techniques: A Tutorial with Appli-
cation to Conic Fitting,” Image and Vision Computing, vol. 15, no. 1,
pp. 59–76, 1997.
[223] Z. Zhong, H. Meng, and X. Wang, “Extended target tracking using an
IMM based Rao-Blackwellised unscented Kalman filter,” in Proceed-
ings of the International Conference on Signal Processing, Oct. 2008,
pp. 2409–2412.
[224] H. Zhu, C. Han, and C. Li, “An extended target tracking method with
random finite set observations,” in Proceedings of the International
Conference on Information Fusion, Chicago, IL, USA, Jul. 2011, pp.
73–78.
[225] P. Zong and M. Barbary, “Improved multi-bernoulli filter for extended
stealth targets tracking based on sub-random matrices,” IEEE Sensors
Journal, vol. 16, no. 5, pp. 1428–1447, March 2016.
30
Karl Granstro¨m (M’08) is a postdoctoral research
fellow at the Department of Signals and Systems,
Chalmers University of Technology, Gothenburg,
Sweden. He received the MSc degree in Applied
Physics and Electrical Engineering in May 2008, and
the PhD degree in Automatic Control in November
2012, both from Linko¨ping University, Sweden. He
previously held postdoctoral positions at the De-
partment of Electrical and Computer Engineering at
University of Connecticut, USA, from September
2014 to August 2015, and at the Department of
Electrical Engineering of Linko¨ping University from December 2012 to
August 2014. His research interests include estimation theory, multiple model
estimation, sensor fusion and target tracking, especially for extended targets.
He has received paper awards at the Fusion 2011 and Fusion 2012 conferences.
Marcus Baum is Juniorprofessor (Assistant Profes-
sor) at the University of Goettingen, Germany. He
received the Diploma degree in computer science
from the University of Karlsruhe (TH), Germany,
in 2007, and graduated as Dr.-Ing. (Doctor of En-
gineering) at the Karlsruhe Institute of Technology
(KIT), Germany, in 2013. From 2013 to 2014, he
was postdoc and assistant research professor at the
University of Connecticut, CT, USA. His research
interests are in the field of data fusion, estimation,
and tracking. Marcus Baum is associate administra-
tive editor of the ”Journal of Advances in Information Fusion (JAIF)” and
serves as local arrangement chair of the ”19th International Conference on
Information Fusion (FUSION 2016)”. He received the best student paper
award at the FUSION 2011 conference.
Stephan Reuter received the Diploma degree
(equivalent to M.Sc. degree) and the Dr.-Ing. de-
gree (equivalent to Ph.D.) in electrical engineering
from Ulm University, Germany, in 2008 and 2014,
respectively. Since 2008 he is a research assistant
at the Institute of Measurement, Control and Mi-
crotechnology at Ulm University. He received the
best Student Paper award at FUSION 2014 and the
Uni-DAS award for an excellent PhD thesis in the
field of driver assistance systems. His main research
topics are sensor data fusion, multi-object tracking,
extended object tracking, environment perception for intelligent vehicles, and
sensor data processing.
